In Brief
Optimal perceptual decisions require sensory signals to be combined with prior information about stimulus probability. Bell et al. show that neurons in inferior temporal cortex encode both prediction errors and long-term stimulus probabilities.
INTRODUCTION
A long tradition in psychology and neuroscience has cast perception as an inference problem, by which the causes of stimulation are constructed from ambiguous sensory inputs [1] [2] [3] . Bayesian models argue that the local and long-term stimulation histories provide prior information about the most likely interpretation of a visual image, which is combined with sensory inputs to guide optimal perceptual decisions [4] [5] [6] . According to one influential framework, sensory neurons signal both prior information (i.e., predictions about forthcoming input) and the update signals that allow sensory expectations to be revised in the face of new information (i.e., prediction errors about observed input) [7] [8] [9] [10] .
This framework has been investigated by human functional neuroimaging studies, which have confirmed that stimuli that are conditionally likely result in globally dampened macroscopic brain responses (i.e., reduced prediction errors), even when lowlevel sensory adaptation is controlled for [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . For example, blood-oxygen-level-dependent (BOLD) signals in both striate and extrastriate cortex are suppressed when a visual stimulus is predicted by a valid probabilistic cue [11, 14, 17, 21] , and BOLD adaptation is attenuated when stimulus repetitions are more rare across a block of trials, even when repetition probabilities are not explicitly signaled [16, 20, [22] [23] [24] [25] [26] [27] . These phenomena, whereby expected stimuli elicit reduced brain activity, have been collectively termed ''expectation suppression'' [28, 29] .
Strikingly, however, single-neuron recordings in monkeys have failed to replicate these findings. Kaliukhovich and Vogels trained monkeys to expect certain pairings of stimuli more than others [30] . Rare versus frequent repetitions elicited comparable adaptation responses from inferior temporal cortex (IT) neurons, and surprising, deviant visual stimuli elicit firing rates that were indistinguishable from those evoked by rare but conditionally unsurprising images [31] . Olson and colleagues [32] [33] [34] have demonstrated that after repeatedly pairing two visual images, the trailing stimulus will elicit a reduced neural response in IT when preceded by the leading stimulus (relative to another image). In these studies, however, the stimuli were viewed passively rather than being decision-relevant, and stimulus probabilities were fixed over the course of the experiment. These factors preclude investigation of how short-and long-term fluctuations in expectation influence perceptual decisions [32, 34] . The finding that visual neurons are sensitive to visual predictions and their updates has the potential to place a strong constraint on computational models of vision in neuroscience and machine learning [35] [36] [37] .
Here, we asked whether IT neurons encode long-term probabilistic information about stimulus occurrence and how these neural signals might influence perceptual decisions. Unlike previous studies [30] [31] [32] 34] , we used a psychophysical approach. Neuronal activity was recorded from individual IT neurons while monkeys performed a perceptual decision-making task that required them to indicate whether a noisy cue stimulus was either a face or fruit stimulus. The relative probability of the cue being a face versus a fruit was manipulated by a latent variable that was not revealed to the monkeys and that changed unpredictably over the course of each recording session. We show that neural signals in IT carry information about the long-term stimulation history, and this information is correlated with perceptual decisions.
RESULTS
Two monkeys performed a perceptual decision-making task that involved discriminating whether a noisy image (cue) was a face or a fruit ( Figure 1A ). All procedures were approved by the National Institute of Mental Health (NIMH) Animal Care and Use Committee and conformed to all NIH guidelines. Following a variable delay period, decisions were signaled with a saccadic eye movement to one of two images that occurred randomly on the left and right of the screen: either (1) the same face or fruit stimulus (correct response) or (2) a stimulus from the opposing category (incorrect response). Cue stimuli were degraded at two levels by the addition of Gaussian noise to the image (low and high noise trials). Cue probability was controlled by a latent variable, p(face), which took on one of five levels (0%, 25%, 50%, 75%, 100%), and changed unpredictably over the course of the experiment (on average every $50 trials). Recordings were obtained from 253 neurons from areas TEO and TE (lower bank of the STS, between 5-19 mm anterior to the interaural axis); concentrated near/within regions that had been identified by their preference for face stimuli in previous neuroimaging studies [38, 39] .
Behavioral Data
In Figure 1B (left panels), we pooled the monkeys' average choices as a function of whether faces or fruit were expected (abscissa), for trials where the cue was a face (red lines) or a fruit (blue lines). Both monkeys showed above-chance sensitivity, as indicated by the fact that face and fruit stimuli predicted different choices even when the two classes of stimuli were equiprobable and prior information was thus unavailable (i.e., restricting the analysis to p(face) = 0.50: low noise trials: t (118) = 17.29, p < 1 3 10 À34 ; high noise trials:
t (118) = 3.73, p < 1 3 10 À3 ) (analysis performed on z-transformed choice probabilities; see Figure S1 for data from each monkey). Using the z-transformed hit and false alarm data ( Figure 1B , right panels) from p(face)˛[25%, 50%, 75%], we computed d 0 and c, decision theoretic statistics that indicate the respective sensitivity and decision criterion of the monkeys in each probability condition. As expected, d 0 was greater for low noise (1.37 ± 0.51) than high noise (0.36 ± 0.32) trials (F (1,81) = 247.0, p < 1 3 10 À16 ) but showed no main effect of probability condition (p = 0.23). By contrast, the estimate of criterion c varied with p(face) (F (2,154) = 96.75, p < 1 3 10 À14 ), but was insensitive to the visibility condition (p = 0.55). In both noise conditions, c was significantly below zero in the 25% condition and above zero in the 75% condition (all t values > 6.7, all p values < 1 3 10 À9 ) but did not differ from zero in the 50% condition (both t values <1, both p values > 0.24; note that estimates were unavailable for 0% and 100% conditions as only one stimulus class was presented). These data indicate that the monkeys were highly sensitive to the probability manipulation imposed by the task structure. (A) Monkeys were trained on a delayed match-tosample task that required them to identify which of two stimuli (a face or fruit) best matched a previously presented cue. Cue stimuli were pseudorandomly selected on a session-by-session basis from a set of eight possible images for each category and were degraded at two different levels by the addition of Gaussian noise to the image (low and high noise trials) (N.B. this panel shows an example of a low-noise cue). The trials were arranged into five blocks, (presented in random order), each with a different probability of the cue being a ''face'' versus a ''fruit'' (0%, 25%, 50%, 75%, 100%).
(B) Left: a robust behavioral effect emerged whereby the subject's choice was strongly biased by prior probability-''face'' was chosen more often than ''fruit'' when trial proportions were biased toward faces and vice-versa. This trend was found at both noise levels. Right: hit rates and false alarms were more influenced by p(face) under high noise conditions as compared to low noise conditions (gray lines). SEM indicated by error bars. See Figure S1 for behavioral group according to monkey.
(C) Estimates of p(face) over a single recording session. Estimates were derived using a reinforcement learning (delta rule) model (green line) and a Bayesian model (turquoise line) and are compared to the generative probability (black line). Ovals along the bottom of the figure indicate trials where the cue stimulus was a face.
Neuronal Responses to Expected versus Unexpected Stimuli
Overall, 174 neurons (69%) responded to visual stimuli (comparing baseline versus post-stimulus activity in low-noise trials; p < 0.05; see the Supplemental Experimental Procedures for details). Of these, 106/174 neurons (61%) had significantly larger responses to faces over fruit; 2/174 neurons (1%) had larger responses to fruit over faces, and the remaining 38% of visually responsive neurons showed no significant difference in response strength between the two stimulus categories. In Figure 2A , we show examples from each monkey of the responses of individual neurons to high and low noise face and fruit images. Next, we examined whether the response to faces was modulated by face probability. The monkeys were not given any explicit information about the state of the latent variable p(face) so we calculated an ''ideal'' estimate of face probability using a hierarchical Bayesian approach that takes into account the rate of change (volatility) of the environment [40] (see the Supplemental Experimental Procedures). The mean of the resulting posterior distribution (that we call p(face) Bayes ) served as a proxy for the monkeys' beliefs about the forthcoming stimulation (see Figure 1C and below). To avoid arbitrary selection criteria and guard against circular inference, we conducted our analyses using the entire population of 253 neurons, irrespective of their visual selectivity.
We classified face and fruit cue trials into three conditions: ''expected'' [p(face) Bayes Figure 2B and for the whole population in Figures 3A-3D . Under low noise conditions, unexpected faces elicited greater activity than neutral faces and neutral faces elicited greater activity than expected faces ( Figure 3A ). These effects were both significant from $150 ms onward. In addition, unexpected faces elicited greater activity than neutral faces regardless of the nature of the previous trial ( Figures S2A and S2B ). For consistency with the past literature, in what follows we refer to these two effects collectively as ''expectation suppression,'' although Figure 3A shows that relative to neutral stimuli, neural responses to surprising stimuli were enhanced and neural responses to expected stimuli were attenuated. No such effects were observed for fruit trials ( Figures 3B and 3D ) and firing rates were generally much lower under high noise conditions ( Figure 3C ).
When faces were expected, the previous stimulus was more likely to be a face, and monkeys were thus more likely to have made a saccade to a fully visible face in the immediately preceding trial. Thus, modulation of neural activity by p(face) Bayes may have been driven by face repetition, rather than expectation of the face. To address this issue, we built a regression model that predicted neuronal activity as a function of a combination of experimental variables, including the current cue stimulus (face or fruit), the latent estimate of face probability p(face) Bayes , and the interaction between these two variables. This approach allowed us to include nuisance predictors encoding the interaction between the current stimulus and previous choices (prevchoice 1-3 ) in the design matrix. Thus, firing rates y at each time point were predicted as follows: where stimulus indicates whether the cue was a face (stimulus = 1) or a fruit (stimulus = 0), prevchoice k denotes the choice made by the monkey k trials previously, and trial is trial number within the given recording session. The coefficient b 3 encodes how neural responsivity to faces versus fruit was modulated by face probability and is plotted over time (for low noise trials) in Figure 3E , with red horizontal bars indicating significant time points (cluster-corrected over time, p < 0.05). Beginning $150 ms following cue stimulus onset, there is a statistically significant negative deflection, indicating that average firing rates decrease as the probability of face stimuli increases. Critically, this effect was robust to the inclusion of the monkeys' choices on up to three previous trials (shown in Figure 3E as three separate but largely overlapping red traces). Moreover, this effect persisted when previous cue, not choice, was used in the model (Figures S2C and S2D ). These data suggest that the effect observed is one of ''expectation suppression'' rather than ''repetition suppression'' [30, 41] . Figure 3F shows the regression coefficient for stimulus category (faces versus fruit) as a function of time from cue onset. This result is consistent with the population spike density functions ( Figure 3A ) and confirms the ability of this regression-based approach to reveal the strong stimulus selectivity within the population.
Estimating p(face) Using a Reinforcement Learning Model In the analyses described above, we assume that the monkeys estimated the state of the latent variable p(face) in a Bayesian fashion, marginalizing over a posterior distribution encoding possible values of p(face). However, another possibility is that the monkeys encoded a scalar estimate of p(face), which they updated in proportion to the surprise it engendered at the time of the cue on each trial:
In this class of reinforcement learning (RL) model [42] , the rate of update that occurs following feedback on trial t is controlled by a free parameter a, known as the learning rate, as follows:
In Equations 2 and 3, p(face) RL is the RL model-derived estimate of face probability for each trial. To estimate the learning rate that best described behavior on this task, we searched for values of a that optimized the fit to the data shown in Figure 1B (see the Supplemental Experimental Procedures). A learning rate of 1 would imply the monkeys used only the immediately preceding trial to guide future choices, whereas lower learning rates indicate that choices are changing as a function of previous trial history. Averaging over all sessions, the best fit was provided by a = 0.05, indicating that monkeys' choices depended on the history of stimulation going back several trials. Model performance is indicated by the dots in Figure 1B , which closely match the monkeys' behavior. Figure 1C shows an example of how p(face) RL (green line) varies for a single recording session, alongside estimates of p(face) Bayes (turquoise line) and the true generative probability (black line).
We compared the ability of the Bayesian and the RL models to account for choices using maximum likelihood estimation (see the Supplemental Experimental Procedures). The RL model provided a substantially better fit than the Bayesian model. Using Bayesian model selection [43] , the posterior probability of the RL model, p(mjdata), was $0.92 ($0.08 for the Bayesian model), providing strong evidence that monkeys learned more slowly than an ideal observer.
Neuronal Correlates of Predictions and Prediction Errors
We assessed whether IT neurons encoded predictions (p(face) RL ) and prediction errors (Dp(face) RL ), over and above the effect of sensory stimulation:
The resulting coefficients, plotted in Figure 4A , confirmed that the IT population encoded a signed prediction error signal ( Figure 4A , center left panel; showing significantly increased activity when faces were surprising), over and above the variance captured by the stimulus itself. However, the coefficients for p(face) RL failed to diverge significantly from zero ( Figure 4A , leftmost panel), suggesting that the population did not show a global increase or decrease in firing rate when faces were more probable than fruit.
Multivariate Analyses
The analyses described above treat the IT neurons as a homogenous population. However, a deeper insight into the selectivity for stimulus, probability, and prediction errors can be gained by looking at the correlation between the patterns of selectivity for predictor variables (e.g., stimulus, prediction, prediction error) across the neuronal population [44] . We randomly allocated the trials recorded for each neuron into two independent groups of equal number and estimated beta coefficients from Equation 4 for both halves of the data. Each coefficient provides an independent estimate of a neuron's selectivity for one of the predictor variables (the extent to which the neuron ''encodes'' that variable) at each point in time. We then plotted the topography of positive (red) or negative (blue) correlations between regression coefficients b 1-4 estimated from one half (x axis) and the other (y axis) of the data, in Figure 4B .
Although we observed no average firing rate increase among IT neurons when faces were expected (see above), the pattern of activity encoding p(face) RL was conserved across the two halves of the data ( Figure 4B, leftmost panel) . In other words, some neurons responded positively to p(face) RL and some responded negatively, but this variability was consistent across the two halves of the data and thus not simply driven by noise. We assessed the statistical significance of these correlations by comparing nonparametric Fisher's Z scores to a null distribution computed from the shuffled data (see the Supplemental Experimental Procedures). Averaging across all time points, the mean correlation deviated positively from zero (Fisher's Z > 10, p < 0.001) as it did for each of the four quadrants (pre/post-stimulus periods for each variable; all Fisher's Z > 6, p < 0.001).
In Figures 4C and 4D (left panels), we show scatter plots of the parameter estimates for face predictions calculated from the two independent splits of the data, both in the pre-stimulus period ( Figure 4C ) and post-stimulus period ( Figure 4D ). As expected, there was a reliable consistency across the population for the encoding of prediction errors, in the post-but not pre-stimulus periods ( Figures 4C and 4D, right panels) .
This finding suggests that after measuring the response to p(face) RL from one portion of the data, it would be possible to ''decode'' the latent variable determining face probability given the neuronal activity from independent test datasets (see below). Furthermore, the existence of a cross-correlation between time points taken from the pre-and post-stimulus periods indicates that the neuronal encoding of probability is sustained over the entire cue epoch (À500 ms to +500 ms), including during the pre-stimulus period. Of note, an identical analysis conducted on the predictor prevchoice failed to reach significance for any of the quadrants ( Figure 4B , rightmost panel; all p values > 0.2).
The analysis described above assesses the consistency between two independent estimates of neural encoding of a single predictor (e.g., p(face) RL with p(face) RL ). However, the approach can also be deployed to assess how the neuronal encoding of one variable (e.g., p(face) RL ) relates to an independent estimate of encoding of another (e.g., Dp(face) RL ). In a subsequent set of analyses, we explored the interrelationship between population encoding of faces, face predictions, and face surprise (Figure 5 ; see Figure S4 for all possible pairings of b 1-4 ). We show these correlations both time point-by-time point ( Figure 5A ) and as scatter plots for coefficients estimated from the two independent splits of the data in the pre-stimulus period ( Figure 5B ) and post-stimulus period ( Figure 5C ). 
(legend continued on next page)
The patterns of encoding for the stimulus (face > fruit) and for the prediction error (Dp(face) RL ) were highly correlated from $150 ms onward in the post-stimulus period ( Figure 5 , middle panels). This effect was significant when averaging over the post-stimulus period of each half of the data (i.e., the lower right quadrant of this panel; Fisher's Z > 14, p < 0.001) but not when examining data from the pre-stimulus period (other quadrants: all p values > 0.9). In other words, those neurons that showed the strongest face responses also showed the greatest difference in response magnitude between expected and unexpected face trials and vice versa. Indeed, when we divided neurons into two halves according to whether they were more face-selective or more fruit-selective, we observed a face prediction error for the former and a fruit prediction error for the latter (Figure S5 ), even though fruit selectivity in the dataset was low when defined by conventional approaches.
Furthermore, we observed that in the post-stimulus period, there was a significant positive correlation between the extent to which IT neurons were sensitive to faces and the extent to which they encoded face predictions (Fisher's Z = 17, p < 0.001; Figure 5 , left panels). That is, although face predictions were not encoded on average in the population, they were encoded in those neurons that responded most vigorously to faces over fruit. However, there was no significant correlation between the extent to which neurons encoded face predictions (p(face) RL ) and face prediction errors (Dp(face) RL ), either in the post-stimulus period or in any other quadrant ( Figure 5 , right panels). Moreover, there was a significantly stronger correlation between the encoding of faces and face predictions than there was between the encoding of face prediction errors and face predictions, i.e., between the correlation values shown in the leftmost and rightmost panels of Figure 5A , and this held for each quadrant tested (all z values > 4, all p values < 0.0001). This finding is consistent with influential theories that have argued for distinct populations of neurons encoding predictions and prediction error signals during perceptual decision-making [7, 10] .
Neuronal Activity at the Time of Choice Modulated by Prediction Signals
The monkeys indicated their decision by making an eye movement to one of two fully visible probe stimuli, a face or a fruit. The neuronal activity at the time of response was thus heavily influenced by the choice because this determined where the gaze rested. Neuronal activity locked to the behavioral response (i.e., to the start of the 500 ms fixation hold period; shown in Figure S6) were analyzed via a new regression model that included the cue, its interaction with p(face) RL , as well as several nuisance quantities:
In Figure 6A , the coefficients for b 1 -b 3 are shown over time for correct trials only. Here, we averaged over high and low noise trials, because the observed responses were very similar. As expected, the population strongly encoded the main effect of whether the cue was a face or not (i.e., the choice, on correct trials) after response onset (leftmost panel). An inverted effect was observed (blue lines) when we computed the same regression for incorrect trials, which is as expected given the monkey responded with a saccade to a fruit probe on these trials. Critically, we observed an attenuation in firing rate for expected stimuli at the time of choice, just as we did at the time of the cue, as shown by the interaction between choice and probability (rightmost panel). Multivariate analysis at the time of the saccadic response also showed reliable encoding of the choice, face probability, and the cross-correlation between neurons coding for these two variables ( Figure S6 ).
Decoding Cue Identity with and without Expectations
Above, we described a difference in IT firing rates consistent with both ''surprise enhancement'' and ''expectation suppression.'' This is consistent with previous neuroimaging studies [28] . However, one fMRI study has suggested that although expected stimuli elicit lower overall signal levels, they can be decoded with greater accuracy from multivariate BOLD signals [17] . We tested this hypothesis at the single-neuron level both at the time of the cue and the time of choice. For each neuron, we pseudorandomly allocated trials into a training set (70%) and a testing set (30%) and estimated coefficients that linked the pattern of neural activity on training trials to the identity of the cue stimulus (face or fruit). We then used these coefficients to make predictions about the cue identity on the test set. We performed this analysis separately for those trials for which only weak expectations about stimulus identity were possible (0.33 < p(face) Bayes < 0.66; ''neutral'' trials) and those where the expectation and the stimulus were congruent (''expectation'' trials) We used an undersampling approach to equate trial numbers in each condition and excluded neurons for which fewer than 20 trials were available. Statistical significance was calculated using a permutation testing approach (see the Supplemental Experimental Procedures).
On expectation trials ( Figure 6B , red traces), at the time of the cue, it was possible to decode the forthcoming stimulus during the pre-stimulus period because the neural expectation signals carried information about its likely identity. This was not possible on neutral trials (black traces). Under high noise ( Figure 6C ), neural signals afforded the monkeys an opportunity to decide about Figure S3 . Cross-validation of choice-aligned regression coefficients shown in Figure S4 .
(B and C) Decoding accuracy for the cue identity from cue (left panels) and response-aligned activity (right panels) for low-noise (B) and high-noise (C) trials. Decoding of cue identity was significantly above chance for the majority of the trial duration, in cases where a given cue was expected (i.e., p(face) > 0.66 and a face stimulus occurred, or where p(face) < 0.33 and a fruit cue occurred). This was not the case for neutral trials (i.e., p(face) > 0.33 and < 0.66), where cue identity could not be decoded until after cue onset. Red bars and black bars show time points where decoding was significantly above chance for the expected and neutral trials respectively, computed using a permutation testing method. Trial counts were equated for all analysis conditions. See also Figure S6 .
the cue on the basis of expectations alone, whereas under low noise ( Figure 6B ), the relative decoding advantage for expectation versus neutral trials was diminished, particularly during the post-stimulus period. Similarly at the time of the choice, there was a substantial decoding advantage when expectations were present under both high-and low-noise trials.
DISCUSSION
The best decisions are made by combining sensory signals with prior knowledge of stimulus probabilities. During tasks in which stimuli are perceptually unambiguous but yield a timevarying reward, humans and monkeys dynamically update their behavior to reflect the statistics of the environment, and regions of the medial prefrontal cortex encode and update probabilistic information about outcome values [40] . Evidence for long-term probabilistic encoding in sensory regions, however, remains weak. Studies employing passive statistical learning designs have demonstrated that BOLD signals in extrastriate cortex are attenuated when a visual stimulus is conditionally probable, based on either an immediately preceding cue or knowledge of the stimulation history [28] . However, these studies have two major limitations. First, passive viewing designs do not provide behavioral indices of statistical learning, making it unclear how changes in brain activity are linked to behavior. Second, the BOLD signal is an indirect measure of neuronal activity, and it is unknown how the observed effects in sensory cortices relate to underlying firing patterns in sensory neurons. Our data revealed strong evidence for ''expectation suppression'' at the single-neuron level: when a face was presented, firing rates depended on whether that face was a priori probable or not. We found that this effect was robust to the inclusion of the last three repetitions in the stimulus sequence, excluding the possibility that effects of expectation were a consequence of local adaptation to the information occurring on immediately preceding trials (''repetition suppression''). This finding, coupled with behavioral evidence that the monkey learned slowly about the changing probability of face occurrence, suggests that IT neurons can encode long-term predictions about the likelihood of stimulus occurrence.
Why our data show clear evidence for expectation suppression that has been absent in other single-neuron studies is unclear, but it may be that under passive cueing conditions, the monkeys have only weak incentives to attend to the statistical structure of the task. On the other hand, the attentional requirements of more demanding behavioral tasks such as ours may be important for statistical learning [45] and its neuronal concomitants [20] . Our observed effect began at $200 ms following cue onset, $100 ms later than the attenuation that is typically observed when an image is repeated [30, 31] or follows an image with which it has been repeatedly paired [32, 34] . This later onset suggests that our data reflect a distinct expectation-based mechanism, consistent with magnetoencephalography studies that have reported distinct time courses for repetition and expectation suppression [46] .
The results reported here are consistent with the view that sensory signals are subtractively normalized or ''explained away'' by probabilistic information stretching back over several trials. Subtractive normalization allows incoming sensory information to be represented more efficiently, but requires that two quantities-expectation (prediction) and surprise (prediction error)-are encoded at each stage of the sensory processing hierarchy. To test for the encoding of these quantities in IT signals, we fit the behavioral data with a class of learning models often used to understand reward-guided learning, in which expectations are updated as a function of the surprise engendered by a new event. Although this simple model is probably a relatively crude approximation to the underlying dynamics of perceptual inference, scalar prediction error signals captured variance in aggregate neuronal signals, over and above the influence of the stimulus itself. These data provide support for accounts of visual computation collectively known as ''predictive coding'' [7] [8] [9] .
Although the majority of recorded IT neurons were faceselective, aggregate firing rates did not vary according to subjective estimates of the latent probability of face occurrence. However, a multivariate analysis technique that measures correlations in the neuronal encoding of predictor variables between independent splits of the data revealed that encoding of this quantity was stable across the population and across the trial. In other words, some neuronal responses scaled positively with p(face) RL and others negatively, but this variation was highly consistent over trials (and thus not simply noise). Moreover, although it was possible to decode the to-be-discriminated stimulus from IT neural activity, both where an expectation was present and on neutral trials, this was possible even before stimulus onset on expectation trials-i.e., when p(face) positively predicted the identity of the stimulus-because in that case, the population encoded predictive information about the stimulus identity. This was also true on high noise trials, where subsequent decoding of the stimulus identity was weak. The finding that ''expected'' stimuli are decoded with greater accuracy-that was even more pronounced at the time of choice-is consistent with the observation from neuroimaging studies that expectation suppression is accompanied by increased decoding accuracy for expected stimuli from multivoxel patterns in the visual cortex [17] .
Sensory predictions and prediction errors might be computed by two different classes of neuron; distinguished by their laminar profile and pattern of interconnection within and between cortical stages [10, 47] . One corollary of this view is that those neurons that encode face expectations should not encode face surprise and vice versa. When we examined the relationship between encoding of expectation and surprise across the population, this encoding was uncorrelated. This contrasts with the encoding of the stimulus (face > fruit) and the face prediction, which were significantly correlated across the neuronal population in the post-stimulus period. That is, although face selectivity and face surprise are related, the face prediction variable is only related to that subspace of the selectivity data that is orthogonal to the encoding of face surprise.
In summary, our results demonstrate that IT neurons encode long-term, latent probabilistic information about stimulus occurrence. This information is represented over the course of a perceptual decision including the pre-stimulus period and around the time of the choice. These results support ''predictive coding'' theories of perceptual decision-making. 
