The pseudorelativistic no-pair Jansen-Hess operator is derived for the case where in addition to the Coulomb potential an external magnetic field B is permitted. With some restrictions on the vector potential, it is shown that this operator is positive provided the strength γ of the Coulomb potential is below a critical value (γ c 0.35, depending on the magnetic field energy E f ). Moreover, for γ < 0.32 and for B tending asymptotically to zero in a weak sense, the essential spectrum is given by [m, ∞) + E f .
Introduction
The spectral properties of the Dirac operator and its nonrelativistic limit, the Pauli operator, describing an atom in an external magnetic field, are a topic of current interest (see the comprehensive review by Erdös [8] ). The Dirac operator for an electron in an electric field V and a magnetic field B = ∇ × A, acting in the Hilbert space L 2 (R 3 ) ⊗ C 4 , is given by [3, D A is the free Dirac operator with α and β Dirac matrices, m is the electron mass, V = −γ /x is the Coulomb field generated by a nucleus of charge Z fixed at the origin (γ = Ze 2 with e 2 ≈ 1/137.04 the fine structure constant). In (1.1) the (classical) field energy E f is included:
where · denotes the L 2 -norm, x is the coordinate and p = −i∇ the momentum of the electron. Relativistic units (h = c = 1) are used and |x| = x. There is a simple relation to the Pauli operator, We need regularity conditions on the vector potential A to assure that H is well defined and self-adjoint. First, we require that ∇ · A = 0, B < ∞.
(1.4)
These conditions imply the commutation relation pA = Ap [19, p 438] and A ∈ L 6 (R 3 ) which results from a Sobolev inequality [9] . The condition B ∈ L 2 (R 3 ) renders E f finite. If, in addition to ∇ · A = 0, A is a C 1 -function, it was shown ( [17] , based on [13] ) that (p A ) 2 is essentially self-adjoint on
Later, A ∈ L 2,loc (R 3 ) was established as the weakest possible condition for this property to be true [1] , [5, p 9] . As a second condition, we require therefore that A ∈ L 2,loc (R with a constant C ∈ R independent of x ((1.5) holds for any B ∈ L 2 (R 3 )). This guarantees the essential self-adjointness of the Pauli operator. The proof is based on the work of Udim [32, theorem 4.2] , showing that a consequence of (1.5) is the (p A ) 2 -boundedness of eσB with bound zero. This property establishes the required essential self-adjointness according to the Kato-Rellich theorem [28, theorem X.12] .
From the symmetry of σp A , we have (ψ, (σp A )
2 is a non-negative, self-adjoint operator (by means of closure). It follows [18, theorem 3.35, p 281 ] that this is also true for
which is the kinetic energy term of the pseudorelativistic operator that will be introduced in section 2. Due to the positron degrees of freedom, the Dirac operator H has a spectrum which is unbounded from below. However, in the spectroscopy of static or slowly moving ions, pair creation plays no role. One of the current techniques, used in the field-free case (A = 0), to construct from H an operator which solely describes the electronic states is the application of a unitary transformation scheme to H (see, e.g., [7, 15, 30] ). A perturbative expansion in the central field strength γ provides pseudorelativistic operators which are block diagonal in the free (i.e., Z = 0) electronic positive and negative spectral subspaces up to a given order in γ . The zero-plus first-order term in this series, the Brown-Ravenhall operator, has obtained widespread interest because it is simply the restriction of H to the positive spectral subspace. The terms up to second order, comprising the Jansen-Hess operator, provide, however, a much better representation of the bound-state energies [35] . This operator has been proven to be positive with essential spectrum σ ess = [m, ∞) for sufficiently small γ [4, 12, 14] .
If A = 0, investigations are scarce. It is known that in the absence of the Coulomb field V , the Dirac operator can be block diagonalized by means of a Foldy-Wouthuysen transformation (if A is not disregarded) which assures stability of relativistic matter in this model [22, 23] .
The aim of the present work is to derive the 'magnetic' Jansen-Hess operator H (2) from the corresponding transformation scheme (section 2), to show under which conditions it is positive (theorem 1, section 4) and to provide criteria for σ ess = [m, ∞) + E f to hold (theorem 3, section 6). An auxiliary step is the invariance of the essential spectrum upon removal of the Jansen-Hess potential (theorem 2, section 5). Consequently, theorem 3 also holds for the 'magnetic' Brown-Ravenhall operator (which results from dropping the second-order term in γ ). The basic difference from the A = 0 case in constructing and analysing H (2) is due to the fact that the kinetic energy operator E A is no longer a multiplicator in momentum space (as is E A=0 =: E P = p 2 + m 2 ). Hence, formal techniques have to replace Fourier analysis (sections 2 and 3). Moreover, in contrast to the 'magnetic' Brown-Ravenhall operator, the required bounds on γ for self-adjointness and positivity depend nontrivially on the magnetic field. Therefore, these bounds are inferior to the A = 0 case. With γ → 0 for B → ∞, our analysis makes the Jansen-Hess operator an unlikely candidate for stability of matter. However, for laboratory magnetic fields up to 10 12 G this operator should be superior to the 'magnetic' Brown-Ravenhall operator regarding electron spectroscopy.
The transformed Dirac operator
Let us define the projector onto the positive magnetic spectral subspace of the electron (defined by switching off V but fully including A), 
We construct a unitary transformation U such that the transformed Dirac operator decouples the magnetic spectral subspaces of the electron,
with A,+ from (2.1) and A,− = 1− A,+ . The choice of the projector A,+ in (2.3) preserves the gauge invariance of the transformed operator [22] . The field energy E f is a constant which is not affected by U. If one defines P + as the projector onto the positive spectral subspace of the Dirac operator H V , then (2.3) is equivalent to the condition
If, in addition, the Foldy-Wouthuysen transformation U 0 is applied, the desired block-diagonal operator is obtained as a consequence of U 0 A,+ U
(1 + β) (see (1.7) and the discussion below):
where h, g are matrices in C 2,2 .
Rather than solving (2.4) for U (which was recently achieved in the field-free case [29, 30] ), we start from (2.3) and apply a technique [15] which is equivalent to the Douglas-Kroll transformation scheme [7, 16] . We formally expand U = exp i ∞ k=1 B k , where B k is an operator which contains the potential V to kth order, and we are interested in the transformed operator which is block diagonal up to second order in the potential strength γ . Denoting by H (2) the second-order solution of (2.3) restricted to H +,1 (the 'magnetic' Jansen-Hess operator) we have, in analogy to the A = 0 case, 
Alternatively, we can obtain B 1 from (2.4). Using the integral representation of P + [18, chapter II.1.4] and expanding P + in terms of V by means of the second resolvent identity, we have
where A,+ and F A are the zero-and first-order terms, respectively, while the remainder R is of higher order in V . DefiningD A := D A /|D A | and solving (2.4) up to first order in V , we get
Multiplication of (2.9) byD A from the left and, respectively, from the right and addition of the resulting equations provides the useful relation
Whereas (2.9) is also only an implicit equation for B 1 , a trial for B 1 can be found from the formal solution U of (2.4) which is completely analogous to the field-free case [29] ,
). An expansion of this formal solution up to first order in V leads to
With the help of (2.10), it is easily verified that (2.11) is indeed a solution to (2.9). Insertion into (2.6) finally results in
(2.12)
Relative form boundedness of the Jansen-Hess potential
In order to establish self-adjointness of H (2) , the form boundedness of the potential contributions to H (2) (restricted to the 'positive' space H +,1 ) relative to the kinetic energy operator E A is needed. We have to fix the potential strength γ such that this bound becomes smaller than one. We start by showing the relative boundedness of the linear term (in γ ) V , then we prove the boundedness of the operator B 1 (introduced by the transformation U) and subsequently the relative boundedness of the quadratic term. The resulting form boundedness of the Jansen-Hess potential relative to E A is stated in lemma 1, and the condition for H (2) being self-adjoint is part of theorem 1.
E A -boundedness of V and boundedness of B 1
A basic ingredient is the inequality ϕ, exp − p
and references therein). Making use of (ϕ, p
which is known as diamagnetic inequality (see also earlier work [13] for the related inequality
(|O| − O) 0 be the negative part of an operator O and tr O − its trace (i.e., the sum over the absolute values of the negative eigenvalues of O times the spin degrees of freedom). Then by means of (3.1) and the Lieb-Thirring inequality [21, 23] for any µ > 0 and d > 0 one has
0.060 03 and L 1,3 0.0403. Then, following [23] we get the form estimate for
p and (3.2) as well as the trace inequality for non-negative, self-adjoint 
. Thus, we obtain the E A -boundedness of the potential V in the form and in the norm [28, p 162] , and
The boundedness of B 1 is a consequence of the boundedness of F A , since
With (3.6) at hand, the boundedness of F A is easy to show. Following the proof of [30, lemma 1], we have for ϕ + , ψ + ∈ H +,1 from (2.8)
An application of the Schwarz inequality leads to
(3.10)
and thus we get for the two (equal) integrals in (3.10), using
We estimate E A m and finally obtain the boundedness of F A :
We note that due to the existence of zero modes [25] the lower bound m of E A is sharp: there is a field
, satisfying (1.4) and hence (1.5), and a function
From this it follows that the 4-spinor 
Relative boundedness of the Jansen-Hess potential
Thus, we get
Using (3.13) this results in
Note that both constants, c and C, depend on the field energy through B = (8πE f ) 
where the constants c and C are defined in (3.21).
Using the above results, we can estimate
This results in 
then H (2) is bounded below and thus extends to a self-adjoint operator on
then H (2) is positive. This restricts the potential strength to γ < γ c where γ c 0.353 depending on the magnetic field B.
In order to derive the conditions on the bound for γ which are required for theorem 1, we first consider the case B = 0. Then, we can set γ 0 = However, when B becomes extremely large (but still is finite), our estimates (resulting in (4.4)) no longer guarantee positivity because C is of fourth order in B and eventually dominates E f . In order to remedy this deficiency, different estimates for the E A -boundedness of the potential V are required.
For the magnetic fields which are (p A ) 2 -bounded with bound κ → 0 (and hence also (p A ) 2 -form bounded with the same bound), we have from (1.3)
proving the E 
Using (4.6), we eventually obtain the estimate
in place of (3.7). Note that κ can be taken arbitrarily close to 0 such that the E A -bound of V agrees with the one in (3.7). However, the last term in (4.8) increases only ∼ B 
When (3.6) and (3.7) are replaced by these two inequalities in the subsequent estimates, conditions (4.3) and (4.4) of theorem 1 now read
where c 1 and C 1 are the changed bounds for B 2m , replacing (3.21),
In condition (4.11) for the positivity of H (2) the leading term in B is now E f , guaranteeing positivity for sufficiently large B . For example, for B = 10, (4.10) and (4.11) hold for γ < 0.304, this limit already exceeding the corresponding one from (4.3).
We close this section by showing that a B-dependent constant in the form boundedness of V (which in turn leads to a B-dependent condition (4.3) for self-adjointness of H (2) ) cannot be avoided [36] .
It was proven [2] that for a homogeneous magnetic field B, the ground-state energy of the Pauli operator in a central Coulomb field of any given strength Z 0 e 2 diverges logarithmically with B. This leads to the estimate 14) where 0 < c 3 < 1 is an arbitrary real number. Since E A m, the second term in (4.14) is positive and cannot compensate the B-dependence of the third term for B → ∞. The fact that a homogeneous B-field violates our requirement B < ∞ is no serious problem, since the strong localization of the ground-state function in all three spatial directions [2, 26] allows for the replacement of the homogeneous B by an L 2 -field (by smoothly cutting off at very large distances) without changing the ground-state energy.
Relative compactness of the perturbation
The aim of this section is to prove Equivalently [18, problem 5.38, p 244], we have to prove the compactness of the difference R µ of the resolvents of H (2) and H 0 ,
where the second resolvent identity is used, and µ > 0 has to be chosen suitably. We decompose
, 1 , and we will show that the two operators in curly brackets are compact while the factor in square brackets is bounded. This will prove the compactness of R µ . 1 2 For the proof of the above assertion we need, with V = −γ /x, the following lemma. Proof. We start by showing the boundedness of x 
Relative compactness of V
we have from (5.5), with |D A | m, A,+ (H 0 + µ) −1 ψ n → 0 for n → ∞. We decompose 1
For the first term, we have
with some constant c. Thus, it can be made smaller than /2 if R > (2c/ ) 2 . For the second term, we defineψ n := χ 0 A,+ (H 0 +µ) −1 ψ n and use the |D A |-boundedness
with bound a → 0, 1
with some constant b. In order to establish that |D A |ψ n is finite (such that a |D A |ψ n can be dropped), we consider
which is bounded because χ 0 is a C ∞ 0 -function. Thus, we can decompose
and estimate
1, all terms on the rhs of (5.13) are bounded.
Concerning the last term of (5.10), we will establish the compactness of the operator
Collecting results, this shows that the second term of (5.8) can be made smaller than /2 for n sufficiently large and thus proves the desired compactness of the operator (5.4).
The strategy to show the compactness of K is to start with the operator
which is compact as a product of bounded functions f (x), g(p), each of which tending to zero as x, respectively p, go to infinity (see, e.g., [31, lemma 7.10] ). Then, bounded
A ϕ. Then from the diamagnetic inequality and (4.6), 1 (as shown above), we arrive at
We remark that in the same way the compactness of x 
Boundedness of (H
Let first λ = 1. From (3.7) and (3.21), we have the relative form boundedness of the potential for ψ ∈ H 1 (R 3 ) ⊗ C 4 and ψ + := A,+ ψ, 16) where c B is defined in (3.6). We have to restrict γ <γ c such that a 0 < 1.γ c depends on B, its maximum value (for B = 0) beingγ 
for a suitable c 1 > 0. We estimate, using with a 1 := a 0 − γ 
which obviously is bounded. For i = 2, we take λ = 1 2 and decompose
Referring to our previous considerations, it remains to show the boundedness of the adjoint of the first term,
A,+DA F A is trivially bounded (and since any bounded operator has a bounded adjoint). With |D A |F ADA = −D A F A , we arrive at the last term of (5.23), the boundedness of which has just been shown.
For i = 3, we take again λ = 1. Then, 26) of which the first factor is compact and the second factor bounded. For the factor in square brackets we estimate according to (5.5), and further 
The essential spectrum
For the Schrödinger operator with purely magnetic field, p 2 A , it was shown, following the work of Jörgens [17] , that its essential spectrum is given by
and
as x → ∞ ( [20] , see also [33] ). In particular, condition (6.2) is satisfied if B → 0 as x → ∞ [20] . It is, however, easy to show that it is sufficient that N B (x) → 0 (as x → ∞) for (6.2) to hold. We use the relation between A and B introduced in [11] , A(y) = 
