In this paper, we show that the adaptive multidimensional increment ratio estimator of the long range memory parameter defined in Bardet and Dola (2012) satisfies a central limit theorem (CLT in the sequel) for a large semiparametric class of Gaussian fractionally integrated processes with memory parameter d ∈ (−0.5, 1.25). Since the asymptotic variance of this CLT can be computed, tests of stationarity or nonstationarity distinguishing the assumptions d < 0.5 and d ≥ 0.5 are constructed. These tests are also consistent tests of unit root. Simulations done on a large benchmark of short memory, long memory and non stationary processes show the accuracy of the tests with respect to other usual stationarity or nonstationarity tests (LMC, V/S, ADF and PP tests). Finally, the estimator and tests are applied to log-returns of famous economic data and to their absolute value power laws.
Introduction
Consider the set I(d) of fractionally integrated time series X = (X k ) k∈Z for −0. 1. if −0.5 < d < 0.5, X is a stationary process having a spectral density f satisfying f (λ) = |λ| −2d f * (λ) for all λ ∈ (−π, 0) ∪ (0, π), with f * (0) > 0.
(1.1)
2. if 0.5 ≤ d < 1.5, U = (U t ) t∈Z = X t − X t−1 is a stationary process having a spectral density f satisfying f (λ) = |λ| 2−2d f * (λ) for all λ ∈ (−π, 0) ∪ (0, π), with f * (0) > 0.
(1.
2)
The case d ∈ (0, 0.5) is the case of long-memory processes, while short-memory processes are considered when −0.5 < d ≤ 0 and nonstationary processes when d ≥ 0.5. ARFIMA(p, d, q) processes (which are linear processes) or fractional Gaussian noises (with parameter H = d + 1/2 ∈ (0, 1)) are famous examples of processes satisfying Assumption I(d). The purpose of this paper is twofold: firstly, we establish the consistency of an adaptive semiparametric estimator of d for any d ∈ (−0.5, 1.25). Secondly, we use this estimator for building new semiparametric stationary tests. Numerous articles have been devoted to estimate d in the case d ∈ (−0.5, 0.5). The books of Beran (1994) or Doukhan et al. (2003) provide large surveys of such parametric (mainly maximum likelihood or Whittle estimators) or semiparametric estimators (mainly local Whittle, log-periodogram or wavelet based estimators). Here we will restrict our discussion to the case of semiparametric estimators that are best suited to address the general case of processes satisfying Assumption I(d). Even if first versions of local Whittle, log-periodogramm and wavelet based estimators (see for instance Robinson, 1995a and 1995b , Abry and Veitch, 1998 Bardet et al., 2008) . However there still no exists an adaptive estimator of d satisfying a central limit theorem (for providing confidence intervals or tests) and valid for d < 0.5 but also for d ≥ 0.5. This is the first objective of this paper and it will be achieved using multidimensional Increment Ratio (IR) statistics. Indeed, Surgailis et al. (2008) first defined the statistic IR N (see its definition in (2.3)) from an observed trajectory (X 1 , . . . , X N ). Its asymptotic behavior is studied and a central limit theorem (CLT in the sequel) is established for d ∈ (−0.5, 0.5) ∪ (0.5, 1.25) inducing a CLT. Therefore, the estimator d N = Λ −1 0 (IR N ), where d → Λ 0 (d) is a smooth and increasing function, is a consistent estimator of d satisfying also a CLT (see more details below). However this new estimator was not totally satisfying: firstly, it requires the knowledge of the second order behavior of the spectral density that is clearly unknown in practice. Secondly, its numerical accuracy is interesting but clearly less than the one of local Whittle or log-periodogram estimators. As a consequence, in Bardet and Dola (2012) , we built an adaptive multidimensional IR estimator d IR N (see its definition in (3.2)) answering to both these points but only for −0.5 < d < 0.5. This is an adaptive semiparametric estimator of d and its numerical performances are often better than the ones of local Whittle or log-periodogram estimators. Here we extend this preliminary work to the case 0.5 ≤ d < 1.25. Hence we obtain a CLT satisfied by d IR N for all d ∈ (−0.5, 1.25) with an explicit asymptotic variance depending only on d and this notably allows to obtain confidence intervals. The case d = 0.5 is now studied and this offers new interesting perspectives: our adaptive estimator can be used for building a stationarity (or nonstationarity) test since 0.5 is the "border number" between stationarity and nonstationarity.
There exist several famous stationarity (or nonstationarity) tests. For stationarity tests we may cite the KPSS (Kwiotowski, Phillips, Schmidt, Shin) test (see for instance Hamilton, 1994, p. 514 ) and LMC test (see Leybourne and McCabe, 2000) . For nonstationarity tests we may cite the Augmented Dickey-Fuller test (ADF test in the sequel, see Hamilton, 1994 , p. 516-528) and the Philipps and Perron test (PP test in the sequel, see for instance Elder, 2001, p. 137-146) . All these tests are unit root tests, i.e. and roughly speaking, semiparametric tests based on the model X t = ρ X t−1 + ε t with |ρ| ≤ 1. A test about d = 0.5 for a process satisfying Assumption I(d) is therefore a refinement of a basic unit root test since the case ρ = 1 is a particular case of I(1) and the case |ρ| < 1 a particular case of I(0). Thus, a stationarity (or nonstationarity test) based on the estimator of d provides a more sensible test than usual unit root tests. This principle of stationarity test linked to d was also already investigated in many articles. We can notably cite Robinson (1994) , Tanaka (1999) , Ling and Li (2001) , Ling (2003) or Nielsen (2004) . However, all these papers provide parametric tests, with a specified model (for instance ARFIMA or ARFIMA-GARCH processes). More recently, several papers have been devoted to the construction of semi-parametric tests, see for in instance Giraitis Here we slightly restrict the general class I(d) to the Gaussian semiparametric class IG(d, β) defined below (see the beginning of Section 2). For processes belonging to this class, we construct a new stationarity test S N which accepts the stationarity assumption when d Abadir et al., 2007 , which provides the best results but is not an adative estimator). Secondly, the new stationarity S N and nonstationarity T N tests are compared on the same benchmark of processes to the most famous unit root tests (LMC, V/S, ADF and PP tests). And the results are quite surprising: even on AR [1] or ARIMA [1, 1, 0] processes, multidimensional IR S N and T N tests provide convincing results as well as tests built from the extended local Whittle estimator. Note however that ADF and PP tests provide results slightly better than these tests for these processes. For long-memory processes (such as ARFIMA processes), the results are clear: S N and T N tests are efficient tests of (non)stationarity while LMC, ADF and PP tests are not relevant at all. Finally, we studied the stationarity and long range dependency properties of Econometric data. We chose to apply estimators and tests to the log-returns of daily closing value of 5 classical Stocks and Exchange Rate Markets. After cutting the series in 3 stages using an algorithm of change detection, we found again this well known result: the log-returns are stationary and short memory processes while absolute values or powers of absolute values of log-returns are generally stationary and long memory processes. Classical stationarity or nonstationarity tests are not able to lead to such conclusions. We also remarked that these time series during the "last" (and third) stages (after 1997 for almost all) are generally closer to nonstationary processes than during the previous stages with a long memory parameter close to 0.5.
The forthcoming Section 2 is devoted to the definition and asymptotic behavior of the adaptive multidimensional IR estimator of d. The stationarity and nonstationarity tests are presented in Section 4 while Section 5 provides the results of simulations and application on econometric data. Finally Section 6 contains the proofs of main results.
The multidimensional increment ratio statistic
In this paper we consider a semiparametric class IG(d, β): for 0 ≤ d < 1.5 and β > 0 define:
t∈Z is a Gaussian time series such that there exist ǫ > 0, c 0 > 0, c ′ 0 > 0 and c 1 ∈ R satisfying:
1. if d < 0.5, X is a stationary process having a spectral density f satisfying for all λ ∈ (−π, 0) ∪ (0, π)
and |f
is a stationary process having a spectral density f satisfying for all λ ∈ (−π, 0)
Note that Assumption IG(d, β) is a particular (but still general) case of the more usual set I(d) of fractionally integrated processes defined above.
Remark 1.
We considered here only Gaussian processes. In Surgailis et al. (2008) and Bardet and Dola (2012) , simulations exhibited that the obtained limit theorems should be also valid for linear processes. However a theoretical proof of such result would require limit theorems for functionals of multidimensional linear processes difficult to be established.
In this section, under Assumption IG(d, β), we establish central limit theorems which extend to the case d ∈ [0.5, 1.25) those already obtained in Bardet and Dola (2012) for d ∈ (−0.5, 0.5). Let X = (X k ) k∈N be a process satisfying Assumption IG(d, β) and (X 1 , · · · , X N ) be a path of X. For any
3)
The statistic IR N was first defined in Surgailis et al. (2008) as a way to estimate the memory parameter. In Bardet and Surgailis (2011) a simple version of IR-statistic was also introduced to measure the roughness of continuous time processes. The main interest of such a statistic is to be very robust to additional or multiplicative trends. As in Bardet and Dola (2012) , let m j = j m, j = 1, · · · , p with p ∈ N * and m ∈ N * , and define the random vector (IR N (m j )) 1≤j≤p . In the sequel we naturally extend the results obtained for m ∈ N * to m ∈ (0, ∞) by 
and by continuous extension when d → 0.5:
with h(x) = 1 2 |x − 1| 2 log |x − 1| + |x + 1| 2 log |x + 1| − 2|x| 2 log |x| for x ∈ R, using the convention 0 × log 0 = 0. Now, we establish a multidimensional 
The proof of this proposition as well as all the other proofs is given in Section 6. As numerical experiments seem to show, we will assume in the sequel that Γ p (d) is a definite positive matrix for all d ∈ (−0.5, 1.25). Now, this central limit theorem can be used for estimating d. To begin with, Property 2.1. Let X satisfying Assumption IG(d, β) with 0.5 ≤ d < 1.5 and 0 < β ≤ 2. Then, there exists a non-vanishing constant K(d, β) depending only on d and β such that for m large enough,
and Λ(r) : can be replaced by Λ 0 (d) in Proposition 1. Then, using the Delta-method with the function (
, we obtain:
This result is an extension to the case 0. 
is C ∞ and therefore, under assumptions of Theorem 1,
Thus, a pseudo-generalized least square estimation (LSE) of d ican be defined by
with J p := (1) 1≤j≤p and denoting J 
3 The adaptive version of the estimator 
which corresponds to the sum of the pseudo-generalized squared distance between the points ( d N (j N α )) j and PGLS estimate of d. Note that by the previous convention,
Then Q N (α) can be minimized on a discretization of (0, 1) and define:
Remark 2. The choice of the set of discretization A N is implied by our proof of convergence of α N to α * . If the interval (0, 1) is stepped in N c points, with c > 0, the used proof cannot attest this convergence.
However log N may be replaced in the previous expression of A N by any negligible function of N compared to functions N c with c > 0 (for instance, (log N ) a or a log N with a > 0 can be used).
From the central limit theorem (2.9) one deduces the following limit theorem:
Proposition 2. Assume that Assumption IG(d, β) holds with 0.5 ≤ d < 1.25 and 0 < β ≤ 2. Then,
Finally define
and the estimator d 
The convergence rate of d 
Stationarity and nonstationarity tests
Assume that (X 1 , . . . , X N ) is an observed trajectory of a process X = (X k ) k∈Z . We define here new stationarity and nonstationarity tests for X based on d 
A stationarity test
There exist many stationarity and nonstationarity test. The most famous stationarity tests are certainly the following unit root tests:
• The KPSS (Kwiotowski, Phillips, Schmidt, Shin) test (see for instance Hamilton, 1994 , p. 514);
• The LMC (Leybourne, McCabe) test which is a generalization of the KPSS test (see for instance McCabe, 1994 and .
We can also cite the V/S test (see its presentation in Giraitis et al., 2001) which was first defined for testing the presence of long-memory versus short-memory. As it was already notified in Giraitis et al. (2003 Giraitis et al. ( -2006 , the V/S test is also more powerful than the KPSS test for testing the stationarity.
More precisely, we consider here the following problem of test:
• Hypothesis H 1 (nonstationarity): (X t ) t∈Z is a process satisfying Assumption
where 0 ≤ a 1 < 1.25 and
We use a test based on d IR N for deciding between these hypothesis. Hence from the previous CLT 3.3 and with a type I error α, define
where
(see (3.3)) and q 1−α is the (1 − α) quantile of a standard Gaussian random variable N (0, 1).
Then we define the following rules of decision:
• H 0 (stationarity) is accepted when S N = 0 and rejected when S N = 1. Moreover, this test can be used as a unit root test. Indeed, define the following typical problem of unit root test. Let X t = at + b + ε t , with (a, b) ∈ R 2 , and ε t an ARIMA(p, d, q) with d = 0 or d = 1. Then, a (simplified) problem of a unit root test is to decide between:
• H UR 0 : d = 0 and (ε t ) is a stationary ARMA(p, q) process.
• H UR 1 : d = 1 and (ε t − ε t−1 ) t is a stationary ARMA(p, q) process.
Then, Property 2. Under assumption H UR 0 , the type I error of this unit root test problem using S N decreases to 0 when N → ∞ and the test power tends to 1.
A new nonstationarity test
Famous unit root tests are more often nonstationarity test. For instance, between the most famous tests,
• The Augmented Dickey-Fuller test (see Hamilton, 1994 , p. 516-528 for details);
• The Philipps and Perron test (a generalization of the ADF test with more lags, see for instance Elder, 2001 , p. 137-146).
Using the statistic d IR N we propose a new nonstationarity test T N for deciding between:
• Hypothesis H • Hypothesis
Then, the rule of the test is the following: Hypothesis H ′ 0 is accepted when T N = 1 and rejected when T N = 0 where
Then as previously As previously, this test can also be used as a unit root test where X t = at + b + ε t , with (a, b) ∈ R 2 , and
We consider here a "second" simplified problem of unit root test which is to decide between:
: d = 1 and (ε t − ε t−1 ) t is a stationary ARMA(p, q) process.
• H , the type I error of the unit root test problem using T N decreases to 0 when N → ∞ and the test power tends to 1.
5 Results of simulations and application to Econometric and Financial data
Numerical procedure for computing the estimator and tests
First of all, softwares used in this Section are available on http://samm.univ-paris1.fr/-Jean-Marc-Bardet with a free access on (in Matlab language) as well as classical estimators or tests.
The concrete procedure for applying our MIR-test of stationarity is the following:
1. using additional simulations (realized on ARMA, ARFIMA, FGN processes and not presented here for avoiding too much expansions), we have observed that the value of the parameter p is not really important with respect to the accuracy of the test (less than 10% on the value of d .2)) and the test statistics S N (defined in (4.1)) and T N (defined in (4.2)) are computed.
Monte-Carlo experiments on several time series
In the sequel the results are obtained from 300 generated independent samples of each process defined below. 3. the Gaussian stationary processes X (d,β) , such as its spectral density is
with d ∈ (−0.5, 1.5), c 1 > 0 and β ∈ (0, ∞). Therefore the spectral density f 3 implies that Assumption IG(d, β) holds. In the sequel we will use c 1 = 5 and β = 0.5, implying that the second order term of the spectral density is less negligible than in case of FARIMA processes. 
Comparison of d
, with several φ and N values 
Comparison of MIR tests S N and T N with other famous stationarity or nonstationarity tests
Monte-Carlo experiments were done for evaluating the performances of new tests S N and T N and for comparing them to most famous stationarity tests (LMC and V/S, V/S replacing KPSS) or nonstationarity (ADF and PP) tests (see more details on these tests in the previous section). We also defined a stationarity and nonstationarity test based on the extended local Whittle estimator d 
with m = N 0.65 (and the nonstationarity test T ADG is built following the same trick).
• k = 0 for LMC test;
• k = √ n for V/S test;
• k = (n − 1) 1/3 for ADF test;
The results of these simulations with a type I error classically chosen to 0.05 are provided in Tables 5, 6 , 7 and 8. 
φ=-0.5 φ=-0.7 φ=-0.9 φ=-0.1 φ=-0.3 φ=-0.5 
Application to the the Stocks and the Exchange Rate Markets
We applied the adaptive MIR statistics as well as the other famous long-memory estimators and stationarity tests to Econometric data, the Stocks and Exchange Rate Markets. More precisely, the 5 following daily closing value time series are considered:
1. The USA Dollar Exchange rate in Deusch-Mark, from 11/10/1983 to 08/04/2011 (7174 obs.). We considered the log-return of this data and tried to test their stationarity properties. Since stationarity or nonstationarity tests are not able to detect (offline) changes, we first used an algorithm developed by M. Lavielle for detecting changes (this free software can be downloaded from his homepage:
http://www.math.u-psud.fr/∼lavielle/programmes lavielle.html). This algorithm provides the choice of detecting changes in mean, in variance, ..., and we chose to detect parametric changes in the distribution. Note that the number of changes is also estimated since this algorithm is based on the minimization of a penalized contrast. We obtained for each time series an estimated number of changes equal to 2 which are the following: • Both the breaks points estimated for the US Dow Jones Transportation Index return, of the New-York Stock Market, correspond to the dates: 17/11/1969 and 15/09/1997. The first break change can be a consequence on transportation companies difficulties the American Viet-Nam war against communist block. The second change point can be viewed as a contagion by the spread of the Thai crisis in 1997 to other countries and mainly the US stock Market.
• Both the breaks points estimated for the US Dow Jones Utilities Index return correspond to the dates: 02/06/1969 and 14/07/1998. The same arguments as above can justify the first break. The second at 1998 is probably a consequence of "the long very acute crisis in the bond markets,..., the dramatic fiscal crisis and Russian Flight to quality caused by it, may have been warning the largest known by the global financial system: we never went too close to a definitive breakdown of relations between the various financial instruments"(Wikipedia).
• The two breaks points for the US Nasdaq Industrials Index return correspond to the dates: 17/07/1998 and 27/12/2002. The first break at 1998 is explained by the Russian flight to quality as above. The second break at 2002 corresponds to the Brazilian public debt crisis of 2002 toward foreign owners (mainly the U.S. and the IMF) which implicitly assigns a default of payment probability close to 100% with a direct impact on the financial markets indexes as the Nasdaq.
• Both the breaks points estimated for the Japanese Nikkei225A Index return corresponds to the dates 29/10/1975 and 12/02/1990, perhaps as consequence of the strong dependency of Japan to the middle east Oil following 1974 or anticipating 1990 oil crisis. The credit crunch which is seen as a major factor in the U.S. recession of 1990-91 can play a role in the second break point.
Data and estimated instant breaks can be seen on Figure 1 . Then, we applied the estimators and tests described in the previous subsection on trajectories obtained in each stages for the 5 economic time series. These applications were done on the log-returns, their absolute values, their squared values and their θ-power laws with θ maximized for each LRD estimators. The results of these numerical experiments can be seen in Tables 9-13 .
Conclusions of numerical experiments:
We exhibited again the well known result: the log-returns are stationary and short memory processes while absolute values or power θ of log-returns are generally stationary but long memory processes (for this conclusion, we essentially consider the results of S N , T N and V/S tests since the other tests have been shown not to be relevant in the cases of long-memory processes). However the last and third estimated stage of each time series provides generally the largest estimated values of the memory parameter d (for power law of log-returns) which are close to 0.5; hence, for Nasdaq time series, we accepted the nonstationarity assumption.
Proofs
Proof 
dx . 
Proof of Property 2.1. As in Surgailis et al (2008), we can write:
dx .
Therefore an expansion of R m /V 2 m provides an expansion of E IR N (m) when m → ∞.
Step 1 Let f satisfy Assumption IG(d, β). Then we are going to establish that there exist positive real numbers C 1 , C 2 and C 3 specified in (6.1), (6.2) and (6.3) such that for 0.5 ≤ d < 1.5 and with ρ(d) defined in (2.7), 
. Now using the results of Lemma 6.7 and constants C jℓ , C ′ jℓ and C ′′ jℓ , j = 4, 6, ℓ = 1, 2 defined in Lemma 6.7,
As a consequence,,
(m → ∞), with 0 < β < 2d − 1 < 2 and
and numerical experiments proves that C 1 (2 − 2d, β)/c 1 is negative for any d ∈ (0.5, 1.5) and β > 0.
Let
+O log(m)
As a consequence,
(m → ∞), with 0 < β = 2d − 1 < 2 and
and numerical experiments proves that C 2 (2 − 2d, β)/c 1 is negative for any d ∈ [0.5, 1.5) and β > 0.
3. Let 2d − 1 < β < 2d + 1, i.e. 1 < 2 − 2d + β < 3. Then,
(m → ∞), and
and numerical experiments proves that C 3 (2 − 2d, β)/c 1 is negative for any d ∈ [0.5, 1.5) and β > 0.
4. Let β = 2d + 1. Then, Once again with Lemma 6.7:
Step 2: A Taylor expansion of Λ(·) around ρ(d) provides:
Note that numerical experiments show that ∂Λ ∂ρ (ρ) > 0.2 for any ρ ∈ (−1, 1). As a consequence, using the previous expansions of R m /V 
and C ℓ defined in (6.1), (6.2) and (6.3).
Proof of Theorem 1. Using Property 2.1, if m ≃ C N α with C > 0 and (1 + 2β)
0 and it implies that the multidimensional CLT (2.5) can be replaced 
) .
Proof. These equations are given or deduced (using decompositions of sin j (·) and integration by parts) from (see Doukhan et al., p. 31).
Lemma 6.2. For j = 4, 6, denote
Then, we have the following expansions when m → ∞:
with the following real constants (which do not vanish for any a on the corresponding set): dx.
Proof. The proof of these expansions follows the steps than those of Lemma 5.1 in Bardet and Dola (2012). Hence we write for j = 4, 6,
The expansions when m → ∞ of both the right hand sided integrals in (6.8) are obtained from Lemma 6.1. It remains to obtain the expansion of J j (a, m). Then, using classical trigonometric and Taylor expansions: Table 9 : Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter estimators applied to several functionals f of USD1 vs Deutsh-Mark Exchange Rate Return: from the top to bottom, f (x) = x, f (x) = |x|, f (x) = x 2 and f (x) = |x| θ with θ maximizing the 4 different long memory parameter estimators ("S" for "stationarity" decision and "N S" for "nonstationarity" decision). Statistics are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm). Table 10 : Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter estimators applied to several functionals f of DowJones Transportation Index Return: from the top to bottom, f (x) = x, f (x) = |x|, f (x) = x 2 and f (x) = |x| θ with θ maximizing the 4 different long memory parameter estimators ("S" for "stationarity" decision and "N S" for "nonstationarity" decision). Statistics are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm). Table 11 : Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter estimators applied to several functionals f of Dow Jones Utilities Index Return: from the top to bottom, f (x) = x, f (x) = |x|, f (x) = x 2 and f (x) = |x| θ with θ maximizing the 4 different long memory parameter estimators ("S" for "stationarity" decision and "N S" for "nonstationarity" decision). Statistics are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm). Table 12 : Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter estimators applied to several functionals f of Nasdaq Industrials Index Return: from the top to bottom, f (x) = x, f (x) = |x|, f (x) = x 2 and f (x) = |x| θ with θ maximizing the 4 different long memory parameter estimators ("S" for "stationarity" decision and "N S" for "nonstationarity" decision). Statistics are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm). Table 13 : Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter estimators applied to several functionals f of Nikkei 225A Index Return: from the top to bottom, f (x) = x, f (x) = |x|, f (x) = x 2 and f (x) = |x| θ with θ maximizing the 4 different long memory parameter estimators ("S" for "stationarity" decision and "N S" for "nonstationarity" decision). Statistics are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm).
