An (n, d)-expander is a graph G = (V, E) such that for every X ⊆ V with |X| ≤ 2n − 2 we have |Γ G (X)| ≥ (d + 1)|X|. A tree T is small if it has at most n vertices and has maximum degree at most d. Friedman and Pippenger (1987) proved that any (n, d)-expander contains every small tree. The elegant proof discovered by those authors does not yield an efficient algorithm for obtaining the tree. In this extended abstract, we give an alternative, polynomial formulation for a key concept in their proof, and thus obtain an efficient algorithm for the Friedman-Pippenger theorem.
Introduction
We tackle algorithmic problems raised by Feldman, Friedman, and Pippenger [8, 9] and by Friedman and Pippenger [10] . Roughly speaking, it is shown in [10] that expanding graphs contain all small trees with bounded degree, whereas in [9] , among others, the existence of sparse wide-sense non-blocking networks is proved. It turns out that a certain argument used in both [9] and [10] is non-constructive in the sense that no efficient algorithm may be directly derived for the corresponding existence proof (see [8, 9] and also, e.g., [5, p. 602] ). More specifically, it is observed in [9, p. 161 ] that checking whether a certain routing configuration satisfies a key property, namely, that of being so called 'safe', is a minor variant of a co-NP-complete problem (this problem concerns the existence of 'small' defect sets in the sense of Hall's matching theorem [6] ); for a study of these complexity issues, the reader is referred to [14] . Our main result here supplies the missing link to turn the tree embedding result in [10] into an efficient algorithm for finding the embedding, and also provides an efficient algorithmic solution to a routing problem in non-blocking networks left open in [9] .
Non-blocking networks have been studied since the 1950s, and they have a rich and interesting history. The reader is referred to, e.g., [5, 8, 9, 18] and the references therein. Nevertheless, the tree embedding result in [10] is perhaps neater and technically simpler to discuss, and therefore in this note we shall deal with it first and in more detail.
Let G = (V, E) be a graph. We say that G is an (n, d)-expander if for every X ⊆ V with |X| ≤ 2n − 2 we have |Γ G (X)| ≥ (d + 1)|X|, where, as usual, we write Γ G (X) for the neighbourhood of X in G. A tree T is called (n, d)-small, or simply small, if |V (T )| ≤ n and ∆(T ) ≤ d, that is, if it has at most n vertices and it has maximum degree ∆(T ) = max v∈V (T ) d T (v) at most d. An embedding of a graph H in a graph G is simply an edge-preserving injection f : V (H) → V (G). The following elegant theorem was discovered by Friedman and Pippenger [10] .
for every X ⊆ V with |X| ≤ 2n − 2 we have A f (X) ≥ B f (X), where A f and B f are defined as follows:
where
The sets X for which we have A f (X) ≥ B f (X) are said to be f -solvent. The essential fact about good embeddings -and the main argument in the proof of Theorem 1.1 -is that, given a tree T = T −u, obtained from a small tree T by deleting a leaf u, and a good embedding f : V (T ) → V , there always exists an extension of f that is a good embedding of T . However, the proof of the existence of such a good f is indirect, and, to turn this into an algorithm in a straightforward manner, one is led to check the f -solvency of every X ⊆ V with |X| ≤ 2n − 2, and hence one has an algorithm that has complexity Ω (|V |/2n) 2n−2 . Our main result provides an alternative characterization for good embeddings that may be checked in time O(∆(G)
2 ) in the case of 1-vertex extensions f as described above. For conciseness, we shall restrict ourselves to this 'local' improvement, and we refer the reader to the original paper of Friedman and Pippenger [10] for the complete proof of Theorem 1.1.
This note is organized as follows. In §2 we deal with the algorithmic version of Theorem 1.1 and in §3 we consider routing in wide-sense non-blocking networks. The discussion in §2 is quite detailed, whereas §3 is somewhat sketchy. In §4 we make a couple of closing remarks and mention some other problems on which the results in this note may have some bearing; for instance, we briefly discuss the celebrated problem of finding disjoint paths in expanders.
2 An algorithmic Friedman-Pippenger theorem 2.1 An alternative characterization for good embeddings. In this section we shall consider an alternative characterization for good embeddings (see Definition 1.1). Our approach is based on network flows. Our terminology will be standard (see, e.g., [3] ).
From now on, fix an (n, d)-expander G = (V, E). Consider the bipartite graph H = H(G) with vertex classes A and B consisting of copies of the vertices in V . We connect u ∈ A to v ∈ B by an arc uv whenever {u, v} ∈ E. We also add two special vertices r and s to H, together with new arcs rv for all v ∈ A and new arcs ws for all w ∈ B.
Given a vector c = (c rv ) v∈A and an embedding f of T in G, we define the network (H, c, f, T ) consisting of the directed graph H with arc capacities as follows: each arc rv has capacity c rv , the arcs from A to B have infinite capacity and, for each arc ws, the capacity is 0 or 1, depending on whether w is a copy of a vertex in f (V (T )) or not. Thus, for instance, the 'occupied' vertices w in f (V (T )) give 0-capacity arcs ws. (In what follows, for simplicity, we shall write f (T ) for f (V (T )).) We denote by MaxFlow(c, f, T ) the value of a maximum flow from r to s in the network (H, c, f, T ).
For convenience, if v ∈ V , denote by v A the copy of v in A, and define v B ∈ B similarly. For any set U ⊆ V , denote by U A the set of copies of the vertices of U in A. For any set of arcs X, let c(X) = x∈X c x , where c x is the capacity of the arc x in (H, c, f, T ). The cut defined by a set of vertices R will be denoted by δ(R) and, abusing notation, δ(r) = δ({r}). In particular, we have c(δ(r)) =
Lemma 2.1. The following are equivalent:
Proof. Suppose that for some set S we have
In this case, it is clearly impossible to saturate every arc leaving r and arriving at S A , and hence we cannot have MaxFlow(c, f, T ) = c δ(r) .
This proves that (ii ) implies (i ).
To prove the converse, suppose that (i ) holds and let R ⊆ V (H) \ {s} be such that r ∈ R and δ(R) is a minimum cut separating r from s in the network (H, c, f, T ). If R = {r}, then the identity in (ii ) follows from the maxflow-mincut theorem, and we are done. Otherwise, let U , W ⊆ V be such that U A = R∩A and W B = R ∩ B. It is clear that no arc has endpoints in U A and B \ W B , since δ(R) would then have infinite capacity. This means that Γ G (U ) ⊆ W , which implies that the number of arcs with capacity 1 leaving
We conclude that δ(r) is a minimum cut and hence (ii ) does hold.
We are now ready to provide an alternative characterization for good embeddings. Note that condition (i ) in Lemma 2.2 below is the one that defines good embeddings.
Lemma 2.2. Let f be an embedding of T in an (n, d)-expander graph G and let
for all x A ∈ A and
The following are equivalent:
Proof. Suppose that (ii ) holds and fix some X ⊆ V with |X| ≤ 2n − 2. We wish to show that
Therefore, by hypothesis, we must have MaxFlow(c, f, T ) = c(δ(r)). It follows from Lemma 2.1 that
as required. Now suppose that (i ) above holds and let c ∈ P f,T be given. We shall show that the condition (i ) in Lemma 2.1 holds. Note that, by that lemma, we shall then have proved that (ii ) in Lemma 2.2 does hold.
To verify Lemma 2.1(i ), let S ⊆ V be given. If |S| ≤ 2n − 2, then, by Lemma 2.2(i ), we have A f (S) ≥ B f (S) and hence
From (2.1) and (2.2) we conclude that, for every S ⊆ V , we have
, that is, Lemma 2.1(i ) holds. As observed above, this completes the proof.
Good 1-vertex extensions.
We have now cleared the necessary prerequisites for proving our main result.
Theorem 2.1. Let T = T − u, where T is a small tree and u is a leaf of T . Let G be an (n, d)-expander and let f be a good embedding of T in G. Suppose f is an embedding of T in G that extends f , that is,
The embedding f is good if and only if
Proof. Let us prove that (*) given above is equivalent to the condition in Lemma 2.2(ii ). Then the equivalence asserted in our theorem follows from Lemma 2.2, since Lemma 2.2(i ) states that f is good.
Let us first see how badly the condition in Lemma 2.2(ii ) can ever fail, given that f is a good embedding of T in G. We claim that
for every x ∈ V . By Lemma 2.2, recalling that f is a good embedding, we have that
Furthermore, the arc capacities of the network (H, c, f, T ) are all the same as the ones in (H, c, f , T ), except for the arc (f (u), s), which has capacity 1 in the latter and capacity 0 in the former. This means that, in the two networks above, the respective capacities of a cut defined by any vertex set differ by at most 1. By the maxflow-mincut theorem, we have
Our claim (2.3) follows from (2.4) and (2.5).
We now turn to the proof of the equivalence of (*) and Lemma 2.2(ii ).
Let us suppose that the condition in Lemma 2.2(ii ) fails. It follows from (2.3) above and integrality that there must be some c ∈ P f,T for which we have MaxFlow(c, f, T ) = c δ(r) −1. Consider a maximum flow f * in (H, c, f, T ). Since every capacity of the network (H, c, f, T ) is integral, we may assume that f * is integral. By this integrality, it follows that there exists a unique vertex v A ∈ A such that f *
We have thus proved that if the condition in Lemma 2.2(ii ) fails, then (*) fails. Conversely, suppose that (*) fails, that is,
that is, c is the all zero vector except for the rvth coordinate, which is B f (v). Then clearly
This shows that the condition in Lemma 2.2(ii ) fails, and the proof is complete.
The algorithm.
From Theorem 2.1 we may easily derive an algorithm for Theorem 1.1. For any given small tree T with k ≤ n vertices, find a sequence of trees T 1 T 2 · · · T k = T such that T i = T i+1 −u i for every i = 1, . . . , k − 1, with u i a leaf of T i+1 . Let f 1 denote a good embedding from T 1 to G. Since T 1 consists of a single vertex, one may check that any embedding is good. Suppose we have a good embedding f i of T i in G, with 1 ≤ i < k. Store a vector indexed by the vertices of G, let us say V = {1, . . . , N }, such that the jth coordinate contains C fi (j) ≡ A fi (j) − B fi (j). Since f i is good, all entries in this vector are non-negative. We want to find an extension f i+1 of f i that is a good embedding of T i+1 , so we must define the value of f i+1 (u i ) appropriately. Let v i be the (only) vertex connected to u i in T i+1 . We must define f i+1 (u i ) to be some element of Γ G f i (v i ) \ f i (T i ) (note that this set is not empty because
otherwise.
According to Theorem 2.1, it is enough to check that C fi (x) > 0 for every x ∈ Γ G (w) \ {f i (v i )} to certify that taking f i+1 (u i ) = w makes f i+1 a good embedding, and this can be done in time O(d G (w)) for each w, so that the time to check all the possible values for
2 ) in the worst case. Once we have found a good value, we have to update O(∆(G)) entries of the vector and let i ← i + 1. Since |V (T )| ≤ n and we have to initialize the vector, the proposed algorithm has worst case time complexity O |E(G)| + n∆(G) 2 .
3 Applications to wide-sense non-blocking networks 3.1 Preliminaries. We start with several definitions. We shall follow [9] very closely. An (n, m)-network is an acyclic directed graph with a set of n distinguished vertices called inputs and a disjoint set of m vertices called outputs. A route in a network is a directed path from an input to an output. The size of a network is the number of edges in it and its depth is the maximum number of edges in a route in it. Two distinct routes are compatible if their intersection is empty or consists of an initial segment of both. A state of a network is a set of pairwise compatible routes. Thus, one may think of a state as a directed forest, with each tree rooted at an input and such that every leaf is an output.
A request in a network consists of a pair of input and output vertices. A generalized connection assignment is a set of requests, with no two requests with the same output. Such an assignment is (a, r)-limited if it contains at most a requests and no input occurs in more than r requests. A request is (a, r)-limited for a given state if (i ) the output in the request is idle (that is, it does not occur in a route in the state) and (ii ) one obtains an (a, r)-limited generalized connection assignment by adjoining the given request to the generalized connection assignment realized by the state (this is the collection of requests that are satisfied by the state). Intuitively speaking, (a, r)-limitedness models the situation in which our network allows at most a caller-callee connections at a time, a caller is participating in at most r calls at a time, and every (active) callee is in exactly one call.
Finally, define a wide-sense non-blocking (a, r)-limited generalized n-connector as an (n, n)-network for which there exists a distinguished set of states called safe, with the following properties: (A) the empty state is safe; (B) any state contained in a safe state is also safe; (C) given any safe state S and any (a, r)-limited request for S, there is a route satisfying the request that can be added to S forming a new safe state.
A concentrator is similar to a connector; the main difference is that, when talking about concentrators, a request consists of just the input node: the output to which one connects the given input to satisfy the request is arbitrary.
Notice that if we consider a telephone system with n callers and n callees in such a wide-sense non-blocking (n, n)-limited generalized connector, with a routing algorithm that restricts itself to safe states, the only reason for a denied connection would be a busy callee.
There are stronger notions for non-blocking networks, such as strict-sense non-blocking generalized connector. This model does not depend on safe states: a new (legal) request may always be satisfied independently of previously established routes. Therefore, this structure does not require any non-trivial routing algorithm. However, as proved in [8] and [11] , they are necessarily larger than wide-sense structures.
Applications to non-blocking networks.
One may adapt the results in §2.1 and the algorithm in §2.2 to the context of wide-sense non-blocking generalized connectors, to obtain efficient routing algorithms. Let us state a proposition that is the cornerstone of many results in [8, 9] . 
The method for proving the above proposition is essentially the same as the one used in the proof of Theorem 2.1. It is then natural to expect that the ideas in §2 should be applicable. It turns out that one just needs some little adjustments in the argument. First, the graph H defined in §2.1 should be redefined. Let F be a bipartite graph as in Proposition 3.1. We denote by H the directed graph formed from F by adding two special vertices r and s, together with the arcs rv for each v ∈ V and the arcs ws for each s ∈ W . (As before, every edge in F is directed from V to W .) Let S be some state over F and let b(S) be the set of busy outputs of F (elements of W that already belong to a route in S). Given any vector c = (c rv ) v∈V we may define the network (H , c, S, b(S)) consisting of the graph H with the following arc capacities: the arcs crossing V and W have infinite capacity, the arcs rv have capacity c rv and, depending on whether or not w ∈ W belongs to b(S), the arc ws has capacity 0 or 1 (if w ∈ b(S), then w is not 'useful', and the arc ws gets capacity 0). For any X ⊆ V , let A S (X) = |Γ F (X)\b(S)| and B S (X) = x∈X B S (x), where B S (x) = d − d S (x) and d S (x) is the number of arcs leaving x that are used by the routes in the state S. The corresponding versions of Lemmas 2.1 and 2.2 follow.
Lemma 3.1. The following are equivalent:
Lemma 3.2. Let S be a state and let
for all x ∈ V and x∈V c rx ≤ 2ad .
(ii ) c δ(r) = MaxFlow(H , c, S, b(S)) for all c ∈ P S .
We may now state our main result for the case of so called wide-sense non-blocking generalized concentrators.
Theorem 3.1. Let F be a network as in Proposition 3.1 and let S be a safe state. If v is an (as, r)-limited request, 1 then S = S ∪ {(v, w)} will be safe if and only if A S (x) ≥ B S (x) for every x ∈ V .
Making use of the machinery based on extractors and building upon the original constructions in [8, 9] , Wigderson and Zuckerman [23] proved the following result. (We mention for completeness that the n o (1) factor in the upper bound in Theorem 3.2 below has been improved since [23] by [21] and [22] .) Theorem 3.2. For all k and n, there are efficiently constructible wide-sense non-blocking generalized nconnectors of size O n 1+1/k+o (1) .
Following [8, 9] , one may use Theorem 3.1 to develop a deterministic, polynomial-time routing scheme for the networks given by Theorem 3.2. Finally, we mention that the size of the network in Theorem 3.2 is essentially optimal, as shows the lower bound of Ω(n 1+1/k ) proved by Pippenger and Yao [19] .
Concluding remarks
We close mentioning some other work inspired by [8, 9, 10] . Aggarwal et al. [1, 2] consider routing problems in optical networks. An important tool in their approach is the Feldman-Friedman-Pippenger Proposition 3.1. However, because of its original non-constructive nature, in some of their applications, those authors suppose a stronger expansion property for the bipartite graph F (see [1, 2] for details). In view of Theorem 3.1 above, one may simplify the approach in [1, 2] . More importantly, since we can make do with the 'original' expansion property, with no strengthening, our routing scheme works on networks that are explicitly constructible.
We now consider a well known problem concerning disjoint paths in expanders. The basic problem is as follows: let G = (V, E) be a graph and let (a i , b i ) (1 ≤ i ≤ K) be K pairs of distinct vertices of G. We wish to find pairwise edge-disjoint paths P i (1 ≤ i ≤ K), with each P i connecting a i to b i .
Peleg and Upfal [17] proved that if G is an n-vertex, strong enough expander, then such paths always exist, as long as K ≤ n , for some > 0. In fact, those authors even gave an efficient, deterministic algorithm for finding such paths. Their approach is inspired by the methods of [8, 9, 10] , but, again, they develop an ingenious workaround at the expense of obtaining a smaller value for . It would be of interest to see what the consequences of Theorem 3.1 are in this direction.
It must be observed that, however, existential and algorithmic results that are much stronger than the original ones in [17] are now known (see, for instance, Frieze [12, 13] , Bohman and Frieze [7] , Leighton, Rao, and Srinivasan [15] , and the references therein). In any case, an alternative approach based on Theorem 3.1 should be at least contemplated, as it might give a deterministic algorithm, competitive under certain circumstances.
Finally, we mention that the Friedman-Pippenger theorem plays a fundamental rôle in [4] , where it is proved that, roughly sepaking, random and pseudorandom graphs G with n vertices contain all trees of bounded degree with (1 − o(1))n vertices, even if G is rather sparse. To turn the proofs in [4] algorithmic, one may use the results in this extended abstract. (The local lemma is also used in [4] , but fortunately this does not present difficulties -powerful enough algorithmic versions of that lemma have been developed and they may be simply invoked; see, e.g., [16] ).
We hope to come back to these issues in the near future.
