In the present paper, as a continuation of our preceding paper [9] , we study another kind of central limit theorems (CLTs) for non-symmetric random walks on nilpotent covering graphs from a view point of discrete geometric analysis developed by Kotani and Sunada. We first introduce a one-parameter family of random walks which interpolates between the original non-symmetric random walk and the symmetrized one. We then prove a semigroup CLT for the family of random walks by realizing the nilpotent covering graph into a nilpotent Lie group via discrete harmonic maps. The limiting diffusion semigroup is generated by the homogenized sub-Laplacian with a constant drift of the asymptotic direction on the nilpotent Lie group, which is equipped with the Albanese metric associated with the symmetrized random walk. Furthermore, we prove a functional CLT (i.e., Donsker-type invariance principle) in a Hölder space over the nilpotent Lie group by combining the semigroup CLT, standard martingale techniques, and a novel pathwise argument inspired by rough path theory.
Introduction
The long time behavior of random walks on graphs is one of principal themes among probability theory, harmonic analysis, geometry, graph theory, group theory and so on. In particular, the central limit theorem (CLT), a generalization of the Laplace-de Moivre theorem, has been studied intensively and extensively in various settings. Our main concern is such a long time behavior of random walks with periodic structures by using ideas from homogenization theory. Generally speaking, homogenization theory is a method which relates a periodic system to the corresponding homogenized system through a scaling relation between the time and the underlying space (cf. Bensoussan-Lions-Papanicolaou [4] ). However, since the notion of the scale change on graphs is not defined, it is not possible to apply this method directly to the case where the underlying space is a graph. Therefore, it is necessary to find a realization of the graph, preserving the periodicity, in a space on which a scaling is defined.
In a series of papers [11, 12, 13, 14, 15, 16] , Kotani and Sunada studied long time asymptotics of symmetric random walks on a crystal lattice X, a covering graph of a finite graph X 0 whose covering transformation group Γ is abelian, by placing a special emphasis on the geometric feature. Especially, in [14] , they introduced the notion of standard realization, which is a discrete harmonic map Φ 0 from a crystal lattice X into the Euclidean space Γ ⊗ R equipped with the Albanese metric, to characterize an equilibrium configuration of crystals. In [13] , they proved the CLT by applying the homogenization method mentioned above through the standard realization Φ 0 . As the scaling limit, they captured a homogenized Laplacian on Γ ⊗ R. In terms of probability theory, it means that, for fixed 0 ≤ t ≤ 1, a sequence of Γ⊗R-valued random variables n −1/2 Φ 0 (w [nt] )
converges to B t as n → ∞ in law. Here {w n } ∞ n=0 is the given random walk on X and (B t ) 0≤t≤1 is a standard Brownian motion on Γ ⊗ R equipped with the Albanese metric. In their proof, both the symmetry of the given random walk {w n } ∞ n=0 and the harmonicity of the realization Φ 0 play an important role to show the convergence of the sequence of infinitesimal generators associated with n −1/2 Φ 0 (w [nt] ); 0 ≤ t ≤ 1
. Indeed, these properties are effectively used to delete a diverging drift term as n → ∞ from the homogenized Laplacian. See also Kotani [11] . Ishiwata [7] discussed a similar problem to [11, 13] for symmetric random walks on a Γ-nilpotent covering graph X, a covering graph of a finite graph X 0 whose covering transformation group Γ is a finitely generated nilpotent group of step r (r ∈ N). See [9, Section 6] for several examples of Γ-nilpotent covering graphs in the case where Γ is the 3-dimensional discrete Heisenberg group H 3 (Z). Needless to say, X is a crystal lattice in the case r = 1. In the nilpotent case, X is properly realized into a nilpotent Lie group G such that Γ is isomorphic to a cocompact lattice of G. Thanks to a basic property of the canonical dilation on G, the diverging drift term appears only in g (1) -direction, where g (1) is the generating part of the Lie algebra g of G. Hence, it is sufficient to introduce the notion of harmonicity of the realization Φ 0 : X → G only on g (1) for proving the CLT in the nilpotent case.
If we consider a non-symmetric case, the above method does not work well because the diverging drift term from the non-symmetry of the given random walk does not vanish. To overcome this difficulty, in the case of crystal lattices, Ishiwata, Kawabi and Kotani [8] introduced two kinds of schemes. One is to replace the usual transition operator by the transition-shift operator, which "deletes" the diverging drift term. Combining this scheme with a modification of the harmonicity of the realization Φ 0 , they proved that a sequence n −1/2 Φ 0 (w [nt] 
converges in law to a Γ ⊗ R-valued standard Brownian motion (B t ) t≥0 as n → ∞. Here ρ R (γ p ) ∈ Γ ⊗ R is the so-called asymptotic direction which appears in the law of large numbers for the random walk {Φ 0 (w n )} ∞ n=0 on Γ ⊗ R. See [8, 15] for details. The other is to introduce a one-parameter family of Γ ⊗ R-valued random walks (ξ (ε) ) 0≤ε≤1 which "weakens" the diverging drift term, where this family interpolates the original non-symmetric random walk ξ (1) n := Φ 0 (w n ) (n = 0, 1, 2, . . .) and the symmetrized one ξ (0) . Putting ε = n −1/2 and letting n → ∞, we capture a drifted Brownian motion (B t + ρ R (γ p )t) 0≤t≤1 as the limit of a sequence n −1/2 ξ
; 0 ≤ t ≤ 1
. See Trotter [30] for related early works. It is worth mentioning that this scheme is well-known in the study of the hydrodynamic limit of weakly asymmetric exclusion processes. See e.g., Kipnis-Landim [10] , Tanaka [29] and references therein.
In our preceding paper [9] , we proved a CLT for a non-symmetric random walk {w n } ∞ n=0
on the Γ-nilpotent covering graph X by applying the former transition-shift scheme with a notion of modified harmonic realization Φ 0 : X → G, which is a generalization of [15, 7] . More precisely, as the CLT-scaling limit mentioned above, we captured a diffusion process on G generated by a homogenized sub-Laplacian with a non-trivial g (2) -valued drift β(Φ 0 ) arising from the non-symmetry of the given random walk, where g (2) := [g (1) , g (1) ]. The main purpose of the present paper is to prove another kind of CLTs for the non-symmetric random walk {w n } ∞ n=0 on the Γ-nilpotent covering graph X by applying the latter scheme to the nilpotent setting. We first introduce a one-parameter family of transition probabilities (p ε ) 0≤ε≤1 on X as the linear interpolation between the given transition probability p 1 := p and the symmetrized one p 0 , that is,
. For each ε, we take a modified harmonic realization Φ (ε) 0 : X → G associated with the transition probability p ε , and define a one-parameter family of Gvalued random walks (ξ (ε) ) 0≤ε≤1 by ξ
0 (w n ) (n = 0, 1, 2, . . .). Then by putting ε = n −1/2 and letting n → ∞, we obtain a CLT for the family of G-valued random walks
. More precisely, under suitable assumptions (A1) and (A2) on the family of modified harmonic realizations (Φ (ε) 0 ) 0≤ε≤1 , we prove that a sequence τ n −1/2 ξ
converges in law to a G-valued diffusion process (Y t ) 0≤t≤1 as n → ∞. Here τ n −1/2 : G → G is the canonical dilation whose scale is n −1/2 , and the diffusion process (Y t ) 0≤t≤1 is generated by the homogenized sub-Laplacian with the g (1) -valued drift ρ R (γ p ) defined on G equipped with the Albanese metric g (0) 0 associated with the symmetrized transition probability p 0 .
To our best knowledge, there seems to be few results on CLTs in the nilpotent setting in which a g (1) -valued drift appears in the infinitesimal generator of the limiting diffusion. On the other hand, as mentioned in [9] , there are many papers on CLTs in which g (2) valued drift like β(Φ 0 ) appears in the infinitesimal generator of the limiting diffusion (see e.g., Alexopoulos [2, 3] , Pap [21] , Raugi [23] and references therein). In view of these circumstances, the study of the long time asymptotics of random walks on more general graphs by applying our latter scheme would be an interesting problem.
The rest of the present paper is organized as follows: We introduce our framework and state the main results (Theorems 2.1 and 2.2) in Section 2. We make a preparation from nilpotent Lie groups and discrete geometric analysis in Section 3. We devote ourselves to prove the main results in Section 4. In Section 4.1, we present a key property (Proposition 4.1) of the family of modified harmonic realizations (Φ (ε) 0 ) 0≤ε≤1 under only (A1). Combining this property with Trotter's approximation theorem, we prove a semigroup CLT (Theorem 2.1) in Section 4.2. In Section 4.3, we prove a functional CLT (Theorem 2.2), which is much stronger than Theorem 2.1, under not only (A1) but (A2). To prove a CLT of this kind, in Lemma 4.5, we show the tightness of the family of probability measures induced by the G-valued stochastic processes given by the geodesic interpolation of
. In the case r = 2, we can easily prove it by combining the modified harmonicity of each Φ (ε) 0 with standard martingale techniques. On the other hand, the same argument as in the case r = 2 is insufficient in the case r ≥ 3. To overcome this difficulty, we need to apply a pathwise argument similar to [9] , which is inspired by the proof of the Lyons extension theorem (cf. Lyons [17] , Lyons-Qian [18] ) in rough path theory.
Throughout the present paper, C denotes a positive constant that may change from line to line and O(·) stands for the Landau symbol. If the dependence of C and O(·) are significant, we denote them like C(N) and O N (·), respectively.
Framework and Results
Let X = (V, E) be a locally finite, connected and oriented graph, where V is the set of its vertices and E is the set of all edges. The graph X possibly have multiple edges or loops and is equipped with the discrete topology induced by the graph distance. For an oriented edge e ∈ E, we denote by o(e), t(e) and e the origin, the terminus and the inverse edge of e, respectively. Let E x be the set of all edges whose origin is x ∈ V , that is, E x = {e ∈ E| o(e) = x}. A path c in X of length n is a sequence c = (e 1 , e 2 , . . . , e n ) of oriented edges e 1 , e 2 , . . . , e n with o(e i+1 ) = t(e i ) for i = 1, 2, . . . , n − 1. We denote by Ω x,n (X) (x ∈ V, n ∈ N ∪ {∞}) the set of all paths of length n starting from x. For simplicity, we write Ω x (X) := Ω x,∞ (X).
Let Γ be a finitely generated, torsion free nilpotent group of step r (r ∈ N). Throughout the present paper, we assume that X is a Γ-nilpotent covering graph, that is, X is a covering graph of a finite graph X 0 = (V 0 , E 0 ) whose covering transformation group is Γ. In other words, Γ is the set of all free left actions on X and the quotient graph X 0 = Γ \ X is finite. A random walk on the Γ-nilpotent covering graph X is characterized effectively by a Γ-invariant transition probability, a Γ-invariant function p : E → [0, 1] satisfying e∈Ex p(e) = 1 (x ∈ V ) and p(e) + p(e) > 0 (e ∈ E).
The transition probability p induces, in a natural manner, the probability measure P x on the set Ω x (X) (x ∈ V ). The random walk associated with p is the time-homogeneous Markov chain (Ω x (X),
) with values in X defined by w n (c) := o(e n+1 ) (n = 0, 1, 2, . . . , c = (e 1 , e 2 , . . . , e n , . . .) ∈ Ω x (X)).
We define the transition operator L associated with the random walk by
and the the n-step transition probability by
where δ y stands for the Dirac delta function at y and p(c) = p(e 1 )p(e 2 ) · · · p(e n ). Since the transition probability p is Γ-invariant, the random on X associated with p induces a random walk on the quotient graph X 0 through the covering map π : X → X 0 , and vice versa. By abuse of the notation, we denote the transition probability of the random walk on X 0 by p : E 0 → [0, 1]. We define the n-step transition probability p(n, x, y) (n ∈ N, x, y ∈ V 0 ) as above. Throughout the present paper, we assume that the random walk on X 0 is irreducible, that is, for every x, y ∈ V 0 , there exists some n = n(x, y) ∈ N such that p(n, x, y) > 0. Note that the irreducibility of the random walk on X implies this condition. Conversely, this condition does not imply the irreducibility on X in general. Under the irreducibility condition on X 0 , by applying the Perron-Frobenius theorem, we find a unique positive function m : V 0 → (0, 1], called the invariant probability measure on X 0 , satisfying . Let H 1 (X 0 , R) be the first homology group of X 0 . We define the homological direction of the random walk on X 0 by
We easily see that the random walk on X 0 is (m-)symmetric if and only if γ p = 0. For more details, see Section 3.3. We introduce a continuous state space in which the Γ-nilpotent covering graph X is properly embedded. We find a connected and simply connected nilpotent Lie group G Γ = (G, ·) such that Γ is isomorphic to a cocompact lattice in G due to Malcév's theorem (cf. Malcév [19] ). We call a piecewise smooth Γ-equivariant map Φ : X → G a periodic realization of X. Let (g, [·, ·]) be the Lie algebra of G. Since the exponential map exp : g → G is a diffeomorphism, several global coordinate systems on G are induced through the exponential map. Write log : G → g for the inverse map of exp : g → G.
We construct a new product * on G in the following way. Set n 1 := g and
of g by n k = g (k) ⊕ n k+1 for k = 1, 2, . . . , r. Then the Lie algebra g is decomposed as
and also define a Lie bracket product
We introduce a map τ ε : G → G, called the dilation operator on G, by
which is the scalar multiplication on G. Then a Lie group product * on G is defined by
The Lie group G ∞ = (G, * ) is called the limit group of (G, ·). We note that the Lie algebra of (G, * ) coincides with (g,
We equip (G, ·) with the so-called Carnot-Carathéodory metric d CC , which is an intrinsic metric on G defined by
for g, h ∈ G, where Lip([0, 1]; G) denotes the set of all Lipschitz continuous paths and · g (1) for a norm on g (1) . See [9, Section 3.2] for more details. Let π 1 (X 0 ) be the fundamental group of X 0 . Then we take a canonical surjective homomorphism ρ : π 1 (X 0 ) → Γ. This map then induces a surjective homomorphism ρ :
and we have the canonical surjective linear map ρ R from H 1 (X 0 , R) onto g (1) by extending ρ linearly. We call ρ R (γ p ) ∈ g (1) the asymptotic direction. Note that γ p = 0 implies ρ R (γ p ) = 0 g . However, the converse does not always hold. We induce a flat metric g 0 = g (1) 0 on g (1) , called the Albanese metric associated with p by the discrete Hodge-Kodaira theorem (cf. [15, Lemma 5 
We note that such Φ 0 is uniquely determined up to g (1) -translation. However, it has the ambiguity of components corresponding to
. If we equip g (1) with the Albanese metric g 0 , we say that the modified harmonic realization Φ 0 : X → G is called the modified standard realization.
For the given transition probability p, we introduce a family of Γ-invariant transition probabilities (p ε ) 0≤ε≤1 on X by
where
We note that the family (p ε ) 0≤ε≤1 is given by the linear interpolation between the transition probability p = p 1 and the m-symmetric probability p 0 . Moreover, the homological direction γ pε equals εγ p for every 0 ≤ ε ≤ 1 (cf. [15, Proposition 2.3] ). Let L (ε) be the transition operator associated with p ε for 0 ≤ ε ≤ 1. We also denote by g (ε) 0 the Albanese metric on g (1) associated with p ε . We write G (ε) for the nilpotent Lie group of step r whose Lie algebra is g = (g (1) , g
Now, we impose the following assumption.
where F denotes a fundamental domain of X.
Since the modified harmonic realizations (Φ (ε) 0 ) 0≤ε≤1 are uniquely determined up to g (1) -translation, it is always possible to take (Φ (ε) 0 ) 0≤ε≤1 satisfying (A1). For a metric space T , we denote by C ∞ (T ) the space of continuous functions on T vanishing at infinity with the uniform topology · T ∞ . We define an approximation operator P ε :
0 (x) for 0 ≤ ε ≤ 1 and x ∈ V . We extend each element Z ∈ g to a left invariant vector field Z * on the stratified Lie group (G, * ). Namely,
We take an orthonormal basis
0 ). The first main result is stated as follows:
where (e −tA ) t≥0 is the C 0 -semigroup whose infinitesimal generator A is given by
(2) Let µ be a Haar measure on G (0) . Then, for any f ∈ C ∞ (G (0) ) and for any sequence
where H t (g) is a fundamental solution to the heat equation
We now fix a reference point x * ∈ V such that Φ
0 (x * ) = 1 G and put
Note that (A1) does not imply that Φ
) associated with the transition probability p ε . For t ≥ 0, n = 1, 2, . . . and 0
We write D n for the partition
and consider a G-valued continuous stochastic process (Y
. We consider a stochastic differential equation
is a standard Brownian motion with values in R d 1 starting from B 0 = 0. We know that the infinitesimal generator of (2.9) coincides with −A defined by (2.7) (see Ishiwata-Kawabi-Namba [9, Section 5]). Let (Y t ) 0≤t≤1 be the G-valued diffusion process which is the solution to (2.9). We write
for the set of all α-Hölder continuous paths on G (0) , where
which is a Polish space (cf. Friz-Victoir [5, Section 8]). Let P (ε,n) be the probability
To establish the functional CLT for the family of non-symmetric random walks {ξ
, we need to impose an additional assumption.
(A2): There exists a positive constant C such that, for k = 2, 3, . . . , r,
Intuitively speaking, the situations that the distance between Φ 
. This means that it is always possible to take a family (Φ (ε) 0 ) 0≤ε≤1 satisfying (A2) as well as (A1). Then the second main result is now stated as follows:
In our preceding paper [9] , we captured a G-valued diffusion process ( Y t ) 0≤t≤1 by applying the transition-shift scheme mentioned in Section 1. More precisely, the infinitesimal generator of ( Y t ) 0≤t≤1 is the homogenized sub-Laplacian on G with a non-trivial drift β(Φ 0 ) ∈ g (2) arising from the non-symmetry of the given random walk, where the Lie group G is equipped with the Albanese metric g 0 = g (1) 0 . In particular, even in the centered case ρ R (γ p ) = 0 g , the non-trivial drift β(Φ 0 ) remains in general. On the other hand, in this case, the limiting diffusion (Y t ) 0≤t≤1 is generated by the homogenized subLaplacian on G (0) equipped with the Albanese metric g 
Preliminaries

Some properties on nilpotent Lie groups
Let us review some properties of the limit group. For more details, see e.g., Alexopoulos [1] , Ishiwata [7] and Ishiwata-Kawabi-Namba [9] . Recall that (G, * ) is the limit group of a connected and simply connected nilpotent Lie group (G, ·) of step r (see (2.1)). We note that (G, * ) is stratified. Namely, the decomposition of the corresponding Lie algebra
when i + j ≤ r and g (1) generates g. We also note that, for ε ≥ 0, the dilation τ ε : G → G is a group automorphism on (G, * ) (see [7, Lemma 2 
.1]).
We introduce several notations that will be used throughout the present paper.
(1) Global coordinates on G :
. We introduce two kinds of global coordinate systems in G through exp : g → G. We identify the nilpotent Lie group G with R d as a differentiable manifold by
• canonical (·)-coordinates of the second kind :
(2) Campbell-Baker-Hausdorff formula : The relations between the deformed product and the given product on G is described by the following formula:
(3) Several formulas : It follows from the definition of the deformed product on G that
However, this relation does not hold in general if k = 3, 4, . . . , r. The following identities give a comparison between (·)-coordinates and ( * )-coordinates. For g ∈ G, we have the following:
For g, h ∈ G, we also have the following:
. The following are the typical examples of homogeneous norms on G:
Note that these homogeneous norms are equivalent in the sense that there exists a positive constants C such that
A quick review on discrete geometric analysis
This subsection is concerned with some basics of discrete geometric analysis on graphs. We refer to Kotani-Sunada [15] , Sunada [26, 27, 28] and references therein for details. Let us consider a finite graph X 0 = (V 0 , E 0 ) and an irreducible random walk on X 0 associated with a non-negative transition probability p :
be a invariant probability measure on X 0 . We set m(e) := p(e)m o(e) for e ∈ E 0 .
We define the 0-chain group, 1-chain group, 0-cochain group and 1-cochain group by
a e e a e ∈ R, e = −e ,
respectively. We equip C 0 (X 0 , R) and C 1 (X 0 , R) with inner products
and
respectively. An element of C 1 (X 0 , R) is called a 1-form on X 0 . The boundary operator ∂ : C 1 (X 0 , R) → C 0 (X 0 , R) and the difference operator d : C 0 (X 0 , R) → C 1 (X 0 , R) are defined by the linear map satisfying ∂(e) = t(e) − o(e) for e ∈ E 0 and the one satisfying df (e) = f t(e) − f o(e) for e ∈ E 0 , respectively. Then, the first homology group H 1 (X 0 , R) and the first cohomology group
We define a special 1-chain by
We easily verify that ∂(γ p ) = 0, that is, γ p ∈ H 1 (X 0 , R). Furthermore, it is clear that the random walk on X 0 is (m-)symmetric if and only if γ p = 0. The 1-cycle γ p is called the homological direction of the given random walk on X 0 . A 1-form ω ∈ C 1 (X 0 , R) is said to be modified harmonic if
where γ p , ω :
is constant as a function on V 0 . We denote by H 1 (X 0 ) the space of modified harmonic 1-forms and equip it with the inner product
associated with the transition probability p. We may identify H 1 (X 0 , R) with H 1 (X 0 ) by the discrete Hodge-Kodaira theorem (cf. [15, Lemma 5.2] ). Then the inner product ·, · p is induced on H 1 (X 0 , R) through this identification. Let Γ be a torsion free, finitely generated nilpotent group of step r and let X = (V, E) be a Γ-nilpotent covering graph. The covering map is denoted by π : X → X 0 . , 1] , respectively. Let G = G Γ be a connected and simply connected nilpotent Lie group of step r such that Γ is isomorphic to a cocompact lattice in G and
the corresponding Lie algebra. Denote by π :
Malcév [19] and Raghunathan [22] ). Moreover, we easily see
Let π 1 (X 0 ) be the fundamental group of X 0 . Then we find the canonical surjective homomorphism ρ : π 1 (X 0 ) → Γ. This gives rise to the surjective homomorphism ρ : H 1 (X 0 , R) → π(Γ) by considering the abelianization. The homomorphism ρ is extended linearly to the surjective linear map ρ R : H 1 (X 0 , R) → π(Γ)⊗R. We identify Hom( π(Γ), R) with a subspace of H 1 (X 0 , R) by using the transposed map t ρ R . We restrict the inner product ·, · p on H 1 (X 0 , R) to the subspace Hom( π(Γ), R), thereafter take it up the dual inner product ·, · alb on π(Γ) ⊗ R. Consequently, we induce a flat metric g 0 on g (1) and call it the Albanese metric on g (1) . This procedure can be summarized as follows:
A map Φ : X → G is said to be a Γ-equivariant realization of X when it satisfies Φ(γx) = γ · Φ(x) for γ ∈ Γ and x ∈ X. Recall that a Γ-equivariant realization Φ 0 : X → G is called the modified harmonic realization of X if it satisfies (2.3). Let (p ε ) 0≤ε≤1 be the family of transition probabilities defined by (2.4). We easily see p 1 = p and p ε (e) > 0 for e ∈ E if 0 ≤ ε < 1, by definition. We also observe that the invariant measure of the random walk associated with p ε coincides with m for 0 ≤ ε ≤ 1. Moreover, p 0 and q are m-symmetric and m-anti-symmetric, respectively. A direct computation gives
For every 0 ≤ ε ≤ 1, we take the modified harmonic realization Φ (ε) 0
: X → G associated with the transition probability p ε . Namely, Φ
We put
The aim of this subsection is to study the quantity
(0 ≤ ε ≤ 1), where we put m ε (e) = p ε (e)m o(e) for e ∈ E 0 . Note that, if the transition probability p 0 is m-symmetric, then β (0) (Φ (0) 0 ) = 0 g . Loosely speaking, this quantity will appear as a coefficient of the second order term of the Taylor expansion of (I − L N (ε) )P ε f in ε, which we have to deal in the proof of Lemma 4.3. In particular, we are interested in the short time behavior of β (ε) (Φ
The following lemma is essential to prove Proposition 4.1.
In particular, there exists a constant C such that
Proof. We set ℓ 2 (F ) := {f : F → C} and equip it with the inner product and the corresponding norm defined by
respectively. Since the invariant measure m| F : F → (0, 1] is positive on the finite set F , there are positive constants c and C such that
It is easy to see that ℓ 2 (F ) is decomposed as ℓ 2 (F ) = φ 0 ⊕ ℓ 1 (F ) by virtue of the Perron-Frobenius theorem, where φ 0 = |F | −1/2 is the normalized right eigenfunction corresponding to the maximal eigenvalue α 0 = 1 of L. We define
Note that ℓ 2 1 (F ) is preserved by L and the transition operator L (ε) maps ℓ 2 1 (F ) to itself for all 0 ≤ ε ≤ 1. Moreover, we should emphasize that the inverse operator of (I −L (ε) )| ℓ 2 1 (F ) :
Then we verify that the transition operator L (ε) has the decomposition of the form L (ε) = L (0) + εQ for every 0 ≤ ε ≤ 1.
To conclude the claim, it suffices to show
by noting (4.2). We remark that log Ψ (ε) (·) X 
for 0 ≤ ε ≤ 1 and x ∈ F . This identity implies
where we used Q ≤ 1 for the final line. By combining (4.4) with the identity
.
Here we can choose a sufficiently small constant ε 0 > 0 such that
Then we have
for sufficiently small ε > 0 and this implies (4.3).
Proof of Proposition 4.1. By recalling (2.4) and that p 0 is m-symmetric, we have
0 ( e) g (2) + εm o(e) q(e) log dΦ
= ε e∈E 0 m o(e) q(e) log dΦ
0 ( e) g (2) .
Then the identity
(0 ≤ ε ≤ 1, e ∈ E), and (3.1) yield
+ ε e∈E 0 m o(e) q(e) log dΦ
where I
1 ( e) = I (ε;λ,ν) 1
} be a basis of g (2) . For i = 1, 2, . . . , d 2 , we define a function
for 0 ≤ ε ≤ 1 and x ∈ V . Then we see that
is Γ-invariant. Hence, there exists a function
i (x) for 0 ≤ ε ≤ 1 and x ∈ V . Then, by noting ∂(γ pε ) = 0, we have
By applying Lemma 4.2 and the elementary inequality [Z
(1) and some C > 0, we find a sufficiently large C > 0 satisfying
Summing up the all arguments above and letting ε ց 0 in both sides of (4.5), we obtain the desired convergence. This completes the proof of Proposition 4.1.
We denote H 1 (ε) (X 0 ) the set of all modified harmonic 1-forms on X 0 . We equip H 1 (ε) (X 0 ) with the inner product
We may identify H 1 (X 0 , R) with H 1 (ε) (X 0 ) for every 0 ≤ ε ≤ 1 by applying the discrete Hodge-Kodaira theorem. It should be noted that the identification map depends on the parameter ε and H 1 (1) (X 0 ) = H 1 (X 0 ). Moreover, we also identify Hom(g (1) , R) with
. Therefore, Hom(g (1) , R) may be regarded as a subspace of each H 1 (ε) (X 0 ). For an element ω ∈ Hom(g (1) , R), we denote
0 be the Albanese metric on g (1) induced by the dual inner product of ·, · (ε) for 0 ≤ ε ≤ 1.
Proof of Theorem 2.1
We prove Theorem 2.1 in this subsection. A key claim to obtain the main theorem is the following Lemma. 
where A is the sub-elliptic operator on C ∞ 0 (G (0) ) defined by (2.7).
Proof. We apply Taylor's expansion formula (cf. Alexopoulos [2, Lemma 5.3] ) for the ( * )-coordinates of the second kind to
for x ∈ V and some θ ∈ G (0) satisfying
where the summation
runs over all (i 1 , k 1 ) and (i 2 , k 2 ) with k 1 > k 2 or k 1 = k 2 and i 1 ≥ i 2 . We denote by Ord ε (k) the terms of the right-hand side of (4.6) whose order of ε equals just k. Then, (4.6) is rewritten as 1
Step 1. We first estimate Ord ε (−1). By recalling (3.2) and (4.1), we have inductively
Step 2. Next we estimate Ord ε (0). Let us consider the coefficient of X
0 (x) . It follows from (4.1) and (3.2) that
Since the function
i (x) for γ ∈ Γ and x ∈ V due to the Γ-invariance of p and the Γ-equivariance of Φ 0 , there exists a function M (ε)
due to the Γ-invariance of p. Then, by applying the ergodic theorem (cf. [8, Theorem 3.4] ) for the transition operator L (ε) , we can choose a sufficiently small ε 0 > 0 such that
By (4.9), we obtain that the left-hand side of (4.8) equals
Then Proposition 4.1 implies that I 1 (ε, N) → 0 as N → ∞, ε ց 0 and N 2 ε ց 0. We also consider the coefficient of X
by using (4.1) and (3.3), where the function N (ε) ij : V → R is defined by
for 0 ≤ ε ≤ 1, i, j = 1, 2, . . . , d 1 and x ∈ V . In the same argument as above, N (ε) ij is Γ-invariant and there exists a function N (ε)
by the Γ-invariance of p. Thus, we choose a sufficiently small ε ′ 0 > 0 such that
by the ergodic theorem. Recall that {V 1 , V 2 , . . . , V d 1 } denotes the orthonormal basis in (g (1) , g
0 ). In particular, put X
The coefficient of X
by combining (4.10) with (4.11) and (4.12). Therefore, (4.13) and the continuity of ·, · (ε) as ε ց 0 (cf. [8, Lemma 5.2]) imply
as N → ∞, ε ց 0 and N 2 ε ց 0. We finally discuss the estimate of k≥1 Ord ε (k). At the beginning, we show that the coefficient of X
0 (x) vanishes as N → ∞, ε ց 0 and N 2 ε ց 0. Thanks to
(4.1) and (3.6), we have
: G → R. This converges to zero as N → ∞, ε ց 0 and N 2 ε ց 0. We also observe that the coefficient of X
0 (x) converges to zero as N → ∞, ε ց 0 and N 2 ε ց 0 by following the same argument as above.
We also consider the coefficient of (∂ 3 f /∂g
Since f is compactly supported, it is sufficient to show by induction on k = 1, 2, . . . , r that, if εN < 1, then : G → R. The cases k = 1 and k = 2 are clear. Suppose that (4.15) holds for less than k. We have
by using (3.1) and (3.6). Then we see that
Thus, we have inductively
for some continuous function M (k) i
: G → R. These estimates implies that k≥1 Ord ε (k) converges to zero as N → ∞, ε ց 0 and N 2 ε ց 0. Consequently, we obtain 1
as N → ∞, ε ց 0 and N 2 ε ց 0 by combining (4.6) with (4.7) and (4.14). This completes the proof.
Proof of Theorem 2.1. We basically follow the argument by Kotani [11, Theorem 4] . Let N = N(n) be the integer satisfying n 1/5 ≤ N < n 1/5 + 1 and let k N and r N be the quotient and the remainder of ([nt] − [ns])/N(n), respectively. We put ε N := n −1/2 and [24, p.304] 
On the other hand, Lemma 4.3 implies
Here we have
It follows from P n −1/2 ≤ 1 that
Then, we obtain (2.6) for f ∈ C 
Proof of Theorem 2.2
In what follows, we assume (A2) as well as (A1). Put
We describe a relation between dΦ 
we obtain the following:
Lemma 4.4 Under (A2), there exists a positive constant C such that
We denote by (G (0) , * ) the connected and simply connected nilpotent Lie group of step k and the corresponding limit group whose Lie algebras are (g (1) , g
respectively. For the piecewise smooth stochastic process (Y (ε,n) t ) 0≤t≤1 , we define its truncated process by
in the (·)-coordinate system. We may put
by recalling Lemma 4.4.
As is well-known in probability theory, it suffices to show the tightness of
and the convergence of the finite dimensional distribution of {Y
to obtain Theorem 2.2. In the former part of this section, we aim to show the following.
As the first step of the proof of Lemma 4.5, we prepare the following lemma.
Lemma 4.6 Let m, n be positive integers. Then there exists a constant C > 0 independent of n (however, it may depend on m) such that
Proof. We split the proof into several steps, based on the argument in [9] .
Step 1. First we show
for some C > 0 which is independent of n (depending on m). By noting the equivalence of two homogeneous norms · CC and · Hom (cf. [9, Proposition 3.1]), we know that (4.21) is equivalent to the existence of positive constants C (1) and C (2) independent of n such that
Step 2. We here prove (4.22). We have
where F stands for the fundamental domain in X containing the reference point x * ∈ V . For i = 1, 2, . . . , d 1 , x ∈ F , N ∈ N, 0 ≤ ε ≤ 1 and c = (e 1 , e 2 , . . . , e N ) ∈ Ω x * ,N (X), put
We note that
Then we know that {N
is a martingale for every i = 1, 2, . . . , d 1 and x ∈ F (cf. [9, Lemma 3.3] ). Hence, we apply the Burkholder-Davis-Gundy inequality with the exponent 4m. By the elementary inequality (a + b)
In particular, (4.25) implies
by putting ε = n −1/2 and N = ℓ − k, where we should note that (ℓ − k)/n < 1 since 1 ≤ k ≤ ℓ ≤ n. We then obtain
by combining (4.24) with (4.26), which leads to (4.22).
Step 3. We show (4.23) at this step. We also see
. (4.27) in the similar way to (4.24). Then we have log Φ
where we put
We fix i = 1, 2, . . . , d 2 . Then we have
by applying the Jensen inequality. For 1 ≤ λ < ν ≤ d 1 , x ∈ F , 0 ≤ ε ≤ 1, N ∈ N and c = (e 1 , e 2 , . . . , e N ) ∈ Ω x,N (X), we set
Then we also see that { N
is an R-valued martingale for every 1 ≤ λ < ν ≤ d and x ∈ F . By applying the Burkholder-Davis-Gundy inequality with the exponent 2m, we have
where we used Jensen's inequality for the third line and Schwarz' inequality for the final line. Then the again use of the Burkholder-Davis-Gundy inequality with the exponent 4m gives
It follows from (4.30) and (4.31) that
Hence, (4.32) implies
where we used (4.25) for the final line. We now put ε = n −1/2 and N = ℓ − k. Then we have, for 1 ≤ λ < ν ≤ d 1 ,
due to (4.33) and (ℓ − k)/n < 1. We obtain
by combining (4.27) with (4.28), (4.29) and (4.34), where
This means (4.23) and we thus obtain (4.21).
Step 4. We show (4.20) at the last step. Suppose that t k ≤ s ≤ t k+1 and t ℓ ≤ t ≤ t ℓ+1 for some 1 ≤ k ≤ ℓ ≤ n. Then we have 
This completes the proof of Lemma 4.6.
In what follows, we write
for brevity. We now show the following lemma by using Lemma 4.6.
Lemma 4.7 For m, n ∈ N and k = 1, 2, . . . , r, there exist a measurable set Ω (n) k
⊂ Ω x * (X), a non-negative random variable
(Ω x * (X) → R; P Proof. We partially rely on Lyons' original proof (cf. [17, Theorem 2.2.1]) for the extension theorem in rough path theory. We prove (4.35) by induction on the step number k = 1, 2, . . . , r.
Step 1. In the cases k = 1, 2, we have already obtained (4.35) in Lemma 4.6. In fact, (4.35) for k = 1, 2 are straightforwardly obtained by a simple application of the Kolmogorov-Chentsov criterion with the bound
where θ = (2m − 1)/4m and C is a constant independent of n which appears in the right-hand side of (4.20) . See e.g., Stroock [25, Theorem 4.3.2] for details.
Step 2. We now fix n ∈ N. Assume that (4.35) holds up to step k. We note that this assumption is equivalent to the existence of measurable sets { Ω ) for n, m ∈ N and j = 1, 2, . . . , k.
We fix 0 ≤ s ≤ t ≤ 1, n ∈ N and write Ω
j . We denote by ∆ the partition {s = t 0 < t 1 < · · · < t N = t} of the time interval [s, t] independent of n ∈ N. We now define two G 
t N−2 ,t N−1 (c) P Q (n,K 1 ) (c)Q (n,K 2 ) (c),
We emphasize that K (n) k+1 is non-negative and has the following integrability:
where we used the generalized Hölder inequality for the second line. We then have Z(∆) : Ω x * (X) → R. Thus, we have
We may write Ω k+1 by abuse of notation. Because its probability equals one. For any small ε > 0, there is a sufficiently large N ∈ N such that t − s ≤ 1/N < ε. We then obtain as ε ց 0, 
