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Abstract
Classification in high-dimensional data has generated tremendous interest in a multitude
of fields. Data in higher dimensions often tend to reside in non-Euclidean metric space.
This prevents Euclidean-based classification methodologies, such as regression, from reliably
modeling the data. Many proposed models rely on computationally-complex embedding to
convert the data to a more usable format. Others, namely the Support Vector Machine, rely
on kernel manipulation to implicitly describe the ”feature space” to arrive at a non-linear
decision boundary. The proposed methodology in this paper seeks to classify complex data
in a relatively computationally-simple and explainable manner.
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1

Introduction

High-dimensional data is increasingly observed [4] in various applications of predictive
modelling such as genetics [15], neurology[1], finance [4], astrophysics [7], to name a few
[22][11]. Such data can be represented as a lower-dimensional hypersurface called a manifold
[6]. Manifolds are locally Euclidean but have an often non-Euclidean global geometry.
Let X be a dataset of n observations in d-dimensions such that xi = {xi1 , . . . , xid } ∈ R
and corresponding response variables yi ∈ {0, 1} such that yi is the binary label associated
with the feature vector xi . The goal is to classify a new, unlabeled, observation based on a
classification model trained on the labeled dataset. This model also should be explainable
and less computationally complex than other comparable models. Other models used to solve
this same problem are presented in this paper alongside their comparative advantages and
limitations.
The methodology proposed here first isolates any region of overlap between the clusters
and fits local logistic regressions in those regions, thereby designing local linear decision
boundaries that are more flexible than a global linear decision boundary. For data that is
clearly in one cluster or another, a k-nearest neighbor classification can be used.
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Background and Review of Literature

The dimension of data is defined by the number of unique identifiers for an input. These
unique identifiers are often called features. The curse of dimensionality is that the complexity
of algorithms needed to evaluate data increases dramatically with greater dimensions [4].
Naturally obtained data are often present in a constrained portion of their respective
dimensional space [3]. The ”manifold hypothesis” refers to the idea that such data actually
lie in a lower-dimensional structure called a manifold [6]. Defining data along a manifold
would reduce the number of features required to uniquely identify an object and thus lower
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the complexity of models.
A manifold is a space with some global structure or geometry that resembles a Euclidean
space locally [12]. That is, the immediate zone around any point on an n-dimensional manifold
can be morphologically defined in Rn space. For example, any curve that does not cross itself
is a one-dimensional manifold as each point locally resembles a simple line segment. A Swiss
roll manifold is a two-dimensional manifold that seems to curl a rectangle of data points
into a spiral shape. As shown in Figure 2.0.1, a localized subsection of the Swiss roll, which
requires three coordinates to specify a point, can be represented approximately by a plane,
which only requires two coordinates.

Figure 2.0.1: a portion of a Swiss roll manifold around X ≈ 6.3 locally
resembles a plane

Examples of real-world manifolds include fields generated from diffusion tensors of brain
deformation [14] and InSAR imaging of Mount Vesuvius [10].

2.1

Approaches for Classification and Regression on Manifolds

Manifold Learning (ML) is one of the main methodologies used for regression on manifoldvalued observations. ML methodologies rely on non-linear dimensionality reduction and then
apply traditional regression models to the embedded data. Predicted points must then be
projected back to the original manifold via backscoring.
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For manifolds where distances are not analytically defined, an embedding can be approximated using complete isometric feature mapping (ISOMAP) [18]. The process has three
steps:
1. Construct a neighborhood graph: Determine which points are neighbors on the manifold
M based on coordinate distances in the input space. Each point is then connected to
all points within a certain radius or a defined number of neighbors in a graph G.
2. Compute shortest paths: Weight the edges in G with the planar distance between the
two respective points. Geodesic distances between two unconnected points can then be
approximated using the shortest paths.
3. Construct the embedding using principal component analysis (PCA) and multidimensional scaling (MDS)
The embedding, as a lower-dimensional representation of the manifold, can be used alongside
more traditional regression techniques.
Another type of methodology is intrinsic manifold regression which provides a generalization of linear regression onto manifolds [14]. These require definitive geometry and thus can
only be used in a handful of situations where the data can be observed on a geometricallyconsistent manifold. In this article, we focus mostly on the Support Vector Machine because
of its popularity and flexibility in handling both linear and non-linear decision boundaries.

Support Vector Machine
A Support Vector Machine (SVM) constructs one or more hyperplanes to separate data of
different clusters for classification. It utilizes support vectors that lie on the margins of the
hyperplanes (or within if the clusters are not linearly separable).
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SVM works as follows [16]. Given training data {(x1 , y1 ), . . . , (xn , yn )} ⊂ Rd × R. The
goal is to find some function f (x) with some ε such that f has at most ε deviation from all
yi and as much flatness as possible is maintained. For f (x) = ⟨w, x⟩ + b such that w ∈ Rd
and b ∈ R, assuming feasibility, the norm ( 12 ||w||2 ) needs to be minimized in order to ensure
flatness. Slack variables ξi , ξi∗ can be introduced as in the optimization problem presented in
Equation 2.1 to manage infeasible constraints in the original optimization problem [21]. C
is a positive constant which determines the trade-off between flatness and deviations larger
than ε.

minimize

1
||w||2
2


+C

Pn

i=1 (ξi

+ ξi∗ )




yi − ⟨w, xi ⟩ − b ≤ ε + ξi




subject to
⟨w, xi ⟩ + b − yi ≤ ε + ξi∗






ξi , ξi∗
≥0

(2.1)

A Lagrange function is constructed from the objective function, yielding a new optimization
problem where

f (x) =

n
X

(αi −

i=1

αi∗ ) ⟨xi , x⟩

+ b,

αi , αi∗

n
X
∈ [0, C],
(αi − αi∗ ) = 0.

(2.2)

i=1

This optimization problem does not need to be explicitly computed but forms the basis
for the SVM algorithm. The regression algorithm is essentially as follows. First, the input
pattern is mapped via the map Φ into feature space. Next, dot products are computed
with images of the training pattern under Φ which correspond to evaluating kernel functions
k(xi , x). Then, the dot products are summed using the weights vi = αi − αi2 . The term b
gives the prediction output.
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3
3.1

Methodology
The Model

The proposed classification model uses a portfolio of KNN classifiers and logistic regression.
It first calculates the k nearest neighbors, using Euclidean distance, for each data point.
Then, a diversity score is assigned to each data point which represents the heterogeneity of
its surroundings. For data points {xi }ni=1 with n × n adjacency matrix A where ai,j is 1 if
xj is a k nearest neighbor to xi and 0 otherwise for all i, j = 1, . . . , n, the n × k diversity
matrix B has elements bm,i which label whether or not the mth nearest neighbor for xi has a
different label as compared to xi for all m = 1, . . . , k.
The diversity index di for each element xi is calculated as follows:
n

1X
di =
Sj,i
k j=1

T

where coli S = coli A

k
X
bj,i
j=1

k

(3.1)

The maximum diversity index dmax is found as well as the standard deviation of all
non-zero indices σd . dmax and σd are used to isolate the region of high mixing between the
clusters in the following way

{xi : di ∈ [dmax − 2σd , dmax ]}

(3.2)

where di is the diversity index of the input vector xi . Those values then form the basis for a
point cloud which represents the overlap between clusters.
To define the spatial range of heterogeneity, a Delaunay Triangulation is used to generate
a non-unique convex hull defining the smallest polytope that contains all the points in the
above range. The triangulation for a set P in Rd is a simplicial complex K such that each
vertex of K is a point in P and the underlying space of K is the convex hull of X [5].
When the curvature of the manifold spanned by the isolated point cloud is non-zero within
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the range of the point cloud, this triangulation will not adequately define the space necessary
to classify future points. The only inputs along a manifold that would be correctly classified
would be ones on the edge of the convex hull. This phenomenon is illustrated in Figure
4.1.3b. As a result, defining a simple convex hull would defeat the purpose of delineating a
heterogeneous region as only a very small percentage of inputs in the region of actual overlap
would be included. To avoid this issue, the region is expanded using a buffer defined by the
numerical gradients of the point cloud. Numerical gradients define a vector in the direction
of largest increase for the defined region and are calculated as shown in Equation 3.3 for a
function with variables {u1 , . . . , un } in n-dimensions. Discussion on the buffer zone and other
possible solutions are presented later in this article.

∇F =

∂F
∂F
∂F
î1 +
î2 + . . .
în
∂u1
∂u2
∂u1

(3.3)

At points of inflection and other regions with no curvature, these gradients will be zero
and thus leave the convex hull the same. Observation groups with concave curvature have
gradient vectors directed under the curve while observation groups with convex curvature
have gradient vectors directed above the curve. Negating these vectors will point them in
the direction where the convex hull fails to accurately define the region: above the curve for
concave curvature and below the curve for convex curvature. The vectors are then normalized
such that all gradients are unit vectors beginning at their respective Cartesian coordinate.
The endpoints of all these vectors are added to the point cloud and an augmented convex
hull C is generated. The Delauney Triangulation provides a simplicial complex, for which a
point-in-simplex search is performed to determine if a given observation is within the bounds
of the polytope given by C.
Observe that we now arrive at an intermediate classification problem. That is, all data
can now be defined as having heterogeneous or homogeneous surroundings with those inside
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C classified as the former and those outside C as the latter. A logistic regression model
is used for classification for the set of points inside C and a KNN Classification model is
used for the points outside C. The intermediate classification routine returns the simplicial
complex and flag identifying which classification model should be used.
When a new observation is introduced, a point-in-simplex search is used to determine
the method indicator. Once the method indicator has been found, the input observation
is predicted using the appropriate model. The KNN Classification model will return the
classification label with the largest probability and the Logistic Regression model will return
the probability of belonging to the focal “success” class. The probabilistic statement in the
region of high mixing captures the intrinsic high level of classification uncertainty in that
region.

4
4.1

Experiments
Swiss Roll Manifold

A Swiss Roll manifold was generated using n = 5000 data points {(ti , ui )}ni=1 sampled from two
Bivariate Gaussian Distributions with means µ
⃗ 1 = (µX , µY )T and µ
⃗ 2 = (µX , µY )T respectively
and the same covariance matrix Σ. The sampled distribution is detailed in Equation 4.2.
 
5
µ
⃗1 =   ,
12

 
12
µ
⃗2 =   ,
12



3 0
Σ=

0 3



1
1
−1
T
N2 (⃗x | µ
⃗ , Σ) = p
exp − (⃗x − µ
⃗ )Σ (⃗x − µ
⃗)
2
2π |Σ|

(4.1)

(4.2)

The label 0 was applied to points sampled from N2 (⃗x | µ
⃗ 1 , Σ) and the label 1 was applied to
points sampled from N2 (⃗x | µ
⃗ 2 , Σ). The two-dimensional data points can be seen in Figure
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4.1.1a. Those data points were then converted into a Swiss Roll Manifold where


X = t cos(t), u, t sin(t) .

(a) Two-dimensional, clustered data centered at (5, 12)
and (12, 12)

(4.3)

(b) Clustered data projected
onto a Swiss Roll Manifold

Figure 4.1.1: Projection of n = 5000 observations sampled from two
Bivariate Gaussian Distributions into three-dimensional space to obtain a
Swiss-Roll Manifold with clusters.

Five nearest neighbors and the associated diversity scores were calculated for each
data point using Equation 3.1. The scores are shown in Figure 4.1.2. In this simulation,
dmax = 0.6800 and σd = 0.1548 thus establishing the range of values [dmax − 2σd , dmax ] =
[0.3705, 0.6800].

Figure 4.1.2: Diversity scores for all X plotted from smallest to largest.
The red line denotes the minimum value to be considered heterogeneous.

Data points with a diversity index within this range of values were then selected to the
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(a)
Sparse
cloud
of
points with heterogeneous
surroundings such that
di ∈ [0.3705, 0.6800]. are
indicated in red while remaining points are indicated
in black

(b) Convex hull generated
from Delauney Triangulation
without buffer; demonstrating how curvature restricts
the classification area to an
unusable region

(c) New points for convex
hull generated from gradients; front on view, showing how gradient adjustment
adapts to curvature

(d) Convex hull with buffer
created with the addition of
new points in (c)

Figure 4.1.3: Generation of Convex Hull with buffer region

initial point cloud associated with high heterogeneity. The gradients of the observations
are calculated and normalized and the endpoints of the gradient vectors beginning at each
respective Cartesian point are added to the cloud. These points are then used to generate a
convex hull via Delauney Triangulation, returning a simplicial complex K. From here, all
observations are sorted by method indicator depending on their relation to the simplicies.
A KNN Classification Model is trained using the observations with the method indicator
0 and a logistic regression model is trained using the observations with the method indicator
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1. The coefficients of the logistic model and their respective p-values and standard error are

β⃗ = {0.6964, −0.3014, −0.1489, −0.0693}

(4.4)

p-values = {0.7384, 0.0064, 0.2532, 0.6295}

(4.5)

se = {2.0853, 0.1106, 0.1303, 0.1437}

(4.6)

Figure 4.1.5: Confusion Matrices for each model (classification cutoff of
0.5 for the logistic regression model)

The confusion matrices in Figure 4.1.5 were generated from the models using a 70%
training and 30% testing split. Other metrics were calculated in Table 4.1.1. We can see that
the model performed excellently in the KNN region with accuracy, precision, and recall above
98% for each label. The sober performance of the logistic regression is to be expected in a
region with high uncertainty.
Table 4.1.1: Performance Metrics of Split Model
Metric [17]
KNN
Logistic Regression
Full Model

Accuracy
99.02%
69.88%
97.41%

Precision
99.29%
74.47%
97.72%

Sensitivity (Recall)
98.72%
72.92%
97.07%

F1 Score
99.00%
73.69%
97.39%
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4.2

Comparison to Support Vector Machine

The model which is most comparable to the proposed Split Model is a Support Vector Machine
as described in Section 2.1. The time-complexity of the proposed Split Model outperforms
that of the Support Vector Machine as the number of observations n grows. Figure 4.2.6
shows the length of time each model takes to train and test data at n observations.

Figure 4.2.6: Comparison of time taken to complete training and testing
of SVM versus the Split Model on a Swiss Roll Manifold for n points

With the same observations used in the Swiss Roll experiment, an SVM model with a
Radial Basis Function (RBF) kernel was trained and tested for comparison. The metrics
are shown in Table 4.2.1 alongside the performance metrics for the proposed Split Model.
Performance between SVM and the proposed model is comparable.
Table 4.2.1: Performance Metrics of SVM
Metric
SVM
Split Model

Accuracy
97.13%
97.41%

Precision
97.20%
97.72%

Sensitivity (Recall)
97.07%
97.07%

F1 Score
97.14%
97.39%
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5

Discussion

Convex Hull and Buffering
The decision to expand the region using gradients could, in exchange for more accurate
region classification, provide too wide of a buffer and therefore include points that would be
better classified via KNN. Some buffer needs to be implemented in order to classify any new
observations in the heterogeneous region, but there may be more precise options that have
not yet been considered. Possible alternative solutions are to add a unit radius to the convex
hull via Minkowski sums, expanding each simplex by the vector normal to its face, or simply
scaling the inequalities by a constant value determined by parameter optimization.

Folding of the Region of Mixing
When the region of mixing folds in on itself, the region defined by the convex hull possibly
intersects with homogeneous sections of the manifold which affects the accuracy of the model.
If the hull were allowed to be concave, the problem wouldn’t occur, but the model would
increase in complexity. It would also potentially create a region which is unsolvable via
point-in-simplex search.

Regularization
We have only considered the performance of this model in a low-dimensional space for visual
appeal. In the future, the method will be extended to higher-dimensional input space. Observe
that even when the number of samples exceeds the ambient dimension of the input space,
the high mixing region may contain a set of points for which n < p and hence a regularized
logistic regression needs to be performed. This regularization is a modeling artifact and needs
to be justified more rigorously.
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