Severe obstruction to shadowing of computer-generated trajectories can occur in nonhyperbolic chaotic systems with unstable dimension variability. That is, when the dimension of the unstable eigenspace changes along a trajectory in the invariant set, no true trajectory of reasonable length can be found to exist near any numerically generated trajectory. An important quantity characterizing the shadowability of numerical trajectories is the shadowing time, which measures for how long a trajectory remains valid. This time depends sensitively on initial condition. Here we show that the probability distribution of the shadowing time contains two distinct scaling behaviors: an algebraic scaling for short times and an exponential scaling for long times. The exponential behavior depends on system details but the small-time algebraic behavior appears to be universal. We describe the computational procedure for computing the shadowing time and give a physical analysis for the observed scaling behaviors.
I. INTRODUCTION
The validity of numerical computations is a fundamental problem in chaotic dynamical systems because of their sensitive dependence on initial conditions. Given a chaotic system, one can compute a numerical trajectory, starting from a random initial condition, and ask whether there is a true trajectory of the system dynamics, starting from a slightly different initial condition ͓1͔ that stays in a small neighborhood of the numerical one. This is the problem of shadowing of numerical trajectories. From a different standpoint, one can also ask, by computing an ensemble of numerical trajectories, whether the statistical ͑ergodic͒ averages computed using these trajectories are approximations of the true ones of the system. This is the problem of shadowing of statistical averages ͓2,3͔. Depending on the specifics of the problem that one is dealing with, either the former or the latter problems, or both, can be important. This paper concerns the fundamental dynamical process involved in the first problem.
Existing results on shadowing of numerical trajectories build upon the important mathematical notion of hyperbolicity. Roughly speaking, the dynamics is hyperbolic on a chaotic set if, at each point of the trajectory, the tangent space is split into expanding and contracting subspaces and the angles between them are bounded away from zero. Furthermore, the expanding subspace at each point evolves into the expanding one along the trajectory and the same is true for the contracting subspace. Otherwise the set is nonhyperbolic. The following results have been established regarding shadowing: ͑1͒ hyperbolic chaotic systems permit shadowing of numerical trajectories for an infinitely long time ͓4͔; ͑2͒ for nonhyperbolic chaotic systems in which the splitting into the expanding and contracting subspaces is continuous but there are tangencies at which the two subspaces coincide, shadowing can be expected for a finite amount of time that depends on the computer roundoff error ͓5,6͔; and ͑3͒ if a continuous splitting of the subspaces is not possible, i.e., if the dimensions of the expanding and contracting subspaces are not constant on different parts of the invariant set ͑called unstable dimension variability͒, then shadowing of numerical trajectories for appreciable lengths of time becomes unlikely ͓7-10͔.
A key quantity to characterize shadowing dynamics is the shadowing time , which measures for how long a numerical trajectory remains valid in the sense that it stays close to a true trajectory. For a given trajectory, this time can be computed by monitoring the evolution of the pointwise shadowing distance, the local phase-space distance between a given numerical trajectory and a true trajectory. For hyperbolic systems, the shadowing time is infinite for numerical trajectories from random initial conditions ͓4͔. For nonhyperbolic systems with tangencies, the average shadowing time is inversely proportional to the square root of the computer roundoff ͓5͔. Nonhyperbolicity caused by unstable dimension variability, common in high-dimensional chaotic systems with multiple positive Lyapunov exponents, has begun to be understood ͓7-10͔. Current results ͓7-9͔ indicate that, for such a system, the shadowing distance typically increases exponentially after encountering a glitch point where a change in the unstable dimension occurs, then decreases exponentially in hyperbolic regions, and so on, with a lower bound determined by the computer roundoff. The switches between the expanding and contracting behaviors occur randomly in time, suggesting that the behavior of the logarithm Z of the pointwise shadowing distance mimics that of a random walker. A calculation of the corresponding first-passage time gives the average shadowing time, which depends on the system details in the following manner:
where ␦ is the computer roundoff, and mϾ0 and are the mean and standard deviation of the time-one Lyapunov exponent that is closest to zero ͓11͔. The aim of this paper is to report our findings concerning the shadowing dynamics for nonhyperbolic systems with unstable dimension variability. We focus on the shadowing time . Due to chaos, this time depends sensitively on initial con-ditions and thus can be regarded as a random variable for trajectories from different random initial conditions. Our principal result, which concerns the probability distribution ⌽() of the shadowing time, is that ⌽() contains both universal and nonuniversal scaling features. For small values the distribution exhibits a universal algebraic scaling while the distribution is exponential for large values of . The exponential distribution depends on system details. In particular, we have
where the constant a is system dependent. The scaling law means that for nonhyperbolic systems with unstabledimension variability, shadowing of numerical trajectories can be expected only in short time because longer shadowing times are exponentially improbable. A brief account of this work has appeared recently ͓12͔.
We shall present numerical results to support the scaling law ͑2͒ and a physical analysis to explain it. The analysis is based on the similarity between the dynamics of shadowing and that of a random walk, briefly described as follows. When a trajectory moves on the attractor, it encounters both hyperbolic region, where it converges to a true trajectory, and nonhyperbolic region with unstable dimension variability in which the numbers of local stable and unstable directions change. Thus, in hyperbolic region, Z ''walks'' randomly toward the reflecting barrier because, in this case, shadowing theory guarantees the existence of a nearby true trajectory ͓4͔. Insofar as the trajectory is in a hyperbolic region, on average, the pointwise shadowing distance can be adjusted in such a way that it decreases exponentially in time toward the lower bound ␦. When a nonhyperbolic region with unstable dimension variability is encountered, the sudden change of an expanding direction into a contracting one, or conversely, immediately destroys the consistency of the adjustment process, and the pointwise shadowing distance tends to increase exponentially. In the Z space, there is an excursion away from the reflecting barrier. The FokkerPlanck equation, which describes the evolution of the probability distribution of the walker's motion, in combination with the proper initial and boundary conditions, can be solved to yield the scaling law ͑2͒.
In Sec. II, we review the basic concepts essential for understanding the shadowing dynamics. In Sec. III, we detail a procedure to compute the shadowing distance and the shadowing time. In Sec. IV, we present numerical results with two examples: a three-dimensional map that we have constructed to specifically address the dynamics of shadowing in high-dimensional chaotic systems, and the kicked doublerotor map ͓13͔ that has been a prototype model for addressing the issues of unstable dimension variability and shadowing ͓7,9,14͔. In Sec. V, we present a physical theory to explain the numerical observed scaling behavior of the shadowing time. A brief discussion is presented in Sec. VI.
II. BASIC CONCEPTS IN SHADOWING DYNAMICS

A. Shadowing in hyperbolic systems
The dynamics on an invariant set is hyperbolic if, at each point of the trajectory, the tangent space can be split into expanding and contracting subspaces and the angle between them is bounded away from zero. Furthermore, the expanding subspace evolves into the expanding one along the trajectory and the same holds for the contracting subspace.
The existence of a true trajectory near any numerical trajectory in hyperbolic systems can be understood by noting that, along the stable direction, the distance between the true and numerical trajectories decreases exponentially in forward time, while along the unstable direction, the distance decreases exponentially in backward time. Given a numerical trajectory, a true trajectory can be found to stay in the neighborhood of the numerical one. Specifically, consider the set of phase-space vectors that represent the difference between the true and numerical trajectories. Then, the stable component of the vector can be constructed by following the dynamics in the stable direction starting from the initial condition, which decreases exponentially in forward time, while the unstable component can be located by following the unstable dynamics starting from the end point of the numerical trajectory, which contracts exponentially in backward time. Combining the stable and unstable components of the difference vectors along the numerical trajectory yields a true trajectory that stays within ␦ ͓4͔. All these can be done because of the hyperbolic structure of the dynamics.
The shadowing lemma of Anosov and Bowen ͓4͔, which holds for hyperbolic systems, can be extended to nonuniformly hyperbolic systems ͓17͔.
B. Shadowing in nonhyperbolic systems with tangencies
Shadowing of numerical trajectories in nonhyperbolic systems, for which tangencies are the sole source of nonhyperbolicity, is reasonably well understood ͓5,6͔. Near a tangency, the dynamics is neither expanding nor contracting, much like what happens near a critical point of a onedimensional map where the derivative is zero. Tangencies encountered in low-dimensional chaotic systems are typically quadratic. The breakdown of shadowing can thus be intuitively demonstrated by considering the logistic map: x nϩ1 ϭ4x n (1Ϫx n ). A numerical trajectory can be kicked out of the unit interval ͓0,1͔ and iterates to xϭϪϱ if it comes within about ͱ␦ of the critical point xϭ1/2. For an ergodic trajectory, the probability density function is smooth near the critical point. The probability for the breakdown of shadowing is thus proportional to ͱ␦, which means that the time required for this to happen is proportional to ␦ A characteristic feature of a chaotic invariant set is that an infinite number of unstable periodic orbits are embedded in it. If the chaotic set has unstable dimension variability, typically the infinite set of periodic orbits consists of subsets with distinct unstable dimensions. Each subset has an infinite number of orbits that are dense on the invariant set. Thus, there are infinitely many glitches. In general, numerical trajectories cannot be shadowed by any true trajectory for long.
III. PROCEDURE TO COMPUTE THE SHADOWING DISTANCE AND TIME
A. Pointwise shadowing distance and brittleness
For nonhyperbolic invariant set ⌳, a way to quantify the violation of continuous shadowing is to examine the pointwise shadowing distance. Let ͕p n ͖ nϭ0 N denote a numerical trajectory, or a pseudo-trajectory, of length Nϩ1. Because of the computer roundoff, typically there is a small difference between p nϩ1 and f(p n ) for nϭ0,1, . . . ,NϪ1, where f(p n ) is the image of the point p n under the true dynamics.
Let ␦ be an upper bound for all these errors along the pseudotrajectory, i.e., ͉p nϩ1 Ϫf(p n )͉Ͻ␦, for nϭ0, . . . ,N Ϫ1. A true trajectory ͕x n ͖ nϭ0 N , on the other hand, satisfies f(x n )ϭx nϩ1 , for nϭ0, . . . ,NϪ1. The true trajectory ⑀ shadows the pseudotrajectory if ͉x n Ϫp n ͉Ͻ⑀ for n ϭ0, . . . ,N. The quantity ͉x n Ϫp n ͉ is the pointwise or local shadowing distance ͓7,9͔. The brittleness B of a pseudotrajectory ͕p n ͖ nϭ0 N is the ratio of the shadowing distance over the magnitude of the one-step error,
For hyperbolic systems, the pointwise shadowing distance is on the order of ␦ because every pseudotrajectory is shadowable, and B is of order 1. For nonhyperbolic systems, however, the pointwise shadowing distance can reach the size of the entire attractor, and B can be on the order of the inverse of the computer roundoff error.
B. Test brittleness
The brittleness B generally is not computable, as the true trajectory is unknown. The test brittleness is a first-order approximation to the brittleness, which can be computed without a precise knowledge of the true trajectory. Given a pseudotrajectory ͕p n ͖ nϭ0 N , the refinement procedure ͓5͔ detailed below can be used to find an approximately true trajectory, say ͕y n ͖ nϭ0 N . The test brittleness B is defined as B ϵmax n ͉p n Ϫy n ͉/␦. The idea of the refinement method is to correct the pseudotrajectory at each point in a proper way so that the resulting trajectory is closer to a true trajectory ͑or less noisy͒. Let c n be the correction vector such that y n ϭp n ϩc n . For the corrected trajectory ͕y n ͖ nϭ0 N to be as close as possible to a true trajectory, we require f(y n )ϭy nϩ1 ϭp nϩ1 ϩc nϩ1 . Assuming that the correction vector is small, a firstorder approximation yields
where D•f(p n ) is the Jacobian matrix of partial derivatives evaluated at p n . Let e n ϭp n Ϫf(p nϪ1 ) be the error at the nth step of the iteration. Then f(p n )ϭp nϩ1 ϩe nϩ1 , which, when substituting in Eq. ͑4͒, yields
This iteration scheme is unstable because D•f has unstable eigenspaces at each point. Instead, we decompose the tangent space of the Jacobian matrix D•f(p n ) into stable and unstable subspaces. In the stable subspace, forward iterations yield the stable component of c n , while in the unstable subspace, backward iterations yield the unstable component of c n . For a given pseudotrajectory of length (Nϩ1), the combination of the results from the forward and backward iterations then yields the required correction vector c n . These correction vectors are used to approximate the corresponding pointwise shadowing distances.
The refined trajectory ͕y n ͖ nϭ0 N to be computed contains (Nϩ1)D unknowns, while Eq. ͑5͒ contains only ND equations. Thus, to guarantee a unique solution, D boundary conditions must be specified for the refinement process. If there are D S and D U stable and unstable directions, respectively, along the pseudotrajectory, then we choose c N to be in the D S -dimensional stable subspace at p N and c 0 to be in the D U -dimensional unstable subspace at p 0 , which together give D additional D boundary conditions ͓5͔. These boundary conditions guarantee that outside the time interval ͓0,N͔, the correction vector c decreases to 0 exponentially, so that the refined trajectory converges to the true one. In particular, since c N is in the stable subspace of p N , it converges to 0 under the forward map for time beyond N, and likewise, since c 0 is in the unstable subspace at p 0 , it will approach asymptotically to 0, too, under the inverse map for time steps preceding 0. Let c n ϭs n ϩu n , where s n and u n are the stable and unstable components of c n , respectively. The boundary conditions are s 0 ϭ0 and u N ϭ0. Under these Eq. ͑5͒ yields the following set of iterative schemes for solving the stable and unstable components of the perturbation vector along the entire pseudotrajectory:
for nϭ0, . . . ,NϪ1, where S p and U p are the projection operators into the stable and unstable subspaces, respectively, which can be determined by the spans of the stable and unstable subspaces at every point of the pseudotrajectory. The computation of the stable and unstable subspaces can be carried out straightforwardly ͓16͔ by using the standard GramSchmidt orthonormalization procedure contained in, for instance, the algorithm for computing the Lyapunov spectrum ͓18͔. After all the correction vectors are computed, the test brittleness is obtained: Bϭmax n ͉c n ͉/͉e n ͉.
The refinement procedure relies on a continuous decomposition of the tangent space along the pseudotrajectory. The set of computed correction vectors ͑equivalently, the estimated pointwise shadowing distances͒ are bounded by the size of the chaotic invariant set in the phase space. As a result, the magnitude of the test brittleness should be of the order of the inverse of the computer roundoff. If there is unstable dimension variability, the stable and unstable projection matrices can be extremely ill conditioned, resulting in extraordinarily large correction vectors. Despite this difficulty, we can take the viewpoint that very large values of the test brittleness suggest breakdowns of shadowing at various points of the pseudotrajectory and, the refinement scheme provides a numerical way to find glitches on the chaotic set.
IV. NUMERICAL EXAMPLES
A. A three-dimensional map
We have constructed a three-dimensional map for which, in a convenient parameter range, there is a transition to highdimensional chaotic attractors with two positive Lyapunov exponents and consequently severe unstable dimension variability near the transition. The map reads x nϩ1 ϭcos͑␣x n ϩ0.6␣y n ͒, y nϩ1 ϭ0.6␣z n cos͑ y n Ϫz n ͒,
where ␣ is the bifurcation parameter. Figures 1͑a͒ and 1͑b͒ show a bifurcation diagram and the Lyapunov spectrum versus ␣, respectively. In the parameter range considered, there is at least one positive Lyapunov exponent ͑except for periodic windows͒. Transition to high-dimensional chaos occurs at ␣ϭ␣ c Ϸ6.0, where the second largest Lyapunov exponent becomes positive. We thus expect severe unstable dimension variability and consequently breakdown of shadowing to occur ͓19͔ for ␣ near the critical value ␣ c . The portraits of typical low-and high-dimensional chaotic attractors are shown in Figs. 2͑a͒ and 2͑b͒ for ␣ϭ4.0 and ␣ϭ8.0, respectively. The low-dimensional chaotic attractor appears to have some visible structures of unstable foliations, while the highdimensional chaotic attractor looks apparently more ''random'' and space filling. Figures 3͑a͒-3͑c͒ show the evolution of the pointwise shadowing distance for three different parameters. We see FIG. 1. For the three-dimensional map Eq. ͑7͒, ͑a͒ a bifurcation diagram, and ͑b͒ a Lyapunov bifurcation diagram. We see that bifurcation to high-dimensional chaos with two positive Lyapunov exponents occurs at ␣ϭ␣ c Ϸ6.0. Severe unstable dimension variability and the consequent breakdown of shadowing can be expected for ␣ near ␣ c .
FIG. 2.
For the three-dimensional map Eq. ͑7͒, portraits of ͑a͒ a low-dimensional chaotic attractor with one positive Lyapunov exponent for ␣ϭ4.0, and ͑b͒ a high-dimensional attractor with two positive exponents for ␣ϭ8.0.
that the distances can be large for ␣ϭ6.0 ͑a͒. For ␣ϭ6.2 ͑b͒ and ␣ϭ6.4 ͑c͒, the distances are relatively smaller, as unstable dimension variability is relatively less severe because the second largest Lyapunov exponent is not as close to zero as in the case of ␣ϭ6.0. The shadowing time can be conveniently computed as the time interval during which the pointwise shadowing distance stays less than ⑀Ӷ1. With the seemingly random variations in the pointwise shadowing distance, the shadowing time can be regarded as a random variable. To obtain the probability distributions of the shadowing time, we construct histograms of the values of time intervals during which the shadowing distance is less than the threshold ⑀ϭ10
Ϫ5 . Figure 4͑a͒ shows, on logarithmic scale, the probability distributions of shadowing time for ␣ϭ6.0, ␣ϭ6.2, and ␣ϭ6.4. We see that, for small values the distributions tend to collapse onto a single line of slope Ϫ3/2, indicating a universal algebraic scaling. For large values of , the distributions are apparently exponential, as can be seen in the corresponding plots on a semilogarithmic scale in Fig. 4͑b͒ . We have observed numerically similar behaviors for other values of ␣ near ␣ c .
B. The kicked double-rotor map
We consider a physical system, the kicked double rotor, which has been a paradigmatic model for addressing highdimensional chaotic phenomena ͓13͔, particularly the shadowing problem ͓7͔. The kicked double-rotor map describes the time evolution of an idealized mechanical system consisting of two thin, massless rods as shown in Fig. 5 . The first rod, of length l 1 , rotates about the fixed pivot P 1 . The second rod, of length 2l 2 , pivots about P 2 , which moves. A mass m 1 is attached at P 2 , and two masses m 2 /2 are attached to each end of the second rod. The end of the second rod ( P 3 ) receives vertical periodic impulse kicks of period T and amplitude . The rotors move in the horizontal plane so that gravity can be neglected. Friction at the pivots P 1 and P 2 is proportional to the angular velocity d 1 (t)/dt and d 2 (t)/dtϪd 1 (t)/dt with proportionality constants 1 and 2 , respectively. Due to the periodic forcing, the set of differential equations describing the double rotor can be reduced to the following four-dimensional map by using the stroboscopic sectioning technique ͓13͔: where
The function G(X) is given by We choose the kicking strength as the bifurcation parameter. A typical bifurcation diagram is shown in Fig. 6͑a͒ , and the Lyapunov spectrum of the attractor versus is shown in Fig. 6͑b͒ . As is increased, a cascade of period-doubling bifurcations occurs, which leads to low-dimensional chaotic attractors with one positive Lyapunov exponent at Ϸ6.7. A large periodic window occurs for 7.0ՇՇ7,5. At Ϸ8.0, the second largest Lyapunov exponent becomes positive, leading to high-dimensional chaotic attractors with two positive exponents for տ8.0. We thus expect severe unstable dimension variability and breakdown of shadowing for Ϸ8.0 ͓7,14,19͔. As is increased from 8.0, unstable dimension variability becomes less severe. Figures 7͑a͒-7͑c͒ show the pointwise shadowing distance s n as a function of n, computed from a trajectory of length 10 4 on the chaotic attractor for ϭ8.0, ϭ8.5, and ϭ9.0, respectively. Because of the severe unstable dimension variability for ϭ8.0, numerical trajectories cannot be shadowed for appreciable lengths of time. This situation is reflected in the variations of the pointwise shadowing distance over many orders of magnitude. The huge values of the pointwise shadowing distance arise from ill conditioning of the refinement technique, due to the sudden and frequent changes in the dimensions of the stable and unstable subspaces along the trajectory. In contrast, for ϭ8.5 and ϭ9.0, there are time intervals in which the pointwise shad- FIG. 6 . ͑a͒ Bifurcation diagram and ͑b͒ Lyapunov exponent vs the kicking parameter for the double-rotor map Eq. ͑8͒. Transition to low-dimensional chaos with one positive Lyapunov exponent, through a cascade of period-doubling bifurcations, occurs at Ϸ6.7. Bifurcation to high-dimensional chaos with two positive Lyapunov exponents occurs at Ϸ8.0, at which there is severe unstable dimension variability.
FIG. 7. For the double-rotor map Eq. ͑8͒, the pointwise shadowing distance s n computed from a trajectory of length 10 4 for ͑a͒ ϭ8.0, ͑b͒ ϭ8.5, and ͑c͒ ϭ9.0. The dashed line corresponds to the threshold ⑀ϭ10 Ϫ5 .
owing distances are much less than 1, and the fluctuations in the distances are much smaller than those for ϭ8.0, indicating less severe obstructions to shadowing ͓7͔. As shown in Fig. 6͑b͒ , for ϭ8.5 and ϭ9.0, the second largest Lyapunov exponent lies away from 0 and, in fact, the distributions of its finite-time approximations have much smaller variance ͓7͔. Figure 8͑a͒ shows, on a logarithmic scale, for ⑀ϭ10 Ϫ5 , the histograms of shadowing time for ϭ8.0 ͑thin solid line͒, ϭ8.5 ͑crosses ϩ dashed line͒, and ϭ9.0 ͑circles ϩ thin solid line͒, respectively. We observe that for Ͻ d Ϸ10 2 , the distributions ⌽() appear to be algebraic, while for Ͼ d , ⌽()'s decrease rapidly with . The decaying behavior of ⌽() for Ͼ d appears to be exponential, as shown on a semilogarithmic scale in Fig. 8͑b͒ . The exponential decay is system dependent in the sense that its rate depends on the parameter . In particular, the rate is large for ϭ8.0, indicating that it is highly improbable to have a long shadowing time, due to the severe unstable dimension variability at this parameter value. As is increased from 8.0, the degree of unstable dimension variability is reduced so that the exponential decay in ⌽() becomes slower. Again, the remarkable feature is that the algebraic decay for small appears to be universal with the scaling exponent Ϫ3/2, which holds for many other values of in the interval ͓7,8,10͔ that we have examined.
V. PHYSICAL THEORY FOR STATISTICS OF SHADOWING TIME
To explain the universal and nonuniversal features in shadowing, as exemplified by Figs. 4 and 8 , we consider a random walk model. To refresh, a trajectory encounters both approximately hyperbolic regions and regions with glitches. The shadowing dynamics in the hyperbolic regions are equivalent to a random walk toward the reflecting barrier corresponding to the computer roundoff. As we have described, an approximation of the true trajectory can be found with a refinement technique that adjusts the points on the trajectory in a consistent manner along the stable and unstable directions. As a result, insofar as the trajectory is in a hyperbolic region, on average, the pointwise shadowing distance decreases exponentially with time toward the lower bound ␦. When a glitch occurs, the consistency in the trajectory adjustments, which can be achieved in hyperbolic regions, is immediately destroyed, causing the pointwise shadowing distance to increase in an exponential manner. In the walker's space, it is equivalent to an excursion away from the reflecting barrier.
We are thus led to consider the following model:
where s n stands for the shadowing distance at time n, and w n is a random variable that describes the expansion or contraction of the local shadowing distance at time n. Introducing a new variable y n ϭlog 10 s n , we obtain
where ϵ͗log 10 w n ͘ is the drift of the random walk and z n ϭlog 10 w n Ϫ͗log 10 w n ͘ is a zero mean random variable. Approximately ͓20͔, we can write down the Fokker-Planck equation
where P(t,y) is the probability distribution for observing the walker at distance y at time t, and the diffusion coefficient is given by Dϭ͗z n tion of the shadowing time, the maximum relevant pointwise shadowing distance is y th ϭlog 10 ⑀, the threshold distance below which shadowing is considered to hold. There is thus an absorbing boundary condition at y th ,
P͑t,y th ͒ϭ0. ͑15͒
The shadowing distance cannot be smaller than the computer roundoff ␦, which stipulates a reflecting boundary condition at log 10 ␦:
Assuming the walker starts at an arbitrary place log 10 ␦Ͻy 0
Ͻy th at tϭ0, we have the initial condition P͑0,y ͒ϭ␦͑ yϪy 0 ͒. ͑17͒
Under these boundary and initial conditions, the FokkerPlanck equation can be solved ͓21͔, which gives the follow- FIG. 8 . ͑a͒, ͑b͒ For the double-rotor map Eq. ͑8͒, probability distributions of the shadowing time for ϵ 0 ϭ8.0 ͑thin solid line͒, ϭ8.5 ͑crosses ϩ dashed line͒, and ϭ9.0 ͑circles ϩ thin solid line͒. In ͑a͒, the distributions are shown on a logarithmic scale, indicating a universal algebraic scaling behavior with exponent Ϫ3/2 for small values of . In ͑b͒, the distributions are plotted on a semilogarithmic scale, indicating an exponential decaying behavior. ing probability distribution for the first-passage time of the walk across y th ͑the shadowing time͒:
͑18͒
where the proportional constant depends on the choice of the initial condition y 0 . For small values of , the dependence of ⌽() on is mainly algebraic with the universal scaling exponent of Ϫ3/2. For large values of , the exponentially decaying behavior in ⌽() dominates with the rate given by aϭ 2 /(2D). These are the scaling results in Eq. ͑2͒. The dependence of the exponential rate on system details can be assessed by computing the dependence of the diffusion parameters and D on a system parameter. We find that, approximately, the average drift depends inversely on the parameter variation: ͉͉ϳ1/(Ϫ 0 ), for Ͼ 0 Ϸ8.0, and the diffusion coefficient D is relatively constant, as shown in Fig. 9 .
A few remarks are in order. ͑1͒ The average drift , which is a key parameter in the random-walk model, decreases as is increased from 0 . In fact, the value of the average drift appears to be maximum when unstable dimension variability is most severe. This is expected from Figs. 7͑a͒-7͑c͒ , the plots of the logarithmic pointwise shadowing distance, or the displacement of the random walker for different values of , where we see that the apparently random evolution of the distance indeed exhibits much larger drift for ϭ 0 , compared with other values of . Dynamically, this happens due to the existence of the maximally possible number of glitches on the attractor for ϭ 0 when unstable dimension variability is most severe. As a result, the pointwise shadowing distance suffers a relatively large number of expanding phases as compared with the number of contracting phases experienced in the hyperbolic regions, leading to an appreciable amount of drift in the random walk model. This is somewhat different from the diffusion model used in Ref. ͓9͔.
͑2͒ The solution to the Fokker-Planck equation, under the boundary and initial conditions, gives satisfactory explanations for our numerical results. The setting of the initial and boundary value problem is in fact quite standard ͓21͔, and it also appears in other contexts such as noisy on-off intermittency ͓23,24͔. Our results are completely consistent with those in that context.
͑3͒ Between the universal scaling in ⌽() ͑algebraic͒ and the nonuniversal scaling ͑exponential͒ regimes, there is a crossover regime in where both the algebraic and exponential contributions are important. This is the so-called ''shoulder regime'' in noisy on-off intermittency ͓23͔. The crossover time is approximately given by d ϷD Ϫ1 ͓ln(⑀/␦)͔ 2 , which defines the time scale of diffusion ͓24͔. There is another time of interest, which is the drift time ͉͉ Ϫ1 ln(⑀/␦). These represent the typical times for the shadowing distance to reach the threshold from the level of computer roundoff due to diffusion and drift, respectively.
VI. DISCUSSION
In summary, we have uncovered universal and nonuniversal features in the shadowing dynamics of nonhyperbolic chaotic systems with unstable dimension variability ͓22͔. Our results provide a fairly detailed understanding of the fundamental problem of shadowing in terms of statistical characterizations. Our theoretical explanation suggests that the shadowing problem shares the same dynamical mechanism as that for on-off intermittency under noise.
The problem of shadowing is closely related to a more fundamental question: is mathematical modeling a meaningful approach for high-dimensional chaotic systems with unstable dimension variability? The relation between shadowing and modeling can be stated more precisely ͓25͔. Generally, a necessary requirement for a model is robustness under small perturbations. One can generate outputs from two versions of the model using slightly different parameter values or initial conditions. Chaotic processes depend sensitively on both. A model is considered robust if the sets of all possible outcomes of two slightly different versions of the model are similar. Difficulties arise when trajectories from one version of the model are not shadowable by trajectories from another, as occurs in the presence of unstable dimension variability. In such cases, the model may be useless for making detailed predictions about the behavior of particular initial conditions, although statistical predictions may still be possible ͓14͔. The results of this paper shed light on for how long one can expect solutions from a model to be approximately valid ͓26͔.
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