The standard way to solve the static economic dispatch problem with transmission losses is the penalty factor method. The problem is solved iteratively by a Lagrange multiplier method or by dynamic programming, using values obtained at one iteration to compute penalty factors for the next until stability is attained. A new iterative method is proposed for the case where transmission losses are represented by a quadratic formula (i.e., by the traditional B-coefficients). A separable approximation is made at each iteration, which is much closer to the initial problem than the penalty factor approximation. Consequently, lower cost solutions may be obtained in some cases, and convergence is faster.
INTRODUCTION
Due to the enormous costs involved, optimizing the use of equipment for power generation and transmission is a lasting concern. Given several thermal or hydro units, often with different characteristics, one must decide how to distribute the load considered between them. This problem, called economic dispatch, has been much studied, both in the static and dynamic cases. It is discussed at length in the book of Wood and Wollenberg [6] Power generation, operation and control, an enlarged second edition of which has recently appeared.
The standard way to solve the static case with transmission losses is the penalty factor method. The problem is solved iteratively by a Lagrangian multiplier method or by dynamic programming, using values obtained at one iteration to compute penalty factors for the next until stability is attained.
The purpose of this paper is to propose a new iterative method for the case where transmission losses are represented by a quadratic formula (i.e. by the traditional B-coefficients). A separable approximation is made at each iteration, which is much closer to the initial problem than the penalty factor approximation. Moreover, the problem considered at each iteration can be solved by dynamic programming. Convergence is faster than in the scheme, of to Liang and Glover [4] , which also uses dynamic programming.
The paper is organized as follows: a mathematical formulation of the problem is given in the next section. Previous solution methods are reviewed in Section 3. The particular case of a separable loss function is studied in Section 4, and illustrated by an example of Wood and Wollenberg [6] . The new method is described in full in Section 5 and applied to examples from [6] and [4] . Conclusions are drawn in Section 6.
FORMULATION
Consider N thermal units committed to serve a load of R P , at minimum cost.
Assume that production of each unit is bounded below and above. Assume further that transmission losses in the network are incurred and can be represented by a quadratic formula (with the so-called B-coefficients). This problem can be stated mathematically as
subject to
and ,min ,max , ,..., ≤ ≤ = 1 2
where
Moreover,
Derivation of this formula for losses is explained in [6] . Neglecting transmission losses, i.e., setting = 0 L P in (2), problem (1) -(3) can be solved by a
Lagrange multiplier method [6] or by dynamic programming [1, 4, 6] .
PREVIOUS SOLUTION METHODS
When transmission losses are considered, the standard solution method is the penalty factor approach. Consider the Lagrange function, with a multiplier λ for (2):
Neglecting bounds on the i P , the first order conditions are equation (2) 
are the incremental losses and 
An iterative method to solve (1)- (3) 
, , ,. . . ,
. Solve the coordination equations to get a solution 4. Compute the current difference between the production and load plus losses, i.e.,
≤ (a given tolerance), stop. Otherwise, increase by 1 and return to step 2. k While no formal proof of convergence for this method seems to have been published, and values of δ may oscillate, a local and possibly global optimum is usually reached in a fairly small number of iterations.
Modification to the iterative method just described to allow solution by dynamic programming are proposed in [4] . In Step 1 the initial solution is found by the recursion
where i R is the set of integers in [ ,
the range of production for unit i , assuming that approximation to 1 MW and D is chosen among the range of possible productions for the first units, i.e., it is integer and i
In
Step 3, each cost function is multiplied by the penalty factor
is augmented by the losses as estimated and the problem is again solved by the dynamic programming recursion (10). The Lagrange function for this step is
and the first order condition , as the losses are fixed,
and are the same as (9) except that the values of i P are fixed in the penalty factors.
SEPARABLE LOSSES
Economic dispatch with transmission losses can be optimized by dynamic programming without using penalty factors. The easiest case is when losses are separable in the i P . Assume also that they are quadratic, a particular case considered in [6] . Then the power i P produced by unit will be equal to the power ′ i P going to the load and the losses. Thus
where and are the known coefficients of the loss function. Hence
One can associate to
F P equal to the cost necessary for unit to
where 
where and are respectively the smallest integer not smaller than and the largest integer not larger than (
,min i P and ,max i P are assumed to be integer as well).
The dynamic programming recursion is
, the range of effective production of unit i (i.e. that which is not lost) and
the range of demand which can be satisfied by the first units. This recursion is used to find the optimal policy i * * , ,..., ′ ′ ′ 
SEPARABLE QUADRATIC APPROXIMATION
An iterative method using a separable quadratic approximation of the loss function is easily obtained by fixing at each iteration one value j P in each quadratic term involving two such values i P and j P . Such an approximation is much more precise than the one obtained by fixing both values in all such terms, discussed above. Then the algorithm of the previous section is as follows:
(a) Obtain an initial solution The aim of this heuristics is to obtain quickly a feasible solution in which the productions above the minimum ones of the various units are as close as possible. Therefore, it first attempts to give an equal load to each unit. If some upper bound is not satisfied the largest possible load is assigned to the corresponding unit. The procedure is iterated with the total unassigned load. More sophisticated heuristics could take cost functions into account, but this does not appear to be necessary. It. and thus, there are more than one local minima. Since the penalty factor method is derived from the first order conditions, it is a local optimization method, and may not reach the global optimum.
Solution. With our separable approximation dynamic programming method, the following locally optimal solution is obtained in six iterations: We also tried a modification of the penalty factor method: instead of adjusting λ in the inner loop (as suggested in [6] for Step 3 in the algorithm given in Section 3), we simply find the closest solution that satisfies the range constraints (3) as well. In other words, within Step 3, we iteratively project the current solution ( ,..., ) 
CONCLUSION
A new method for static termal power units economic dispatch problem with transmission losses is proposed. It uses a separable quadratic approximation to the loss function, and refines it iteratively. Convergence is quicker than with previous methods. Moreover, it may lend to better locally optimal solutions than those methods in case of non-convexity of the loss function.
