The solar photospheric abundance of ruthenium is revised on the basis of a new set of oscillator strengths derived for Ru I transitions with wavelengths in the spectral range 2250-4710 Å. The new abundance value (in the usual logarithmic scale where the solar hydrogen abundance is equal to 12.00), A Ru = 1.72 ± 0.10, is in agreement with the most recent meteoritic result, A Ru = 1.76 ± 0.03. The accuracy of the transition probabilities, obtained using a relativistic Hartree-Fock model including core-polarization effects, has been assessed by comparing the theoretical lifetimes with previous experimental results. A comparison is also made with new measurements performed in this work by the time-resolved laser-induced fluorescence spectroscopy for 10 highly excited odd-parity levels of Ru I.
I N T RO D U C T I O N
Ruthenium is a transition metal (Z = 44) of the palladium group having seven stable isotopes (A = 96, 98, 99, 100, 101, 102 and 104) occurring with the natural abundances 5.5, 1.9, 12.8, 12.6, 17.1, 31.6 and 18.6 per cent, respectively (Asplund et al. 2009 ). There exist also several short-lived radioisotopes used in different scientific and medical applications, such as nuclear magnetic resonance, material physics and microelectronics.
In stars, ruthenium isotopes are generated by different nucleosynthesis processes.
96 Ru and 98 Ru are pure p-products, 100 Ru is produced by the s-process and 104 Ru by the r-process. 99 Ru, 101 Ru and 102 Ru can be generated by both the r-and s-processes. 100 Ru is particularly interesting because it is produced during s-process reactions when a neutron is captured by a 99 Tc atom. Ruthenium plays an important role in stellar nucleosynthesis. When the stars are in the 'asymptotic giant branch (AGB)' phase, they experience thermal pulses, generating a rich nucleosynthesis by the s-process. The convective envelope of the star may penetrate the region where s-process elements have been produced, and may bring them to the stellar surface, where they become observable. A E-mail: E.biemont@ulg.ac.be few s-process elements are particularly interesting in that respect because they provide information on the time-scales involved in the process. Ruthenium is among these elements.
The ruthenium abundance, and also that of other elements such as Nb or Tc, is thus very important in order to constrain evolutionary lifetimes during the thermally pulsing AGB phase. However, relatively few investigations have been devoted to the time evolution of these heavy elements in stars due to the difficulty in deriving accurate abundances in the crowded spectra of the stars in their AGB phase.
In the past, neutral ruthenium has been detected in different types of stars. More specifically, Ru I has been observed in at least one Ap star of the Cr-Eu-Sr subgroup (Jaschek & Brandi 1972) and this element was shown to be enhanced in S-type stars (Smith & Wallerstein 1983) and in subgiant CH stars (Krishnaswamy & Sneden 1985) , leading to an overabundance reaching one order of magnitude. An analysis of the ruthenium abundance in the atmospheres of three K giant stars was also reported by Orlov & Shavrina (1990) who used two Ru I lines. More recently, the abundance of ruthenium was determined through the spectrum synthesis of two lines observed in the spectra of dwarf and giant barium stars (Allen & Porto de Mello 2008) .
In the sun, nine Ru I lines, identified in the solar photospheric spectrum at λλ 3436. 4554.509, 4584.445, 5057.331 and 5309 .267 Å, were used to derive the solar content of this element (Biémont et al. 1984) on the basis of the Holweger & Müller (1974) model. This analysis, however, suffered from the lack of accurate branching fractions (BF), the only values available at that time being those of Corliss & Bozman (1962) . In addition, this work represented a standard stellar abundance analysis based on a time-independent one-dimensional (1D) model atmosphere in hydrodynamic equilibrium. Since that time, there has been a progress concerning our knowledge of the atmosphere of the sun with the advent of new three-dimensional (3D), time-dependent, hydrodynamical models (see e.g. Asplund 2005; Asplund et al. 2009 ). As a consequence, a new determination of the solar abundance of ruthenium is now needed.
For stellar (and solar) abundance determinations, the transition probabilities remain the key input data. In Ru I, they are still poorly known despite some attempts made in the past to improve gf values (see Section 2). The need for new transition probabilities and the gaps in the existing data have even prompted some authors to deduce astrophysical f values (see e.g. Thévenin 1989 Thévenin , 1990 .
As a consequence, this paper reports on a calculation of new transition probabilities in neutral ruthenium using a relativistic HartreeFock (HFR) model including core-polarization (CPOL) contributions. The adequacy of the theoretical approach has been tested by a comparison of the derived theoretical lifetimes with the experimental results published by Salih & Lawler (1985) for energies up to 38 200 cm −1 and with new accurate laser measurements obtained, in this work, for some higher energy levels (up to 47 248 cm −1 ).
P R E V I O U S W O R K
The ground state of Ru I is 4d 7 ( 4 F)5s 5 F 5 and the first excited configurations are 4d 6 5s 2 , 4d 8 , 4d 6 5s5p and 4d 7 5p. The critical compilation of energy levels in this atom by Moore (1971) is based on previous analyses by Kessler & Meggers (1955) and Kessler (unpubl. data ). An extensive theoretical study by Trees (unpubl. data) confirmed the observed values for the low even terms and allowed to make a number of the spectroscopic assignments for additional terms. At present, 100 even and 205 odd levels are known, and there are approximately 3250 classified lines between 2013.95 and 11 483.91 Å. In this work (see Section 4), we adopted the energy levels of Ru I taken from the compilation of Moore (1971) .
The first experimental determination of oscillator strengths in Ru I is due to Corliss & Bozman (1962) who performed arc measurements for 909 transitions in the spectral range 2076-8777 Å. Unfortunately, it is now well established that these results are affected by large systematic errors.
About 25 years ago, radiative lifetimes were measured by laser excitation for 12 levels ranging from 26 313 to 39 434 cm −1 and belonging to the 4d 7 5p and 4d 6 5s5p configurations of neutral ruthenium (Biémont et al. 1984) . More recently, experimental absolute transition probabilities for 482 Ru I lines, involving odd-parity levels up to 38 200 cm −1 , were published by Wickliffe, Salih & Lawler (1994) . These A values were determined from a combination of BFs, measured using the Fourier transform spectrometer of the National Solar Observatory on Kitt Peak, with radiative lifetimes previously obtained using time-resolved laser-induced fluorescence (TR-LIF) spectroscopy on a slow Ru atomic beam (Salih & Lawler 1985) .
The main purpose of this work is to provide a homogeneous set of f values for all the astrophysically important transitions of Ru I and to extend the data available to transitions for which oscillator strengths are still missing, particularly for transitions involving highly excited states.
T R -L I F L I F E T I M E M E A S U R E M E N T S
In this work, we report on lifetime measurements of 10 short-lived odd-parity levels of Ru I obtained with the TR-LIF spectroscopy on a laser-produced plasma. This technique is well adapted for providing accurate lifetime values in many neutral, singly ionized or doubly ionized heavy ions (see e.g. Biémont & Quinet 2003; Biémont 2005) .
The experimental setup used in the present experiment has been described elsewhere (see e.g. Xu et al. 2003 Xu et al. , 2004 Fivet et al. 2006; Nilsson et al. 2008) and only a brief description will be provided here.
The ruthenium atoms were generated in a laser-produced plasma by focusing a 532 nm Nd:YAG laser (Continuum Surelite) pulse on to a rotating ruthenium target. With this device, free ruthenium atoms can be produced in the ground as well as in metastable states from where the studied levels can be excited. In addition, the plasma density and temperature can be controlled and adjusted by changing the pulse energy and the beam size on the target. Another advantage of the experimental setup is that neutral and ionized atoms, produced in the plasma, have different velocities and therefore can be separated by selecting appropriate delay times between the ablation and the excitation pulses (see e.g. Xu et al. 2004) .
The excitation pulses have a duration of about 1 ns. This is achieved by sending a frequency-doubled Nd:YAG laser (Continuum NY-82) pulse into a temporal compressor, based on stimulated Brillouin scattering (SBS) in water. The Nd:YAG laser consists of an injection seeding system which results in a single longitudinal mode pulsed output and improves significantly the laser energy stability. In order to generate the required excitation wavelengths, the compressed pulses were used to pump a dye laser . Using the DCM (4-dicyanomethylene-2-methyl-6-p-dimethylaminostyryl-4H-pyran) dye, the region of the required excitation wavelengths can be covered by different non-linear processes, such as frequency upconversion in KDP (potassium dihydrogen phosphate) and BBO (β-baryum borate) crystals and the stimulated Raman scattering in a hydrogen gas cell (10 bar).
The excitation beam interacted with the neutral ruthenium atoms about 1 cm above the foil target. The fluorescence, emitted from the excited levels, was collected by a fused silica lens and focused on to the entrance slit of a 1/8 m monochromator, and then detected by a Hamamatsu 1564U microchannel plate photomultiplier tube, which had a risetime of 0.2 ns.
The experimental values of the 10 measured lifetimes are reported in Table 1 . The uncertainties of the values in the table take into account statistical errors as well as the reproducibility of the results between repeated measurements. Table 1 also includes the experimental results obtained previously (Biémont et al. 1984; Salih & Lawler 1995) and the theoretical values obtained in this work.
R E L AT I V I S T I C H A RT R E E -F O C K C A L C U L AT I O N S
The theoretical method used in this paper is the HFR approach (Cowan 1981 10.0 ± 0.9 10.4 Moore (1971) .
b Biémont et al. (1984) . c Salih & Lawler (1985) .
See the text. 4d 6 5d 2 , 4d 6 5s6s, 4d 6 5s5d, 4d 6 5s6d (even parity) and 4d 7 5p, 4d 7 6p, 4d 7 4f, 4d 7 5f, 4d 6 5s5p, 4d 6 5s6p, 4d 6 5p5d, 4d 6 5p6s (odd parity). Core-valence interactions were taken into account using a CPOL potential and a correction to the dipole operator following a wellestablished procedure giving rise to the HFR+CPOL method (see e.g. Quinet et al. 1999; Biémont & Quinet 2003) . For the dipole polarizability, α d , we used the value computed by Fraga, Karwowski & Saxena (1976) for the ionic core Ru III, i.e. α d = 8.03a 3 0 . The value of the cut-off radius, r c , was the HFR mean value r of the outermost 4d core orbital, i.e. r c = 1.60a 0 .
Some radial integrals, considered as free parameters, were then adjusted with a least-squares optimization program minimizing the discrepancies between the calculated Hamiltonian eigenvalues and the experimental energy levels taken from Moore (1971) . More precisely, for the 4d 7 5s, 4d 8 and 4d 6 5s 2 even configurations, the average energies (E av ), the electrostatic direct (F k ) and exchange (G k ) integrals, the spin-orbit integrals (ζ nl ) and the effective parameters (α) were allowed to vary during the fitting process. An additional effective operator (β) for the 4d 7 5s configuration was also included in this adjustment. The dubious experimental 4d 83 P 0 level at 24 173.68 cm −1 (appearing with a question mark in the Moore's compilation) was not included in the fit because the discrepancy with the corresponding ab initio computed energy was larger than the mean difference observed for all the other even levels indicating a wrong assignment in Moore's (1971) table. For the odd parity, only the experimental levels below 45 000 cm −1 were used to optimize all the E av , F k , G k , ζ nl and α parameters belonging to the 4d 7 5p and 4d 6 5s5p configurations. The configuration interaction integrals (R k ) between these two configurations were also adjusted with the constraint that the ratio between them was not allowed to vary. Above 45 000 cm −1 , due to the large number of calculated odd-parity levels and the strong mixing between these states, it was extremely difficult to establish an unambiguous correspondence between the calculated and the few experimental values. Even the use of available Landé g factors (see Section 7) did not help in making the identifications more reliable. The average deviations of the fits were 84 cm −1 for the even parity and 189 cm −1 for the odd parity.
R E S U LT S A N D D I S C U S S I O N
A comparison of the calculated lifetimes with the measurements performed by Biémont et al. (1984) and Salih & Lawler (1985) and in this work is reported in Salih & Lawler (1985) . The reason is that, for all these levels, belonging to the z 7 P
• , z 7 D
• and z 7 F
• multiplets of the 4d 6 5s5p configuration, the computed lifetimes are very sensitive to small changes in the eigenvector compositions. As an example, when varying the main components of the 4d 6 5s5p z 7 P
• levels by less than a per cent, the corresponding lifetimes changed by 10-30 per cent. Moreover, some of the calculated line strengths for transitions depopulating these septet levels, able to decay only by intercombination lines, were found to be affected by severe cancellation effects.
For the two levels at 30 348.45 and 38 200.40 cm −1 , our new measurements agree (within the experimental uncertainties) with the previous LIF measurements of Biémont et al. (1984) and of Salih & Lawler (1995) , whereas for the eight excited levels there are no previous values to compare with. Table 2 shows the weighted transition probabilities (gA, g being the statistical weight of the upper level of the transition) and oscillator strengths (log gf , g being the statistical weight of the lower level of the transition), as calculated in this work, for selected transitions in Ru I. Due to space limitations, only transitions with gA values larger than 10 8 s −1 are reported in the table. Our results are also compared with the experimental values previously published by Wickliffe et al. (1994) . The results for the weaker transitions are available from the authors.
In Fig. 1 , we show a more detailed comparison between our log gf values (HFR+CPOL) and those reported by Wickliffe et al. (1994) (EXP). The straight line in the figure corresponds to the equality of the two sets of data. Our results appear in good agreement (within 10-20 per cent in general) with those obtained experimentally for the strongest lines, i.e. for transitions with log gf > − 1. For weaker transitions, a somewhat larger scatter is observed when comparing theoretical and experimental values. On the theoretical side, this is due to level mixing and cancellation effects. On the experimental side, smaller BFs have larger uncertainties.
T H E S O L A R A B U N DA N C E O F RU T H E N I U M
The most recent analysis of ruthenium lines in the solar photospheric spectrum was in fact made 25 years ago by Biémont et al. (1984) who used a sample of nine faint solar Ru I lines together with the Holweger & Müller (1974) model and gf values measured in the same work (see Section 2) to derive an abundance of ruthenium, A Ru = 1.84 ± 0.10.
We predicted the equivalent widths of the strongest of the Ru I and Ru II lines for which new accurate gf values have been obtained in this work. These lines have then been searched for and carefully examined and measured on two solar spectra recorded at the centre of the solar disc by Delbouille, Neven & Roland (1973) and Neckel & Labs (1984) . We finally retained the six Ru I lines, given in Table 3 , as good indicators of the abundance of ruthenium. All the other lines are either heavily blended or impossible to treat even by spectral synthesis. We give the same weight to the six lines. The lines of the major ionization stage, Ru II, are unfortunately too faint to be observed. This point could be easily verified by considering a new set of oscillator strengths obtained in this ion using methods similar to those described in this paper, i.e. TR-LIF measurements combined with HFR calculations .
The ruthenium abundance has been derived with two different models of the solar photospheric layers, the classical and often used 1D model of Holweger & Müller (1974) and a new 3D, time-dependent, hydrodynamical model recently developed by Trampedach et al. (in preparation) . These 3D models are remarkably successful in reproducing the observed solar granulation topology, the observed shifts, widths and asymmetries of the lines profiles, none of which 1D models are able to predict. They also successfully reproduce the observed centre-to-limb variation of the continuum as a function of wavelength as well as the wings of the hydrogen Balmer lines (see e.g. Asplund et al. 2009; Pereira, Asplund & Trampedach, in preparation) .
With the new oscillator strengths obtained in this work, the mean ruthenium abundance is 1.70 ± 0.11, whereas, with the experimental log gf values from Wickliffe et al. (1994) , the mean ruthenium abundance becomes 1.74 ± 0.12. These abundances, which differ by only 10 per cent, are obtained with two different sets of accurate transition probabilities. We will recommend the mean value of these results, 1.72 ± 0.10, as the photospheric abundance of ruthenium. Taking the mean of the two gf scales on a line-by-line basis and Wickliffe et al. (1994). then taking the standard deviation in fact results in 1.72 ± 0.10. This result is in agreement with the most recent meteoritic abundance of ruthenium, 1.76 ± 0.03, by Lodders, Palme & Gail (2009) . The rather large dispersion of the results is due to the uncertainties in the equivalent widths measurements. As already mentioned, these lines are very difficult to measure accurately. We checked that spectral synthesis could not improve upon the accuracy of the derived ruthenium abundances.
We note that the abundance obtained with the 1D model of Holweger & Müller (1974) , traditionally used in solar abundance analyses, is 0.20 dex larger i.e. A Ru = 1.92 and thus inconsistent with the meteoritic abundance. Such a large difference is expected for the highly temperature-sensitive Ru I lines.
L A N DÉ G FAC T O R S
Investigating the magnetic properties of the atoms is fundamental in many fields of physics. In particular, a detailed knowledge of the Landé g factors is important to analyse the atomic spectra when an external magnetic field is applied. It can also provide a useful information regarding the spin-orbit interaction and, consequently, the coupling schemes met in the atoms. Moreover, the g factor is helpful for the assignment of the energy levels in terms of analysis and allows us to get a deeper insight into the properties of Rydberg states of atoms. In astrophysics, a severe limitation to stellar magnetic field determinations is frequently related to the lack of accurate Landé g factors.
In Ru I, many experimental g values are reported in Moore's (1971) compilation. They are compared in Fig. 2 with the theoretical results calculated in this work. The agreement is within 5 per cent for most of the levels. Larger discrepancies (>20 per cent) are observed for the five levels at 32 207.65, 32 343.30, 43 975.79, 44 243.49 and 44 662.01 cm −1 . As these discrepancies do not seem to be due to erroneous assignments of the levels, they could perhaps be explained by possible errors affecting the 'old' measurements (Meggers & Laporte 1926; Sommer 1926; Harrison & McNally 1940; McNally 1941) . Their origin, however, is unclear and new measurements would be welcome to definitely settle this question.
For a number of levels, there are no experimental g values available (if we except the tentative value for 23 004.77 cm −1 ) and, consequently, we report in Table 4 the corresponding HFR+CPOL results.
C O N C L U S I O N S
A new set of transition probabilities has been obtained for many transitions in Ru I of astrophysical interest using a HFR+CPOL Table 3 . Ru I transitions of solar interest. We report successively the wavelengths (λ), the lower excitation energies (E b low ), the equivalent widths (W λ ), the oscillator strengths (log gf ) and the abundance values (A Ru ) as deduced in this work in the usual logarithmic scale. a Wavelengths (in air) deduced from experimental levels compiled by Moore (1971) . b From Moore (1971) . c This work: measured on the solar spectrum of Delbouille et al. (1973) and of Neckel & Labs (1984) . 
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