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Let L(H) denote the complete lattice of projections on a Hilbert space H. On L(H),
besides the restriction of the norm and the strong operator topologies (denoted by τu and
τs , respectively) one can consider the order topology τo . In Palko (1995) [10] the topologies
τo , τs and τu are compared and it is asked whether τs = τu ∩ τo . Apart from answering this
question, showing that τs and τu ∩ τo are in general different, this paper contributes to the
further understanding of the order topology τo and its relation with τs and τu . It is shown
that if H is separable and B is a block, i.e. a maximal Boolean sublattice, of L(H), then
the restrictions of τs and τu ∩ τo to B are equal. We also show if (Pi) is a sequence of
compact projections, then Pi −→ 0 w.r.t. τs if and only if Pi −→ 0 w.r.t. τo .
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let H be a complex Hilbert space and B(H) the algebra of bounded operators on H. With the partial order deﬁned by
A  B ⇐⇒ 〈Ax, x〉 〈Bx, x〉 for all x ∈ H,
the self-adjoint part of B(H) is an ordered linear space generated by its positive elements. When endowed with the partial
order  and orthocomplementation P 
→ I− P (here I denotes the identity operator on H) the projections1 form a complete
orthomodular lattice. Let us mention that this constitutes the standard quantum logic as suggested by G. Birkhoff and
J. von Neumann in their celebrated paper [2] (see also [3,6,11,12]).
We recall that there is a one-to-one correspondence between closed subspaces of H and projections acting on H,
namely one associates with a projection P in B(H) its corresponding range space PH. This correspondence deﬁnes an
order isomorphism from the orthomodular lattice of projections on H onto the set L(H) of all closed subspaces of H.
Therefore, if {Mγ } is a subset of L(H), P and Q projections on H, and PMγ the projection of H onto Mγ , then
I − P = Q ⇐⇒ Q H = [PH]⊥,∨
γ
PMγ = P ⇐⇒ PH = span
⋃
γ
Mγ ,
∧
γ
PMγ = Q ⇐⇒ Q H =
⋂
γ
Mγ .
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norm (i.e. the norm or uniform topology) on B(H) are denoted respectively by τs and τu as in [10]. We recall that τs ⊆ τu
with equality holding if and only if H is ﬁnite dimensional. Apart from the restrictions of τs and τu (also denoted by τs
and τu), on the complete lattice of projections (which, with a little abuse of notation, we denote by L(H)) we consider the
order topology τo . We recall that τs ⊆ τo and that τo is discrete if and only if H is ﬁnite dimensional.
V. Palko compares in [10] the topologies τo , τs and τu on L(H). In particular it is shown that τs  τo if dimH 2, and
it is asked whether τs = τu ∩ τo; this is obviously true if H is ﬁnite dimensional. In the same paper, V. Palko proved that if
(un) is a sequence of unit vectors in a Hilbert space H, then P [un] τs−→ 0 if and only if P [un]−→0 w.r.t. τu ∩ τo .
Apart from answering the question asked by V. Palko, showing that τs and τu ∩ τo are different on L(H), this paper
contributes to the further understanding of the order topology τo on L(H) and its relation with τs and τu . It is shown
that if H is separable and B is a block2 in L(H), then the restrictions of τs and τu ∩ τo to B are equal. We also show in
Corollary 25 that if (Pi) is a sequence of compact (i.e. ﬁnite rank) projections such that Pi −→ 0 w.r.t. τs , then Pi −→ 0
w.r.t. τo . This generalizes the main result of [10] where this is proved for projections on one dimensional subspaces.
2. Preliminaries
Before recalling some familiar facts, let us ﬁrst ﬁx some notation that we use. In this paper we denote the scalar product
on H by 〈· , ·〉. For every closed subspace M we let PM be the orthogonal projection mapping H onto M. As mentioned
in the introduction, we identify the lattice of closed subspaces with that of projections. For a closed subspace M of H
we denote its orthogonal dimension by dimM. We recall that the orthogonal dimension is the cardinality of any maximal
orthonormal system of vectors in M.
We let N denote the set {1,2, . . .} and sequences are simply denoted by (xn). Similarly, unless there is a danger of
confusion, we denote a net by (xγ ).
The strong operator topology on B(H) is the topology generated by the seminorms pu(A) := ‖Au‖, u ∈ H. When en-
dowed with the strong operator topology, B(H) is a complete locally convex space. (B(H), τs) is metrizable if and only if
H is ﬁnite dimensional. We recall that the restriction of τs on (norm) bounded subsets of B(H) (in particular on L(H)) is
generated by the seminorms pu where u ranges over a total subset of H (in particular as u ranges over an orthonormal
basis of H). Consequently, the restriction of τs on L(H) is metrizable if and only if H is separable.
Multiplication is not jointly continuous w.r.t. the strong operator topology τs (see [5, Problem 117]). However, if (Aγ )
and (Bγ ) are nets, strong operator convergent to A and B , respectively, and if (‖Aγ ‖) is bounded, then (Aγ Bγ ) strong
operator converges to AB . In view of the uniform boundedness principle, it follows that in B(H) multiplication is jointly
sequentially continuous w.r.t. τs . It follows also that on bounded parts of B(H) multiplication is jointly continuous w.r.t. τs .
With this observation it is easily seen that the set of idempotents of the unit ball of B(H) is τs-closed. We recall that the
self-adjoint part of B(H) is also τs-closed. Since the projections acting on H coincide with the self-adjoint idempotents
of the unit ball of B(H), it follows that the set of projections is closed (hence complete) w.r.t. τs (and therefore w.r.t. the
topology τu induced by the operator norm).
Let us now make a few remarks concerning the connection of the order relation  deﬁned on the self-adjoint part of
B(H) and the strong operator topology τs . First observe that by the continuity of the scalar product 〈· , ·〉 the graph of 
is closed w.r.t. τs . This means that if (Aγ ) and (Bγ ) are nets of self-adjoint operators that strong operator converge to A
and B , respectively, and if Aγ  Bγ for all γ , then A  B . In particular the positive cone of B(H) is closed w.r.t. τs . Since
an increasing (respectively, decreasing) net (Pγ ) in L(H) converges w.r.t. τs to
∨
γ Pγ (respectively,
∧
γ Pγ ) it follows that
the least upper bound (respectively, greatest lower bound) of (Pγ ) in the self-adjoint part of B(H) coincides with
∨
γ Pγ
(respectively,
∧
γ Pγ ).
A key order-topological property of B(H) is the following: A bounded increasing (respectively, decreasing) net of self-
adjoint operators on H has a least upper bound (respectively, a greatest lower bound) and the net is strong operator
convergent to its least upper bound (respectively, greatest lower bound) [8, Lemma 5.1.4]. Furthermore, if (Aγ ) and (Bγ )
are bounded nets of self-adjoint operators such that 0 Aγ  Bγ for all γ , and if (Bγ ) is strong operator convergent to 0,
then (Aγ ) is also strong operator convergent to 0. This follows from the strong operator joint continuity of multiplication
on bounded sets of operators, and from the following inequalities:
∥∥A1/2γ u∥∥2 = 〈Aγ u,u〉 〈Bγ u,u〉,
where u is any unit vector in H. Combining these facts, we deduce the following result:
Proposition 1. If (Aγ ), (Bγ ) and (Cγ ) are nets of self-adjoint operators satisfying:
• Aγ  Bγ  Cγ for all γ ;
2 A block is a maximal Boolean sublattice of L(H) (see [7, p. 37], [11, p. 14]).
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• the least upper bound3 of (Aγ ) is equal to the greatest lower bound of (Cγ );
then (Bγ ) is strong operator convergent to the least upper bound of (Aγ ).
Sometimes we make use of the fact that 0 A  B implies ‖A‖ ‖B‖ for operators A, B on H.
Apart from the restrictions of τs and τu , one can consider another topology on the complete lattice of projections – the
order topology. Let us recall the deﬁnition of the order topology. A net (xγ ) in a partially ordered set (P,) is said to order
converge to x ∈ P if there exist nets (yγ ), (zγ ) in P such that yγ  xγ  zγ and yγ ↗ x, zγ ↘ x; that is (yγ ) is increasing
and
∨
yγ = x, and (zγ ) is decreasing and ∧ zγ = x. The order limit of a net is uniquely determined. A subset X of P is
called order closed if no net in X order converges to a point outside of X . The collection of order closed sets comprises the
closed sets for some topology, the order topology of P (denoted by τo(P)). It is the strongest topology on P that preserves
order convergence.
Let us call a subset X of P sequentially order closed if for every order convergent sequence (xn) in X , the order limit
of (xn) belongs to X . The collection of sequentially order closed sets comprises the closed sets for another topology, the
‘sequential order topology’ of P (denoted by τos(P)). Therefore, the sequential order topology is the strongest topology that
preserves sequential order convergence. Clearly, τo(P) ⊆ τos(P) and we recall that τo(P) and τos(P) satisfy T1, but in
general are not Hausdorff [9,4].
Proposition 2. Let (P,) be a partially ordered set, x ∈ P and (xn) a sequence in P. Then (xn) converges to x w.r.t. τos(P) if and
only if any subsequence of (xn) has a subsequence order converging to x.
Proof. (⇐) If every subsequence of (xn) has a subsequence converging in order to x, then every subsequence of (xn) has
a subsequence converging w.r.t. τos(P) and this implies xn −→ x w.r.t. τos(P) (as in any topological space).
(⇒) Let (xni ) be a subsequence of (xn). If {i: xni = x} is inﬁnite, then result follows. So, passing to a subsequence if
necessary, we may assume that xni = x for all i. Then X := {xni : i ∈ N} is not closed w.r.t. τos(P). Thus the set X contains a
sequence (yn) that order converges to some y not contained in X . We may assume that (yn) is a subsequence of (xni ). The
set Y := {yn: n ∈ N} ∪ {y} is sequentially order closed and so, by assumption, x ∈ Y , thus x= y and result follows. 
For A ⊆ P and x ∈ P, we write x A to mean x a for all a ∈ A. The following observation will be useful for proving
the second part of the following proposition: If (xγ ) order converges to x and xγ  y for every γ , then x y.
Proposition 3. Let (P,) be a partially ordered set. Then τos(P) = τo(P) if and only if for every increasing (respectively, decreasing)
net (xγ )γ∈Γ in P that has a supremum (respectively, inﬁmum) in P there exists a sequence (γn) in Γ such that
∨
n xγn =
∨
γ xγ
(respectively,
∧
n xγn =
∧
γ xγ ).
Proof. (⇐) From the assumption it follows that for every net (xγ )γ∈Γ in P order convergent to x ∈ P, there exists an
increasing sequence (γn) in Γ such that (xγn ) order converges to x. Thus, every τos(P)-closed subset of P is τo(P)-closed.
(⇒) Let (xγ )γ∈Γ be an increasing net in P and let x =∨γ xγ . Let X = {xγ : γ ∈ Γ }. For any subset A of P let us
deﬁne
u(A) := {x ∈ P: a x for all a ∈ A},
and let
Y := {y ∈ P: y  u(A), A is a countable subset of X}.
(Note that if P is σ -Dedekind complete, then Y = {y ∈ P: y  sup A, A is a countable subset of X}). Clearly, X ⊆ Y and
x= sup Y . We show that Y is sequentially order closed. Let (yn) be a sequence in Y that order converges to y ∈ P. For every
n ∈ N, let An be a countable subset of X satisfying yn  u(An). In view of the remark made just before the proposition,
y  u(
⋃
n An) and therefore y ∈ Y . This means that Y is sequentially order closed and therefore, from the assumption it
follows that Y is order closed. Clearly, the net (xγ ) converges w.r.t. τo(P) to x and thus it follows that x ∈ Y . Thus x u(A)
for some countable subset A of X , i.e. there exists a sequence (γn) in Γ such that x u({xγn : n ∈ N}) and so it follows that
x=∨n xγn . The dual statement for inf can be proved in a similar way. 
Let us recall that by τo we denote the order topology on L(H) and by τos , the sequential order topology on L(H).
Corollary 4. H is separable if and only if τos = τo on L(H).
3 From the ﬁrst two properties it follows that (Aγ ), (Bγ ) and (Cγ ) are bounded.
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span
⋃
γ Mγ . Let A be a countable dense subset of M. For each a ∈ A there exists a countable subset Γa ⊆ Γ such
that a ∈ span⋃γ∈Γa Mγ . Consequently, A ⊆ span⋃a∈A⋃γ∈Γa Mγ , and M = span⋃a∈A⋃γ∈Γa Mγ follows; i.e. M =
span
⋃
γ∈Γˆ Mγ for some countable Γˆ ⊆ Γ .
(⇐) If H is not separable, then
{M ∈ L(H): dimM ℵ0}
is not ordered closed, but is ordered closed w.r.t. sequences. Therefore, if τos = τo , then H has to be separable. 
From Proposition 1 it follows that order convergence implies convergence w.r.t. τs . Therefore, τs ⊆ τo , in particular τo is
Hausdorff on L(H). In [10] it is shown that τs = τo in general and it is asked whether τs = τu ∩ τo; this is obviously true if
H is ﬁnite dimensional. In the same paper, V. Palko proved that if (un) is a sequence of unit vectors in a Hilbert space H,
then P [un] τs−→ 0 if and only if P [un]−→0 w.r.t. τu ∩ τo .
It is clear that the map P 
−→ I − P is continuous w.r.t. the three topologies τs , τo and τu . On the other hand, we recall
that ∨ (equivalently ∧) is neither continuous w.r.t. τs nor w.r.t. τu (see [8, Exercise 2.8.17, p. 164]). The same is true for τo
(see Examples 12, 13).
3. Properties of τo , τu and τs: convergence and dimension
We recall that if P and Q are projections on H satisfying ‖P − Q ‖ < 1, then dim PH = dim Q H (see, for example [5,
Problem 57]). Consequently, we have:
Proposition 5.
(i) Let (Mi) be a sequence in L(H). If PMi τu−→ PM then there exists k ∈ N such that dim(M) = dim(Mi) for every i  k.
(ii) For every cardinal number ν  dimH, the subset Lν consisting of all projections with dimension of range space equal to ν is
clopen in L(H) w.r.t. τu .
What are the path-connected components of L(H) w.r.t. τu? Clearly, if P and Q are two projections that can be joined
by a continuous path in L(H), then I− P and I−Q can also be joined by a continuous path and so, in view of Proposition 5,
dim PH = dim Q H and dim[PH]⊥ = dim[Q H]⊥ . On the other hand, let P and Q be two projections such that dim PH =
dim Q H and dim[PH]⊥ = dim[Q H]⊥ and let U be a unitary operator mapping PH and [PH]⊥ isometrically onto Q H
and [Q H]⊥ , respectively. Then Q U = U P . This implies that Q = U PU∗ . Let A be a self-adjoint operator on H satisfying
U = eiA (see [8, Theorem 5.2.5]). Then the map
[0,1]  t 
−→ eit A Pe−it A =: Pt
is a path in L(H), continuous w.r.t. τu , joining P = P0 to Q = P1. Moreover, for any t ∈ [0,1] we have dim PtH = dim PH
and dim[PtH]⊥ = dim[PH]⊥ . (See also [5, Problem 131]). So we have:
Proposition 6. Two projections P and Q on H are path-connected w.r.t. τu if and only if dim PH = dim Q H and dim[PH]⊥ =
dim[Q H]⊥ . The path-connected components are clopen.
Lemma 7. Let M,N ∈ L(H) with dim(M) = dim(N ) = n ∈ N. Then, for every ONB (ei)ni=1 and ( f i)ni=1 of M and N , respectively,
we have
∥∥PN − PM∥∥ 2 n∑
i=1
‖ f i − ei‖.
Proof. This follows because ‖PN − PM‖∑ni=1 ‖P [ f i ] − P [ei ]‖ and from the following inequalities:∥∥P [ f i ]x− P [ei ]x∥∥= ∥∥〈x, f i〉 f i − 〈x, ei〉ei∥∥

∥∥〈x, f i〉 f i − 〈x, ei〉 f i∥∥+ ∥∥〈x, ei〉 f i − 〈x, ei〉ei∥∥

∣∣〈x, f i − ei〉∣∣+ ∣∣〈x, ei〉∣∣‖ f i − ei‖ 2‖ f i − ei‖‖x‖. 
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set) is an ONB of M, then there exists an orthogonal4 system (enγ )n∈ J of vectors in Mγ such that enγ → en for all n ∈ J .
Proof. Let (en)n∈ J be an ONB of M. The proof is by induction on n. Let e1γ = PMγ e1. Suppose that the vectors eiγ have
been deﬁned for all i = 1, . . . ,n − 1 and all γ such that they satisfy the required conditions. Denote by Pˆγ (respectively,
Pˆ ) the projection of H onto span{eiγ : i = 1, . . . ,n − 1} (respectively, span{ei: i = 1, . . . ,n − 1}). Using Lemma 7 it is easy
to show that Pˆγ
τu−→ Pˆ . Thus PMγ − Pˆγ τs−→ PM − Pˆ and hence (PMγ − Pˆγ )en −→ en . Put enγ = (PMγ − Pˆγ )en . The
orthogonality enγ ⊥ eiγ for i < n follows from the fact that Pˆγ  PMγ and therefore PMγ − Pˆγ is a projection orthogonal
to Pˆγ , i.e. the range spaces of PMγ − Pˆγ and of Pˆγ are orthogonal. 
Corollary 9. Let (Mγ )γ∈Γ be a net in L(H) with PMγ τs−→ PM and dimMγ  k ∈ N for all γ  γ0 for some γ0 ∈ Γ , then
dimM k. Equivalently, the subset of all subspaces of dimension  k ∈ N is closed in L(H) w.r.t. τs .
Remark 10. In contrast to Proposition 5, in Corollary 9 one can have that dimM < dimMγ for all γ ∈ Γ . (Take for example
Mγ = [eγ ] where (eγ ) is an orthonormal system in H.)
Proposition 11. Let (Mγ )γ∈Γ be a net in L(H) with PMγ τs−→ PM and dimM = k ∈ N. Then Mγ = Aγ ⊕Bγ is the orthogonal
sum of subspaces Aγ and Bγ for all γ ∈ Γ such that:
(i) dimBγ = k for all γ  γ0 , for some γ0 ∈ Γ ;
(ii) PBγ τu−→ PM;
(iii) PAγ τs−→ 0.
Proof. Let e1, . . . , ek be an ONB of M. By Proposition 8 there exists an orthogonal system (enγ )nk of vectors in Mγ such
that enγ → en for all n k. Let Bγ = span{(enγ ): n k} and Aγ the orthocomplement of Bγ in Mγ . Then dim Bγ = k for
γ  γ0 for some γ0 ∈ Γ . Using Lemma 7 one deduces that PBγ τu−→ PM and hence PAγ = PMγ − PBγ τs−→ 0. 
Let us now make some observations regarding the relation between the order in L(H) and τo . It is not diﬃcult to check
that the orthocomplementation PM 
→ PM⊥ is continuous w.r.t. the three topologies τu , τs and τo .
Since the graph of  is closed w.r.t. τs , if (Mγ )γ∈Γ is a net in L(H) such that PMγ τs−→ PM , then∨
γ0∈Γ
∧
γγ0
PMγ  PM 
∧
γ0∈Γ
∨
γγ0
PMγ .
Moreover, since τs ⊆ τo , it follows also that the graph of  is closed w.r.t. τo .
We present the following two examples to demonstrate that ∨ and, equivalently, ∧ are not continuous w.r.t. τo (and τs).
Example 12. Let (ei) be an ONB of 2, An = [ 1n e1 + en] and Bn = [en]. In view of Theorem 24 it follows that PAn
τo−→ 0
and PBn τo−→ 0. On the other hand, since An ∨ Bn = span{e1, en}, we have PAn∨Bn τs−→ P [e1] . Observe that the projections
PAn∨Bn belong to the Boolean sublattice generated by the orthogonal sequence (P [en]) and therefore, in view of Theorem 20,
it follows that PAn∨Bn τo−→ P [e1] .
Whereas in Example 12 the spaces An and Bn are one dimensional, we next give an example with monotone sequences
where one sequence is even constant.
Example 13. Let (en) be an ONB of 2, An = span{e1, . . . , en} and Bn = [e], where e =∑∞i=1 1i ei . Then PAn ↗ I2 and
An ∧ Bn = {0} for all n ∈ N. Thus, PAn∧Bn does not converge to P [e] = I2 ∧ P [e] w.r.t. τo .
Note that since τs ⊆ τo and τs is Hausdorff, one can repeat the same examples with τs instead of τo .
The following proposition shows that when H is inﬁnite dimensional, L(H) is path-connected w.r.t. τo (and, therefore,
w.r.t. τs). When H is ﬁnite dimensional, the order topology on L(H) coincides with the discrete topology, i.e. L(H) is not
path-connected w.r.t. τo in this case.
4 The zero vector is admitted in the notion of an orthogonal system.
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Proof. We ﬁrst show that there exists a path (continuous w.r.t. τo) joining 0 to I . Since H is inﬁnite dimensional, it is
possible to ﬁnd A ∈ B(H) with no eigenvalues such that the spectrum is [0,1]. (For the case when H is separable see,
for example, [8, Example 3.2.2] and to extend to the general case one has to consider direct sums of separable spaces.)
The Borel function calculus (see [8, Theorem 5.2.8] and the subsequent paragraph) yields a σ -normal5 ∗-homomorphism Γ
from the algebra of bounded Borel functions on [0,1] into B(H) such that the function f : t 
→ t is mapped into A. It is
clear that the mapping
[0,1]  λ 
−→ Γ (χ[0,λ]) ∈ B(H) (1)
is right continuous w.r.t. τo . As a result of our choice of A, we get that Γ (χ{λ}) = 0 for every λ ∈ [0,1]. (This follows because
the equation f χ{λ} = λχ{λ} implies that AP = λP , where P = Γ (χ{λ}).) This yields the left continuity of the mapping (1).
Let P be a projection in B(H) and denote by ↓P the sublattice of L(H) consisting of all the projections under P .
Observe that the order topology of ↓P coincides with the topology induced by τo . Hence, if the range space of P is inﬁnite
dimensional, then there exists a map [0,1]  λ 
−→ Pλ ∈ ↓P , continuous w.r.t. τo , such that P0 = 0 and P1 = P . Finally,
suppose that the range space of P is ﬁnite dimensional and let Q = I − P . Observe that if the map [0,1]  λ 
−→ Q λ ∈ ↓Q
is a path joining 0 to Q , and continuous w.r.t. τo , then the map [0,1]  λ 
−→ P + Q λ ∈ L(H) is a path in L(H), continuous
w.r.t. τo , joining P to I . 
4. Counterexample
Let us now show that the equality τs = τu ∩ τo is in general not true. If H is separable, we recall that the order closed
subsets are solely determined by order convergent sequences and that τs is metrizable on L(H). Since τs ⊆ τu ∩ τo and τs
is Hausdorff the following lemma easily follows.
Lemma 15. Let (Pn) be a sequence of projections on a separable Hilbert space such that Pn
τs−→ P and let P /∈ X = {Pn: n ∈ N}. Then
(1) if no subsequence (Pnk ) of (Pn) converges to P in τu then X is τu-closed,
(2) if no subsequence (Pnk ) of (Pn) order converges to P then X is τo-closed,
(3) if both assumptions in (1) and (2) hold then X is τu ∩ τo-closed but not τs-closed.
Example 16. Let (en) be an orthonormal sequence in 2 and (un) be a sequence of unit vectors in 2 with no repetitions
(i.e. un = un′ for n = n′) converging to some unit vector u. Let
Mn = [en] ⊕ [un] ⊆ 2 ⊕ 2 = H.
We show, using Lemma 15, that X = {PMn : n ∈ N} is a τu ∩ τo-closed subset of L(H) that is not τs-closed. Clearly
PMn = P [en] ⊕ P [un] τs−→ 0⊕ P [u],
i.e. X is not τs-closed. Since τs ⊆ τu , if any subsequence of (PMn ) converges w.r.t. τu to P ′ say, then P [u] = P ′ . But in view
of Proposition 5, one would get dim[u] = 2, which is absurd. This implies that X is τu-closed. Finally, for any subsequence
(PMnk ) of (PMn ) we have∨
m1
∧
km
Mnk = 0 and
∧
m1
∨
km
Mnk = [u],
implying that X is τo-closed.
5. When does τs-convergence imply τo-convergence?
A sequence of projections (Pi) that converges w.r.t. τs does not in general converge w.r.t. τo . It is reasonable to ask:
When does τs convergence imply τo convergence? Theorems 20 and 24 are an attempt to answer this question.
Recall that two elements x and y in an orthomodular lattice L are said to be compatible (x↔ y) if x= (x∧ y)∨ (x∧ y′)
(and y = (y ∧ x) ∨ (y ∧ x′)) and that a sublattice L0 of L is a Boolean sublattice if x ↔ y for every x, y ∈ L0. A block is
a maximal Boolean sublattice of L. Every subset of pairwise orthogonal elements of L generates a Boolean sublattice and
therefore is contained in a block of L. Let M be a subset of L such that
∨
M =∨{x: x ∈ M} and ∧M =∧{x: x ∈ M} exist
in L. We recall that if a ∈ L satisﬁes a ↔ x for every x ∈ M , then x ↔∨M and x ↔∧M [7, Proposition 3.4]. Hence we
have the following proposition.
5 This means that if ( fn) is an increasing sequence of bounded Borel functions tending pointwise to the bounded Borel function f , then Γ ( fn) is an
increasing sequence of self-adjoint operators with least upper bound Γ ( f ).
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taken in B or in L are the same.
It follows that under the assumption of Proposition 17, the order topology of L induces on B the order topology of B.
In particular, this applies to blocks of the complete orthomodular lattice L(H).
In Proposition 18 we use the concept of an FN-topology (see [13]). An FN-topology on a Boolean algebra B is a group
topology on (B,) such that the mapping B × B  (x, y) 
−→ x ∧ y ∈ B is uniformly continuous, where  denotes the
symmetric difference. We further recall that a system (ηα)α∈A of submeasures on B6 generates an FN-topology, i.e. {x ∈ B:
ηα(x) < }, α ∈ A,  > 0 is a subbase of its 0-neighbourhood system. (The converse is also true, i.e. any FN-topology is
generated by a system of submeasures, but this will not be relevant to our discussion.)
Proposition 18. Let B be a block in L(H). The restriction of τs on B is a Hausdorff order continuous FN-topology.
Proof. Fix x ∈ H and M ∈ B, let ηx(M) := ‖PM(x)‖. Then ηx is monotone and ηx(0) = 0. Moreover, for M,N ∈ B we
have ηx(M ∨ N )  ηx(M) + ηx(N ). Indeed, one can ﬁnd orthogonal spaces M1,M2,M3 such that M = M1 ⊕ M3
and N = M2 ⊕ M3. Then M ∨ N = M ⊕ M2, and ηx(M ∨ N ) = ‖PM(x) + PM2 (x)‖  ‖PM(x)‖ + ‖PM2 (x)‖ 
ηx(M) + ηx(N ). The submeasures ηx , x ∈ H, induce an FN-topology τ on B. It now follows from ‖PM(x) − PN (x)‖ =
‖PM1(x) − PM2 (x)‖ = ‖PM1 (x) + PM2 (x)‖ = ‖PM1∨M2 (x)‖ = ηx(M  N ), that τ = τs . Finally, τs|B is Hausdorff and
order continuous since τs ⊆ τo . 
It follows from Proposition 18 and [13, Theorem 4.9] that τs|B is the unique order continuous Hausdorff FN-topology
on B.
Corollary 19. Let B be a block in L(H).
(a) (B, τs|B) is complete (in the uniformity induced by the group topology τs).
(b) B is closed in L(H) w.r.t. τs (and therefore w.r.t. τo and τu).
Proof. (a) follows from [13, Theorem 6.2] and Proposition 18 and (b) follows from (a). 
Theorem 20. Let H be a separable Hilbert space and B a block in L(H). Then τs|B = τo|B .
Proof. First observe that since H is separable then τs , and therefore τs|B , is metrizable. Since τs ⊆ τo we only have to show
that τs|B ⊇ τo|B .
Let C be an order closed subset of B. We show that C is τs-closed. Let P be an element of the τs-closure of C . Then
there is a sequence (Pn) in C converging to P w.r.t. τs . By [13, Proposition 3.5] and Proposition 18, (Pn) has a subsequence
order converging to P . Since C is order closed, we get P ∈ C . 
Lemma 21. Let 0 < k  1 and let v1, v2, . . . , vn be unit vectors in H such that |〈vi, v j〉|  k2i+ j for all 1  i = j  n. Then the
following statements hold true:
(i) The vectors v1, v2, . . . , vn are linearly independent.
(ii) If x= α1v1 + · · · + αnvn and ‖x‖ 1, then∣∣∣∣∣‖x‖2 −
n∑
i=1
|αi|2
∣∣∣∣∣ k.
In particular,
max
{|α1|, . . . , |αn|} 2.
Proof. We can assume that H = Cn . Let e1, e2, . . . , en be the canonical basis of Cn . Deﬁne the n×n matrix A = (apq) where
apq = 〈vq, ep〉. Then A∗A = (ci j), where ci j = 〈vi, v j〉. Thus
∥∥I − A∗A∥∥ ∥∥I − A∗A∥∥2 
√√√√ n∑
i=1
n∑
j=1
(
k
2i+ j
)2
 k
3
. (2)
This implies that A∗A is invertible, and so A is nonsingular. Hence v1, . . . , vn are linearly independent vectors.
6 A function η : B −→ [0,+∞] is called a submeasure if η is monotone, subadditive and η(0) = 0.
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√
1− k3 . Moreover,
∥∥A−1∥∥2 = ∥∥A−1(A−1)∗∥∥= ∥∥(A∗A)−1∥∥= ∥∥[I − (I − A∗A)]−1∥∥ (1− k
3
)−1
.
Let x′ = A−1x= α1e1 + · · · + αnen . Then∣∣∣∣∣‖x‖2 −
n∑
i=1
|αi |2
∣∣∣∣∣= ∣∣〈x, x〉 − 〈x′, x′〉∣∣
= ∣∣〈(I − (A−1)∗A−1)x, x〉∣∣

∥∥I − (A−1)∗A−1∥∥
= ∥∥(A∗)−1A∗AA−1 − (A−1)∗A−1∥∥

∥∥A−1∥∥2∥∥A∗A − I∥∥ k
3− k  k.
In particular, it follows that
max
{|α1|, . . . , |αn|}
√√√√ n∑
i=1
|αi |2 
√
‖x‖2 + k 2. 
Proposition 22. Let (Pi) be a sequence of projections on H such that ‖Pi P j‖ 12i+ j when i = j. The following statements hold true:
(i)
∑
i P i converges w.r.t. τs;
(ii) If we let Q l =∨il P i , then Ql −∑∞i=l P i τu−→ 0 as l → ∞;
(iii) (Pi) order converges to 0.
Proof. For each i ∈ N let Mi = Pi(H). Without loss of generality, we may assume that ∨i Mi = H (i.e. ∨i P i = I).
First we show that the sequence of partial sums (
∑n
i=1 Pi) is uniformly bounded. Fix an n ∈ N. Let x = α1v1 + α2v2 +· · ·αmvm be a unit vector, where each vi is a unit vector in Mi . Let αmax =max{|α1|, . . . , |αm|}. Without loss of generality,
we may assume that m n. By Lemma 21 (ii), αmax  2. Then∥∥∥∥∥
m∑
i=1
Pix
∥∥∥∥∥=
∥∥∥∥∥
m∑
i=1
m∑
j=1
α j P i v j
∥∥∥∥∥ ‖x‖ + αmax
m∑
i=1
m∑
j=1
1
2i+ j
 3.
Hence∥∥∥∥∥
n∑
i=1
Pi
∥∥∥∥∥
∥∥∥∥∥
m∑
i=1
Pi
∥∥∥∥∥ 3,
and therefore the uniform boundedness is established. In view of this, to prove (i) it suﬃces to show that the sequence
(
∑n
i=1 Pix) converges for every unit vector x ∈ span
⋃∞
i=1 Mi , in fact it is enough to take a unit vector x in some M j . Then
∞∑
i=1
‖Pix‖ =
∞∑
i=1
‖Pi P jx‖ 32 ,
and therefore (i) is proved.
We prove (ii). Fix an arbitrary unit vector x ∈ H and l ∈ N. Then
Ql(x) = αl vl + · · · + αmvm + u,
where αl vl + · · · + αmvm belongs to the unit ball of span⋃∞i=l Mi such that each vi is a unit vector in Mi and ‖u‖ 122l .
Let αmax =max{|αl|, . . . , |αm|}. For all nm we have
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(
Ql −
n∑
i=l
P i
)
x
∥∥∥∥∥=
∥∥∥∥∥
(
Ql −
n∑
i=l
P i
)
Qlx
∥∥∥∥∥

∥∥∥∥∥
m∑
j=l
α j v j −
n∑
i=l
m∑
j=l
α j P i v j
∥∥∥∥∥+ ‖Qlu‖ +
∥∥∥∥∥
(
n∑
i=l
P i
)
u
∥∥∥∥∥
 4αmax
22l
+ 1
22l
+ 3
22l
and therefore,∥∥∥∥∥
(
Ql −
∞∑
i=l
P i
)
x
∥∥∥∥∥ 1222l ,
i.e. (ii) follows.
From (i) and (ii) it follows that liml Q l(x) = 0 for any vector x ∈ H. This implies that
0=
∞∧
l=1
Ql =
∞∧
l=1
∞∨
i=l
P i,
and therefore (Pi) order converges to 0. 
The following lemma is required in the proof of Theorem 24 (see [1, p. 7, Lemma 1]). We include the proof of the lemma
for the sake of completeness.
Lemma 23. Let (aij) be a double sequence of non-negative real numbers satisfying
lim
j
ai j = 0, i ∈ N;
lim
i
ai j = 0, j ∈ N.
For any double sequence (nm) of positive real numbers, there exists an increasing sequence of positive integers (ik) such that aikik′ <
kk′ for all k = k′ .
Proof. The proof is by induction. Let i1 = 1. Suppose that i1 < i2 < · · · < ik−1 are increasing positive integers satisfying
aip ip′ < pp′ for all 1 p = p′  k − 1. For each 1 p  k− 1 there are positive integers xip and yip such that aip j < pk for
all j  xp , and aijp < kp for all i  yp . Then let ik be an integer greater than
max{i1, . . . , ik−1} ∪ {xi1 , . . . , xik−1} ∪ {yi1 , . . . , yik−1}. 
Theorem 24. Let (Pi) be a sequence of projections satisfying limi ‖Pi P j‖ = 0 for any j ∈ N. Then Pi τo−→ 0.
Proof. Let (Pnk ) be a subsequence of (Pk). The double sequence (‖Pni Pn j‖) satisﬁes the hypothesis of the lemma. Thus there
exists a subsequence (Pik ) of (Pnk ) such that ‖Pik P ik′ ‖ < 12k+k′ . From Proposition 22 we deduce that (Pik ) order converges to
0. It follows with Proposition 2 that (Pi) converges to 0 w.r.t. the sequential order topology and therefore also w.r.t. τo . 
Corollary 25. Let (Pi) be a sequence of compact projections satisfying Pi
τs−→ 0. Then Pi τo−→ 0.
Proof. First observe that a projection is compact if and only if its range space is ﬁnite dimensional. Furthermore, for a
sequence of linear operators on a ﬁnite dimensional normed space, pointwise convergence coincides with convergence in
the operator norm. Consequently, for any j0 ∈ N, the sequence (‖Pi P j0‖) = (‖Pi |P j0H‖) converges to 0. Therefore, the result
follows from Theorem 24. 
In contrast to the previous corollary, for compact projections Pi and P , in general Pi
τs−→ P does not imply Pi τo−→ P
(see Example 16).
The assumption of compactness in the hypothesis of the corollary is by no means redundant as the following example
demonstrates.
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Mi = span
{(
1
i
e1 + ei
)
, ei+1, ei+2, . . .
}
.
Let Pi be the projection of 2 onto Mi .
For every n ∈ N we have limi P ien = 0 and therefore Pi τs−→ 0. On the other hand, for any subsequence (Pik ) of (Pi) we
have ∧
kp
Mik = {0} and
∨
kp
Mik = span{e1, eik , eik+1, . . .},
and therefore,∨
p1
∧
kp
Mik = {0} and
∧
p1
∨
kp
Mik = [e1],
i.e. no subsequence of (Pi) is order convergent. This implies that the sequence (Pi) does not converge w.r.t. τo .
We remark that the set X = {Pi: i ∈ N} from Example 26 is τu ∩ τo-closed but not τs-closed, providing thus another
counterexample to the question posed in [10].
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