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RESUMEN
En este proyecto de grado, se considera esquemas de identificacio´n de sistemas multiva-
riables (MIMO) y controladores lineales por realimentacio´n de estados. Un modelo de espacio
estados lineal que describe el sistema en tiempo discreto, es obtenido a partir de los algoritmos
de identificacio´n que tiene en cuenta el comportamiento de entrada/salida para encontrar el
modelo que describen el sistema original. Esta representacio´n se obtiene mediante el uso de
me´todos de identificacio´n, tales como los Me´todos de Regresio´n Lineal y los Me´todos de Iden-
tificacio´n por Subespacios.
Una asignacio´n de valores propios y una inclusio´n de accio´n integral se aplican en tiempo
discreto, donde la ley de control de realimentacio´n de estados obtenido, minimiza la sensibili-
dad de los valores propios y el acumulado del error para calcular las matrices de ganancia K y
Ki. Una asignacio´n de las matrices de restriccio´n Q y R y una inclusio´n de accio´n integral se
aplican en tiempo discreto, donde la ley de control de realimentacio´n de estados obtenido, mini-
miza la funcio´n objetivo y el acumulado del error para calcular las matrices de ganancia K y Ki.
Se aplica la metodolog´ıa propuesta para la identificacio´n y control multivariable en una
turbina de viento con un generador s´ıncrono de imanes permanentes (PMSG) y generador de
induccio´n doblemente alimentado (DFIG), conectados a un sistema de potencia, y un motor de
induccio´n (MI).
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INTRODUCCIO´N
La mayor´ıa de las te´cnicas utilizadas en el disen˜o de sistemas de control se basan en la inter-
accio´n entre la planta y su entorno. Por lo tanto, controlar la planta puede ser complejo sino se
conoce el comportamiento de los procesos internos en ella, lo que conlleva, a la implementacio´n
de te´cnicas de identificacio´n. Estas te´cnicas de identificacio´n de sistemas dina´micos, proveen un
modelo matema´tico de la planta, de para´metros desconocidos, para fines de ana´lisis, prediccio´n,
simulacio´n, disen˜o y control, a partir de los valores de entrada y salida disponibles de la planta
[1]-[3].
Una de las te´cnicas ma´s comunes para resolver una amplia gama de problemas de iden-
tificacio´n de sistemas en numerosas aplicaciones, como lo son los modelos de turbina eo´lica
con un generador, es el me´todo de mı´nimos cuadrados y sus derivaciones, que se enfocan en la
minimizacio´n error del cuadra´tico como criterio de seleccio´n del modelo que describe el compor-
tamiento de la planta [4]-[5].Por otro lado, los sistemas que utilizan los me´todos de identificacio´n
del subespacio (SIMs) se han vuelto muy populares en los u´ltimos an˜os. El objetivo de los SIMs,
es estimar las variables de estado o la matriz de observabilidad extendida directamente de los
datos de entrada y de salida [4].
Ba´sicamente las te´cnicas de control se fundamentan en la estimacio´n parame´trica de la
planta, ya que las te´cnicas de control actuales requieren de modelos matema´ticos de las plantas
cada vez ma´s exactos para ana´lisis y disen˜o, modelo al cual se le puede implementar diferentes
tipos de control, generando as´ı varias te´cnicas de control, por ejemplo, control por asignacio´n
de estructuras propias con realimentacio´n de salida. El objetivo de esta te´cnica se basa en es-
tabilizar la planta por medio de una retroalimentacio´n lineal, que impone un comportamiento
caracter´ıstico deseado para la salida, a partir de la determinacio´n de las estructuras propias
(valores propios, y vectores propios derecho o izquierdo) del sistema en lazo cerrado [6]-[8].
Los sistemas lineales identificados con SIMs, son adecuados para la aplicacio´n de los con-
troladores de espacio de estado. Las investigaciones alrededor del regulador cuadra´tico lineal
discreto (DLQR) esta´n orientados a la convergencia de las estrategias de control para sistemas
lineales de tiempo discreto en espacio de estado, basado en programacio´n dina´mica (DP) y el
DLQR cla´sico. El rendimiento de los algoritmos DP se evalu´a para los cambios en los objetivos
de control que se asignan en matrices Q y R de ponderacio´n [8].
En este art´ıculo se proponen me´todos de identificacio´n de sistemas dina´micos enfocados en
la minimizacio´n del error del cuadra´tico o enfocados en subespacios. Luego se presenta la te´cnica
de control por asignacio´n de estructuras propias (Eigenstructure Assignment) y el regulador
cuadra´tico lineal discreto (DLQR).
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Objetivo General
Identificar y controlar un sistema multi-variable de generacio´n eo´lica conectado a un sistema
de potencia en presencia de perturbaciones internas (variaciones de para´metros del generador)
y externas (variaciones de la carga).
Objetivos Espec´ıficos
Plantear un modelo dina´mico que describa el comportamiento de un generador eo´lico
conectado a un sistema de potencia.
Plantear un modelo dina´mico que describa el comportamiento de un convertidor back to
back conectado a un generador eo´lico.
Identificar los para´metros del modelo matema´tico de un generador eo´lico a partir de los
datos de entrada y de salida.
Identificar los para´metros del modelo matema´tico del convertidor back to back por medio
de algoritmos.
Identificar los me´todos de sintonizacio´n optimas de los para´metros de un generador eo´lica
y un convertidor back to back.
Validar los resultados de identificacio´n y sintonizacio´n sobre un modelo de generador
eo´lico a pequen˜a escala aplicando control por realimentacio´n de estados sobre el generador
conectado a un sistema de potencia y verificar la eficiencia del sistema en presencia de
perturbaciones internas y externas.
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Cap´ıtulo 1
Modelo matema´tico de la Turbina
Eo´lica
Un aerogenerador es un dispositivo meca´nico que convierte la energ´ıa del viento en electri-
cidad. Sus precedentes directos son los molinos de viento que se empleaban para la molienda
y obtencio´n de harina. En este caso, la energ´ıa eo´lica, en realidad la energ´ıa cine´tica del aire
en movimiento, mueve la he´lice y, a trave´s de un sistema meca´nico de engranajes, hace girar el
rotor de un generador, normalmente un alternador trifa´sico, que convierte la energ´ıa meca´nica
rotacional en energ´ıa ele´ctrica. Los aerogeneradores se agrupan en parques eo´licos distanciados
unos de otros, en funcio´n del impacto ambiental y de las turbulencias generadas por el movi-
miento de las palas.
Para aportar energ´ıa a la red ele´ctrica, los aerogeneradores deben de estar dotados de un sofis-
ticado sistema de sincronizacio´n para que la frecuencia de la corriente generada se mantenga
perfectamente sincronizada con la frecuencia de la red.
En la pra´ctica las turbinas eo´licas se disen˜an para trabajar dentro de ciertas velocidades de
viento. La velocidad ma´s baja, llamada velocidad de corte inferior que es generalmente de 4
a 5 m/s, pues por debajo de esta velocidad no hay suficiente energ´ıa como para superar las
pe´rdidas del sistema.
La velocidad de corte superior es determinada por la capacidad de una ma´quina en particular de
soportar fuertes vientos. La velocidad nominal es la velocidad del viento a la cual una ma´quina
particular alcanza su ma´xima potencia nominal. Por arriba de esta velocidad, se puede contar
con mecanismos que mantengan la potencia de salida en un valor constante con el aumento de
la velocidad del viento.
Los elementos principales de cualquier turbina de viento son el rotor, una caja de engranajes,
un generador, equipo de control y monitoreo de la torre.
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1.1. Modelo meca´nico de la Turbina
De la expresio´n de energ´ıa cine´tica del flujo de aire, la potencia contenida en el viento que
pasa por un a´rea A con velocidad del viento v1 [9]:
Pw =
ρ
2
Av31 (1.1)
donde ρ es la masa especifica del aire que depende de la presio´n del aire y de la humedad,
se supone ρ ≈ 1, 2 kg/m3. Las corrientes de aire tienen direccio´n axial a trave´s de la turbina
eo´lica, de lo que A es el a´rea de barrida circular. La potencia u´til obtenida se expresa por medio
del coeficiente de potencia Cp [9]:
P = Cp
ρ
2
Av31 (1.2)
Se han desarrollado aproximaciones nume´ricas para conocer el valor del coeficiente de potencia
Cp [10]:
Cp = 0,5176
(
116
β
− 0,4θ − 5
)
e−
21
β + 0,0068λ (1.3)
donde β se puede calcular [10]:
1
β
=
1
λ+ 0,08θ
− 0,035
θ3 + 1
(1.4)
donde λ y θ es la velocidad espec´ıfica y a´ngulo de paso, respectivamente, de la turbina eo´lica.
A medida que el a´ngulo de paso θ aumenta, el coeficiente de potencia disminuye como se mues-
tra en la Figura 1.1 y en consecuencia afecta la potencia que la turbina eo´lica extrae del viento,
de acuerdo a la siguiente ecuacio´n [12]:
Pt =
1
2
ρpiR2Cp(θ, β)v
3
1 (1.5)
Para conocer el torque entregado por la turbina eo´lica, se tiene la ma´xima potencia extra´ıda
del viento Pt y la velocidad angular de la turbina ωt:
Pt = Tt ωt (1.6)
ωt =
λ v1
R
(1.7)
Reemplazando la ecuacio´n (1.7) en la ecuacio´n (1.5) y luego despejando de (1.6), se obtiene la
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Figura 1.1: Variacio´n del Coeficiente de potencia Cp de la turbina eo´lica en funcio´n de λ y θ
[11].
expresio´n del torque Tt [10]:
Tt =
1
2
ρpiR3v21Ct(λ, β) (1.8)
donde Ct representa:
Ct =
CP (θ, β)
λ
(1.9)
La energ´ıa generada a partir de la turbina depende del Coeficiente de Potencia. Para cada
velocidad del viento, hay una velocidad de rotacio´n de la turbina especifica que genera la
ma´ximo potencia Pt. De esta manera, el seguimiento del punto de ma´xima potencia (MPPT)
para cada velocidad del viento aumenta la generacio´n de energ´ıa en la turbina. La curva del
Coeficiente de Potencia con la curva MPPT se muestra en la figura 1.2, de la que puede verse
que, para cualquier velocidad del viento en particular, hay una velocidad de rotacio´n ωr, que
genera la potencia ma´xima extra´ıda, Pt, llamado tambie´n como el poder o´ptimo, Popt.
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Figura 1.2: Caracter´ıstica de seguimiento de la turbina del punto de ma´xima potencia [13].
El tren de potencia o transmisio´n de los generadores eo´licos consta de cinco partes, el rotor,
el eje de baja velocidad, caja de cambios, eje de alta velocidad y el generador. En el ana´lisis,
las otras partes de las turbinas de viento, por ejemplo, la torre y los modos de flexio´n de las
he´lices pueden ser despreciados. Cuando el intere´s de estudio var´ıa, la complejidad del tren de
transmisio´n difiere. Por ejemplo, cuando se estudian los problemas tales como la fatiga de tor-
sio´n, la dina´mica de ambos lados de la caja de cambios tienen que ser considerados. Entonces,
se requieren dos masas agrupadas o modelos ma´s sofisticados. Pero cuando el estudio se centra
en la interaccio´n entre los parques eo´licos y las redes de corrietne alterna (AC) del tren de
transmisio´n puede ser tratada como un modelo de masa despreciable en aras de la eficiencia
del tiempo y precisio´n adecuada.
Por lo tanto, el tren de transmisio´n adopta la forma de un modelo de masa despreciable y como
se muestra en la Figura 1.1, en el que los para´metros se han referenciado al del generador.{
dω
dt
= (Te − Twg −Bmω) 1Jeq
dθ
dt
= ω
(1.10)
Jeq es la inercia rotacional del generador la cual se deriva en Jeq = (Jg+Jw)/ng, ng es la relacio´n
de transmisio´n, Bm es la friccio´n de rotacio´n. Te es el torque electromagne´tico, θ en el a´ngulo
meca´nico del generador, ω es la velocidad angular meca´nica y Twg es el torque aerodina´mico
que se ha referido al lado del generador y es representado por la ecuacio´n (1.11):
Twg =
d1v
2
G
+
d2vω
G2
+
d3ω
2
H
G3
(1.11)
1.2. Modelado del viento
El modelado adecuado de los proyectos de energ´ıa eo´lica en los estudios de sistemas de
potencia es cada vez ma´s importante para los operadores del sistema y los propietarios de las
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redes de transporte de energ´ıa [14]. La ubicacio´n de un parque eo´lico esta´ seleccionado basado,
principalmente, en condiciones de buen viento y, por supuesto, las condiciones favorables tan-
to econo´micas como ambientales. Sin embargo, estas buenas condiciones de viento a menudo
coinciden con partes relativamente remotas del sistema de potencia. Por lo tanto, la operacio´n
del parque eo´lico y su respuesta a perturbaciones u otras condiciones cambiantes del sistema
de energ´ıa, se esta´ convirtiendo en una preocupacio´n creciente, especialmente en los casos en
los parques eo´licos representan una porcio´n significativa de la generacio´n local [15].
Como resultado, ha habido un creciente intere´s en la produccio´n del modelado de la energ´ıa
eo´lica y estudios de simulacio´n. Estos estudios incluyen la cuantificacio´n de los recursos de
viento, modelado de la velocidad del viento, la produccio´n de energ´ıa eo´lica, y la evaluacio´n de
la fiabilidad del sistema [14].
Con el fin de obtener un modelo de la velocidad del viento, que es similar a la velocidad real
del viento; la velocidad del viento es la suma de la velocidad ba´sica del viento, la velocidad de
ra´faga, la velocidad gradual y velocidad del viento al azar [16].
1.2.1. Velocidad ba´sica del viento
La velocidad ba´sica del viento existe durante todo el tiempo que opera la turbina eo´lica. El
valor de la velocidad ba´sica del viento refleja la velocidad media del viento del parque eo´lico. A
medida que la distribucio´n de la velocidad del viento cumple la Distribucio´n Weibull, el valor
de la velocidad ba´sica del viento se puede derivar de los datos recogidos de un parque eo´lico [16].
Vwb = C • Γ
(
1 +
1
K
)
(1.12)
donde C es el para´metro de escala de la Distribucio´n de Weibull, K es el para´metro de forma
de la Distribucio´n de Weibull y Γ es la funcio´n gamma.
1.2.2. Velocidad de ra´faga del viento
Velocidad de ra´faga del viento puede simular la variacio´n de la velocidad del viento en un
corto tiempo. La velocidad de ra´faga esta´ dada por:
Vwg =
 0 t < T1gGmax2 [1− cos(2pi t−T1gTg )] T1g < t < T1g + Tg (1.13)
donde Gmax es el valor ma´ximo de la velocidad de ra´faga, T1g es el tiempo de ra´faga que aparezca
y Tg es el periodo de ra´faga.
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1.2.3. Velocidad gradual del viento
La velocidad gradual del viento puede simular la variacio´n de la velocidad del viento en un
largo tiempo. La velocidad gradual viento esta´ dada por:
Vwr =

0 t < T1r
Rmax
t−T1r
T2r−T1r T1r < t ≤ T2r
Rmax T1g < t < T1g + Tg
0 T2r + Tr ≤ t
(1.14)
donde Rmax es el valor ma´ximo de la velocidad gradual del viento, T1r es el momento en que
aparece el tiempo gradual y T2rg es el tiempo en el que se acabe el viento gradual y Tr es el
tiempo que dura el viento gradual.
1.2.4. Velocidad del viento al azar
La velocidad del viento al azar refleja el cara´cter aleatorio de la velocidad del viento. Se obtiene
por:
Vwn = 2
n∑
i=1
[
SV (ωi)∆ω
] 1
2
cos(ωit+ ϕi) (1.15)
SV (ωi) =
2KNF
2ωi
pi2
[
1 +
(
Fωi
µpi
)2] 4
3
(1.16)
ωi = (i− 0,5)∆ω (1.17)
donde ϕi es la tolerancia estoca´stica con distribucio´n uniforme, KN es el coeficiente de ru-
gosidad de la superficie, F es la amplitud de la velocidad del viento al azar, ωi es la frecuencia
circular de la componente i−e´sima y SV (ωi) es la amplitud del componente aleatorio i−e´sima.
La constitucio´n del modelo combinado de la velocidad del viento es la velocidad ba´sica del
viento, la velocidad de ra´faga, la velocidad gradual y velocidad del viento al azar.
Vw = Vwb + Vwg + Vwr + Vwn (1.18)
1.3. Modelos matema´ticos de los generadores y el motor
de induccio´n
La generacio´n de energ´ıa eo´lica se conectadaba a la red suponiendo que su taman˜o y su
influencia eran pequen˜os, y por lo tanto, los requisitos de conexio´n eran menos estrictos. Por
lo general, los parques eo´licos no contribuyen estabilizacio´n o regulacio´n de la red de corriente
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alterna AC, y en muchos casos no se realizan estudios de transitorios detallados o estudios de
estabilidad.
Con la inyeccio´n de potencia proyectada en el orden de cientos de Megavatios MW, las plan-
tas de energ´ıa pueden tener una influencia significativa en la red de acogida y necesitan ser
investigados los problemas de interaccio´n, cuidadosamente. Se buscan nuevas soluciones de in-
tegracio´n, teniendo en cuenta las propiedades del sistema de AC, incluyendo la estabilizacio´n,
la regulacio´n y la recuperacio´n de fallos, sino que tambie´n debe examinarse el costo efectivo de
las topolog´ıas de los parques eo´licos, su dina´mica, transitorios y la eficiencia, que simplemente
se desconectan en caso de fallos de AC.
Como el poder de accio´n de los eo´licos va en aumento, es necesario que estos deban tener
un papel ma´s activo en la regulacio´n de los sistemas de AC y apoyo. En los u´ltimos an˜os,
con el desarrollo de la electro´nica de potencia, el convertidor de fuente de tensio´n VSC, se ha
transformado en un agente activo en la transmisio´n y distribucio´n de electricidad. Una de las
aplicaciones atractivas de la VSC-HVDC es que puede ser utilizado para conectar un parque
eo´lico a una red de AC para resolver algunos problemas potenciales [17].
1.3.1. Modelo ele´ctrico de la Turbina Eo´lica con Generador S´ıncrono
de Imanes Permanentes (PMSG)
El PMSG, se ha considerado como un sistema que hace posible la produccio´n de electricidad
a partir de la energ´ıa meca´nica obtenida del viento. El modelo de un aerogenerador con un
generador s´ıncrono de imanes permanentes, esta´ compuesto a partir de los submodelos de la
turbina, transmisio´n y el generador s´ıncrono. Una estructura general se muestra en la Figura
1.3.
Figura 1.3: Modelo general de la turbina eo´lica.
El modelo dina´mico del PMSG es derivado del marco de referencia s´ıncrono de dos fases d− q,
la cual el eje q esta´ 90◦ adelantado al eje d con respecto a la direccio´n de rotacio´n [10]. A partir
de la aplicacio´n de la Transformada de Park y presentando el modelo como un generador con
corrientes negativas; el sistema es expresado en coordenadas del rotor la cual hace el disen˜o de
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la transmisio´n ma´s simple debido a que sus sen˜ales son tratadas como corriente continua lo que
reduce el modelo a dos ejes.
El sistema es modelado por las ecuaciones (1.19) a (1.22) donde idq and udq representan las
corrientes y voltajes del estator en los ejes d y q respectivamente [18].
dθ
dt
= ω (1.19)
dω
dt
=
np
JH
ϕmiq − Tm
JH
(1.20)
ud = −Rid + npLsωiq − Lsdid
dt
(1.21)
uq = −Riq − npLsωid − Lsdid
dt
+ ωϕm (1.22)
np es el nu´mero de pares de polos, R es la resistencia del estator, Ls es la inductancia del
estator, ϕm flujo de magnetizacio´n en el rotor.
El sistema en espacio de estados es representado en (1.23) a (1.25) conectado a una carga RL:
L es la inductancia de la carga, RL es la resistencia variable de la carga, JH es el coeficiente
de inercia en el lado del generador. El vector de estados es x = [x1, x2, x3]
T = [id, iq, ω]
T , las
entradas del sistema u = [u1, u2]
T = [RL, v]
T , donde los voltajes del estator en los ejes d y q
son ud = id ·RL y uq = iq ·RL, respectivamente.
dx1
dt
=
1
L+ Ls
(−Rx1 + np(L+ Ls)x2x3 − x1u1) (1.23)
dx2
dt
=
1
L+ Ls
(−Rx2 + np(L+ Ls)x1x3 + npϕmx3 − x2u1) (1.24)
dx3
dt
=
1
JH
(
η
(d1
G
u22 +
d2
G2
u2x3 +
d3
G3
x23
)
− npϕmx2
)
(1.25)
η es el coeficiente de rendimiento del tren de transmisio´n.
1.3.2. Modelo ele´ctrico de la Turbina Eo´lica con Generador de
Induccio´n Doblemente Alimentado
Generador de induccio´n doblemente alimentado DFIG es el que, actualmente, se encuentra
ma´s instalado en muchos parques eo´licos. En comparacio´n con el generador as´ıncrono en gene-
ral, el DFIG tiene una configuracio´n ma´s compleja [19].
El DFIG se basa en un principio del generador de induccio´n e incorporar dos grupos de bo-
binas de fases mu´ltiples de potencia similares que tienen medios independientes de excitacio´n.
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El DFIG transforma la potencia de la turbina de entrada en energ´ıa ele´ctrica. La potencia
producida en el estator es siempre positiva [20].
La Figura 1.4 muestra el circuito equivalente de un DFIG en el marco de referencia que gira a
la velocidad angular sincro´na ω1 [21].
Figura 1.4: Circuito T-equivalente del DFIG en el marco de referencia con velocidad ω1.
De acuerdo con la figura 1.4, los flujos espacio-vector del estator y el rotor Ψs y Ψr esta´n dados
respectivamenre por: {
Ψs = LsIs + LmIr
Ψr = LmIs + LrIr
(1.26)
donde Lσs, Lσr y Lm son la inductancia de fuga del estator y el rotor y las inductancias mutuas,
y Ls = Lσs+Lm y Lr = Lσr +Lm son las auto-inductacias de los bobinados del estator y rotor,
respectivamente.
Los voltajes espacio-vector del estator y el rotor Vs y Vr en el mismo marco de referencia
puede ser expresado como {
Vs = RsIs +
dΨs
dt
+ jω1Ψs
Vr = RrIr +
dΨr
dt
+ j(ω1 − ωr)Ψr
(1.27)
donde Is y Ir son los vectores de corriente del estator y del rotor, Rs y Rr son las resistencias
del estator y rotor, ωr es la velocidad angular del rotor, y ωs = ω1−ωr la velocidad angular de
deslizamiento.
El modelo DFIG usa el esquema de la Orientacio´n de Voltaje del Estator SVO (Stator Voltage
Orientation) que se describe en [21], la cual permite reescribir la ecuacio´n del voltaje en el rotor
en el marco de referencia s´ıncrono d− q como
Vrd = V
′
rd +
Lm
Ls
(
Vs − RsLsΨsd + ωrΨsq
)
Vrq = V
′
rq − LmLs
(
Rs
Ls
Ψsq + ωrΨsd
) (1.28)
21
donde {
V
′
rd = R
′
rIrd + σLr
dIrd
dt
− ωsσLrIrq
V
′
rq = R
′
rIrq + σLr
dIrq
dt
+ ωsσLrIrd
(1.29)
El sistema en representacio´n de espacio de estados es presentado como:
dIrd
dt
= 1
σLr
(
V
′
rd −R′rIrd + ωsσLrIrq
)
dIrq
dt
= 1
σLr
(
V
′
rq −R′rIrq − ωsσLrIrd
) (1.30)
1.3.3. Modelo ele´ctrico del Motor de Induccio´n
El modelo de la ma´quina de induccio´n usa un sistema de coordenadas orientado al flujo de
campo del rotor descrito en [22], en la que es claro y simple para disen˜ar un controlador de
velocidad. Este modelo simplifica la complejidad con dos ejes del flujo del rotor y utiliza una
representacio´n de coordenadas polares. El motor de induccio´n en representacio´n de espacio de
estados es presentado como:
dθ
dt
= ω
dω
dt
= µϕdiq − fJeqω − TLJeq
dϕd
dt
= −ηϕd + ηLmid
did
dt
= −γid − ηLmσLsLrϕd +
(
npω + ηLm
iq
ϕd
)
iq +
ud
σLs
diq
dt
= −γiq − LmnpσLsLrωϕd −
(
npω + ηLm
iq
ϕd
)
id +
uq
σLs
dρ
dt
= npω + ηLm
iq
ϕd
(1.31)
siendo θ la posicio´n angular, ω la velocidad angular, id y iq representan las corrientes del estator
en el eje directo y en el eje de cuadratura respectivamente, ϕd la magnitud del flujo de campo
del rotor, mientras que ρ es el a´ngulo del flujo de campo del rotor. ud y uq son las entradas al
sistema y representan los voltajes en el eje directo y en el eje de cuadratura. Los para´metros
ele´ctricos y meca´nicos son: Rr, Rs resistencias del rotor y del estator respectivamente, Ls, Lr
y Lm son las inductancias del estator, rotor y de acoplamiento, Jeq es el momento de inercia,
f es la constante de amortiguamiento viscoso y TL es el torque de la carga. Por simplicidad se
utiliza σ = 1 − Lm
LsLr
el factor de vinculacio´n, η = Rr/Lr la inversa de la constante de tiempo,
np nu´mero de pares de polos, µ = np
Lm
JLr
y γ = L
2
mRr
σL2rLs
+ Rs
σLs
.
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1.4. Modelo Ma´tematico del VSC Back-To-Back
La Figura 1.5 muestra una representacio´n simplificada del VSC back-to-back, incluyendo
un condensador del lado DC, dos convertidores e inductancia y resistencias en serie en las
tres l´ıneas que conectan a los sistemas de corriente alterna. La inductancia representa la
fuga de los transformadores reales y la resistencia representa las pe´rdidas equivalentes de los
transformadores reales y los convertidores. Normalmente, R1 = R2 = R y L1 = L2 = L [23].
Figura 1.5: Diagrama de dos sistemas de corriente alterna interconectadas mediante el VSC-
back-to-back.
Despreciando los armo´nicos de tensio´n producidas por el convertidor y utilizando el sistema de
coordenadas s´ıncrona dq, donde el eje d es siempre coincidente con el vector de voltaje de l´ınea
instanta´neo y el eje q esta´ en cuadratura con ella, el modelo matema´tico de VSC1 se puede
expresar como
d
dt
[
id1
iq1
]
=
 −RL ω1
−ω1 −R
L
[ id1
iq1
]
−
 udcmd1 − EsdLudcmq1
L
 (1.32)
Con la misma manipulacio´n del sistema de coordenadas, el modelo matema´tico de VSC2 se
puede expresar como
d
dt
[
id2
iq2
]
=
 −RL ω2
−ω2 −R
L
[ id2
iq2
]
−
 Vsd − udcmd2L
−udcmq2
L
 (1.33)
La ecuacio´n dina´mica del voltaje DC-link se puede escribir como
dudc
dt
=
md1id1 +mq1iq1
C
− md2id2 +mq2iq2
C
(1.34)
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donde ω1 y ω2 son la frecuencia del voltaje de fase de los sistemas 1 y 2, respectivamente (ω1 y
ω2 pueden ser diferentes). md1(md2) y mq1(mq2) son las componentes del eje d y el eje q de la
relacio´n de modulacio´n para el convertidor, que se refiere el voltaje del lado de corriente conti-
nua a la amplitud (pico) de la tensio´n de fase a neutro, en los terminales del lado de corriente
alterna del convertidor. id1(id2) y iq1(iq2) son las componentes del eje d y el eje q del vector de
corriente de l´ınea, respectivamente. Esd(Vsd) es la componente del eje d del vector de voltaje
de l´ınea. udc es el voltaje DC-link.
Se puede observar de (1.32)-(1.34) que el VSC Back-To-Back es un sistema acoplado de orden
5 no lineal. Donde id1, iq1, id2, iq2, udc son las variables de estado, md1, mq1, md2, mq2 son las
variables de control.
De acuerdo con las direcciones de referencia de las corrientes en la Figura 1.5 y las ecuaciones
(1.32)-(1.33), independientemente de la pe´rdida de las resistencias, la potencia activa y la
potencia reactiva absorbida por VSC1 y entregado por VSC2 pueden ser proporcionados por
pc1 = Esdid1 = udci01
qc1 = −Esdiq1
pc2 = Vsdid2 = udci02
qc2 = −Vsdiq2
(1.35)
Donde i01 e i02 son las corrientes del lado DC del VSC1 y VSC2, respectivamente. Dado que la
amplitud de la tensio´n de alimentacio´n es constante, por lo tanto, la potencia activa y reactiva
sera´ proporcional al eje d y corriente de eje q, respectivamente.
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Cap´ıtulo 2
Me´todos de Identificacio´n de Sistemas
Multivariables
2.1. Me´todo de Regresio´n Lineal
La representacio´n de un sistema discreto multivariable con m salidas y r entradas con
operador de retardo q puede ser de la forma [24].
As(q
−1)y(k) = Bs(q−1)u(k) (2.1)
donde As esta´ dado por
As(q
−1) = A1(q−1) + A2(q−1) + · · ·+ An(q−1) (2.2)
y Bs esta´ dado por
Bs(q
−1) = B0(q−1) + B1(q−1) + · · ·+ Bn−1(q−1) (2.3)
con n igual al orden del sistema y donde Ai es de dimensio´n m x m y Bi es de dimensio´n r×r, y
donde las entradas u corresponden a un vector de dimensio´n r× 1 y las salidas y corresponden
a un vector de dimensio´n m× 1 de la forma
y(k) =
 y1(k)...
ym(k)
 , u(k) =
 u1(k)...
ur(k)
 (2.4)
Si A0 = I, con I la matriz identidad, se tiene
y(k) = B0u(k − 1) + · · ·+ Bn−1u(k − n)−A1u(k − 1)− · · · −Anu(k − n) (2.5)
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donde Ai y Bi son de la forma
Ai =
 a
i
11 · · · ai1m
...
. . .
...
aim1 · · · aimm
 , Bi =
 b
i
11 · · · bi1r
...
. . .
...
bir1 · · · birr
 (2.6)
De las ecuaciones (2.5) y (2.6) se puede expresar la salida yi en te´rminos de las entradas y
salidas pasadas como
yi(k) = b
1
i1u1(k − 1) + · · ·+ b1irur(k − 1) + · · ·+ bn−1i1 u1(k − n) + · · ·
+bn−1ir u1(k − n)− ani1y1(k − 1)− · · · − animym(k − 1)
− · · · − an−1i1 y1(k − n)− · · · − animym(k − n)
(2.7)
Y se observa de la ecuacio´n (2.7) que el modelo DARMA de la ecuacio´n (2.1), se puede expresar
como:
y(k) = θTφ(k); k ≥ 0 (2.8)
θT denota la transpuesta de θ, y tiene dimensio´n n(m+r) x m que contiene los para´metros de
Ai y Bi y que es de la forma
θT =
[ −A1 · · · −An B0 · · · Bn−1 ] (2.9)
y φ(k) son vectores de dimensio´n n(m x r) x 1 que contiene los valores de entrada y salida
futuros y pasados de la forma
φ(k) =

y(k − 1)
...
y(k − n)
u(k − 1)
...
u(k − n)

(2.10)
El sistema identificado se representa en las ecuaciones de espacio de estado (2.11)-(2.12)
φ(k + 1) =

−A1 · · · −An B0 · · · Bn−1
I 0 0 · · · 0 0
0
. . . 0 · · · 0 0
0 0 0 · · · 0 0
0 · · · 0 I 0 0
0 · · · 0 0 . . . 0

φ(k) +

0
0
0
I
0
0
u(k) (2.11)
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Y (k) =
[ −A1 · · · −An B0 · · · Bn−1 ]φ(k) (2.12)
donde
φ(k − 1) =

y(k)
...
y(k − (n− 1))
u(k)
...
u(k − (n− 1))

(2.13)
definiendo
φ(k + 1) = Eφ(k) + Fu(k)
Y (k) = θˆTφ(k)
(2.14)
2.1.1. Mı´nimos Cuadrados de la Forma Ax=b
En [25], se muestra un esquema de estimacio´n de para´metros a partir de mı´nimos cuadrados,
que propone encontrar un θˆT como solucio´n de y(k) = φ(k)θT tal que
‖y(k)− φ(k)θˆT‖ ≤ ‖y(k)− φ(k)θT‖ (2.15)
para θT . Empleando la descomposicio´n ortogonal se tiene que
φT (k)(y(k)− φ(k)θˆT ) = 0 (2.16)
Por lo tanto
θˆT = (φT (k)φ(k))−1φT (k)y(k) (2.17)
satisface y(k) = φ(k)θT .
2.1.2. Mı´nimos Cuadrados Ponderados de la Forma Ax=b
El esquema de estimacio´n de para´metros, presentado en [26], muestra la te´cnica de mı´nimos
cuadrados modificado. La te´cnica de mı´nimos cuadrados ponderados hace e´nfasis en que algunas
de las medidas obtenidas de la planta, pueden tener o no, importancia relativa de un para´metro
sobre otro. As´ı cuando una medida posean mas o menos peso, las filas de y(k) = φ(k)θT pueden
multiplicarse por factores de ponderacio´n [26],[5].
En forma matricial, la te´cnica de mı´nimos cuadrados ponderados se muestra en (2.18)
W(y(k)) = W(φ(k)θT ) (2.18)
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donde W es una matriz diagonal con los factores de ponderacio´n en su diagonal. Empleando
la descomposicio´n ortogonal se tiene que
(Wφ(k))T (y(k)− φ(k)θˆT ) = 0 (2.19)
Por lo tanto
θˆT = (φT (k)WTWφ(k))−1φT (k)WTWy(k) (2.20)
Si la matriz de ponderacio´n W es la matriz identidad, la ecuacio´n colapsa a la solucio´n original,
ecuacio´n (2.17).
2.1.3. Mı´nimos Cuadrados y Algoritmo de Proyeccio´n
Un algoritmo general para la identificacio´n del sistema se define como:
θˆ (k) = θˆ (k − 1) + M (k − 1)φ (k − 1) e (k) (2.21)
donde θˆ (k) son los para´metros estimados en la muestra k, M (k − 1) la matriz de ganancia,
φ (k − 1) es un vector de regresio´n que contiene entradas/salidas pasados, y e (k) el error de
estimacio´n definido por
e (k) = y (k)T − yˆ (k)T (2.22)
donde yˆ (k) esta´ dado por
yˆ (k) = θˆ (k − 1)T φ (k − 1) (2.23)
El algoritmo de proyeccio´n plantea un problema de optimizacio´n donde θˆ(k) esta´ siendo
minimizado con θˆ(k − 1) y y(k) dados, tal que
J =
1
2
‖θˆ(k)− θˆ(k − 1)‖2 (2.24)
sujeto a
y(k) = φ(k − 1)T θˆ(k) (2.25)
El algoritmo de proyeccio´n esta´ dado por
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e(k) =yT (k)− φ(k − 1)T θˆ(k)
M(k) =
1
φ(k − 1)Tφ(k − 1)
θˆ(k) = θˆ(k − 1) + M(k)φ(k − 1)e(k)
(2.26)
2.2. Me´todo de Identificacio´n por Subespacios
El modelo lineal del sistema puede ser obtenido mediante la aplicacio´n de un enfoque
subespacio como el me´todo ORT (Orthogonal Decomposition) o el MOESP (Multivariable
Output Error State Space), al sistema alrededor de un punto de funcionamiento [27]:
x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) + Du(k)
(2.27)
siendo x ∈ Rn×1, donde n es el nu´mero de variables de estado, A ∈ Rn×n, B ∈ Rn×p, donde p
es el nu´mero de entradas, u ∈ Rp×1, y C ∈ Rm×n, donde m es el nu´mero de salidas.
Se supone que los datos de entrada-salida {u(t), y(t), t = 0, 1, · · · , N + 2k − 2} esta´n dados
con N suficientemente grande y k > n. Basado en los datos de entrada-salida [28], se define la
matriz de entrada pasada a partir de los bloques de Hankel como
Up =

u(0) u(1) · · · u(N − 1)
u(1) u(2) · · · u(N)
...
...
. . .
...
u(k − 1) u(k) · · · u(N + k − 2)
 (2.28)
y entrada futura
Uf =

u(k) u(k + 1) · · · u(k +N − 1)
u(k + 1) u(k + 2) · · · u(k +N)
...
...
. . .
...
u(2k − 1) u(2k) · · · u(N + 2k − 2)
 (2.29)
donde Up, Uf ∈ Rkm×N . Del mismo modo, se define el pasado y el futuro de salida Yp, Yf ∈ Rkp×N
respectivamente. En [29], la entrada y la salida se construye como se muestra en la ecuacio´n
(2.30).
U =
[
Up
Uf
]
, Y =
[
Yp
Yf
]
(2.30)
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La matriz de observabilidad extendida de orden i, donde i = k − 1 es definido como
Γi =
[
CT (CA)T · · · (CAi−1)T ]T (2.31)
y la matriz de Toeplitz triangulas inferior como
Hi =

D 0 · · · 0
CB D · · · 0
...
...
. . .
...
CAi−2B CAi−3B · · · D
 (2.32)
se define una relacio´n de la descomposicio´n LQ

Uf
Up
Yp
Yf
 =

L11 0 0 0
L21 L22 0 0
L31 L32 L33 0
L41 L42 L43 L44


QT1
QT2
QT3
QT4
 (2.33)
Paso 1: Construir matrices de datos Up, Uf , Yp y Yf
Paso 2: Realizar factorizacio´n LQ a partir de la ecuacio´n (2.33)
Paso 3: Realizar SVD a la matriz de trabajo
ORT: G = [L42]
MOESP: G = [L42L43]
donde
G =
[
Uˆ U¯
] [Sˆ 0
0 S¯
] [
Vˆ
V¯
]
' Uˆ SˆVˆ T
Paso 4: Calcular las estimaciones de A y C a partir de la ecuacio´n (2.31)
Γi = Uˆ Sˆ
1/2
Paso 5: Calcular las estimaciones de B y D a partir de la ecuacio´n (2.32)
U¯TL41L
−1
11 = U¯
THi
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Cap´ıtulo 3
Controlador O´ptimo Multivariable
En la Figura 3.1, se presenta la estructura del controlador la cual se define teniendo en
cuenta el acumulado para el error en la sen˜al de control [30].
Figura 3.1: Diagrama de bloques del controlador accio´n integral.
En [31], el error en la sen˜al de control se define
u(k) = −Kx(k) + Kiv(k) (3.1)
con
v(k + 1) = v(k) + e(k) (3.2)
donde el error e(k) esta´ definido como
e(k) = r(k)− y(k) (3.3)
y v(0) = 0. Por lo tanto,un sistema extendido se puede definir como[
x(k + 1)
v(k + 1)
]
=
[
A 0
−C I
] [
x(k)
v(k)
]
+
[
B
−D
]
u(k) +
[
0
−I
]
r(k)
(3.4)
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y(k) =
[
C 0
] [ x(k)
v(k)
]
(3.5)
donde la sen˜al de control se calcula como
u(k) = − [ K −Ki ] [ x(k)v(k)
]
(3.6)
K y Ki son matrices que pueden ser calculadas var´ıan segu´n el algoritmo de control o´ptimo
que sea aplicado.
3.1. Regulador Cuadra´tico Lineal Discreto (DLQR)
La formulacio´n del problema DLQR en el caso de tiempo discreto es ana´logo al problema
LQR de tiempo continuo. Considere el sistema lineal invariante en el tiempo descrito en la
ecuacio´n (2.27) donde el vector x(k) representa las variables que van a ser reguladas [32]. El
problema DLQR es determinar una secuencia de control {u∗(k)}, k ≥ 0, la cual minimiza la
funcio´n de costo
J(u) =
∞∑
k=0
[
xT (k)Qx(k) + uT (k)Ru(k)
]
(3.7)
donde el peso de la matrices Q y R son sime´tricas reales y definidas positiva.
Se asume que (A,B,Q1/2 y xT ) es accesible y observable. A continuacio´n, la solucio´n al problema
DLQR esta´ dada por la ley de control de realimentacio´n de estado lineal
u∗(k) = K∗x(k) = − [R +BTP ∗c B]−1BTP ∗c Ax(k) (3.8)
donde P ∗c es u´nico, sime´trico, y la solucio´n es definida positiva por la Ecuacio´n Algebraica
Riccati (tiempo discreto), esta´ dada por
Pc = A
T
[
Pc − PcB
[
R +BTP ∗c B
]−1
BTPc
]
A+ CTQC (3.9)
Como en el caso de tiempo continuo, se puede demostrar que la solucio´n P ∗c puede ser
determinado a partir de los vectores propios de la matrices Hamiltonian, que en este caso
es
H =
 A+BR−1BTA−TCTQC −BR−1BTA−T
−A−TCTQC A−T
 (3.10)
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La ley de control por realimentacio´n lineal de estados se puede ampliar para un rendimiento
de seguimiento de referencia de la siguiente manera
u(k) = −Kx(k) +Kiv(k) (3.11)
Ki matriz de ganancia de estado estable o ganacia de referencia definida como
Ki = (C(I − A+BK)−1B)# (3.12)
siendo (C(I − A+BK)−1B)# la pseudainversa de (C(I − A+BK)−1B).
3.1.1. Controlador DLQR Sintonizado con el Algotritmo Gene´tico
El algoritmo gene´tico puede ser implementado para encontrar una adecuada seleccio´n de
las matrices de resctriccio´n Q y R de acuerdo con las condiciones de disen˜o que se describen
en la funcio´n de costo o en el ı´ndice de rendimiento [33].
El ı´ndice de rendimiento asociado a la formulacio´n cuadratica que esta´ definida como
Pi = J(u) =
kend∑
k=0
[
xT (k)Qx(k) + uT (k)Ru(k)
]
(3.13)
siendo kend el nu´mero total de muestras.
La seleccio´n de Q ∈ Rn×n y R ∈ Rp×p (n nu´mero de estados y p nu´mero de entradas) es una
tarea muy compleja cuando se requieren condiciones de disen˜o espec´ıficas
Q =

q11 q12 · · · q1n
q21 q22 · · · q2n
...
. . .
qn1 qn2 · · · qnn
 , R =

r11 r12 · · · r1p
r21 r22 · · · r2p
...
. . .
rp1 rp2 · · · rpp
 (3.14)
En el caso de los controladores multivariable, los elementos de las matrices de restriccio´n pueden
ser considerados como los cromosomas de un individuo [34]. Por lo tanto, la cada individuo en
la poblacio´n inicial se define como
Ij =

q11
...
qnn
r11
...
rpp

(3.15)
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siendo Ij ∈ R(n+p)×1 el j−ene´simo individuo de la poblacio´n inicial que contiene exclusivamente
los te´rminos de las principales diagonales de Q y R (lo que significa qij = rij = 0,∀i 6= j).
Por lo tanto, considerando un valor de aptitud espec´ıfico, el algoritmo gene´tico puede encontrar
las matrices de restriccio´n que satisfagan las condiciones de disen˜o. Por ejemplo, con el fin de
minimizar el error de seguimiento la funcio´n de aptitud se puede seleccionar de la siguiente
manera
Gi =
kend∑
k=0
e[k]Te[k] (3.16)
El procedimiento gene´tico para sintonizar el controlador multivariable se describe en el al-
goritmo 1 (Ng es el nu´mero de generaciones).
Algorithm 1: Algoritmo gene´tico para sintonizar restricciones cuadra´ticas lineales
Crear una poblacio´n inicial aleatoria basado en la estructura Ij.
for g = 1→ Ng do
a. Rendimiento de cada miembro de la poblacio´n por su valor de aptitud
Gi =
∑kend
k=0 e[k]
Te[k].
b. Seleccionar los padres en funcio´n de su aptitud.
c. Seleccionar los individuos con menor aptitud como e´lite. Estos individuos e´lite
pasan directamente a la siguiente poblacio´n.
d.Producir hijos a partir de los padres por mutacio´n o por cruce.
e. Sustituir la poblacio´n actual con los hijos para formar a la pro´xima generacio´n.
end
3.2. Controlador por Asignacio´n de Estructuras Propias
por el Me´todo de KNV
El me´todo KNV es propuesto por Kautsky, Nichols y Van Dooren, donde permite deter-
minar una solucio´n bien condicionada para el problema de asignacio´n de valores propios por
realimentacio´n de estados. La solucio´n obtenida es tal que la sensibilidad de los valores propios
asignados a las perturbaciones en el sistema y las matrices de ganancia, se minimizan [6].
La funcio´n objetivo para la optimizacio´n de la sensibilidad del valor propio en general, se puede
expresar mediante la ecuacio´n (3.17)
JO = η(R) =
σ1(R)
σn(R)
(3.17)
34
donde σ1 es el valor singular ma´s grande de la matriz de autovectores derecho de R y σn es el
valor singular ma´s pequen˜o de la matriz de autovectores derecho de R.
La formulacio´n del problema de la te´cnica de asignacio´n de estructuras propias, se basa en
encontrar la ley de control por realimentacio´n de estados [7].
u(k) = −Kx(k) (3.18)
donde K  Rm×r (m nu´mero de entradas y r nu´mero de salidas).
Dado los valores propios Λ = diagλ1, λ2, . . . , λn y la matriz de vectores propios R, existe un K
tal que
(A+BK)R = RΛ (3.19)
solo si
UT1 (AR−RΛ) = 0 (3.20)
donde
B = [U0 U1][Z
T 0]T (3.21)
con U = [U0 U1] ortogonal y Z no singular.
El vector propio Rj de la matriz A + BK correspondiente a los valores propios asignados Λj
debe pertenecer al espacio
F = NUT1 (A− λjI) (3.22)
lo que requiere construir bases ortonormales compuestas por las columnas de las matrices Sj y
Sˆj para el espacio Fj y su complemento Fˆj, a partir de la descomposicio´n de valores singulares
(SVD, Singular Value Descomposition) de la matriz UT1 (A− λjI)
UT1 (A− λjI) = Tj[Γj 0][Sˆj Sj] (3.23)
donde Γj es la matriz diagonal de valores singulares y, Sj y Sˆj son las matrices requeri-
das como bases para la seleccio´n de los vectores propios Rj con j = 1, 2, . . . , n tal que
R = [R1, R2, . . . , Rn].
Por lo tanto la matriz K esta´ dada expl´ıcitamente por
K = Z−1UT0 (RΛR
−1 − A) (3.24)
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La ley de control por retroalimentacio´n estados puede ser extendido por un seguimiento de
referencia de la siguiente manera
u(k) = −Kx(k) +Kiv(k) (3.25)
donde Ki un matriz de ganancia de estado estacionario o ganancia de referencia definida por
Ki = (C(I − A+BK)−1B)# (3.26)
siendo (C(I − A+BK)−1B)# la pseudoinversa de (C(I − A+BK)−1B).
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Cap´ıtulo 4
Resultados de Simulaciones y Ana´lisis
En este cap´ıtulo se muestran los resultados de las pruebas realizadas sobre los modelos del
Generador S´ıncrono de Imanes Permanentes, Generador de Induccio´n Doblemente Alimentado
y Motor de Induccio´n por medio de simulacio´n de los modelos matema´ticos de los generadores
y el motor en SIMULINK/ MATLAB. Las pruebas realizadas consisten en implementar dife-
rentes algoritmos de identificacio´n y te´cnicas de control como se presentan en los Cap´ıtulos 2
y 3, con los para´metros mostrados en el Ape´ndice B: Para´metros de simulacio´n. Para
demostrar el rendimiento de los controladores propuestos, las simulaciones se llevaron a cabo
bajo en un sistema prototipo 30kVA / 380V para el Convertidor VSC Back-To-Back.
Las turbinas eo´licas usadas con los generadores, esta´n conectadas a un gran sistema de potencia
que es simulado como barraje infinito debido a que contiene tantos generadores, esencialmente
conectados en paralelo, que ni el voltaje ni la frecuencia de la red se pueden alterar, y las
variaciones de la carga del sistema son modelados con un carga RL.
En primera instancia se presenta la comparacio´n de los modelos por espacio de estados que se
obtienen al aplicar cada uno de los me´todos de identificacio´n, a los sistemas que se presentan
en el Cap´ıtulo 2. Luego, se muestran los resultados que se obtenienen al aplicar los diferentes
controladores a los modelos ya identificados.
4.1. Generador S´ıncrono de Imanes Permanentes
Para el modelo presentado en la Seccio´n 1.3.1 y que se describe en las ecuaciones (1.23) y
(1.25), la salida del sistema es la velocidad del rotor ω, es decir, un sistema de dos entradas y
una salida
y =
[
0 0 1
]
x (4.1)
En la Figura 4.1a, se muestra el comportamiento del sistema en lazo abierto ante las entradas
presentadas en la figura 4.1b.
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(a) Comportamiento de la Salida. (b) Comportamiento de las Entradas.
Figura 4.1: Respuesta del sistema en lazo abierto.
Conociendo los sen˜ales de entrada y salida del sistema, se aplican los algoritmos de identifi-
cacio´n planteados en el Cap´ıtulo 2. En la ecuacio´n (4.2) hasta (4.4), se presenta el modelo de
espacio de estados implementado el algoritmo de identificacio´n Mı´nimos Cuadrados y el Algor-
timo de Proyeccio´n.
En la ecuacio´n (4.5), se presenta el modelo de espacio de estados implementado el algoritmo
de identificacio´n Moesp.
En la ecuacio´n (4.6) hasta (4.8), se presenta el modelo de espacio de estados implementado el
algoritmo de mı´nimos cuadrados de la forma Ax=B.
En la ecuacio´n (4.9) hasta (4.11), se presenta el modelo de espacio de estados implementado el
algoritmo de mı´nimos cuadrados ponderados de la forma Ax=B.
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A =

0,55 −0,03 −0,01 −2× 10−7 0,27 6× 10−8 −0,03 −7× 10−6 −0,01
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0

(4.2)
B =

0 0
0 0
0 0
1 0
0 1
0 0
0 0
0 0
0 0

D =
[
0 0
]
(4.3)
C =
[
0,55 −0,03 −0,01 −2× 10−7 0,27 6× 10−8 −0,03 −7× 10−6 −0,01 ] (4.4)
A =
 0,2423 0,2884 −0,00840,0292 0,3859 0,0640
0,0183 −0,0371 0,0318
 B =
 −0,131× 10−4 −0,5029−0,131× 10−4 −0,2964
0,318× 10−4 −0,0048

C =
[ −0,5730 0,0433 −0,0011 ] D = [ −0,434× 10−6 −0,062× 10−6 ]
(4.5)
A =

0,66 −0,1 −0,01 −5× 10−7 0,27 −8× 10−7 −0,07 −6× 10−6 −0,01
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0

(4.6)
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B =

0 0
0 0
0 0
1 0
0 1
0 0
0 0
0 0
0 0

D =
[
0 0
]
(4.7)
C =
[
0,66 −0,1 −0,01 −5× 10−7 0,27 −8× 10−7 −0,07 −6× 10−6 −0,01 ] (4.8)
A =

0,67 −0,1 −0,01 −7× 10−6 0,27 −9× 10−7 −0,07 −1× 10−7 −0,01
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0

(4.9)
B =

0 0
0 0
0 0
1 0
0 1
0 0
0 0
0 0
0 0

D =
[
0 0
]
(4.10)
C =
[
0,67 −0,1 −0,01 −7× 10−6 0,27 −9× 10−7 −0,07 −1× 10−7 −0,01 ] (4.11)
En la Figura 4.2a, se muestra el comportamiento de los sistemas identificados, con los me´todos
de identificacio´n de sistemas multivariables, en lazo abierto ante las entradas presentadas en la
Figura 4.2b.
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(a) Comportamiento de las Salidas. (b) Comportamiento de las Entradas.
Figura 4.2: Respuesta de los sistemas identificados en lazo abierto.
Se puede apreciar que las respuestas de los sistemas identificados tienen valores muy
aproximados al sistema real cuando el sistema tiene valores de viento y carga variable, donde
el me´todo MOESP es el me´todo con mayor error con una diferencia aproximada de 0.002 rad/s
respecto a la sen˜al real, como se muestra en la Figura 4.3. Aunque existe diferencia entre las
salidas con los modelos identificados respecto a la salida real del sistema, se puede establecer
que los modelos tienen un comportamiento permisible ya que el error no es tan significativo.
Figura 4.3: Comparacio´n de los me´todos de identificacio´n.
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Incluyendo pertubaciones internas (np = 7 y Ra = 3 m) o externas (L = 1 H), en la Figura
4.4a, se muestra el comportamiento del sistema en lazo abierto ante las entradas presentadas
en la figura 4.4b.
(a) Comportamiento de la Salida. (b) Comportamiento de las Entradas.
Figura 4.4: Respuesta del sistema en lazo abierto.
Con variaciones en los para´metros internos de la ma´quina y en la carga, y aplicando las
mismas sen˜ales de entrada al sistema, se puede observar que las respuestas de los me´todos
de identificacio´n son muy aproximados al sistema real.
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4.1.1. Controlador DLQR
Con los modelos estimados que se obtuvieron al aplicar los me´todos de identificacio´n en lazo
abierto, se disen˜o´ un Controlador DLQR para los sistemas multivariables y as´ı encontrar una
respuesta ra´pida, a partir de los criterios de seleccio´n de las matrices Q y R implementando
el algoritmo gene´tico. En las figuras 4.5 hasta 4.7, se muestran las respuestas de la velocidad
angular ω al aplicar el controlador DLQR a los modelos estimados y las sen˜ales de control de
cada sistema. Los para´metros de las matrices Q y R son igual a la matriz identidad y con una
poblacio´n inicial de 50 individuos.
(a) Respuesta con el Me´todo MOESP. (b) Respuesta con el Me´todo Mı´nimos Cuadrados y el
Algoritmo de Proyeccio´n.
Figura 4.5: Respuesta del Sistema con los Me´todos de Identificacio´n.
Al analizar los resultados de las sen˜ales de salida al aplicar el controlador DLQR con matrices
de restriccio´n igual a la matriz identidad, se puede concluir que el modelo MOESP responde en
un tiempo aproximado de 0.2 s en alcanzar la referencia, en cambio los me´todos de regresio´n
lineal, responden en un tiempo aproximado de 0.3 s en alcanzar la referencia.
El Algortimo Gene´tico selecciona las matrices Q y R segu´n su ı´ndice de rendimiento, y e´ste
afecta la respuesta del sistema ante cualquier sen˜al de referencia, como se muestran en las Fi-
guras 4.8 y 4.12.
El me´todo Moesp que no alcanza la referencia segu´n el rendimiento que se obtuvo de las ma-
trices de restriccio´n Q y R, en cambio, los me´todos de regresio´n alcanza la referencia en un
tiempo 0.2 s con el ı´ndice de rendimiento obtenido.
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(a) Respuesta con el Me´todo Mı´nimos C. de la forma
Ax=b.
(b) Respuesta con el Me´todo Mı´nimos C. Ponderados de
la forma Ax=b.
Figura 4.6: Respuesta del Sistema con los Me´todos de Identificacio´n.
(a) Sen˜al de Control 1 del Controlador DLQR (b) Sen˜al de Control 2 del Controlador DLQR
Figura 4.7: Sen˜ales de Control del Controlador DLQR.
Segu´n el indice de rendimiento que se obtenga al implementar el algoritmo gene´tico en la
seleccio´n de las matrices de restriccio´n Q y R, se evalu´a el tiempo que requiere la sen˜al de
salida hasta alcanzar la sen˜al de referencia o si la sen˜al alcanza dicha referencia, y si se requiere
sen˜ales de control con una ampliud mayor o menor, al implementar un controlador o´ptimo.
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(a) Respuesta con el Me´todo MOESP. (b) ı¨ndice de Rendimiento.
Figura 4.8: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
(a) Respuesta con el Me´todo de Mı´nimos Cuadrados y el
Algoritmo de Proyecccio´n.
(b) ı¨ndice de Rendimiento.
Figura 4.9: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
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(a) Respuesta con el Me´todo de Mı´nimos Cuadrados de la
forma Ax=b.
(b) ı¨ndice de Rendimiento.
Figura 4.10: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados de la forma Ax=b y el
Controlador DLQR y el Algoritmo Gene´tico.
(a) Respuesta con el Me´todo de Mı´nimos Cuadrados
Ponderados de la forma Ax=b.
(b) ı¨ndice de Rendimiento.
Figura 4.11: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados Ponderados de la forma
Ax=b y el Controlador DLQR y el Algoritmo Gene´tico.
46
(a) Sen˜al de Control 1 del Controlador DLQR y el
Algoritmo Gene´tico.
(b) Sen˜al de Control 2 del Controlador DLQR y el
Algoritmo Gene´tico.
Figura 4.12: Sen˜ales de Control del Controlador DLQR y el Algoritmo Gene´tico.
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4.1.2. Controlador por Asignacio´n de Estructuras Propias
Con los modelos estimados, que se obtuvieron al aplicar los me´todos de identificacio´n, se
disen˜o´ un Controlador por Asignacio´n de Estructuras Propias para el sistema multivariable.
En las Figuras 4.13 hasta 4.14, se muestran las respuestas de la velocidad angular ω al aplicar
el controlador por asignacio´n de estructuras propias a los modelos estimados y las sen˜ales de
control de cada sistema.
(a) Respuesta con el Me´todo MOESP. (b) Respuesta con el Me´todo Mı´nimos Cuadrados y
el Algoritmo de Proyeccio´n.
Figura 4.13: Respuesta del Sistema con los Me´todos de Identificacio´n.
(a) Respuesta con el Me´todo Mı´nimos C. de la forma
Ax=b.
(b) Respuesta con el Me´todo Mı´nimos C. Pondera-
dos de la forma Ax=b.
Figura 4.14: Respuesta del Sistema con los Me´todos de Identificacio´n.
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Al analizar los resultados de las sen˜ales de salida al aplicar el controlador por asignacio´n de
estructuras propias, se puede concluir que los modelos responde en un tiempo aproximado de
0.2 s en alcanzar la referencia.
(a) Sen˜al de Control 1 del Controlador por Asignacio´n de
Estructuras Propias
(b) Sen˜al de Control 2 del Controlador por Asignacio´n de
Estructuras Propias
Figura 4.15: Sen˜ales de Control del Controlador por Asignacio´n de Estructuras Propias
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4.2. Generador de Induccio´n Doblemente Alimentado
Para el modelo presentado en la Seccio´n 1.3.2 y que se describe en la ecuacio´n (1.30), las
salidas del sistema son las corrientes en el rotor en el eje d y en el eje q, es decir, un sistema de
dos entradas y una salida
y =
[
1 1
] [ Ird
Irq
]
(4.12)
En la Figura 4.16a, se muestra el comportamiento del sistema en lazo abierto ante las entradas
presentadas en la Figura 4.16b.
(a) Comportamiento de la Salida. (b) Comportamiento de las Entradas.
Figura 4.16: Respuesta del sistema en lazo abierto.
Conociendo los sen˜ales de entrada y salida del sistema, se aplican los algoritmos de identifica-
cio´n planteados en el Cap´ıtulo 2. En la ecuacio´n (4.13), se presenta el modelo de espacio de
estados implementado el algoritmo Moesp.
En la ecuacio´n (4.14), se presenta el modelo de espacio de estados implementado el algoritmo
ORT.
A =
[
0,9992 0,0112
−0,0129 0,9992
]
B =
[ −0,0566 0,0620
−0,1034 −0,0494
]
C =
[ −0,2080 −0,2871
0,3077 −0,1940
]
D =
[
0,0467 −0,2088
0,0014 −0,0063
] (4.13)
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A =
[
0,9992 0,0021
−0,0684 0,9992
]
B =
[ −0,0179 0,0007
−0,0026 −0,1041
]
C =
[ −2,3294 −0,0199
0,1133 −0,4085
]
D =
[
0,0594 −0,0790
0,0054 0,0165
] (4.14)
En la Figura 4.17, se muestra el comportamiento de los sistemas identificados, con los me´todos
de identificacio´n de sistemas multivariables, en lazo abierto ante las entradas presentadas en la
Figura 4.18.
(a) Comportamiento de la Salida 1. (b) Comportamiento de la Salida 2.
Figura 4.17: Respuesta de los sistemas identificados en lazo abierto.
Las respuestas de los sistemas identificados tienen valores muy aproximados y aceptables con
respecto al sistema real, cuando el sistema tiene valores de voltaje variable en la entrada.
Incluyendo pertubaciones internas (Rs = 2 p.u. y Rr = 1 p.u.), en la Figura 4.19a y Figura
4.19b, se muestra el comportamiento del sistema en lazo abierto ante las entradas presentadas
en la figura 4.20.
Con la identificacio´n del sistema ante perturbaciones internas y externas, se puede apreciar que
el error en la identificacio´n del sistema reducido en comparacio´n con la identificacio´n con los
para´metros anteriores.
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Figura 4.18: Entradas de los sistemas identificados en lazo abierto.
(a) Comportamiento de la Salida 1. (b) Comportamiento de la Salida 2.
Figura 4.19: Respuesta de los sistemas identificados en lazo abierto.
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Figura 4.20: Entradas de los sistemas identificados en lazo abierto.
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4.2.1. Controlador DLQR con el Algoritmo Gene´tico
Se disen˜o´ un Controlador DLQR para el sistema multivariable y as´ı encontrar una respuesta
ra´pida del sistema ante cualquier cambio de referencia. La seleccio´n de los para´metros Q y R, se
realiza implementando el algoritmo gene´tico con las condiciones que se describen en el ı´ndice de
rendimiento, ecuacio´n (3.13) y con una poblacio´n inicial de 50. En las Figuras 4.21 hasta 4.24,
se muestran las respuestas de las corrientes Ird y Irq al aplicar el controlador DLQR a los mode-
los estimados con sus respectivos ı´ndices de rendimiento y las sen˜ales de control de cada sistema.
(a) Respuesta 1 con el Me´todo MOESP. (b) Respuesta 2 con el Me´todo MOESP.
Figura 4.21: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
Al analizar los resultados de las sen˜ales de salida al aplicar el controlador DLQR con el algorit-
mo gene´tico, se puede concluir que el modelo MOESP responde entre un tiempo aproximado
de 0.3 s y 0.5 s en alcanzar la referencia, en cambio el me´todo ORT, no alcanza la referencia,
aunque las sen˜ales de control tiene una amplitud menor que la del me´todo MOESP.
El Algortimo Gene´tico selecciona las matrices Q y R segu´n su ı´ndice de rendimiento, y e´ste
afecta la respuesta del sistema ante cualquier sen˜al de referencia, como se muestran en las Fi-
guras 4.25 y 4.28.
Segu´n el indice de rendimiento que se obtenga al implementar el algoritmo gene´tico en la
seleccio´n de las matrices de restriccio´n Q y R, se evalu´a el tiempo que requiere la sen˜al de
salida hasta alcanzar la sen˜al de referencia o si la sen˜al alcanza dicha referencia, y si se requiere
sen˜ales de control con una ampliud mayor o menor, al implementar un controlador o´ptimo.
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(a) Sen˜ales de Control del Controlador DLQR y el
Algoritmo Gene´tico MOESP.
(b) I´ndice de Rendimiento MOESP.
Figura 4.22: Sen˜ales de control e I´ndice de Rendimiento con el Me´todo Moesp y el Controlador
DLQR y el Algoritmo Gene´tico.
(a) Respuesta 1 con el Me´todo ORT. (b) Respuesta 2 con el Me´todo ORT.
Figura 4.23: Respuesta del Sistema con el Me´todo ORT y el Controlador DLQR y el Algoritmo
Gene´tico.
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(a) Sen˜ales de Control del Controlador DLQR y el
Algoritmo Gene´tico ORT.
(b) I´ndice de Rendimiento ORT.
Figura 4.24: Sen˜ales de control e I´ndice de Rendimiento con el Me´todo Ort y el Controlador
DLQR y el Algoritmo Gene´tico.
(a) Respuesta 1 con el Me´todo MOESP. (b) Respuesta 2 con el Me´todo MOESP.
Figura 4.25: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
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(a) Sen˜ales de Control del Controlador DLQR y el
Algoritmo Gene´tico MOESP.
(b) I´ndice de Rendimiento MOESP.
Figura 4.26: Sen˜ales de control e I´ndice de Rendimiento con el Me´todo Moesp y el Controlador
DLQR y el Algoritmo Gene´tico.
(a) Respuesta 1 con el Me´todo ORT. (b) Respuesta 2 con el Me´todo ORT.
Figura 4.27: Respuesta del Sistema con el Me´todo ORT y el Controlador DLQR y el Algoritmo
Gene´tico.
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(a) Sen˜ales de Control del Controlador DLQR y el
Algoritmo Gene´tico ORT.
(b) I´ndice de Rendimiento ORT.
Figura 4.28: Sen˜ales de control e I´ndice de Rendimiento con el Me´todo Ort y el Controlador
DLQR y el Algoritmo Gene´tico.
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4.2.2. Controlador por Asignacio´n de Estructuras Propias
Con los modelos estimados, que se obtuvieron al aplicar los me´todos de identificacio´n, se
disen˜o´ un Controlador por Asignacio´n de Estructuras Propias para el sistema multivariable.
En las Figuras 4.29 hasta 4.32, se muestran las respuestas de las corrientes Ird y Irq, al aplicar
el controlador por asignacio´n de estructuras propias a los modelos estimados y las sen˜ales de
control de cada sistema.
(a) Respuesta 1 con el Me´todo ORT. (b) Respuesta 2 con el Me´todo ORT.
Figura 4.29: Respuesta del Sistema con el Me´todo ORT y el Controlador DLQR y el Algoritmo
Gene´tico.
Al analizar los resultados de las sen˜ales de salida al aplicar el controlador por asignacio´n de
estructuras propias, se puede concluir que los modelos responde en un tiempo aproximado de
0.2 s en alcanzar la referencia y un tiempo de pertubacio´n 0.2 s.
4.3. Motor de Induccio´n
Para el modelo presentado en la Seccio´n 1.3.3 y que se describe en la ecuacio´n (1.31), la
salida es la velocidad del rotor ω, es decir, un sistema de dos entradas y una salida
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Figura 4.30: Sen˜ales de Control con el Me´todo Moesp.
(a) Respuesta 1 con el Me´todo ORT. (b) Respuesta 2 con el Me´todo ORT.
Figura 4.31: Respuesta del Sistema con el Me´todo ORT y el Controlador DLQR y el Algoritmo
Gene´tico.
y =
[
0 1 0 0 0 0
]

θ
ω
φd
id
iq
ρ
 (4.15)
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Figura 4.32: Sen˜ales de Control con el Me´todo Ort.
En la Figura 4.33a, se muestra el comportamiento del sistema en lazo abierto ante las entradas
presentadas en la Figura 4.33b.
(a) Comportamiento de la Salida. (b) Comportamiento de las Entradas.
Figura 4.33: Respuesta del sistema en lazo abierto.
Conociendo los sen˜ales de entrada y salida del sistema, se aplican los algoritmos de identifica-
cio´n planteados en el Cap´ıtulo 2. En la ecuacio´n (4.17)-(4.20), se presenta el modelo de espacio
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de estados implementado el algoritmo Mı´nimos Cuadrados.
En la ecuacio´n (4.16), se presenta el modelo de espacio de estados implementado el algoritmo
MOESP.
A =

0,73 0,22 −0,11 0,01 0,03 −0,01
0,21 0,62 0,38 0,15 −0,10 0,02
0,11 −0,36 −0,29 0,78 −0,03 0,01
0,02 0,16 −0,77 −0,26 −0,21 0,04
0,01 0,03 −0,02 0,07 0,79 0,12
0,01 −0,02 0,01 −0,03 −0,06 0,08
 , B =

−1,98 1,16
1,70 −0,98
2,29 −1,88
0,76 −0,23
−0,08 0,17
0,12 0,09

C =
[ −1,37 0,54 −0,20 0,07 0,05 −0,01 ] D = [ −2,7× 10−15 1,20 ]
(4.16)
En la Figura 4.34a, se muestra el comportamiento de los sistemas identificados, con los me´todos
de identificacio´n de sistemas multivariables, en lazo abierto ante las entradas presentadas en la
Figura 4.34b.
(a) Comportamiento de las Salidas. (b) Comportamiento de las Entradas.
Figura 4.34: Respuesta de los sistemas identificados en lazo abierto.
Las respuestas de los sistemas identificados tienen valores muy aproximados y aceptables con
respecto al sistema real, cuando el sistema tiene valores de corrientes en el eje d− q variable en
la entrada.
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0)
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4.3.1. Controlador DLQR con el Algoritmo Gene´tico
Se disen˜o´ un Controlador DLQR para el sistema multivariable y as´ı encontrar una respuesta
ra´pida. La seleccio´n de los para´metros Q y R, se realiza implementando el algoritmo gene´tico
con las condiciones que se describen en el ı´ndice de rendimiento, ecuacio´n (3.13), y con una
poblacio´n inicial de 50. En las Figuras 4.35 hasta 4.37, se muestran las respuestas de la velocidad
angular ω del motor, al aplicar el controlador DLQR a los modelos estimados con sus respectivos
ı´ndices de rendimiento y las sen˜ales de control de cada sistema.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) I´ndice de Rendimiento.
Figura 4.35: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
Al analizar los resultados de las sen˜ales de salida al aplicar el controlador DLQR con el algo-
ritmo gene´tico, se puede concluir que el modelo MOESP responde en un tiempo aproximado
de 0.1 s en alcanzar la referencia, en cambio el me´todo de mı´nimos cuadrados, no alcanza la
referencia, aunque las sen˜ales de control tiene una amplitud menor que la del me´todo MOESP.
El Algortimo Gene´tico selecciona las matrices Q y R segu´n su ı´ndice de rendimiento, y e´ste
afecta la respuesta del sistema ante cualquier sen˜al de referencia, como se muestran en las Fi-
guras 4.38 y 4.40.
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(a) Respuesta con el Me´todo de Moesp. (b) I´ndice de Rendimiento.
Figura 4.36: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
(a) Sen˜al de Control Entrada 1. (b) Sen˜al de Control Entrada 2.
Figura 4.37: Sen˜al de Control del Controlador DLQR y el Algoritmo Gene´tico.
65
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) I´ndice de Rendimiento.
Figura 4.38: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
(a) Respuesta con el Me´todo de Moesp. (b) I´ndice de Rendimiento.
Figura 4.39: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
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(a) Sen˜al de Control Entrada 1. (b) Sen˜al de Control Entrada 2.
Figura 4.40: Sen˜al de Control del Controlador DLQR y el Algoritmo Gene´tico.
67
4.3.2. Controlador por Asignacio´n de Estructuras Propias
Con los modelos estimados, que se obtuvieron al aplicar los me´todos de identificacio´n, se
disen˜o´ un Controlador por Asignacio´n de Estructuras Propias para el sistema multivariable.
En las Figuras 4.41 hasta 4.42, se muestran las respuestas de la velocidad angular ω al aplicar
el controlador por asignacio´n de estructuras propias a los modelos estimados y las sen˜ales de
control de cada sistema.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) Respuesta con el Me´todo MOESP.
Figura 4.41: Respuesta del Sistema con los Me´todos de Identificacio´n.
(a) Comportamiento Entrada 1. (b) Comportamiento Entrada 2.
Figura 4.42: Sen˜al de Control del Controlador por Estructuras Propias.
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Al analizar los resultados de las sen˜ales de salida al aplicar el controlador por estructuras pro-
pias, se puede concluir que el modelo MOESP responde en un tiempo aproximado de 0.2 s en
alcanzar la referencia, en cambio el me´todo de mı´nimos cuadrados, alcanza la referencia en un
tiempo de 0.3 s, aunque las sen˜ales de control tiene una amplitud menor y no tan oscilante en
el tiempo que las del me´todo MOESP.
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4.4. Convertidor VSC Back-To-Back
Para el modelo presentado en la Seccio´n 1.4 y que se describe en las ecuaciones (1.32)-(1.34),
las salidas son las corrientes en el eje q y el eje d de VSC1 y VSC2, es decir, un sistema de
cuatro entradas y cuatro salidas
y =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0


id1
iq1
id2
iq2
udc
 (4.21)
En la Figura 4.43a, se muestra el comportamiento del sistema en lazo abierto ante las entradas
presentadas en la Figura 4.43b.
(a) Comportamiento de la Salida. (b) Comportamiento de las Entradas.
Figura 4.43: Respuesta del sistema en lazo abierto.
En la Figura 4.44, se muestra el comportamiento de las potencias activas y reactivas de salida
de VSC1 y VSC2.
Conociendo los sen˜ales de entrada y salida del sistema, se aplican los algoritmos de identificacio´n
planteados en el Cap´ıtulo 2. En la Figura 4.45a, se muestra el comportamiento de los sistemas
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Figura 4.44: Potencia activa y reactiva del convertidor.
identificados, con los me´todos de identificacio´n de sistemas multivariables, en lazo abierto ante
las entradas presentadas en la Figura 4.45b.
Las respuestas de los sistemas identificados tienen valores muy aproximados al sistema real. En
la Figura 4.45b, se muestra la diferencia entre los diferentes modelos de identificacio´n.
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(a) Comportamiento de las Salidas. (b) Comportamiento de las Entradas.
Figura 4.45: Respuesta de los sistemas identificados en lazo abierto.
Figura 4.46: Comparacio´n de los me´todos de identificacio´n.
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4.4.1. Controlador DLQR con el Algoritmo Gene´tico
Se disen˜o´ un Controlador DLQR para el sistema multivariable y as´ı encontrar una respuesta
ra´pida. La seleccio´n de los para´metros Q y R, se realiza implementando el algoritmo gene´tico con
las condiciones que se describen en el ı´ndice de rendimiento, ecuacio´n (3.13), y con una poblacio´n
inicial de 50. En las Figuras 4.47 hasta 4.50, se muestran las respuestas de las corrientes, al
aplicar el controlador DLQR a los modelos estimados con sus respectivos ı´ndices de rendimiento
y las sen˜ales de control de cada sistema.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) I´ndice de Rendimiento.
Figura 4.47: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
Al analizar los resultados de las sen˜ales de potencia al aplicar el controlador DLQR con el al-
goritmo gene´tico, se puede concluir que el modelo MOESP responde en un tiempo aproximado
de 0.1 s en alcanzar la referencia (Referencia Potencia Activa= 25 kW y Referencia Potencia
Activa= 0 kVAR), en cambio el me´todo de mı´nimos cuadrados, no alcanza la referencia, aunque
las sen˜ales de control tiene una amplitud menor que la del me´todo MOESP.
El Algortimo Gene´tico selecciona las matrices Q y R segu´n su ı´ndice de rendimiento, y e´ste
afecta la respuesta del sistema ante cualquier sen˜al de referencia, como se muestran en las Fi-
guras 4.51 y 4.54.
73
(a) Respuesta con el Me´todo de Moesp. (b) I´ndice de Rendimiento.
Figura 4.48: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
(a) Sen˜ales de Control Mı´nimos Cuadrados. (b) Sen˜ales de Control Moesp.
Figura 4.49: Sen˜al de Control del Controlador DLQR y el Algoritmo Gene´tico.
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Figura 4.50: Potencia activa y reactiva de los modelos identificados.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) I´ndice de Rendimiento.
Figura 4.51: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
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(a) Respuesta con el Me´todo de Moesp. (b) I´ndice de Rendimiento.
Figura 4.52: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
(a) Sen˜ales de Control Mı´nimos Cuadrados. (b) Sen˜ales de Control Moesp.
Figura 4.53: Sen˜al de Control del Controlador DLQR y el Algoritmo Gene´tico.
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Figura 4.54: Potencia activa y reactiva de los modelos identificados.
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4.4.2. Controlador por Asignacio´n de Estructuras Propias
Con los modelos estimados, que se obtuvieron al aplicar los me´todos de identificacio´n, se
disen˜o´ un Controlador por Asignacio´n de Estructuras Propias para el sistema multivariable. En
las Figuras 4.55 hasta 4.57, se muestran las respuestas de las corrientes al aplicar el controlador
por asignacio´n de estructuras propias a los modelos estimados y las sen˜ales de control de cada
sistema.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) Respuesta con el Me´todo MOESP.
Figura 4.55: Respuesta del Sistema con los Me´todos de Identificacio´n.
(a) Sen˜ales de control Mı´nimos Cuadrados. (b) Sen˜ales de control Moesp.
Figura 4.56: Sen˜al de Control del Controlador por Estructuras Propias.
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Figura 4.57: Potencia activa y reactiva de los modelos identificados.
Al analizar los resultados de las sen˜ales de potencia al aplicar el controlador por estructuras
propias, se puede concluir que el modelo MOESP responde en un tiempo aproximado de 0.1 s
en alcanzar la referencia, en cambio el me´todo de mı´nimos cuadrados, alcanza la referencia en
un tiempo de 0.2 s.
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4.5. Generador a Escala
Para validar los resultados de los algoritmos de identificacio´n y de control, se construyo´ un
modelo de generador eo´lico a pequen˜a escala conectado a un sistema de potencia y as´ı verificar
la eficiencia del sistema en presencia de perturbaciones externas.
En la Figura 4.58, se muestra el modelo del generador eo´lico a escala. Este modelo simula
un tu´nel de viento con el generador en un extremo y un damper conectado a un servomotor en
el otro extremo. El damper conectado al servomotor nos permite variar la velocidad angular
del eje, a partir de la velocidad del viento que llega hasta el generador, segu´n lo requerido por
el sistema para alcanzar la referencia de generacio´n.
Figura 4.58: Modelo de generador eo´lico a pequen˜a escala conectado a un sistema de potencia.
En la Figura 4.59, se muestra el comportamiento del sistema en lazo abierto ante las entradas
presentadas.
4.5.1. Controlador DLQR con el Algoritmo Gene´tico
Se disen˜o´ un Controlador DLQR para el modelo a escala y as´ı encontrar una respuesta
ra´pida. La seleccio´n de los para´metros Q y R, se realiza implementando el algoritmo gene´tico
con las condiciones que se describen en el ı´ndice de rendimiento, ecuacio´n (3.13), y con una
poblacio´n inicial de 50. En las Figuras 4.60 hasta 4.61, se muestra la respuesta del voltaje, al
aplicar el controlador DLQR a los modelos estimados con sus respectivos ı´ndices de rendimiento
y las sen˜ales de control de cada sistema.
El Algortimo Gene´tico selecciona las matrices Q y R segu´n su ı´ndice de rendimiento, y e´ste
afecta la respuesta del sistema ante cualquier sen˜al de referencia, como se muestran en las Fi-
guras 4.62 y 4.63.
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Figura 4.59: Respuesta del sistema en lazo abierto.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) I´ndice de Rendimiento.
Figura 4.60: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
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(a) Respuesta con el Me´todo de Moesp. (b) I´ndice de Rendimiento.
Figura 4.61: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) I´ndice de Rendimiento.
Figura 4.62: Respuesta del Sistema con el Me´todo Mı´nimos Cuadrados y el Controlador DLQR
y el Algoritmo Gene´tico.
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(a) Respuesta con el Me´todo de Moesp. (b) I´ndice de Rendimiento.
Figura 4.63: Respuesta del Sistema con el Me´todo Moesp y el Controlador DLQR y el Algoritmo
Gene´tico.
4.5.2. Controlador por Asignacio´n de Estructuras Propias
Con los modelos estimados, que se obtuvieron al aplicar los me´todos de identificacio´n, se
disen˜o´ un Controlador por Asignacio´n de Estructuras Propias para el sistema multivariable.
En la Figura 4.64, se muestra la respuesta del voltaje al aplicar el controlador por asignacio´n
de estructuras propias a los modelos estimados y las sen˜ales de control de cada sistema.
(a) Respuesta con el Me´todo Mı´nimos Cuadrados. (b) Respuesta con el Me´todo MOESP.
Figura 4.64: Respuesta del Sistema con los Me´todos de Identificacio´n.
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Conclusiones
La implementacio´n de los controladores o´ptimos en sistemas mulivariables, proveen una
adecuada seleccio´n de los para´metros del controlador, a partir de una funcio´n de objetivo
establecida para condiciones de disen˜o espec´ıficas.
Los me´todos de identificacio´n de regresio´n lineal permiten hacer e´nfasis en que algunas
de las medidas obtenidas de la planta, que pueden tener o no, importancia relativa de un
para´metro sobre otro, logrando una mejora en la identificacio´n del sistema.
Para obtener una identificacio´n adecuada de los sistemas multivariables, se requiere que
los datos de entrada/salida de la planta sean lo ma´s variable posible y as´ı conocer el
comportamiento de la planta ante cualquier perturbacio´n interna o externa, para ser
adoptado por el sistema identificado.
Los tiempos de asentamiento de las sen˜ales de salida del sistema, se ven reducidos al
evalu´ar el rendimiento de los para´metros cuando se presencia cambios en la sen˜al de
referencia.
La identificacio´n de los sistemas discretos multivariables, utilizando los me´todos de
regresio´n lineal, contiene una representacio´n extensa de las ecuaciones de espacio de
estados ya que dependen del nu´mero de entradas y de salidas para la estimacio´n de
los para´metros A y B, lo cual influyen en el tiempo de ca´lculo de estos para´metros y de
las ganancias de los controladores aplicados, en comparacio´n con la identificacio´n a partir
de los me´todos por subespacios.
Un controlador adaptativo aplicado a un modelo de generador eo´lico funciona ante
perturbaciones internas o externas, ya sea en variaciones de los para´metros del generador
o en variaciones de la carga, mostrando una adaptacio´n o´ptima en la respuesta ante estos
cambios sobre el sistema.
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Ape´ndice A: Modelo de espacio de estados
La teor´ıa de control de Espacios del Estado (tambie´n llamada la teor´ıa de control moder-
na) fue desarrollada en la de´cada de 1960. A diferencia de la teor´ıa de control cla´sica que se
basa en el modelo de funcio´n de transferencia del sistema, la teor´ıa de control de Espacios de
Estado se basa en el modelo de espacio de estado en el dominio del tiempo de cada sistema [35].
Muchos sistemas dina´micos, independientemente de que tipo sean, se pueden caracterizar por
ecuaciones diferenciales las cuales se obtienen con base a las leyes f´ısicas. Se puede definir un
modelo matema´tico como la descripcio´n matema´tica del comportamiento del sistema. Los mo-
delos matema´ticos se pueden representar ba´sicamente en dos formas: mediante un conjunto de
ecuaciones diferenciales de primer orden, conocidas como ecuaciones de estado o mediante una
ecuacio´n diferencial de n−e´simo orden. Sin embargo, esta u´ltima queda restringida a sistemas
con una sola entrada y una sola salida.
Las ecuaciones de estado, constituye un conjunto de ecuaciones diferenciales de primer orden,
que describe completamente el comportamiento del sistema que se quiere modelar. Este me´todo
de plantear el modelo matema´tico de un sistema es muy importante porque puede ser aplicado
a sistemas no lineales y sistemas multivariables. Donde [36]:
x1(t), x2(t), ..., xn(t) son las variables de estado del sistema en el tiempo t y u1(t), u2(t), ...,
up(t) son las entradas del sistema en el tiempo t.
Las ecuaciones de estado de entrada de un sistema lineal e invariante en el tiempo, se pueden
escribir de forma matricial como:
˙x(t) = Ax(t) +Bu(t) (4.22)
donde A y B son matrices constantes de dimensiones nxn y nxp, respectivamente.
Las ecuaciones de estado de salida de un sistema lineal e invariante en el tiempo, se pueden
escribir de forma matricial como:
y(t) = Cx(t) +Du(t) (4.23)
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donde C y D son matrices constantes de dimensiones qxn y nxp, respectivamente.
Las ecuaciones de estado de entrada, ecuacio´n 4.24, y salida, ecuacio´n 4.25, de forma matricial:
˙x1(t)
˙x2(t)
...
˙xn(t)

=

a11(t) a12(t) · · · a1n(t)
a21(t) a22(t) · · · a2n(t)
...
...
. . .
...
an1(t) an2(t) · · · ann(t)


x1(t)
x2(t)
...
xn(t)

+

b11(t) b12(t) · · · b1p(t)
b21(t) b22(t) · · · b2p(t)
...
...
. . .
...
bn1(t) bn2(t) · · · bnp(t)


u1(t)
u2(t)
...
up(t)

(4.24)

y1(t)
y2(t)
...
yq(t)

=

c11(t) c12(t) · · · c1n(t)
c21(t) c22(t) · · · c2n(t)
...
...
. . .
...
cq1(t) cq2(t) · · · cqn(t)


x1(t)
x2(t)
...
xn(t)

+

d11(t) d12(t) · · · d1p(t)
d21(t) d22(t) · · · d2p(t)
...
...
. . .
...
dq1(t) dq2(t) · · · dqp(t)


u1(t)
u2(t)
...
up(t)

(4.25)
Para el caso de la turbina eo´lica tambie´n se puede modelar sus ecuaciones como modelo de
espacios de estado. El modelo tiene dos entradas que son: la velocidad del viento v1 y la genera-
cio´n del torque a partir de la velocidad del viento, y produce como salida la velocidad angular
meca´nica wg, que es la u´nica variable medida a partir de la velocidad del viento, y el torque
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aerodina´mico Twg.
Se usa un me´todo estoca´stico para linealizar para´metros invariantes en el tiempo como lo es el
torque aerodina´mico donde, adema´s, se tiene en cuenta una perturbacio´n  [37]:
˙Twg = − 1
T
Twg +  (4.26)
donde T es la constante de tiempo del torque.
De el modelo de espacio de estados linealizado de la turbina eo´lica se conoce las variables de
estado x y las entradas u, donde el vector x es la forma:
x =
[
Twg
ωg
]
(4.27)
y la sen˜al de entrada en el sistema u representa el torque electromagne´tico generado por la
turbina:
u =
[
Te
]
(4.28)
Con referencia a las ecuaciones 1.10 y 4.26 se obtiene el modelo de espacio de estados con los
vectores x y u, y con la salida:[
˙Twg
ω˙g
]
=
[ − 1
T
0
− 1
Jeq
−Bm
Jeq
] [
Twg
ωg
]
+
[
0
1
Jeq
]
Te +
[

0
]
(4.29)
y =
[
0 1
] [ Twg
ωg
]
(4.30)
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Ape´ndice B: Para´metros de Simulacio´n
Los para´metros usados en el Generador PMSG se muestran a continuacio´n:
Ra 2.5 m
G 1
JH 0.5042 kg ·m2
η 1
ρ 1.2259
Tabla 4.1: Para´metros de la turbina.
R 3.3 Ω
Ls 0.04156 H
φm 0.48 Wb
np 3
Tabla 4.2: Para´metros del PMSG.
Los para´metros usados en el Generador DFIG se muestran a continuacio´n:
Rs 0.01 p.u.
Rr 0.009 p.u.
Lσr 0.18 p.u.
Lσs 0.07 p.u.
Lm 3.015 p.u.
ωs 1.2 p.u.
Tabla 4.3: Para´metros del DFIG.
Los para´metros usados en el Motor de Induccio´n se muestran a continuacio´n:
88
uq0 141.8 V
ud0 1.42 V
id0 16.434 A
iq0 11.910 A
ϕd0 0.192 Wb
ω 163.2 rad/s
h 0.01 s
Tabla 4.4: Para´metros iniciales para un torque constante alrededor del punto de operacio´n.
Rs 1.7 Ω
Rr 3.9 Ω
Lr = Ls 0.014 H
Lm 0.0117 H
np 2
J 0.00011 Kgm2
f 0.00014 Nm/rad/s
Tabla 4.5: Para´metros del Motor de Induccio´n.
Los para´metros usados en el Convertidor VSC Back-To-Back se muestran a continuacio´n:
Fuente de Voltaje AC (L-L) 380 V
Resistencia R = R1 = R2 0.04815 Ω
Inductancia L = L1 = L2 2.3 mH
Capacitancia DC 1762 µF
Frecuencia de Conmutacio´n 4 kHz
Tabla 4.6: Para´metros del Convertidor.
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Ape´ndice C: Relacio´n de Art´ıculos
Art´ıculos en revistas:
“Identificacio´n y Control Multivariable en Espacio de Estados de un Generador Eo´lico de
Imanes Permanentes”. Revista: E´psilon. Fecha: Oct. 2014. No. 22.
“Identification and Multivariable Control in State Space3 of a Permanent Magnet
Synchronous Generator”. Revista: Tecciencia. Fecha: Jul. 2014. No. 16. Vol. 9.
“Identificacio´n y Control por Estructuras Propias en Espacio de Estados de un Generador
S´ıncrono de Imanes Permanentes”. Revista: Dyna.En proceso de revisio´n.
Art´ıculos en eventos:
“Adaptive Optimal Multivariable Control of a Permanent Magnet Synchro- nous
Generator”, Poster. Evento: Transmission & Distribution Conference and Exposition -
Latin America (PES T&D-LA). Fecha: Sept. 2014. Lugar: Medell´ın, Colombia.
“Adaptive Multivariable Control of a Wind Energy Conversion System Based on Double-
Fed Induction Generator”. Evento: IEEE IV IAS Colombian Workshop on Industrial
Applications. Fecha: Sept. 2014. Lugar: Medell´ın, Colombia.
“Multivariable Controller Tuning using Genetic Algorithms for an Induction Motor”.
Evento: IEEE 4th Colombian Workshop on Circuits and Systems. Fecha: Oct. 2014. Lugar:
Bogota´, Colombia.
“Subspace Identification Methods and Multivariable Control for a Doubly-fed Induction
Generator”. Evento: ICONS 2015, The Tenth International Conference on Systems. Fecha:
Abr. 2015. Lugar: Barcelona, Espan˜a.
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