The identification and estimation of a semiparametric simultaneous equation model with selectivity have been considered. The identification of structural parameters from reduced form parameters in the semi parametric model requires stronger conditions than the usual rank condition in the classical simultaneous equation model or the parametric simultaneous equation sample selection model. The necessary order condition for identification in the semiparametric model corresponds to the over-identification condition in the classical model. Semiparametric two-stage estimation methods which generalize the two-stage least squares method and the generalized two-stage least squares method for the parametric model are introduced. The semi parametric generalized least squares estimator is shown to be asymptotically efficient in a class of semiparametric instrumental variable estimators. JEL classification number: 211
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Introduction
For the estimation of simultaneous equation sample selection models with parametric (normal) distl,lrbances, several methods are available in the econometric literature, e.g., Lee, Maddala and Trost [1980] , Lee [1981] , Amemiya [1983] and Newey [1987] . The approach introduced in Lee, Maddala and Trost [1980] combines Heckman's two-stage and Theil's two-stage least squares procedures. Amemiya [1983] considered a class of estimators derived from modified minimum distance procedures. Relative efficiency of such procedures has been considered in Lee [1981] ' Amemiya [1983] and Newey [1987] .
In this article, we will consider instrumental variable (IV) methods for the estimation of simultaneous equation sample selection models without parametric distributional assumptions. Semiparametric instrumental variable methods for the estimation of sample selection models have been considered in Powell [1987] (see also Robinson [1988] ). In Powell [1987] , since his interest is in general semiparametric instrumental variable methods, he has not focused attention on any specific simultaneous equation structures of the model. In this article, we are interested in the specific structure of simultaneous equation sample selection models. We investigate the problem of structural parameter identification, the role of identification conditions on semiparametric instrumental variable estimation, and the proper construction of instrumental variables from the system. We will also investigate the possible generalization of the (semiparametric) two-stage least squares estimation method and the construction of efficient semiparametric instrumental variable estimators.
* I appreciate having financial support from NSF under grant no. SES-9010516 for my research. The issues in this article are partially motivated by an empircial project under way with my colleagues Professors Mark R. Rosenzweig and Mark M. Pitt.
Semiparametric Simultaneous Equation Models with Selectivity and Instrumental Variable Estimation
In this article, our discussion will focus on the estimation of a single equation. The estimation of multiple equations can be easily generalized. Consider a single structural equation:
where y. is a latent endogenous variable, z· is a G1-dimensional row vector oflatent endogenous variables not including y., x is a K-dimensional vector consisting of all exogenous variables in the system, and xJ, where J is a selection matrix, represents the subset of exogenous variables included in this structural equation.
The reduced form equation of z· is (2.2) where 112 is a K x G 1 matrix and V2 is a G 1 row vector of disturbances. The endogenous variables y. and z· are well-defined in the whole population but their sample observations y and z are subject to selection.
The latent selection equation is d· = x(o + €, (2.3) where d· is a latent variable. The values of y and z are observable if and only if d· > O. As in Ichimura [1987] and Powell [1987] , we consider the index model framework where the joint distribution of (Ul, V2, i) conditional on x can be a function of the index x(o. Such a framework is slightly more general than the case where the disturbances are independent with x.
Conditional on dt > 0 and Xi, (2.1) implies that (2.4) where (2.5) Let K(·) be a kernel function with a bandwidth parameter an (Silverman [1986] or Bierens [1985] ). Let w = (z,xJ) and !30 = (Qo, 10) . For any possible value of (!3,() of (!3o,(o), the conditional expectation where n is the sample size for the observations of (y,z,x) conditional on d* > a (Ichimura [1987] ). Given a vn-consistent estimate ( of (, Powell [1987] has proposed an instrumental variable method for the estimation of ,B from the following equation:
where
En(slxj() = Lj~j sjK("',>;: .. "'j()/ Lj~j K("',(: .. "'i() for any random variable s (see also Robinson [1988]). Instrumental variable methods require the construction of instrumental variables for the transformed variables Wj -En (wlx() (Powell [1987]). A simple instrumental variable estimator with instrumental variables
p can be (2.8) However, due to the technical difficulty of handling the denominator in the nonparametric regression function in (2.6), some modifications are needed to overcome this difficulty. Various ways have been introduced in the literature. Powell [1987] uses the denominator in (2.6) as the weight in the summations of (2.8) so as to cancel the denominator of (2.6).1 An alternative suggestion is to trim the tails of the distribution of x or the index x( (Robinson [1988] The trimming procedure is preferred so as not to complicate the proper function of weighting.
As in the classical simultaneous equation model, the consistency of IV estimators depends on proper instruments constructed from the list of exogenous variables x in the system. Consistency of the IV estimators is possible only if the structural equation is identifiable. In subsequent sections, we will first address the identification problem of this system. Problems on how to select proper instrumental variables and the construction of efficient IV estimation of (2.7) will then be considered.
The estimation method can be generalized to cover more general cases where the selection mechanism is determined by several inequality conditions, for example, models with polytomous or sequential choices. 
and (3.3)
As shown in Ichimura [1987] for the single index model, (0 in the selection equation (2.3) can best be identified up to an unknown scale. When the regressors in z are all qualitative variables, (0 can not even be identified up to a scale. Identification requires the presence of a relevant continuous exogenous variable of which the coefficient has a known sign. A convenient normalization (Ichimura [1987] ) is to set such a coefficient to be unity. Contrary to the classical simultaneous equation model, the reduced form parameter vectors ""1 and Ih in (3.1) and (2.2) are not identifiable. This is so because Z""1 and z(o contain the same set of variables z and they can not be distinguished from each other in (3.2) . Similarly, this is so for zll2
and z(o. This identification problem has been studied in Ichimura and Lee [1988] and Powell [1987] in the analysis of index models with nonparametric regression functions. The same conclusion has been derived in Chamberlain [1986] from the nonparametric likelihood function of the model. Even though ""I and 112 are not identifiable, some transformations of them can be identified.
With the normalization suggested by Ichimura [1987] , let z(o = Z1 + Z2bo, where Z1 is a continuous exogenous variable. Conformably, Z""1 = Z1""U + Z2""12. zll2 = Z1""~1 + z21122. and Z'Yo = Z1'Yo,1 + Z2'Yo,2·
The reduced form equation (3.1) can be rewritten into (3.4) (3.5) (3.6) and (3.7) The index It follows from (4.1) and (4.4) that (JS2LS is an IV estimator with x2iIw as the instrumental matrix for W in the estimation of (2.7). Define the residual matrix Therefore, under the assumption that C is nonslngular,
The rank identification condition that IIw has full column rank is necessary for the limiting matrix in (4.8)
to be nonsingular. Equations (2.7) and (4.1) imply that
(JS2LS is a consistent estimator of f30.
, the asymptotic distribution of (JS2LS can be derived from (4.9).
Let eo denote (ep(c5 o ), e(l-p)(c5 o )). As shown in (A.5.8) of the appendix, It follows that 13) where (4.14)
Semiparametric Generalized Two~-Stage Least Squares Estimation
The S2LS in (4.1) is simple, but it is not an efficient IV estimator for theestimation of (2.7) because it has not incorporated the complicated covariances structure of Uni in estimation.
The disturbance Uni in (2.7) can be decomposed into three components:
The first component represents the disturbance Utli in the structural equation ( 
An alternative SG2LS estimator is
It can be shown that these two estimators have the same asymptotic distribution. 4 The computation of ;3sG
is simpler, but the data transformations in ~SG are intuitively appealing.
Substituting (2.7) into (5.6) and (5.7), 
by (4.5), (4.7) and (4.14). Hence PSG is asymptotically efficient relative to iiS2LS' The asymptotic efficiency of PSG relative to 13 p follows from the following inequality: In this article, we have considered only single equation estimation methods. These methods can be generalized to the estimation of system equations by some semiparametric three-stage procedures. For the semiparametric sample selection model (without simultaneity), an asymptotically efficient estimator, in the sense that its asymptotic covariance matrix attains the semiparametric lower bound in Chamberlain [1986] , has been derived in Lee [1990] . Such an estimator is a semiparametric maximum likelihood estimator. With the reduced form equations estimated by such a method, the structural parameters may then be estimated by Amemiya's minimum distance procedure (Amemiya [1978] and [1983] ). One might conjecture that such a structural estimator could be an asymptotically efficient semiparametric estimator. Any any rate, such an estimation method is not a simple instrumental variable method. (2) The parameter space e of 6 is a compact subset of a finite dimensional Euclidean space, and 6 0 is in the interior of e. (4) {an} is chosen with a rate such that limn ..... oo ~a~1+6/,.)(m+2)+2 = 00, and limn ..... oo na~(m+2) = 00, but 5 The boundedness of D is inessential. Relaxing this assumption will make our analysis relatively more complicated. In practice, kernel functions with bounded support are simpler to compute. (1) The density function p(tI6) of t = x( in Rm is positive everywhere for each 6 E e. It is differentiable everywhere with t to the order s·, and these derivatives are continuous at (t,6) everywhere. where s = (y,z,x) and i = (l,x) , is differentiable everywhere with t to the order s· + 1, and these derivatives are continuous at (t, 6) everywhere. 7 where s = (1, y, z, x) and i = (1, x) , is continuous at (t,6) everywhere. 
(3) E(lIs
n IS C osen sue at Imn _ oo In n n = 00, an Iffin_oo n n = 00, ut Iffin_oo n n = o. 
where E* denotes the unconditional expectation taken with the whole population. Assumption 1(5) is the rank identification condition, and Assumption 1(6) is for the limiting distributions of the S2LS and SG2LS
estimators to be well-defined with the Vn rate of convergence.
The kernel function K with a bounded support in Assumption 2 has implicitly the following properties:
fD IK( v )Idv and fD IIvll'°IK( v)ldv are finite; K( v) and its first order derivatives are bounded; and K( v) and
8~tJ) go to zero at their boundary.
The conditions in Assumptions 3 and 5 can be justified by some basic regularity conditions on the distributions of the variables in the models. However, the above assumptions are more direct. As an illustration, let !(x1Ix2) be the density function of Xl conditional on X2. Rk. Let .n:. = e}n(il,"" ik)lil,"" i" are integers} and let 8 n be a point in .n:. closest to 8 n under II . II.
The {6n } is a discretized sequence of estimates of 0 0 , Let enp and e~(l-p) be respectively the pth sample quantile and the (1 -p)th sample quantile of the observations of Xi', i = 1"", n, where x'n = Xl + X26n.
Observations of Xi( will be trimmed whenever their values lie outside Tn, where
The discretization device provides some technical simplification for our asymptotic analysis. enp and en(l-p) can be shown to be y'n-consistent. Since 8 n is y'n-consistent and 118 n -6 n II~ "Tn,
i.e., 6 n is also y'n-consistent. As n tends to infinity, tn(x(,in) will converge in probability to an indicator function Ir(x(o), where T =
The above trimming procedure can be generalized to models with multiple indices. For each index, it can be trimmed with t~e univariate function tn(x(,en) above. The smooth trimming function can then be the product of all such univariate trimming functions. 10 The rate of convergence of h n is designed to justify our asymptotic analysis.
A.4 SOME USEFUL ASYMPTOTIC PROPERTIES OF NONPARAMETRIC FUNCTIONS:
The 
IZj -!{E[c(z,Zj,8)lt(Zj,8),Zj,8]g(t(z;,8)18)}
Z.,' an = O(a~·).uniformly in (Zj, 8). Then [ a2 K (t(Z;,8)-t(z,8») 1 2 lim sup E c(z,zj,8) 1+2 a a a.. Iz; -aaa ,{E[c(z,zj,8)lt(zj,8),Zj,O]g(t(Zj,8)18)} n-oo z;,8 a~ V v' v V = o.
TaXS
(A.4.9) 11 The trimming of indices is designed mainly for this purpose. Otherwise, trimming would not be needed.
Similarly, under Assumptions 3(3) and 3(4), Lemmas 1 and 4 imply that iflim n _ oo Innn a~1+6/r)(m+2)+2 = 00, (A. 4.10) The following propositions and lemmas will be used repeatedly for our subsequently asymptotic analysis in Appendix A.5. They are summarized here because they are of interest on their own and provide convenient reference. Proof: 
for some ~ > o. 
= J E[a(s)let,p, t(2), Oo]J(A(slel,p, t(2), 00 »F(t(2)' e)g(el,p, t(2)160 )dt(2)·
Proof:
Let N(~1,P) be a compact neighborhood of ~1,p. By Lemma 1, as
(6,f)EexN(Cl,,) n ;=1 n n n n By Lemma 2, _ sup
n n where gl(·18) is the marginal density of X(l' Since E(la(s)I/6,n, 6)gl (6,nI6 ) is bounded on e for large n, it follows that
6Ee n ;=1 n n and hence (*) goes to zero in probability. Similarly, by Lemma 1,
it follows that
-J E[a(s)16,p, t(2), 6]J(A( Slel,p, t(2). 6))g(e1,p. t(2) 16)F(t(2). e)dt(2) I ~ sup IE[a(s)lel,np + hnwt, t(2). 6]J(A(slel,np + hnwt, t(2). 6))g(el,np + hnwt, t(2)16)
OEe,wl,t(l) If s > r/2, lim n _ oo na~r = 00, and liffin_oo na~' = 0, then Proof: The proof of this lemma can be found in Lee [1990] . 
-E[a( s )le1,p. t(2). 6]J(A( Slel,p. t(2). 6»g(6,p, t(2)16) I· J IF(t(2). e)ldt(2) + J sup /E[a(s)lel,p, t(2). 6]J(A(slel,p. t(2). 6))g(el,p, t(2)16)1' IFn(t(2)' en) -F(t(2). e)ldt(2)
lim n _ oo foa~ = 0 and lim n _ oo na~ = 00.
Ifth(s) and t/l2(s) are zero a.e., then On the other hand, if E{[1h(s) + tP2(S)][tPl(S) + tP2(S)]'} = E which is nonzero, then
Proof: The proof of this lemma can be found in Lee [1990] . See also Powell, Stock and Stoker [1989] for a result similar to the second part of the lemma. 
The conclusion of the proposition follows from Lemma 6.
Q.E.D. 
where By (1), E(~n(Sj,sj,an)ls;) converges to zero a.e. On the other hand,
by condition (2), it follows that, by the Lebesque convergence theorem and condition (4),
The result of the proposition follows from the second part of Lemma 6.
The result of the proposition follows from the first part of Lemma 6.
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Q.E.D.
A.5 ASYMPTOTIC PROPERTIES:
The propositions in Appendix A.4 can be used to derive the asymptotic properties of our estimators. (A.5.4) .
Furthermore,
The asymptotic distributions of ~n X 2 ' fl. n , _1 X' A-I fl. and _1 8E .. UUl A-I fl. can be derived from 
, n " i=l ..
Proposition 1 implies that
and C 2 ,n converges to zero in probability. As liIlln_oo Innn h~1+4/") = 00, Proposition 2 implies that C 3 ,n and C 4 ,n converge to zero in probability. To simplify notations, let Ani = (n-~) Since lim n _ oo na~m = 00 and lim n _ oo na~·· = 0, Rn converges to zero in probability by Proposition 3.
As lim n _ oo na~ = 00, Ln converges to zero in probability by Proposition 4. Hence 
Ince IIIln_oo nan
= 00, lm n _ oo nan = , lIIln_oo n n = 00, an lm n _ oo n n = 0, where r is in (5.13).
For the instrumental variable estimator in (5.18), 
