Feature points and object edges are two kinds of primitives which are frequently used in target tracking algorithms.
INTRODUCTION
In recent years, object tracking technology has achieved gratifying successes. Many excellent tracking algorithms have 1 LI Wei(1982～), E-mail：liwei@sia.cn. been exploited, like Mean-Shift [7] 、 LK [6] and Hyperplane approximation [5] etc. They have been widely used in various applications and have good performances. But there is still a need for systems which can adapt to wide baseline conditions. When there is a very rapid translation、rotation or acceleration, many algorithms ' preconditions will not be satisfied. In such situations, we should use wide baseline matching technologies. Wide baseline matching technologies have many advantages, like tolerate large view angle 、abrupt moving and occlusions. SIFT [3] is one of the most famous algorithms which extract affine invariant feature points. It resists scale and angle changes and has very high feature position precision. So many good characteristics convince us to select SIFT as the feature points extraction and matching operator in our algorithm. In our application, we want to track a plane in a cluttered environment. We all know that the transformation between two planes can be represented by a homography. In this paper, we will use homography to track the plane. But there are many obstacles to compute the homography between two planes in our application. First, we must abstract feature points from images, then match these features to find correspondences. Second, as these feature points are not all lying in the same plane, we must recognize which feature points are lying in the plane and which are not. Generally speaking, this is a difficult work. To reduce the interference, we use object boundary to identify where the object area is. Using gradient-based edge detection algorithm to find object boundary is not feasible, since we can extract many irrelative edges. In this paper, I would point out the object boundaries in the initialization of the tracking manually.
Consequently, we track these boundaries use the texture boundary detection algorithm [2] . After we have detected the object boundary, we only concentrate on the object area in the image. Use this tactic, we have reduced the interference and improved the tracking performance.
TEXTURE BOUNDARY DETECTION
Ali Shahrokni [2] has proposed a texture boundary detection algorithm for real-time tracking. This algorithm differs from the conventional gradient-based edge detection. It is inspired by the earlier work [8] [4] on edge-based tracking that starts from the estimated projection of a 3-D object model and performs a line search in the direction perpendicular to the projected edges to find the most probable boundary location. Therefore, it is very fast and can be incorporated into a real-time tracking procedure. The conventional gradient-based methods usually detect too many irrelative edges, especially in the image which has a rich texture. These irrelative edges lead the object boundary detection difficult.
Texture boundary detection algorithm [2] is designed to work even when neither of the textures on either side of the boundary is known a priori. Hidden Markov random fields [9] appear naturally in problems such as image segmentation, where an unknown class assignment has to be estimated from the observations at each pixel. Although texture boundary detection algorithm using Hidden Markov random fields to establish a statistical model, it is different from image segmentation.
. Scanning a line in the normal direction of the object boundary to find the texture crossing point c.
A texture is modeled as a statistical process which generates a sequence of pixels.
is a sequence of n pixel intensities. It is assumed to have been generated by two distinct texture processes each operating on either side of an unknown change-point, as show in Figure1. A change-point c is selected uniformly at random from the range [1, n] .
Then the sequence has been divided into two parts. One is the sequence S 1 c and the other is S c+1 n . Assume that the pixels in S 1 c are produced by a texture process T1 and the pixels in S c+1 n are produced by a texture process T2. The task is then to recover c from S1 n . It corresponds to finding the c that maximizes:
After each boundary point c has been detected, a boundary line is fitted by PROSAC [1] (Progressive Sample Consensus)from this c point set. The result is shown in Figure2.
Figure2. Texture boundaries that have been detected
FUSING OBJECT BOUNDARY AND FEATURE POINTS FOR TARGET TRACKING
Figure3 is the flow chart of our algorithm. We will explain these steps in detail in the following paragraphs. 
Detecting and matching SIFT [3] features
In the first image of the sequence, we select the object boundary manually. Surround the object boundary, we choose a larger square area which encloses the object area. This square area will be referred to as surround area in this paper.
The reason why we choose a bigger area is for robustness. We must assure that the target is in the surround area. Then we detect SIFT features in surround area. In a new frame, SIFT features are detected over the image. Then match these SIFT features with the SIFT features in the surround area of the previous frame to find correspondences.
Computing the homography by PROSAC [1]
Our final aim is to compute homography transformation parameters. We use the PROSAC algorithm to recover the homography from these correspondences. PROSAC is a consensus estimator of the hypothesize-and-verify type. The PROSAC algorithm exploits the ordering structure of a set of tentative correspondences, assuming that the ordering by similarity computed on local descriptors is better than random.
is a pair of feature correspondence. is a homogeneous 3-vector. To compute a homography, we need four pairs of correspondences. The solution h of equation (2) is the potential homography [10] .
The potential h should be verified. For each feature correspondence, computes its transfer error by equation (3) . If this error is below a predefined threshold, the correspondence is classified as an inlier. As illustrated in Figure 4 , those eight solid black circles represent four correspondences used to compute the potential H. The dashed circle represents the 0 0
correspondence which is used to verify the potential H. The potential H that has the most inliers is the homography which we want to recover. Figure 4 . Illustration of the hypothesize-and-verify
Detecting object boundary
Once we have recovered the homography, we project the previous target boundary onto this image. But it is not the final position of the target boundary. It is just used as the initialization for the texture boundary detection algorithm to find the real boundary. It must be pointed out that we do not project the target boundary points directly, because the homography is the transformation between the points lie on the same plane. The object boundary points maybe do not consistent with the homography. So we choose the points near the object boundary that lie on the target side. And it has no impact on the texture boundary detection.
EXPERIMENTS
To verify the performance of our algorithm in wide baseline cases, we select three pairs of images which have interference of the background, while our algorithm tracks the object well owing to the matching area restriction. 
CONCLUSION
In this paper, we have demonstrated how to fuse edges and feature points for target tracking. Feature points correspondences can be used to calculate the homography between successive images. This homography helps us to locate the target boundary. Highly textured targets and clutter may produce too many irrelevant edges, so it is not suitable to use gradient-based methods to detect edges. In this paper, we use texture boundary to replace gradient-based edges.
Texture boundary divides feature points into two sets. One contains feature points that lie on the target; the other is consisted by feature points that lie on the background. We only match the prior set with the new feature set, leads to a reduction of interference and improvement of robustness. In future work, we want to improve the accuracy of target boundary projection and detection.
