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1 Introduction
1.1 Motivation
The topic of energy and resource efficiency has been of interest for a long time. It
has become even more important over the recent years as not only economical but also
ecological aspects are taken into consideration. The research cluster “Energy-Efficient
Product and Process Innovations in Production Engineering” (eniPROD®), which is part
of the excellence initiative of the german federal state of Saxony, was founded with the
goal to contribute to this research topic. The focus lies on the vision of a highly efficient
and nearly emission-free factory, whereas the transferability of the results to as many
fields as possible also plays a significant role.
Reliable information on the stability of structural elements is crucial for the construc-
tion of energy-efficient machines. This is where the need for numerical simulation arises.
A highly accurate and efficient simulation of mechanical components can help to improve
energy efficiency in many ways. First of all, it helps to improve the efficiency of the final
product by giving the engineer an easy method to compare different versions and find
out which one is best. Moreover, together with practical tests, the simulation ensures
the security of the product by checking safety margins. Finally, an efficient and accurate
simulation procedure also reduces the energy consumption during the design phase of a
product because it consumes less energy and time than the production and testing of
a prototype. While simulation does not render prototypes obsolete, it can reduce the
number of prototypes needed for the final product.
One of many interesting subfields of eniPROD is lightweight construction. Although
the production of lightweight parts often consumes higher amounts of energy than those
of standard parts, there is the potential for high savings in the operational phase. An
important class of materials in this field are fibre-reinforced polymers (also called fibre-
reinforced plastic, FRP). This kind of material is a composite made of fibres, which
feature a high strength and stiffness, and a surrounding polymer, which holds the fibres
together. Typical materials for the fibres include glass, carbon, aramid, and other anor-
ganic materials, but also organic fibres such as wood or viscose are useable for certain
applications. The material as a whole is stiffer and stronger in fibre direction than or-
thogonal to it. This behaviour of such composites has to be taken into account for their
simulation. This can be done on a macroscopic scale by using a transversely isotropic
material law.
Many lightweight parts feature thin structures. These can usually not be simulated
with standard simulation approaches for the 3D case and require special models. An
often-used approach for FRP parts is the concept of laminates. Several layers of uni-
directional FRP, where all fibres are oriented in the same direction in each layer, are
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combined with different orientations to account for different load cases. One method
amongst others to model such structures is the classical laminate theory, an extension
of plate theory.
The goal of this work is to enable the simulation of fibre-reinforced 3D structures
and laminates with the adaptive finite element method. The finite element method is
well-known among engineers; it is a widely used tool for the simulation of mechanical
problems. The underlying partial differential equation is discretised based on a mesh of
the original body. Computing local stress peaks with a high accuracy normally requires
a fine mesh resulting in long computation times. Thus, an important extension to this
method is the concept of adaptivity. Instead of doing a single run with a fixed mesh,
the simulation runs several times with an adaptively refined mesh. Critical spots are
automatically detected with the help of an error estimation process, and the mesh is
refined only where it is needed. A coarse initial mesh evolves into a locally refined
solution-oriented mesh in several steps. The combination with an efficient iterative
solver gives an overall very effective method which combines high accuracy and fast
computation times.
1.2 Organisation of this work
The rest of the current chapter is dedicated to some remarks about the notation used
in this work and some auxiliary definitions, especially about tensors. The basic theory
for describing the deformation problem of elastic solid bodies is given in chapter 2. The
third chapter introduces the transversely isotropic material law. Chapter 4 shows how
the membrane and plate theory are combined into the classical laminate theory. The
discretisation of both the 3D problem and the laminate problem by means of the finite
element method is the topic of the fifth chapter.
The next two chapters deal with two key aspects of the adaptive finite element method,
the solution of the system of equations and the error estimation process. These chapters
include the main results of the work. Firstly, a spectral equivalency bound shows the
applicability of a simple combination of preconditioners for the classical laminate theory
problem. Secondly, an error estimator for this problem is developed from existing error
estimators for the membrane and plate problems.
Chapter 8 gives some details how the ideas of the previous chapters have been im-
plemented. Numerical results achieved with this implementation are presented and dis-
cussed in the next chapter. Finally, concluding remarks and an outlook on possibilities
for the continuation of this work are given in chapter 10.
1.3 Notation and basic definitions
Throughout this dissertation we use the following conventions for writing variables. Sca-
lars as well as vectors are represented by latin or greek italic letters (A, a, α). Matrices
are additionally underlined (A, a, α). First-order tensors are written in bold type latin
2
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letters (A,a), while second-order tensors are written in either bold calligraphic latin up-
percase letters or bold greek lowercase letters (A,α). Fourth-order tensors are denoted
exclusively by fraktur latin uppercase letters (A).
Tensor spaces
The space of all tensors of order m over R is denoted by Tm, with T0 = R. A first-
order tensor is understood as a directed quantity, for example the difference between
two spatial points. Unlike vectors, tensors are not inherently associated with a special
coordinate system. Tensors can be written as the linear combination of coordinates with
any set of basis tensors. In the example
a =
nD∑
i=1
aiGi,
the ai are the coordinates of the tensor a in the basis {G1, . . . ,GnD} with nD denoting
the space dimension. In this dissertation we consider only the cases nD = 2 and nD = 3.
The coordinate form of tensors can be written shortly by using Einstein’s summation
convention. If the same index occurs twice in a single term, it implies summation over
this index taking values from 1 to nD. The upper example simplifies to
a = aiGi.
If one only considers a fixed basis, first-order tensors can be represented by their co-
ordinate vector
a = aiGi ↔ [a1, . . . , anD ]T.
The scalar product of first-order tensors, which is also called dot-product or contraction,
can be defined with the help of the Euclidean scalar product of their vector representa-
tions in the Cartesian orthonormal standard basis {e1, . . . , enD} as
a·b = a¯ib¯i ∀a = a¯iei, b = b¯iei ∈ T1.
The basis elements fulfil
ei ·ej = δij
with the so-called Kronecker delta
δij :=
{
1 if i = j
0 if i 6= j .
Second-order tensors are defined as linear maps of first-order tensors onto first-order
tensors by a dot product, so
A·b ∈ T1 ∀A ∈ T2, b ∈ T1.
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Any pair of two first-order tensors, also called dyadic product or tensor product of first-
order tensors, forms a second-order tensor
ab ∈ T2 ∀a, b ∈ T1.
Any second-order tensor can be written as a linear combination of such pairs. Thus,
the following linear operations are defined for this simplest form only and are extended
naturally to the whole space T2. The contraction of higher-order tensors is already
well-defined by the first-order case with
ab·cd := a(b·c)d = (b·c)ad ∈ T2 ∀a, b, c,d ∈ T1.
For tensors of at least second order, one can naturally define the double contraction,
also called double dot product, by
ab :cd := a(b·c) :d = (b·c)(a·d) ∈ R ∀a, b, c,d ∈ T1.
One observes that each contraction reduces the order of the resulting tensor by two in
comparison to the according tensor product. The transpose and the trace of a second-
order tensor are defined as
(ab)T := ba ∈ T2, tr(ab) := a·b ∈ R ∀a, b ∈ T1.
Denote the second-order identity tensor with I. This tensor is defined by the property
I ·a = a ∀a ∈ T1.
It holds
A :I = trA ∀A ∈ T2.
Second-order tensors which fulfil
AT = A
are called symmetric. The space of symmetric second-order tensors is denoted by Ts2.
The space of antisymmetric second-order tensors Ta2 consists of all tensors of T2 which
fulfil
AT = −A.
Remark 1.1. The symbol “⊗” is usually used in the literature to indicate the tensor
product, and the symbol “·” for the contraction is sometimes omitted. In contrast, we
omit the “⊗” for shortness, but we never omit the “·”.
Fourth-order tensors are defined analogously as linear maps of second-order tensors
onto second-order tensors by a double contraction, so
A :B ∈ T2 ∀A ∈ T4, B ∈ T2.
They are linear combinations of quadruples of first-order tensors. The double contraction
for quadruples and pairs of first-order tensors takes the form
abcd :ef := (d·e)(c·f)ab.
The space of fourth-order tensors which map Ts2 onto itself is denoted by Ts4.
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Remark 1.2. In the literature one can also find the definitions
ab :cd := (a·c)(b·d),
abcd :ef := (d·f)(c·e)ab,
and other variants differing from ours, which makes comparing results difficult. Fortu-
nately, mostly double contractions with symmetric tensors are considered in this disser-
tation. The results look the same in such cases regardless of the chosen definition for
the double contraction.
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The basic theory needed for solving mechanical deformation problems is recapitulated
in this chapter. There exists plenty of literature on the topic. Because everything in
this chapter is well-known albeit from slight differences in the notation, we do not give a
reference for every single formula. Our main sources are [Meyer, 2007] for the tensorial
formulation and [Bower, 2009] as well as chapter VI of [Braess, 2007] for the mechanical
background.
Starting from the general case of large deformations, also the equations for the case
of small deformations are derived. Our analysis is restricted to linearly elastic material.
2.1 Differential geometry
2.1.1 Initial and deformed domain
We consider the initial domain Ω to be given via a parametrisation
Ω = {X(η) ∈ R3 : η ∈ P ⊂ R3}, η = [η1, η2, η3]T.
Let Ω be bounded, open, and connected. Let the boundary
Γ := ∂Ω
be Lipschitz-continuous.
The covariant tensor basis Gi is defined as the set of derivatives of the spatial points
X with respect to the parameters ηi, which is written as
Gi =
∂
∂ηi
X(η), i = 1, 2, 3.
The uniquely defined first-order tensors Gi which form a biorthogonal system together
with the Gj are called the contravariant tensor basis. They fulfil
Gi ·Gj = δij :=
{
1 if i = j
0 if i 6= j ∀ i, j = 1, 2, 3.
An integration over the domain Ω is always traced back to an integral over the parameter
space, so ∫
Ω
. . . dΩ =
∫
P
. . . [G1,G2,G3] dη1 dη2 dη3,
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with the volume element being transformed by the scalar triple product [G1,G2,G3]
of the covariant basis. Analogously to the well-known scalar triple product for vectors,
it can be defined as the determinant of a matrix whose columns are formed of the
coordinates of the given tensors in the Cartesian standard basis while respecting the
given order.
The gradient operator in the initial domain is defined as
Grad := Gi ∂
∂ηi
,
GradA = Gi ∂
∂ηi
A
(2.1)
with the use of Einstein’s summation convention. The divergence operator is defined as
the dot product from the left-hand side with the gradient operator;
DivA := Grad ·A.
The gradient operator enlarges the order of a tensor by one; the divergence operator
reduces it by one.
The given versions are also called left-gradient and left-divergence. In the literature
one can also find the right-gradient and right-divergence with the operators being applied
from the right-hand side. Results for left-operators carry over to the syntax of right-
operators with slight adaptions, as shown for example in [Irgens, 2008], section 4.4.2.
For instance, the right-gradient of a first-order tensor is the transpose of the left-gradient
of the same first-order tensor. If one compares results of different articles or books, one
has to mind the used syntax.
The deformation U is defined by the mapping
X 7→ x, x = X +U(t,X) ∀X ∈ Ω, t ∈ [0, tend].
Because of the one-to-one mapping X ↔ x ∀ t , one can consider x(η) as parametrisation
of the deformed domain
Ωt = {x(η) : η ∈ P}
for any fixed t. In the following we restrict ourselves to the static case and neglect the
dependence on time. The symbol t is only used as an index to indicate quantities which
are related to the deformed state.
Analogously to the undeformed domain, the co- and contravariant bases gi, gi of the
deformed domain are defined as
gi := ∂∂ηix(η), i = 1, 2, 3,
gi ·gj = δij ∀ i, j = 1, 2, 3.
The gradient operator and divergence operator take the form
grad := gi ∂
∂ηi
,
divA := grad ·A.
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2.1.2 Strain tensor
A characteristic quantity of a deformation is the deformation gradient F , which is given
by
F := (Grad x)T = (Grad(X +U))T = I + (GradU)T,
F = (Gi ∂
∂ηi
x)T = (Gigi)T = giGi.
With the help of the deformation gradient, one can define the right Cauchy–Green tensor
C := FT ·F
and the Green–Lagrangian strain tensor
E(U) := 12(C − I) =
1
2
(
GradU + (GradU)T + GradU ·(GradU)T). (2.2)
The latter is a measure for the ratio of the total deformation to the initial dimension of
a body. In the case of small deformations, it is sufficient to use only the linearised part
ε of E,
ε(U) := 12
(
GradU + (GradU)T
)
, (2.3)
which is simply the symmetrised gradient of U .
2.2 Energy functional
Let the boundary of Ω be split into two parts, the Dirichlet boundary ΓD and the
Neumann boundary ΓN, which fulfil
ΓD ∩ ΓN = ∅, ΓD ∪ ΓN = Γ = ∂Ω.
Let the Dirichlet boundary have a positive 2-dimensional measure. The mathematical
model for mechanical deformation problems is to find a minimiser for the deformation
energy functional, i. e.
minimise ϕ(U) =
∫
Ω
ψ
(E(U), X) dΩ− l(U) over U
s. t. U = gD on ΓD
(2.4)
with the specific strain energy ψ and the linear form
l(U) :=
∫
Ω
ρf ·U dΩ +
∫
ΓN
gN ·U dS.
The integral over ψ represents inner forces of the mechanical body and l accounts for
volume loads and boundary forces.
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Define the function space V0 and the linear manifold Vg by
V0 := {U ∈ H1(Ω)3 : U = 0 on ΓD},
Vg := {U ∈ H1(Ω)3 : U = gD on ΓD}.
(2.5)
The above problem can be solved via the necessary optimality condition
find U ∈ Vg with
ϕ′(U ;V ) = dϕ(U)dU · V = 0 ∀V ∈ V0. (2.6)
The first linearisation ϕ′(U ;V ) of ϕ is the Fréchet-derivative of ϕ with respect to U
applied to the direction V .
The first and second derivatives of ψ with respect to the strain tensor are the 2nd
Piola–Kirchhoff stress tensor
T := ∂ψ
∂E ∈ T
s
2 (2.7)
and the elasticity tensor
C := ∂T
∂E ∈ T
s
4, (2.8)
which is also called material tensor or stiffness tensor. With this the linearisation of ϕ
can be written as
ϕ′(U ;V ) = dϕ(U)dU · V
=
∫
Ω
∂ψ
(E(U), X)
∂E(U) : E
′(U ;V ) dΩ− l(V )
=
∫
Ω
T (U) : E ′(U ;V ) dΩ− l(V ).
(2.9)
2.2.1 Linearly elastic material law
The material law, also called constitutive law, determines the relation between the
stresses T (U) and the strains E(U). Elasticity is a special case of material behaviour.
If an elastic material is deformed under an external load, it returns to its original state
when the load is no longer applied. In reality many materials behave elastically if the
load is below a certain value, the yield point of the material. Higher loads cause plastic
deformations, which means that a part of the deformation is irreversible. In this case
the material does not return to its original form when the load is no longer applied, and
the model of elasticity is no longer valid.
Elasticity is characterised by the existence of a direct mapping between stress and
strain, unlike in plasticity where the history of a deformation plays a role. In most cases
the mapping is linear for small loads up to the elastic limit of the material. After that
point non-linear elasticity occurs until finally plasticity sets in.
9
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For one-dimensional problems linear elasticity is equivalent to Hooke’s law: the force
that is needed to extend or compress a spring by some distance is proportional to that
distance. For continuous media, force and distance are replaced by the area-related
quantities stress T and strain E. This leads to the formula
T (U , X) = C(X) :E(U) (2.10)
with the elasticity tensor C from (2.8). The dependence of the elasticity tensor on the
spatial variable X accounts for bodies consisting of different materials. In the linearly
elastic case, the material law is completely described by the elasticity tensor. The specific
strain energy follows as
ψ
(E(U), X) = 12 E(U) :C(X) :E(U).
The energy functional (2.4) takes the form
ϕ(U , X) = 12
∫
Ω
T (U , X) :E(U) dΩ− l(U)
= 12
∫
Ω
E(U) :C(X) :E(U) dΩ− l(U),
and the linearisation (2.9) yields
ϕ′(U , X;V ) =
∫
Ω
E(U) :C(X) :E ′(U ;V ) dΩ− l(V ). (2.11)
With this the problem (2.6) reads
find U ∈ Vg with∫
Ω
E(U) :C(X) :E ′(U ;V ) dΩ = l(V ) ∀V ∈ V0. (2.12)
2.2.2 Equilibrium of forces
Instead of the minimisation of a given energy functional, the problem (2.12) can also
be derived from the equilibrium of forces in the body. The partial differential equation
describing this equilibrium is given by
divσ + ρtf = 0 ∀x ∈ Ωt.
The differential equation supplemented with Dirichlet and Neumann boundary condi-
tions forms a boundary value problem. The used symbols are the symmetric Cauchy
stress tensor σ and the volume force density ρtf .
In order to state the variational formulation, a test function of the form
V = V (t,X) ∈ V0,t := {U ∈ H1(Ωt)3 : U = 0 on ΓDt ∀ t}
10
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is used. By multiplication with V , integration over the domain, and using integration
by parts together with Gauss’ theorem, one gets the variational formulation∫
Ωt
σ : (gradV )T dΩt =
∫
Ωt
ρtf ·V dΩt +
∫
∂Ωt
n·σ ·V dSt (2.13)
with the outer normal n of Ωt. The variational formulation is also called weak formula-
tion of the boundary value problem. The symmetry of σ yields
σ : (gradV )T = σ :gradV = σ :
(
1
2(gradV )T +
1
2 gradV
)
= σ :ε(V ).
The integrals are performed over the deformed domain Ωt, which is not known. This
problem is overcome by a transformation to the initial domain Ω0 = Ω. For details,
see for example [Meyer, 2007], section 3. The second Piola–Kirchhoff stress tensor from
(2.7) and the Cauchy stress tensor are related by
detF σ = F ·T ·FT.
After carrying out all the transformations and plugging in the linearly elastic material
law, one arrives at the formulation
find U ∈ Vg with∫
Ω
E(U) :C(X) :E ′(U ;V ) dΩ =
∫
Ω
ρf ·V dΩ +
∫
ΓN
gN ·V dS ∀V ∈ V0,
which is identical to the problem (2.12) derived from the energy functional.
2.2.3 Large deformations
Problem (2.12) features the linearisation of the strain tensor. We recall its definition for
the general (i. e. large deformations) case from (2.2), which reads
E(U) = 12
(
GradU + (GradU)T + GradU ·(GradU)T).
The linearisation takes the form
E ′(U ;V ) = 12
(
GradV + (GradV )T + GradU ·(GradV )T + GradV ·(GradU)T).
Therefore, (2.12) is a non-linear system with respect to U . It can be solved via Newton’s
method. Solve the linear problem
find ∆U ∈ V0 with
ϕ′′(U ; ∆U ,V ) = −ϕ′(U ,V ) ∀V ∈ V0 (2.14)
by applying FEM and update
U = U + ∆U ;
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repeat this until the method converges. The second linearisation of the energy functional
is given by
ϕ′′(U ; ∆U ,V ) =
∫
Ω
E ′(U ; ∆U) :C(X) :E ′(U ;V ) dΩ
+
∫
Ω
Grad(∆U)T ·T (U , X) :Grad(V ) dΩ.
As Newton’s method is only locally convergent, it is advised to use an embedded
approach in [Meyer, 2007], section 4.1. Replace l(V ) in ϕ′ in (2.14) by a scaled down
version t l(V ), t ∈ [0, 1], and slowly raise t = t+ ∆t until the full load is applied.
The combination of the theory of large deformations with a linearly elastic material law
is also called Saint-Venant–Kirchhoff material model. It has a limited field of application
because normally non-linear elasticity or plasticity occur at large deformations. It can
be sufficient for the simulation of problems which are rotation-dominated and involve
large deformations but still small strains.
2.2.4 Small deformations
In the case of small deformations, the simplified strain tensor
ε(U) = 12
(
GradU + (GradU)T
)
from (2.3) is used. The linearisation of this strain tensor reads
ε′(U ;V ) = 12
(
GradV + (GradV )T
)
= ε(V ).
Problem (2.12) takes the form
find U ∈ Vg with∫
Ω
ε(U) :C(X) :ε(V ) dΩ = l(V ) ∀V ∈ V0, (2.15)
where the left-hand side poses a bilinear form in U and V .
For small deformations one can identify Ω ≈ Ωt and T ≈ σ. As a further simplifica-
tion, the upper case variables X and U can be replaced by their lower case counterparts.
Whereas x = X +U denotes the spatial point after deformation in the case of large de-
formations, the symbol x stands for the initial spatial point in this case. The deformed
point is denoted by x + u without an own symbol in this context. One arrives at the
formulation
σ(u, x) = C(x) :ε(u),∫
Ω
σ(u, x) :ε(v) dΩ =
∫
Ω
ε(u) :C(x) :ε(v) dΩ
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and defines the bilinear form
a(u, u˜) :=
∫
Ω
ε(u) :C(x) :ε(u˜) dΩ. (2.16)
The bilinear form a(u, u˜) is continuous. Because C is positive definite over symmetric
second-order tensors, Korn’s inequality (see Lemma 7.2) yields that the bilinear form is
alsoH1(Ω)3-elliptic. Therefore, the prerequisites of the Lax–Milgram lemma are satisfied
and problem (2.15) has a unique solution for any continuous linear form over H1(Ω)3,
see for example Theorem 1.1.3 in [Ciarlet, 1978a]. Confer also [Ciarlet, 1978a], pages 23
to 27. In addition, a(u, u˜) is symmetric.
2.3 Voigt notation and elasticity matrix
For the implementation of a method for solving mechanical problems, it is useful not to
work with fourth-order tensors but to find a simpler equivalent formulation. Due to the
symmetries in C, E and T , this can be accomplished as follows. The method goes back
to [Voigt, 1910].
Consider the Cartesian standard basis ei, i = 1, 2, 3. The matrix representation of
the strain tensor E = Eijeiej and the stress tensor T = Tijeiej , both with summation
convention, can be written as
E = [Eij ]i,j=1..3, T = [Tij ]i,j=1..3
in general or as
ε = [εij ]i,j=1..3, σ = [σij ]i,j=1..3
in the case of small deformations. These symmetric matrices have only 6 independent
entries each, so they can be represented by the R6-vectors
E = [E11, E22, E33, 2E12, 2E23, 2E13]T,
T = [T11, T22, T33, T12, T23, T13]T,
ε = [ε11, ε22, ε33, 2ε12, 2ε23, 2ε13]T =: [ε1, ε2, ε3, γ12, γ23, γ13]T,
σ = [σ11, σ22, σ33, σ12, σ23, σ13] =: [σ1, σ2, σ3, τ12, τ23, τ13]T.
The εi are called normal strains or direct strains, the γij engineering shear strains, the
σi normal stresses or direct stresses, and the τij shear stresses.
Instead of distinguishing between large deformations and small deformations, in the
following we universally use the symbol e for the strain vector and t for the stress vector
with the entries
e := [e11, e22, e33, 2e12, 2e23, 2e13]T,
t := [t11, t22, t33, t12, t23, t13]T.
(2.17)
The strain and stress tensors are simply denoted by E and T in this section, while we
keep in mind that they are replaced by ε and σ in the case of small deformations. Note
13
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the factor of 2 in the last three coordinates of e but not in t; this yields
T :E = tTe.
Due to its symmetries, the double dot product of C with E can be expressed as the
matrix product of a certain symmetric 6× 6-matrix C with e. The matrix C fulfilling
t = C e
is called elasticity matrix, and it also holds
E :C :E = eTC e.
Note that the order of the last three entries of e and t varies in the literature. The
elasticity matrix for a different definition of e and t can be obtained by reordering the
matrix entries accordingly. From the tensor coordinates Cijkl of C in the basis eiejekel,
the matrix C follows as
C =

C1111 C1122 C1133 C1112 C1123 C1113
C2211 C2222 C2233 C2212 C2223 C2213
C3311 C3322 C3333 C3312 C3323 C3313
C1211 C1222 C1233 C1212 C1223 C1213
C2311 C2322 C2333 C2312 C2323 C2313
C1311 C1322 C1333 C1312 C1323 C1313

, (2.18)
see for example [Fiolka, 2008], section 3.5 (with different order of indices). With this
notation problem (2.15) can be rewritten as
find U ∈ Vg with∫
Ω
ε(u)TC ε(v) dΩ =
∫
Ω
ρ fTv dΩ +
∫
ΓN
gTN v dS ∀V ∈ V0 (2.19)
with representations u, v, f, gN of U ,V ,f , gN in the Cartesian standard basis. Further-
more, the elasticity matrix is an important ingredient for the finite element stiffness
matrix in chapter 5.
Remark 2.1. In addition to the changed order of the last entries of e and t as mentioned
above, there are further variants of the Voigt notation found in the literature. These are
mentioned here for the sake of completeness and to give the reader an insight how the
elasticity matrices of the different versions are related.
One alternative version is based on the definitions
eˆ = [e11, e22, e33,
√
2e12,
√
2e23,
√
2e13]T,
tˆ = [t11, t22, t33,
√
2t12,
√
2t23,
√
2t13]T,
which also yield
T :E = tˆTeˆ.
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This leads to
tˆ = Cˆ eˆ
with the modified elasticity matrix
Cˆ = diag(vˆ)C diag(vˆ), vˆ = [1, 1, 1,
√
2,
√
2,
√
2]T.
Here diag(v) stands for the diagonal matrix with the entries of the vector v on the
diagonal.
Another alternative version is based on the definitions
e¯ = [e11, e22, e33, e12, e23, e13]T,
t¯ = [t11, t22, t33, t12, t23, t13]T,
with the relation
T :E = t¯T diag(1, 1, 1, 2, 2, 2) e¯.
This leads to
t¯ = C¯ e¯
with the modified elasticity matrix
C¯ = C diag(v¯), v¯ = [1, 1, 1, 2, 2, 2]T,
which is generally no longer a symmetric matrix. The product
T :E = t¯T diag(v¯) e¯ = e¯TC¯T diag(v¯) e¯ = e¯T diag(v¯)C diag(v¯) e¯
is, however, still symmetric.
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To enable the simulation of fibre-reinforced polymers, their special material behaviour
must be taken into account. The modelling of every single fibre and the surrounding
component, the so-called matrix, is one approach to do this, but it results in meshes
that are too large to be handled. Therefore, we use a homogenised material law which
describes FRP as a continuum on a macroscopic scale, the linearly elastic transversely
isotropic material law. This is a special case of anisotropy and orthotropy with the
material characteristics in a distinguished direction differing from the characteristics in
the isotropic transverse plane. In the case of FRP, the material shows a stiffer behaviour
in fibre direction than in transverse directions.
This chapter revisits our results from the preprint [Weise and Meyer, 2010]. Some of
the results and short numerical examples have been published in [Weise et al., 2011a],
[Weise et al., 2011b] and [Meyer and Weise, 2011]. The elasticity matrix is usually
given in a fibre-oriented coordinate system in engineering literature. The matrix in the
global coordinate system is then obtained by multiplying with special matrices from left
and right, performing the transformation from fibre-oriented to global coordinates. In
contrast to this traditional procedure, we have deduced the elasticity matrix in global
coordinates directly from the strain energy functional depending on the fibre direction
with no need for additional transformations.
3.1 Elasticity tensor
Like introduced in section 2.2, we consider the energy functional ϕ which depends on
the specific strain energy ψ
(E(U), X) in the form
ϕ =
∫
Ω0
ψ
(E(U), X) dΩ0.
We recall the stress tensor T from (2.7), the elasticity tensor C from (2.8), and the
general linear elastic material law
T = ∂ψ
∂E , C =
∂T
∂E , T = C :E
from (2.10).
The specific strain energy of a linearly elastic isotropic material is given as
ψiso =
λ
2 (trE)
2 + µ trE2, (3.1)
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which leads to the stress and elasticity tensors
T iso = λ(trE)I + 2µE, Ciso = λII + 2µ I, (3.2)
see for example [Braess, 2007], chapter 6 or [Boehler, 1987], chapter 4, section 4. The
symbol I represents the second-order unit tensor, I the fourth-order unit tensor. The
Lamé-constants λ and µ are related to the more common engineering parameters Young’s
modulus E and Poisson’s ratio ν by
λ = νE(1 + ν)(1− 2ν) ,
µ = E2(1 + ν) .
(3.3)
Young’s modulus is also called tensile modulus or elastic modulus and is the ratio between
stress and strain. A higher modulus means stiffer material behaviour. Poisson’s ratio
is a measure of how much a material contracts transversely to the load direction under
tension.
We now consider transversely isotropic material behaviour with the distinguished di-
rection a. Let a be normalised, i. e. a·a = 1, and set
A := aa, (3.4)
which is sometimes called structural tensor. According to [Spencer, 1984] and [Boehler,
1987], the transversely isotropic material law depends on the five invariants
trE, trE2, trE3, tr(A·E), tr(A·E2).
The symmetry of E and the definition of A yield
tr(A·E) = a·E ·a, tr(A·E2) = a·E2 ·a.
Boehler gives the specific strain energy as
ψ = 12b0(trE)2 + 12c1
(
tr(A·E))2 + b1 tr(A·E) trE + 12a2 trE2 + a3 tr(A·E)
in [Boehler, 1987], chapter 4, section 2.1. Reformulation with new variables leads to the
formula
ψ = 12λ(trE)2 + µ trE2 + α(a·E ·a) trE
+ 2(µa − µ)(a·E2 ·a) + 12β(a·E ·a)2,
(3.5)
which is usually used in modern literature, for instance in [Fiolka, 2008], section 3.5.2.
This leads to the stress tensor
T = λ(trE)I + 2µE + α((a·E ·a)I + (trE)A)
+ 2(µa − µ)(A·E + E ·A) + β(a·E ·a)A
(3.6)
and the elasticity tensor
C = λII + 2µ I+ α(AI + IA) + 2(µa − µ)Cˆ+ βAA (3.7)
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with Cˆ being a fourth-order tensor which realises
Cˆ :B = A·B +B·A (3.8)
for any symmetric second-order tensor B. The formulas (3.5), (3.6), and (3.7) are called
invariant form of the specific strain energy.
Let ai be the coordinates of a in the Cartesian standard basis,
a = aiei. (3.9)
The Cartesian coordinates of the elasticity tensor then read
Cijkl = λ δijδkl + 2µ(δilδjk) + α(aiajδkl + δijakal)
+ 2(µa − µ)(aialδjk + ajakδil) + β aiajakal.
As stated in section 2.2.1, the elasticity tensor C is dependent on the spatial coordinate
X. This means that the direction a as well as the five material constants are considered
to be functions of X.
Remark 3.1. The elasticity tensor C as given above is not a fourth-order tensor with
full subsymmetries, which requires Cijkl = Cjikl = Cijlk = Cklij . The fully symmetrised
version in coordinate notation reads
Csymijkl = λ δijδkl + µ(δilδjk + δikδjl) + α(aiajδkl + δijakal)
+ (µa − µ)(aialδjk + alajδik + aiakδjl + akajδil) + β aiajakal.
(3.10)
For the double contraction with symmetric second-order tensors it is not necessary to
use Csym because
C :A = Csym :A ∀A ∈ Ts2.
3.2 Conversion of the material constants
The aim of this section is to show how the five material parameters λ, µ, µa, α, β of the
invariant form are converted to the usual engineering constants and vice versa. The
involved engineering constants are
E‖ −Young’s modulus in direction a,
E⊥ −Young’s modulus in the isotropic plane,
ν‖⊥ − Poisson’s ratio for the
tensile direction a, contraction in the isotropic plane,
ν⊥‖ − Poisson’s ratio for a
tensile direction in the isotropic plane, contraction in direction a,
ν⊥⊥ − Poisson’s ratio for a
tensile direction and contraction in the isotropic plane,
G‖⊥ − shear modulus for shear in a plane containing a,
G⊥⊥ − shear modulus for shear in the isotropic plane.
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The isotropic plane is the transverse plane orthogonal to the direction a. Index ‖ refers
to directions parallel to a and index ⊥ refers to directions orthogonal to a. Here the
first index of the Poisson’s ratios denotes the direction of applied tension and the second
the direction of the resulting contraction. In general ν‖⊥ 6= ν⊥‖ . Because some sources
also list the indices in the opposite order, one has to be careful not to confuse the ratios.
By taking the mechanically founded relations
E‖
ν‖⊥
= E⊥
ν⊥‖
(symmetry of the elasticity tensor),
G⊥⊥ =
E⊥
2(1 + ν⊥⊥)
(isotropic shear modulus)
(3.11)
into account, the number of independent parameters is reduced from seven to five.
A relation of the parameters of the invariant form to the entries of the elasticity matrix
for a certain a is given in [Boehler, 1975], chapter 4, section 2.2. From the knowledge
of the elasticity matrix, see for example [Bower, 2009], section 3.2.14, one can easily
deduce direct formulas for the material parameters. The procedure is shown in section
2.2 in [Lubarda and Chen, 2008]; complete formulas can be found for example in [Fiolka,
2008]. The conversion formulas are
E‖ = −(λµ− 4λµa − βλ+ 2µ2 − βµ− 2αµ− 4µaµ+ α2)/(λ+ µ),
E⊥ = −4µ(λµ− 4λµa − βλ+ 2µ2 − βµ− 2αµ− 4µaµ+ α2)/D1,
ν‖⊥ = (λ+ α)/(2λ+ 2µ),
ν⊥‖ = 2µ(λ+ α)/D1,
ν⊥⊥ = −(α2 + 2λµ− βλ− 4λµa)/D1,
G‖⊥ = µa,
G⊥⊥ = µ,
D1 = 4λµa + βλ− 4µ2 + 4αµ+ 2βµ+ 8µaµ− α2,
(3.12)
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and
λ = E⊥(ν⊥⊥ + ν‖⊥ν⊥‖)/D = E⊥(ν⊥⊥ + E⊥E‖ ν
2
‖⊥)/D,
α = E⊥(ν‖⊥(1 + ν⊥⊥ − ν⊥‖)− ν⊥⊥)/D
= E⊥(ν‖⊥(1 + ν⊥⊥ − E⊥E‖ ν‖⊥)− ν⊥⊥)/D,
β =
(
E‖(1− ν⊥⊥2)− E⊥(ν⊥⊥ + ν‖⊥ν⊥‖)
− 2E⊥(ν‖⊥(1 + ν⊥⊥ − ν⊥‖)− ν⊥⊥)
)
/D − 4G‖⊥ + 2G⊥⊥
=
(
E‖(1− ν⊥⊥2)− E⊥(ν⊥⊥ + E⊥E‖ ν2‖⊥)
− 2E⊥(ν‖⊥(1 + ν⊥⊥ − E⊥E‖ ν|⊥)− ν⊥⊥)
)
/D − 4G‖⊥ + E⊥(1+ν⊥⊥ ) ,
µa = G‖⊥,
µ = G⊥⊥ = E⊥2(1+ν⊥⊥ ) ,
D = 1− ν⊥⊥2 − 2ν‖⊥ν⊥‖ − 2ν‖⊥ν⊥‖ν⊥⊥ = (1 + ν⊥⊥)(1− ν⊥⊥ − 2ν‖⊥ν⊥‖)
= 1− ν⊥⊥2 − 2E⊥E‖ ν2‖⊥ − 2
E⊥
E‖
ν2‖⊥ν⊥⊥ .
(3.13)
Remark 3.2. The isotropic material law is contained in the transversely isotropic as a
special case. By setting
E = E‖ = E⊥,
ν = ν‖⊥ = ν⊥‖ = ν⊥⊥ ,
G = G‖⊥ = G⊥⊥,
one gets
λ = E(ν + ν
2)
(1 + ν)(1− ν − 2ν2) =
Eν
1− ν − 2ν2 =
Eν
(1 + ν)(1− 2ν)
like in the isotropic case (3.3). Furthermore, it holds
α = β = µa − µ = 0
in the isotropic case, so all terms depending on a vanish.
3.3 Elasticity matrix
Let a = [a1, a2, a3]T be the vector representation of a with the coordinates from (3.9).
We now switch to the Voigt notation introduced in section 2.3. There the strain and
stress vectors are given as vectors of length six containing the independent entries of the
matrix representations of the strain and stress tensors in the Cartesian standard basis
as
e := [e11, e22, e33, 2e12, 2e23, 2e13]T,
t := [t11, t22, t33, t12, t23, t13]T.
(3.14)
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Just as in section 2.3, we only use E and T in this section and do not distinguish between
the cases of large and small deformations.
The goal of this section is to find the elasticity matrix C ∈ R6×6 which realises
T :E = E :C :E = tTe = eTC e (3.15)
for the transversely isotropic elasticity tensor C. In the literature the elasticity matrix is
usually given for a fixed direction a which is identical to one of the coordinate axes. For
general directions a, a multiplication with certain matrices from both sides is necessary
to realise the rotation to the needed basis. We use a different approach and deduce the
elasticity matrix directly from the elasticity tensor while respecting the dependence on
the direction a.
The matrix can be set up by plugging the coordinates of the symmetrised tensor
from (3.10) into the Voigt matrix formulation (2.18). The result is shown in Table 3.1.
Another approach is to deduce the matrix part by part from the single summands of the
elasticity tensor
C = λII + 2µ I+ α(AI + IA) + 2(µa − µ)Cˆ+ βAA.
from (3.7) and its double contraction with E from left and right,
E :C :E = λ(trE)2 + 2µ trE2 + 2α(a·E ·a) trE + 4(µa − µ)a·E2 ·a+ β(a·E ·a)2.
This leads to a formulation which might be easier to implement than that of Table 3.1.
1) λ(trE)2
The inner product of the vector
eˆ := [1, 1, 1, 0, 0, 0]T (3.16)
with e gives trE. With
C1 = λ eˆ eˆT (3.17)
follows
eTC1 e = λ eTeˆ eˆTe = λ(trE)2.
2) 2µ trE2
The matrix
C2 = diag(2µ, 2µ, 2µ, µ, µ, µ) (3.18)
fulfils
eTC2 e = 2µ(e211 + e222 + e233 + 2e212 + 2e223 + 2e213) = 2µ trE2.
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Table 3.1: Elasticity matrix for general normalised fibre direction a = [a1, a2, a3]T
C =

λ+ µ+ 2αa21 + 4(µa − µ)a21 + βa41 λ+ α(a21 + a22) + βa21a22 . . .
λ+ α(a21 + a22) + βa21a22 λ+ µ+ 2αa22 + 4(µa − µ)a22 + βa42 . . .
λ+ α(a21 + a23) + βa21a23 λ+ α(a22 + a23) + βa22a23 . . .
αa1a2 + 2(µa − µ)a1a2 + βa31a2 αa1a2 + 2(µa − µ)a22 + βa1a32 . . .
αa2a3 + βa21a2a3 αa2a3 + 2(µa − µ)a2a3 + βa32a3 . . .
αa1a3 + 2(µa − µ)a1a3 + βa31a3 αa1a3 + βa1a22a3 . . .
. . . λ+ α(a21 + a23) + βa21a23 αa1a2 + 2(µa − µ)a1a2 + βa31a2 . . .
. . . λ+ α(a22 + a23) + βa22a23 αa1a2 + 2(µa − µ)a1a2 + βa1a32 . . .
. . . λ+ µ+ 2αa23 + 4(µa − µ)a23 + βa43 αa1a2 + βa1a2a23 . . .
. . . αa1a2 + βa1a2a23 2µ+ (µa − µ)(a21 + a22) + βa21a22 . . .
. . . αa2a3 + 2(µa − µ)a2a3 + βa2a23 (µa − µ)a1a3 + βa1a22a3 . . .
. . . αa1a3 + 2(µa − µ)a1a3 + βa1a33 (µa − µ)a2a3 + βa112a2a3 . . .
. . . αa2a3 + βa21a2a3 αa1a3 + 2(µa − µ)a1a3 + βa31a3
. . . αa2a3 + 2(µa − µ)a2a3 + βa32a3 αa1a3 + βa1a22a3
. . . αa2a3 + 2(µa − µ)a2a3 + βa2a33 αa1a3 + 2(µa − µ)a1a3 + βa1a33
. . . a1a3 + βa1a22a3 a2a3 + βa21a2a3
. . . 2µ+ (µa − µ)(a22 + a23) + βa22a23 (µa − µ)a1a2 + βa1a2a23
. . . (µa − µ)a1a2 + βa1a2a23 2µ+ (µa − µ)(a21 + a23) + βa21a23

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3) 2α(a·E ·a) trE
The inner product of the vector eˆ from (3.16) with e gives trE, and the inner product of
aˆ := [a 21 , a 22 , a 23 , a1a2, a2a3, a1a3]T (3.19)
with e gives a·E ·a. This yields
eTaˆ eˆTe = eTeˆ aˆTe = (a·E ·a) trE,
and from the demanded symmetry of C follows
C3 = α(aˆ eˆT + eˆ aˆT). (3.20)
4) 4(µa − µ)a·E2 ·a
With the definition
A :=
a1 0 0
1
2a2 0
1
2a3
0 a2 0 12a1
1
2a3 0
0 0 a3 0 12a2
1
2a1

and the matrix representation E of E, confer section 2.3, one can write
E a = Ae.
This and the symmetry of E yield
a·E2 ·a = (E a)TE a =
e11a1 + e12a2 + e13a3e12a1 + e22a2 + e23a3
e13a1 + e23a2 + e33a3
 = eTATAe,
so
C4 = 4(µa − µ)ATA. (3.21)
5) β(a·E ·a)2
With the vector aˆ of (3.19), it holds
eTaˆ aˆTe = (a·E ·a)(a·E ·a),
which leads to
C5 = β aˆ aˆT. (3.22)
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Summary
The whole matrix C is the sum of these five parts, i. e.
C = C1 + C2 + C3 + C4 + C5
= λ eˆ eˆT + µ diag
(
dˆ
)
+ α
(
aˆ eˆT + eˆ aˆT
)
+ 4(µa − µ)ATA+ β aˆ aˆT
(3.23)
with the auxiliary terms
eˆ = [1, 1, 1, 0, 0, 0]T,
dˆ = [2, 2, 2, 1, 1, 1]T,
aˆ = [a21, a22, a23, a1a2, a2a3, a1a3]T,
A =
a1 0 0
1
2a2 0
1
2a3
0 a2 0 12a1
1
2a3 0
0 0 a3 0 12a2
1
2a1
 ,
(3.24)
which depend on the normalised fibre direction a = aiei. The complete matrix is the
same as the one given above in Table 3.1.
The strain energy in Voigt notation follows as
ϕ =
∫
Ω0
ψ
(E(U), X) dΩ = 12
∫
Ω0
e
(
U(X)
)T
C(X) e
(
U(X)
)
dΩ. (3.25)
3.4 Eigenvalues
The eigenvalues of the elasticity tensor with respect to double contraction with symme-
tric tensors of second order are of interest for the error estimator in chapter 7. We define
the inner product
〈a,a〉T1 := a·a
and the norm
‖a‖T1 :=
√
〈a,a〉T1 =
√
a·a
in the space of first-order tensors T1. We define the inner product
〈A,A〉T2 := AT :A
and the norm
‖A‖T2 :=
√
〈A,A〉T2 =
√
AT :A
in the space of second-order tensors T2. For symmetric tensors it holds
‖A‖Ts2 =
√
A :A.
The subsets of the symmetric tensors Ts2 and the anti-symmetric tensors Ta2 each form
a subspace which is invariant under double contraction with C. The subspaces have the
dimensions of six and three, respectively.
24
3.4 Eigenvalues
The elasticity tensor C has the six eigenvalues
φ1/2 = 32λ+ α+
1
2β + 2µa ± 12
√(− λ+ 2α+ β + 4(µa − µ))2 + 8(λ+ α)2,
φ3 = φ4 = 2µ,
φ5 = φ6 = 2µa
with respect to double contraction with symmetric tensors of second order. Choose two
tensors b1, b2 ∈ T1 in a way that the set
{a, b1, b2}
is an orthonormal basis of T1 and define
A = aa, B :=
√
2
2 (b1b1 + b2b2), A+
√
2B = I.
Then the respective eigentensors are
V1 =
√
2
2
√
1 + δ
√
τ
τ
A+
√
2
2
√
1− δ
√
τ
τ
B,
V2 =
√
2
2
√
1− δ
√
τ
τ
A−
√
2
2
√
1 + δ
√
τ
τ
B,
V3 =
√
2
2 (b1b1 − b2b2),
V4 =
√
2
2 (b1b2 + b2b1),
V5 =
√
2
2 (ab1 + b1a),
V6 =
√
2
2 (ab2 + b2a)
with the abbreviations
δ = −λ+ 2α+ β + 4(µa − µ),
τ = δ2 + 8(λ+ α)2.
On the subspace of anti-symmetric second-order tensors, C posesses three more eigen-
values
φ7 = 2µ, φ8 = φ9 = 2µa
with the respective eigentensors
V7 =
√
2
2 (b1b2 − b2b1),
V8 =
√
2
2 (ab1 − b1a),
V9 =
√
2
2 (ab2 − b2a).
These are irrelevant for the purpose of mechanics and only listed here for the sake of
completeness. For a detailed calculation of the eigenvalues and eigentensors, see section 5
in [Weise and Meyer, 2010].
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3.5 State of plane strain
If in a body all strain components in a certain direction are equal to zero, the strain state
is called state of plane strain. Let this direction be e3, which means e13 = e23 = e33 = 0.
Such a state nearly occurs for example when a body with large length in 3-direction
relatively to its length in the 1-2-plane is loaded only in 1- and 2-direction and bears
no load in 3-direction. The resulting strain components in 3-direction are very small
compared to the strains in the 1-2-plane and can be neglected. The original 3D problem
can be approximated by a reduced 2D problem. In the following the reduced elasticity
matrix for the state of plane strain with fibre reinforcement in the 1-2-plane is given.
Let
b2 = e3, b1 = b := e3 × a, (3.26)
then the set
{a, b, e3}
is a right-handed trihedron and an orthonormal basis. For the coordinates of a and b in
the standard basis follows
b1 = −a2, b2 = a1, b3 = a3 = 0.
Under the assumption of all strains in 3-direction being zero, the strain tensor is reduced
to a two-dimensional version
E ∈ V2D := span
{
aa, bb,
√
2
2 (ab+ ba)
}
.
This is not automatically also the case for the stress tensor
T 0 := C :E;
it holds
T 0 ∈ V0 := span
{
aa, bb,
√
2
2 (ab+ ba), e3e3
}
.
On the other hand, only the projection of T 0 onto V2D is relevant to the energy func-
tional, because all parts of T 0 outside V2D are cancelled out in T 0 :E with E ∈ V2D.
The mentioned projection is denoted by T .
Because the energy functional now depends on only three instead of the full six strains
and stresses a reduced 3× 3 elasticity matrix can be used. This matrix can be deduced
from a reduced elasticity tensor C¯ which fulfils
T = C¯ :E.
This reduced tensor is shown to be
C¯ = (λ+ 2α+ β + 4µa − 2µ)aaaa+ (λ+ α)(aabb+ bbaa)
+ (λ+ 2µ)bbbb+ µa(abab+ abba+ baab+ baba)
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in section 6 of [Weise and Meyer, 2010]. The notation of section 3.3 is adapted by
omitting the unnecessary components, and additionally bˆ and cˆ are defined by
e =
 e11e22
2e12
, t =
t11t22
t12
, aˆ =
 a 21a 22
a1a2
, bˆ =
 a 22a 21
−a1a2
, cˆ =
 −a1a2a1a2
1
2(a 21 − a 22 )
. (3.27)
These vectors fulfil
aˆTe = aa :E,
bˆTe = bb :E,
cˆTe = ab :E = ba :E
due to the symmetry and the zero-components of E. This leads to the reduced 3 × 3
elasticity matrix
C¯ = (λ+ 2α+ β + 4µa − 2µ)aˆ aˆT + (λ+ α)(aˆ bˆT + bˆ aˆT)
+ (λ+ 2µ)bˆ bˆT + 4µa cˆ cˆT
= E‖D (1− ν⊥⊥2)aˆ aˆT + E⊥D (ν‖⊥ + ν‖⊥ν⊥⊥)(aˆ bˆT + bˆ aˆT)
+ E⊥D (1− ν‖⊥ν⊥‖)bˆ bˆT + 4Ga cˆ cˆT
(3.28)
with the properties
t = C¯ e,
E :C :E = E : C¯ :E = eTC¯ e.
The stress t33, which is irrelevant to the strain energy, can be determined as
t33 =
(
(λ+ α)aˆ+ λ bˆ
)T
e
=
(E⊥
D (ν‖⊥ + ν‖⊥ν⊥⊥)aˆ+
E⊥
D (ν⊥⊥ + ν‖⊥ν⊥‖)bˆ
)T
e.
3.6 State of plane stress
Analogously to the definition of plane strain, a stress state is called state of plane stress
if all stress components of a direction are zero. Let this direction again be e3, so t13 =
t23 = t33 = 0. A state of plane stress approximately occurs if a body with very small
length in 3-direction compared to its length in the 1-2-plane is loaded only in 1- and
2-direction and bears no load in 3-direction. The stress components in 3-direction must
be small compared to the other components because the surface is stress-free due to
natural boundary conditions and the body is very thin. Thus, they are assumed to be
zero. Like in the plane strain case, the original 3D problem can be approximated by a
reduced 2D problem. In the following the reduced elasticity matrix for the state of plane
stress with fibre reinforcement in the 1-2-plane is given.
Like in the previous section, let
b2 = e3, b1 = b := e3 × a
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with the coordinates
b1 = −a2, b2 = a1, b3 = a3 = 0.
Because all stresses in 3-direction are set to zero, the stress tensor takes the 2D-form
T ∈ V2D = span
{
aa, bb,
√
2
2 (ab+ ba)
}
. (3.29)
This does not imply the strain tensor
E0 := C−1 :T
being from the same space, but it holds
E0 ∈ V0 = span
{
aa, bb,
√
2
2 (ab+ ba), e3e3
}
.
Analogously to the plane strain case, only the projection of E0 onto V2D is relevant to
the strain energy because all parts of E0 outside of V2D are cancelled out in T :E0 with
T ∈ V2D. The mentioned projection is called E.
Again, a reduced 3 × 3 elasticity matrix can be constructed. It is gained from the
tensor C˜ with
T = C˜ :E.
This tensor is not the same as C¯ from the plane strain case. It is shown to be
C˜ =
(
λ+ 2α+ β + 4µa − 2µ− (λ+α)
2
λ+2µ
)
aaaa+ 2µ(λ+α)λ+2µ (aabb+ bbaa)
+ 4µ(λ+µ)λ+2µ bbbb+ µa(abab+ abba+ baab+ baba).
in section 7 of [Weise and Meyer, 2010]. The reduced 3 × 3 elasticity matrix C˜ follows
as
C˜ =
(
λ+ 2α+ β + 4µa − 2µ− (λ+α)
2
λ+2µ
)
aˆ aˆT + 2µ(λ+α)λ+2µ (aˆ bˆT + bˆ aˆT)
+ 4µ(λ+µ)λ+2µ bˆ bˆT + 4µa cˆ cˆT
= E‖1−ν‖⊥ν⊥‖ aˆ aˆ
T + E⊥ν‖⊥1−ν‖⊥ν⊥‖ (aˆ bˆ
T + bˆ aˆT) + E⊥1−ν‖⊥ν⊥‖ bˆ bˆ
T + 4G‖⊥ cˆ cˆT
(3.30)
with the auxiliary vectors from (3.27). It fulfils
t = C˜ e,
E :C :E = E : C˜ :E = eTC˜ e.
It is worth noting that the material constant ν⊥⊥ is not needed to build the plane stress
elasticity matrix in contrast to the plane strain and 3D matrices. It is, however, needed
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to compute the strain e33, which is irrelevant to the strain energy, by
e33 =
(
− λ+αφ1φ2 aˆ+
(
λ+2α+β+4µa−2µ
2φ1φ2 − 14µ
)
bˆ
)T
t
=
(
−E⊥ν‖⊥(1+ν⊥⊥ )D DE‖E⊥(1+ν⊥⊥ ) aˆ+
(
E‖(1−ν⊥⊥2)
2D
D
E‖E⊥(1+ν⊥⊥ ) −
1+ν⊥⊥
2E⊥
)
bˆ
)T
t
=
(
− ν‖⊥E‖ aˆ+
(
1−ν⊥⊥
2E⊥ −
1+ν⊥⊥
2E⊥
)
bˆ
)T
t
=
(
− ν‖⊥E‖ aˆ−
ν⊥⊥
E⊥ bˆ
)T
t
=
(
− ν‖⊥E‖ aˆ−
ν⊥⊥
E⊥ bˆ
)T
C˜ e.
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4 Plate theory and classical laminate theory
The theory of thin plates has a long history dating back to [Kirchhoff, 1850] and [Love,
1889]. There exists plenty of literature on the topic both from the mathematical and
the engineering point of view. See for example [Timoshenko and Woinowsky-Krieger,
1959], [Destuynder and Salaun, 1996], [Ciarlet, 1997], [Ventsel and Krauthammer, 2001],
[Reddy, 2007] and [Braess, 2007], chapter VI to name only some of them. The classical
laminate theory (CLT) is an extension of the plate theory for homogeneous material to
laminates. Laminated plates feature in-plane deformations of the middle plane, which do
not occur in the standard plate theory. Examples for books with emphasis on laminates
are [Jones, 1999], [Chandrashekhara, 2001], [Reddy, 2004], [Vinson, 2005], [Jones, 2006]
and [Schürmann, 2007].
In this chapter the equations of the Kirchhoff plate theory and the classical laminate
theory are presented. Starting from the kinematic assumptions and the constitutive law
and incorporating boundary conditions, the differential equation of the laminated plate
is derived step by step. The weak formulation of this equation, which is needed for the
finite element discretisation, is given at the end of the chapter.
4.1 The Kirchhoff–Love hypothesis
The plate thickness is considered to be small compared to the size of the middle plane,
which is also shortly called mid-plane. Therefore, it is feasible to assume that the
Kirchhoff–Love hypothesis holds, an extension of the Bernoulli–Navier hypothesis for
the bending of thin beams to the 2D plate case. The hypothesis consists of several
assumptions, which may vary slightly from book to book. The assumptions quoted
from [Chandrashekhara, 2001], section 2.2, are
H1 “The deflection (w) of the middle plane of the plate is small compared
to its thickness.”
H2 “The middle plane of the plate remains unstrained subsequent to bending
and hence will be a neutral plane.”
H3 “Plane sections initially normal to [the] middle plane remain plane and
normal to the middle plane even after bending deformation.”
H4 “The stress (σz) normal to the middle plane is very small compared to
the other two normal stress components (σx and σy) and hence may be
neglected.”
The classical laminate theory is an extension to the standard plate theory. It basically
states that the plate is formed of several layers, also called laminae, which are perfectly
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bonded. Therefore, as stated in [Chandrashekhara, 2001], section 9.2, the above as-
sumptions except H2 hold. Possible additional effects like slip between the laminae are
neglected. The second assumption only holds for pure plate bending problems, i. e. if the
load is only applied normal to the plate and the material does not induce coupling of in-
plane and out-of-plane deformations. Because the laminate theory allows such coupling,
assumption H2 is discarded. Usually each lamina is considered to be a unidirectional
layer of FRP with a fibre direction in the 1-2-plane.
In the current chapter, most formulas are related to the middle plane coordinates.
Therefore, we rename our variables. From now on the 3D spatial points are denoted by
x3D instead of x. The symbol x now stands for the 2D middle plane spatial points
x = [x1 x2]T, x3D = [x1 x2 x3]T = [xT x3]T.
An analogous change of notation is introduced in the next paragraph for the displace-
ments. The initial plate domain is given via the parametrisation
Ω = ω ×D,
D = [−d/2, d/2],
ω = {x(η) ∈ R2 : η ∈ Pmid ⊂ R2}
with the middle plane ω and the thickness d. The integral over the volume takes the
form ∫
Ω
dΩ =
∫
ω
∫
D
dx3 dω.
We introduce the abbreviation
·,i = ∂
∂xi
·
for the derivative with respect to xi. The above assumptions lead to the Kirchhoff–Love
displacement ansatz
u3D(x3D) = u1(x1, x2)e1 + u2(x1, x2)e2
− x3w,1(x1, x2)e1 − x3w,2(x1, x2)e2 + w(x1, x2)e3
(4.1)
as given in [Chandrashekhara, 2001], section 9.4. The symbols u1 and u2 represent the
in-plane deformations of the middle plane, w is the plate deflection and −x3w,i models
the linearised in-plane deformations induced by the rotation of the plate normal due to
the plate deflection. We define the abbreviations
u(x) = u1(x1, x2)e1 + u2(x1, x2)e2,
w(x) = w(x1, x2)e3,
v(x) = u1(x1, x2)e1 + u2(x1, x2)e2 + w(x1, x2)e3
for the components of u3D. Note that v(x) is not to be confused with u3D(x3D). Symbols
like wh and w˜ are meant to be defined analogously with the coordinates wh, w˜, and so
on.
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For simplicity we write a(·, ·), l(·) and C(·) in the following sections and do not dis-
tinguish the (bi-)linear forms and tensors due to the format of the variables, so we may
write
a(v, v˜) = a((u, w), (u˜, w˜)) = a(u3D, u˜3D),
l(v) = l((u, w)) = l(u3D)
and
C(x3D) = C(x1, x2, x3) = C(x, x3)
using the above definitions. Our notation follows the traditional notations of using w
for deflections in plate theory and u for in-plane membrane displacements.
As a simplification of the general approach of section 2.1, we restrict ourselves to the
Cartesian orthonormal standard basis. Therefore, the covariant and contravariant bases
both consist of the orthonormal set of first-order unit tensors e1, e2, e3, i. e.
Gi =
∂
∂xi
x = ei for i = 1, 2, 3,
ei ·ej = δij for i, j = 1, 2, 3.
Einstein’s summation convention is used for the 2D case throughout this chapter. If the
same index occurs twice in a single term, it implies summation over this index taking
values 1 and 2. Recalling the 3D gradient operator from (2.1) in the current notation as
Grad = ei
∂
∂xi
+ e3
∂
∂x3
,
we define the reduced 2D gradient operator
∇ = ei
∂
∂xi
, (4.2)
which takes derivatives only with respect to the 1- and 2-coordinate. The 3D strain
tensor for the small deformations case from (2.3) is renamed ε3D,
ε3D(v) = 12
(
Gradv + (Gradv)T
)
,
and the symbol ε is used for the 2D version
ε(u) = 12
(
∇u+ (∇u)T
)
= 12(ui,j + uj,i)eiej (4.3)
in this chapter. Furthermore, the symbol div is redeclared to represent the 2D diver-
gence operator
diva := ∇·a.
As a clarification of the further notation, we constitute that terms like divα·b are
always to be interpreted as (divα)·b and not as div(α·b), analogously for gradients.
Plugging ansatz (4.1) into (4.3) yields
ε3D(u3D) = ε(u)− x3 ε(∇w) ∈ span{e1e1, e1e2, e2e1, e2e2}, (4.4)
which means that all strains with respect to the 3-direction vanish, and a state of plane
strain occurs.
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Remark 4.1. The plate thickness is assumed to be thin; therefore, it is appropriate to
assume a state of plane stress according to assumption H4. Consequently, the reduced
plane stress elasticity tensor is used. In the case of plane stress, the strain ε33 is non-zero
in general. The kinematic ansatz (4.1) however yields ε33 = 0. This issue is generally
known and accepted in plate theory literature, or simply not discussed in some books.
We cite [Jones, 2006], section 3.2.3,
“This type of contradiction is entirely consistent with fundamental mechanics
of materials approaches in which a vastly simplifying presumption is made
about the hypothesized behavior of a mechanical system. This contradiction
is the crux of the Kirchhoff hypothesis; through use of the contradiction,
an important and very effective approximation in structural mechanics is
obtained.”
and sections 3.7.2 as well as 4.9.2,
“We have implied a state of plane stress and simultaneously a state of plane
strain, an unacceptable fundamental contradiction of elasticity theory. How-
ever, ordinary plate theory is not elasticity theory but is a mechanics of
materials approach in which vastly simplified presumptions are made based
on apparent physical reasons related to the nature of the behaviour [. . . ] and
are simply part of the necessarily approximate and imperfect problem-solving
process.”
4.2 Constitutive law and bilinear form of the laminated plate
We point out that while the following analysis is done with the goal of simulating trans-
versely isotropic material, actually this property is never used. Therefore, the formulas
in general hold for all laminates comprising linearly elastic materials. Due to assump-
tion H4, the plane stress elasticity tensor C˜ is used, see section 3.6 for the transversely
isotropic version. By considering σ as an operator
u 7→ σ(u) := C˜ :ε(u),
one can write
σ(u− x3∇w) = C˜ :ε(u− x3∇w) = σ(u)− x3 σ(∇w).
The laminated plate is considered to consist of nL laminae in 3-direction which have
the borders
− d2 = d0 < d1 < · · · < dnL =
d
2 . (4.5)
Each lamina has its own elasticity tensor C˜i(x). The global elasticity tensor takes the
form
C˜(x, x3) = C˜i(x) if x3 ∈ [di−1, di], i = 1, . . . , nL.
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Consider the bilinear form (2.16) of the 3D small deformations problem (2.15). Written
in the current notation and with the decomposition of the strain tensor (4.4), one gets
a(u3D, u˜3D) =
∫
Ω
ε3D(u3D) : C˜(x3D) :ε3D(u˜3D) dΩ
=
∫
ω
∫
D
(
ε(u)− x3 ε(∇w)
)
:C(x, x3) :
(
ε(u˜)− x3 ε(∇w˜)
)
dx3 dω.
(4.6)
As announced in section 4.1, a(u3D, u˜3D) is abbreviated to a(v, v˜). After expanding the
multiplicative term, it can be split into four parts
a(v, v˜) = am(u, u˜) + ac(∇w, u˜) + ac(u,∇w˜) + ap(∇w,∇w˜), (4.7)
am(u, u˜) :=
∫
ω
∫
D
ε(u) : C˜(x, x3) :ε(u˜) dx3 dω,
ac(u,∇w˜) :=
∫
ω
∫
D
−x3 ε(u) : C˜(x, x3) :ε(∇w˜) dx3 dω,
ap(∇w,∇w˜) :=
∫
ω
∫
D
x23 ε(∇w) : C˜(x, x3) :ε(∇w˜) dx3 dω.
(4.8)
The letters m, c and p indicate the mechanical background of the single parts: membrane
energy, coupling energy, and plate energy.
Because all ε(·)-terms are independent of x3, the integration over x3 can be carried
out considering only C˜ and the factors of powers of x3. Therefore, it is useful to define
thickness-integrated versions of C˜ with different factors of x3,
Cm(x) =
d/2∫
−d/2
C˜(x, x3) dx3 =
nL∑
i=1
(di − di−1)C˜i(x) =
nL∑
i=1
d1,i C˜i(x),
Cc(x) = −
d/2∫
−d/2
x3C˜(x, x3) dx3 = −12
nL∑
i=1
(d2i − d2i−1)C˜i(x) =
nL∑
i=1
d2,i C˜i(x),
Cp(x) =
d/2∫
−d/2
x23C˜(x, x3) dx3 = 13
nL∑
i=1
(d3i − d3i−1)C˜i(x) =
nL∑
i=1
d3,i C˜i(x),
(4.9)
which are simply weighted sums of the C˜i with the weighting factors
d1,i = di − di−1,
d2,i = −12(d2i − d2i−1),
d3,i = 13(d3i − d3i−1).
(4.10)
The coefficients of these tensors are called extensional stiffnesses for Cm, coupling stiff-
nesses for Cc and bending stiffnesses or flexural rigidities for Cp. With these definitions
the bilinear forms of (4.8) read
am(u, u˜) =
∫
ω
ε(u) :Cm(x) :ε(u˜) dω,
ac(u,∇w˜) =
∫
ω
ε(u) :Cc(x) :ε(∇w˜) dω,
ap(∇w,∇w˜) =
∫
ω
ε(∇w) :Cp(x) :ε(∇w˜) dω.
(4.11)
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Remark 4.2. A special situation occurs if the elasticity tensor is symmetric over the
thickness d. In this case Cc and the coupling terms vanish,
ac(∇w, u˜) = 0, ac(u,∇w˜) = 0.
In consequence, the membrane and plate problem can be solved separately. If the elasti-
city tensor is constant over the thickness, which is considered as standard case in plate
theory, one gets the well-known membrane and plate energies
am(u, u˜) = d
∫
ω
ε(u˜) : C˜(x) :ε(u) dω, ap(∇w,∇w˜) =
d3
12
∫
ω
ε(∇w˜) : C˜(x) :ε(∇w) dω.
Although the bilinear form is well-defined by the formulas (4.7) and (4.11), it makes
sense to additionally derive it directly from the differential equations it is based on, the
equilibrium conditions. This derivation is done in section 4.5. It also gives insight to
the formulation of the linear form depending on the boundary conditions, which are
formulated in section 4.4.
4.3 Definition of resultants
To be able to define boundary conditions, it is necessary to define stress resultants, which
are also called internal force variables. Analogously to the reduction of the 3D energy
functional to a 2D formulation, the resultants are reduced from 2D quantities to 1D ones
by carrying out the integration over the thickness coordinate. This procedure yields
resultants with respect to the cut length. They have the dimensions force per length
and moment per length, respectively. As an abbreviation they are simply called force
and moment resultants instead of force per length and moment per length resultants.
The integral of any force or moment resultant over a certain cut length yields the force
or moment acting on this cut.
The occurring resultants are the in-plane normal force resultants
n1 :=
∫
D
σ11 dx3,
n2 :=
∫
D
σ22 dx3,
the in-plane shear force resultant
n12 :=
∫
D
σ12 dx3,
the bending moment resultants
m1 :=
∫
D
σ11x3 dx3,
m2 :=
∫
D
σ22x3 dx3,
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and the twisting moment resultant
m12 :=
∫
D
σ12x3 dx3,
confer [Chandrashekhara, 2001], section 9.5.1. One could also introduce
n21 :=
∫
D
σ21 dx3,
m21 :=
∫
D
σ21x3 dx3,
but the symmetry of σ yields
n12 = n21, m12 = m21. (4.12)
In addition, the out-of-plane shear force resultants
q1 :=
∫
D
σ13 dx3,
q2 :=
∫
D
σ23 dx3
are defined. The Kirchhoff–Love hypothesis imposes a state of plane stress; therefore,
q1 and q2 would be zero. But non-zero qi are needed for the formulation of equilibrium
conditions. The common approach in plate theory is to assume the existence of these
shear forces and to calculate them from the equilibrium conditions, confer (4.24) and
(4.25). If they are needed, the according stresses σ13, σ23 can be calculated from the up-
per integrals. The arising integration constants are determined by continuity conditions
between layers and the conditions that stresses are zero on the plate surface,
σi3(u(x, x3)) = 0 for x3 = ±d/2.
For details, see for example [Chandrashekhara, 2001], section 9.7. Also, a non-zero σ33
can be calculated analogously from the equilibrium conditions.
Tensorial variants of the resultants are defined as
q := q1e1 + q2e2,
ϕ := n1e1e1 + n12e1e2 + n21e2e1 + n2e2e2,
µ+ := m1e1e1 +m12e1e2 +m21e2e1 +m2e2e2,
µ := −µ+.
(4.13)
In the literature they are often denoted by Q, N , and M , and the sign of M may
vary. The reader is advised to be careful when comparing between books. With these
abbreviations and the integrated elasticity tensors from (4.9), one gets
ϕ(v) =
∫
D
σ(u− x3∇w) dx3 = Cm :ε(u) + Cc :ε(∇w),
µ(v) =
∫
D
−x3σ(u− x3∇w) dx3 = Cc :ε(u) + Cp :ε(∇w),
(4.14)
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and the bilinear form (4.7) can be written in the compact notation
a(v, v˜) =
∫
ω
ϕ(v) :ε(u˜) dω +
∫
ω
µ(v) :ε(∇w˜) dω
=
∫
ω
ϕ(u,∇w) :ε(u˜) dω +
∫
ω
µ(u,∇w) :ε(∇w˜) dω.
(4.15)
Whenever we write ϕ or µ without an argument in brackets, the symbol stands for ϕ(v)
or µ(v) respectively. Sometimes we still write ϕ(v) or µ(v) to emphasise the dependency
on v. If other quantities are inserted, it is explicitly written, for example ϕ(vh).
Remark 4.3. If the material is constant over the thickness d, the above formulas simplifies
to
ϕ(v) = dσ(u),
µ(v) = d
3
12 σ(∇w),
a(v, v˜) = d
∫
ω
σ(u) :ε(u˜) dω + d
3
12
∫
ω
σ(∇w) :ε(∇w˜) dω,
confer also Remark 4.2.
4.4 Boundary conditions
Denote the whole boundary of the plate mid-plane by
γ := ∂ω.
This is to be understood as the 1D boundary of the two-dimensional plate mid-plane
in contrast to the 2D boundary of the 3D domain Ω. Let γ be subdivided into the
Dirichlet boundary γD and the Neumann boundary γN for the purpose of membrane
boundary conditions. Let a second, independent subdivision exist into the hard-clamped
or clamped boundary γC, the simply supported boundary γS and the free boundary γF for
the purpose of plate boundary conditions. In theory we allow all possible combinations
of boundary conditions from the two sets, although some might not be easily applicable
in reality. With the two index sets
I1 = {D,N},
I2 = {C, S,F},
this can be formalised as
γ =
⋃
i∈I1
γi =
⋃
j∈I2
γj ,
relint γi ∩ relint γj = ∅ ∀ i, j ∈ I1,
relint γi ∩ relint γj = ∅ ∀ i, j ∈ I2,
γij := γi ∩ γj ∀ i ∈ I1, j ∈ I2,
⇒ γ =
⋃
(i,j)∈I1×I2
γij .
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The operator relint denotes the relative interior, which consists of the boundary parts
without their ending points in this context.
The common boundary conditions for the membrane part are
u = gu on γD, (4.16a)
ϕ·n = gϕ on γN, (4.16b)
and the usual plate boundary conditions are
w = 0, n·∇w = 0 on γC, (4.17a)
w = 0, n·µ·n = 0 on γS, (4.17b)
∂
∂s(s·µ·n)− q ·n = 0, n·µ·n = 0 on γF, (4.17c)
confer [Chandrashekhara, 2001], sections 2.7 and 9.8. Here n is the outer unit normal
and s is the unit tangent given by a counter-clockwise 90◦ rotation of n. Although they
are not often considered in the literature, we also use the inhomogeneous versions of the
plate boundary conditions
w = gw, n·∇w = gn on γC, (4.18a)
w = gw, n·µ·n = gµ on γS, (4.18b)
∂
∂s(s·µ·n)− q ·n = gq, n·µ·n = gµ on γF, (4.18c)
where we keep the name “free boundary” although it may bear a load in this case. All
the functions g∗ and g∗ represent given boundary values and may of course be zero to
account for displacement-free or load-free regions. The functions related to resultants
are called line loads. See Table 4.1 on page 46 for their dimensions. Conditions related to
the displacements or the first derivative of the deflection are called essential boundary
conditions, whereas conditions related to the resultants are called natural boundary
conditions.
Remark 4.4. The conditions on γC and γS are straightforward, but γF needs some clari-
fication. As can be seen in the following section, plate theory is based on a fourth-order
differential equation. Any such equation allows two boundary conditions per edge, but
there are three resultants at free edges: the bending moment n·µ·n , the twisting mo-
ment n ·µ ·s, and the shear force q ·n. Thus, two of the three resultants have to be
combined. The classical solution to this problem by [Kirchhoff, 1850] and [Thomson and
Tait, 1883] is still in use, see for example [Chandrashekhara, 2001], section 2.7.1, [Vin-
son, 2005], section 2.5., [Sweers, 2009], and [Vasil’ev, 2012]. The twisting moment is
replaced by the statically equivalent vertical force ∂∂s(s·µ·n), which can also be gained
by integration by parts along the boundary. The boundary condition is imposed onto
the sum of the “real” shear force and the equivalent force of the twisting moment. This
sum is called Kirchhoff shear force or effective shear force.
Remark 4.5. The name “simply supported boundary” indicates that this plate boundary
is underpinned by a supporting structure which restricts plate deflection only downwards
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γ
ω
nr
sr
sl
nl
Figure 4.1: Clockwise and counter-clockwise tangent and normal at a corner
and allows the plate (especially at the corners) to lift. Condition (4.17b), however, reads
w = 0 and not w ≥ 0. For consistency with the literature, we continue to call this part
“supported”, although “hinged boundary” better reflects the type of fastening related
to the imposed condition. See also [Nazarov et al., 2012].
Note that all boundary conditions are only active on the middle plane of the plate
and not on the entire thickness due to the 2D formulation. The condition w = const.
on a boundary part implies s·∇w = 0 there. Furthermore, w = gw on a boundary part
implies that s·∇w is given there,
∇w = (n·∇w)n+ (s·∇w)s = gnn+ ( ∂∂sgw)s on γC, s·∇w = ∂∂sgw on γS. (4.19)
More combinations of the given plate boundary conditions are possible, for example
vertical sliding support
n·∇w = 0, ∂
∂s
(s·µ·n)− q ·n = 0.
Those can be handled analogously, we do not address them directly. Furthermore, also
Robin boundary conditions are possible both for the membrane and the plate part. They
model an elastic support of the plate boundaries, see [Vinson, 2005], section 2.5. This
leads to a linear combination of given conditions and therefore fits into our analysis, but
is not considered here. The membrane boundary conditions (4.16) can also be extended
to allow boundary parts where one component has Dirichlet conditions and the other
has Neumann conditions. This extension is straightforward, but not shown here.
Denote the clockwise limes at a point x of the clockwise tangent of γ by sl(x) and the
counter-clockwise limes of the counter-clockwise tangent of γ by sr(x). Denote the outer
normal orthogonal to sl by nl and the outer normal orthogonal to sr by nr. It holds
sl = −sr, nl = nr
at smooth boundary parts but not at corners as illustrated in Figure 4.1. In addition to
the well-known boundary conditions given above, the corner jump condition
(sl ·µ·nl)(x) = (sr ·µ·nr)(x) ∀x ∈ γV (4.20)
is needed for the proper derivation of the weak form from the equilibrium conditions.
Here γV ⊂ int γF is the set of corner points on the free boundary. This condition is
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not present in many books and can be found for example in [Beirão da Veiga et al.,
2006], [Beirão da Veiga et al., 2007] and other publications of the same authors. The
condition can be rewritten as
[[s·µ·n]]x = 0 ∀x ∈ γV (4.21)
with [[.]]x denoting the jump of the argument at a vertex x when following the boundary,
[[s·µ·n]]x := (sl ·µ·nl)(x)− (sr ·µ·nr)(x).
Remark 4.6. The corner jump condition is automatically fulfilled at rectangular corners,
where it follows from the symmetry of µ.
4.5 From the equilibrium conditions to the weak formulation
After giving separate formulas for the membrane and plate part in the first two subsec-
tions, the combined equilibrium is presented in the third subsection of this section. We
refer to [Chandrashekhara, 2001], section 9.3 as one of the many possible sources for the
equilibrium conditions. The conversion of the differential equation to the weak formu-
lation for the plate part including the corner jump condition can be found for example
in [Heintz, 2011], section 2.3.1.
4.5.1 Membrane equilibrium
Assume an in-plane area load t ∈ span{e1, e2} in the form of a 2D first-order tensor
field t(x1, x2). Consider the equilibrium conditions for an arbitrarily small element of
the plate mid-plane of size dx1 × dx2, confer figure 4.2.
The balance of moments around the 3-axis at the midpoint of the element gives
0 = n12dx2 dx12 + (n12 + n12,1dx1)dx2
dx1
2 − n21dx1 dx22 + (n21 + n21,2dx2)dx1 dx22
= (n12 − n21)dx1dx2 +O
(
dx1dx2(dx1 + dx2)
)
.
x1
x2
x3
dx1
dx2
n2
n1
n2 + n2,2dx2
n1 + n1,1dx1
n21
n12
n21 + n21,2dx2
n12 + n12,1dx1
|t|
Figure 4.2: In-plane (membrane) resultants at an element dx1 × dx2 of the plate mid-
plane
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This is automatically fulfilled for dx1dx2 → 0 because the symmetry of the stress tensor
yields n12 = n21. In other words, this balance of moments is the justification that the
assumption of a symmetric stress tensor is physically reasonable. The balance of forces
in 1-direction reads
0 = −n1dx2 + (n1 + n1,1dx1)dx2 − n21dx1 + (n21,2dx2)dx1 + t1dx1dx2
= (n1,1 + n21,2 + t1)dx1dx2.
Analogously, one gets
0 = (n12,1 + n2,2 + t2)dx1dx2
in 2-direction. With (4.13) this yields the differential equation
− divϕ(v) = t in ω. (4.22)
Together with the membrane boundary conditions (4.16), this poses the membrane part
of the CLT boundary value problem. In order to fulfil the essential boundary conditions,
v is considered to belong to the appropriate affine function space Vug , whereas the test
functions belong to the space Vu0 . These are defined by
Vug := {v = u+ we3 ∈
(
H1(ω)
)2 ×H2(ω) : u = gu on γD},
Vu0 := {v = u+ we3 ∈
(
H1(ω)
)2 ×H2(ω) : u = 0 on γD}. (4.23)
To get the weak formulation of this differential equation, one multiplies with a test
function u˜ ∈ Vu0 and integrates over the domain ω. Then integration by parts and Gauss’
theorem lead to the left-hand side
− ∫
ω
divϕ·u˜ dω = ∫
ω
ϕ :ε(u˜) dω − ∫
∂ω
n·ϕ·u˜ds,
and inserting u˜ = 0 on γD from (4.23) and ϕ·n = gϕ on γN from (4.16b) yields
− ∫
ω
divϕ·u˜ dω = ∫
ω
ϕ :ε(u˜) dω − ∫
γN
gϕ ·u˜ ds.
The right-hand side simply reads ∫
ω
t·u˜dω.
4.5.2 Plate equilibrium
Assume an out-of-plane area load pe3 with a scalar field p(x1, x2). Consider the equili-
brium conditions for an arbitrarily small element of the plate mid-plane of size dx1×dx2,
confer figure 4.3.
The balance of forces in direction x3 reads
0 = p dx1dx2 + (q1 + q1,1dx1)dx2 − q1dx2 + (q2 + q2,2dx2)dx1 − q2dx1
= pdx1dx2 + q1,1dx1dx2 + q2,2dx1dx2,
(4.24)
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x1
x2
x3
dx1
dx2
m21
m21 +m21,2dx2
m12
m12 +m12,1dx1
m2
m1
m2 +m2,2dx2
m1 +m1,1dx1
q2
q1
q1 + q1,1dx1
q2 + q2,2dx2p
Figure 4.3: Out of-plane (plate) resultants at an element dx1×dx2 of the plate mid-plane
and this implies
−div q = p.
The balance of moments around the 2-axis at the midpoint of the element reads
0 = +m1dx2 − q1dx2 dx12 −m21dx1 + (m21 +m21,2dx2)dx1
+ (m1 +m1,1dx1)dx2 − (q1 + q1,1dx1)dx2 dx12 ,
where the dx1dx2 dx12 -term asymptotically vanishes for dx1dx2 → 0. This implies
m1,1 +m21,2 = q1.
Analogously, one gets
m12,1 +m2,2 = q2
from the balance of moments around the 1-axis. Thus, with (4.13) it follows
q = divµ+ = −divµ. (4.25)
With (4.25) the shear force q can be eliminated from the boundary conditions (4.18c)
on γF yielding the formulation
∂
∂s(s·µ·n) + divµ·n = gq, n·µ·n = gµ on γF. (4.26)
The balance of forces (4.24) takes the form
div divµ(v) = p in ω. (4.27)
Together with the plate boundary conditions (4.17), this poses the plate part of the CLT
boundary value problem.
In order to fulfil the essential boundary conditions from (4.18) and the implication
(4.19), v is considered to belong to the appropriate affine function space Vwg , whereas
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the test functions belong to the space Vw0 . These are defined by
Vwg := {v = u+ we3 ∈
(
H1(ω)
)2 ×H2(ω) :
w = gw on γC ∪ γS, s·∇w = ∂∂sgw on γC ∪ γS, n·∇w = gn on γC},
Vw0 := {v = u+ we3 ∈
(
H1(ω)
)2 ×H2(ω) :
w = 0 on γC ∪ γS, s·∇w = 0 on γC ∪ γS, n·∇w = 0 on γC}.
(4.28)
The weak formulation of (4.27) is gained by multiplication with a test function w˜ ∈ Vwg
and integration over the domain ω. Then twice integration by parts and Gauss’ theorem
give the left-hand side∫
ω
(div divµ)w˜ dω = − ∫
ω
divµ·∇w˜ dω + ∫
∂ω
divµ·n w˜ ds
=
∫
ω
µ :ε(∇w˜) dω − ∫
∂ω
n·µ·∇w˜ ds+ ∫
∂ω
divµ·n w˜ ds.
Inserting ∇w˜ = 0 on γC and w˜ = 0 on γC ∪ γS from (4.28) yields∫
ω
(div divµ)w˜ dω =
∫
ω
µ :ε(∇w˜) dω − ∫
γS∪γF
n·µ·∇w˜ ds+ ∫
γF
divµ·n w˜ ds
=
∫
ω
µ :ε(∇w˜) dω − ∫
γS∪γF
n·µ·((n·∇w˜)n+ (s·∇w˜)s) ds
+
∫
γF
divµ·n w˜ ds,
and inserting n·µ·n = gµ on γS∪γF from (4.18) and s·∇w˜ = 0 on γS from (4.28) yields∫
ω
(div divµ)w˜ dω =
∫
ω
µ :ε(∇w˜) dω − ∫
γS∪γF
gµn·∇w˜ ds−
∫
γF
(n·µ·s)(s·∇w˜) ds
+
∫
γF
divµ·n w˜ ds. (4.29)
Consider only the third term. Another integration by parts and Gauss’ theorem give
− ∫
γF
(n·µ·s)(s·∇w˜) ds = ∫
γF
div
(
(n·µ·s)s)w˜) ds− ∫
∂γF
(n·µ·s)(s·s¯)w˜ dx
with s¯ = ±s, where the sign depends on the edge orientation. With node jumps this
can be written as
− ∫
γF
(n·µ·s)(s·∇w˜) ds = ∫
γF
div
(
(n·µ·s)s)w˜) ds− ∑
x∈γV
[[n·µ·s]]xw˜,
and the corner jump condition (4.21) leads to
− ∫
γF
(n·µ·s)(s·∇w˜) ds = ∫
γF
div
(
(n·µ·s)s)w˜) ds
=
∫
γF
s·∇(n·µ·s)w˜ ds
=
∫
γF
∂
∂s(s·µ·n)w˜ ds.
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Going back to the complete equation (4.29), one gets∫
ω
(div divµ)w˜ dω =
∫
ω
µ :ε(∇w˜) dω − ∫
γS∪γF
gµn·∇w˜ ds
+
∫
γF
(
∂
∂s(s·µ·n) + divµ·n
)
w˜ ds,
and ∂∂s(s·µ·n) + divµ·n = gq on γF from (4.26) finally yields∫
ω
(div divµ)w˜ dω =
∫
ω
µ :ε(∇w˜) dω − ∫
γS∪γF
gµn·∇w˜ ds+
∫
γF
gq w˜ ds.
The right-hand side simply reads ∫
ω
p w˜ dω.
Remark 4.7. In the special case of a constant isotropic material, the equation (4.27)
simplifies to a biharmonic equation. Let ∆ := ∇·∇ = div∇. The plane stress version of
the isotropic material law reads
C˜ = 2µλ2µ+ λII + 2µI,
confer section 3.6 and Remark 3.2 to derive the isotropic tensor from the transversely
isotropic one. If the coefficients are assumed to be constant, then Remark 4.3 yields
µ(v) = d312σ(∇w) =
d3
12 C˜ :ε(∇w)
= d312
(
2µλ
2µ+λ I I :∇∇w + 2µ I :∇∇w
)
= d312
(
2µλ
2µ+λ(∆w)I + 2µ∇∇w
)
and
div divµ(v) = d312
(
2µλ
2µ+λ div div
(I(∆w))+ 2µ div div (∇∇w))
= d312
(
2µλ
2µ+λ div∇(∆w) + 2µ div ∆∇w
)
= d312
(
2µλ
2µ+λ + 2µ
)
∆2w.
One defines the plate bending stiffness or flexural rigidity K by
K := d
3
12
( 2µλ
2µ+ λ + 2µ
)
= d
3
12
4µ(λ+ µ)
2µ+ λ =
Ed3
12(1− ν2) .
In the last step, (3.3) is used to convert the material constants. The balance of forces
(4.27) takes the form
∆2w = p/K in ω,
which is often used in the literature, for example in [Chandrashekhara, 2001], chapter
2 or [Ventsel and Krauthammer, 2001], chapter 2. Although the basic equation of the
homogeneous, isotropic plate problem is the biharmonic equation, there are differences
between the plate problem and the so-called biharmonic problem, which features the
same differential equation but a different bilinear form. For a discussion of this topic
see [Ciarlet, 1978a], pages 28–31.
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4.5.3 Combined weak formulation
The combination of the membrane and plate equilibrium conditions yields the differential
equation
−divϕ(v) + (div divµ(v))e3 = t+ pe3.
The affine function spaces which were introduced for the parts are combined to
Vg := Vug ∩ Vwg ,
V0 := Vu0 ∩ Vw0 .
The combined weak formulation is gained by the multiplication with a test function
u˜+ w˜e3 =: v˜ ∈ V0
and integration over the domain ω. The results of the two preceding subsections lead to
the left-hand side∫
ω
(− divϕ+ (div divµ)e3)·(u˜+ w˜e3) dω
= − ∫
ω
divϕ·u˜dω + ∫
ω
(div divµ)w˜ dω
=
∫
ω
ϕ :ε(u˜) dω − ∫
γN
gϕ ·u˜ds+
∫
ω
µ :ε(∇w˜) dω − ∫
γS∪γF
gµn·∇w˜ ds+
∫
γF
gq w˜ ds
and the right-hand side∫
ω
(t+ pe3)·(u˜+ w˜e3) dω =
∫
ω
t·u˜dω +
∫
ω
p w˜ dω.
By bringing all boundary integrals to the right-hand side, one gets the bilinear and linear
forms
a(v, v˜) =
∫
ω
ϕ(u,∇w) :ε(u˜) dω +
∫
ω
µ(u,∇w) :ε(∇w˜) dω
=
∫
ω
ε(u) :Cm :ε(u˜) dω +
∫
ω
ε(∇w) :Cc :ε(u˜) dω
+
∫
ω
ε(u) :Cc :ε(∇w˜) dω +
∫
ω
ε(∇w) :Cp :ε(∇w˜) dω,
l(v˜) =
∫
ω
t·u˜ dω + ∫
ω
p w˜ dω +
∫
γN
gϕ ·u˜ ds+
∫
γS∪γF
gµn·∇w˜ ds−
∫
γF
gq w˜ ds.
(4.30)
The bilinear form a(. , .) is the same as the one in (4.15), which was derived from the 3D
formulation. The 3D problem (2.15) is replaced by the coupled membrane-plate problem
find v = u+ we3 ∈ Vg with
a(v, v˜) = l(v˜) ∀ v˜ = u˜+ w˜e3 ∈ V0. (4.31)
If desired, volume loads ρf formed of the density ρ and the acceleration f can be
included via the area loads t and p,
t = dρf ·e1e1 + dρf ·e2e2 + t¯,
p = dρf ·e3 + p¯.
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Table 4.1: Dimensions of some symbols
symbol description dimension SI symbol
ei unit basis tensor dimensionless
u, w displacement length L
d thickness length L
n outer normal dimensionless
s tangent dimensionless
ρ mass density mass per volume ML−3
f acceleration length per time2 LT−2
ρf volume load mass × acceleration per volume ML−2T−2
= force per volume
t membrane load force per area MLT−2
p plate load force per area MLT−2
σ stress force per area ML−1T−2
ϕ, q force resultant force per length MT−2
µ moment resultant moment per length (= force) MLT−2
Boundary condition functions for certain quantities
gu in-plane displacement length L
gϕ normal force resultant force per length MT−2
gw plate deflection length L
gn plate deflection angle dimensionless
gµ bending moment resultant moment per length MLT−2
gq shear force resultant force per length MT−2
We note that the area loads are also called area force densities or area forces, analo-
gously for volume loads and line loads on the boundary. The dimensions of all occurring
symbols are listed in Table 4.1, the specification of units is not necessary for theory and
implementation. The user of an FEM programme is responsible for choosing the units
consistently. If for example all lengths are given in mm and elasticity and shear moduli
as well as loads in MPa=N/mm2, then the force resultants have the unit N/mm and
the moment resultants have the unit N.
4.5.4 The CLT problem in Voigt notation
The bilinear form
a(v, v˜) =
∫
ω
ε(u) :Cm :ε(u˜) dω +
∫
ω
ε(∇w) :Cc :ε(u˜) dω
+
∫
ω
ε(u) :Cc :ε(∇w˜) dω +
∫
ω
ε(∇w) :Cp :ε(∇w˜) dω
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of the CLT problem from (4.30) reads
a(v, v˜) =
∫
ω
e˜(u)TCm e˜(u˜) dω +
∫
ω
e˜(∇w)TCc e˜(u˜) dω
+
∫
ω
e˜(u)TCc e˜(∇w˜) dω +
∫
ω
e˜(∇w)TCp e˜(∇w˜) dω
in Voigt notation, confer section 2.3, with the reduced 2D strain vector of the plane
stress notation from section 3.6. The symbols Cm, Cc, Cp denote the elasticity matrices
corresponding to the tensors Cm, Cc, Cp, respectively. Analogously to (4.9), they can be
calculated by
Cm(x) =
d/2∫
−d/2
C˜(x, x3) dx3 =
nL∑
i=1
(di − di−1)C˜i(x),
Cc(x) = −
d/2∫
−d/2
x3 C˜(x, x3) dx3 = −12
nL∑
i=1
(d2i − d2i−1)C˜i(x),
Cp(x) =
d/2∫
−d/2
x23 C˜(x, x3) dx3 = 13
nL∑
i=1
(d3i − d3i−1)C˜i(x)
in the case of nL laminae in 3-direction which have the borders
−d/2 = d0 < d1 < · · · < dnL = d/2.
Any C˜i represents the reduced 3 × 3 plane stress elasticity matrix of the lamina i.
Furthermore, the bilinear form can also be written as
a(v, v˜) =
∫
ω
[
e(u)
e(∇w)
]T [
Cm Cc
Cc Cp
] [
e(u˜)
e(∇w˜)
]
dω. (4.32)
The linear form
l(v˜) =
∫
ω
t·u˜ dω + ∫
ω
p w˜ dω +
∫
γN
gϕ ·u˜ds+
∫
γS∪γF
gµn·∇w˜ ds−
∫
γF
gq w˜ ds
is written as
l(v˜) =
∫
ω
tT u˜dω +
∫
ω
p w˜ dω +
∫
γN
gTϕ u˜ds+
∫
γS∪γF
gµ n
TD1w˜ ds−
∫
γF
gq w˜ ds (4.33)
in Voigt notation, with the vectors u˜, t, gϕ, n and the vector-valued differential operator
D1 :=
[
∂
∂x1
,
∂
∂x2
]T
.
being the representations of the tensors u˜, t, gϕ,n and the 2D gradient operator ∇ in
the standard basis.
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Today the finite element method (FE method, FEM) is a common and widely used tool
for the solution of partial differential equations. It is based on the decomposition of
the given domain into smaller subdomains, the result is called the finite element mesh.
While we concentrate on the simulation of mechanical problems in engineering, its range
of application is actually much larger. A short introduction and references for further
reading are given in section 5.1.
An important factor each engineer has to take into account when he uses FE sim-
ulations is the quality of the used mesh. High accuracies at local stress peaks require
a locally very fine mesh. On the contrary, an overall very fine mesh can lead to un-
acceptably long computation times and high memory requirements. In conclusion, an
optimal mesh in terms of both accuracy and efficiency of the simulation needs to be fine
in critical spots and coarse in areas with a smooth stress state and therefore depends on
the unknown solution of the mechanical problem. A mesh fulfilling these requirements
can be gained automatically by using adaptive FEM as described in section 5.2.
The sections 5.3 to 5.5 conclude this chapter by giving examples for finite elements
suited for 3D problems, plate problems, and the coupled membrane-plate problems of
the classical laminate theory.
5.1 Short introduction to FEM
The finite element method can be interpreted as a special case of the Galerkin method,
which is also called Galerkin’s method or Ritz-Galerkin method in the case of a sym-
metric bilinear form. This method is a numerical method which can be used to solve
boundary value problems of partial differential operators. Consider the weak formula-
tion
find u ∈ Vg ⊂ V with
a(u,v) = l(v) ∀v ∈ V0 ⊂ V (5.1)
of a boundary value problem with a bilinear form a(. , .) and a linear form l(.). The basic
idea of the Galerkin method is to substitute the infinite-dimensional affine function space
V by a finite-dimensional subspace, leading to
find uh ∈ VNg ⊂ VN with
a(uh,vh) = l(vh) ∀vh ∈ VN0 ⊂ VN . (5.2)
One chooses a sequence of spaces VN ⊂ V with dimVN = N ≤ ∞ for each N ∈ N
larger than some initial value. A basis BN = {p(1), . . . ,p(N)} of VN is chosen for each
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N . It is not required that VN ⊂ VN+1 holds, which makes the notation of the basis
elements as given here ambiguous, but from the context it is always clear to which basis
BN an element p(i) belongs. The subspace VN0 and the affine subspace VNg are the
finite-dimensional analogues of V0 and Vg. They contain all elements of VN fulfilling
the respective boundary conditions.
It is demanded that for every v ∈ V and  > 0 there exist a number N∗ and
coefficients v(1), . . . , v(N) such that
∥∥∥v − N∑
i=1
v(i)p(i)
∥∥∥ <  ∀N ≥ N∗
holds in the norm of the affine space V. This enables the approximation of arbitrary
functions of V. By subtracting (5.2) from (5.1), one gets
a(u− uh,vh) = 0 ∀vh ∈ VN0,
this property is called Galerkin orthogonality.
Functions in VN are uniquely defined by their coefficients with respect to the basis
functions
uh(x) =
N∑
i=1
u(i)p(i). (5.3)
Due to the Dirichlet boundary conditions imposed on Vg, some of the coefficients u(i)
are already given, but the majority of them has to be determined numerically. If one
collects all coefficients in a vector uh, then there exists a one-to-one mapping between the
coefficient vector uh ∈ RN and the function uh ∈ VNg. The given values are included in
the vector as pseudo-unknowns. Equation (5.2) is fulfilled for all vh ∈ VN0 if and only
if it is fulfilled for all basis functions of VN0. This leads to a linear system of equations
for the coefficient vector uh, which can be written as
Khuh = fh (5.4)
with the matrix
Kh = [a(p(j),p(i))]Ni,j=1 (5.5)
and the right-hand side vector
fh = [l(p(i))]Ni=1. (5.6)
The matrix Kh is called stiffness matrix due to its meaning for mechanical problems,
where uh resembles displacements and fh forces. The problem (5.2) is equivalent to
finding a coefficient vector which fulfils equation (5.4). In this sense, it is discretised and
can be solved using a computer.
Remark 5.1. The system as given in (5.4) does not contain the Dirichlet boundary
conditions, which leads to a singular system matrix. There are several ways of handling
Dirichlet boundary conditions. Some are discussed shortly at the end of this section.
More information can be found in the standard literature, which is also given at the end
of the section. The final matrix with included Dirichlet boundary conditions is regular.
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The key aspect of the finite element method is a special choice of basis functions for
the Galerkin method. The FE basis functions feature a local support based on a decom-
position of the closure of the domain into many small subdomains. This decomposition
is called mesh or grid. The boundaries of the elements consist of faces (2D manifold,
only in 3D case) and edges (1D manifold, both in 2D and 3D case). The points where
edges meet are called vertices. The mesh must be admissible, which means in 2D and
3D that any two subdomains are either disjoint, or share a vertex, a complete edge, or
a complete face (only in 3D). Examples are shown in Figure 5.1. A finite element is
defined as a triple (T,PT ,ΣT ) of a geometric object T , a function space PT over T , and
a set of degrees of freedom ΣT . The geometric object is one of the subdomains defined
by the mesh. Casually, T itself is called “element”. The set of all geometric elements is
denoted by T and it holds
cl Ω =
⋃
T∈T
T
with cl Ω standing for the closure of Ω. Any element is required to be a closed subset of
RnD with a non-empty interior and a Lipschitz-continuous boundary. Standard choices
for function spaces are piecewise polynomials of a certain order on T . The degrees of
freedom (DOFs) usually include function value evaluations and derivative evaluations
at specified points of the element; these points are called nodes. A finite element is
demanded to be unisolvent. This means that any function of PT needs to be uniquely
defined by the DOFs in ΣT . This property allows the definition of a local basis of PT .
For each DOF σ(i)T ∈ ΣT there is a so-called shape function p(i)T ∈ PT which fulfils
σ
(j)
T (p
(i)
T ) = δij :=
{
1 if i = j
0 if i 6= j ∀ i, j ∈ {1, . . . , |ΣT |}.
The global basis of the Galerkin method can be constructed from the local bases of the
elements as follows. Shape functions of neighbouring elements which belong to the same
DOF are combined to one piecewise defined function. They are defined to be zero on all
elements which are not adjacent to their respective node. The set of all such functions is
called nodal basis of the FE space and this basis is used for the Galerkin method. The
basis functions are also called ansatz functions. The space VN spanned by this basis
is also called Vh, and the set of all DOFs is called Σ. The local support of the basis
functions causes many of the integrals in the matrix entries of Kh in (5.5) to be zero.
This yields a sparse stiffness matrix, which is desirable because it allows to store and
solve the system of equations efficiently.
Theorem 5.2. Let k ≥ 1 and Ω a bounded domain. A piecewise smooth function
v : Ω¯→ R belongs to Hk(Ω) if and only if v ∈ Ck−1(Ω¯) holds.
Proof. See Theorem 5.2 in chapter 2 of [Braess, 2007].
In consequence, finite elements for a certain problem must be chosen properly in order
to fulfil Vh ⊂ V. For example, the weak solution of the plate problem lies in H2 and
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Figure 5.1: Examples for two admissible meshes (left, middle) and one non-admissible
mesh (right) of a square in 2D
thus requires C1 elements. Finite elements which do not fulfil this requirement are called
non-conforming finite elements.
Natural boundary conditions are part of the linear form and therefore automatically
included in the method. Arbitrary given functions can be approximated by a projection
on the FE space. There are different approaches for the inclusion of essential boundary
conditions. A full vector with pseudo-unknowns and projection techniques are used
in our implementation, see section 6 in [Meyer, 2001]. Alternatively, DOFs which are
associated with homogeneous boundary conditions can be set to zero, which effectively
reduces the dimension of the FE space. Inhomogeneous boundary conditions can be
homogenised exactly with the help of an extension of the given boundary function to the
whole domain or homogenised approximately by using FE ansatz functions. A further
method is to use penalty terms, this works for both homogeneous and inhomogeneous
essential boundary conditions.
There exists a wide field of literature on FEM both from the mathematical and the
practical point of view. Some examples for mathematical sources are [Ciarlet, 1978a],
[Brenner and Carstensen, 2004], [Braess, 2007] and [Brenner and Scott, 2008].
5.2 Adaptive FEM
As outlined above a mesh that is balanced with respect to accuracy and efficiency of the
whole method depends on the unknown solution of the mechanical problem. The mesh
needs to be fine where the stress field changes rapidly, while it may be coarse where the
stress field changes slowly.
The idea of the h-adaptive FEM (aFEM) is to generate a solution-oriented mesh
which has the desired properties automatically during the simulation process. The basic
principle is to repeat the following three steps: computation of an approximate solution,
error estimation, local mesh refinement. One starts out with a very coarse mesh, making
the solution cheap in terms of computation time. Then a local error estimator is used
to estimate the error contribution of the solution on each element to the overall error.
The elements with the highest error contribution are refined, leading to a mesh that
is better suited to the problem. Repeating those three steps several times leads to a
high-precision solution on an efficient mesh. This gives a more reliable stress prediction
than classical FEM, which always bears the risk of using too coarse meshes.
Since the adaptive FEM involves more solutions of an FEM system, it is intuitive to
expect it to be slower than classical FEM. But in contrast, adaptive FEM is usually faster
than classical FEM. The reason for this is the method used to solve the occurring linear
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systems. Instead of applying a direct solver, an iterative method is used to compute an
approximate solution, which does not have to be very accurate unless the final mesh is
reached. Usually the preconditioned conjugate gradient method (PCG) is applied. After
the error estimation, the current solution is not thrown away; the projection onto the new
mesh gives a good initial guess for the next PCG iteration, which leads to a cascade effect.
Another important aspect is that a good preconditioner can be gained by exploiting the
evolving hierarchy of the mesh. During the refinement a “parent element” is divided
into “child elements”. This can be utilised to construct a hierarchical preconditioner
similar to the multigrid approach. See chapter 6 for details. Since the hierarchy arises
automatically during the refinement of the mesh, the solver and the refinement method
harmonise very well. Even if a fine mesh would be available, it is desired to start with
a mesh as coarse as possible since the mesh hierarchy needs to evolve.
In conclusion, adaptive FEM is faster and more accurate than non-adaptive FEM. It
is, therefore, well-suited for applications like failure prediction, parameter variation, or
calculation of different load steps. Further information on adaptivity and error estima-
tion can be found in the literature. The sources [Brenner and Carstensen, 2004], [Braess,
2007] and [Brenner and Scott, 2008], which were already given above, deal with adaptive
FEM to some extend. Further books on aFEM are for example [Ainsworth and Oden,
2000], [Bangerth and Rannacher, 2003] and [Stein, 2003].
Another version of the adaptive FEM is the so-called p-adaptive FEM. It uses a local
enlargement of the dimension of the FE ansatz space instead of refining the mesh. This
can be achieved for example by raising the polynomial degree. A combination of both
methods is called hp-adaptive FEM. The r-adaptive FEM uses remeshing instead of
refinements. These versions are not discussed here; we restrict ourselves to h-adaptivity.
5.3 Finite elements for 3D elasticity problems
As an example for 3D finite elements, we consider the simple case of axis-parallel hexa-
hedral Lagrange elements with trilinear shape functions, which are 3D tensor product
elements based on the 1D linear element. They are globally continuous and therefore
suited to approximate H1 functions like the weak solution of the 3D elasticity problem
according to Theorem 5.2.
First, consider the approximation of a scalar field u. Each geometric element T is a
cuboid. The set of DOFs consists of the function values of u at the eight element vertices
x
(i)
T , i = 1, . . . , 8. So |ΣT | = 8 , and σ(i)T (u) = u(x(i)T ). The function space PT = Q1(T )
is the space of trilinear functions over T , which can be defined by a tensor product
of linear functions over an interval. The element is unisolvent, which means that any
function in Q1 is uniquely defined by the eight nodal values. The local basis of Q1(T ) is
the set of bilinear functions φ(i)T with the property
σ
(j)
T φ
(i)
T = φ
(i)
T (x
(j)
T ) = δij .
The extension of this element to a vector field like u = ukek of the 3D elasticity
problem is straightforward. For every component uk, the above shape functions are
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multiplied by ek. The set of DOFs consists of the function values of all 3 components
of the 3D displacements u at the eight element vertices, which leads to |ΣT | = 24 in
this case, and the function space is the tensor product space PT = Q1(T )3. With the
element vertices x(i)T , i = 1, . . . , 8, the assignment
σ
(i)
T (u) := uk(x
(l)
T ) ∀ i = k + 3(l − 1) with k = 1, 2, 3, l = 1, . . . , 8
yields
p
(i)
T (x) = φ
(l)
T (x)ek with i = k + 3(l − 1).
The Galerkin ansatz can either be viewed as a combination of tensor-valued basis func-
tions with scalar coefficients or as scalar-valued basis functions with tensor coefficients.
Confer
uh(x)|T =
24∑
i=1
u
(i)
T p
(i)
T (x) =
24∑
i=1
σ
(i)
T (uh)p
(i)
T (x)
=
8∑
l=1
3∑
k=1
uh,k(x(l)T )φ
(l)
T (x) ek =
8∑
l=1
uh(x(l)T )φ
(l)
T (x) =
8∑
l=1
u
(l)
h,T φ
(l)
T (x),
with the u(i)T being the local parts of the whole coefficient vector. Global basis functions
are gained by linking all shape functions associated with a DOF to a piecewise defined
global function which has the set of adjacent elements as support. The set of these
ansatz functions for all DOFs form a basis of Vh. Denote the local index in an element T
of the global DOF i by iT . Furthermore, denote the union of all elements containing the
uniquely identified node which is associated with the DOF i with ωi. Then the global
ansatz functions are defined as
p(i)(x) =
{
p
(iT )
T (x) if x ∈ T ⊂ ωi
0 else
,
and the global FE ansatz reads
uh(x) =
|Σ|∑
i=1
σ(i)(u)p(i)(x) =
|Σ|∑
i=1
u(i) p(i)(x). (5.7)
In practice the shape functions are not determined for every single element, instead
they are defined on a so-called reference element and transformed to the “world elements”.
Define the reference Tˆ = [−1, 1]3 and number its corners
xˆ(1) = [−1,−1,−1]T, xˆ(2) = [1,−1,−1]T, xˆ(3) = [1, 1,−1]T, xˆ(4) = [−1, 1,−1]T,
xˆ(5) = [−1,−1, 1]T, xˆ(6) = [1,−1, 1]T, xˆ(7) = [1, 1, 1]T, xˆ(8) = [−1, 1, 1]T.
With the linear 1D shape functions
p−(s) =
1
2(1− s),
p+(s) =
1
2(1 + s)
(5.8)
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over the interval [−1, 1], which fulfil
p−(−1) = 1, p−(1) = 0, p+(−1) = 0, p+(1) = 1,
the trilinear 3D shape functions of the reference can be written as
φˆ(1)(xˆ) = p−(xˆ1) p−(xˆ2) p−(xˆ3), φˆ(2)(xˆ) = p+(xˆ1) p−(xˆ2) p−(xˆ3),
φˆ(3)(xˆ) = p+(xˆ1) p+(xˆ2) p−(xˆ3), φˆ(4)(xˆ) = p−(xˆ1) p+(xˆ2) p−(xˆ3),
φˆ(5)(xˆ) = p−(xˆ1) p−(xˆ2) p+(xˆ3), φˆ(6)(xˆ) = p+(xˆ1) p−(xˆ2) p+(xˆ3),
φˆ(7)(xˆ) = p+(xˆ1) p+(xˆ2) p+(xˆ3), φˆ(8)(xˆ) = p−(xˆ1) p+(xˆ2) p+(xˆ3).
(5.9)
There exists a linear mapping
x = χT (xˆ) = JT xˆ+ x(0)T , xˆ = χˆT (x) = χ
−1
T (x) = J
−1
T (x− x(0)T ) (5.10)
from the reference to the world element and its inverse with the Jacobian matrix
JT = [∂xi/∂xˆj ]i,j=1,2,3
and the world element center point x(0)T . The Jacobian matrix is constant on the whole
element in the linear case. With this mapping it holds
Q1(T ) = {φˆ ◦ χ−1T : φˆ ∈ Q1(Tˆ )}
and the world shape functions can be easily constructed from the known reference shape
functions by
φ
(i)
T (x) = φˆ
(i)(χ−1T (x)) ∀ i = 1, . . . , 8.
The stiffness matrix can be set up with the help of the element stiffness matrices. The
matrix-valued differential operator
E3D =

∂
∂x1
0 0
0 ∂∂x2 0
0 0 ∂∂x3
∂
∂x2
∂
∂x1
0
0 ∂∂x3
∂
∂x2
∂
∂x3
0 ∂∂x1

(5.11)
yields
e(ukek) = E3D[u1, u2, u3]T
with the strain vector e of the Voigt notation from section 2.3. By collecting E3D applied
to all element shape functions in one large matrix
B3DT :=
[
E3D
φ
(1)
T
0
0
 | E3D
 0φ(1)T
0
 | E3D
 00
φ
(1)
T
 | E3D
φ
(2)
T
0
0
 | . . . | E3D
 00
φ
(8)
T
 ] ∈ R6×24,
54
5.4 Finite elements for plates
the element stiffness matrix may be written as
KT :=
[
a(p(j)T ,p
(i)
T )
]24
i,j=1 =
∫
T
(B3DT )TC B3DT dω.
The whole stiffness matrix (5.5) can be written analogously with a matrix B3D containing
E3D applied to all global FE basis functions. Alternatively, it can be assembled by adding
up the element stiffness matrices multiplied with appropriate matrices which project the
local DOF numbers to the global ones and vice versa. For some methods it is not
necessary to assemble the complete matrix; they only need a multiplication routine for
matrix-vector products with the stiffness matrix. The element parts of the right-hand
side vector
fT :=
[
l(p(i)T )
]24
i=1 =
[ ∫
T
ρf ·p(i)T dω +
∫
∂T∩γN
gN ·p(i)T dS
]24
i=1
can be assembled into the complete vector (5.6) analogously.
Higher-order elements can be constructed similarly. Examples are the 27-node and the
20-node hexahedral elements. The 20-node element is also called serendipity element, it
uses the function values at edge midpoints in addition to those at the corners, enabling
the use of a reduced triquadratic polynomial ansatz. The 27-node element additionally
uses function values at face midpoints and the element midpoint, which allows a complete
triquadratic polynomial ansatz. See the literature given above for further information.
It is also possible to cover more general geometries like elements with curved boundaries
by using a non-linear mapping.
5.4 Finite elements for plates
Before considering elements for the classical laminate theory, it is useful to study elements
for the pure plate problem, confer Remark 4.2 and Remark 4.7 for the isotropic case. The
weak formulation of the plate problem features functions inH2. Therefore, elements with
ansatz functions that are globally C1-continuous are required as stated in Theorem 5.2.
For examples of such elements see [Ciarlet, 1978a]. We concentrate on two of those, the
Bogner–Fox–Schmit (BFS) rectangular element and the reduced Hsieh–Clough–Tocher
(rHCT) triangular element.
5.4.1 BFS rectangles
We briefly present the rectangular element introduced by [Bogner et al., 1965]. See
also [Zhang, 2010] for further information. It is a so-called C1-Q3 element with piecewise
bicubic ansatz functions that are globally C1-continuous. The DOFs consist of the
function value, both first derivative values, and the mixed second derivative for each of
the four vertices, which totals to 16 DOFs per element.
There exists a linear mapping from and to the reference rectangle [−1, 1]2 with a 2×2
Jacobian matrix JT analogously to the 3D case. Consider the elements to be aligned
with the axes of the coordinate system. Then JT is the diagonal matrix with the element
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lengths hT,1 and hT,2 in the 1- and 2-direction as diagonal entries. The cubic 1D shape
functions
p0−(s) =
1
4(1− s)
2(2 + s),
p1−(s) =
1
4(1− s)
2(1 + s),
p0+(s) =
1
4(1 + s)
2(2− s),
p1+(s) = −
1
4(1 + s)
2(1− s)
over the interval [−1, 1] fulfil
∂a
∂sa p
b−(−1) = δij , ∂
a
∂sa p
b−(1)= 0, ∂
a
∂sa p
b
+(1) = δij , ∂
a
∂sa p
b
+(−1) = 0 ∀ a, b ∈ {0, 1}.
Number the vertices of the reference element
xˆ(1) = [−1,−1]T, xˆ(2) = [1,−1]T, xˆ(3) = [1, 1]T, xˆ(4) = [−1, 1]T.
The according world element nodes are denoted by x(l), l = 1, 2, 3, 4. The 16 bicubic
reference shape functions for w can be defined as
φˆab1 (xˆ) = pa−(xˆ1) pb−(xˆ2),
φˆab2 (xˆ) = pa+(xˆ1) pb−(xˆ2),
φˆab3 (xˆ) = pa+(xˆ1) pb+(xˆ2),
φˆab4 (xˆ) = pa−(xˆ1) pb+(xˆ2) ∀ a, b ∈ {0, 1}.
They have the properties
∂c+d
∂xˆc1∂xˆ
d
2
φˆabj (xˆ(l)) = δjl δac δbd ∀ j, l ∈ {1, 2, 3, 4}, a, b, c, d ∈ {0, 1}.
In order to ensure the analogue of these properties for the world shape functions with
derivatives with respect to the world coordinates, the reference shape functions related
to derivative DOFs need to be scaled appropriately. One arrives at the 16 local world
shape functions
p
(i)
T (x) =
(h1
2
)a(h2
2
)b
φˆabl
(
χ−1T (x)
) ∀ i = 1 + 4(l − 1) + a+ 2b
with l ∈ {1, 2, 3, 4}, a, b ∈ {0, 1}.
They fulfil
σ
(i)
T (p
(j)
T ) = δij ∀ i, j ∈ {1, . . . , 16}
for DOFs which are numbered
σ
(i)
T (q) = ∂
a+b
∂xa1∂x
b
2
q(x(l)T ) ∀ i = 1 + 4(l − 1) + a+ 2b
with l ∈ {1, 2, 3, 4}, a, b ∈ {0, 1}.
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The local FE ansatz reads
wh(x)|T =
16∑
i=1
w
(i)
T p
(i)
T (x) =
16∑
i=1
σ
(i)
T (wh) p
(i)
T (x)
=
4∑
l=1
1∑
a,b=0
∂a+b
∂xa1 ∂x
b
2
wh(x(l))
ha1h
b
2
2a+b φˆ
ab
l (χ
−1
T (x)).
(5.12)
The global ansatz functions and the stiffness matrix are generated analogously to the
3D case.
The vector-valued differential operator
Ep =
[
∂2
∂x21
, ∂
2
∂x22
, 2 ∂2∂x1∂x2
]T
(5.13)
yields
e˜(∇w) = Epw
with the reduced strain vector e˜ of the plane stress Voigt notation from section 3.6. By
collecting Ep applied to all element shape functions in one large matrix
BpT := E
p[p(1)T , p
(2)
T , . . . , p
(16)
T ] ∈ R3×16,
the element stiffness matrix may be written as
KT = [a(p(j)T , p
(i)
T )]
16
i,j=1 =
d3
12
∫
T
(BpT )
T C˜ BpT dω
with the plane stress elasticity matrix C˜ from section 3.6. The element right-hand side
reads
fT :=
[
l(p(i)T )
]16
i=1 =
[ ∫
T
p p
(i)
T dω +
∫
∂T∩(γS∪γF)
gµ n
TD1p
(i)
T ds−
∫
∂T∩γF
gq p
(i)
T ds
]24
i=1
,
confer section 4.5.4.
5.4.2 rHCT triangles
The Hsieh–Clough–Tocher element and its reduced version are triangular C1-P3 macro-
elements and go back to [Clough and Tocher, 1965]. They feature piecewise cubic ansatz
functions defined on three subtriangles of the triangular element. The ansatz functions
are constructed in such a way that the resulting global basis functions are C1-continuous.
The full HCT element uses the values of the function and both first derivatives at all
three vertices as well as the normal derivatives at edge midpoints as degrees of freedom.
The reduced version only uses the 9 corner DOFs. The edge midpoint DOFs are replaced
by the condition that the restriction of any shape function to any edge has to be linear.
The construction of the shape functions is quite complicated and there exist several
different approaches in the literature. We refer to [Meyer, 2012] for an elegant definition
that is also used in the implementation of our problem. Element stiffness matrices and
right-hand side vectors are set up analogously to those of the BFS element but are of
lower dimension due to the lower number of DOFs.
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5.5 CLT elements
The classical laminate theory problem in weak formulation of section 4.5.3 is a com-
bination of a 2D elasticity problem and a plate problem. Appropriate elements can be
gained by combining the elements for those problems. The weak solution
v = u+ we3 with u ∈ H1(ω)2, w ∈ H2(ω)
requires a C0 ansatz for u and a C1 ansatz for w.
5.5.1 Rectangles
Rectangular 2D bilinear elements can be formulated analogously to the 3D trilinear
elements shown in section 5.3. They can be used for the membrane part of the CLT
solution, while the BFS elements of section 5.4.1 are used for the plate part of the
solution. Both element types feature degrees of freedom only at the vertices, which
enables a relatively easy implementation. There are 24 DOFs per element in total; let
them be numbered
σ
(1)
T (v) = u1(x
(1)
T ), σ
(2)
T (v) = u2(x
(1)
T ), σ
(3)
T (v) = w(x
(1)
T ),
σ
(4)
T (v) = ∂∂x1w(x
(1)
T ), σ
(5)
T (v) = ∂∂x2w(x
(1)
T ), σ
(6)
T (v) = ∂
2
∂x1∂x2
w(x(1)T ),
...
...
σ
(19)
T (v) = u1(x
(4)
T ), σ
(20)
T (v) = u2(x
(4)
T ), σ
(21)
T (v) = w(x
(4)
T ),
σ
(22)
T (v) = ∂∂x1w(x
(4)
T ), σ
(23)
T (v) = ∂∂x2w(x
(4)
T ), σ
(24)
T (v) = ∂
2
∂x1∂x2
w(x(4)T ).
The BFS shape functions from above need to be multiplied with e3. With the appropriate
shape functions for u and we3 renumbered accordingly, one arrives at the local FE ansatz
vh(x)|T =
24∑
i=1
σ
(i)
T (vh)p
(i)
T (x).
In order to build the element stiffness matrix, one needs the vector-valued differential
operator Ep from (5.13) as well as the matrix-valued
E2D =

∂
∂x1
0
0 ∂∂x2
∂
∂x2
∂
∂x1
 , (5.14)
which is a reduced version of E3D from (5.11). The matrix BpT , which collects Ep applied
to all shape functions in the plate part, is replaced here by two separate matrices for the
membrane and plate shape functions. They must respect the numbering of the DOFs
and shape functions given above, which leads to
B1T :=
[
E2D
[
φ
(1)
T
0
]
| E2D
[
0
φ
(1)
T
]
| O3×4 | E2D
[
φ
(2)
T
]
| . . . | O3×4
]
∈ R3×24,
B2T :=
[
O3×2 | Ep[p(1)T , p(2)T , p(3)T , p(4)T ] | O3×2 | . . . | Ep[p(13)T , p(14)T , p(15)T , p(16)T ]
]
∈ R3×24,
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with On×m being the n ×m matrix with all entries equal to zero. The p(i)T are defined
as given in section 5.4.1, and the φ(i)T are given by
φˆ(1)(xˆ) = p−(xˆ1) p−(xˆ2), φˆ(2)(xˆ) = p+(xˆ1) p−(xˆ2),
φˆ(3)(xˆ) = p+(xˆ1) p+(xˆ2), φˆ(4)(xˆ) = p−(xˆ1) p+(xˆ2),
(5.15)
φ
(i)
T (x) = φˆ
(i)(χ−1T (x)) ∀ i = 1, . . . , 8
with p+ and p− from section 5.3, confer also (5.9). With these definitions and (4.32),
the element stiffness matrix can be written as
KT = [a(p(j)T ,p
(i)
T )]
24
i,j=1 =
∫
ω
[
B1T
B2T
]T [
Cm Cc
Cc Cp
] [
B1T
B2T
]
dω
and the element right-hand side with (4.32) as
fT = [l(p(i)T )]24i=1,
l(p(i)T ) =
∫
ω
t·p(i)T dω +
∫
ω
pe3 ·p(i)T dω +
∫
γN
gϕ ·p(i)T ds
+
∫
γS∪γF
gµn·∇(e3 ·p(i)T ) ds−
∫
γF
gq e3 ·p(i)T ds
=
∫
ω
tT[p(i)T1, p
(i)
T2]T dω +
∫
ω
p p
(i)
T3 dω +
∫
γN
gTϕ [p
(i)
T1, p
(i)
T2]T ds
+
∫
γS∪γF
gµ n
TD1p
(i)
T3 ds−
∫
γF
gq p
(i)
T3 ds
with p(i)Tj standing for the j-th coordinate of p
(i)
T in the standard basis. Only one of these
coordinates is non-zero for each i by construction of the p(i)T .
Remark 5.3. If the DOFs are numbered such that first all membrane DOFs and then all
plate DOFs are listed, this leads to a special structure of the element stiffness matrix. Let
the matrices B¯1T and B¯2T be defined like B1T and B1T above but omitting the zero-blocks
O3×4 and O3×2. The element stiffness matrix K¯T is given by
K¯T =
[
KmT K
c
T
(KcT )T K
p
T
]
with the blocks
KmT =
∫
T
(B¯1T )TCmB¯1T dω ∈ R8×8,
KcT =
∫
T
(B¯1T )TCcB¯2T dω ∈ R8×16,
KpT =
∫
T
(B¯2T )TCpB¯2T dω ∈ R16×16.
The original element stiffness matrix KT given above is just a permutation of this al-
ternative matrix. In the case of a decoupled problem like discussed in Remark 4.2, the
block KcT vanishes, and KmT and K
p
T are the element stiffness matrices of the decoupled
membrane and plate problems, respectively.
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5.5.2 Triangles
Triangles can be equipped with piecewise linear ansatz functions using the function
values of the three vertices as DOFs to obtain globally continuous basis functions. See
the given standard FEM literature for details. They can be used for the membrane
part while the rHCT elements of section 5.4.2 are used for the plate part of the CLT
solution. Like in the rectangular case, this combination only features DOFs which are
located at vertices. The function evaluations of both membrane displacements and the
plate deflection as well as the first-order derivatives of the plate deflection at all corners
sum up to 15 DOFs. The element stiffness matrix can be constructed analogously to the
rectangular case with smaller matrix dimensions due to the lower number of corners and
the missing DOF related to the second-order mixed derivative of the plate deflection.
Remark 5.3 does also hold for the triangular case with reduced matrix dimensions.
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This chapter deals with the question how the linear system of equations (5.4) can be
solved. For simplicity we omit the index h in this chapter and write
Ku = f. (6.1)
This system arises from the finite element discretisation and therefore has some notable
properties. The system matrix is large and sparse, which rules out direct solvers for
reasons of memory requirements and computation time and calls for an iterative method.
Furthermore, the system matrix is symmetric and positive definite. Thus, its is possible
to apply the preconditioned conjugate gradient method (PCG), which is introduced in
section 6.1. A very efficient class of preconditioners for the adaptive FEM is presented
in section 6.2. The combination of membrane and plate problem preconditioners for the
classical laminate theory problem is investigated in section 6.3.
6.1 The preconditioned conjugate gradient method
The conjugate gradient (CG) method is a widely used iterative method for the solution
of linear systems of equations with symmetric positive definite system matrices. It goes
back to [Hestenes and Stiefel, 1952]. The basic idea is to minimise the quadratic form
J(u) = 12u
TK u− fTu,
which is equivalent to solving the system (6.1). Like the steepest descent method, the
CG method starts by finding the minimum in the subspace given by the direction of the
negative gradient of J(u0) with an initial guess u0 for the solution u. This direction is
equal to the negative residual
d0 := −r0 := f −K u0
of the basic linear system. The directions for the following minimisation steps are con-
structed in a way that they are conjugate to each other. This means that they are
orthogonal with respect to the scalar product induced by K,
(x, y)K := xTK y.
This is achieved by algorithm 1, which can be found for example in [Braess, 2007],
chapter IV, §3. Other stopping criteria than the shown one are possible. The algorithm
uses only matrix-vector products with K and not the whole matrix K itself; thus, it
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Algorithm 1 Conjugate gradient method
Input: K, f
1: choose u0
2: r0 = Ku0 − f
3: d0 = −r0
4: for k = 0, 1, . . . , kmax do
5: zk = K dk
6: αk = (rTk rk)/(dTk zk)
7: uk+1 = uk + αkdk
8: rk+1 = rk + αkzk
9: βk = (rTk+1rk+1)/(rTk rk)
10: dk+1 = −rk+1 + βkdk
11: if (‖rk+1‖2 < tol) return uk+1
12: end for
is called a matrix-free method. Furthermore, it is a Krylov subspace method. The
(k + 1)-th iterate uk+1 is the minimiser of the problem
minimise 12u
TKu− fTu over u ∈ Kk(K, d0)
with the Krylov subspace
Kk(K, d0) = span{d0,K d0, . . . ,Kkd0}.
The convergence rate of the method depends on the condition number of the matrix
K, which is given as
κ(K) := ‖K‖·‖K−1‖
with a fixed matrix norm, for example the spectral norm. A smaller condition number
leads to faster convergence and vice versa. Confer Theorem 3.7 in chapter IV of [Braess,
2007].
Finite element matrices tend to have bad condition numbers if the total number of
unknowns is quite large. Therefore, an important enhancement of the CG method is
the use of a preconditioner, which leads to the preconditioned conjugate gradient (PCG)
method. Let the preconditioner P be a symmetric positive matrix with
P−1 = QQT.
Instead of the original system (6.1), consider the equivalent ones
P−1Ku = P−1f, (6.2a)
QTKQy = Qf with y = Q−1u. (6.2b)
The matrix QTKQ is symmetric and positive definite; therefore, the CG method can
be applied to (6.2b). This leads to algorithm 2. A good preconditioner has to fulfil
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two requirements: It should lead to a low condition number of the system matrix from
(6.2b), and it should be applicable with low numerical cost. The choice of P−1 =
K−1 would reduce the condition number to the optimal value of 1, but obviously the
calculation of K−1 is at least as expensive as solving the original problem directly. Thus,
many preconditioners are based on approximating K−1 at low numerical cost. A simple
example is the Jacobi preconditioner; in this case P−1 is chosen as the inverse of the
main diagonal of K.
Algorithm 2 Preconditioned conjugate gradient method
Input: K, f
1: choose u0
2: r0 = Ku0 − f
3: d0 = −w0 = −P−1r0
4: for k = 0, 1, . . . , kmax do
5: zk = K dk
6: αk = (rTkwk)/(dTk zk)
7: uk+1 = uk + αkdk
8: rk+1 = rk + αkzk
9: wk+1 = P−1rk+1
10: βk = (rTk+1wk+1)/(rTkwk)
11: dk+1 = −wk+1 + βkdk
12: if (rTk+1wk+1 < tol) return uk+1
13: end for
6.2 Hierarchical basis and BPX preconditioners
One class of preconditioners is especially effective in combination with the adaptive finite
element method, the class of hierarchical preconditioners. The basic ideas are shortly
presented in this section.
Each adaptive or uniform refinement of an FE mesh introduces new degrees of free-
dom. The basis functions corresponding to the old mesh are replaced by basis functions
with smaller support corresponding to the new mesh on each subdivided element. The
addition of basis functions for new DOFs on the new elements completes the FE basis
of the refined mesh. The hierarchical basis is defined differently. Basis functions of pre-
viously existent DOFs are not replaced but kept as they are and are complemented with
basis functions for new DOFs on the new mesh as above. Both sets of basis functions
span the same FE space. Denote the vector of nodal FE basis functions by Φ and the
vector of hierarchical basis functions by Ψ , which has the structure
Ψ = [ ψ1, . . . , ψN0︸ ︷︷ ︸
nodal basis of
initial mesh
, ψN0+1, . . . , ψN1︸ ︷︷ ︸
new basis functions of
first refinement level
, . . . , ψNL−1+1,...,ψNL︸ ︷︷ ︸
new basis functions of
final refinement level
].
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Then there exists a quadratic matrix Q which transforms one basis into another by
Ψ = ΦQ.
One can show that the stiffness matrix in the hierarchical basis, which can be obtained
by
Kˆ = QTKQ,
is well-conditioned for 2D elasticity problems discretised by linear finite elements. See
for example in Remark 1 in section 2 of [Meyer, 1999a]. Eigenvalues of QTKQ are also
eigenvalues of QQTK, so
P−1 = QQT
can be used as preconditioner for K. The hierarchical basis preconditioner was first
published by Yserentant. The application of P−1 can be realised in only O(N) opera-
tions with a special algorithm based on the recursive refinement formula that was first
published in [Yserentant, 1986]. Further results can be found in [Yserentant, 1990]. This
article also includes a comparison to a similar preconditioner by Bramble, Pasciak, and
Xu (BPX). The BPX preconditioner is based on the additive Schwarz method and yields
better condition numbers for 3D problems than the hierarchical basis preconditioner.
See [Bramble et al., 1990] for details.
The concept of hierarchical preconditioning and BPX-type preconditioning can be ex-
tended to higher-order elements using various techniques as shown in [Meyer, 1999a].
Additive Schwarz preconditioners for plate and shell problems similar to the BPX precon-
ditioner are derived in [Matthes, 1996], [Thess, 1998a] and [Thess, 1998b]. A hierarchical
basis preconditioner for the plate problem discretised by Bogner–Fox–Schmit elements
is given in [Meyer, 2008].
6.3 Preconditioning of CLT problems
The finite elements for the classical laminate theory problem, which are introduced
in section 5.5, are a combination of membrane and plate elements. This raises the
question if a good preconditioner for this problem can be obtained by simply applying
preconditioners for the single problems to the according parts of the combined CLT
problem.
If the global degrees of freedom are numbered analogously to Remark 5.3 (first mem-
brane DOFs, followed by plate DOFs), then the global stiffness matrix has the structure
K =
[
Km Kc
KTc Kp
]
with blocks related to membrane, coupling and plate parts of the problem. If another
numbering is used, then the according matrix is a permutation of this one.
Let P−1m and P−1p be good preconditioners for the membrane and plate problem dis-
cretisations, respectively. Therefore, they are good preconditioners for Km and Kp, and
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their combination in form of a diagonal block matrix
P−1 :=
[
P−1m O
OT P−1p
]
is a good preconditioner for
K˜ =
[
Km O
OT Kp
]
.
Here O is a matrix of appropriate size which contains only zeros as entries.
In order to analyse if this is also a good preconditioner for K, we investigate if there is
a spectral equivalence between K˜ and K. So the main question of this section is: Does
γ yTK˜ y ≤ yTK y ≤ γ yTK˜ y ∀ y ∈ RN0
hold with a sufficiently small ratio κ = γ/γ? Consider the eigenvalues of K−1K˜. It
holds
λi(K−1K˜) = λi(K˜−1K)−1
= λi
([
I K−1m Kc
K−1p KTc I
])−1
=
(
1 + λi
[
O K−1m Kc
K−1p KTc O
])−1
,
so
λmin(K−1K˜) =
(
1 + ρ(K−1m KcK−1p KTc )1/2
)−1
,
λmax(K−1K˜) =
(
1− ρ(K−1m KcK−1p KTc )1/2
)−1
with the spectral radius
ρ(A) := max |λi(A)|.
Furthermore, it holds
ρ(K−1m KcK−1p KTc ) = ρ(KcK−1p KTc ,Km)
with the spectral radius of the generalised eigenvalue problem KcK−1p KTc y = λiKm y ,
so
ρ(K−1m KcK−1p KTc ) = maxy
yTKcK−1p KTc y
yTKm y
.
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The substitutions bT := yTKcK−1/2p , max
z
bTz
‖z‖ = ‖b‖, and y2 := K
−1/2
p z yield
ρ(K−1m KcK−1p KTc ) = maxy
‖b‖2
yTKm y
= max
y,z
(bTz)2
yTKm y‖z‖2
= max
y,z
(yTKcK−1/2p z)2
yTKm y ‖z‖2
= max
y,y2
(yTKc y2)2
yTKm y yT2 Kp y2
.
Thus, if
(yT1 Kc y2)2 ≤ µ2yT1 Km y1 yT2 Kp y2 ∀ y1, y2 (6.3)
holds with 0 < µ < 1, then
ρ(K−1m KcK−1p KTc ) = µ2,
λmin,max(K−1K˜) = (1± µ)−1,
1
1 + µ y
TK˜ y ≤ yTK y ≤ 11− µ y
TK˜ y ∀ y ∈ RN0 ,
and
κ = 1 + µ1− µ ≤
2
1− µ. (6.4)
In this case P−1 from above is a good preconditioner for the CLT problem.
The constant µ of (6.3) is determined solely by the integrated elasticity matrices from
(5.15). With matrices B1 and B2 related to the global DOFs analogous to those of
Remark 5.3, it follows
yT1 Kc y2 =
∫
ω
yT1 B1(x)TCc(x)B2(x) y2 dω =
∫
ω
vT1 C
c(x) v2 dω,
yT1 Km y1 =
∫
ω
yT1 B1(x)TCm(x)B1(x) y1 dω =
∫
ω
vT1 C
m(x) v1 dω,
yT2 Kp y2 =
∫
ω
yT2 B2(x)TCp(x)B2(x) y2 dω =
∫
ω
vT2 C
p(x) v2 dω
with B1 y1 =: v1 and B2 y2 =: v2 , so (6.3) is equivalent to
(vT1 Cc(x) v2)2 ≤ µ2vT1 Cm(x) v1 vT2 C(x)p v2 ∀ v1, v2 ∈ R3, x ∈ ω. (6.5)
The following subsections investigate for which µ the inequality (6.5) holds. The general
case as well as some special laminate sequences are considered.
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6.3.1 General laminates
We consider laminates consisting of nL laminae in 3-direction which have the borders
−d/2 = d0 < d1 < · · · < dnL = d/2
as given in (4.5). We recall the matrices
Cm(x) =
d/2∫
−d/2
C˜(x, x3) dx3 =
nL∑
i=1
(di − di−1)C˜i(x) =
nL∑
i=1
d1,i C˜i(x),
Cc(x) = −
d/2∫
−d/2
x3C˜(x, x3) dx3 = −12
nL∑
i=1
(d2i − d2i−1)C˜i(x) =
nL∑
i=1
d2,i C˜i(x),
Cp(x) =
d/2∫
−d/2
x23C˜(x, x3) dx3 = 13
nL∑
i=1
(d3i − d3i−1)C˜i(x) =
nL∑
i=1
d3,i C˜i(x)
from (5.15) with the weighting factors
d1,i = di − di−1,
d2,i = −12(d2i − d2i−1),
d3,i = 13(d3i − d3i−1)
from (4.10). All C˜i are positive definite matrices. The sorting di−1 < di implies that
all d1,i and d3,i are positive, but the d2,i may be positive, negative, or zero.
We define
cijk := vTi C˜j vk
and
αij := d1,id1,j d
2
2,j ∀ i, j = 1, . . . , nL
in order to shorten the following expressions. Consider the left-hand side of (6.5). The
triangle inequality for the absolute value yields
(vT1 Cc v2)2 = |vT1 Cc v2|2 =
∣∣∣ nL∑
i=1
d2,i c1i2
∣∣∣2 ≤ ( nL∑
i=1
|d2,i c1i2|
)2
, (6.6)
and expanding terms gives
. . . =
nL∑
i=1
nL∑
j=1
|d2,i c1i2||d2,j c1j2|.
All C˜i are positive definite, so the Cauchy–Bunyakovsky–Schwarz inequality (confer
Lemma 7.1) yields
. . . ≤
nL∑
i=1
nL∑
j=1
|d2,i d2,j |(c1i1 c2i2 c1j1 c2j2)1/2.
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The terms can be regrouped as
. . . =
nL∑
i=1
nL∑
j=1
(
( d1,id1,j d
2
2,jc1i1 c2j2)(
d1,j
d1,i
d22,i c1j1 c2i2)
)1/2
=
nL∑
i=1
nL∑
j=1
(
(αijc1i1 c2j2)(αji c1j1 c2i2)
)1/2
.
For the next step, we use 2
√
a b ≤ a + b ∀ a, b > 0, which follows directly from (√a −√
b)2 > 0 ∀ a, b > 0 or from Young’s inequality. Let a and b be the bracketed terms of
the formula above; this yields
(vT1 Cc v2)2 ≤ 12
nL∑
i=1
nL∑
j=1
αij c1i1 c2j2 + 12
nL∑
i=1
nL∑
j=1
αji c1j1 c2i2 =
nL∑
i=1
nL∑
j=1
αij c1i1 c2j2. (6.7)
Now consider the right-hand side of (6.5) without µ2. Expanding the terms gives
vT1 C
m v1 v
T
2 C
p v2 =
( nL∑
i=1
d1,i c1i1
)( nL∑
i=1
d3,i c2i2
)
=
nL∑
i=1
nL∑
j=1
d1,i d3,j c1i1 c2j2. (6.8)
Comparing the coefficients of the summands c1i1 c2j2 from (6.7) and (6.8) yields
(vT1 Cc v2)2 ≤ max
i,j=1,...,nL
{αij/(d1,i d3,j)} vT1 Cm v1 vT2 Cp v2,
so (6.5) holds with
µ2 ≤ max
i,j=1,...,nL
{αij/(d1,i d3,j)}.
It remains to analyse if µ < 1 holds. Ideally we would want to have µ bounded away
from one, i. e. µ ≤ c < 1, independent of the laminate sequence. By construction of the
αij , we have
αij
d1,i d3,j
= d1,i
d1,j
d22,j
1
d1,i d3,j
=
d22,j
d1,j d3,j
=: γj ∀ i, j = 1, . . . , nL,
so
µ2 ≤ max
i=1,...,nL
{γi}.
The γi can be evaluated as
γi = d22,i/(d1,i d3,i) =
(−12(d2i − d2i−1))2
(di − di−1)13(d3i − d3i−1)
= 34
(di − di−1)2(di + di−1)2
(di − di−1)2(d2i + didi−1 + d2i−1)
= 34
d2i + 2didi−1 + d2i−1
d2i + didi−1 + d2i−1
(6.9)
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Figure 6.1: Function γ(x) from (6.10) near x = 0
for any given lamina borders. If either di = 0 or di−1 = 0 , then γi = 3/4 , else
γi =
3
4
(di/di−1)2 + 2 di/di−1 + 1
(di/di−1)2 + di/di−1 + 1
holds. The function
γ(x) = 34
x2 + 2x+ 1
x2 + x+ 1 (6.10)
is shown in Figure 6.1. Its maximum value is γ(1) = 1; its minimum value is γ(−1) = 0.
It tends to 3/4 for x→∞.
This allows several conclusions on µ. Firstly, we have proven µ < 1. This holds
because the critical value of x = di/di−1 = 1 is excluded by the assumption di−1 < di.
Secondly, an upper bound for µ can be calculated for any given lamina border sequence
−d/2 = d0 < d1 < · · · < dnL = d/2 by evaluating
µ2 ≤ max
i=1,...,nL
{
3
4
d2i + 2didi−1 + d2i−1
d2i + didi−1 + d2i−1
}
. (6.11)
Thirdly, µ is not bounded away from one for arbitrary lamina borders. The maximum
on the right-hand side approaches the value of one when di/di−1 goes to one for some
i, which occurs if a lamina becomes very thin.
Remark 6.1. The only requirement on the stiffness matrices which was used for the above
analysis is their positive definiteness. The results hold for general elastic laminates and
not only for transversely isotropic ones.
Remark 6.2. The estimate (6.11) is sharp in limit cases. For example, consider the case
where all laminae are isotropic and the first lamina has a very stiff behaviour while all
others are extremely compliant. Then the eigenvalues of all C˜i with i 6= 1 are negligibly
small compared to those of C˜1. Therefore, the triangle inequality at (6.6) is sharp and
µ2 ≈ γ1 , which tends to one if the lamina thickness goes to zero.
Remark 6.3. In contrast to the example in the previous remark, the estimate (6.11)
is very rough in some cases. Consider the case of two equally thick layers which have
similar elasticity matrices, nL = 2, d1 = 0, C˜1 ≈ C˜2. Then
vT1 C
c v2 = d
2
8 v
T
1 (C˜1 − C˜2) v2 ≈ 0
holds. So also µ2 ≈ 0, whereas (6.11) only gives µ2 ≤ 3/4. The reason for this is the
massive over-estimation of the left-hand side in (6.6) by using the triangle inequality for
a difference of terms which are roughly of the same size.
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It may be possible to obtain sharper bounds for µ2 by using general knowledge about
the elasticity matrices or by using given elasticity matrices. Any factor smaller than one
which sharpens the triangle inequality at (6.6) for special elasticity matrices carries over
to the final estimate for µ2,
|
nL∑
i=1
d2,i c1i2|2 ≤ δ
( nL∑
i=1
|d2,i c1i2|
)2 ⇒ µ2 ≤ δ max
i=1,...,nL
{γi}. (6.12)
It is also common that laminates are composed of several layers of the same unidirec-
tional fibre-reinforced material and only the fibre direction changes form layer to layer.
Additionally, some fibre directions may be used for more than one layer. Such config-
urations lead to complete or partial cancelling out of the according terms in Cc, which
is not accounted for in (6.6). Therefore, in many practical applications there will be a
spectral equivalence between K and K˜ with much better constants than those predicted
by (6.4) and (6.11).
Mildly asymmetric laminates
Laminates which are used in practice are often only “mildly asymmetric” or exhibit a
“sandwich structure”. This means that certain materials are used repeatedly for several
layers, while only some layers have differing materials. Suppose that nM materials are
used for nL layers, nM ≤ nL. Let each setMi contain the layer numbers which correspond
to material i,
Mi ∩Mj = ∅ ∀ i 6= j,
⋃
i=1,...,nM
Mi = {1, . . . , nL}.
We define the abbreviation
dˆj,i :=
∑
k∈Mi
dj,k ∀j = 1, 2, 3, i = 1, . . . , nM (6.13)
with the weighting factors of (4.10), see also the beginning of the current section. With
the same techniques as used above to obtain (6.7) and (6.8), one gets
(vT1 Cc v2)2 =
∣∣∣ nM∑
i=1
∑
k∈Mi
d2,k c1i2
∣∣∣2 ≤ ( nM∑
i=1
∣∣∣∑
k∈Mi
d2,k c1i2
∣∣∣)2 = ( nM∑
i=1
|dˆ2,i c1i2|
)2 ≤ . . .
≤
nM∑
i=1
nM∑
j=1
αˆij c1i1 c2j2
with the coefficients
αˆij =
dˆ1,i
dˆ1,j
dˆ22,j ∀ i, j = 1, . . . , nL,
and it holds
vT1 C
m v1 v
T
2 C
p v2 =
( nM∑
i=1
dˆ1,i c1i1
)( nM∑
i=1
dˆ3,i c2i2
)
=
nM∑
i=1
nM∑
j=1
dˆ1,i dˆ3,j c1i1 c2j2.
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A comparison of coefficients yields
(vT1 Cc v2)2 ≤ max
i,j=1,...,nL
{αˆij/(dˆ1,i dˆ3,j)} vT1 Cm v1 vT2 Cp v2,
and analogously to above it holds
αˆij
dˆ1,i dˆ3,j
= dˆ1,i
dˆ1,j
dˆ22,j
1
dˆ1,i dˆ3,j
=
dˆ22,j
dˆ1,j dˆ3,j
=: γˆj ∀ i, j = 1, . . . , nM,
which yields
µ2 ≤ max
i=1,...,nM
{γˆi} with γˆi =
dˆ22,j
dˆ1,j dˆ3,j
. (6.14)
Due to partial or complete cancelling out of the terms in dˆ2,i, this bound is lower than
the standard bound (6.11) in the case of mildly asymmetric laminates.
6.3.2 Some special cases and examples
In order to get a better understanding for the estimates (6.11) and (6.14), we take a look
at some special cases.
Two layers with arbitrary border
First, we consider just two layers. Let
nL = 2, d0 = −d2 , d1 = α d2 , d2 = d2 , α ∈ (−1, 1).
Equation (6.9) yields
µ2 ≤ max{γ1(α), γ2(α)} with
γ1(α) =
3
4
d21 + 2d1d0 + d20
d21 + d1d0 + d20
= 34
α2 − 2α+ 1
α2 − α+ 1 ,
γ2(α) =
3
4
d22 + 2d2d1 + d21
d22 + d2d1 + d21
= 34
α2 + 2α+ 1
α2 + α+ 1 .
See Figure 6.2 for a plot of both functions.
Laminae with equal thickness
In the next special case, we assume that all laminae are of equal thickness. Set
di = d
(
i
nL
− 12
)
= d 2i−nL2nL ∀ i = 0, 1, . . . , nL (6.15)
with d0 = −d/2, dnL = d/2. This ansatz yields
d1,i = di − di−1 = d2nL
(
2i− nL − (2(i− 1)− nL)
)
= dnL ,
d2,i = −12(d2i − d2i−1) = −12 d
2
4n2L
(
(2i− nL)2 − (2(i− 1)− nL)2
)
= d22n2L (nL + 1− 2i),
d3,i = 13d3i − d3i−1 = 13 d
3
8n3L
(
(2i− nL)3 − (2(i− 1)− nL)3
)
= d312n3L
(
3(nL + 1− 2i)2 + 1
)
,
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Figure 6.2: Functions γ1(α) (blue) and γ2(α) (red) for two layers with their border at
α d2
so the γi of (6.9) take the form
γi =
d22,i
d1,i d3,i
=
d4
4n4L
(nL + 1− 2i)2
d
nL
d3
12n3L
(
3(nL + 1− 2i)2 + 1
) = 3(nL + 1− 2i)23(nL + 1− 2i)2 + 1 .
The maximum is obtained for i = 1 and i = nL with
max
i=1,...,nL
{γi} = 3(nL − 1)
2
3(nL − 1)2 + 1 . (6.16)
This gives the same bound for µ2 as in the case of two layers with the border d1 =
d ( inL − 12), α =
2i−nL
nL
. Values for the γi as well as bounds for µ and κ are given in Table
6.1 for the cases 1 ≤ nL ≤ 5.
Table 6.1: Characteristic values for laminates with nL laminae of equal thickness
nL γi, i = 1, . . . , nL µ ≤
√
max{γi} κ ≤ 1+µ1−µ
1 0 0 1
2 3/4, 3/4 ≈ 0.8660 ≈ 14
3 12/13, 0, 12/13 ≈ 0.9608 ≈ 50
4 27/28, 3/4, 3/4, 27/28 ≈ 0.9819 ≈ 110
5 48/49, 12/13, 0, 12/13, 48/49 ≈ 0.9897 ≈ 194
Mildly asymmetric laminates with laminae of equal thickness
We again assume that all layers are of equal thickness. The combination of ansatz (6.15)
with the formulas (6.13) and (6.14) for the mildly asymmetric case leads to
µ2 ≤ max
i=1,...,nM
{γˆi}
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with
γˆi =
dˆ22,j
dˆ1,j dˆ3,j
=
( ∑
k∈Mi
d2,k
)2
( ∑
k∈Mi
d1,k
)( ∑
k∈Mi
d3,k
)
=
d4
4n4L
( ∑
k∈Mi
(nL+1−2k)
)2
d
nL
( ∑
k∈Mi
1
)
d3
12n3L
( ∑
k∈Mi
(
3(nL+1−2k)2+1
))
=
3
( ∑
k∈Mi
(nL+1−2k)
)2
|Mi|
( ∑
k∈Mi
(
3(nL+1−2k)2+1
)) .
Results for some laminate sequences are collected in Table 6.2. The numbers in the
laminate sequences stand for arbitrary materials, but same numbers indicate the same
material for these laminae.
Table 6.2: Characteristic values for some laminate sequences with nL laminae of equal
thickness
nL laminate sequence max{γi} µ ≤
√
max{γi} κ ≤ 1+µ1−µ
4 1, 2, 3, 1 3/4 ≈ 0.8660 ≈ 14
4 1, 2, 1, 2 3/16 ≈ 0.4330 ≈ 2.5
5 1, 2, 3, 1, 2 3/31 ≈ 0.3111 ≈ 1.9
6 1, 2, 1, 3, 2, 3 27/40 ≈ 0.8216 ≈ 10.2
6 1, 2, 3, 1, 2, 3 3/10 ≈ 0.5477 ≈ 3.4
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This chapter deals with the problem of a posteriori error estimation. A local error esti-
mator is needed for adaptive FEM in order to know which elements should be refined and
which not. We concentrate on residual error estimators, which are simple yet powerful
tools. There are many other error estimation methods which are not considered here,
we refer the reader to [Verfürth, 1996] or [Ainsworth and Oden, 2000] for an overview.
The goal is to find a local error estimator which is computable from known quantities
and yields a global upper bound as well as a local lower bound for a norm of the real
error. These bounds are called reliability and efficiency inequality, respectively.
The first section of this chapter briefly recapitulates known results for an a posteriori
residual error estimator for 3D elements. An a posteriori residual error estimator for the
classical laminate theory is discussed in detail in section 7.2.
7.1 Residual error estimator for 3D elements
This section uses the small strain 3D notation from section 2.2.4. The results of section
3.6 in [Verfürth, 1996] and the article [Verfürth, 1999] hold for general linear elasti-
city problems in the case of small deformations. Therefore, also transversely isotropic
material is covered. The local residual error estimator reads
η2T = h2T ‖rT ‖2T +
∑
F⊂∂T
hT ‖rF ‖2F (7.1)
for each element T ∈ T . In this formulation rT and rF stand for the element residuals
and the face jump terms, which are defined as
rT = divσ(uh) + ρf ,
rF =

1
2 [σ(uh)·nF ]F for interior faces,
σ(uh)·n− gN for Neumann faces,
0 for Dirichlet faces.
Here [.]F denotes the jump of the argument across a face F in direction nF defined by
[ϕ]F (x) := lim
δ↘0
ϕ(x+ δnF )− lim
δ↘0
ϕ(x− δnF ) ∀x ∈ F,
with a fixed unit normal nF for every face F of the mesh. Note that in general the sign
of [.]F depends on the orientation of nF , but the sign of [σ(uh)·nF ]F is independent of
this orientation because nF also appears in the argument. The factor of 12 is handled
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differently in [Verfürth, 1999]. See also Remark 7.8, where this issue is addressed for
CLT elements.
The error estimator can be extended by a local material scaling parameter analogously
to [Bernardi and Verfürth, 2000], where a different model problem was analysed. One
arrives at the formulation
ηˆ2T =
1
ζT
(
h2T ‖rT ‖2T +
∑
F⊂∂T
hT ‖rF ‖2F
)
(7.2)
with the local material scaling parameter ζT , for example a typical eigenvalue of the
elasticity tensor C on the element T . It is possible to extend the theory to the large
deformations case as shown in [Meyer, 2009].
7.2 Residual error estimator for plate and CLT elements
Throughout this section the plate notation from chapter 4 is used. The classical laminate
theory combines the membrane and plate equations. Therefore, also the error estimator
can be developed by combining existing error estimation techniques for membrane and
plate problems. The membrane problem is simply a 2D elasticity problem and is therefore
covered by [Verfürth, 1999] just like the 3D case of the previous section. To our knowledge
a residual error estimator for conformal elements for the Kirchhoff plate equation with
a general linearly elastic material law and general boundary conditions has not been
published before. There are, however, valuable preliminary works for related problems
whose approaches can be adopted for our problem. Because the biharmonic equation is
a special case of our problem for constant isotropic material as shown in Remark 4.7,
error estimators for biharmonic problems are a good starting point.
An a posteriori error estimator for the biharmonic problem using C1-elements is given
in [Verfürth, 1996], section 3.7. According to Verfürth, this is probably the first pub-
lished error estimator for fourth-order problems. Local error estimation for the mixed
formulation of the biharmonic problem is considered in [Charbonneau et al., 1997]. The
paper [Neittaanmäki and Repin, 2001] deals with error estimation for conforming meth-
ods for the biharmonic equation based on duality theory. The mixed formulation of
the full plate problem with general boundary conditions is addressed in a number of
articles by Beirão da Veiga, Niiranen and Stenberg, for example [Beirão da Veiga et al.,
2006], [Beirão da Veiga et al., 2007], and [Niiranen et al., 2008]. Error estimation for
continuous/discontinuous Galerkin approximations of the clamped plate problem is dis-
cussed in [Hansbo and Larson, 2011]. A global error estimate for more general fourth-
order equations is given in [Karátson and Korotov, 2009]. The overview article [Segeth,
2012] recapitulates some of the mentioned articles and books.
For our work we mostly follow the methods of [Verfürth, 1996], see also the newer
book [Verfürth, 2013], and apply them to the coupled problem of the classical laminate
theory. The following subsections 7.2.1 to 7.2.5 provide the required definitions and
auxiliary results which are used in 7.2.6 and 7.2.7 to show the main results: There exists
an error estimator ηT , which is defined locally for every element T , that fulfils a global
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upper bound on the error energy norm of the error e in the form
a(e, e)1/2 ≤ c1
(∑
T
η2T
)1/2
,
which is called reliability inequality, and a local lower bound
ηT ≤ c2 a(e, e)1/2ωT ,
which is called efficiency inequality. Here ωT is a patch of elements surrounding T , and
the constants c1 and c2 depend on some features of the problem and its discretisation
but not on the local or overall mesh size.
7.2.1 Auxiliary definitions and assumptions on the mesh
We use the following notation for the well-known L2 and Hm norms (Sobolev norms)
over the whole domain ω or subsets S ⊂ ω,
‖.‖ L2-norm over ω,
‖.‖S L2-norm over S,
‖.‖m Hm-norm over ω,
‖.‖S,m Hm-norm over S,
|.|m Hm-seminorm over ω,
|.|S,m Hm-seminorm over S.
In addition, we need a norm for v = u+w ∈ Vg ⊂ (H1(ω))2×H2(ω) and, thus, define
|||v|||2 := ‖u‖21 + ‖w‖22, |||v|||2S := ‖u‖2S,1 + ‖w‖2S,2. (7.3)
A similar norm is used for shell problems in chapter 8 of [Ciarlet, 1978a]. It holds
|||u|||2 = ‖u‖21, |||we3|||2 = ‖w‖22 ∀u ∈ (H1(ω))2, w ∈ H2(ω).
Moreover, we define a thickness-scaled version of the |||.|||-norm by
(|||v|||∗)2 := d‖u‖21 + d
3
12‖w‖22.
Both norms are equivalent because√
min
{
d, d
3
12
} |||v||| ≤ |||v|||∗ ≤ √max {d, d312} |||v||| (7.4)
holds.
Consider an admissible mesh of the given domain ω. Let ω have a piecewise smooth
boundary and Dirichlet conditions on a boundary part with positive 1D measure. Denote
the set of all geometric elements of the mesh by T , the set of all edges by E , and the set
of all vertices by V. Further denote the set of all edges belonging to the boundary by
Eγ , the subsets of all edges belonging to the boundary part γ∗ by E∗, the set of all edges
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belonging to the boundary of the element T by E∂T , and the set of all inner edges by
Eω. Let
ωT the union of all elements sharing an edge with T ,
ω˜T the union of all elements sharing at least one point with T ,
ωE the union of all elements having E as an edge,
ω˜E the union of all elements sharing at least one point with E
ωx the union of all elements having x as a vertex
(7.5)
for any element T ∈ T , edge E ∈ E , and vertex x ∈ V.
Let hT the diameter of an element T , hE the diameter of an edge E, and ρT the
diameter of the largest ball inscribed into T . We assume that the ratio hT /ρT is
bounded from above independently of T and the refinement level,
hT /ρT ≤ cT ∀T ∈ T . (7.6)
The constant cT is called shape parameter. This ensures shape regularity, which means
that the minimal angle of two adjacent edges is bounded away from zero for triangle
elements and that the maximum aspect ratio is bounded for rectangular elements. Then
the ratio hT /hE is bounded from below and above by constants independent of h, T ,
and E,
1 ≤ hT /hE ≤ γ0 ∀T ∈ T , E ∈ E . (7.7)
7.2.2 Interpolation operators
The analysis in section 7.2.6 involves an interpolation operator that maps the Sobolev
space V onto the finite element space Vh. The nodal interpolation operator associated
with finite elements relies on the evaluation of function values or derivative values at
element nodes, see for example [Apel, 2004], section 3, [Brenner and Carstensen, 2004],
section 3.3, or [Brenner and Scott, 2008], chapter 4. The interpolation operator onto the
FE space of an element T reads
(ITy)(x) =
|ΣT |∑
j=1
σ
(j)
T (y)p
(j)
T (x)
with the notation from chapter 5, so the σ(j)T are the degrees of freedom and the p
(j)
T (x)
are the shape functions of the element T . A global interpolation operator on the whole
domain can be defined analogously with the globally defined ansatz functions instead of
the element shape functions,
(Ihy)(x) =
|Σ|∑
j=1
σ(j)(y)p(j)(x).
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Denote the index set of all DOFs of an element related to u by JuT , the index set of
all element DOFs related to function evaluations of w by JwT , and the index set of all
element DOFs related to derivative evaluations of w by J∂wT . Then
ΣT = {σ(j)T : j ∈ JuT ∪ JwT ∪ J∂wT }.
For example, it holds
JuT = {1, 2, 7, 8, 13, 14, 19, 20}, JwT = {3, 9, 15, 21},
J∂wT = {4, 5, 6, 10, 11, 12, 16, 17, 18, 22, 23, 24}
in the case of rectangular CLT elements, confer section 5.5.1. Let the index set of the
global set of DOFs Σ be split accordingly into Ju, Jw and J∂w. Then the interpolation
operators can be split into membrane and plate parts, so
Ih(u+ we3) = Iuhu+ (Iwh w)e3
with
(Iuhy)(x) :=
∑
j∈Ju
σ(j)(y)p(j)(x),
(Iwh y)(x) :=
∑
j∈Jw∪J∂w
σ(j)(ye3)p(j)(x)·e3.
They fulfil the element-wise interpolation estimates
|(I − Iuh)u|T,m ≤ c hs−mT |u|ω˜T ,s ∀ 0 ≤ m ≤ s ≤ 1,
|(I − Iwh )w|T,m ≤ c hs−mT |w|ω˜T ,s ∀ 0 ≤ m ≤ s ≤ 2
(7.8)
and the edge interpolation estimates
‖(I − Iuh)u‖E ≤ c h1/2E |u|ω˜E ,1,
|(I − Iwh )w|E,m ≤ c hs−m−1/2E |w|ω˜E ,s ∀ 0 ≤ m < s ≤ 2,
(7.9)
with the constants depending only on the shape parameter. See for example section
3.1 of [Ciarlet, 1978a] for Lagrange elements, Theorem 4.1 in [Zhang, 2010] for BFS
elements, and section 6.1 of [Ciarlet, 1978a] or [Ciarlet, 1978b] for rHCT elements. The
edge estimates can be derived from the element estimates via the trace inequality as
shown in section 3.3 of [Verfürth, 2013].
According to Sobolev’s embedding theorem, see for example chapter 4 in [Adams and
Fournier, 2003], it holds H2(ω) ↪→ C(ω¯) but not H1(ω) ↪→ C(ω¯) if ω ⊂ R2. The
notation A ↪→ B means that there is a continuous embedding of space A into space B.
The coupled membrane-plate problem (4.31) implies u1, u2 ∈ H1(ω) and w ∈ H2(ω)
with ω ⊂ R2. This yields w ∈ C(ω) (i. e. there is a continuous representative of
the equivalence class w), but u1, u2 ∈ C(ω) does not hold in general. Point values
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of u are therefore not defined and cannot be used for nodal interpolation. Pointwise
evaluation is allowed for function values of w (by taking the point value of the continuous
representative) but not necessarily for derivative values, which are used as degrees of
freedom for the BFS and rHCT elements as given in section 5.4.
A solution to this problem is the use of quasi-interpolation operators. The basic idea
is to keep the structure of multiplying the FE ansatz functions by some value but to
replace the nodal evaluations by regularised values which are well-defined, like integrals
over a small domain around the node. The original interpolation operator of [Clément,
1975] for triangles uses regularised values gained by an L2-projection onto a certain space
over an area surrounding the node. Popular choices for this space are the constant or
linear polynomials over the patch of the node x ∈ V, P0(ωx) or P1(ωx). See also [Ciarlet,
1978a], exercise 3.2.3 and the review article [Carstensen, 2006]. Alternative versions are
discussed for example in [Verfürth, 2010] and [Bernardi and Girault, 1998]. The last
article also considers quadrangles. The operator is modified in order to fulfil Dirichlet
boundary conditions in [Scott and Zhang, 1990]. The principle can also be applied to
elements which use derivative values, the so-called Hermite elements, as shown in [Girault
and Scott, 2002]. The operator of Clément is not a projection, these of Scott–Zhang and
Girault–Scott are projections.
In our case u is discretised by Lagrange elements. The Scott–Zhang or Clément
operators can be applied directly, so
(Quhy)(x) :=
∑
j∈Ju
σ(j)(Ry)p(j)(x),
with R being some kind of regularising averaging operator. For the quasi-interpolation
of w, one can use nodal values for the shape functions related to function values and
regularised values for the shape functions related to derivative values,
(Qwh y)(x) :=
∑
j∈Jw
σ(j)(ye3)p(j)(x)·e3 +
∑
j∈J∂w
σ(j)
(
(Ry)e3
)
p(j)(x)·e3,
with R being some kind of regularising averaging operator. These quasi-interpolation
operators fulfil interpolation estimates with the same orders as the original ones,
|(I −Quh)u|T,m ≤ c hs−mT |u|ω˜T ,s ∀ 0 ≤ m ≤ s ≤ 1,
|(I −Qwh )w|T,m ≤ c hs−mT |w|ω˜T ,s ∀ 0 ≤ m ≤ s ≤ 2,
‖(I −Quh)u‖E ≤ c h1/2E |u|ω˜E ,1,
|(I −Qwh )w|E,m ≤ c hs−m−1/2E |w|ω˜E ,s ∀ 0 ≤ m < s ≤ 2,
(7.10)
see for example [Verfürth, 1996], Lemma 3.1 and formulas (3.75) and (3.76). The com-
plete quasi-interpolation operator is defined as
Qh(u+ we3) := Quhu+ (Qwhw)e3. (7.11)
Nodal function values of w are exactly interpolated by this method.
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7.2.3 Important inequalities
In this section we recall some results from the literature.
Lemma 7.1 (Cauchy–Bunyakovsky–Schwarz inequality). Let 〈. , .〉 a scalar product on
some Hilbert space H and ‖.‖ = 〈. , .〉1/2 its induced norm. Then it holds
|〈x, y〉| ≤ ‖x‖‖y‖ ∀x, y ∈ H. (7.12)
Proof. The proof for finite sums was first provided by Cauchy, for integrals first by
Bunyakovsky and rediscovered by Schwarz. See for example [Steele, 2004].
Lemma 7.2 (Korn’s 2nd inequality). Let ω ⊂ RnD an open bounded set with piecewise
smooth boundary. Let γ0 ⊂ ∂ω with a positive (nD − 1)-dimensional measure. Let V0
the closure of {v ∈ C∞(ω)nD : v = 0 on γ0} with respect to the ‖.‖1-norm. Then there
exists a positive number cK1 = cK1(ω, γ0) with∫
ω
ε(v) :ε(v) dω ≥ cK1‖v‖21 ∀v ∈ V0. (7.13)
Proof. See for example [Braess, 2007], inequality 3.3 in chapter IV, for the 3D case.
In our case the inequality is used with nD = 2 for the two-dimensional membrane
displacements.
Lemma 7.3 (Friedrichs’ inequality). Let ω be contained in an nD-dimensional cube
with edge length s. Then it holds
‖v‖0 ≤ s|v|1 ∀v ∈ H10 (ω). (7.14)
Proof. See for example [Braess, 2007], inequality 1.5 in chapter II.
The inequality also holds if the function does not vanish on the the whole boundary but
on a sufficiently large part. If the boundary is piecewise smooth, it is sufficient that the
function vanishes on a boundary part with positive (nD − 1)-dimensional measure.
Corollary 7.4. The norms ‖v‖ and |v|1 are equivalent norms on H10 (ω).
Proof. Follows from Friedrichs’ inequality.
Corollary 7.5. Let V0 the closure of {w ∈ C∞(ω) : W = 0,∇w = 0 on γ0} with respect
to the ‖.‖2-norm. Under the assumptions of Lemma 7.2, it holds∫
ω
ε(∇w) :ε(∇w) dω ≥ cK2‖w‖22 ∀w ∈ V0 (7.15)
with a positive number cK2 = cK2(ω, γ0).
Proof. Follows from the inequalities of Korn and Friedrichs.
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7.2.4 Cut-off functions
Consider the case of triangular elements. Let λT,1, λT,2, λT,3 be the barycentric coordi-
nates of element T . Then λT,i is a globally defined linear function which has the value
of one at the local node i and zero at the other two local nodes. The normalised triangle
bubble function is defined by
bT (x) =
{
27λT,1(x)λT,2(x)λT,3(x) on T,
0 on ω \ T, (7.16)
and it holds max{bT (x)} = 1. Let E ∈ Eω, ωE = T1 ∪ T2, and let i1, i2, j1, j2 the local
numbers of the vertices of E among the vertices of T1 and T2. The normalised edge
bubble function is defined by
bE(x) =

4λT1,i1(x)λT1,i2(x) on T1,
4λT2,j1(x)λT2,j2(x) on T2,
0 on ω \ ωE ,
(7.17)
and it holds max{bE(x)} = 1. Edge bubble functions of boundary edges are defined ana-
logously using the barycentric coordinates of their single corresponding element. Confer
formulas (1.5) and (1.6) in [Verfürth, 1996]. These bubble functions are used as C0-cut-
off functions ψT,0, ψE,0,
ψT,0(x) := bT (x), ψE,0(x) := bE(x). (7.18)
Functions which are defined on element edges can be extended to their neighbouring
elements by a continuation operator as defined in [Verfürth, 1996], section 3.1.: For a
given point x ∈ T , let xˆ(x) the coordinate corresponding to x in a reference element
oriented in a way that the edge E corresponds to the 1-axis. Call the projection of xˆ(x)
parallel to the 2-axis onto the 1-axis xˆ′(x), and call the corresponding world coordinate
x′(x). Then the continuation operator PE can be defined as
(PEϕ)(x) :=
{
ϕ(x′(x)) if x ∈ ωE ,
0 else.
(7.19)
In other words, the continuation (PEϕ)(x) for x ∈ T has the same value as ϕ at a point
on E which is gained by a projection of x onto E parallel to that edge of T which is the
next after E when passing ∂T in clockwise direction. See Figure 7.1 for an illustration.
With the cut-off functions and the continuation operator, one can show the following
result.
Lemma 7.6. There are constants γ1, . . . , γ5 which only depend on the ratio hT /ρT and
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E
Figure 7.1: Level lines of PEϕ on adjacent elements
the polynomial degree k such that the inequalities
γ1‖u‖2T ≤
∫
T
ψT,0 u
2 dω ≤ ‖u‖2T , (7.20a)
‖ψT,0 u‖T,1 ≤ γ2 h−1T ‖u‖T , (7.20b)
γ3‖ϕ‖2E ≤
∫
E
ψE,0 ϕ
2 ds ≤ ‖ϕ‖2E , (7.20c)
‖ψE,0 PEϕ‖ωE ,1 ≤ γ4 h−1/2E ‖ϕ‖E , (7.20d)
‖ψE,0 PEϕ‖ωE ≤ γ5 h1/2E ‖ϕ‖E (7.20e)
hold for all elements T and edges E with polynomials u, ϕ of degree at most k defined
on T and E, respectively.
Proof. The results in the form given here appear in [Verfürth, 1999]. They follow from
Lemma 3.3 in [Verfürth, 1996]. A sketch of the proof: The upper bounds of (7.20a) and
(7.20c) follow from the normalisation of the bubble functions. The square roots of the
integrals of (7.20a) and (7.20c) taken over the reference element (or edge) are norms.
The equivalence of norms on finite-dimensional spaces and scaling arguments show the
lower bounds. The other formulas follow from further scaling arguments (transformation
to the reference element or edge and back again) or from the known standard inverse
inequalities.
In addition to the C0-cut-off functions, also C1-versions are needed. They are given
in Remark 3.6 and section 3.7. of [Verfürth, 1996] as
ψT,1(x) := bT (x)2,
ψE,1(x) :=
(
bT2(x)− bT1(x)
)
bE(x),
ψE,2(x) :=
{
(16λT1,i1 λT1,i2 λT2,j1 λT2,j2)2 on ωE = T1 ∪ T2,
0 on ω \ ωE
(7.21)
with elements T1, T2 ⊂ ωE numbered such that T1 lies left and T2 right when passing the
oriented edge E and that nE is the outer normal of T1. By construction, ψE,1(x) = 0
on E.
In the following analysis ψE,1 is combined with the continuation operator PE from
above, but ψE,2 is combined with a new operator P˜E from Remark 3.6 in [Verfürth, 1996].
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Let xE(x) = (xE1, . . . , xEn) a Euclidean coordinate system with E in the hyperplane
{xE : xEn = 0}. Set x′E(x) := (xE1, . . . , xE(n−1)). Then define
(P˜Eϕ)(xE) :=
{
ψE(x′E(x), 0)ϕ(x′E , 0) if (x′E(x), 0) ∈ E,
0 else
(7.22)
with the cut-off function ψE from above. It holds P˜Eϕ ∈ C1(ω) if ϕ ∈ C1(E).
Lemma 7.7. There are constants γ1, . . . , γ5 which only depend on the ratio hT /ρT and
the polynomial degree k such that the inequalities
γ6‖w‖2T ≤
∫
T
ψT,1w
2 dω, (7.23a)
‖ψT,1w‖T,2 ≤ γ7 h−2T ‖w‖T , (7.23b)
γ8 h
−1
E ‖ϕ‖2E ≤
∫
E
ϕnE ·∇(ψE,1 PEϕ) ds, (7.23c)
‖nE ·∇(ψE,1 PEϕ)‖E ≤ γ9 h1/2E ‖ϕ‖E , (7.23d)
‖ψE,1 PEϕ‖ωE ,2 ≤ γ10 h−3/2E ‖ϕ‖E , (7.23e)
‖ψE,1 PEϕ‖ωE ≤ γ11 h1/2E ‖ϕ‖E , (7.23f)
γ12‖ϕ‖2E ≤
∫
E
ψE,2 ϕ
2 ds ≤ ‖ϕ‖2E , (7.23g)
‖ψE,2 P˜Eϕ‖ωE ,2 ≤ γ13 h−3/2E ‖ϕ‖E , (7.23h)
‖ψE,2 P˜Eϕ‖ωE ≤ γ14 h1/2E ‖ϕ‖E , (7.23i)
‖ψE,2 ϕ‖E,1 ≤ γ15 h−1E ‖ϕ‖E (7.23j)
hold for all elements T and edges E with polynomials w,ϕ of degree at most k defined
on T and E, respectively.
Proof. The inequalities are proven in the same way as those of the preceding lemma.
See [Verfürth, 1996], Lemma 3.3, formulas (3.7), (3.8), and the unnumbered formula
following (3.85). See also [Verfürth, 2013], section 3.6.7. A mentionable ingredient for
(7.23c) is the following fact: By construction, it holds
∇(ψE,1 PEϕ) = c ϕnE ,
which makes the square root of the integral in (7.23c) a norm if it is taken over the
reference edge.
The two previous lemmas carry over to quadrangles for corresponding cut-off functions.
See for example [Ainsworth and Oden, 2000], section 3.4.1. and [Verfürth, 1996], Remark
3.5.
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7.2.5 Definition of the error
The exact solution v ∈ Vg fulfils
a(v, v˜) = l(v˜) ∀ v˜ ∈ V0 (7.24)
and the FE solution vhg ∈ Vh fulfils
a(vh, v˜h) = l(v˜h) ∀ v˜h ∈ Vh0.
The error is defined by
e = v − vh (7.25)
and it fulfils the Galerkin orthogonality
a(e,vh) = 0 ∀vh ∈ Vh0. (7.26)
This property implies
a(e, e) = a(e, e)− a(e,Qhe) = a(e, e−Qhe) (7.27)
with the quasi-interpolation operator Qh onto Vh from (7.11).
The goal of this chapter is to find an estimate for the energy norm
J1(e) = a(e, e)1/2
of e. Consider the relation between the energy norm and the norms |||.||| and |||.|||∗, which
are equivalent according to (7.4). The triangle inequality yields
‖ε(u˜)‖ = ‖12(∇u˜+ (∇u˜)T)‖ ≤ 12‖∇u˜‖+ 12‖(∇u˜)T‖ = ‖∇u˜‖ = |u˜|1 (7.28)
as well as
‖ε(∇w˜)‖ ≤ |∇w˜|1 = |w˜|2. (7.29)
Therefore, with (4.6) it holds
a(v˜, v˜) =
∫
ω
∫
D
(
ε(u˜)− x3 ε(∇w˜)
)
: C˜ :
(
(ε(u˜)− x3 ε(∇w˜)
)
dω
≤ λmax(C˜)
∫
ω
∫
D
(
ε(u˜)− x3 ε(∇w˜)
)
:
(
(ε(u˜)− x3 ε(∇w˜)
)
dω
= λmax(C˜)
∫
ω
(
d ε(u˜) :ε(u˜) + d312 ε(∇w˜) :ε(∇w˜)
)
dω
≤ λmax(C˜)
(
d‖u˜‖21 + d
3
12‖w‖22
)
= λmax(C˜)
(|||v˜|||∗)2,
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and Korn’s inequality (7.13) and (7.15) yield
a(v˜, v˜) =
∫
ω
∫
D
(
ε(u˜)− x3 ε(∇w˜)
)
: C˜ :
(
(ε(u˜)− x3 ε(∇w˜)
)
dω
≥ λmin(C˜)
∫
ω
∫
D
(
ε(u˜)− x3 ε(∇w˜)
)
:
(
ε(u˜)− x3 ε(∇w˜)
)
dω
= λmin(C˜)
∫
ω
(
d ε(u˜) :ε(u˜) + d312 ε(∇w˜) :ε(∇w˜)
)
dω
≥ λmin(C˜)
(
d cK1‖u˜‖21 + d
3
12 cK2‖w˜‖22
)
= cK λmin(C˜)
(|||v˜|||∗)2
with cK := min{cK1, cK2}. Then the energy norm and the d-scaled 1-2-norm are equi-
valent with the constants√
cKλmin(C˜) |||v˜|||∗ ≤ a(v˜, v˜)1/2 ≤
√
λmax(C˜) |||v˜|||∗, (7.30)
and the energy norm and the 1-2-norm are equivalent with the constants√
min
{
d, d
3
12
}
cKλmin(C˜) |||v˜||| ≤ a(v˜, v˜)1/2 ≤
√
max
{
d, d
3
12
}
λmax(C˜) |||v˜|||. (7.31)
In the following sections, the notation
e = v − vh = u− uh + (w − wh)e3,
eu := u− uh,
ew := w − wh,
ew := ewe3
is used. The linearity of ∇ yields
∇w − ∇wh = ∇ew.
7.2.6 Reliability inequality
Let v˜ be a test function from the space V0. Due to the definition of the error in (7.25)
and the exactness of the solution v from (7.24), it holds
a(e, v˜) = a(v − vh, v˜) = a(v, v˜)− a(vh, v˜) = l(v˜)− a(vh, v˜).
Consider the first term. Inserting the definition of l from (4.30) and splitting the integrals
over ω and γ into integrals over the elements and edges yields
l(v˜) =
∫
ω
t·u˜dω + ∫
ω
p w˜ dω +
∫
γN
gϕ ·u˜ ds+
∫
γS∪γF
gµn·∇w˜ ds−
∫
γF
gq w˜ ds
= ∑
T∈T
( ∫
T
t·u˜ dω + ∫
T
p w˜ dω
)
+ ∑
E∈EN
∫
E
gϕ ·u˜ds
+ ∑
E∈ES∪EF
∫
E
gµn·∇w˜ ds− ∑
E∈EF
∫
E
gq w˜ ds.
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The same procedure applied to the second term yields
−a(vh, v˜) = −
∫
ω
ϕ(vh) :ε(u˜) dω −
∫
ω
µ(vh) :ε(∇w˜) dω
= − ∑
T∈T
∫
T
ϕ(vh) :ε(u˜) dω −
∑
T∈T
∫
T
µ(vh) :ε(∇w˜) dω,
and twice integration by parts, confer section 4.5.3, leads to
−a(vh, v˜) =
∑
T∈T
( ∫
T
divϕ(vh)·u˜ dω −
∫
∂T
nT ·ϕ(vh)·u˜ds−
∫
T
div divµ(vh) w˜ dω
− ∫
∂T
nT ·µ(vh)·∇w˜ ds+
∫
∂T
divµ(vh)·nT w˜ ds
)
.
The element boundary terms can be regrouped as edge jump terms
−a(vh, v˜) =
∑
T∈T
( ∫
T
divϕ(vh)·u˜ dω −
∫
T
div divµ(vh) w˜ dω
)
+ ∑
E∈Eω
(
− ∫
E
[nE ·ϕ(vh)]E ·u˜ds−
∫
E
[nE ·µ(vh)]E ·∇w˜ ds
+
∫
E
[divµ(vh)·nE ]Ew˜ ds
)
− ∑
E∈EN
∫
E
n·ϕ(vh)·u˜ds−
∑
E∈ES∪EF
∫
E
n·µ(vh)·∇w˜ ds
+ ∑
E∈EF
∫
E
divµ(vh)·n w˜ ds,
and an integration by parts along the edges gives
−a(vh, v˜) =
∑
T∈T
( ∫
T
divϕ(vh)·u˜ dω −
∫
T
div divµ(vh) w˜ dω
)
+ ∑
E∈Eω
(
− ∫
E
[nE ·ϕ(vh)]E ·u˜ ds−
∫
E
[nE ·µ(vh)]E ·nEnE ·∇w˜ ds
+
∫
E
[
∂
∂sE
(
sE ·µ(vh)·nE
)
+ divµ(vh)·nE
]
E
w˜ ds
)
− ∑
E∈EN
∫
E
n·ϕ(vh)·u˜ds−
∑
E∈ES
∫
E
(
n·µ(vh)·n
)
(n·∇w˜) ds
+ ∑
E∈EF
∫
E
(
∂
∂s
(
s·µ(vh)·n
)
+ divµ(vh)·n
)
w˜ ds
− ∑
x∈V
( ∑
E∈E:x∈E
(
[nE ·µ(vh)]E ·soutE
)
(x)
)
w˜(x).
Here n is the outer unit normal of the domain ω, nT is the outer unit normal of element
T , nE is a unit normal of edge E with fixed orientation, s and sE are unit tangents
gained by a counter-clockwise 90◦-rotation of n and nE , respectively, and soutE is the
unit tangent at an ending point of E pointing away from E. The brackets [.]E denote
the jump of the argument across an edge E in direction nE defined by
[ϕ]E(x) := lim
δ↘0
ϕ(x+ δnE)− lim
δ↘0
ϕ(x− δnE) ∀x ∈ E.
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Note that in general, the sign of [.]E depends on the orientation of nE , but the sign of
all above terms is independent of this orientation because of the multiple occurrence of
nE .
In order to shorten the notation, the residual parts
rϕT = divϕ(vh) + t ∀T ∈ T ,
rµT = −div divµ(vh) + p ∀T ∈ T ,
rϕE =

−12 [nE ·ϕ(vh)]E ∀E ∈ Eω,
gϕ − n·ϕ(vh) ∀E ∈ EN,
0 ∀E ∈ ED,
rqE =

1
2
[
∂
∂sE
(
sE ·µ(vh)·nE
)
+ divµ(vh)·nE
]
E
∀E ∈ Eω,
∂
∂s
(
s·µ(vh)·n
)
+ divµ(vh)·n− gq ∀E ∈ EF,
0 ∀E ∈ EC ∪ ES,
rµE =

−12 [nE ·µ(vh)]E ·nE ∀E ∈ Eω,
gµ − n·µ(vh)·n ∀E ∈ ES ∪ EF,
0 ∀E ∈ EC,
rµV = −
∑
E∈E:V ∈E
(
[nE ·µ(vh)]E ·soutE
)
(V ) ∀V ∈ V
(7.32)
are defined. We refer to rϕT , r
ϕ
E as membrane parts and to r
µ
T , r
q
E , r
µ
E as plate parts of
the residual. With these definitions, a(e, v˜) can be written as
a(e, v˜) = l(v˜)− a(vh, v˜)
= ∑
T∈T
( ∫
T
rϕT ·u˜ dω +
∫
T
rµT w˜ dω
)
+ ∑
E∈Eω
(
2
∫
E
rϕE ·u˜ds+ 2
∫
E
rqE w˜ ds+ 2
∫
E
rµE nE ·∇w˜ ds
)
+ ∑
E∈Eγ
( ∫
E
rϕE ·u˜ds+
∫
E
rqE w˜ ds+
∫
E
rµEnE ·∇w˜ ds
)
+ ∑
V ∈V
rµV w˜(V )
= ∑
T∈T
( ∫
T
rϕT ·u˜dω +
∫
T
rµT w˜ dω
+ ∑
E∈E∂T
( ∫
E
rϕE ·u˜ds+
∫
E
rqE w˜ ds+
∫
E
rµE nE ·∇w˜ ds
))
+ ∑
V ∈V
rµV w˜(V ).
(7.33)
By the double summation over all elements and their edges, all interior edges are counted
twice. This is compensated by the factor of 1/2 at interior edges in the definitions of
the residuals.
Remark 7.8. The factor of 1/2 for interior edges is not essential. Omitting it just leads
to another constant entering the estimate. Verfürth does not use this factor in [Verfürth,
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1996]. In [Verfürth, 1999] the summation is done separately over all elements and all
edges and the factor is introduced after some other steps, which yields a slightly different
formulation than ours. All three variants are equivalent in the sense that all following
estimates hold with adapted constants.
Remark 7.9. The procedure shown here is similar to the derivation of the plate error
estimator of [Beirão da Veiga et al., 2006], but there is one major difference in addition
to the obvious difference that we add membrane parts. They use the integration by
parts along edges prior to the definition of residuals (7.32) only for boundary edges.
This leads to a first-order tensor residual which replaces our rµEnE , whereas the part of
rqE containing the sE-derivative vanishes at interior edges.
Remark 7.10. The twice integration by parts of the plate part on each element as shown
above can only be done if the FE shape functions are contained inH4(T ) for each element
T . This is the case for the polynomial ansatz functions of the BFS elements, but not
for the combined piecewise ansatz on subtriangles of the rHCT elements. One needs to
split the integrals over the complete domain into a sum over all subtriangles instead of
all elements in the rHCT case. This leads to three additional inner edge jump terms and
one additional inner vertex jump term per element.
Basic version of the error estimator
Set the test function to v˜ = (I −Qh)e. With (7.27) and (7.33), it holds
a(e, e) = l(v˜)− a(vh, v˜)
= ∑
T∈T
( ∫
T
rϕT ·u˜dω +
∫
T
rµT w˜ dω
+ ∑
E∈E∂T
( ∫
E
rϕE ·u˜ ds+
∫
E
rqE w˜ ds+
∫
E
rµE nE ·∇w˜ ds
))
+ ∑
V ∈V
rµV w˜(V ).
(7.34)
With the help of the Cauchy–Bunyakovsky–Schwarz inequality (7.12) and the quasi-
interpolation error estimates (7.10), the single terms of (7.34) can be bounded as follows.
For convenience the generic positive constant c is used for all formulas. It may take
different values at different appearances, but it depends only on the shape parameter
and not on hT or hE . For the first term one gets∫
T
rϕT ·u˜ dω ≤ ‖rϕT ‖T ‖u˜‖T
= ‖rϕT ‖T ‖(I −Quh)eu‖T
≤ c hT ‖rϕT ‖T |eu|ω˜T ,1
≤ c hT ‖rϕT ‖T |||e|||ω˜T ,
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for the second term ∫
T
rµT w˜ dω ≤ ‖rµT ‖T ‖w˜‖T
= ‖rµT ‖T ‖(I −Qwh )ew‖T
≤ c h2T ‖rµT ‖T |ew|ω˜T ,2
≤ c h2T ‖rµT ‖T |||e|||ω˜T ,
for the third term ∫
E
rϕE ·u˜ds ≤ ‖rϕE‖E ‖u˜‖E
= ‖rϕE‖E ‖(I −Quh)eu‖E
≤ c h1/2E ‖rϕE‖E |eu|ω˜E ,1
≤ c h1/2E ‖rϕE‖E |||e|||ω˜E ,
for the fourth term ∫
E
rqE w˜ ds ≤ ‖rqE‖E ‖w˜‖E
= ‖rqE‖E ‖(I −Qwh )ew‖E
≤ c h3/2E ‖rqE‖E |ew|ω˜E ,2
≤ c h3/2E ‖rqE‖E |||e|||ω˜E ,
and for the fifth term ∫
E
rµEnE ·∇w˜ ds ≤ ‖rµE‖E ‖∇w˜‖E
= ‖rµE‖E |(I −Qwh )ew|E,1
≤ c h1/2T ‖rµE‖E |ew|ω˜E ,2
≤ c h1/2T ‖rµE‖E |||e|||ω˜E .
The sixth term vanishes because the quasi-interpolation operator (7.11) exactly repro-
duces the function values of w at each vertex,∑
V ∈V
rµV w˜(V ) =
∑
V ∈V
rµV (I −Qwh )ew(V ) = 0.
Remark 7.11. As a consequence of Remark 7.10, additional jumps at the inner vertices
arise from the consideration of subtriangles in the rHCT case. The jumps at those
points are not cancelled by the quasi-interpolation because the commmon vertex of three
subtriangles of the same element is not a vertex of the actual element. However, they
still cancel out but for a different reason. It can be shown that the second derivatives of
the rHCT shape functions do not jump at the aforesaid inner vertex, so rµV = 0 at inner
vertices and the sixth term completely vanishes.
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Inserting the above estimates into (7.34) leads to
a(e, e) =
∑
T∈T
(∫
T
rϕT ·u˜dω +
∫
T
rµT w˜ dω
+
∑
E∈E∂T
( ∫
E
rϕE ·u˜ ds+
∫
E
rqE w˜ ds+
∫
E
rµE nE ·∇w˜ ds
))
+
∑
V ∈V
rµV w˜(V )
≤ c
∑
T∈T
(
hT ‖rϕT ‖T |||e|||ω˜T + h2T ‖r
µ
T ‖T |||e|||ω˜T
+
∑
E∈E∂T
(
h
1/2
E ‖rϕE‖E |||e|||ω˜E + h
3/2
E ‖rqE‖E |||e|||ω˜E + h
1/2
E ‖rµE‖E |||e|||ω˜E
))
,
and the Cauchy–Bunyakovsky–Schwarz inequality for finite sums yields
a(e, e) ≤ c
( ∑
T∈T
(
h2T ‖rϕT ‖2T + h4T ‖rµT ‖2T
+
∑
E∈E∂T
(
hE‖rϕE‖2E + h3E‖rqE‖2E + hE‖rµE‖2E
)))1/2
·
( ∑
T∈T
(
|||e|||2
ω˜T
+ |||e|||2
ω˜T
+
∑
E∈E∂T
(|||e|||2
ω˜E
+ |||e|||2
ω˜E
+ |||e|||2
ω˜E
)))1/2
≤ c
( ∑
T∈T
η2T
)1/2|||e||| (7.35)
with the squared local error indicators
η2T = h2T ‖rϕT ‖2T + h4T ‖rµT ‖2T +
∑
E∈E∂T
(
hE‖rϕE‖2E + h3E‖rqE‖2E + hE‖rµE‖2E
)
. (7.36)
The equivalence of norms (7.31) states
|||e||| ≤ c a(e, e)1/2,
with c depending on the constant of Korn’s inequality, the thickness d, and the smallest
eigenvalue of C˜. Inserting this result into (7.35) and dividing the whole by a(e, e)1/2,
one gets
J1(e) = a(e, e)1/2 ≤ c
(∑
T
η2T
)1/2
. (7.37)
Thus, the reliability of the error estimator is shown with c depending on the shape
parameter, the constant of Korn’s inequality, the thickness d, and the smallest eigenvalue
of C˜. Furthermore, (7.31) yields
|||e||| ≤ c
(∑
T
η2T
)1/2
,
with c additionally depending on the largest eigenvalue of C˜.
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Remark 7.12. One can replace hE by hT in the definition of the error estimator (7.36)
because hT /hE is bounded from below and above by (7.7).
Remark 7.13. This basic version of the error estimator adds up quantities with different
dimensions, confer also Remark 7.14 below, which physically makes no sense. It should
be viewed as an intermediate step to our final error estimator but not be used.
Thickness-scaled version of the error estimator
Define thickness-scaled versions of the residuals from (7.32) and the error e = eu + ew,
r¯ϕT :=
√
1
d r
ϕ
T , r¯
ϕ
E :=
√
1
d r
ϕ
E ,
r¯µT :=
√
12
d3 r
µ
T , r¯
q
E :=
√
12
d3 r
q
E , r¯
µ
E :=
√
12
d3 r
µ
E ,
e¯ :=
√
d eu +
√
d3
12 ew.
(7.38)
All membrane parts are scaled by
√
d and all plate parts by
√
d3/12. The bounds from
above carry over to the scaled versions,∫
T
rϕT ·u˜ dω ≤ c hT ‖r¯ϕT ‖T |||e¯|||ω˜T ,∫
T
rµT w˜ dω ≤ c h2T ‖r¯µT ‖T |||e¯|||ω˜T ,∫
E
rϕE ·u˜ ds ≤ c h1/2E ‖r¯ϕE‖E |||e¯|||ω˜E ,∫
E
rqE w˜ ds ≤ c h3/2E ‖r¯qE‖E |||e¯|||ω˜E ,∫
E
rµE nE ·∇w˜ ds ≤ c h1/2E ‖r¯µE‖E |||e¯|||ω˜E ,∑
V ∈V
rµV w˜(V ) =
∑
V ∈V
rµV (I −Qwh )ew(V ) = 0.
Analogously to (7.35), one gets
a(e, e) ≤ c
( ∑
T∈T
η¯2T
)1/2|||e¯||| (7.39)
with the squared local error indicators
η¯2T =
h2T
d ‖rϕT ‖2T +
12h4T
d3 ‖rµT ‖2T +
∑
E∈E∂T
(
hE
d ‖rϕE‖2E +
12h3E
d3 ‖rqE‖2E + 12hEd3 ‖rµE‖2E
)
. (7.40)
The equivalence of norms (7.30) states
|||e¯||| = |||e|||∗ ≤ c a(e, e)1/2,
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with c depending on the constant of Korn’s inequality, and the smallest eigenvalue of C˜
but not on the thickness d.
Like above one arrives at the reliability inequality
J1(e) = a(e, e)1/2 ≤ c
(∑
T
η¯2T
)1/2
(7.41)
with c depending on the shape parameter, the constant of Korn’s inequality, and the
smallest eigenvalue of C˜ but here not on the thickness d. Furthermore, (7.31) yields
|||e|||∗ ≤ c
(∑
T
η¯2T
)1/2
with c additionally depending on the largest eigenvalue of C˜.
Remark 7.14. In order to motivate the introduction of thickness scaling, we have a look
at the dimensions of the parts of the squared error estimator. Denote the dimensions
force by F and length by L. As one easily checks, all membrane parts have the dimension
F2, while the plate parts have the dimension F2L2. See for example
h4T ‖rµT ‖2T = h4T
∫
T
(−div divµ+ p)2 dω : L4(FL−2)2L2 = F2L2.
Therefore, the basic version of the error estimator adds up quantities with different
dimensions, which results in a term that cannot be interpreted as a physical quantity.
One possible solution to this problem is to scale the residuals like given in (7.38), which
yields the uniform dimension F2L−1. This has the additional benefit that the reliability
inequality no longer depends on the thickness.
Material-scaled version of the error estimator
If the elasticity tensor depends on the in-plane coordinates x, this fact should be accoun-
ted for in the construction of the error estimator. This occurs for example if the plate
consists of several different regions with different materials. The error estimator can be
extended by a local material scaling parameter analogously to [Bernardi and Verfürth,
2000], where a simpler model problem was analysed. Consider parameters ζT which may
take different values on each element and define the global function
ζ(x) := ζT ∀x ∈ T.
A possible choice for ζT is the maximal eigenvalue of C˜ on T analogous to section 2.e.
in [Bernardi and Verfürth, 2000].
Analogously to (7.35), one gets
a(e, e) ≤ c
( ∑
T∈T
ηˆ2T
)1/2|||ζ(x)1/2e|||
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with the squared local error indicators
ηˆ2T = 1ζT
(
h2T ‖rϕT ‖2T + h4T ‖rµT ‖2T +
∑
E∈E∂T
(
hE‖rϕE‖2E + h3E‖rqE‖2E + hE‖rµE‖2E
))
. (7.42)
The term |||ζ(x)1/2e||| can be bounded with (7.31) by
|||ζ(x)1/2e||| ≤ (max
x∈ω
{
ζ(x)/λmin
(
C˜(x)
)}
min
{
d, d
3
12
}
cK
)−1/2
a(e, e)1/2,
yielding the reliability inequality
J1(e) = a(e, e)1/2 ≤ c
(∑
T
ηˆ2T
)1/2
(7.43)
with a constant depending on the shape parameter, the constant of Korn’s inequality,
the plate thickness, and the maximum of the ratio ζ(x)/λmin
(
C˜(x)
)
.
Of course, the local material scaling and thickness scaling approaches can be combined.
This yields
a(e, e) ≤ c
( ∑
T∈T
ˆ¯η2T
)1/2|||ζ(x)1/2e|||∗
with the squared local error indicators
ˆ¯η2T = 1ζT
(
h2T
d ‖rϕT ‖2T +
12h4T
d3 ‖rµT ‖2T +
∑
E∈E∂T
(
hE
d ‖rϕE‖2E +
12h3E
d3 ‖rqE‖2E + 12hEd3 ‖rµE‖2E
))
. (7.44)
As a bound on |||ζ(x)1/2e|||∗, one gets
|||ζ(x)1/2e|||∗ ≤ max
x∈ω {ζ(x)/λmin
(
C˜(x)
)}1/2c−1/2K a(e, e)1/2,
yielding the reliability inequality
J1(e) = a(e, e)1/2 ≤ c
(∑
T
ˆ¯η2T
)1/2
(7.45)
with a constant depending on the shape parameter, the constant of Korn’s inequality,
and the maximum of the ratio ζ(x)/λmin
(
C˜(x)
)
. If ζ is chosen as the maximal eigenvalue
of C˜, then this ratio is the local condition number of C˜. If ζ is chosen as the minimal
positive eigenvalue of C˜, then the constant of the reliability inequality no longer depends
on the material tensor, see for example section 6.1 in [Meyer, 2007]. For the eigenvalues
of the transversely isotropic elasticity tensor confer section 3.4.
Remark 7.15. The material tensor C˜ has the dimension FL−2. Therefore, if an eigenvalue
of C˜ is used for ζ, then the squared error estimator ˆ¯η2T with combined scaling has the
dimension F−1L2 ·F2L−1 = FL, confer Remark 7.14. This is the dimension of an energy,
which is suitable because the error estimator approximates the energy norm of the error.
Therefore, we recommend to use this version of the error estimator in every case, even
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if a pure membrane or plate problem is solved or if the material tensor does not depend
on x. In addition, examine the dimension of the term
(|||ζ(x)1/2e|||∗)2 = d‖ζ(x)1/2eu‖21 +
d3
12‖ζ(x)
1/2ew‖22.
The Sobolev norms consist of terms with different dimensions, so we consider only the
seminorms with the highest number. Actually, the full norm is not needed at all; the
upper results can be obtained by using only the 1- and 2-seminorms for membrane and
plate parts, respectively. If ζ is an eigenvalue of C˜, the dimension is L(F1/2L−1)2L2 +
L3(F1/2L−1L−1)2L2 = FL, which is also the dimension of an energy.
Remark 7.16. The given form is an estimate for the absolute error. If desired, a dimen-
sionless estimate of the relative error can be gained by dividing the error estimator by
the energy norm of the problem.
7.2.7 Efficiency inequality
Basic version of the error estimator
Let th, gϕ,h, ph and so on be the finite element approximations of t, gϕ, p and the other
loads and given boundary functions. Change t to th in the definition of rϕT , confer (7.32),
and call the result r˜ϕT ; do the analogue for all other residual terms. Then it holds
r˜ϕT = r
ϕ
T + th − t,
r˜µT = r
µ
T + ph − p.
(7.46)
Set test functions
uT := ψT,0 r˜ϕT , uE := ψE,0 r˜
ϕ
E
wT := ψT,1 r˜µT , wE,1 := ψE,1 r˜
µ
E , wE,2 := ψE,2 r˜
q
E
(7.47)
with the cut-off functions from section 7.2.4.
Let the local version a(v, v˜)S of the bilinear form a(v, v˜) be defined like in (4.30)
but with the integrals only taken over S ⊂ ω instead of the whole domain ω. Let
v˜ = u˜ + w˜e3, u˜ ∈ span{e1, e2} analogously to v. The Cauchy–Bunyakovsky–Schwarz
inequality (7.12) and the equivalence of norms (7.30) yield
a(e, v˜)S ≤ a(e, e)1/2S a(v˜, v˜)1/2S
≤ a(e, e)1/2S
√
λmax(C˜)|||v˜|||∗S ,
a(e, u˜)S ≤ cu a(e, e)1/2S |||u˜|||S = cu a(e, e)1/2S ‖u˜‖S,1,
a(e, w˜e3)S ≤ cw a(e, e)1/2S |||w˜e3|||S = cw a(e, e)1/2S ‖w˜‖S,2
(7.48)
with the abbreviations
cu =
√
d λmax(C˜), cw =
√
d3
12 λmax(C˜). (7.49)
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We recall the residual formulation (7.33)
a(e, v˜) = l(v˜)− a(vh, v˜)
= ∑
T∈T
( ∫
T
rϕT ·u˜ dω +
∫
T
rµT w˜ dω
)
+ ∑
E∈Eω
(
2
∫
E
rϕE ·u˜ds+ 2
∫
E
rqE w˜ ds+ 2
∫
E
rµEnE ·∇w˜ ds
)
+ ∑
E∈Eγ
( ∫
E
rϕE ·u˜ds+
∫
E
rqE w˜ ds+
∫
E
rµE nE ·∇w˜ ds
)
+ ∑
V ∈V
rµV w˜(V )
= ∑
T∈T
( ∫
T
rϕT ·u˜dω +
∫
T
rµT w˜ dω
+ ∑
E∈E∂T
( ∫
E
rϕE ·u˜ds+
∫
E
rqE w˜ ds+
∫
E
rµE nE ·∇w˜ ds
))
+ ∑
V ∈V
rµV w˜(V ),
which holds for all v˜ ∈ V. We also recall the squared local residual error indicators
(7.36)
η2T = h2T ‖rϕT ‖2T + h4T ‖rµT ‖2T +
∑
E∈E∂T
(
hT ‖rϕE‖2E + h3T ‖rqE‖2E + hT ‖rµE‖2E
)
.
In the following, the terms of the error estimator are bounded one by one with the same
methods as in [Verfürth, 1996] and [Verfürth, 1999].
1) rϕT
The inequality (7.20a) for the cut-off function ψT,0, the definition of the test function
uT from (7.47), and (7.46) yield
γ1‖r˜ϕT ‖2T ≤
∫
T
(r˜ϕT )2 ψT,0 dω
≤ ∫
T
r˜ϕT ·uT dω
=
∫
T
rϕT ·uT dω +
∫
T
(th − t)·uT dω
= a(e,uT ) +
∫
T
(th − t)·uT dω.
The last step holds because of the residual representation (7.33) and the local support
of the test function (it holds uT = 0 on ∂T and outside T ). The application of (7.48)
and the cut-off function inequality (7.20b) yield
γ1‖r˜ϕT ‖2T ≤ cu a(e, e)1/2T ‖uT ‖T,1 + ‖th − t‖T ‖uT ‖T
≤ cu a(e, e)1/2T γ2h−1T ‖r˜ϕT ‖T + ‖th − t‖T ‖r˜ϕT ‖T .
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With dividing by γ1h−1T ‖r˜ϕT ‖T , one gets
hT ‖r˜ϕT ‖T ≤ γ2γ1 cu a(e, e)
1/2
T + 1γ1hT ‖th − t‖T ,
and the triangle inequality together with (7.46) finally yields
hT ‖rϕT ‖T = hT ‖r˜ϕT − (th − t)‖T
≤ hT ‖r˜ϕT ‖T + hT ‖th − t‖T
≤ γ2γ1 cu a(e, e)
1/2
T +
(
1 + 1γ1
)
hT ‖th − t‖T . (7.50)
2) rµT
Analogously to the preceding case, one can use the cut-off function inequality (7.23a)
for ψT,1, the definition of the test function wT from (7.47), and (7.46) to get
γ6‖r˜µT ‖2T ≤
∫
T
(r˜µT )2 ψT,1 dω
=
∫
T
r˜µT wT dω
=
∫
T
rµT wT dω +
∫
T
(ph − p)wT dω
= a(e, wTe3) +
∫
T
(ph − p)wT dω.
The last step again holds because of the residual representation (7.33) and the local
support of the test function (it holds wT = 0,∇wT = 0 on ∂T and outside T ). The
application of (7.48) and the cut-off function inequality (7.23b) yield
γ6‖r˜µT ‖2T ≤ cw a(e, e)1/2T ‖wT ‖T,2 + ‖ph − p‖T ‖wT ‖T
≤ cw a(e, e)1/2T γ7h−2T ‖r˜µT ‖T + ‖ph − p‖T ‖r˜µT ‖T .
Dividing by γ6h−2T ‖r˜µT ‖T results in
h2T ‖r˜µT ‖T ≤ γ7γ6 cw a(e, e)
1/2
T + 1γ6h
2
T ‖ph − p‖T ,
and the triangle inequality together with (7.46) yields
h2T ‖rµT ‖T = h2T ‖r˜µT − (ph − p)‖T
≤ h2T ‖r˜µT ‖T + h2T ‖ph − p‖T
≤ γ7γ6 cw a(e, e)
1/2
T +
(
1 + 1γ6
)
h2T ‖ph − p‖T . (7.51)
96
7.2 Residual error estimator for plate and CLT elements
3) rϕE
We consider edges in the interior and on the different boundary parts separately. First,
assume E ∈ Eω, so r˜ϕE = rϕE . Similar to the element residuals above, one uses the cut-off
function inequality (7.20c) for ψE,0, the definition of the test function uE from (7.47),
and (7.46) to get
2γ3‖rϕE‖2E ≤ 2
∫
E
(rϕE)2 ψE,0 ds
= 2
∫
E
rϕE ·uE ds
= a(e,uE)− ∑
T⊂ωE
∫
T
rϕT ·uE dω.
The last step again holds because of the residual representation (7.33) and the local
support of the test function (it holds uE = 0 outside ωE). The factor of 2 compensates
for the 1/2 in the definition of rϕE , which was introduced because interior edges are
counted twice during the double summation over elements and edges. The applica-
tion of (7.48), the Cauchy–Bunyakovsky–Schwarz inequality, and the cut-off function
inequalities (7.20d) and (7.20e) yields
2γ3‖rϕE‖2E ≤ cu a(e, e)1/2ωE ‖uE‖ωE ,1 +
∑
T⊂ωE
‖rϕT ‖T ‖uE‖T
≤ γ4h−1/2E cu a(e, e)1/2ωE ‖rϕE‖E +
∑
T⊂ωE
γ5h
1/2
E ‖rϕT ‖T ‖rϕE‖E .
Division by 2γ3h−1/2E ‖rϕE‖E results in
h
1/2
E ‖rϕE‖E ≤ γ42γ3 cu a(e, e)
1/2
ωE +
∑
T⊂ωE
γ5
2γ3hE‖r
ϕ
T ‖T ,
and (7.50) and hE ≤ hT yield
h
1/2
E ‖rϕE‖E ≤
(
γ4
2γ3 +
γ2γ5
2γ1γ3
)
cu a(e, e)1/2ωE + γ52γ3
(
1 + 1γ1
) ∑
T⊂ωE
hT ‖t− th‖T . (7.52)
If E ∈ EN, then ωE consists of only one element TE . The same techniques as above
yield
γ3‖r˜ϕE‖2E ≤
∫
E
(r˜ϕE)2 ψE,0 ds
=
∫
E
r˜ϕE ·uE ds
= a(e,uE)−
∫
TE
rϕTE ·uE dω +
∫
E
(gϕ − gϕ,h)·uE ds
≤ cu a(e, e)1/2TE ‖uE‖TE ,1 + ‖r
ϕ
TE
‖TE‖uE‖TE
+ ‖gϕ − gϕ,h‖E‖uE‖E
≤ γ4h−1/2E cu a(e, e)1/2TE ‖r˜
ϕ
E‖E + γ5h1/2E ‖rϕTE‖TE‖r˜
ϕ
E‖E
+ ‖gϕ − gϕ,h‖E‖r˜ϕE‖E ,
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and division by γ3h−1/2E ‖r˜ϕE‖E and (7.50) lead to
h
1/2
E ‖r˜ϕE‖E ≤ γ4γ3 cu a(e, e)
1/2
TE
+ γ5γ3hE‖r
ϕ
T ‖TE + 1γ3h
1/2
E ‖gϕ − gϕ,h‖E
h
1/2
E ‖r˜ϕE‖E ≤
(
γ4
γ3
+ γ2γ5γ1γ3
)
cua(e, e)1/2TE +
γ5
γ3
(
1 + 1γ1
)
hTE‖t− th‖TE
+ 1γ3h
1/2
TE
‖gϕ − gϕ,h‖E .
The triangle inequality yields
h
1/2
E ‖rϕE‖E ≤
(
γ4
γ3
+ γ2γ5γ1γ3
)
cu a(e, e)1/2TE +
γ5
γ3
(
1 + 1γ1
)
hTE‖t− th‖TE
+
(
1 + 1γ3
)
h
1/2
TE
‖gϕ − gϕ,h‖E . (7.53)
Finally, if E ∈ ED, then rϕE = 0.
4) rµE
Consider E ∈ Eω, so r˜µE = rµE . One uses the cut-off function inequality (7.23c) for ψE,1,
the definition of the test function wE,1 from (7.47), and (7.46) to get
2γ8h−1E ‖rµE‖2E ≤ 2
∫
E
rµE nE ·∇(ψE,1 rµE) ds
≤ 2 ∫
E
rµE nE ·∇wE,1 ds
= a(e, wE,1e3)− ∑
T⊂ωE
∫
T
rµT wE,1 dω.
The last step again holds because of the residual representation (7.33) and the local sup-
port of the test function (it holds wE,1 = 0 on E and outside ωE ,∇wE,1 = 0 on ∂ωE).
The application of (7.48), the Cauchy–Bunyakovsky–Schwarz inequality, and the cut-off
function inequalities (7.23e) and (7.23f) yields
2γ8h−1E ‖rµE‖2E ≤ cw a(e, e)1/2ωE ‖wE,1‖ωE ,2 +
∑
T⊂ωE
‖rµT ‖T ‖wE,1‖T
≤ γ10h−3/2E cw a(e, e)1/2ωE ‖rµE‖E +
∑
T⊂ωE
γ11h
1/2
E ‖rµT ‖T ‖rµE‖E .
Divide by 2γ8h−3/2E ‖rµE‖E to get
h
1/2
E ‖rµE‖E ≤ γ102γ8 cw a(e, e)
1/2
ωE +
∑
T⊂ωE
γ11
2γ8h
2
E‖rµT ‖T ,
and (7.51) with hE ≤ hT leads to
h
1/2
E ‖rµE‖E ≤
(
γ10
2γ8 +
γ7γ11
2γ6γ8
)
cw a(e, e)1/2ωE + γ112γ8
(
1 + 1γ6
) ∑
T⊂ωE
h2T ‖p− ph‖T . (7.54)
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Remark 7.17. The plate error estimator of [Beirão da Veiga et al., 2006] cannot be
treated like this. Instead of rµE nE , it features a first-order residual term which is not a
multiple of nE in general, confer Remark 7.9. Their results are proven via a saturation
assumption on the mesh.
If E ∈ ES ∪ EF, then ωE consists of only one element TE . The same techniques as
above and (7.23d) yield
γ8h
−1
E ‖r˜µE‖2E ≤
∫
E
r˜µE nE ·∇(ψE,1 r˜µE) ds
=
∫
E
r˜µE nE ·∇wE,1 ds
= a(e, wE,1e3)−
∫
TE
rµT wE,1 dω +
∫
E
(gµ − gµ,h)n·∇wE,1 ds
≤ cw a(e, e)1/2TE ‖wE,1‖TE ,2 + ‖r
µ
T ‖T ‖wE,1‖TE
+ ‖gµ − gµ,h‖E‖nE ·∇wE,1‖E
≤ γ10h−3/2E cw a(e, e)1/2TE ‖r˜
µ
E‖E + γ11h1/2E ‖rµT ‖TE‖r˜µE‖E
+ γ9h−1E ‖gµ − gµ,h‖E‖r˜µE‖E ,
and division by γ8h−3/2E ‖r˜µE‖E and (7.51) lead to
h
1/2
E ‖r˜µE‖E ≤ γ10γ8 cw a(e, e)
1/2
TE
+ γ11γ8 h
2
E‖rµT ‖TE + γ9γ8h
1/2
E ‖gµ − gµ,h‖E
≤
(
γ10
γ8
+ γ7γ11γ6γ8
)
cw a(e, e)1/2TE +
γ11
γ8
(
1 + 1γ6
)
h2TE‖p− ph‖TE
+ γ9γ8h
1/2
TE
‖gµ − gµ,h‖E .
The triangle inequality yields
h
1/2
E ‖rµE‖E ≤
(
γ10
γ8
+ γ7γ11γ6γ8
)
cw a(e, e)1/2TE +
γ11
γ8
(
1 + 1γ6
)
h2TE‖p− ph‖TE
+
(
1 + γ9γ8
)
h
1/2
TE
‖gµ − gµ,h‖E . (7.55)
Finally, if E ∈ EC, then rµE = 0.
5) rqE
Consider E ∈ Eω, so r˜qE = rqE . The cut-off function inequality (7.23g) for ψE,2, the
definition of the test function wE,2 from (7.47), and (7.46) yield
2γ12‖rqE‖2E ≤ 2
∫
E
(rqE)2 ψE,2 ds
= 2
∫
E
rqE wE,2 ds
= a(e, wE,2e3)− ∑
T⊂ωE
∫
T
rµT wE,2 dω − 2
∫
E
rµE nE ·∇wE,2 ds.
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The last step again holds because of the residual representation (7.33) and the local
support of the test function (it holds wE,2 = 0,∇wE,2 = 0 on ∂ωE and outside ωE).
The application of (7.48), the Cauchy–Bunyakovsky–Schwarz inequality and the cut-off
function inequalities (7.23h), (7.23i) and (7.23j) yield
2γ12‖rqE‖2E ≤ cw a(e, e)1/2ωE ‖wE,2‖ωE ,2 +
∑
T⊂ωE
‖rµT ‖T ‖wE,2‖T
+ 2‖rµE‖E‖∇wE,2‖E,1
≤ γ13h−3/2E cw a(e, e)1/2ωE ‖rqE‖E +
∑
T⊂ωE
γ14h
1/2
E ‖rµT ‖T ‖rqE‖E
+ 2γ15h−1E ‖rµE‖E‖rqE‖E .
Divide by 2γ12h−3/2E ‖rqE‖E to get
h
3/2
E ‖rqE‖E ≤ γ132γ12 cw a(e, e)
1/2
ωE + γ142γ12
∑
T⊂ωE
h2E‖rµT ‖T + γ15γ12h
1/2
E ‖rµE‖E ,
then (7.51), (7.54), and hE ≤ hT yield
h
3/2
E ‖rqE‖E ≤
(
γ13
2γ12 +
γ7γ14
2γ6γ12 +
γ10γ15
2γ8γ12 +
γ7γ11γ15
2γ6γ8γ12
)
cw a(e, e)1/2ωE
+
(
γ14
2γ12 +
γ11γ15
2γ8γ12
)(
1 + 1γ6
) ∑
T⊂ωE
h2T ‖p− ph‖T .
If E ∈ EF, then ωE consists of only one element TE . The same techniques as above
yield
γ12‖r˜qE‖2E ≤
∫
E
(r˜qE)2 ψE,2 ds
=
∫
E
r˜qE wE,2 ds
= a(e, wE,2e3)− ∑
T⊂ωE
∫
T
rµT wE,2 dω −
∫
E
rµE nE ·∇wE,2 ds
+
∫
E(gq − gq,h)wE,2 ds
≤ cw a(e, e)1/2TE ‖wE,2‖ωE ,2 + ‖r
µ
T ‖T ‖wE,2‖TE
+ ‖rµE‖E‖∇wE,2‖E,1 + ‖gq − gq,h‖E‖wE,2‖E
≤ γ13h−3/2E cw a(e, e)1/2TE ‖r˜
q
E‖E + γ14h1/2E ‖rµT ‖TE‖r˜qE‖E
+ γ15h−1E ‖rµE‖E‖r˜qE‖E + ‖gq − gq,h‖E‖r˜qE‖E .
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Divide by 2γ12h−3/2E ‖r˜qE‖E and use (7.51) and (7.55) to get
h
3/2
E ‖r˜qE‖E ≤ γ13γ12 cw a(e, e)
1/2
TE
+ γ14γ12h
2
E‖rµT ‖TE
+ γ15γ12h
1/2
E ‖rµE‖E + 1γ12h
3/2
E ‖gq − gq,h‖E
≤
(
γ13
2γ12 +
γ7γ14
2γ6γ12 +
γ10γ15
2γ8γ12 +
γ7γ11γ15
2γ6γ8γ12
)
cw a(e, e)1/2TE
+
(
γ14
2γ12 +
γ11γ15
2γ8γ12
)(
1 + 1γ6
)
h2TE‖p− ph‖TE
+ γ15γ12
(
1 + γ9γ8
)
h
1/2
TE
‖gµ − gµ,h‖E + 1γ12h
3/2
TE
‖gq − gq,h‖E .
The triangle inequality yields
h
3/2
E ‖rqE‖E ≤
(
γ13
2γ12 +
γ7γ14
2γ6γ12 +
γ10γ15
2γ8γ12 +
γ7γ11γ15
2γ6γ8γ12
)
cw a(e, e)1/2TE
+
(
γ14
2γ12 +
γ11γ15
2γ8γ12
)(
1 + 1γ6
)
h2TE‖p− ph‖TE
+ γ15γ12
(
1 + γ9γ8
)
h
1/2
TE
‖gµ − gµ,h‖E +
(
1 + 1γ12
)
h
3/2
TE
‖gq − gq,h‖E . (7.56)
Finally, if E ∈ EC ∪ ES, then rqE = 0.
Summary
The equations (7.50) to (7.56) yield the local estimate
ηT ≤ c1 a(e, e)1/2ωT +
∑
T ′⊂ωT
(
c2hT ′‖t− th‖T ′ + c3h2T ′‖p− ph‖T ′
)
+ c4
∑
E∈E∂T∩EN
h
1/2
E ‖gϕ − gϕ,h‖E + c5
∑
E∈E∂T∩(ES∪EF)
h
1/2
E ‖gµ − gµ,h‖E
+ c6
∑
E∈E∂T∩EF
h
3/2
E ‖gq − gq,h‖E
(7.57)
for all elements T . The constant c1 depends on the plate thickness, the maximal ei-
genvalue of the elasticity tensor C˜, and the constants γi, which in turn depend on the
shape parameter and the polynomial degree of the ansatz functions. The constants c2
to c6 only depend on the constants γi. The terms on the right-hand side except the first
one only depend on the given data and are usually higher-order perturbations, confer
Remark 1.7 in [Verfürth, 1996]. Thus, the efficiency of the error estimator is shown.
Thickness-scaled version of the error estimator
Recall the thickness-scaled squared local error indicators from (7.40),
η¯2T =
h2T
d ‖rϕT ‖2T +
12h4T
d3 ‖rµT ‖2T +
∑
E∈E∂T
(
hE
d ‖rϕE‖2E +
12h3E
d3 ‖rqE‖2E + 12hEd3 ‖rµE‖2E
)
.
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Bounds for the parts of this estimator are gained by simply multiplying the upper results
(7.50) to (7.56) with the appropriate factors. These factors cancel out with the factors
in cu and cw from (7.49). This yields
hT√
d
‖rϕT ‖T ≤ γ2γ1√dcu a(e, e)
1/2
T + 1√d
(
1 + 1γ1
)
hT ‖th − t‖T
= γ2γ1
√
λmax(C˜) a(e, e)1/2T + 1√d
(
1 + 1γ1
)
hT ‖th − t‖T
for the first part (7.50) and analogous results for the other parts. The efficiency inequality
takes the form
η¯T ≤ c¯1 a(e, e)1/2ωT +
∑
T ′⊂ωT
(
c2
√
1
dhT ′‖t− th‖T ′ + c3
√
12
d3h
2
T ′‖p− ph‖T ′
)
+ c4
√
1
d
∑
E∈E∂T∩EN
h
1/2
E ‖gϕ − gϕ,h‖E + c5
√
12
d3
∑
E∈E∂T∩(ES∪EF)
h
1/2
E ‖gµ − gµ,h‖E
+ c6
√
12
d3
∑
E∈E∂T∩EF
h
3/2
E ‖gq − gq,h‖E
(7.58)
with c¯1 no longer depending on the plate thickness. It only depends on the maximal
eigenvalue of the elasticity tensor C˜ and the constants γi, which in turn depend on the
shape parameter and the polynomial degree of the ansatz functions. Like above c2 to c6
only depend on γ1 to γ15.
Material-scaled version of the error estimator
Recall the material-scaled squared local error indicators from (7.42),
ηˆ2T = 1ζT
(
h2T ‖rϕT ‖2T + h4T ‖rµT ‖2T +
∑
E∈E∂T
(
hE‖rϕE‖2E + h3E‖rqE‖2E + hE‖rµE‖2E
))
.
Define
λS,max(C˜) := max
x∈S
λmax
(
C˜(x)
)
,
cS,u :=
√
d λS,max(C˜), cS,w:=
√
d3
12 λS,max(C˜).
Bounds for the parts of the material-scaled error estimator are gained by adapting the
upper results using these local versions of cu and cw. This yields
hT√
ζT
‖rϕT ‖T ≤ γ2γ1√ζT cT,u a(e, e)
1/2
T + 1√ζT
(
1 + 1γ1
)
hT ‖th − t‖T
= γ2γ1
1√
d
√
λT,max(C˜)
ζT
a(e, e)1/2T + 1√ζT
(
1 + 1γ1
)
hT ‖th − t‖T
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for the first part (7.50) and analogous results for the other parts. The efficiency inequality
takes the form
ηˆT ≤ cˆ1 a(e, e)1/2ωT +
∑
T ′⊂ωT
(
c2√
ζT
hT ′‖t− th‖T ′ + c3√
ζT
h2T ′‖p− ph‖T ′
)
+ c4√
ζT
∑
E∈E∂T∩EN
h
1/2
E ‖gϕ − gϕ,h‖E + c5√ζT
∑
E∈E∂T∩(ES∪EF)
h
1/2
E ‖gµ − gµ,h‖E
+ c6√
ζT
∑
E∈E∂T∩EF
h
3/2
E ‖gq − gq,h‖E
(7.59)
with cˆ1 depending on the plate thickness, the ratio λT,max(C˜)/ζT , and the constants γi,
which in turn depend on the shape parameter and the polynomial degree of the ansatz
functions.
The error estimator
ˆ¯η2T = 1ζT
(
h2T
d ‖rϕT ‖2T +
12h4T
d3 ‖rµT ‖2T +
∑
E∈E∂T
(
hE
d ‖rϕE‖2E +
12h3E
d3 ‖rqE‖2E + 12hEd3 ‖rµE‖2E
))
with combined scaling from (7.44) can be handled by the combined arguments of the
thickness-scaled and material-scaled versions. This yields
hT√
dζT
‖rϕT ‖T ≤ γ2γ1√dcT,u a(e, e)
1/2
T + 1√dζT
(
1 + 1γ1
)
hT ‖th − t‖T
= γ2γ1
√
λT,max(C˜)
ζT
a(e, e)1/2T + 1√dζT
(
1 + 1γ1
)
hT ‖th − t‖T
for the first part (7.50) and analogous results for the other parts. The efficiency inequality
takes the form
ˆ¯ηT ≤ ˆ¯c1 a(e, e)1/2ωT +
∑
T ′⊂ωT
(
c2
√
1
dζT
hT ′‖t− th‖T ′ + c3
√
12
d3ζT
h2T ′‖p− ph‖T ′
)
+ c4
√
1
dζT
∑
E∈E∂T∩EN
h
1/2
E ‖gϕ − gϕ,h‖E + c5
√
12
d3ζT
∑
E∈E∂T∩(ES∪EF)
h
1/2
E ‖gµ − gµ,h‖E
+ c6
√
12
d3ζT
∑
E∈E∂T∩EF
h
3/2
E ‖gq − gq,h‖E
(7.60)
with ˆ¯c1 and c2 to c6 depending on γ1 to γ15, which in turn depend on the shape parameter
and the polynomial degree of the ansatz functions, and with ˆ¯c1 additionally depending on
the ratio λT,max(C˜)/ζT . If ζ is chosen as the minimal positive eigenvalue of C˜, then this
ratio is the local condition number of C˜. If ζT is chosen to be the maximal eigenvalue of
C˜ on T , then the constant of the efficiency inequality no longer depends on the material
tensor. Checking the occuring dimensions shows that all parts of the right-hand side
have the dimension of the root of an energy in this formulation, which is suitable for an
energy norm error estimator. The main formulas which are needed to calculate the error
estimator are collected in Table 7.1 for convenience.
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Table 7.1: The thickness- and material-scaled error estimator at a glance
ˆ¯η2T = 1ζT
(
h2T
d ‖rϕT ‖2T +
12h4T
d3 ‖rµT ‖2T +
∑
E∈E∂T
(
hE
d ‖rϕE‖2E +
12h3E
d3 ‖rqE‖2E + 12hEd3 ‖rµE‖2E
))
rϕT = divϕ(vh) + t ∀T ∈ T
rµT = −div divµ(vh) + p ∀T ∈ T
rϕE =

−12 [nE ·ϕ(vh)]E ∀E ∈ Eω
gϕ − n·ϕ(vh) ∀E ∈ EN
0 ∀E ∈ ED
rqE =

1
2
[
∂
∂sE
(
sE ·µ(vh)·nE
)
+ divµ(vh)·nE
]
E
∀E ∈ Eω
∂
∂s
(
s·µ(vh)·n
)
+ divµ(vh)·n− gq ∀E ∈ EF
0 ∀E ∈ EC ∪ ES
rµE =

−12 [nE ·µ(vh)·nE ]E ∀E ∈ Eω(
gµ − n·µ(vh)·n
)
n ∀E ∈ ES ∪ EF
0 ∀E ∈ EC
ϕ(v) =
∫
D
σ(u− x3∇w) dx3 = Cm :ε(u) + Cc :ε(∇w)
µ(v) =
∫
D
−x3σ(u− x3∇w) dx3 = Cc :ε(u) + Cp :ε(∇w)
Cm(x) =
d/2∫
−d/2
C˜(x, x3) dx3 =
nL∑
i=1
(di − di−1)C˜i(x)
Cc(x) = −
d/2∫
−d/2
x3C˜(x, x3) dx3 = −12
nL∑
i=1
(d2i − d2i−1)C˜i(x)
Cp(x) =
d/2∫
−d/2
x23C˜(x, x3) dx3 = 13
nL∑
i=1
(d3i − d3i−1)C˜i(x)
Used symbols: ˆ¯ηT . . . local error indicator, r∗∗, r∗∗ . . . residuals, hE , hT . . . diameter of
edge or element, ζT . . . min. or max. eigenvalue of elasticity tensor, ϕ,µ . . . force and
moment resultants, ε . . . strain tensor, C˜i . . . plane stress elasticity tensor of i-th lamina,
d . . . plate thickness, di . . . lamina borders, nL . . . number of laminae.
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While adaptive FEM has not yet found its way into commercial FEM packages, several
research groups have created their own implementations, including the research group
of Numerical Analysis at Technische Universität Chemnitz. An overview over the soft-
ware and some noteworthy details are given in section 8.1. Section 8.2 discusses some
features that were added during the research work which led to this dissertation. The
transformation of higher-order derivatives, which is needed for the implementation of
the error estimator, is shown in section 8.3.
8.1 The adaptive FE package SPC-PM
The package SPC-PM (“scientific parallel computing - programme module”) has been
developed by many contributors under the supervision of Arnd Meyer and Thomas Apel
in the Sonderforschungsbereich 393 “Parallele Numerische Simulation für Physik und
Kontinuumsmechanik” (Collaborative Research Centre 393 “parallel numerical simula-
tion for physics and continuum mechanics”) of the Technische Universität Chemnitz. It
is based on some older non-adaptive codes and written in Fortran.
Of special interest for us are the modules SPC-PM2Ad and SPC-PM3AdH, which
feature adaptive FE simulation for 2D problems with triangular and quadrangular ele-
ments and 3D problems with hexahedral elements, respectively. For their documentation
see [Meyer, 2001] and [Beuchler et al., 2001]. The basic modules enable the solution of
Poisson’s equation and the isotropic linear elasticity problem (Lamé’s equation).
The preconditioned conjugate gradient method is used to solve the system of equa-
tions, confer section 6.1. The stiffness matrix is not assembled, only a routine for the
multiplication of the matrix with a vector is needed. This can be done efficiently by
an element-by-element procedure. For each element, the according entries of the in-
put vector are multiplied with the element stiffness matrix, and the result is added to
the according entries of the output vector. The relative decrease of the residual in the
preconditioned norm below its initial value multiplied with a tolerance
(rTkwk)1/2 < tol (rT0 w0)1/2 (8.1)
is used as stopping criterion. The default value of tol is 10−2.
The data structure keeps record of hierarchical information, which is gained during
the refinement steps. Based on this data structures, hierarchical preconditioners are
implemented, confer section 6.2.
An a posteriori error estimator like given in chapter 7 is used to decide which elements
should be refined. It uses the residual of the differential equation on each element and
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Figure 8.1: Simplified example of geometry preserving mesh refinement; from left to
right: given geometry, coarse mesh, refined mesh without correction, correc-
ted refined mesh using geometry data
the stress jumps along faces (or edges in 2D) of the element to estimate its contribution
to the global error. Material scaling is done with the local minimal eigenvalue of the
elasticity matrix. An element T is marked for refinement if
η2T > max
T ′∈T
{η2T ′} (8.2)
with a fixed factor 0 <  ≤ 1. The standard value for the refinement threshold  is 1/2.
The data structure contains geometry data for edges and faces. This allows starting
with a very coarse mesh but still approximating the geometry very well after some
adaptive steps by using a geometry correction during the refinement process as shown
in Figure 8.1.
Parent elements which are bounded by straight lines can be divided into geometrically
similar child elements during the refinement process. Curvilinearly bounded elements
are divided into nearly similar child elements. Therefore, the shape regularity of the
initial mesh is preserved automatically, which is needed for the analysis of the error
estimator in section 7.2. “Hanging nodes” arising from these refinements are allowed
but need special treatment; only the starting mesh has to be admissible and, thus, free
of hanging nodes. Hanging nodes occur when only one of two neighbouring elements
is refined by a subdivision into geometrically similar elements, see Figure 8.2. Each
hanging node adds additional degrees of freedom only on the new elements, but not on
the undivided neighbouring element. These DOFs have to be eliminated in order to get a
continuous solution. This problem is solved by a special projection technique included in
the PCG solver which ensures the continuity of the FE solution. For details see [Meyer,
1999b], [Meyer, 2002], and [Unger, 2007].
The implementation in its current form enables the simulation of 2D and 3D problems
and exists also as a parallel computing version. In addition to the traditional boundary
conditions, frictionless contact boundary conditions for different obstacle geometries are
included. There are modules for the Poisson equation, linear elasticity, non-linear elasti-
Figure 8.2: Refinement of only the right element leads to a hanging node
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city with large deformations, piezoelectricity and other special problems. An overview is
given in [Glänzel, 2009]. The 2D version provides triangular and quadrangular elements
with piecewise (bi-)linear and (bi-)quadratic ansatz functions, as well as BFS and rHCT
elements for the plate equation. The 3D version features 3 types of quadrilaterally-faced
hexahedra: the 8 node hexahedron with piecewise trilinear ansatz functions, the 20 node
hexahedron with piecewise reduced triquadratic ansatz functions of the serendipity type
and the 27 node hexahedron with piecewise fully triquadratic ansatz functions. Ele-
ment boundaries may also be curvilinear. Some of the special modules support further
elements.
8.2 Remarks on some added features
8.2.1 Capability of the current code
During the research work that led to this dissertation, the linear elasticity 3D and
plate versions of the existing adaptive FE code were extended by the author to cover
transversely isotropic material and laminates. In addition, the linear elasticity 2D version
was extended by Hansjörg Schmidt to cover plane strain and plane stress simulations
with transversely isotropic material.
The fibre direction is given pointwise by a subroutine in our code. Thus, we are able
to simulate arbitrary fibre alignments in 3D if there are zones of similar fibre direction
with a reasonable thickness. Very thin layers would need an extremely fine mesh, and
although they are in principle possible to handle in 3D, the massive amount of elements
needed exceeds the capability of common hardware. In order to still be able to simulate
such problems, a homogenised layered solid element with an averaged elasticity matrix
was implemented for the 3D case. The classical laminate theory elements naturally allow
the simulation of thin layers with arbitrary layer sequences.
The 3D code uses standard preconditioners and error estimators. A combination of
existing preconditioners is employed in the CLT case as discussed in section 6.3. The
thickness- and material-scaled error estimator of section 7.2 was implemented for CLT
elements. Both the 3D and the CLT error estimator neglect the derivatives of the
elasticity tensor C; it is assumed to be locally constant. This approach works only if
the material properties do not change too rapidly. Therefore, derivatives of C should be
included in the future. The transformation of higher-order derivatives, which is necessary
for the CLT error estimator, is shown in section 8.3.
The implementation features several postprocessing abilities. In addition to displace-
ments, strains, and stresses, also the failure criteria from subsection 8.2.2 can be shown.
Stresses and other values can be displayed exactly as calculated (and thus allowed to be
discontinuous at element boundaries), as constant over each element with values from
the element centre, with maximum values at nodes belonging to more then one element
(continuous), or with averaged values at such nodes (also continuous). For layered solid
elements, results can be shown on a selected layer, averaged over all layers, or as ma-
ximum values over all layers. The stresses and strains can also be displayed in a fibre
oriented coordinate system of a selected layer. Sections which are identified by indi-
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vidual material data in the input file can be set as visible or invisible in addition to the
previously available method of adding cutting planes.
8.2.2 Cuntze’s failure mode concept
In [Cuntze, 2006a] Cuntze presents his failure mode concept based on the earlier publi-
cation [Cuntze, 2004]. He defines failure functions Fmode depending on stress invariants
with the failure conditions Fmode = 1 for five independent fracture modes. We recall
that the polymer material surrounding the fibres is called matrix. Two modes are related
to fibre failure (FF1: normal fracture of fibres under tension, FF2: shear fracture of fibres
under compression) and three modes to inter fibre failure or matrix failure (IFF1: normal
fracture of matrix under tension, IFF2: shear fracture of matrix in plane containing the
fibre direction, IFF3: shear fracture of matrix in transverse plane – wedge fracture).
Additionally, material efforts Eff mode and reserve factors fmode are defined. The efforts
are the same as the failure functions for all modes except IFF2; there it holds Eff mode =
3√
Fmode. An effort greater or equal one indicates the failure of the structure in the
respective mode. The reserve factors fmode indicate the factor by how much the load
can be increased until failure occurs in this mode. They are defined as the reciprocal of
the respective efforts.
There are several ways to define a set of stress invariants. The ones given by Cuntze
are
I1 = σ‖,
I2 = σ⊥1 + σ⊥2 ,
I3 = τ2‖⊥1 + τ2‖⊥2 ,
I4 = (σ⊥1 − σ⊥2)2 + 4τ2⊥1⊥2 ,
I5 = (σ⊥1 − σ⊥2)(τ2‖⊥2 − τ2‖⊥1)− 4τ⊥1⊥2τ‖⊥1τ‖⊥2 .
(8.3)
Note that the indices ⊥1 and ⊥2 refer to the elements of a fixed basis of the transverse
plane, while ‖ refers to the fibre direction. If, for example, the fibre direction is equal
to the 1-axis, one gets
‖ = 1, ⊥1 = 2, ⊥2 = 3.
Due to the invariance of the formulation, all values remain constant under a rotation of
the coordinate system around the fibre direction.
In the referenced articles, Cuntze later deletes the last term in I4 and I5. As a reason
for shortening I5 he mentions that the last term can be made zero via a transformation,
but since this would change the values of σ it seems questionable to simply cut it. No
reason is given for shortening I4. Therefore, we decided to use the original invariants I4
and I5 and not the shortened ones, which are in fact not invariant anymore and depend
on the chosen coordinate system.
After the initial formulas for the failure functions are given, later in the article it is
suggested to set negative efforts to zero and to limit reserve factors to a maximum of 100.
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Incorporating this directly into the initial formulas gives the final formulation
FF1: Eff ‖σ = max
{
I1
Rt‖
, 0
}
,
FF2: Eff ‖τ = max
{−I1
Rc‖
, 0
}
,
IFF1: Eff⊥σ = max
{
I2 +
√
I4
2Rt⊥
, 0
}
,
IFF2: Eff⊥‖ =
3
√
max
{
I
3/2
3 + b⊥‖(I2I3 − I5), 0
}
R⊥‖
,
IFF3: Eff⊥τ = max
{(bτ⊥ − 1)I2 + bτ⊥√I4
Rc⊥
, 0
}
,
fmode = 1/max{Eff mode, 1100}.
(8.4)
In contrast to the version given by Cuntze, the above formulation can be implemented
directly without any queries for positiveness of certain terms like described in the ap-
pendix B of [Cuntze, 2004]. Cuntze and Freund try to avoid negative terms in section
4.3. of [Cuntze, 2006a] (and their code) by using terms like
1
2(σ2 + |σ2|) instead of max{σ2, 0}.
From the view of numerical mathematics, this formulation cannot be recommended, as
it is vulnerable to rounding errors. The realisation via a maximum function like given
above is stable and therefore the preferred solution.
The material parameters in (8.4) are the tensile and compressive strengths Rt‖, Rc‖
parallel to the fibre direction, the tensile and compressive strengths in the transverse
plane Rt⊥, Rc⊥ and the fibre parallel shear strength R⊥‖. These values can represent mean
or typical strength values or the design allowables, which are statistically determined mi-
nimum values for strength analysis. Additionally, the curve parameters b⊥‖ and bτ⊥ are
to be determined by tests or to be estimated. Cuntze states in [Cuntze, 2006a] that
typical bounds are 0.05 < b⊥‖ < 0.2, 1.0 < bτ⊥ < 1.1.
In addition to the single modes, a resulting effort and resulting reserve factor can be
calculated by
Eff res =
( ∑
modes
(Eff mode)m˙
)1/m˙
,
fres = 1/Eff res
with a mode interaction coefficient m˙. From comparison with experiments, Cuntze
recommends to use m˙ = 3.1 in [Cuntze, 2006a], whereas he states 2.5 < m˙ < 3 in [Cuntze,
2006b].
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8.3 Coordinate transformation of higher-order derivatives
The definition of world shape functions is derived from reference element shape functions
like given in chapter 5. Furthermore, Gaussian integration points are easily available for
the reference element, whereas computing them for every element is expensive. There-
fore, the integration over an element is substituted to an integration over the reference
element. Not only function values are needed but also derivative values. The error es-
timator, which is needed for mesh refinement, as well as the strains, stresses, and failure
functions, which should be visualised during postprocessing, are based on derivatives of
the calculated approximate solution. For these reasons, formulas for the transformation
of derivatives from the reference element to world elements are needed. Most FE books
show how the transformation of function values and first-order derivative values is done.
Formulas for higher-order derivatives are hard to find in the literature, but we need
derivatives of up to the fourth order. Therefore, this topic is discussed in this section.
The transformation of second-order derivatives for isoparametric 3D elements is given
in the appendix of [Beuchler et al., 2001] and derivatives of no higher order are needed in
this case. Therefore, only the CLT elements, which geometrically are 2D elements, are
considered here. Derivatives of up to the fourth order are needed for the error estimator
of section 7.2. For simplicity we do not allow curved edges and restrict our analysis to
the cases of triangular and rectangular elements. Both types of elements feature simple
affine linear mappings.
World coordinates, i. e. coordinates of the world elements T ∈ T , are denoted by
x1, x2 ∈ T and reference coordinates by xˆ1, xˆ2 ∈ Tˆ . Vectorial differential operators with
respect to world and reference coordinates are defined by
D1 =
[
∂
∂x1
, ∂∂x2
]T
, Dˆ1 =
[
∂
∂xˆ1
, ∂∂xˆ2
]T
,
D2 =
[
∂2
∂x21
, ∂
2
∂x1∂x2
, ∂
2
∂x22
]T
, Dˆ2 =
[
∂2
∂xˆ21
, ∂
2
∂xˆ1∂xˆ2
, ∂
2
∂xˆ22
]T
,
D3 =
[
∂3
∂x31
, ∂
3
∂x21∂x2
, ∂
3
∂x1∂x22
, ∂
3
∂x32
]T
, Dˆ3 =
[
∂3
∂xˆ31
, ∂
3
∂xˆ21∂xˆ2
, ∂
3
∂xˆ1∂xˆ22
, ∂
3
∂xˆ32
]T
.
(8.5)
Function values of FE functions at any reference coordinate xˆ are a linear combination
of all shape functions evaluated at xˆ with their computed weights. Therefore, only the
transformation of shape functions needs to be considered. By construction, the values of
the world shape functions are identical to the values of the reference shape functions at
appropriate coordinates. Analogously, the derivative values of the world shape functions
with respect to world coordinates are identical to those of the reference shape functions at
appropriate coordinates. The main question of this section is how the world coordinate
derivatives of the reference shape functions can be gained from their reference coordinate
derivatives, which are known.
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8.3.1 Mapping of coordinates
In the cases of triangles and parallelograms, an affine linear mapping and its inverse
exist. They can be described by
x = χT (xˆ) = JT xˆ+ x(0)T , xˆ = χˆT (x) = χ
−1
T (x) = J
−1
T (x− x(0)T ) (8.6)
with the Jacobian matrix
JT =
[
∂x1/∂xˆ1 ∂x1/∂xˆ2
∂x2/∂xˆ1 ∂x2/∂xˆ2
]
.
Compare (5.10) for the 3D case. The matrix JT is constant for each element T and does
not depend on x. To simplify the notation, one also writes χ and J instead of χT and
JT when a single element T is considered.
The reference triangle is defined as
Tˆ = {xˆ ∈ R2 : xˆ1 ≥ 0, xˆ2 ≥ 0, xˆ1 + xˆ2 ≤ 1}
and the reference rectangle as
Tˆ = [−1, 1]× [−1, 1].
For triangles like depicted in Figure 8.3, it holds
x(0) = x(1), J =
[
∂x1/∂xˆ1 ∂x1/∂xˆ2
∂x2/∂xˆ1 ∂x2/∂xˆ2
]
=
x(2)1 − x(1)1 x(3)1 − x(1)1
x
(2)
2 − x(1)2 x(3)2 − x(1)2
 ,
and for axis-parallel rectangles like depicted in Figure 8.3, it holds
x(0) = x(mid), J =
[
∂x1/∂xˆ1 ∂x1/∂xˆ2
∂x2/∂xˆ1 ∂x2/∂xˆ2
]
= 12
x(2)1 − x(1)1 x(4)1 − x(1)1
x
(2)
2 − x(1)2 x(4)2 − x(1)2
 = 12
[
h1 0
0 h2
]
,
with h1 and h2 being the lengths of the element in the 1- and 2-direction, respectively.
Because all x(i) as well as h1 and h2 belong to a certain world element T , they should
be indexed with T , but we omit this to keep the notation simple.
8.3.2 Transformation of derivatives of up to the third-order
If one identifies the reference coordinates with the parameters ηi from section 2.1, the
covariant tensor basis reads
Gi =
∂
∂xˆi
x = ∂xj
∂xˆi
ej for i = 1, 2
The relation between the covariant basis and the Jacobian matrix is
eiGi =
∂xj
∂xˆi
eiej ,
[
∂xj
∂xˆi
]
i,j=...1,2
= JT.
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xˆ2
0 xˆ(1) xˆ1
1 xˆ
(3)
1
xˆ(2)
x2
0 x1
x(1)
x(3)
x(2)
x = χ(xˆ)
Figure 8.3: Schematic of affine linear transformation of a triangular element
xˆ2 1
0
1
xˆ1
xˆ(1) xˆ(2)
xˆ(3)xˆ(4)
x2
0 x1
x(1) x(2)
x(3)x(4)
x(mid)
x = χ(xˆ)
Figure 8.4: Schematic of affine linear transformation of a rectangular element
The contravariant tensor basis, which is defined by
Gi ·Gj = δij for i, j = 1, 2,
is, therefore, related to the inverse of the Jacobian by
Giei = (eiGi)−1 = (J−T)ijeiej ⇒ Gi = (J−T)ijej = ∂xˆi
∂xj
ej .
The gradient operator can be written as
∇ = Gi ∂
∂xˆi
= ∂xˆi
∂xj
ej
∂
∂xˆi
,
and its application to a reference shape function (or any other function in reference
coordinates) yields
∇φ = Gi ∂
∂xˆi
φ(xˆ) = (J−T)ijej
∂
∂xˆi
φ(xˆ) = ∂xˆi
∂xj
∂φ
∂xˆi
(xˆ)ej . (8.7)
The matrix-vector-representation of (8.7) reads
D1φ = J−TDˆ1φ
with the vector differential operators of (8.5). Let Φ(xˆ) be the row vector with all shape
functions. Then they can be transformed all at once by
D1Φ(xˆ) = J−TDˆ1Φ(xˆ) = F1 Dˆ1Φ(xˆ) with F1 := J−T =
1
det J
[
J22 −J21
−J12 J11
]
. (8.8)
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The second-order derivatives ∇∇φ(xˆ) fulfil
∇∇φ(xˆ) = Gi ∂
∂xˆi
Gj
∂
∂xˆj
φ(xˆ) = ∂xˆi
∂xk
∂xˆj
∂xl
∂2φ
∂xˆi∂xˆj
(xˆ)ekel,
where it was exploited that
∂
∂xˆi
(
∂xˆj
∂xl
∂φ
∂xˆj
(xˆ)
)
= ∂xˆj
∂xl
∂2φ
∂xˆi∂xˆj
(xˆ)
holds for linear mappings. The matrix representation reads
Hφ(xˆ) = J−THˆφ(xˆ) J−1
with the Hessian matrices
Hφ =
[
∂2φ
∂xi∂xj
]
i,j=1...2
, Hˆφ =
[
∂2φ
∂xˆi∂xˆj
]
i,j=1...2
Because all derivatives exist and are continuous, it holds w,12 = w,21. This implies
that there are only 3 independent second derivatives, which can be exploited in the
implementation. There exists a matrix F2 that fulfils
D2Φ(xˆ) = F2 Dˆ2Φ(xˆ).
By evaluating ∂2φ∂xi∂xj =
∂xˆk
∂xi
∂xˆl
∂xj
∂2φ
∂xˆk∂xˆl
and summing up coefficients for equal derivatives,
one gets
F2 =
 xˆ
2
1,1 xˆ1,1 xˆ2,1 + xˆ2,1 xˆ1,1 xˆ22,1
xˆ1,1 xˆ1,2 xˆ1,2 xˆ2,1 + xˆ1,1 xˆ2,2 xˆ2,1 xˆ2,2
xˆ21,2 xˆ1,2 xˆ2,2 + xˆ2,2 xˆ1,2 xˆ22,2
 ,
and with
[xˆi,j ]i,j=1...2 = J−1 = 1det J
[
J22 −J12
−J21 J11
]
follows
F2 =
1
(det J)2
 J
2
22 −2J21J22 J221
−J12J22 J12J21 + J11J22 −J11J21
J212 −2J11J12 J211
 . (8.9)
The third-order derivatives ∇∇∇φ(xˆ) fulfil
∇∇∇φ(xˆ) = ∂xˆl
∂xi
∂xˆm
∂xj
∂xˆn
∂xk
∂3φ
∂xˆl∂xˆm∂xˆn
(xˆ)eiejek.
We again exploit the symmetries and construct a matrix F3 that fulfils
D3Φ(xˆ) = F3 Dˆ3Φ(xˆ).
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By evaluating ∂xˆl∂xi
∂xˆm
∂xj
∂xˆn
∂xk
∂3φ
∂xˆl∂xˆm∂xˆn
and summing up coefficients for equal derivatives,
one gets
F3 =

xˆ31,1 3 xˆ21,1 xˆ2,1 3 xˆ1,1 xˆ22,1 xˆ32,1
xˆ21,1 xˆ1,2 xˆ
2
1,1 xˆ2,2 + 2 xˆ1,1 xˆ2,1 xˆ1,2 2 xˆ1,1 xˆ2,1 xˆ2,2 + xˆ22,1 xˆ1,2 xˆ22,1 xˆ2,2
xˆ1,1 xˆ21,2 2 xˆ1,1 xˆ1,2 xˆ2,2 + xˆ2,1 xˆ21,2 xˆ1,1 xˆ22,2 + 2 xˆ2,1 xˆ1,2 xˆ2,2 xˆ2,1 xˆ22,2
xˆ31,2 3 xˆ21,2 xˆ2,2 3 xˆ1,2 xˆ22,2 xˆ32,2

and
F3 =
1
(det J)3

J322 −3J21J222 3J221J22 −J321
−J12J222 J11J222 + 2J12J21J22 −2J11J21J22 − J12J221 J11J221
J212J22 −2J11J12J22 − J212J21 J211J22 + 2J11J12J21 −J211J21
−J312 3J212J11 −3J12J211 J311
 .
This principle can be extended to fourth-order derivatives and beyond, but this is not
necessary for our implementation. Fourth-order derivatives of rHCT elements are equal
to zero and those of axis-parallel BFS elements can be transformed in a simpler way,
which is shown in section 8.3.4.
8.3.3 Recursive construction of transformation matrices
The construction of transformation matrices shown above can be extended easily to
arbitrary orders of derivatives via a recursive construction. Some auxiliary definitions
are needed. Let the vector differential operators Dm and Dˆm be defined as an extension
of (8.5) by
Dmφ =
[
∂m
∂xm+1−i1 ∂x
i−1
2
φ
]
i=1,...,m+1
, Dˆmφ =
[
∂m
∂xˆm+1−i1 ∂xˆ
i−1
2
φ
]
i=1,...,m+1
.
Furthermore, let
Mm = diag(1, 12 ,
1
2 , . . . ,
1
2︸ ︷︷ ︸
m−2
, 1) ∈ Rm×m and on = [0, . . . , 0]T ∈ Rn.
For arbitrary matrices A ∈ R2×2 and B ∈ Rn×n, define A ⊗̂B ∈ R(n+1)×(n+1) as
A ⊗̂B := Mn+1 ·
(
A11
[
B on
oTn 0
]
+A12
[
on B
0 oTn
]
+A21
[
oTn 0
B on
]
+A22
[
0 oTn
on B
])
.
It holds A ⊗̂ 1 = A for all matrices A. With this definition one can generate the
transformation matrices Fm for the derivatives of order m recursively by
Fm = J−T ⊗̂Fm−1 ∀m ∈ N, F0 = 1. (8.10)
These matrices fulfil
DmΦ(xˆ) = Fm DˆmΦ(xˆ) ∀m ∈ N.
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Proof. The start of an induction is given by the cases m = 1, 2, 3 shown above. The
induction step follows from the chain rule
∂m
∂xm1
φ = ∂∂x1
(
∂m−1
∂xm−11
φ
)
= xˆ1,1 ∂∂xˆ1
(
∂m−1
∂xm−11
φ
)
+ xˆ2,1 ∂∂xˆ2
(
∂m−1
∂xm−11
φ
)
,
∂m
∂xm2
φ = ∂∂x2
(
∂m−1
∂xm−12
φ
)
= xˆ1,2 ∂∂xˆ1
(
∂m−1
∂xm−12
φ
)
+ xˆ2,2 ∂∂xˆ2
(
∂m−1
∂xm−12
φ
)
,
∂m
∂xm+1−i1 ∂x
i−1
2
φ = ∂∂x1
(
∂m−1
∂xm−i1 ∂x
i−1
2
φ
)
= ∂∂x2
(
∂m−1
∂xm+1−i1 ∂x
i−2
2
φ
)
= 12
(
∂
∂x1
(
∂m−1
∂xm−i1 ∂x
i−1
2
φ
)
+ ∂∂x2
(
∂m−1
∂xm+1−i1 ∂x
i−2
2
φ
))
= 12
(
xˆ1,1
∂
∂xˆ1
(
∂m−1
∂xm−i1 ∂x
i−1
2
φ
)
+ xˆ2,1 ∂∂xˆ2
(
∂m−1
∂xm−i1 ∂x
i−1
2
φ
)
+ xˆ1,2 ∂∂xˆ1
(
∂m−1
∂xm+1−i1 ∂x
i−2
2
φ
)
+ xˆ2,2 ∂∂xˆ2
(
∂m−1
∂xm+1−i1 ∂x
i−2
2
φ
))
for 1 < i < m+ 1,
which can also be written as
(Dmφ)1 = (Dm−1φ)1,1 = xˆ1,1 ∂∂xˆ1 (Dm−1φ)1 + xˆ2,1
∂
∂xˆ2
(Dm−1φ)1,
(Dmφ)m+1 = (Dm−1φ)m,2 = xˆ1,2 ∂∂xˆ1 (Dm−1φ)m + xˆ2,2
∂
∂xˆ2
(Dm−1φ)m,
(Dmφ)i = (Dm−1φ)i,1 = (Dm−1φ)i−1,2 = 12
(
(Dm−1φ)i,1 + (Dm−1φ)i−1,2
)
= 12
(
xˆ1,1
∂
∂xˆ1
(Dm−1φ)i + xˆ2,1 ∂∂xˆ2 (Dm−1φ)i
+ xˆ1,2 ∂∂xˆ1 (Dm−1φ)i−1 + xˆ2,2
∂
∂xˆ2
(Dm−1φ)i−1
)
for 1 < i < m+ 1
with the vector differential operators.
8.3.4 Simplification for axis-parallel rectangles
The Jacobian of the coordinate mapping is a diagonal matrix in the case of axis-parallel
rectangular elements as shown in section 8.3.1. Therefore, the Fm are also diagonal in
this case, which yields the direct transformation formula
∂c+d
∂xc1∂x
d
2
φ =
(
h1
2
)−c (h1
2
)−d ∂c+d
∂xˆc1∂xˆ
d
2
φ ∀ c, d ∈ N0.
For Bogner–Fox–Schmit rectangles with the ansatz (5.12) follows
∂c+d
∂xc1∂x
d
2
wh(x) =
4∑
i=1
1∑
a,b=0
∂a+b
∂xa1 ∂x
b
2
wh(x(i))
(
h1
2
)−c (
h2
2
)−d
∂c+d
∂xˆc1∂xˆ
d
2
φabi
(
χˆ(x)
)
=
4∑
i=1
1∑
a,b=0
∂a+b
∂xa1 ∂x
b
2
wh(x(i))
ha−c1 h
b−d
2
2a+b−c−d
∂c+d
∂xˆc1∂xˆ
d
2
φˆabi
(
χˆ(x)
)
for all i ∈ {1, 2, 3, 4}, a, b ∈ {0, 1}, c, d ∈ {0, 1, 2, 3, 4}, c+ d ≤ 4.
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This chapter gives some numerical examples which illustrate that the theory of the
previous chapters leads to good practical results. One 3D and several laminate problems
are examined with the implementation as given in the preceding chapter. All tests have
been run on a standard workplace computer with an Intel® CoreTM2 CPU 6420 with
2.13 GHz and 3.9 GiB RAM. Although x1, x2, x3 are used as coordinates throughout our
work, we use x, y, z in this chapter because of the tradition in engineering.
9.1 A three-dimensional example from eniPROD
In this section we want to demonstrate our 3D adaptive FE code using a real-life example
from eniPROD. The object of interest is a plastic slide chain for a conveyor belt like
depicted in Figure 9.1, whose chain links are reinforced by an FRP inlay. The motivation
is to raise the strength and the stiffness of the chain in order to prevent fracture and
longitudinal wave motions. Instead of the full chain link, we consider a reduced model
as shown in Figure 9.2, which we call chain link plate. The body of the chain link
plate is considered as polypropylene (PP) with the material parameters E = 1500MPa
and ν = 0.3; the inlay is considered as glass-fibre reinforced PP (GF/PP) with the
material parameters E‖ = 14 275MPa, E⊥ = 3039MPa, ν‖⊥ = 0.2825, ν⊥⊥ = 0.3571,
and G‖⊥ = 1300MPa. The fibre direction follows the outer shape of the inlay; it is
assumed to be parallel to all borders of the inlay. The chain link plate is loaded by
means of two steel pins which are plugged through the cylindrical holes and then pulled
away from each other. The size of a pin matches the size of a hole.
Due to the symmetry of the model problem, only the eighth part of the whole chain
link is simulated imposing symmetry conditions, see Figure 9.3. The pin is modelled
as a rigid obstacle with frictionless contact. An x-displacement of 0.1 mm at the cut
parallel to the yz-plane correlates to a displacement of 0.2 mm between the two pins of
the full model.
Figure 9.1: Schematic of plastic conveyor belt with slide chain
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Figure 9.2: Reinforcing FRP inlays (red) and simplified model
z
x
y
uz = 0
uy = 0 ux = 0.1 mm
obstacle
PPGF/PP
Figure 9.3: Boundary conditions and initial mesh with materials on eighth part of ori-
ginal body (all areas not in view are free)
Several test runs have been performed using 8 node, 20 node, and 27 node hexahedral
elements. Three intermediate steps in the sequence of mesh refinements are shown in
Figure 9.4. Typical programme outputs are given in tables 9.1 and 9.2. The output
is largely self-explanatory. The column est.Err. gives the squared estimated global
relative error ∑
T∈T
ηˆ2T /a(uh,uh).
This value usually decreases from step to step. It may also increase on the occasion that a
spot with a high error is only detected after the mesh is refined there, but this behaviour
is not observed in our example. The column total time gives the pure runtime up to
this adaptive step without waiting time for user inputs and time for visualisation of the
solution; it includes the time of all preceding steps. We suppress mesh refinement in the
first step in order to let the contact zone settle down.
The number of PCG iterations until the stopping criterion is reached, see 8.1, stays
relatively low also for later steps due to the cascade effect from using the last approximate
solution as new initial guess. Especially with 27 node elements, the numbers of elements
which are determined to be refined is often very small after some steps because of the
distribution of the error occurring in those steps. Thus, much computation time is spent
with little progress of the mesh refinement. This effect could possibly be weakened by
fine-tuning the error threshold  from (8.2). Running the programme until such high
numbers of elements are reached does, however, not seem to be reasonable because the
results, for example the maximum stress values, do not change significantly after only
a few steps. Some results after 12 refinement steps of a run with 27 node elements are
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sn10 - Level 0
TU Chemnitz
sn10 - Level 5
TU Chemnitz
sn10 - Level 12
TU Chemnitz
Figure 9.4: Adaptively refined 8 node finite element mesh after 0, 5, and 12 refinements
Table 9.1: Typical output of a run with 8 node elements
NetFine : | Assem : | PCGM | #Elems | est.Err. | a(u,u) | total
#Nodes / #Elems / #UnKns | time[s] | It time[s] <r,w> | to ref. | | | time[s]
--------------------------|---------|----------------------|---------|----------|-----------|--------
2163 / 201 / 1056 | 0.016 | 4 0.008 4.5E+02 | 16 | 1.1E+00 | 15.767 | 0.094 ->0
2163 / 201 / 1056 | 0.000 | 5 0.008 1.1E+00 | 11 | 1.0E+00 | 15.888 | 0.102 ->4
3477 / 327 / 1677 | 0.008 | 12 0.023 4.1E-01 | 4 | 6.5E-01 | 15.753 | 0.133
3887 / 369 / 1860 | 0.000 | 8 0.023 1.4E+00 | 11 | 5.2E-01 | 15.912 | 0.172
4783 / 467 / 2241 | 0.000 | 15 0.047 1.8E-01 | 10 | 4.0E-01 | 15.877 | 0.234
5583 / 558 / 2568 | 0.008 | 15 0.047 2.8E-01 | 90 | 3.3E-01 | 15.873 | 0.297
12593 / 1293 / 5658 | 0.055 | 17 0.102 1.3E-01 | 8 | 2.3E-01 | 15.764 | 0.508
13331 / 1377 / 5955 | 0.008 | 9 0.063 6.3E-01 | 59 | 2.1E-01 | 15.798 | 0.617
18621 / 1972 / 8148 | 0.047 | 15 0.133 5.3E-02 | 56 | 1.6E-01 | 15.769 | 0.852
22525 / 2420 / 9729 | 0.031 | 16 0.156 1.4E-01 | 47 | 1.3E-01 | 15.816 | 1.117
25711 / 2791 / 11007 | 0.031 | 21 0.219 1.8E-02 | 98 | 1.2E-01 | 15.827 | 1.445
31921 / 3512 / 13509 | 0.055 | 21 0.266 1.6E-02 | 170 | 1.0E-01 | 15.817 | 1.867
47079 / 5136 / 20073 | 0.109 | 24 0.438 1.5E-02 | 487 | 8.8E-02 | 15.807 | 2.656
82599 / 9140 / 34734 | 0.297 | 20 0.836 1.5E-02 | 605 | 6.5E-02 | 15.796 | 4.242
123723 / 14040 / 50871 | 0.352 | 24 1.344 1.1E-02 | 691 | 4.7E-02 | 15.791 | 6.531
167153 / 19297 / 67668 | 0.367 | 27 1.977 1.0E-02 | 457 | 3.5E-02 | 15.804 | 9.508
198117 / 22909 / 80094 | 0.258 | 29 2.641 2.8E-03 | 746 | 3.1E-02 | 15.805 | 13.266
246155 / 28628 / 98997 | 0.391 | 32 3.344 2.5E-03 | 1035 | 2.7E-02 | 15.803 | 18.102
325641 / 37609 / 131799 | 0.633 | 32 4.477 1.7E-03 | 1967 | 2.4E-02 | 15.801 | 25.141
464427 / 53877 / 187095 | 1.211 | 30 6.258 2.0E-03 | 7359 | 2.0E-02 | 15.798 | 36.719
915067 / 108029 / 362655 | 3.898 | 30 12.438 3.7E-03 | 3611 | 1.3E-02 | 15.796 | 61.750
1128255 / 134839 / 442065 | 1.891 | 29 14.711 1.6E-03 | 2060 | 1.0E-02 | 15.796 | 85.273
1254099 / 150239 / 490296 | 1.148 | 37 19.461 8.8E-04 | 1630 | 9.1E-03 | 15.799 | 113.
1361623 / 162895 / 533097 | 0.977 | 45 24.969 3.8E-04 | 2739 | 8.5E-03 | 15.799 | 149.
1540119 / 184049 / 603597 | 1.531 | 43 26.781 4.6E-04 | 6034 | 7.8E-03 | 15.800 | 189.
1908963 / 228660 / 746454 | 3.063 | 43 33.203 5.6E-04 | 1225 | 6.9E-03 | 15.799 | 238.
1993321 / 238621 / 779904 | 0.859 | 51 40.852 7.3E-05 | 1810 | 6.7E-03 | 15.799 | 292.
2117193 / 253538 / 828111 | 1.195 | 49 41.172 1.0E-04 | 9688 | 6.5E-03 | 15.799 | 352.
2757053 / 329719 /1079547 | 5.508 | 43 48.742 3.7E-04 | 20161 | 5.8E-03 | 15.798 | 460.
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Table 9.2: Typical output of a run with 27 node elements
NetFine : | Assem : | PCGM | #Elems | est.Err. | a(u,u) | total
#Nodes / #Elems / #UnKns | time[s] | It time[s] <r,w> | to ref. | | | time[s]
--------------------------|---------|----------------------|---------|----------|-----------|--------
2163 / 201 / 6489 | 0.227 | 10 0.055 1.1E+03 | 11 | 3.6E-01 | 15.918 | 0.391 ->0
2163 / 201 / 6489 | 0.000 | 19 0.094 1.5E-01 | 10 | 2.6E-01 | 15.812 | 0.492 ->a
3589 / 341 / 10767 | 0.180 | 19 0.148 1.4E-01 | 6 | 1.4E-01 | 15.741 | 0.836
4359 / 425 / 13077 | 0.109 | 14 0.133 9.8E-01 | 5 | 1.1E-01 | 15.777 | 1.094
4783 / 467 / 14349 | 0.055 | 19 0.195 1.4E-01 | 66 | 8.6E-02 | 15.796 | 1.367
11913 / 1223 / 35739 | 0.961 | 27 0.680 5.6E-02 | 59 | 4.8E-02 | 15.796 | 3.086
17415 / 1867 / 52245 | 0.820 | 22 0.844 1.1E-02 | 10 | 2.7E-02 | 15.798 | 4.836
18527 / 2000 / 55581 | 0.172 | 21 0.852 6.8E-03 | 15 | 2.5E-02 | 15.798 | 5.938
19609 / 2112 / 58827 | 0.141 | 19 0.813 2.3E-02 | 23 | 2.4E-02 | 15.798 | 6.969
21209 / 2287 / 63627 | 0.227 | 19 0.883 1.8E-02 | 2 | 2.3E-02 | 15.799 | 8.156
21333 / 2301 / 63999 | 0.023 | 20 0.953 4.1E-03 | 92 | 2.3E-02 | 15.797 | 9.211
31163 / 3344 / 93489 | 1.328 | 19 1.305 3.1E-02 | 613 | 2.0E-02 | 15.798 | 12.055
77301 / 8713 / 231903 | 6.875 | 25 4.453 4.6E-03 | 305 | 1.1E-02 | 15.796 | 23.984
98697 / 11310 / 296091 | 3.336 | 15 3.656 1.7E-01 | 86 | 7.1E-03 | 15.798 | 31.539
105453 / 12115 / 316359 | 1.055 | 31 7.695 1.0E-03 | 111 | 6.4E-03 | 15.798 | 40.758
113289 / 13018 / 339867 | 1.180 | 21 5.742 1.4E-02 | 20 | 6.0E-03 | 15.798 | 48.195
114537 / 13165 / 343611 | 0.219 | 40 10.688 1.2E-04 | 2 | 5.9E-03 | 15.798 | 59.563
114649 / 13179 / 343947 | 0.055 | 29 7.867 9.7E-05 | 25 | 5.9E-03 | 15.798 | 67.914
116251 / 13361 / 348753 | 0.266 | 39 10.602 1.1E-04 | 2 | 5.9E-03 | 15.798 | 79.258
116363 / 13375 / 349089 | 0.055 | 25 6.953 9.5E-05 | 55 | 5.8E-03 | 15.798 | 86.703
119939 / 13781 / 359817 | 0.539 | 44 12.289 1.1E-04 | 11 | 5.7E-03 | 15.798 | 100.
120537 / 13865 / 361611 | 0.141 | 43 12.094 5.8E-05 | 6 | 5.7E-03 | 15.798 | 113.
120965 / 13914 / 362895 | 0.094 | 30 8.602 7.4E-05 | 2 | 5.7E-03 | 15.798 | 122.
121077 / 13928 / 363231 | 0.047 | 27 7.797 5.9E-05 | 34 | 5.7E-03 | 15.798 | 130.
123313 / 14180 / 369939 | 0.352 | 43 12.375 8.7E-05 | 2 | 5.6E-03 | 15.798 | 143.
123425 / 14194 / 370275 | 0.055 | 27 7.938 5.9E-05 | 9 | 5.6E-03 | 15.798 | 152.
124077 / 14271 / 372231 | 0.133 | 43 12.461 8.4E-05 | 3 | 5.6E-03 | 15.798 | 165.
124301 / 14299 / 372903 | 0.078 | 41 11.961 6.1E-05 | 9 | 5.6E-03 | 15.798 | 177.
124829 / 14362 / 374487 | 0.117 | 38 11.133 7.4E-05 | 6 | 5.6E-03 | 15.798 | 189.
125233 / 14411 / 375699 | 0.094 | 43 12.578 6.7E-05 | 5 | 5.6E-03 | 15.798 | 202.
125525 / 14446 / 376575 | 0.078 | 30 8.969 6.7E-05 | 32 | 5.6E-03 | 15.798 | 212.
127711 / 14698 / 383133 | 0.359 | 42 12.563 5.9E-05 | 75 | 5.5E-03 | 15.798 | 225.
133603 / 15321 / 400809 | 0.820 | 40 12.523 8.9E-05 | 10 | 5.5E-03 | 15.798 | 239.
134311 / 15391 / 402933 | 0.133 | 23 7.445 9.5E-05 | 105 | 5.5E-03 | 15.798 | 247.
143287 / 16378 / 429861 | 1.281 | 44 14.719 2.6E-05 | 6 | 5.4E-03 | 15.798 | 264.
143635 / 16420 / 430905 | 0.102 | 58 19.289 2.8E-06 | 241 | 5.4E-03 | 15.798 | 284.
166617 / 18968 / 499851 | 3.273 | 44 17.133 2.0E-05 | 1333 | 5.2E-03 | 15.798 | 305.
254865 / 29363 / 764595 | 13.383 | 37 22.688 2.9E-05 | 2 | 4.3E-03 | 15.798 | 344.
255031 / 29384 / 765093 | 0.109 | 35 21.406 2.6E-06 | 11 | 4.3E-03 | 15.798 | 367.
255727 / 29468 / 767181 | 0.180 | 39 24.320 3.7E-06 | 2 | 4.3E-03 | 15.798 | 392.
255851 / 29482 / 767553 | 0.094 | 38 23.375 2.5E-06 | 5 | 4.3E-03 | 15.798 | 417.
256155 / 29517 / 768465 | 0.125 | 44 26.789 1.7E-06 | 1 | 4.3E-03 | 15.798 | 445.
256211 / 29524 / 768633 | 0.094 | 50 30.266 1.0E-06 | 8 | 4.3E-03 | 15.798 | 476.
256757 / 29594 / 770271 | 0.164 | 45 27.453 1.5E-06 | 4391 | 4.3E-03 | 15.798 | 505.
543631 / 64328 /1630893 | 44.625 | 41 54.453 3.3E-05 | 4 | 2.3E-03 | 15.798 | 612.
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depicted in Figure 9.5. The mesh of this step comprises 11 310 elements and 296 091
unknowns.
Figure 9.6 shows the convergence behaviour of all three used elements with the default
refinement threshold of  = 0.5. The performance of a uniform refinement strategy is
included for comparison. As expected one observes considerably faster convergence with
adaptive refinement. The 20 node elements show the best performance in terms of
reduction of the estimated global error versus the number of unknowns.
Figure 9.7 contains a comparison of the two error parts, the element residual and
the sum of the face jump terms per element, for a run with an 8 node element. The
face jump term is usually larger than the residual term of the same step; both decline
with the same rate. The 20 and 27 node elements, which are not displayed here, show
qualitatively the same behaviour.
The 3D version of our implementation has been used successfully during the duration
of eniPROD for several simulations. Especially the computation of variants of the shown
example with different materials and different inlay geometries has helped to make the
final chain link more effective.
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9.1 A three-dimensional example from eniPROD
sn10 - Level12 - (11675 nodes)
TU Chemnitz
Figure 9.5: Results after 12 adaptive refinements with 27 node elements; deformations
and normal stresses in coordinate directions, current mesh, current error es-
timator, resulting effort, local mode with largest contribution to effort (modes
numbered from 1 = FF1 to 5 = IFF3, number of nodes given in the pictures
only denotes number of visible nodes)
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Figure 9.6: Evolution of estimated error for uniform (uni) and adaptive (ada) refinement
using 8, 20, and 27 node hexahedral elements
104 105
10−5
10−4
10−3
10−2
10−1
100
101
number of unknowns
sq
ua
re
d
es
tim
at
ed
er
ro
r
sum h2T /ζT ‖rT ‖2T
max h2T /ζT ‖rT ‖2T
sum hT /ζT ‖r∂T ‖2∂T
max hT /ζT ‖r∂T ‖2∂T
Figure 9.7: Comparison of error parts for 8 node element
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9.2 Example problems for laminates
9.2.1 Rectangular plate under in-plane load
Consider a rectangular plate of size 150 × 100 × 1mm. We use the material GF/PP
as given above. The considered plate consists of two unidirectional laminae with the
same thickness and the fibre directions (given in vector notation in the standard basis)
[
√
2
2 ,
√
2
2 , 0]T for the bottom lamina and [
√
2
2 ,−
√
2
2 , 0]T for the top one. In-plane fibre
directions are usually denoted by an angle with respect to a fixed axis in engineering.
If we use the x-axis, then our example laminate has the stacking sequence [45◦/135◦] or
equivalently [45◦/ − 45◦] in the usual notation. Let one of the smaller sides be hard-
clamped; this means that ux, uy, w, w,x, w,y, and w,xy are set to zero. Let the other
small side be pulled away from the first one with a Dirichlet condition of ux = 0.1 mm
and additionally be simply supported or hinged, so w = 0 and in consequence also
w,y = 0. See Figure 9.8 for an illustration. We note that this kind of mounting is
not easily achievable in reality, but it gives an interesting numerical example. It could
be approximated by several hinges which are mounted such that they may move in
y-direction.
hard-clamped
ux = uy = w = w,x = w,y = 0
hinged and pulled to the right
ux = 0.1mm, w = w,y = 0
Figure 9.8: Boundary conditions of the model problem
Some results which were achieved with the rectangular CLT elements from section
5.5.1, which use BFS elements for the plate part, are shown in Figure 9.9. The initial
mesh consists of just one element. The symmetry of the problem is reflected by the
refined mesh. Although the boundary conditions impose only in-plane displacements,
plate deflections occur because of the coupling that arises from the asymmetric laminate
sequence. The scales of the resultants do not show the computed minimum and maximum
values; much higher values were reached directly in the upper left and lower left corners.
The clipping of the scale was necessary in order to see the lower stress levels. For
example, the minimum and maximum values of mx are ±7 and we clipped the scale to
the interval [−0.5, 0.5]. The mesh is finest at these corners accounting for the high stress
gradients there. The output of a long programme run is documented in Table 9.3. We
encounter higher PCG iteration numbers than in the 3D example, but they do not grow
excessively. Iteration numbers are examined in more detail in section 9.2.2.
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dis-m - (34331 nodes)
TU Chemnitz
Figure 9.9: Results after 15 adaptive refinements with BFS CLT elements; deformations
ux, uy, w, w,x, w,y, current mesh, resultants nx, ny,mx,my (scale clipped)
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Table 9.3: Typical output of a run with BFS CLT elements
NetFine : |Assem :| PCGM | #Elements |rel.est.Err.| a(u,u) | total
# Node / #uElem / #uEdge |time[s]| It time[s] <r,w>-in|to ref/coars| (square) | | time[s]
--------------------------|-------|---------------------|------------|------------|-----------|--------
8 / 1 / 4 | 0.004 | 4 0.000 1.6E+01 | 1 0 | 2.2E+00 | 3.10E+01 | 0.617 a
21 / 4 / 17 | 0.004 | 14 0.000 1.4E+00 | 2 0 | 1.2E+00 | 2.96E+01 | 0.625
65 / 16 / 61 | 0.012 | 39 0.000 6.4E-01 | 2 0 | 5.0E-01 | 2.89E+01 | 0.637
225 / 64 / 221 | 0.047 | 79 0.012 2.8E-01 | 8 0 | 2.1E-01 | 2.86E+01 | 0.695
489 / 144 / 485 | 0.102 | 74 0.023 1.0E-01 | 8 0 | 1.0E-01 | 2.85E+01 | 0.824
577 / 168 / 573 | 0.020 | 50 0.016 3.0E-02 | 24 0 | 6.7E-02 | 2.85E+01 | 0.863
835 / 244 / 831 | 0.066 | 67 0.039 2.8E-02 | 20 0 | 3.6E-02 | 2.85E+01 | 0.977
1039 / 304 / 1035 | 0.051 | 101 0.070 9.8E-03 | 56 0 | 2.6E-02 | 2.84E+01 | 1.109
1605 / 476 / 1601 | 0.148 | 136 0.148 8.7E-03 | 100 0 | 1.6E-02 | 2.84E+01 | 1.422
2565 / 778 / 2561 | 0.258 | 161 0.281 6.7E-03 | 94 0 | 8.9E-03 | 2.84E+01 | 1.992
3487 / 1062 / 3483 | 0.246 | 191 0.457 2.5E-03 | 208 0 | 6.3E-03 | 2.84E+01 | 2.727
5469 / 1690 / 5465 | 0.543 | 212 0.832 2.1E-03 | 390 0 | 4.0E-03 | 2.84E+01 | 4.164
9125 / 2868 / 9121 | 1.016 | 283 1.898 1.7E-03 | 402 0 | 2.3E-03 | 2.84E+01 | 7.176
12903 / 4078 / 12899 | 1.047 | 329 3.211 7.9E-04 | 810 0 | 1.6E-03 | 2.84E+01 | 11.574
20419 / 6518 / 20415 | 2.105 | 308 5.023 5.4E-04 | 1518 0 | 1.0E-03 | 2.84E+01 | 18.938
34331 / 11072 / 34327 | 3.938 | 329 10.082 4.6E-04 | 1616 0 | 5.9E-04 | 2.84E+01 | 33.359
49221 / 15940 / 49217 | 4.215 | 349 15.441 2.2E-04 | 3132 0 | 4.0E-04 | 2.84E+01 | 53.582
77919 / 25378 / 77915 | 8.160 | 352 26.121 1.4E-04 | 5970 0 | 2.6E-04 | 2.84E+01 | 88.766
132229 / 43314 / 132225 |15.484 | 344 46.059 1.1E-04 | 6420 0 | 1.5E-04 | 2.84E+01 | 152.
190675 / 62588 / 190671 |16.668 | 395 77.223 5.4E-05 |12206 0 | 1.0E-04 | 2.84E+01 | 248.
301531 / 99260 / 301527 |31.734 | 344 ****** 3.4E-05 |23538 0 | 6.6E-05 | 2.84E+01 | 391.
514409 / 169908 / 514405 |61.012 | 302 ****** 2.9E-05 |25683 0 | 3.8E-05 | 2.84E+01 | 625.
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Figure 9.10: Comparison of error parts for BFS CLT elements
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Figure 9.11: Comparison of error parts for rHCT CLT elements
Furthermore, we solve the same problem with triangular CLT elements, which use
rHCT elements for the plate part. The initial mesh comprises only two 2 triangles,
it is the same as the rectangular element mesh with an additional diagonal edge. We
obtain virtually the same displacement fields as results. The PCG iteration numbers
are slightly higher than with the BFS elements. The convergence behaviour of the error
parts is shown in Figure 9.11. No plate element error is plotted because the fourth order
derivatives of rHCT ansatz functions vanish. One remarkable difference is that the values
of the part r¯µ∂T are significantly higher than those achieved with BFS elements. This
part converges only as fast as the membrane parts and not as fast as the other plate
part. A comparison of the error evolution of rectangular and triangular CLT elements
with uniform as well as adaptive refinement is given in Figure 9.12.
101 102 103 104 105
10−6
10−4
10−2
100
number of elements
sq
ua
re
d
es
tim
at
ed
er
ro
r BFS uni: sum ˆ¯η2T
BFS uni: max ˆ¯η2T
BFS ada: sum ˆ¯η2T
BFS ada: max ˆ¯η2T
rHCT uni: sum ˆ¯η2T
rHCT uni: max ˆ¯η2T
rHCT ada: sum ˆ¯η2T
rHCT ada: max ˆ¯η2T
Figure 9.12: Evolution of estimated error for uniform (uni) and adaptive (ada) refinement
using BFS- and rHCT-based CLT elements
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The influence of different initial meshes is shown in Figure 9.13. The computation
has been run automatically until 30 000 nodes were reached, which happens at about
10 000 to 15 000 elements. On one hand, the regions with the finest mesh size match.
On the other hand, there are clearly visible differences between the refined meshes which
obviously stem from the initial mesh. Whereas the convergence behaviour is similar for
each of the meshes, we note that we obtain about twice as high PCG iteration numbers
with the initial mesh of the third row of Figure 9.13 in comparison with those of the
second and last row, which have numbers in the same range. See Table 9.4 for details.
Remark 9.1. Our implementation of the error estimator for rHCT elements includes edge
jump terms only for actual edges of the mesh. Inner edges like considered in Remark
7.10 are neglected for simplicity.
Table 9.4: Number of adaptive steps until 30 000 nodes are reached and PCG iteration
numbers of different examples
discretisation ad. steps max. PCG it. average PCG it.
BFS 15 329 148.6
rHCT mesh 1 14 356 157.9
rHCT mesh 2 13 1103 388.1
rHCT mesh 3 12 339 149.8
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dis-m - (8 nodes)
TU Chemnitz
dis-m - (34331 nodes)
TU Chemnitz
dis-m4 - (9 nodes)
TU Chemnitz
dis-m4 - (41365 nodes)
TU Chemnitz
dis-m5 - (13 nodes)
TU Chemnitz
dis-m5 - (30351 nodes)
TU Chemnitz
dis-m6 - (25 nodes)
TU Chemnitz
dis-m6 - (32027 nodes)
TU Chemnitz
Figure 9.13: Initial and adaptively refined meshes; first row BFS elements, all other rows
rHCT elements
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9.2.2 Rectangular plate under vertical load
In order to compare PCG iteration numbers for different laminate sequences, we run
a simple example. Consider a plate of the same size as in the last example, but this
time with different boundary conditions and a different load. All sides of the plate are
hard-clamped this time. A vertical plate load of 1 kPa is applied. Again, the rectangular
CLT elements from section 5.5.1 are used, and the initial mesh is formed of just one
rectangle. The simulation has been run until 10 000 elements were reached.
Before we concentrate on iteration numbers, we take a look on the results and the
behaviour of the error parts for a fixed example. The GF/PP material from above with
two layers of the same thickness and the laminate sequence [45◦/− 45◦] gives the results
as shown in Figure 9.15. As expected from the asymmetric laminate sequence, the pure
plate load induces not only a plate deflection but also in-plane displacements of the mid-
plane. Whereas the former example has singularities at the vertices where clamped and
free edges join, this example is free of singularities; the scales of the resultants are not
clipped and show the computed minimum and maximum values. The error evolution
of this problem is shown in Figure 9.14. Interestingly, the membrane parts of the error
estimator, which are non-zero because of the coupling terms, dominate the plate parts
in later steps although we have a problem with pure plate load. The plate terms form
the largest error contribution for more steps in another test with a material which is
less anisotropic (E‖ reduced to 4275MPa, rest same as above), but due to their slower
convergence rate the membrane parts again dominate in later steps. Thus, it seems to
be sufficient to use only the membrane parts of the error estimator for the CLT elements
from section 5.5 whenever there is a noticeable coupling effect. This behaviour may
change if the membrane part of the problem is discretised with higher-order elements,
which possibly leads to a faster decline of the plate parts.
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Figure 9.14: Comparison of error parts
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dis-rac - (45117 nodes)
TU Chemnitz
Figure 9.15: Results of rectangular plate under vertical load after 17 adaptive refinements
with BFS CLT elements; deformations ux, uy, w, current mesh, resultants
nx, ny, qxy,mx,my,mxy
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Further cases have been run with the same geometry, but different materials and
laminate sequences have been used. See Table 9.5 for a list of the cases and the achieved
PCG iteration numbers. The total thickness is 1mm in each case, and all layers in a
certain case have the same thickness. The only exception is the last case; there the
bottom layer is thinner than the top layer. We want to give an interpretation of the
iteration numbers in the following. First of all, uniform refinement leads to small and
nearly constant iteration numbers in the last entry, the homogeneous isotropic case, as
was expected from the results of [Meyer, 2008]. By comparing the first two entries with
the homogeneous isotropic one, we see that the anisotropy of the first two examples leads
to higher iteration numbers, both with uniform and adaptive refinement. Generally, the
iteration numbers of the runs with adaptive refinement are higher than those of runs
with uniform refinement. A reason for this might be the only local development of the
hierarchical basis in the adaptive case.
The average iteration numbers for the mixed laminates (see Nos. 3–11 in Table 9.5)
are smaller than for the single unidirectional layers (Nos. 1, 2). From the theory shown in
section 6.3, we would have expected them to be not too much worse, but it is a surprise
that they are actually better. The three entries with the laminate sequence [45◦/−45◦]
(Nos. 6–8) show that the iteration numbers grow with rising anisotropy of the basic
material. Thus, we come to the conclusion that our mildly asymmetric examples with
two or more layers of the same material are less anisotropic then a unidirectional layer
when they are viewed as a whole, and therefore they exhibit lower iteration numbers.
On the other hand, the examples with two isotropic layers (Nos. 10–12) clearly show the
expected moderate rise of the iteration number in comparison with the isotropic single
layer problem (No. 9). We conclude this example with the observation that both the
asymmetry and the overall anisotropy of the used laminate have a negative influence on
the PCG iteration numbers.
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Table 9.5: PCG iteration numbers with adaptive and uniform refinement for different
materials and laminate sequences; material data E‖ = 14 275MPa, E⊥ =
3039MPa, ν‖⊥ = 0.2825, ν⊥⊥ = 0.3571, G‖⊥ = 1300MPa unless specified
otherwise
№ laminate max. it. (ada) average it. (ada) max it. (uni)
1 [45◦] 369 165.2 50
2 [0◦] 371 141.3 58
3 [0◦/90◦] 345 110.1 46
4 [0◦/90◦/0◦/90◦] 235 85.7 31
5 [0◦/−45◦/45◦/90◦] 288 114.9 40
6 [45◦/−45◦] 235 81.7 42
7 [45◦/−45◦], E‖ = 4275MPa 178 71.7 29
8 [45◦/−45◦], E‖ = 106 MPa 232 98.3 88
9 one isotropic layer 198 94.6 27
10 two isotropic layers, case A 280 110.5 55
11 two isotropic layers, case B 270 129.4 82
12 two isotropic layers, case C 571 184.8 114
Note: The case with a single isotropic layer uses the material parameters E = 14 275MPa
and ν = 0.2825. The cases with two isotropic layers are defined as follows. The bottom
layer has the values same values E = 14 275MPa, ν = 0.2825 in all cases. The top layer
has its E divided by a factor of 10 in case A and 100 in case B; ν is the same as for the
bottom layer in both cases. Case C uses the same material parameters as case B, but
the thickness of the bottom layer is only one tenth of the total plate thickness.
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9.2.3 L-shaped plate with inhomogeneous natural boundary conditions
In our final example, we want to incorporate different kinds of inhomogeneous natural
boundary conditions. This problem, again, is of little practical relevance, but it is
an important test for our implementation. If the error estimators are not correctly
implemented at loaded boundaries, one observes unnecessary over-refinement there.
Consider an L-shaped plate like depicted in Figure 9.16 with a length of 100mm at the
longer edges and a thickness of 1mm. The boundary conditions are applied as shown in
the figure. GF/PP with the material data from above is used again; the fibre direction
sequence is [45◦/−45◦]. Simulations have been run with the BFS-based rectangular and
the rHCT-based triangular CLT elements. The results are not of special interest for us,
but the displacement results of the rHCT run are shown in Figure 9.17.
hard-clamped
gµ = 0.1N
(gϕ)x = −0.1N/mm
gq = 10−4 N/mm
gq = 0
linear increase
Figure 9.16: Boundary conditions for L-shaped plate
Remark 9.2. For the simulation of the same example with the BFS-based rectangular
CLT elements, it is necessary to enforce w,xy = 0 at the edge with the bending moment
boundary condition in order to prevent oscillation of the computed solution and resulting
over-refinement at this edge.
Figure 9.17: Results of the displacements ux, uy, w
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dis-l - (18 nodes)
TU Chemnitz
dis-l - (35876 nodes)
TU Chemnitz
dis-tl - (21 nodes)
TU Chemnitz
dis-tl - (28136 nodes)
TU Chemnitz
Figure 9.18: Initial and adaptively refined meshes; first row BFS elements, second row
rHCT elements
The meshes in Figure 9.18 show no sign of over-refinement at edges with inhomoge-
neous natural boundary conditions. The refinement takes place mostly at the internal
corner and the ends of the clamped edge, just as it is to be expected. The evolution
of the error parts shown in Figure 9.19 support the impression that the error estimator
works correctly.
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Figure 9.19: Comparison of error parts; above BFS elements, below rHCT elements
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10 Conclusion and outlook
The topic of this thesis is the numerical simulation of transversely isotropic 3D structures
and laminates by means of the adaptive finite element method. To achieve this goal,
the theoretical background of elastic deformation problems, transverse isotropy, plate
theory, and the classical laminate theory is recapitulated. The classical laminate theory
implies a combination of the membrane problem and the plate problem with additional
coupling terms. The focus of this work is the adjustment of two integral parts of the
adaptive FE algorithm according to the classical laminate theory. One of these parts
is the solution of the FE system; a good preconditioner is needed in order to use the
conjugate gradient method efficiently. The other part is the error estimation process;
the error estimator determines where the current mesh has to be refined for the next
step.
It is shown via a spectral equivalence bound that the combination of existing precon-
ditioners for the membrane and plate problems poses a capable preconditioner for the
combined laminate problem. A lower level of asymmetry in the laminate composition
gives a better bound on the spectral equivalence. The results are not limited to trans-
verse isotropy; they hold for an arbitrary positive definite elasticity tensor and, thus,
for all elastic materials. Whereas the achieved bound can get infinitely bad for arbitra-
rily thin layers, it is shown that it is reasonably low for practically relevant laminate
sequences. The bound is sharp in limit cases, but there is potential for an improvement
of the bound when given material properties are taken into consideration.
Existing results on residual error estimators for the elasticity problem, the biharmonic
problem, and the plate problem are combined and extended to obtain a posteriori local
residual error indicators for the classical laminate theory problem. The reliability and
the efficiency of the estimator are shown. Variants with thickness-scaling and material-
scaling are presented and discussed. The results again hold for general elastic materials.
Numerical tests based on an existing adaptive finite element code are carried out. The
effect of the laminate sequence on the PCG iteration numbers as well as the behaviour
of the error estimator are examined.
It is found that next to an asymmetric laminate sequence also the anisotropy of the
laminate plays an important role for the iteration numbers. In conclusion, a higher asym-
metry of the laminate sequence as well as a higher overall anisotropy of the combined
laminate lead to higher PCG iteration numbers.
The error estimator leads to a reasonable refinement of the considered example meshes.
As expected, the estimated error converges faster with adaptive refinement than with
uniform refinement. From the examples we conclude that it is sufficient to use only the
membrane parts of the error estimator in combination with the studied classical laminate
theory elements if the problem features coupling in a noticeable scale. This behaviour
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may change when other elements are used.
There are many possibilities to continue and extend the research of this work by
weakening certain assumptions and considering the consequences. The replacement of
the Kirchhoff assumptions by the Reissner–Mindlin assumptions allows to examine plates
of a greater thickness. More complex models for laminates may also be taken into
consideration. The geometric restrictions of a flat plate can be dropped in favour of shell
models, which allow curved initial boundaries. An extension to large deformations may
also be examined. Finally, one could also consider how the framework can be transferred
to more complex material models like plasticity, thermo-elasticity, non-linear elasticity,
or visco-elasticity.
We conclude with the remark that there is still a long way to go until adaptive FEM
can be used to solve all kinds of problems which may be of interest for engineering, but
we have taken an important step towards its wider applicability with this work.
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List of main symbols
For quick reference, the following list contains the main symbols used in this work with a
short explanation and the page of their definition or first appearance. Some symbols have
different meanings depending on the context, these are listed separately for each case.
We use the abbreviations LD for 3D large deformations, SD for 3D small deformations,
3D if the symbol is the same for both small and large deformations, and CLT for the
classical laminate theory. No entry is given in the context column for universal symbols.
See also the list of material constants on page 18 and Table 4.1 with the dimensions
of some symbols on page 46. Also note the following conventions. A ·˜ sign over a
displacement quantity denotes a test function. The signs ·ˆ or ·¯ over an error estimator
term indicate scaling with respect to the material or the plate thickness as introduced
in section 7.2.6. Abbreviations m, c, and p denote membrane, coupling, and plate parts,
respectively. An index h denotes finite element approximations.
symbol context explanation page
Γ 3D boundary of the initial domain 6
ΓD,ΓN 3D Dirichlet and Neumann boundary parts 8
γ CLT boundary of the plate mid-plane 31
γD, γN CLT Dirichlet and Neumann boundary parts 37
γC, γS, γF CLT clamped, supported, and free boundary parts 37
ε SD linearised 3D strain tensor 8
ε CLT 2D strain tensor 32
ε3D CLT 3D strain tensor 32
ζT local material scaling factor 75
ηi i-th parameter of the spatial parametrisation 6
ηT local error indicator of element T 74, 90
µ CLT moment resultant 36
Σ set of all FE degrees of freedom 50
ΣT set of degrees of freedom of element T 50
σ Cauchy stress tensor 40, 33
σ
(i)
T i-th degree of freedom of element T 50
ϕ CLT in-plane force resultant 36
Ω initial domain 6
ω CLT plate mid-plane 31
∇ CLT 2D gradient operator 32
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List of main symbols
symbol context explanation page
A structural tensor 17
a fibre direction 17
a(·, ·) bilinear form (inner forces) 13, 34
C elasticity tensor 9, 17
C˜i CLT plane stress elasticity tensor of layer i 27, 33
C elasticity matrix 14, 24
C˜i CLT plane stress elasticity matrix of layer i 33
D CLT plate thickness interval 31
d CLT plate thickness value 31
di CLT i-th layer border 33
di,j CLT weighting factors for layer j 34
Div 3D divergence operator in initial domain 7
div LD divergence operator in deformed domain 7
div CLT 2D divergence operator 32
E set of finite element edges 76
E LD 3D strain tensor 8
e error of the computed solution 84
Gi i-th element of covariant tensor basis 6
of initial domain
Gi i-th element of contravariant tensor basis 6
of initial domain
gi i-th element of covariant tensor basis 7
of deformed domain
gi i-th element of contravariant tensor basis 7
of deformed domain
g·, g· given boundary function 8, 45
Grad gradient operator in initial domain 7
grad gradient operator in deformed domain 7
hT , hE diameter of element or edge 77
Ih interpolation operator 77
l(·) linear form (loads) 8, 45
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symbol context explanation page
n CLT outer unit normal of domain 38
nT outer unit normal of element T 86
nE fixed unit normal of edge E 86
nD space dimension, 2 or 3 3
nL CLT number of layers 33
nM CLT number of materials 70
p CLT plate load 41
p
(i)
T i-th shape function of element T 50
r·T , r
·
T element residual terms 87
r·E , r
·
E edge jump terms 87
Qh quasi-interpolation operator 79
q CLT shear force resultant 36
s unit tangent of domain 38
T set of finite elements 76
T LD 2nd Piola–Kirchhoff stress tensor 9, 17
t CLT membrane load 40
U LD deformation 7
u SD deformation 12
u CLT in-plane deformation of plate mid-plane 31
u3D CLT 3D deformation 31
V set of finite element vertices 76
v CLT 3D deformation of the plate mid-plane 31
w CLT plate deflection, vertical displacement 31
X LD 3D coordinates of the initial domain 6
x LD 3D coordinates of the deformed domain 6
x SD 3D coordinates of the initial domain 12
x CLT 2D coordinates of the initial plate mid-plane 31
x3D CLT 3D coordinates of initial plate 31
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Theses
(1) The anisotropic behaviour of unidirectional layers of fibre-reinforced polymers can
be described by the transversely isotropic material law, which does not model single
fibres but approximates the material behaviour on a macroscopic scale.
(2) Special models are needed in order to simulate thin-walled structures efficiently.
The classical laminate theory (CLT) is one such model. It combines and couples
the membrane theory with the Kirchhoff plate theory in order to model thin plates
which are formed of layers of different materials.
(3) The adaptive finite element method utilises a local error estimator to automatically
generate a mesh which is well-suited to the solved problem during several steps. The
combination with a fast iterative solver like the preconditioned conjugate gradient
(PCG) method yields a very efficient method which is both faster and more accurate
than classical FEM. The combination of adaptive FEM with the classical laminate
theory requires a number of theoretical examinations and modifications in the code.
(4) It can be established via a spectral equivalence inequality that the suitability of
a combination of existing membrane and plate problem preconditioners as a good
preconditioner for the CLT problem depends on the laminate sequence.
(5) Existing error estimators for the membrane and plate problem can be combined and
modified in order to obtain an error estimator for the CLT problem. The resulting
error estimator yields upper and lower bounds on the real error. Thus, the reliability
and the efficiency of the error estimator are ensured.
(6) The inclusion of thickness-scaling and material-scaling leads to an error estimator
which can be interpreted as the error of the physical quantity of energy.
(7) Numerical examples confirm the theoretical results. The PCG iteration numbers stay
reasonably low for the considered laminate sequences. An additional dependence on
the overall anisotropy of the complete laminate is observed. The error estimator
leads to a good local refinement at stress peaks. The adaptive method converges
considerably faster than uniformly refined FEM.
(8) The present work can be used as a basis for additional research. Possible topics
include a generalisation of the material model, large deformations, thick plates, and
shell models.
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