Free energy of solvation of a spherical ion in a force-field water is studied by numerical simulations. The focus is on the linear solvation susceptibility connecting the linear response solvation free energy to the squared ion charge. Spherical hard-sphere solutes, hard-sphere ions, and Kihara solutes (Lennard-Jones modified hard-sphere core) are studied here. The scaling of the solvation susceptibility with the solute size significantly deviates from the Born equation. Using empirical off-set corrections of the solute size (or the position of the first peak of the solute-solvent distribution function) do not improve the agreement with simulations. We advance a new perspective on the problem by deriving an exact relation for the radial susceptibility function of the interface. This function yields an effective cavity radius in the Born equation calculated from the solutesolvent radial distribution function. We find that the perspective of the local response, assuming significant alteration of the solvent structure by the solute, is preferable compared to the homogeneous approximation assuming intact solvent structure around the solute. The model finds a simple explanation of the asymmetry of hydration between anions and cations in denser water shells around anions and smaller cavity radii arising from the solute-solvent density profiles.
I. INTRODUCTION
The free energy F 0 of solvating an ion in a polar molecular liquid is usually described by the linear-response equation connecting it to the ion charge q through the solvation susceptibility χ
Many computer simulation studies have shown that the quadratic scaling with the charge is fulfilled remarkably well and solvation can be described as linear.
1-4
Given this success, the main focus, in particular in applications, [5] [6] [7] is to link the solvation susceptibility χ to the properties of the ion and the solvent. This study is mostly concerned with the problem of the scaling of χ with the size of a spherical solute. We show that χ can be represented as a one-dimensional radial integral of the local susceptibility function χ 0 (r). An exact formula for χ 0 (r) is derived [Eq. (21) ] and evaluated by numerical simulations.
The Born model of ion solvation represents the solvent by a continuum polarizable medium and the ion by a spherical cavity with the radius a carved in the continuum. 8 The resulting solvation susceptibility is given by the relation
The model thus factors χ into the geometric cavity parameter a −1 and the longitudinal susceptibility 9,10 of the bulk polar solvent ∝ (1 − −1 ) defined by its dielectric a) Electronic mail: dmitrym@asu.edu constant . It is typically assumed that the cavity radius a can be connected to the solute radius R 0 by a distance off-set δ,
11,12
We show here that this phenomenological relation does not stand the test against numerical simulations in a sufficiently broad range of solute sizes. We propose instead a new equation for the cavity radius in terms of the solutesolvent radial distribution function. The dependence on the solvent polarity is more complex than prescribed by the Born equation when the assumption of the continuum polarizable solvent is lifted and finite size of the solvent molecules is explicitly included. For instance, solvation of ions by a fluid of dipolar hard spheres with diameter σ can be calculated in the mean-spherical approximation (MSA). One gets for the cavity radius in the Born equation
13 a(P, T ) = R 0s − ∆(P, T ). Here, R 0s = R 0 + σ/2 is the distance of the closest approach of the solvent to the solute repulsive core, which is also the position of the first maximum r max of the solute-solvent pair distribution function. The MSA solution thus predicts δ = σ/2−∆(P, T ) in Eq. (3), where ∆(P, T ), by which R 0s is reduced, is the length of longitudinal dipolar correlations in the bulk solvent.
9,10 Based on this theoretical prediction and fitting the experimental data, 11 it is commonly assumed that the phenomenological cavity radius a should fall between R 0 and R 0s .
14 For "soft" solutes, the position of the first maximum r max of the solute-solvent radial distribution function replaces R 0s .
15,16
The parameter ∆(P, T ) carries the dependence on the thermodynamic state of the solvent, which is indicated by its dependence on pressure P and temperature T . This particular solution exemplifies the general result that the cavity radius cannot be defined as a constant even for a given solvent/solute combination and needs instead to be a function of the solvent thermodynamic state. 16, 17 Assuming a = Const gives unreliable values for the solvation entropy and, most likely, for other thermodynamic derivatives of the solvation free energy. 16, [18] [19] [20] What we show here is that the dependence of the cavity size on both the thermodynamic state of the solvent and on the solute-solvent potential can be accommodated in terms of the solute-solvent radial distribution function.
The specific problem of ion hydration presents additional complications. The solvation susceptibility χ in Eq. (1) gains an additional dependence on the sign of q, even though the linear scaling F 0 ∝ q 2 is preserved for the positive and negative charges separately.
2,16,18
In addition, spontaneous polarization of hydration shells around solutes carrying no charge creates a non-zero electrostatic potential within a zero-charge solute. 21 A solute of zero charge does not polarize the solvent in the standard dielectric theories. This is because of the assumption that the interface susceptibility is identical to the susceptibility of the isotropic bulk liquid (homogeneous approximation discussed below). In fact, inserting even a charge neutral solute into an isotropic solvent breaks the isotropic symmetry. Zero polarization at zero charge is not required by symmetry any longer and can be violated depending on the solvent, as indeed happens for aqueous solutions.
In the case of water, a nonpolar 18,22 or a hard-sphere (HS) 21 solute carrying no charge produces a spontaneous polarization of the interface with a resulting nonzero potential φ 0 at q = 0 (subscript "0"). The magnitude of φ 0 is hard to establish experimentally even at a planar interface, 7, 23 and the results of simulations show a significant dependence of φ 0 on the adopted force field.
4,24-27
The sign of φ 0 also depends on the definition of the cavity potential and whether cavity repulsion is applied to water's hydrogen atoms.
28 Given these uncertainties, we do not discuss φ 0 in this paper, focusing instead on the charge susceptibility χ in Eq. (1) .
The positive sign of φ 0 inside HS and Lennard-Jones (LJ) cavities in point-charge force field water was calculated from a number of previous simulations 4, 21 and also, for an extended range of radii, in our simulations as shown by Fig. S1 in the Supplementary Material (SM) 29 . It adds negative solvation free energy to an anion. However, although accounting for some solvation asymmetry, this shift of the potential is not sufficient and lower values of the cavity radii for anions compared to cations are required in the Born solvation susceptibility χ B in Eqs.
(1) and (2) . 4 Along the same lines, we find here that the second cumulant (δφ) 2 0 , which is the main contributor to the solvation free energy, 4 is asymmetric between cations and anions, as first discussed by Hummer et al. We attribute this asymmetry to different local densities of water around ions of opposite charge. Once the density profile of the interface is accommodated into the definition of the cavity radius (Eq. (18) below), the Born linear susceptibility successfully accounts for the scaling with the solute size produced by the simulations.
II. GENERAL FORMALISM
The linear-response free energy of ion solvation can be written as the multipolar expansion of the solute-solvent Coulomb potential in solvent multipoles 30, 31 
Here, E 0 is the electric field of the ion charges and P and Q are the dipolar and quadrupolar (defined according to Ref. 31 ) polarization densities of the solvent, respectively. The brackets . . . E denote the two polarization fields in equilibrium with the solute.
The quadrupolar term is potentially important for hydration because of a large non-axial quadrupole moment of the water molecules reflecting its charge asymmetry. We will, however, drop it from our discussion here and focus solely on the dipolar polarization of the interface. This assumption is justified for relatively large solutes since quadrupolar solvation decays faster with the solute size than dipolar solvation. 32 Our starting point is, therefore, the linear solvation free energy 33 written as the integral of the electric field of an ion with the dipolar equilibrium polarization density
Returning to the symmetry arguments presented above, the charge inversion q → −q results in E 0 → −E 0 , which reverses the sign in Eq. (5). The same reversal can be achieved by flipping all the dipoles in the solvent m j → −m j thus producing P → −P. The Hamiltonian of the liquid in the external field, H = H 0 − E 0 · Pdr, will remain invariant to the simultaneous q → −q and P → −P transformation when the unperturbed Hamiltonian H 0 is invariant to P → −P. This is the case with the homogeneous approximation, which assumes that the solute does not strongly perturb the solvent and its response can be given in terms of response functions of the homogeneous solvent (Born formula, Eq. (2)). This implies that H 0 is effectively the Hamiltonian of the bulk solvent. The transformation P → −P does not change any properties of an isotropic liquid. Therefore, the solvation susceptibility in this homogeneous approximation should be invariant to the q → −q transformation.
Alternatively, when the isotropic symmetry of the homogeneous solvent is broken by the repulsive core of the solute, the dipole flip m j → −m j in the interface will produce a physically distinct configuration even at q = 0. In other words, the Hamiltonian H 0 , which includes the repulsive core of the solute, is not invariant to P → −P. One therefore expects that the observables measured even in the linear response will not demonstrate the q → −q invariance, in contrast to the models based on the homogenous approximation. This feature is captured by the local approximation introduced below to contrast with the homogeneous approximation of the standard dielectric theories. We stress that the q → −q asymmetry does not violate the quadratic scaling of the solvation free energy with the ion charge. It only implies that the solvation susceptibility χ in Eq. (1) should be given different values for positive and negative ions.
We also note that the quadrupolar polarization in Eq. (4) eliminates the symmetry to the simultaneous transformation q → −q and m j → −m j . Therefore, this term, when included, will also contribute to the asymmetry of the observables to the charge inversion q → −q. This is what is often referred to as charge asymmetry of water contributing to solvation asymmetry. 18, 34, 35 However, a potentially more important cause of solvation asymmetry is the difference in the density profiles of water around cations and anions, which is ultimately related to the asymmetric molecular shape and asymmetric distribution of molecular charge in water, but cannot be pinned down to one specific molecular property, such as molecular quadrupole. We present below arguments suggesting that this is essentially a "zero-order" effect, which accounts for most of the solvation asymmetry in terms of a density-weighted effective cavity radius of ion solvation.
A. Approximate interface susceptibilities
The integral in Eq. (5) can be re-written, in the linear response, in terms of two fields and a two-point correlation function of the polarization field
where the average . . . 0 is now taken over the configurations of water around the repulsive core of the solute carrying no charge and δX for a spatially varying field X, such as δP α , is used here to describe deviations from statistically average values. Equation (5) turns into the following relation
Here and in Eq. (6) α, β subscripts denote Cartesian projections and the summation over the common indexes is assumed. The fundamental complexity of the solvation problem arises from the fact that the second-rank tensor susceptibility χ 0s defined by Eq. (6) is a three-particle correlation function involving correlations of translations and orientations of two water molecules with the position and orientation of the solute. This difficulty has mostly been resolved over many years of studies by attempting to reformulate the problem in terms of two-particle correlation functions. 36 Two possible general directions for formulating such approximations can be identified. They can be labelled as either (i) a "homogeneous" approximation or (ii) a "local" approximation (to which all models with the distance-dependent dielectric constant can be assigned 37 ). In the homogeneous approximation, one assumes that the water-water correlations are not significantly broken by the solute and one can replace χ 0s (r , r ), depending on positions of two water molecules r and r separately, with a homogeneous susceptibility χ s (r − r ) depending only on r − r (isotropic liquids)
where θ V (r) is a step function equal to zero inside the solute and equal to unity otherwise. It specifies the volume V of the solvent from which the homogeneous solvent response is calculated. The alternative, local approximation would take the opposite view that inserting a solute produces a major alteration of the water structure. Therefore, in this view, the structure of the interface, and not the correlations present in bulk water, is of main significance for the hydration thermodynamics. One then can go to the limit of neglecting the correlations between different water molecules in the interface altogether and replace χ 0s (r , r ) with a local function
While each of these assumptions, Eqs. (8) and (9), involve approximations, both have been widely used since they significantly simplify the problem. In terms of going beyond the static dielectric constant of a bulk liquid, the homogeneous and local approximations correspond to k-dependent, (k), 40 and distance-dependent, (r), dielectric constants, respectively. The wavevectordependent dielectric constant (k) of a bulk material has a solid foundation in the Kubo linear response theory.
41
On the contrary, (r) was originally introduced as a phenomenological prescription to account for inhomogeneity of the interface 5, 42, 43 and has only recently received microscopic-based definitions for spherical, 39, 44, 45 planar, 39,46-49 or cylindrical 45 interfacial geometries. What we want to accomplish here is to give a clear mathematical foundation of using the distancedependent polarization susceptibility χ 0 (r) of the interface. This study is limited to spherical solutes and, therefore, only the radial, angular-symmetric susceptibility is considered. We in fact find that this susceptibility provides a good reference point for describing ion solvation upon which more advanced theoretical algorithms can be developed. We first apply each of two closures, homogeneous and local, to the linear-response solvation free energy in Eq. (7) with the goal of arriving at the Born equation. We then provide in Section II C an exact analytical solution for χ 0 (r) in terms of binary correlations accessible from numerical simulations.
The free energy in the homogeneous approximation is the convolution of two electric fields at points r and r with the susceptibility function depending on r − r . These types of integrals are best taken in the inverted kspace, which both eliminates the convolution and allows one to reduce the problem to scalar susceptibility projections. In the case of a spherical ion, this latter reduction is the consequence of the radial symmetry of the electric field which couples to the longitudinal projection of the susceptibility 50,51
Here,Ẽ L 0 =k ·Ẽ 0 ,k = k/k is the longitudinal projection of the Fourier transformẼ 0 of the electric field of the ion taken outside its repulsive core, θ V E 0 . Its longitudinal character, stressed by the subscript "L", is the combined result of the longitudinal field E 0 and the spherical symmetry of the ion's repulsive core assumed here. Non-spherical repulsive cores require both longitudinal and transverse response projections to determine the free energy.
36,51
The longitudinal susceptibility 10, 52, 53 in Eq. (10) is given in terms of the longitudinal structure factor of the polar liquid
where y = (4π/9)βm 2 ρ is the usual parameter of the dipolar density of molecular dielectrics 55 carrying molecular dipoles m and having the number density ρ = N/V . The longitudinal structure factor S L (k) is given in terms of unit-vector orientationsê i and positions r i of molecular dipoles in the bulk
where r ij = r i − r j and the statistical average is over the configurations of N molecules of the bulk liquid occupying the volume V . We can now apply the k-space field of the spherical ion, E L 0 (k) = (4πiq/k)j 0 (ka) (j n (x) is the spherical Bessel function of order n 56 ), and note that χ L (k) depends on the product of k and the solvent molecular diameter σ. The solvation susceptibility χ in Eq. (1) takes the form
where χ B is the Born susceptibility in Eq. (2) . The dependence of the longitudinal susceptibility on the wavevector k can be neglected when σ a. The function χ L (xσ/a) can be then replaced with χ L (0) = (4π) −1 (1 − −1 ), with the result χ = χ B . More generally, χ L (xσ/a) can be expanded in σ/a at σ a and one gets the solvation susceptibility in the form χ = χ B n c n (σ/a) n consistent with the MSA solution.
13
The solution for the solvation free energy simplifies even further in the local approximation given by Eq. (9).
The solvation susceptibility in Eq. (1) becomes
From this equation, one arrives at the Born result if one assumes χ 0 (r) = θ(r − a)(1 − −1 ), where θ(x) is the Heaviside function. More generally, from Eqs. (6) and (9) and with the account for the radial symmetry of the ion field, χ 0 (r) is a scalar function given by the relation χ 0 (r) = 4πβ δP r (r)δM r 0 .
Here, P r =r · P,r = r/r and M r = j m j ·r j is the sum of all radial projections of the liquid dipoles assuming that the spherical ion is positioned at the origin of the laboratory coordinate frame.
31
Equation (15) is the direct consequence of the local response approximation in Eq. (9) and is similar in structure to analogous relations recently proposed in the literature. 44, 48 The local approximation is a useful device for deriving analytical approximations, but is not required for producing the interface susceptibility from simulation trajectories. In section II C, we derive an alternative, and exact, equation based on the correlation of fluctuations of the radial polarization field and the solvent "reaction" 57 potential at the position of the ion. The connection between χ and χ 0 (r) in Eq. (14) is also exact in that formulation and does not require the local assumption of Eq. (9).
B. Cavity radius
The average over the solvent configurations around the solute excluding the solvent from its volume, . . . 0 , in Eq. (15) can be expressed in terms of the threeparticle distribution function g(r 1 ω 1 , r 2 ω 2 ) representing the probability to find two water molecules at the positions r 1 and r 2 and orientations of their dipole ω 1 and ω 2 with the solute considered as the center of the laboratory coordinate frame. 31 The average can be taken by employing the Kirkwood superposition approximation,
, where g 0s and g ss stand for the solute-solvent and solventsolvent distribution functions, respectively. This derivation is given in SM. 29 The closed-form expression for the local susceptibility χ 0 (r) can be achieved by taking the long-range, continuum limit for the longitudinal structure factor S L (k) → S L (0) appearing in the integral representation of χ 0 (r). The k = 0 value of the structure factor produces the standard longitudinal dielectric susceptibility, S L (0) ∝ (1 − −1 ), with the final result
Here, g 0s (r) is the solute-solvent radial pair distribution function. The radial susceptibility χ 0 (r) represents the longitudinal response function of radial hydration shells and therefore can be connected to a radial, distant-dependent dielectric constant of the interface
It is easy to see that this function crosses zero and becomes negative in the vicinity of the peaks of g 0s (r) in Eq. (16) . 48 The radial dielectric constant itself hardly has any significant physical meaning and only the radial longitudinal susceptibility χ 0 (r) represents the longitudinal polarization response of the interface. This notion also implies that attempts of producing radial dielectric constants r (r), and perhaps more generally positiondependent dielectric constants, in terms of phenomenological smooth functions have no support of microscopic theories.
39
When Eq. (16) for χ 0 (r) is substituted into Eq. (14), one arrives at the standard Born equation with the cavity radius defined as
where α = 2 is required by Eq. (16). Our calculations of the response from simulations below show that this choice of α, following from the local approximation, overestimates the oscillatory behavior of χ 0 (r) and instead α < 1 is required to reproduce the simulations.
Berne and co-workers 58 suggested α = 1 in Eq. (18) whereas Linder and Hoernschemeyer 17 used 3g 0s (r)/r 4 as the integrand in Eq. (18) to define 1/a 3 . All these original propositions were given without proof, although representing the electrostatic energy by a sum over a dipolar lattice can be used to justify 59 α = 1 in Eq. (18) . A dipolar lattice of course does not display an interfacial density alteration and is not a good model for testing the cavity concepts. On the other hand, our empirical α-scaling follows from the exact formula for χ 0 (r) taken from Eq. (21) derived in the next section and used in Eq. (14), combined with its direct calculation from simulation trajectories.
One can use Eq. (18) for a crude estimate of the scaling of the solvation free energy with the cavity radius. This follows from the r → ∞ asymptote 31 of g 0s (r) = 1 + h 0s (r): h 0s (r) ∝ r −1 . If h 0s (r) dominates in g 0s (r) near the contact, one can replace [g 0s (r)] α with θ(r − a)[h 0s (r)] α in Eq. (18) to obtain F 0 ∝ 1/a α+1 . The power law decay in fact gives a reasonable account of our simulation data (Fig. 3 below) . However, the complete integral representation for the cavity radius in terms of Eq. (18) is more consistent with simulations. Note also that Eq. (18) yields the standard definition of the cavity size for a structureless continuum interfacing the solute when the solute-solvent pair distribution function reduces to the Heaviside function, g 0s (r) = θ(r − a).
C. Exact interface susceptibility
In the previous section, we have discussed two approaches to handle the inhomogeneous character of the interfacial response of a polar solvent in terms of the distribution functions formalisms of liquid-state theories. Here, we provide an exact representation of the interface susceptibility χ 0 (r) in terms of correlation functions accessible from configurations produced by numerical simulations.
The starting point of our analysis is the recognition of the fact that the electric field of the ion E 0 has longitudinal symmetry, implying that its curl is identically zero, 30 ∇ × E 0 = 0. The symmetry of the field of charges imposes a corresponding symmetry on the dipolar polarization density P, which should be longitudinal as well.
60
The longitudinal component of the polarization density P L is directly related to the electrostatic potential Φ p produced by the charges of the solvent 61, 62 
This connection can be productively used to derive the exact relation for the interface susceptibility in Eq. (14), which can be re-written as follows
where χ rβ 0s is given by Eq. (6) and the "r" superscript denotes the radial projection: χ 
Here, φ = Φ p (0) is the electrostatic potential produced by the solvent at the position of the ion at the center of the solute and δφ = Φ p (0) − Φ p (0) . Further, φ can be directly related to the molecular charge density of the solvent ρ s = ρ s (r ) as follows
where the sum in the second part of the equation runs over all (partial) atomic charges q j in the solvent with radial distances from the ion r j . As in Eq. (15) above, the average in Eq. (21) is taken over the configurations of the solvent in equilibrium with the repulsive core of the solute (subscript "0"). This prescription allows one to calculate the interfacial susceptibility from computer simulations with q = 0, as is done in this study. Further, the radial projection of the + + --solute Figure 1 . Surface charge density σp produced by the water molecules crossing the mathematical surface of the radius r ("+" indicates the partial atomic charge of the hydrogen atoms of the water molecules). Fluctuations of the surface charge density δσp caused by thermal motion correlate over the characteristic correlation length λp with the fluctuations of the solvent charge density δρ s = δρs(r ). These mutual correlations are responsible for the interface susceptibility in Eqs. (21) and (24) .
polarization density P r (r) is calculated in the radial shell between r and r + dr as follows
Finally, δP r (r) in Eq. (21) are the deviations of P r (r) from average values in each shell. Given the obvious non-locality of the dipolar interactions in a polar liquid, Eq. (21) might look misleadingly local, suggesting a possibility to define a local polarization response in the interface. Clarifying the physical meaning of the correlation function in the right-hand side of Eq. (21) seems therefore useful.
The radial projection of the polarization density is also the normal projection of the vector field P on the sphere of radius r. Consequently, P r (r) = σ p (r) defines the density of surface charge 30 σ p (r) arising from the mathematical surface cutting through the water molecules crossing the surface and by that creating surface monopoles (Fig.  1 ). Fluctuations of P r correspond, therefore, to fluctuations of the surface charge density, δP r = δσ p . These surface fluctuations correlate with the fluctuations of the molecular charge density δρ over some correlation length λ p . The result of these mutually correlated fluctuations, integrated with the weight 1/r , is what makes the interface susceptibility function
The non-locality of the interfacial response is in fact preserved in the correlation function and is ultimately determined by the extent of interfacial charge-charge correlations. 
III. NUMERICAL SIMULATIONS
Several routes to access the free energy F 0 are available within the linear response. The most widely used and fastest to converge by numerical simulations 1 is through the average potential φ [Eq. (22)] of the water solvent in equilibrium with the charge q: F 0 = (q/2) ( φ 0 + φ ). Here, the equilibrium potential φ includes the potential φ 0 of the spontaneously polarized interface and an additional potential φ q produced by the solvent in response to placing charge q at the center of the solute. It is this second potential that produces the quadratic scaling of the free energy with the ion charge [Eq. (1)] and is our focus here. The use of the average potential to calculate F 0 has its disadvantages when combined with Ewald sums used to treat electrostatic interactions in simulations. Ewald sums require compensating the ion charge q with the uniform background of the opposite charge to neutralize the simulation cell 63, 64 and a corresponding correction for the potential of the uniform background is required to calculate φ q .
To avoid this somewhat artificial situation of running simulations in a continuum background charge, 65 one can simulate the solute carrying zero charge. The potential φ q can then be calculated from the perturbation theory, leading to the solvation susceptibility in Eq. (1) 
The simulation cell is neutral in this case and the problem of artificial background charge is avoided. Furthermore, the variance of the potential does not depend on the presence of the charge in the linear response, δφ 2 0 = δφ 2 , and this route can be applied to the calculations involving both neutral and charged solutes because the constant potential of the charged background is subtracted in the variance. We find from our simulations that the equality of two variances is not satisfied for HS solutes carrying positive and negative charges:
. The structure of the interface around hard-core objects is strongly modified by introducing even weak attractions, 66 in this case Coulomb solute-solvent interactions, but can be accommodated into the solvation susceptibility through the effective cavity radius depending on the solute-solvent density profile (see below). As the size of the HS core increases, the density profiles of the cations and anions converge and the gap between the corresponding variances narrows.
A. Simulation protocols
The second cumulant route to the solvation free energy [Eq. (25) ] was adopted in our Monte Carlo (MC) and molecular dynamics (MD) simulations of solutes of varying size and solute-solvent potential hydrated by TIP3P 67 water at 298 K. The main goal here is to see how the structure of the solute-water interface affects the dependence of χ in Eq. (1) on the solute size. Here, we have significantly extended the range of solute sizes typically studied in the field of ion solvation 4, 12, 14 to the range of ∼ 1 nm when a substantial restructuring of the interface is expected to occur. [68] [69] [70] Our goal is also to compare the performance of the homogeneous and local approximations against simulations and to explore the possibility of establishing a measure of the local polarity of the interface that can potentially replace the dielectric constant in the Born equation. We indeed find that this local polarity can be defined in terms of the radial susceptibility χ 0 (r).
A detailed description of the MC/MD simulation protocols is given in SM. 29 Here, we only briefly describe the system setup. Two types of solutes interacting with TIP3P water 67 at 298 K were used in the simulations. The first solute is a HS characterized by the distance of the closest approach R 0s of the water solvent to the solute. The size of the HS solute was varied by changing this parameter in the range R 0s = 2 − 10Å. We observed a strong dewetting 68, 70 of TIP3P water at R 0s ≥ 5Å (Fig. 2) . Since the dewetting phenomenon is strongly affected by the solute-solvent attraction and might not occur for more realistic solutes of this size, 66 two types of the solute-solvent attractions were introduced. A number of single-charged (|q| = 1) anions and cations were simulated. These introduce electrostatic attractions with the interfacial water multipoles oriented along the ion field. These attractions, however, become weaker with increasing the solute size and dewetting still occurs (Fig. S2 in  SM  29 ).
Real multi-atomic ions always involve solute-solvent dispersion attractions, which typically prevent dewetting of the interface. 66 In order to represent this situation in our modeling, simulations with the Kihara solute-solvent potential 71 were carried out as well. The Kihara potential adds a layer of LJ 6-12 potential to a HS core characterized by the radius R HS (see SM 29 ). The extent of solute-solvent attraction can be controlled by the solutesolvent LJ energy LJ . The size of the solute was varied by changing R HS in the range 1−7.5Å. The electrostatic potential of water at the center of the solute was calculated from the MC configurations and used to calculate the potential variance in Eq. (16) . Since Kihara potential does not have the problem of discontinuous forces characteristic of HS repulsion, we used the NAMD 2.9 72 software package to calculate χ 0 (r) from Eq. (21) for two Kihara solutes. The susceptibility χ 0 (r) is fundamentally a three-particle correlation function, requiring long trajectories (∼ 200 ns) to converge. Figure 3 shows the ion solvation susceptibility aχ in Eq. (1) as a function of the cavity radius for HS and Kihara solutes (the results for anions and cations are given in Fig. S3 in SM  29 ) . The Born equation, Eq. (2), predicts a constant value, fully determined by the dielectric constant, which is shown by the horizontal dash-dotted line. The homogeneous approximation is shown by the solid line, and it approaches the continuum limit from above with increasing the solute size a, as expected from the general arguments. The calculations were done by applying Eq. (13), in which the longitudinal structure factor from numerical simulations 20,73 of TIP3P water was used.
B. Solvation free energy
The points shown in the plot refer to the dimensionless parameter r max χ with χ calculated according to Eq. (25) and r max referring to the first maximum of the solutesolvent pair distribution function. We note that the solvation susceptibility is affected by the nature of the solute-solvent potential (HS vs Kihara), but is less affected by the strength of LJ attraction. The two nearly coinciding sets of points in Fig. 3 refer to the solutesolvent LJ energy of LJ = 3.7 kJ/mol (squares) and 8.0 kJ/mol (diamonds) in the Kihara potential. They demonstrate low sensitivity of the solvation susceptibility to the strength of solute-solvent LJ attraction.
Since the cavity radius a is an empirical parameter, which does not have to coincide with r max , the Born equation would predict r max χ ∝ r max /(r max − ∆) (Eq. (3)), where ∆ is a distance offset to obtain the cavity radius from r max , a = r max − ∆. The simulation results do not follow these expectations, as is shown by the dashed lines in Fig. 3 attempting to fit the simulation points. A numerically better fit follows from the power decay r max χ ∝ r −γ max with γ 0.9 − 1.0. We can conclude that the scaling of the solvation susceptibility with the solute size anticipated by the Born equation is not supported by the simulations.
The alternative to the Born equation is the integral form in Eq. (14), which involves the local radial susceptibility χ 0 (r). Equation (21) provides an exact solution for this function, while the local approximation involves simplifications of two levels: the neglect of the spatial extent of dipolar correlations in the hydration shell that leads to Eq. (15), followed by the use of the continuum approximation in evaluating the correlator between radial polarization and the radial dipole moment that leads to Eq. (16) . Two MD simulations of Kihara solutes of different size were carried out to access χ 0 (r) and test both approximations.
We first find that χ 0 (r) as calculated from the exact relation in Eq. (21) is an oscillatory function, with oscillations compatible with the density profile around the solute (Fig. 4) . This result is consistent with Eq. (16), but the amplitude of oscillations is significantly overestimated by that relation (not shown in the plot). At the same time, the local approximation itself, without the use of the continuum limit in Eq. (16) , is a much better representation of χ 0 (r), with only a slight overestimate of the oscillations amplitude (cf. blue and black lines in Fig. 4 ). This comparison is a strong evidence in support of the local approximation compared to the homogeneous one, suggesting that the focus on the local structure of the hydration shell, in contrast to the bulk-like dipolar correlations, is a better starting point for constructing predictive theories of ion hydration.
The focus on the solute-solvent density profile to determine the solvation susceptibility as suggested by Eq. (16) is still a useful perspective, which needs to be corrected to provide quantitatively reliable results. A better agreement with simulations can be obtained by taking a fractional power, instead of a square, of the pair distribution function in Eq. (16) . This results in the radial susceptibility function in the form Figure 4 shows χ 0 (r)/r 2 (the integrand in Eq. (14)) with α = 2/3 compared to the MD results. This empirical prescription is used to calculate the effective cavity radius in Eq. (18) .
It is important to understand the physical origin of a sublinear scaling of the interface susceptibility function with the density profile of the interface. Allowing long-range, bulk-like dipolar correlations in the interface leads to α = 2 in Eqs. (16) and (26) . This result physically implies that the dipolar correlations act cooperatively and enhance the susceptibility in denser parts of the shell characterized by peaks of the radial distribution function. When the correlations between the dipoles are neglected and only a one-particle dipolar response is considered in the perturbation theory, one arrives 58, 59 at α = 1 in Eq. (26) . The sublinear scaling obtained from fitting the simulation data implies that denser parts of the shell significantly hinder one-particle dipolar reorientations and a response weaker than the one-particle one is produced. The linear scaling of the distant-dependent dielectric constant with the density profile (α = 1) was noticed previously, 39, 74 but this scaling seems to apply better to the approximate, local form of the susceptibility function [Eq. (15) ] used in those simulations (cf. blue lines with dashed red lines in Fig. 4 ). Figure 5 compares the effective cavity radius a calculated from Eq. (18) to the position of the first peak maximum r max of the solute-solvent radial distribution function. The height of the peak is affected by packing advantages close to a solute of large size, increasing its amplitude, and by the balance between the solutesolvent and solvent-solvent attractions. The existence of the peak implies that the effective cavity radius a is below r max , as is seen for the Kihara solute (red squares in Fig. 5 ), for which the amplitude of the density peak stays nearly constant with the growing HS core (Fig. 2, lower  panel) . The situation, however, becomes more complex when the interfacial structure significantly changes with increasing solute size. This is the case with the HS solutes, where without the surface LJ attraction of the Kihara potential, dewetting of the interfacial water occurs as the solute size increases (Fig. 2, upper panel) . Lowering density of the interface results in an upward shift of the cavity radius a, which becomes greater than r max (blue circles in Fig. 5 ). HS anions and cations show a weaker dewetting of the interface due to the solute-water attraction (Fig. S2 in SM  29 ), but the increase of the cavity radius is still observed as the attraction of the water molecules to the solute becomes weaker with the growing solute size. In addition, the cavity size of the cations (filled triangles in Fig. 5 ) is consistently greater than the cavity size of the anions (open triangles in Fig. 5 ). This implies higher in magnitude solvation energies of the anions compared to the cations of the same size, a phenomenon well documented for ion hydration.
C. Effective cavity radius
The simple and significant outcome of this calculation is that assuming a constant distance offset of r max to define the cavity radius, such as a = r max − ∆ (as follows from the MSA and often empirically assumed), has little chance to perform well for a broad range of solute radii and solute-solvent potentials. Figure 5 in fact shows that the offset ∆ can be either positive or negative depending on the interaction potential. The Kihara potential might be a fortuitous case when this prescription works relatively well because the interfacial density profile remains almost unchanged with growing HS core due to the specific form of this potential.
The cavity radius from Eq. (18) gives a good account of the free energy change with the solute size. Figure 6 compares the solvation susceptibility χ MC from MC simulations [Eq. (25) ] to χ B [Eq. (2) ] with the cavity radius a given by Eq. (18) . The slope of the straight line between χ B and χ MC deviates from unity because of the k → 0 approximation for the correlations between the dipoles in the hydration shell used to derive Eq. (18) . Nevertheless, the distinction in solvation energies of cations and anions of equal size (Fig. 5) is successfully accommodated in terms of their corresponding cavity radii.
IV. CONCLUSIONS
We have presented here a consistent derivation of the radial dipolar susceptibility of water hydrating a spherical ion. This function is viewed as a microscopic foundation of the distant-dependent dielectric constant of phenomenological models. An exact solution for this function is given in terms of the correlation between fluctuations of the radial polarization density of water with fluctuations of the electrostatic potential created by water at the position of the ion [Eq. (21) ]. The susceptibility calculated from numerical simulations shows an oscillatory behavior consistent with the density profile of the interface. This function is empirically approximated by a power law of the solute-water pair distribution function. Oscillations of the interface susceptibility make approximations based on smooth distance-dependent dielectric constants of the interface inconsistent with the exact solution.
The connection between the interface radial susceptibility and the pair distribution function has allowed us to determine the effective cavity radius in the Born expression for the solvation free energy. This connection would not have been possible in the absence of the susceptibility function since developing cavity models by fitting the overall solvation energy is unreliable. The proposed algorithm incorporates the density profile of the interface into the definition of the electrostatic cavity [Eq. (18) ]. This expression provides correct scaling of the hydration free energy with the solute size and successfully accounts for different solvation energies of anions and cations of the same size in terms of different density of water in their hydration shells.
