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LINEAR RELATIONS AMONG POINCARÉ SERIES
ROBERT C. RHOADES
Abstract. The set of Poincaré series {P (m, k,N ; z)}m≥1 spans the finite dimensional space
of cusp forms Sk(N). In his book on automorphic forms, Iwaniec asks for all the linear
relations between these series. Here we solve this problem using the theory of harmonic weak
Maass forms and their interplay with classical modular forms. It turns out this problem
is related to the question of whether there are weakly holomorphic modular forms with a
given “principal part”.
1. Introduction and Statement of Results
The classical Poincaré series at ‘∞’, P (m, k,N ; z), are defined by
(1.1) P (m, k,N ; z) :=
∑
γ∈Γ∞\Γ0(N)
(j(γ, z))−2ke(mγz),
for m ∈ N, k ∈ 1
2
Z with k ≥ 2 and N ∈ N such that 4 | N when k ∈ 1
2
Z \ Z. Here
e(z) := e2πiz, j(γ, z) is defined in (2.10) and Γ∞ := {± ( 1 n0 1 ) : n ∈ Z}. When m = 0,
P (0, k, N ; z) is a classical Eisenstein series. For m ≥ 1, P (m, k,N ; z) ∈ Sk(N), where Sk(N)
denotes the space of cusp forms of weight k for Γ0(N).
It is well known that the collection {P (m, k,N ; z)}m≥1 spans the space Sk(N). Beyond
this, little is known about such Poincaré series. For example, since the space Sk(N) is finite
dimensional, there exist many relations among the Poincaré series. Indeed, in his well known
text, Iwaniec [8] states the following seemingly simple problem.
Problem. Find all the linear relations between P (m, k,N ; z).
Remark. Iwaniec states this problem for more general multiplier systems. For simplicity we
deal only with these classical multipliers, but the techniques here work with more general
multipliers.
When seeking the solution to Iwaniec’s problem it is not clear what the structure of such
relations should be. It turns out this problem is related to the question of whether there
are weakly holomorphic modular forms with a given principal part. A weakly holomorphic
modular form is any meromorphic modular form whose poles are supported at the cusps.
One of the most famous examples of such a function is the j-invariant with Fourier ex-
pansion
(1.2) j(z) =
1
q
+ 744 + 196884q + 21493760q2 + · · · ,
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where q := e(z). It is well known that all weakly holomorphic modular forms of weight
0 for SL2(Z) are polynomials in j. As a result, any weakly holomorphic modular form of
weight 0 for SL2(Z) is determined by the coefficients of the negative powers of q in its Fourier
expansion. This remains true for any non-positive weight and group Γ0(N).
More precisely, the principal part at infinity of a weakly holomorphic modular form f is
the polynomial Pf ∈ C[q−1] such that f(z) − Pf(z) = O(1) as y → ∞. The principal part
at other cusps is defined similarly.
Remark. Our definition of principal part is slightly non-standard. It is perhaps more typical
to define the principal part with the condition f(z) − Pf (z) = O(e−ǫy) as y → ∞ for some
ǫ > 0. The difference in definition amounts to whether or not the constant coefficient is
included in the principal part.
It is well known that a weakly holomorphic modular form of non-positive weight is uniquely
determined by the collection of its principal parts at all cusps.
It is very natural to ask whether a given principal part corresponds to a weakly holomorphic
modular form. This question has been studied in the context of Eichler cohomology. See [9]
for more on this perspective. The approach taken here is from the perspective of harmonic
weak Maass forms. Consequently, we explicitly describe all of the linear relations between
the classical cuspidal Poincaré series in terms of obstructions to the existence of a weakly
holomorphic form with zero principal part at cusps other than ∞.
Theorem 1.1. Let k ∈ 1
2
Z with k ≥ 2, N ∈ N and I be a finite set of positive integers.
Then ∑
m∈I
αmP (m, k,N ; z) ≡ 0
if and only if there exists a weakly holomorphic modular form of level N and weight 2 − k
with principal part at ∞ equal to ∑
m∈I
αm
mk−1
q−m
and the principal part at all other cusps is equal to 0.
In practice, it is not difficult to implement Theorem 1.1. To illustrate this result, we now
completely describe the situation for modular forms of even integer weights for SL2(Z). This
situation is completely describable since we can write down all possible principle parts in a
simple way. Let Es be the usual normalized Eisenstein series of weight s ∈ 2N and ∆ be the
normalized Hecke eigenform of weight 12. Additionally, set E0 := 1. All weakly holomorphic
modular forms of weight 2− k for SL2(Z) are of the form
Es(z)
∆(z)r
F (j(z))
for some F (x) ∈ C[x], s ∈ {0, 4, 6, 8, 10, 14}, and r ∈ N with s− 12r = 2− k. In the special
case of F (j(z)) = 1 one immediately obtains the following corollary.
Corollary 1.2. For k a positive even integer set dk := dim(Sk(1)). Then
dk+1∑
m=1
τ(dk + 1, s;−m)mk−1P (m, k, 1; z) ≡ 0,
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where s = 14− k + 12dk and τ(r, s;n) is defined by
(1.3)
∑
n∈Z
τ(r, s;n)qn :=
Es
∆r
.
Example. Here we illustrate Corollary 1.2. The space S24(1) is a two dimensional space, and
so there must be a linear relation between the Poincaré series P (1, 24, 1; z), P (2, 24, 1; z) and
P (3, 24, 1; z). Using exact formulas for the Fourier coefficients of these series (see Section 2),
we find that
P (1, 24, 1; z) ∼1.00100852 · q + 132.988977 · q2 + 189296.261 · q3 + · · ·
P (2, 24, 1; z) ∼0.00001585 · q + 2.45743136 · q2 + 114.854805 · q3 + · · ·
P (3, 24, 1; z) ∼0.00000201 · q + 0.01023411 · q2 + 0.88465633 · q3 + · · · .
From these numerics, we find that
−0.000000207832 · P (1, 24, 1; z) + 0.00427703 · P (2, 24, 1; z) + P (3, 24, 1; z) ∼ 0.
It is difficult to make this approximation precise by using explicit Fourier expansions. How-
ever, by Corollary 1.2 we find that this relation is dictated by the modular form E14/∆
3
whose q-expansion begins with
1
q3
+
48
q2
− 195660
q
+ · · ·
Therefore, we then find that the two coefficients in the linear combination above are exactly
τ(−3,14;−1)
323
= −195660
323
≈ −0.00000207832 . . . and τ(−3,14;−2)·223
323
= 48·2
23
323
≈ 0.00427703 . . .
Remarks and Other Consequences.
i) We state Theorem 1.1 in terms of relations between the Poincaré series at ‘∞’. To handle
more general combinations one needs to take a linear combination of weakly holomorphic
modular forms with principal part specified at each cusp.
ii) Using Theorem 1.1 together with the valence formula one may deduce that P (m, k,N ; z) 6≡
0 for 1 ≤ m ≤ k−2
12
[SL2(Z) : Γ0(N)].
iii) From the proof of this theorem one may easily deduce exact formulas for the Fourier
coefficients of non-positive weight modular forms with principal part equal to zero at all
cusps other than ∞. Such results were obtained earlier, in varying levels of generality, by
Rademacher, Zuckerman, and others (see [11, 13]).
iv) By Theorem 1.1 and the paragraph preceding Corollary 1.2 it is clear that P (m, k, 1; z) ≡
0 if and only if there exists a polynomial F ∈ C[x] with degree m−dk−1 such that Es∆dk+1F (j)
has principal part equal to q−m. Since the polynomial has m − dk degrees of freedom to
match the m coefficients of the principal part we are naturally lead to the conjecture that
P (m, k, 1; z) should be vanishing only when dk = 0.
These results come as a natural consequence of the theory of harmonic weak Maass forms
and the interplay between harmonic weak Maass forms and classical modular forms. This
theory has been shown to have striking applications to many areas of mathematics, including
partitions [3], mock theta functions [1, 2, 4], vanishing of Hecke eigenvalues [6], to name a
few. For more about such applications and for the history of this program see [10]. Here
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it turns out that there are nice duality theorems between nonholomorphic Maass-Poincaré
series and holomorphic Poincaré series which imply the results above.
This paper is structured as follows. In Section 2 we will recall essential facts about
harmonic weak Maass forms. This includes a discussion of Petersson inner products, a certain
differential operator, and explicit Fourier expansions of two families of Poincaré series. In
Section 3 we prove Theorem 1.1.
Acknowledgements
to add.
2. Background
2.1. Harmonic weak Maass forms. Here we give facts about harmonic weak Maass forms.
Throughout, let z = x+ iy ∈ H = {z : Im(z) > 0}, with x, y ∈ R. Also, throughout suppose
that k ∈ 1
2
Z. We define the weight k hyperbolic Laplacian by
(2.1) ∆k := −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
)
.
For odd integers d, define εd by
(2.2) εd :=
{
1 d ≡ 1 (mod 4)
i d ≡ 3 (mod 4) .
Definition 2.1. A harmonic weak Maass form of weight k on
Γ = Γ0(N) ⊆
{
SL2(Z) k ∈ Z
Γ0(4) k ∈ 12Z \ Z
of Nebentypus χ is any smooth function f : H→ C satisfying:
(i)
f
(
az + b
cz + d
)
=
{
(cz + d)kf(z) k ∈ Z(
c
d
)2k
ε−2kd (cz + d)
kf(z) k ∈ 1
2
Z \ Z
for all
(
a b
c d
)
∈ Γ;
(ii) ∆kf = 0;
(iii) There is a polynomial Gf(z) =
∑
n≤0 c
+
f (n)q
n ∈ C[q−1] such that f(z) − Gf(z) =
O(e−ǫy) as y →∞ for some ǫ > 0. Analogous conditions are required at all cusps.
Remark. We refer to Gf as the principal part of the harmonic weak Maass form f .
The differential operator
ξw := 2iy
w · ∂
∂z
,
plays a central role in the study of such forms. See [5] for example. It is a fact that
(2.3) ξ2−k : H2−k(Γ0(N)) −→ Sk(Γ0(N)).
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Here Hw(N) denotes the space of weight w harmonic weak Maass forms on Γ0(N). It is
not difficult to make this more precise using Fourier expansions. In particular, every weight
2− k harmonic weak Maass form f(z) has a Fourier expansion of the form
(2.4) f(τ) =
∑
n≫−∞
c+f (n)q
n +
∑
n<0
c−f (n)Γ(k − 1, 4π|n|y)qn,
where Γ(a, x) is the incomplete Gamma-function and q := e2πiz. A straightforward calcula-
tion, see [3], shows that ξ2−k(f) has the Fourier expansion
(2.5) ξ2−k(f) = −(4π)k−1
∑
n≥1
c−f (−n)nk−1qn.
From this it is easy to see that ker(ξ2−k) = M
!
2−k(N).
As (2.4) suggests, f(z) naturally decomposes into two summands
f+(z) :=
∑
n≫−∞ c
+
f (n)q
n,(2.6)
f−(z) :=
∑
n<0 c
−
f (n)Γ(k − 1, 4π|n|y)qn.(2.7)
We call f+ the “holomorphic part” and f− the “non-holomorphic part” of the harmonic weak
Maass form f .
Finally, we define a pairing between the spaces Mk(N), the space of holomorphic modular
forms of weight k for Γ0(N), and H2−k(N). For g ∈Mk(N) and f ∈ H2−k(N) we define
(2.8) {g, f} := (g, ξ2−k(f))k =
∫
Γ0(N)\H
g(z) · ξ2−k(f)(z)yk dx dy
y2
.
By Proposition 3.5 of [5] the pairing of g and f can be explicitly evaluated in terms of
the Fourier coefficients of g and the principal part of f . Additionally, Theorem 1.1 of
[5] gives that the pairing between Sk(N) and H2−k(N)/M
!
2−k(N) is non-degenerate, where
M !2−k(N) ⊂ H2−k(N) is the space of weakly holomorphic modular forms of weight 2− k for
Γ0(N). The following is a straightforward consequence of Proposition 3.5 of [5].
Lemma 2.2. Let k ∈ 1
2
Z and k ≥ 2 and f ∈ H2−k(N). If f has the property that its
principal part at each cusp is trivial, then ξ2−k(f) ≡ 0.
2.2. Maass-Poincaré Series. In this section we will describe two families of Poincaré series.
As usual, for A =
(
a b
c d
)
∈ SL2(Z) and functions f : H→ C, we let
(2.9) (f |k A)(z) := j(A, z)−2kf(Az),
where
(2.10) j(A, z) :=
{√
cz + d k ∈ Z(
c
d
)
ε−1d
√
cz + d k ∈ 1
2
Z \ Z .
Let m be an integer, and let ϕm : R
+ → C be a function which satisfies ϕm(y) = O(yα), as
y → 0, for some α ∈ R. With e(α) := e2πiα, let
(2.11) ϕ∗m(z) := ϕm(y)e(mx).
6 ROBERT C. RHOADES
Such functions are fixed by the translations Γ∞ := {±
(
1 n
0 1
)
: n ∈ Z}.
Given this data, for integers N ≥ 1, we define the generic Poincaré series
P(m, k, ϕm, N ; z) :=
∑
A∈Γ∞\Γ0(N)
(ϕ∗m |k A)(z).(2.12)
In this notation the classical family is given by
P (m, k,N ; z) = P(m, k, e(imy), N ; z).
We define a second family of Poincaré series, the Maass-Poincaré series of Hejhal (see [7]).
Let Mν, µ(z) be the usual M-Whittaker function. For complex s, let
(2.13) Ms(y) := |y|− k2Mk
2
sgn(y), s− 1
2
(|y|),
and for m ≥ 1 let ϕ−m(z) :=M1− k
2
(−4πmy). We let
(2.14) Q(−m, k,N ; z) := 1
(k − 1)! · P(−m, 2 − k, ϕ−m, N ; z).
The Fourier expansions of these series are given in terms of the I-Bessel and J-Bessel
functions, and the Kloosterman sums
(2.15) Kk(m,n, c) :=
{∑
v(c)× e
(
mv+nv
c
)
k ∈ Z∑
v(c)×
(
c
v
)2k
ε2kv e
(
mv+nv
c
)
k ∈ 1
2
Z \ Z .
Here v runs through the primitive residue classes modulo c, and vv ≡ 1 (mod c). We have
the following proposition (for example, see [3, 7]).
Proposition 2.3. If k ≥ 2 with k ∈ 1
2
Z and m,N ≥ 1, then Q(−m, k,N ; z) ∈ H2−k(N),
and has a Fourier expansion of the form
Q(−m, k,N ; z) = Q+(−m, k,N ; z) +Q−(−m, k,N ; z),
where
Q−(−m, k,N ; z) = −Γ(k − 1, 4πmy)
(k − 2)! q
−m +
∑
n<0
b(−m, k,N ;n) · Γ(k − 1, 4π|n|y)qn,
and where for negative integers n we have
b(−m, k,N ;n) = − 2πi
k
(k − 2)! ·
∣∣∣m
n
∣∣∣k−12 ∑
c>0
c≡0 (mod N)
K2−k(−m,n, c)
c
· Jk−1
(
4π
√|mn|
c
)
,
and
Q+(−m, k,N ; z) = q−m +
∞∑
n=0
b(−m, k,N ;n)qn,
where
b(−m, k,N ; 0) = −(2πi)
kmk−1
(k − 1)! ·
∑
c>0
c≡0 (mod N)
K2−k(−m, 0, c)
ck
,
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and where for positive integers n we have
b(−m, k,N ;n) = −2πik ·
∑
c>0
c≡0 (mod N)
(m
n
) k−1
2 K2−k(−m,n, c)
c
· Ik−1
(
4π
√|mn|
c
)
.
Additionally, the principal part at all other cusps is constant.
More common is the Fourier expansion for the classical Poincaré series. It is given in the
following proposition. See [8] for a proof.
Proposition 2.4. If k ∈ 1
2
Z, k ≥ 2, and m,N ≥ 1 with 4 | N when k ∈ 1
2
Z \ Z, then
P (m, k,N ; z) =
∑
n≥1 a(m, k,N ;n)q
n, where
a(m, k,N ;n) = 2πik
( n
m
) k−1
2 ·
∑
c>0
c≡0 (mod N)
Kk(m,n, c)
c
· Jk−1
(
4π
√
mn
c
)
.
Using Propositions 2.3 and 2.4 with (2.5) and the identity
K2−k(−m,−n, c) = Kk(m,n, c)
we see that
(2.16) ξ2−k(Q(−m, k,N ; z)) = (4πm)
k−1
(k − 2)! P (m, k,N ; z).
3. Proof of Theorem 1.1
In this section we use the interplay between the non-holomorphic part and holomorphic
part of a harmonic weak Maass form to prove Theorem 1.1.
Proof of Theorem 1.1. Assume that
∑
m∈I αmP (m, k,N ; z) ≡ 0. Write
f =
∑
m∈I
αm
mk−1
Q(−m, k,N ; z) =
∑
n≫−∞
c+f (n)q
n +
∑
n<0
c−f (n)Γ(k − 1, 4π |n| y)qn.
We have
ξ2−k(f) =
(4π)k−1
(k − 2)!
∑
m∈I
αmP (m, k,N ; z) = −(4π)k−1
∑
n≥1
c−f (−n)nk−1qn.
By our assumption on the sum over the Poincaré series we know that c−f (n) = 0 for all n < 0.
But then f ∈M !2−k(N). So we see that∑
m∈I
αm
mk−1
Q+(−m, k,N ; z) ∈M !2−k(N)
is the weakly holomorphic form that we desire.
Conversely, assume that such a weakly holomorphic modular form exists. Call it f . From
the expansion for the coefficients of Q+(−m, k,N ; z) in Proposition 2.3 we may conclude
that f˜ := −f +∑m∈I αmmk−1Q(−m, k,N ; z) ∈ H2−k(N) and has principal part at each cusp
equal to 0. By Lemma 2.2, 0 = ξ2−k(f˜) =
∑
m∈I αmP (m, k,N ; z). 
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LINEAR RELATIONS AMONG POINCARÉ SERIES
VIA HARMONIC WEAK MAASS FORMS
ROBERT C. RHOADES
Abstract. We discuss the problem of the vanishing of Poincaré series. This problem is
known to be related to the existence of weakly holomorphic forms with prescribed principal
part. The obstruction to the existence is related to the pseudomodularity of Ramanujan’s
mock theta functions. We embed the space of weakly holomorphic modular forms into the
larger space of harmonic weak Maass forms. From this perspective we discuss the linear
relations between Poincaré series and the connection to Ramanujan’s mock theta functions.
1. Introduction
A very important class of modular forms is constructed via the method of averaging.
Throughout let z = x + iy be in the complex upper half plane. For m ∈ N, k ∈ 1
2
Z with
k ≥ 2 and N ∈ N such that 4 | N when k ∈ 1
2
Z \ Z, the classical Poincaré series at ‘∞’ for
the group Γ0(N) are defined by
(1.1) P (m, k,N ; z) :=
∑
γ∈Γ∞\Γ0(N)
(j(γ, z))−2ke(mγz),
where Γ∞ = {( 1 t1 ) : t ∈ Z} is the stabilizer of the cusp ∞. (see Chapter 3 of [12], for
instance). Here e(z) := e2πiz and j(γ, z) is defined by
(1.2) j(A, z) :=
{√
cz + d k ∈ Z(
c
d
)
ε−1d
√
cz + d k ∈ 1
2
Z \ Z
with
(
·
·
)
is the Legendre symbol and εd, for odd integers d, is given by
(1.3) εd :=
{
1 d ≡ 1 (mod 4)
i d ≡ 3 (mod 4) .
The set {P (m, k,N ; z)}m≥1 spans the finite dimensional space of cusp forms on Γ0(N) of
weight k, denoted Sk(N). Moreover, for each m, the Petersson inner product, denoted 〈·, ·〉,
of P (m, k,N ; z) with any g ∈ Sk(N) is a constant times the mth Fourier coefficient of g.
That is,
(1.4) 〈P (m, k,N ; ·), g(·)〉 = Γ(k − 1)
(4πm)k−1
cg(m),
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when g(z) =
∑
n≥1 cg(n)q
n and q := e2πiz. Beyond this, little is known about such Poincaré
series. For example, since the space Sk(N) is finite dimensional, there exist many relations
among the Poincaré series.
Establishing the vanishing or non-vanishing of a Poincaré series is a challenging problem
with a long history going back at least as far as Poincaré’s memoir on Fuchsian groups [18]
(see p. 249). See also the English translation by Stillwell [19] (see pp. 199 – 207). Hejhal
[11] discusses the problem of the vanishing of Poincaré series in relation to the holomorphic
projection map from the upper half plane to a compact Riemann surface. Also, Iwaniec [12]
(see p. 54) asks for all the linear relations between these series as well as for which Poincaré
series vanish identically.
It turns out this problem is related to the question of whether there are weakly holomorphic
modular forms with a given principal part. A weakly holomorphic modular form is any
meromorphic modular form whose poles are supported at the cusps. The extended principal
part at infinity of a weakly holomorphic modular form f is the polynomial Pf,∞ ∈ C[q−1]
such that f(z) − Pf,∞(q−1) = O (e−ǫy) as y → ∞. The extended principal part at other
cusps is defined similarly. Namely, if σ is a cusp the extended principal part at σ is the finite
sum of terms in the Fourier expansion around σ that do not have rapid decay toward σ.
Additionally, let the principal part at infinity of f be the extended principal part of f minus
the constant term.
For notational convenience, let M∞k (N) denote the space of weight k weakly holomorphic
modular forms on Γ0(N) with constant extended principal part at all cusps not equivalent
to ∞.
Theorem 1.1. Let k ∈ 1
2
Z with k ≥ 2, N ∈ N and I be a finite set of positive integers. Let
{αm}m∈I be a set of complex numbers. The following are equivalent
(1) ∑
m∈I
αmP (m, k,N ; z) = 0
(2) ∑
m∈I
αm
mk−1
cg(m) = 0
for every g(z) =
∑∞
n=1 cg(n)q
n ∈ Sk(N)
(3) There exists an element of M∞2−k(N) with principal part at ∞ equal to∑
m∈I
αm
mk−1
q−m.
Remark. A weakly holomorphic modular form of non-positive weight is uniquely determined
by the collection of its extended principal parts at all cusps.
Remark. We state this Theorem 1.1 in terms of relations between the Poincaré series at ‘∞’
and Fourier expansions at ∞. To handle more general combinations of Poincaré series or
Fourier coefficients one needs to take a linear combination of weakly holomorphic modular
forms with principal part specified.
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This result has arose in many different lines of study. For instance, hints of this appear in
the calculation of exact formulas for the Fourier coefficients of weakly holomorphic modular
forms. In that context the result may have first been discovered by Peterson in 1955 [17]. As
a result, it is sometimes referred to as the “Peterson Principal Parts Condition”. See Lehner’s
book [16] and the discussion starting on page 36 for more on this history. This result fits
into the framework of Eichler cohomology. For such results, see the works of Knopp and
Knopp-Mawi [13, 15].
The equivalence of parts (2) and (3) appears in the work of Siegel [20]. Finally, Theorem
1.1 may also be constructed out of Fay’s study of the resolvent kernel for automorphic forms
[10].
More recently this result has played a role in the study of Borcherds products and the
analytic theory of Serre-Duality [1]. Borcherds products give an explicit construction of
a meromorphic modular form with prescribed divisor. Roughly, Serre duality for modular
forms says that the only obstructions to finding a weakly holomorphic modular form of
weight 2 − k with given singularities are given by modular forms of weight k. Therefore,
Theorem 1.1 is natural in that context.
2. Main Result
We will give a reformulations and extension of Theorem 1.1. We begin by embedding the
space of weakly holomorphic modular forms into the space of harmonic weak Maass forms, a
certain non-holomorphic generalizations of classical holomorphic modular forms. Define the
weight k hyperbolic Laplacian ∆k by
(2.1) ∆k := −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
)
.
Definition 2.1. A harmonic weak Maass form of weight k on
Γ = Γ0(N) ⊆
{
SL2(Z) k ∈ Z
Γ0(4) k ∈ 12Z \ Z
is any smooth function f : H→ C satisfying:
(i)
f
(
az + b
cz + d
)
=
{
(cz + d)kf(z) k ∈ Z(
c
d
)2k
ε−2kd (cz + d)
kf(z) k ∈ 1
2
Z \ Z
for all ( a bc d ) ∈ Γ;
(ii) ∆kf = 0;
(iii) There is a polynomial Gf,∞(z) =
∑
n≤0 c
+
f (n)q
n ∈ C[q−1] such that f(z)−Gf,∞(z) =
O(e−ǫy) as y → ∞ for some ǫ > 0. Furthermore, analogous conditions hold at each
of the other cusps σ with Gf,σ a constant.
As before we refer to Gf,∞ as the extended principal part at infinity of the harmonic weak
Maass form f . Note, that one may generalize the growth condition (iii) in various ways
and it is often useful to do so. See the recent work of Duke, Imamoglu, and Tóth [8] for
an instance where there condition of (iii) is relaxed to allow linear exponential growth even
after the subtraction of the extended principal part.
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Denote the space of harmonic weak Maass forms of weight 2 − k for Γ0(N) by H2−k(N).
By definition
M∞2−k(N) ⊆ H2−k(N).
Extending the space of weakly holomorphic modular forms to that of harmonic weak Maass
forms allows us to explicitly construct an automorphic form with any principal part. The
price we pay is that the forms may not be holomorphic.
The differential operator
(2.2) ξw := 2iy
w · ∂
∂z
,
plays a central role in the study of such forms (see [6] for example). Proposition 3.2 of [6]
gives
(2.3) ξ2−k : H2−k(N) −→ Sk(N).
This leads to the following result.
Theorem 2.2. Let k ≥ 2 be in 1
2
Z and N ∈ N.
(1) There exists a one-to-one correspondence between polynomials with vanishing constant
term F (q−1) ∈ C[q−1] and harmonic weak Maass forms M∈ H2−k(N).
(2) Given F (q−1) =
∑d
m=1
αm
mk−1
∈ C[q−1] and MF ∈ H2−k(N) with principal part
F (q−1). MF is a weakly holomorphic form if and only if
d∑
m=1
αmP (m, k,N ; z) = 0.
(3) With F and MF as in the previous part, MF is weakly holomorphic if and only if
ξ2−k (MF ) = 0.
The development of the theory of harmonic weak Maass forms has been motivated by
Borcherds products and Ramanujan’s mock theta functions. In Section 4 we see that to
establish the modularity of Ramanujan’s mock theta function f(q) one must add it a certain
non-holomorphic function. This results in a harmonic weak Maass form Mf . Just as the
non-holomorphicity of a form with arbitrary principal part is controlled by a nonzero cusp
form, the non-holomorphicity of the formMf completing Ramanujan’s mock theta function
f is controlled by a nontrivial cusp form.
In the next section we develop a bit of the theory of harmonic weak Maass forms and give
a proof of Theorem 2.2.
3. A Proof of Theorem 2.2
In this section we will give a proof of Theorem 2.2. We begin by showing that every
harmonic weak Maass form naturally decomposes into two parts. The interplay between
these two parts, the non-holomorphic part and holomorphic parts, has played a significant
role in the arithmetic of the Fourier coefficients of harmonic weak Maass forms, see for
example the work of Bruinier, Ono and the author [7]. We exploit this relationship to prove
Theorem 2.2.
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It follows from (ii) and (iii) of Definition 2.1 that every weight 2 − w harmonic weak
Maass form M(z) has a Fourier expansion of the form
(3.1) M(z) =
∑
n≫−∞
c+M(n)q
n +
∑
n<0
c−M(n)Γ(w − 1, 4π|n|y)qn,
where Γ(a, x) is the incomplete Gamma-function (see Section 3 of [6]). This suggests that
M(z) naturally decomposes into two summands
M+(z) :=∑n≫−∞ c+M(n)qn,(3.2)
M−(z) :=∑n<0 c−M(n)Γ(w − 1, 4π|n|y)qn.(3.3)
The function M+ is referred to as the holomorphic part of M and the function M− is
referred to as the non-holomorphic part of M.
It is not difficult to make (2.3) more precise using Fourier expansions. In the notation of
(3.1) a straightforward calculation (see Section 4 of [4], for example) shows that ξ2−k(M)
has the Fourier expansion
(3.4) ξ2−k(M) = −(4π)k−1
∑
n≥1
c−M(−n)nk−1qn.
Following Bruinier and Funke [6], we define a pairing between the spaces Sk(N) and
H2−k(N). For g ∈Mk(N) and M ∈ H2−k(N) we define
(3.5) {g,M}k := (g, ξ2−k(M))k =
∫
Γ0(N)\H
g(z) · ξ2−k(f)(z)yk dx dy
y2
.
The pairing of g and M can be explicitly evaluated in terms of the Fourier coefficients of g
and the extended principal part of M.
Lemma 3.1 (Proposition 3.5 of [6]). If g(z) =
∑
n>0 cg(n)q
n ∈ Sk(N) and M ∈ H2−k(N)
with Fourier expansion as in (3.1), then
{g,M}k =
∑
n>0
cg(n)c
+
M(−n).
Theorem 1.1 of [6] gives that the pairing between Sk(N) and H2−k(N)/M
!
2−k(N) is non-
degenerate. We recast this result into a form which is convenient for our use.
Lemma 3.2. Let k ∈ 1
2
Z and k ≥ 2 and M ∈ H2−k(N). If M has the property that its
principal part at each cusp is trivial, then ξ2−k(M) = 0.
Proof. Suppose that g := ξ2−k(M) 6= 0. From the definition of {·, ·}k in terms of the
Petersson inner product {ξ2−k(M), g}k = (g, g)k 6= 0. Applying Lemma 3.1 we see that the
principal part at infinity is non-trivial. 
3.1. Maass-Poincaré Series. In this section we will describe two families of Poincaré series.
The first family is a family of Maass- Poincaré series. These series allow us to construct an
automorphic form with arbitrary principal part. The second family of series is the classical
family of cuspidal Poincaré series.
As usual, for A = ( a bc d ) ∈ SL2(Z) and f : H→ C, we let
(3.6) (f |k A)(z) := j(A, z)−2kf(Az).
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Let m be an integer, and let ϕm : R
+ → C be a function which satisfies ϕm(y) = O(yα), as
y → 0, for some α ∈ R. Define
(3.7) ϕ∗m(z) := ϕm(y)e(mx).
Such functions are fixed by the translations Γ∞ := {±
(
1 n
0 1
)
: n ∈ Z}. Given this data,
for integers N ≥ 1, we define the generic Poincaré series
P(m, k, ϕm, N ; z) :=
∑
A∈Γ∞\Γ0(N)
(ϕ∗m |k A)(z).(3.8)
In this notation the classical family is given by
P (m, k,N ; z) = P(m, k, e(imy), N ; z).
We define a second family of Poincaré series, the Maass-Poincaré series (see Section 1.3 of
[5] or [10]). Let Mν, µ(z) be the usual M-Whittaker function. For complex s, let
(3.9) Ms(y) := |y|− k2Mk
2
sgn(y), s− 1
2
(|y|),
and for m ≥ 1 let ϕ−m(z) :=M1− k
2
(−4πmy). We let
(3.10) Q(−m, k,N ; z) := 1
(k − 1)! · P(−m, 2 − k, ϕ−m, N ; z).
The Fourier expansions of these series are given in terms of the I-Bessel and J-Bessel
functions, and the Kloosterman sums
(3.11) Kk(m,n, c) :=
{∑
v(c)× e
(
mv+nv
c
)
k ∈ Z∑
v(c)×
(
c
v
)2k
ε2kv e
(
mv+nv
c
)
k ∈ 1
2
Z \ Z .
Here v runs through the primitive residue classes modulo c, and vv ≡ 1 (mod c). We have
the following proposition (for example, see Section 1.3 of [5]).
Proposition 3.3. If k ≥ 2 with k ∈ 1
2
Z and m,N ≥ 1, then
Q(−m, k,N ; z) = Q+(−m, k,N ; z) +Q−(−m, k,N ; z) ∈ H2−k(N),
where
Q−(−m, k,N ; z) = −Γ(k − 1, 4πmy)
(k − 2)! q
−m +
∑
n<0
b(−m, k,N ;n) · Γ(k − 1, 4π|n|y)qn,
with
b(−m, k,N ;n) = − 2πi
k
(k − 2)! ·
∣∣∣m
n
∣∣∣k−12 ∑
c>0
c≡0 (mod N)
K2−k(−m,n, c)
c
· Jk−1
(
4π
√|mn|
c
)
,
for negative integers n and where
Q+(−m, k,N ; z) = q−m +
∞∑
n=0
b(−m, k,N ;n)qn,
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with
b(−m, k,N ; 0) = −(2πi)
kmk−1
(k − 1)! ·
∑
c>0
c≡0 (mod N)
K2−k(−m, 0, c)
ck
,
and
b(−m, k,N ;n) = −2πik ·
∑
c>0
c≡0 (mod N)
(m
n
) k−1
2 K2−k(−m,n, c)
c
· Ik−1
(
4π
√|mn|
c
)
for positive integers n. Additionally, the principal part at all other cusps is zero.
More common is the Fourier expansion for the classical Poincaré series. It is given in the
following proposition (see Section 3.2 of [12], for instance).
Proposition 3.4. If k ∈ 1
2
Z, k ≥ 2, and m,N ≥ 1 with 4 | N when k ∈ 1
2
Z \ Z, then
P (m, k,N ; z) =
∑
n≥1 a(m, k,N ;n)q
n, where
a(m, k,N ;n) = 2πik
( n
m
) k−1
2 ·
∑
c>0
c≡0 (mod N)
Kk(m,n, c)
c
· Jk−1
(
4π
√
mn
c
)
.
Using Propositions 3.3 and 3.4 with (3.4) and the identity
K2−k(−m,−n, c) = Kk(m,n, c)
we see that
(3.12) ξ2−k(Q(−m, k,N ; z)) = (4πm)
k−1
(k − 2)! P (m, k,N ; z).
See [2] for a different proof of this result as well as additional properties of these Poincaré
series and their Fourier coefficients.
Proof of Theorem 2.2. We begin by showing that there is a one-to-one correspondence be-
tween principal parts and harmonic weak Maass forms. First, let F (q−1) =
∑d
m=1 βmq
−m.
Then by Proposition 3.3 the harmonic weak Maass form
M(z) :=
d∑
m=1
βmQ(−m, k,N ; z) ∈ H2−k(N)
has principal part at ∞ equal to F (q−1). Additionally, if there is a second such harmonic
weak Maass form, sayM′, then the harmonic weak Maass formM−M′ will have vanishing
principal part at all cusps (ie. the extended principal parts are all constants). Applying
Lemma 3.2 we see that M−M′ = 0.
To prove the second part of the theorem, assume that
∑
m∈I αmP (m, k,N ; z) = 0. Write
f(z) =
∑
m∈I
αm
mk−1
Q(−m, k,N ; z) =
∑
n≫−∞
c+f (n)q
n +
∑
n<0
c−f (n)Γ(k − 1, 4π |n| y)qn.
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Applying (3.12) and (3.4) we have
ξ2−k(f)(z) =
(4π)k−1
(k − 2)!
∑
m∈I
αmP (m, k,N ; z) = −(4π)k−1
∑
n≥1
c−f (−n)nk−1qn.
By our assumption on the sum over the Poincaré series we know that c−f (n) = 0 for all n < 0.
But then f ∈M∞2−k(N). So we see that∑
m∈I
αm
mk−1
Q+(−m, k,N ; z) ∈M∞2−k(N)
is the weakly holomorphic form that we desire.
Conversely, assume that such a weakly holomorphic modular form exists. Call it f . From
the expansion for the coefficients of Q+(−m, k,N ; z) in Proposition 3.3 we may conclude
that f˜(z) := −f(z) +∑m∈I αmmk−1Q(−m, k,N ; z) ∈ H2−k(N) has trivial principal part at
each cusp. By Lemma 3.2, 0 = ξ2−k(f˜) =
∑
m∈I αmP (m, k,N ; ·).
Finally, the last part of the theorem follows from (3.1) and (3.4). 
4. Ramanujan’s Mock Theta Functions and Harmonic Weak Maass Forms
Ramanujan’s mock theta functions proved themselves mysterious for more than 80 years.
They are q-hypergeomtric series such as
f(z) := 1 +
∞∑
n=1
qn
2
(1 + q)2(1 + q2)2 · · · (1 + qn)2 .
Ramanujan’s mock theta functions have “nearly modular” properties with respect to z, but
fail to be fully modular. Zwegers in his Ph.D. thesis [21] explained that modularity is
obtained if one adds to the mock theta function the non-holomorphic function
f−(z) := π−
1
2
∑
n≡1 (mod 6)
sgn(n)Γ
(
1
2
,
πn2y
6
)
q−
n
2
24 .
The resulting function, Mf(z) := q−1f(24z) + f−(24z), is a harmonic weak Maass form of
weight 1/2 on Γ0(144) with Nebentypus
(
12
·
)
.
The principal part of the harmonic weak Maass form M(z) is q−1. Furthermore, the
non-holomorphicity of M(z) is dictated by the existence of a certain weight 3/2 cusp form.
Indeed, f− shares a close resemblance with the weight 3/2 unary theta function
g(z) :=
∑
n≡1 (mod 6)
nqn
2/24.
In fact we have
ξ 1
2
(M(z)) = ξ 1
2
(
f−(24z)
)
= 2g(24z).
The work of Bringmann and Ono [3] for the construction of a Poincaré series that equal
M(z) and g(z).
Acknowledgements
to add?
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