We discuss Stein's method for Pearson's and Ord's family of distributions. We give a s y stematic treatment, including the Stein equation, its solution and smoothness conditions. A k ey role in the analysis is played by the classical orthogonal polynomials.
Introduction
Stein's Method 28] provides a way of nding approximations to the distribution, say, of a random variable, which at the same time gives estimates of the approximation error involved. The strenghts of the method are that it can be applied in many circumstances in which dependence plays a part. In essence the method is based on a de ning equation, or equivalently an operator, of the distribution and a related Stein equation. Up to now is was not clear which equation to take. One could think at a lot of equations. We show how for a broad class of distributions, there is one equation who has a special role. We give a systematic treatment, including the Stein equation, its solution and smoothness conditions. A key tool in Stein's theory is the generator method developed by Barbour 4] . Barbour suggested employing for the operator of the Stein equation, the generator of a Markov process. In this generator method, one thus looks for a de ning equation for , which is related to the generator of a Markov process. For a given distribution there may bevarious Markov processes who t in Barbour's method. However, up to now, it was still not clear which Markov process to take to obtain good results. We show how for a broad class of distributions there is a special Markov process, a birth and death process or a di usion, which takes a leading role in the analysis.
Furthermore, a key role is played by the classical orthogonal polynomials. P. Diaconis and S.
Zabell already mentioned this connection 11]. It turns out that the de ning operator is based on a hypergeometric di erence or di erential equation, which lies at the heart of the classical orthogonal polynomials. Furthermore, the spectral representation of the transition probabilities of the Markov process involved will be in terms of orthogonal polynomials closely related to the distribution to be approximated. This systematic treatment together with the introduction of orthogonal polynomials in the analysis seems to be new. Furthermore some earlier uncovered examples like the Beta, the Student's t, and the Hypergeometric distribution are now w orked out.
2.1 Birth and Death Processes and Di usions
A birth and death process fX t t 0g is a Markov process on the state space S f 0 1 2 : : : g with stationary transition probabilities, i.e. P ij (t) Pr(X t+s = jjX s = i), i j 2 S, is not depending on s, and with in nitesimal generator A given by Af(i) = i f(i + 1 ) ; ( i + i )f(i) + i f(i ; 1) i 2 S (1) for all bounded real-valued functions f 2 B(S) and where we take i i > 0 for i not on the boundary of S. On the boundary of S we must have i i 0. We will always work with S = N = f0 1 2 : : : g, in which case we set 0 = 0 , or take S = f0 1 : : : N g with N a positive integer, and in which case 0 = N = 0. Furthermore we do not allow the existence of an absorbing state, i.e. a boundary state with birth parameter and death parameter equal to zero.
The parameters i and i are called, respectively, t h e birth and death rates. It can be shown that the limits lim t!1 P ij (t) = p j , j 2 S, exist and are independent o f the initial state i. It turns out that the p j are given by p j = j = P k2S k , j 2 S, where j = 0 1 : : : j;1 =( 0 1 : : : j ), j 2 Snf0g, and 0 = 1 . In order that the sequence fp j g de nes a distribution we must have P k k < 1 and then clearly P k p k = 1. We say that fp j g is the limiting stationary distribution. If P k k = 1 then all p j are zero and we do not have a limiting stationary distribution.
In the analysis of birth and death processes, a prominent role is played by a sequence of polynomials fQ n (x) n 2 Sg, called birth-death polynomials. They are determined uniquely by the recurrence relation ;xQ n (x) = n Q n;1 (x) ; ( n + n )Q n (x) + n Q n+1 (x) n 2 S together with Q ;1 (x) = 0 a n d Q 0 (x) = 1 . 
where is a positive Borel measure with total mass 1 and with support on the non-negative real axis is called the spectral measure of P. Taking t = 0 in (2) 
where (x) is called the drift coe cient and 2 (x) > 0 t h e di usion coe cient. We will highlight the spectral representation for some of di usion processes in the examples (see also 21]). f(x) ; xf(x ; 1) = h(x) ; E h(Z)]
6 where h is a bounded real-valued function de ned on the set of the non-negative i n tegers and Z has a Poisson distribution P( ). The choice of the left hand side of equation (7) The solution of the Stein equation (7) for the Poisson distribution P( ) i s g i v en by:
This solution is the unique, except at x < 0, bounded solution the value f h (x) for negative x does not enter into consideration and is conventionally taken to bezero. Af(x) = h(x) ; E h(Z)]: (9) This method will be in the following called the generator method.
However, for a given distribution , there may bevarious operators A and Markov processes with as stationary distributions. We will provide a general procedure to obtain for a large class 8 of distributions one such process.
In this framework, for a bounded function h, the solution to the Stein-Markov equation (9) 
Note that the Stein-Markov and the Stein operators are of the form
in the continuous case and of the form
in the discrete case, where the s(x) and (x) are polynomials of degree at most two and one respectively and rf(x) = f(x) ; f(x ; 1). Furthermore the above distributions satisfy equations with the same ingredients s(x) and (x). In the continuous case the density ( o r weight) function In what follows we will suppose that in the continuous case we have a distribution on an interval (a b), with a and b possible in nite, with a second moment, a distribution function F(x) and a density function (x), but we will nd it more convenient to work with an equivalent f o r m of the di erential equation (10) . We assume that our density function (x) satis es:
for some polynomials s(x) of degree at most two and (x) of exact degree one. The equivalence between (10) and (11) can easily be seen by setting p(x) = s(x) a n d q(x) = (x) ; s 0 (x).
Furthermore we w i l l m a k e the following assumptions on s(x):
s(x) > 0 a < x < b and s(a) s (b) = 0 i f a b is nite:
Note that because (x) 0 and R b a (y)dy = 1, we have that (x) is not a constant and is a decreasing linear function. Indeed, suppose it was non-constant and increasing and denote the only zero of (x) b y l, then we w ould have f o r x < l , Ord's family comprises all the discrete distributions that satisfy
where p x = P r (Z = x) and x takes values in S = fa a + 1 : : : b ; 1 b g, with a b possible in nite and where we set for convenience p x = 0 for x = 2 S.
So we suppose that we have a discrete distribution on S with a nite second moment, but also here we prefer to work with an equivalent form of the di erence equation (13) . We assume that our probabilities p x satisfy:
for some polynomials s(x) of degree at most two and (x) of exact degree one. The equivalence between (14) and (13) can easily be seen by using (s(x)p x ) = s(x+1) p x + p x s(x) and setting p(x) = s(x + 1) and q(x) = (x) ; s(x). In this way we can also rewrite the di erence equation (14) as
s(a) = 0 i f a is nite s(x) > 0 a < x b: (16) Note again, that because p x 0 and P b i=a p i = 1 , that (x) is not a constant and is a decreasing linear function. and that the only zero of (x), l say, is just the mean of the distribution . For a complete description of Ord's family, w e refer to 14].
12
We start with a characterization of a distribution with density (x) satisfying (11) Proof: First assume X has density function (x). Then
Conversely, suppose we h a ve a random variable X on (a b) with density function~ (x) and nite second moment s u c h that for all functions f 2 C 2 , E s(X)f 0 (X) + (X)f(X)] = 0: Then
But this means that for all functions f 2 C 2 , R b
So~ (x) satis es the di erential equation (s(x) (x)) 0 = (x) (x), which uniquely de nes the density (x).
In conclusion we h a ve~ (x) = (x):
In the discrete case, we h a ve a similar characterization of a distribution with probabilities p x satisfying (14) and (16) . We set C 3 equal to the set of all real-valued functions f on the integers such that f is zero outside S and the function g(x) js(x)rf(x)j + j (x)f(x)j is bounded and 
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Again suppose rst we are in the continuous setting. The next step is to estimate
and hence E h(W)] ; E h(Z)]. To show the quantity in (22) is small, it is necessary to use the structure of W. In addition we might require certain smoothness conditions on f h which would translate into smoothness conditions on h by the following lemma.
Set as before l = E Z] and rememberthat l is the only zero of . We will need the following 
Similarly for x l, jf h (x)j = ;1
Next we prove that the expressions R x a (y)dy=(s(x) (x)) and R b
x (y)dy=(s(x) (x)) of (24) In conclusion we h a ve jjf h (x)jj Mjjh ; E h(Z)]jj.
In the discrete setting, we wish to estimate
and hence E h( In the discrete case, the link will bethe di erence equation of hypergeometric type which is satis ed by the classical orthogonal polynomials of a discrete variable: s(x) ry(x) + (x) y(x) + 18 y(x) = 0 where s(x) a n d (x) a r e again polynomials of at most second and rst degree, respectively, and is a constant. Let Q n (x) bethe orthogonal polynomials of degree n with respect to the distribution , then the Q n (x) satisfy such a n e q u a t i o n o f h ypergeometric type for some speci c constants n 6 = 0 . But this means that we h a ve AQ n (x) = ; n Q n (x): (27) In this way w e can formally solve the Stein-Markov equation Af = h(x) ; E h(Z)]: (28) with the aid of orthogonal polynomials. Let F(x) = P r (Z x) t h e involved distribution function and d n = R S Q n (x) 2 d (x) 6 = 0 with S the support of . Suppose h(x) ; E h(Z)] = P 1 n=0 a n Q n (x) where we can determine the a n by
Note that a 0 = Q 0 (x) R S (h(x) ; E h(Z)])dF(x) = 0 : But then for a given h the solution of (28) ;a n n AQ n (x) = 1 X n=1 a n Q n (x) = h(x) ; E h(Z)]:
Another place where the orthogonal polynomials appear is in Barbour's operator method. Recall that we are considering some distribution , c o n tinuous or discrete, together with a Stein-Markov operator A of a Markov process, X t say.
In the discrete case the operator A has the form
which is the operator of a birth and death process with birth and death rates n = s(n) + (n) a n d n = s(n) respectively, i f n n 0.
The orthogonal polynomials Q n (x) o f satisfy AQ n (x) = (s(x) + (x))Q n (x + 1 ) ; (2s(x) + (x))Q n (x) + s(x)Q n (x ; 1) = ; n Q n (x): (29) Suppose we have a duality relation of the form Q n (x) = Q x ( n ) and thatQ x is a polynomial of degree x. Then (29) can be written as
Interchanging the role of x and n we clearly see that this results in a three term recurrence equation
By Favard's Theorem theQ n must beorthogonal polynomials with respect to some distributioñ say. Furthermore, note that these polynomials are the birth-death polynomials of the birth and death process X t . According to the Karlin and McGregor spectral representation (2) we h a ve P ij (t) Pr(X t = jjX 0 = i) = j Comparing this with (15) we see that the stationary distribution is indeed our starting distribution . In the examples, we w i l l w ork out this procedure for some well-known discrete distributions.
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In the continuous case the operator A has the form Af(x) = s(x)f 00 (x) + (x)f 0 (x) which is the operator of a di usion with drift coe cient (x) = (x) and di usion coe cient 2 (x) = 2s(x) > 0. Recall that the polynomials, y n (x), which are orthogonal with respect to satisfy Ay n (x) = ; n y n (x) n 0: As in the discrete case the orthogonal polynomials involved are eigenfunctions and appear in the spectral representation as shown in the examples section.
5 Examples This is the operator of a birth and death process on f0 1 2 : : : g with birth and death rates n = and n = n, n 0 respectively. This birth and death process is the immigration-death process with a constant immigration rate and unit percapita death rate 1]. The birth-death polynomials, Q n (x), for this process are recursively de ned by the relations ;xQ n (x) = Q n+1 (x) ; ( + n)Q n (x) + nQ n;1 (x) (31) together with Q 0 (x) = 1 and Q ;1 (x) = 0 . The polynomials which a r e orthogonal with respect to the Poisson distribution P( ) are the Charlier polynomials C n (x ), which satisfy the following equation of hypergeometric type ;nC n (x ) = C n (x + 1 ) ; ( + n)C n (x ) + nC n (x ; 1 ) and are self-dual, i.e. C n (x ) = C x (n ): Using this duality relation we obtain the three term recurrence relation of the Charlier polynomials ;nC x (n ) = C x+1 (n ) ; ( + n)C x (n ) + nC x;1 (n ):
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But this is after interchanging the role of x and n exactly of the same form as (31), so we conclude that Q n (x) = C n (x ): In this way, using Karlin and McGregor's spectral representation (2), we can express the transition probabilities of our process X t as P ij (t) = Pr(X t = jjX 0 = i) = where q = 1 ; p. This is the operator of a birth and death process on f0 1 2 : : : N g with birth and death rates n = p(N ; n) and n = qn, 0 n N respectively, also called the Ehrenfest Model 19] . In this case the birth-death polynomials, Q n (x), are recursively de ned by ;xQ n (x) = p(N ; n)Q n+1 (x) ; (p(N ; n) + qn)Q n (x) + qnQ n;1 (x) (32) together with Q 0 (x) = 1 a n d Q ;1 (x) = 0 . ;nK x (n ) = p(N ; n)K x+1 (n N p ) ; (p(N ; n) + qn)K x (n N p ) + qnK x;1 (n N p ):
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After interchanging the role of x and n, w e conclude that Q n (x) = K n (x N p ): In this way, using which is the operator of the above described linear birth and death process on f0 1 2 : : : g with birth and death rates n = (n + ) and n = n, n 0 respectively 17]. The birth-death polynomials involved are de ned by ;xQ n (x) = (n + )Q n+1 (x) ; ( (n + ) + n)Q n (x) + nQ n;1 (x)
together with Q 0 (x) = 1 a n d Q ;1 (x) = 0 .
The Meixner polynomials M n (x ), n = 0 1 : : : , are orthogonal with respect to the Pascal distribution Pa( ) they satisfy the following equation of hypergeometric type ;nM n (x ) = (n + )M n (x + 1 ) ; ( (n + ) + n)M n (x ) + nM n (x ; 1 ) and are self-dual, i.e. M n (x ) = M x (n ): Using this duality relation we obtain the three term recurrence relation of the Meixner polynomials
;nM x (n ) = (n + )M x+1 (n ) ; ( (n + ) + n)M x (n ) + nM x;1 (n ):
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Interchanging the role of x and n, we conclude that Q n (x) = M n (x ): With the spectral representation (2), we express the transition probabilities of X t as P ij (t) = j ( ) j This is the operator of a birth and death process on f0 1 2 : : : N g with quadratic birth and death rates n = ( N ; n)( ; n) a n d n = n( ; N + n) 0 n N respectively, whih was studied in 30]. The birth-death polynomials involved are recursively de ned by the relations ;xQ n (x) = ( N ; n)( ; n)Q n+1 (x) ;((N ; n)( ; n) + n( ; N + n))Q n (x) + n( ; N + n)Q n;1 (x) Furthermore, we h a ve the duality relation Q n (x ; ; 1 ; ; 1 N ) = R x ( n ; ; 1 ; ; 1 N ) where the R x are the Dual Hahn polynomials 22] and n = n(; ; ;1). In what follows we w i l l often write for notational convenience R x ( n ) instead of R x ( n ; ; 1 ; ; 1 N ).
Using this duality relation we obtain the three term recurrence relation of the Dual Hahn polynomials:
n R x ( n ) = ( N ; x)( ; x)R x+1 ( n )
;((N ; x)( ; x) + x(x + ; N))R x ( n ) + x(x + ; N)R x;1 ( n ):
But this is after interchanging the role of x and n of the same form as (34), so we conclude that Q n (x) = R n (;x ; ; 1 ; ; 1 N ): Finally, using Karlin and McGregor's spectral representation (2), we can express the transition probabilities of our process X t as P ij (t) = 
