Abstract -The high-frequency noise measured by magnetic sensors, at levels above the typical frequency
I. INTRODUCTION
The resistive wall mode 1 (RWM) is a macroscopic instability that originates from the ideal external kink mode. Since the RWM causes a global three-dimensional (3-D) distortion of the plasma column, 2 the onset of the mode, or sometimes even the strong response of a stable mode, 3 often results in plasma disruption. 4, 5 Since the ITER 9MA steady-state scenarios operate in the RWM regime (i.e., with the plasma pressure exceeding the Troyon no-wall beta limit), understanding as well as controlling the mode becomes a key issue. [4] [5] [6] [7] As an example, the recent 9MA target plasma from the ITER design has ␤ N ϭ 2.93, which is about halfway between the ideal no-wall (␤ N nw Ӎ 2.55) and ideal-wall (␤ N iw Ӎ 3.55) beta limits predicted by magnetohydrodynamics 8 (MHD). Both passive 1, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] and active 2, [19] [20] [21] [22] [23] [24] [25] [26] control of the RWM have been extensively studied, in both theory and experiments. In particular, recent theory suggests that a strong *E-mail: yueqiang.liu@ukaea.uk FUSION SCIENCE AND TECHNOLOGY · VOLUME 70 · 387-405 · NOVEMBER 2016 drift kinetic damping of the RWM is possible, largely due to the precessional drift resonance of thermal particles. [9] [10] [11] 27, 28 On the other hand, kinetic modeling suggests that these damping effects may not provide a robust stabilization of the RWM (Refs. 28, 29, and 30) over the full RWM regime, even in the presence of fusion-born alphas 28, 31 as well as other fast ions. 30 Therefore, active control of the mode remains a desirable option for ITER (Ref. 32) . A recent systematic study also suggests the possibility of a synergistic effect between the passive (rotational stabilization) and active (magnetic feedback) control. 33 To date, most of the theory and modeling work on the RWM feedback has neglected the influence of the disturbances and signal noise on the performance of the active control system, with few exceptions. 34 On the other hand, the measurement noise, which may come from many sources, can be detrimental to the performance of the control system. This effect can be taken into account by the control system, if the noise is quantified, which is the subject of this paper. Advanced control techniques, such as those based on the Kalman filter, can easily account for the signal noise, especially that of Gaussian statistics. Therefore, for the purpose of direct modeling of the RWM control in ITER, it is necessary and desirable to specify the noise characteristics of the feedback control system. Despite the lack of theory and modeling efforts on the noise issue, we mention that an experimental study has been carried out to assess the impact of noise on the RWM feedback problem and to test the design of advanced observers to discriminate the signal of the unstable RWM from noise. [35] [36] [37] [38] In this work, which is also part of the activity within the framework of the International Tokamak Physics Activity (MHD Stability Topical Group), we consider specifically the sensor signal noise specification. To specify the noise characteristics in ITER, we generate a cross-machine database covering both conventional and low-aspect-ratio tokamaks, as well as devices of various sizes. The devices considered here include DIII-D, JET, MAST, ASDEX Upgrade, JT-60U, and NSTX. We try to extract common features of the high-frequency sensor signal noise with Gaussian statistics from the aforementioned devices, which we use for estimating the noise expected in the ITER feedback control system. The highfrequency range is defined as that exceeding the typical frequency of the RWM, which is of the order of 100 Hz in most of the present day tokamak devices. We mainly consider the n ϭ 1 Fourier decomposition of the magnetic sensor signals (which will be called the n ϭ 1 sensor signal throughout), with n being the toroidal mode number. We emphasize that this work considers only the high-frequency part of the sensor signal noise spectrum.
Future work will also try to characterize the lowfrequency part. The presence of potentially multiple coherent activities (MHD modes) at low frequency may complicate the definition and separation of low-frequency noise. More importantly, the low-frequency noise spectrum may not always be close to a Gaussian distribution, and indeed may be more machine-dependent, making the prediction for ITER, as well as the implementation of such noise into the RWM control algorithms, less straightforward.
There can, generally, be many possible sources of noise, from, for example, the plasma MHD activities, the parasitic pickup signals, the data acquisition hardware, the power supply, the electric motor, etc. An analysis of noise characteristics has many aspects, and generally involves a few techniques. One aspect is how to separate the coherent signals from white noise. Generic choices include high-pass filtering to remove the low-frequency components of the signal, spectral analysis (fast Fourier transform or FFT) to remove discrete well-defined frequencies, a notch filter to remove the coherent components, etc. For a given time trace of the plasma discharge, it may also be possible to select time intervals where the coherent events [e.g., the edge-localized modes (ELMs) or fishbone instabilities] are absent. Another aspect is the separation of hardware-induced noise from plasma-generated noise. So far there is no unique superior procedure to filter such noise, partially due to the difficulty of designing filter and transfer functions to describe hardware noise. However, there are two special cases where hardware noise can be easily separated. In the first case, one of the noise types is dominant, as in the vertical control analysis performed for JET (Ref. 39) . In the second case, the hardware and the plasma noise signals have distinguishable frequency ranges.
In terms of the noise analysis methodology, we choose the two most common approaches, i.e., FFT analysis and power spectral density (PSD) analysis. The latter is briefly discussed in the next section, followed by a description of an analysis tool developed in this work. Section III reports the high-frequency noise analysis results for each of the aforementioned tokamak devices. Section IV shows the final cross-machine database from the noise analysis, and makes predictions for the noise characteristics in ITER. Section V summarizes the work.
II. ANALYSIS TOOL

II.A. A Brief Introduction to PSD Analysis
Consider a (generally complex) time series signal s(t). The PSD is defined as
where E͓ · ͔ is the mean value and ϭ 2f. We list a few interesting properties of the PSD for a stationary random signal:
1. Because the mean value is taken, S( f ) is a smooth (i.e., not noisy) function of frequency f, even for a noisy signal s(t). This property is useful for the accurate determination of certain quantities such as the signal bandwidth.
2. The PSD satisfies the Wiener-Khinchin theorem:
where E͓s(t) s * (t ϩ )͔ is the autocorrelation function for signal s(t).
For a real signal s(t), S(Ϫf ) ϭ S( f ) (even function) and for a complex signal s(t), S(Ϫf
where ͗ · ͘ means the average over many sample signals with the same characteristics.
5. The averaged power of the PSD is equal to the root-mean-square (rms) of the signal.
If the function
1/2 saturates at a certain frequency f ϭ B, B corresponds to the bandwidth of the signal s(t).
In this work, we shall employ some of the aforementioned properties to compare the noise characteristics from different machines, as well as to extract global parameters (such as the rms and the bandwidth) for the noise specification. The practical implementation of the definition (1) to real-world data, with finite dimensions, is often referred to as the PSD estimate, and relies on various techniques. Welch's method 40 is used in this work. Following this method, the time series of the signal is divided into a number of overlapping segments. For each segment of the data, the discrete Fourier transform (the so-called periodogram) is then applied to compute the power spectrum of the signal in the frequency domain. Averaging over the segments helps to reduce the variance of the computed power spectrum.
II.B. Butterworth High-Pass Filter for the Noise Data Analysis
To characterize the high-frequency part of the signal from experimental measurements, we use a high-pass filter of the Butterworth type. The Butterworth filter is known for its maximally flat frequency response (in terms of amplitude) in the passband. Compared to other filters, such as the Chebyshev or elliptic types, a Butterworth filter does not exhibit the issue of amplitude ripple in the passband or the stopband. However, it does have a slower roll-off in the frequency response.
For our purpose, we require no more than 2 decibel (dB) of loss in the passband, and at least 40 dB attenuation in the stopband. We also tune the edge frequencies of the stopband and passband to obtain the filtered noise signal, which has as close as possible a Gaussian-like probability distribution function (pdf). We find that a seventh-order Butterworth filter can satisfy our requirements for most of the experimental data (DIII-D, JET, MAST, ASDEX Upgrade, JT-60U, and NSTX) that we analyzed, with an edge frequency of the stopband s ϭ 0.125 (normalized from 0 to 1 where 1 corresponds to radians per sample) and the passband edge frequency p ϭ 0.25. The filter reads
where x(n) is the time series of the raw signal and y(n) is the filtered signal. The filter has order N ϭ 7, with the coefficients listed in Table I . Figure 1 shows a Bode plot of the frequency response of this high-pass filter.
II.C. Noise Signal Analysis Tool
We have developed a simple suite of Matlab scripts to perform the signal analysis carried out in this work. This Matlab suite (called NSAT) contains commands for generating the aforementioned Butterworth filter, as well as other This tool allows us to analyze the magnetic measurements from various devices on the same basis. In the following, we perform a signal data analysis from various present tokamak machines using NSAT. In all the cases, we consider the n ϭ 1 signal (which is often obtained after numerical processing of the raw sensor data) unless stated otherwise. There can, generally, be various possible sources for the sensor signal noise, for instance the noise in the instrumentation (the integrators, amplifiers, and the analogto-digital converters), the magnetic power supply noise (coupled from the magnetic coils and leads), and the plasma generated noise (MHD modes and turbulences). To distinguish these sources of noise, we try to analyze and compare the sensor data from vacuum shots with the magnetic coils on or off (denoted by "Vac" and "Vac ϩ Coil," respectively, in Table III) , and from discharges with plasmas. Here, the term coils specifically refers to the 3-D coils that produce n 0 magnetic field perturbations. The vacuum shots refer to cases where these 3-D coils are switched off; however, for all the cases analyzed here, the two-dimensional (2-D) equilibrium coils are switched on. The plasma discharges are further classified into the lowbeta (denoted as "Low") and high-beta ("High") regimes, with each regime having coils on or off. The choice of the above clarification is based on a heuristic understanding of the plasma beta effect on the (plasma-generated) noise level. Note that a low-beta plasma does not necessarily correspond to a stable RWM (one example is the currentdriven RWM at low beta). Similarly, a high-beta plasma does not necessarily correspond to an unstable RWM; the mode may be stabilized by strong kinetic damping. Not all the above described data are available on each of the six devices that we choose to analyze. The types of discharges that we have analyzed in this work are summarized in Table III. In the following, we show only selected examples (discharges) of the sensor data analysis results for each of the devices, with a brief summary of the results for the remaining discharges as listed in Table III . A full analysis of the results is found in a comprehensive report. 
III. MULTIMACHINE DATA ANALYSIS
III.A. Magnetic Pickup Coils on Various Devices
III.B. Sensor Signal Noise Analysis for DIII-D Data
Both radial and poloidal field data are available for DIII-D. The examples shown below are based on the poloidal field data measured by pickup coils. The raw data are in G/s. We shall first analyze the spectrum of the raw data, followed by an analysis for the time-integrated data (for the perturbed field).
III.B.1. Analysis of Raw Measured Field Variation Data (Voltage Signals)
We have analyzed the sensor signal data from four different types of discharges. One example from a low-beta current-driven RWM experiment is shown below. The raw pickup coil data, in G/s, are plotted in Fig. 2 for the time period of 344 to 394 ms, with a sampling time of 5 s. RWM feedback using the n ϭ 1 sensor measurement and an n ϭ 1 applied field as an actuator is activated for this shot. Figure 3 shows the NSAT analysis results for these raw voltage data, using the Butterworth high-pass filter described in Sec. II.B. The filtered signal has a pdf that is close to Gaussian noise, as shown by the dots in Fig. 3b . Here the pdf is built using a histogram with 100 equally spaced bins. The signal itself is normalized by the maximal span of the data values. The distribution function is normalized such that the total probability is equal to unity. The standard deviation, or the rms, is 8.64 ϫ 10 3 G/s. This same rms value is used to construct an exact Gaussian distribution (with a total probability of 1), which is plotted as the dashed line curve in Fig. 3b . Figure 3c shows the amplitude of the FFT spectrum (simply denoted as Խ FFT Խ ) for the filtered signal shown in Fig. 3a versus the frequency. From Fig. 3d , we also define two characteristic frequencies. One is the lower band cutoff frequency below which the FFT and PSD are approximately zero. This frequency, which is further referred to as cutoff 1, is estimated to be about 16 kHz for this signal. The other frequency, called cutoff 2, corresponds to the first peak of the PSD, and is about 30 kHz for this signal. The information presented by Fig. 3 shows some of the most important features of the noise signal under consideration. We shall use the same type of plots to display the noise characteristics from other DIII-D discharges, as well as from other devices later. Before proceeding further, we point out that cutoffs 1 and 2, which we define here, depend on the choice of the highpass filter, in particular, on the passband ( p ) and stopband ( s ) of the Butterworth filter. However, for a fixed choice of filter, as we follow here, these two bands are well defined, and as we shall show, they scale well with the sampling frequency of the raw signal. The same analysis has been applied to other DIII-D low-beta plasmas that are subject to current-driven RWMs. The discharges that we considered are 133020, 133021 (no feedback), and 133011 to 133014 (feedback with various proportional gains). In summary, the rms of the filtered high-frequency noise varies between 6.8 ϫ 10 3 and 1.2 ϫ 10 4 G/s. The values of cutoffs 1 and 2 are close to that of the example shown in Fig. 3 .
A similar analysis is also made for a high-beta (␤ N ϳ 3.5) discharge 147410. No feedback is applied to the RWM in this discharge. Since there are bursting events during the discharge, we choose time periods between the bursting events for the noise analysis. These bursting events can strongly affect the performance of the feedback system. Unlike high-frequency noise, the characteristics of these bursts are more dependent on the discharges and devices. Therefore, it appears that the best approach, in real control experiments, is to identify the source of these bursts and remove the corresponding spectrum from the RWM sensor signal, if possible. In general, the rms varies between 1.0 ϫ 10 5 and 3.9 ϫ 10 5 G/s for this discharge, more than one order of magnitude higher than the low-beta case shown in Fig. 3 .
Another high-beta (␤ N ϳ 3.5) discharge (147626) also includes the RWM feedback stabilization with a proportionalintegral-derivative (PID) controller, and with a response time of 1 ms. Notably, by examining various time periods between the bursting events, we find that the rms varies between 3.1 ϫ 10 4 and 7.6 ϫ 10 4 G/s for this discharge. For a similar high-beta plasma, a faster feedback with 0.1-ms response time is also applied in experiments. One such case is shot 147406. We find that the rms varies between 4.2 ϫ 10 4 and 4.6 ϫ 10 5 G/s. With the more responsive feedback, the rms level is somewhat higher, but remains in the similar range for the above two examples. 
III.B.2. Analysis of Integrated Measurements (Magnetic Field Signals)
In this section, the raw pickup coil signals discussed in the previous section are time integrated (using both hardware and software) to give a magnetic field measurement, and then filtered using the Butterworth high-pass filter described in Sec. II.B. The filtered signal, as well as its spectral characteristics, are again processed by NSAT for the same four cases analyzed before. For the lowbeta case shown in Fig. 4 , the filtered signal again has a pdf that is close to Gaussian noise. The standard deviation is 0.022 G.
Applying the same analysis to other DIII-D low-beta plasmas with current-driven RWM, we find that the rms of the filtered high-frequency noise varies between 0.019 and 0.028 G. The values of cutoffs 1 and 2 are close to that of the example shown in Fig. 4 .
We mention that, for these low-beta plasmas, hardwareintegrated signals are also available, with pickup coils measuring the b p signal at a sampling time of 0.1 ms. Applying the same filtering procedure to these signals, we find a similar rms level.
For the high-beta (␤ N ϳ 3.5) no-feedback discharge, the rms varies between 0.5 and 3 G for this discharge, more than one order of magnitude higher than the lowbeta case shown in Fig. 4 .
For the 1-ms feedback-on high-beta (␤ N ϳ 3.5) discharge 147626, the NSAT analysis results show that the rms varies between 0.1 and 0.3 G. This rms level is again 
III.C. Sensor Signal Noise Analysis for JET Data
In JET, the external error field correction coils (EFCCs) are used to excite the resonant field amplification (RFA) response and to probe the beta limits of high-beta plasmas. 18 The n ϭ 1 EFCC current configuration is considered in the examples shown below. The plasma response is measured by low-field-side (LFS) pickup coils with a large area (ϳ2.3 m 2 per coil). 42 These pickup coils measure the amplitudes of the normal field component variation just outside the vacuum vessel (VV). The constructed n ϭ 1 sensor signals can be either 90 deg toroidally phase shifted with respect to the applied EFCC current (MHDG signal), or in phase with the EFCC current (MHDF). In general, the signal sampling rate can be controlled in experiments. The present day standard setup is 5 kHz (0.2 ms) across the pulse, with the possibility of increasing the sampling rate up to 200 kHz for nonintegrated signals. For the discharges analyzed in this work, three sampling times were used: 0.2, 0.4, and 13.8 ms. Figure 5 shows one example of the filtered MHDG signal, at a sampling rate of 5 kHz, from JET discharge 62024 during the high-beta phase (␤ N ϳ 2.5). The same Butterworth filter used for the DIII-D data analysis is applied here. The rms of the noise is about 0.1 G for this example. We also examined the low-beta phase of this discharge, and periods with the EFCC on and off. In addition, the data from another high-beta discharge, 59223, are also analyzed. In general, the rms of the filtered signal varies between 0.1 and 0.15 G in all of these discharges.
The rms of the noise in JET does not seem to be sensitive to the signal sampling time either. Figure 6 shows another example from the same JET discharge 62024, but the data are measured during another time period (low-beta phase), and the sampling time is 13.8 ms. Despite this, the noise rms is in the same range, between 0.1 and 0.15 G. The bandwidth of the noise signal is obviously rather different.
The lack of sensitivity of the noise to the plasma conditions in JET indicates that the signal noise probably comes from the hardware. The most likely source is the analog-to-digital converters. Nevertheless, the noise level in JET is not far from that of the DIII-D high-beta plasmas. 
III.D. Sensor Signal Noise Analysis for MAST Data
The MAST plasmas have a much smaller aspect ratio compared to JET and DIII-D, and (generally) much higher ␤ N values. For the example shown in Fig. 7 , the peak ␤ N is 4.8. Small saddle loops are used to measure the radial field perturbations at the high field side (HFS) of the torus (Table II) . The sampling time of the sensor signal is 4 s. We chose a time period of 30 ms to perform the high-pass filtering. (The signal is not always stationary for a long period of time in this high-beta discharge, probably due to the presence of coherent MHD events.) The rms for the noise shown in Fig. 7 is 0.02 G. By examining the other high-beta phase time periods, as well as other high-beta discharges (25109 with peak ␤ N ϳ 3.3, 25112 with peak ␤ N ϳ 4.4, and 25105 with peak ␤ N exceeding 5), we find that the rms of the high-frequency noise in MAST varies between 0.01 and 0.1 G.
On the other hand, the vacuum shots in MAST produce rather low-level noise. One example is shown in Fig. 8 , where a 20-Hz in-vessel ELM control coil current is applied during the (vacuum) discharge (for testing). The filtered signal, at 2.5 s sampling time, has a sub-milligauss noise level (between 0.3 and 1 mG). The same observation holds also for a pure vacuum shot (24613) without coils. We note that the filtered sensor signal shown in Fig. 8 does not follow a Gaussian pdf well. This is partially related to the two constraints that we impose for constructing the analytic Gaussian distribution function shown by the dashed line. One is the requirement for exact matching of the standard deviation to that of the filtered sensor data. The second is the conservation of the total probability (to be unity). Relaxing these constraints may result in a better fitting of the data, but this is not the purpose of constructing the Gaussian pdf here. Even without the relaxation of the aforementioned two constraints, it is still possible to obtain a better Gaussian-like pdf for the filtered signal if we further tune the passband and stopband of the Butterworth filter for this specific example. However, to achieve a uniform treatment of the sensor data from all devices, we chose to apply exactly the same filter for all data.
III.E. Sensor Signal Noise Analysis for ASDEX Upgrade Data
The raw ASDEX Upgrade data are in volts. We have converted these data to G/s by dividing the raw data by the area of the saddle loops in ASDEX Upgrade. 
III.E.1. Analysis of the Voltage Signals
In ASDEX Upgrade, the B coils (upper and lower coil sets inside the VV) are powered to produce short time current blips to probe the plasma response during the high-beta phase of the discharge. One example is shown in Fig. 9 .
A pair of large saddle coils, located at the HFS of the torus, is used to measure the plasma response. We again apply the same noise analysis tool to these ASDEX Upgrade plasmas (discharge 27929 with peak ␤ N ϭ 2.9, 27930 with peak ␤ N ϭ 3.8, and 27931 with peak ␤ N ϭ 3.8). One example is shown in Fig. 10 for discharge 27929 during the time 2.1 to 2.6 s. Examining various cases (coil current on or off and low-to high-beta phases), we find that the noise rms is not sensitive to ␤ N nor to the coil currents. The rms of the voltage signal noise varies between 6.0 and 10.6 G/s, which is about 3 to 4 orders of magnitude lower than that of the DIII-D pickup coil signal. We attribute this difference to the significantly larger 
III.E.2. Analysis of the Field Signals
The corresponding time-integrated signal is shown in Fig. 11 for discharge 27929 during 2.1 to 2.6 s. Examining various cases (coil current on or off and low-to high-beta phases) again shows that the noise rms, in gauss, is not sensitive to ␤ N nor to the coil currents.
III.F. Sensor Signal Noise Analysis for JT-60U Data
The JT-60U data are available as voltage signals in G/s. We have analyzed two types of discharges, with low (current-driven RWM) and high (pressure-driven RWM) plasma pressures, respectively. In both cases, the magnetic perturbations, in G/s, are measured by saddle loops (for the radial field) and by pickup coils (for the poloidal field). The saddle loops are mounted inside, and very close to, the VV. The sampling time for both types of coil is 2 s. In JT-60U, there are multiple saddle loops along the toroidal angle, allowing the construction of the n ϭ 1 field, which is shown in Fig. 12 . However, the pickup coils are located at many toroidal angles with irregular spacing. Therefore, the noise analysis for the poloidal field component is carried out for the raw signal, without Fourier decomposition along the toroidal angle. The high-frequency noise level from the saddle loops is low in JT-60U and comparable to that of the ASDEX Upgrade saddle loop data, for both low-and high-beta plasmas. For the signals shown in Fig. 12 (the low-beta case), the rms is 7.94 G/s. This noise level varies little during the other time periods of the discharge. The saddle loop noise is about 5 times higher in the highbeta plasma case. As expected, the noise level is considerably higher for the pickup coil signals. For the same time period as shown in Fig. 12 , the pickup coil signal noise rms, for this low-beta discharge, is 4.83 ϫ 10 3 G/s. For the high-beta case, the pickup coil signal noise level is even higher, by a factor of about 10.
We also note that, while the filtered signal is close to a Gaussian distribution for the pickup coil signal (in fact, for both low-and high-beta cases), the signal has a more window-shaped distribution (i.e., close to white noise) for the filtered saddle loop data at low beta (the high-beta case, not shown here, again has a Gaussian-like distribution). For the analysis of the field signals, we time-integrate the raw voltage signal to obtain the data in gauss, for both the low-beta case shown in Fig. 13 and the high-beta plasma case. The saddle loop signal is shown here (Fig. 13) .
Like the voltage signal, the high-frequency noise level from the saddle loops, for the magnetic field, is very low in JT-60U, for both low-and high-beta plasmas. For the signals shown in Fig. 13 (the low-beta case) , the rms is 1.94 ϫ 10 Ϫ5 G. This noise level again remains almost constant during the other time periods of the discharge. The saddle loop noise is about 5 times higher in the high-beta plasma case. This level is still about 3 orders of magnitude lower than for the JET saddle loop data, which is probably predominantly contributed by hardware noise. As expected, the noise level is considerably higher for the pickup coil signals. For the same time period as shown in Fig. 13 , the pickup coil signal noise rms, for this low-beta discharge, is 5.14 ϫ 10 Ϫ3 G. For the high-beta case, the rms is again higher by an order of magnitude.
III.G. Sensor Signal Noise Analysis for NSTX Data
Extensive experimental data have been accumulated for NSTX utilizing active RWM feedback control, including very high normalized beta values exceeding 7 and toroidal beta up to 40% (Ref. 12) . The sensor signals from both vacuum shots and RWM feedback shots at high beta are available. The data for high-beta plasmas include various plasma conditions, feedback configurations, and MHD mode activities.
We have analyzed and compared the n ϭ 1 sensor signal (the perturbed magnetic field, with the measured signal integrated in hardware) used in the RWM control experiments, from two vacuum shots and three high-beta shots. All the sensor data were obtained with a sampling time of 0.2 ms. For vacuum discharge 131610, the field switching power amplifier (SPA1-3) is applied with a direct-current RWM coil current as well as an alternatingcurrent frequency sweep. The rms of the n ϭ 1 noise for this shot is 0.444 G.
In another vacuum shot (136181), the full (equilibrium) 2-D fields are also included, together with staggered 3-D field SPA1-3 and the coil current ramp-up and rampdown. The high-frequency noise level is 0.431 G, similar to shot 131610 but with somewhat fewer peaks in both the FFT and PSD spectra. Figure 14 shows a high-beta case where the RWM is stabilized by the feedback system using proportional gain and where the high plasma rotation (ϳ10 kHz near q ϭ 2) is maintained. The pdf of the signal, being similar to that of other devices reported in this work, is not shown here. Fewer peaks are observed in both the FFT and PSD spectra, compared to the swept alternating-current vacuum shots such as 131610. More interestingly, the noise level is increased by about a factor of 2 compared to the vacuum case, reaching the rms value of 0.818 G for this case.
A similar noise level (rms ϭ 0.779 G) is observed for another high-beta discharge, 130640, although this discharge has a slow plasma flow, which is most relevant to the ITER regime. More peaks in the FFT spectrum and a broader PSD spectrum are observed in this slow rotation plasma.
We also analyzed a case (140035) that utilizes modelbased RWM state-space control, 38 again with relatively rapid plasma flow. Even though the FFT and PSD spectra are similar to that of the PID control case 129283, the n ϭ 1 high-frequency noise level in the state-space control discharges is significantly lower: the rms is 0.266 G for discharge 140035. In fact, this noise level is lower than that found in vacuum shots (with the feedback system not used) by almost a factor of 2. This is the lowest level among any cases tested. This is because, compared to the open-loop system, the state-space controller has sufficient signal damping properties to lower the noise level further.
IV. RESULTS AND PREDICTION FOR ITER
IV.A. Summary of All Data from Various Devices
Here we collect and plot the high-frequency noise rms and the bandwidth characteristics for all the data analyzed across machines. We consider both the raw voltage data and the time-integrated magnetic field data. The latter have a more complete database. Figures 15, 16 , and 17 summarize all of the processed voltage signal data presented in previous sections, from DIII-D, ASDEX Upgrade, and JT-60U plasmas. The DIII-D pickup coil data are grouped into low-beta (D3DLM) and high-beta (D3DHM) cases. A similar separation is made also for the JT-60U data. The sampling frequency in this database covers about two orders of magnitude.
The rms data can roughly be grouped into two levels. The lower level, at about 10 G/s, characterizes the highfrequency noise from the saddle loop data for both ASDEX Upgrade and JT-60U. The high-level noise, with rms varying around 10 4 to 10 5 G/s, comes from the pickup coils for both DIII-D and JT-60U.
Unlike the scatter of the rms data, the bandwidth of the noise signal has a more consistent behavior, as shown in Figs. 16 and 17 . The lower band cutoff frequency, as well as the frequency corresponding to the first peak of the PSD, scales roughly linearly with the data sampling frequency, and the same scaling applies for all types of sensor signals. For the cutoff frequency, the scaling factor is about 0.1. In other words, the cutoff frequency is expected to be a function of the sampling frequency. We emphasize that the scaling factor of 0.1 here depends on how we select the stopband and the passband of the high-pass filter. With the normalized (by ) stopband of s ϭ 0.125 in the Butterworth filter, the theoretical cutoff frequency of the filtered signal is 0.125/(2) ϭ 0.0625 per sample, which is close to the estimated scaling factor of 0.1 from the dataset. Similarly, the scaling factor of 0.2, found from the dataset for the higher band frequency, as shown in Fig. 17 , roughly corresponds to the normalized passband of p ϭ 0.25 chosen for the Butterworth filter. In this work, we select these bands in such a way that the filtered noise signal is most likely to have a Gaussian distribution. Figures 18, 19 , and 20 summarize all the processed field data noise characteristics from DIII-D, JET, ASDEX Upgrade, MAST, JT-60U, and NSTX plasmas. Again we distinguish between the vacuum, low-beta, and high-beta plasmas in this database, as well as between the saddle loop and pickup coil data. The sampling frequency in this database covers more than three orders of magnitude.
The field noise level shown in Fig. 18 can again be roughly grouped into two ranges. The low-level range covers from ϳ10 Ϫ5 to ϳ10 Ϫ3 G. The corresponding signals are mainly picked up by large saddle loops (in ASDEX Upgrade and JT-60U). The high-level noise covers the range of ϳ10 Ϫ2 to 1 G. Almost all devices included in this study (except ASDEX Upgrade) observe the noise level in this range. Two other general observations are as follows:
1. The pickup coil data (b p ) are always significantly noisier than the saddle loop data (b r ). This is partially because the b r sensors are usually mounted on the VV wall or some other conducting structure, which should shield them against high-frequency fields from inside or outside the vessel. The b p sensor, on the other hand, should be more sensitive to high-frequency signals from the plasma. Note that this statement is true for a given device, but may not always hold across machines. For instance, the high-beta b r signal in MAST has a comparable rms level to that of the b p signal in other devices.
2. The low-beta or vacuum data are generally less noisy than the high-beta data. The slight exception (in the scale of Fig. 18 ) is the NSTX high-beta data from the state-space control, which produces smaller sensor signal high-frequency noise even than the vacuum signal.
The bandwidth characteristics of the field data noise again have a consistent behavior, as shown in Figs. 19 and 20, largely independent of the device as well as the pickup coils. The lower band cutoff frequency scales roughly linearly with the data sampling frequency, with a scaling factor of about 0.1. The frequency corresponding to the first peak of the PSD also scales well with the sampling frequency, with a coefficient of ϳ0.2. As mentioned before, these scaling factors are mainly determined by the choice of the passband and stopband of the Butterworth filter.
Because the bandwidth frequencies (cutoffs 1 and 2) linearly scale with the sampling frequency (with a fixed passband and stopband), we may obtain a rather highfrequency bandwidth, compared to the typical RWM frequency, if the sampling frequency is high. In principle, it is possible to obtain the noise components with lower bandwidth frequencies by tuning the passband and stopband of the Butterworth filter for each raw data signal individually. This approach, however, suffers two disadvantages:
1. We lose a uniform criterion for extracting the noise component, and hence a common base for comparing the noise characteristics across various devices or even in the same device but for raw data measured at different sampling rates. Consequently, the database obtained this way may not be useful for extrapolating to ITER.
2. The filtered signal may not have Gaussian characteristics, resulting in a more sophisticated way of specifying the noise. This, in turn, complicates the controller design using, for example, a Kalman filter, which normally assumes Gaussian noise.
We also investigated the dependence of the noise rms on basic plasma parameters, such as the major radius, the toroidal equilibrium magnetic field, the plasma current, and the plasma density, as well as the thermal ion or electron temperature. By replotting the database shown in Fig. 18 against the aforementioned parameters, we did not find any clear dependence on these basic parameters. The most prominent feature is still the two-range structure for the rms level, similar to that shown in Fig. 18 .
IV.B. Prediction of Sensor Signal Noise for ITER
Based on the results obtained so far for DIII-D, JET, MAST, ASDEX Upgrade, JT-60U, and NSTX, we make a prediction for the possible high-frequency noise characteristics in ITER plasmas.
Both Figs. 15 and 18 show two characteristic ranges of the high-frequency noise rms, for the voltage and field signals, respectively. While there is evidence that large saddle loops may significantly reduce the noise level, this may not always be the case (e.g., in JET due possibly to Fig. 19 . The lower band cutoff frequency of the highfrequency noise versus the sampling frequency of the integrated (field) signal, from various tokamak devices, with the same notation as in Fig. 18 . The dashed line corresponds to y ϭ 0.1x. Fig. 20 . The higher band frequency corresponding to the first peak of the PSD, of the high-frequency noise versus the sampling frequency of the integrated (field) signal, from various tokamak devices, with the same notation as in Fig. 18 . The dashed line corresponds to y ϭ 0.2x. hardware noise). Therefore, following a conservative approach, we can take the high-value rms range for extrapolation to ITER. This range is about 10 4 to 10 5 G/s for the high-frequency noise level for the voltage sensor signal, and about a 0.1 to 1 G range for the perturbed magnetic field signal. Note that these ranges hold across a wide variation of the plasma conditions and the machine configurations (e.g., in terms of R 0 , B 0 , and I p ), as well as across a wide range of the signal sampling frequency. This may indicate that there is a common basis for the highfrequency, Gaussian-like n ϭ 1 noise in tokamak devices.
The bandwidth characteristics of the high-frequency noise are very similar between the voltage and the field signals, as shown in Figs. 16, 17, 19 , and 20, while these bands (i.e., cutoff 1 and cutoff 2 as defined in this study) depend on the choice of the high-pass filter. For the Butterworth filter tested in this work, there is a linear scaling of the bands versus the signal data sampling frequency. We emphasize again that our choice of the highpass filter is partially motivated by the desire of obtaining as close as possible a Gaussian pdf for the filtered signal. Assuming that the same type of filter can be implemented in ITER, the bandwidth characteristics (e.g., the cutoff frequency) of the high-frequency noise in ITER should mainly scale with the signal sampling rate, and the scaling factor of 0.1 may be a reasonable estimate for the cutoff frequency. The lower cutoff frequency may also suggest a way to avoid the high-frequency noise in ITER, by tuning the signal sampling frequency. For instance, by choosing a sampling frequency of 10 kHz, the lower cutoff frequency for the high-frequency Gaussian-like noise should be about 1 kHz, according to this database scaling. If we apply a low-pass filter for the RWM sensor signal with the cutoff frequency below 1 kHz (which should be a reasonable assumption for ITER, at least for plasmas that are well below the ideal-wall beta limits), we can effectively eliminate the high-frequency noise.
We list some caveats associated with the above predictions:
1. Within the present database, we still have a considerable scattering of the noise rms. In some cases, this scattering may be reduced, or at least understood, by carefully looking into how the sensor signals are measured and processed on each specific device.
2. Even though the JET data show a consistent rms independent of the sampling time, we suspect that the high-frequency noise in JET is mostly due to the hardware noise, not due to the plasma-generated noise.
3. The global machine parameters (R 0 , B 0 , and I p ) cover a wide range for the devices considered. However, obviously a significant extrapolation has to be made for the ITER prediction. So far we have not yet established a proper extrapolation law (we just considered that there is no obvious scaling of the noise rms on the machine parameters). Table IV lists typical parameter ranges covered by the present database, compared with the ITER parameter for the 9MA steady-state scenario, for which we are mostly interested in RWM control.
With the predicted noise characteristics for ITER, the next step is to incorporate the sensor signal noise into the RWM feedback modeling codes to investigate how noise affects control performance in ITER.
In the feedback simulation, a time series of the noise can be easily generated, giving the following global characteristics: (i) the noise has a Gaussian pdf, (ii) the rms is known (say, between 10 4 and 10 5 G/s for the voltage signal, or between 0.1 and 1 G for the field signal), and (iii) the cutoff frequency is specified (0.1 ϫ the sampling frequency of the pickup coil in ITER).
Usually, the above information (i) and (ii) are automatically assumed in a linear quadratic Gaussian type of control algorithm with a Kalman filter. For a PID type of controller (in state-space control), the sensor signal noise, in the form of a time series and satisfying the above conditions (i) to (iii), needs to be explicitly generated and injected into the closed loop simulation.
We also make a short comment here on the pdf of the noise distribution. In this work, we find that the high-pass Butterworth filter generally yields a Gaussian-like pdf. Therefore, we specify the high-frequency noise as a Gaussian signal for ITER. Another possible choice for the noise model is white noise with a uniform pdf. On the other hand, application of the high-pass Butterworth filter to white noise also produces a Gaussian-like pdf, meaning that Gaussian noise is probably a better noise model for modeling RWM control, assuming that a filtered signal is to be used for the sensor signal in the feedback loop.
V. SUMMARY
We have developed a procedure (NSAT) for the systematic analysis of high-frequency magnetic pickup signal noise. This noise may affect the performance of feedback systems applied to control the low-n (n ϭ 1 in this work) RWM. The analysis has been applied to various present day tokamak devices (JET, DIII-D, MAST, ASDEX Upgrade, JT-60U, and NSTX), resulting in a cross-machine database for sensor signal noise. We focus on characterizing the noise component that satisfies the Gaussian distribution. To achieve this, we apply a high-pass Butterworth filter to the raw sensor signals. Both FFT and PSD analyses are then performed on the filtered signals.
The rms level of the high-frequency noise significantly varies across the machines, as well as in the same machine but at different plasma conditions and signal sampling frequencies. Generally, the plasma tends to enhance the noise level, often by orders of magnitude, compared to vacuum noise. The noise level in high-beta plasmas is higher than that in low-beta plasmas. One exception is JET, where the noise seems to be predominantly produced by hardware (the analog-to-digital converter). The noise level also changes with the feedback configuration (DIII-D and NSTX), although the variation is less significant compared to other factors. For the assembled database, after application of the Butterworth filter, the largest high-frequency noise is of the order 10 4 to 10 5 G/s for the voltage signal, and 0.1 to 1 G for the perturbed magnetic field signal, which we suggest as a conservative estimate for ITER.
The analysis, based on the NSAT unified framework, reveals a systematic linear scaling of the cutoff frequencies for the high-frequency noise, as a function of the signal sampling frequency. This is inherently related to the properties of the chosen filter. The coefficient for the lower cutoff frequency is about 0.1, indicating that the lower cutoff frequency should be in the kilohertz level in ITER, provided that the sensor signal sampling frequency for the RWM is in the tens of kilohertz range. Such a high-frequency noise component may be important for high-beta plasmas in ITER steady-state scenarios, in particular when the plasma pressure approaches the ideal-wall beta limit. At lower beta, this high-frequency component can, in principle, be removed by applying a low-pass filter to the sensor signal, with upper cutoff frequency below the kilohertz level.
For the future, it is desirable to expand the database created during this study further, by including more devices and analyzing more discharges within the existing devices. Eventually, the above characteristics (Gaussian distribution, rms, and bandwidth) could be used to generate sensor signal noise components for predictive modeling of the RWM control in ITER plasmas, which is part of our future work.
