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Préfae
Les séries hronologiques à valeurs entières sont fréquemment utilisées dans la pratique.
Citons quelques exemples : nombre des transations hebdomadaires d'un titre boursier, la
température quotidienne à Rennes pendant et été, le alibrage d'un fruit donné, et bien
d'autres.
Avant la n des années 70 de telles observations étaient traitées par des modèles réels
(par exemple, ARMA, VAR, ARCH,...) bien onnus dans la littérature, sans tenir ompte
de la nature entière de es observations.
Une première tentative de modélisation des séries hronologiques à valeurs entières est due
à Jaobs & Lewis (1978). Leur modèle peut être dérit omme une ombinaison linéaire
aléatoire de variables aléatoires i.i.d. disrètes.
Plus tard, des auteurs tels MKenzie (1985), Al-Osh & Alzaid (1987) et bien d'autres ont
introduit des lasses de modèles qui possèdent les mêmes strutures de orrélation que des
modèles réels, tout en respetant la partiularité entière des séries observées.
En eet, pour onstruire tels modèles les auteurs ont remplaé la multipliation usuelle dans
les modèles réels (par exemple dans un modèle AR(p)) par un opérateur d'aminissement
(par exemple l'opérateur d'aminissement binomial de Steutel & Van Harn (1979)).
Cependant, e remplaement fait apparaître plusieurs ontraintes limitant l'utilisation de
résultats déjà onnus pour les modèles réels.
Au ours de ette thèse, notre intérêt s'est tourné uniquement vers la reherhe des nou-
velles lasses de modèles autorégressifs à valeurs entières. Dans e but, nous nous sommes
basés sur l'opérateur d'arrondi à l'entier le plus près, pour onstruire le modèle RINAR(p)
(pour p-order rounded integer-valued autoregressif). L'idée de la onstrution de e dernier
est simple, il sut de ensurer (en utilisant l'opérateur d'arrondi) la fontion de régression
linéaire d'un proessus AR(p) ayant omme bruit une suite de variables aléatoires entrées
i.i.d. à valeurs dans Z.
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Ainsi, par onstrution les modèles proposés exploitent un domaine rarement examiné : la
modélisation des séries hronologiques à valeurs entières ayant des observations négatives.
Notons qu'en général les proessus basés sur les opérateurs d'aminissement sont appropriés
pour la modélisation des séries hronologiques à valeurs entières positives, en partiulier
les séries de omptage. Par ailleurs, omparés aux modèles existants dans la littérature es
nouveaux modèles possèdent plusieurs avantages.
Après une brève présentation de quelques modèles autorégressifs à valeurs entières basés
sur les opérateurs d'aminissement, nous susitons leurs limitations, et nous argumentons
l'introdution de la nouvelle lasse de modèles basés sur l'opérateur d'arrondi (Chapitre 1).
Nous traitons, dans le Chapitre 2, le modèle RINAR du premier ordre. Le modèle RINAR
d'ordre supérieur est examiné dans le Chapitre 3. Dans le Chapitre 4, nous étudions le mo-
dèle RINAR vetoriel approprié pour analyser les séries hronologiques à valeurs entières
multivariées. Le Chapitre 5 est onsaré à l'étude du modèle RINAR entré. Finalement,
dans le Chapitre 6, nous présentons le modèle PRINAR dédié à l'analyse des séries hro-
nologiques à valeurs entières positives.
Il est toujours aisé d'être logique. Il est presque impossible
d'être logique jusqu'au bout.
Albert Camus
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Dans ertaines situations il devient néessaire de traiter les séries hronologiques à va-
leurs entières. Ces dernières peuvent se produire dans beauoup de domaines, par exemple,
dans la théorie d'assurane, la médeine, les systèmes de les d'attente, les ommunia-
tions, la abilité, la météorologie, et bien d'autres. Les proessus de omptage sont des
exemples de es séries hronologiques et e qu'ils omptent dière d'un proessus à l'autre.
Ceux-i peuvent être les nombres d'aidents, patients, vitimes de rime, messages trans-
mis, erreurs détetées, et ainsi de suite (voir par exemple, Johansson (1996, [36℄), Freeland
(1998, [25℄), Ye et al. (2001, [65℄), Pokropp et al (2006, [56℄), Lambert and Liu (2006, [45℄),
Jung et al. (2006, [37℄) et Weiÿ(2008, [62℄)).
Au premier regard, l'analyse de telles séries hronologiques peut présenter quelques
diultés. Si l'analyse est basée sur quelques modèles stohastiques, les modèles doivent
1
2 CHAPITRE 1. INTRODUCTION
reéter la partiularité entière de la série observée. Pour ette raison, nous préférons ne pas
onsidérer, à titre d'exemple, un proessus autorégressif à valeurs réelles, pour analyser de
telles observations. Rappelons que les modèles lassiques tels ARMA, ARCH et d'autres,
bien onnus dans la littérature, génèrent des observations réelles (voir Brokwell et Davis
(2002, [12℄)).
La reherhe des modèles stohastiques pour des observations à valeurs entières a dé-
butée à la n des années 1970. Jaobs & Lewis (1978 et 1983, [32℄ [33℄ et [34℄) ont introduit
la première lasse de modèles, notée DARMA. Cette dernière peut être dérite omme
une ombinaison linéaire aléatoire de variables aléatoires i.i.d. disrètes. L'approhe de
Jaobs-Lewis peut être onsidérée omme analogue à elle de Box-Jenkins dans laquelle
la ombinaison linéaire des valeurs réelles est remplaée par un mélange probabiliste. Les
proessus DARMA permettent de traiter les proessus prenant un nombre ni de valeurs
et, plus partiulièrement, les séries binaires.
Les premiers proessus stohastiques à valeurs entières dont les propriétés sont similaires
à elles des modèles réels lassiques sont dus à MKenzie (1985, [50℄) et Al-Osh & Alzaid
(1987, 1990, [2℄, [6℄). Ces modèles sont basés sur l'opérateur de Steutel & Van Harn (1979,
[59℄). Dans Al-Osh & Alzaid (1990, [6℄), le proessus INAR(p) (pour proessus AR(p) à va-
leurs entières) possède une struture de orrélation similaire à elle du proessus ARMA(p,
p-1). Du & Li (1991, [21℄) ont suggéré une autre spéiation du modèle INAR(p) dont
la struture de orrélation est identique à elle du proessus AR(p) standard. Gauthier
& Latour (1994, [30℄) et Latour (1998, [47℄) ont onsidéré une version plus générale du
modèle, noté GINAR(p), basée sur l'opérateur généralisé de Steutel & Van Harn. Latour
(1997, [46℄) a introduit le modèle MGINAR(p), basé sur l'opérateur matriiel généralisé de
Steutel & Van Harn, pour les séries hronologiques à valeurs entières multivariées.
Les modèles à moyenne mobile à valeurs entières, notés INMA(q), sont basés aussi sur
l'opérateur de Steutel & Van Harn. Le proessus INMA a été étudié par MKenzie (1988,
[52℄). Al-Osh & Alzaid (1988, 1991, [3℄, [4℄) ont proposé une autre spéiation. Pour une
omparaison entre les deux spéiations, nous nous référons à Brännäs et Hall (2001, [9℄).
Pour une revue réente sur les modèles de série hronologique à valeurs entières possédant
la même struture de orrélation que la lasse ARMA, nous nous référons à Kedem et
Fokianos (2002, [44℄), MKenzie (2003, [53℄) et Jung et Termayne (2006, [40℄).
Par ailleurs, nous mentionnons les réents traveaux de Ferland et al. (2006, [24℄) oner-
nant la lasse de modèles GARCH à valeurs entières, et Doukhan et al. (2006, [19℄) où ils
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traitent le modèle bilinéaire simple à valeurs entières. Ces modèles sont basés sur l'opérateur
d'aminiissement généralisé.
Dans e hapitre, nous introduisons les opérateurs d'aminissement, en partiulier l'opé-
rateur d'aminissement binomial de Steutel & Van Harn (1979, [59℄). À la suite, nous énon-
çons quelques lasses de modèles autorégressifs à valeurs entières, basés sur les opérateurs
d'aminissement : notamment, les modèles INAR(p), les modèles GINAR(p) et les modèles
MGINAR(p). En onséquent, nous itons les limites de es modèles et nous présentons les
motivations et les intérêts d'introduire une nouvelle lasse de modèles autorégressifs à va-
leurs entières, basés sur l'opérateur d'arrondi à l'entier le plus près.
Finalement, nous donnons le plan de la thèse.
1.1 Les opérateurs d'aminissement
Pour obtenir une struture de orrélation analogue à elle de la lasse ARMA, beauoup
de modèles utilisent des opérations d'aminissement.
L'opérateur d'aminissement (thinning operator) le plus onnu est elui de Steutel &
Van Harn (1979, [59℄). Ce dernier est appelé l'opérateur d'aminissement binomial.
Dénition 1.1.1. (L'opérateur ◦ de Steutel & Van Harn). Soit (ξk) une suite de variables
aléatoires indépendantes, identiquement distribuées selon une loi de Bernoulli de paramètre
a ∈ [0, 1] et indépendante de Z, une variable aléatoire à valeurs entières positives.
L'opérateur d'aminissement, noté ◦, est déni par
a ◦ Z =
Z∑
k=1
ξk.
Nous appelons la suite (ξk) une série de omptage. Par onséquent, onditionnellement
à Z la variable aléatoire a ◦ Z suit une loi binomial de paramètres Z et a.
Pour l'interprétation de l'opérateur d'aminissement binomial, onsidérez une population
de taille Z, à un moment t. Si nous observons la même population à un moment postérieur,
dit t + 1, alors la population peut être diminuée, pare que ertains individus sont morts
entre les moments t et t+ 1. Si les individus meurent indépendamment les uns des autres,
et si la probabilité de mourir entre t et t+1 est égale à 1−a pour tous les individus, alors le
nombre des survivants est donné par a ◦Z. Maintenant, nous donnons quelques propriétés
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de base de l'opérateur d'aminissement binomial.

E[a ◦ Z] = a E[Z],
V [a ◦ Z] = a2 V [Z] + a (1− a) E[Z],
cov[a ◦ Z,Z] = a V [Z].
(1.1)
Pour une preuve expliite de es dernières et bien d'autres propriétés nous nous référons à
Freeland (1998, [25℄) et da Silva (2005, [14℄).
En fait, le onept d'aminissement binomial a été introduit pour adapter les termes de
la lasse des distributions auto-déomposables disrètes, notée DSD (disrete self-deomposable).
Rappelons qu'une distribution sur R est dite auto-déomposable ou de lasse L si sa fon-
tion aratéristique ϕ satisfait (voir par exemple, Lukas (1970, [48℄), page 161)
ϕ (t) = ϕ (α t) ϕα (t), t ∈ R et α ∈ [0, 1], (1.2)
où ϕα est une fontion aratéristique. Cei implique que, pour les variables aléatoires
orrespondantes, nous avons
X
d
= α X
′
+Xα ave α ∈ [0, 1], (1.3)
où X
′
et Xα sont indépendantes et X
′
a la même distribution que X.
Dénition 1.1.2. Une distribution sur N ave une fontion génératrie P est dite DSD si
P (z) = P (1− a+ az)Pa(z) |z| ≤ 1; a ∈ [0, 1], (1.4)
ave Pa une fontion génératrie.
Dénition 1.1.3. Une variable aléatoire Z à valeurs dans N est dite DSD si pour tout
a ∈ [0, 1], il existe une variable aléatoire disrète εa, indépendante de a ◦ Z, telle que
Z
d
= a ◦ Z + εa. (1.5)
Nous pouvons mentionner ii que la lasse DSD est une sous-lasse assez large de la
lasse des distributions disrètes inniment divisible dénie omme suit.
Dénition 1.1.4. Soit Z une variable aléatoire à valeurs dans N. Sa fontion génératrie
PX(z) est dite inniment divisible si (PX(z))
1
n
est elle-même une fontion génératrie pour
tout n ∈ N∗.
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Feller (1968, [23℄) a montré qu'une distribution sur N est inniment divisible, si et
seulement si elle est une distribution de Poisson omposée.
Notons que beauoup de distributions, y ompris binomial Négative, Poisson et Poisson
généralisée (les propriétés de ette distribution ont été étudiée par Consul (1989, [13℄) et
Ambagaspitiya et Balakrishnan (1994, [8℄)), appartiennent à la lasse des distributions
DSD (voir Zhu and Joe (2003, [67℄)). En partiulier, ette dernière ontient la lasse des
distributions disrètes stables et tous es éléments sont unimodales (voir Steutel & Van
Harn (1979, [59℄)).
Pour adapter le onept d'aminissement binomial à diérents types d'interprétations
ou des proessus, quelques modiations onernant les hypothèses de la Dénition 1.1.1
ont été proposées. Brännäs and Hellström (2001, [10℄) ont proposé de tenir ompte de la
dépendane entre les indiateurs de la série de omptage (ξk) de la Dénition 1.1.1, puisque
es indiateurs peuvent représenter des individus dans le même milieu maro-éonomique
et don aetés de la même façon.
Une autre généralisation de l'opérateur d'aminissement binomial a été proposée par La-
tour (1998, [47℄). Ii, les éléments de la série de omptage ξk de la Dénition 1.1.1 sont
des variables aléatoires à valeurs dans N de moyenne a ∈ [0, 1] et variane nie λ (voir
Setion 1.2.4). Cette opération est onnue sous le nom d'aminissement généralisé. Elle
peut être interprétée omme un proessus de reprodution qui permet aux individus de
se reproduire plus d'une fois (omme dans le as d'aminissement binomial) : les ξk dé-
signe le nombre de desendants d'une ertaine personne, y ompris éventuellement et
individu lui-même. L'opérateur d'aminissement généralisé omprend l'aminissement bi-
nomial omme as partiulier (λ = a (1−a)), ainsi que l'opérateur d'aminissement étendu
(extended thinning) proposé par Zhu and Joe (2003, [67℄). Notons qu'en utilisant l'opéra-
teur d'aminissement étendu, les auteurs (2003, [67℄) ont déni la lasse des distributions
disrètes auto-déomposable généralisée, notée DSD (γ) où γ ∈ [0, 1[. Notons que, les
lasses DSD (0) et DSD ont les mêmes propriétés et tous les éléments de la lasse DSD
(γ) sont inniment divisibles. De plus, l'opérateur d'aminissement généralisé possède les
mêmes propriétés que l'opérateur d'aminissement binomial.
D'autre part, Joe (1996, [35℄) et Zheng et al. (2007, [66℄) ont proposé d'étendre le onept
d'aminissement en permettant au paramètre a de la Dénition 1.1.1 d'être aléatoire lui-
même. Ainsi, l'opération d'aminissement résultante est dite d'aminissement à oeient
aléatoire (random oeient thinning).
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1.2 Quelques modèles basés sur les opérateurs d'aminisse-
ment
La première lasse de modèles autorégressifs à valeurs entières, notée INAR, a été
introduite par MKenzie (1985, [50℄) et Al-Osh & Alzaid (1987, 1990, [2℄, [6℄).
Dénition 1.2.1. Soit {Xt}t∈Z, une suite de variables aléatoires à valeurs entières posi-
tives ; {εt}t∈Z, une suite de variables aléatoires i.i.d. à valeurs entières positives p ∈ N∗ et
{aj}j∈{1,2,··· ,p}, une suite de onstantes telles que ∀ j, 0 ≤ aj < 1 (ap > 0).
Alors, {Xt}t∈Z est un proessus INAR(p) si
Xt =
p∑
j=1
aj ◦Xt−j + εt, ∀ t ∈ Z. (1.6)
1.2.1 Le modèle INAR(1)
Le modèle INAR(1) a été étudié par Al-Osh & Alzaid (1987, [2℄). Ainsi, e dernier est
déni par
Xt = a ◦Xt−1 + εt, ∀ t ∈ Z,
où le bruit (εt) est une suite de variables aléatoires i.i.d. à valeurs dans N, ave Eεt = λ et
V (εt) = σ
2
. Ainsi, nous avons
a ◦Xt−1 =
Xt−1∑
k=1
ξk, (1.7)
où (ξk) est une suite de variables aléatoires indépendantes, identiquement distribuées selon
une loi de Bernoulli de paramètre a ∈ [0, 1], indépendante de Xt−1 et (εt) est indépendante
de (ξk). Par onséquent, (a ◦Xt | Xt) suit une loi binomial de paramètres Xt et a.
Nous pouvons onsidérer une réalisation Xt omme ayant deux omposantes : les éléments
survivants deXt−1, ave une probabilité de survie a pour haun, et les éléments qui entrent
dans le systeme, dans l'intervalle ]t− 1, t] (le terme d'innovation εt). Ainsi, le modèle
INAR(1) peut être onsidéré omme un proessus de branhement de Galton-Watson ave
immigration. Pour une dénition et un développement historique de e dernier, nous nous
référons à Heyde et Seneta (1972, [31℄). Finalement, le modèle INAR(1) est également lié
à la le d'attente M/M/∞ (voir MKenzie (1988, [52℄)).
Ave es interprétations, le modèle INAR(1) s'applique à de nombreuses situations dans
la pratique. À titre d'exemple, Xt peut dérire le nombre de lients. εt dérit les nouveaux
lients, et Xt−1−a ◦Xt−1 est le nombre de lients qui ont été perdus à la n de la dernière
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période. Brännäs et al. (2002, [11℄) ont utilisé ette approahe pour modéliser le nombre
des lients d'un htel.
Sous l'hypothèse 0 ≤ a < 1, la stationnarité d'INAR(1) est assurée.
Les moments du premier et seond ordre du modèle sont
EXt =
λ
1− a et V (Xt) =
σ2 + λa
1− a2 . (1.8)
De plus, beauoup de ses propriétés sont similaires à elles du proessus AR(1) standard.
En partiulier, la fontion d'autoorrélation (ACF) vaut
ρ(k) ≡ corr (Xt,Xt−k) = ak, ∀ k ∈ N. (1.9)
Ainsi, l'estimateur de Yule-Walker pour le paramètre a n'est autre que le oeient d'au-
toorrélation empirique de premier ordre, .à.d.,
aˆ = ρˆ(1) (1.10)
L'estimation de Yule-Walker de λ est basée sur le moment du premier ordre, .à.d.
λˆ = X¯(1− aˆ), où X¯ est la moyenne empirique. (1.11)
La prévision à un pas à l'instant T , basée sur l'espérane onditionnelle, est linéaire (omme
pour un AR(1) réel) et donnée par
XˆT+1 = E (XT+1 | FT ) = aXT + λ, où FT = σ {XT ,XT−1, · · · } . (1.12)
Finalement, la probabilité de transition du proessus INAR(1) est donnée par
P [Xt+1 = k | Xt = l] =
min(k,l)∑
j=0

 l
j

 aj(1− a)l−jP(εt = k − j). (1.13)
D'autre part, Al-Osh & Alzaid (1988, [5℄) ont alulé la fontion génératrie de Xt
PXt(s) = PX0(1− at + ats)
t−1∏
k=0
Pε(1− ak − aks), |s| ≤ 1, (1.14)
où Pε est la fontion génératrie de ε1. Puisque E[ε1] <∞, la limite limt→∞ PXt(s) existe
et vaut
PX(s) =
∞∏
k=0
Pε(1− ak − aks), |s| ≤ 1. (1.15)
Par ailleurs, à partir de la Dénition 1.2.1 (pour p = 1) il est simple de vérier que
PX(s) = Pε(s)PX(1− a+ as), (1.16)
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où X est une variable aléatoire ayant omme distribution la loi stationnaire du proessus
INAR(1). D'autre part, l'équation (1.16) est liée à la dénition de la lasse des distributions
auto-déomposables disrètes, notée DSD (voir Setion 1.1). Ainsi, nous onstatons que la
distribution marginale du modèle stationnaire INAR(1) est un élément de la lasse DSD.
Notons que, Al-Osh & Alzaid (1987, [2℄) ont présenté la loi marginale du modèle INAR(1)
en fontion des termes du bruit (εt),
Xt
d
=
∞∑
j=0
aj ◦ εt−j . (1.17)
Ainsi, sous l'hypothèse où εt suit une loi de Poisson de paramètre λ (.à.d. εt  Po(λ),
Eεt = V (εt) = λ), la loi stationnaire de la haîne de Markov (Xt) est aussi de Poisson
de paramètre
λ
1− a . Par onséquent, EXt = V (Xt) =
λ
1− a et e modèle sera appelé
PoINAR(1). Pour d'autres propriétés onernant e dernier, nous nous référons à Freeland
(1998, [25℄), Freeland et MCabe (2004, 2005, [26℄, [27℄) et Weiÿ(2008, [63℄).
Une loi de Poisson n'est pas toujours appropriée à la modélisation et l'analyse des
séries hronologiques à valeurs entières. C'est pare que la moyenne et la variane de la
distribution de Poisson sont égales et que ette propriété n'est pas toujours vériée pour
des données réelles. Autres distributions marginales possibles pour le proessus stationnaire
INAR(1) sont la loi binomial Négative (voir par exemple, Al-Osh et Aly (1992, [1℄), Zhu
et Joe (2006, [68℄), et Weiÿ(2008, [64℄)), la loi géométrique (voir par exemple, MKenzie
(1986, [51℄) et Risti¢ et al. (2008, [58℄)), et la loi de Poisson généralisée (voir Alzaid et
Al-Osh (1993, [7℄)).
Soit X1, · · · ,Xd une série hronologique à valeurs dans N, la loi marginale peut être
identiée à l'aide de l'histogramme, et l'ordre du modèle ave la fontion d'autoorréla-
tion empirique. D'ailleurs, Jung et Tremayne (2003, [39℄) ont fourni des approhes pour
examiner la dépendane entre les observations.
Une fois que le modèle INAR(1) a été identié omme approprié pour la série hrono-
logique X1, · · · ,Xd, l'estimation des paramètres du modèle peut être faite, entre autres,
par les trois approhes suivantes : la méthode des moments (MM), les moindres arrés
onditionnel (MCC), et le maximum de vraisemblane (MV). Pour une étude ompara-
tive détaillée des propriétés et les performanes de es derniers et d'autes diérents types
d'estimateurs nous nous référons à Jung et al. (2005, [38℄).
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1.2.2 Le modèle INAR(p)-AA
Maintenant, nous onsidérons le proessus INAR(2), déni par
Xt = a1 ◦Xt−1 + a2 ◦Xt−2 + εt, ∀ t ∈ Z,
où le bruit (εt) est une suite de variables aléatoires i.i.d. à valeurs dans N, ave Eεt = λ et
V (εt) = σ
2
, 0 ≤ a1 < 1 et 0 < a2 < 1. Par suite, nous avons
a1 ◦Xt−1 =
Xt−1∑
k=1
ξ1k et a2 ◦Xt−2 =
Xt−2∑
k=1
ξ2k, (1.18)
où la série de omptage (ξ1k) (resp. (ξ2k)) est une suite de variables aléatoires indépen-
dantes, identiquement distribuées selon une loi de Bernoulli de paramètre a1 (resp. a2) et
indépendante de Xt−1 (resp. Xt−2). De plus, (εt) est indépendante de (ξ1k) et (ξ2k).
Le hoix des séries de omptage est ruial pour déterminer la struture de orrélation du
proessus. Ainsi, nous distinguons deux diérentes spéiations.
Le modèle INAR-AA, a été introduit par Al-Osh & Alzaid (1990, [6℄).
Ce dernier est une extension direte du proessus INAR(1). Pour assurer la stationna-
rité du modèle les auteurs supposent que a1 + a2 < 1. Ii, onditionnellement à Xt le
veteur (a1 ◦ Xt, a2 ◦ Xt,Xt − a1 ◦ Xt − a2 ◦ Xt) suit une loi Trinomiale de paramètre
(Xt; a1, a2, 1 − a1 − a2). C'est une extension naturelle multivariée de l'hypothèse équiva-
lente dans le proessus INAR(1) où (a ◦Xt | Xt) B(Xt, a).
Il en déoule que le modèle INAR(p)-AA possède une struture de orrélation similaire
à elle du proessus ARMA(p, p-1). Sous l'hypothèse où εt suit une loi de Poisson de
paramètre λ, la loi stationnaire de la haîne de Markov (Xt) est aussi de Poisson de pa-
ramètre
λ
1− a1 − a2 . Par onséquent, EXt = V (Xt) =
λ
1− a1 − a2 , e modèle sera appelé
PoINAR(2)-AA. L'ACF du proessus est donnée par
ρ(1) = a1 et ρ(k) = a1 ρ(k − 1) + a2 ρ(k − 2), pour k ≥ 2. (1.19)
Alors, les estimateurs de Yule-Walker pour les paramètres a1 et a2 sont
aˆ1 = ρˆ(1) et aˆ2 = ρˆ(2)− ρˆ(1)2. (1.20)
Par onséquent, l'estimation de Yule-Walker de λ est
λˆ = X¯(1− aˆ1 − aˆ2), où X¯ est la moyenne empirique. (1.21)
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La fontion de la moyenne onditionnelle (régression) de e modèle est non-linéaire.
E (Xt | Ft−1) = λ
[
1 + (a1 + Ua1a2)
p(y − 1, z)
p(y, z)
+ a2
p(y, z − 1)
p(y, z)
+ Ua21
p(y − 1, z − 1)
p(y, z)
]
,
où
Ft−1 = σ(Xt−1,Xt−2, · · · ), U = (1− a1 − a2)−1
et
p(y, z) ≡ P(Xt−1 = y,Xt−2 = z) = exp [λ(a1 − 2)U ]
min(y,z)∑
i=0
[λU(1− a1)]y+z−2i (λUa1)
(y − i)! (z − i)! i! .
1.2.3 Le modèle INAR(p)-DL
Du & Li (1991, [21℄) ont présenté une nouvelle spéiation du proessus INAR(2),
noté INAR(2)-DL. Ii, les auteurs supposent que les séries de omptage (ξ1k) et (ξ2k) sont
indépendantes. Le proessus INAR(2)-DL est stationnaire si a1 + a2 < 1.
De plus, ils montrent que
EXt =
λ
1− a1 − a2 .
Cependant, la variane V (Xt) n'est pas en général égale à λ/(1 − a1 − a2).
Par onséquent, la distribution marginale de (Xt) n'est plus de Poisson si le bruit (εt) l'est.
Par ontre, la struutre de orrélation du proessus INAR(p)-DL est identique à elle du
proessus AR(p) réel.
Alors, les estimateurs de Yule-Walker pour les paramètres a1 et a2 sont
aˆ1 = ρˆ(1)
[
1− ρˆ(2)
1− ρˆ(1)2
]
et aˆ2 =
ρˆ(2)− ρ(1)2
1− ρˆ(1)2 . (1.22)
Ainsi, l'estimation de Yule-Walker de λ est
λˆ = X¯(1− aˆ1 − aˆ2), où X¯ est la moyenne empirique. (1.23)
De plus, la fontion de régression du modèle INAR-DL est linéaire
E (Xt | Ft−1) = a1Xt−1 + a2Xt−2 + λ. (1.24)
Notons que le problème de l'estimation des paramètres d'un tel proessus fut abordé indé-
pendamment par Gauthier (1991, [29℄).
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1.2.4 Le modèle GINAR(p)
Dans le but d'enrihir la lasse de modèles autorégressifs permettant l'analyse des séries
hronologiques à valeurs entières, Gauthier & Latour (1994, [30℄) Dion et al. (1995, [18℄)
et Latour (1998, [47℄) ont onsidéré une version plus générale du modèle INAR(p), noté
GINAR(p), basée sur l'opérateur généralisé de Steutel & Van Harn (1979, [59℄).
Dénition 1.2.2. (L'opérateur d'aminissement généralisé, noté a⋆). Soit Z une variable
aléatoire à valeurs entières positives ; ξ, une variable aléatoire à valeurs entières positives de
moyenne nie a et de variane nie λ et (ξk) une suite de variables aléatoires indépendantes
entre elles, indépendantes de Z et distribuées selon la même loi que ξ.
Alors, l'opérateur a⋆ est déni par
a ⋆ Z =
Z∑
j=1
ξk.
La suite (ξk) est aussi une série de omptage. De plus, supposons que b⋆ est un autre
opérateur d'aminissement généralisé de Z, basé sur une série de omptage (ψk).
Les opérateurs a⋆ et b⋆ sont indépendants si, et seulement si, les séries de omptage (ξk)
et (ψk) sont mutuellement indépendantes.
Dénition 1.2.3. Soit {Xt}t∈Z, une suite de variables aléatoires à valeurs entières posi-
tives ; {εt}t∈Z, une suite de variables aléatoires i.i.d. à valeurs entières positives de moyenne
nie µε et de variane nie σ
2
ε ; p ∈ N∗ et {aj}j∈{1,2,··· ,p}, une suite de onstantes telles
que ∀ j, 0 ≤ aj < 1 (ap > 0) et
∑p
j=1 aj < 1. Alors, {Xt}t∈Z est un proessus GINAR(p) si
Xt =
p∑
j=1
aj ⋆ Xt−j + εt, ∀ t ∈ Z. (1.25)
Ii, toutes les séries de omptage (ξjk)k∈N∗ assoiées à aj⋆ pour j = 1, 2, · · · , p sont
indépendantes entre elles et indépendantes de εt. Elles sont de moyenne nie aj et de
variane nie λj. De plus, les auteurs (1994, [30℄) n'exigent pas qu'elles soient de type
Bernoulli, e qui distingue nettement leurs résultats de eux de Du& Li (1991, [21℄). Le
proessus GINAR(p) possède une struture de orrélation identique à elle d'un proessus
AR(p) réel.
Sous l'hypothèse
∑p
j=1 aj < 1, le proessus GINAR(p) est stationnaire. Notons que Dion
et al. (1995, [18℄) ont également établi la stationnarité du GINAR(p). Ces derniers ont
utilisé la théorie des proessus de branhement multi-type.
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Ainsi, les moments de premier et seond ordre du proessus GINAR(p) sont
EXt =
µε
1−∑pj=1 aj = µX . (1.26)
et
V (Xt) = µX
p∑
j=1
λj +
p∑
j=1
ajγ(j) + σ
2
ε , où γ(j) = cov(Xt,Xt+j),∀ t ∈ Z. (1.27)
Conernant l'estimation des paramètres de e proessus, les auteurs (1994, [30℄) ont donné
des résultats similaires aux résultats de Du& Li (1991, [21℄).
De plus, Latour (1998, [47℄) a montré que le orrélogramme, et par la suite la densité
spetrale, lorsque elle-i existe, du proessus GINAR(p) (et par onséquent le proessus
INAR(p)-DL) oïnident ave eux d'un proessus AR(p) réel.
En eet, e fait n'est pas lairement délaré dans la littérature. À titre exemple, dans Du&
Li (1991, [21℄) il est érit qu'un proessus INAR(p) est similaire à un proessus AR(p). De
plus, Latour (1998, [47℄) a donné quelques remarques onernant l'estimation des moindres
arrés onditionnelle des paramètres. Notons que, les propriétés du modèle GINAR(p)
ont été étudiées aussi par Da Silva et Oliveira (2005, 2006, [16℄, [17℄) et Da Silva et Da
Silva (2006, [15℄). De plus, Drost et al. (2008, [20℄) ont fourni un estimateur eae des
paramètres, et en partiulier, ont montré que le modèle GINAR(p) (et par onséquent le
proessus INAR(p)-DL) possède la propriété de la normalité asymptotique loale (LAN).
1.2.5 Le modèle MGINAR(p)
Latour (1997, [46℄) a introduit le modèle MGINAR(p), pour analyser les séries hro-
nologiques à valeurs entières multivariées. Ce dernier est basé sur l'opérateur matriiel
généralisé de Steutel & Van Harn.
Dénition 1.2.4. (L'opérateur matriiel d'aminissement généralisé, noté A⋆).
Soit A⋆ = {aij⋆}1≤i,j≤d une matrie d × d d'opérateurs d'aminissement généralisés. Soit
Z un veteur de variables aléatoires à valeurs entières positives de dimension d. L'eet de
A⋆ sur Z = (Z1, · · · , Zd)τ , noté A ⋆ Z, est déni par
A ⋆


Z1
.
.
.
Zd

 =


∑d
j=1 a1j ⋆ Zj
.
.
.∑d
j=1 adj ⋆ Zj

 .
Ii, tous les opérateurs {aij⋆}1≤i,j≤d sont mutuellement indépendants.
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Dénition 1.2.5. Soit {Xt}t∈Z, une suite de veteurs de variables aléatoires à valeurs
entières positives de dimension d ; p ∈ N∗ et {Aj⋆}j∈{1,2,··· ,p}, une suite d'opérateurs ma-
triiels mutuellement indépendantes ; {εt}t∈Z, une suite de veteurs de dimension d de
variables aléatoires i.i.d. à valeurs entières positives ; de arré integrable ; indépendantes de
tous les opérateurs. Alors {Xt}t∈Z est un proessus MGINAR(p) si
Xt =
p∑
j=1
Aj ⋆ Xt−j + εt, ∀ t ∈ Z.
Latour (1997, [46℄) a donné les onditions de stationnarité et de ausalité d'un tel
proessus et a montré que la fontion d'autoovariane du MGINAR(p) est identique à elle
du proessus autorégressif vetoriel standard à valeurs réelles, noté VAR(p). Il en déduit que
le proessus MGINAR(P) n'est autre qu'un proessus VAR(p). Par onséquent, la densité
spetrale est diretement trouvée et donne une bonne idée de la struture stohastique de
MGINAR(p). Par suite, l'auteur (1997, [46℄) a onsidéré l'estimateur des moindres arrés
onditionnels pour estimer les paramètres du modèle et a montré la onsistane et la
normalité asymptotique de l'estimateur.
1.3 Contributions de la thèse
Au ours de ette thèse, notre attention s'est portée uniquement sur les modèles au-
torégressifs à valeurs entières. Dans les paragraphes suivants, nous évoquons les limites
des modèles, basés sur les opérateurs d'aminissement, mentionnés préédemment. Nous
présentons une nouvelle lasse de modèles autorégressifs à valeurs entières, basés sur l'opé-
rateur d'arrondi à l'entier le plus près. Nous présentons les intérêts et les motivations
d'introduire ette dernière. Finalement, nous fournissons un plan de notre travail.
1.3.1 Critiques des modèles basés sur les opérateurs d'aminissement
Les modèles autorégressifs à valeurs entières basés sur les opérateurs d'aminissement
sourent de plusieurs handiaps.
 Leur struture d'innovation est omplexe, dépendant non seulement du bruit, mais
également du hoix des séries de omptage. Expliitement, nous onsidérons le modèle
INAR(2) déni par
Xt = a1 ◦Xt−1 + a2 ◦Xt−2 + εt, ∀ t ∈ Z,
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où 0 ≤ a1 < 1, 0 < a2 < 1 et 0 < a1 + a2 < 1. Nous rappelons que
a1 ◦Xt−1 =
Xt−1∑
k=1
ξ1k et a2 ◦Xt−2 =
Xt−2∑
k=1
ξ2k,
où la série de omptage (ξ1k) (resp. (ξ2k)) est une suite de variables aléatoires in-
dépendantes, identiquement distribuées selon une loi de Bernoulli de paramètre a1
(resp. a2) et indépendante de Xt−1 (resp. Xt−2). Ainsi, si (ξ1k) et (ξ2k) sont mu-
tuellement indépendantes, alors le modèle INAR(2) possède la même struture de
orrélation qu'un AR(2) réel (voir Setion 1.2.3). Par ontre, Si nous supposons une
ertaine dépendane entre les séries de omptage la struture de orrélation du pro-
essus INAR(2) devient identique à elle d'un ARMA(2,1) réel (voir Setion 1.2.2).
 À ause de l'opérateur d'aminissement, es modèles ne peuvent pas produire des
autoorrélations négatives. Plus préisément, nous onsidérons le modèle INAR(1)
déni par
Xt = a ◦Xt−1 + εt, ∀ t ∈ Z.
Rappelons que e dernier possède la même struture de orrélation qu'un AR(1) réel.
En partiulier,
ρ(1) = a ∈ [0, 1[ .
Ainsi, si nous disposons d'une série hronologique à valeurs entières ave ρˆ(1) < 0,
alors le modèle INAR(1) n'est approprié pour analyser ette série.
 En général, leur prévision à un pas basée sur l'espérane onditionnelle (la fontion
de régression) est une valeur réelle. Ainsi, ette dernière n'appartient pas au support
entier des observations de la série. À titre d'exemple, pour le proessus GINAR(p)
(par onséquent pour le proessus INAR(p)-DL) la prévision, à l'instant T , basée sur
la fontion de régression est donnée par
XˆT = E[XT | FT−1] =
p∑
j=1
ajXT−j + λ,
où FT−1 = σ {XT−1, · · · } et Eεt = λ. XˆT n'est don en pratique jamais entière.
1.3.2 Intérêts des modèles introduits
La plupart des modèles autorégressifs à valeurs entières existants dans la littérature ont
pour but de modéliser des séries hronologiques à valeurs entières positives, en partiulier les
séries de omptage. Dans le adre de ette thèse, notre intérêt s'est tourné vers la reherhe
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des modèles autorégressifs à valeurs entières qui peuvent produire aussi des observations
négatives.
Pourquoi des modèles sur Z ?
Une réponse naturelle et direte est que les séries hronologiques à valeurs entières
ayant des observations négatives sont aussi fréquentes dans la pratique. À titre d'exemple,
dans la Setion 2.7 nous traitons la série des taux de variation annuels de la population
Suédoise entre 1750 et 1849 où les observations varient entre −27 et 16.
D'autre part, supposons que nous disposons d'une série hronologique à valeurs entières
positives où nous détetons par exemple des utuations saisonnières. Pour éliminer la sai-
sonnalité des observations (et ainsi rendre la série stationnaire) nous utilisons la tehnique
de diéreniation. Ainsi, nous sommes amenés à étudier une série hronologique à valeurs
entières possédant des observations négatives.
Par ailleurs, supposons que nous disposons d'une série hronologique à valeurs entières po-
sitives assez élevées, nous souhaitons réduire les variations de es observations tout en en
gardant leur nature entière. En d'autres termes, en utilisant des tehniques similaires au
entrage dans le as des observations réelles, nous aboutissons à des observations entières à
faibles variations qui osillent autour de 0. Enore une fois, nous sommes amenés à traiter
une série hronologique à valeurs entières possédant des observations négatives.
Le modèle RINAR
Pour générer des observations à valeurs entières, nous envisageons l'opérateur d'arrondi
à l'entier le plus près. Ce dernier est souvent utilisé pour réolter des observations entières
à partir des données réelles (par exemple, les données météorologique).
Ainsi, nous introduisons le modèle suivant
Xt = 〈
p∑
j=1
αjXt−j + λ〉+ εt, (1.28)
où 〈·〉 représente l'opérateur d'arrondi à l'entier le plus près, (εt) est une suite de variables
aléatoires i.i.d. entrées à valeurs dans Z, λ et les αj sont des paramètres réels.
Ce modèle est appelé RINAR(p) (pour Rounded INteger-valued AutoRegessif).
Notons que l'opérateur d'arrondi peut être interprêté omme une fontion de ensure sur
le modèle AR(p) réel et λ omme la moyenne du bruit non-entré (ε
′
t = εt + λ).
16 CHAPITRE 1. INTRODUCTION
Les avantages du modèle introduit
Comparé aux modèles autorégressifs à valeurs entières basés sur les opérateurs d'amin-
issement le modèle RINAR présente quelques avantages.
 Sa struture d'innovation est simple, générée uniquement par le bruit (εt).
 Par onstrution RINAR(p) peut analyser des séries hronologiques ave des valeurs
négatives, une situation qui n'est ouverte par auun modèle INAR.
 Sa prévision à un pas, basée sur l'espérane onditionnelle, est donnée par
XˆT = E (XT | Xs, s ≤ T − 1) = 〈
p∑
j=1
αjXT−j + λ〉.
Cette dernière est une valeur entière par onstrution du modèle.
 Nous verrons également que le modèle RINAR(p) peut produire des autoorrélations
aussi rihes que elles d'un AR(p) réel, y ompris les autoorrélations négatives.
1.3.3 Plan de la thèse
L'introdution de nouvelles lasses de modèles autorégressifs à valeurs entières présente
l'objet de nos reherhes au ours de ette thèse. Dans e but, nous nous sommes basés sur
l'opérateur d'arrondi à l'entier le plus près qui nous semble assez intuitif et naturel pour
générer des observations à valeurs entières. Les modèles proposés dans ette thèse exploitent
un domaine rarement examiné : la modélisation des séries hronologiques à valeurs entières
ayant des observations négatives. Par ailleurs, omparés aux modèles existants dans la
littérature es nouveaux modèles possèdent plusieurs avantages. Ainsi, la thèse est organisé
de la manière suivante.
L'étude théorique du modèle arrondi autorégressif à valeurs entières du premier ordre,
RINAR(1), fait l'objet du Chapitre 2 de ette thèse. Ainsi, après une présentation des
propriétés de l'opérateur d'arrondi à l'entier le plus près, nous introduisons le modèle
RINAR(1). Ensuite, nous donnons les onditions de stationnarité et d'ergodiité de e
proessus. Spéiquement, nous signalons que omme pour un proessus AR(1) réel, la
valeur absolue du oeient de régression doit être inférieure stritement à 1. Par ailleurs,
nous présentons quelques propriétés générales du modèle introduit. En partiulier, nous
nous intéressons aux aluls de la moyenne et des oeients d'autoorrélation du proessus
RINAR(1) stationnaire. Nous mentionnons qu'à ause de l'opérateur d'arrondi un alul
expliite de es paramètres n'est pas possible. Cependant, nous arrivons à enadrer es
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paramètres en fontion de leurs valeurs homologues dans le as d'un proessus AR(1) réel.
D'autre part, nous examinons le problème d'identiabilité, dû aussi à l'opérateur d'arrondi,
et la onsistane forte de l'estimateur des moindres arrés proposé pour l'estimation des
paramètres du modèle. Dans la suite, nous proposons une méthode numérique pour aluler
e dernier. Finalement, nous analysons deux exemples de série hronologique à valeurs
entières bien onnus, ave le proessus RINAR(1).
Le Chapitre 3 est onsaré à l'étude du modèle arrondi autorégressif à valeurs entières
d'ordre supérieur, noté RINAR(p). Ce dernier est une extension naturelle et direte du mo-
dèle RINAR(1) étudier dans le Chapitre 2. En premier lieu, nous imposons des onditions
pour assurer la stationnarité et l'ergodiité du proessus. Ensuite, nous proposons l'esti-
mateur des moindres arrés pour estimer les paramètres du modèle RINAR(p). Puis, nous
examinons le problème d'identiabilité, dû à l'opérateur d'arrondi, et la onsistane de e
dernier. Par ailleurs, nous proposons une méthode numérique pour aluler l'estimateur des
moindres arrés. Cette dernière n'est autre qu'une généralisation de la méthode numérique
onsidérée dans le Chapitre 2. Pour en nir, nous présentons une appliation réelle traitée
ave un modèle RINAR(p).
Dans le Chapitre 4 nous étudions le modèle RINVAR dédié à l'analyse des séries
hronologiques à valeurs entières multivariées. En partiulier, nous nous onentrons sur
le modèle du premier ordre, noté RINVAR(1). Premièrement, nous donnons les onditions
de stationnarité et d'ergodiité du proessus. Ensuite, nous examinons le problème d'iden-
tiabilité, dû à l'opérateur d'arrondi, et la onsistane de l'estimateur des moindres arrés
proposé pour estimer les paramètres du modèle . D'autre part, nous proposons une méthode
numérique pour aluler l'estimateur des moindres arrés. Nous terminons le hapitre par
une appliation réelle traitée ave un modèle RINVAR(1).
L'étude du modèle arrondi entré autorégressif à valeurs entières du premier ordre
fait l'objet du Chapitre 5. Ce dernier est appelé RINAR(1) entré et permet d'analyser
des séries hronologiques à valeurs entières dont les observations osillent autour de 0
(et ainsi de moyenne nulle). La stationnarité et l'ergodiité de e modèle sont assurées
dans les mêmes onditions que elles pour le modèle RINAR(1). Le RINAR(1) entré ne
possède pas un problème d'identiabilité. Ainsi, l'estimateur des moindres arrés onsidéré
pour l'estimation du paramètre du modèle est fortement onsistant. Nous introduisons des
hypothèses supplémentaires qui assurent que la moyenne du modèle RINAR(1) entré est
nulle. Notons que e modèle soure des mêmes problèmes tehniques que pour le modèle
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RINAR(1). En partiulier, nous n'arrivons pas à aluler expliitement es oeients
d'autoorrélation mais nous pouvons les enadrer. Par ailleurs, nous proposons une méthode
numérique pour aluler l'estimateur des moindres arrés. Suite à une étude de simulation
qui ompare les oeients d'autoorrélation du modèle RINAR(1) entré et eux d'un
AR(1) réel, nous distinguons deux omportements diérents dépendant de la nature du
bruit onsidéré (grand ou petit). Finalement, nous omparons le modèle RINAR(1) entré
étudié dans e hapitre et le modèle RINAR(1) reentré.
Dans le Chapitre 6, nous introduisons un proessus autorégressif du premier ordre
basé sur l'opérateur d'arrondi pour analyser des séries hronologiques à valeurs entières
positives, noté PRINAR(1). En premier lieu, nous introduisons les onditions qui assurent la
positivité, la stationnarité et l'ergodiité de e modèle. Par la suite, nous donnons le résultat
prinipal onernant la onsistane forte de l'estimateur des moindres arrés onsidéré
pour estimer les paramètres du modèle. Puis, nous étudions les propriétés générales du
modèle. En partiulier, nous trouvons des enadrements pour sa moyenne et ses oeients
d'autoorrélation. Suite à une étude de simulation onernant es deniers, nous remarquons
beauoup de détails urieux dans le as où bruit utilisé est petit. Finalement, nous donnons
les onditions néessaires pour que la loi stationnaire du proessus PRINAR(1) possède un
support ni.
Chapitre 2
Le modèle RINAR(1)
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Pour générer des observations à valeurs entiéres nous onsidérons l'opérateur d'arrondi
à l'entier le plus près. Ce hapitre est onsaré à l'étude théorique du modèle RINAR(1)
(pour rounded integer-valued autoregressive), basé sur l'opérateur d'arrondi.
Dans le premier paragraphe nous présentons quelques propriétés utiles de l'opérateur
d'arrondi à l'entier le plus près. Dans le deuxième paragraphe, nous introduisons le modèle
RINAR(1), nous donnons les onditions de stationnarité et d'ergodiité du proessus. Par
suite, dans le troisième paragraphe, nous présentons quelques propriétés générales du mo-
dèle. En partiulier, nous nous intéressons aux aluls des oeients d'autoorrélation du
proessus RINAR(1) stationnaire. Dans le quatrième paragraphe, nous examinons le pro-
blème d'identiabilité, dû à l'opérateur d'arrondi, et la onsistane forte de l'estimateur des
moindres arrés proposé pour l'estimation des paramètres du modèle. Dans le inquième
paragraphe, nous proposons une méthode numérique pour aluler e dernier. Finalement,
dans les deux derniers paragraphes, nous analysons deux exemples de série hronologique
à valeurs entières bien onnus, ave le proessus RINAR(1).
2.1 Quelques dénitions
Nous introduisons dans e paragraphe diverses notations, dénitions et propriétés qui
sont utilisées dans la suite de e hapitre. Tout d'abord, rappelons les notations lassiques
suivantes
N = {x ∈ Z : x ≥ 0} , N∗ = {x ∈ Z : x > 0} et Z− = {x ∈ Z : x ≤ 0} .
〈·〉 représente l'opérateur d'arrondi à l'entier le plus près. Soit a un nombre réel.
Notons que la valeur 〈a〉 est lairement dénie partout, sauf si a = k + 12 , où k ∈ Z.
Par onvention, nous prenons pout tout k ∈ N et p ∈ Z−
〈k + 1
2
〉 = k + 1 et 〈p− 1
2
〉 = p− 1 (voir Figure 2.1). (2.1)
De plus la fontion arrondi, dénie sur R et à valeurs dans Z, est impaire.
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Fig. 2.1  La fontion arrondi
Soit {a} la partie frationnaire du nombre réel a, nous avons don {a} ∈ [0, 1[.
Ii, nous onsidérons que la partie frationnaire d'un réel négatif est égale à elle de sa
valeur absolue (voir Figure 2.2), .à.d.
∀ a ∈ R, {a} = {−a} = {|a|} , par exemple {1.23} = {−1.23} = 0.23. (2.2)
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Fig. 2.2  La fontion partie frationnaire
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La fontion signe, notée s, est dénie par
s(a) =


1, si a ≥ 0,
−1, si a < 0.
(2.3)
Soit [a] la partie entière de a ∈ R, par exemple [2.8] = 2 et [−1.8] = −1 (voir Figure 2.3).
Il en résulte, pour tout a ∈ R,
a = [a] + s(a) {a} . (2.4)
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Fig. 2.3  La fontion partie entière
Ainsi, pour tout a ∈ R, nous trouvons
a = 〈a〉+ s(a)
(
{a} − 1 {a}≥ 1
2
)
. (2.5)
Le lemme suivant rapporte quelques propriétés générales. Ce dernier est une onséquene
direte des équations (2.4) et (2.5).
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Lemme 2.1.1. Soient x ∈ R, k ∈ Z et a, b ≥ 0.
1. |〈x〉 − [x] | = 1 {x}≥ 1
2
.
2. |〈x〉 − x| ≤ 12 .
3. |〈x〉| = 〈|x|〉 ≤ |x|+ 12 .
4. 〈x+ k〉 = k + 〈x〉.
5. 〈a+ b〉 = c+ 〈{a}+ {b}〉, où c = 〈a〉+ 〈b〉 − 1 {a}≥ 1
2
− 1 {b}≥ 1
2
.
6.
{a+ b} = {{a}+ {b}} =


{a}+ {b} , si {a}+ {b} < 1,
{a}+ {b} − 1, si {a}+ {b} ≥ 1.
7. 〈a〉 = [a] + 〈{a}〉.
8.
〈a+ b〉 = [a+ b] + 〈{{a}+ {b}}〉 =


[a+ b] , si 0 ≤ {a}+ {b} < 1
2
,
ou 1 ≤ {a}+ {b} < 3
2
,
[a+ b] + 1, si
1
2
≤ {a}+ {b} < 1,
ou
3
2
≤ {a}+ {b} < 2.
9. Si [a] = [b], alors
〈a〉 − 〈b〉 = 〈{a}〉 − 〈{b}〉 =


0, si {a} < 1
2
et {b} < 1
2
,
ou {a} ≥ 1
2
et {b} ≥ 1
2
,
1, si {a} ≥ 1
2
et {b} < 1
2
,
−1, si {a} < 1
2
et {b} ≥ 1
2
.
10. Supposons 〈a〉 = 〈b〉 et {a} ∈
[
0,
1
2
[
. Nous distinguons deux as :
 Si [a] = [b], alors {b} ∈
[
0,
1
2
[
.
 Si [a] = [b] + 1, alors {b} ∈
[
1
2
, 1
[
.
11. Supposons que 〈a〉 = 〈b〉 et {a} ∈
[
1
2
, 1
[
. Nous distinguons deux as :
 Si [a] = [b], alors {b} ∈
[
1
2
, 1
[
.
 Si [a] = [b]− 1, alors {b} ∈
[
0,
1
2
[
.
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2.2 Stationnarité et ergodiité du proessus RINAR(1)
Le proessus arrondi à valeurs entières autorégressif de premier ordre, noté RINAR(1),
a été introduit par Kahour & Yao (2009, [43℄) pour analyser des séries hronologiques à
valeurs entières.
Dénition 2.2.1. Soit (Ω,A,P) un espae probabilisé. Le proessus {Xt, t ∈ Z} est dit un
proessus RINAR(1) si pour tout t, il possède la présentation suivante
Xt = 〈αXt−1 + λ〉+ εt, (2.6)
où 〈·〉 représente l'opérateur d'arrondi à l'entier le plus près, (εt) est une suite de variables
aléatoires i.i.d. entrées à valeurs dans Z, dénie sur (Ω,A,P), λ et α sont des paramètres
réels.
Notons que l'opérateur d'arrondi peut être interprêté omme une fontion de ensure
sur le modèle AR(1) et λ omme la moyenne du bruit non-entré (ε
′
t = εt + λ).
Comme le bruit (εt) est une suite de variables aléatoires i.i.d., le proessus (Xt) déni
par (2.6), forme une haîne de Markov homogène ave un espae d'états E = Z et une
probabilité de transition
π (x, y) = P {ε1 = y − f(x, θ)} , x, y ∈ E, (2.7)
où la fontion de régression f(x, θ) = 〈αx+λ〉, pour tout x ∈ E et θ = (α, λ) ∈ Θ, l'espae
des paramètres.
Proposition 2.2.1. Soit θ = (α, λ) ∈ Θ xé. Supposons que :
1. La haîne de Markov (Xt) est irrédutible ;
2. pour un ertain k > 1, E|εt|k < +∞ ;
3. |α| < 1.
Alors,
1. (Xt) possède une unique mesure de probabilité invariante, notée µ. De plus, µ possède
un moment d'ordre k.
2. Pour tout x ∈ E et f ∈ L1(µ) nous avons
1
n
n∑
k=1
f(Xk) −→ µ(f), Px p.s.
où Px représente la probabilité onditionnelle P (· | X0 = x).
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Preuve. Pour tout x0 ∈ E = Z nous dénissons la mesure empirique par :
µn(·) = 1
n
[
π1(x0, ·) + · · · + πn(x0, ·)
]
,
où πn représente la probabilité de transition de la haîne de Markov en n pas.
L'idée de la preuve est de montrer que ette suite de mesure de probabilité (µn) possède
une sous-suite qui onverge vers une ertaine mesure de probabilité µ.
Par onstrution, ette limite sera la mesure de probabilité stationnaire de la haîne de
Markov (Xt). Nous dénissons sur E = Z la fontion V par :
x 7→ V (x) = |x|k, où k > 1.
Comme V est positive et lim
|x|→∞
V (x) =∞, V est don une fontion de Lyapunov.
Ainsi, d'après l'inégalité de Minkowski, nous obtenons
πV (x)
1
k =
(
Ex|〈αX0 + λ〉+ ε1|k
) 1
k
≤ Ex
(
|f(X0; θ)|k
) 1
k
+ c
= Ex
(
|〈αX0 + λ〉|k
) 1
k
+ c.
où c = (E|ε1|k) 1k <∞, d'après l'hypothèse 2. De plus, nous avons
|f(X0; θ)| = |〈αX0 + λ〉| ≤ |αX0|+ |λ|+ 1
2
.
Il en résulte
πV (x)
1
k ≤ |α||x|+ b = |x|
(
|α|+ b|x|
)
,
où b = c+ |λ|+ 12 . Par onséquent,
πV (x)
V (x)
≤
(
|α| + b|x|
)k
.
Comme |α| < 1, nous obtenons
lim sup
|x|→∞
πV (x)
V (x)
≤ |α|k < 1. (2.8)
Par suite, nous obtenons l'équivalene suivante
lim sup
|x|→∞
πV (x)
V (x)
≤ a0 = |α|k < 1⇔ πV (x) ≤ γ V (x) + δ, où 0 ≤ γ < 1 et δ <∞. (2.9)
Il en déoule
lim sup
n
µnV ≤ l <∞.
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Le ritère de Lyapunov est satisfait. Ainsi, la suite (µn) est tendue et pour tout point limite
µ nous avons µV ≤ l <∞ (voir Duo [22℄, 1997, Prop. 2.1.6, p. 41).
Par suite, µ est une mesure π-invariante. De plus d'après l'hypothèse 1, (Xt) est une
haîne de Markov réurrente positive et par onséquent µ est unique. La onlusion 2 de la
proposition est une onséquene direte du théorème ergodique lassique pour les haînes
de Markov.
Les hypothèses de la Proposition 2.2.1 sont toutes naturelles et aisément vériées. Par
exemple, si la loi du bruit εt harge tous les points de E = Z, .à.d. ∀k ∈ Z, P {ε1 = k} > 0,
l'hypothèse 1 onernant l'irrédutibilité de la haîne est assurée. Notons que l'hypothèse
3 est équivalente à la ondition qui assure la stationnarité du modèle AR(1) réel.
D'autre part, notons que le support de la mesure de probabilité invariante µ est l'espae des
états E = Z de la haîne (Xt). En d'autres termes, pour tout x ∈ Z, nous avons µ(x) > 0.
2.3 Propriétés du proessus RINAR(1)
Dans e paragraphe nous supposons que les hypothèses de la proposition 2.2.1 sont
satisfaites. Par onséquent le proessus RINAR(1) déni par (2.6) est stationnaire.
Rappelons que µ représente la mesure invariante de e dernier.
Ainsi, nous notons
m = EXt, ∀ t ∈ Z et ρ(k) = cov(Xt,Xt+k)
V (Xt)
, ∀ t ∈ Z et k ∈ N.
À ause de l'opérateur d'arrondi l'étude de la loi stationnaire et du orrélogramme du
modèle RINAR(1) est ompliquée. À titre d'exemple, nous n'arrivons pas à aluler ex-
pliitement la moyenne m ou le oeient d'autoorrélation du premier ordre ρ(1) du
proessus.
Nous donnons i-dessous quelques enadrements pour es paramètres du proessus.
Proposition 2.3.1. Sous les hypothèses de la Proposition 2.2.1, nous avons
λ− 12
1− α ≤ m ≤
λ+ 12
1− α . (2.10)
Preuve. Nous dénissons le proessus suivant
Wt = s(αXt + λ)
(
{αXt + λ} − 1 {αXt+λ}≥ 1
2
)
, ∀ t ∈ Z. (2.11)
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Ainsi, RINAR(1) peut être érit sous la forme suivante
Xt = αXt−1 + λ−Wt−1 + εt. (2.12)
Il est simple de vérier que |Wt| ≤ 12 . De plus, omme (Xt) est stationnaire, le proessus
(Wt) l'est aussi. Par onséquent,
(1− α)EXt = λ− EWt,
par suite
|EXt − λ
1− α | =
|EWt|
1− α ≤
1
2
1− α.
Il en résulte,
λ− 12
1− α ≤ m ≤
λ+ 12
1− α .
Don, d'après (2.10), nous avons
m (1− α)− 1
2
≤ λ ≤ m (1− α) + 1
2
(2.13)
Notons que si λ ∈ Z, nous obtenons
λ = 〈m(1 − α)〉. (2.14)
Nous remarquons que |λ| ≤ 12 est une ondition néessaire mais pas susante pour que
m = 0. Don si |λ| ≤ 12 , alors l'inéquation (2.10) devient
|m| ≤ 1
1− α.
Don, 

si α→ 0, alors |m| ≤ 1,
si α→ −1, alors |m| ≤ 12 ,
si α→ 1, alors 11−α →∞.
Proposition 2.3.2. Supposons que les hypothèses de la Proposition 2.2.1 soient vériées.
Si m ∈ Z, alors pour tout j ∈ N∗
| ρ (j)− αj | ≤ 1
2
j−1∑
i=0
|α|i.
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Preuve. Nous onsidérons le proessus entré Yt = Xt −m (EYt = 0). Comme m ∈ Z, le
proessus (Yt) est à valeurs dans Z. Ce dernier peut être érit sous la forme suivante
Xt −m = 〈α(Xt−1 −m) + αm+ λ〉 −m+ εt, (2.15)
et par suite
Yt = 〈αYt−1 + αm+ λ〉 −m+ εt. (2.16)
Finalement, omme m ∈ Z, nous obtenons
Yt = 〈αYt−1 + c〉+ εt, (2.17)
où |c| = |λ−m(1−α)| ≤ 12 . Rappelons que εt est indépendante de Ft = σ {Xt,Xt−1, · · · }.
Ainsi, omme ∀ t ∈ Z,EYt = 0 et |Yt| ≤ Y 2t , nous obtenons
cov(Yt, Yt+1) = αV (Yt) + EYt(〈αYt + c〉 − (αYt + c)). (2.18)
Notons que |〈x〉 − x| ≤ 12 , pour tout x ∈ R. Par onséquent,
|ρ(1) − α| = |EYt(〈αYt + c〉 − (αYt + c))|
V (Yt)
≤ 1
2
E|Yt|
EY 2t
≤ 1
2
. (2.19)
Maintenant, supposons que j = 2. Nous avons,
cov(Yt, Yt+2) = cov(Yt, 〈αYt+1 + c〉+ εt+2)
= cov(Yt, 〈αYt+1 + c〉)
= cov(Yt, αYt+1 + c+ 〈αYt+1 + c〉 − (αYt+1 + c))
= α cov(Yt, Yt+1) + EYt(〈αYt+1 + c〉 − (αYt+1 + c)).
Ainsi, d'après (2.18), nous obtenons
cov(Yt, Yt+2) = α
2V (Yt) + αEYt(〈αYt + c〉 − (αYt + c))
+ EYt(〈αYt+1 + c〉 − (αYt+1 + c)).
Don,
|ρ(2)− α2| ≤ 1
2
E|Yt|
EY 2t
(1 + |α|)
≤ 1
2
(1 + |α|) .
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Proposition 2.3.3. Supposons que les hypothèses de la Proposition 2.2.1 soient vériées.
Si m 6∈ Z, alors pour tout j ∈ N∗
| ρ (j) − αj | ≤ 1
2
(
1 +
µ([m])
Σ′
) j−1∑
i=0
|α|i,
où µ est la loi stationnaire du proessus (Xt), [·] représente l'opérateur partie entière,
et Σ
′
=
∑
i6=[m] µ(i)|i−m|.
Preuve. Ii, le proessus (Yt), déni par (2.16), est à valeurs dans R.
Par suite ∀ t ∈ Z, |Yt| 
 Y 2t . Pour tout j ∈ N∗, d'après la preuve de la Proposition 2.3.2,
nous avons
|ρ(j) − α| ≤ 1
2
E |Xt −m|
E (Xt −m)2
j−1∑
i=0
|α|i.
Il est lair que si Xt = [m], alors |Yt| = | [m]−m| < 1 et par suite |Yt| > Y 2t .
Nous avons,
E |Xt −m| = µ([m]) | [m]−m|+Σ′ ,
où Σ
′
=
∑
i6=[m] µ(i)|i−m|. Ainsi, nous obtenons
E |Xt −m| ≤ Σ′
(
1 +
µ([m])
Σ
′
)
D'autre part, nous avons
E (Xt −m)2 = µ([m]) ([m]−m)2 +Σ.
où Σ =
∑
i6=[m] µ(i) (i−m)2. De plus, nous avons Σ
′ ≤ Σ ≤ E (Xt −m)2.
Don,
E |Xt −m|
E (Xt −m)2 ≤ 1 +
µ([m])
Σ′
.
2.4 Estimation des paramètres
Dans e paragraphe nous onsidérons l'estimateur des moindres arrés pour estimer les
paramètres du proessus RINAR(1). À ause de l'opérateur d'arrondi l'identiablité du
modèle n'est pas standard. Nous distinguons deux as dépendants de la nature de la vraie
valeur du paramètre α. Par suite, nous examinons la onsistane forte de l'estimateur des
moindres arrés pour les deux as.
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Nous onsidérons le modèle RINAR(1) déni par
Xt = 〈αXt−1 + λ〉+ εt = f(Xt−1; θ) + εt, (2.20)
ave f(x; θ) = 〈αx+ λ〉 et θ = (α, λ) ∈ θ, ompat sous-ensemble de ]− 1, 1[×R.
Quelques notations sont néessaires. Soient θ0 = (α0, λ0) la vraie valeur du paramètre θ et
Pθ0 la distribution de la probabilité de la haîne (Xt) sous le vrai modèle.
De plus, toute onvergene
p.s.−→ signie une onvergene p.s. sous Pθ0,x, e qui se tient
indépendamment de l'état initial x.
Soient X0,X1, · · · ,Xn des obsevations du proessus RINAR(1). Pour l'estimation du
paramètre θ, nous onsidérons l'estimateur des moindres arrés déni par
θˆn = argmin
θ∈Θ
ϕn(θ), (2.21)
où
ϕn(θ) =
1
n
n∑
t=1
[Xt − f(Xt−1; θ)]2 . (2.22)
Soit l'hypothèse suivante.
Hypothèse [H1℄
1. Sous Pθ0 , la haîne de Markov (Xt) est irrédutible,
2. Pour un ertain k ≥ 2, E|εt|k < +∞,
3. α0, la vraie valeur de α, appartient à l'intervalle ]−1, 1[,
4. l'espae des paramètres Θ, est un ompat sous-ensemble de ]−1, 1[ × R.
Supposons que [H1℄ soit vériée. Don, sous Pθ0 et d'après la Proposition 2.2.1, (Xt) possède
une unique mesure invariante µθ0 telle que µθ0(| · |k) <∞ ave k ≥ 2. Il en résulte que la
haîne double (Yt) ave Yt = (Xt−1,Xt) possède des propriétés similaires.
Son noyau de transition Πθ0 est égale
Πθ0((x, z), (x
′, z′)) = πθ0(z, z
′)1 z=x′ , (x, z), (x
′, z′) ∈ E2,
où πθ0 est la probabilité de transition de la haîne (Xt) sous le vrai modèle.
La haîne (Yt) a aussi une unique mesure invariante σθ0 = µθ0 ⊗ πθ0 , .à.d.
σθ0((x, z)) = µθ0(x)πθ0(x, z), (x, z) ∈ E2. (2.23)
2.4. ESTIMATION DES PARAMÈTRES 31
Comme µθ0(| · |k) <∞, il s'ensuit σθ0(‖ · ‖k) <∞ pour toute norme ‖ · ‖ sur E2.
Soient les fontions :
gθ (y) = [z − f(x; θ)]2 , ∀ y = (x, z) ∈ E2 et θ ∈ Θ. (2.24)
K(θ) = σθ0gθ(·), ∀ θ ∈ Θ. (2.25)
Soit Pn la mesure empirique générée par les observations Y1, · · · , Yn
Pn(y) =
1
n
n∑
i=1
1 Yi=y, y = (x, z) ∈ E2 = Z2.
Par onséquent, d'après (2.22), la fontion de ontraste ϕn est égale
ϕn (θ) = Pngθ(·) (2.26)
et par suite
θˆn = argmin
θ∈Θ
Pngθ(·). (2.27)
Lemme 2.4.1. Pour tout θ ∈ Θ, nous avons
1. |f(·; θ)|2 ∈ L1(µθ0).
2. gθ(·) ∈ L1(σθ0).
Preuve. Dans la preuve suivante, nous notons par c une onstante générique dont la valeur
exate peut hanger pendant le développement mathématique.
Rappelons que pour tout a ∈ R, nous avons |〈a〉| = 〈|a|〉 ≤ |a|+ 12 .
Comme Θ est ompat, pour tout x ∈ E = Z, nous avons
|f(x; θ)| = |〈αx+ λ〉| = 〈|αx+ λ|〉
≤ |αx+ λ|+ 1
2
≤ |α||x| + |λ|+ 1
2
≤ c (1 + |x|).
Par onséquent, |f(x; θ)|2 ≤ c (1 + |x|2). Ainsi, omme k ≥ 2 et µθ0(| · |k) <∞,
la première onlusion est vériée.
Maintenant, pour tout y = (x, z) ∈ E2 = Z2, nous avons
|z − f(x; θ)| = |z − 〈αx+ λ〉| ≤ c (1 + (|x|+ |z|))
= c (1 + ‖y‖1).
Ainsi, gθ(y) = |z − f(x; θ)|2 ≤ c (1 + ‖y‖21). Ainsi, omme k ≥ 2 et σθ0(‖ · ‖k) < ∞, pour
toute norme sur E2, la deuxième onlusion est vériée.
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Soit G = {gθ, θ ∈ Θ} la lasse des fontions de ontraste, indexée par Θ ompat.
D'après la preuve préédente, Pour tout θ ∈ Θ et y ∈ E2, nous avons
gθ(y) ≤ A(y), (2.28)
où
A(y) = c (1 + ‖y‖2) ave c est une onstante. (2.29)
La fontion A s'appelle la fontion enveloppe de la lasse G.
La proposition suivante nous donne la limite de la fontion de ontraste ϕn, où la onver-
gene se tient uniformément sur Θ.
Proposition 2.4.1. Supposons que [H1℄ soit vériée. Don, pour tout θ ∈ Θ,
1. ϕn (θ)
p.s.−→ K(θ) ;
2. K(θ)−K(θ0) = µθ0
(
[f(·; θ)− f(·; θ0)]2
)
.
De plus, nous avons
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0.
Preuve. La première onlusion est simple à vérier. Comme Pn
p.s.−→ σθ0 et, d'après le
Lemme 2.4.1, gθ ∈ L1(σθ0), nous obtenons
ϕn (θ) = Pngθ
p.s.−→ σθ0gθ = K(θ).
Rappelons que σθ0 = µθ0 ⊗πθ0 , où πθ0 est la probabilité de transition de la haîne (Xt)
sous le vrai modèle. De plus,
∑
j∈E
j πθ0(i, j) = E [X1 | X0 = i] = f(i; θ0).
Ainsi, pour la deuxième onlusion, nous avons
K(θ)−K(θ0) =
∑
(i,j)∈E2
σθ0(i, j)(gθ((i, j)) − gθ0((i, j))).
=
∑
(i,j)∈E2
σθ0(i, j)(f(i; θ)
2 − f(i; θ0)2)− 2
∑
(i,j)∈E2
σθ0(i, j)j(f(i; θ) − f(i; θ0)).
=
∑
i∈E
µθ0(i)(f(i; θ)
2 − f(i; θ0)2)− 2
∑
i∈E
µθ0(i)(f(i; θ) − f(i; θ0))
∑
j∈E
πθ0(i, j)j.
=
∑
i∈E
µθ0(i)(f(i; θ)
2 − f(i; θ0)2)− 2
∑
i∈E
µθ0(i)(f(i; θ) − f(i; θ0))f(i; θ0).
=
∑
i∈E
µθ0(i)(f(i; θ) − f(i; θ0))2.
= µθ0
(
(f(·; θ)− f(·; θ0))2
)
.
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Finalement, notre but est de montrer la onvergene uniforme sur Θ, .à.d.
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0.
Soit q > 0 xé. Rappelons que la fontion A, dénie par (2.29), est la fontion enveloppe
de la lasse des fontions de ontraste G = {gθ, θ ∈ Θ}.
Don, pour tout θ ∈ Θ, nous trouvons
|ϕn(θ)−K(θ)| = |(Pn − σθ0)gθ|
= |(Pn − σθ0)gθ1 ‖y‖<q + (Pn − σθ0)gθ1 ‖y‖>q|
≤ |(Pn − σθ0)gθ1 ‖y‖<q |+ Pn(|gθ|1 ‖y‖>q) + σθ0(|gθ|1 ‖y‖>q)
≤ |(Pn − σθ0)gθ1 ‖y‖<q |+ Pn(A(y)1 ‖y‖>q) + σθ0(A(y)1 ‖y‖>q).
Nous notons, pour tout y ∈ E2, py = σθ0(y) et pny = Pn(y). De plus,
|(Pn − σθ0)gθ1 ‖y‖<q | = |
∑
‖y‖<q
gθ(y)(p
n
y − py)|
≤
∑
‖y‖<q
A(y)|pny − py|.
Cela signie que
sup
θ∈Θ
|ϕn(θ)−K(θ)| = sup
θ∈Θ
|(Pn − σθ0)gθ| ≤
∑
‖y‖<q
A(y)|pny − py|+ (Pn + σθ0)(A(y)1 ‖y‖>q).
Nous avons pny → py presque sûrement, quand n→∞. Par suite, la somme nie∑
‖y‖<q
A(y) |pny − py| → 0, p.s.
Ainsi,
lim sup
n
sup
θ∈Θ
|(Pn − σθ0)gθ| ≤ 0 + 2σθ0(A(y)1 ‖y‖>q), p.s.
En prenant q ր ∞, nous obtenons presque sûrement,
lim sup
n
sup
θ∈Θ
|(Pn − σθ0)gθ| = 0.
Dans les paragraphes suivants nous traitons le problème d'identiabilité du modèle du
à l'opérateur d'arrondi. Nous onstatons deux as dépendants du oeient de régression
α0.
Notamment, si α0 est rationnel, il y a une manque d'identiabilité autour de λ0.
Par la suite, nous dénissons sur l'espae des paramètres Θ la distane d par
d (θ, θ
′
) = max
{
|α− α′ |, |λ− λ′ |
}
, ∀ θ, θ′ ∈ Θ. (2.30)
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2.4.1 La onsistane forte de l'estimateur des moindres arrés quand le
oeient de régression α0 est irrationnel
Rappelons que θ0 = (α0, λ0) est la vraie valeur du paramètre θ du modèle RINAR(1).
La proposition suivante aborde la question d'identiabilité des paramètres de e dernier
pour le as où α0 est irrationnel.
Proposition 2.4.2. Supposons que [H1℄ soit vériée. Si α0 ∈ R\Q, alors pour tout θ ∈ Θ
f(x; θ) = f(x; θ0), ∀ x ∈ E ⇐⇒ θ = θ0.
Preuve. Notre but est de montrer que si α0 ∈ R\Q, alors
〈αx+ λ〉 = 〈α0x+ λ0〉, ∀ x ∈ E ⇒ α = α0 et λ = λ0.
L'idée de la preuve est de vérier que si θ 6= θ0 alors il existe x0 ∈ E tel que
f(x0; θ) 6= f(x0; θ).
Notons que pour tout a, b ∈ R, nous avons
||〈a〉 − 〈b〉| − |a− b|| ≤ |(〈a〉 − 〈b〉)− (a− b)| ≤ 1,
et par suite
|〈a〉 − 〈b〉| ≥ |a− b| − 1.
Comme Θ est ompat, il existe B > 0 tel que |λ| ≤ B. Par onséquent, pour tout
x ∈ E = Z, nous obtenons
|f(x; θ)− f(x; θ0)| = |〈αx+ λ〉 − 〈α0x+ λ0〉|
≥ |(α− α0) x+ (λ− λ0)| − 1
≥ |α− α0||x| − |λ− λ0| − 1
≥ |α− α0||x| − 2 B − 1.
Si α 6= α0, alors il existe x0 ∈ E = Z tel que |f(x0; θ)− f(x0; θ0)| > 0,
'est une ontradition. Ensuite, pour x0 = 0, f(0; θ) = f(0; θ0) implique que 〈λ〉 = 〈λ0〉.
Ainsi, sans utiliser le fait que α0 ∈ R\Q, nous avons
α = α0 et 〈λ〉 = 〈λ0〉.
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Rappelons que {a} repésente la partie frationnaire de a ∈ R. Maintenant, nous supposons
sans perte de généralité, α0 > 0 λ ≥ λ0 ≥ 0 et {λ} , {λ0} ∈
[
0, 12
[
.
Il se déoule,
|λ− λ0| = λ− λ0 = {λ} − {λ0}
et
f(x; θ) = f(x; θ0), ∀ x ∈ E ⇒ 〈{α0x}+ {λ}〉 = 〈{α0x}+ {λ0}〉, ∀ x ∈ E. (2.31)
Comme α0 ∈ R\Q, ({α0x})x∈Z est dense dans [0, 1[. Si {λ} 6= {λ0}, alors il existe x0 ∈ Z
tel que
{α0x0}+ {λ0} < 1
2
et {α0x0}+ {λ} ≥ 1
2
.
C'est une ontradition ave (2.31).
Lemme 2.4.2. Soit x0 ∈ N∗ xé, la fontion α −→ {αx0}, dénie sur R et à valeurs dans
[0, 1[, est ontinue en α0 si α0 ∈ R\Q.
Preuve. x0 ∈ N∗ xé. Nous avons, {αx0} = |αx0| − [ |αx0| ], où [·] est la fontion partie
entière. Alors la fontion {·} : R → [0, 1[, dénie par α → {αx0}, est disontinue en α si
αx0 ∈ Z. Par onséquent, si α0 ∈ R\Q, alors α −→ {αx0} est ontinue en α0.
Quelques rappels sont néessaires. Supposons que [H1℄ soit vériée, alors d'après la
Proposition 2.4.1 nous avons,
K(θ)−K(θ0) = σθ0 [gθ(·)− gθ0(·)] = µθ0 [f(·; θ)− f(·; θ0)]
2 , (2.32)
où
gθ(y) = [z − f(x; θ)]2 , ∀ y = (x, z) ∈ E2,
et
f(x; θ) = 〈αx+ λ〉, ∀ x ∈ E et θ = (α, λ) ∈ Θ.
Proposition 2.4.3. Supposons que [H1℄ soit vériée. Si α0 ∈ R\Q, alors pour tout (su-
samment petit) ε > 0, nous avons
inf
θ∈Θε
|K(θ)−K(θ0)| > 0,
où Θε = {θ : d(θ, θ0) ≥ ε}.
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Preuve. Rappelons que le support de la mesure stationnaire du proessus (Xt) est E = Z.
D'autre part, notons que les deux omposantes du paramètre θ ne possédent pas les mêmes
rles. Pour ela, nous distinguons trois situations pour l'événement Θε.
Ainsi, notons que Θε = Γ1 ∪ Γ2 ∪ Γ3, où
Γ1 = {θ ∈ Θ, |α− α0| ≥ ε} , (2.33)
Γ2 = {θ ∈ Θ, |α− α0| < ε, |λ− λ0| ≥ ε, 〈λ〉 6= 〈λ0〉} , (2.34)
et
Γ3 = {θ ∈ Θ, |α− α0| < ε, |λ− λ0| ≥ ε, 〈λ〉 = 〈λ0〉} . (2.35)
Nous allons montrer
inf
θ∈Γi
|K(θ)−K(θ0)| > 0, i = 1, 2, 3.
L'idée de la preuve est basée sur l'équation (2.32). Alors, le but est de trouver x0 ∈ E
tel que
|f(x0; θ)− f(x0; θ0)| > 0, uniformément sur Γi, i = 1, 2, 3.
1. Nous onsidérons le premier as, θ = (α, λ) ∈ Γ1. Comme Θ est ompat, il existe
A > 0 et B > 0 tels que |α| ≤ A < 1 et |λ| ≤ B. Par suite,
|f(x; θ)− f(x; θ0)| ≥ |α− α0||x| − 2B − 1 ≥ ε|x| − 2B − 1.
Par onséquent, il existe x0 > 0 tel que ∀ |x| ≥ x0, nous avons
|f(x; θ)− f(x; θ0)| ≥ ε
2
|x|, uniformément sur Γ1.
Il en déoule, puisque le support de µθ0 n'est pas borné,
inf
θ∈Γ1
|K(θ)−K(θ0)| ≥
∫
|x|≥x0
(
ε
2
x)2µθ0(dx) > 0.
2. Pour θ ∈ Γ2, 〈λ〉 6= 〈λ0〉 don |〈λ〉 − 〈λ0〉| ≥ 1. Comme 0 appartient au support de
µθ0 , nous prenons x0 = 0 et par suite
|f(0; θ)− f(0; θ0)| = |〈λ〉 − 〈λ0〉| ≥ 1.
Par onséquent,
inf
θ∈Γ2
|K(θ)−K(θ0)| > 0.
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3. Pour θ ∈ Γ3, nous supposons sans perte de généralité, α0 > 0 et λ0 ≥ 0.
Nous distinguons quatres as dépendants de la position de la partie frationnaire
de λ0 et λ :
(a) Cas A : {λ0} ∈
[
0, 12
[
et λ ≥ λ0.
(b) Cas B : {λ0} ∈
[
1
2 , 1
[
et λ ≥ λ0.
() Cas C : {λ0} ∈
[
0, 12
[
et λ ≤ λ0.
(d) Cas D : {λ0} ∈
[
1
2 , 1
[
et λ ≤ λ0.
 Cas A : {λ0} ∈
[
0, 12
[
et λ ≥ λ0. Ii, il est simple de vérier que
{λ} ∈
[
0,
1
2
[
et λ− λ0 = {λ} − {λ0} ≥ ε. (2.36)
Don, le but est de trouver x0 ∈ N tel que
{α0x0}+ {λ0} < 1
2
, (2.37)
et pour α susamment prohe de α0 et tout λ tel que |λ− λ0| ≥ ε, nous trouvons
{αx0}+ {λ} ≥ 1
2
. (2.38)
Soit ε susament petit, tel que {λ0}+ ε < 12 . Comme ({α0x})x∈N est dense dans
[0, 1[, il existe x0 ∈ N tel que
| {α0x0} − (1
2
− {λ0} − ε
2
)| < ε
4
. (2.39)
Par suite l'inégalité (2.37) est immédiatement vériée. De plus, pour e même
x0 ∈ N xé, la fontion α→ {αx0} est ontinue en α0 (voir Lemme 2.4.2).
Ainsi, il existe η = η(ε, α0, λ0) ≤ ε, tel que ∀ |α− α0| ≤ η nous trouvons

 [αx0] = [α0x0],| {αx0} − {α0x0} | ≤ ε4 . (2.40)
Ainsi, d'après (2.36) (2.39) et (2.40), nous obtenons
{αx0}+ {λ} = {αx0} − {α0x0}+ {λ} − {λ0}+ {α0x0}+ {λ0} .
≥ −ε
4
+ ε+ (
1
2
− ε
2
− ε
4
) =
1
2
.
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Don, l'inégalité (2.38) est vériée.
Finalement, ∀ θ ∈ Γ′3 = {θ ∈ Γ3, |α − α0| ≤ η(ε, α0, λ0)}, nous trouvons
f(x0; θ)− f(x0; θ0) = 〈αx0 + λ〉 − 〈α0x0 + λ0〉,
= 〈[αx0] + 〈λ〉+ {αx0}+ {λ}〉 − 〈[α0x0] + 〈λ0〉+ {α0x0}+ {λ0}〉,
= [αx0] + 〈λ〉+ 〈{αx0}+ {λ}〉 − [α0x0]− 〈λ0〉 − 〈{α0x0}+ {λ0}〉,
= 〈{αx0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉,
= 1.
 Cas B : {λ0} ∈
[
1
2 , 1
[
et λ ≥ λ0. Nous distinguons deux as :
 Si {λ} ∈ [12 , 1[. Il est simple de vérier que
λ− λ0 = {λ} − {λ0} ≥ ε. (2.41)
Ii, le but est de trouver x0 ∈ N tel que
{α0x0}+ {λ0} < 3
2
, (2.42)
et pour α susament prohe de α0 et tout λ tel que |λ− λ0| ≥ ε
{αx0}+ {λ} ≥ 3
2
. (2.43)
Soit ε susament petit, tel que {λ0}+ε < 1. Comme ({α0x})x∈N est dense dans
[0, 1[, il existe x0 ∈ N tel que
| {α0x0} − (3
2
− {λ0} − ε
2
)| < ε
4
. (2.44)
Par suite, l'inégalité (2.42) est immédiatement vériée. D'autre part, pour e
même x0 ∈ N xé, la fontion α → {αx0} est ontinue en α0 (voir Lemme
2.4.2). Ainsi, il existe η = η(ε, α0, λ0) ≤ ε, tel que ∀ |α− α0| ≤ η nous trouvons
 [αx0] = [α0x0],| {αx0} − {α0x0} | ≤ ε4 . (2.45)
Par onséquent, d'après (2.41) (2.44) et (2.45), nous obtenons
{αx0}+ {λ} = {αx0} − {α0x0}+ {λ} − {λ0}+ {α0x0}+ {λ0} .
≥ −ε
4
+ ε+ (
3
2
− ε
2
− ε
4
) =
3
2
.
Don, l'inégalité (2.43) est vériée.
Ainsi, ∀ θ ∈ Γ′3 = {θ ∈ Γ3, |α− α0| ≤ η(ε, α0, λ0)}, nous trouvons
|f(x0; θ)− f(x0; θ0)| = |〈{αx0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉| = 1.
2.4. ESTIMATION DES PARAMÈTRES 39
 Si {λ} ∈ [0, 12[, il en déoule
λ− λ0 = 1 + {λ} − {λ0} ≥ ε et [λ] = [λ0] + 1, (2.46)
où [·] est la partie entière. Pour le même x0 du as préédent, nous retrouvons
(2.44) et (2.45). Finalement, d'après (2.46), nous obtenons
{αx0}+ {λ} = {αx0} − {α0x0}+ {λ} − {λ0}+ {α0x0}+ {λ0} ,
≥ −ε
4
+ ε− 1 + (3
2
− ε
2
− ε
4
) =
1
2
.
Par onséquent,
f(x0; θ)− f(x0; θ0) = 〈αx0 + λ〉 − 〈α0x0 + λ0〉,
= 〈[αx0] + [λ] + {αx0}+ {λ}〉
− 〈[α0x0] + [λ0] + {α0x0}+ {λ0}〉,
= ([αx0]− [α0x0]) + ([λ]− [λ0])
+ (〈{αx0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉),
= 1.
 Cas C : Nous supposons que {λ0} ∈
[
0, 12
[
et λ ≤ λ0. Nous distinguons deux as.
 Le adre le plus intéressant à examiner est quand 〈λ0〉 = 〈λ〉 = 0.
Par onséquent, nous trouvons,
λ0 = {λ0} ∈
[
0,
1
2
[
et λ =


{λ} si 0 ≤ λ ≤ λ0 < 12 ,
−{λ} si − 1
2
< λ < 0 ≤ λ0 < 12 .
Par onséquent, {λ} ∈ [0, 12[ et
|λ− λ0| =


{λ0} − {λ} si λ ≥ 0,
{λ0}+ {λ} si λ < 0.
Ainsi, nous distinguons deux as :
 Supposons que 0 ≤ λ ≤ λ0 < 12 . Ii,
{λ0} et {λ} ∈
[
0,
1
2
[
(2.47)
et
|λ− λ0| = λ0 − λ = {λ0} − {λ} ≥ ε. (2.48)
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Notre but est de trouver x0 ∈ N tel que
{α0x0}+ {λ0} ≥ 1
2
(2.49)
et pour α susament prohe de α0 et tout λ tel que |λ− λ0| ≥ ε
{αx0}+ {λ} < 1
2
. (2.50)
Comme ({α0x})x∈N est dense dans [0, 1[, il existe x0 ∈ N tel que
| {α0x0} − (1
2
− {λ0}+ ε
2
)| < ε
4
. (2.51)
Par onséquent,
1
2
+
ε
4
< {α0x0}+ {λ0} < 1
2
+
3ε
4
Notons que, pour e même x0 ∈ N xé, la fontion α→ {αx0} est ontinue en
α0 (voir Lemme 2.4.2). Par onséquent, il existe η = η(ε, α0, λ0) ≤ ε tel que
∀ |α− α0| ≤ η, nous trouvons
 [αx0] = [α0x0],| {αx0} − {α0x0} | ≤ ε4 . (2.52)
D'après (2.47) (2.48) (2.51) et (2.52), nous obtenons
{αx0}+ {λ} = {αx0} − {α0x0}+ {λ} − {λ0}+ {α0x0}+ {λ0} .
<
ε
4
− ε+ 1
2
+
3ε
4
=
1
2
.
Finalement, ∀ θ ∈ Γ′3 = {θ ∈ Γ3, |α− α0| ≤ η(ε, α0, λ0)}, nous obtenons
|f(x0; θ)− f(x0; θ0)| = |〈αx0 + λ〉 − 〈α0x0 + λ0〉|
= |〈{αx0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉| = 1.
 Maintenant, nous supposons que −1
2
< λ < 0 ≤ λ0 < 12 . Nous avons,
{λ0} , {λ} ∈
[
0,
1
2
[
et λ = −{λ} . (2.53)
Par onséquent, nous trouvons
|λ− λ0| = λ0 − λ = {λ0}+ {λ} ≥ ε. (2.54)
Ensuite, nous prenons le même x0 du as préédent. Don,
1
2
+
ε
4
< {α0x0}+ {λ0} < 1
2
+
3ε
4
(2.55)
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De plus, il existe η = η(ε, α0, λ0) ≤ ε tel que ∀ |α− α0| ≤ η, nous avons
 [αx0] = [α0x0],| {αx0} − {α0x0} | ≤ ε4 . (2.56)
D'après (2.53) (2.54) (2.55) et (2.56), il en déoule
{αx0} − {λ} = {αx0} − {α0x0} − {λ} − {λ0}+ {α0x0}+ {λ0} .
<
ε
4
− ε+ 1
2
+
3ε
4
=
1
2
.
Finalement, ∀ θ ∈ Γ′3 = {θ ∈ Γ3, |α− α0| ≤ η(ε, α0, λ0)}, nous obtenons
|f(x0; θ)− f(x0; θ0)| = |〈αx0 + λ〉 − 〈α0x0 + λ0〉|
= |〈{αx0} − {λ}〉 − 〈{α0x0}+ {λ0}〉| = 1.
 Nous suppposons que {λ0} ∈
[
0, 12
[
, λ ≤ λ0 et 〈λ0〉 = 〈λ〉 ≥ 1.
Nous distinguons deux as :
 Si {λ} ∈ [0, 12[. Alors, 0 ≤ {λ} ≤ {λ0} < 12 et |λ− λ0| = {λ0} − {λ} ≥ ε.
L'étude de e as est similaire à elle du as où 0 ≤ λ ≤ λ0 < 12 traitée
préédemment.
 Si {λ} ∈ [12 , 1[. Alors, nous avons
[λ0]− [λ] = 1 et par onséquent |λ− λ0| = 1 + {λ0} − {λ} ≥ ε. (2.57)
Ii, par les mêmes arguments utilisés préédemment, il existe x0 ∈ N tel que
| {α0x0} − (1
2
− {λ0}+ ε
2
)| < ε
4
. (2.58)
De plus, il existe η = η(ε, α0, λ0) ≤ ε tel que ∀ |α− α0| ≤ η, nous avons
 [αx0] = [α0x0].| {αx0} − {α0x0} | ≤ ε4 . (2.59)
En utilisant (2.57) (2.58) et (2.59), nous obtenons
{αx0} − {λ} = {αx0} − {α0x0} − {λ} − {λ0}+ {α0x0}+ {λ0} .
<
ε
4
+ 1− ε+ 1
2
+
3ε
4
=
3
2
.
Don, ∀ θ ∈ Γ′3 = {θ ∈ Γ3, |α− α0| ≤ η(ε, α0, λ0)}, nous obtenons
|f(x0; θ)− f(x0; θ0)| = | [λ]− [λ0] | = 1.
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 Cas D : {λ0} ∈
[
1
2 , 1
[
et λ ≤ λ0. Il est simple de vérier que
{λ} ∈
[
1
2
, 1
[
et |λ− λ0| = λ0 − λ = {λ0} − {λ} ≥ ε (2.60)
Ainsi, en utilisant les mêmes arguments préédents, il existe x0 ∈ N tel que
| {α0x0} − (3
2
− {λ0}+ ε
2
)| < ε
4
. (2.61)
Il en déoule,
{α0x0}+ {λ0} ≥ 3
2
De plus, il existe η = η(ε, α0, λ0) ≤ ε tel que ∀ |α− α0| ≤ η, nous avons
 [αx0] = [α0x0].| {αx0} − {α0x0} | ≤ ε4 . (2.62)
Par onséquent, d'après (2.60) (2.61) et (2.62), nous trouvons
{αx0}+ {λ} = {αx0} − {α0x0}+ {λ} − {λ0}+ {α0x0}+ {λ0} .
<
ε
4
− ε+ 3
2
+
3ε
4
=
3
2
.
Finalement, ∀ θ ∈ Γ′3 = {θ ∈ Γ3, |α − α0| ≤ η(ε, α0, λ0)}, nous obtenons
|f(x0; θ)− f(x0; θ0)| = |〈{αx0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉| = 1.
Alors, nous déduisons qu'il existe η = η(ε, α0, λ0) ≤ ε et une onstante e0 > 0, tel
que uniformément sur Γ
′
3 nous avons |f(x0; θ)− f(x0; θ0)| ≥ e0 > 0.
Pour θ ∈ Γ′′3 = Γ3\Γ
′
3 = {θ ∈ Γ3 : |α− α0| > η} les mêmes argument pour Γ1 peuvent
être appliqués ii et par suite il existe d0 > 0 tel que
inf
θ∈Γ
′′
3
|K(θ)−K(θ0)| ≥ d0 > 0.
Théorème 2.4.1. Supposons que
1. α0, la vraie valeur de α, est un nombre irrationnel appartenant à l'intervalle ]−1, 1[ ;
2. Sous Pθ0, la haîne de Markov (Xt) est irrédutible ;
3. Pour un ertain k ≥ 2, E|εt|k < +∞ ;
4. L'espae des paramètres Θ, est un ompat sous-ensemble ]−1, 1[× R.
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Alors, l'estimateur des moindres arrés θˆn de θ0 est fortement onsistant, .à.d.
θˆn
p.s.−→ θ0.
Preuve. Rappelons que, D'après la Proposition 2.4.1 et 2.4.3, nous avons
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0
et
inf
θ∈Θε
|K(θ)−K(θ0)| > 0,
où Θε = {θ : d(θ, θ0) ≥ ε} et d est la distane sur l'espae des paramètres Θ dénie par
d(α,α
′
) = |α− α′ |, ∀ α,α′ ∈ Θ.
Ainsi, en utilisant le Théorème 5.7 de Van Der Vaart (1998, [61℄), nous obtenons que
θˆn → θ0 presque sûrement.
2.4.2 La onsistane forte de l'estimateur des moindres arrés quand le
oeient de régression α0 est rationnel
Tout d'abord, nous donnons quelques expliations néessaires pour omprendre le pro-
blème d'identiabilité du modèle RINAR(1), quand α0 est rationnel.
Soit α0 =
p
q
< 1, où p ∈ Z q ∈ N∗, p et q sont premiers entre eux (p ∧ q = 1).
Rappelons que {a} représente la partie frationnaire de a ∈ R.
Pour tout p tel que |p| < |q| et pour toute valeur de x ∈ Z, la suite ({α0x})x∈Z ne prend
qu'un nombre ni de valeurs :
{
0,
1
q
, · · · , q − 1
q
}
, .à.d.
Im
[
({α0x})x∈Z
]
=
{
0,
1
q
, · · · , q − 1
q
}
.
Nous distinguons deux as :
 Si q est pair, alors
1
2
∈ Im [({α0x})x∈Z]. Par onséquent, la subdivision de l'inter-
valle [0, 1[ en q intervalles de taille
1
q
, montre que
1
2
est un point frontière de deux
intervalles


q
2
− 1
q
,
1
2


et

1
2
,
q
2
+ 1
q


. En d'autres termes, il y a
q
2
intervalles avant
et après
1
2
.
Maintenant, supposons que a et b appartiennent à l'un de q intervalles de la subdi-
vision, tels que a 6= b (voir Figure 2.4), nous obtenons
∀ x ∈ Z, 〈{α0x}+ a〉 = 〈{α0x}+ b〉 et 〈{α0x} − a〉 = 〈{α0x} − b〉. (2.63)
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q = 4
0 1
4
1
2
3
4
1
b
a
b
b
Fig. 2.4  La subdivision de l'intervalle [0, 1[ en 4 intervalles de taille 14
 Si q est impair, alors
1
2
6∈
{
0,
1
q
, · · · , q − 1
q
}
. Don, la subdivision de l'intervalle [0, 1[
en q intervalles de taille
1
q
, montre qu'ii
1
2
est le entre de l'intervalle

〈
q
2
〉 − 1
q
,
〈q
2
〉
q


.
Ainsi, l'équation (2.63) n'est plus vériée. Par exemple, pour q = 5 (voir Figure 2.5),
soient a, b ∈ [15 , 25[ tels que a = 0.23 et b = 0.36. Alors, pour x0 = 1 et p = 1,
nous avons
〈{α0x0}+ a〉 = 〈1
5
+ 0.23〉 = 0 6= 〈{α0x0}+ b〉 = 〈1
5
+ 0.36〉 = 1.
q = 5
b
0 1
5
2
5
1
2
3
5
4
5
1
b
a
b
b
Fig. 2.5  La subdivision de l'intervalle [0, 1[ en 5 intervalles de taille 15
Maintenant, nous introduisons une nouvelle subdivision de l'intervalle [0, 1[
en q + 1 intervalles. Le premier est
[
0,
1
2q
[
, les q − 1 prohaines intervalles sont[
i
2q
,
i+ 2
2q
[
pour i = 1, 3, · · · , q, · · · , 2q − 3 et le dernier est
[
2q − 1
2q
, 1
[
.
Pour ette subdivision,
1
2
est un point frontière de deux intervalles
[
q − 2
2q
,
1
2
[
et[
1
2
,
q + 2
q
[
. En d'autres termes, il y a 〈q
2
〉 intervalles avant et après 1
2
dont un de
taille
1
2q
et les autres sont de taille
1
q
(voir Figure 2.6).
De plus, supposons que a et b appartiennent à l'un des q + 1 intervalles de ette
nouvelle subdivision, tels que a 6= b, nous obtenons
∀ x ∈ Z, 〈{α0x}+ a〉 = 〈{α0x}+ b〉 et 〈{α0x} − a〉 = 〈{α0x} − b〉. (2.64)
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14
Fig. 2.6  La nouvelle subdivision de l'intervalle [0, 1[, ave q = 7
Notons que, l'équation (2.63) (resp. (2.64)) doit être vériée dans le as où q est pair (resp.
impair), pour prouver la proposition suivante.
Proposition 2.4.4. Supposons que [H1℄ soit vériée. Si α0 =
p
q
, où p ∈ Z q ∈ N∗, p et q
sont premiers entre eux (p ∧ q = 1), alors
f(x; θ) = f(x; θ0), ∀ x ∈ E ⇐⇒ α = α0 et λ ∈ I0,
où I0 est un intervalle de taille
1
q
autour de λ0 tel que
I0 = {λ, 〈λ〉 = 〈λ0〉} .
La loalisation de I0 dépend de la parité de q et de la position de {λ0}, la partie
frationnaire de λ0, sur l'intervalle [0, 1[. Rappelons que d'après la disussion préédente,
la parité ou l'imparité de q impose deux diérentes subdivision de [0, 1[.
Ainsi, nous distinguons deux as :
 Supposons que q est pair. Il existe k0 ∈ {0, 1, · · · , q − 1} tel que
{λ0} ∈ i0 =
[
k0
q
,
k0 + 1
q
[
(2.65)
Ainsi, nous dénissons
I0 = {λ, 〈λ〉 = 〈λ0〉 et {λ} ∈ i0} . (2.66)
Par exemple, soit q = 4. Supposons λ0 = 2.52, alors 〈λ0〉 = 3 et {λ0} = 0.52.
Par suite, nous trouvons
i0 =
[
1
2
,
3
4
[
et I0 = {λ, 〈λ〉 = 3 et {λ} ∈ i0} = [2.5, 2.75[ .
Notons que si λ0 = −2.52, alors
I0 = {λ, 〈λ〉 = −3 et {λ} ∈ i0} = ]−2.75,−2.5] .
 Supposons que q est impair. Nous remarquons trois sous-as :
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 Si {λ0} ∈
[
0,
1
2q
[
, alors I0 est déni par
I0 =


[
[λ0]− 1 + 2q − 1
2q
, [λ0] +
1
2q
[
, si [λ0] ≥ 1,
[
− 1
2q
,
1
2q
[
, si [λ0] = 0,
]
[λ0]− 1
2q
, [λ0] + 1− 2q − 1
2q
]
, si [λ0] ≤ −1.
(2.67)
Par exemple, soit q = 5. Supposons λ0 = 1.08, alors {λ0} = 0.08 et [λ0] = 1.
Par suite, nous trouvons
{λ0} ∈
[
0,
1
10
[
et I0 = [0.9, 1.1[ .
Notons que si λ0 = −1.08, alors
I0 = ]−1.1,−0.9] .
 Si {λ0} ∈
[
1
2q
,
2q − 1
2q
[
, alors il existe k0 ∈ {1, 3, · · · , q, · · · , 2q − 3} tel que
{λ0} ∈ i0 =
[
k0
2q
,
k0 + 2
2q
[
. (2.68)
Ainsi, nous dénissons
I0 = {λ, 〈λ〉 = 〈λ0〉 et {λ} ∈ i0} . (2.69)
Par exemple, soit q = 5. Supposons λ0 = 4.49, alors 〈λ0〉 = 4 et {λ0} = 0.49.
Par suite, nous trouvons
i0 =
[
3
10
,
1
2
[
et I0 = {λ, 〈λ〉 = 4 et {λ} ∈ i0} = [4.3, 4.5[ .
Notons que si λ0 = −4.49, alors
I0 = {λ, 〈λ〉 = −4 et {λ} ∈ i0} = ]−4.5,−4.3] .
 Si {λ0} ∈
[
2q − 1
2q
, 1
[
, alors I0 est déni par
I0 =


[
[λ0] +
2q − 1
2q
, [λ0] + 1 +
1
2q
[
, si λ0 > 0,
]
[λ0]− 1− 1
2q
, [λ0]− 2q − 1
2q
]
, si λ0 < 0.
(2.70)
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Par exemple, soit q = 5. Supposons λ0 = 8.98, alors {λ0} = 0.98, 〈λ0〉 = 9 et
[λ0] = 8. Par suite, nous trouvons
{λ0} ∈
[
9
10
, 1
[
et I0 = [8.9, 9.1[ .
Notons que si λ0 = −8.98, alors
I0 = ]−9.1,−8.9] .
Preuve. Soit
A0 =
{
θ = (α, λ) ∈ Θ, α = α0 = p
q
et λ ∈ I0
}
,
où I0 = {λ, 〈λ〉 = 〈λ0〉 et {λ} ∈ i0}. Rappelons que λ0 la vraie valeur du paramètre λ
appartient à I0 et i0 est déni en fontion de la parité de q et la position de la partie
frationnaire de λ0 sur l'intervalle [0, 1[.
Notons que pour tout a ∈ R, nous avons a = [a] + s(a) {a}, où [·] représente la fontion
partie entière et s(·) est la fontion signe.
Soit θ ∈ A0. Il en déoule, {λ} et {λ0} ∈ i0, s(λ) = s(λ0) et [λ] = [λ0].
Par onséquent, pour tout x ∈ Z, nous avons
f(x; θ)− f(x; θ0) = 〈α0x+ λ〉 − 〈α0x+ λ0〉
= 〈s(α0x) {α0x}+ s(λ0){λ}〉 − 〈s(α0x) {α0x}+ s(λ0){λ0}〉.
Nous distinguons quatre as :
 Supposons que s(α0x) = 1 et s(λ0) = 1. Ainsi, pour tout x ∈ Z, nous obtenons
f(x; θ)− f(x; θ0) = 〈{α0x}+ {λ}〉 − 〈{α0x}+ {λ0}〉.
Par suite, d'après (2.63) (resp. (2.64)) dans le as où q est pair (resp. impair),
nous avons
f(x; θ) = f(x; θ0), ∀ x ∈ Z.
 Supposons que s(α0x) = −1 et s(λ0) = −1. Rappelons que pour tout a ∈ R, nous
avons 〈−a〉 = −〈a〉. Ainsi, pour tout x ∈ Z, nous obtenons
f(x; θ)− f(x; θ0) = − (〈{α0x}+ {λ}〉 − 〈{α0x}+ {λ0}〉) = 0.
 Supposons que s(α0x) = 1 et s(λ0) = −1. Nous avons,
f(x; θ)− f(x; θ0) = 〈{α0x} − {λ}〉 − 〈{α0x} − {λ0}〉.
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Ainsi, d'après (2.63) (resp. (2.64)) dans le as où q est pair (resp. impair),
nous obtenons
f(x; θ) = f(x; θ0), ∀ x ∈ Z.
 Supposons que s(α0x) = −1 et s(λ0) = 1. Nous avons,
f(x; θ)− f(x; θ0) = − (〈{α0x} − {λ}〉 − 〈{α0x} − {λ0}〉) .
Ainsi, nous trouvons
f(x; θ) = f(x; θ0), ∀ x ∈ Z.
Maintenant, notre objetif est de montrer que pour tout θ = (α, λ) ∈ Θ,
〈αx+ λ〉 = 〈α0x+ λ0〉, ∀ x ∈ Z⇒ θ ∈ A0
Soit θ 6∈ A0. Nous distinguons trois as :
 Supposons que α 6= α0. Pour e as nous nous référons à la preuve de la Proposition
2.4.2. Ainsi, alors il existe x0 ∈ Z tel que |f(x0; θ)− f(x0; θ0)| > 0.
 Supposons que α = α0 et 〈λ〉 6= 〈λ0〉. Il existe x0 ∈ Z tel que α0x0 = p
q
x0 ∈ Z.
Par onséquent, nous obtenons {α0x0} = 0. Ainsi,
|f(x0; θ)− f(x0; θ0)| = |〈λ〉 − 〈λ0〉| ≥ 1.
 Supposons que α = α0, 〈λ〉 = 〈λ0〉 et λ 6∈ I0. Pour simplier les notations, nous
supposons sans perte de généralité α0 > 0 et λ ≥ λ0 ≥ 0.
Premièrement, nous onsidérons le as où q est pair. Rappelons qu'il existe
k0 ∈ {0, · · · , q − 1} tel que
i0 =
[
k0
q
,
k0 + 1
q
[
.
Nous distinguons trois as :
 Si i0 ⊂
[
0,
1
2
[
. Comme λ ≥ λ0 et {λ} 6∈ i0, il est lair qu'ii q ≥ 4 et k0 6= q
2
− 1.
Ainsi, {λ} ∈
[
0,
1
2
[
et {λ} > {λ0} ({λ} > i0). Don, il existe x0 ∈
{
1, · · · , q
2
− 1
}
tel que
f(x0; θ)− f(x0; θ0) = 〈{α0x0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉 = 1.
Par exemple, pour q = 4, nous avons i0 =
[
0,
1
4
[
et par suite {λ} ∈
[
1
4
,
1
2
[
.
Ainsi, il existe x0 ∈ N tel que {α0x0} = 1
4
et par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
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 Si i0 ⊂
[
1
2
, 1
[
et {λ} ∈
[
1
2
, 1
[
. Comme λ ≥ λ0 et {λ} 6∈ i0, il est lair qu'ii q ≥ 4
et k0 6= q − 1. Ainsi, nous avons {λ} > {λ0} ({λ} > i0) et par onséquent
il existe x0 ∈
{q
2
+ 1, · · · , q − 1
}
tel que
f(x0; θ)− f(x0; θ0) = 〈{α0x0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉 = 1.
Par exemple, pour q = 4, nous avons i0 =
[
1
2
,
3
4
[
et par suite {λ} ∈
[
3
4
, 1
[
.
Ainsi, il existe x0 ∈ N tel que {α0x0} = 3
4
et par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 ⊂
[
1
2
, 1
[
et {λ} ∈
[
0,
1
2
[
. Ainsi, [λ] = [λ0] + 1. Don, pour tout x ∈ N,
nous avons
f(x; θ)− f(x; θ0) = 〈{α0x}+ {λ}〉 − 〈{α0x}+ {λ0} − 1〉.
Comme q est pair, alors il existe x0 ∈ N tel que {α0x0} = 12 . Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
Notons que q = 2 est un as partiulier. Si {λ0} ∈ i0 =
[
0,
1
2
[
, alors sous les
hypothèses λ ≥ λ0 ≥ 0 et 〈λ〉 = 〈λ0〉, nous avons
{λ} ∈ i0.
Si {λ0} ∈ i0 =
[
1
2
, 1
[
, alors
{λ} ∈
[
0,
1
2
[
et [λ] = [λ0] + 1.
Par suite, il existe x0 ∈ Z tel que {α0x0} = 12 . Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
Maintenant, nous onsidérons le as où q est impair et {λ0〉 ∈
[
1
2q
,
2q − 1
2q
[
.
Rappelons qu'il existe k0 ∈ {1, 3, · · · , q, · · · , 2q − 3} tel que
i0 =
[
k0
2q
,
k0 + 2
2q
[
.
Pour simplier les notations, nous posons q = 5. Rappelons que λ ≥ λ0, 〈λ〉 = 〈λ0〉
et {λ〉 6∈ I0. Ainsi, nous distinguons les as suivants :
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 Si i0 ⊂
[
0,
1
2
[
. Comme λ ≥ λ0, alors
i0 =
[
1
10
,
3
10
[
et {λ} ∈
[
3
10
,
1
2
[
Par suite, il existe x0 ∈ N tel que {α0x0} = 15 . Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 =
[
1
2
,
7
10
[
et {λ} ∈
[
7
10
,
9
10
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 45 .
Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 =
[
1
2
,
7
10
[
et {λ} ∈
[
9
10
, 1
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 35 .
Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 =
[
7
10
,
9
10
[
et {λ} ∈
[
9
10
, 1
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 35 .
Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 =
[
1
2
,
7
10
[
(resp.
[
7
10
,
9
10
[
) et {λ} ∈
[
3
10
,
1
2
[
. Ainsi, il existe x0 ∈ N tel que
{α0x0} = 1
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 =
[
1
2
,
7
10
[
(resp.
[
7
10
,
9
10
[
) et {λ} ∈
[
1
10
,
3
10
[
. Ainsi, il existe x0 ∈ N tel que
{α0x0} = 2
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si i0 =
[
1
2
,
7
10
[
(resp.
[
7
10
,
9
10
[
) et {λ} ∈
[
0,
1
10
[
. Ainsi, il existe x0 ∈ N
tel que {α0x0} = 3
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
Maintenant, supposons que {λ0} ∈
[
9
10
, 1
[
. Rappelons que λ ≥ λ0 ≥ 0 et
λ 6∈ I0 =
[
[λ0] +
2q − 1
2q
, [λ0] + 1 +
1
2q
[
. Ainsi, nous notons deux as possible :
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 Si {λ} ∈
[
3
10
,
1
2
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 1
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si {λ} ∈
[
1
10
,
3
10
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 2
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
Finalement, supposons que {λ0} ∈
[
0,
1
10
[
et [λ0] ≥ 1 (resp. [λ0] = 0). Par suite,
nous avons
I0 =
[
[λ0]− 1 + 2q − 1
2q
, [λ0] +
1
2q
[
(resp. I0 =
[
− 1
10
,
1
10
[
). Ainsi,
 Si {λ} ∈
[
3
10
,
1
2
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 1
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
 Si {λ} ∈
[
1
10
,
3
10
[
. Ainsi, il existe x0 ∈ N tel que {α0x0} = 2
5
. Par onséquent,
f(x0; θ)− f(x0; θ0) = 1.
Lemme 2.4.3. Soit x0 ∈ N∗ xé, tel que x0 6= kq pour tout k ∈ N. la fontion α −→ {αx0},
dénie sur R et à valeurs dans [0, 1[, est ontinue en α0 =
p
q
, où p ∈ Z q ∈ N∗ et p∧ q = 1.
Preuve. Soit x0 xé. Nous avons, {αx0} = |αx0| − [ |αx0| ], où [·] est la fontion partie
entière. Alors la fontion {·} : R −→ [0, 1[, dénie par α −→ {αx0}, est disontinue en α
si αx0 ∈ Z. Par onséquent, si α0 = p
q
et x0 6= kq pour tout k ∈ N, alors α0x0 6∈ Z.
Ainsi, α −→ {αx0} est ontinue en α0.
Rappelons que sous [H1℄ et d'après la Proposition 2.4.1 nous avons,
K(θ)−K(θ0) = σθ0 [gθ(·)− gθ0(·)] = µθ0 [f(·; θ)− f(·; θ0)]
2 ,
où
gθ(y) = [z − f(x; θ)]2 , ∀ y = (x, z) ∈ E2
et
f(x; θ) = 〈αx+ λ〉, ∀ x ∈ E et θ = (α, λ) ∈ Θ.
De plus, d est la distane sur Θ dénie par
d (θ, θ
′
) = max
{
|α− α′ |, |λ− λ′ |
}
, ∀ θ = (α, λ), θ′ = (α′ , λ′) ∈ Θ.
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Nous posons,
A0 = {θ, α = α0 et λ ∈ I0} . (2.71)
Rappelons que θ0 ∈ A0. Soit θ∗ ∈ A0. D'après la Proposition 2.4.4, nous avons
K(θ∗)−K(θ0) = µθ0 [f(·; θ∗)− f(·; θ0)]
2 = 0. (2.72)
Proposition 2.4.5. Supposons que [H1℄ soit vériée. Si α0 =
p
q
, où p ∈ Z q ∈ N∗ et
p ∧ q = 1, alors pour tout (susamment petit) ε > 0, nous avons
inf
θ∈Θ0ε
|K(θ)−K(θ0)| > 0,
où Θ0ε = {θ : d(θ,A0) ≥ ε}.
Preuve. Pour simplier les notations, nous onsidérons le as où q est pair.
Don, il existe k0 ∈ {0, 1, · · · , q − 1} tel que
{λ0} ∈ i0 =
[
k0
q
,
k0 + 1
q
[
.
Par suite,
I0 = {λ, 〈λ〉 = 〈λ0〉 et {λ} ∈ i0} et A0 = {θ, α = α0 et λ ∈ I0} .
Nous distinguons trois as pour l'événement Θ0ε. Nous posons, Θ
0
ε = Γ1 ∪ Γ2 ∪ Γ3, où
Γ1 = {θ, |α− α0| ≥ ε} , (2.73)
Γ2 = {θ, |α− α0| < ε, d(λ, I0) ≥ ε, 〈λ〉 6= 〈λ0〉} , (2.74)
et
Γ3 = {θ, |α− α0| < ε, d(λ, I0) ≥ ε, 〈λ〉 = 〈λ0〉} . (2.75)
Notons que,
d(λ, I0) = inf
λ∗∈I0
|λ− λ∗|.
L'idée de la preuve est basée sur l'équation (2.32). Alors, le but est de trouver x0 ∈ E
tel que
|f(x0; θ)− f(x0; θ0)| > 0, uniformément sur Γi, i = 1, 2, 3.
1. Nous onsidérons le premier as, θ ∈ Γ1. Comme Θ est ompat et le support de µθ0
n'est pas borné, alors il existe x0 > 0 tel que ∀ |x| ≥ x0, nous avons
|f(x; θ)− f(x; θ0)| ≥ ε2 |x|, uniformément sur Γ1. Ainsi,
inf
θ∈Γ1
|K(θ)−K(θ0)| ≥
∫
|x|≥x0
(
ε
2
x)2µθ0(dx) > 0.
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2. Suppososns que θ ∈ Γ2. Pour x0 = 0, nous avons
|f(0; θ)− f(0; θ0)| = |〈λ〉 − 〈λ0〉| ≥ 1.
Ainsi,
inf
θ∈Γ2
|K(θ)−K(θ0)| > 0.
3. Nous onsidérons le as où θ ∈ Γ3. Nous supposons sans perte de généralité que
α0 =
1
q
> 0 et λ0 ≥ 0. Nous avons,
{λ0} ∈ i0 =
[
k0
q
,
k0 + 1
q
[
et par suite I0 =
[
[λ0] +
k0
q
, [λ0] +
k0 + 1
q
[
.
Nous distinguons quatre as dépendants de la position de la partie frationnaire de
λ0 et elle de λ :
(a) Cas A : i0 ⊂
[
0, 12
[
et λ ≥ λ0.
(b) Cas B : i0 ⊂
[
1
2 , 1
[
et λ ≥ λ0.
() Cas C : i0 ⊂
[
0, 12
[
et λ ≤ λ0.
(d) Cas D : i0 ⊂
[
1
2 , 1
[
et λ ≤ λ0.
 Cas A : i0 ⊂
[
0,
1
2
[
, λ ≥ λ0. Il est simple de vérier qu'ii
q ≥ 4, {λ} ∈
[
0,
1
2
[
, k0 ∈
{
0, 1, · · · , q
2
− 2
}
et {λ} ≥ k0 + 1
q
.
Par suite,
d(θ,A0) = d(λ, I0) = inf
{λ∗}∈i0
{λ} − {λ∗} ≥ ε. (2.76)
Ainsi, il existe l ∈
{
k0 + 1, · · · , q
2
− 1
}
tel que {λ} ∈
[
l
q
,
l + 1
q
[
.
Soit x0 =
q
2
− l xé. Alors, pour tout {λ∗} ∈ i0 nous obtenons
{α0x0}+ {λ∗} < 1
2
, (2.77)
et d'après (2.76) nous trouvons
{α0x0}+ {λ} ≥ 1
2
+ ε. (2.78)
Comme x0 =
q
2
− l 6= kq où k ∈ N, d'après Lemme 2.4.3, la fontion α → {αx0}
est ontinue en α0 =
p
q
. Ainsi, il existe η = η(ε, α0, λ0) ≤ ε tel que ∀ |α− α0| ≤ η
nous trouvons 
 [αx0] = [α0x0].| {αx0} − {α0x0} | ≤ ε. (2.79)
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D'après (2.79) et (2.78) nous trouvons
{αx0}+ {λ} = ({αx0} − {αx0}) + ({αx0}+ {λ})
≥ −ε+ (1
2
+ ε) =
1
2
.
Alors, pour tout θ ∈ Γ′3 = {θ ∈ Γ3, |α− α0| ≤ η(ε, α0, λ0)}, nous avons
f(x0; θ)− f(x0; θ0) = 1.
 Case B : i0 ⊂
[
1
2 , 1
[
et λ ≥ λ0. Nous distinguons deux sous-as :
 Supposons que {λ} ∈
[
1
2
, 1
[
. Ii, il est simple de vérier que
q ≥ 4, k0 ∈
{q
2
, · · · , q − 2
}
, et {λ} ≥ k0 + 1
q
.
Par onséquent,
d(θ,A0) = d(λ, I0) = inf
{λ∗}∈i0
{λ} − {λ∗} ≥ ε. (2.80)
Ainsi, il existe x0 ∈
{
q
2 + 1, · · · , q − 1
}
tel que pour tout {λ∗} ∈ i0 nous avons
{α0x0}+ {λ∗} < 3
2
, (2.81)
et d'après (2.80) nous trouvons
{α0x0}+ {λ} ≥ 3
2
+ ε. (2.82)
Comme x0 6= kq où k ∈ N, la fontion α→ {αx0} est ontinue α0 = pq
(voir Lemme 2.4.3). Alors, il existe η = η(ε, α0, λ0) ≤ ε tel que ∀ |α − α0| ≤ η
nous obtenons 
 [αx0] = [α0x0].| {αx0} − {α0x0} | ≤ ε. (2.83)
d'après (2.83) et (2.82) nous trouvons
{αx0}+ {λ} = ({αx0} − {αx0}) + ({αx0}+ {λ})
≥ −ε+ (3
2
+ ε) =
3
2
.
Alors, pour tout θ ∈ Γ′3 = {θ ∈ Γ3, |α − α0| ≤ η(ε, α0, λ0)} nous avons
f(x0; θ)− f(x0; θ0) = 1.
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 Supposons que {λ} ∈
[
0,
1
2
[
. Ii, il est simple de vérier que
q ≥ 2, et k0 ∈
{q
2
, · · · , q − 1
}
.
Par onséquent, nous avons
d(λ, I0) = inf
{λ∗}∈i0
{λ} − {λ∗}+ 1 ≥ ε et [λ] = [λ∗] + 1. (2.84)
Ainsi, pour x0 =
q
2 et pour tout {λ∗} ∈ i0 nous avons
1 ≤ {α0x0}+ {λ∗} < 3
2
. (2.85)
De plus, d'après (2.84), nous trouvons
{α0x0}+ {λ} ≥ 1
2
+ ε. (2.86)
Pour e x0 xé, la fontion α→ {αx0} est ontinue en α0 = pq
(voir Lemme 2.4.3). Alors, il existe η = η(ε, α0, λ0) ≤ ε tel que ∀ |α − α0| ≤ η
nous obtenons 
 [αx0] = [α0x0].| {αx0} − {α0x0} | ≤ ε. (2.87)
D'apès (2.87) et (2.86) nous trouvons
{αx0}+ {λ} = ({αx0} − {αx0}) + ({αx0}+ {λ})
≥ −ε+ (1
2
+ ε) =
1
2
.
Ainsi, pour tout θ ∈ Γ′3 = {θ ∈ Γ3, |α− α0| ≤ η} nous trouvons
f(x0; θ)− f(x0; θ0) = 〈αx0 + λ〉 − 〈α0x0 + λ0〉,
= 〈[αx0] + [λ] + {αx0}+ {λ}〉
− 〈[α0x0] + [λ0] + {α0x0}+ {λ0}〉,
= ([αx0]− [α0x0]) + ([λ]− [λ0])
+ (〈{αx0}+ {λ}〉 − 〈{α0x0}+ {λ0}〉)
= 1.
Les as C et D peuvent être traités de façon similaire, ave un bon hoix de x0 et α
susamment prohe de α0. Alors, nous déduisons qu'il existe η = η(ε, α0, λ0) ≤ ε et
une onstante e0 > 0 tels que uniformément sur Γ
′
3 nous avons
|K(θ)−K(θ0)| ≥ e0 > 0.
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Pour θ ∈ Γ′′3 = Γ3 \ Γ
′
3 = {θ ∈ Γ3, |α − α0| > η, 〈λ〉 = 〈λ0〉} les mêmes arguments
pour Γ1 peuvent être appliqués ii et par suite il existe d0 > 0 tel que
|K(θ)−K(θ0)| ≥ d0 > 0.
Théorème 2.4.2. Supposons que
1. α0, la vraie valeur de α, est un nombre rationnel appartenant l'intervalle ]−1, 1[, où
α0 =
p
q
, ave p ∈ Z q ∈ N∗ et p ∧ q = 1 ;
2. Sous Pθ0, la haîne de Markov (Xt) est irrédutible ;
3. Pour un ertain k ≥ 2, E|εt|k < +∞ ;
4. L'espae des paramètres Θ, est un ompat sous-ensemble ]−1, 1[× R.
Alors,
d(θˆn, A0)
p.s.−→ 0, où A0 = {θ ∈ Θ, α = α0 et λ ∈ I0} .
En d'autres termes, αˆn est fortement onsistant tandis que λˆn onverge vers un intervalle
de taille
1
q
ontenant λ0.
Preuve. Rappelons que, d'après la Proposition 2.4.1 et 2.4.5, nous avons
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0
et
inf
θ∈Θ0ε
|K(θ)−K(θ0)| > 0,
où Θ0ε = {θ : d(θ,A0) ≥ ε}. La onlusion θˆn → θ0 presque sûrement résulte par des argu-
ments standards de la théorie des M-estimateurs (voir par exemple, Van Der Vaart (1998,
[61℄), Théorème 5.7).
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2.5 Méthode numérique pour aluler θˆn
Soient X0,X1, · · · ,Xn des observations du proessus RINAR(1). Notre objetif est de
trouver une méthode numérique pour aluler l'estimateur des moindres arrés déni par
θˆn = argmin
θ∈Θ
ϕn(θ),
où
ϕn(θ) =
1
n
n∑
t=1
[Xt − f(Xt−1; θ)]2 = 1
n
n∑
t=1
[Xt − 〈αXt−1 + λ〉]2 .
La prinipale diulté pour le alul de θˆn provient de la disontinuité de la fontion de
ontraste. Les méthodes lassiques, omme la desente du gradient, ne sont pas valables.
Dans ette setion, nous proposons un algorithme basé sur la reherhe dihotomique su-
essive.
En premier lieu, nous expliquons l'idée de et algorithme dans un adre simple.
Soit h une fontion réelle irrégulière dénie sur R, appelée la fontion objetive.
Notre but est de trouver
θˆn = argmin
θ∈[a,b]
h(θ).
Soit θ0 notre point de départ. Ainsi, l'intervalle initial de reherhe est [a, b].
Ainsi, nous notons a0 = a, b0 = b et N0 = b0 − a0. Par suite, le passage
de l'étape i à i+ 1, pour i = 0, 1, · · · , se fait de la manière suivante :
Soient ci =
θi+ai
2 et di =
θi+bi
2 . Nous alulons h(ci), h(θi) et h(di).
Ensuite, selon le minimum de es derniers, nous distinguons trois as (voir Figure 2.7) :
 Si h(θi) < min{h(ci), h(di)}, alors ai+1 = ci, θi+1 = θi et bi+1 = di.
 Si h(ci) < min{h(θi), h(di)}, alors ai+1 = ai, θi+1 = ci et bi+1 = θi.
 Si h(di) < min{h(θi), h(ci)}, alors ai+1 = θi, θi+1 = di et bi+1 = bi.
Le proessus s'arrête à l'étape i+ 1 si Ni+1 = bi+1 − ai+1 ≤ 0.001.
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b bb
ai bici diθi
Étape i
ai+1 bi+1
b
θi+1
b
1er as
2ème as
3ème as
ai+1 bi+1θi+1
b
bi+1ai+1 θi+1
Fig. 2.7  Le passage de l'étape i à i+ 1 pour la reherhe dihotomique.
2.5.1 Initialisation
Comme le proessus RINAR(1) est inspiré du modèle AR(1) réel, nous proposons pour
le point de départ de l'algorithme θˆ0 = (αˆ0, λˆ0), l'estimateur de Yule-Walker du paramètre
θ = (α, λ). Ainsi, nous avons
αˆ0 = ρˆ (1) et λˆ0 = X¯n (1− αˆ0).
Ii, ρˆ(1) est le oeient d'autoorrélation empirique du premier ordre et X¯n est la moyenne
empirique.
2.5.2 Reherhe dihotomique suessive
Comme le paramètre θ possède deux omposants, la transition de θˆk = (αˆk, λˆk) à
θˆk+1 = (αˆk+1, λˆk+1), pour k = 0, 1, · · · , se fait en deux phases. Ainsi, nous appliquons
une reherhe dihotomique suessive sur α puis sur λ.
Dans la première phase nous xons λˆk. Par suite, une reherhe dihotomique sur α
nous onduit à la nouvelle valeur αˆk+1. Ii, nous utilisons ]−1, 1[ omme intervalle initial
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de la reherhe. Ainsi, nous notons left = −1, right = 1 et range = |right − left |. Soient
mid-left =
left + αˆk
2
et mid-right =
αˆk + right
2
, où mid-left et mid-right représentent
respetivement les milieux à gauhe et à droite de αˆk.
Puis, nous alulons les valeurs suivantes :
ϕn
(
mid-left , λˆk
)
, ϕn
(
αˆk, λˆk
)
et ϕn
(
mid-right , λˆk
)
.
Selon le minimum de es dernières, left , αˆk, et right hangent leurs valeurs atuelles.
Par exemple, Si ϕn
(
αˆk, λˆk
)
est le minimum, alors left prend la valeur de mid-left et right
prend elle de mid-right . Par suite, le proessus s'arrête quand range ≤ 0.001.
Le pseudo-ode suivant déni la reherhe dihotomique utilisée pour aboutir à αˆk+1.
l e f t <− −1;
r i gh t <− 1 ;
range <− 2 ;
mid_left <− ( l e f t + previous_alpha ) / 2 ;
mid_right <− ( r i gh t + previous_alpha ) / 2 ;
while range > 0.001 do
begin
V_1 <− Phi_n ( alpha_k , lambda_k ) ;
V_2 <− Phi_n ( mid_left , lambda_k ) ;
V_3 <− Phi_n (mid_right , lambda_k ) ;
i <− j suh that V_j i s min (V_1, V_2, V_3)
ase i of
1 : begin l e f t <− mid_left ; r i gh t <− mid_right end ;
2 : begin r i gh t <− alpha_k ; alpha_k <− mid_left end ;
3 : begin l e f t <− alpha_k ; alpha_k <− mid_right end ;
range <− abs ( r i gh t − l e f t )
end ;
Dans la deuxième phase, nous xons αˆk+1. Par suite, une reherhe dihotomique sur
λ nous onduit à la nouvelle valeur λˆk+1. Ii nous proposons
[
λˆ0 − 5 |λˆ0|, λˆ0 − 5 |λˆ0|
]
omme intervalle initial de la reherhe, lequel nous semble assez large pour ouvrir la
plupart des situations.
Ainsi, nous notons left = λˆ0 − 5 |λˆ0|, right = λˆ0 + 5 |λˆ0| et range = |right − left |.
Soientmid-left =
left + λˆk
2
etmid-right =
λˆk + right
2
, oùmid-left etmid-right représentent
respetivement les milieux à gauhe et à droite de λˆk.
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Puis, nous alulons les valeurs suivantes :
ϕn (αˆk+1,mid-left) , ϕn
(
αˆk+1, λˆk
)
et ϕn (αˆk+1,mid-right) .
Selon le minimum de es dernières, left , λˆk, et right hangent leurs valeurs atuelles.
Enn, le proessus s'arrête quand range ≤ 0.001. Le pseudo-ode suivant déni la reherhe
dihotomique utilisée pour aboutir à λˆk+1.
l e f t <− lambda_0 − 5 | lambda_0 | ;
r i gh t <− lambda_0 + 5 | lambda_0 | ;
range <− 10 | lambda_0 | ;
mid_left <− ( l e f t + previous_lambda ) / 2 ;
mid_right <− ( r i gh t + previous_lambda ) / 2 ;
while range > 0.001 do
begin
V_1 <− Phi_n ( alpha_k+1 , lambda_k ) ;
V_2 <− Phi_n ( alpha_k+1 , mid_left ) ;
V_3 <− Phi_n ( alpha_k+1 , mid_right ) ;
i <− j suh that V_j i s min (V_1, V_2, V_3)
ase i of
1 : begin l e f t <− mid_left ; r i gh t <− mid_right end ;
2 : begin r i gh t <− lambda_k ; lambda_k <− mid_left end ;
3 : begin l e f t <− lambda_k ; lambda_k <− mid_right end ;
range <− abs ( r i gh t − l e f t )
end ;
Ainsi, nous atteignons la (k + 1)ème itération.
La reherhe s'arrête quand les résultats de deux itérations onséutives sont très
prohes. Plus préisément, nous nous arrêtons à la kème itération si
d
(
(αˆk, λˆk), (αˆk+1, λˆk+1)
)
= max
{
|αˆk+1 − αˆk|, |λˆk+1 − λˆk|
}
≤ 0.001. (2.88)
Notons que, dans le as général, e ritère d'arrêt est satisfait après peu d'itérations.
À la n des itérations, nous obtenons le ouple (αˆn, λˆn) qui minimise la fontion objetif
(de ontraste) ϕn.
Nous tenons à mentionner que l'estimation de Yule-Walker θˆ0 = (αˆk, λˆk) qui représente
le point de départ de notre reherhe est en général une très bonne proposition initiale de
notre algorithme de minimisation.
Pour ela, nous pensons que l'intervalle initial λˆ0 ± 5|λˆ0| proposé pour la reherhe des
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λˆk est plus que susant. Clairement, sans une si bonne estimation initiale, nous pouvons
employer une autre stratégie plus sophistiquée que elle proposée pour dénir l'intervalle
initial de la reherhe à haque itération, voir par exemple Press & al. (2007, [57℄).
2.5.3 Étude de simulation
Notre objetif est d'illustrer les performanes de la méthode hoisie pour aluler θˆn.
Pour ela, nous simulons 500 observations du proessus RINAR(1), ave θ0 = (α0, λ0) xé.
Pour obtenir un bruit entré à valeurs dans Z, nous onsidérons deux suites ξt et ηt in-
dépendantes de variables i.i.d. suivant une loi de Poisson de paramètre µ, et nous posons
εt = ξt − ηt. Puis, en utilisant l'algorithme indiqué préédemment, nous alulons θˆn.
Après 500 répétitions indépendantes, nous alulons la moyenne et l'éart-type des suites
des estimations obtenues {αˆn,i, 1 ≤ i ≤ 500} et
{
λˆn,i, 1 ≤ i ≤ 500
}
, et dessinons leurs his-
togrammes.
Ii nous proposons trois jeux de paramètres orrespondant au hoix de trois diérentes
valeurs de θ0. Notons qu'inévitablement, les α0 utilisés pour les simulations sont rationnels.
Par onséquent, omme prévu par le Théorème 2.4.2, la onsistane de l'estimateur des
moindres arrés θˆn doit être jugée en fontion d'une utuation inévitable autour de λ0.
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 Cas A : α0 = −0.4 et λ0 = 1.44.
Don, α0 =
p
q
où p = −2 et q = 5 est impair. Ainsi, nous avons {λ0} = 0.44 ∈
i0 =
[
3
10 ,
5
10
[
et par suite I0 = [1.3, 1.5[. La moyenne des αˆn,i est −0.4075 et leur
éart-type est 0.0454. D'ailleurs, la moyenne des λˆn,i est 1.3988 et leur éart-type est
0.1626. Notons que la moyenne des estimations de λ appartient à l'intervalle I0.
Les gures suivantes nous donnent les histogrammes des estimations obtenues.
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Fig. 2.8  L'histogramme des (αˆn,i)1≤i≤500 ave n = 500 et α0 = −0.4.
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Fig. 2.9  L'histogramme des
(
λˆn,i
)
1≤i≤500
ave n = 500 et λ0 = 1.44.
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 Cas B : α0 = −0.2 et λ0 = −2.96.
Don, α0 =
p
q
où p = −1 et q = 5 est impair. Ainsi, nous avons {λ0} = 0.96 ∈ i0 =[
9
10 , 1
[
et par suite I0 = [−2.9,−3.1[. La moyenne des αˆn,i est −0.2038 et leur éart-
type est 0.0545. D'autre part, la moyenne des λˆn,i est −2.9953 et leur éart-type est
0.1861. Notons que la moyenne des estimations de λ appartient à l'intervalle I0.
Les gures suivantes nous donnent les histogrammes des estimations obtenues.
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Fig. 2.10  L'histogramme des (αˆn,i)1≤i≤500 ave n = 500 et α0 = −0.2.
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Fig. 2.11  L'histogramme des
(
λˆn,i
)
1≤i≤500
ave n = 500 et λ0 = −2.96.
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 Cas C : α0 = 0.3 et λ0 = 5.65.
Don, α0 =
p
q
où p = 3 et q = 10 est pair. Ainsi, nous avons {λ0} = 0.65 ∈ i0 =[
6
10 ,
7
10
[
et par suite I0 = [5.6, 5.7[. La moyenne des αˆn,i est 0.3032 et leur éart-type
est 0.0426. D'ailleurs, la moyenne des λˆn,i est 5.6105 et leur éart-type est 0.3459.
Notons que la moyenne des estimations de λ appartient à l'intervalle I0.
Les gures suivantes nous donnent les histogrammes des estimations obtenues.
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Fig. 2.12  L'histogramme des (αˆn,i)1≤i≤500 ave n = 500 et α0 = 0.3.
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Fig. 2.13  L'histogramme des
(
λˆn,i
)
1≤i≤500
ave n = 500 et λ0 = 5.65.
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Rappelons que le bruit εt est la soustration de deux variables aléatoires indépendantes
qui suivent une loi de Poisson de paramètre µ. Ainsi, pour tout t ∈ Z, nous avons
Eεt = µ− µ = 0,
et
V (εt) = 2 µ.
Dans ette setion, nous avons onsidéré que le bruit est grand (.à.d. µ≫ 1
2
) et |λ0| ≫ 1
2
.
Notons que dans e as, l'estimateur de Yule-Walker θˆ0 des paramètres, qui onstitue le
point de départ de notre algorithme, est onsidéré omme signiatif. En d'autres termes,
l'estimateur des moindres arrés θˆn alulé suivant notre algorithme doit être très prohe
de θˆ0.
2.6 Analyse des données d'O'Donovan
Dans ette setion, nous présentons une première appliation à des données réelles.
Il s'agit de 70 observations repésentant des résultats onséutifs d'un proessus himique,
soure : O'Donovan (1983, [55℄).
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Fig. 2.14  70 observations provenant des résultats onséutifs d'un proessus himique,
soure : O'Donovan.
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Notons que toutes les observations sont positives, elles varient entre 17 et 66.
De plus, la moyenne empirique est 49.6857 et la variane empirique est 84.7403.
Les Figures 2.15 et 2.16 nous donnent respetivement les fontions d'autoorrélation empi-
rique simples (ACF) et partielles (PACF). D'après l'ACF, nous onstatons que le oeient
d'autoorrélation empirique du premier ordre est signiatif. Cependant, le oeient d'au-
toorrélation empirique du seond ordre est presque signiatif. Nous avons, ρˆ (1) = −0.588
et ρˆ (2) = 0.272. De plus, nous remarquons alternane des signes entre les oeients d'au-
toorrélations empiriques du premier et seond ordre, et les oeients d'ordre supérieur
tendent vers zéro rapidement. D'après le PACF, nous pouvons voir que seulement le oef-
ient d'autoorrélation partiel du premier ordre est siginiatif. Ainsi, O'Donovan (1983,
[55℄) suggère un modèle AR(1) réel. Par suite, nous proposons le proessus RINAR(1)
pour analyser les données. An de omparer les modèles proposés, nous réservons les 60
premières observations pour estimer les paramètres et les 10 dernières pour omparer les
performanes de prévision.
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Fig. 2.15  ACF des 70 observations d'O'Donovan.
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Fig. 2.16  PACF des 70 observations d'O'Donovan.
2.6.1 Le modèle AR(1) d'O'Donovan
Pour analyser es observations, O'Donovan (1983, [55℄) propose le modèle AR(1) suivant
Xt = aXt−1 + b+ εt, ∀ t ∈ Z.
Pour estimer les paramètres du modèle, l'auteur utilise l'estimateur de Yule-Walker.
Ainsi, nous avons
aˆ = ρˆ (1) = −0.6242, bˆ = X¯n(1− aˆ) = 80.5067 (pour les 60 premières observations),
où ρˆ(1) est le oeient d'autoorrélation empirique du premier ordre et X¯n est la moyenne
empirique. La gure suivante montre les diagnostis basés sur les résidus obtenus tels que
leur ACF et le test de Ljung-Box. Ces derniers onrment le hoix du modèle AR(1).
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Fig. 2.17  Test sur les résidues obtenus en utilisant AR(1) pour modéliser les données
d'O'Donovan.
Soit T un instant xé. La prévision à un pas X˜T+1, basée sur la fontion de régression,
est donnée par
X˜T+1 = aˆXT + bˆ. (2.89)
En général, la valeur de X˜T+1 est réelle. Le passage au support disret de la série est
failement obtenu en arrondissant à l'entier le plus près, .à.d.
X˜T+1 = 〈aˆXT + bˆ〉. (2.90)
Le tableau suivant nous donne les résultats de prévision sur les 10 dernières observations
de la série. Rappelons qu'à l'instant 60, nous avons X60 = 43.
Instant 61 62 63 64 65 66 67 68 69 70
Vraie valeur 48 44 49 44 49 69 40 54 58 49
Valeur de prévision 54 51 53 50 53 50 37 56 47 44
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2.6.2 Ajustement à un modèle RINAR(1)
Maintenant, nous proposons le modèle RINAR(1) suivant
Xt = 〈αXt−1 + λ〉+ εt, ∀ t ∈ Z.
Pour estimer les paramètres du modèle, nous onsidérons l'estimateur des moindres arrés
θˆn = (αˆn, λˆn) déni par (2.21) et (2.22). Pour aluler θˆn, nous utilisons l'algorithme
proposé dans la setion 2.5.
Ainsi, nous obtenons
θˆn = (αˆn, λˆn) = (−0.625, 80.749).
Les résidus du modèle (voir Figure 2.18) sont dénis par
εˆt = Xt − 〈αˆnXt−1 + λˆn〉, ∀ t = 2, · · · , 60
La moyenne empirique des résidus est 0.0847 et leurs éart-type est 7.214.
Les gures 2.19 et 2.20 nous donnent respetivement l'ACF et le PACF des résidus obtenus.
Notons que tous les oeients ne sont pas signiatifs. Par suite, les résidus peuvent être
intreprétés omme un bruit blan.
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Fig. 2.18  Les résidus obtenus en utilisant le proessus RINAR(1).
70 CHAPITRE 2. LE MODÈLE RINAR(1)
0 5 10 15 20 25 30
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Lag
AC
F
Les résidus du modèle RINAR(1)
Fig. 2.19  ACF des résidus.
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Fig. 2.20  PACF des résidus.
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La prévision à un pas XˆT+1, basée sur la fontion de régression, est donnée par
XˆT+1 = 〈αˆnXT + λˆn〉. (2.91)
Notons que XˆT+1 est une valeur entière diretement. Le tableau suivant nous donne les
résultats de prévision sur les 10 dernières observations de la série.
Instant 61 62 63 64 65 66 67 68 69 70
Vraie valeur 48 44 49 44 49 69 40 54 58 49
Valeur de prévision 54 51 53 50 53 50 38 56 47 44
2.6.3 Comparaison et ommentaires
Une analyse basée sur des modèles stohastiques doit tenir ompte de la nature entière
de la série observée. Typiquement, un proessus AR(1) standard ne garantit pas ette
partiularité.
D'autre part, omme le oeient d'autoorrélation du premier ordre est de signe négatif,
le proessus INAR(1) ne peut pas modéliser la série présente.
D'ailleurs, nous notons que la valeur alulée de l'estimateur des moindres arrés
θˆn =
(
αˆn, λˆn
)
, suivant la reherhe dihotomique, est très prohe du point de départ
de l'algorithme θˆn =
(
aˆ, bˆ
)
qui n'est autre que l'estimateur de Yule-Walker du modèle
AR(1) proposé par O'Donovan.
Cei explique les performanes de prévision presque identiques des deux modèles (les pré-
visions sont identiques, sauf la 7ème où RINAR(1) améliore la prédition d'une unité).
2.7 Analyse des taux de variation annuels de la population
Suédoise
Dans ette setion, nous présentons une deuxième appliation à des données réelles.
Il s'agit des taux de variation (par millier d'habitants) annuels de la population Suédoise
entre 1750 et 1849, notés Pt, soure : Thomas (1940, [60℄).
Bien que ette variation de la population doit être en général à valeurs réelles, les taux
enregistrés sont des valeurs arrondies (sur une éhelle de mille).
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La Figure 2.21 nous montre les observations. Ainsi, nous remarquons que ette série
possède des valeurs négatives. Les observations varient entre −27 et 16, la moyenne empi-
rique est 6.69 et la variane est 34.559. La Figure 2.22 nous donne l'ACF et le PACF de la
série. La déroissane géométrique des oeients d'autoorrélation simple et le fait que le
oeient d'autoorrélation partiel du premier ordre est signiatif justient le hoix d'un
proessus AR(1) pour modéliser ette série.
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Fig. 2.21  Les taux de variation annuels de la population Suédoise, 1750 − 1849.
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Fig. 2.22  ACF et PACF des taux de variation annuels de la population Suédoise.
An de omparer les modèles proposés pour analyser ette série, nous réservons les 80
premières observations pour estimer les paramètres et les 20 dernières pour omparer les
performanes de prévision.
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2.7.1 Ajustement à un modèle AR(1)
En premier lieu, nous proposons le modèle AR(1) suivant
Pt = a Pt−1 + b+ εt, ∀ t ∈ Z.
Pour estimer les paramètres du modèle, nous utilisons l'estimateur de Yule-Walker. Ainsi,
aˆ = ρˆ (1) = 0.4505, bˆ = P¯n(1− aˆ) = 3.337 (pour les 80 premières observations),
où ρˆ(1) est le oeient d'autoorrélation empirique du premier ordre et P¯n est la moyenne
empirique.
La prévision à un pas, à l'instant T + 1, basée sur la fontion de régression et suivie
d'une étape nale d'arrondi, est égale
P˜T+1 = 〈aˆPT + bˆ〉.
Pour les 20 dernières observations de la série, l'erreur quadradique (resp. absolue) moyenne
des prévisions est donnée par
EQM =
1
20
100∑
t=81
(
Pt − P˜t
)2
= 5.8, EAM =
1
20
100∑
t=81
|Pt − P˜t| = 2.1.
2.7.2 Ajustement à un modèle RINAR(1)
Maintenant, dans le but d'analyser ette série, nous proposons le modèle RINAR(1)
suivant
Pt = 〈α Pt−1 + λ〉+ εt, ∀ t ∈ Z.
Pour estimer les paramètres du modèle, nous onsidérons l'estimateur des moindres arrés
θˆn = (αˆn, λˆn) déni par (2.21) et (2.22). Pour aluler θˆn, nous utilisons l'algorithme
proposé dans la setion 2.5. Ainsi, nous obtenons
θˆn = (αˆn, λˆn) = (0.469, 3.559).
Les résidus du modèle (voir Figure 2.23) sont dénis par
εˆt = Pt − 〈αˆn Pt−1 + λˆn〉, ∀ t = 2, · · · , 80
La moyenne empirique des résidus est −0.265 et leur éart-type est 5.553.
La gure (2.24) nous donne l'ACF et le PACF des résidus obtenus.
Notons que tous les oeients ne sont pas signiatifs. Par suite, les résidus peuvent être
intreprétés omme un bruit blan.
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Fig. 2.23  Les résidus obtenus en utilisant le proessus RINAR(1).
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Fig. 2.24  ACF et PACF des résidus.
76 CHAPITRE 2. LE MODÈLE RINAR(1)
La prévision à un pas, à l'instant T + 1, basée sur la fontion de régression, est égale
PˆT+1 = 〈αˆn PT + λˆn〉.
Pour les 20 dernières observations de la série, l'erreur quadradique (resp. absolue) moyenne
des prévisions est donnée par
EQM =
1
20
100∑
t=81
(
Pt − Pˆt
)2
= 4, EAM =
1
20
100∑
t=81
|Pt − Pˆt| = 1.7.
2.7.3 L'approhe de MCleary & Hay
MCleary & Hay (1980, [49℄) ont analysé à la fois la série d'indie de réolte de la
population suédoise (Swedish Harvest Index) et les taux de variation de la population
entre 1750 et 1849. En fait, l'indie de réolte est onsidéré omme une mesure brute de la
prodution alimentaire, a une forte inuene sur les taux de variation de la population.
Pour es deux séries, les auteurs ont proposé un modéle MA(1) réel. Ainsi, pour la série
présente le modèle proposé est
Pt − µ = β1 εt−1 + εt,
ave µ et β1 deux paramètres réels. Pour estimer es derniers nous utilisons le logiiel R.
Ainsi, nous obtenons
βˆ1 = 0.4307 et µˆ = 6.075 (la moyenne empirique des 80 premières observations)
Soit FT = σ {PT , PT−1, · · · }. La prévision à un pas, à l'instant T +1, basée sur la fontion
de régression (ésperane onditionnelle) et suivie d'une étape nale d'arrondi, est égale à
P˘T+1 = E [PT+1 | FT ] = 〈µˆ〉 = 6.
Pour les 20 dernières observations de la série, l'erreur quadradique (resp. absolue) moyenne
des prévisions est donnée par
EQM =
1
20
100∑
t=81
(
Pt − P˘t
)2
=
1
20
100∑
t=81
(Pt − 6)2 = 18.75,
EAM =
1
20
100∑
t=81
|Pt − P˘t| = 1
20
100∑
t=81
|Pt − 6| = 3.65.
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2.7.4 Comparaison et ommentaires
Toute analyse de ette série, basée sur des modèles stohastiques doit tenir ompte de la
nature entière des observations. Typiquement, un proessus AR(1) (resp. MA(1)) standard
ne garantit pas ette partiularité.
D'autre part, omme ette série possède des observations négatives, auun proessus
basé sur l'opérateur d'aminiissement peut modéliser la série (en partiulier INAR(1) et
INMA(1)).
La Figure 2.25 montre les résultats de prévision de RINAR(1) et AR(1) pour les 20
dernières observations de la série.
Comparées aux performaes du modèle AR(1), les prévisions du proessus RINAR(1) sont
diérentes en 8 points et respetent plus les variations de la série. De plus, notons que
l'erreur quadratique (resp. absolue) moyenne déroît de 5.8 (resp. 2.1) à 4 (resp. 1.7).
D'ailleurs, les résultats de prévision du modèle RINAR(1) sont bien meilleurs que
eux du modèle MA(1) proposé par MCleary & Hay, l'erreur quadratique (resp. abso-
lue) moyenne sur les 20 dernières observations déroît de 18.75 (resp. 3.6) à 4 (resp. 1.7).
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Fig. 2.25  Les 20 dernières observations des taux de variation de la population Suédoise
et leurs prévisions basées sur les modèles RINAR(1) et AR(1).
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Chapitre 3
Le modèle RINAR(p)
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Dans e hapitre nous examinons le modèle arrondi à valeurs entières autorégressif
d'ordre p, noté RINAR(p). Ce dernier est une extension direte et naturelle du proessus
RINAR(1) examiné dans le Chapitre 2. Notons que, le modèle RINAR(p) a été étudié par
Kahour (2009, [42℄).
Dans le premier paragraphe, nous donnons les onditions de stationnarité et d'ergodi-
ité du proessus. Dans le deuxième paragraphe, nous proposons l'estimateur des moindres
arrés pour estimer les paramètres du modèle RINAR(p). Puis, nous examinons le pro-
blème d'identiabilité, dû à l'opérateur d'arrondi, et la onsistane de e dernier.
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Dans le troisième paragraphe, nous proposons une méthode numérique pour aluler l'es-
timateur des moindres arrés. Finalement, dans le quatrième paragraphe, nous présentons
une appliation réelle traitée ave un modèle RINAR(p). Notons que dans e hapitre nous
gardons les mêmes notations et dénitions que dans le Chapitre 2.
3.1 Stationnarité et ergodiité du modèle RINAR(p)
Dénition 3.1.1. Soit (Ω,A,P) un espae probabilisé. Le proessus {Xt, t ∈ Z} est dit un
proessus RINAR(1) si pour tout t, il possède la présentation suivante
Xt = 〈
p∑
j=1
αjXt−j + λ〉+ εt, (3.1)
où 〈·〉 représente l'opérateur d'arrondi à l'entier le plus près, (εt) est une suite de variables
aléatoires i.i.d. entrées à valeurs dans Z, dénie sur (Ω,A,P), λ et les αj sont des para-
mètres réels.
Ce modèle représente une extension naturelle du proessus RINAR(1) étudié dans le
Chapitre 2. Ainsi, notons que l'opérateur d'arrondi peut être interprêté omme une fontion
de ensure sur le modèle AR(p) et λ omme la moyenne du bruit non-entré (ε
′
t = εt + λ).
L'étude du proessus RINAR(p) peut être eetuée par le biais du proessus vetoriel
suivant
Yt =


Xt
Xt−1
.
.
.
Xt−p+1


=


〈∑pj=1 αjXt−j + λ〉
Xt−1
.
.
.
Xt−p+1


+


εt
0
.
.
.
0


. (3.2)
Comme le bruit (εt) est suite de variables aléatoires i.i.d., le proessus (Yt) déni par (3.2),
forme une haîne de Markov homogène ave un espae d'états E = Zp et une probabilité
de transition
π(x, y) = P(ε1 = y1 − 〈
p∑
j=1
αjxj + λ〉) 1 y2=x1,··· ,yp=xp−1 , ∀ x = (xj), y = (yj) ∈ E. (3.3)
Rappelons que, pour tout x = (x1, · · · , xp) ∈ Rp, nous avons ‖x‖1 = |x1|+ · · ·+ |xp|.
De plus, pour toute mesure µ et toute fontion g sur E, nous posons
µ(g) =
∫
g(x)dµ(x) =
∑
i∈E
g(i)µ(i).
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D'autre part, pour tout n ∈ N∗, nous avons
(πn g) (x) = E [g(Xt+n) | Xt = x] , ∀ t ∈ Z
= Ex [g(Xn)] ,
où Ex [·] représente l'espérane onditionnelle E [ · | X0 = x].
Proposition 3.1.1. Supposons que :
1. La haîne de Markov (Yt) est irrédutible ;
2. pour un ertain k > 1, E|εt|k < +∞ ;
3.
∑p
j=1 |αj | < 1.
Alors,
1. (Yt) possède une unique mesure de probabilité invariante, notée µ ayant un moment
d'ordre k.
2. Pour tout x ∈ E et f ∈ L1(µ) nous avons
1
n
n∑
k=1
f(Yk) −→ µ(f), Px p.s.
où Px représente la probabilité onditionnelle P (· | Y0 = x).
Preuve. Tout d'abord, nous dénissons sur E les fontions ϕ et V par
x 7→ ϕ(x) =


|x1|
.
.
.
|xp|

 , x 7→ V (x) = (
p∑
j=1
|xj|)k = (‖x‖1)k .
Comme V est positive et lim
|x|→∞
V (x) =∞, V est don une fontion de Lyapunov.
Soit "≤" une relation d'ordre partiel sur Rp dénie par
x ≤ y ⇐⇒ |xj | ≤ |yj|, ∀j = 1, · · · , p,
pour x = (xj) et y = (yj). Soient
A =

 |α1| · · · |αp|
Ip−1 0


et B =


|b|
0
.
.
.
0


,
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où Ip−1 est la matrie d'identité d'ordre p− 1 et b est une onstante.
Ainsi, nous avons
x ≤ y =⇒


A ϕ(x) +B ≤ A ϕ(y) +B,
‖x‖1 = ‖ϕ(x)‖1 ≤ ‖ϕ(y)‖1 = ‖y‖1.
Rappelons que, pour tout a ∈ R, nous avons
|〈a〉| = 〈|a|〉 ≤ |a|+ 1
2
.
Par onséquent, nous trouvons
|Xt| = |〈
p∑
j=1
αjXt−j + λ〉+ εt| ≤
p∑
j=1
|αj ||Xt−j |+ |λ|+ |εt|+ 1
2
.
Soit
ζt =


|λ|+ |εt|+ 12
0
.
.
.
0


,
Don, nous obtenons
ϕ (Yt) ≤ A ϕ (Yt−1) + ζt,
Ainsi pour tout n ∈ N∗, nous trouvons par itération
ϕ (Yt+n) ≤ Anϕ (Yt) +An−1ζt+1 +An−2ζt+2 + · · ·+Aζt+n−1 + ζt+n.
Par suite,
‖ϕ (Yt+n)‖1 ≤ ‖Anϕ (Yt) +An−1ζt+1 + · · ·+Aζt+n−1 + ζt+n‖1
≤ ‖Anϕ (Yt)‖1 + ‖An−1ζt+1‖1 + · · ·+ ‖Aζt+n−1‖1 + ‖ζt+n‖1
≤ ‖Anϕ (Yt)‖1+ ||| An−1 |||1 ‖ζt+1‖1 + · · ·+ ||| A |||1 ‖ζt+n−1‖1 + ‖ζt+n‖1,
où ||| · |||1 est la norme matriielle assoiée à la norme ‖ · ‖1. Il en déoule,
V (Yt+n) = (‖Yt+n‖1)k = (‖ϕ (Yt+n)‖1)k
≤ (‖Anϕ (Yt)‖1+ ||| An−1 |||1 ‖ζt+1‖1 + · · ·+ ||| A |||1 ‖ζt+n−1‖1 + ‖ζt+n‖1)k .
Don,
((πnV ) (x))
1
k ≤
(
Ex
[‖Anϕ (Y0)‖1+ ||| An−1 |||1 ‖ζt+1‖1 + · · ·+ ||| A |||1 ‖ζt+n−1‖1 + ‖ζt+n‖1]k) 1k
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Notons que, pour tout j ∈ {1, · · · , n}, ‖ζt+j‖1 = |εt+j |+ |λ|+ 1
2
.
Ainsi, omme E|εt|k <∞, nous avons
b =
(
E [‖ζt+j‖1]k
) 1
k
<∞, ∀ j ∈ {1, · · · , n} .
Par onséquent, d'après l'inégalité de Minkowski, nous obtenons
((πnV ) (x))
1
k ≤
(
Ex‖Anϕ (Y0)‖k1
) 1
k
+ Sn(A) b
= ‖Anϕ (x)‖1 + Sn(A) b
≤||| An |||1 ‖x‖1 + Sn(A) b,
où
Sn(A) =||| An−1 |||1 + · · ·+ ||| A |||1 +1,
Notons que, pour toute norme matriielle ||| · |||, nous avons ||| An ||| 1n−→ ρ(A) quand
n→∞, où ρ(A) est le rayon spetral de A.
Sous l'hypothèse
∑p
j=1 |αj | < 1, nous avons ρ(A) < 1. Don, il existe n0 ∈ N∗ tel que
∀ N ≥ n0, nous avons ||| AN |||= α′ < 1. Par suite, d'après le ritère de Cauhy, nous
obtenons que la série
∑ ||| Ai |||1 est onvergente.
Ainsi, nous trouvons
((
πNV
)
(x)
) 1
k ≤ α′‖x‖1 + β = ‖x‖1
(
α
′
+
β
‖x‖1
)
et par suite (
πNV
)
(x)
V (x)
≤
(
α
′
+
β
‖x‖1
)k
,
où α
′
< 1 et 0 < β <∞. Par onséquent, il existe N ∈ N∗ (N ≥ n0) tel que
lim sup
‖x‖1→∞
πNV (x)
V (x)
≤ |α′ |k < 1.
Pour tout x0 ∈ E = Zp nous dénissons la mesure empirique par :
µn(·) = 1
n
[
π1(x0, ·) + · · · + πn(x0, ·)
]
,
où πn représente la probabilité de transition de la haîne de Markov (Yt) en n pas.
Finalement, nous obtenons
lim
n→∞
sup µnV ≤ l <∞.
La haîne de Markov (Yt) vérie le ritère de Lyapunov, ave V omme fontion de Lyapu-
nov. Ainsi, (µn) est une suite tendue et pour tout point limite µ, nous avons µV ≤ l <∞
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(voir Duo [22℄, proposition 2.1.6). Alors, µ est une mesure π-invariante. De plus, nous
avons que la haîne de Markov (Yt) est irrédutible. Il en résulte que ette dernière soit
réurrente positive et par onséquent µ est l'unique mesure invariante, ave µV < ∞. La
onlusion 2 de la proposition est une onséquene direte du théorème ergodique lassique
pour les haînes de Markov.
Notons que l'hypothèse 3 est équivalente à la ondition néessaire qui assure la sta-
tionnarité du modèle AR(p) réel. D'autre part, notons que le support de la mesure de
probabilité invariante est l'espae des états E = Zp de la haîne (Yt). En d'autres termes,
pour tout x ∈ Zp, nous avons µ(x) > 0.
3.2 Estimation des paramètres
Tout d'abord, nous donnons quelques notations rappels et dénitions.
Soit x = (x1, · · · , xp)τ ∈ Rp. Rappelons que ‖x‖1 =
∑p
j=1 |xj |. Nous assoions à la norme
‖ · ‖1 sur Rp, une norme sur (Rp)2 dénie par
|z| = ‖y1‖1 + ‖y2‖1, ∀ z = (y1, y2) ∈ (Rp)2.
Nous dénissons l'arrondi du veteur x, noté 〈x〉, par
〈x〉 = (〈x1〉, · · · , 〈xp〉)τ ∈ E = Zp.
Soit θ = (α1, · · · , αp, λ) ∈ Θ ⊂ (]−1, 1[)p × R. Par la suite, nous onsidérons que l'espae
des paramètres Θ est ompat. Nous dénissons la fontion de régression, notée f , par
f(x; θ) = f(x1, · · · , xp; θ) = 〈
p∑
j=1
αjxj + λ〉. (3.4)
Ainsi, le modèle RINAR(p) peut être érit sous la forme suivante
Yt =


f(Yt−1; θ)
Xt−1
.
.
.
Xt−p+1


+


εt
0
.
.
.
0


. (3.5)
Soient
M =

 α1 · · ·αp
Ip−1 0

 , ξ =


λ
0
.
.
.
0


et ηt =


εt
0
.
.
.
0


, (3.6)
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où Ip−1 est la matrie identité d'ordre p − 1. Finalement, RINAR(p) s'érit de la manière
suivante
Yt = F (Yt−1; θ) + ηt, (3.7)
ave
F (x; θ) = 〈M x+ ξ〉, ∀ x ∈ E = Zp. (3.8)
Soient θ0 = (α
∗
1, · · · , α∗p, λ∗) la vraie valeur du paramètre θ et Pθ0 la distribution de la
probabilité de la haîne (Yt) sous le vrai modèle. De plus, toute onvergene
p.s.−→ signie
une onvergene p.s. sous Pθ0,x, e qui se tient indépendamment de l'état initial x.
Soient X−p+1, · · · ,X0, · · · ,Xn des observations du proessus RINAR(p).
Pour l'estimation du paramètre θ, nous onsidérons l'estimateur des moindres arrés
déni par
θˆn = argmin
θ∈Θ
ϕn(θ), (3.9)
où
ϕn(θ) =
1
n
n∑
t=1
(Xt − f(Yt−1; θ))2 = 1
n
n∑
t=1
(‖Yt − F (Yt−1; θ)‖1)2. (3.10)
Soit l'hypothèse suivante.
Hypothèse [H2℄
1. Sous Pθ0 , la haîne de Markov (Xt) est irrédutible ;
2. Pour un ertain k ≥ 2, E|εt|k < +∞ ;
3.
∑p
j=1 |α∗j | < 1, où α∗j est la vraie valeur de αj pour tout j ∈ {1, · · · , p} ;
4. L'espae des paramètres Θ, est un ompat sous-ensemble de (]−1, 1[)p × R.
Supposons que [H2℄ soit vériée. Don, sous Pθ0 et d'après la Proposition 3.1.1, (Yt) possède
une unique mesure invariante µθ0 telle que µθ0(| · |k) <∞ ave k ≥ 2.
Il en résulte que la haîne double (Zt) ave Zt = (Yt−1, Yt) possède des propriétés similaires.
En partiulier, la haîne (Zt) possède aussi une unique mesure invariante σθ0 = µθ0 ⊗ πθ0 ,
.à.d.
σθ0(z) = µθ0(x) πθ0(x, y), ∀ z = (x, y) ∈ E2 = (Zp)2,
où πθ0 est la probabilité de transition de la haîne (Yt) sous le vrai modèle.
De plus, omme µθ0(‖ · ‖k1) < ∞, il s'ensuit σθ0(| · |k) < ∞, où | · | est la norme sur (Rp)2
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assoiée à la norme ‖ · ‖1 (dénie sur Rp).
Soient les fontions :
gθ(z) = (‖y − F (x; θ)‖1)2, z = (x, y) ∈ E2, θ ∈ Θ, (3.11)
et
K(θ) = σθ0gθ, θ ∈ Θ. (3.12)
Soit Pn la mesure empirique générée par les observations Z1, · · · , Zn
Pn(z) =
1
n
n∑
i=1
1 Zi=z, z = (x, y) ∈ E2.
Par onséquent, d'après (3.10), la fontion de ontraste ϕn est égale
ϕn (θ) = Pngθ (3.13)
et par suite,
θˆn = argmin
θ∈Θ
Pngθ. (3.14)
Lemme 3.2.1. Pour tout θ ∈ Θ, nous avons
gθ ∈ L1 (σθ0) .
Preuve. Rappelons que pour tout a ∈ R, nous avons |〈a〉| = 〈|a|〉 ≤ |a|+ 12 .
Dans la preuve suivante, nous notons par c une onstante générique dont la valeur exate
peut hanger pendant le développement mathématique.
Pour tout x = (x1, · · · , xp)τ ∈ E, nous avons
F (x; θ) = 〈M x+ ξ〉 =


f(x; θ)
〈x1〉
.
.
.
〈xp−1〉


,
où
f(x; θ) = 〈
p∑
j=1
αj xj + λ〉.
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Comme Θ est ompat, il existe B > 0 tel que |λ| ≤ B. Ainsi, nous obtenons
‖F (x; θ)‖1 = |f(x; θ)|+ |〈x1〉|+ · · ·+ |〈xp−1〉|
= 〈|
p∑
j=1
αj xj + λ|〉+ 〈|x1|〉+ · · ·+ 〈|xp|〉
≤ (1 + |α1|) |x1|+ · · ·+ (1 + |αp−1|) |xp−1|+ |αp||xp|+ |λ|+ p
2
≤ (1 + |α1|) |x1|+ · · ·+ (1 + |αp−1|) |xp−1|+ |αp||xp|+B + p
2
≤ c (1 + ‖x‖1).
Par suite, pour tout z = (x, y) ∈ E2, nous avons
‖y − F (x; θ)‖1 ≤ ‖y‖1 + ‖F (x; θ)‖1
≤ c (1 + ‖x‖1 + ‖y‖1)
= c (1 + |z|),
où | · | est la norme sur (Rp)2 assoiée à la norme ‖ · ‖1 dénie sur Rp.
Il en résulte, pour tout z ∈ E2,
gθ(z) = (‖y − F (x; θ)‖1)2 ≤ c (1 + |z|2). (3.15)
Comme σθ0(| · |k) <∞, où k ≥ 2, nous trouvons
gθ ∈ L1 (σθ0) .
La proposition suivante nous donne la limite de la fontion de ontraste ϕn, où la
onvergene se tient uniformément sur Θ.
Proposition 3.2.1. Supposons que [H2℄ soit vériée. Don, pour tout θ ∈ Θ,
1. ϕn (θ)
p.s.−→ K(θ) ;
2. K(θ)−K(θ0) = µθ0
(
[f(·; θ)− f(·; θ0)]2
)
.
De plus, nous avons
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0.
Preuve.  La première onlusion est simple à vérier. Comme Pn
p.s.−→ σθ0 et d'après
le Lemme 3.2.1, gθ ∈ L1(σθ0), nous obtenons
ϕn (θ) = Pngθ
p.s.−→ σθ0gθ = K(θ).
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 Maintenant, notre objetif est de montrer que la fontion K(θ) vérie
K(θ)−K(θ0) = µθ0
(
[f(·; θ)− f(·; θ0)]2
)
.
Pour ela, nous allons montrer que
ϕn (θ)− ϕn (θ0) p.s.−→ µθ0
(
[f(·; θ)− f(·; θ0)]2
)
.
Les notations et les dénitions suivantes seront utilisées dans le reste de ette preuve.
Soit F = (Fn)n≥0 la ltration naturelle assoiée au proessus RINAR(p),
où Fn = σ(εt, 0 ≤ t ≤ n) pour tout n ∈ N∗, et F0 est la σ−algebre dégénérée.
Si (Mn) est une martingale de arré intégrable par rapport à F , nous notons par
([M ]n) son proessus roissant déni par
[M ]0 = 0, [M ]n = [M ]n−1 + E(‖ [M ]n − [M ]n−1 ‖21 | Fn−1) pour n ≥ 1.
Soit [M ]∞ = lim[M ]n. Sur {[M ]∞ <∞}, nous avons Mn p.s.−→ M∞, où M∞ est une
variable aléatoire nie. En revanhe, sur {[M ]∞ =∞}, nous obtenons Mn
[M ]n
p.s.−→ 0
(voir Duo [22℄, Théorème 1.3.15, p. 20).
Rappelons que, sous le vrai modèle θ0, nous avons
Yt = F (Yt−1; θ0) + ηt.
Nous posons,
∆Ft−1 = F (Yt−1; θ0)− F (Yt−1; θ). (3.16)
Ainsi, nous trouvons
ϕn(θ)− ϕn(θ0) = An
n
+
Bn
n
, (3.17)
ave
An =
n∑
t=1
‖∆Ft−1‖21 et Bn = 2
n∑
t=1
(ηt | ∆Ft−1), (3.18)
où (· | ·) est le produit salaire assoié à la norme ‖ · ‖1.
Notons que,
∆Ft−1 =


f(Yt−1; θ0)− f(Yt−1; θ)
0
.
.
.
0


.
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Il en résulte que,
An =
n∑
t=1
(f(Yt−1; θ)− f(Yt−1; θ0))2 et Bn = 2
n∑
t=1
εt(f(Yt−1; θ)− f(Yt−1; θ0)).
(3.19)
Comme Θ est ompat, il existe B > 0 tel que |λ| ≤ B. Soit c une onstante générique
dont la valeur exate peut hanger pendant le développement mathématique.
Ainsi, pour tout x ∈ E, nous avons
|f(x; θ)| = |〈
p∑
j=1
αj xj + λ〉| = 〈|
p∑
j=1
αj xj + λ|〉
≤ |α1||x1|+ · · ·+ |αp||xp|+ |λ|+ 1
2
≤ |α1||x1|+ · · ·+ |αp||xp|+B + 1
2
≤ c (1 + ‖x‖1).
Ce qui implique que
(f(x; θ))2 ≤ c (1 + ‖x‖1)2.
Par onséquent, omme µθ0(‖ · ‖k1) <∞ où k ≥ 2, nous obtenons
f(·; θ) ∈ L1(µθ0).
Ainsi, en utilisant le théorème ergodique sur la haîne (Yt), nous trouvons
An
n
p.s.−→ µθ0
(
(f(·; θ)− f(·; θ0))2
)
. (3.20)
Nous posons,
Mn =
Bn
2
=
n∑
t=1
εt(f(Yt−1; θ)− f(Yt−1; θ0)). (3.21)
Il est simple de vérier que (Mn) est une martingale de arré intégrable par rapport
à F . Son proessus roissant, noté ([M ]n), est déni par
[M ]n =
n∑
t=1
(f(Yt−1; θ)− f(Yt−1; θ0))2 E|εt|2. (3.22)
Ainsi, presque sûrement nous avons
[M ]n
n
−→ µθ0
(
(f(·; θ)− f(·; θ0))2Γ
) ≥ 0, où Γ = E|εt|2 <∞.
Il en déoule,
Mn
n
p.s.−→ 0.
Par suite,
Bn
n
p.s.−→ 0.
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 Finalement, notre but est de montrer que
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0.
Rappelons que, pour tout θ ∈ Θ, nous avons
ϕn (θ) = Pngθ et K(θ) = σθ0gθ,
où Pn est la mesure empirique engendrée par les observations Z1 = (Y1, Y0), · · · ,
Zn = (Yn, Yn−1) et σθ0 est la mesure invariante de la haîne (Zt).
Soit G = {gθ, θ ∈ Θ} la lasse des fontions de ontraste, indexée par Θ ompat.
D'après la preuve du Lemme 3.2.1, Pour tout θ ∈ Θ et z ∈ E2, nous avons
gθ(z) ≤ A(z), (3.23)
où
A(z) = c (1 + |z|2), (3.24)
ave c est une onstante et | · | est la norme sur (Rp)2 assoiée à la norme ‖·‖1 dénie
sur Rp. De plus, nous avons A ∈ L1(σθ0). Ainsi, la fontion A s'appelle la fontion
enveloppe de la lasse G.
Soit q > 0 xé. Ainsi, pour tout θ ∈ Θ, nous avons
|ϕn(θ)−K(θ)| = |(Pn − σθ0)gθ|
= |(Pn − σθ0)gθ1 |z|<q + (Pn − σθ0)gθ1 |z|>q|
≤ |(Pn − σθ0)gθ1 |z|<q|+ Pn(|gθ|1 |z|>q) + σθ0(|gθ|1 |z|>q)
≤ |(Pn − σθ0)gθ1 |z|<q|+ Pn(A(z)1 |z|>q) + σθ0(A(z)1 |z|>q).
Nous posons,
pz = σθ0(z) et p
n
z = Pn(z).
Alors,
|(Pn − σθ0)gθ1 |z|<q| = |
∑
|z|<q
gθ(z)(p
n
z − pz)|
≤
∑
|z|<q
A(z)|pnz − pz|.
Don, nous obtenons
sup
θ∈Θ
|ϕn(θ)−K(θ)| = sup
θ∈Θ
|(Pn−σθ0)gθ| ≤
∑
|z|<q
A(z)|pnz −pz|+(Pn+σθ0)(A(z)1 |z|>q).
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Comme pnz → pz presque sûrement quand n→∞, alors la somme nie
∑
|z|<q
A(z)|pnz − pz|
p.s.−→ 0.
Par onséquent,
lim sup
n→∞
sup
θ∈Θ
|(Pn − σθ0)gθ| ≤ 0 + 2σθ0(A(z)1 |z|>q), p.s.
En prenant q ր ∞, nous obtenons presque sûrement,
lim sup
n
sup
θ∈Θ
|(Pn − σθ0)gθ| = 0.
Comme pour le modèle RINAR(1), l'identiabilité du modèle RINAR(p) n'est pas
standard à ause de l'opérateur d'arrondi. Dans les deux paragraphes suivants nous traitons
e problème. Nous onstatons deux as dépendants des oeients de régression α∗j .
Notamment, si tous les oeients α∗j sont rationnels, il y a une manque d'identiabilité
autour de λ∗, la vraie valeur du paramètre λ.
Par la suite, nous dénissons sur l'espae des paramètres Θ la distane d par
d(θ, θ
′
) = max
{
|αj − α′j |, 1 ≤ j ≤ p, |λ− λ
′ |
}
, (3.25)
pour tout θ = (α1, · · · , αp, λ), et θ′ = (α′1, · · · , α
′
p, λ
′
) ∈ Θ.
3.2.1 La onsistane forte de l'estimateur des moindres arrés quand un
au moins des oeients de régression α
∗
j est irrationnel
Dans ette setion, nous supposons qu'il existe au moins j ∈ {1, · · · , p} tel que
α∗j ∈ R\Q, et nous examinons le problème d'identiabilité du modèle dans e as.
Proposition 3.2.2. Supposons que [H2℄ soit vériée. S'il existe au moins j ∈ {1, · · · , p}
tel que α∗j est irrationnel. Alors, pour tout θ ∈ Θ,
f(x; θ) = f(x; θ0), ∀ x = (xi) ∈ E = Zp ⇐⇒ θ = θ0.
Preuve. Notre objetif est de montrer que s'il existe au moins j ∈ {1, · · · , p} tel que
α∗j ∈ R\Q, alors pour tout θ = (α1, · · · , αp, λ) ∈ Θ nous avons
〈
p∑
i=1
αixi + λ〉 = 〈
p∑
i=1
α∗i xi + λ
∗〉, ∀ x = (xi) ∈ E =⇒ λ = λ∗ et αi = α∗i , ∀i = 1, · · · , p.
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L'idée de la preuve est de montrer que si θ 6= θ0 alors il existe y0 ∈ E = Zp tel que
f(y0; θ) 6= f(y0; θ0). Tout d'abord, nous supposons que α1 6= α∗1.
Cei implique que |α1 − α∗1| > 0. Comme Θ est ompat, il existe B > 0 tel que |λ| ≤ B.
De plus, il existe x0 ∈ Z tel que
|α1 − α∗1||x0| − 2B − 1 > 0.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Nous avons,
|f(y0; θ)− f(y0; θ0)| = |〈α1x0 + λ〉 − 〈α∗1x0 + λ∗〉|
≥ |α1 − α∗1||x0| − 2B − 1 > 0.
Ainsi, s'il existe i ∈ {1, · · · , p} tel que αi 6= α∗i , alors il existe y0 ∈ E tel que
|f(y0; θ)− f(y0; θ0)| > 0.
De plus, si y0 = 0E , alors
f(y0; θ) = f(y0; θ0) =⇒ 〈λ〉 = 〈λ∗〉.
Par suite, sans utiliser l'hypothèse d'irrationalité de l'un des oeients de régression,
nous trouvons
f(x; θ) = f(x; θ0), ∀ x ∈ E ⇒ 〈λ〉 = 〈λ∗〉 et αi = α∗i pour tout i = 1, · · · , p.
Maintenant, pour simplier les notations, nous supposons que j = 1. Ainsi, nous avons
α∗1 ∈ R\Q. De plus, rappelons que {·} représente la partie frationnaire.
Nous supposons, sans perte de généralité, α∗1 > 0, λ ≥ λ∗ ≥ 0. Nous distinguons trois as.
 Supposons que {λ∗} ∈
[
0,
1
2
[
. Il en déoule,
{λ} ∈
[
0,
1
2
[
et λ− λ∗ = {λ} − {λ∗} ≥ 0.
Comme α∗1 ∈ R\Q, alors ({α∗1x})x∈Z est dense dans [0, 1[. Ainsi, si {λ} 6= {λ∗}, alors
il existe x0 ∈ Z tel que
{α∗1x0}+ {λ} ≥
1
2
et {α∗1x0}+ {λ∗} <
1
2
.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Nous trouvons
f(y0; θ)− f(y0; θ0) = 〈α∗1x0 + λ〉 − 〈α∗1x0 + λ∗〉
= 〈{α∗1x0}+ {λ}〉 − 〈{α∗1x0}+ {λ∗}〉
= 1.
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 Supposons que {λ∗} ∈
[
1
2
, 1
[
et {λ} ∈
[
1
2
, 1
[
. Il en résulte,
λ− λ∗ = {λ} − {λ∗} ≥ 0.
Ainsi, si {λ} 6= {λ∗}, alors il existe x0 ∈ Z tel que
{α∗1x0}+ {λ} ≥
3
2
et {α∗1x0}+ {λ∗} <
3
2
.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Nous obtenons
f(y0; θ)− f(y0; θ0) = 〈{α∗1x0}+ {λ}〉 − 〈{α∗1x0}+ {λ∗}〉
= 1.
 Supposons que {λ∗} ∈
[
1
2
, 1
[
et {λ} ∈
[
0,
1
2
[
. Ainsi,
[λ] = [λ∗] + 1 et λ− λ∗ = 1 + {λ} − {λ∗} ≥ 0.
Ainsi, il existe x0 ∈ Z tel que
{α∗1x0}+ {λ} ≥
1
2
et {α∗1x0}+ {λ∗} <
3
2
.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Nous avons
f(y0; θ)− f(y0; θ0) = 1 + 〈{α∗1x0}+ {λ}〉 − 〈{α∗1x0}+ {λ∗}〉
= 1.
Proposition 3.2.3. Supposons que [H2℄ soit vériée. S'il existe au moins j ∈ {1, · · · , p}
tel que α∗j est irrationnel. Alors, pour tout (susament petit) ε > 0, nous avons
inf
θ∈Θε
|K(θ)−K(θ0)| > 0,
où Θε = {θ : d(θ, θ0) ≥ ε}.
Avant de montrer ette proposition, nous donnons quelques rappels néessaires.
Supposons que [H2℄ soit vériée, alors d'après la Proposition 3.2.1 nous avons,
K(θ)−K(θ0) = σθ0 [gθ(·)− gθ0(·)] = µθ0
(
[f(·; θ)− f(·; θ0)]2
)
. (3.26)
Soit x0 ∈ N∗ xé, la fontion α −→ {αx0}, dénie sur R et à valeurs dans [0, 1[, est ontinue
en α0 si α0 ∈ R\Q.
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Preuve. Rappelons que les omposantes du paramètre θ ne possédent pas les mêmes rles.
Pour ela, nous distinguons trois situations pour l'événement Θε.
Ainsi, notons que Θε = Γ1 ∪ Γ2 ∪ Γ3, où
Γ1 = {θ ∈ Θ,∃ i ∈ {1, · · · , p} , |αi − α∗i | ≥ ε} , (3.27)
Γ2 = {θ ∈ Θ,∀i ∈ {1, · · · , p} , |αi − α∗i | < ε, |λ− λ∗| ≥ ε, 〈λ〉 6= 〈λ∗〉} , (3.28)
et
Γ3 = {θ ∈ Θ,∀i ∈ {1, · · · , p} , |αi − α∗i | < ε, |λ− λ∗| ≥ ε, 〈λ〉 = 〈λ∗〉} . (3.29)
Nous allons montrer
inf
θ∈Γi
|K(θ)−K(θ0)| > 0, i = 1, 2, 3.
L'idée de la preuve est basée sur l'équation (3.26). Alors, l'objetif est de trouver y0 ∈ E
tel que
|f(y0; θ)− f(y0; θ0)| > 0, uniformément sur Γi, i = 1, 2, 3.
 Nous onsidérons le premier as, θ ∈ Γ1. Pour simplier les notations, nous supposons
que i = 1. Ainsi, nous avons |α1 − α∗1| ≥ ε > 0. Comme Θ est ompat, il existe une
onstante B > 0 tel que |λ| ≤ B. De plus, il existe x0 ∈ Z∗ tel que
ε|x0| − 2B − 1 > 0.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Nous avons
|f(y0; θ)− f(y0; θ0)| ≥ ε|x0| − 2B − 1
> 0.
D'ailleurs pour tout y = (x, 0, · · · , 0) ∈ E tel que |x| ≥ |x0| nous avons
µ
θ0
(
[f(·; θ)− f(·; θ0)]2
)
> 0 uniformément sur Γ1. Il en déoule, puisque le support
de µθ0 n'est pas borné,
inf
θ∈Γ1
|K(θ)−K(θ0)| > 0.
 Supposons que θ ∈ Γ2. Ii, nous avons 〈λ〉 6= 〈λ∗〉. De plus, la valeur absloue de la
soustration de deux entiers diérents est supérieur ou égale à 1, .à.d.
|〈λ〉 − 〈λ∗〉| ≥ 1.
Soit y0 = 0E = (0, 0, · · · , 0). Ainsi, nous trouvons
|f(y0; θ)− f(y0; θ0)| = |〈λ〉 − 〈λ∗〉| ≥ 1.
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Don,
inf
θ∈Γ2
|K(θ)−K(θ0)| > 0.
 Finalement, nous onsidérons le dernier as, θ ∈ Γ3. Pour simplier les notations
nous supposons, sans perte de généralité, α∗1 ∈ R\Q. Soient
E
′
= {x = (x1, · · · , xp)τ ∈ E, x1 ∈ Z et xi = 0, ∀ i = 2, · · · , p}
et
Λ = {θ ∈ Θ, |α1 − α∗1| < ε, |λ− λ∗| ≥ ε, 〈λ〉 = 〈λ∗〉} .
D'après la preuve de la Proposition 2.4.3, pour tout θ ∈ Λ, il existe x0 ∈ Z tel que
|〈α1x0 + λ〉 − 〈α∗1x0 + λ∗〉| > 0.
Sur E
′
, le modèle RINAR(p) atuel devient un proessus RINAR(1) ave le oeient
de régression α∗1 ∈ R irrationnel.
Ainsi, pour tout θ ∈ Γ3, il existe y0 = (x0, 0, · · · , 0)τ ∈ E′ ⊂ E tel que
|f(y0; θ)− f(y0; θ0)| = |〈α1x0 + λ〉 − 〈α∗1x0 + λ∗〉| > 0.
Par suite,
inf
θ∈Γ3
|K(θ)−K(θ0)| > 0.
Théorème 3.2.1. Supposons que [H2℄ soit vériée. S'il existe au moins j ∈ {1, · · · , p}
tel que α∗j est irrationnel. Alors, l'estimateur des moindres arrés est fortement onsistant,
.à.d.
αˆn → α0, Pα0 − p.s.
Preuve. La onlusion θˆn → θ0 presque sûrement résulte d'après les Propositions 3.2.1 et
3.2.3, par des arguments standards de la théorie des M-estimateurs (voir par exemple Van
Der Vaart (1998, [61℄), Théorème 5.7).
3.2.2 La onsistane forte de l'estimateur des moindres arrés quand
tous oeients de régression α
∗
j sont rationnels
Dans ette setion, nous supposons que tous les oeients de régression, sous le vrai
modèle, sont rationnels. Cei implique que, pour tout j ∈ {1, · · · , p}, nous avons
α∗j =
aj
bj
, où aj ∈ Z bj ∈ N∗ et aj ∧ bj = 1.
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Soient x = (x1, · · · , xp)τ ∈ E = Zp et α0 = (α∗1, · · · , α∗p). Dans la suite, 〈· | ·〉 représente
le produit salaire usuel. Ainsi, nous avons
〈α0 | x〉 =
p∑
i=1
α∗i xi =
1∏p
j=1 bj
(
p∑
l=1
Alxl
)
, (3.30)
où
Al = al
p∏
j=1,j 6=l
bj . (3.31)
D'après le théorème de Bézout, nous obtenons
A1Z+ · · ·+ApZ = dZ, (3.32)
où d = A1 ∧ · · · ∧Ap est le P.G.C.D. de A1, · · · , Ap. Alors, il existe y ∈ Z tel que
p∑
i=1
α∗i xi = ν0y, (3.33)
ave
ν0 =
d∏p
j=1 bj
∈ ]−1, 1[ . (3.34)
Notons que le numérateur et le dénominateur de ν0 ne sont pas néessairement premier
entre eux. Ainsi, nous réérivons ν0 ave sa forme de fration irrédutible
ν0 =
a
b
, (3.35)
où a ∈ Z, b ∈ N∗ et a ∧ b = 1.
Proposition 3.2.4. Supposons que [H2℄ soit vériée. Soit θ = (α∗1, · · · , α∗p, λ) ∈ Θ.
Si pour tout j ∈ {1, · · · , p}, nous avons α∗j =
aj
bj
, où aj ∈ Z bj ∈ N∗ et aj ∧ bj = 1.
Alors,
f(y; θ) = f(y; θ0), ∀ y ∈ E ⇐⇒ 〈ν0x+ λ〉 = 〈ν0x+ λ∗〉, ∀ x ∈ Z.
Preuve. Soit y = (x1, · · · , xp)τ ∈ E. Alors, d'après (3.33) (3.34) et (3.35), il existe x0 ∈ Z
tel que
∑p
i=1 α
∗
i xi = ν0x0. Par suite,
f(y; θ) = f(y; θ0) =⇒ 〈
p∑
i=1
α∗i xi + λ〉 = 〈
p∑
i=1
α∗ixi + λ
∗〉
=⇒ 〈ν0x0 + λ〉 = 〈ν0x0 + λ∗〉.
D'autre part, soit x ∈ Z. D'après (3.34), nous avons ν0x = d∏p
j=1 bj
x.
De plus, d'après (3.32), il existe y0 = (x1, · · · , xp)τ ∈ E tel que
d x = A1 x1 + · · · +Ap x1.
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Il en résulte
ν0x =
1∏p
j=1 bj
(A1 x1 + · · ·+Ap x1) =
p∑
i=1
α∗i xi = 〈α0 | y0〉.
Ainsi,
〈ν0x+ λ〉 = 〈ν0x+ λ∗〉 =⇒ 〈
p∑
i=1
α∗i xi + λ〉 = 〈
p∑
i=1
α∗i xi + λ
∗〉
=⇒ f(y0; θ) = f(y0; θ0).
Proposition 3.2.5. Supposons que [H2℄ soit vériée et pour tout j ∈ {1, · · · , p}, nous
avons α∗j =
aj
bj
, où aj ∈ Z bj ∈ N∗ et aj ∧ bj = 1. Alors, pour tout θ ∈ Θ,
f(y; θ) = f(y; θ0) ∀ y ∈ E ⇐⇒ αj = α∗j , ∀ j ∈ {1, · · · , p} , et λ ∈ I0,
où I0 = {λ, 〈λ〉 = 〈λ∗〉}. De plus, e dernier est de taille 1
b
, où b est le dénominateur de ν0
déni par (3.34) et (3.35).
Avant de montrer la proposition i-dessus, quelques préisions sont néessaires.
La loalisation de I0 dépend de la parité de b et de la position de la partie frationnaire de
λ∗ (.à.d. {λ∗}) sur l'intervalle [0, 1[. Ainsi, nous distinguons deux as :
 Supposons que b est pair. Alors, I0 est déni par (2.65) et (2.66).
 Supposons que b est impair. Nous remarquons trois sous-as :
 Si {λ0} ∈
[
0,
1
2b
[
, alors I0 est déni par (2.67).
 Si {λ0} ∈
[
1
2b
,
2b− 1
2b
[
, alors I0 est déni par (2.68) et (2.69).
 Si {λ0} ∈
[
2b− 1
2b
, 1
[
, alors I0 est déni par (2.70).
Notons que, pour rester ompatible ave les notations du hapitre présent, il sut de
remplaer q par b et λ0 par λ
∗
dans les équations préédentes.
Maintenant, nous détaillons le as où b est pair. Ainsi, il existe k0 ∈ {0, 1, · · · , q − 1}
tel que
{λ∗} ∈ i0 =
[
k0
b
,
k0 + 1
b
[
(3.36)
Par suite, nous dénissons
I0 = {λ, 〈λ〉 = 〈λ∗〉 et {λ} ∈ i0} . (3.37)
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Ii, nous donnons un exemple numérique. Nous onsidérons le modèle RINAR(4) ave
α0 = (α
∗
1, α
∗
2, α
∗
3, α
∗
4) =
(
3
25
,
3
8
,
1
5
,−1
4
)
et λ∗ = 2.5.
D'après (3.31), nous obtenons
4∏
j=1
bj = 800, A1 = 480, A2 = 1500, A3 = 800 et A4 = −1000.
Alors, nous avons d = A1 ∧A2 ∧A3 ∧A4 = 20. Don, d'après (3.34), nous trouvons
ν0 =
20
800
.
La forme irrédutible de ν0 est
ν0 =
a
b
=
1
40
= 0.025.
Par onséquent, b = 40 est pair. De plus, nous avons {λ∗} = 0.5 et 〈λ∗〉 = 3.
Don, en utilisant la subdivision de l'intervalle [0, 1[ en 40 intervalles de taille
1
40
,
nous trouvons
{λ∗} ∈ i0 = [0.5, 0.525[
et
I0 = [2.5, 2.525[.
Preuve. D'après la preuve de la Proposition 3.2.2, pour tout θ ∈ Θ, nous avons
f(y; θ) = f(y; θ0), ∀ y ∈ E ⇒ 〈λ〉 = 〈λ∗〉 et αi = α∗i pour tout i = 1, · · · , p.
Soit
Ξ = {θ ∈ Θ, αi = α∗i ∀ i = 1, · · · , p et λ ∈ I} , où I = {λ, 〈λ〉 = 〈λ∗〉} .
Ainsi, d'après la Proposition 3.2.4, pour tout θ ∈ Ξ, nous avons
f(y; θ) = f(y; θ0), ∀ y ∈ E ⇐⇒ 〈ν0x+ λ〉 = 〈ν0x+ λ∗〉, ∀ x ∈ Z.
Par suite, d'après la preuve de la Proposition 2.4.4, nous déduisons que I est de taille
1
b
(I ≡ I0). D'autre part, soit
Ξ0 = {θ ∈ Θ, αi = α∗i ∀ i = 1, · · · , p et λ ∈ I0} .
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Rappelons que, d'après le théorème de Bézout, pour tout y = (x1, · · · , xp)τ ∈ E
il existe x ∈ Z tel que ∑pi=1 α∗i xi = ν0x. Soit θ ∈ Ξ0.
Ainsi, ∀ y ∈ E nous avons
|f(y; θ)− f(y; θ0)| = |〈
p∑
i=1
〈α∗i xi + λ〉 − 〈α∗i xi + λ∗〉|
= |〈ν0x+ λ〉 − 〈ν0x+ λ∗〉|
= 0.
Soient α0 = (α
∗
1, · · · , α∗p) et y0 = (x1, · · · , xp)τ ∈ E. Rappelons que, d'après le théorème
de Bézout, il existe x0 ∈ Z tel que
〈α0 | y0〉 =
p∑
j=1
α∗jxj = ν0x0 =
a
b
x0.
Lemme 3.2.2. La fontion α = (α1, · · · , αp) −→
{∑p
j=1 αjx
0
j
}
, dénie sur Rp et à valeurs
dans [0, 1[, est ontinue en α0 si x0 6= mb, où m ∈ N (x0 n'est pas un multiple de b).
Preuve. Soit y0 = (x1, · · · , xp)τ ∈ E xé. La fontion α −→ {〈α | y0〉}, dénie sur Rp, est
disontinue en α0 si 〈α0 | y0〉 ∈ Z. D'autre part, nous avons
〈α0 | y0〉 = a
b
x0.
Il en résulte, omme x0 6= mb, 〈α0 | y0〉 6∈ Z.
Quelques rappels et notations sont néessaires. Nous posons,
E0 =
{
θ ∈ Θ, αj = α∗j ∀ j = 1, · · · , p et λ ∈ I0
}
= {α0} × I0 où α0 = (α∗1, · · · , α∗p).
Notons que θ0 = (α
∗
1, · · · , α∗p, λ∗) ∈ E0. Sous [H2℄ et d'après la Proposition 3.2.1 nous
avons,
K(θ)−K(θ0) = µθ0 [f(·; θ)− f(·; θ0)]
2 .
D'autre part, d est la distane sur Θ est dénie par
d (θ, θ
′
) = max
{
|α1 − α′1|, · · · , |αp − α
′
p|, |λ − λ
′ |
}
,
pour tout θ = (α1, · · · , αpλ), θ′ = (α′1, · · · , α
′
p, λ
′
) ∈ Θ.
Soit θ∗ ∈ E0. D'après la Proposition 3.2.5, nous avons
K(θ∗)−K(θ0) = µθ0 [f(·; θ∗)− f(·; θ0)]
2 = 0.
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Proposition 3.2.6. Supposons que [H2℄ soit vériée et pour tout j ∈ {1, · · · , p}, nous
avons α∗j =
aj
bj
, où aj ∈ Z bj ∈ N∗ et aj ∧ bj = 1. Alors, pour tout (susament petit)
ε > 0, nous avons
inf
θ∈Θ0ε
|K(θ)−K(θ0)| > 0,
où Θ0ε = {θ : d(θ,E0) ≥ ε}.
Preuve. Pour simplier la présentation, nous supposons que b, le dénominateur de ν0, est
pair. Ainsi, il existe k0 ∈ {0, 1, · · · , q − 1} tel que
{λ∗} ∈ i0 =
[
k0
b
,
k0 + 1
b
[
.
Par suite, nous avons
I0 = {λ : 〈λ〉 = 〈λ∗〉, {λ} ∈ i0} et E0 = {α0} × I0.
Nous distinguons trois situations diérentes pour l'événement Θ0ε = {θ : d(θ,E0) ≥ ε}.
Ainsi, nous avons Θ0ε = Γ1 ∪ Γ2 ∪ Γ3, ave
Γ1 = {θ : ∃ i ∈ {1, · · · , p} , |αi − α∗i | ≥ ε} , (3.38)
Γ2 = {θ : ∀i ∈ {1, · · · , p} , |αi − α∗i | < ε, d(λ, I0) ≥ ε, 〈λ〉 6= 〈λ∗〉} , (3.39)
et
Γ3 = {θ : ∀i ∈ {1, · · · , p} , |αi − α∗i | < ε, d(λ, I0) ≥ ε, 〈λ〉 = 〈λ∗〉} . (3.40)
Notons que
d(λ, I0) = inf
λ∗∈I0
|λ− λ∗| ≤ |λ− λ∗|.
Nous allons montrer
inf
θ∈Γi
|K(θ)−K(θ0)| > 0, i = 1, 2, 3.
L'idée de la preuve est de trouver y0 ∈ E tel que
|f(y0; θ)− f(y0; θ∗)| > 0, uniformément sur Γi, i = 1, 2, 3.
 Pour θ ∈ Γ1 ∪ Γ2, d'après la preuve de la Proposition 3.2.3, nous avons
inf
θ∈Γ1∪Γ2
|K(θ)−K(θ0)| > 0.
 Nous onsidérons le as où θ ∈ Γ3. Ii, pour simplier les notations, nous supposons
sans perte de généralité λ∗ ≥ 0 (par onséquent I0 ⊂ R+), et ν0 = 1
4
(.à.d. b = 4). Nous distinguons quatres as dépendants de la position de la partie
frationnaire de λ∗ et λ :
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1. Cas A : {λ∗} ∈ [0, 12[ et λ ≥ λ0.
2. Cas B : {λ∗} ∈ [12 , 1[ et λ ≥ λ0.
3. Cas C : {λ∗} ∈ [0, 12[ et λ ≤ λ0.
4. Cas D : {λ∗} ∈ [12 , 1[ et λ ≤ λ0.
 Cas A : nous avons
{λ∗} ∈ i0 =
[
0,
1
4
[
et {λ} ∈
[
1
4
,
1
2
[
.
Par onséquent,
d(θ,E0) = d(λ, I0) = inf
λ∗∈I0
|λ− λ∗| = inf
{λ∗}∈i0
{λ} − {λ∗}.
Soit x0 = 1 xé. D'après le théorème de Bézout, il existe y0 = (x1, · · · , xp)τ ∈ E
tel que
p∑
i=1
α∗i xi = ν0x0 =
1
4
.
Ainsi, pour tout {λ∗} ∈ i0 (en partiulier pour {λ∗}), nous avons
{
p∑
i=1
α∗i xi
}
+ {λ∗} = {ν0x0}+ {λ∗} =
{
1
4
x0
}
+ {λ∗} = 1
4
+ {λ∗} < 1
2
(3.41)
et {
p∑
i=1
α∗i xi
}
+ {λ} = {ν0x0}+ {λ} = 1
4
+ {λ} ≥ 1
2
+ ε. (3.42)
Comme x0 = 1 n'est pas un multiple de b = 4, d'après le Lemme 3.2.2, la
fontion α → {∑pi=1 α∗i xi} est ontinue en α0 = (α∗1, · · · , α∗p). Ainsi, il existe
η = η(ε, ν0, λ
∗) ≤ ε tel que ∀ j = 1, · · · , p |αj − α∗j | ≤ η nous avons

 [
∑p
j=1 αjxj ] = [
∑p
j=1 α
∗
jxj ].
|
{∑p
j=1 αjxj
}
−
{∑p
j=1 α
∗
jxj
}
| ≤ ε.
(3.43)
Don, d'après (3.42) et (3.43), nous obtenons


p∑
j=1
αjxj

+ {λ} =




p∑
j=1
αjxj

−


p∑
j=1
α∗jxj



+




p∑
j=1
α∗jxj

+ {λ}


≥ −ε+ (1
2
+ ε) =
1
2
.
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Ainsi, nous trouvons
f(y0; θ)− f(y0; θ0) = 〈
p∑
j=1
αjxj + λ〉 − 〈
p∑
j=1
α∗jxj + λ∗〉
=

 p∑
j=1
αjxj

−

 p∑
j=1
α∗jxj

+ 〈λ〉 − 〈λ∗〉
+ 〈


p∑
j=1
αjxj

+ {λ}〉 − 〈


p∑
j=1
α∗jxj

+ {λ∗}〉
= 1.
Les autres as peuvent être traités de façon similaire, ave un hoix onvenable de x0
et α = (α1, · · · , αp) susamment prohe de α0 = (α∗1, · · · , α∗p). Alors, nous déduisons
qu'il existe η = η(ε, ν0, λ
∗) ≤ ε et une onstante e0 > 0 tels que uniformément sur
Γ
′
3 =
{
θ ∈ Γ3, |αj − α∗j | ≤ η, ∀ j = 1, · · · , p
}
, nous avons
|K(θ)−K(θ0)| ≥ e0 > 0.
Pour θ ∈ Γ′′3 = Γ3 \ Γ
′
3 = {θ ∈ Γ3,∃i ∈ {1, · · · , p} tel que |αi − α∗i | > η}, les mêmes
arguments pour Γ1 peuvent être appliqués ii et par suite il existe d0 > 0 tel que
uniformément sur Γ
′′
3 , nous trouvons
|K(θ)−K(θ0)| ≥ d0 > 0.
Théorème 3.2.2. Supposons que [H2℄ soit vériée et pour tout j ∈ {1, · · · , p}, nous avons
α∗j =
aj
bj
, où aj ∈ Z bj ∈ N∗ et aj ∧ bj = 1. Alors,
d(θˆn, E0)
p.s.−→ 0, où E0 = {α0} × I0.
En d'autres termes, αˆn est fortement onsistant tandis que λˆn onverge vers un intervalle
de taille
1
b
ontenant λ∗.
Preuve. La onlusion d(θˆn, E0) −→ 0, presque sûrement, résulte des Propositions 3.2.1
et 3.2.6 par les mêmes arguments utilisés dans la preuve du Théorème 3.2.1.
Soit A un intervalle dans R, nous notons par |A| la taille de A.
Dans le hapitre 2, nous avons vu que pour un modèle RINAR(1) ave un oeient de
régression α0 =
a0
b0
, où a0 ∈ Z b0 ∈ N∗ et a0 ∧ b0 = 1, la taille de l'intervalle I0 est 1
b0
.
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Ainsi, si α0 =
1
2
l'intervalle I0 atteind la taille maximale (|I0| = 1
2
).
Ii, une question naturelle se pose :
Pouvons-nous réduire, ave un modèle d'ordre supérieur (p > 1) la taille de l'intervalle I0 ?
Pour répondre à ette question, nous onsidérons le modèle RINAR(2) ave
α∗1 =
a1
b1
et α∗2 =
a2
b2
.
Ainsi, nous avons
ν0 =
d
b1b2
=
a
b
où d = a1b2 ∧ a2b1 et a ∧ b = 1.
Par onséquent, nous obtenons
|I0| = 1
b
.
Comme b divise a(b1b2) et a ∧ b = 1, alors b divise b1b2 (b ≤ b1b2). Il en déoule
1
b1b2
≤ 1
b
= |I0|.
SurE
′
= {(x, y) ∈ Z2, y = 0}, le modèle RINAR(2) présent devient un proessus RINAR(1)
ave α∗1 omme oeient de régression. Par onséquent, nous obtenons un ensemble I0,1
tel que |I0,1| = 1
b1
. En revanhe, sur E
′′
= {(x, y) ∈ Z2, x = 0} , RINAR(2) devient
un proessus RINAR(1) ave α∗2 omme oeient de régression. Par onséquent, nous
obtenons un ensemble I0,2 tel que |I0,2| = 1
b2
. Ainsi,
I0 ⊆ I0,1 ∩ I0,2.
Cei implique que
|I0| ≤ |I0,1 ∩ I0,2| ≤ min{ 1
b1
,
1
b2
}.
Finalement,
1
b1b2
≤ |I0| ≤ min{ 1
b1
,
1
b2
}.
Notons que, sous l'hypothèse |α∗1|+|α∗2| < 1, si la valeur absolue d'un des deux oeents est
1
2
, alors l'autre est stritement inférieur à
1
2
. Dans e as, la taille maximale de l'intervalle
I0 est stritement inférieur à
1
2
.
Par onséquent, en augmentant l'ordre de l'autorégression p, nous pouvons eetive-
ment nous attendre à une rédution de l'intervalle I0 où le paramètre λ reste identiable.
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3.3 Méthode numérique pour aluler θˆn
Pour aluler l'estimateur des moindres arrés, nous généralisons l'algorithme proposé
dans le hapitre 2. Ainsi, l'algorithme généralisé possède deux étapes. La première onsiste
à préiser un point de départ signiatif. Puis, l'algorithme ontinue par des étapes de
reherhe dihotomique suessives.
3.3.1 Initialisation
Comme le proessus RINAR(p) est inspiré du modèle AR(p) réel, nous proposons pour
le point de départ de l'algorithme θˆ0 = (αˆ1,0, · · · , αˆp,0, λˆ0), l'estimateur de Yule-Walker du
paramètre θ = (α1, · · · , αp, λ). Ainsi, nous avons

αˆ1,0
.
.
.
αˆp,0

 = Rˆ−1p ρˆp et λˆ0 = X¯n(1−
p∑
j=1
αˆj,0),
où Rˆp = [ρˆ(i− j)]pi,j=1 est la matrie d'autoorrélation empirique ave ρˆp = (ρˆ(1), · · · , ρˆ(p))τ
et X¯n est la moyenne empirique.
3.3.2 Reherhe dihotomique suessive
Pour simplier les notations, nous posons p = 2. Ainsi, le passage de (αˆ1,k, αˆ2,k, λˆk) à
(αˆ1,k+1, αˆ2,k+1, λˆk+1) se fait en p+ 1 = 3 phases.
Dans la première phase nous xons αˆ2,k et λˆk. Par suite, nous eetuons une reherhe
dihotomique sur α1 qui onduit à la nouvelle valeur αˆ1,k+1. Ii, nous utilisons ]−1, 1[
omme intervalle initial de la reherhe. Le pseudo-ode suivant déni la reherhe diho-
tomique utilisée pour aboutir à αˆ1,k+1.
l e f t <− −1;
r i gh t <− 1 ;
range <− 2 ;
mid_left <− ( l e f t + previous_alpha ) / 2 ;
mid_right <− ( r i gh t + previous_alpha ) / 2 ;
while range > 0.001 do
begin
V_1 <− Phi_n ( alpha_1 , k , alpha_2 , k , lambda_k ) ;
V_2 <− Phi_n ( mid_left , alpha_2 , k , lambda_k ) ;
V_3 <− Phi_n (mid_right , alpha_2 , k , lambda_k ) ;
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i <− j suh that V_j i s min (V_1, V_2, V_3)
ase i of
1 : begin l e f t <− mid_left ; r i gh t <− mid_right end ;
2 : begin r i gh t <− alpha_1 , k ; alpha_1 , k <− mid_left end ;
3 : begin l e f t <− alpha_1 , k ; alpha_1 , k <− mid_right end ;
range <− abs ( r i gh t − l e f t )
end ;
Dans la deuxième phase nous xons αˆ1,k+1 et λˆk. Par suite, nous eetuons une re-
herhe dihotomique sur α2 qui nous onduit à la nouvelle valeur αˆ2,k+1. Ii, nous utilisons
aussi ]−1, 1[ omme intervalle initial de la reherhe. Le pseudo-ode suivant déni la re-
herhe dihotomique utilisée pour arriver à αˆ2,k+1.
l e f t <− −1;
r i gh t <− 1 ;
range <− 2 ;
mid_left <− ( l e f t + previous_alpha ) / 2 ;
mid_right <− ( r i gh t + previous_alpha ) / 2 ;
while range > 0.001 do
begin
V_1 <− Phi_n ( alpha_1 , k+1 , alpha_2 , k , lambda_k ) ;
V_2 <− Phi_n ( alpha_1 , k+1 , mid_left , lambda_k ) ;
V_3 <− Phi_n ( alpha_1 , k+1 , mid_right , lambda_k ) ;
i <− j suh that V_j i s min (V_1, V_2, V_3)
ase i of
1 : begin l e f t <− mid_left ; r i gh t <− mid_right end ;
2 : begin r i gh t <− alpha_2 , k ; alpha_2 , k <− mid_left end ;
3 : begin l e f t <− alpha_2 , k ; alpha_2 , k <− mid_right end ;
range <− abs ( r i gh t − l e f t )
end ;
Dans la dernière phase, nous xons αˆk+1 et αˆ2,k+1. Par suite, nous eetuons une
reherhe dihotomique sur λ qui nous onduit à la nouvelle valeur λˆk+1. Ii nous proposons[
λˆ0 − 5 |λˆ0|, λˆ0 − 5 |λˆ0|
]
omme intervalle initial de la reherhe, lequel nous semble
assez large pour ouvrir la plupart des situations. Le pseudo-ode suivant déni la reherhe
dihotomique utilisée pour trouver à λˆk+1.
l e f t <− lambda_0 − 5 | lambda_0 | ;
r i gh t <− lambda_0 + 5 | lambda_0 | ;
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range <− 10 | lambda_0 | ;
mid_left <− ( l e f t + previous_lambda ) / 2 ;
mid_right <− ( r i gh t + previous_lambda ) / 2 ;
while range > 0.001 do
begin
V_1 <− Phi_n ( alpha_1 , k+1 , alpha_2 , k+1 , lambda_k ) ;
V_2 <− Phi_n ( alpha_1 , k+1 , alpha_2 , k+1 , mid_left ) ;
V_3 <− Phi_n ( alpha_1 , k+1 , alpha_2 , k+1 , mid_right ) ;
i <− j suh that V_j i s min (V_1, V_2, V_3)
ase i of
1 : begin l e f t <− mid_left ; r i gh t <− mid_right end ;
2 : begin r i gh t <− lambda_k ; lambda_k <− mid_left end ;
3 : begin l e f t <− lambda_k ; lambda_k <− mid_right end ;
range <− abs ( r i gh t − l e f t )
end ;
Ainsi, 'est la n de la (k + 1)ème itération. L'algorithme s'arrête quand les résultats de
deux itérations onséutives sont très prohes. En d'autres termes, nous arrêtons à la ième
itération si
d(θˆi, θˆi+1) = max
{
|αˆ1,i − αˆ1,i+1|, |αˆ2,i − αˆ2,i+1|, |λˆi − λˆi+1|
}
≤ 0.001. (3.44)
En général, e ritère d'arrêt est satisfait après peu d'itérations. À la n des itérations,
nous obtenons le veteur (αˆ1,n, αˆ1,n, λˆn) qui minimise la fontion objetif (de ontraste)
ϕn, dénie par (3.10).
3.3.3 Une expériene de simulation
Notre objetif est d'illustrer les performanes de la méthode hoisie pour aluler θˆn.
Pour ela, nous simulons 500 observations du proessus RINAR(4), ave une vraie valeur
θ0 = (α
∗
1, α
∗
2, α
∗
3, α
∗
4, λ
∗) xée. Pour obtenir un bruit entré à valeurs dans Z, nous onsi-
dérons deux suites ξt et ηt indépendantes de variables i.i.d. suivant une loi de Poisson de
paramètre µ, et nous posons εt = ξt − ηt.
Puis, en utilisant l'algorithme indiqué préédemment, nous alulons θˆn.
Après 500 répétitions indépendantes, nous alulons la moyenne et l'éart-type des suites
des estimations obtenues {αˆ1n,i, 1 ≤ i ≤ 500}, {αˆ2n,i, 1 ≤ i ≤ 500}, {αˆ3n,i, 1 ≤ i ≤ 500},
{αˆ4n,i, 1 ≤ i ≤ 500} et
{
λˆn,i, 1 ≤ i ≤ 500
}
, et dessinons leurs histogrammes.
Nous prenons θ0 = (
3
25
,
3
8
,
1
5
,−1
4
,
5
2
). Notons que ette valeur de θ0 a été utilisée dans la
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Setion 3.2.2. Ainsi, rappelons qu'ii
ν0 =
1
40
= 0.025, I0 = [2.5, 2.525[ et |I0| = 0.025.
Le tableau suivant nous donne la moyenne et l'éart-type des suites des estimations
obtenues.
θ0 moyenne éart-type
α∗1 = 0.12 0.1204 0.0473
α∗2 = 0.375 0.3687 0.0439
α∗3 = 0.2 0.1932 0.0425
α∗4 = −0.25 −0.2472 0.0454
λ∗ = 2.5 2.538 0.2766
Les gures suivantes nous donnent les histogrammes des estimations obtenues.
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9
Fig. 3.1  L'histogramme des (αˆ1n,i)1≤i≤500 ave n = 500 et α
∗
1 = 0.12.
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Fig. 3.2  L'histogramme des
(
λˆ2n,i
)
1≤i≤500
ave n = 500 et α∗2 = 0.375.
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Fig. 3.3  L'histogramme des
(
λˆ3n,i
)
1≤i≤500
ave n = 500 et α∗3 = 0.2.
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Fig. 3.4  L'histogramme des
(
λˆ4n,i
)
1≤i≤500
ave n = 500 et α∗4 = −0.25.
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Fig. 3.5  L'histogramme des
(
λˆ4n,i
)
1≤i≤500
ave n = 500 et λ∗ = 2.5.
Notons que, dans ette étude de simulation, nous avons onsidéré que le bruit est grand
(.à.d. µ≫ 1
2
). De plus, nous avons aussi λ∗ ≫ 1
2
. Notons que dans e as, l'estimateur de
Yule-Walker θˆ0 des paramètres, qui onstitue le point de départ de notre algorithme, est
onsidéré omme signiatif.
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En d'autres termes, l'estimateur des moindres arrés θˆn alulé suivant notre algorithme
doit être très prohe de θˆ0.
3.4 Analyse des données de Fürth
Dans ette setion, nous présentons une appliation à des données réelles. La série de
Fürth, initialement publié dans [28℄, ontient 505 omptes qui répresentent le nombre des
piétons observés toutes les 5 seondes, voir Figure 3.6. Cet ensemble de données est bien
onnu dans la littérature des proessus de branhement, voir Mills & Seneta (1989, [54℄).
Les omptes varient entre 0 et 7. La moyenne des observations est 1.59 et sa variane est
1.51. La Figure 3.7 montre l'ACF et PACF empiriques des données.
Notons que les oeients d'autoorrélation partiels du premier et seond ordre sont signi-
atifs. De plus, le premier est positif tandis que le seond est de signe négatif.
Furth data.
Time
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Fig. 3.6  Les données de Fürth.
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Fig. 3.7  L'ACF et le PACF de la série Fürth.
3.4.1 Le modèle INAR(2) de Jung & Termayne
Pour analyser ette série, Jung & Termayne (2006 , [40℄) ont proposé le modèle INAR(2)
déni par
Xt = a1 ◦Xt−1 + a2 ◦Xt−2 + b+ εt,
où a1, a2 ∈ [0, 1[ et (εt) une suite de variables i.i.d. à valeurs dans N.
Les auteurs ont onsidéré les deux spéiations de la lasse INAR d'ordre supérieur à
un, étudiées dans le Chapitre 1. Rappelons que, es spéiations dépendent du hoix des
séries de omptage assoiées à a1 et a2.
 Pour la spéiation de Al-Osh & Alzaid (1990, [6℄), notée INAR(2)-AA, ils ob-
tiennent
aˆ1 = 0.664, aˆ2 = −0.119, et bˆ = 0.723.
 Pour la spéiation de Du & Li (1991, [21℄), notée INAR(2)-DL, ils trouvent
aˆ1 = 0.808, aˆ2 = −0.214, et bˆ = 0.646.
Auune des spéiations utilisées ne rapporte un modèle satisfaisant, pare que la valeur
estimée de a2 est négative e qui n'est pas autorisé dans un modèle INAR.
D'ailleurs, Jung & Termayne ont proposé aussi le modèle INMA(2) introduit par
MKenzie (1988, [52℄) et déni par
Xt = b1 ◦ εt−1 + b2 ◦ εt−2 + b+ εt, où b1, b2 ∈ [0, 1[ .
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Ainsi, les estimations de Yule-Walker des paramètres sont
bˆ1 = 1.008, bˆ2 = 0.961, et bˆ = 0.536.
Une diulté prinipale ii est que l'estimation du premier paramètre d'aminissement b1
n'appartient pas à l'espae des paramètres admissibles [0, 1[.
3.4.2 Ajustement à un modèle RINAR(2)
En premier lieu, en utilisant le logiiel R, nous allons herher un modèle autorégressif
réel pour analyser les données de Fürth. D'après l'ACF, voir Figure 3.7, nous onstatons
que les oeients du premier et seond ordre sont plus signiatifs que les autres. D'après
le PACF, voir Figure 3.7, nous pouvons dire que seulement les oeients du premier et
seond ordre sont signiatifs.
D'autres part, nous proposons un modèle AR(2)
Xt = a1 Xt−1 + a2 Xt−2 + b+ εt.
Les estimations Yule-Walker des paramètres sont 0.808 pour a1 (s.e.0.0434), −0.214 pour
a2 (s.e.0.0435), et 0.646 pour b (les mêmes estimations des paramètres du modèle INAR(2)-
DL). Notons que, a1 et a2 sont signiatifs. De plus, la valeur AIC est égale à 1328.99.
Maintenant, nous onsidérons le modèle AR(3) suivant
Xt = a1Xt−1 + a2Xt−2 + a3Xt−3 + b+ εt.
Les estimations Yule-Walker des paramètres sont 0.828 pour a1 (s.e.0.0442), −0.292 pour
a2 (s.e.0.0561), 0.0986 pour a3 (s.e.0.0443), et 0.578 pour b. Notons que, a3 n'est pas
signiatif. De plus, la valeur AIC assoiée au modèle AR(3) est 1326.05.
Cette dernière est très prohe de la valeur AIC assoiée au modèle préédent. Ainsi, le
meilleur modèle autorégressif réel pour analyser les données présentes est d'ordre 2.
Par suite, pour analyser les données de Fürth, nous proposons le modèle RINAR(2)
suivant
Xt = 〈α1Xt−1 + α2Xt−2 + λ〉+ εt. (3.45)
An d'examiner les performanes de e modèle, nous réservons les 400 premières obser-
vations pour estimer les paramètres et les 105 dernières pour omparer les résultats de
prévision.
Pour estimer les paramètres du modèle, nous onsidérons l'estimateur des moindres arrés
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θˆn = (αˆ1,n, αˆ1,n, λˆn) déni par (3.9) et (3.10). Pour aluler θˆn, nous utilisons l'algorithme
proposé dans la setion 3.3.
Ainsi, nous obtenons
θˆn = (αˆ1,n, αˆ2,n, λˆn) = (0.818,−0.23, 0.697).
Soit T un instant xé. La prévision à un pas XˆT+1, basée sur la fontion de régression, est
égale
XˆT+1 = 〈αˆ1,nXT + αˆ2,nXT−1 + λˆn〉. (3.46)
La gure 3.8 nous montre les erreurs de prévision dénies par
εˆT+1 = XT+1 − XˆT+1, 400 ≤ T ≤ 504
0 20 40 60 80 100
−2
−1
0
1
2
3
The forecast errors of the 105 last observations.
Fig. 3.8  Les erreurs de prévision εˆT+1 = XT+1 − XˆT+1, 400 ≤ T ≤ 504, provenant du
modèle RINAR(2).
Alors, l'erreur moyenne absolue est
EMA =
1
105
504∑
T=400
|εˆT+1| = 0.743. (3.47)
D'autre part, les résidus du modèle sont dénis par
ε˜t = Xt − 〈αˆ1,nXt−1 + αˆ2,nXt−2 + λˆn〉, 2 ≤ t ≤ 400. (3.48)
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La valeur EMA n'est susament satisfaisante, e qui implique que d'autres modèles de
la lasse RINAR pourraient être envisagés. Cependant, l'utilisation du modèle RINAR(2)
est plus naturelle que les modèles préédemment proposés par Jung & Termayne (2006
, [40℄). En partiulier, le modèle estimé est ompatible ave le domaine de dénition des
paramètres.
Finalement, pour vérier la validité du modèle proposé, nous simulons 1000 observations
du proessus RINAR(2) ave θ0 = θˆn, notamment
Xi = 〈0.818 Xi−1 − 0.23 Xi−2 + 0.697〉 + εi.
Ii, le bruit (εi) est déni omme la diérene de deux variables aléatoires i.i.d. suivant une
loi de Poisson de paramètre µ. Ainsi, nous avons Eεi = 0 et V (εi) = 2 µ.
Le paramètre µ est déterminé de la manière suivante. La moyenne quadratique des résidus
est
1
309
400∑
t=2
ε˜t = 0.834.
Ainsi, nous prenons
µ =
0.834
2
= 0.417.
Les gures suivantes nous donnent l'ACF et le PACF empiriques de la série simulée.
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Simulated RINAR(2) process.
Fig. 3.9  ACF empirique de la série simulée du modèle RINAR(2), ave θ0 = θˆn =
(0.818,−0.23, 0.697).
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Fig. 3.10  PACF empirique de la série simulée du modèle RINAR(2), ave θ0 = θˆn =
(0.818,−0.23, 0.697).
Ainsi, il est lair que les premiers pas de l'ACF (resp. PACF) empiriques de la série
simulée du proessus RINAR(2) sont très prohes de eux de la série Fürth, voir Figure
3.7. le modèle proposé peut reproduire l'ACF et PACF empirique des données réelles.
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Chapitre 4
Le modèle RINVAR(1)
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Dans e hapitre nous étudions le modèle RINVAR, l'extension direte et naturelle du
proessus RINAR(p) examiné dans le Chapitre 3, pour analyser les séries hronologiques
multivariées. En partiulier, nous nous onentrons sur le modèle du premier ordre, noté
RINVAR(1) (pour rounded integer-valued vetorial autoregressive). Ce dernier a été étudie
par Kahour (2009, [41℄).
Dans le premier paragraphe, nous donnons les onditions de stationnarité et d'ergodi-
ité du proessus. Dans le deuxième paragraphe, nous proposons l'estimateur des moindres
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arrés pour estimer les paramètres du modèle RINVAR. Puis, nous examinons le problème
d'identiabilité, du à l'opérateur d'arrondi, et la onsistane de e dernier. Dans le troi-
sième paragraphe, nous proposons une méthode numérique pour aluler l'estimateur des
moindres arrés. Finalement, dans le quatrième paragraphe, nous présentons une applia-
tion réelle traitée ave un modèle RINVAR(1). Notons que dans e hapitre nous gardons
les mêmes notations et dénitions que dans les Chapitres 2 et 3.
4.1 Stationnarité et ergodiité du modèle RINVAR(1)
Dénition 4.1.1. Soient (Ω,A,P) un espae probabilisé et d ≥ 2. Le proessus
{Xt = (X1,t, · · · ,Xd,t), t ∈ Z} est dit un proessus RINVAR(p) si pour tout t, il possède la
présentation suivante
Xt = 〈
p∑
j=1
MjXt−j + λ〉+ εt, (4.1)
où (Mj)j=1,··· ,p est une olletion nie de matrie d'ordre d (.à.d. Mj ∈ Md (R) , ∀ j =
1, · · · , p), λ = (λ1, · · · , λd)τ ∈ Rd, 〈·〉 représente l'opérateur d'arrondi à l'entier le plus
près, et (εt) est une suite de variables aléatoires vetorielles entrées i.i.d., à valeurs dans
Zd, dénie sur (Ω,A,P).
Nous onsidérons que la série hronologique vetorielle de dimension d ≥ 2 suivante
Xt =


X1,t
X2,t
.
.
.
Xd,t


, (4.2)
est générée par le proessus RINVAR(1) déni par
Xt = 〈MXt−1 + λ〉+ εt, (4.3)
où
M = (αij) pour 1 ≤ i, j ≤ d, λ =


λ1
λ2
.
.
.
λd


, et εt =


ε1,t
ε2,t
.
.
.
εd,t


. (4.4)
De plus, (εt) est une suite de variables aléatoires vetorielles entrées i.i.d., à valeurs dans
Zd et de matrie de variane-ovariane Γ.
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Soit x = (x1, · · · , xd)τ ∈ Rd. Rappelons que l'arrondi du veteur x, noté 〈x〉, est déni par
〈x〉 = (〈x1〉, · · · , 〈xd〉)τ ∈ Zd.
De plus, nous avons ‖x‖1 = |x1|+ · · ·+ |xd| et (‖x‖2)2 = |x1|2 + · · · + |xd|2.
Comme le bruit (εt) est une suite de variables aléatoires i.i.d., le proessus (Xt) déni
par (4.3), forme une haîne de Markov homogène ave un espae d'états E = Zp et une
probabilité de transition
π(x, y) = P(ε1 = y − 〈M x+ λ〉) ∀ x = (xj), y = (yj) ∈ E. (4.5)
Notons que, pour toute mesure µ et une fontion g sur E, nous avons
µ(g) =
∫
g(x)dµ(x) =
∑
i∈E
g(i)µ(i).
De plus, pour tout n ∈ N∗ et x ∈ E, nous avons
(πn g) (x) = E [g(Xt+n) | Xt = x] , ∀ t ∈ Z
= Ex [g(Xn)] ,
où Ex [·] représente l'ésperane onditionnelle E [ · | X0 = x].
Soit k ≥ 2 xé. Nous dénissons sur E la fontion ψ par
x = (x1, · · · , xd)τ 7→ ψ(x) =


|x1|k
.
.
.
|xd|k

 . (4.6)
Proposition 4.1.1. Supposons que :
1. La haîne de Markov (Xt) est irrédutible ;
2. E [ψ(εt)] <∞, .à.d. E|εj,t|k < +∞, 1 ≤ j ≤ d, où k ≥ 2 ;
3. Le rayon spetral de A = |M | = (|αij |) est stritement inférieur à 1.
Alors,
1. (Xt) possède une unique mesure de probabilité invariante, notée µ. De plus, µ possède
un moment d'ordre k.
2. Pour tout x ∈ E et f ∈ L1(µ) nous avons
1
n
n∑
k=1
f(Xk) −→ µ(f), Px p.s.
où Px représente la probabilité onditionnelle P (· | x0 = x).
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Preuve. nous dénissons sur E les fontions ϕ et V par
x 7→ ϕ(x) =


|x1|
.
.
.
|xp|

 , x 7→ V (x) = (
p∑
j=1
|xj |)k = (‖x‖1)k .
Comme V est positive et lim
|x|→∞
V (x) =∞, V est don une fontion de Lyapunov.
Soit "≤" une relation d'ordre partiel sur Rd dénie par
x ≤ y ⇐⇒ |xj| ≤ |yj|, ∀j = 1, · · · , p,
pour x = (xj) et y = (yj). Rappelons que, pour tout a ∈ R, nous avons
|〈a〉| = 〈|a|〉 ≤ |a|+ 1
2
.
Ainsi, pour tout j ∈ {1, · · · , d}, nous obtenons
|〈
d∑
k=1
αjkXk,t−j + λj〉+ εj,t| ≤
d∑
k=1
|αjk||Xk,t−j |+ |εj,t|+ |λj |+ 1
2
.
Par onséquent, nous trouvons
ϕ (Xt) ≤ Aϕ (Xt−1) + ζt,
où
A = |M | = (|αij |) et ζt =


|ε1,t|+ |λ1|+ 1
2
.
.
.
|εd,t|+ |λd|+ 1
2

 .
Ainsi pour tout n ∈ N∗, nous trouvons par itération
ϕ (Xt+n) ≤ Anϕ (Xt) +An−1ζt+1 +An−2ζt+2 + · · ·+Aζt+n−1 + ζt+n.
Par suite, omme ‖ · ‖1 est fontion roissante sur (R2,≤), nous obtenons
‖ϕ (Xt+n)‖1 ≤ ‖Anϕ (Xt)‖1+ ||| An−1 |||1 ‖ζt+1‖1 + · · ·+ ||| A |||1 ‖ζt+n−1‖1 + ‖ζt+n‖1,
où ||| · |||1 est la norme matriielle assoiée à la norme ‖ · ‖1. Par onséquent,
((πnV ) (x))
1
k ≤
(
Ex
[‖Anϕ (X0)‖1+ ||| An−1 |||1 ‖ζt+1‖1 + · · ·+ ||| A |||1 ‖ζt+n−1‖1 + ‖ζt+n‖1]k) 1k
Notons que, pour tout j ∈ {1, · · · , n}, ‖ζt+j‖1 = ‖εt+j‖1 + ‖λ‖1 + d
2
.
Ainsi, omme Θ est ompat et E|εi,t|k < +∞, 1 ≤ i ≤ d, nous avons
b =
(
E [‖ζt+j‖1]k
) 1
k
<∞, ∀ j ∈ {1, · · · , n} .
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Par onséquent, d'après l'inégalité de Minkowski, nous obtenons
((πnV ) (x))
1
k ≤||| An |||1 ‖x‖1 + Sn(A) b,
où
Sn(A) =||| An−1 |||1 + · · ·+ ||| A |||1 +1,
Comme ρ(A) < 1, il existe n0 ∈ N∗ tel que ∀ N ≥ n0, nous avons ||| AN |||= α′ < 1. Par
suite, d'après le ritère de Cauhy, nous obtenons que la série
∑ ||| Ai |||1 est onvergente.
Ainsi, nous trouvons
((
πNV
)
(x)
) 1
k ≤ α′‖x‖1 + β = ‖x‖1
(
α
′
+
β
‖x‖1
)
et par suite (
πNV
)
(x)
V (x)
≤
(
α
′
+
β
‖x‖1
)k
,
où α
′
< 1 et 0 < β <∞. Par onséquent, il existe N ∈ N∗ (N ≥ n0) tel que
lim sup
‖x‖1→∞
πNV (x)
V (x)
≤ |α′ |k < 1.
Cei implique que
lim
n→∞
sup µnV ≤ l <∞,
où µn(·) est la mesure empirique de la haîne de Markov (Xt).
Ainsi, le ritère de Lyapunov est satisfait (voir Duo [22℄, 1997, Prop. 2.1.6, p. 41).
Alors, (Xt) possède une mesure invariante µ tel que µ V <∞. De plus, (Xt) est irréditible.
Il en déoule, (Xt) est réurrente positive et par suite µ est unique.
La deuxième onlusion de la proposition résulte diretement du théorème ergodique las-
sique des haînes de Markov.
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4.2 Estimation des paramètres
Tout d'abord, nous présentons quelques notations et rappels néessaires.
Nous assoions à la norme ‖ · ‖1 sur Rd, une norme sur (Rd)2 dénie par
|z| = ‖y1‖1 + ‖y2‖1, ∀ z = (y1, y2) ∈ (Rd)2.
Soit θ = (M,λ) ∈ Θ ⊂Md (]−1, 1[)× Rd, où M = (αij)1≤i,j≤d et λ = (λ1, · · · , λd)τ ∈ Rd.
Notons que l'espae des paramètres Θ est ompat.
Soit x = (x1, · · · , xd)τ ∈ Rd. Pour tout i ∈ {1, · · · , d}, nous notons
αi = (αi1, · · · , αid) et fi(x;αi, λi) = 〈
d∑
j=1
αijxj + λi〉. (4.7)
Par suite, nous avons
M = (α1, · · · , αd)τ . (4.8)
Rappelons que,
〈x〉 = (〈x1〉, · · · , 〈xd〉)τ ∈ E = Zd.
Nous dénissons la fontion de régression du modèle RINVAR(1) par
F (x; θ) = 〈Mx+ λ〉, x ∈ E. (4.9)
Ainsi, RINVAR(1) peut être érit sous la forme suivante
Xt = F (Xt−1; θ) + εt =


f1(Xt−1;α1, λ1)
.
.
.
fd(Xt−1;αd, λd)

+


ε1,t
.
.
.
εd,t

 . (4.10)
Don, Pour tout i ∈ {1, · · · , d}, nous avons
Xi,t = fi(Xt−1;αi, λi) = 〈
d∑
j=1
αijXj,t−1 + λi〉+ εi,t. (4.11)
Soit θ0 = (M0, λ0) la vraie valeur du paramètre θ du modèle RINVAR(1),
ave λ0 = (λ
∗
1, · · · , λ∗d)τ et M0 = (α∗ij)1≤i,j≤d = (α∗1, · · · , α∗d)τ , où α∗i = (α∗i1, · · · , α∗id)
pour tout i ∈ {1, · · · , d}. Soit Pθ0 la distribution de la probabilité de la haîne (Yt) sous
le vrai modèle. De plus, toute onvergene
p.s.−→ signie une onvergene p.s. sous Pθ0,x, e
qui se tient indépendamment de l'état initial x.
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Soient X0,X1, · · · ,Xn des observations du proessus RINVAR(1).
Pour l'estimation du paramètre θ, nous onsidérons l'estimateur des moindres arrés
déni par
θˆn = argmin
θ∈Θ
ϕn(θ), (4.12)
où
ϕn(θ) =
1
n
n∑
t=1
(‖Xt − F (Xt−1; θ)‖2)2. (4.13)
Soit l'hypothèse suivante.
Hypothèse [H3℄
1. Sous Pθ0 , la haîne de Markov (Xt) est irrédutible.
2. E [ψ(εt)] <∞, .à.d. E|εj,t|k < +∞, 1 ≤ j ≤ d, où k ≥ 2.
3. Le rayon spetral de A = |M | = (|αij |) est stritement inférieur à 1.
4. L'espae des paramètres Θ, est un ompat sous-ensemble de Md (]−1, 1[)× Rd.
Supposons que [H3℄ soit vériée. Don, sous Pθ0 et d'après la Proposition 4.1.1, (Xt) possède
une unique mesure invariante µθ0 telle que µθ0(| · |k) <∞ ave k ≥ 2.
Il en résulte que la haîne double (Yt) ave Yt = (Xt−1,Xt) possède des propriétés similaires.
En partiulier, la haîne (Yt) possède aussi une unique mesure invariante σθ0 tel que
σθ0(| · |k) <∞, où | · | est la norme sur (Rd)2 assoiée à la norme ‖ · ‖1 (dénie sur Rd).
Soient les fontions :
gθ(z) = (‖y − F (x; θ)‖2)2, z = (x, y) ∈ E2, θ ∈ Θ, (4.14)
et
K(θ) = σθ0gθ, θ ∈ Θ. (4.15)
Soit Pn la mesure empirique générée par les observations Y1, · · · , Yn
Pn(y) =
1
n
n∑
i=1
1 Yi=y, y = (x, z) ∈ E2 = Z2.
Par onséquent, d'après (4.13), la fontion de ontraste ϕn est égale
ϕn (θ) = Pngθ (4.16)
et par suite
θˆn = argmin
θ∈Θ
Pngθ. (4.17)
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Lemme 4.2.1. Pour tout θ ∈ Θ, nous avons
 (‖F (·; θ)‖2)2 ∈ L1(µθ0).
 gθ ∈ L1(σθ0).
Preuve. Dans la preuve suivante, nous notons par c une onstante générique dont la valeur
exate peut hanger pendant le développement mathématique.
Pour tout x = (x1, · · · , xd)τ ∈ E, d'après (4.10), nous avons
‖F (x; θ)‖1 =
d∑
i=1
|fi(x;αi, λi)|,
Rappelons que, pour tout a ∈ R, nous avons |〈a〉| = 〈|a|〉 ≤ |a|+ 1
2
.
Ainsi, pour tout i ∈ {1, · · · , d}, nous trouvons
|fi(x;αi, λi)| = |〈
d∑
j=1
αijxj + λi〉| ≤
d∑
j=1
|αij ||xj |+ |λi|+ 1
2
.
Comme Θ est ompat, nous avons
‖F (x; θ)‖1 ≤ c (1 + ‖x‖1).
Alors, omme sur Rd les normes ‖ · ‖1 et ‖ · ‖2 sont équivalentes, nous obtenons
(‖F (x; θ)‖2)2 ≤ c (1 + ‖x‖21)
Don, omme µθ0(‖ · ‖k1) <∞ où k ≥ 2, la première onlusion est vériée.
Par suite, pour tout z = (x, y) ∈ E2, nous avons
‖y − F (x; θ)‖1 ≤ ‖y‖1 + ‖F (x; θ)‖1
≤ c (1 + ‖x‖1 + ‖y‖1)
= c (1 + |z|),
où | · | est la norme sur (Rd)2 assoiée à la norme ‖ · ‖1 dénie sur Rd.
Il en déoule,
gθ(z) ≤ c (1 + |z|2). (4.18)
Don, omme σθ0(| · |k) <∞ où k ≥ 2, la deuxième onlusion est vériée.
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Proposition 4.2.1. Supposons que [H3℄ soit vériée. Don, pour tout θ ∈ Θ, nous avons
1. ϕn(θ)
p.s.−→ K(θ) ;
2. K(θ)−K(θ0) = µθ0 (‖F (·; θ) − F (·; θ0)‖2)2.
De plus,
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0.
Preuve. Rappelons que ϕn(θ) = Pngθ et K(θ) = σθ0gθ. Don, omme Pn
p.s.−→ σθ0 et
d'après le Lemme 4.2.1 gθ ∈ L1(σθ0), la première onlusion est vériée.
Par suite, nous avons
ϕn(θ)− ϕn(θ0) = An
n
+
Bn
n
,
ave
An =
n∑
t=1
(‖∆Ft−1‖2)2, Bn = 2
n∑
t=1
〈εt | ∆Ft−1〉,
où ∆Ft−1 = F (Xt−1; θ0) − F (Xt−1; θ) et 〈· | ·〉 est le produit salaire assoié à la norme
‖ · ‖2. D'après le Lemme 4.2.1, nous avons (‖F (·; θ)‖2)2 ∈ L1(µθ0). Ainsi, en utilisant le
théorème ergodique sur la haîne de Markov (Xt), nous trouvons
An
n
p.s.−→ µθ0(‖F (·; θ)− F (·; θ0)‖2)2.
Nous posons,
Mn =
Bn
2
.
Il est simple de vérier que (Mn) est une martingale de arré intégrable par rapport à F =
(Fn)n≥0 la ltration naturelle assoiée au proessus RINVAR(p), où Fn = σ(εt, 0 ≤ t ≤ n)
pour tout n ∈ N∗, et F0 est la σ−algebre dégénérée. Le proessus roissant assoié, noté
([M ]n), est déni par
[M ]n =
n∑
t=1
(∆Ft−1)
τ Γ ∆Ft−1,
où Γ est la matrie de variane-ovariane de εt. Ainsi, nous avons
[M ]n
n
p.s.−→ µθ0 ((∆Ft−1)τ Γ ∆Ft−1) ≥ 0,
Il en résulte,
Mn
n
p.s.−→ 0 et par onséquent Bn
n
p.s.−→ 0 (voir Duo [22℄, Théorème 1.3.15, p.
20). Alors, nous avons
K(θ)−K(θ0) = µθ0 (‖F (·; θ) − F (·; θ0)‖2)2 .
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D'autre part, d'après la preuve du Lemme 4.2.1, la lasse des fontions de ontraste
G = {gθ, θ ∈ Θ} possède une fontion enveloppe, notée A et dénie par
A(z) = c (1 + |z|2), ∀ z ∈ E2
où c est une onstante et | · | est la norme sur E2 assoiée à la norme ‖ · ‖2.
Soit q > 0 xé. Nous posons,
pz = σθ0(z) et p
n
z = Pn(z).
Alors, nous obtenons
sup
θ∈Θ
|ϕn(θ)−K(θ)| ≤
∑
|z|<q
A(z)|pnz − pz|+ (Pn + σθ0)(A(z)1 |z|>q).
Comme pnz → pz presque sûrement, nous trouvons
lim sup
n→∞
sup
θ∈Θ
|(Pn − σθ0)g| ≤ 0 + 2σθ0(A(z)1 |z|>q), p.s.
En prenant q ր ∞, nous obtenons presque sûrement,
lim sup
n
sup
θ∈Θ
|(Pn − σθ0)g| = 0.
Comme pour le modèle RINAR(p), l'identiabilité du proessus RINVAR(1) n'est pas
standard à ause de l'opérateur d'arrondi. Dans les paragraphes suivants nous traitons e
problème. Ainsi, nous distinguons trois as dépendants des oeients α∗ij de la matrie
M0.
Nous dénissons sur l'espae des paramètres Θ la distane d par
d(θ, θ
′
) = max
{
|αij − α′ij |, 1 ≤ i, j ≤ d; |λk − λ
′
k|, 1 ≤ k ≤ d
}
, (4.19)
où θ = (M,λ) et θ
′
= (M
′
, λ
′
) ave M = (αij), λ = (λj), M
′
= (α
′
ij) et λ = (λ
′
j).
Quelques rappels sont néessaires. Soient x = (x1, · · · , xd)τ ∈ E et θ = (M,λ) ∈ Θ,
ave M = (αij)1≤i,j≤d et λ = (λ1, · · · , λd)τ . Pour tout i ∈ {1, · · · , d}, soient λi la ième
omposante du veteur λ et αi = (αi1, · · · , αid) la ième ligne de la matrie M .
De plus,
fi(x;αi, λi) = 〈
d∑
j=1
αijxj + λi〉 et par suite F (x; θ) =


f1(x;α1, λ1)
.
.
.
fd(x;αd, λd)

 .
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4.2.1 La onsistane forte de l'estimateur des moindres arrés quand
haque ligne de la matrie M0 possède un oeient irrationnel
Dans e paragraphe, nous supposons que pour tout i ∈ {1, · · · , d}, il existe au moins
j ∈ {1, · · · , d} tel que αij ∈ R\Q.
Proposition 4.2.2. Soit i ∈ {1, · · · , d} xé. Supposons que [H3℄ soit vériée. S'il existe
au moins j0 ∈ {1, · · · , d} tel que α∗ij0 est irrationnel. Alors,
fi(x;αi, λi) = fi(x;α
∗
i , λ
∗
i ), ∀ x ∈ E ⇐⇒ (αi, λi) = (α∗i , λ∗i ).
Preuve. Nous nous référons à la preuve de la Proposition 3.2.2.
Corollaire 4.2.1. Supposons que [H3℄ soit vériée. Si haque ligne de la matrie M0
possède au moins un oeient irrationnel. Alors, pour tout θ ∈ Θ, nous avons
F (x; θ) = F (x; θ0) ∀ x ∈ E ⇐⇒ θ = θ0.
Preuve. Nous avons,
F (x; θ) = F (x; θ0), ∀ x ∈ E ⇔ fi(x;αi, λi) = fi(x;α∗i , λ∗i ), ∀ i ∈ {1, · · · , d} , x ∈ E.
Ii, pour tout i ∈ {1, · · · , d}, il existe au moins ji ∈ {1, · · · , d} tel que αiji est irrationnel.
Ainsi, d'après la Proposition 4.2.2, nous obtenons
F (x; θ) = F (x; θ0), ∀ x ∈ E ⇔ (α1, λ1) = (α∗1, λ∗1), · · · , (αd, λd) = (α∗d, λ∗d)
⇔ θ = θ0.
Quelques rappels sont néessaires. Supposons que [H3℄ soit vériée, alors d'après la
Proposition 4.2.1, nous avons
K(θ)−K(θ0) = µθ0 (‖F (·; θ)− F (·; θ0)‖2)2 (4.20)
La distane d sur l'espae des paramètres Θ est dénie par
d(θ, θ
′
) = max
{
|αij − α′ij |, 1 ≤ i, j ≤ d; |λk − λ
′
k|, 1 ≤ k ≤ d
}
, ∀ θ, θ′ ∈ Θ.
D'autre part, soit x0 xé. Rappelons que {·} représente la fontion partie frationnaire.
Ainsi, la fontion α → {α x0} dénie sur R et à valeurs dans [0, 1[, est ontinue en α0 si
α0 ∈ R\Q.
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Proposition 4.2.3. Supposons que [H3℄ soit vériée. Si haque ligne de la matrie M0
possède au moins un oeient irrationnel. Alors, pour tout (susament petit) ε > 0,
nous avons
inf
θ∈Θε
|K(θ)−K(θ0)| > 0,
où
Θε = {θ : d(θ, θ0) ≥ ε} .
Preuve. Nous distinguons trois situations pour l'événement Θε. Ainsi, notons que
Θε = Γ1 ∪ Γ2 ∪ Γ3, où
Γ1 =
{
θ : ∃ i0, j0 ∈ {1, · · · , d} , |αi0j0 − α∗i0j0| ≥ ε
}
, (4.21)
Γ2 =
{
θ : ∀ i, j ∈ {1, · · · , d} , |αij − α∗ij| < ε, ∃ l0 ∈ {1, · · · , d} |λl0 − λ∗l0 | ≥ ε, 〈λl0〉 6= 〈λ∗l0〉
}
,
(4.22)
et
Γ3 =
{
θ : ∀ i, j ∈ {1, · · · , d} , |αij − α∗ij| < ε, ∃ l0 ∈ {1, · · · , d} |λl0 − λ∗l0 | ≥ ε, 〈λl0〉 = 〈λ∗l0〉
}
.
(4.23)
Nous allons montrer
inf
θ∈Γi
|K(θ)−K(θ0)| > 0, i = 1, 2, 3.
L'idée de la preuve est basée sur l'équation (4.20). Alors, le but est de trouver y0 ∈ E
tel que
‖F (y0; θ)− F (y0; θ0)‖2 > 0, uniformément sur Γi, i = 1, 2, 3.
 Nous onsidérons le as où θ ∈ Γ1. Pour simplier les notations, nous supposons que
i0 = j0 = 1. Ainsi, nous avons |α11 − α∗11| ≥ ε.
Comme Θ est ompat, il existe B > 0 tel que |λi| ≤ B, ∀ i ∈ {1, · · · , d}. De plus, il
existe x0 ∈ Z∗ tel que
|x0| ε− 2 B − 1 > 0.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Ainsi, nous avons
‖F (y0; θ)− F (y0; θ0)‖1 =
d∑
i=1
|fi(y0;αi, λi)− fi(y0;α∗i , λ∗i )|
≥ |f1(y0;α1, λ1)− f1(y0;α∗1, λ∗1)|
= |〈α11 x0 + λ1〉 − 〈α∗11 x0 + λ∗1〉|
≥ |α11 − α∗11||x0| − 2 B − 1
≥ |x0| ε− 2 B − 1 > 0.
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Comme sur Rd les normes ‖ · ‖1 et ‖ · ‖2 sont équivalentes, alors nous avons
‖F (y0; θ)− F (y0; θ0)‖2 > 0.
 Nous onsidérons le deuxième as, θ ∈ Γ2. Soit y0 = 0E = (0, · · · , 0)τ ∈ E.
Ainsi, nous avons
‖F (y0; θ)− F (y0; θ0)‖1 =
d∑
i=1
|〈λi〉 − 〈λ∗i 〉|,
≥ |〈λl0〉 − 〈λ∗l0〉|,
≥ 1.
Comme sur Rd les normes ‖ · ‖1 et ‖ · ‖2 sont équivalentes, alors nous trouvons
inf
θ∈Γ2
|K(θ)−K(θ0)| > 0.
 Maintenant, nous traitons le dernier as, θ ∈ Γ3. Pour simplier les notations, nous
supposons que l0 = 1. Ainsi, nous avons |αij − α∗ij | < ε pour tout i, j ∈ {1, · · · , d},
|λ1 − λ∗1| ≥ ε et 〈λ1〉 = 〈λ∗1〉. Par hypothèse, haque ligne de la matrie M0 possède
au moins un oeient irrationnel. Supposons que α∗11 soit le oeient irrationnel
de la première ligne de M0. Ainsi, nous avons
|α11 − α∗11| < ε, |λ1 − λ∗1| ≥ ε et 〈λ1〉 = 〈λ∗1〉,
ave α∗11 ∈ R\Q. D'après la preuve de la Proposition 2.4.3, il existe x0 ∈ Z tel que
|〈α11x0 + λ1〉 − 〈α∗11x0 + λ∗1〉| > 0.
Soit y0 = (x0, 0, · · · , 0) ∈ E. Ainsi, nous obtenons
‖F (y0; θ)− F (y0; θ0)‖1 =
d∑
i=1
|fi(y0;αi, λi)− fi(y0;α∗i , λ∗i )|
≥ |f1(y0;α1, λ1)− f1(y0;α∗1, λ∗1)|
= |〈α11 x0 + λ1〉 − 〈α∗11 x0 + λ∗1〉| > 0.
Théorème 4.2.1. Supposons que [H3℄ soit vériée. Si haque ligne de la matrie M0
possède au moins un oeient irrationnel. Alors, l'estimateur des moindres arrés θˆn de
θ0 est fortement onsistant, .à.d.
θˆn
p.s.−→ θ0.
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Preuve. Rappelons que, d'après la Proposition 4.2.1 et 4.2.3, nous avons
sup
θ∈Θ
|ϕn(θ)−K(θ)| p.s.−→ 0
et
inf
θ∈Θε
|K(θ)−K(θ0)| > 0,
où Θε = {θ : d(θ, θ0) ≥ ε}. La onlusion θˆn → θ0 presque sûrement résulte par des argu-
ments standards de la théorie des M-estimateurs (voir par exemple Van Der Vaart (1998,
[61℄), Théorème 5.7).
4.2.2 La onsistane forte de l'estimateur des moindres arrés quand
tous les oeients de la matrie M0 sont rationnels
Dans e paragraphe, nous supposons que pour tout i, j ∈ {1, · · · , d}, nous avons
α∗ij =
aij
bij
, où aij ∈ Z, bij ∈ N∗ et aij ∧ bij = 1.
Pour mieux omprendre e as, nous xons i ∈ {1, · · · , d}. Puis, nous supposons que tous
les oeients de la ième ligne sont rationnels. Ainsi, pour tout j ∈ {1, · · · , d}, nous avons
α∗ij =
aij
bij
, où aij ∈ Z, bij ∈ N∗ et aij ∧ bij = 1.
Quelques rappels du Chapitre 3 sont néessaires. Soit y = (x1, · · · , xd)τ ∈ E = Zd. Ainsi,
nous obtenons
d∑
j=1
α∗ijxj =
1∏d
j=1 bij
(
d∑
l=1
Ailxl
)
, (4.24)
où
Ail = ail
d∏
j=1,j 6=l
bij . (4.25)
D'après le théorème de Bézout, nous obtenons
Ai1Z+ · · · +AipZ = diZ, (4.26)
où di = Ai1 ∧ · · · ∧Aip est le P.G.C.D. de Ai1, · · · , Aip. Par onséquent, il existe x ∈ Z tel
que
d∑
i=1
α∗ijxj = νix, (4.27)
ave
νi =
di∏d
j=1 bij
. (4.28)
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Notons que le numérateur et le dénominateur de νi ne sont pas néessairement premiers
entre eux. Ainsi, nous réérivons νi ave sa forme de fration irrédutible
νi =
ai
bi
, (4.29)
où ai ∈ Z, bi ∈ N∗ et aij∧bij = 1. Soit θ = (M,λ) ∈ Θ, oùM = (αij) et λ = (λ1, · · · , λd)τ .
Rappelons que, pour tout i ∈ {1, · · · , d}, αi = (αi1, · · · , αid) représente la ième ligne de la
matrie M et λi est la i
ème
omposante du veteur λ.
Proposition 4.2.4. Soit i ∈ {1, · · · , d} xé. Supposons que [H3℄ soit vériée et pour tout
j ∈ {1, · · · , d}, α∗ij =
aij
bij
où aij ∈ Z, bij ∈ N∗ et aij ∧ bij = 1. Alors,
1. fi(y;α
∗
i , λi) = fi(y;α
∗
i , λ
∗
i ), ∀ y ∈ E ⇐⇒ 〈νix+ λi〉 = 〈νix+ λ∗i 〉, ∀ x ∈ Z.
2. fi(y;αi, λi) = fi(y;α
∗
i , λ
∗
i ), ∀ y ∈ E ⇐⇒ αi = α∗i et λi ∈ Ii,0,
où Ii,0 = {λ ∈ R, 〈λ〉 = 〈λ∗i 〉}. De plus, e dernier est de taille
1
bi
, où bi est le déno-
minateur de νi déni par (4.28) et (4.29).
Preuve. Nous nous référons à la preuve de la Proposition 3.2.4 et elle de la Proposition
3.2.5.
Notons que la loalisation de Ii,0 dépend de la parité de bi et de la position de la partie
frationnaire de λ∗i sur l'intervalle [0, 1[. Ainsi, nous distinguons quatre as :
1. Supposons que bi est pair. Alors, Ii,0 est déni par (2.65) et (2.66).
2. Supposons que bi est impair et {λ∗i } ∈
[
0,
1
2bi
[
. Alors, Ii,0 est déni par (2.67).
3. Supposons que bi est impair et {λ∗i } ∈
[
1
2bi
,
2bi − 1
2bi
[
. Alors, Ii,0 est déni par (2.68)
et (2.69).
4. Supposons que bi est impair et {λ∗i } ∈
[
2bi − 1
2bi
, 1
[
. Alors, Ii,0 est déni par (2.70).
Notons que, pour rester ompatible ave les notations du hapitre présent, il sut de
remplaer q par bi et λ0 par λ
∗
i dans les équations préédentes.
Corollaire 4.2.2. Supposons que [H3℄ soit vériée. Si tous les oeients de la matrie
M0 sont rationnels. Alors, pour tout θ ∈ Θ, nous avons
F (x; θ) = F (x; θ0) ∀ x ∈ E ⇐⇒M = M0 et λ ∈ I0 = (I1,0, · · · , Id,0)τ .
Preuve. Nous avons,
F (x; θ) = F (x; θ0), ∀ x ∈ E ⇔ pour tout i ∈ {1, · · · , d} , fi(x;αi, λi) = fi(x;α∗i , λ∗i ), ∀ x ∈ E.
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Ii, pour tout i, j ∈ {1, · · · , d}, nous avons α∗ij =
aij
bij
où aij ∈ Z, bij ∈ N∗ et aij ∧ bij = 1.
Ainsi, d'après la Proposition 4.2.4, nous obtenons
F (x; θ) = F (x; θ0), ∀ x ∈ E ⇔ α1 = α∗1 et λ1 ∈ I1,0, · · · , αd = α∗d et λd ∈ Id,0,
⇔M = M0 et λ ∈ I0.
Ainsi, I0 est un veteur d'intervalles. La loalisation de e dernier dépend de la parité
de haque bi et de la position de haque {λ∗i }.
Ii, nous détaillons le as où pour tout i ∈ {1, · · · , d}, bi est pair. Don, ∀ i ∈ {1, · · · , d},
il existe ki,0 ∈ {0, 1, · · · , bi − 1} tel que
{λ∗i } ∈ Ji,0 =
[
ki,0
bi
,
ki,0 + 1
bi
[
. (4.30)
Par suite, nous dénissons
Ii,0 = {λi : 〈λi〉 = 〈λ∗i 〉 et {λi} ∈ Ji,0} . (4.31)
En d'autres termes, pour tout i ∈ {1, · · · , d}, nous trouvons
Ii,0 =


[
[λ∗i ] +
ki,0
bi
, [λ∗i ] +
ki,0 + 1
bi
[
si λ∗i ≥ 0,
]
[λ∗i ]−
ki,0 + 1
bi
, [λ∗i ]−
ki,0
bi
]
si λ∗i < 0,
(4.32)
où [·] représente la fontion partie entière. Par onséquent, nous avons
I0 =


I1,0
.
.
.
Id,0

 . (4.33)
Quelques notations et rappels sont néessaires. Nous posons,
E0 = {θ ∈ Θ, αi = α∗i , ∀ i ∈ {1, · · · , d}, et λ ∈ I0} = M0 × I0.
Notons que θ0 = (M0, λ0) ∈ E0. Sous [H3℄ et d'après la Proposition 4.2.1, nous avons
K(θ)−K(θ0) = µθ0 (‖F (·; θ)− F (·; θ0)‖2)2 .
D'autre part, soit θ∗ = (M0, λ∗) ∈ E0. D'après la Proposition 4.2.4, nous trouvons
K(θ∗)−K(θ0) = µθ0 (‖F (·; θ)− F (·; θ0)‖2)2 = 0.
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Proposition 4.2.5. Supposons que [H3℄ soit vériée et pour tout i, j ∈ {1, · · · , d},
α∗ij =
aij
bij
où aij ∈ Z, bij ∈ N∗ et aij ∧ bij = 1. Alors, pour tout (susament petit) ε > 0,
nous avons
inf
θ∈Θ0ε
|K(θ)−K(θ0)| > 0,
où Θ0ε = {θ ∈ Θ, d(θ,E0) ≥ ε}.
Preuve. Nous distinguons trois situations pour l'événement Θ0ε. Ainsi, notons que
Θ0ε = Γ1 ∪ Γ2 ∪ Γ3, où
Γ1 =
{
θ : ∃ i0, j0 ∈ {1, · · · , d} , |αi0j0 − α∗i0j0| ≥ ε
}
, (4.34)
Γ2 =
{
θ : ∀ i, j ∈ {1, · · · , d} , |αij − α∗ij | < ε,∃ l0 ∈ {1, · · · , d} d(λl0 , Il0,0) ≥ ε, 〈λl0〉 6= 〈λ∗l0〉
}
,
(4.35)
et
Γ3 =
{
θ : ∀ i, j ∈ {1, · · · , d} , |αij − α∗ij | < ε,∃ l0 ∈ {1, · · · , d} d(λl0 , Il0,0) ≥ ε, 〈λl0〉 = 〈λ∗l0〉
}
.
(4.36)
L'idée est aussi basée sur l'équation (4.20). Ainsi, le but est de trouver x0 ∈ E tel que
‖F (x0; θ)− F (x0; θ0)‖ > 0, uniformément sur Γi, i = 1, 2, 3.
 Pour θ ∈ Γ1 ∪ Γ2. Alors, par les mêmes arguments utilisés dans la preuve de la
Proposition 4.2.3 pour les sous-ensembles équivalents, nous obtenous
inf
θ∈Γ1∪Γ2
|K(θ)−K(θ0)| > 0.
 Finalement, nous onsidérons le as où θ ∈ Γ3. Pour simplier les notations, nous
supposons que l0 = 1. Ainsi, en partiulier, nous avons
|α1j − α∗1j | < ε, ∀ j ∈ {1, · · · , d} , d(λ1, I1,0) ≥ ε et 〈λ1〉 = 〈λ∗1〉.
Soit y = (x1, · · · , xd)τ ∈ E. Nous trouvons,
‖F (y; θ)− F (y; θ0y)‖1 =
d∑
i=1
|fi(y, αi, λi)− fi(y, α∗i , λ∗i )|,
≥ |f1(y, α1, λ1)− f1(y, α∗1, λ∗1)|,
= |〈
d∑
j=1
α1jxj + λ1〉 − 〈
d∑
j=1
α∗1jxj + λ
∗
1〉|.
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Soit Θ0 un ompat sous-ensemble de ]−1, 1[d×R. De plus, nous supposons Θ0 ⊂ Θ,
.à.d. pour tout δ = (β1, · · · , βd, γ)τ ∈ Θ0 et θ = (M,λ) ∈ Θ, où M = (αij) et
λ = (λ1, · · · , λd)τ ∈ Rd, il existe 0 < A < 1 et B > 0 tels que
|βi| ≤ |αij | ≤ A et |γ| ≤ |λj | ≤ B, ∀ i, j ∈ {1, · · · , d} .
D'autre part, nous posons
Γ03 =
{
θ = (β1, · · · , βd, γ)τ ∈ Θ0, |βj − α∗1j | < ε, ∀ j ∈ {1, · · · , d}, d(γ, I1,0), et 〈γ〉 = 〈λ∗1〉
}
.
Sur Γ03 et d'après la preuve de la Proposition 3.2.6, nous obtenons
inf
θ∈Γ3
|K(θ)−K(θ0)| > 0. 
Théorème 4.2.2. Supposons que [H3℄ soit vériée et pour tout i, j ∈ {1, · · · , d}, nous
avons α∗ij =
aij
bij
, où aij ∈ Z bij ∈ N∗ et aij ∧ bij = 1. Alors,
d(θˆn, E0)
p.s.−→ 0, où E0 = {M0} × I0, ave I0 =


I1,0
.
.
.
Id,0

 .
En d'autres termes, αˆn est fortement onsistant tandis que λˆn onverge vers un intervalle
de taille
1
b
ontenant λ∗.
Preuve. La onlusion d(θˆn, E0) −→ 0, presque sûrement, résulte des Propositions 4.2.1
et 4.2.5 par les mêmes arguments utilisés dans la preuve du Théorème 4.2.1.
4.2.3 La onsistane forte de l'estimateur des moindres arrés quand au
moins une ligne de la matrie M0 possède au moins un oeient
irrationnel
Finalement, nous onsidérons le as appelé mixte où au moins une ligne de la matrie
M0 possède au moins un oeient irrationnel et tous les oeients des autres lignes sont
rationnels. Ainsi, il est lair que le résultat de onsistane attendu ii n'est autre qu'un
mélange des résultats obtenus dans les Théorèmes 4.2.1 et 4.2.2.
Pour simplier la présentation, nous onsidérons d = 2, la première ligne de la matrie
de M0 possède un oeient irrationnel, et tous les oeients de la deuxième ligne de M0
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sont rationnels. Expliitement, nous posons
M0 = (α
∗
ij) =

 a b
c1
d1
c2
d2

 , où a ∈ R\Q et λ0 =

 λ∗1
λ∗2

 . (4.37)
De plus, nous dénissons
ν =
e
d1d2
, ave e = c1d2 ∧ c2d1. (4.38)
Nous notons que le numérateur et le dénominateur de ν ne sont pas néessairement premiers
entre eux. Ainsi, nous réérivons νi ave sa forme de fration irrédutible
ν =
p
q
, où p ∈ Z, q ∈ N∗ et p ∧ q = 1. (4.39)
Sans perte de généralité, nous supposons que q est pair. Ainsi, il existe k2,0 ∈ {0, · · · , q − 1},
tel que
λ∗2 ∈
[
k2,0
q
,
k2,0 + 1
q
[
= J2,0. (4.40)
Par suite, nous dénissons
I2,0 = {λ : 〈λ〉 = 〈λ∗2〉, {λ} ∈ J2,0} . (4.41)
Finalement, nous notons
E
′
0 = M0 × I
′
0, (4.42)
où
I
′
0 =
{
(λ1, λ2)
τ ∈ R2 : λ1 = λ∗1 et λ2 ∈ I2,0
}
. (4.43)
Proposition 4.2.6. Supposons que [H3℄ soit vériée, M0 soit dénie par (4.37) et q le
dénominateur de ν déni par (4.38) et (4.39) soit pair. Alors, pour tout (susament petit)
ε > 0, nous avons
inf
θ∈Θ′ε
|K(θ)−K(θ0)| > 0,
où
Θ
′
ε =
{
θ : d(θ,E
′
0) ≥ ε
}
.
Preuve. Nous distinguons inq situations pour l'événement Θ
′
ε. Ainsi, notons que
Θ
′
ε = Λ1 ∪ Λ2 ∪ Λ3 ∪ Λ4 ∪ Λ5, où
Λ1 =
{
θ : ∃ i0, j0 ∈ {1, 2} , |αi0j0 − α∗i0j0| ≥ ε
}
, (4.44)
Λ2 =
{
θ : ∀ i, j ∈ {1, 2} , |αij − α∗ij | < ε, |λ1 − λ∗1| ≥ ε, 〈λ1〉 = 〈λ∗1〉
}
, (4.45)
136 CHAPITRE 4. LE MODÈLE RINVAR(1)
Λ3 =
{
θ : ∀ i, j ∈ {1, 2} , |αij − α∗ij | < ε, |λ1 − λ∗1| ≥ ε, 〈λ1〉 6= 〈λ∗1〉
}
, (4.46)
Λ4 =
{
θ : ∀ i, j ∈ {1, 2} , |αij − α∗ij| < ε, d(λ2, I2,0) ≥ ε, 〈λ2〉 = 〈λ∗2〉
}
, (4.47)
et
Λ5 =
{
θ : ∀ i, j ∈ {1, 2} , |αij − α∗ij| < ε, d(λ2, I2,0) ≥ ε, 〈λ2〉 6= 〈λ∗2〉
}
. (4.48)
Ainsi, pour tout i ∈ {1, · · · , d}, en utilisant les preuves des Propositions 4.2.3 et 4.2.5,
il existe yi,0 ∈ E tel que
‖F (yi,0; θ)− F (yi,0; θ0)‖1 > 0, uniformément sur Λi.
Théorème 4.2.3. Supposons que [H3℄ soit vériée, M0 soit dénie par (4.37) et q le
dénominateur de ν déni par (4.38) et (4.39) soit pair. Alors,
d(θˆn, E
′
0)
p.s.−→ 0, où E0 = {M0} × I0, ave I0 =

 λ∗1
I2,0

 .
.
Preuve. La onlusion d(θˆn, E
′
0) −→ 0, presque sûrement, résulte des Propositions 4.2.1
et 4.2.6 par les mêmes arguments utilisés dans la preuve du Théorème 4.2.2.
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4.3 Méthode numérique pour aluler θˆn
Soient X0,X1, · · · ,Xn des observations du proessus RINVAR(1), déni par (4.3) et
(4.4). Rappelons que, pour tout i ∈ {0, 1, · · · , n}, nous avons
Xi =


X1,i
X2,i
.
.
.
Xd,i


.
Notre objetif est de trouver une méthode numérique pour aluler l'estimateur des moindres
arrés déni par
θˆn = argmin
θ∈Θ
ϕn(θ),
où
ϕn(θ) =
1
n
n∑
t=1
(‖Xt − F (Xt−1; θ)‖2)2 (4.49)
=
1
n
n∑
t=1
|X1,t − f1(Xt−1;α1, λ1)|2 + · · ·+ 1
n
n∑
t=1
|Xd,t − f1(Xt−1;αd, λd)|2. (4.50)
Soit Θ0 un ompat sous-ensemble de ]−1, 1[d × R. De plus, supposons que pour tout
δ = (β1, · · · , βd, γ)τ ∈ Θ0 et θ = (M,λ) ∈ Θ, où M = (αij) et λ = (λ1, · · · , λd)τ ∈ Rd,
il existe 0 < A < 1 et B > 0 tels que
|βi| ≤ |αij | ≤ A et |γ| ≤ |λj | ≤ B, ∀ i, j ∈ {1, · · · , d} .
Ainsi, la reherhe de θˆn revient à aluler pour tout i ∈ {1, · · · , d}
(αˆi, λˆi) := arg min
(αi,λi)
1
n
n∑
t=1
|Xi,t − fi(Xt−1;αi, λi)|2. (4.51)
Pour ela, nous utilisons le même algorithme de reherhe dihotomique proposé dans la
Setion 3.3, pour aluler l'estimateur des moindres arrés des paramètres d'un modèle
RINAR(d).
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4.4 Analyse des taux de variation et les indies de réolte
annuels de la population Suédoise
Dans ette setion, nous présentons une appliation à des données réelles.
Il s'agit des taux de variation (par millier d'habitants) et les indies de réolte (Harvest
index) annuels de la population Suédoise entre 1750 et 1849, notées respetivement Pt et
ht, soure : Thomas (1940, [60℄).
La série Pt a été étudiée dans la Setion 2.7. Ainsi, nous rappelons que les observations de
ette dernière varient entre −27 et 16 (voir Figure 2.21), sa moyenne empirique est 6.69 et
sa variane empirique est 34.559. De plus, l'ACF et le PACF empiriques de Pt sont données
dans la Figure 2.22.
À l'origine, les indies de réolte étaient évalués sur une éhelle de demi-point ave un sore
total de mauvaises réoltes égal à zéro et de réolte surabondante égal à neuf. Pour éviter
des observations telles 3.5, nous ranons l'éhelle de ette série en multipliant par 2 toutes
les observations. Ainsi, les indies de réolte annuels ht varient entre 0 et 18 (voir Figure
4.1). La moyenne empirique de ht est 10.51 et sa variane empirique est 27.787. La Figure
4.2 nous donne l'ACF et le PACF empiriques de la série ht.
The Harvest index data
Time
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0 20 40 60 80 100
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Fig. 4.1  Les indies de réolte annuels de la population Suédoise, ht ,1750 − 1849.
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Fig. 4.2  ACF et le PACF empirique de la série ht.
4.4.1 L'approhe de MCleary & Hay
MCleary & Hay (1980, [49℄) ont analysé les séries entrées P¯t = Pt − EPt et h¯t =
ht − Eht. Pour es deux séries, les auteurs ont proposé séparament un modéle MA(1) réel.
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Ainsi,
h¯t = (1 + θ1B) at, P¯t = (1 + β1B) bt, (4.52)
où θ1 et β1 sont des paramètres réels, (at) et (bt) sont deux suites de bruit entrées.
Pour onsidérer une interation possible entre les deux séries, les auteurs ont examiné
l'hypothèse suivante : La roissane de la population Suédoise au ours du sièle 1750−1849
pourrait être expliquée presque exlusivement en fontion de la prodution agriole (les
indies de réolte). Ainsi, après l'examen de la fontion de orrélation roisée CCF entre
les séries, ils ont proposé le modèle d'interation suivant :
P¯t = w0 h¯t−1 +Nt, (4.53)
où w0 est un paramètre réel et (Nt) est un bruit entré. En fait, une analyse des résidus
suggère le modèle AR(1) pour le bruit.
Par suite, nous avons
Nt = (1− φ1B)−1ξt, (4.54)
où φ1 est un paramètre réel et ξt est un bruit entré.
Cei mène au modèle suivant
P¯t = w0 h¯t−1 + (1− φ1B)−1ξt. (4.55)
Ou d'une manière equivalente, nous trouvons
P¯t = φ1 P¯t−1 + w0 (h¯t−1 − φ1 h¯t−2) + ξt. (4.56)
Finalement, nous obtenons
Pt = φ1 Pt−1 + w0 (h¯t−1 − φ1 h¯t−2) + δ + ξt, (4.57)
où δ = (1− φ1) (EPt−w0 Eht). Ainsi, la forme du modèle aboutit à une onlusion que la
roissane de la population et les indies de réolte sont liés par l'équation
Pt = 0.46 Pt−1 + 0.826 (ht−1 − 0.46 ht−2)− 1.075 + ξt. (4.58)
4.4.2 Ajustement à un modèle RINVAR(1)
Notons que dans la Setion 2.7 nous avons proposé, pour analyser la série Pt, le modèle
RINAR(1) suivant
Pt = 〈0.469Pt−1 + 3.559〉 + εt. (4.59)
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D'autre part, l'ACF et le PACF empiriques de la série ht (voir Figure 4.2) justient
l'utilisation d'un modèle AR(1) réel (les oeients du premier ordre sont les seuls signi-
atifs). Ainsi, pour analyser la série des indies de réolte, nous proposons omme pour la
série Pt, un modèle RINAR(1). Par suite, en utilisant l'algorithme proposé dans la Setion
2.5 pour aluler l'estimateur des moindres arrés des paramètres du modèle RINAR(1),
nous obtenons
ht = 〈0.353 ht−1 + 7.108 〉+ εt. (4.60)
Nous passons maintenant à une étude multivariée pour analyser les interations entre
les deux séries. D'après l'approhe MCleary & Hay, le taux de variation de la population
Suédoise à l'instant t dépend de son taux à l'instant t − 1 et des indies de réolte aux
instants t− 1 et t− 2. Ainsi, nous onsidérons le modèle VAR(1) réel suivant

ht
ht−1
Pt

 =


a1 b1 c1
1 0 0
a2 b2 c2




ht−1
ht−2
Pt−1

+


e
0
f

+


εt,1
0
εt,2

 . (4.61)
Don, en utilisant le logiiel R, nous estimons et analysons les paramètres du modèle (4.61).
Les diagnostiques de e dernier indiquent que les oeients b1, c1, b2 et f ne sont pas signi-
atifs. Expliitement, nous trouvons bˆ1 = −0.170 (s.e.0.109), cˆ1 = −0.073 (s.e.0.09149),
bˆ2 = −0.04212 (s.e.0.108) et fˆ = −0.42323 (s.e.1.29746).
Ainsi, nous obtenons
ht = a1 ht−1 + e+ εt,1, (4.62)
Pt = a2 ht−1 + c2 Pt−1 + εt,2. (4.63)
A partir de ette analyse préliminaire, nous proposons pour les deux séries le modèle
RINVAR(1) suivant
 ht
Pt

 =
〈 α11 0
α21 α22



 ht−1
Pt−1

+

 λ1
0

〉+

 ε1,t
ε2,t

 . (4.64)
Ainsi, en utilisant l'algorithme proposé dans la Setion 4.3 pour aluler l'estimateur des
moindres arrés du modéle 4.64, nous obtenons
αˆ11 = 0.353, αˆ21 = 0.380, αˆ22 = 0.433, et λˆ1 = 7.108. (4.65)
En partiulier, le modèle d'interation entre les séries est déni par
Pt = 〈0.380 ht−1 + 0.433 Pt−1〉+ ε2,t. (4.66)
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4.4.3 Comparaison et ommentaires
Notons que la série des taux de variation de la population Suédoise possède des valeurs
négatives. Ainsi, la série hronologique bivariée Xt = (Pt, ht)
τ
ne peut pas être analysée
par un modèle MGINAR qui est basé sur l'opérateur d'aminiissement généralisé et déni
sur N.
An de omparer les performanes de prévision des modéles (4.58) et (4.66), proposés
pour analyser l'interation entre les séries, nous dénissons
Pˆt,1 = 0.46 Pt−1 + 0.826 ht−1 − 0.378 ht−2 − 1.075, ∀ t = 3, · · · , 100 (4.67)
et
Pˆt,2 = 〈0.380 ht−1 + 0.433 Pt−1〉, ∀ t = 3, · · · , 100. (4.68)
Ii, Pˆt,1 (resp.Pˆt,2) représente la prévision à un pas de Pt, basée sur la fontion de régression,
provenant du modèle (4.58) (resp. (4.66)).
Notons que Pˆt,1 est en général une valeur réelle. Le passage au support disret de la série
est failement obtenu en arrondissant à l'entier le plus près, .à.d.
Pˆt,1 = 〈0.46 Pt−1 + 0.826 ht−1 − 0.378 ht−2 − 1.075〉, ∀ t = 3, · · · , 100. (4.69)
Notons que le modéle de MCleary & Hay dépend de trois paramètres φ1, w0 et δ. D'autre
part, le modéle RINVAR(1) dépend seulement de deux paramètres. La Figure 4.3 nous
montre les vraies valeurs de la série Pt et leurs prévisions Pˆt,1 et Pˆt,2. L'erreur quadradique
moyenne des prévisions des deux modèles est dénie par
EQMi =
1
20
100∑
t=3
(
Pt − Pˆt,i
)2
, pouri = 1, 2.
Ainsi, omparée au modèle proposé par MCleary & Hay et déni par (4.58), l'erreur
quadradique moyenne des prévisions déroît de 3.7755 à 2.8775.
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Fig. 4.3  Les taux de variation de la population Suédoise et leurs prévisions basées sur le
modèle de MCleary & Hay et elles basées sur le modèle RINVAR(1).
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Chapitre 5
Le modèle RINAR(1) entré
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Ce hapitre est onsaré à l'étude théorique du modèle RINAR(1) entré, basé sur
l'opérateur d'arrondi. Ce dernier représente un as partiulier du modèle RINAR(1) étu-
dié préédemment. Le RINAR(1) entré est utilisé pour analyser des séries hronologiques
de moyenne nulle . Dans le premier paragraphe, nous donnons quelques dénitions et nota-
tions utilisées tout au long du hapitre. Dans le deuxième paragraphe, nous introduisons le
modèle RINAR(1) entré, nous donnons les onditions de stationnarité et d'ergodiité du
proessus et nous étudions la onsistane forte de l'estimateur des moindres arrés onsi-
déré pour estimer les paramètres du modèle. Dans le troisième paragraphe, nous présentons
quelques propriétés du modèle. Par suite, dans le quatrième paragraphe, nous proposons
une méthode numérique pour aluler l'estimateur des moindres arrés. Finalement, dans
le inquième paragraphe, nous omparons le modèle RINAR(1) reentré et le proessus
RINAR(1) entré.
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5.1 Quelques dénitions
Premièrement, nous dénissons la fontion planher "oor", la partie frationnaire et
la fontion arrondi et nous notons ertaines propriétés de haune.
Dénition 5.1.1. la fontion planher "oor" pour un nombre réel x, notée ⌊x⌋, est une
fontion qui renvoie le plus grand nombre entier inférieur ou égal à x. Formellement,
⌊x⌋ = max {n ∈ Z | n ≤ x} .
Par exemple : ⌊2.8⌋ = 2, ⌊−0.4⌋ = −1, et ⌊−2.3⌋ = −3. Pour un réel positif x, ⌊x⌋ est la
partie entière de x (voir Figure 5.1).
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Fig. 5.1  La fontion "oor"
Dénition 5.1.2. La fontion x− ⌊x⌋, aussi érit omme x mod 1, ou {x}, s'appelle la
partie frationnaire de x. Par exemple : {3.1} = 0.1 et {−2.8} = 0.2 (.à.d. si x < 0 alors
{x} = 1− {|x|}, voir Figure 5.2).
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Fig. 5.2  La fontion partie frationnaire
Quelques propriétés générales :
1. ⌊x⌋ ≤ x < ⌊x⌋+ 1.
2. ⌊⌊x⌋⌋ = ⌊x⌋.
3. 0 ≤ {x} < 1.
4. {{x}} = {x}.
5. x = ⌊x⌋+ {x}.
6. La fontion "oor" n'est pas ontinue, mais elle est semi-ontinue supérieur.
7. Soient k ∈ Z et x ∈ R, ⌊k + x⌋ = k + ⌊x⌋.
8. ⌊x⌋+ ⌊−x⌋ =

 0 si x ∈ Z.−1 sinon.
9.
{
x+ 12
}
=
{
x− 12
}
10. Soient x et y deux réels,
 ⌊x+ y⌋ = ⌊x⌋+ ⌊y⌋+ ⌊{x}+ {y}⌋.
 {x+ y} = {{x}+ {y}}.
Remarque 5.1.1. L'arrondi d'un nombre réel x à l'entier le plus près, noté 〈x〉 (voir
Figure 5.3), peut être exprimé omme
〈x〉 = ⌊x+ 1
2
⌋.
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Quelques propriétés générales :
1. 〈x〉 = x+ 12 −
{
x+ 12
}
.
2. 〈x〉 = ⌊x⌋+ ⌊{x}+ 12⌋.
3. x− 12 < 〈x〉 ≤ x+ 12 .
4. Soient k ∈ Z et x ∈ R, 〈k + x〉 = k + 〈x〉.
5. 〈〈x〉〉 = 〈x〉.
6. Soient x et y deux réels, 〈x+ y〉 = ⌊x⌋+ ⌊y⌋+ ⌊{x}+ {y}+ 12⌋.
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Fig. 5.3  La fontion arrondi
5.2 Étude du modèle RINAR(1) entré
Nous introduisons un nouveau modèle basé sur l'opérateur d'arrondi, appelé le RI-
NAR(1) entré (pour entered rst-order rounded integer-valued autoregressive proess).
Notons que, e modèle présente un as partiulier du proessus RINAR(1) introduit dans
le hapitre 2.
Dénition 5.2.1. Soit (Ω,A,P) un espae probabilisé. Une série de variables aléatoires
{Xt, t = 0,±1,±2, · · · } forme un proessus RINAR(1) entré si pour tout t ∈ Z,
Xt = 〈αXt−1〉+ εt, (5.1)
où 〈·〉 représente l'opérateur d'arrondi à l'entier le plus près, (εt) est une suite de variables
aléatoires i.i.d. entrées à valeurs dans Z, dénies sur (Ω,A,P) et indépendantes de Ft−1 =
σ {Xt−1,Xt−2, . . .}, et α est un paramètre réel.
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Notons qu'il est sous-entendu par entré que EXt = 0, ∀ t ∈ Z. En revanhe, à ause
de l'opérateur d'arrondi, ette propriété n'est pas une onséquene automatique.
Nous reviendrons sur e point dans la Setion 5.3.
5.2.1 Stationnarité et ergodiité du proessus RINAR(1) entré
Le proessus (Xt), déni par (5.1), forme une haîne de Markov homogène ave un
espae d'états E = Z et une probabilité de transition
π (x, y) = P {ε1 = y − 〈αx〉} , x, y ∈ E. (5.2)
En appliquant Proposition 2.2.1, nous avons la proposition suivante qui nous donne les
onditions de stationnarité et d'ergodiité du proessus RINAR(1) entré.
Proposition 5.2.1. Supposons que :
1. La haîne de Markov (Xt) est irrédutible ;
2. pour un ertain k > 1, E|εt|k < +∞ ;
3. |α| < 1.
Alors,
1. (Xt) possède une unique mesure de probabilité invariante, notée µ. De plus, µ possède
un moment d'ordre k.
2. Pour tout x ∈ E et f ∈ L1(µ) nous avons
1
n
n∑
k=1
f(Xk) −→ µ(f), Px p.s.
où Px représente la probabilité onditionnelle P (· | X0 = x).
5.2.2 Estimation du paramètre α
Nous adaptons la même démarhe que dans le Chapitre 2 (Setion 2.4). Le problème est
plus simple ii puisque le paramètre λ disparaît. De même, il n'y a plus lieu de distinguer
les as "α rationnel" et "α irrationnel".
Soit Θ l'espae des paramètres du modèle RINAR(1) entré. Ce dernier peut être érit
sous la forme suivante
Xt = 〈αXt−1〉+ εt = f(Xt−1;α) + εt, (5.3)
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ave f(x;α) = 〈αx〉, où x ∈ Z et α ∈ Θ ⊂ ]− 1, 1[, f est appelée la fontion de régression
du modèle.
Soient X0,X1, · · · ,Xn des observations du proessus RINAR(1) entré. Pour l'estima-
tion du paramètre α, nous onsidérons l'estimateur des moindres arrés déni par
αˆn = argmin
α∈Θ
ϕn(α), (5.4)
où
ϕn(α) =
1
n
n∑
t=1
(Xt − f(Xt−1;α))2 . (5.5)
Quelques notations sont néessaires. Soient α0 la vraie valeur du paramètre et Pα0 est la
mesure de probabilité de la haîne (Xt) sous le vrai modèle. De plus, toute onvergene
p.s.−→
signie une onvergene p.s. sous Pα0,x, e qui se tient indépendamment de l'état initial x.
Faisons les hypothèses suivantes.
Hypothèse [H0℄
1. Sous Pα0 , la haîne de Markov (Xt) est irrédutible ;
2. pour un ertain k ≥ 2, E|εt|k < +∞ ;
3. α0, la vraie valeur de α, appartient à l'intervalle ]−1, 1[ ;
4. l'espae des paramètres Θ, est un ompat sous-ensemble de ]−1, 1[.
En partiulier, nous trouvons le théorème suivant.
Théorème 5.2.1. Supposons que [H0℄ soit vériée. Alors, l'estimateur des moindres arrés
est fortement onsistant, .à.d.
αˆn → α0, Pα0 − p.s.
5.3 Propriétés du proessus RINAR(1) entré
À ause de l'opérateur d'arrondi, le bruit entré et |α0| < 1 ne susent pas pour
assurer que EXt = 0. Par ailleurs, nous n'arrivons toujours pas à aluler expliitement le
oeient d'autoorrélation du premier ordre du proessus RINAR(1) entré.
Tout d'abord, faisons les hypothèses suivantes.
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Hypothèse [A℄
1. α0, la vraie valeur de α, est un nombre irrationnel ;
2. le bruit εt possède une loi symétrique sur E = Z.
Proposition 5.3.1. Supposons que les hypothèses [A℄ et [H0℄ soient vériées. Alors,
1. La loi stationnaire µα0 est symétrique sur E = Z, par onséquent EXt = 0 ;
2. |ρ(1) − α0| ≤ 12 .
De plus, pour tout j ≥ 2, nous avons
|ρ(j) − αj0| ≤
1
2
j−1∑
i=0
|α|i. (5.6)
Preuve. Rappelons que le vrai modèle est déni par
Xt = 〈α0Xt−1〉+ εt = f(Xt−1;α0) + εt,
ave f(x;α0) = 〈α0x〉, ∀ x ∈ E = Z. Notre premier objetif est de montrer que l'unique
mesure invariante µα0 de la haîne (Xt) est symétrique sur Z.
Ainsi, pour tout x ∈ Z, nous avons
f(−x;α0) = 〈−α0x〉 = ⌊−α0x+ 1
2
⌋ = ⌊−(α0x− 1
2
)⌋.
Comme α0 est un nombre irrationnel, alors α0x− 12 6∈ Z et par suite
⌊−(α0x− 1
2
)⌋ = −(⌊α0x− 1
2
⌋+ 1).
Don, nous trouvons
f(−x;α0) = −
(
⌊α0x− 1
2
⌋+ 1
)
= −
(
α0x− 1
2
−
{
α0x− 1
2
}
+ 1
)
= −
(
α0x+
1
2
−
{
α0x− 1
2
})
.
Rappelons que, pour tout a ∈ R, {a− 12} = {a+ 12}. Ainsi, nous avons
f(−x;α0) = −
(
α0x+
1
2
−
{
α0x+
1
2
})
= −⌊α0x+ 1
2
⌋
= −〈α0x〉
= −f(x;α0).
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Par onséquent, la fontion de réegression f est impaire.
De plus, d'après l'hypothèse [A℄, εt et ηt = −εt possèdent la même loi.
Maintenant, nous onsidérons le proessus W = (Wt) = (−Xt). Ainsi, nous avons
Wt = −f(Xt−1;α0)− εt = f(−Xt−1;α0) + ηt = f(Wt−1;α0) + ηt.
Don, les lois stationnaires de Xt et Wt oïnident. Par suite, µα0 est symétrique.
Maintenant, nous alulons ρ(1), le oeient d'autoorrélation du premier ordre du pro-
essus, déni par
ρ(1) = corr (Xt,Xt+1) =
cov (Xt,Xt+1)
V (Xt)
, ∀ t ∈ Z.
Comme εt est indépendante de Ft−1 = σ {Xt−1,Xt−2, . . .} et EXt = 0, il s'ensuit
cov (Xt,Xt+1) = cov (Xt, 〈α0Xt〉+ εt+1)
= EXt〈α0Xt〉
= α0EX
2
t + EXt(〈α0Xt〉 − α0Xt).
Rappelons que ∀ x ∈ R, |x− 〈x〉| ≤ 12 et |Xt| ≤ X2t , ∀ t ∈ Z. Par onséquent,
|ρ(1)− α0| ≤ E|Xt||〈α0Xt〉 − α0Xt|EX2t
≤ 1
2
E|Xt|
EX2t
≤ 1
2
.
Supposons que j = 2. Nous avons,
cov (Xt,Xt+2) = cov (Xt, 〈α0Xt+1〉+ εt+2)
= cov (Xt, 〈α0Xt+1〉)
= cov (Xt, α0Xt+1 + 〈α0Xt+1〉 − α0Xt+1)
= α0 cov (Xt,Xt+1) + EXt (〈α0Xt+1〉 − α0Xt+1)
= α0
(
α0EX
2
t + EXt (〈α0Xt〉 − α0Xt)
)
+ EXt (〈α0Xt+1〉 − α0Xt+1) .
Alors,
|ρ(2) − α20| =
|α0EXt (〈α0Xt〉 − α0Xt) + EXt (〈α0Xt+1〉 − α0Xt+1) |
EX2t
≤ 1
2
(|α0|+ 1) .
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Maintenant, nous onsidérons le proessus RINAR(1) suivant
Xt = 〈α0Xt−1 + λ0〉+ εt.
De plus, nous supposons que les onditions qui assurent la stationnarité et l'ergodiité de
e proessus sont vériées (voir Setion 2.2). Par suite, nous posons m = EXt, ∀ t ∈ Z.
Rappelons que |λ0| ≤ 12 est une ondition néessaire mais non susante pour que la
moyenne du modèle m soit nulle. D'autre part, si m ∈ Z (en partiulier m = 0), alors les
oeients d'autoorrélation du RINAR(1) (voir Setion 2.3), omme eux du RINAR(1)
entré, vérient l'inégalité suivante
|ρ(j) − αj0| ≤
1
2
j−1∑
i=0
|α|i, ∀ j ≥ 1.
5.3.1 Comparaison ave un AR(1) entré
Dans ette setion, nous omparons un proessus AR(1) entré à valeurs réelles et le
modèle RINAR(1) entré ayant le même oeient de régression.
Soit le proessus AR(1) suivant
Yt = α0Yt−1 + λ+ εt, (5.7)
où (εt) est une suite de variables aléatoires i.i.d. entrées et V (εt) = σ
2
.
Ainsi, pour tout t ∈ Z, nous trouvons
EYt =
λ
1− α0 et V (Yt) =
σ2
1− α20
. (5.8)
Rappelons que, sous l'hypothèse |α0| < 1, e proessus peut être érit omme un modèle
MA(∞). Expliitement, nous avons
Yt = λ
∞∑
j=0
αj +
∞∑
j=0
αjεt−j . (5.9)
Soit le proessus RINAR(1) entré suivant
Xt = 〈α0Xt−1〉+ εt,
où (εt) est suite de variables aléatoires i.i.d. entrées et à valeurs dans Z et de variane σ2.
Maintenant, nous supposons que les hypothèses [A℄ et [H0℄ soient vériées.
Ainsi, le proessus (Xt) est stationnaire et ergodique. De plus, sa mesure invariante est
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symétrique sur E. En d'autres termes, nous obtenons EXt = 0, ∀ t ∈ Z.
D'autre part, pour tout x ∈ R, nous avons
〈x〉 = ⌊x+ 1
2
⌋ = x+ 1
2
−
{
x+
1
2
}
,
où {·} représente la partie frationnaire. Ainsi, le proessus RINAR(1) entré, peut être
érit sous la forme suivante
Xt = α0Xt−1 +
1
2
− Zt−1 + εt, (5.10)
ave Zt−1 =
{
α0Xt−1 +
1
2
}
. Notons que le proessus (Zt) est aussi stationnaire.
Don, d'après (5.10), nous obtenons
(1− α0) EXt = 1
2
− EZt−1 + Eεt
Ainsi, omme EXt = 0 et Eεt = 0, nous trouvons
∀ t ∈ Z, EZt = 1
2
. (5.11)
De plus, pour tout t ∈ Z, nous avons
0 ≤ Zt =
{
{α0Xt}+ 1
2
}
< 1 et Zt =


{α0Xt}+ 12 , si 0 ≤ {α0Xt} < 12 ,
{α0Xt} − 12 , si 12 ≤ {α0Xt} < 1.
Notons que la distribution de Zt est mixte, en d'autres termes elle est ontinue sur
[
0, 12
[
et
]
1
2 , 1
[
et disrète en
1
2 . Expliitement, nous avons
P(Zt =
1
2
) = P(Xt = 0) + · · · = µα0({0}) + · · · 6= 0.
En itérant l'équation (5.10), nous obtenons
Xt = εt + α0 εt−1 + · · ·+ αk0 εt−k
+
1
2
+
α0
2
+ · · ·+ α
k
0
2
− Zt−1 − α0 Zt−2 − · · · − αk0 Zt−k−1.
Comme |α0| < 1 et (Xt) est stationnaire (par onséquent ∀ t ∈ Z, EX2t est une onstante),
nous en déduisons qu'au sens de la onvergene dans L2 (par le ritère de Cauhy),
nous avons
Xt =
1
2
∞∑
j=0
αj0 +
∞∑
j=0
αj0εt−j −
∞∑
j=0
αj0Zt−j−1 (5.12)
=
∞∑
j=0
αj0εt−j +
∞∑
j=0
αj0
(
1
2
− Zt−j−1
)
. (5.13)
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En eet, nous trouvons
E

Xt − 1
2
K∑
j=0
αj0 −
K∑
j=0
αj0εt−j +
K∑
j=0
αj0Zt−j−1


2
= α2K+20 EX
2
t−(k+1) → 0, lorsque k →∞.
Maintenant, nous omparons les deux proessus (Xt) et (Yt). Nous distinguons deux as :
 Si λ = 0, alors EYt = EXt = 0 et
|Xt − Yt| = |
∞∑
j=0
αj0
(
1
2
− Zt−j−1
)
| (5.14)
≤ 1
2 (1− |α0|) . (5.15)
 Si λ = 12 , alors EYt =
1
2 (1− α0) et
|Xt − Yt| = |
∞∑
j=0
αj0Zt−j−1| (5.16)
≤ 1
(1− |α0|) . (5.17)
D'autre part, d'après (5.10), nous avons
V (Xt) = V (α0Xt − Zt) + σ2,
= α20V (Xt) + V (Zt)− 2α0 cov(Xt, Zt) + σ2,
= α20V (Xt) + V (Zt)− 2α0EXtZt + σ2.
Comme |α0| < 1, alors
V (Xt) =
σ2
1− α20
+
V (Zt)− 2α0EXtZt
1− α20
. (5.18)
Ainsi, nous obtenons
|V (Xt)− V (Yt)| = |V (Zt)− 2α0EXtZt|
1− α20
. (5.19)
5.3.2 Étude de simulation
Le RINAR(1) entré est inspiré du modèle AR(1) réel. Rappelons que les oeients
d'autoorrélation théoriques d'un proessus AR(1), ayant α0 omme oeient de régres-
sion, sont donnés par
ρ(k) = αk0 , ∀ k ≥ 1. (5.20)
Ii, notre but est de omparer les fontions d'autoorrélation d'un RINAR(1) entré et
un AR(1) possédant le même oeient de régression α0. Pour ela, nous proédons par
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simulation. Pour obtenir un bruit entré à valeurs dans Z, nous onsidérons deux suites ξt
et ηt indépendantes de variables i.i.d. suivant une loi de Poisson de paramètre µ, et nous
posons εt = ξt − ηt. Ainsi, nous distinguons deux as : µ≫ 1 et 0 < µ < 12 orrespondant
respetivement à un grand et petit bruit.
Cette notion du bruit est relative à sa variane V (εt) = 2 µ. Plus préisément, d'après
l'inégalité de Bienaymé-Thebyhev, nous avons
P
[
|εt| ≤ k
√
2 µ
]
≥ 1− 1
k2
, ∀ k > 0.
Par exemple, pour µ =
1
2
et k = 10, nous avons P [εt ∈ {−10, · · · , 0, · · · , 10}] ≥ 0.99.
 Cas 1 : Nous simulons 1000 observations du proessus RINAR(1) entré,
ave α = 0.83 et µ = 9.453 (grand bruit).
Time
R
IN
AR
1
0 200 400 600 800 1000
−
20
−
10
0
10
20
Fig. 5.4  Les observations simulées du RINAR(1) entré, ave α0 = 0.83 et µ = 9.453
Les observations i-dessus montrent que les valeurs osillent autour de 0, omme pour
un proessus AR(1) entré réel. Par suite, nous omparons les oeients d'autoor-
rélation théoriques d'un AR(1) standard (ave α0 = 0.83), dénis par (5.20), et les
ACF empiriques de la série simulée.
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Fig. 5.5  ACF de la série simulée
0 5 10 15 20
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
ACF d’un AR(1) avec alpha = 0.83
Lag
Ac
f
Fig. 5.6  ACF théorique d'un AR(1) ave α0 = 0.83
Nous remarquons que les ACF empiriques de la série simulée possèdent la même
déroissane exponentielle que les ACF théoriques du proessus AR(1) ayant le même
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oeient de regréssion α0.
 Cas 2 : Nous simulons 1000 observations du proessus RINAR(1) entré,
ave α0 = 0.83 et µ = 0.1274 (petit bruit).
Time
R
IN
AR
1
0 200 400 600 800 1000
−
4
−
2
0
2
4
Fig. 5.7  Les observations simulées du RINAR(1) entré, ave α0 = 0.83 et µ = 0.1274
Les observations i-dessus ont un omportement partiulier. Comme le bruit est petit
et à ause de l'arrondi, les valeurs restent souvent invariantes sur une longue période
de temps.
Ainsi, rappelons que Eεt = 0 et V (εt) = 2µ ≈ 0.25. Soit a > 0, d'aprés l'inégalité de
Bienaymé-Thebyhev, nous avons
P
(
−a
√
2µ < εt < a
√
2µ
)
≥ 1− 1
a2
.
 Pour a = 2, nous obtenons
P (εt = 0) ≥ 0.75.
 Pour a = 4, nous trouvons
P (εt ∈ {−1, 0, 1}) ≥ 0.9375.
De plus, pour tout x, y ∈ Z, nous avons
π(x, y) = P (Xt+1 = y | Xt = x) = P (ε1 = y − 〈α0x〉) , ∀ t ∈ Z.
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Don,
P (Xt+1 = 0 | Xt = 0) = P (ε1 = 0) ≥ 0.75.
Comme α0 = 0.83 >
1
2 , nous avons
P (Xt+1 = −1 | Xt = −1) = P (Xt+1 = 1 | Xt = 1) = P (ε1 = 0) ≥ 0.75.
De plus, 2α0 = 1.66 et par onséquent 〈2α0〉 = 2 et 〈−2α0〉 = −2, nous obtenons
P (Xt+1 = −2 | Xt = −2) = P (Xt+1 = 2 | Xt = 2) = P (ε1 = 0) ≥ 0.75.
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Fig. 5.8  ACF de la série simulée
La déroissane des ACF empiriques de la série simulée est plutt ane, elle ressemble
plus à elle des ACF théorique d'un AR(1) ave un oeient de régression assez élevé
(par exemple α0 = 0.95).
Finalement, nous onstatons que pour le as où le bruit est grand le oeient d'auto-
orrélation du premier ordre empirique, ρˆ(1), est une bonne estimation pour le paramètre
de regréssion α0.
En revanhe, pour le as où (εt) est petit, la dépendane entre les variables est plus forte.
Par onséquent, nous remarquons que ρˆ(1) est éloigné de α0.
Ainsi, les résultats obtenus pour les deux as sont ompatibles ave la onlusion 2 de la
Proposition 5.3.1.
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5.4 Méthode numérique pour aluler αˆn
Dans ette setion, nous supposons que [A℄ et [H0℄ soient vériées. Quelques rappels
sont néessaires. SoientX0,X1, · · · ,Xn des observations provenant du proessus RINAR(1)
entré,
Xt = 〈αXt−1〉+ εt.
Pour estimer α, nous onsidérons l'estimateur des moindres arrés αˆn, déni par
αˆn = argmin
α∈Θ
Pngα,
où Pn est la mesure empirique engendrée par Y1, Y2, · · · , Yn, ave Yt = (Xt−1,Xt),
et gα est dénie par
gα ((x, y)) = (y − 〈αx〉)2, ∀ (x, y) ∈ E2 = Z2.
À ause de l'arrondi, la fontion de ontraste gα est irrégulière. Par onséquent, les
méthodes numériques lassiques pour aluler αˆn, omme la desente de gradient, ne sont
pas valables.
En revanhe, sous les hypothèses [A℄ et [H0℄, nous avons

−1 < α < 1,
et
ρ(1)− 12 ≤ α ≤ ρ(1) + 12 .
Pour aluler αˆn, nous proposons une simple méthode probabiliste. Il s'agit de hoisir
uniformément K valeurs (par exemple K ≥ 1000) {αk, 1 ≤ k ≤ K}, sur l'intervalle obtenu
par intersetion de ]−1, 1[ et [ρ(1)− 12 , ρ(1) + 12]. Puis, nous alulons Pngαk pour haune
de es K valeurs. Soit αk0 tel que Pngαk0 = min {Pngαk , 1 ≤ k ≤ K}.
Finalement, nous obtenons αˆn = αk0 .
Validation par une étude de simulation
Notre objetif est d'illustrer les performanes de la méthode hoisie pour aluler αˆn.
Pour ela, nous simulons 1000 observations du proessus RINAR(1) entré, ave α0 xé.
Pour obtenir un bruit entré à valeurs dans Z, nous onsidérons deux suites ξt et ηt in-
dépendantes de variables i.i.d. suivant une loi de Poisson de paramètre µ, et nous posons
εt = ξt − ηt.
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Puis, en utilisant la méthode indiquée préédemment ave K = 1000, nous alulons αˆn.
Après 500 répétitions indépendantes, nous alulons la moyenne et l'éart-type de la suite
des estimations obtenues {αˆn,i, 1 ≤ i ≤ 500}, et dessinons leurs histogrammes.
Préédemment, nous avons distingué deux as relativement au bruit du modèle.
Ainsi, si e dernier est grand le oeient d'autoorrélation du premier ordre est prohe
de α0. Par onséquent, αˆn doit être prohe de ρˆ(1).
En revanhe, si le bruit est petit ρ(1) est éloigné de α0. Ainsi, αˆn s'éarte de ρˆ(1).
Ii, nous restons dèle au jeu de paramètres onsidéré dans l'étude de simulation de la
setion 5.3.2.
 Cas du grand bruit : α0 = 0.83 et µ = 9.453.
La gure i-dessous montre la répartition des estimations obtenues. La moyenne des
estimations, notée
¯ˆαn, est égale 0.823 et l'éart-type est 0.016.
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Histogramme des estimations obtenues
Fig. 5.9  Histogramme des estimations de α0 = 0.83 (ave grand bruit)
D'autre part, notons que la moyenne des oeients d'autoorrélations du premier
ordre, notée
¯ˆρ(1), est égale à 0.821 et l'éart-type est 0.019. Don, ave un grand
bruit, nous pouvons dire que ρˆ(1) est un bon estimateur de α0, omme pour un
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AR(1) réel.
 Cas du petit bruit : α0 = 0.83 et µ = 0.1274.
Les gures suivantes montrent respetivement la répartition des oeients d'auto-
orrélation empiriques du premier ordre et des estimations obtenues.
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Fig. 5.10  Histogramme des ρˆk(1), 1 ≤ k ≤ 500
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Fig. 5.11  Histogramme des estimations de α0 = 0.83 (ave petit bruit)
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Notons que
¯ˆρ(1) = 0.93 et l'éart-type est de 0.008. Par onséquent, dans le as du
petit bruit, il est lair que le oeient d'autoorrélation du premier ordre empirique
n'est pas un bon estimateur de α0. En revanhe, nous avons ¯ˆαn = 0.832 et l'éart-type
des estimations obtenues est égale 0.001.
5.5 Le modèle RINAR(1) reentré
Soient X1, · · · ,Xn des observations à valeurs entières. Le proédé habituel de entrage
de ette série hronologique semble inapproprié pour une modélisation à valeurs entières.
En eet, la moyenne empirique mˆ = X¯n est généralement non entière. Par onséquent, le
proessus Yt = Xt − mˆ ne rentre pas dans le adre des modèles onsidérés.
Dès lors que le proessus RINAR(1),
Xt = 〈αXt−1 + λ〉+ εt,
a été légitimé pour modéliser la série hronologique X1, · · · ,Xn (par exemple, en testant si
les résidus peuvent être onsidérés omme un bruit blan), une question naturelle se pose :
Pouvons-nous, omme dans le as d'un AR(1) réel, nous ramener de maniére systématique
à l'étude d'une série entrée ?
Autrement dit, est-e-que le proessus RINAR(1) reentré, Yt = Xt − m où m = EXt,
possède la même forme qu'un proessus RINAR(1) entré ?
Plus expliitement, sous l'hypothèse m ∈ Z∗, avons-nous
Yt
?
= 〈αYt−1〉+ εt.
Ainsi, nous avons
Xt −m = 〈α (Xt−1 −m) + α m+ λ〉 −m+ εt.
Comme m ∈ Z∗, nous trouvons
Yt = 〈αYt−1 + c〉+ εt, (5.21)
où c = λ−m (1− α). D'après la Proposition 2.3.1, nous avons
|c| ≤ 1
2
. (5.22)
Par dénition, le proessus (Yt) est entré. De plus, d'après la preuve de la Proposition
2.3.2, les oeients d'autoorrélation de e dernier possédent les mêmes enadrements que
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le proessus RINAR(1) entré. En partiulier, nous avons
|ρ (1)− α| ≤ 1
2
.
Finalement, sous l'hypothèse m ∈ Z, le proessus RINAR(1) reentré présente quelques
avantages. En eet, si les observations de la série hronologique en question sont assez
élevées, le proessus (Yt) permet de traiter des observations à faibles variations et osillant
autour de 0. D'autre part, le paramètre de la onstante c du proessus RINAR(1) reentré
varie entre −1
2
et
1
2
. Ainsi, nous proposons θˆ0 = (αˆ0, cˆ0) = (ρˆ (1), 0) omme point de
départ de l'algorithme utilisé pour aluler l'estimateur des moindres arrés (voir Setion
2.5), onsidéré pour estimer les paramètres du modèle.
Maintenant, nous supposons que m 6∈ Z et les observations de la série hronologique
soient assez élevées. Ainsi, les observations du proessus (Yt) ne sont plus entières. En
revanhe, nous pouvons envisager d'autres proessus à valeurs entières dont la moyenne
est faible mais pas forément nulle, les observations varient autour de 0, et les oeients
d'autoorrélation possèdent les mêmes enadrements que eux d'un proessus RINAR(1).
À titre d'exemple, nous pensons au proessus Mt = Xt − me où me est la médiane des
observations de la série. De plus, la médiane est bon estimateur de la moyenne ayant en
général la même nature entière de la série.
Autrement, nous pouvons onsidérer le proessus suivant
Wt = Xt − 〈m〉.
Notons que e dernier est à valeurs entières et |EWt| = |m′ | = |m− 〈m〉| ≤ 1
2
.
D'autre part, le proessus (Wt) peut être érit sous la forme suivante
Wt = 〈αWt−1 + c1〉+ εt, (5.23)
où c1 = λ− 〈m〉 (1− α). De plus, omme −1 < α < 1, nous avons
|c1| = |λ−m (1− α) +m (1− α)− 〈m〉 (1− α)|
≤ |λ−m (1− α)|+ |m (1− α)− 〈m〉 (1− α)|
≤ 1
2
+
1
2
(1 − α) < 3
2
.
Les oeients d'autoorrélation du proessus (Wt) possèdent les mêmes enadrements que
eux d'un modèle RINAR(1) ave une moyenne non entière (voir Propostion 2.3.3).
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Dans e hapitre, nous proposons un proessus autorégressif basé sur l'opérateur d'ar-
rondi pour analyser des séries hronologiques à valeurs entières positives .
Dans le premier paragraphe, nous introduisons le modèle PRINAR(1). Dans le deuxième
paragraphe, nous donnons le résultat prinipal onernant la onsistane forte de l'estima-
teur des moindres arrés onsidéré pour estimer les paramètres du modèle. Dans le troisième
paragraphe, nous étudions les propriétés générales du modèle. Par suite, dans le quatrième
paragraphe, nous donnons les onditions néessaires pour que la loi stationnaire du pro-
essus possède un support ni.
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6.1 Introdution
Tout d'abord, notons que nous gardons les mêmes notations et dénitions que dans le
hapitre préédent, notamment la fontion planher "oor", la fontion partie frationnaire
et la fontion arrondi. Soit le modèle suivant
Xt = 〈αXt−1〉+ εt, t ∈ Z, (6.1)
où (εt) une suite de variables aléatoires i.i.d. à valeurs dans N, ave Eεt = µ (par exemple,
εt  Po(µ)), et α est un paramètre réel positif. Nous appelons e modèle PRINAR(1)
(pour positive rst-order rounded integer-valued autoregressive).
Notons que, sous l'hypothèse α ≥ 0, la positivité du proessus est assurée, .à.d.
∀ t ∈ Z,Xt ≥ 0 =⇒ Xt+1 ≥ 0.
Alors, à première vue le proessus PRINAR(1) ne peut pas produire des autoorrélations
négatives.
D'autre part, la prévision à un pas, basée sur l'espérane onditionnelle, est donnée par
XˆT+1 = E (XT+1 | FT ) = 〈αXT 〉+ µ, (6.2)
où FT = σ {XT ,XT−1, · · · }. Notons que XˆT+1, pour un RINAR(1) entré par exemple, est
diretement une valeur entière. Ii, XˆT+1 est plutt une valeur réelle.
Le passage au support disret de la série est failement obtenu en arrondissant à l'entier le
plus près, .à.d.
XˆT+1 = 〈〈αXT 〉+ µ〉 = 〈αXT 〉+ 〈µ〉. (6.3)
Remarquons que, pour 0 < µ < 12 , nous obtenons
XˆT+1 = 〈αXT 〉. (6.4)
Don dans e as, µ n'a auun eet sur la prévision à un pas, basée sur l'espérane ondi-
tionnelle.
Ainsi, malgré que sa moyenne est non nulle, le modèle PRINAR(1) ave un petit bruit
possède une formule de prévision à un pas identiques à elles d'un RINAR(1) entré.
Notons que, sous l'hypothèse Θ ⊂ [0, 1[ × N∗, en partiulier µ est entier, le proessus
PRINAR(1) déni par (6.1) peut être érit sous la forme suivante
Xt = 〈αXt−1 + µ〉+ ε′t, t ∈ Z, (6.5)
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où ε
′
t = εt − µ est bruit entré et à valeurs dans Z.
Par suite, il est lair que le modèle présent représente un as partiulier du modèle RI-
NAR(1). De plus, la prévision à un pas donnée par (6.2) est diretement une valeur entière.
6.2 Étude théorique du proessus PRINAR(1)
L'étude de la stationnarité, l'ergodiité, et la onsistane de l'estimateur des moindres
arrés du proessus PRINAR(1) est similaire à elle du modèle RINAR(1) du Chapitre 2.
Ii, nous introduisons quelques notations et annonçons le résultat prinipal.
PRINAR(1) peut être érit sous la forme suivante
Xt = 〈αXt−1〉+ µ+ ε′t = f(Xt−1; θ) + ε
′
t, (6.6)
où ε
′
t = εt − µ (Eε
′
t = 0) et f(x; θ) = 〈αx〉+ µ, ∀ x ∈ N ave θ = (α, µ) ∈ Θ ⊂ R+ × R+∗.
Soient θ0 = (α0, µ0) la vraie valeur du paramètre et Pθ0 est la mesure de probabilité de la
haîne (Xt) sous le vrai modèle. De plus, toute onvergene
p.s.−→ signie une onvergene
p.s. sous Pθ0,x, e qui se tient indépendamment de l'état initial x.
Le fait que la onstante µ soit hors de l'opérateur d'arrondi présente un avantage par
rapport au modèle RINAR(1) du hapitre 2. En partiulier, le proessus PRINAR(1) n'a
pas de problème d'identiablité.
Ainsi, pour tout θ ∈ Θ, nous obtenons
f(x; θ) = f(x; θ0), ∀ x ∈ Z⇐⇒ θ = θ0.
Soient X0,X1, · · · ,Xn des observations du proessus PRINAR(1). Pour l'estimation du
paramètre θ, nous onsidérons l'estimateur des moindres arrés déni par
θˆn = argmin
α∈Θ
ϕn(θ), (6.7)
où
ϕn(θ) =
1
n
n∑
t=1
(Xt − f(Xt−1; θ))2 . (6.8)
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Théorème 6.2.1. Supposons que :
1. Sous Pθ0, la haîne de Markov (Xt) est irrédutible ;
2. pour un ertain k ≥ 2, E|εt|k < +∞ ;
3. α0, la vraie valeur de α, appartient à l'intervalle [0, 1[ ;
4. l'espae des paramètres Θ, est un ompat sous-ensemble de [0, 1[ × ]0,∞[.
Alors, Le proessus (Xt) est stationnaire et possède une unique mesure invariante, notée
µθ0 telle que
µθ0| · |k <∞.
De plus, l'estimateur des moindres arrés θˆn est fortement onsistant, .à.d.
θˆn → θ0, Pθ0 − p.s.
6.3 Propriétés du proessus PRINAR(1)
Comme pour la lasse RINAR, l'opérateur d'arrondi ause des diultés pour l'étude
théorique du proessus PRINAR(1). Il est lair qu'un laul expliite de la moyenne ou
des oeients d'autoorrélation n'est pas possible. Malgré tout, nous arrivons à borner
es derniers en utilisant les proporiétés de la fontion arrondi et elles de la fontion partie
frationnaire.
Sur la moyenne :
Rappelons que, pour tout a ∈ R, nous avons
〈a〉 = ⌊a+ 1
2
⌋ et ⌊a⌋ = a− {a} ,
où 〈·〉 représente la fontion arrondi, ⌊·⌋ la fontion planher "oor", et {·} la partie fra-
tionnaire.
De plus, nous trouvons
|a− 〈a〉| ≤ 1
2
et 0 ≤ {a} < 1.
Dans la suite, nous supposons que les hypothèses du Théorème 6.2.1 sont vériées.
Notons que, ave les mêmes préédentes notations, le vrai proessus PRINAR(1) peut être
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érit sous la forme suivante
Xt = 〈α0Xt−1〉+ εt,
= ⌊α0Xt−1 + 1
2
⌋+ εt,
= α0Xt−1 +
1
2
− Zt−1 + εt,
où Zt =
{
α0Xt +
1
2
}
et Eεt = µ0. Ii, les proessus (Xt) et (Zt) sont stationnaires, par
onséquent
(1− α0)EXt = 1
2
− EZt + Eεt = µ0 + 1
2
− EZt.
Comme 0 ≤ Zt < 1 et 0 ≤ α0 < 1, nous obtenons
|EXt − µ0
1− α0 | =
|EZt − 12 |
1− α0 <
1
2
1− α0 . (6.9)
Rappelons que
µ0
1− α0 n'est autre que la moyenne d'un proessus AR(1) réel, où α0 est le
oeient de régression et µ0 représente la moyenne du bruit assoié.
Maintenant, posons m = EXt, ∀ t ∈ Z. Nous distinguons deux as :
 Si le bruit est petit, 0 < µ0 <
1
2 , alors
0 < m <
µ0 +
1
2
1− α0 <
1
1− α0 . (6.10)
Ii, la borne supérieur
1
1− α0 dépend juste de α0.
 Si le bruit est grand, µ0 ≫ 1, alors
µ0 − 12
1− α0 < m <
µ0 +
1
2
1− α0 . (6.11)
Par onséquent,
m (1− α0)− 1
2
< µ0 < m (1− α0) + 1
2
. (6.12)
De plus, si µ0 ∈ N∗, nous obtenons
µ0 = 〈m(1 − α0)〉. (6.13)
Sur le orrélogramme :
Comme m = EXt 6= 0, le alul du oeient d'autoorrélation du premier ordre du
PRINAR(1) est ompliqué. Soit le proessus entré (Yt), où Yt = Xt −m qui a le même
orrélogramme que (Xt). Nous distinguons deux as.
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 Supposons que ∀ t ∈ Z,EXt = m ∈ N∗. Il est lair que le proessus Yt = Xt −m est
à valeurs dans Z et entré (.à.d. EYt = 0 et |Yt| ≤ Y 2t ,∀ t ∈ Z). Ainsi, Nous avons
Xt = 〈α0Xt−1〉+ εt,
Xt −m = 〈α0(Xt−1 −m) + α0m〉 −m+ εt.
Alors,
Yt = 〈α0Yt−1 − c〉+ εt, où c = m (1− α0) et Eεt = µ0. (6.14)
Par suite,
cov(Xt,Xt+1) = cov(Yt, Yt+1) = α0V (Yt) + EYt(〈α0Yt − c〉 − (α0Yt − c)).
Comme |a− 〈a〉| ≤ 12 , pour tout a ∈ R, nous trouvons
|ρ(1) − α0| = |EYt(〈α0Yt − c〉 − (α0Yt − c))|
V (Yt)
≤ 1
2
E|Yt|
EY 2t
≤ 1
2
. (6.15)
 Supposons que ∀ t ∈ Z,EXt = m ∈ R+∗. Ii, le proessus entré (Yt), où Yt = Xt−m,
n'est plus à valeurs dans Z (.à.d. |Yt| 6≤ Y 2t ,∀ t ∈ Z) et nous pouvons l'érire sous
la forme suivante
Yt = 〈α0Yt−1 + α0m〉+ µ0 −m+ ε′t, (6.16)
où ε
′
t = εt − µ0. Ainsi, nous avons
|ρ(1)− α0| = |EYt(〈α0Yt + α0m〉 − (α0Yt + α0m))|
V (Yt)
≤ 1
2
E|Yt|
EY 2t
=
1
2
E|Xt −m|
E(Xt −m)2 .
(6.17)
Rappelons que [x] est la partie entière du nomble réel x. Il en déoule,
E|Xt −m| = µθ0([m]) ε+Σ
′
= Σ
′
(
1 +
µθ0([m]) ε
Σ′
)
et
E(Xt −m)2 = µθ0([m]) ε2 +Σ,
où µθ0 est la mesure de probabilité stationnaire de la haîne (Xt),
0 < ε = |[m] − m| < 1, Σ′ = ∑i6=[m] µθ0(i)|i − m|, et Σ = ∑i6=[m] µθ0(i)(i − m)2.
Comme Σ
′ ≤ Σ ≤ E(Xt −m)2, nous obtenons
E|Xt −m|
E(Xt −m)2 ≤
(
1 +
µθ0([m])
Σ′
)
.
Par onséquent,
|ρ(1)− α0| ≤ 1
2
(
1 +
µθ0([m])
Σ′
)
. (6.18)
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6.3.1 Le proessus PRINAR(1) reentré
Soient X1, · · · ,Xn des observations à valeurs entières positives modélisées par un pro-
essus PRINAR(1). Le proédé habituel de entrage de ette série hronologique semble
inapproprié pour une modélisation à valeurs entières. En eet, omme m ∈ R+∗, le proes-
sus entré Yt = Xt −m ne rentre pas dans le adre des modèles onsidérés.
Nous distinguons deux as :
 Supposons que m ∈ N∗. Alors, le proessus (Yt), déni par (6.14), est évidement
entré et à valeurs dans Z. Ce dernier dépend de trois paramètres α0, c = m (1−α0)
et µ0. De plus, il est lair qu'il ne possède pas la même représentation qu'un modèle
RINAR(1). Par ontre, es oeents d'autoorrélation ont les mêmes enadrements
que eux d'un modèle RINAR(1) de moyenne entière (par onséquent du proessus
RINAR(1) entré). En partiulier, nous avons
|ρ(1)− α0| ≤ 1
2
.
De plus, sous l'hypothèse µ0 ∈ N∗ et d'après (6.5) (6.13) et (6.14), le proessus entré
(Yt) s'érit
Yt = 〈α0Yt−1 + c1〉+ ε′t, (6.19)
où |c1| = |µ0 − c| = |〈c〉 − c| ≤ 12 et ε
′
t = εt − µ0 (un bruit entré à valeurs dans Z).
Le modèle présent (6.19) possède la même représentation qu'un proessus RINAR(1).
 Maintenant, supposons que m ∈ R+∗ et m ≥ 12 (〈m〉 ≥ 1). Ii, nous proposons le
proessus (Wt), où Wt = Xt − 〈m〉. Ce dernier peut être érit sous la forme suivante
Wt = 〈α0Wt−1 − c′〉+ εt, où c′ = 〈m〉(1− α0) et Eεt = µ0. (6.20)
Il est lair que le proessus (Wt) est à valeurs dans Z mais il ne possède pas la même
représentation qu'un modèle RINAR(1). D'autre part, sa moyenne est donnée par
|EWt| = |m− 〈m〉| ≤ 1
2
,
et ses oeients d'autoorrélation possèdent les mêmes enadrements que eux d'un
RINAR(1) de moyenne non entière.
Par ailleurs, sous l'hypothèse µ0 ∈ N∗ et d'après (6.5) (6.13) et (6.20), le proessus
(Wt) s'érit
Wt = 〈αWt + c′1〉+ ε
′
t, (6.21)
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où c
′
1 = µ0 − c
′
et ε
′
t = εt − µ (un bruit entré à valeurs dans Z).
Ce dernier possède la même représentation qu'un modèle RINAR(1).
Notons que, omme 0 ≤ α0 < 1, nous trouvons
|c′1| = |µ0 −m (1− α) +m (1− α)− 〈m〉 (1− α)|
≤ |µ0 −m (1− α)| + |m (1− α)− 〈m〉 (1− α)|
≤ 1
2
+
1
2
(1− α) < 1.
6.3.2 Étude de simulation
Au ours de notre étude nous onstatons que le as du modèle PRINAR(1) assoié à
un petit bruit représente beauoup de uriosité.
Tout d'abord nous rappelons que, sous l'hypothèse 0 < µ0 <
1
2 , nous avons
0 < m <
1
1− α0 et


|ρ(1)− α0| ≤ 1
2
, si m ∈ N∗
|ρ(1)− α0| ≤ 1
2
(
1 +
µθ0([m])
Σ
′
)
, sinon .
Pour mieux omprendre e as nous proédons par simulation. Soit α0 et µ0 les vraies
valeurs des paramètres du modèle. Nous onsidérons une loi de Poisson de paramètre µ0
pour le bruit (.à.d. εt  Po(µ0) et Eεt = µ0). Puis, nous simulons 1000 observations du
proessus PRINAR(1).
Nous proposons deux jeux de paramètres. pour le premier, nous assoions au petit bruit
un oeient de régression (α0) faible. Pour le deuxième, nous onsidèrons α0 >
1
2 .
 α0 = 0.25 et µ0 = 0.04 :
Les observations i-dessous varient entre 0 et 1. Elles ressemblent à un exemple
d'informations binaires. Le petit bruit et l'opérateur d'arrondi assurent une faible
dépendane entre les observations. Pour ela, nous remarquons que les valeurs res-
tent invariantes et égales à 0 sur longue plaque de temps, le passage à des valeurs
supérieures dépend don du bruit et de α0. La moyenne empirique est égale 0.039,
l'éart-type est 0.193, et la médiane est 0. Notons que,
0 < mˆ =
∑1000
i=1 Xi
1000
= 0.039 <
1
1− α0 =
4
3
.
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Fig. 6.1  1000 observations simulées du proessus PRINAR(1) ave α0 = 0.25 et µ = 0.05
Les gures suivantes donnent respetivement l'ACF et le PACF empiriques de la
série simulée. Nous onstatons qu'auune autoorrélation n'est signiative. Ainsi, si
nous ne tenons pas en ompte la nature entière des observations, ette série peut être
interprétée omme un bruit blan.
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Fig. 6.2  ACF de la série simulée
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Fig. 6.3  PACF de la série simulée
 α0 = 0.78 et µ0 = 0.33 :
Les observations i-dessous varient entre 2 et 7. La moyenne empirique est égale
2.442, l'éart-type est 0.679 et la médiane est 2. Notons que,
0 < mˆ = 2.442 <
1
1− α0 = 4.54 et 〈mˆ〉 = mediane = 2.
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Fig. 6.4  1000 observations simulées du proessus PRINAR(1) ave α0 = 0.78 et µ = 0.33
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Rappelons que proessus PRINAR(1) forme une haîne de Markov homogène ave
un espae d'états E = N et une probabilité de transition
π(x, y) = P {ε1 = y − 〈α0x〉} , ∀ x, y ∈ N.
Ainsi, omme α0 = 0.78, nous avons
P {Xt+1 = 2 | Xt = 2} = P {ε1 = 0} = exp(−µ0) ≈ 0.72.
et
P {Xt+1 = 3 | Xt = 3} = P {Xt+1 = 3 | Xt = 2}P {ε1 = 1} = exp(−µ0) µ0 ≈ 0.24.
Les gures suivantes donnent respetivement l'ACF et le PACF empiriques de la série
simulée.
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Fig. 6.5  ACF de la série simulée
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Fig. 6.6  PACF de la série simulée
La déroissane géométrique des ACF empiriques et le fait que la fontion d'autoor-
rélation partielle du premier ordre soit l'unique valeur signiative justient le hoix
d'un proessus AR(1) pour modéliser les observations. Ainsi, soit le modèle suivant
Xt = a0 Xt−1 + b0 + εt.
Les estimateurs Yule-Walker des paramètres sont
aˆ0 = ρˆ(1) = 0.3895 et bˆ0 = mˆ(1− aˆ0) = 1.491.
Il est lair que θ0 = (aˆ0, bˆ0) n'est pas une bonne estimation du paramètre θ = (α, µ)
du modèle PRINAR(1).
D'autre part, rappelons que la prévision à un pas basée sur la fontion de régression,
suvie par l'arrondi (pour revenir au support entier des observations) est donnée par
XˆT+1 = 〈aˆ0XT + bˆ0〉, ∀ T ∈ Z.
Soit t0 un instant xé. Nous remarquons que :
 Si Xt0 = 2 et Xt0+1 = 2, alors
Xˆt0+1 = 〈2 (0.3895) + 1.491〉 = 2 = Xt0+1;
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 Si Xt0 = 3 et Xt0+1 = 3, alors
Xˆt0+1 = 〈3 (0.3895) + 1.491〉 = 3 = Xt0+1;
 Si Xt0 = 2 et Xt0+1 = 3 ou Xt0 = 3 et Xt0+1 = 2, alors
|Xt0+1 − Xˆt0+1| = 1.
Ainsi, nous dénissons
Xˆt = 〈aˆ0Xt−1 + bˆ0〉, ∀ t = 2, · · · , 1000.
L'éart moyen absolue est déni par
EMA =
∑1000
i=2 |Xt − Xˆt|
999
= 0.461.
L'erreur quadratique moyenne est donnée par
EQM =
∑1000
i=2 |Xt − Xˆt|2
999
= 0.559.
Don, nous onstatons que les performanes de prévision du proessus AR(1) sont
plutt bonnes.
6.4 Support de la loi stationnaire
Ii, nous admettons que les hypothèses du Théorème 6.2.1 sont vériées. Désormais,
nous donnons les onditions néessaires pour que la loi stationnaire, notée µθ0 , de la haîne
(Xt) possède un support ni.
Proposition 6.4.1. Soit A ∈ N∗ xé. Supposons que supp(εt) = [0, A]. Alors, supp(µα0) ⊆
[0, B] où B est un entier tel que B ≥ 1 + 2A
2(1 − α0) .
Preuve. Rappelons que supp(εt) = [0, A], .à.d. εt ≤ A,∀ t ∈ Z. Notre objetif est de
montrer que le support de µθ0 est ni. Tout d'abord, nous xons t0 ∈ Z et supposons que
Xt0 ≤ B et B ∈ N tel que B ≥
1 + 2A
2(1− α0) . Ainsi,
Xt0+1 = 〈α0Xt0〉+ εt0+1 ≤ α0Xt0 +
1
2
+A ≤ α0B + 1
2
+A ≤ B.
Par suite,
∀ t ∈ Z,Xt ≤ B ⇒ Xt+1 ≤ B.
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Maintenant, nous posons B0 = ⌈ 1 + 2A
2(1 − α0)⌉, où ⌈x⌉ est le plus petit entier supérieur ou
égale à x.
Ainsi, si X0 = B0, alors ∀ t ≥ 1 nous avons Xt ≤ B0. Soit µn la mesure empirique engedrée
par X1, · · · ,Xn, dénie par
µn =
1
n
n∑
i=1
1Xi .
Le support de µn est [0, B0]. Par onséquent, pour tout c 6∈ {0, · · · , B0},
µθ0(c) = lim
n→∞
µn(c) = 0.
Détaillons plus en avant la borne B de la proposition préédente.
 Si α0 = 0, alors ∀ t ∈ Z nous avons Xt = εt. Par suite, nous obtenons B = A+ 1.
 Si 0 < α0 <
1
2 , alors
1 + 2A
2(1 − α0) < 1 + 2A. ainsi, il sut de prendre B = 1 + 2A.
 Si
1
2 ≤ α0 < 1, alors il existe k(α0) ≥ 2 tel que α0 ≤
2k − 1
2k
, e qui implique que
1 + 2A
2(1 − α0) ≤ k (1 + 2A). Par onséquent, il sut de prendre B = k(1 + 2A).
Maintenant, nous onsidérons que le bruit εt suit une loi de Poisson de paramètre µ0
(.à.d. εt  Po (µ0)). Soit a ∈ N∗, d'après l'inégalité de Bienaymé-Thebyhev, nous
obtenons
P (µ0 − a√µ0 < εt < µ0 + a√µ0) ≥ 1− 1
a2
.
Soit a = 10 et 0 < µ0 = 0.01 <
1
2 (le bruit est petit). Nous obtenons,
P ( εt ∈ {0, 1} ) ≥ 0.99.
Ii, nous onstatons que dans e as le bruit est onentré sur l'intervalle [0, A], où A = 1.
 Si 0 < α0 = 0.32 <
1
2 , alors nous déduisons que (Xt) est plutt onentrée sur
l'intervalle [0, B], où B = 1 + 2A = 3 (P ( Xt ∈ {0, 1, 2, 3} ) ≥ 0.99).
 Si α0 = 0.78, alors il existe k(α) = 3 tel que α ≤ 2k−12k . Ii, nous déduisons que
la haîne (Xt) est plutt onentrée sur l'intervalle [0, B], où B = k (1 + 2A) = 9
(P ( Xt ∈ {0, · · · , 9} ) ≥ 0.99).
Conlusion et perspetives
La modélisation des séries hronologiques à valeurs entières est un domaine sientique
assez réent. La plupart des modèles qui existent dans littérature sont apppropriés pour
analyser séries hronologiques à valeurs entières positives, en partiulier les séries de omp-
tage. Ces modèles sont basés sur les opérateurs d'aminissement et possèdent quelques
limitations.
En revanhe, l'utilisation de l'opérateur d'arrondi à l'entier le plus près pour générer des
observations à valeurs entières paraît naturelle. Ainsi, omparée aux modèles autorégressifs
basés sur les opérateurs d'aminissement, la lasse RINAR introduite au ours de ette
thèse possède plusieurs avantages. Plus préisément, les modèles RINAR ont une struture
d'innovation simple, générée uniquement par le bruit. Par onstrution, la lasse RINAR
peut produire des séries hronologiques à valeurs entières ayant des observations négatives.
D'autre part, les modèles RINAR peut produire des autoorrélations aussi rihes que elles
d'un AR(p) réel, y ompris les autoorrélations négatives. De plus, la prévision à un pas,
basée sur l'espérane onditionnelle (fontion de régression), est une valeur entière par
onstrution des modèles.
Pour assurer la stationnarité et l'ergodiité du proessus RINAR(1), nous supposons
que la valeur absolue du oeient de régression est stritement inférieur à 1. Cette hy-
pothèse est similaire à elle qui garantit la stationnarité du modèle AR(1) réel. À ause
de l'opérateur d'arrondi, l'identiabilité du proessus RINAR(1) a un omportement non
standard. Ainsi, nous distinguons as : Si la vraie valeur du oeient de régression est
irrationnelle, le problème d'identiabilité n'apparaît pas. Par onséquent, l'estimateur des
moindres arrés des paramètres est fortement onsistant. Si la vraie valeur du oeient
de régression est rationnelle, alors le oeient de régression est identiable mais le pa-
ramètre de la onstante l'est pas. Ainsi, l'estimateur des moindres arrés des paramètres
onverge presque sûrement vers une olletion de points ayant le premier omposant xé
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et égale à la vraie valeur du oeient de régression, tandis que le deuxième omposant
varie dans un intervalle ontenant la vraie valeur du paramètre de la onstante et de taille
proportionnelle au dénominateur de la vraie valeur du oeient de régression. La taille
maximale de et intervalle est égale à
1
2
. Notons que ette utuation autour du paramètre
de la onstante n'a pas d'inuane sur la pévision. Le modèle d'ordre supérieur RINAR(p),
est une extension direte du proessus RINAR(1). Nous mentionnons que dans le as où
tous les vraies valeurs des oeients de régression, la taille maximale de l'intervalle de
utuation du paramètre de la onstante est inférieure à
1
2
. Par suite, le modèle vetoriel
RINVAR est une généralisation du proessus RINAR d'ordre supérieur. En eet, l'étude
d'un proessus RINVAR(1), dédié à la modélisation d'une série hronologique vetorielle
de dimension p et à valeurs entières, revient à examiner p modèles RINAR(p) totalement
séparés. Le modèle RINAR(1) entré est un as partiulier du proessus RINAR(1), où le
paramètre de la onstante est nulle. Ce modèle ne possède pas de problème d'identiabilité
et par onséquent l'estimateur des moindres arrés de son paramètre est fortement onsis-
tant. Le modèle PRINAR(1) est onsaré à l'analyse des séries hronologiques à valeurs
entières positives. Comme son paramètre de la onstante est hors de l'opérateur d'arrondi,
le PRINAR(1) n'a pas un problème d'identiabilité et par onséquent l'estimateur des
moindres arrés des paramètres est fortement onsistant.
Les modèles introduits au ours de ette thèse ont plusieurs atouts : une simple onstru-
tion, des onditions de stationnarité et d'ergodiité plus générales que elles pour les mo-
dèles basés sur les opérateurs d'aminiissement, et des résultats satisfaisants onernant
la onsistane des estimateurs des moindres arrés. Cependant, à ause de l'opérateur
d'arrondi, l'étude théoriques de ertaines propriétés des modèles est ompliquée. À titre
d'exemple, pour un RINAR(1) stationnaire, nous n'arrivons pas à aluler expliitement
la moyenne m = EXt. Toutefois, nous pouvons la trouver l'enadrement suivant,
|m− λ
1− α | ≤
1
2 (1− α) ,
où α est le oeient de régression et λ est le paramètre de la onstante. Rappelons que
λ
1− α n'est autre que la moyenne d'un modèle AR(1) réel ayant les mêmes paramètres.
Par ailleurs, pour un proessus RINAR(1) entré (m = EXt = 0) stationnaire, le alul
exat de es oeients d'autoorrélation ρ(k) n'est pas possible. Cependant, pour ρ(1)
par exemple, nous trouvons l'enadrement suivant,
|ρ(1) − α| ≤ 1
2
,
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où α est le oeient de régression du modèle RINAR(1) entré. Notons que, pour un
AR(1) réel ayant le même oeient de régression, nous avons ρ(1) = α.
Soient X1, · · · ,Xn des observations à valeurs entières. Du point de vue pratique, une
question naturelle se pose :
Comment nous validons le hoix d'un proessus RINAR pour modéliser es observation ?
En premier lieu, nous traçons les oeients d'autoorrélation empiriques simples (ACF)
et partiels (PACF). Nous analysons es oeients omme si les observations sont à va-
leurs réelles. À titre d'exemple, nous examinons la déroissane des ACF et le nombre des
oeients PACF signiatifs. Si par exemple, nous onstatons que le proessus AR(1) est
approprié, nous pouvons en déduire que le RINAR(1) est bon andidat pour modéliser la
série. Ainsi, nous alulons l'estimateur des moindres arrés en utilisant la méthode numé-
rique proposée dans le Chapitre 2. Ensuite, nous vérions si les résidus obtenus peuvent
être interpréter omme un bruit blan (auune orrélation (ACF et PACF) des résidus n'est
signiative). Autrement, nous pouvons simuler des observations d'un proessus RINAR(1)
ayant omme paramètres les valeurs alulées de l'estimateur des moindres arrés. Ensuite,
nous traçons les ACF et les PACF de la série simulée et nous les omparons ave eux de
la série X1, · · · ,Xn.
Notons que, pour toutes les appliations réelles introduites au ours de ette thèse, la
valeur alulée de l'estimateur des moindres arrés du modèle RINAR(p) par l'algorithme
de la reherhe dihotomique, est assez prohe de elle de l'estimateur de Yule-Walker
du modèle AR(p) qui représente le point de départ de et algorithme. Cei explique les
performanes de prévision souvent analogues de es modèles. Nous mentionnons qu'en
général les valeurs de prévision d'un modèle AR(p) sont réelles. Ainsi, nous onsidérons
une opération d'arrondi nale pour retrouver le support entier des observations.
L'état atuel de nos travaux laisse entrevoir de nombreuses perspepetives.
1. Améliorer ertains résultats
 Pour tous les modèles proposés au ours de ette thèse nous supposons que le
bruit (εt) est une suite de variables aléatoires i.i.d. à valeurs dans Z. Une question
se pose : Pouvons-nous aaiblir ette hypothèse ? En d'autres termes, il s'agit de
trouver les onditions de stationnarité et d'ergodiité de es modèles dans le as où
(εt) est un bruit blan. Il est lair que sous ette hypothèse nous devons abandonner
l'aspet Markovien.
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 Pour assurer la stationnarité et l'ergodiité du modèle RINAR(p), nous imposons
que la somme des valeurs absolues des oeients de régression soit stritement
inférieur à 1. Cei implique que le rayon spetral de la matrie |A| suivante soit
stritement inférieur à 1,
|A| =

 |α1| · · · |αp|
Ip−1 0

 ,
ave Ip−1 la matrie d'identité d'ordre p− 1. Dorénavant, nous souhaitons étendre
ette ondition et retrouver elle qui garantit la stationnarité d'un AR(p) réel. Plus
préisément, nous voulons que le rayon spetral de la matrie A soit stritement
inférieur à 1. Par ailleurs, dans le as du modèle RINVAR(1), nous visons aussi
que le rayon spetral du oeient de régression soit stritement inférieur à 1.
 Dans le adre de l'étude des propriétés générales du modèle RINAR(1) entré
stationnaire, nous trouvons les enadrements suivants pour es oeients d'auto-
orrélation
|ρ(j) − αj | ≤ 1
2
j−1∑
i=0
|α|i, ∀ j ∈ N∗.
À l'avenir, nous espérons trouver des bornes plus nes. Pour ela, nous pensons
exploiter à titre d'exemple, la β-mélangane du proessus. Cette propriété n'a pas
été annonée au ours de nos travaux.
2. Développer quelques aspets inexploités
 L'étude de simulation dédié au modéle RINAR(1) entré (resp. PRINAR(1)), nous
montre l'existene de deux as dépendant du hoix du bruit onsidéré. Ainsi, nous
onstatons qu'ave un grand bruit le oeient d'autoorrélation empirique du
premier ordre est assez prohe du oeient de régression. Cependant, quand le
bruit est petit es deux valeurs s'éloignent. De plus, les observations des séries
simulées sont à faibles variations et restent souvent invariantes sur une longue
plaque du temps. À titre d'exemple, ave un jeu de paramètre bien préis, le modèle
PRINAR(1) produit des observations binaires. Ainsi, nous souhaitons expliquer
théoriquement es omportements.
 Pour assurer la positivité, la stationnarité et l'ergodiité du modèle PRINAR(1),
nous supposons que son oeient de régression soit stritement ompris entre 0
et 1. Ainsi, nous visons larier la question suivante :
Est-e que e modèle peut produire des autoorrélations négatives ?
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Notons que dans le as d'une réponse insatisfaisante, le proessus PRINAR(1)
perd un des prinipaux avantages de la lasse des modèles autorégressifs basés sur
l'opérateur d'arrondi.
 Supposons que le support du bruit du modèle PRINAR(1) (resp. RINAR(1)) sta-
tionnaire est borné. Ainsi, nous obtenons que la loi stationnaire du proessus l'est
aussi. Cei néessite l'emploi d'autres tehniques que elles proposées au ours de
ette thèse, pour prouver la onsistane de l'estimateur des moindres arrés.
 L'étude du modèle RINVAR(1), dédié à l'analyse d'une série hronologique ve-
torielle de dimension p à valeurs entières, revient à traiter p modèles RINAR(p)
séparés. Cei grâe à la dénition de l'opérateur arrondi et au fait que tous les
omposants ont le même support. À l'avenir, nous souhaitons examiner le as où
un au moins de es omposants a un support borné.
3. Étudier la vitesse de onvergene de l'estimateur des moindres arrés
An de ompléter notre étude dédiée au proessus RINAR(1), notre intérêt s'est
tourné vers l'étude de la vitesse de onvergene de l'estimateur des moindres arrés,
onsidéré pour estimer les paramètres du modèle. Ce travail, mené en ollaboration
ave Saumard, A.
1
, est en ours de préparation. Dans la suite, nous itons quelques-
uns des arguments prinipeaux utilisés pour aboutir à un tel résultat.
Rappelons que, le modèle RINAR(1) stationnaire est déni par
Xt = 〈αXt−1 + λ〉+ εt = f(Xt−1; θ) + εt,
où θ = (α, λ) ∈ Θ l'espae des paramètres ompat et sous-ensembble de ]−1, 1[×R.
Soit θ0 = (α0, λ0) la vraie valeur des paramètres du modèle, µ la mesure invariante
de e proessus (sous θ0), et G = (gθ)θ∈Θ, où gθ((x, y)) = (y − f(x; θ))2, (x, y) ∈ Z2,
la lasse des fontions de ontraste. L'estimateur des moindres arrés θˆn peut être
présenté de la manière suivante
g
θˆn
= argmin
gθ∈G
Pngθ, (∗)
où Pn est la mesure empirique assoiée à la haîne double Yt = (Xt−1,Xt) ayant
P omme mesure invariante (sous θ0). Notons que, la dénition (∗) nous donne
Pn(gθˆn − gθ0) ≤ 0. Comme les fontions de ontraste sont irrégulières, les tehniques
usuelles basées sur la dérivabilité de es fontions sont désormais inadaptées.
1
Adrien Saumard : IRMAR, université de Rennes 1.
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Ainsi, pour ontrler la vitesse de onvergene nous utilisons des méthodes non pa-
ramétriques basées sur les proessus empiriques.
Tout d'abord, nous montrons que le proessus RINAR(1) est β-mélangeant (voir,
Mokkadem, A.
2
(1990)) et que G est une lasse de sous-graphes de Vapnik-Chervonenkis
(VC-subgraph lass), voir par exemple, van der Vaart, A. W. &Wellner, J. A.3 (1996)
et Dudley, R. M.
4
(1999)). Ensuite, nous utilisons une tehnique de ontrle du supre-
mum du proessus empirique par entropie universelle pour les données mélangeantes,
développée par Doukhan, P., Massart, P. & Rio, E.5 (1994) puis Rio, E.6 (1998).
Finalement, grâe à ette tehnique nous ontrlons à distane nie la taille de l'es-
pérane du supremum du proessus empirique sur la lasse G, et don le risque qua-
dratique moyen de la série estimée à l'instant n (le modèle sous θˆn) notée Xˆn, par
rapport à la vraie série hronologique inonnue (le modèle sous θ0), notée X0.
En eet, le lien entre es deux quantités est donné par le simple alul suivant :
E
[
µ(Xˆn −X0)2
]
= E
[
µ(f(·; θˆn)− f(·; θ0))2
]
,
= E
[
P (g
θˆn
− gθ0)
]
,
≤ E
[
(P − Pn)(gθˆn − gθ0)
]
, d'après l'équation (∗),
≤ 1√
n
E
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|αn(gθ − gθ0)|
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√
n(P − Pn).
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4. Introduire d'autres modèles
La lasse des modèles RINAR est inspirée des modèles autorégressifs réels. En eet,
l'opérateur d'arrondi est onsidéré omme une ensure sur la fontion de régression
linéaire d'un modèle AR. Dorénavant, nous proposons d'appliquer la même philo-
sophie à la lasse des modèles ARCH/GARCH. En réalité, les séries nanières de
variation et à valeurs entières, omme dans le as à valeurs réelles, forment une suite
de bruit blan. Les modèles du type autorégressifs introduits au ours de ette thèse
deviennent ainsi inadaptés. Il est alors naturel d'adapter la onstrution ARCH/
GARCH au ontexte de valeurs entières.
186 CONCLUSION ET PERSPECTIVES
Table des gures
2.1 La fontion arrondi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 La fontion partie frationnaire . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 La fontion partie entière . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 La subdivision de l'intervalle [0, 1[ en 4 intervalles de taille 14 . . . . . . . . . 44
2.5 La subdivision de l'intervalle [0, 1[ en 5 intervalles de taille 15 . . . . . . . . . 44
2.6 La nouvelle subdivision de l'intervalle [0, 1[, ave q = 7 . . . . . . . . . . . . 45
2.7 Le passage de l'étape i à i+ 1 pour la reherhe dihotomique. . . . . . . . 58
2.8 L'histogramme des (αˆn,i)1≤i≤500 ave n = 500 et α0 = −0.4. . . . . . . . . . 62
2.9 L'histogramme des
(
λˆn,i
)
1≤i≤500
ave n = 500 et λ0 = 1.44. . . . . . . . . . 62
2.10 L'histogramme des (αˆn,i)1≤i≤500 ave n = 500 et α0 = −0.2. . . . . . . . . . 63
2.11 L'histogramme des
(
λˆn,i
)
1≤i≤500
ave n = 500 et λ0 = −2.96. . . . . . . . . 63
2.12 L'histogramme des (αˆn,i)1≤i≤500 ave n = 500 et α0 = 0.3. . . . . . . . . . . 64
2.13 L'histogramme des
(
λˆn,i
)
1≤i≤500
ave n = 500 et λ0 = 5.65. . . . . . . . . . 64
2.14 70 observations provenant des résultats onséutifs d'un proessus himique,
soure : O'Donovan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.15 ACF des 70 observations d'O'Donovan. . . . . . . . . . . . . . . . . . . . . . 66
2.16 PACF des 70 observations d'O'Donovan. . . . . . . . . . . . . . . . . . . . . 67
2.17 Test sur les résidues obtenus en utilisant AR(1) pour modéliser les données
d'O'Donovan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.18 Les résidus obtenus en utilisant le proessus RINAR(1). . . . . . . . . . . . 69
2.19 ACF des résidus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.20 PACF des résidus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.21 Les taux de variation annuels de la population Suédoise, 1750 − 1849. . . . 72
2.22 ACF et PACF des taux de variation annuels de la population Suédoise. . . . 73
2.23 Les résidus obtenus en utilisant le proessus RINAR(1). . . . . . . . . . . . 75
187
188 TABLE DES FIGURES
2.24 ACF et PACF des résidus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.25 Les 20 dernières observations des taux de variation de la population Suédoise
et leurs prévisions basées sur les modèles RINAR(1) et AR(1). . . . . . . . . 77
3.1 L'histogramme des (αˆ1n,i)1≤i≤500 ave n = 500 et α
∗
1 = 0.12. . . . . . . . . . 107
3.2 L'histogramme des
(
λˆ2n,i
)
1≤i≤500
ave n = 500 et α∗2 = 0.375. . . . . . . . . 108
3.3 L'histogramme des
(
λˆ3n,i
)
1≤i≤500
ave n = 500 et α∗3 = 0.2. . . . . . . . . . 108
3.4 L'histogramme des
(
λˆ4n,i
)
1≤i≤500
ave n = 500 et α∗4 = −0.25. . . . . . . . 109
3.5 L'histogramme des
(
λˆ4n,i
)
1≤i≤500
ave n = 500 et λ∗ = 2.5. . . . . . . . . . 109
3.6 Les données de Fürth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.7 L'ACF et le PACF de la série Fürth. . . . . . . . . . . . . . . . . . . . . . . 111
3.8 Les erreurs de prévision εˆT+1 = XT+1 − XˆT+1, 400 ≤ T ≤ 504, provenant
du modèle RINAR(2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.9 ACF empirique de la série simulée du modèle RINAR(2), ave θ0 = θˆn =
(0.818,−0.23, 0.697). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.10 PACF empirique de la série simulée du modèle RINAR(2), ave θ0 = θˆn =
(0.818,−0.23, 0.697). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.1 Les indies de réolte annuels de la population Suédoise, ht ,1750 − 1849. . . 138
4.2 ACF et le PACF empirique de la série ht. . . . . . . . . . . . . . . . . . . . 139
4.3 Les taux de variation de la population Suédoise et leurs prévisions basées
sur le modèle de MCleary & Hay et elles basées sur le modèle RINVAR(1). 143
5.1 La fontion "oor" . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.2 La fontion partie frationnaire . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.3 La fontion arrondi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.4 Les observations simulées du RINAR(1) entré, ave α0 = 0.83 et µ = 9.453 156
5.5 ACF de la série simulée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.6 ACF théorique d'un AR(1) ave α0 = 0.83 . . . . . . . . . . . . . . . . . . . 157
5.7 Les observations simulées du RINAR(1) entré, ave α0 = 0.83 et µ = 0.1274 158
5.8 ACF de la série simulée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.9 Histogramme des estimations de α0 = 0.83 (ave grand bruit) . . . . . . . . 161
5.10 Histogramme des ρˆk(1), 1 ≤ k ≤ 500 . . . . . . . . . . . . . . . . . . . . . . 162
5.11 Histogramme des estimations de α0 = 0.83 (ave petit bruit) . . . . . . . . . 162
TABLE DES FIGURES 189
6.1 1000 observations simulées du proessus PRINAR(1) ave α0 = 0.25 et
µ = 0.05 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.2 ACF de la série simulée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.3 PACF de la série simulée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.4 1000 observations simulées du proessus PRINAR(1) ave α0 = 0.78 et
µ = 0.33 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.5 ACF de la série simulée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.6 PACF de la série simulée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
190 TABLE DES FIGURES
Bibliographie
[1℄ M. A. Al-Osh and E. E. A. A. Aly. First order autoregressive time series with negative
binomial and geometri marginals. Comm. Statist. Theory Methods, 21(9) :24832492,
1992.
[2℄ M. A. Al-Osh and A. A. Alzaid. First-order integer-valued autoregressive (INAR(1))
proess. J. Time Ser. Anal., 8(3) :261275, 1987.
[3℄ M. A. Al-Osh and A. A. Alzaid. Integer-valued moving average (INMA) proess.
Statist. Hefte, 29, 1988.
[4℄ M. A. Al-Osh and A. A. Alzaid. Binomial autoregressive moving average models.
Comm. Statist. Stohasti Models, 7(2) :261282, 1991.
[5℄ A. A. Alzaid and M. A. Al-Osh. First-order integer-valued autoregressive (INAR (1))
proess : distributional and regression properties. Statist. Neerlandia, 42(1) :5361,
1988.
[6℄ A. A. Alzaid and M. A. Al-Osh. An integer-valued pth-order autoregressive struture
(INAR(p)) proess. J. Appl. Probab., 27(2) :314324, 1990.
[7℄ A. A. Alzaid and M. A. Al-Osh. Some autoregressive moving average proesses with
generalized Poisson marginal distributions. Ann. Inst. Statist. Math., 45(2) :223232,
1993.
[8℄ R. S. Ambagaspitiya and N. Balakrishnan. On the ompound generalized poisson
distributions. ASTIN Bulletin, 24(2) :255263, 1994.
[9℄ K. Brännäs and A. Hall. Estimation in integer-valued moving average models. Appl.
Stoh. Models Bus. Ind., 17(3) :277291, 2001.
[10℄ K. Brännäs and J. Hellström. Generalized integer-valued autoregression. Eonometri
Rev., 20(4) :425443, 2001.
191
192 BIBLIOGRAPHIE
[11℄ K. Brännäs, Hellström J., and Nordström J. A new approah to modelling and foreas-
ting monthly guest nights in hotels. International Journal of Foreasting, 18(1) :1930,
2002.
[12℄ P. J. Brokwell and R.A. Davis. Introdution to time series and foreasting. Springer
Texts in Statistis. Springer-Verlag, New York, seond edition, 2002.
[13℄ P. C. Consul. Generalized Poisson distributions, volume 99. Dekker, New York, 1989.
[14℄ I. M. M. Da Silva. Contributions to the analysis of disrete-valued time series. PhD
thesis, University of Porto, Portugal, 2005.
[15℄ I. M. M. Da Silva and M. E. Da Silva. Asymptoti distribution of the Yule-Walker
estimator for INAR(p) proesses. Statist. Probab. Lett., 76(15) :16551663, 2006.
[16℄ M. E. Da Silva and V. L. Oliveira. Dierene equations for the higher-order moments
and umulants of the Inar(1) model. J. Time Ser. Anal., 25(3) :317333, 2004.
[17℄ M. E. Da Silva and V. L. Oliveira. Dierene equations for the higher order moments
and umulants of the INAR(p) model. J. Time Ser. Anal., 26(1) :1736, 2005.
[18℄ J.P. Dion, G. Gauthier, and A. Latour. Branhing proesses with immigration and
integer-valued time series. Serdia Math. J., 21(2) :123136, 1995.
[19℄ P. Doukhan, A. Latour, and D. Oraihi. A simple integer-valued bilinear times series
models. Advanes in Applied Probability, 38 :120, 2006.
[20℄ F. C. Drost, R. van den Akker, and B. J. M. Werker. Loal asymptoti normality and
eient estimation for INAR(P ) models. J. Time Ser. Anal., 29(5) :783801, 2008.
[21℄ J.G. Du and Y. Li. The integer-valued autoregressive (INAR(p)) model. J. Times
Ser. Anal., 12 :129142, 1991.
[22℄ M. Duo. Random Iterative Models, volume 34 of Appliations of Mathematis (New
York). Springer-Verlag, Berlin, 1997.
[23℄ W. Feller. An introdution to probability theory and its appliations. Vol. I. Third
edition. Wiley, New York, 1968.
[24℄ R. Ferland, A. Latour, and D. Oraihi. Integer-valued GARCH proess. J. of Time
Ser. Anal., 27(6) :923942, 2006.
[25℄ R. K. Freeland. Statistial analysis of disrete time series with appliations to the
analysis of workers ompensation laims data. PhD thesis, University of British Co-
lumbia, Canada, 1998.
BIBLIOGRAPHIE 193
[26℄ R. K. Freeland and B. P. M. MCabe. Analysis of low ount time series data by
Poisson autoregression. J. Time Ser. Anal., 25(5) :701722, 2004.
[27℄ R. K. Freeland and B. P. M. MCabe. Asymptoti properties of CLS estimators in
the Poisson AR(1) model. Statist. Probab. Lett., 73(2) :147153, 2005.
[28℄ R. Fürth. Statisti und wahrsheinlihkeitsnahwirkung. Physikalishe Zeitshrift,
19 :421426, 1918.
[29℄ G. Gauthier. Modèle de type autorégressif pour les séries hronologiques à valeurs
entières non négatives. Master's thesis, Département de mathématiques et d'informa-
tique, 1991. 179 pages.
[30℄ G. Gauthier and A. Latour. Convergene forte des estimateurs des paramètres d'un
proessus GENAR(p). Ann. Si. Math. Québe, 18(1) :4971, 1994.
[31℄ C. C. Heyde and E. Seneta. Estimation theory for growth and immigration rates in a
multipliative proess. J. Appl. Probability, 9 :235256, 1972.
[32℄ P. A. Jaobs and P. A. W. Lewis. Disrete time series generated by mixtures. I.
Correlational and runs properties. J. Roy. Statist. So. Ser. B, 40(1) :94105, 1978.
[33℄ P. A. Jaobs and P. A. W. Lewis. Disrete time series generated by mixtures. II.
Asymptoti properties. J. Roy. Statist. So. Ser. B, 40(2) :222228, 1978.
[34℄ P. A. Jaobs and P. A. W. Lewis. Stationary disrete autoregressive-moving average
time series generated by mixtures. J. Time Ser. Anal., 4(1) :1936, 1983.
[35℄ H. Joe. Time series models with univariate margins in the onvolution-losed innitely
divisible lass. J. Appl. Probab., 33(3) :664677, 1996.
[36℄ P. Johansson. Speed limitation and motorway ausalties : a time series ount data
regression approah. Aident Anal. Prev., 28 :7387, 1996.
[37℄ R. C. Jung, M. Kukuk, and R. Liesenfeld. Time series of ount data : modeling,
estimation and diagnostis. Comput. Statist. Data Anal., 51(4) :23502364, 2006.
[38℄ R. C. Jung, G. Ronning, and A. R. Tremayne. Estimation in onditional rst order
autoregression with disrete support. Statist. Papers, 46(2) :195224, 2005.
[39℄ R. C. Jung and A. R. Tremayne. Testing for serial dependene in time series models
of ounts. J. Time Ser. Anal., 24(1) :6584, 2003.
[40℄ R. C. Jung and A. R. Tremayne. Binomial thinning models for integer time series.
Stat. Model., 6(2) :8196, 2006.
194 BIBLIOGRAPHIE
[41℄ M. Kahour. First-order rounded integer-valued vetorial autoregressive (RINVAR(1))
proess. Preprint, University of Rennes 1, 2008-2009.
[42℄ M. Kahour. p-order rounded integer-valued autoregressive (RINAR(p)) proess. Pre-
print, University of Rennes 1, 2008-2009.
[43℄ M. Kahour and J.F. Yao. The rst-order rounded integer-valued autoregressive
(RINAR(1)) proess. J. Time Ser. Anal., 4 :417448, July 2009.
[44℄ B. Kedem and K. Fokianos. Regression models for time series analysis. Wiley Series
in Probability and Statistis. Hoboken, NJ, 2002.
[45℄ D. Lambert and C. Liu. Adaptive thresholds : Monitoring streams of network ounts.
J. Am. Stat. Asso, 101 :7888, 2006.
[46℄ A. Latour. The multivariate GINAR(p) proess. Adv. in Appl. Probab., 29(1) :228
248, 1997.
[47℄ A. Latour. Existene and stohasti struture of a non-negative integer-valued auto-
regressive proess. J. Time Ser. Anal., 19(4) :439455, 1998.
[48℄ E. Lukas. Charateristi funtions. Grin, London, seond edition, 1970.
[49℄ R. MCleary and R.A. Hay. Applied Time Series Analysis for the Soial Sienes.
Sage Publiations, 1980.
[50℄ E. MKenzie. Some simple models for disrete variate time series. Water Resoures
Bulletin, 21(4) :645650, 1985.
[51℄ E. MKenzie. Autoregressive moving-average proesses with negative-binomial and
geometri marginal distributions. Adv. in Appl. Probab., 18(3) :679705, 1986.
[52℄ E MKenzie. Some ARMA models for dependent sequenes of Poisson ounts. Adv.
in Appl. Probab., 20 :822835, 1988.
[53℄ Eddie MKenzie. Disrete variate time series. In Stohasti proesses : modelling and
simulation, volume 21 of Handbook of Statist., pages 573606. Amsterdam, 2003.
[54℄ T. M. Mills and E. Seneta. Goodness-of-t for a branhing proess with immigration
using sample partial autoorrelations. Stohasti Proess. Appl., 33(1), 1989.
[55℄ T.M. O'Donovan. Short Term Foreasting : An Introdution to the Box-Jenkins
Approah. Wiley, 1983.
[56℄ F. Pokropp, W. Seidel, A. Begun, M. Heidenereih, and K. Sever. Control harts for
the number of hildren injured in tra aident. Frontiers in Stat. Qual. Control,
8 :151171, 2006.
BIBLIOGRAPHIE 195
[57℄ W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery. Numerial reipes.
Cambridge University Press, 2007.
[58℄ M. M. Risti¢, H. S. Bakouh, and A. S. Nasti¢. A new geometri rst-order integer-
valued autoregressive (NGINAR(1)) proess. J. Statist. Plann. Inferene, 139(7) :2218
2226, 2009.
[59℄ F. W. Steutel and K. van Harn. Disrete analogues of self-deomposability and stabi-
lity. Ann. Probab., 7(5) :893899, 1979.
[60℄ D.S. Thomas. Soial and Eonomi Aspets of Swedish Population Mouvements,
1750-1933. Mamillan, New York, 1940.
[61℄ A. W. van der Vaart. Asymptoti Statistis. Cambridge University Press, 1998.
[62℄ C. H. Weiÿ. Controlling orrelated proesses of poisson ounts. Qual. Reliab. Engng.
Int., 23(6) :741754, 2007.
[63℄ C. H. Weiÿ. Serial dependene and regression of Poisson INARMA models. J. Statist.
Plann. Inferene, 138(10) :29752990, 2008.
[64℄ C. H. Weiÿ. Thinning operations for modeling time series of ountsa survey. AStA
Adv. Stat. Anal., 92(3) :319341, 2008.
[65℄ N. Ye, J. Giordano, and J. Feldman. A proess ontrol approah to yber attak
detetion. Commun. ACM, 44(8) :7682, 2001.
[66℄ H. Zheng, I. V. Basawa, and S. Datta. First-order random oeient integer-valued
autoregressive proesses. J. Statist. Plann. Inferene, 137(1) :212229, 2007.
[67℄ R. Zhu and H. Joe. A new type of disrete self-deomposability and its appliation to
ontinuous-time Markov proesses for modeling ount data time series. Stoh. Models,
19(2) :235254, 2003.
[68℄ R. Zhu and H. Joe. Modelling ount data time series with Markov proesses based on
binomial thinning. J. Time Ser. Anal., 27(5) :725738, 2006.
196 BIBLIOGRAPHIE
VU : VU :
Le Direteur de Thèse Le Responsable de l'Éole Dotorale
VU pour autorisation de soutenane
Rennes, le
Le Président de l'Université de Rennes 1
Guy CATHELINEAU
VU après soutenane pour autorisation de publiation :
Le Président de Jury,
BIBLIOGRAPHIE
Résumé :
Dans ertaines situations il devient néessaire de traiter les séries hronologiques
à valeurs entières. Au premier regard, l'analyse de telle série peut présenter quelques
diultés, notamment si l'analyse est basée sur quelques modèles stohastiques. Ces
modèles doivent reéter la partiularité entière de la série observée. De nombreuses
tentatives ont été faites pour dénir des modèles qui peuvent être utilisés pour
dérire les séries hronologiques à valeurs entières. La plupart des modèles proposés
sont basés sur l'opérateur d'aminissement et possédent les mêmes propriétés que
les modèles à valeurs réelles bien-onnus dans la littérature.
L'objetif de ette thèse est d'étudier les modèles autorégressifs à valeurs entières.
Nous introduisons une nouvelle lasse de modèles basés sur l'opérateur d'arrondi. Par
rapport aux modèles existants, la nouvelle lasse a plusieurs avantages : struture
d'innovation simple, oeients de régression ave des signes arbitraires, valeurs
négatives possibles pour la série hronologiques et pour la fontion d'autoorrélation.
Nous étudions la stationnarité des modèles et la onsistane forte de l'estimateur des
moindres arrés proposé pour estimer les paramètres. Nous analysons quelques séries
hronologiques à valeurs entières bien-onnues ave les modèles introduits.
Mots lefs : Séries hronologiques à valeurs entières, opérateur d'aminissement,
opérateur d'arrondi, identiabilité, estimateur des moindres arrés, onsistane forte.
Abstrat :
In many pratial situations we deal with integer-valued time series. The analysis
of suh a time series present some diulties, namely where the analysis is based
on some stohasti models. These models must reet the integer peuliarity of the
observed series. Many attempts have been made to dene some models whih an
be used to desribe integer-valued time series. Most of the proposed models are
based on the thinning operator and they have the same properties as the real-valued
models well-known in the literature.
The aim of this thesis is to study the integer-valued autoregressive models. We
introdue a new lass of models based on the rounding operator. Compared to the
existent models, the new lass has several advantages : simple innovation struture,
autoregressive oeients with arbitrary signs, possible negative values for time se-
ries and for the autoorrelation funtion.
We study the stationarity of the models and the strong onsisteny of the least
squares estimator proposed to estimate the parameters. We analyze some well-known
time series with the introdued models.
Key words : Integer-valued time series, thinning operator, rounding operator, iden-
tiability, least squares estimator, strong onsisteny.
