Maps of the distribution of epidemiological data often ignore surveillance error or possible correlations between missing information and outcomes. We analyse presence-absence data at the household level (12,050 points) of a disease carrying insect in Mariano Melgar, Peru, collected as part of the Arequipan Ministry of Health's efforts to control Chagas disease. We construct a Bayesian hierarchical model to locate regions vulnerable to under-reporting due to surveillance error, accounting for variability in participation due to infestation status. The spatial correlation in the data allows us to identify relative inspector sensitivity and elucidate the relation between participation and infestation. We show that naïve estimates of prevalence would be biased by surveillance error and missing at random (MAR) assumptions. We validate our results through simulations and observe how randomized inspector assignments may improve prevalence estimates. Our results suggests that bias due to imperfect observations and MAR can be assessed and corrected in prevalence estimates of spatially autocorrelated binary variables.
Introduction
The increasing risk of vector-borne disease epidemics has accompanied the rise of urban environments in the developing part of the world. The use of spatial analysis in public health campaigns for disease control is documented in Dengue ( [1, 2, 3] ), Malaria ( [4, 5, 6] ), and Chagas disease ( [7] ). Chagas disease is a tropical parasitic disease, affecting millions in Central and South America. The disease agent is Trypanosoma cruzi, a parasite that is transmitted by the Triatoma infestans insect vector. Policy for Chagas disease control has focused on the elimination of this vector [8] . While initiatives to control T. Infestans have been active for decades [9] , the insect is a continually re-emergent threat in Peru [10] . Because of the strain on public resources created by these recurring epidemics and the risk of emergence of insecticide resistance due to repeated treatment [11, 12] , there is an interest in applying statistical methods to guide the application of insecticide to urban areas [13, 14] .
This study was done in coordination with the efforts of the Peruvian Ministry of Health to control an epidemic of T. cruzi infections in the city of Arequipa, Peru, [10] . Insecticide treatment was preceded by a household level survey, which identified households infestations of T. infestans. The results of the survey, conducted in the district of Mariano Melgar, are shown in Figure 1 . At the time of the survey, policy was to prioritize the treatment of households in district localities where the rate of household infestations exceeds ten percent. Ecological surveys for observing presence-absence are conducted by human inspectors and are subject to under-reporting of presence. Inspectors are heterogeneous, differing in their ability to identify infestations. While previous work on triatomine infestation detection has used spatial techniques, acknowledging the imperfect inspection process, this work has not accounted for heterogeneity in the inspectors' skills [14] . Another concern of policymakers in this survey is the large proportion of missing information (34% of the records). Correlation between missingness and the studied outcome have been shown to lead to serious bias in clinical trials, raising serious concerns of the validity of research findings [15] . In the case of spatially autocorrelated outcomes, Bayesian hierarchical models have been used extensively to obtain point estimates at missing locations under the assumption that missingness is uncorrelated with the outcome [16, 17, 18] .
Here, we propose to adjust the risk mapping of triatomine infestations for surveillance error, caused by the lack of sensitivity on the part of inspectors and missing not at random, caused by different inclination to par- ticipate in the surveys depending on the infestation status. Explicitly, we construct a Bayesian hierarchical model that jointly assess 1) the probability that households participate depending on their infestation status 2) the individual sensitivities of the inspectors and 3) the prevalence of infestation accounting for the former. We then discuss the findings of our model in Mariano Melgar that guided the Ministry of Health's 2011 campaign in Arequipa.
Inspection & Data Collection
The T. infestans survey was conducted by the Ministry of Health in Mariano Melgar, a district of 12, 050 households. We mapped the locations of these households by determining their relative position to city blocks and comparing field maps of these blocks to satellite images from Google Earth TM , [19] . Inspectors requested the participation of residents before searching households for T. infestans. The outcome of each inspection was either the successful collection of insect samples, the failure to locate samples, or non-participation. Each entry of the data consists of: a pair of coordinates denoting the location of the household, a presence-absence status, and the identifier or labelling of the inspector. 4,098 households (around 34 %) opted not to participate in the survey. In this study, missingness appears to aggregate spatially in regions with lower rates of infestation and is therefore missing not at random (MNAR). We model the relationship between the true infestation and the point pattern of missingness to analyze this claim in Section 3.2. Separate data identifying the sensitivity of the 40 inspectors involved in this study was unavailable. However, validated data from previous treatment campaigns suggested the general sensitivity of human inspectors, which informed our prior specification. We rely on knowledge of the coordinate locations of the households to infer the distribution of the T. infestans infestation and inspectors assignements. The household assignments of four inspectors is shown in Figure 2 . During the survey, inspectors were assigned to households, based on staffing constraints, which resulted in subgroups of inspectors inspecting an entire region. Because of these aggregated assignments, the surveillance error in this study is spatially correlated. This confounding between infestation distribution and inspector sensitivity through geographic location potentially biases the estimation of insect presence. For a geographic region, it becomes difficult to disassociate the severity of the infestation apart from the sensitivity of the inspectors. study in Section 5 how prevalence estimates may be subject to confounding by inspectors assignment.
Model Specification
The primary interest in this study is to infer the true household infestation status, which we modelled as a binary outcome: infested or un-infested.
In the context of our application, this quantity is not directly observable through the observation of inspectors, who are subject to surveillance error. We model the true binary infestation status using a generalized linear model with the probit link function. A complete diagram of the hierarchical components is shown in Figure 3 . Each of the 12,050 households is included in the model and indexed by i. The ith household is located at a pair of points denoting easting and northing in the Universal Transverse Mercator projection coordinate system. For household i, the variable y i is the true infestation status, where {y i = 1} indicates that household i is infested. We model the probability that the i-th household is infested by the following,
where Φ is the cumulative distribution function of the standard Gaussian. u i is a continuous, household level effect, capturing how at risk the i-th household is for being infested, and t is an intercept term for the entire district. The covariance structure for u = [u i ] n i=1 among the households is defined by their geographic locations and will ensure that the infestation statuses are spatially correlated. The usual convention is to place a diffuse N(0, σ 2 ) prior on t. Similar approaches for spatial modelling of categorical data may be found in [20] and [21] for other public health settings.
Spatial Effect
We used a conditionally auto-regressive Gaussian model for u to capture the spatial similarity of the infestation. The model for u, popularized by [22] , is a centered Gaussian with a precision matrix Λ. The entries of the model precision matrix are based on the pairwise euclidean distance between households d i,j , a scaling parameter k u , and a threshold T .
The effect of the scaling and threshold parameters is most evident on the marginal distributions of u i conditional on the rest of the households u −i , [23] :
For the conditional marginal, u i |u −i is centered at a weighted sum of neighbouring values within the threshold radius. Households, whose distance to i exceeds T , have no effect on the conditional distribution of u i . Within the threshold radius T , households closer to i are given more weight proportional to their inverse distance. The scaling parameter k u determines the variation of u i around this center.
Previously, we had analysed a neighbouring district in Arequipa and determined that the correlation in infestation statuses is negligible for households separated by 50 meters or more, [24] . We fix our threshold T at 50 meters. For the prior on k u we follow the usual practice of placing a conjugate exp(λ) prior on k u [25] .
Missing Data
We treat the missingness point pattern, which we denote as 1 NA , as a series of Bernoulli outcomes, depending on the true infestation status of the household. The probability of household participation is modelled separately for infested π (1) NA and un-infested households π NA allowing for differential participation according to the infestation. Further, due to the marked differences of socio-economic status between localities, we allow this relationship to vary across localities:
where the household indexed by i is located in the locality j. We used identical beta distribution, B(p, q), priors for both parameters in each of the localities.
Surveillance Process
To account for the human error in surveillance, we model the sensitivity of each inspector as the probability, β ∈ [0, 1], that an inspector locates
NA , π
The variables z, the reported infestation status, and 1 NA , the non-response indicator, are the observed data. z is generated by y, the true infestation status, and β, the inspector sensitivity. 1 NA is generated by y, the true infestation status, and π
N A the probability of participation depending on the true infestation status. The main parameter of interest is the infestation status of the households, y, which is spatially correlated through the random field u.
T. infestans in the household, when the insect is present. Then, the reported outcome: infested or un-infested follows a Bernoulli distribution in observed households. If β(i) is the sensitivity of the inspector that inspected household i, the distribution of the reported outcome is as follows,
The sensitivity, β(i), is therefore only relevant if the true infestation status of the household, y i , is positive. This surveillance model is the individual inspector sensitivity model, where each inspector in the study has his or her own sensitivity parameter, β j . In contrast to this individual inspector model, a simpler model is the group inspector model, where the sensitivity is identically β for all of the households. We use a beta distribution, B(a, b), as the prior for the sensitivity parameters either for each inspector separately or for the common sensitivity of all the inspectors in the simpler model.
Results for the 2011 Mariano Melgar Survey
Infestation by T. infestans in Mariano Melgar, Arequipa was strongly clustered in space. Based on the raw surveys (proportion of infested among the surveyed households), only four localities fit the 10% prevalence criterion for inclusion in blanket insecticide treatment, which is the uniform application of insecticide to all households in the locality. Our role in this study was to apply the model proposed in Section 3 to adjust these estimates and possibly identify additional localities at risk for major T. infestans infestations.
Full model results
To perform the analysis on the Mariano Melgar survey, we placed priors on the following parameters: the intercept of the linear model, t; the precision parameter of the Gaussian spatial effect, k u ; and the inspector sensitivities, {β j } j . For the first two parameters, we used a diffuse Gaussian, N(0, σ −2 = 1e−8), prior and a diffuse exponential, exp(λ = 1e−4), prior. Our estimates of the presence absence values are dependent on the specification of the inspector sensitivity priors. The sensitivity of our analysis to this prior is displayed in Table 4 . Cross-sectional pre-and post-treatment data from previous spraying campaigns showed that human inspectors are accurate roughly 76 percent of the time. After consulting local experts, we agreed upon the use of a beta, B(6.5, 2), prior for inspectors' sensitivities. We used a relatively weak beta, B (7, 3) , prior for the missingness probabilities to reflect the overall rate of missing households in the data (around 0.34). We found that the choice of prior made little change to the Monte Carlo estimates for the Mariano Melgar data.
We implemented the model using a Gibbs sampler, which is outlined in Appendix A, and estimated the posterior probability of infestation,P(y i = 1|z), for each of the households. Averaging these household level estimates by locality, we produced the locality-wide infestation estimates shown in Table 1 . With our informative prior for inspector sensitivity, we found that the locality estimates for two additional localities, 11 and 37, exceeded the 10 percent mark. We mapped the infestation estimates at the block level in Figure 4 in order to provide guidance on insecticide application in areas where blanket treatment (insecticide application to all participating households) is not warranted.
By introducing dependence between the missingness point pattern and the infestation, data is not missing at random. For the Mariano Melgar survey, we allowed this dependence to vary across localities. This model inferred that survey participation rates were higher for infested households compared to un-infested households, consistently across localities. Across almost all localities, we found that the estimated participation rates, displayed in Table 3 , were higher for infested households (with the exception of locality number 9). Because the model linked under-participation to lower infestation rates, it is likely that estimates of prevalence made under the MAR assumption would overestimate of the infestation. Figure 5 displays the posterior distributions of the least sensitive, the 10th, 20th, 30th, and most sensitive inspectors, ranked by posterior mean. While these posterior distributions vary from the prior, the group average of all the inspectors' posterior means was 0.75601, which was close to the prior mean of 0.7647. Similarly, when using B(1/2, 1/2) and B(1, 1) priors of mean 0.5 we found that the group averages were 0.5663 and 0.5507 respectively. While the overall levels of estimated infestation were sensitive to the prior, we found that the rankings of inspectors remained consistent across prior specifications, see Table 4 . This consistency suggests that there is information present in the data to identify the relative sensitivity of inspectors.
Model Comparison
We compared the Bernoulli inspection model in Section 3.3 to a more traditional regression model. We model the reported infestation outcome (binary), y, as,
where i denotes the location and j denotes the inspector. Because the outcome is usually taken as observed unambiguously, we make the comparison between the two approaches based on their infestation estimate for the missing households in the study. We treat the non-participating households, identically to the inspected households in the study, except for the fact that these households have a fixed inspector effect equal to zero (the effect of an average inspector with an effect equal to the prior mean). We used the same models described in 3 for the spatial effect, x, and the intercept, t. In contrast to Section 3.3, the inspector effect, β, is a continuous, unbounded variable. In practice, we placed diffuse, centered Gaussian priors on these parameters, unlike the beta priors used for the Bernoulli model.
For the Mariano Melgar study, the estimates for the non-participating households using this more traditional regression model were similar to the estimates produced by our model. The estimates are particularly similar between a more traditional approach and our model when households are assumed to participate at random, demonstrated in Table 1 . This similarity is expected as non-participating households are treated as locations to be interpolated and not used to inform the fit of the model. However, the traditional regression approach does not estimate the negative households probability to be false negative depending on their inspector. Displayed above are the total number of households, number of positively identified households for infestations, number of non-participating households, and average probability of infestation by locality. We used these estimates to identify two additional at-risk localities: 11 and 37 that were later treated with insecticide in the Spring of 2011. By introducing dependence between the missingness point pattern and the infestation, we move to a more realistic setting, where data is no longer missing at random. For the Mariano Melgar survye, we allowed this dependence to vary across localities. This model inferred that the participation rates for the survey were higher for infested households compared to un-infested households, consistently across localities. Different prior specifications for the sensitivity parameters produce different estimates of each inspector's sensitivity when analyzing the Mariano Melgar survey. However, when ranking inspectors based on their estimated sensitivity using these priors, we found that the rankings were fairly consistent.
Simulation Study: Household Assignments & Confounding
Confounding, in the context of this study, is the systemic correlation across households between the risk of infestation and the surveillance error of the surveying inspector. Such confounding may potentially bias estimates of inspector sensitivity and infestation in our model. Confounding may be avoided if inspectors were randomly assigned to locations. However, randomized assignment is difficult to implement in practice as it is costly for each inspector to inspect geographically dispersed locations. Inspectors in Mariano Melgar were not randomly assigned to locations; instead, the locations inspected by an inspector tended to be geographically aggregated, see Figure 2 . Barring careful assignment of inspectors, it is difficult to ascertain if or to what degree a particular study is affected by confounding. We conduct a simulation study to understand how the inspector assignment in Mariano Melgar affects the estimation of the infestation and inspector sensitivities by comparison to estimation when inspectors are randomly assigned.
Infestation Estimates by Block (MNAR) Infestation Estimates by Block (MAR)
Latitude Longitude Probability of Infestation Figure 4 : Map of the estimated prevalence of infestation across the city blocks of Mariano Melgar, Arequipa, Peru, prior to insecticide treatment in 2011. The top map displays the estimated infestation prevalence of each household averaged by city block, when survey participation was assumed to be missing at random (MAR). The bottom map displays the estimates produced by our model under the assumption that data was missing not at random (MNAR). 
Methodology
Forty inspectors collected the data in the Mariano Melgar survey, each assigned to a set of households in the survey. To create a randomized assignment, we simulate data using the same number of inspectors and totals of households inspected by each inspector, but select uniformly at random the locations of each inspector's assigned households. The interest of these simulations is the relationship between the spatial distribution of inspectors and our ability to accurately infer the infestation. For these simulations, we do not simulate the missing data point pattern using the model described in Section 3.2 for simplicity. We simulate a mock infestation using the posterior for true presence, y, from the survey data. To simplify the effect of prior specification, we simulate all inspector sensitivities from a common B(6.5, 2) prior. We then generate two distinct data sets for the observed infestation using the Mariano Melgar survey assignment and the randomized assignment. Finally, we estimate for each data set the household level infestation probability and the inspector sensitivity using the Gibbs sampler (see Appendix A).
Factors Influencing Estimation Performance
In addition to the effect of the inspector assignments, we are also interested in the effect of inspector sensitivity priors and inspector sensitivity models on the performance of our estimation. As a gold standard, usage of the B(6.5, 2) generating prior should result in the lowest estimation error. We contrast the usage of this prior with the usage of the uniform B(1, 1) prior and the centered B(5, 5) prior. Results using the B(1, 1) demonstrate how effectively the inspector sensitivities may be learned from the data. Usage of the B(5, 5) prior provides insight into the sensitivity of our model to a strongly misspecified prior.
Estimators & Measures
Each round of the simulation produces a simulated observed presence-absence, z Sim , given the inspector assignment. For each simulated data set, we then estimate the infestation and inspector accuracies for every combination of prior and model factors previously detailed.
The estimate for the infestation is the posterior probability of infestation for each household. The measure of accuracy for the infestation estimates is the squared distance between the simulated infestation data, y Sim and its estimate,ŷ. As the former is a binary outcome and the latter is a probability forecast, the root-squared distance, y Sim −ŷ 2 , is the Brier score, [26] . For the inspector sensitivities, the estimate is the posterior expectationβ. We again use the squared distance between this estimate and the generating parameter, β −β Sim 2 , to measure the accuracy of our inspector sensitivity estimates.
Results of the simulation studies
The results of the fifty-run simulation study are summarized for infestation estimation in Tables 5 and inspector sensitivity estimation in Table 6 . For every choice of prior, we attained better estimation of the infestation when inspectors were randomly assigned to households compared to when inspectors followed the Mariano Melgar survey assignment and missingness was ignored. However, the differences in Brier score between assignment type were significant but not extreme. In the worst case, when a B(5, 5) prior is placed on the inspector sensitivities, we found that the mean Brier score was only 1.3% larger for the Mariano Melgar assignment compared to randomized assignments. The randomized assignment of inspectors is well-guarded against confounding, where the assignment of inspectors to households is highly spatially correlated, but the performance of our model under the survey assignments was not significantly worse. These results demonstrate that the inspector assignment used to conduct the Mariano Melgar survey is not prone to excessive confounding error and lend credence to our findings in Section 4.
These simulations also affirm the sensitivity of the surveillance error estimation to prior specification. For the actual survey assignment of inspectors, the mean estimation error for the inspector sensitivities using the misspecified B(5, 5) prior was 79% larger than the mean using the correct B(6.5, 2) prior. Similarly, the mean estimation error using the weak B(1, 1) prior was 14% larger than the mean error using the B(6.5, 2) prior.
We conclude based on the significance of these results that there is insufficient information in the data to infer the absolute sensitivities of inspectors. Nevertheless, the consistency across priors of the rankings of inspector sensitivities in the Mariano Melgar survey (Table 4) suggests that the relative sensitivities of the inspectors may be learned from the presence-absence data, even in the absence of reliable prior information. The mean and standard deviation across simulations of the squared norm difference between our estimates of the inspector sensitivities and the generating inspector sensitivity parameters.
Discussion
We proposed a spatial model to analyze spatially-clustered presence-absence data that quantifies the amount of under-reporting and account for data missing not at random. The model allows us to capture the heterogeneity of the surveillance error across the individuals collecting the data. Applying our model to surveys for the presence of T. infestans in the district of Mariano Melgar in Arequipa, Peru, we identified two additional at-risk localities for treatment. Applying a simpler model, not accounting for the difference in participation between infested and non-infested households we found four additional at risk localities for treatment.
The willingness of infested households to participate affirm the Ministry's local community outreach efforts and the willingness of communities severely affected by triatominae infestations to cooperate. We have identified these locality-level differences in participation previously in [27] . The Ministry of Health based its treatment decisions on estimates produced under the MAR assumption. Because we found a link between under-participation and lower rates of infestation, it is likely that these estimates were an overestimate of prevalence as evidenced by the estimates from our more complete MNAR model. Because of the strong entomological risk of re-infestation in triatominae insects, overestimates of prevalence may be of value to safeguard against the risk of re-infestation. However, because of the additional strain on public resources, these distinctions and assumptions should be clearly outlined to policymakers.
On simulated data, we showed that a hypothetical randomized assignment of inspectors only marginally improved the estimation of the infestation and inspector sensitivities. This similarity suggests that the assignment used to conduct the Mariano Melgar survey is not seriously susceptible to confounding issues in spite of some spatial correlation. We found our model to produce similar interpolation of the risk of infestation in non-participating households than a more traditional regression model. Because we model the effect of surveillance error using an external Bernoulli random variable to the linear infestation risk, we believe the value of our model is that it is more easily interpreted. In our model, the true unobservable phenomenon of interest is modelled separately from the observed data. Policy decisions can then be made on this distinct quantity and false-negative probability is explicitely estimated.
Related work was done in the context of sociological surveys in [28] , where researchers incorporated the covariates of the interviewers conducting the survey to help explain the variation in the data. These authors found that questionnaires conducted regarding perception of social disorder in urban neighbourhoods were consistent across various interviewers. In this study, we found that posterior distributions of inspector detection abilities to depart strongly from the prior distribution. Although the overall posterior probability of detection was dependent on the particular prior specification, we found the rankings of inspector abilities to be consistent across a variety of prior distributions.
There are limitations to this study. First, despite accounting for the influence of the infestation on the participation and variations in participations between localities, we may be overlooking other covariates, which may also be key in mitigating the confounding. In our previous work, [24] we found the importance of covariates such as livestock and household building materials to be limited compared to the effect of the spatial correlation. In addition, our model for the spatial effect, Equation (3), is based heavily on thresholding squared distance and does not have an easily interpretable covariance [29] .
Individual surveillance error models are useful for incorporating inspectorto-household labelling data in presence-absence estimates. The model proposed here not only quantifies the amount of under-reporting in survey data, but allows for the relative estimation of inspector quality. The infestation maps are produced efficiently at a fine resolution and account for non-participating households even missing non at random, which gives insight into the distribution of residual infestation post treatment.
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A Gibbs Sampler
We now outline the Gibbs sampler for implementing the model. Using the parameter expansion popularized in [30] for the probit link, the closed forms for all of the conditional distributions are known and in the form of common distributions. Modifications can be made for the logistic link by following [31] . The parameter expansion for the binary outcome y is implemented by introducing the continuous variable y 0 . y 0 = u + t + (8)
where u is the conditionally auto-regressive model with precision N(0, k u Λ), t is the intercept, and is the standard Gaussian. If the prior on t is given by N(µ, τ ), where again τ is the precision, the prior on k u is given by Γ(k, θ), where k and θ represent the scale and shape parameters, and the prior on each element of β is B(a, b). The conditional distributions for the model parameters are then given by the following: The Mariano Melgar analysis was performed in R on an Intel Core i7 processor clocked at 2.8 GHz, where one thousand iterations of the Markov chain were performed in 299.77 seconds. The size of the precision matrix in this work was 12,050-by-12,050 with 0.18% sparsity. We found convergence to be consistent irrespective of the starting point. We found the slowest mixing and most autocorrelated variable in the chain to be k u , due to the strong dependence between u and k u in the sampling scheme used. Based on the samples of k u produced by the chain, we recommend discarding the first 10,000 samples as burn-in. After burn-in, we recommend thinning the samples and retaining only every tenth sample.
