Configuration management by Jacobsen, B & Johnson, D












The size and complexity of software projects in high energy physics has been
increasing, resulting in increasing need for techniques to manage the software
produced. Configuration management tools and techniques that can help with




Configuration management, as implemented through a software release process, is the heartbeat of a
large software development project. It provides the consistency and focus that is needed to keep such a
project on track, developing usable software. 
In this note, the second section starts by characterizing the problems encountered while building
large software systems. The third section surveys existing practices both in high energy physics, and
outside. The fourth section describes a particular set of procedures and tools used by the BaBar
collaboration to do configuration management.
 
2. MANAGING DEVELOPMENT OF LARGE SYSTEMS
 
The conventional wisdom is that large software development projects are difficult to control[1][2][3].
There are a number of factors that contribute to this:
1 Big projects have lots of code.
The current generation of general purpose high energy physics experiments depends heavily on
software for the operation of the detector and analysis of the data. It is no longer unusual for the on-
line or off-line system of such a detector to have over a million lines of software in operation.
2 Big projects have lots of changes.
Particularly during the development phase, the source code of the project is continually changing.
The software for a large experiment might be developed over two or three years, which means that
on average at least 5% of code changes every month. Due to updates, rework, migrations, temporary
test scaffolding, etc., the observed change rate is often much higher than this. It is very important
that none of these changes gets lost, and that all concerned are working with consistent copies of the
code.
3 Big projects involve lots of people, and are often geographically distributed.
Almost all high energy physicists have some involvement with software. Some work primarily on
software, and some encounter it only peripherally in the course of an analysis project. In a large
collaboration, its common for hundreds of people from fifty or more locations to be contributing to
the development effort. Arranging for these efforts to add constructively, instead of interfere
destructively, is clearly important.
4 Big projects are hard to understand.
In spite of everyone’s best efforts, no system design is perfect and complete. As the size of the
system grows, so does the number of interfaces that must be specified, the number of users of each
 interface, and the number of unforeseen special cases that a typical interface must satisfy. In effect,
the complexity of the system grows much faster than its size, and usually much faster than its
capabilities. It is often very difficult to tell what software will be effected by a change, or whether
two given pieces will successfully interact.
“Configuration management” refers to the activities necessary to control the actual products of the
development effort, including source code and the resulting libraries and programs. One specific
definition is:
 
“The purpose of Software Configuration Management (SCM) is to establish
and maintain the integrity of the products of the software project throughout
the project’s software life cycle. Software Configuration Management
involves identifying the configuration of the software (i.e., selected software
work products and their descriptions) at given points in time, systematically
controlling changes to the configuration, and maintaining the integrity and
traceability of the configuration throughout the software life cycle.”
 
[4]
At first glance, most of these problems appear to be addressable at the level of source code. For
example, if two developers can agree that they each have an identical set of source code for the entire
project, they can then usefully discuss changes that they want to make cooperatively. A sufficiently
powerful “source control system” should make this possible. 
Unfortunately, this is not enough. It is also necessary that each of the developers can build an
equivalent system from their copy of the code. Without that, it is not possible for them to work
cooperatively on parts of the project, and it will be very difficult to merge their efforts into a single
working system. In other words, the procedures and tools for building the actual system from the source
must also be managed if people are to be able to work effectively together.
Further, it is difficult to control large projects at the level of the source code. It is not practical to
give each developer a complete copy of the source code; nobody wants to compile all that for
themselves! Operating systems provide libraries to get around this, with the assumption that once
created, a library can be used by many people. Sets of libraries, along with consistent header files and
documentation, are often called “releases”. Unfortunately, most operating systems do not provide
facilities for version control of libraries, determining which source generated the library, and ensuring
that compatible header files are used with the library. All of those must be provided by a separate
“release control system”.
Finally, it is often difficult to tell whether the software project as a whole is progressing. There is
much anecdotal evidence for projects that stayed “90% complete” for months or years, and then finally
failed. Many of these are blamed on problems with integration; the vast bulk of the code had been
written in parallel, and it turned out to be impossible to connect those pieces so as to have them work
together. One effective technique for addressing this is “cyclical development”, where partially-
functioning versions of the system are repeatedly built and used as development proceeds. Perhaps the
limiting case of this is the “nightly build”, where the entire set of changes are integrated and tested
every 24 hours. A system for identifying the correct contents of such system builds, coupled with a
means of effectively testing it, is a vital tool for development projects of duration longer than the
average physicist’s attention span.
 
“Study it forever and you'll still wonder. Fly it once and you'll know.”
 
 




This section is a brief survey of some existing configuration management systems in use by the high
energy physics community, followed by a longer discussion of the recommendations of the Capability
Maturity Model.
 
3.1 Systems Traditionally Used in High Energy Physics
 
There are a number of source control systems long in use in high energy physics[5]. On VAX
computers, perhaps the most popular ones are “CMS” and “CMZ”. “Historian”, “Revision Control
 System” (RCS) and home-brewed systems are also used. Most of these control the contents of
individual files or directories, and allow the user to label specific versions of the contents with “tags”.
For example, the tag “V01” might refer to a specific set of contents of a file, with “V02” referring to a
later version. This ability to label file contents is most useful when it can be applied to a large set of
files. It can then be used to express concepts like “Tag V23 refers to the source code for this
executable”; “The on-line system was built from tag V84”, etc. Before changes are made, a file or
directory must typically be “reserved”, providing an exclusive lock for a single developer. Once the
changes have been made permanent, this lock can be released. This serialization can result in significant
interference between developers.
For traditional FORTRAN systems, only minor infrastructure has been needed to ensure
consistent executables are built from the source. Typically, experiments would develop small scripts to
handle the compilation and linking of the entire set of code. As more use is made of C-type languages,
particularly C++, this has become somewhat problematic. This family of languages uses large numbers
of “header files” to declare interfaces to classes and functions in libraries; these must be consistent with
the actual library contents to avoid subtle and hideous errors. To handle this and to ensure that
everything necessary is recompiled after a source change, many experiments have adopted the Unix
“make” utility, along with providing a set of the necessary “makefiles” to control it. “make” uses
knowledge of which compilation units depend on which source files, so that it can recompile anything
that might have changed. Coding the needed rules to configure this is difficult, however, and there are
only limited debugging facilities available.
Many experiments address the need for a release system by providing a human being with the
title of “Librarian”. The librarian does the creation of libraries and executables, perhaps with the help of
some automation, then installs them into publicly available locations. In some systems, such as the
CERNLIB libraries, several copies are kept to allow a user to specify whether to use the
“development”, “production” or “old” one. Typically only a few are available, and the migration of
them is entirely beyond the control of the individual user. Tools like UPS and UPD from Fermilab can
help with setup and distribution, but the workload of the librarian tends to be large. Because the human
librarian is almost always overloaded, it is generally not possible to build and test a complete copy of
the software very often, which results in the inevitable integration being generally quite difficult. 
 
3.2 The Capability Maturity Model
 
The Software Evolution track[6] of this CERN School of Computing is based on a specific framework:
The Capability Maturity Model (CMM)[4]. It has been developed by the Software Engineering Institute
at the Carnegie Mellon University. Based on the most effective groups observed in industry and
academia, their is a significant amount of empirical study underlying the CMM. It is gaining wide
respect within the software community. The CMM does not address itself to particular tools or
technologies; rather, it provides a framework for evaluating particular technical choices. In the specific
area of configuration management, the CMM points out four specific goals (Table 1). It is difficult to
argue with these.
 
Table 1. Goals of the CMM
 
1) Software configuration management activities are planned
2) Selected software work products are identified, controlled, and available
3) Changes to identified software work products are controlled
4) Affected groups and individuals are informed of the status and content of software 
baselines
 To reach these goals, the CMM recommends that a software project have a “commitment to perform”:
The project follows a written organizational policy for implementing
software configuration management (SCM).
It goes on to say that this typically specifies that:
 
– Responsibility for SCM for each project is explicitly assigned.
– SCM is implemented throughout the project’s life cycle.
– SCM is implemented for externally deliverable software products, designated internal
software work products, and designated support tools used inside the project.
– The project establish or have access to a repository for storing configuration items/units and
the associated SCM records.
 
Once that commitment is agreed to, the CMM proceeds to recommend ten specific activities to perform
(Table 2). It would be difficult to object to any of these; they all seem quite necessary on the face of it.
But the CMM does not provide any real guidance on how to actually carry these out, nor on the level of
detail needed in each of the activities; it is expected that each project will adapt these points to their
specific needs. 
Finally, to manage and improve the software configuration effort, the CMM recommends five particular
actions be taken under “measurement, analysis and verification” (Table 3). Again, these are generally
not controversial. The most common significant objection seems to be “we don’t have time or people to
do all these”, and that’s often true. But the authors of the CMM argue that most of the gain is from the
 
Table 2. CMM Activities to Perform
 
1) A SCM plan is prepared for each software project according to a documented 
procedure
2) A documented and approved SCM plan is used as the basis for performing the SCM 
activities
3) A configuration management library system is established as a repository for the 
software baselines
4) The software work products to be placed under configuration management are 
identified
5) Changes requests and problem reports for all configuration items/units are initiated, 
recorded, reviewed, approved, and tracked according to a documented procedure
6) Changes to baselines are controlled according to a documented procedure
7) Products from the software baseline library are created and their release is controlled 
according to a documented procedure
8) The status of configuration items/units is recorded according to a documented 
procedure
9) Standard reports documenting the SCM activities and the contents of the software 
baseline are developed and made available to affected groups and individuals
10) Software baseline audits are conducted according to a documented procedure
 first small amount of effort, and maintaining a consistent allocation of effort in this area, even if small,
is worthwhile.
The aim of the initial levels of the Capability Maturity Model is “repeatability”. They argue that it is
difficult, perhaps impossible, to improve the way that software is built until it is possible to reproduce
those methods. 




. A repeatable failure is still a failure. And systems
that are defined, perhaps after great effort, but then are not used by the developers are worthless.
 
“Producing a document like this also entails a risk. Some individuals will
always seek fixed formulas or checklists for evaluating organizations. When
organizations follow this checklist strategy, they often produce piles of
documents and mountains of paper to “prove” that their process is at some
prescribed level. Unfortunately, this approach invariably overlooks the
critical point: what people actually do. The software process concerns people
and their work and must be pragmatic and adjustable, or it will not be used.”
 
- from the CMM foreword
 
4. AN EXAMPLE OF CONFIGURATION MANAGEMENT IN HEP
 
The BaBar experiment, described in detail elsewhere[7], will start taking data in early 1999. It is
developing its off-line software primarily in C++, with a small mixture of FORTRAN and other
languages. With the BaBar off-line project, there are four major components to the adopted
configuration management solution[8][9]:
1 Establish responsibility:
The BaBar off-line code is divided into approximately 200 “packages”, each with a “package
coordinator” who is a specific individual who has agreed to the job. The coordinator of each package
is responsible for the contents of the package, in the sense that the coordinator must know the status
of the package, and must determine when a new version is ready for use by the collaboration. 
2 Control the integrity of the source code 
BaBar uses the “Concurrent Versioning System” (CVS)[10] to provide versioning and control of
source code. CVS is a publicly available source management system that does not require users to
obtain an exclusive lock on files before starting to modify them. This, along with other CVS
capabilities described later, makes it a much more manageable tool for a large project.
3 Drive the integration with “releases”
 
Table 3. CMM Measurement, Analysis and Verification
 
1) Measurements are made and used to determine the status of the SCM activities
2) The SCM activities are reviewed with senior management on a periodic basis
3) The SCM activities are reviewed with the project manager on both a periodic and 
event-driven basis
4) The SCM group periodically audits software baselines to verify that they conform to 
the documentation that defines them
5) The software quality assurance group reviews and/or audits the activities and work 
products for SCM and reports the results
 The BaBar collaboration has developed “software release tools” (SoftRelTools or SRT)[11] for
creating consistent releases of libraries and executables from specified versions of the source code
packages. These releases can then be distributed to remote sites, checked for integration problems,
used as a base for further development by individuals or groups, etc.
4 Make this the heartbeat of the project
On a regular basis, currently every two weeks, the entire BaBar off-line system is built as a new
release and lightly tested. This periodic integration and testing provides a basic timescale for
development efforts: developers can plan their work so as to get it included in a specific one of these
periodic releases. Due to the large number of packages changed during one of these development
intervals, and the size of the releases, it is important that the release process be sufficiently
automated.
The next four subsections describe each of those points in more detail.
 
4.1 Establish responsibility - Packages and Package Coordinators
 
Large projects need to be subdivided into reasonable-sized units. These then become the basic unit of
testing and release. Within the OO paradigm, these are often called “class categories”. Within BaBar,
these are called “packages”. 
The basic approach is simple: Find a person to take responsibility for each package, called the
package coordinator, and then build a support structure so that the package coordinators can
concentrate on developing their packages.[12]
The partitioning of the system into packages is important for many reasons. Some of these are
technical: to foster design independence, to allow implementation to proceed in phases, etc. Just as
important, however, are managerial issues. Package lines need to take into account organizational lines,
and the preferences of the people serving as package coordinators. For example, the software specific to
a particular hardware system’s simulation and reconstruction is the responsibility of the hardware
construction group, so the package boundaries need to reflect this. All of the following have been used
to decide where to separate BaBar code into distinct packages:
 
– Separating interfaces from implementations
– Separating persistent code (e.g. code associated with a particular database implementation)
from the corresponding transient packages
– Separating graphics code from the underlying computational classes
– Separating out code of common utility
– Separating code used in the reconstruction of real data from that used for simulating events,
from that used for analysis of the resulting data
– Separating algorithmic code from calibration and alignment code
– Separating code associated with different hardware systems
– Defining a set of code to be produced and maintained by a particular institution
– Inability of two developers to effectively collaborate
 
Over time, the set of packages evolves. Common code is identified within the system specific packages,
and migrated to new common packages. New general categories such as “geometry” or “calibration”
are introduced, and packages are generated to contain that type of code within the specific detector
hardware systems. Its important that the source management and release management structures of the
project make these migrations practical. BaBar does this through various technical procedures that
permit changes to be “flushed through the system” over the course of several biweekly releases.
The package coordinators have a critical role. Although they are generally the most active
developers of a particular package, they need not be. Rather, they are responsible for managing the
integration of their package within the overall software project. At the most detailed level, this means
 that they have to resolve problems that are found, either by fixing them directly or ensuring that
somebody else does. They are also responsible for the documentation updates, implementing any
changes needed by migrations of other code from package to package, for keeping test scaffolding up to
date, and for the other ongoing maintenance that’s needed to keep the package working during
development of the overall system. At the largest level, its the package coordinators responsibility to
plan out the long-term evolution of the package, including how it fits into the overall system and what
new capabilities will be added.
Currently, the BaBar off-line project contains about 200 packages, with 95 separate package
coordinators. Packages are typically 3,000 to 30,000 lines of code, with most around 2,000 to 4,000.
The largest are legacy FORTRAN packages; the smallest define abstract interface classes, without
associated procedural code. Approximately 40% of the packages are changed during the course of a two
week development cycle. There are generally two or three new off-line packages per cycle, typically
due to splitting an existing package into two to reduce dependencies.
To make this work, a significant amount of automation is used. There are web forms for creating
new packages, and for requesting that a specific version of a package be tested on each of the BaBar
supported computer architectures and compilers. Flexible tools have been developed for managing the
link lists and compilation dependencies. Automated documentation and indexing tools are being
deployed. 
 
4.2 Controlling the integrity of the source code - CVS
 
The CVS source code management system maintains a repository of text files, allowing users to check-
in and check-out specific versions of changed text, and provides a facility for tagging particular sets of
contents. Older versions of the files remain available forever, as the repository contains both the most
recent contents and enough change information to be able recreate any specific older set of contents.
The primary advantage of CVS over similar systems is it does not use exclusive checkouts to
manage concurrent development. More than one developer can have the same file checked out at the
same time. This is quite important in a large system where the source code is arranged in packages of a
finite size, as it is common for two developers to be working on different files in the same package.
Conflicts between updates from two different developers are rare in practice, and CVS provides a
comprehensive set of tools for detecting and handling them.
 
4.2.1 Examples of CVS usage
 
CVS is controlled by the single $CVSROOT environment variable:
setenv CVSROOT ~foo/repo
To get a copy of the most recent contents of a package Foo, the check-out command is used:
cvs checkout Foo
This is often referred to as the “HEAD” version of the package, as its considered to be at the head of the
development path. To get a copy of a specific older version (tag), such as V00-02-23, of a package Foo:
cvs checkout -r V00-02-23 Foo
These checkout commands produce fully editable Foo directories, etc. The user can then edit, compile,
link and test that software without worrying about changes that somebody else may make in the
repository. As development proceeds, however, somebody else may put changes to the package back
into the repository. If the user wants to see a list of which files have changed:
cvs -n update -A
The “-n” option to most CVS commands gives a summary of what actions the command would
otherwise take, but suppresses the actual execution of them. The update command will list files that
have changed in either the local copy or the repository, along with a single-letter flag that describes
what action will be taken. To actually update a directory to the most recent contents:
cvs update -A
This will merge any new changes in the repository into the users current working directory. It is also
possible to update to be consistent with a specific tagged version with the command
 cvs update -r <tag>
Note that any changes the user has made in the current directory will not be placed in the repository by
the update command; update only moves changes in one direction. Changes are placed in the repository
with the “commit” command:
cvs commit 
The commit command will prompt the user for a comment to be entered in a log file, and optionally to
be emailed to people who have registered their interest in changes to this package. The commit
command can also take many options, allowing the user to commit only one file at a time, control
processing of subdirectories, etc. The commit command can also fail. This is usually caused by CVS
being unable to get a lock on the repository; although the checkout procedure does not lock files while
they are being used by somebody (typically days or weeks), it is necessary for CVS to lock the
repository during the time a checkout or commit command is actually running (typically seconds) to
prevent repository contents from changing while they are being used. CVS will wait a short while to
attempt to get the lock and then quit with a notification to the user; a retry will often be successful. A
commit can also fail due to an unresolved conflict with the contents of the repository. This typically
happens when another user has already committed some changes to the package, and these have not
been merged into the current working directory with the “cvs update” command. CVS does the merging
and resolution of concurrent changes during the update, not during the commit.
To keep track of changes, CVS uses a specific “CVS” subdirectory within each checked-out
package. This contains files that CVS maintains; they should not be touched by the user. Within it, CVS
records which version numbers of each file the user has checked-out to the local working directory.
When its time to update a file, CVS compares the version originally checked-out to the current contents
of the working directory; this comparison will show any changes made by the user. CVS also compares
the version originally checked-out with the version to which its trying to update; this will show any
changes made to the repository since the checkout. If those two sets of changes do not overlap, which is
the usual case, they are considered to not conflict, and the second set of changes can be applied to the
working directory.
If the changes do overlap, a “conflict” has occurred. CVS cannot resolve this, as it requires some
human to understand the changes and merge them. CVS gives the user a message that this has occurred,






The user must take an editor and correct these. Often that’s as simple as recognizing that both changes
do the same function, and just selecting one. Sometimes both changes are needed, and the only decision
is which order to put them in. Occasionally, there is a real conflict which requires thought to correct. Its
rare for codevelopers to really conflict by changing the same line, because usually there’s only one
person working on a particular piece of functionality. The most likely cause of a real conflict is a
migration from one form of an interface to another, which can sometimes require sweeping through
large parts of the project changing the usage of the interface. If developers are working too far behind
the HEAD version, e.g. with code that is too far out of date, they will sometimes encounter conflicts as
these migrations are added to the HEAD. 
 
4.2.2 BaBar extensions and usage
 
BaBar uses a customized version of the CVS program to add additional logging and protect against the
misuse of certain options. As there is currently almost 3 million lines of text in the BaBar repository, it
is considered a critical resource and some effort is made to protect it with Andrew File System (AFS)
access control lists (ACLs) and backups.
 BaBar has also implemented an “expert list” for each package. People on these lists are notified
when the package is modified. The email notification contains which files were changed/added/deleted,
who did it, when, and the text of the comment they entered. Package coordinators use this facility to
stay abreast of changes to their packages. Other developers also find it useful to get advance notification
of changes to packages that their code depends on.
Note that any BaBar member is technically permitted to commit changes to any off-line software
package. When people encounter and track down a bug, they are encouraged to commit the fix for it
directly to the CVS repository, rather than describing that fix to the package coordinator. The vast
majority of commits of this type are correct and useful, and the effort saved by not having to work
through multiple people to make a minor change more than offsets the small amount of corrective effort
spent on bad changes. This relies heavily on the package coordinators, however, as they must stay
abreast when CVS notifies them of the changes being made to “their” packages.
During the summer of 1998, approximately a year before the turn-on of the BaBar detector, there
were about 450 commits to CVS during a typical month. As more than one file can be committed at a
time, this corresponded to about 700 files changed per month, about 15% of the repository.
Approximately a third of these modifications were modifications to existing code, with the rest being
new functionality of one type or another. Approximately half of the modifications have come from
computers remote to the Stanford Linear Accelerator Center, which hosts the repository. CVS has
generally functioned well for BaBar, and seems to be able to scale upward even from this level of
collaboration-wide usage. There are also a small number of people within BaBar who have created their
own, private repositories and use CVS to maintain a history of versions of their own private work. It is
remarkable that CVS can work well across this entire spectrum of uses.
 
4.3 Drive the integration with releases - SoftRelTools
 
A large project needs to keep people working from the same code base, so as not to allow too much
divergence. and keep the integration effort affordable. A plan like “Take the HEAD of CVS for
everything and compile it” does not address this, as “HEAD” changes over time. Putting a single tag on
every file in the CVS repository would provide consistency, but would also require an unrealistically
large amount of communication and coordination to among the complete set of package coordinators,





A release system is meant to reduce this load by spreading the communication out to the package
coordinators. Each package coordinator makes a determination of the specific version of their
package(s) that will be included when the next release is built. This may involve coordination with the
package coordinators of a few other packages, due to inter-package dependencies, but at least not every
package coordinator has to know the most recent changes to every package. The entire release is then
built from this set of specified versions, and tested to make sure no problems have crept in due to
misunderstandings on the part of the package coordinators.
This system also serves to decouple when a change is committed to the repository, and when it is
used by the larger development community. A specific change to a file is not used by general developers
until it appears in a release, and that doesn’t happen until the relevant package coordinator has decided
that it is ready to be used. This decoupling permits developers to collaborate by working with the
contents of CVS, rather than forcing experimental code out into the entire collaboration. This is
particularly important during the parallel development phases of a project, during which it is necessary
to keep a (partially) working version of the system available at all times.
The release system is also meant to make development easier. To this end, it provides “test
releases”, in which a developer can check-out a few packages, modify them as needed, recompile,
relink and test. Packages that the developer need not modify, but that are needed for the executables
being tested, are taken unchanged from an underlying production release. Each developer can have as
many different test releases as desired, allowing separation of things that are being done on different
timescales or with different people. This also allows an individuals work to proceed independently from
the overall release schedule; so long as a specific production release remains disk-resident, it can be
 used as a base for test releases. Developers need not move their work forward every time a new
production release is created.
Finally, the release system has to allow simultaneous development on multiple machine
architectures, known as “platforms”. Over time, BaBar has supported nine different vendor’s
equipment, with up to five active at a single time. Currently only two are supported, but that is expected
to rise to four in the next year or so. The release system supports multiple platforms by separating the
source code, which is platform independent, from the libraries and binaries, which cannot be. AFS is
used extensively to allow a single file tree to be used from multiple different machine types, and a user
can issue the same “gmake all” command regardless of which supported machine is currently in use.
The BaBar release system, known as SoftRelTools (SRT), does all this through use of a specific
directory structure shown in the following figure. More detail is available elsewhere.
 
4.4 Make this the heartbeat of the project - The automated release system
 
To reduce uncertainty about integrating the complete software system, and to provide a common
direction to the overall development, its important that the entire system be built routinely. An
infrastructure for doing this has been created on top of the capabilities SoftRelTools provides for
building a single production release. It centers around a Release Coordinator, who is responsible for
regularly building complete releases of the system.
Note that the Release Coordinator does not decide which versions of specific packages will be
included in these releases; that is the role of the individual package coordinators. Rather, the Release
Coordinator creates and uses automated procedures to gather together the tags specified by the package
coordinators, build the resulting software system, and release it back to the package coordinators along
with digests of the error messages encountered during the build and test procedures.
The BaBar release cycle is currently two weeks. At any point, package coordinators can fill out a
web-based checklist to “announce” a new version of their packages. The checklist information is
recorded, and a comment is entered in a searchable list of package announcements. During most nights,




























Fig. 1   The SoftRelTools directory structure
 which ends by emailing any error messages encountered back to the relevant package coordinators. The
nightly build is not intended as a base for ongoing development, and the resulting libraries are not kept
around past the start of the next nightly build. Rather, it is meant to provide early warning of any
integration problems that might inadvertently result from a change to a package.
On alternate Tuesday evenings, a more permanent production build is made. This one is intended
to be a basis for development, and package coordinators are strongly encouraged to announce their new
versions enough days in advance that the Tuesday build is likely to compile and link cleanly. Our
Tuesday builds currently compile over 2 million lines of code, and link more than 140 test executables,
taking about 16 hours. Problems encountered in a Tuesday production build are meant to be addressed
in the Wednesday nightly, and an additional “production rebuild” is generally done on Thursdays
containing only specific corrections intended to get a clean result. This is then kept around for at least a
couple of months as a basis for ongoing development.
Note that, with some exceptions, this cycle runs regardless of whether some particular package is
ready or not. Development efforts that fall behind will miss inclusion in a particular Tuesday’s
production build, and will have to be included in a later one. The alternative, delaying these common
release builds until “everybody’s ready”, has been found to result in large overall delays. After all, some
part of a project is always late; if the parts that are on schedule at any given moment are forced to wait
for those that are behind schedule, pretty soon everything will be behind schedule.
A remarkable amount of automation and effort by the Release Coordinator is required to make
this work. The package coordinators need to have the system be foolproof and have minimal impact on
their effectiveness. Ideally, they spend a minute or so filling out a web form, and the next day will get
email showing the results of including their work in the complete software system. They also need web
pages that can show them the complete set of packages that have been announced since the last release,
allow them to easily locate the package coordinator for a particular package, and request test
compilation and links in between the nightly builds. The underlying mechanisms of the build system
are necessarily spread across multiple computers of different types, and susceptible to the usual
vagaries of network outages, disk errors and AFS token expirations. 
The release system also produces statistics for monitoring problem rates, and is interfaced to the
“Remedy” system BaBar uses for tracking problems. Planned future enhancements include adding




Managing the logistics of large software development projects has historically been difficult; we seem
to always bite off more than we can chew. The methodologies of the Capability Maturity Model, tools
such as CVS and SoftRelTools, and the techniques described here can help with this. They have been
tested in the BaBar off-line system, a project that has exceeded one million lines of code, and have been
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