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ABSTRACT
This is the first of a pair of papers which address the problem of measuring the unred-
shifted power spectrum in optimal fashion from a survey of galaxies, with arbitrary
geometry, for Gaussian or non-Gaussian fluctuations, in real or redshift space. In this
first paper, that pair weighting is derived which formally minimizes the expected vari-
ance of the unredshifted power spectrum windowed over some arbitrary kernel. The
inverse of the covariance matrix of minimum variance estimators of windowed power
spectra is the Fisher information matrix, which plays a central role in establishing
optimal estimators. Actually computing the minimum variance pair window and the
Fisher matrix in a real survey still presents a formidable numerical problem, so here
a perturbation series solution is developed. The properties of the Fisher matrix eval-
uated according to the approximate method suggested here are investigated in more
detail in the second paper.
Key words: cosmology: theory – large-scale structure of Universe
1 INTRODUCTION
The problem of measuring the power spectrum of fluctua-
tions in the Universe in optimal fashion has received some
attention recently (Vogeley & Szalay 1996; Tegmark, Taylor
& Heavens 1997; and references therein). Vogeley & Sza-
lay argue that the Karhunen-Loe`ve (KL) basis, the basis
of signal-to-noise eigenmodes of the survey covariance, pro-
vides the optimal basis for measuring the power spectrum.
Tegmark et al. give an elegant review of what constitutes op-
timal measurement of parameters, and discuss how to com-
press (reweight and truncate) a KL basis to tractable size
when dealing with large data sets such as the forthcoming
2df survey, or the Sloan Digital Sky Survey.
Tegmark et al. emphasize the central role of the Fisher
information matrix, which is the matrix of second deriva-
tives of minus the log-likelihood function with respect to
the parameters, and whose inverse gives an estimate of the
covariance matrix of the parameters. Tegmark et al. con-
clude, in the final sentence of their §4, that “In general, it
does not seem tractable to devise a data-weighting scheme
which optimizes the Fisher matrix directly”. A principal aim
of the present paper is to demonstrate that the problem is
after all tractable, albeit in an approximation, for the case
where the parameter set to be measured is the unredshifted
power spectrum of galaxies. The paper which follows this
one (Hamilton 1997, hereafter Paper 2) investigates in more
detail the properties of the approximate Fisher matrix com-
puted according to the procedure described in the present
paper.
I suppose that one has at hand a galaxy survey, in real
or redshift space, in which the observed galaxy density at
position r is N(r), and the selection function, the expected
density of galaxies at r, is a function Φ(r) which is known or
can be measured with negligible uncertainty. The observed
overdensity δ(r) at r is then defined to be
δ(r) ≡
N(r)−Φ(r)
Φ(r)
. (1)
The overdensity δ here is taken to be defined in real (unred-
shifted) space, but it is shown in §4 how the results gener-
alize to the case of linear distortions in redshift space.
The basic problem considered in this paper is to esti-
mate the true unredshifted galaxy covariance function ξ =
〈δδ〉 from the data in real or redshift space. The true covari-
ance ξ of galaxies in the Universe differs from the observed
covariance because of noise and because of finiteness of the
sample. In the real representation the true unredshifted co-
variance function is the correlation function ξ(r), which on
the assumption of statistical homogeneity and isotropy is a
function of scalar separation r, while in the Fourier repre-
sentation it is the power spectrum ξ(k), a function of scalar
wavenumber k
ξ(k) =
∫
eik.rξ(r) d3r =
∫ ∞
0
j0(kr)ξ(r) 4πr
2dr (2)
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where j0(x) = sin(x)/x is a spherical Bessel function. I ad-
here throughout this paper to what has become the stan-
dard convention in cosmology for defining Fourier trans-
forms, notwithstanding the extraneous factors of 2π which
result.
I start by considering, in §2, the power spectrum ξ(k)
windowed over some arbitrary prescribed kernel G(k),
ξ˜ ≡
∫
G(k)ξ(k) 4πk2dk/(2π)3 . (3)
The windowed power spectrum ξ˜ can be estimated by an
estimator ξˆ (the hat distinguishing the estimator from the
true value ξ˜) which is quadratic in observed overdensities δ:
ξˆ =
∫
W (ri, rj)δ(ri)δ(rj) d
3rid
3rj . (4)
Section 2 derives an expression, equation (39), for that pair
weighting W ij of overdensities δiδj which formally mini-
mizes the expected variance amongst quadratic estimators
ξˆ of the windowed power spectrum ξ˜.
The inverse Tαβ of the expected covariance 〈∆ξˆα∆ξˆβ〉
between minimum variance estimators of the power spec-
trum is the Fisher information matrix for the power spec-
trum, as discussed in §3. In effect, the Fisher matrix defines
the maximum amount of information that can be extracted
about the power spectrum from a given survey, and is there-
fore a fundamental quantity in designing optimal procedures
for measuring the power spectrum. Paper 2 shows how the
Fisher matrix can be used to construct a complete set of
positive kernels yielding a complete statistically orthogonal
set of windowed power spectra.
Actually evaluating the Fisher matrix Tαβ still presents
a formidable problem, involving inversion of the covariance
〈∆Cij∆Ckl〉 of the survey covariance (eq. [9] below), which
is a rank 4 matrix of 3-dimensional quantities. A solution
to the problem is proposed in §§5 and 6. In §5, it is shown
that for Gaussian fluctuations, in the classical limit where
the wavelength is short compared to the scale of the survey,
the minimum variance pair window goes over to that derived
by Feldman, Kaiser & Peacock (1994, hereafter FKP). The
problem of generalizing the FKP pair window to the non-
Gaussian case is addressed in §5.2, but unfortunately I have
been unable to find an elegant way to implement such a gen-
eralization. In §6, a perturbation series solution of the Fisher
matrix is developed, starting from the classical FKP solution
in the Gaussian case. A perturbation solution exists also in
the non-Gaussian case, §6.2, but the lack of a simple non-
Gaussian generalization of the classical FKP window makes
the choice of zeroth order solution here less clear. Paper 2
evaluates the Fisher matrix assuming Gaussian fluctuations
and the zeroth order FKP approximation.
Section 7 offers advice on implementing an approximate
minimum variance pair weighting. Section 8 summarizes the
conclusions.
2 MINIMUM VARIANCE WEIGHTING
2.1 Prior
To derive minimum variance measures, it is necessary to
make prior assumptions about the origin of the variance in
a survey. Such prior assumptions can be regarded as pri-
ors in Bayesian model testing, or alternatively as reasonable
guesses which in practice may yield near minimum variance
estimates.
In the first place, I assume that the expectation value
of the (unredshifted) survey covariance is the sum of the
cosmic covariance ξ and a Poisson sampling term
C(ri, rj) ≡ 〈δ(ri)δ(rj)〉 = ξ(rij) + δD(rij)Φ(ri)
−1 (5)
where rij ≡ |rij | and rij ≡ ri−rj , and δD denotes a Dirac-
delta function. This assumption implies in particular that
the (unredshifted) survey covariance C(ri, rj) at any pair
of non-coincident points ri 6= rj provides an estimate of the
cosmic covariance ξ(rij)
C(ri, rj)ri 6=rj = ξ(rij) . (6)
Secondly, I suppose that the expected covari-
ance 〈∆Cij∆Ckl〉 of the survey covariance function Cij is
a specified function. Under the same assumption that it is a
sum of cosmic and Poisson sampling terms, the covariance
〈∆Cij∆Ckl〉 takes the general form
〈∆Cij∆Ckl〉 = CikCjl + CilCjk +Hijkl (7)
where Hijkl is the expected 4-point correlation function of
the survey, which is a sum of the cosmic 4-point function
ηijkl plus Poisson sampling terms where any two or more of
the points ijkl coincide,
Hijkl = ηijkl +
[
δD(rij)ζiklΦ
−1
i + cyc.
]
(6 terms)
+
[
δD(rij)δD(rkl)ξikΦ
−1
i Φ
−1
k + cyc.
]
(3 terms)
+
[
δD(rij)δD(rik)ξilΦ
−1
i + cyc.
]
(4 terms)
+ δD(rij)δD(rik)δD(ril)Φ
−1
i (1 term) (8)
with ζijk the 3-point function. In estimating the cosmic co-
variance ξ(rij) from the survey covariance C(ri, rj), it is
necessary to omit (or subtract off) the Poisson noise term
where i = j, as in equation (6). The covariance of the survey
covariance with these Poisson terms removed is given by
〈∆Cij∆Ckl〉
i6=j
k 6=l
= CikCjl +CilCjk +Hijkl (9)
where the 4-point functionHijkl includes only those Poission
sampling terms where i or j = k or l, not those where i = j
or k = l,
Hijkl = ηijkl +
[
δD(rik)ζijlΦ
−1
i + (i↔ j, k ↔ l)
]
(4 terms)
+
[
δD(rik)δD(rjl)ξijΦ
−1
i Φ
−1
j + (k ↔ l)
]
(2 terms) .
(10)
In the particular case of Gaussian fluctuations, the 4-
point function Hijkl (and likewise Hijkl) vanishes, in which
case the covariance of the survey covariance reduces to
〈∆Cij∆Ckl〉 = CikCjl + CilCjk . (11)
Although the results of this paper are not confined to the
Gaussian case, the combination of poor knowledge of the
4-point function, the additional complication of the non-
Gaussian case, and the expectation that fluctuations may
well be Gaussian on linear scales, means that the Gaussian
hypothesis is a natural first choice for model testing, at least
on sufficiently large scales.
c© 0000 RAS, MNRAS 000, 000–000
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2.2 Notation
Henceforward, it is convenient to adopt an abbreviated no-
tation in which Latin indices ij denote pairs of volume ele-
ments at positions ri and rj in a survey, while Greek indices
α denote pair separations rα. Introduce the convention that
replacing a pair index ij on a vector or matrix by a separa-
tion index α means sum over all pairs ij separated by rα in
the survey. Thus, in the real space representation,
Wα ≡
∫
W ijδD(|ri − rj | − rα) d
3rid
3rj (12)
and similarly for matrices with more indices. Normalizing
the Dirac delta-function in equation (12) on a 3-dimensional
scale so that
∫
δD(rij − rα)4πr
2
αdrα =
∫
δD(rij − rα)
4πr2ijdrij = 1 ensures the usual interpretation of, for ex-
ample, Gαξα =
∫
G(r)ξ(r)4πr2dr (see equation [26]) in the
real space representation.
To exhibit the derivation of the minimum variance pair
weighting in as general a form as possible, it is useful to bor-
row ideas from quantum mechanics, and to treat all quanti-
ties, such as the covariance function ξα, or the pair weight-
ing W ij, as vectors in a Hilbert space. Such vectors have a
meaning independent of the particular basis with respect to
which they might be expressed. For example, the covariance
function is the correlation function ξ(r) in the real space rep-
resentation, or the power spectrum ξ(k) in the Fourier repre-
sentation, but from a Hilbert space point of view these quan-
tities are the same vector, and in this paper I use the same
symbol ξ to denote them both. (It would be nice to adopt
the Dirac bra-ket notation, but unfortunately this leads to
confusion with ensemble averages.)
To be explicit, suppose that ψα(r) constitute some ar-
bitrary complete set of orthonormal separation functions,
labelled by separation index α. Then the covariance func-
tion ξα in the ψ-representation is related to ξ(r) in the real
space representation by
ξα =
∫
ψα(r)ξ(r) 4πr
2dr , (13)
ξ(r) = ξαψ
α(r) . (14)
The summation convention for repeated indices is adopted
in (14) and hereafter. The raised index on ψα denotes the
Hermitian conjugate of ψα; one of a pair of repeated indices
is always raised, the other lowered. The orthonormality con-
ditions on ψα are∫
ψα(r)ψβ(r) 4πr
2dr = δDαβ (15)
where δDαβ denotes the unit matrix in ψ-space (the sub-
script D is retained to distinguish the unit matrix δD from
the overdensity δ; for discrete representations, δD should be
interpreted as a Kronecker delta rather than a Dirac delta-
function); and
ψα(r1)ψα(r2) = δD(r12) . (16)
Similarly, suppose that φij(r1, r2) constitute some arbitrary
complete orthonormal set of pair functions, which by pair
exchange symmetry may be taken to be symmetric in i↔ j
and r1 ↔ r2 without loss of generality. Then a pair function
W ij in the φ-representation is related to W (r1, r2) in the
real space representation by
W ij =
∫
φij(r1, r2)W (r1, r2) d
3r1d
3r2 (17)
W (r1, r2) = W
ijφij(r1, r2) . (18)
Define the symbol Sym to symmetrize over its underscripts,
as in
Sym
(ij)
Cij ≡ (Cij + Cji)/2 . (19)
The orthonormality conditions on the pair functions φij are∫
φij(r1, r2)φkl(r1, r2) d
3r1d
3r2 = Sym
(kl)
δDikδDjl (20)
where Sym(kl)δDikδDjl is the unit matrix in φ-space, and
φij(r1, r2)φij(r3, r4) = Sym
(34)
δD(r13)δD(r24) (21)
where again Sym(34)δD(r13)δD(r24) is the unit matrix for
pairs in the real representation.
In the real space representation, the basis of or-
thonormal separation functions is the set of delta-functions
in real space, ψα(r) = δD(r−rα), and summation over
α signifies integration over 4πr2αdrα. The basis of pair
functions in the real representation is similarly the set
of pairs of delta-functions in real space, φij(r1, r2) =
Sym(ij)δD(r1−ri)δD(r2−rj), and summation over ij sig-
nifies integration over d3rid
3rj . In the real space representa-
tion, the Hermitian conjugate of a real-valued function is of
course itself.
In the Fourier representation, the orthonormal sep-
aration functions are ψα(r) = j0(kαr) (compare
eq. [2]), and summation over α signifies integration over
4πk2αdkα/(2π)
3. The orthonormal pair functions are expo-
nentials φij(r1, r2) = Sym(ij)e
iki.r1+ikj .r2 , and summation
over ij signifies integration over d3kid
3kj/(2π)
6. In Fourier
space, raising an index i, which means take the Hermi-
tian conjugate with respect to ki, is equivalent to replacing
ki → −ki, for functions which are real-valued in their real
space representation, as is true for all functions considered
in this paper.
Let Dαij denote the delta-function δD(|ri − rj | − rα)
in a general representation. Explicitly, with respect to arbi-
trary orthonormal bases ψα(r) of separation functions and
φij(r1, r2) of pair functions, the matrix D
α
ij is
Dαij =
∫
δD(r12 − r)ψ
α(r)φij(r1, r2) 4πr
2dr d3r1d
3r2
=
∫
φij(r1, r2)ψ
α(r12) d
3r1d
3r2 . (22)
Then in general the convention (12) of replacing a pair index
ij with a separation index α is equivalent to contracting with
the matrix Dαij
Wα ≡ DαijW
ij . (23)
As already indicated above, in the real space representation
Dαij is
Dαij = δD(|ri − rj | − rα) . (24)
In the Fourier representation Dαij is
Dαij = (2π)
6δD(ki + kj)δD(ki − kα) . (25)
c© 0000 RAS, MNRAS 000, 000–000
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The second delta-function in equation (25) is normalized so∫
δD(ki− kα)4πk
2
αdkα = 1. Thus in Fourier space, if W
ij =
W (−ki,−kj), then W
α =
∫
W (−kαn, kαn)do/(4π), where
the integral over solid angle do is over all unit directions n.
2.3 Minimum variance pair weighting
Consider the problem of measuring the power spectrum ξα
windowed over some arbitrary kernel function Gα
ξ˜ ≡ Gαξα . (26)
Equation (26) is equation (3) in abbreviated, representation-
independent form. The windowed power spectrum ξ˜ can be
estimated by an estimator ξˆ which is a weighted sum over
pairs δiδj of overdensities in the survey
ξˆ = W ijδiδj (27)
where W ij is any a priori pair window constrained to satisfy
Wα = Gα (28)
and which vanishes along the diagonal in real space
W (r, r) = 0 . (29)
Equation (27) is equation (4) in abbreviated, representation-
independent form. In equation (28), Wα ≡ DαijW
ij is the
representation-independent symbol for W ij integrated over
all pairs ij at separation α in the survey, in accordance with
the convention (23). The condition that the window W ij be
chosen a priori, independently of knowledge of the densities
δi (as is done below), ensures that the window will be un-
correlated with the density, and therefore that the estimator
ξˆ will be unbiassed.
The estimate ξˆ, equation (27), of ξ˜ is valid because it
is being assumed, equation (6), that the expectation value
〈δ(ri)δ(rj)〉 of overdensities in real space at points ri 6= rj is
equal to the cosmic variance ξ(rα) at separation |ri − rj | =
rα. The condition (29) that the pair window W (ri, rj) in
real space vanishes at ri = rj ensures that the Poisson noise
term in the survey covariance at ri = rj is excluded. Since
the estimator (27) is valid in the real space representation,
it follows immediately that it is valid in any representation.
Imposing the condition (29) that the pair window van-
ishes along the diagonal in real space,W (r, r) = 0, is equiva-
lent to excluding from the computation of W ijδiδj self-pairs
of galaxies, in which the pair consists of a galaxy and it-
self. Alternatively, it may be computationally convenient to
include the Poisson contribution to W ijδiδj , by including
self-pairs of galaxies, and to subtract the self-pair contri-
bution as a subsequent step. Such a subtraction is always
exact.
The minimum variance pair weighting is that which
minimizes the expected variance of the estimator (27),
〈∆ξˆ2〉 = W ijW kl〈∆Cij∆Ckl〉 , (30)
subject to the constraints (28) and (29). The condition (29)
on the pair window W ij can be discarded provided that the
covariance 〈∆Cij∆Ckl〉 used in equation (30) is taken to
be the covariance (9), in which the terms with ri = rj or
rk = rl present in the full covariance (7) are excluded. The
constraints (28) can be imposed by introducing Lagrange
multipliers λα, and by minimizing the function
W ijW kl〈∆Cij∆Ckl〉 − 2λα(W
α −Gα) (31)
with respect to the weights W ij and the multipliers λα.
Setting the partial derivatives of the function (31) with re-
spect to the multipliers λα equal to zero recovers the con-
straints (28), while setting the partial derivatives with re-
spect to the weights W kl equal to zero implies
W ij〈∆Cij∆Ckl〉 − λαD
α
kl = 0 . (32)
Equation (32) implies
W ij = T ijαλα (33)
where T ijkl is defined to be the inverse of the covariance
matrix 〈∆Cij∆Ckl〉,
T ijkl ≡ 〈∆C∆C〉−1ijkl (34)
[so that 〈∆Cij∆Cmn〉T
mnkl = Sym(kl)δ
k
Di δ
l
Dj ] and
T ijα ≡ T ijklDαkl (35)
is the integral of this matrix over all pairs kl separated by α,
in accordance with the convention (23). For Gaussian fluctu-
ations, equation (11), the inverse T ijkl takes the simplified
form
T ijkl =
1
2
Sym
(kl)
C−1ikC−1jl , (36)
but the analysis here is not restricted to the Gaussian case.
The Lagrange multipliers λα can be eliminated by sum-
ming equation (33) over pairs ij at fixed separation β (that
is, by applying the operator Dβij), and imposing the con-
straints (28):
W β = T βαλα = G
β , (37)
which shows λα = T
−1
αβ G
β. Here again Tαβ signifies T ijkl
integrated over all pairs ij separated by α, and all pairs kl
separated by β, according to the convention (23):
Tαβ ≡ DαijT
ijklDβkl , (38)
and T−1αβ denotes the inverse of T
αβ. Thus the minimum
variance pair weighting (33) is
W ij = T ijαT−1αβ G
β . (39)
Equation (39) gives that pair weightingW ij which min-
imizes the expected variance of the power spectrum win-
dowed over some arbitrary kernel G, equation (26), amongst
estimators (27) quadratic in the observed overdensities δ.
3 FISHER MATRIX
Consider the expected covariance between estimates ξˆ and
ξˆ′ of power spectra ξ˜ = Gαξα and ξ˜
′ = G′αξα windowed
through kernels Gα and G′α. If both estimates ξˆ and ξˆ′ are
made using minimum variance weightings W ij and W ′ij ,
then a short calculation from equation (39) shows that the
expected covariance 〈∆ξˆ∆ξˆ′〉 of the estimates is
〈∆ξˆ∆ξˆ′〉 = W ijW ′kl〈∆Cij∆Ckl〉 = T
−1
αβ G
αG′β . (40)
Equation (40) shows that the expected covariance matrix
〈∆ξˆα∆ξˆβ〉 between minimum variance estimates ξˆα and ξˆβ
of power spectra is
〈∆ξˆα∆ξˆβ〉 = T
−1
αβ . (41)
c© 0000 RAS, MNRAS 000, 000–000
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The important matrix Tαβ, given by equation (38), can be
recognized as the Fisher information matrix (Tegmark et
al. 1997, §2) for the case where the parameter set to be
measured is the power spectrum, and the only source of
noise is Poisson sampling noise, as set forth in §2.1.
Strictly, the Fisher matrix is defined as the matrix of
second derivatives of minus the log-likelihood function with
respect to the parameters. However, the central limit theo-
rem ensures that estimates of quantities become Gaussianly
distributed about their true values in the limit of a suffi-
ciently large survey, so that the log-likelihood function is
quadratic about its maximum. Correctly, it is only in this
limit of a large survey that the Fisher matrix equals the in-
verse of the covariance matrix. Here I tacitly assume that
the survey at hand is large enough that the central limit
theorem applies. It is to be noted that the statement of the
central limit theorem, that an estimate is asymptotically
Gaussianly distributed about its true value, is entirely dis-
tinct from the question of whether or not the density fluctu-
ations themselves form a multivariate Gaussian distribution.
The central limit theorem applies to non-Gaussian as well
as Gaussian density fields.
Some of the power of Fisher matrix Tαβ will become
apparent in Paper 2.
4 REDSHIFT DISTORTIONS
The analysis hitherto addressed the problem of determin-
ing the power spectrum from unredshifted data. In redshift
space however, peculiar velocities of galaxies along the line of
sight distort the pattern of clustering. In this section I show
how the results obtained so far extend to the case of measur-
ing the unredshifted power spectrum from redshift data, at
least for redshift distortions in the linear regime. I show that
the minimum variance pair window differs from the unred-
shifted case, equation (48), but that the Fisher matrix of the
unredshifted power spectrum remains unchanged. The min-
imum variance window depends on the linear growth rate
parameter β ≈ Ω0.6/b, which is taken here to be a prior pa-
rameter. I plan to address the issue of measuring β itself in
a subsequent paper.
Let a superscript (s) denote quantities measured in red-
shift space. For fluctuations in the linear regime, the over-
density δ(s) in redshift space is linearly related to the over-
density δ in real space by
δ(s) = Sδ (42)
where S is the linear redshift distortion operator, which in
the real space representation is (Hamilton & Culhane 1996,
equation [12])
S = 1 + β
(
∂2
∂r2
+
α(r)∂
r∂r
)
∇−2 (43)
with β ≈ Ω0.6/b the linear growth rate parameter, and α(r)
the logarithmic slope of r2 times the selection function Φ(r)
at depth r
α(r) ≡
∂ ln r2Φ(r)
∂ ln r
. (44)
Consider a weighted sum of products of overdensities in
redshift space W (s)ijδ
(s)
i δ
(s)
j . According to the relation (42)
between δ(s) and δ, this weighted sum is (here S ji is the
redshift distortion operator (43) in a general representation)
W (s)ijδ
(s)
i δ
(s)
j = W
(s)ijS ki S
l
j δkδl = W
klδkδl (45)
where the last equation can be regarded as defining a real
space pair window W ij equivalent to the redshift space pair
window W (s)ij . Equation (45) shows that the real and red-
shift space windows are related by
W kl = W (s)ijS ki S
l
j = S
†k
iS
†l
jW
(s)ij (46)
where S† is the Hermitian conjugate of the distortion oper-
ator S, which in the real space representation is
S† = 1 + β∇−2r−2
∂
∂r
(
∂
∂r
−
α(r)
r
)
r2 . (47)
Equation (46) inverts to give the redshift space pair window
W (s)ij in terms of its unredshifted counterpart W ij
W (s)ij = S†−1ikS
†−1j
lW
kl (48)
where S†−1 is the inverse, i.e. the Green’s function, of the
Hermitian conjugate of the distortion operator S. This in-
verse is known explicitly in cases where S can be diagonal-
ized, which include the plane-parallel approximation (Kaiser
1987), where S is diagonalized in the Fourier representation,
and cases where α(r), equation (44), is a constant, for which
S is diagonalized in the representation of logarithmic spher-
ical waves (Hamilton & Culhane 1996, eq. [50]; note that
the Hermitian conjugate of η, the eigenvalue of −∂/∂ ln r,
in this equation is η† = 3− η; see also Tegmark & Bromley
1995, who give an expression for the Green’s function S−1
for the particular case α(r) = 2).
The minimum variance pair window W ij in real space
was derived in §2, equation (39). The minimum variance pair
windowW (s)ij in redshift space is then given in terms of the
minimum variance window W ij by equation (48). This is
true because minimizing W (s)ijδ
(s)
i δ
(s)
j is equivalent to min-
imizing W ijδiδj , the two expressions being equal by defini-
tion (45).
Although the minimum variance pair window differs
between real and redshift space, the Fisher matrix of the
unredshifted power spectrum is itself unchanged. This is
because it is being assumed that the quantity being esti-
mated is the unredshifted power spectrum, whose expected
covariance matrix 〈∆ξˆα∆ξˆβ〉 depends on the survey geome-
try and the cosmic covariance, but is independent of whether
the data lie in real or redshift space. A pertinent considera-
tion here is that, as emphasized by Fisher, Scharf & Lahav
(1994), the selection function Φ(r) in a flux-limited survey is
a function of the true distance r to a galaxy, not the redshift
distance.
The same conclusion, that the Fisher matrix of the
unredshifted power spectrum is the same whether the data
lie in real or redshift space, is found if the analysis in §2 is
carried through in redshift space. The redshift space versions
of relevant quantities are as follows. The covariance matrix
〈∆C
(s)
ij ∆C
(s)
kl 〉 of the survey covariance matrix in redshift
space is related to its unredshifted counterpart 〈∆Cij∆Ckl〉
by
〈∆C
(s)
ij ∆C
(s)
kl 〉 = S
m
i S
n
j S
p
k S
q
l 〈∆Cmn∆Cpq〉 . (49)
Similarly the inverse T (s)ijkl of this redshift covariance ma-
c© 0000 RAS, MNRAS 000, 000–000
6 A. J. S. Hamilton
trix is related to its unredshifted counterpart T ijkl by
T (s)ijkl ≡ 〈∆C(s)∆C(s)〉−1ijkl
= TmnpqS−1im S
−1j
n S
−1k
p S
−1l
q . (50)
The relation between the matrix D
(s)α
ij in redshift space and
its unredshifted counterpart Dαij is determined by the re-
quirement that
DαklW
kl = DαklW
(s)ijS ki S
l
j = D
(s)α
ijW
(s)ij (51)
in which the first equality follows from the relation (46) be-
tween the pair windows W ij and W (s)ij , and the second
equality can be regarded as defining D
(s)α
ij . Equation (51)
shows that D
(s)α
ij is related to D
α
ij by
D
(s)α
ij = D
α
klS
k
i S
l
j . (52)
Finally, the Fisher matrix T (s)αβ in redshift space is
T (s)αβ ≡ D
(s)α
ij T
(s)ijklD
(s)β
kl = T
αβ (53)
in which the last equality follows from a short calculation
from equations (50) and (52). Thus the Fisher matrix Tαβ is
the same matrix in both real and redshift space, as claimed.
5 THE CLASSICAL LIMIT
5.1 Gaussian Fluctuations
Feldman, Kaiser & Peacock (1994; hereafter FKP) derived
a minimum variance pair window ∝ [ξ(k) + Φ(ri)
−1]−1
[ξ(k) + Φ(rj)
−1]−1 for measuring the power spectrum ξ(k),
valid for Gaussian fluctuations in the limit where the se-
lection function varies slowly compared to the wavelength,
which may be termed the classical limit. In this Section it is
shown how FKP’s pair window, equation (62), emerges from
the present analysis. The classical solution will be used in
the next Section, §6, as the starting point of a general per-
turbative expansion for the minimum variance pair window
and the Fisher matrix.
The survey covariance matrix Cij , equation (5), can be
regarded as an operator which is the sum of two opera-
tors, C = ξ + Φ−1, the first of which, the cosmic covari-
ance (2π)3δD(ki + kj)ξ(ki), is diagonal in Fourier space,
and the second of which, the inverse selection function
δD(ri−rj)Φ(ri)
−1, is diagonal in real space. The two terms
do not commute in general, but they do commute approx-
imately, ξ(rij)Φ(rj)
−1 − Φ(ri)
−1ξ(rij) ≈ 0, in the classical
limit where the wavelength is much shorter than the scale
over which the selection function varies. In the classical limit,
wavelength and position can be measured simultaneously,
and the two terms in the survey covariance Cij can be diag-
onalized simultaneously:
Cij = δDij [ξ(ki) + Φ(ri)
−1] . (54)
The eigenfunctions of Cij in this representation are wave
packets localized in both position and wavelength, and δDij
here should be interpreted as the unit matrix in this rep-
resentation. Equation (54) means that Cij acting on any
function localized around position ri and wavelength ki is
equivalent to multiplication by ξ(ki)+Φ(ri)
−1. The inverse
C−1ij of the survey covariance follows immediately from
equation (54), and is likewise diagonal when acting on func-
tions localized in position and wavelength
C−1ij =
δijD
ξ(ki) + Φ(ri)−1
. (55)
For Gaussian fluctuations, the covariance 〈∆Cij∆Ckl〉
of the survey covariance is equal to CikCjl + CilCjk, equa-
tion (11), and is therefore also diagonal in the classical limit,
in a representation where the eigenfunctions are products of
pairs of wave-packets localized in position and wavelength:
〈∆Cij∆Ckl〉 = (δDikδDjl + δDilδDjk)
× [ξ(ki) + Φ(ri)
−1][ξ(kj) + Φ(rj)
−1] . (56)
This expression remains valid even when the wave-packets i
and j are well-separated in position and/or wavelength: the
delta-functions in equation (56) assert only that wave-packet
i is the same as wave-packet k (or l), and that j is the same
as l (or k). The inverse T ijkl of the covariance matrix (56)
is again diagonal when acting on pair functions localized in
position and wavelength
T ijkl =
δikD δ
jl
D + δ
il
Dδ
jk
D
4[ξ(ki) + Φ(ri)−1][ξ(kj) + Φ(rj)−1]
. (57)
The minimum variance pair window (39) derived in
§2 involves the quantities T ijα = T ijklDαkl and T
αβ =
DαijT
ijklDβkl, whereD
α
ij is the operator (22) which effectively
integrates over pairs ij at separation α. Now T ijkl above is
diagonal provided that it acts on functions which are local-
ized in both position and wavelength. This can be accom-
plished by choosing Dαij in a mixed representation with ij
in real space and α in Fourier space, in which case Dαij is a
spherical Bessel function
Dαij = j0(kαrij) (58)
with rij ≡ |ri − rj |. Contracting the matrix T
ijkl in equa-
tion (57) with Dαkl from equation (58) replaces the Dirac
delta-functions in the numerator of T ijkl with Dαij , and
sets ki = kj = kα, the latter being evident from the Fourier
representation (25) of Dαij . The resulting matrix T
ijα is, in
the mixed representation,
T ijα =
j0(kαrij)
2[ξ(kα) + Φ(ri)−1][ξ(kα) + Φ(rj)−1]
. (59)
This is, up to a normalization factor, the FKP pair window.
Operating again on T ijα in equation (59) with Dβij from
equation (58) yields the Fisher matrix Tαβ in the Fourier
representation
Tαβ =
∫ ∞
0
j0(kαrij)j0(kβrij) d
3rid
3rj
2[ξ(kα) + Φ(ri)−1][ξ(kα) + Φ(rj)−1]
. (60)
In the same classical limit that the selection function Φ
varies slowly over many wavelengths, the Fisher matrix Tαβ
is diagonal in Fourier space
Tαβ = (2π)3δD(kα − kβ)
∫
d3r
2[ξ(kα) + Φ(r)−1]2
. (61)
From equations (39) and (59) it follows that the min-
imum variance pair window W ij for measuring the power
spectrum ξ(kα) at wavenumber kα in the classical limit is,
in real space,
W (ri, rj) =
σ2α j0(kαrij)
2[ξ(kα) + Φ(ri)−1][ξ(kα) + Φ(rj)−1]
(62)
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where σ2α is the reciprocal of the eigenvalue of the Fisher ma-
trix Tαβ, this eigenvalue being the coefficient of the identity
matrix (2π)3δD(kα − kβ) in equation (61),
σ2α ≡
[∫
d3r
2[ξ(kα) + Φ(r)−1]2
]−1
. (63)
Equation (62) gives the pair window (59) correctly normal-
ized to yield an estimate ξˆ(kα) of the power spectrum at
wavenumber kα
ξˆ(kα) =
∫
W (ri, rj)δ(ri)δ(rj) d
3rid
3rj . (64)
Equations (62) and (64) are precisely FKP’s estimator of
the power spectrum.
The expected covariance 〈∆ξˆ(kα)∆ξˆ(kβ)〉 between es-
timates (64) of the power spectrum is, according to equa-
tion (41), given by the inverse of the Fisher matrix Tαβ in
equation (61),
〈∆ξˆ(kα)∆ξˆ(kβ)〉 = (2π)
3δD(kα − kβ) σ
2
α . (65)
The delta-function here means that the variance diverges
for kα = kβ . To resolve the divergence, it is necessary to
average estimates ξˆ(kα) of the power spectrum over shells
of finite thickness in k-space. Of course the divergence is
only an artefact of the classical limit: in reality the delta-
function in equation (65) has a finite coherence width of the
order of the inverse scale of the survey. Thus it is necessary
to average over shells broad enough to ensure that estimates
of the power spectrum in neighbouring shells are effectively
independent. So let ξ¯(kα) denote the estimated power spec-
trum (64) averaged over a shell of volume Vk about kα which
is thin (hopefully) compared to the scale over which ξ(k)
varies, yet broad compared to a coherence length
ξ¯(kα) ≡ V
−1
k
∫
ξˆ(kα) dVk (66)
where dVk ≡ 4πk
2
αdkα/(2π)
3. FKP call Vk the coherence
volume. The variance of the shell-averaged power spectrum
ξ¯(kα) is then
〈∆ξ¯(kα)
2〉 = σ2α/Vk (67)
which shows that the variance decreases inversely with the
coherence volume Vk, as expected for the variance of aver-
ages of independent quantities.
5.2 Non-Gaussian fluctuations
Unfortunately, the FKP approach does not generalize in an
elegant way to the case of non-Gaussian fluctuations. The
fundamental difficulty is that, whereas in the Gaussian case
the cosmic and Poisson sampling terms in the survey covari-
ance commuted in the classical limit of slowingly varying
selection function Φ, in the non-Gaussian case the terms no
longer commute. That is, there are three sets of terms in
the survey covariance 〈∆Cij∆Ckl〉, equation (9), one inde-
pendent of the selection function Φ (the cosmic term), one
proportional to Φ−1, and one proportional to Φ−2. The co-
efficients of these terms do not generally commute, for non-
Gaussian fluctuations. If the three coefficients did commute,
then it would be possible to find simultaneous eigenfunctions
of the terms, from which localized ‘pair-wave-packets’ could
be constructed, and it would be possible to proceed in the
much the same way as the Gaussian case of the previous sec-
tion, §5.1. It turns out that a scalar separation variable can
always be defined in the space of such eigenfunctions, anal-
ogous to the scalar wavenumber k in the Gaussian case, and
the Fisher matrix would then be diagonal, in the classical
limit, with respect to this scalar separation variable, in the
same way that the Fisher matrix (61) is diagonal in Fourier
space, for Gaussian fluctuations in the classical limit.
As it is, it appears that the best that can be done, in
the classical limit of slowly varying selection function Φ,
is to diagonalize the survey covariance 〈∆Cij∆Ckl〉 locally,
which certainly is feasible. The disadvantage of this is that
the eigenfunctions depend on the local value of the selection
function Φ, and in particular the scalar separation variable
associated with the eigenfunctions has a different meaning
depending on the local value of Φ. Whilst it may be possible
to make headway along these lines, here I do not pursue the
issue further.
6 PERTURBATIVE SOLUTION
In this section I show how the matrix T ijkl, and hence
the minimum variance pair window and the Fisher matrix
Tαβ, can be evaluated perturbatively. In the Gaussian case,
the classical solution (in effect, the FKP approximation) of
§5.1 provides a natural zeroth order approximation. Indeed,
in practical applications the zeroth order solution may be
judged already to be adequate, as in Paper 2. For non-
Gaussian fluctuations, a perturbation solution can still be
developed, although the absence of a natural zeroth order
approximation makes this solution, at least for the time be-
ing, less useful.
6.1 Gaussian fluctuations
For Gaussian fluctuations, the inverse T ijkl of the covariance
matrix 〈∆Cij∆Ckl〉 simplifies to a symmetrized product of
the inverse C−1 of the survey covariance C, equation (36).
Thus to develop a perturbation series for T , it suffices to
develop a perturbation series for C−1.
Suppose that
0
C−1ij is a zeroth order approximation to
the inverse of Cij . Multiplying the two matrices together
yields (with indices dropped for brevity)
C
0
C−1 = 1 + ǫ (68)
where ǫ ji is a supposedly small matrix. The exact inverse
C−1 is then given by the perturbation series
C−1 =
0
C−1 +
1
C−1 +
2
C−1 + · · ·
=
0
C−1(1− ǫ+ ǫ2 − · · ·) (69)
with
n
C−1 =
0
C−1(−ǫ)n (70)
provided that the series converges. In practice, it may be
that the series (69) converges for some elements of the ma-
trix, but not for others. If ǫ were diagonal for example, then
the series for any particular diagonal element ǫ ii would con-
verge or diverge depending on whether the absolute value of
that element were less than or more than one. In the actual
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case, the matrix ǫ is only approximately diagonal, so that
the convergence of apparently converging elements may be
asymptotic – the series converges up to a certain point, but
thereafter diverges, because of gradual mixing in of diver-
gent parts of the matrix. Below, I assume that if the first
few terms of the series for a particular element of the matrix
C−1 are appearing to converge, then they are converging to
the true value of that element. The complete inverse matrix
C−1 can then be built up by combining pieces from several
different choices of the initial guess
0
C−1.
To construct the zeroth order inverse
0
C−1ij , start with
the classical approximation (55). To be specific, interpret the
delta-function δijD in the numerator as lying in real space,
and fix the wavenumber k in the denominator to be some
constant k0, which will be adjusted later so as to make the
first and higher order corrections small. The choice of k0 is
discussed at the end of this subsection 6.1, and further in
§7; clearly one will want ultimately to choose k0 to be close
to the particular wavenumber(s) at which one is trying to
estimate the the power spectrum, or its inverse variance, the
Fisher matrix. Thus the zeroth order inverse
0
C−1ij is taken
to be (note that for functions which are real-valued in real
space, the value of a quantity with a raised index is the same
as that with a lowered index, in the real space representa-
tion)
0
C−1(ri, rj) = δD(rij)U(ri) (71)
where U(r) is defined by
U(r) ≡
Φ(r)
1 + ξ(k0)Φ(r)
, (72)
which may be regarded as the survey window, weighted in
a certain way (the FKP way, in fact).
According to the argument accompanying equa-
tion (55), the approximation (71) to the matrix C−1ij only
has limited validity, namely it is valid when acting on func-
tions which are sufficiently localized in Fourier space about
wavenumbers k ≈ k0 that ξ(k) ≈ ξ(k0) (the approxima-
tion (71) would have general validity only if the power spec-
trum were nearly that of shot noise, ξ(k) = constant). Thus
it makes sense to pass into Fourier space, and to develop the
perturbation expansion there. In the Fourier representation,
the zeroth order inverse
0
C−1ij is (it is useful to recall that for
functions which are real-valued in real space, as are all the
functions in this section, raising or lowering an index i in
Fourier space is equivalent to changing ki → −ki; I adhere
to the convention that a lowered index i signifies +ki, while
a raised index signifies −ki)
0
C−1(ki, kj) = U(ki + kj) (73)
where U(k) =
∫
U(r)eik.rd3r is the Fourier transform of
U(r), the constant k0 being held fixed as the Fourier trans-
form is taken. In Fourier space, the survey window U(k) is
expected to be a compact ball about k = 0, of width ∼ 1/r
where r is the depth of the survey. Thus
0
C−1ij is expected to
be near diagonal in Fourier space, with only elements i ≈ j
appreciably nonzero.
Multiplying the survey covariance Cij , equation (5), by
the approximation (71) to its inverse, and Fourier transform-
ing, yields the matrix ǫij defined by equation (68)
ǫ(ki,kj) = U(ki + kj)[ξ(ki)− ξ(k0)] . (74)
Again, the expectation that U(k) is concentrated about
k = 0 means that the matrix ǫij should be near diagonal in
Fourier space, with only elements i ≈ j appreciably nonzero.
Equation (74) shows that the matrix ǫ is the product of the
potentially small factor ξ(ki)− ξ(k0) times a factor U which
is no larger than 1/ξ(k0), equation (72). Thus it is expected
that the series (69) in ǫ should converge for wavenumbers k
satisfying∣∣∣∣ξ(k)− ξ(k0)ξ(k0)
∣∣∣∣ <∼ 1 . (75)
The higher order perturbations
n
C−1 follow from equa-
tion (70) with
0
C−1 given by (73) and ǫ given by (74). The
first order perturbation
1
C−1ij is
1
C−1(ki,kj) = −
∫
U(ki−k)U(kj+k)[ξ(k)−ξ(k0)]
d3k
(2π)3
(76)
while the second order perturbation
2
C−1ij is
2
C−1(ki,kj) =
∫
U(ki − k1)U(kj − k2)U(k1 + k2)
[ξ(k1)− ξ(k0)][ξ(k2)− ξ(k0)]
d3k1d
3k2
(2π)6
. (77)
The perturbation expansion of the matrix T
T =
0
T +
1
T +
2
T + · · · (78)
in orders of ξ(k) − ξ(k0) follows from the Gaussian expres-
sion (36) for T in terms of C−1, and the perturbation ex-
pansion (69) of C−1. In the real space representation, the
zeroth order inverse
0
Tijkl is
0
T (ri, rj , rk, rl) =
1
2
Sym
(kl)
δD(rik)δD(rjl)U(ri)U(rj) (79)
while in the Fourier representation
0
Tijkl is
0
T (ki,kj ,kk,kl) =
1
2
Sym
(kl)
U(ki + kk)U(kj + kl) . (80)
The first order correction
1
Tijkl is
1
T (ki,kj ,kk,kl) = Sym
(ij)(kl)
U(ki + kk)
1
C−1(kj ,kl) (81)
while the second order correction
2
Tijkl is
2
T (ki,kj ,kk,kl) = Sym
(ij)(kl)
[
1
2
1
C−1(ki,kk)
1
C−1(kj ,kl)
+ U(ki + kk)
2
C−1(kj ,kl)
]
. (82)
The minimum variance pair window (39) involves the
quantities T ijα = T ijklDαkl and the Fisher matrix T
αβ =
DαijT
ijklDβkl. The perturbation expansions of T
ijα and Tαβ
follow straightforwardly from the perturbation expansion of
T ijkl above, equations (80)-(82), the matrix Dαij being given
in the Fourier representation by equation (25). The zeroth
order contribution
0
T ijα to T ijα is
0
T ijα =
1
2
∫
U(−ki − kα)U(−kj + kα) doα/(4π) , (83)
while the first and second order perturbations are
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1
T ijα = Sym
(ij)
∫
U(−ki − kα)
1
C−1(−kj ,kα) doα/(4π) (84)
and
2
T ijα = Sym
(ij)
∫ [
1
2
1
C−1(−ki,−kα)
1
C−1(−kj ,kα)
+ U(−ki − kα)
2
C−1(−kj ,kα)
]
doα/(4π) . (85)
For the Fisher matrix Tαβ, the zeroth order term is
0
Tαβ =
1
2
∫ ∣∣U(kα + kβ)∣∣2 doαdoβ/(4π)2 (86)
while the first and second order terms are
1
Tαβ = −
∫
U(−kα − kβ)
1
C−1(kα,kβ) doαdoβ/(4π)
2 (87)
and
2
Tαβ =
∫ [
1
2
∣∣ 1C−1(kα,kβ)∣∣2
+ U(−kα − kβ)
2
C−1(kα,kβ)
]
doαdoβ/(4π)
2 . (88)
The time has come to choose the adjustable constant k0
in the definition (72) of the window U . Suppose first that it
is the Fisher matrix by itself which is of interest. This is the
case for example in Paper 2, where the Fisher matrix is used
to design sets of kernels for measuring the power spectrum.
The zeroth order approximation
0
Tαβ to the Fisher matrix
in Fourier space is given by equation (86). The presumed
narrowness of the window U(k) about k = 0 ensures that
kα ≈ kβ. The perturbations
1
Tαβ and
2
Tαβ can then be made
small if k0 is chosen close to kα and kβ. The strategy adopted
in Paper 2 is to set k0 = (kα+ kβ)/2, and to retain only the
zeroth order term
0
Tαβ of the Fisher matrix. It would also
be possible to choose k0 more crudely, if one were willing to
retain additional perturbation terms.
Once a particular kernel or set of kernels has been cho-
sen, perhaps along the lines described in Paper 2, it remains
to estimate the power spectrum windowed through such ker-
nels. The minimum variance pair window (39) for estimating
the power spectrum windowed through a specified kernel Gα
involves both T ijα and the Fisher matrix Tαβ. If the ker-
nel concerned is narrow about some wavenumber, then it
would be natural to set k0 equal to that wavenumber in ap-
proximating T ijα and Tαβ. The problem of how to apply an
approximate pair window is discussed further in §7.
6.2 Non-Gaussian fluctuations
The perturbation expansion of the inverse T ijkl of the sur-
vey covariance can be carried out for non-Gaussian fluctua-
tions, at least in principle, in much the same way as in the
Gaussian case.
Suppose that
0
T ijkl is an approximate inverse of the co-
variance matrix 〈∆Cij∆Ckl〉, where the latter now includes
the non-Gaussian terms, equation (9). Multiplying the two
matrices together yields
〈∆C∆C〉
0
T = 1 + ε (89)
where ε klij is a supposedly small matrix (note the slightly
different font for ε here versus ǫ in [68]). The exact inverse
T ijkl is then given by the perturbation expansion
T ≡ 〈∆C∆C〉−1 =
0
T (1− ε+ ε2 − · · ·) (90)
provided that the series converges.
Unfortunately, it less clear here what to choose for the
zeroth order approximation, since, as already discussed in
§5.2, there does not appear to be an elegant non-Gaussian
generalization of the classical FKP approximation in the
Gaussian case. Lacking such a generalization, I do not pur-
sue the matter further here.
7 APPLICATION OF AN APPROXIMATE
PAIR WINDOW
The approximations to the matrix T ijα and the Fisher ma-
trix Tαβ suggested in §6 yield approximations to the mini-
mum variance window (39) derived in §2. The approximate
pair window is of course not the same as the true mini-
mum variance pair window. In applying an approximate pair
window, one should be careful about three points. Firstly,
whatever pair window is adopted, it should at least give an
unbiassed estimate of the quantity one wishes to measure –
that is, the expectation value of the estimator should equal
the quantity it is desired to measure, even if the variance in
the estimator is not minimal. Secondly, the estimated un-
certainty in the estimate should be the uncertainty in the
actual estimator used, not the uncertainty in the minimum
variance estimator. Thirdly, one should be aware that the
minimum variance estimator for data in redshift space is not
the same as the minimum variance estimator for data in real
(unredshifted) space: the two are related by equation (48).
These issues are discussed below.
Suppose that the decision has been made to estimate
the power spectrum ξ˜ = Gαξα, equation (3) or equiva-
lently (26), windowed through some kernel Gα. How to
choose such kernels is the subject of Paper 2, which illus-
trates several examples, such as in Figures 3, 4, and espe-
cially Figure 5. As discussed in §2.3, a pair window W ij will
give an unbiassed estimate ξˆ, equation (4) or (27), of the win-
dowed power spectrum ξ˜ provided thatWα = Gα (hereWα,
equation (12) or (23), signifies W ij integrated over all pairs
ij at given separation α in the survey, in accordance with
the convention established in §2.2). The minimum variance
pair window derived in §2.3 is W ij = T ijαT−1αβ G
β , equa-
tion (39). But suppose that in place of the true matrix T , it
has been decided to use an approximation Tˆ . Consider then
the approximate pair window defined by
W ij = Tˆ ijαTˆ−1αβ G
β . (91)
Contracting equation (91) with Dαij (i.e. integrating over all
pairs ij at given separation α) shows that the pair win-
dow (91) satisfies
Wα = Gα (92)
and therefore yields an unbiassed estimate of ξ˜, which is as
desired. The important point here is that the approximation
used for Tˆαβ in the pair window (91) should be the same as
the approximation used for Tˆ ijα, that is
Tˆαβ = Dαij Tˆ
ijβ . (93)
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The above point may seem rather obvious – why would
there be any reason not to use the same approximation for
both Tˆ ijα and Tˆαβ in the pair window (91)? The answer
lies in the choice of the adjustable constant k0 which enters,
via the window U(r), equation (72), the approximations pro-
posed in §6.1 for the Gaussian case. At the end of §6.1 it was
suggested that in evaluating the Fisher matrix T (kα, kβ) it
would be appropriate to set k0 = (kα + kβ)/2, but in esti-
mating the power spectrum windowed through some kernel
G(k) narrow about some wavenumber, it would be appro-
priate to set k0 equal to that wavenumber. According to
the discussion of the previous paragraph, for an estimate
of the windowed power spectrum to be unbiassed, it is es-
sential that the same k0 be used for both Tˆ
ijα and Tˆαβ in
the pair window (91). In other words, one should not use
k0 = (kα + kβ)/2 for Tˆ
αβ in the pair window (91), even if
the kernel G(k) was constructed in the first place from a
Fisher matrix using that approximation.
It is useful to write out explicitly the relevant equations
for the simplest and most practical case, where one uses the
zeroth order approximation Tˆ =
0
T in the perturbation se-
ries of §6.1, for Gaussian fluctuations. Suppose that a kernel
G(k) has been chosen which is suitably narrow in Fourier
space about some wavenumber. For such a kernel, it would
be appropriate to set k0 equal to that wavenumber, a fixed
constant. Section 6.1 gives the zeroth order expressions for
0
T ijα and
0
Tαβ in Fourier space. As long as k0 is taken as a
fixed constant, these expressions can be transformed back
into real space, yielding
0
T ijα =
1
2
U(ri)U(rj)δD(rij − rα) (94)
and
0
Tαβ =
1
2
δD(rα − rβ)R(rα) (95)
where
R(rα) =
∫
U(ri)U(rj)δD(rij − rα) d
3rid
3rj . (96)
The quantity R(rα), which is often denoted 〈RR〉 in the lit-
erature, is the expected number of weighted random pairs in
the survey per unit volume interval 4πr2αdrα of separation
about rα. It should be emphasized that the expression (95)
is not a valid general expression for the Fisher matrix; it is
valid only in that the Fourier transform of this expression
is a good approximation to the Fisher matrix T (kα, kβ) for
matrix elements satisfying kα ≈ kβ ≈ k0. The pair weight-
ing W ij which follows from the zeroth order approxima-
tions (94) and (95) is then
W (ri, rj) =
U(ri)U(rj)G(rij)
R(rij)
(97)
where G(r) =
∫
G(k)e−ik.rd3k/(2π)3 is the kernel G(k) in
the real space representation. The pair weighting (97) has
a simple interpretation. The U(ri)U(rj) factor, with U(r)
given by equation (72), is just the FKP pair weighting, while
the R(rij) in the denominator serves as a normalization fac-
tor which ensures the correct overall weighting of pairs at
separation rij . If, as is being assumed, the kernelG(k) is nar-
row in Fourier space, then the kernel G(r) in real space will
presumably be broad and wiggly. In effect, the pair weight-
ing (97) replaces the factor σ2αj0(kαrij)/2 in the original
FKP pair weighting (62) by the factor G(rij)/R(rij).
The second issue mentioned at the beginning of this
section is that the estimated uncertainty should be the un-
certainty in the actual estimator used, not the uncertainty
in the minimum variance estimator. In general, the expected
uncertainty in an estimate ξˆ, equation (4) or (27), made us-
ing an arbitrary pair window W ij is
〈∆ξˆ2〉 = W ijW kl〈∆Cij∆Ckl〉 . (98)
In the particular case of the zeroth order pair window (97),
the uncertainty in the corresponding estimator is
〈∆ξˆ2〉 =
∫
2G(rα)
2
R(rα)
d3rα
−
∫
4G(rα)
1
T (rα, rβ)G(rβ)
R(rα)R(rβ)
d3rαd
3rβ (99)
where
1
T (rα, rβ) on the second line is the first order correc-
tion term (87) to the Fisher matrix, but expressed in real
rather than Fourier space. Since this perturbation term is
small, a satisfactory approximation to the uncertainty 〈∆ξˆ2〉
in the estimator should be
〈∆ξˆ2〉 ≈
∫
2G(rα)
2
R(rα)
d3rα . (100)
The estimate (100) of the uncertainty increases monoton-
ically as the constant ξ(k0) in the pair window increases,
since U(r), equation (72), hence R(r), equation (96), de-
creases as ξ(k0) increases. Thus it might be reasonable to
allow for the small correction to the uncertainty arising from
the perturbation term on the second line of equation (99) by
computing the uncertainty from the main term (100) with
a value of ξ(k0) enhanced somewhat over that used in the
pair window W ij itself. Presumably ξ(k) varies somewhat
over the extent of the kernel G(k), providing a natural es-
timate of the amount by which ξ(k0) should be enhanced.
This procedure for estimating the uncertainty in the estima-
tor based on the zeroth order pair window (97) is used in
Paper 2, Figure 6.
The uncertainty (100) in the approximate estimator
should be somewhat larger, hopefully not by much, than
the uncertainty T−1αβ G
αGβ in the minimum variance estima-
tor. Computing both uncertainties would give an estimate
of how much worse the approximate estimator is compared
to the minimum variance estimator, and would also provide
a useful numerical check.
The third issue remarked at the beginning of this section
is the fact that the minimum variance pair window for data
in redshift space is not the same as the minimum variance
pair window for data in real space: the two are related, at
least for linear redshift distortions, by equation (48). How-
ever, equation (48) is only part of the solution to the prob-
lem of measuring the power spectrum in optimal fashion
from data in redshift space. A full solution would involve,
at least, simultaneous measurement of the linear distortion
parameter β ≈ Ω0.6/b. I hope to examine this problem fully
in a subsequent paper.
In the meantime, it should be remarked that there is
no harm in applying an approximate pair window, such as
that given by equation (97) for example, to data in redshift
space, as long as one recognizes that such a pair window may
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not necessarily be near minimum variance. By construction,
the pair window (97) applied to densities δ
(s)
i δ
(s)
j in redshift
space will give an unbiassed estimate of the angle-averaged
redshift space power spectrum ξ(s)(k) windowed over the
kernel G(k), for any choice of window U(r). However, the
uncertainty in the resulting estimator will not be given by
equation (98), but rather by
〈∆ξˆ2〉 = W ijW kl〈∆C
(s)
ij ∆C
(s)
kl 〉 (101)
where 〈∆C
(s)
ij ∆C
(s)
kl 〉 is the covariance of the covariance of
the survey in redshift space. This redshift space covariance
is given in the case of linear redshift distortions by equa-
tion (49).
8 SUMMARY
This is the first of two papers which address the problem
of estimating the unredshifted power spectrum in optimal
fashion from a galaxy survey. Two principal results have
been obtained here.
The first result is a derivation of the minimum vari-
ance pair weighting, equation (39), for estimating the unred-
shifted power spectrum windowed over some arbitrary pre-
scribed kernel. The minimum variance pair window is valid
for arbitrary survey geometry, and for Gaussian or non-
Gaussian fluctuations. The generalization of the minimum
variance window into redshift space, for linear redshift dis-
tortions, is given in §4, although the problem of measuring
the linear redshift distortion parameter β ≈ Ω0.6/b itself is
not addressed here.
The second principal result is a practical, albeit approx-
imate, procedure for evaluating the Fisher information ma-
trix Tαβ. The Fisher matrix is the inverse of the expected
covariance matrix of minimum variance estimates of power
spectra, and in effect determines the maximum amount of
information about the power spectrum which can be ex-
tracted from a survey. The proposed procedure for evaluat-
ing the Fisher matrix is a perturbation expansion, in which
the zeroth order approximation is essentially the FKP ap-
proximation, valid for Gaussian fluctuations in the classical
limit where the wavelength is short compared to the scale of
the survey. This zeroth order approximation to the Fisher
matrix is used in Paper 2.
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