Abstract. We study the behavior of the random walk in a contiuum independent long-range percolation model, in which two given vertices x and y are connected with probability that asymptotically behaves like |x − y| −α with α > d, where d denotes the dimension of the underlying Euclidean space. Focus is on the random connection model in which the vertex set is given by the realization of a homogeneous Poisson point process. We show that this random graph exhibits the same properties as classical discrete long-range percolation models studied in [3] with regard to recurrence and transience of the random walk. We fully characterize recurrence and give sufficient conditions for transience, which in particular verifies a conjecture in [13] for this graph.
Introduction
The theory of random graphs is a large branch of classical as well as modern probability theory. For many decades it has been studied to a considerable extent, not least because of its increasingly important role in science. There is a variety of applications of random graph models, in particular motivated by the study of realworld networks. The reader is advised to consult the references [5, 15, 26] for an overview.
In the present paper there will be a particular interest in the study of the random connection model. In such a graph the vertex set is obtained as a random subset of R d and is given by the realization of a homogeneous Poisson point process P on R d with d ≥ 2. Given a realization of P an edge between two vertices x, y ∈ P is drawn with probability g(x, y) depending only on the distance of x and y in R d . Motivated by applications in communication networks, see [8, 17] , the random connection model has been introduced in [19] , in which results about the percolation behavior and property of connected component sizes have been established. Moreover, it has further been studied in [4, 14, 20] , also in the case in which the underlying Poisson point process is replaced by more general stationary point processes. In [19] it is shown that percolation occurs if the intensity of the Poisson point process is sufficiently large. The random connection model can be seen as a continuous analogue of discrete longrange percolation on the integer lattice Z d introduced in [24] , see [6, 7] for extensions of the model and [18] for further investigations of the random connection model.
Recall the classical model of long-range percolation on Z d in which two arbitrary vertices can be connected by a bond. More precisely, for every u and v in Z d there is an edge connecting u and v with some probability p(u, v) only depending on the distance of u − v and the origin.
In this paper we focus on the behavior of a particle which performs a random walk on the graph. It is commonly used as a way of characterizing the geometry of a graph.
Random walks in random environment have been studied for many decades and have become a fruitful research area. Its beginning is marked by the study of limit theorems for the random walk in a quite general setting, see [25] and also [1, 2, 9, 10] .
In [9] the authors showed that the infinite cluster of supercritical percolation in Z d is transient almost surely for all dimensions d ≥ 3, establishing an analogy to Pólya's theorem for the lattice Z d with nearest neighbor edges. Berger [3] investigated this problem in the long-range percolation model in Z d in which the edge probability p(u, v) between two vertices u and v asymptotically behaves like |u − v| −α for some α > d. Remarkably, he showed that the behavior of the random walk not only depends on the dimension d but on α as well. More precisely, he showed that supercritical long-range percolation is recurrent for d = 1, 2 and α ≥ 2d, whereas it is transient in all dimensions d ≥ 1 given that α ∈ (d, 2d), which is a dramatic difference to Pólya's theorem and the results in [9] . The case α ≥ 2d in dimension d ≥ 3 has been open ever since and it is conjectured that supercritical long-range percolation is transient in this case as well. In [13] the authors mention that it would be interesting to verify transience in this case.
Our main interest will be in the study of the random connection model in which we choose the edge probability g(x, y) to be a function that asymptotically behaves like |x − y| −α for α > d. We will answer the question of recurrence and transience of the random walk in all dimensions and show that this random graph behaves similarly to long-range percolation described above. That is we show that supercritical random connection models are recurrent for d = 2 if α ≥ 2d. Furthermore, by using a suitable stochastic domination argument, we will show that a supercritical random connection model is transient for all d ≥ 2 in case α ∈ (d, 2d), provided that the intensity of the underlying Poisson point process is sufficiently large. Some proofs are inspired by the methods presented in [3] . As another novelty, we are also able to prove transience in the α ≥ 2d counterpart for all dimensions d ≥ 3. We remark that the question of transience and recurrence of random walks has also been studied for other continuum random graph models in which the underlying vertex set is given by general stationary point processes in [23] . It is shown there that all the continuum random graph models in [23] behave like classical nearest neighbor bond percolation as in [9] . However, in contrary to the present paper, the edges of all of these graphs are completely determined by the position of the vertices.
The rest of the paper is organized as follows. In the next section we introduce the random connection model under investigation and show that this graph contains only infinte clusters with high probability whenever the intensity of the Poisson point process tends to infinity. In the proceeding section we will prove the aforementioned recurrence results. We conclude this article with some transience results about the random connection model.
Definitions and notation
We consider the Euclidean space R d , d ≥ 2, equipped with norm | · |. If not stated explicitly we will implicitly assume that
Throughout this paper let P be a homogeneous Poisson point process with intensity ρ > 0. It is characterized by the following two properties, see also [16] : (ii) For every n ∈ N and disjoint sets B 1 , . . . , B n ∈ B(R d ) the random variables P(B 1 ), . . . , P(B n ) are independent.
Equivalently one can interpret P as a process placing different particles (
Given such a realization for each pair (X i , X j ) of particles placed by P we construct a bond between X i and X j with probability g(X i −X j ), independently of all other pairs of points in P. More formally, let (E x,y : x, y ∈ R d , x = y) be a family of Bernoulli random variables independent of P. By the Kolmogorov consistency theorem we can
with x = y, independently. Given a realization of P and (E x,y : x, y ∈ R d , x = y) we obtain the random connection model as the undirected graph with vertices given by the points (X n ) n∈N of P and by including an edge (X i , X j ) if and only if E X i ,X j = 1. We denote the joint probability measure of the point process P with intensity ρ > 0 and edge occupation by P ρ . The connected components of the resulting random graph will be called clusters. We will consider the point process P 'conditioned to have a point at 0' in the sense of Palm measures, see [16] . That is we add the point X 0 = 0 to the sequence of (X n ) n∈N of P and as befor we form a bond between X i and X j , 0 ≤ i < j < ∞, with probability g(X i −X j ), independently of all other pairs (X i , X j ).
In the following we denote by C(0) the cluster containing the origin. In [19, Theorem 1] it is shown that there exists a critical intensity of the Poisson point process denoted by ρ c with 0 < ρ c < ∞ such that
for all ρ > ρ c . Throughout we will assume that ρ > ρ c always holds. Moreover, we typically choose the function g to be
is satisfied, since α > d, which is seen immediately by using the inequality 1−e −x ≤ x for small values of x. We are ready to prove a first result.
Proposition 2.1. Let C be an arbitrary cluster in the random connection model and |C| its size. Then
Proof. Let M > 0 be a constant and consider a slight modification of the random connection model in which the function g is replaced by the function f , which is given by
Note that by definition the random connection model with function g stochastically dominates the one with function f . Thus it suffices to prove the assertion in the new model. Since f has bounded support, only depends on |x| and is a decreasing function of |x|, we can apply Theorem 3 in [19] and the following
Corollary to obtain that
Let G = (V, E) be a locally finite graph. Assume that each edge (x, y) ∈ E is equipped with a positive conductance c(x, y) and for x ∈ V define c(x) = y:(x,y)∈E c(x, y).
Recall that a simple random walk on G is a Markov chain (S n ) n∈N 0 with S 0 ∈ V and S n+1 is chosen at random from the neighbors of S n , i.e.
with probability
independently of S 0 , . . . , S n−1 . A graph is called recurrent if for every starting point S 0 ∈ V a random walk returns to S 0 almost surely. A graph is called transient if it is not recurrent. We note that the random connection model is a locally finite graph P ρ -almost surely for all ρ > 0. Indeed, fix an arbitrary point x ∈ R d and a sequence
by the integrability condition. Thus, with probability one the point x is only bonded to finitely many points of (a n ) n∈N and the claim follows by conditioning on the point procees P.
In the following section we start by proving recurrence results for the random connection model.
Recurrence
We now turn to the proof of recurrence for α ≥ 2d for the two-dimensional case. We make use of the following Lemma, which is inherited from the proof of [3, Theorem 3.9], where it is used in order to prove recurrence of two-dimensional long-range percolation.
Lemma 3.1. Given a probability space (Ω, F , P ) let (Π n ) be disjoint cut-sets on the random graph G and C Πn the sum of conductances in Π n . Assume that for every ε > 0 there exist a constant K > 0 and N ∈ N such that P (C Πn ≤ Kn log n) > 1 − ε for every n ≥ N. Then almost surely the random walk on G is recurrent.
Proof. For the sake of completeness let us prove this result. Define the event A n by A n = {C Πn ≤ Kn log n}, which by assumption has probability at least 1 − ε for n ≥ N. Thus
An · a n for the sequence with a n = (Kn log n) −1 which satisfies ∞ n=N a n = ∞.
Thus, by [3, Lemma 4.2]
Since ε is arbitrary we get that with probability one
so that the Lemma follows from the Nash-Williams Theorem.
Now we state and prove the corresponding recurrence result in the random connection model in dimension d = 2 if α ≥ 2d. We follow the idea of the proof of [ 
Then P ρ -almost surely the random walk is recurrent.
Proof. We call every edge with length larger than one a long edge and every edge with length shorter than one a short edge. Suppose that we assign conductance one to open edges and conductance zero to closed edges. We perform the following projection process. Given a realization (X n ) n∈N of the point process P if there is a long edge between X i = ((X i ) 1 , (X i ) 2 ) and X j = ((X j ) 1 , (X j ) 2 ), i, j ∈ N, we cut the edge into finitely many short edges and at the same time for each short edge in
we increase its conductance by
that is we shift the conductances on each large cube to all cubes with side-lenth at most one contained in this large cube. Thus we obtain a new electrical network with conductances that stochastically dominate the conductances of the old one. We will now show that almost surely all of the conductances are finite. First note that the function g also satisfies sup x∈R 2 g(x) |x| −s < ∞ for every 1 ≤ s ≤ 4 by assumption. Moreover, in the following we will work with the g(x) |x| −s < ∞ for suitable choices of s ∈ {1, . . . , 4}. Indeed we will show that the last integral is finite. In the following we denote by c an unspecified positive constant.
part [1, ∞)
2 : We want to estimate
for some constant K > 0 bounded away from zero, which we do as follows. First consider the portion
In this case we use the estimate
.
That is the expression
can be estimated from above by a constant times
Integrating out dx 1 , dx 2 the last expression can be estimated from above by and further integrating out dy 2 we get an upper estimate
Next we look at the portion
or, equivalently
Now we use that
and obtain that
Integrating out dx 1 we get an upper estimate of the last expression by
and by integrating out dy 1 we get the upper estimate c log(1 + K) − log(K) < ∞.
Now we use the estimate
and directly obtain that
We thus obtain the finiteness of the integral in the first part.
part (−∞, −1]
2 : Given the calculations in the first part the finiteness of the corresponding integral in this part follows immediately by symmetry.
3. part x i ∈ [0, 1] for exactly one i ∈ {1, 2}: By permutation invariance of the integrals without loss of generality we will assume that i = 1. Consider the
for some K > 0 bounded away from zero. In this part we use the estimate
By integrating out dx 2 we get an upper estimate of the last expression by
and further by integrating out dy 2 we get the upper estimate c log(1 + K) − log(K) < ∞ as desired.
Now we use the simple estimate
and this gives directly that the expression
is finite. By symmetry arguments we also get the corresponding finiteness in all the cases in which at least one of the above integrals runs from (−∞, −1] instead of [1, ∞) . Combining all the parts we get that 
Therefor, by the calculations performed above we get that the conductances are finite with probability one. Moreover, using the Markov inequality together with the previous calculations we obtain that the conductances in each translate of [0, 1] 2 have a Cauchy tail, i.e. there is some constant K > 0 such that for every n ∈ N
where C I denotes the sum of conductances in the translate
For n ∈ N we define Π n as the set of edges exiting [−n, n] Therefor, we can use [3, Lemma 4.1] to obtain that P ρ (C Πn ≤ Kn log n) > 1 − ε with C Πn denoting the sum of conductances in Π n , for some constant K > 0, as soon as n ∈ N is sufficiently large and the Theorem follows from Lemma 3.1.
We remark that Theorem 3.2 in particular includes the well-known Poisson blob model. In this model the function g is given by
for all x ∈ R d and some constant R > 0, see [11, 12] .
Transience
The aim of this section is to prove that the infinite cluster is transient almost surely, We first establish a result, which holds for arbitrary α > d. Recall that by ρ we denote the intensity of the Poisson point process. The following result is in analogy to [13, Lemma 5.4] , but is slightly stronger, since it holds for all α > d. 
and, by independence, we can estimate We need another Lemma. Its proof is straightforward. We call every set that is a
an ε-box and we say that two disjoint ε-boxes Q 1 and Q 2
are at most at distance k from each other if
Lemma 4.3. Let Q 1 and Q 2 be two disjoint ε-boxes that are at most at distance k from each other and β > 0. Suppose that Q 1 and Q 2 contain connected components C 1 and C 2 , respectively, each of size at least β. Then
We are now in position to prove one main result of this section. We denote by | · | the 1-norm on R d . We state the first main result of this section.
) and consider the random connection model with the function g given by
There exists ρ ′ such that P ρ -almost surely the random walk is transient for all ρ ≥ ρ ′ .
Proof. The proof is based on a stochastic domination argument. We partition R d into disjoint ε-boxes. We choose β > 0 large enough such that, using Lemma 4.3, two of these ε-boxes with distance at most k from each other, containing clusters C 1 and C 2 with size at least β are connected by an open edge between C 1 and C 2 with probability at least 1 − exp(− λ 1 k α ). We call ε-boxes good boxes if they contain a cluster with at least β points inside it. We choose ε > 0 to be small enough and ρ ′ > 0 large enough such that the probability that an ε-box is good is larger than µ 1 using Lemma 4.2. Thus we find that the status of the edges between the clusters of good ε-boxes stochastically dominates a bond-site long-range percolation model on Z d with independent edge probabilities given by p x,y = 1 − exp(− λ 1 |x−y| α ), combined with a site-percolation of intensity µ 1 . By stochastic domination we find that there exists a subgraph of the infinite cluster in the random connection model on which the random walk is transient. Therefor, the random walk is transient on the infinite cluster itself, see [21, Section 9] . This closes the proof. There exists ρ ′ such that P ρ -almost surely the random walk is transient for all ρ ≥ ρ ′ .
Proof. It suffices to prove the Theorem for d = 3. Denote by p c the critical probability of nearest neighbor bond percolation in Z 3 with p c ∈ (0, 1). We cover the lattice Z 3 by a sequence (Q k ) k∈Z 3 of ε-boxes such that k ∈ Q k for every k ∈ Z 3 . Consider a pair of two neighboring ε-boxes Q k and Q l with |k − l| = 1, k, l ∈ Z 3 .
We choose β > 0 large enough such that, using Lemma 4.3, two of these ε-boxes with distance smaller than 1 from each other, containing clusters C 1 and C 2 , respectively, with size at least β are connected by an open edge between C 1 and C 2 with probability at least 1 − exp(−β 2 ). Noe that, by choice of β we can ensure that the latter probability is sufficiently close to 1. We call this ε-boxes good if each box contains a cluster with at least β points inside it. We choose ε > 0 to be small enough and ρ ′ > 0 large enough such that the probability that an ε-box is good is given by µ and sufficiently close to 1, using Lemma 4.2. The probability to have an edge between a pair of neighboring ε-boxes is thus at least 1 − exp(−β 2 ) µ.
We can ensure that this expression is strictly larger than p c by choosing β, ε and ρ appropriately. Since the random walk on the infinite cluster of supercritical nearest neighbor bond percolation is transient, see [9, Theorem 1] , by stochastic domination we obtain that there exists a subgraph of the infinite cluster in the random connection model on which the random walk is transient. As in the proof of Theorem 4.4 this completes the proof.
