In this paper, a newly proposed analytical scheme by the authors namely the improved dierential transform method is employed to provide an explicit series solution to the ThomasFermi equation. The solution procedure is very straightforward, requiring merely elementary operations together with dierentiation, and ends up in a recursive formula involving the Adomian polynomials to aord the unknown coecients. Unlike many other methods, our approach is free of integration and hence can be of computational interest. In addition, a very good agreement between the proposed solution and the results from several well-known works in the literature is demonstrated.
Introduction
In quantum mechanics, the ThomasFermi equation is a well-known nonlinear ordinary dierential equation (ODE) which aords the electrostatic potential associated with the ThomasFermi atom model. The equation, in its normalized form, reads
subject to the following boundary conditions:
u(0) = 1 and u(+∞) = 0.
(2) It is easily noticed that the ThomasFermi equation has a singular point at x = 0. Kobayashi et al. [1] were of the early researchers to numerically analyze the Thomas Fermi equation. As another numerical treatment of the ThomasFermi equation, MacLeod [2] used the Chebyshev series technique for small and large quantities of the independent variable x. A variety of analytical approximate solutions have been provided by dierent approaches namely the δ-expansion method [3] , the Adomian decomposition method [4, 5] , the homotopy analysis method [69] , and the modied variational iteration method [10] .
The aim of this paper is to present a new explicit analytical solution for the ThomasFermi equation which is based on a recently developed scheme by the authors viz. the improved dierential transform method (IDTM) [11] combined with the Padé approximants to treat the boundary condition at the innity. * corresponding author; e-mail: abolghasemi.ha@gmail.com, hoab@ut.ac.ir
Preliminaries of the improved dierential transform method
The dierential transform method (DTM) was originally conceptualized by Zhou during his studies on electrical circuits [12] . The method yields analytical solutions in form of polynomial series through a straightforward manner: by taking the dierential of a functional equation which may be dierential, integral or integro--dierential, and performing elementary operations, one can construct a recurrence within the transformed domain. Afterwards, the exact analytical solution would readily be achieved by utilization of the simply dened inverse dierential transform. The other salient merits of the DTM include its not requiring discretization, linearization or perturbation [13] . Many researchers have exploited the DTM to solve both linear and nonlinear functional equations, yet limited to power-law and integral product nonlinearity types, in applied mathematics, physics, aerodynamics, chemical engineering and heat transfer, just to mention a few areas [1422] .
The one-dimensional dierential transform of a given univariate function u(x) is dened by
where u(x) and U (k) denote the original and transformed functions, orderly. Correspondingly, the inverse dierential transform is introduced by
Obviously, DT {·} and DT −1 {·} designate the direct and inverse dierential transform operators in the denitions above, respectively. Regarding the preceding equation, one can immediately recognize the simplicity inher- (1083) ent in the denition of the inverse dierential transform. We skip the details on the denitions/properties of the n-dimensional dierential transform and refer the interested reader to [14] . A number of fundamental operations of the one-dimensional dierential transform are given in Appendix A, Table A.1. Most recently, Fatoorehchi and Abolghasemi [11] have managed to extend the DTM to nonlinear functional equations of arbitrary types. The essence of this extended method, dubbed the IDTM, is reected in the following theorem.
Theorem 2.1. Let U (k) = DT {u(x)} and consequently u(x) = DT −1 {U (k)}. It holds true that,
where A k represent the Adomian polynomials related to the nonlinear operator N and are classically dened by
Proof: The proof to this theorem is fully covered in [11] . The respected reader who is new to the Adomian polynomials can consult Refs.
[2328] for background information.
Additionally, the theorem to follow often comes in handy in analysis of functional equations. Theorem 2.2. Given DT {f (t)} = F (k), it holds for any non-negative integer m that
Proof: Substitute u(t) = f (t) and v(t) = t m into the fourth property and then utilize the fth property stated in Table I to yield
According to the denition of the Kronecker delta function, all components of the preceding summation vanish except for the one with i = k − m. Since i ≥ 0, the following equation is valid for k − m ≥ 0 or k ≥ m:
To obtain the dierential transform of t m f (t) for 0 ≤ k < m, we shall refer to Eq. (3),
By the general Leibniz rule it is easily yielded that
Equation (9) together with (11) concludes the proof. 
Therefore, Eq. (1) is converted to
or equally,
Taking the dierential transform of Eq. (14) gives
Letting DT {u 3 2 } = F (k), we obtain the following from Theorem 2.1: 
for k ≥ 2. Also, for the case with k = 0, we get U (1) = 0, and obviously, k = 1 leads to the trivial result 0 = 0. This is not far from expectation as our solution shall contain one free parameter to be xed by the second boundary condition, which is the one prescribed at the innity.
Moreover, the boundary condition at zero easily determines that U (0) = 1.
Thus, it follows from Eq. (18) that
As discussed above U (2) cannot be determined by the foregoing equations, so we set U (2) = α and later will determine it by the help of the boundary condition at the innity. In view of prior equations, we nd
Finally, we can propose the solution to Eq. (14) as t monograph on the basics of the Padé approximants is due to Barker [29] . As the convergence radius of a non-innite polynomial series is not suciently large to contain the boundary conditions at an innite or semi-innite domain, we have to employ the Padé approximants to covert Eq. (21) to its equivalent rational function of polynomials in order for calculating the free parameter α. As suggested by Wazwaz [5] the diagonal [n/n] Padé approximants are the most suitable for this purpose. It is worthwhile to mention that the Padé approximants of a desired polynomial series can easily be evaluated by the help of the built-in routines available in the mathematical software packages like Maple or Mathematica. Using the diagonal Padé approximants and the second boundary condition we have computed and compared the values of the free parameter α as summarized in Table II . Figure 1 depicts the variation of Padé approximants of the potential function u(t) with respect to the independent spatial variable t. It can be observed that a more accurate solution, which shall satisfy u(+∞) = 0, is obtained once the degrees of the Padé approximants are increased. The Padé approximant [4, 4] is found to yield reliable solutions only in the vicinity of the origin, i.e. t < 1, as it converges to 1.717618793 for large values of t.
Conclusion
The IDTM was employed to develop an analytical solution to the ThomasFermi atom model. To put it briey, the IDTM exploits the Adomian polynomials to enable the dierential transform of nonlinear terms. As thenal step, diagonal Padé approximants were used to make the solution satisfy the boundary condition at innity, u(+∞) = 0. It was shown that, unlike the previous works, our approach is free of integration and requires simple arithmetic operations together with dierentiation. Compared to a number of well-known results in the literature [5, 6, 8, 9] , the proposed method was revealed to be highly accurate and ecient. It can be concluded that the IDTM, thanks to its mentioned merits, holds the promise to become of interest in analytical treatment of nonlinear equations of various types in the future. Fig. 1 . Padé approximants [4, 4] , [5, 5] and [8, 8] of the potential function u(t).
