Abstract. By use of a simple identity, the product of two complex matrices can be formed with three real matrix multiplications and ve real matrix additions, instead of the four real matrix multiplications and two real matrix additions required by the conventional approach. This alternative method reduces the number of arithmetic operations, even for small dimensions, achieving a saving of up to 25%. The numerical stability of the method is investigated. The method is found to be less stable than conventional multiplication but stable enough to warrant practical use. Issues involved in the choice of method for complex matrix multiplication are discussed, including the relative e ciency of real and complex arithmetic and the backward stability of block algorithms.
That three multiplications (or divisions) are necessary for evaluating z was proved by Winograd 17 ].
Ungar's formula does not rely on commutativity, so it can be generalized to matrix multiplication, as noted by Fam 9] . Let A = A 1 + iA 2 and B = B 1 + iB 2 , where A j ; B j 2 IR n n , and de ne C = C 1 +iC 2 = AB. ( We concentrate on square matrices, although everything we say extends easily to rectangular matrices.) Then C can be formed using three real matrix multiplications as which we will refer to as the \3M method". This computation involves 3n 3 scalar multiplications and 3n 3 + 2n 2 scalar additions. Straightforward evaluation of the conventional formula C = A 1 B 1 ?A 2 B 2 +i(A 1 B 2 +A 2 B 1 ) requires 4n 3 multiplications and 4n 3 ? 2n 2 additions. Thus, the 3M method requires strictly less arithmetic operations than the conventional means of multiplying complex matrices for n 3, and it achieves a saving of about 25% for n 30 (say). Similar savings occur in the important special case where A or B is triangular.
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It is rare in matrix computations to be able to produce such a clear-cut computational saving over a standard technique, and the 3M method therefore deserves careful consideration for practical use.
Since an increase in speed is often accompanied by a loss of numerical stability, it is important to investigate the behaviour of the 3M method in the presence of rounding errors. Doubts about the stability are raised by the comment of Knuth 14, p . 647] on a variation of (1.1) (see (2.7)), \Beware numerical instability". We investigate the stability in section 2 and show that the 3M method is stable in a certain sense, although it does not match the stability properties of conventional multiplication.
In section 3 we o er some guidance on the choice of method for multiplying complex matrices. This work was motivated by the knowledge that the 3M method is being used in Fortran routines CGEMMS This example suggests that the 3M method may be stable in a sense weaker than conventional multiplication. In the rest of this section we establish the stability properties in a precise form, for general n. Here, j j denotes the operation of replacing each matrix element by its absolute value, and the matrix inequality is interpreted componentwise. Now we consider the product C 1 + iC 2 = (A 1 + iA 2 )(B 1 + iB 2 ) for n n complex matrices, as in section 1. Using (2.1) we nd that the computed product from conventional multiplication, It is easy to verify that, apart from the factors n+1, these bounds re ect the sensitivity of the product AB to perturbations in A and B of the form A j ! A j + A j , where j A j j ujA j j.
For the 3M method C 1 is computed in the conventional way, and so (2.2) holds.
It is straightforward, but tedious, to show that b C 2 satis es j b C 2 ? C 2 j (n + 4)u (jA 1 j + jA 2 j)(jB 1 j + jB 2 j) + jA 1 jjB 1 j + jA 2 jjB 2 j + O(u The disparity between (2.3) and (2.4) is, in part, a consequence of the di ering numerical cancellation properties of the two methods. It is easy to show that there are always subtractions of like-signed numbers in the 3M method, whereas if A 1 , A 2 , B 1 and B 2 have nonnegative elements (for example) then no numerical cancellation takes place in conventional multiplication.
We can de ne a measure of stability with respect to which the 3M method matches conventional multiplication by taking norms in (2.3) and (2.4). We obtain the weaker bounds Our ndings can be summarised as follows. The 3M method produces a computed product b C whose imaginary part may be contaminated by relative errors much larger than those for conventional multiplication (or equivalently, much larger than can be accounted for by small componentwise perturbations in the data A and B). However 
We conclude this section with several further comments.
(1) It does not seem possible to improve the stability of the 3M method by \`tinkering" with the basic formula. to compute the imaginary part of z. Although they look similar, formulas (2.9) and (2.10) have quite di erent stability properties. For (2.9) exploits commutativity (y 2 x 2 = x 2 y 2 and y 2 y 1 = y 1 y 2 ), while (2.10) does not. Thus only (2.10) permits the generalization where the x j and y j are matrices. On the other hand, Winograd's identity can be used to trade half the multiplications for additions in a matrix product AB (this being the main application of Winograd's identity), but the analogue of (2.10) for n-vectors cannot be employed in this fashion.
A further di erence is that (2.9), and more generally (2.8), is numerically unstable in the sense that the best available normwise error bound is of the form jfl(x which holds for conventional multiplication (and for (2.10)).
The instability of Winograd's identity was rst pointed out by Brent 4] , who proves a bound of the form (2.11). He shows that the instability can be overcome by scaling x and y so that kxk 1 kyk 1 before applying the identity. where f(n; n 0 ) nn 2 0 (n=n 0 ) 3:6 and where n 0 n is the threshhold such that conventional multiplication is used for matrices of dimension n 0 or less. Thus Strassen's method satis es a normwise bound only, and has a potentially much larger constant in the bound than the 3M method.
(4) It is straightforward to show that if the 3M method is implemented using Strassen's method to form the real matrix products, then the computed complex b In other words, the 3M method combined with Strassen's method has the same stability properties as Strassen's method alone.
(5) We have done numerical experiments in MATLAB to con rm the theoretical analysis. Our experience is that for \random" matrices the 3M method is quite likely to produce a computed answer of similar quality to that from conventional multiplication. (The same is true for Strassen's method; see 11].) However, it is easy to generate examples where instability occurs|for example, by generalizing the example at the beginning of this section.
3. Practical Considerations. What method should we use to multiply complex matrices? If the best possible accuracy is required, or if execution time is not a primary concern, then the multiplication should be done in the conventional manner. When implementing conventional matrix multiplication in Fortran one has the choice of splitting the computation into its real and imaginary parts at the beginning, as is necessary to apply the 3M method, or of using \complex arithmetic", which e ectively means resorting to real arithmetic only at the scalar level. These two approaches carry out the same (real) arithmetic operations in di erent orders, and so satisfy the same error bounds (2.2) and (2.3). The choice of which approach to use can therefore be guided by considerations other than accuracy, such as the relative e ciency of real and complex arithmetic implementations, which depends on various factors, including memory reference time, the overhead of invoking complex arithmetic routines, and the intrinsic costs of real and complex arithmetic. The relative e ciency can vary greatly between machines and compilers. The LINPACK manual 7, p. 1.25, Appendix B] reports the execution times of CGEFA (complex LU factorization) and SGEFA (real LU factorization) for the LINPACK test sites (21 computing environments). For n = 100, the ratio \CGEFA/SGEFA" varies between 1.64 and 8.98, with an average of 4.31.
If a faster multiplication is desired, the most promising possibilities involve the 3M method and Strassen's method. Recent experience with Strassen's method on real matrices has shown that on certain machines it can produce useful speedups for n in the hundreds 1], 2]. If the computing environment is such that complex arithmetic is implemented very e ciently it may be best to use Strassen's method alone in complex arithmetic. For example, in experiments in Algol-W on an IBM 360/67 Brent 3] found that a complex matrix multiplication took less than three times as long as a real matrix multiplication, for both the conventional method and Strassen's method. Thus it is probably not worth using the 3M method in this environment.
The evidence quoted above from the LINPACK manual suggests that in many Fortran environments complex arithmetic will exceed real arithmetic in cost by a factor of more than three. In such situations it is appropriate to use the 3M method in conjunction with Strassen's method, as is done in the ESSL library 12] and the UNICOS library 13], and as discussed at the end of section 2.
A prominent source of Fortran 77 matrix multiplication routines is the level 3 Basic Linear Algebra Subprograms (BLAS3) 8]. The BLAS3 speci cations de ne what each routine must do but not how it must do it. Thus there is freedom of implementation, subject to the requirement of retaining numerical stability. One of the main uses of the BLAS3 is as modules in block algorithms for solving linear equation and eigenvalue problems, for example in LAPACK 5] . Two important questions in this context are whether the block algorithms remain backward stable when they are built upon BLAS3 operations satisfying bounds of the form (2.12), and, if they do, whether the backward error results are su ciently strong for a given application. In joint work with J.W. Demmel 6] we have shown that a wide class of block algorithms satisfy a backward error bound of the form (2.12) if the BLAS3 themselves satisfy (2.12). In combination with the work here, this provides motivation for preparing complex BLAS3 routines based on the 3M method combined with Strassen's method.
