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The theme of the present paper is to introduce and study two differ-
ent versions of tensor products of functional models, one over the
underlying ﬁeld and the other over the corresponding algebra of
polynomials, aswell as relatedmodelsbasedontheKroneckerprod-
uct of polynomial matrices. In the process, we study the Sylvester
equation and its reduction to a polynomial matrix equation. We
analyse the relation between the two tensor products and use this
to elucidate the role of the Anderson–Jury generalized Bezoutians
in this context.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Polynomial models are ﬁnitely presented quotient modules of nonsingular polynomial matrices
and thus are amenable both to an abstract algebraic analysis as well as to effective computational
approaches. The theory of polynomial and rational models, initiated in Fuhrmann [5], proved to be a
very powerful tool in linear algebra, the structure theory of linear operators and in unifying various
approaches to linear system theory. In particular, it offers a very elegant approaches to linear systems
via Jan C. Willems’ theory of behaviors; see Fuhrmann [9], to symbolic dynamics and convolutional
codes, Rosenthal [28], and many other areas.
In this paper,we extend the theory to cover tensor products of polynomialmodels. Thuswe attempt
to answer questions like: Is the tensor product of a polynomial model (or of a behavior) again a
polynomial model (a behavior) and how can one describe the deﬁning polynomial matrices? This is
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not just a formalquestionbutone that ismotivatedbyawide rangeofproblemsofwhichsomeare listed
below. Although the theory of tensoredmodels hasmany applications, both to linear algebra aswell as
to linear system theory, we will restrict ourselves in this paper mostly to the general theory. The sole
exception is the analysis of the Sylvester equation and the related theory of generalized Bezoutians
which arise naturally when treating homomorphisms of functional models via tensor products. Of
course, the Sylvester equation, and more general linear matrix equations, can be treated as standard
linear equations via the vec-operation and matrix Kronecker products. However, in such an approach
the structure of thematrix equationbecomesobscured. Tensoredpolynomialmodels, and the resulting
theory of polynomial Sylvester equations, help one to get around this problem. This is done via the
reduction of the Sylvester equation to a polynomial equation that is closely related to the Bezout
equation. The original motivation for this approach was the derivation of a polynomial Lyapunov
equation in Willems and Fuhrmann [30]. In turn, this was motivated by the derivation of classical
stability criteria using polynomials in two variables, see Kalman [21]. Further applications of tensored
models include the analysis of tangent spaces of rational transfer functions via tensor products as
in Helmke and Fuhrmann [18], the computation of the elementary divisors of the tensor product of
polynomial models in Fuhrmann and Helmke [13], the analysis of the Stein equation via its reduction
to a polynomial equation and its use in the inversion of Toeplitz maps, see Fuhrmann [10] and the
study of equivalence conditions for behaviors and the Kronecker canonical form, see Fuhrmann and
Helmke [12,14]. Maybe the most important application resulting from the study of tensored models
is the use of the polynomial Sylvester equation and its connection to polynomial Bezout equations to
the problem of model reduction. In particular, the functional model approach leads to a uniﬁcation of
projection methods and interpolation methods in model reduction. For a preliminary exposition, see
Fuhrmann and Helmke [15].
The paper is structured as follows. In Section 2, we collect some basic material on tensor products
and on the functional spaces and models used throughout the paper. Section 3 is devoted to the
deﬁnition and analysis of several different versions of tensor products. In order to make it easier to
digest this material, we treat ﬁrst the scalar case in detail before proceeding to the matrix case. We
believe that, some repetition is the price for additional clarity. The analysis of intertwining maps for
polynomial models was carried out in Fuhrmann [5] and based on the commutant lifting theorem.
Here we give an independent derivation which helps to clarify the role of the generalized Bezoutian,
providing a basis independent approach. Finally, in Section 5, we study the spaces of homomorphisms
between tensor products of models which allows us to derive various dimension formulas.
Some natural applications that are omitted from this paper, but are planned for subsequent papers,
include the analysis of classes of linearmatrix equations, related to the Sylvester equation, ofwhich the
Lyapunov and Stein equations are special cases. Another important area of application is that of model
reduction. There have been several different approaches to model reduction, including projection
methods of which balanced truncation is a special case, Hankel norm approximations, interpolation
methods, etc. As shown elsewhere, a unifying approach can be based on the analysis of the polynomial
Sylvester equation which exhibits in the clearest possible way the connections to model reduction,
interpolation and projection methods. As tensor products are closely related to bilinear, and hence
also to quadratic forms, another area of application of tensor products is to the analysis of dissipative
system, see Willems and Trentelman [31]. We also refer to the recent and related work by Cluzeau
and Quadrat [3] for further connections between module homomorphisms, Lyapunov equations, Lax
equations and the algebraic Riccati equation.
Wewant to thank theanonymous, andconscientious, refereeof thispaperwhosenumerous remarks
led to a much improved presentation.
2. Preliminaries
2.1. Tensor products
Tensor products are an establishedpart of algebra. This section is not intended as a full development
of tensor products, rather it serves to establish notation and recall the basic results on tensor products
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that we want to use in later parts of this paper. There is a broad literature on tensor products, but we
shall refer mostly to Lang [24] and Hungerford [20].
Since tensor products are at center stage of this paper, it is only appropriate to give a working
deﬁnition. As usual in algebra, the tensor product of two modules is deﬁned via a universal property.
Deﬁnition 2.1. Let R be a commutative ring with identity, and let M,N be R-modules. An R-module
M ⊗R N is called a tensor product ofM and N if there exists an R-bilinear map φ : M × N −→ M ⊗R
N such that for every R-bilinear map γ : M × N −→ K into any R-module K, there exists a unique
R-homomorphism γ∗ : M ⊗R N −→ K which makes the following diagram commutative,
Diagram 1
namely γ = γ∗ ◦ φ.
Note that according to Deﬁnition 2.1 there may be many, necessarily isomorphic, tensor prod-
ucts. A concrete construction of a tensor product, see Lang [24] and Hungerford [20], is to take the
free module generated by all pairs (m, n) ∈ M × N and factor it by the submodule generated by all
elements of the form (m1 + m2, n) − (m1, n) − (m2, n), (m, n1 + n2) − (m, n1) − (m, n2), (rm, n) −
r(m, n), (m, rn) − r(m, n). Speciﬁcally, let F be the free abelian group on the setM × N. Thus the ele-
ments ofF are ﬁnite formal sums∑Ni=1 ni(xi, yi), whereni ∈ Z and (xi, yi) ∈ M × N are arbitrary. LetS
denote the subgroup of F generated by elements of the form (m + m′, n) − (m, n) − (m′, n), (m, n +
n′) − (m, n) − (m, n′) and (rm, n) − (m, rn),m,m′ ∈ M, n, n′ ∈ N, r ∈ R. The quotient group F/S is
called the tensor product M ⊗R N; the cosets (m, n) + S ∈ F/S are denoted by m ⊗ n. Note that
M ⊗R N is, by construction, an abelian group. It is also an R-module with scalar multiplication deﬁned
by r(m ⊗ n) = (rm) ⊗ n. The map φ : M × N −→ M ⊗R N deﬁned by φ(m, n) = m ⊗ n is an R-
homomorphism. Using this deﬁnition, it is easily seen that every “middle linearmap"ψ : M × N −→
K , into an abelian group K induces a unique group homomorphismψ∗ : M ⊗R N −→ K such that the
diagram above commutes. Here, middle linear mapsψ are characterized by the property
ψ(m + m′, n) = ψ(m, n) + ψ(m′, n),
ψ(m, n + n′) = ψ(m, n) + ψ(m, n′),
ψ(rm, n) = ψ(m, rn).
If K is an R-module andψ is R bilinear, thenψ∗ is R-linear.
This construction of the tensor product M ⊗R N, although concrete, does not lend itself to easy
computations. One of our aims in this paper is to ﬁnd concrete representations of the tensor products
we are interested in. For example, see Lang [24], for any integersm, n > 1we have theZ-isomorphism
Zm ⊗Z Zn  Zm∧n, (1)
m ∧ n being the greatest common divisor of m and n. This degree of explicitness is the one we want
to achieve, when we will explore the analog of this isomorphism where the modules Zq are replaced
by modules of vector polynomials.
We list a few basic properties of tensor products. Relative to direct sums, tensor products have the
following distributivity and associativity properties
(⊕ki=1Mi) ⊗R N  ⊕ki=1(Mi ⊗R N)
M ⊗R (⊕lj=1Nj)  ⊕lj=1(M ⊗R Nj)
M ⊗R (N ⊗R P)  (M ⊗R N) ⊗R P
(2)
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Another isomorphism that we ﬁnd useful is
M ⊗R N  N ⊗R M, (3)
via the map that sendsm ⊗ n to n ⊗ m. Eq. (3) holds as a consequence of R being a commutative ring.
Moreover, if S ⊂ R is any subring and M,N are R-modules, then we have a well deﬁned, surjective
S-linear mapM ⊗S N −→ M ⊗R N deﬁned bym ⊗S n → m ⊗R n.
Theuseofquotientmodules in linear systemtheory is verynatural andarises inKalman’s realization
theory, see Kalman et al. [22], in the adaptation of Nerode equivalence as well as in behavior theory
where behaviors are most easily characterized and analysed as duals of polynomial quotient modules,
see Oberst [27] or Fuhrmann [9]. Thus, it is only natural to expect that the analysis of tensor products
of polynomial quotient modules should prove to be of use in linear system theory, and therefore we
shall pay particular attention to this topic.
Thus, letM1,M2 beR-modules,withR a commutative ring. LetNi ⊂ Mi be submodules. Thequotient
spaces Mi/Ni have a natural R-module structure. Let N be the submodule generated in M1 ⊗R M2 by
N1 ⊗R M2 andM1 ⊗R N2. Then, see Hungerford [20, IV.5, Exercise 5], we have the isomorphism
M1/N1 ⊗R M2/N2  (M1 ⊗R M2)/N. (4)
Explicitly, the isomorphismisgivenas follows.Consider theR-linearmap f : M1 ⊗R M2 −→ M1/N1 ⊗R
M2/N2 that maps an element m1 ⊗ m2 to the tensor product [m1] ⊗ [m2] of cosets [mi] = mi + Ni.
The kernel of f then is N. Thus f induces the desired isomorphism.
We will be interested in duality properties of tensor products. We recall that, given an R-module
M, its algebraic dual moduleM′ is deﬁned by
M′ = Hom R(M, R), (5)
i.e. by the space of all linear functionals on M or, equivalently, by the space of all R-homomorphisms
ofM into R.
Given R-modulesM,N, L, we denote by L2R(M,N; L) the set of all R-bilinear maps φ : M × N −→ L.
We have, see Lang [24, p. 412], the following isomorphisms
Hom R(M ⊗R N, L)  L2R(M,N; L)  Hom R(M, Hom R(N, L)). (6)
For the special case L = R, noting (5), we have
(M ⊗R N)′ = Hom R(M ⊗R N, R)  Hom R(M, Hom R(N, R)) = Hom R(M,N′). (7)
The deﬁnition of the algebraic dual in the context ofmodules is not ofmuch use for the applications
we have in mind. In fact, if R = F[z] and M,N are ﬁnitely generated torsion modules over F[z], then
M′, deﬁned by (5) is the zero module. In much the same way, all objects in (6) are trivial. To overcome
this, we need to use the vector space dual as well as a slight generalization of the above construction,
along the lines of Hungerford [20], that will extend the isomorphisms (6) to ﬁt our needs.
More generally, let M,N, P be R-modules and S ⊂ R a subring. Then the map θ : Hom S(M ⊗R
N, P) −→ Hom R(M, Hom S(N, P)) deﬁned by
θ(f )(m)(n) = f (m ⊗ n) (8)
is an S-module isomorphism, see Hungerford [20, Theorem IV, 5.10, p. 214]. Explicitly, for any ﬁeld
F and any F[z]-modules M,N we have the F-vector space isomorphism Hom F(M ⊗F[z] N, F) 
Hom F[z](M, Hom F(N, F)). Thus if N is ﬁnite dimensional as an F-vector space with vector space dual
N∗ = Hom F(N, F), then, using the isomorphism (N∗)∗  N which holds in this case, we conclude
the vector space isomorphism
(M ⊗F[z] N∗)∗  Hom F[z](M,N). (9)
What we ﬁndmore of a challenge, is to ﬁnd concrete representation for the various tensor product
spaces we will encounter in this work.
Now the dual of a quotientmodule over R has a nice representation. LetN ⊂ M be R-modules. Then
(M/N)′  (N)⊥, (10)
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where N⊥ = {φ ∈ M′|φ|N = 0}. The set N⊥ is an R-submodule of M′ and is called the module
annihilator of N inM.
Next,weextend this to the tensorproduct of twoquotientmodules. To this end, letM1 ⊂ M,N1 ⊂ N
be R-modules. Then, by the isomorphism in (4) we obtain
(M/M1 ⊗R N/N1)′  (M1 ⊗R N + M ⊗R N1)⊥ = (M1 ⊗R N)⊥ ∩ (M ⊗R N1)⊥. (11)
In the case where R is the ring of polynomials F[z], there is another natural notion of duals and
annihilators. Explicitly, the vector space dual of aF[z]-moduleM is deﬁned asM∗ = Hom F(M, F). The
vector space annihilator of a submodule N ⊂ M in M is then deﬁned as N⊥ = {φ ∈ M∗|φ|N = 0}.
In the sequel, we will almost exclusively work with the vector space annihilator. Therefore, we always
simply refer to the annihilator if the vector space annihilator is understood. Whenever we have to
consider the module annihilator we will explicityl say so. In particular, the ambiguity in notation for
the two different annihilators should not cause any problem.
We proceed to introduce tensor products of module homomorphisms. Let Mi,Ni, i = 1, 2, be R-
modules and let φi ∈ Hom R(Mi,Ni). Deﬁning, for fi ∈ Mi,
(φ1 ⊗ φ2)(f1 ⊗ f2) := φ1f1 ⊗ φ2f2, (12)
it is easy to check that φ1 ⊗ φ2 ∈ Hom R(M1 ⊗R M2,N1 ⊗R N2). We will refer to the homomorphism
φ1 ⊗ φ2 as the Kronecker product of the homomorphisms φ1 and φ2.
We will ﬁnd the following result useful, see Lang [24, p. 415].
Proposition 2.1. Let M,N be modules over the ring R and let N be free with basis {vi| i ∈ I}. Then every
element of M ⊗R N has a unique representation of the form∑i∈I yi ⊗ vi with almost all yi equal to zero.
2.2. Tensor products over a ﬁeld
Let X ,Y be F-linear spaces. We shall use L(X ,Y) as well as Hom F(X ,Y) for the F-linear space
of F-linear maps from X to Y . We take now a closer look at the case of tensor products of two ﬁnite
dimensional F-linear spaces X ,Y . In this situation, and in order to clearly distinguish it from the
algebraic dual M′ of a module M, we will write X∗ = Hom F(X , F) for the vector space dual. Let
BX = {fi}ni=1,BY = {gi}mi=1 be bases of X and Y respectively. Let B∗X = {φi}ni=1 be the basis of X∗
which is dual to BX , i.e. it satisﬁes φi(fj) = δij . Given a linear transformation T ∈ L(X ,Y), let the tij be
deﬁned by
Tfj =
m∑
i=1
tijgi, j = 1, . . . , n. (13)
[T]BYBX = (tij) is the matrix representation with respect to these bases. On the other hand, we consider
the tensor product Y ⊗ X∗ which is generated by the basis elements gi ⊗ φk . Associate with gi ⊗ φk
the linear map from X to Y , deﬁned for x ∈ X by
(gi ⊗ φk)x = φk(x)gi. (14)
We claim that {gi ⊗ φk|i = 1, . . . ,m, k = 1, . . . , n} is a basis for L(X ,Y). Indeed, if T = ∑mi=1∑n
k=1 cikgi ⊗ φk , then
Tfj =
m∑
i=1
n∑
k=1
cik(gi ⊗ φk)fj =
m∑
i=1
n∑
k=1
cikφk(fj)gi =
m∑
i=1
n∑
k=1
cikδkjgi =
m∑
i=1
cijgi.
Comparing with (13), we conclude that cij = tij . Hence
T =
m∑
i=1
n∑
j=1
tijgi ⊗ φj , (15)
i.e. {gi ⊗ φj} is a basis for Y ⊗F X∗. This leads to the isomorphism
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L(X ,Y) = Hom F(X ,Y)  Y ⊗F X∗ (16)
given by (15). Clearly, (16) is a special case of (7).
Note that in view of the isomorphism (16), for T ∈ L(X ,Y), there are two possible matrix repre-
sentations which turn out to be equal, namely
[T]BYBX = [T]BY⊗B
∗
X . (17)
Here BY ⊗ B∗X is the tensor product of the basis BY of Y and the basis B∗X of X∗ which is dual to the
basis BX of X.
The representation (15) of T ∈ L(X ,Y) can be simpliﬁed. If rank T = dim Im T = k, then there
exists a minimal length representation
T =
k∑
i=1
ψi ⊗ φi, (18)
where {φi}ki=1 is a basis of (Ker T)⊥ ⊂ X∗ and {ψi}ki=1 is a basis for Im T ⊂ Y .
One of the fundamental properties of tensor products is the connection between maps deﬁned on
tensor products, bilinear forms (hence also to quadratic forms), andmodule homomorphisms as given
in (6) and (7). In the special case of F-linear spaces X and Y , we have the following result; see Lang
[24] for a more general treatment.
Proposition 2.2. 1. Let X ,Y be F-linear spaces, then we have the following isomorphisms.
(X ⊗F Y)∗  L2(X ,Y; F)  Hom F(X ,Y∗). (19)
2. Let X ,Y be ﬁnite dimensional F-linear spaces, then we have the following isomorphism
(X ⊗F Y)∗  X∗ ⊗F Y∗  Y∗ ⊗F X∗. (20)
Combining with the results in Proposition 2.2, it follows that there is a well deﬁned F-linear iso-
morphism Y ⊗F X∗ −→ Hom F(X ,Y), as long as X ,Y are ﬁnite dimensional F-vector spaces. For
an arbitrary ring R and R-modules M,N it is shown in Hilton and Wu [19], that the canonical map
φ : N ⊗R M′ −→ Hom R(M,N) given by (n, λ) → (m → λ(m)n) is a module isomorphism if M is
ﬁnitely generated and projective. Since any freemodule is projective, this covers the vector space case.
Unfortunately, it excludes the case ofM being a torsion module, which is the case of main interest for
us.
2.3. Duality in functional spaces
Guided by system theoretic considerations, it will be important to study the tensor product of
polynomial quotient modules as well as their dual modules. Following well-established terminology
from operator theory, we term these spaces functional models.
Our settingwill beF((z−1))m, the space of truncated Laurent series, i.e. of formal series of the form,
f (z) = ∑N−∞ fizi, withN ∈ Z and fi ∈ Fm.Wewill refer to Res (f ) = f−1 as the residue of f. Obviously,
F((z−1))m is anm-dimensional vector space, or module, over the ﬁeld F((z−1)) but, at the same time,
also an inﬁnite dimensional vector space over the ﬁeld F. Moreover, F((z−1))m has module structures
over various subrings ofF((z−1)), and of special interest to uswill be theF[z]module structure. Since,
for N ∈ N, we have
N∑
−∞
fiz
i =
−1∑
i=−∞
fiz
i +
N∑
i=0
fiz
i = z−1
⎛⎝∞∑
i=0
f−i−1z−i
⎞⎠+ N∑
i=0
fiz
i
which leads to the natural direct sum representation
F((z−1))m = F[z]m ⊕F z−1F[[z−1]]m, (21)
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with the corresponding projections π+,π− on F[z]m, z−1F[[z−1]]m respectively given by
π+
N∑
−∞
fiz
i =
N∑
i=0
fiz
i,
π−
N∑
−∞
fiz
i =
−1∑
i=−∞
fiz
i. (22)
The direct sum representation (21) is of F-vector spaces. However, F((z−1))m has a naturally in-
duced F[z]-module structure given bymultiplication with z, for which F[z]m is a submodule. Thus we
have the F[z]-module isomorphism
z−1F[[z−1]]m  F((z−1))m/F[z]m, (23)
provided that we deﬁne the F[z]-module structure on z−1F[[z−1]]m by
p · f = π−pf = p(σ )f , p ∈ F[z], f ∈ z−1F[[z−1]]m, (24)
where σ : z−1F[[z−1]]m −→ z−1F[[z−1]]m is the backward shift, deﬁned by
σ f = π−(zf ). (25)
Throughout the paper, given A(z) ∈ F((z−1))p×m, we will denote by A˜(z) the transpose of A(z).
Duality is one of the most powerful tools available for the study of tensor products. Although the
concept of an algebraic dual module has been deﬁned in (5), as our main interest in this paper is in
the tensor products of ﬁnitely generated torsion modules for which the algebraic dual is trivial, the
use of it is therefore not effective. To circumvent this difﬁculty, we shall use a different concept of dual
spaces. Our approach to duality will be via the introduction of a nondegenerate bilinear form on the
ambient space F((z−1))m deﬁned, for h = ∑nhj=−∞ hjzj , f = ∑nfj=−∞ fjzj , by
[f , h] =
∞∑
j=−∞
h˜−j−1fj = (h˜f )−1 = Res (h˜f ). (26)
Here, for h ∈ F((z−1))m, Res (h) = (h)−1 denotes the residue of h, i.e. the coefﬁcient of z−1 in the
expansion of h. Moreover, h˜ denotes the transposition of the vector h. With respect to the bilinear form
on F((z−1))m, we can identify elements of the dual vector space with elements of F((z−1))m, thereby
leading to a concretized form of duals and annihilators. Explicitly, for any subsetM ⊂ F((z−1))m, the
vector space annihilator is deﬁned as
M⊥ = {f ∈ F((z−1))m|[f , h] = 0, ∀h ∈ M}. (27)
Note that, with respect to the bilinear form (26), we have (F[z]m)⊥ = F[z]m. For the details, see
Fuhrmann [6].
We extend now, to the context of tensored models, the duality theory for polynomial models as
developed in Fuhrmann [6], which was based on the identiﬁcation of the dual space to F[z]m, given by
(F[z]m)∗  z−1F[[z−1]]m. (28)
Inanalogywith (28),wecan identify thevector spacedualofF[z]p×mwith thespace z−1F[[z−1]]p×m
via the matrix version of the above residue form. Thus we deﬁne a nondegenerate bilinear form on
F((z−1))p×m, by letting, for H, G ∈ F((z−1))p×m,
[H, G] = Res (Trace H˜G) = Trace Res (H˜G). (29)
The availability of this pairing leads to the following.
Proposition 2.3. The vector space dual space of F[z]p×m can be identiﬁed with z−1F[[z−1]]p×m.
The ambient space for the algebraic analysis of linear systems is F((z−1))m. So, as a ﬁrst step we
consider the tensor product of such spaces, both taken over the ﬁeld F as well as over the ring of
polynomials F[z]. We have the following concrete identiﬁcations of tensor products.
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We specialize our discussion to polynomial modules. Given the ﬁeld F, the polynomial ring F[z] is
a free module of rank 1 over itself but an inﬁnite dimensional vector space over F. Thus we have the
following identiﬁcation, i.e. up to isomorphism, for tensor products of polynomial spaces.
F[z] ⊗F F[z]  F[z,w], (30)
as well as
F[z] ⊗F[z] F[z]  F[z]. (31)
This does not change when we consider spaces of polynomial vectors F[z]p, which itself can be
identiﬁed with the tensor product F[z]p  F[z] ⊗F Fp. In the concrete representation of the tensor
productF[z]p ⊗F F[z]m byF[z,w]p×m the abstract elements of the tensor product have also a concrete
representation given by f ⊗ g → f (z)g˜(w). Similarly, representing F[z]p ⊗F[z] F[z]m by F[z]p×m, the
elements are representedvia themap f ⊗ g → f (z)g˜(z). This leads to the followingwell-knownresult.
Proposition 2.4. We have the isomorphisms
F[z]p ⊗F F[z]m  F[z,w]p×m,
F[z]p ⊗F[z] F[z]m  F[z]p×m. (32)
Polynomial matrices in F[z,w]p×m admit factorizations with rectangular factors. The surjectivity
of (32) can be reformulated as follows.
Proposition 2.5. Every Q(z,w) ∈ F[z,w]p×m has a, not unique, representation of the form
Q(z,w) =
k∑
i=1
Pi(z)Ri(w) (33)
with Pi ∈ F[z]p×1 and Ri ∈ F[z]1×m. This implies a factorization
Q(z,w) = P(z)R(w) (34)
with P(z) = (P1(z) . . . Pk(z)) ∈ F[z]p×k and R(w) = (˜R1(w) . . . R˜k(w))˜
∈ F[z]k×m.
For extending the previous results to Laurent series, we will need several more spaces. As the ﬁeld
F((z−1)) of truncated Laurent series has at least two module structures, with respect to the ﬁelds F
and F((z−1)), we have two different tensor products, given by
F((z−1))p ⊗F F((z−1))m  Fsep((z−1,w−1))p×m (35)
and
F((z−1))p ⊗F((z−1)) F((z−1))m  F((z−1))p×m. (36)
These are the analogs of Eq. (32).
Here Fsep((z
−1,w−1)) denotes the ring of separable truncated Laurent series in the variables z,w
which are of the form F(z,w) = ∑Ni=1 fi(z)g˜i(w) for ﬁnitelymany f1, . . . , fN ∈ F((z−1))p, g1, . . . , gN ∈
F((w−1))m. Thus Fsep((z−1,w−1)) is a proper subset of F((z−1,w−1)), the ﬁeld of truncated Lau-
rent series. By Fsep((z
−1,w−1))p×m we denote the module of all p × m matrices with entries in
Fsep((z
−1,w−1)). Rational elementsH(z,w) ∈ Fsep((z−1,w−1))p×m have representations of the form
H(z,w) = ∑ki=1 fi(z)g˜i(w)with fi, gi both rational. This implies a representation of the form
H(z,w) = d(z)−1Q(z,w)e(w)−1, (37)
with Q(z,w) ∈ F[z,w]p×m and f , d nonzero, scalar polynomials.
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Weshall routinelyuse the isomorphismF((z−1,w−1))p×m  Fp×m((z−1,w−1))andactually iden-
tify the two spaces. The identiﬁcation Fp×m[z,w] = F[z,w]p×m is a special case. By F[z,w]we denote
the ring of polynomials in the variables z,w and by F[[z−1,w−1]] the ring of formal power series in
z−1,w−1. We denote by F[z,w]p×m the space of p × m polynomial matrices. We will ﬁnd it useful
to use F[[z−1,w]p×m to denote the subspace of F((z−1,w−1))p×m of matrices whose entries are
formal power series in z−1 and polynomial in w. Thus the elements of F[[z−1,w]p×m are of the form
F(z,w) = ∑Ni=0 Fi(z)wi for suitable Fi ∈ F((z−1))p×m. Thus F[[z−1,w]p×m ⊂ Fsep((z−1,w−1))p×m.
F[z,w−1]]p×m is similarly deﬁned. In the same vein, Fsep[[z−1,w−1]]p×m denotes the space of p × m
matrix functions of separable formal power series
∑N
i=1 fi(z)gi(w)with fi ∈ F[[z−1]]p, gi ∈ F[[w−1]]m.
Taking into account the direct sum representations (21) as well as (2), we compute
Fsep((z
−1,w−1))p×m  F((z−1))p ⊗F F((z−1))m
 (F[z]p ⊕ z−1F[[z−1]]p) ⊗F (F[z]m ⊕ z−1F[[z−1]]m)
 (F[z]p ⊗F F[z]m) ⊕ (F[z]p ⊗F z−1F[[z−1]]m)
⊕ (z−1F[[z−1]]p ⊗F F[z]m) ⊕ (z−1F[[z−1]]p ⊗F z−1F[[z−1]]m)
 F[z,w]p×m ⊕ F[z,w−1]]p×mw−1
⊕ z−1F[[z−1,w]p×m ⊕ z−1Fsep[[z−1,w−1]]p×mw−1.
To these direct sum representations correspond, respectively, the following projection identities.
I = π z+ ⊗ I + π z− ⊗ I
= I ⊗ πw+ + I ⊗ πw−
= π z+ ⊗ πw+ + π z− ⊗ πw+ + π z+ ⊗ πw− + π z− ⊗ πw− . (38)
Next we proceed to extend the duality theory to the context of polynomial spaces in two variables.
To this end, we introduce in the space of matrix truncated Laurent series in two variables, i.e.
F((z−1,w−1))p×m =
⎧⎨⎩G(z,w) =
n1∑
i=−∞
n2∑
j=−∞
Gijz
iwj
⎫⎬⎭ . (39)
For G ∈ F((z−1,w−1))p×m, we deﬁne its residue Res (G) by
Res (G) = G−1,−1. (40)
A bilinear form on F((z−1,w−1))p×m is deﬁned, for G,H ∈ F((z−1,w−1))p×m, by
[G,H] = Trace Res H˜G = Trace
∞∑
i=−∞
∞∑
j=−∞
H˜−i−1,−j−1Gij
=
∞∑
i=−∞
∞∑
j=−∞
Trace H˜−i−1,−j−1Gij (41)
Note that the sum deﬁning [G,H] contains only a ﬁnite number of nonzero terms. Clearly, the form
deﬁned in (41) is nondegenerate.
If G ∈ F((z−1,w−1))q×m, A ∈ F((z−1,w−1))p×q and H ∈ F((z−1,w−1))p×m, then AG ∈ F((z−1,
w−1))p×m and, by a simple but tedious computation, we have
[AG,H] = [G, A˜H]. (42)
It is easy to see that again,with respect to thebilinear form(41),wehave for thevector spaceannihilator
(F[z,w]p×m)⊥ = F[z,w−1]]p×m + F[[z−1,w]p×m. (43)
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The next result gives a concrete representation of the dual space of F[z,w]p×m that is an extension of
Proposition 2.3.
Proposition 2.6. The vector space dual of F[z,w]p×m can be identiﬁed with the space (z−1F[[z−1,
w−1]]w−1)p×m, i.e.
(F[z,w]p×m)∗  (z−1F[[z−1,w−1]]w−1)p×m. (44)
Proof. Clearly, for H(z,w) ∈ (z−1F[[z−1,w−1]]w−1)p×m, the mapΦ : F[z,w]p×m −→ F, deﬁned by
Φ(Q) = [H,Q ] is a linear functional on F[z,w]p×m.
Conversely, supposeΦ is a linear functional onF[z,w]p×m. For all i, j 0,Φ induces linear function-
alsΦij on F
p×m by deﬁningΦij(A) = Φ(ziAwj). Since any functionalΦij on Fp×m has a representation
of the form Φij(A) = Trace (H˜ijA) for a unique Hij ∈ Fp×m. Deﬁning H(z,w) = ∑∞i=0∑∞j=0 Hijz−i−1
w−j−1 ∈ z−1F[[z−1,w−1]]p×mw−1, it follows that Φ(Q) = [Q ,H] .
2.4. Polynomial models
It follows from the Euclidean algorithm that F[z] is a principal ideal domain, i.e. every ideal in F[z]
is singly generated. As a consequence of this fact, submodules of F[z]m have nice representations. In
fact, M ⊂ F[z]m is a submodule, if and only if M = VF[z]k for some rectangular polynomial matrix
V(z) ∈ F[z]m×k . If we assume that the columns of V(z) are linearly independent, i.e. that V(z) has full
column rank, then necessarily km and this representation is unique up to a right unimodular factor
for V(z). A submoduleM ⊂ F[z]m is a full submodule if F[z]m/M is a torsion module. In this context,
it is equivalent to the ﬁnite dimensionality of the quotient space F[z]m/M. These quotient spaces play
a central role in the rest of the paper. We formalize the object by the following.
Deﬁnition 2.2. A polynomial model is a quotient module F[z]m/M where M ⊂ F[z]m is a full sub-
module.
Full submodules are characterized by the fact that any full column rank representing polynomial
matrix is necessarily square and nonsingular. This allows for more concrete identiﬁcations of the
polynomial model.
Given a nonsingular polynomial matrix D(z) ∈ Fm×m, we deﬁne a projection πD in F[z]m by
πDf = Dπ−D−1f for f ∈ F[z]m. (45)
Clearly, Ker πD = DF[z]m. We deﬁne the polynomial model XD by
XD = ImπD. (46)
It follows from (45) that f ∈ XD if and only if D−1f is strictly proper. Introducing in XD an F[z]-module
structure by
p · f = πD(pf ), p ∈ F[z], f ∈ XD, (47)
the map πD : F[z]m −→ XD is a surjective F[z]-homomorphism and hence, using Ker πD = DF[z]m,
we have the F[z]-isomorphism
XD  F[z]m/D(z)F[z]m. (48)
This important isomorphism is the key to the analysis of tensor products of polynomial models.
A special case of (47) is p(z) = z. We deﬁne the shift operator SD : XD −→ XD by
SDf = πDzf , f ∈ XD. (49)
It is easy to show that, for all f ∈ XD, we have
SDf = zf − D(z)ξf , (50)
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where ξf = (D−1f )−1. Indeed, we have
D−1SDf = D−1πDzf = D−1Dπ−D−1zf = π−z(D−1f ) = zD−1f − (D−1f )−1,
which implies (50).
Using (50), it is easy to show that f ∈ XD is an eigenfunction of SD, corresponding to the eigenvalue
α if and only if
f (z) = D(z)ξ
z − α (51)
for some 0 /= ξ ∈ Ker D(α).
The F-dual module of XD is easily computed, using the isomorphism (48) and the duality relation
(28).
X∗D  (F[z]m/DF[z]m)∗  (DF[z]m)⊥ ⊂ z−1F[[z−1]]m. (52)
Deﬁning the Toepliz operator D(σ ) : z−1F[[z−1]]m −→ z−1F[[z−1]]m by
D(σ )h = π−Dh, (53)
we have
(DF[z]m)⊥ = Ker D˜(σ ). (54)
We deﬁne a rational model XD by
XD = Ker D(σ ), (55)
we obtain the isomorphism
X∗D  XD˜. (56)
Since XD and X
D are isomorphic under the map f → D−1f , we can use this isomorphism to identify
X∗D with XD˜ under the pairing
〈f , g〉 = [D−1f , g], f ∈ XD, g ∈ XD˜. (57)
Lemma 2.1. Let M be an F[z]-module with dimF M < ∞. Then M is F[z]-isomorphic to M∗.
Proof. Here the standard F[z]-module structure of M∗ is introduced by deﬁning the product of p ∈
F[z]with λ ∈ M∗ as the linear functional p · λ : M → F, x → λ(p · x). Without loss of generality, we
can assume M = XD for some nonsingular polynomial matrix D(z). However (XD)∗  XD˜, and since
D(z) and D˜(z) have the same invariant factors, there exists an F[z]-isomorphism φ : XD −→ XD˜, i.e.
we have the isomorphism
XD  XD˜, (58)
with the isomorphism not only a vector space isomorphism but also an F[z]-isomorphism. 
3. Tensored models
Spaces like F[z]m, or quotient spaces like F[z]m/V(z)F[z]k , have module structures with respect
to both the ﬁeld F, i.e. vector space structures, as well as with respect to the ring of polynomials F[z].
Whenwe pass on to characterizing tensor products, the underlying ring is of utmost importance since
the tensor product depends very much on the ring used. These two constructs do not exhaust the
possibilities, especially where polynomial models are concerned and we will study also polynomial
models deﬁned by the Kronecker product of polynomial matrices. In analysing the tensor products
of two polynomial models, our ﬁrst objective will be to ﬁnd concrete representations for the various
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tensor products. Furthermore, we will show that the class of polynomial models is closed under the
tensor product operations.
Our focus will be on the tensor product of polynomial models over both the ﬁeld F and the ring of
polynomialsF[z]. Let nowD1(z) ∈ F[z]m×m andD2(z) ∈ F[z]p×p benonsingularpolynomialmatrices.
Denoting by Hom F(XD1 , XD2) the space of allF-linearmaps from XD1 to XD2 and by Hom F[z](XD1 , XD2)
the space of all F[z]-linear maps from XD1 to XD2 , i.e. the space of all F-linear maps Z from XD1 to XD2
that intertwine SD1 and SD2 that are satisfying ZSD1 = SD2Z . Wewill prove that we have a commutative
diagram of the form
Diagram 2
Here i is the natural inclusion of Hom F[z](XD1 , XD2) in Hom F(XD1 , XD2). The map β will be con-
structed via Bezoutians and we will establish the F – and F[z] – linear isomorphisms Ψ and ψ
respectively. The importance of this central result is the clariﬁcation of the connections between tensor
products and intertwining maps, and for the concretization of the various maps in terms of solutions
of a polynomial Sylvester equation that links to the generalized Bezoutians introduced in Anderson
and Jury [1]. In particular, our approach allows us to introduce generalized Bezoutians in a coordinate
free way.
3.1. The scalar case
In order to get oriented, we consider in some detail the various tensor product constructions for the
case of two scalar polynomials d1, d2 ∈ F[z]. This short survey we consider as the scaffold on which
the general results will be built. We omit detailed proofs as we will prove later in full details general
results in the matrix case.
3.1.1. Kronecker product models
We deﬁne the F-Kronecker product of two scalar polynomials d1, d2 ∈ F[z] as the map d1 ⊗F d2 :
F[z,w] −→ F[z,w] given by (d1 ⊗F d2)q(z,w) = d1(z)q(z,w)d2(w). This map induces a projection
πd1⊗Fd2 in F[z,w] deﬁned by
πd1⊗Fd2q(z,w) = (d1 ⊗F d2)(π z− ⊗ πw−)(d1 ⊗F d2)−1q(z,w). (59)
We obtain the F-Kronecker product model as Xd1⊗Fd2 = Xd1(z)d2(w) = Imπd1⊗Fd2 . From now on,
we will mainly use the more suggestive notation Xd1(z)d2(w) for the F-Kronecker product model. By
inspection, one veriﬁes that
Xd1(z)d2(w) =
⎧⎨⎩
deg d1−1∑
i=0
deg d2−1∑
j=0
fijz
iwj
⎫⎬⎭ . (60)
From this description, it follows that we have the dimension formula
dimF(Xd1(z)d2(w)) = deg d1 · deg d2. (61)
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Similarly, we deﬁne the F[z]-Kronecker product d1 ⊗F[z] d2 of two scalar polynomials d1, d2 as the
map d1 ⊗F[z] d2 : F[z] −→ F[z] given by d1 ⊗F[z] d2q(z) = d1(z)q(z)d2(z). This deﬁnes the projec-
tion map πd1⊗d2 : F[z] −→ F[z] given by
πd1⊗F[z]d2 f = π(d1d2)f . (62)
This allows us to introduce the[iz]-Kronecker product model as
Xd1⊗F[z]d2  F[z]/(d1d2)F[z]  Xd1d2 . (63)
Consequently, for the F[z]-Kronecker product model, we have the dimension formula
dimF Xd1⊗F[z]d2 = deg(d1d2) = deg d1 + deg d2 = dimF Xd1 + dimF Xd2 . (64)
Finally, from duality of polynomial and rational models, we achieve a representation of the dual to
the Kronecker product model as
(Xd1⊗F[z]d2)∗ = (Xd1d2)∗ = Xd1d2 . (65)
For amoredetailed discussion of theF[z]-Kronecker productmodel and its dual,we refer toHelmke
and Fuhrmann [18].
3.1.2. Tensor products over a ﬁeld
The tensor products were deﬁned, in Section 2, by an abstract construction. The availability of
Kronecker product polynomial models allows us to give concrete representations for the tensor prod-
ucts. We show that the tensor product Xd1 ⊗F Xd2 of two polynomial models over the ﬁeld F can be
interpreted as a polynomial model for the two variable polynomial d1(z)d2(w). Using (4) and the
isomorphism (48), we have
Xd1 ⊗F Xd2  (F[z]/d1F[z]) ⊗F (F[z]/d2F[z])
 F[z,w]/(d1(z)F[z,w] + d2(w)F[z,w]).
The submodule d1(z)F[z,w] + d2(w)F[z,w] can be seen as the kernel of the projection operator
πd1(z) ⊗ πd2(w) acting in F[z,w] by
(πd1(z) ⊗ πd2(w))(f (z)g(w)) = (πd1(z)f (z))(πd2(w)g(w)).
Deﬁning Xd1(z)d2(w) = Im (πd1(z) ⊗ πd2(w)), implies the isomorphism
Xd1 ⊗F Xd2  Xd1(z)d2(w), (66)
i.e. the F-tensor product of polynomial models is a polynomial model in two variables.
Proposition 3.1. Given nontrivial polynomials d1, d2 ∈ F[z], we have the isomorphism
Xd1 ⊗F Xd2  Xd1⊗Fd2 = Xd1(z)d2(w). (67)
In particular, the F–tensor product of two polynomial models in one variable is the two-variable
Kronecker product polynomial model and the map γ∗ : Xd1 ⊗F Xd2 −→ Xd1(z)d2(w), deﬁned by
γ∗(f1 ⊗ f2) = f1(z)f2(w) (68)
is an F-isomorphism.
Proof. Consider the F-bilinear map γ : Xd1 × Xd2 −→ Xd1(z)d2(w) deﬁned by γ (f1, f2) = f1(z)f2(w).
Thus γ∗ exists and is F-linear, leading to the following commutative diagram.
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The description (60) shows that γ is surjective. The result follows from the dimension formula (61).

Being the tensor product of two vector spaces over the ﬁeld F, the tensor productmodel Xd1 ⊗F Xd2
is clearly an F-vector space. We will see later that it carries also a natural F[z,w]-module structure.
We now connect the space of F-linear maps between polynomial models Xd1 −→ Xd2 with the
tensor product Xd1 ⊗F Xd2 . The concrete form of the isomorphism is given as follows. We use the
residue form on Xd1 as 〈f , g〉 = (d−11 fg)−1 = Res (gd−11 f ).
Theorem 3.1. ThemapΨ : Xd1(z)d2(w) −→ Hom F(Xd1 , Xd2)deﬁned byΨ (q) = Zq,where Zq : Xd1 −→
Xd2 is deﬁned, for f ∈ Xd1 , by
Ψ (q)f = Zqf = 〈f , q(z, ·)〉 = (d1(·)−1f (·), q(z, ·))−1. (69)
deﬁnes a vector space isomorphism, i.e. we have
Xd1 ⊗F Xd2  Hom F(Xd1 , Xd2). (70)
Proof. Let q1, . . . , qn denote a basis of Xd1(z)d2(w). Then it is easily seen that Zq1 , . . . , Zqn are linearly
independent in Hom F(Xd1 , Xd2). The result follows as both spaces have the same dimension. 
Using the isomorphism
Xd1 ⊗F Xd2  Xd1(z)d2(w), (71)
we obtain the explicit isomorphism Ψ : Xd1 ⊗F Xd2 −→ Hom F(Xd1 , Xd2) given by
Ψ (f1 ⊗ f2)g = [d−11 g, f1]f2 = 〈g, f1〉f2, g ∈ Xd1 . (72)
We consider next the F-vector space dual of the tensor product.
Proposition 3.2. Given nontrivial polynomials d1, d2 ∈ F[z]. Then we have the following identiﬁcation of
the vector space dual of Xd1 ⊗F Xd2 .
(Xd1 ⊗F Xd2)∗  Xd1 ⊗F Xd2  Xd1(z) ∩ Xd2(w). (73)
Proof. We compute via the vector space annihilators
(Xd1 ⊗F Xd2)∗  (F[z]/d1F[z] ⊗F F[z]/d2F[z])∗
 (d1(z)F[z,w] + d2(w)F[z,w])⊥
 (d1(z)F[z,w])⊥ ∩ (d2(w)F[z,w])⊥
= Xd1⊗1 ∩ X1⊗d2
=
{
h(z,w) ∈ z−1F[[z−1,w−1]]w−1|h(z,w) = p(z,w)
d1(z)d2(w)
}
. 
3.1.3. Tensor products over the ring of polynomials
From the above we have seen that the F-tensor product of polynomial models, namely Xd1 ⊗F Xd2 ,
takes us out of the realm of single variable polynomial spaces. The situation changes when the
underlying ring is F[z]. Since polynomial models Xd1 , Xd2 are F[z]-modules, their tensor product,
namely Xd1 ⊗F[z] Xd2 , is an F[z]-module too. Given polynomials d1, d2 we denote by d1 ∧ d2 their
greatest common divisor and by d1 ∨ d2 their least common multiple. In analogy with (1), we have
the F[z]-module isomorphism
Xd1 ⊗F[z] Xd2  F[z]/d1F[z] ⊗F[z] F[z]/d2F[z]
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 F[z]/(d1(z)F[z] + d2(z)F[z])  F[z]/((d1 ∧ d2)F[z]) (74)
 Xd1∧d2 .
This module is deﬁned abstractly, but for clarity as well as computational purposes, we would like
to have a concrete representation for it and this is done next.
Proposition 3.3. Givennontrivial polynomials d1, d2 ∈ F[z]. Letφ : Xd1 × Xd2 −→ Xd1 ⊗F[z] Xd2 be the
canonical map and let γ : Xd1 × Xd2 −→ Xd1∧d2 be deﬁned by
γ (f1, f2) = πd1∧d2(f1f2). (75)
Then the map γ∗ : Xd1 ⊗F[z] Xd2 −→ Xd1∧d2 , deﬁned by
γ∗(f1 ⊗ f2) = πd1∧d2(f1f2) (76)
is an F[z]-module isomorphism that implies the isomorphism
Xd1 ⊗F[z] Xd2  Xd1∧d2 . (77)
Proof:
We check ﬁrst that γ∗ is well deﬁned on the tensor product space. This follows immediately from
the identity
γ∗(p · f1 ⊗ f2) = πd1∧d2(p · f1f2) = πd1∧d2(f1p · f2) = γ∗(f1 ⊗ p · f2)
for any p ∈ F[z], together with bilinearity in f1, f2. This proves that γ∗ is well deﬁned and F[z]-linear.
To show the injectivity of γ∗, assume πd1∧d2(f1f2) = 0, i.e. that d1 ∧ d2|f1f2. This implies a factor-
ization d1 ∧ d2 = e1e2 for which ei|fi, i = 1, 2. Using the basic properties of the tensor product, we
compute
f1 ⊗ f2 = e1f ′1 ⊗ e2f ′2 = (e1e2)f ′1 ⊗ f ′2 = (d1 ∧ d2)f ′1 ⊗ f ′2 = 0,
as, by (77), d1 ∧ d2 annihilates Xd1 ⊗F[z] Xd2 .
From (74), we know that Xd1 ⊗F[z] Xd2 and Xd1∧d2 are isomorphic modules. This means that γ∗
is an injective module homomorphism between isomorphic modules. Since these modules are ﬁnite
dimensional vector spaces of equal dimension, we conclude that γ∗ is surjective as well and therefore
an isomorphism. 
The isomorphism (77) connects the Kronecker product model with the F[z]-tensor product model.
Clearly, we have the dimension formula
dimF Xd1 ⊗F[z] Xd2 = dimF X(d1∧d2) = deg(d1 ∧ d2)max(deg d1, deg d2)
 deg d1 · deg d2 = dimF(Xd1 ⊗F Xd2). (78)
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This computation shows that in the case of tensor products over rings, a lot of dimension collapsing
can occur. In fact, in the special case that d1, d2 are coprime, then Xd1 ⊗F[z] Xd2 = 0.
The following theorem is the analog of the isomorphism (70) for the case of F[z]-tensor products.
We give two versions of it using both Xd1 ⊗F[z] Xd2 and Xd1∧d2 .
Theorem 3.2. Given nontrivial polynomials d1, d2 ∈ F[z]. Then
1. We have the F[z]-isomorphism of F[z]-modules
Xd1 ⊗F[z] Xd2  Hom F[z](Xd1 , Xd2). (79)
The isomorphism is given by the map ψ ′ : Xd1 ⊗F[z] Xd2 −→ Hom F[z](Xd1 , Xd2) deﬁned by f1 ⊗
f2 → ψ ′f1⊗f2
ψ ′f1⊗f2(g) = d2π−((d1 ∧ d2)−1f1f2g), g ∈ Xd1 . (80)
2. We have the F[z]-isomorphism of F[z]-modules
Xd1∧d2  Hom F[z](Xd1 , Xd2). (81)
The isomorphism is given by the map ψ : Xd1∧d2 −→ Hom F[z](Xd1 , Xd2) deﬁned by n → ψn
deﬁned, for n ∈ Xd1∧d2 , by
ψn(g) = πd2(n2g), g ∈ Xd1 . (82)
Proof. 1. By construction, ψ ′f1⊗f2 is F[z]-linear. To show the injectivity of ψ ′f1⊗f2 , we use the fact
that we have the direct sum decomposition F[z] = Xd1 ⊕ d1F[z]. For g ∈ d1F[z], we clearly
have ψ ′f1⊗f2g = 0. Therefore if ψ ′f1⊗f2g = 0 for all g ∈ Xd1 , then it is zero for all f ∈ F[z]. Thus
(d1 ∧ d2)−1f1f2 is, necessarily, a polynomial and, by the preceeding argument, it follows that
f1 ⊗ f2 = 0.
Using the F-linear isomorphism (Xd1 ⊗F[z] Xd2)∗  Hom F[z](Xd1 , Xd2), it follows that
dimF Hom F[z](Xd1 , Xd2) = dimF Xd1 ⊗F[z] Xd2 = dimF Xd1 ⊗F[z] Xd2 . Hence injectivity implies
surjectivity and we are done.
2. Note that n ∈ Xd1∧d2 if and only if h = nd1∧d2 ∈ Xd1∧d2 = Xd1 ∩ Xd2 . In turn, h is rational and
strictly proper andhas a unique representation of the form h = n
d1∧d2 .Writing di = (d1 ∧ d2)d′i ,
we have, with ni = nd′i , and
h = n
d1 ∧ d2 =
n1
d1
= n2
d2
, (83)
which also implies the intertwining relation
n2d1 = d2n1. (84)
We compute now, with n = πd1∧d2 f1f2,
ψ ′f1⊗f2g = d2π−(d1 ∧ d2)−1f1f2g = d2π−(d1 ∧ d2)−1(πd1∧d2(f1f2))g
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= d2π−(d1 ∧ d2)−1ng = d2π−d−12 n2g = πd2n2g
= ψn(g). 
The most important aspect of Theorem 3.2 is that it establishes a concrete connection between
the space of maps Z intertwining the shifts Sd1 and Sd2 , i.e. satisfying ZSd1 = Sd2Z , and the F[z]-tensor
product of the polynomial models Xd1 and Xd2 . Note that (82) is themore familiar representation of an
intertwining map, see also Fuhrmann [8].
Next, we turn to the identiﬁcation of the dual to the tensor product.
Proposition 3.4. Givennontrivial polynomialsd1, d2 ∈ F[z].Thenwehave the seriesofF[z]-isomorphisms
(Xd1 ⊗F[z] Xd2)∗  (Xd1∧d2)∗  Xd1∧d2  Xd1 ∩ Xd2
 Xd1 ⊗F[z] Xd2  Hom F[z](Xd1 , Xd2). (85)
Proof. We use the duality results on polynomial models, as well as the isomorphisms (58), (77) and
(81). 
Obviously, there is a natural inclusion of Hom F[z](Xd1 , Xd2) in Hom F(Xd1 , Xd2). This, taken together
with the isomorphisms (71) and (79), show that there exists a natural embedding of Xd1 ⊗F[z] Xd2 in
Xd1 ⊗F Xd2 . In order to make this embedding speciﬁc, we use concrete representations for the two
tensor products.
Theorem 3.3. Given d1, d2 ∈ F[z] − {0}, let Ψ : Xd1(z)d2(w) −→ Hom F(Xd1 , Xd2) be given by (69) and
let ψ : Xd1 ⊗F[z] Xd2 −→ Hom F[z](Xd1 , Xd2) be given by (80). Let i : Hom F[z](Xd1 , Xd2) −→
Hom F(Xd1 , Xd2) be the natural embedding. For n ∈ Xd1∧d2 having the representation (83), we deﬁne
the Bezout map β : Xd1∧d2 −→ Xd1(z)d2(w) by
β(n) = q(z,w) = d2(z)n1(w) − n2(z)d1(w)
z − w , (86)
i.e. q(z,w), denotes the Bezoutian based on the intertwining relation (84). Then β is injective and we have
the equality
Ψ ◦ β = i ◦ ψ , (87)
i.e. the Bezout map is the concretization of the embedding of Xd1 ⊗F[z] Xd2 in Xd1 ⊗F Xd2 .
Proof. Note, as above, that any element n ∈ Xd1∧d2 yields a unique, strictly proper function h =
n
d1∧d2 = n1d1 = n2d2 . Thus n determines unique polynomials n1, n2 satisfying the intertwining relation
(84). By inspection, d1(z)
−1q(z,w)d2(w)−1 ∈ z−1Fsep[[z−1,w−1]]w−1 and thus q(z,w) ∈ Xd1(z)d2(w).
This shows that β is well deﬁned and F-linear. β is injective, since q(z,w) = 0 implies, using the
intertwining relation,
n1(z)
d1(z)
= n2(w)
d2(w)
= n1(w)
d1(w)
. In turn, we conclude that h = n
d1∧d2 is a constant which
by strict properness is necessarily zero.
To prove the equality (87), we compute, with β(n) = q(z,w) given by (86),
〈g, q(z, ·)〉 =
〈
g,
d2(z)n1(w) − n2(z)d1(w)
z − w
〉
=
[
d1(w)
−1g(w), d2(z)n1(w) − n2(z)d1(w)
z − w
]
= Res
(
d2(z)n1(w) − n2(z)d1(w)
z − w d1(w)
−1g(w)
)
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= Res
(
d2(z)n1(w)d1(w)
−1g(w)
z − w −
n2(z)g(w)
z − w
)
= −d2π+n1d−11 g + n2g = n2g − d2π+d−12 n2g
= πd2n2g. 
3.2. Tensored polynomial models: the matrix case
The discussion of tensor products of scalar polynomial models served as an introduction to the
analysis of the tensor products of vector valued polynomial models, resulting in matrix valued spaces.
The inherent noncommutative situation makes things more difﬁcult, especially if concrete isomor-
phisms are to be constructed. Of particular difﬁculty is the lack of a concrete representation for the
representation of XD1 ⊗F[z] XD2 . This is the result of the absence of a nice representation of a two sided
greatest common divisor. The tensor products of function spaces given by (32), (35) and (36) just set
the stage. As in the scalar case, of much greater interest to us will be the study of the tensor products
of polynomial and rational models.
When studying tensor products of polynomial or rational models, we have essentially four ways to
proceed. Givennonsingular polynomialmatricesD1 ∈ F[z]p×p andD2 ∈ F[z]m×m, we can study theF-
andF[z]-tensorproducts, i.e.XD1 ⊗F XD2 andXD1 ⊗F[z] XD2 respectively. Additionally,we can study the
polynomial, and rational,modelsdeﬁnedby theKroneckerproductsD1(z) ⊗ D2(w)andD1(z) ⊗ D2(z)
respectively. Later on we shall see that the F-tensor product XD1 ⊗F XD2 and the polynomial model
XD1(z)⊗D2(w) are isomorphic, which will reduce the complexity to the study of three distinct spaces.
By Fsym[z,w]p×p we denote the subspace of F[z,w]p×p of all symmetric polynomial matrices, i.e.
matrices satisfying
Q(z,w) = Q(w, z)˜ = Q˜(w, z). (88)
Throughout, we will use A˜ to denote the transpose of a matrix A. Now an element of F[z,w]p×m has a
unique representation of the form Q(z,w) = ∑i,j Qijzi−1wj−1, the sum being ﬁnite. Clearly, in terms
of its coefﬁcients, Q(z,w) ∈ F[z,w]p×p is symmetric if and only if Qij = Q˜ji.
3.2.1. Kronecker product polynomial models
Our next aim is to get concrete representations for the tensor products XD2 ⊗F XD˜1 and XD2 ⊗F[z]
XD˜1 . To this end,we extend the theory of polynomial and rationalmodels to the case ofmodels induced
by Kronecker products of polynomial matrices in one or two variables.
Recalling the identiﬁcation (36) and the fact thatF((z−1))p is a vector space over the ﬁeldF((z−1))
allows us to introduce a tensoredmodule structures on themodule of truncatedmatrix Laurent series
in two variables z,w, i.e. on F((z−1,w−1))p×m as follows.
Deﬁnition 3.1. 1. For A2(z) ∈ F((z−1))p×p and A1(w) ∈ F((w−1))m×m, we deﬁne their Kronecker
product as the map (A2(z) ⊗ A˜1(w)) : F((z−1,w−1))p×m −→ F((z−1,w−1))p×m by (12), i.e.
(A2(z) ⊗ A˜1(w))F(z,w) = A2(z)F(z,w)A1(w). (89)
Clearly A2(z) ⊗ A˜1(w) is an F((z−1,w−1))-linear map, hence also an F-linear map.
2. Similarly, we deﬁne the Kronecker product A2(z) ⊗ A˜1(z) as the map (A2(z) ⊗ A˜1(z)) :
F((z−1))p×m −→ F((z−1))p×m by
(A2(z) ⊗ A˜1(z))F(z) = A2(z)F(z)A1(z). (90)
There are many derivatives to this deﬁnition. In particular, we will look at the restriction to poly-
nomial spaces F[z]p×m and F[z,w]p×m, i.e. to spaces of polynomial matrices in one or two variables.
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We deﬁne now two maps πD2(z)⊗D˜1(w) : F[z,w]p×m −→ F[z,w]p×m and πD2(z)⊗D˜1(z) :
F[z]p×m −→ F[z]p×m by
πD2(z)⊗D˜1(w)F(z,w) = (D2(z) ⊗ D˜1(w))(π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))−1F(z,w)
= (πD2(z) ⊗ πD˜1(w))F(z,w). (91)
and
πD2(z)⊗D˜1(z)F(z) = (D2(z) ⊗ D˜1(z))π−(D2(z) ⊗ D˜1(z))−1F(z)
= (πD2(z) ⊗ πD˜1(z))F(z) (92)
= D2(z)[π−(D2(z)−1F(z)D1(z)−1)]D1(z),
respectively. Clearly, π z− ⊗ πw− is a projection map in F((z−1,w−1))p×m and π− a projection map in
F((z−1))p×m. Hence πD2(z)⊗D˜1(w) is a projectionmap in F[z,w]p×m and πD2(z)⊗D˜1(z) a projectionmap
in F[z]p×m. There are two important special cases of these maps, namely
πD2(z)⊗IQ(z,w) = πD2(z)Q(z,w),
πI⊗D˜1(w)Q(z,w) = Q(z,w)πD˜1(w). (93)
Deﬁnition 3.2. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular polynomial matrices.
1. The two variable Kronecker product polynomial model XD2(z)⊗D˜1(w) is deﬁned by
XD2(z)⊗D˜1(w) = ImπD2(z)⊗D˜1(w) (94)
2. We deﬁne the Kronecker product polynomial model XD2(z)⊗D˜1(z) by
XD2(z)⊗D˜1(z) = ImπD2(z)⊗D˜1(z) (95)
We state and prove an elementary result about projections.
Lemma 3.1. Let X be a linear space and P1, P2 two projections acting in X . Assume the projections
commute, i.e. P1P2 = P2P1. Then we have
Ker P1P2 = Ker P1 + Ker P2,
Im P1P2 = Im P1 ∩ Im P2. (96)
Proof. Clearly Ker P1, Ker P2 ⊂ Ker P1P2 = Ker P2P1, i.e. we have Ker P1 + Ker P2 ⊂ Ker P1P2. Con-
versely, assumex ∈ Ker P1P2. This impliesP2x ∈ Ker P1.Writingx = (x − P2x) + P2xwith (x − P2x) ∈
Ker P2 and P2x ∈ Ker P1. This shows that Ker P1P2 ⊂ Ker P1 + Ker P2 and (96) follows.
By the commutativity assumption, we have Im P1P2 ⊂ Im P1 ∩ Im P2. Conversely, assume x ∈
Im P1 ∩ Im P2. Thus, there exist vectors z,w ∈ X forwhich x = P1z = P2w. Since P22 = P2, this implies
x = P2w = P2P1z ∈ Im P1P2, i.e. Im P1 ∩ Im P2 ⊂ Im P1P2. The two inclusions imply the equality. 
Proposition 3.5. 1. LetD2(z) ∈ F[z]p×p andD1(w) ∈ F[w]m×m benonsingularpolynomialmatrices.
Then
(a) The maps πD2(z)⊗I ,πI⊗D˜1(w) and πD2(z) ⊗ πD˜1(w), deﬁned by (91), are all projections in
F[z,w]p×m.
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(b) The projections πD2(z)⊗I ,πI⊗D˜1(w) commute and we have
πD2(z)⊗IπI⊗D˜1(w) = πI⊗D˜1(w)πD2(z)⊗I = πD2(z) ⊗ πD˜1(w) = πD2(z)⊗D˜1(w). (97)
(c) We have
Ker πD2(z)⊗I = D2(z)F[z,w]p×m
Ker πI⊗D˜1(w) = F[z,w]p×mD1(w) (98)
Ker πD2(z)⊗D˜1(w) = D2(z)F[z,w]p×m + F[z,w]p×mD1(w)
(d) For Q(z,w) ∈ F[z,w]p×m, we have Q(z,w) ∈ XD2(z)⊗D˜1(w) if and only if the function
D2(z)
−1Q(z,w)D1(w)−1 is strictly proper in both variables.
(e) The setM = D2(z)F[z,w]p×m + F[z,w]p×mD1(w) is a full F[z,w]-submodule of F[z,w]p×m.
We have the isomorphism
XD2(z)⊗D˜1(w)  F[z,w]p×m/(D2(z)F[z,w]p×m + F[z,w]p×mD1(w)), (99)
with both sides being F[z,w]-torsion modules.
(f) We have
dimF XD2(z)⊗D˜1(w) = deg(det D2) · deg(det D1). (100)
2. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular. Then
(a) We have Q(z) ∈ XD2(z)⊗D˜1(z) if and only if D2(z)−1Q(z)D1(z)−1 is strictly proper.
(b) We have
Ker πD2(z)⊗D˜1(z) = D2(z)F[z]p×mD1(z) (101)
and D2(z)F[z]p×mD1(z) is a full submodule of F[z]p×m, i.e. the quotient module
F[z]p×m/(D2(z)F[z]p×mD1(z)) is an F[z]-torsion module.
Proof. 1. (a) Follows from the fact that πD2 is a projection in F[z]p and πD1 a projection in F[z]m.
(b) From the isomorphism (32) it follows that elements of the form f (z) ⊗ g(w) = f (z)g˜(w)
span F[z,w]p×m. On elements of this form, we have
πD2(z)⊗IπI⊗D˜1(w)f ⊗ g = πD2(z)⊗I(f ⊗ πD˜1(w)g)
= (πD2(z)f ⊗ πD1(w)g) = πI⊗D˜1(w)(πD2(z)f ⊗ g)
= πI⊗D˜1(w)πD2(z)⊗I(f ⊗ g),
from which (97) follows.
(c) Clearly, Q(z,w) ∈ Ker πD2(z)⊗FI if and only if π z−D2(z)−1Q(z,w) = 0, i.e. that D2(z)−1
Q(z,w) = P(z,w) for some polynomial matrix P(z,w). This is equivalent to Q(z,w) =
D2(z)P(z,w) ∈ D2(z)F[z,w]p×m. The second equality is proved analogously. The third equal-
ity follows from Lemma 3.1 and the commutativity of the projections πD2(z)⊗I ,πI⊗D˜1(w).
(d) Clearly, for a p × m polynomial matrix Q(z,w), we have Q(z,w) ∈ XD2(z)⊗D˜1(w) if and only
if Q(z,w) = πD2(z)⊗D˜1(w)Q(z,w). In view of (91), this is equivalent to (D2(z) ⊗ D˜1(w))−1
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Q(z,w) = (π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))−1Q(z,w), i.e. to D2(z)−1Q(z,w)D1(w))−1 ∈ z−1
F[[z−1,w−1]]p×mw−1.
(e) Clearly, M is an F[z,w]-submodule of F[z,w]p×m. Using, with d(z) = det D(z), the iden-
tity d(z)I = D(z)adjD(z), we get the inclusion d2(z)F[z,w]p×md1(w) ⊂ D2(z)F[z,w]p×m +
F[z,w]p×mD1(w). In turn, this implies that
πD2(z)⊗D˜1(w)d2(z)d1(w)Q(z,w) = 0
for all Q(z,w) ∈ XD2(z)⊗D˜1(w), i.e. the quotient module F[z,w]p×m/M is an F[z,w]-torsion
module.
(f) Follows from (99) using the fact that the dimension of the F-tensor product of two F-vector
spaces is the product of their dimension.
2. (a) Follows immediately from (92).
(b) Clearly D2(z)F[z]p×mD1(z) ⊂ Ker πD2(z)⊗D˜1(z).
Conversely, let Q(z) ∈ Ker πD2(z)⊗D˜1(z). By the invertibility of the multiplication operator
D2 ⊗ D˜1, this means π−D2(z)−1Q(z)D1(z)−1 = 0. Thus there exists a P(z) ∈ F[z]p×m such
that D2(z)
−1Q(z)D1(z)−1 = P(z) or Q(z) = D2(z)P(z)D1(z), which implies the inclusion
Ker πD2⊗D˜1 ⊂ D2(z)F[z]p×mD1(z) and hence (101) follows. 
Proposition 3.5 asserts that the Kronecker product models stay within the class of polynomial
models.
3.2.2. Tensored rational models
In analogy with the introduction of tensored polynomial models, we introduce next the tensored
rational models.
Given two nonsingular polynomial matrices D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m, we deﬁne a
map πD2(z)⊗D˜1(w) : z−1F[[z−1,w−1]]p×mw−1 −→ z−1F[[z−1,w−1]]p×mw−1 by
πD2(z)⊗D˜1(w)H(z,w) = (π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))−1(π z+ ⊗F πw+)(D2(z) ⊗ D˜1(w))H(z,w).
(102)
We deﬁne the two-variable Kronecker product rational model XD2(z)⊗D˜1(w) by
XD2(z)⊗D˜1(w) = ImπD2(z)⊗D˜1(w). (103)
Eq. (103) provides an image representation (though not in the behavioral sense) of the rational
model XD2(z)⊗D˜1(w). To derive a kernel representation of rational models, we introduce two variable
Toeplitz operators on z−1F[[z−1,w−1]]p×mw−1. Given P2(z) ∈ F[z]p×p and P1(w) ∈ F[w]m×m, we
deﬁne the Toeplitz operator P2(σ ) ⊗ P˜1(τ ), acting on H ∈ z−1F[[z−1,w−1]]p×mw−1, by
(P2(σ ) ⊗ P˜1(τ ))H(z,w) = (π z− ⊗ πw−)(P2(z)H(z,w)P1(w)). (104)
Special cases of this deﬁnition are the backward shifts σ and τ in the variables z and w.
Lemma 3.2. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular polynomial matrices. Then, for
H(z,w) ∈ z−1F[[z−1,w−1]]p×mw−1,we have H(z,w) ∈ XD2(z)⊗D˜1(w) if and only if D2(z)H(z,w)D1(w)∈ F[z,w]p×m, i.e. it is a polynomial in both variables, i.e. we have the kernel representation
XD2(z)⊗D˜1(w) = Ker (D2(σ ) ⊗ D˜1(τ )). (105)
Proof. Clearly,H(z,w) ∈ XD2(z)⊗D˜1(w) if andonly ifH(z,w) = πD2(z)⊗D˜1(w)H(z,w). AssumeH(z,w) ∈
XD2(z)⊗D˜1(w), then
(π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))H(z,w)
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= (π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))πD2(z)⊗D1(w)H(z,w)
= (π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))(D2(z) ⊗ D˜1(w))−1(π z+ ⊗F πw+)(D2(z) ⊗ D˜1(w))H(z,w)
= (π z− ⊗ πw−)(π z+ ⊗F πw+)(D2(z) ⊗ D˜1(w))H(z,w) = 0,
i.e. XD2(z)⊗D˜1(w) ⊂ Ker (D2(σ ) ⊗ D˜1(τ )).
Conversely, assumingH(z,w) ∈ Ker (D2(σ ) ⊗ D˜1(τ )), thenD2(z)H(z,w)D1(w) ∈ F[z,w]p×m. This
implies
(π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))−1(π z+ ⊗F πw+)(D2(z) ⊗ D˜1(w))H(z,w)
= (π z− ⊗ πw−)(D2(z) ⊗ D˜1(w))−1(D2(z) ⊗ D˜1(w))H(z,w)
= H(z,w),
i.e. Ker (D2(σ ) ⊗ D˜1(τ )) ⊂ XD2(z)⊗D˜1(w). 
The elements of the rational model XD2(z)⊗D˜1(w) are rational functions but of a special type. They
are characterized next.
Proposition 3.6. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular polynomial matrices. Ev-
ery element H(z,w) ∈ XD2(z)⊗D˜1(w) is a rational, strictly proper function in two variables that has a
representation of the form
H(z,w) = P(z,w)
d2(z)d1(w)
, (106)
with d1, d2 ∈ F[z] are nonzero polynomials and P(z,w) ∈ F[z,w]p×m.
Proof. From Lemma 3.2, Q(z,w) = D2(z)P(z,w)D1(w) ∈ F[z,w]p×m if and only if H(z,w) ∈
XD2(z)⊗D˜1(w). Thus, with d1 = det D1 and d2 = det D2, we have
H(z,w) = D2(z)−1Q(z,w)D1(w)−1
= adjD2(z)Q(z,w)adjD1(w)
d2(z)d1(w)
= P(z,w)
d2(z)d1(w)
. 
We note that not every strictly proper rational function in two variables belongs to z−1F[[z−1,
w−1]]w−1. For example, 1
z−w /∈ z−1F[[z−1,w−1]]w−1. We also wish to remark that the rational el-
ements of F[[z−1,w−1]] can be characterized in terms of a ﬁnite rank condition of an appropriate
Hankel matrix, see Fliess [4].
3.2.3. Duality
Having introduced, in Section 2.3, duality in the ambient spaces, we can proceed to study duality
for tensored models.
Proposition 3.7. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular. Then we have the identiﬁ-
cation
(XD2(z)⊗D˜1(z))
∗  (F[z]p×m/D2(z)F[z]p×mD1(z))∗ = XD˜2(z)⊗D1(z), (107)
where the dual space is deﬁned, for H ∈ z−1F[[z−1,w−1]]p×mw−1 and P ∈ F[z]p×m, by (29).
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Proof. We show that XD˜2⊗D1 is the annihilator of the submodule (D2(z) ⊗ D˜1(z))F[z]p×m. Note that
if P ∈ D2(z)F[z]p×mD˜1(z) and H ∈ XD˜2(z)⊗D˜1(z) then H = D˜−12 SD˜−11 and P = D2TD1 for some polyno-
mial matrices S and T. Therefore
[P,H] = Trace Res (H˜P) = Res TraceD−11 S˜D−12 D2TD1 = Trace Res S˜T = 0,
as S˜T is polynomial. This shows that XD˜2⊗D˜1 ⊂ (D2(z)F[z]p×mD1(z))⊥.
Conversely, let H ∈ (D2(z)F[z]p×mD1(z))⊥. Then, for every polynomial matrix P, we have
0 = [D2PD1,H] = Trace Res (H˜D2PD˜1) = Res Trace (D˜1H˜D2P) = [P,D2HD1].
This shows that D2HD1 is a polynomial matrix, which implies that H ∈ XD˜2⊗D˜1 . The representation
(107) follows from this. 
3.2.4. F-tensored polynomial models
We turn our attention to the study of tensor products, over the ﬁeld F, of vectorial polynomial
models. Proposition 3.5 implies that a Kronecker tensored polynomial model, in the sense of (94),
is isomorphic to the tensor product of polynomial models taken over the ﬁeld F. This is no longer
true if we use tensored polynomial models in the sense of (95), i.e. taking the tensor product with
respect to F[z]. Explicitly, the models XD2(z)⊗D˜1(z) and XD2(z) ⊗F XD1(z) are generally not isomorphic.
The following Proposition gives a concrete, functional, representation for the F-tensor product of two
polynomial models.
Proposition 3.8. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular polynomial matrices. Let
φ : XD2 × XD˜1 −→ XD2 ⊗F XD˜1 be the canonical map and let γ : XD2 × XD˜1 −→ XD2(z)⊗D˜1(w) be any
F-bilinear map. Then
1. γ∗ : XD2 ⊗F XD˜1 −→ XD2(z)⊗D˜1(w) deﬁned by
γ∗(f2 ⊗ f1) = f2(z)f˜1(w) (108)
is an F-isomorphism implying
XD2(z) ⊗F XD1(z)  XD2(z)⊗D˜1(w), (109)
giving a concrete representation of the tensor product.
2. We have
dimF(XD2(z) ⊗F XD˜1(w)) = deg(det D2) · deg(det D1). (110)
Proof. 1. Follows along the lines of Proposition 3.1. Using (99), and noting the isomorphism (99),
we compute
XD2(z)⊗D˜1(w)  F[z,w]p×m/(D2(z)F[z,w]p×m + F[z,w]p×mD1(w))
 (F[z]p/D2(z)F[z]p) ⊗F (F[z]m/D˜1(w)F[z]m)
 XD2(z) ⊗F XD˜1(z).
2. Since we have the dimension formula dimF XD = deg(det D), and using the isomorphism (109),
we have for the F-tensor product of two polynomial models
dimF
(
F[z]p/D2(z)F[z] ⊗F F[w]m/D˜1(w)F[w]m) = deg(det D2) · deg(det D1).  (111)
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Corollary 3.1. The tensor product XD2(z) ⊗F XD˜1(w) is an F[z,w]-polynomial model.
Proof. Follows fromthe fact thatD2(z)F[z,w]p×m + F[z,w]p×mD1(w) is a full submoduleofF[z,w]p×m.

We proceed to give a concrete representation of the dual space to a tensored polynomial model.
Given a subspace V of a linear spaceX , we use the isomorphism (X/V)∗  V⊥, as well as the identity
(U + V)⊥ = U⊥ ∩ V⊥.
Proposition 3.9. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular polynomial matrices. We
have
XD2 ⊗F XD˜1  XD2(z)⊗I ∩ XI⊗D˜1(w). (112)
Proof. We compute, using Proposition 2.2
XD2 ⊗F XD˜1  X ∗˜D2 ⊗F X∗D1  (XD˜2(z) ⊗F XD1)∗

(
F[z,w]m×p/(D˜2(z)F[z,w]p×m + F[z,w]p×mD˜1(w))
)∗

(
D˜2(z)F[z,w]p×m + F[z,w]p×mD˜1(w)
)⊥
=
(
D˜2(z)F[z,w]p×m
)⊥ ∩ (F[z,w]p×mD˜1(w))⊥
= XD2(z)⊗I ∩ XI⊗D˜1(w) = XD2(z)⊗D˜1(w).
Here we used the identities(
D˜2(z)F[z,w]p×m)⊥ = XD2(z)⊗I ,(
F[z,w]p×mD˜1(w))⊥ = XI⊗D˜1(w), (113)
that follow from the duality relation based on the bilinear form (41).
Indeed, H ∈ (D˜2(z)F[z,w]p×m)⊥ if and only if for every Q(z,w) ∈ F[z,w]p×m, we have
0 = [D˜2(z)Q(z,w),H(z,w)] = [Q(z,w),D2(z)H(z,w)],
i.e. if and only if D2(z)H(z,w) ∈ F[z,w]p×m which implies H(z,w) ∈ XD2(z)⊗I . The other formula is
proved similarly. 
Note that the polynomial models XD1 and XD2 have not only vector space structure but are actually,
by (47), F[z]-modules. This implies that XD2(z)⊗D˜1(w), and hence also, using the isomorphism (109),
XD2 ⊗F XD˜1 have natural F[z,w]-module structures. This is deﬁned by
p(z,w) · Q(z,w) = πD2(z)⊗D˜1(w)p(z,w)Q(z,w), Q(z,w) ∈ XD2(z)⊗D˜1(w), (114)
where p(z,w) ∈ F[z,w].
Similarly, we deﬁne an F[z,w]-module structure on the tensored rational model XD2(z)⊗D˜1(w) by
letting, for p(z,w) = ∑ki=1∑lj=1 pijzi−1wj−1 ∈ F[z,w] and H(z,w) ∈ XD2(z)⊗D˜1(w)
p(z,w) · H(z,w) = πD2(z)⊗D˜1(w)
⎡⎣ k∑
i=1
l∑
j=1
pijz
i−1H(z,w)wj−1
⎤⎦ . (115)
Proposition 3.10. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular polynomial matrices.
Then
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1. The F[z,w]-module structure on XD2(z)⊗D˜1(w) deﬁned by (115) can be rewritten as
p(z,w) · H(z,w) = (π z− ⊗ πw−)
k∑
i=1
l∑
j=1
pijz
i−1H(z,w)wj−1. (116)
2. With the F[z,w]-module structure on XD2(z)⊗D˜1(w) and XD2(z)⊗D˜1(w), given by (116) and (115)
respectively, themultiplicationmapD2(z) ⊗ D˜1(w) : XD2(z)⊗D˜1(w) −→ XD2(z)⊗FD˜1(w) is anF[z,w]-
module isomorphism, i.e. we have
XD2(z)⊗D˜1(w)  XD2(z)⊗D˜1(w). (117)
Proof. 1. Follows from (115).
2. Follows, using Lemma 3.2, from the fact that H(z,w) ∈ XD2(z)⊗D˜1(w) if and only if H(z,w) =
πD2(z)⊗D˜1(w)H(z,w).
Equivalently, if and only if πD2(z)⊗D˜1(w)D2(z)H(z,w)D1(w) = D2(z)H(z,w)D1(w), i.e. D2(z)
H(z,w)D1(w) ∈ XD2(z)⊗D˜1(w). 
Special cases which are of interest are the single variable shift operators Sz , Sw : XD2(z)⊗D˜1(w) −→
XD2(z)⊗D˜1(w), deﬁned by
SzQ(z,w) = πD2(z)⊗D˜1(w)zQ(z,w) = πD2(z)zQ(z,w),
SwQ(z,w) = πD2(z)⊗D˜1(w)Q(z,w)w = πI⊗D˜1(w)Q(z,w)w. (118)
Ifwespecializedeﬁnition (114) to thepolynomialp(z,w) = z − w,weget,withQ(z,w) ∈ XD1(z)⊗FD2(w),
SQ(z,w) = (z − w) · Q(z,w) = πD2(z)⊗FD˜1(w)(zQ(z,w) − Q(z,w)w). (119)
We refer toS as thegeneralizedSylvesteroperator. In fact,withA2 ∈ Fp×p andA1 ∈ Fm×m, ifD2(z) =
zI − A2 and D1(w) = wI − A1 then Q(z,w) ∈ XD2(z)⊗D˜1(w) if and only if Q(z,w) ∈ Fp×m, i.e. Q(z,w)
is a constant matrix. In that case we have XD2(z)⊗FD˜1(w) = Fp×m and
(z − w) · Q = π(zI−A2)⊗(wI−A˜1)(z − w)Q = A2Q − QA1, (120)
which is the standard Sylvester operator. The equation (z − w) · Q = R reduces in this case to the
Sylvester equation
A2Q − QA1 = R. (121)
3.3. The polynomial Sylvester equation
We proceed now to a more detailed study of the Sylvester equation in the tensored polynomial
model framework. We saw, in Section 3.2.4, that the classical Sylvester equation
AX − XB = C (122)
corresponds to the equation
SQ(z,w) = π(zI−A)⊗(wI−B˜)(z − w)Q = C, (123)
with Q , C ∈ X(zI−A)⊗F(wI−B˜) necessarily constant matrices.
Note that every T(z,w) ∈ XD2(z)⊗D˜1(w) has a full row rank factorization of the form
T(z,w) = R2(z)R˜1(w), (124)
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with R2 ∈ XD2 and R1 ∈ XD1 both of full row rank. The following theorem reduces the analysis of
the general Sylvester equation to a polynomial equation of Bezout type. This extends the method,
introduced inWillems andFuhrmann [30], for the analysis of the Lyapunovequation. A special case is of
course the homogeneous Sylvester equationwhich has a direct connection to the theory of Bezoutians.
Theorem 3.4. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular. Deﬁning the Sylvester oper-
ator S : XD2(z)⊗D˜1(w) −→ XD2(z)⊗D˜1(w) by (126), then for R ∈ XD2⊗I and R˜ ∈ XI⊗D˜1 we have
1. The Sylvester equation
SD2Q − QSD1 = T(z,w) = R2(z)˜R1(w) (125)
or equivalently
SQ(z,w) = πD2(z)⊗D˜1(w)(z − w)Q(z,w) = R2(z)˜R1(w) (126)
is solvable if and only if there exists polynomial matrices N2(z) ∈ XD2(z)⊗I and N˜1(z) ∈ XI⊗D˜1(z) for
which
D2(z)N1(z) − N2(z)D1(z) + R2(z)˜R1(z) = 0. (127)
We will refer to (127) as the polynomial Sylvester equation, or PSE. In that case, the solution is
given by
Q(z,w) = D2(z)N1(w) − N2(z)D1(w) + R2(z)˜R1(w)
z − w . (128)
2. Q(z,w) ∈ XD2(z)⊗D˜1(w) solves thehomogeneouspolynomial Sylvester equation, orHPSE, if and
only if there exist polynomial matrices N2 ∈ XD2⊗I and N1 ∈ XI⊗D1 which satisfy
D2(z)N1(z) − N2(z)D1(z) = 0 (129)
in terms of which
Q(z,w) = D2(z)N1(w) − N2(z)D1(w)
z − w , (130)
i.e. Q(z,w) is a Bezoutian.
Proof. 1. Assume there exists polynomial matrices N2(z) ∈ XD2⊗I and N1(z) ∈ XI⊗D1 , solving Eq.
(127), and for which Q(z,w) is deﬁned by (128). We note ﬁrst that, under our assumtions on
R2, R1,
D2(z)
−1Q(z,w)D1(w)−1 = N1(w)D1(w)
−1 − D2(z)−1N2(z) + D2(z)−1R1(z)R2(w)D1(w)−1
z − w
is strictly proper in both variables, i.e. Q(z,w) is in XD2(z)⊗D˜1(w). We compute
SQ(z,w) = πD2(z)⊗D˜1(w)(z − w)Q(z,w)
= πD2(z)⊗D˜1(w)(D2(z)N1(w) − N2(z)D1(w) + R2(z)R1(w))
= R2(z)R1(w),
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i.e. Q(z,w) is indeed a solution.
To prove the converse, we note that for the single variable case, given a nonsingular polynomial
matrix D2(z) ∈ F[z]p×p, we have, for f ∈ XD1 , SD1 f = zf (z) − D1(z)ξf , where ξf = (D−11 f )−1.
This implies that for Q(z,w) ∈ XD2(z)⊗D˜1(w), we have Sz⊗1Q(z,w) = zQ(z,w) − D2(z)N1(w)
and S1⊗wQ(z,w) = Q(z,w)w − N2(z)D1(w) with N1D−11 ,D−12 N2 strictly proper. Thus, assum-
ing Q(z,w) is a solution of the PSE, we have
Sz−wQ(z,w) = [zQ(z,w) − D2(z)N1(w)] − [Q(z,w)w − N2(z)D1(w)]
= [zQ(z,w) − Q(z,w)w] − [D2(z)N1(w) − N2(z)D1(w)]
= R2(z)R1(w).
Eq. (123) reduces to
[zQ(z,w) − Q(z,w)w] − [D2(z)N1(w) − N2(z)D1(w)] = R2(z)R1(w), (131)
or
Q(z,w) = D2(z)N1(w) − N2(z)D1(w) + R2(z)R1(w)
z − w . (132)
However, as Q(z,w) ∈ XD2(z)⊗D˜1(w) is a polynomial matrix, we must have that (127) holds.
2. Follows from the previous part. 
This leads us to the following.
Deﬁnition 3.3. An element Q(z,w) ∈ XD2(z)⊗D˜1(w) is called a Bezoutian if it has a representation of
the form
Q(z,w) = D2(z)N1(w) − N2(z)D1(w)
z − w , (133)
with D
−1
2 N2 and N1D
−1
1 strictly proper and the identity
D2(z)N1(z) = N2(z)D1(z) (134)
holding.
Note that (130) is thedeﬁnitionof thematrixBezoutianassociatedwith thequadrupleofpolynomial
matrices D2(z),N2(z),N1(z),D1(z) introduced by Anderson and Jury [1]. This in turn generalizes the
classical Bezoutian that associates a quadratic form to a pair of scalar polynomials. The classical Be-
zoutianwas introducedbyHermite in the context of the analysis of the locationof zeros of polynomials.
For the classical theory of Bezoutians aswell as a detailed history of the subject, see Krein andNaimark
[23]. For an exposition close in spirit to the present paper, seeHelmke and Fuhrmann [17] or Fuhrmann
[8]. For the generalized matrix Bezoutian, see also Lerer and Tismenetsky [25].
Corollary 3.2. Q(z,w) ∈ XD2(z)⊗D˜1(w) is a solution of the HPSE (129) if and only if Q(z,w) is a Bezoutian,
Proof. Follows from Theorem 3.4.2. 
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3.3.1. F[z]-tensored polynomial models
The F[z]-tensor product of the polynomial models XD2 and XD1 is characterized by the following
theorem. We omit the proof which basically follows the lines of Proposition 3.1.
Theorem 3.5. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular polynomial matrices. Let J be
the submodule of F[z]p×m deﬁned by
J = D2(z)F[z]p×m + F[z]p×mD1(z). (135)
Then
1. The F[z]-tensor product can be identiﬁed by the following isomorphism
XD2 ⊗F[z] XD˜1  F[z]p×m/(D2(z)F[z]p×m + F[z]p×mD1(z)). (136)
The isomorphism is induced by the canonical map γ : XD2 × XD1 −→ XD2 ⊗F[z] XD˜1 deﬁned by
γ (f2, f1) = [f2 f˜1]J , (137)
where [F]J denotes the equivalence class of F ∈ F[z]p×m with respect to the submodule J.
2. The F[z]-tensor product has the following property. For every F-valued, F[z]-bilinear form Q , there
exists an induced map Q∗ : XD2 ⊗F[z] XD˜1 −→ F for which Q = Q∗γ , i.e. the following diagram is
commutative.
This can be stated as
L2F[z](XD2 , XD1; F)  Hom F(XD2 ⊗F[z] XD˜1 , F). (138)
Corollary 3.3. The tensor product XD2 ⊗F[z] XD˜1 is a polynomial model.
Proof. Follows from the fact that D2(z)F[z]p×m + F[z]p×mD1(z) is a full submodule of F[z]p×m. 
Note that not every submodule of F[z]p×m has a representation of the form D1(z)F[z]p×m +
F[z]p×mD˜2(z). The submodule
{(
a c
c b
)
|a, b, c ∈ F[z]
}
⊂ F[z]2×2 is a case in point.
We proceed to study the F[z]-tensor product XD2 ⊗F[z] XD˜1 , given by (136), which means that we
have to study the submodule of F[z]p×m given by D2(z)F[z]p×m + F[z]p×mD1(z).
Proposition 3.11. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular. Then we have the isomor-
phism
F[z]p×m/(D2(z)F[z]p×m + F[z]p×mD1(z))  XD2⊗D˜1/(D2XI⊗D˜1 + XD2⊗ID1) (139)
Proof. With i the canonical injections, the following diagram is commutative
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Moreover, we have π−1
D2⊗D˜1(D2XI⊗D˜1 + XD2⊗ID1) = D2(z)F[z]p×m + F[z]p×mD1(z). Using the surjec-
tivity of πD2⊗D˜1 : F[z]p×m −→ XD2⊗D˜1 and applying a standard argument, see Lang [24, p. 18], the
isomorphism (139) follows. 
Theorem 3.6. Let D1(z) ∈ F[z]m×m and D2(z) ∈ F[z]p×p be nonsingular. Then we have the following
isomorphism
XD2 ⊗F[z] XD˜1  XD2⊗I ∩ XI⊗D˜1 . (140)
Proof. We compute
XD2 ⊗F[z] XD˜1  X ∗˜D2 ⊗F[z] X∗D1  (XD˜2 ⊗F[z] XD1)∗

(
F[z]p×m/(D˜2(z)F[z]p×m + F[z]p×mD˜1(z))
)∗
= (D˜2(z)F[z]p×m + F[z]p×mD˜1(z))⊥ (141)
= (D˜2(z)F[z]p×m)⊥ ∩ (F[z]p×mD˜1(z))⊥
= XD2⊗I ∩ XI⊗D˜1 . 
4. Tensor products and intertwining maps
Bynow, it is commonlyaccepted, and for thisoneneedsnot tobeaddicted tocategory theory, that if a
class ofmathematical objects is of interest, evenmore so is the corresponding class of homomorphisms
of these objects. Following this dictum, we plan to explore in this section both F-linear as well as F[z]-
linear maps between polynomial models. We saw already, in Proposition 2.2, that there is a close
connection between tensor products of vector spaces and spaces of F-linear maps between vector
spaces. In the general spirit of this paper, where our focus is on functional models, we can be more
speciﬁc about the form of such connections. This is summed up as follows.
Proposition 4.1. Let D1(z) ∈ F[w]m×m and D2(z) ∈ F[z]p×p be nonsingular. Then
1. Any Q(z,w) ∈ XD2(z)⊗D˜1(w) has a representation of the form Q(z,w) = L2(z)˜L1(w), with L2(z) ∈
XD2(z)⊗I and L1(z) ∈ XI⊗D1 .
2. Deﬁne a map Ψ : XD2(z)⊗D˜1(w) −→ Hom F(XD1 , XD2), given, for any element Q(z,w) ∈
XD2(z)⊗D˜1(w), by
Ψ (Q)g = ZQg = 〈g,Q(z, .)˜〉, g ∈ XD1 . (142)
Then Ψ induces an isomorphism
XD2(z)⊗D˜1(w)  Hom F(XD1 , XD2). (143)
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Proof. 1. Let l
(2)
1 , . . . , l
(2)
k be a basis for the subspace of XD2 spanned by {〈g,Q(z, .)˜〉|g ∈ XD1}. Let
λ
(1)
1 , . . . , λ
(1)
k ∈ XD1 be such that 〈λ(1)i ,Q(z, .)˜〉 = l(2)i and let l(1)1 , . . . , l(1)k ∈ XD˜1 be such that
〈λ(1)i , l(2)j 〉 = δij . Then, necessarily, we have
Q(z,w) =
k∑
i=1
l
(2)
i (z)l˜
(1)
i (w) = L2(z)˜L1(w).
2. Clearly,Ψ deﬁned by (142) isF-linear.We proceed to show the injectivity ofΨ . Assumewithout
loss of generality that the columns of L2(z) are linearly independent and that Ψ (Q) = 0, i.e.
that for all g ∈ XD1
0 = 〈g,Q(z, .)˜〉 = L2(z)〈g, L˜1〉.
This implies 〈g, L˜1〉 = 0 for all g ∈ XD1 . Since the columns of L1(z) are in XD˜1 , necessarily L1 = 0
and hence Q(z,w) = 0. That Ψ is an isomorphism follows from the equality of dimension.
Indeed, we have
dimF XD2(z)⊗D˜1(w) = dimF XD2 ⊗F XD˜1
= dimF XD2 · dim XD˜1 = deg det D2 · deg det D1
= dimF Hom F(XD1 , XD2). 
Things change dramatically when tensor products of polynomial models are taken over the poly-
nomial ring F[z]. This leads directly to the study of intertwining maps, the Sylvester equation and, in
a very natural way, to the study of generalized Bezoutians.
In the class of linear spaces, the natural homomorphisms are linear transformations. Similarly, for
the class of modules, module homomorphisms become the natural object. For close to a century, it
became apparent that the most efﬁcient way to study linear transformations is via module theory,
see van der Waerden [29]. Speciﬁcally, given a linear space X over the ﬁeld F, a linear transformation
A : X −→ X induces an F[z]-module structure on X deﬁned by
p · x = p(A)x, p ∈ F[z], x ∈ X . (144)
We will denote by XA the space X with the A-induced module structure. Given spaces XA and YB
with the module structures induced by A and B respectively, it is easily checked that a linear map
Z : X −→ Y is an F[z]-homomorphism if and only
BZ = ZA, (145)
i.e. Z is a solution of a homogeneous Sylvester equation. In this case we say that Z intertwines A
and B. The set of all linear transformations intertwining A and B is a linear space which we denote by
Intw (B, A) or equivalently by Hom F[z](XA,YB). A special case of intertwiningmaps is the commutant
C(T) = Hom F[z](XA,XA) of a linear transformation A, namely the set of all operators Z commuting
with A, i.e. satisfying ZA = AZ . The transformations B and A are similar if there exists an invertible
intertwining map. This indicates that one should separate the characterization of intertwining maps
from the study of their invertibility properties. If A, B transform by similarity to A′ = PAP−1, B′ =
RBR−1, then ZA = BZ transforms into (RZP−1)(PAP−1) = (RBR−1)(RZP−1), i.e. we have
Intw (PAP−1, RBR−1) = R Intw (A, B)P−1, (146)
or
Hom F[z](XA,YB) = RHom F[z](XA′ ,YB′)P−1. (147)
We will identify a matrix A ∈ Fn×n with the linear operator, acting by multiplication with A on
vectors in Fn. As a result, we have the isomorphism A  SzI−A, i.e. A acting in Fn is isomorphic to SzI−A
acting in the polynomial model XzI−A. This indicates that we should extend our study to the more
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general problem of characterizing the set of F[z]-homomorphisms of polynomial models. This study
was actually carried out, and invertibility conditions given, in Fuhrmann [5]. This characterization
generalizes the well known fact that a map Z : Fn −→ Fn commutes with a cyclic map A, i.e. one
for which there exists a vector b for which {Aib| 0 i n − 1} forms a basis, if and only if Z = p(A)
for some polynomial p. In a slightly different vein, Barnett [2] showed that a matrix intertwining a
companion matrix Cd and its transpose is given by a Bezoutian matrix B(d, n) = (bij), deﬁned by
d(z)n(w) − n(z)d(w)
z − w =
n∑
i=1
n∑
j=1
bijz
i−1wj−1. (148)
Later on, in Helmke and Fuhrmann [17], see also Fuhrmann [7,8], it has been shown that the Bezoutian
matrixB(d, n) = (bij), deﬁned in (148), is thematrix representationof the intertwiningmapn(Sd)with
respect to the control and standardbasesofXd. Nowtheexpansion in (148) is but onlyoneofmany such.
This indicates that we should focus on intertwining maps rather than on their matrix representations
and that, in generalizing Bezoutians to the polynomial matrix case, we should analyse intertwining
maps for polynomialmodels. A generalized Bezoutian, induced by a quadruple of polynomialmatrices
was introduced in Anderson and Jury [1] and studied in further detail in Lerer and Tismenetsky [25].
As ourmain interest is the study of tensor products of functionalmodels, it is clear that the analysis
of the corresponding homomorphisms should be based on the analysis of the homomorphisms of
standard polynomial models. It comes therefore as somewhat of a surprise that the study of F[z]-
homomorphisms of polynomial models can be based on the study of tensored models. This, see
Theorem 4.1, leads to a further clariﬁcation of the connection between intertwining maps and Be-
zoutians. We will ﬁnd it convenient to distinguish between the Bezoutian as a matrix polynomial in
two variables, which is an element of a tensored model, the corresponding intertwining map and the
Bezoutianmatrixwhich is a speciﬁcmatrix representation. This is anlogous to the distinction between
a linear transformation and its matrix representation. There are many choices of bases in polynomial
models and some lead to interestingmatrix representations, e.g. Fuhrmann andDatta [11] orMani and
Hartwig [26].
4.1. Rank one homomorphisms
As a preliminary to the study of general F[z]-homomorphisms of polynomial models, it is of in-
terest to study the case of rank 1 homomorphisms. So, we assume Z : XD1 −→ XD2 has rank 1 and is
intertwining.We note that any rank 1map from XD1 to XD2 has the representation g → l2〈g, l1〉, where
l2 ∈ XD2 and l1 ∈ XD˜1 are nonzero elements. We compute, for arbitrary g ∈ XD1 ,
0 = SD2Zg − ZSD˜1g = SD2 l2(z)〈g, l1〉 − l2(z)〈SD˜1g, l1〉.
Now 〈g, l1〉 cannot be zero for all g ∈ XD1 as thatwould imply l1 = 0, contradicting the rank 1 assump-
tion. Thus, necessarily l2(z) is an eigenfuction of SD2 , corresponding to an eigenvalue α. Substituting
back, we have
0 = l2(z)〈g,αl1〉 − l2(z)〈g, SD1 l1〉 = l2(z)〈g, (αl1 − SD˜1 l1)〉,
which implies SD˜1 l1 = αl1. This shows that l1 is an eigenfunction of SD˜1 corresponding to the same
eigenvalue α. An eigenfunction of SD2 , corresponding to the eigenvalue α, has necessarily the rep-
resentation l2(z) = D2(z)ξz−α , with ξ ∈ Ker D2(α), and similarly l1(w) = D˜1(w)ηw−α , with η ∈ Ker D˜1(α).
Therefore we have
l2(z)l˜1(w) =
(
D2(z)ξ
z − α
)(
η˜D1(w)
w − α
)
= D2(z)N1(w) − N2(z)D1(w)
z − w , (149)
with ⎧⎨⎩N2(z) =
D2(z)ξ η˜
z−α ,
N1(w) = ξ η˜D1(w)w−α .
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Here we used the identity
1
z − w
(
1
w − α −
1
z − α
)
= 1
(z − α)(w − α) .
Eq. (149) proves that l2(z)l˜1(w) is a Bezoutian. Note that D2(z)
−1N2(z) = ξ η˜z−α is strictly proper and
so is N1(w)D1(w)
−1 = ξ η˜
w−α .
We shall need the following lemma. This is the analog of decomposing a meromorphic function
with respect to a simple closed curve.
Lemma 4.1. Let H ∈ F((z−1))p×m. Then(
H(w)
w − z
)
−1
= π+H(z). (150)
Proof. Let H(z) = ∑nHk=−∞ H−kwk . We compute(
H(w)
w − z
)
−1
=
⎛⎝ nH∑
k=−∞
H−k
wk
w − z
⎞⎠
−1
=
nH∑
k=−∞
H−k
(
wk
w − z
)
−1
=
nH∑
k=−∞
H−k
∞∑
j=0
(
wk
zj
wj+1
)
−1
=
nH∑
k=0
H−kzk
= π+H(z).
Here we used(
wk
zj
wj+1
)
−1
=
{
0, j /= k,
zk , j = k.  (151)
4.2. Bezoutians and the Sylvester equation
Theorem 3.4 deals, among other results, with the solution of the homogeneous Sylvester equation
in the tensored model XD2 ⊗F XD˜1  XD2(z)⊗D˜1(w). We recall, that Q(z,w) ∈ XD2(z)⊗D˜1(w) induces a
linear map Z : XD1 −→ XD2 as in (142), deﬁning a vector space isomorphism Ψ : XD˜1 ⊗F XD2 −→
Hom F(XD1 , XD2).
The next theorem, central in the theory of polynomial models, see Fuhrmann [5], is the algebraic
version of the celebrated commutant lifting theorem. It characterizes homomorphisms between two
polynomial models, XD1 and XD2 , i.e. maps satisfying ZSD1 = SD2Z , and it does so in terms of solutions
of the homogeneous polynomial Sylvester equation. This provides a beautiful link with the theory of
Bezoutians.
Theorem 4.1. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[w]m×m be nonsingular. Let L2(z) ∈ F[z]p×k and
L1(z) ∈ F[z]m×k. We assume D2(z)−1L2(z) and D1(z)−1L1(z) are strictly proper. The following state-
ments are equivalent.
1. Q(z,w) = L2(z)˜L1(w) is a solution of the HPSE (129).
2. Q(z,w) = L2(z)˜L1(w) is a Bezoutian, i.e. it has a representation of the form (133) with (134)
holding.
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3. The map Z : XD1 −→ XD2 deﬁned by
Zg = L2(z)〈g, L˜1〉 = 〈g,Q(z, ·)˜〉
= [D−11 g, L2(z)˜L1(w)˜ ] = (L2(z)˜L1(w)D1(w)−1g(w))−1 (152)
satisﬁes
SD2Z = ZSD1 , (153)
i.e. it is intertwining or, equivalently, is an F[z]-homomorphism.
4. The map Z : XD1 −→ XD2 has the representation
Zg = πD2N2g, g ∈ XD1 . (154)
with
N2(z)D1(z) = D2(z)N1(z) (155)
holding for some N1,N2 ∈ F[z]p×m.
Proof. (1) ⇔ (2)
Follows from Theorem 3.4 and Deﬁnition 3.3.
(2) ⇒ (3)
Assume Q(z,w) = L2(z)L1(w) is a Bezoutian, i.e. it has a representation of the form (133). We
compute, for g ∈ XD1 ,
(SD2Z − ZSD1)g = SD2(L2(z)L1(w)D1(w)−1g(w))−1 − L2(z)(L1(w)D1(w)−1SD1g(w))−1
= πD2(zL2(z)K(w)D1(w)−1g(w))−1 − L2(z)(L1(w)D1(w)−1πD1wg(w))−1
= πD2(zL2(z)K(w)D1(w)−1g(w))−1
−L2(z)(L1(w)D1(w)−1D1(w)π−D−11 wg(w))−1
= πD2(zL2(z)K(w)D1(w)−1g(w))−1 − L2(z)(L1(w)π−D−11 wg(w))−1
= πD2(zL2(z)K(w)D1(w)−1g(w))−1 − L2(z)(L1(w)D1(w)−1wg(w))−1
= πD2((D2(z)N1(w) − N2(z)D1(w))D1(w)−1g(w))−1
= −N2(z)(g(w))−1 = 0,
i.e. (153) holds.
(2) ⇒ (4)
Assume ﬁrst that Q(z,w) is a Bezoutian, i.e. has a representation of the form (133). We prove now that
Z has the alternative representation (154). To this end, we compute using Lemma 4.1,
Zg = 〈g,Q(z, ·)˜〉 = [D−11 g,Q(z, ·)˜] =
(
Q(z,w)D1(w)
−1g(w)
)
−1
=
(
D2(z)N1(w) − N2(z)D1(w)
z − w D1(w)
−1g(w)
)
−1
=
(
D2(z)
N1(w)D1(w)
−1g(w)
z − w − N2(z)
g(w)
z − w
)
−1
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= −D2(z)π+N1D−11 g + N2(z)g(z) = N2(z)g(z) − D2π+D−12 N2g
= D2π−D−12 N2g = πD2N2g.
(3) ⇒ (2)
Assume that Z : XD1 −→ XD2 , deﬁned by (152), is intertwining.We compute, for arbitrary g ∈ XD1 ,
using Lemma 4.1, the fact thatπD2L2 = L2, and that a contribution of a polynomial term to the residue
()−1 is zero
0= (SD2Z − ZSD1)g = SD2〈g,Q(z, .)˜〉 − 〈SD1g,Q(z, .)˜〉
= SD2
(
L2(z)L1(w)D1(w)
−1g(w)
)
−1 −
(
L2(z)L1(w)D1(w)
−1SD1g(w)
)
−1
= πD2
(
zL2(z)L1(w)D1(w)
−1g(w)
)
−1 −
(
L2(z)L1(w)D1(w)
−1(πD1wg(w))
)
−1
= πD2
(
zL2(z)L1(w)D1(w)
−1g(w)
)
−1 −
(
L2(z)L1(w)D1(w)
−1wg(w)
)
−1
= πD2
(
L2(z)(z − w)L1(w)D1(w)−1g(w)
)
−1 .
Since this holds for an arbitrary g ∈ XD1 and as it trivially holds for any g ∈ D1F[z]m, it holds for all
g ∈ F[z]m. Hence πD2(L2(z)(z − w)L1(w)D1(w)−1) is a polynomial in both variables. It follows that
(πD2 ⊗ πD1)(L2(z)(z − w)L1(w)) = 0, i.e. L2(z)L1(w) is a solution of theHPSE. Applying Theorem3.4,
it follows that L2(z)L1(w) is a Bezoutian.
(4) ⇒ (3)
From representation (154) it easily follows that Z is intertwining. Indeed, noting that equality (155)
implies N2Ker πD1 ⊂ Ker πD2 , we compute
SD2Zg − ZSD1g = πD2zπD2N2g − πD2N2πD1zg = πD2zN2g − πD2N2zg = 0. 
Proposition 4.2. Let D1 ∈ F[z]m×m and D2 ∈ F[z]p×p be nonsingular. Then
1. Every H ∈ XD2⊗I ∩ XI⊗D˜1 has unique representations
H = D−12 N2 = N1D−11 , (156)
with N1 ∈ XI⊗D˜1 and N2 ∈ XD2⊗I.
2. The mapψ : XD2⊗I ∩ XI⊗D˜1 −→ Hom F[z](XD1 , XD2) deﬁned by
ψ(H)g = πD2N2g g ∈ XD1 (157)
induces the isomorphism
XD2⊗I ∩ XI⊗D˜1  Hom F[z](XD1 , XD2). (158)
Proof. 1. That H ∈ XD2⊗I ∩ XI⊗D˜1 has the unique representations (156) is immediate from the
deﬁnitions.
2. Clearly, by Theorem 4.1,ψ(H) ∈ Hom F[z](XD1 , XD2), i.e. is an intertwining map. To show injec-
tivity of themapψ , assumeψ(H) = 0.With the representation (156), this impliesπD2N2g = 0
for all g ∈ XD1 . Thismeans thatD2(z) is a left factor ofN2. But asN2 ∈ XD2⊗I , necessarilyN2 = 0.
Thatψ is surjective follows from Theorem 4.1. 
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For the sake of completeness, we quote from Fuhrmann [5] the following result characterizing the
invertibility properties of maps intertwining polynomial models.
Theorem 4.2. Given nonsingular polynomial matrices D1 and D2. Let Z : XD1 −→ XD2 have the represen-
tation (154), with (155) holding for some N1,N2 ∈ F[z]p×m. Then
1. Z is injective if and only if N1,D1 are right coprime.
2. Z is surjective if and only if N2,D2 are left coprime.
3. Z is bijective if and only if both coprimeness conditions hold.
4.3. The Bezout map
We have seen, in the process of proving the isomorphisms (143), (141) and (158), that there ex-
ists anF-isomorphismΨ : XD2 ⊗F XD˜1 −→ Hom F(XD1 , XD2) andanF[z]-isomorphismψ : XD2 ⊗F[z]
XD˜1 −→ Hom F[z](XD1 , XD2), where Ψ andψ are deﬁned by (142) and (157) respectively. Clearly, any
intertwiningmap Z ∈ Hom F[z](XD1 , XD2) is, in particular, anF-linearmap. Thus, there exists a canoni-
cal embedding i : Hom F[z](XD1 , XD2) −→ Hom F(XD1 , XD2) deﬁned by i(Z) = Z . Hence, there exists a
natural embedding β : XD2 ⊗F[z] XD˜1 −→ XD2 ⊗F XD˜1 , with β = Ψ−1 ◦ i ◦ ψ . Now, the tensor prod-
ucts XD2 ⊗F XD˜1 , XD2 ⊗F[z] XD˜1 are abstractly constructed. In order to get a concrete representation for
the map β , we need to choose concrete representations for the two tensored products. There is no
problem with the representation of XD2 ⊗F XD˜1 as XD2(z)⊗D˜1(w), but as we have no nice polynomial
model representation for XD2 ⊗F[z] XD˜1 , we use a rational model instead, via the isomorphism (158).
To this end, we use the isomorphisms (109) and (140). We note that every H ∈ XD2⊗I ∩ XI⊗D˜1
has unique representations of the form H = D−12 N2 = N1D−11 . With this, we deﬁne the Bezout map
β : XD2⊗I ∩ XI⊗D˜1 −→ XD2(z)⊗D˜1(w) by
β(H) = Q(z,w) = D2(z)N1(w) − N2(z)D1(w)
z − w . (159)
That Q(z,w) ∈ XD2(z)⊗D˜1(w) follows from
D2(z)
−1Q(z,w)D1(w)−1 = D2(z)−1D2(z)N1(w) − N2(z)D1(w)
z − w D1(w)
−1.
With these deﬁnitions, we can state the matrix version of Theorem 3.3.
Theorem 4.3. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[w]m×m be nonsingular. Let the maps
Ψ : XD2(z)⊗D˜1(w) −→ Hom F(XD1 , XD2) andψ : XD2⊗I ∩ XI⊗D˜1 −→ Hom F[z](XD1 , XD2) be deﬁned by
(142) and (157) respectively. Let i : Hom F[z](XD1 , XD2) −→ Hom F(XD1 , XD2) be the canonical embed-
ding and let β : XD2⊗I ∩ XI⊗D˜1 −→ XD2(z)⊗D˜1(w) be the Bezout map given in (159). Then the following
is a commutative diagram.
Diagram 3
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Proof. Note that, by Proposition 4.2, every elementH(z) ∈ XD2⊗I ∩ XI⊗D˜1 has a unique representation
of the form (156). With the Bezout map deﬁned by (159), all that remains is to prove the identity
Ψ ◦ β = i ◦ ψ. (160)
To this end, with H ∈ XD2⊗I ∩ XI⊗D˜1 , g ∈ XD1 and using Eq. (154), we compute
(Ψ ◦ β)(H)g = Ψ (β(H))g = Ψ (Q)g
= 〈g,Q(z, ·)˜〉 =
(
D2(z)N1(w) − N2(z)D1(w)
z − w D1(w)
−1g(w)
)
−1
= πD2N2g = ψ(H)g = (i ◦ ψ)(H)g,
i.e. (160) holds. 
5. Homomorphisms of tensored models
The availability of Theorems4.1 and4.2 characterizingF[z]-homomorphismsof polynomialmodels
is a cornerstone of the polynomial approach to linear system theory. Among immediate applications,
and we mention only a small sample, are the reduction to canonical form of linear transformations in
ﬁnite dimensional vector spaces, the constructionof the shift realization and the studyof its properties,
the proof of the state space isomorphism theorem and its extension to the analysis of strict system
equivalence, the derivation of dimension formulas, and the analysis of Bezoutians.
Since the main object of our interest in this paper is the tensor product of polynomial models, one
expects these results to be extendable to the case of tensored models and this we proceed to do.
Theorem 5.1. Let D1(z),D2(z), E1(z), E2(z) be nonsingular polynomial matrices. Then we have the fol-
lowing isomorphisms.
Hom F(XD1 , XD2) ⊗F Hom F(XE1 , XE2)  Hom F(XD1 ⊗F XE1 , XD2 ⊗F XE2), (161)
Hom F[z](XD1 , XD2) ⊗F Hom F[z](XE1 , XE2)  Hom F[z,w](XD1 ⊗F XE1 , XD2 ⊗F XE2), (162)
and
Hom F[z](XD1 , XD2) ⊗F[z] Hom F[z](XE1 , XE2)  Hom F[z](XD1 ⊗F[z] XE1 , XD2 ⊗F[z] XE2). (163)
Proof. We compute, using the isomorphism (143),
Hom F(XD1 , XD2) ⊗F Hom F(XE1 , XE2)  (XD2 ⊗F XD˜1) ⊗F (XE2 ⊗F XE˜1)
 (XD2 ⊗F XE2) ⊗F (XD˜1 ⊗F XE˜1)
 Hom F(XD1 ⊗F XE1 , XD2 ⊗F XE2),
which proves (161). 
Similarly, using the isomorphisms (141) and (158), we compute
Hom F[z](XD1 , XD2) ⊗F[z] Hom F[z](XE1 , XE2)  (XD2 ⊗F[z] XD˜1) ⊗F[z] (XE2 ⊗F[z] XE˜1)
 (XD2 ⊗F[z] XE2) ⊗F[z] (XD˜1 ⊗F[z] XE˜1)
 Hom F[z](XD1 ⊗F[z] XE1 , XD2 ⊗F[z] XE2),
which proves (163).
We saw, in Section 3.2.4, that the F-tensored polynomial models are also modules over the ring
F[z,w].We proceed to study, given the two tensored polynomialmodels XD1(z)⊗E1(w) and XD2(z)⊗E2(w),
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the corresponding F[z,w]-homomorphisms and their invertibility properties. This not only proves
(162) but also concrete representations for elements of Hom F[z,w](XD1(z)⊗E1(w), XD2(z)⊗E2(w)) as well
as, using Theorem 4.2, provides invertibility conditions.
Theorem 5.2. Given the two tensored polynomial models XD1(z)⊗E1(w) and XD2(z)⊗E2(w), then
1. A map Z : XD1(z)⊗E1(w) −→ XD2(z)⊗E2(w) is an F[z,w]-homomorphism if and only if there exist
appropriately sized polynomial matrices N1,M1,N2,M2 satisfying
N2(z)D1(z) = D2(z)N1(z),
M2(w)E1(w) = E2(w)M1(w) (164)
in terms of which Z is given, for Q(z,w) ∈ XD1(z)⊗E1(w), by
ZQ(z,w) = πD2(z)⊗E2(w)(N2(z) ⊗ M2(w))Q(z,w) = πD2(z)⊗E2(w)N2(z)Q(z,w)M2(w),
(165)
i.e.
Hom F[z,w](XD1(z)⊗D1(w), XD2(z)⊗D2(w))  Hom F[z](XD1 , XD2) ⊗F Hom F[z](XD1 , XD2), (166)
or, equivalently,
Hom F[z,w](XD1(z)⊗E1(w), XD2(z)⊗E2(w))  Hom F[z](XD1 , XD2) ⊗F Hom F[z](XE1 , XE2). (167)
2. The map Z deﬁned by (164) and (165) is
(a) injective if and only if N1,D1 are right coprime and M1, E1 are left coprime.
(b) surjective if and only if N2,D2 are left coprime and M2, E2 are right coprime.
(c) bijective if and only if both sets of coprimeness conditions hold.
3. Assuming both sets of coprimeness conditions hold, let(
Y2 −X2−N2 D2
)(
D1 X1
N1 Y1
)
=
(
I 0
0 I
)
,(
V2 −U2−M2 E2
)(
E1 U1
M1 V1
)
=
(
I 0
0 I
)
(168)
be the corresponding doubly coprime factorizations. Then the inverse of Z is given by Y : XD2(z)⊗E2(w)−→ XD1(z)⊗E1(w) deﬁned by
YR(z,w) = πD1(z)⊗E1(w)(X1(z) ⊗ U1(w))R(z,w)
= πD1(z)⊗E1(w)X1(z)R(z,w)U1(w). (169)
Proof. 1. To prove sufﬁciency of such a representation, it sufﬁces to show that Z intertwines the
shift operators Sz , Sw in both spaces. We compute, with Q(z,w) ∈ XD1⊗D2 ,
ZSzQ(z,w) = π zD2N2SD1Q(z,w)M2πwD2 = π zD2N2πD1zQ(z,w)M2πwD2
= π zD2zπ zD2N2Q(z,w)M2πwD2 = SzZQ(z,w).
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For necessity, let Z : XD1(z)⊗E1(w) −→ XD2(z)⊗E2(w) be an F[z,w]-homomorphism. Since ele-
ments of the form f ⊗ g generate the tensored model XD1(z)⊗E1(w), it sufﬁces to show that
(165) holds for all such elements. Let Z(f ⊗ g) = (f1 ⊗ g1). Deﬁne Zz : XD1(z) −→ XD2(z) by
Zzf = f1 and deﬁne Zw analogously. Clearly, Zz is an F[z]-homomorphism. Hence, applying the
characterization of polynomial model homomorphisms, there exist polynomial matrices N1,N2
for which the ﬁrst identity in (164) holds. Similar reasoning, applied to Zw leads to (165).
2. Follows from the corresponding characterizations in the single variable case.
3. Note that (N2(z) ⊗ M2(w))Ker πD1(z)⊗E1(w) ⊂ Ker πD2(z)⊗E2(w). Therefore
YZQ(z,w) = πD1(z)⊗E1(w)(X1(z) ⊗ U1(w))πD2(z)⊗E2(w)(N2(z) ⊗ M2(w))Q(z,w)
= πD1(z)⊗E1(w)X1(z)N2(z)Q(z,w)M2(w)U1(w)
= πD1(z)⊗E1(w)(−I + D1(z)Y2(z)Q(z,w)(−I + V2(w)E1(w)
= πD1(z)⊗E1(w)Q(z,w) = Q(z,w). 
5.1. Dimension formulas
The availability of the isomorphisms in Proposition 5.1 allows us to compute a variety of dimension
formulas related to tensor products. The method is based on the invariant factor algorithm and the
reduction to the Smith canonical form. We already noted, in Proposition 3.5, that from the general
theory of tensor products follows the dimension formula (100). For the corresponding result, i.e. for
the F[z]-tensor product of polynomial models, we have to take a different approach. The key to this
is the reduction of the factors, by isomorphism, to the Smith form. In fact, see Fuhrmann [5], it has
been shown that if Δ(z) = diag (d1(z), . . . , dp(z)) is the Smith form of D(z) ∈ F[z]p×p, then XD 
⊕pi=1Xdi and hence dimF XD = dimF XΔ =
∑p
i=1 deg di = deg(det D). So, our next step is to reduce,
by isomorphism, the tensored polynomial model XD1(z)⊗D2(w) to the tensored product of the Smith
forms of the polynomial matrices D1(z) and D2(w).
Indeed, given nonsingular polynomial matrices D2(z) ∈ F[z]p×p and D1(z) ∈ F[w]m×m, there ex-
ist unimodular polynomial matrices Ui, Vi, i = 1, 2, such that UiDi = ΔiVi, where Δ1 = diag (d(1)1 ,
. . . , d
(1)
m ) is the Smith form of D1, i.e. d
(1)
1 , . . . , d
(1)
m are the invariant factors of D1 and, similarly,
Δ2 = diag (d(2)1 , . . . , d(2)p ) is the Smith form of D2. Since the map SDi is isomorphic to SΔi , we have, by
(147), the isomorphism
Hom F[z](XD1 , XD2)  Hom F[z](XΔ1 , XΔ2). (170)
This isomorphism is useful in the computation of dimension formulas.
Proposition 5.1. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular. Let Δ1 = diag (d(1)1 ,
. . . , d
(1)
m ) andΔ2 = diag (d(2)1 , . . . , d(2)p ) be the respective Smith forms and let Ui(z), Vi(z) be unimodular
polynomial matrices satisfying
Ui(z)Di(z) = Δi(z)Vi(z). (171)
Then
1. (a) We have the F[z,w]-isomorphism
XD2(z)⊗D˜1(w)  XΔ2(z)⊗Δ˜1(w). (172)
(b) The tensored model XΔ2(z)⊗Δ˜1(w) can be written symbolically as (Xd(2)i (z)⊗d(1)j (w)).
(c) We have the isomorphism
XΔ2(z)⊗Δ˜1(w)  ⊕pi=1 ⊕mj=1 Xd(2)i (z)⊗d(1)j (w), (173)
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XΔ2(z) ⊗F XΔ˜1(w)  ⊕pi=1 ⊕mj=1 Xd(2)i (z) ⊗F Xd(1)j (w). (174)
(d)
dimF(XD2 ⊗F XD˜1) = deg(det D2) · deg(det D1). (175)
(e)
(D2(z) ⊗ I)XI⊗D˜1(w) ∩ XD2(z)⊗I(I ⊗ D˜1(w)) = {0}. (176)
(f)
dimF[(D2(z) ⊗ I)XI⊗D˜1(w) + XD2(z)⊗I(I ⊗ D˜1(w))]
= p · deg(det D1) + m · deg(det D2)
= deg det(D2 ⊗ D˜1). (177)
2. (a) We have the F[z]-isomorphisms
XD2(z) ⊗F[z] XD˜1(z)  XΔ2(z) ⊗F[z] XΔ˜1(z) (178)
and
XΔ2(z) ⊗F[z] XΔ˜1(z)  ⊕pi=1 ⊕mj=1 Xd(2)i (z)∧d(1)j (z) (179)
(b)
D2(z)F[z]p×m + F[z]p×mD1(z) = ((d(2)i ∧ d(1)j )F[z]). (180)
(c) We have the isomorphism
XD2 ⊗F[z] XD˜1  ⊕pi=1 ⊕mj=1 Xd(2)i ∧d(1)j . (181)
(d) We have the dimension formula
dimF(XD2 ⊗F[z] XD˜1) =
p∑
i=1
m∑
j=1
deg(d
(2)
i ∧ d(1)j ). (182)
3. (a) We have the F[z]-isomorphism
XD2(z)⊗D˜1(z)  XΔ2(z)⊗Δ˜1(z). (183)
(b) We have
dimF XD2(z)⊗D˜1(z) = m · deg(det D2) + p · deg(det D1). (184)
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(c)
dimF[(D2(z) ⊗ I)XI⊗D˜1(z) ∩ XD2(z)⊗I(I ⊗ D˜1(z))] =
p∑
i=1
m∑
j=1
deg eij. (185)
(d) We have
dimF[(D2(z) ⊗ I)XI⊗D˜1(z) + XD2(z)⊗I(I ⊗ D˜1(z))]
= m · deg(det D2) + p · deg(det D1) −
p∑
i=1
m∑
j=1
deg eij. (186)
(e) Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular polynomial matrices with determi-
nants d1 and d2 respectively. Then
XD2(z)⊗D˜1(z) = (D2(z) ⊗ I)XI⊗D˜1(z) ⊕ XD2(z)⊗I(I ⊗ D˜1(z)) (187)
holds if and only if d1(z) and d2(z) are coprime.
Proof. 1. (a) By our assumption, we have XDi  XΔi , i = 1, 2. This implies XD2 ⊗F XD˜1  XΔ2 ⊗F
XΔ˜1 and, using (109), the isomorphism (172) is proved.
(b) For F(z,w) = (fij(z,w)) ∈ F[z,w]p×m, we have
πΔ2(z)⊗Δ˜1(w)F(z,w) = (πd(2)i (z)⊗d(1)j (w)fij(z,w)).
i.e. XΔ2(z)⊗Δ1(w) = (Xd(2)i (z)d(1)j (w)).
(c) The direct sum representations follow from the previous part, using (66).
(d) This follows fromthegeneral theoryof tensorproducts of vector spaces.Wegive anadditional
proof using the reduction to Smith form. Invoking Proposition 5.1, we use the isomorphism
(178) and (2) to compute
XΔ2(z) ⊗F XΔ˜1(z)  ⊕pi=1 ⊕mj=1 Xd(2)i (z) ⊗F Xd(1)j (z),
hence
dimF XΔ2(z) ⊗F XΔ˜1(z) =
p∑
i=1
m∑
j=1
dimF
(
X
d
(2)
i (z)
⊗F Xd(1)j (z)
)
=
p∑
i=1
m∑
j=1
(deg d
(2)
i )(deg d
(1)
j )
=
⎛⎝ p∑
i=1
deg d
(2)
i
⎞⎠⎛⎝ m∑
j=1
deg d
(1)
j
⎞⎠
= deg(det D2) · deg(det D1).
(e) Since (D2(z) ⊗ I)XI⊗D˜1(w) = {D2(z)P1(w) ∈ F[z,w]p×m|π+P1(w)D1(w)−1 = 0}, and sim-
ilarly for XD2(z)⊗I(I ⊗ D˜1(w)), then Q(z,w) ∈ (D2(z) ⊗ I)XI⊗D˜1(w) ∩ XD2(z)⊗I(I ⊗ D˜1(w)) if
and only ifQ(z,w) = D2(z)P1(w) = P2(z)D1(w)withD−12 P2 and P1D−11 strictly proper. This
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implies C(z,w) = D2(z)−1P2(z) = P1(w)D1(w)−1. Hence C(z,w) is necessarily a constant
which, by strict properness, is obviously zero. This implies that also P2(z) and P˜1(w) are zero
and hence Q(z,w) = 0.
(f) We clearly have XD2(z)⊗Im  XD2(z) ⊗ Fm. Therefore, we have dimF XD2(z)⊗Im = m ·
deg(det D2). Similarly, also dimF XIp⊗D˜1(w) = p · deg(det D1), then, using (176), Eq. (177)
follows.
2. (a) Applying Theorem 5.2, we can assumewithout loss of generality that D1 and D2 are in Smith
canonical form, i.e. (178) holds.
Using (2) once more, as well as (74), we have
XΔ2(z) ⊗F[z] XΔ˜1(z) 
(
⊕pi=1 Xd(2)i
)
⊗F[z]
(
⊕mj=1 Xd(1)j
)
 ⊕pi=1 ⊕mj=1 Xd(2)i ⊗F[z] Xd(1)j
 ⊕pi=1 ⊕mj=1 Xd(2)i ∧d(1)j ,
i.e. we have (179).
(b) In viewof Proposition 5.1, we assumewithout loss of generality that the polynomialmatrices
are in Smith form. Clearly, Q(z) = (qij) ∈ (D2(z) ⊗ I)XI⊗D˜1(z) ∩ XD2(z)⊗I(I ⊗ D˜1(z)) if and
only if qij ∈ d(2)i F[z] + d(1)j F[z] = (d(2)i ∧ d(1)j )F[z].
(c) Eq. (180) implies the isomorphism
XD2 ⊗F[z] XD˜1  F[z]p/D2(z)F[z]p ⊗F[z] F[z]m/D˜1(z)F[z]m
 F[z]p×m/((D2(z) ⊗ I)XI⊗D˜1(z) + XD2(z)⊗I(I ⊗ D˜1(z)))
 ⊕pi=1 ⊕mj=1 F[z]/(d(2)i ∧ d(1)j )F[z] = ⊕pi=1 ⊕mj=1 Xd(2)i ∧d(1)j
Another way to see this is to note that XD1  Xd(1)1 ⊕ · · · ⊕ Xd(1)m and similarly for XD2 . Using
(2), it follows that
XD2 ⊗F[z] XD˜1  ⊕pi=1 ⊕mj=1 Xd(2)i ⊗F[z] Xd(1)j  ⊕
p
i=1 ⊕mj=1 Xd(2)i ∧d(1)j .
(d) Follows from (181).
3. (a) In view of Theorem 5.2 /Proposition 5.1, wemay assumewithout loss of generality thatD1 =
diag (d
(1)
1 , . . . , d
(1)
m ) and D2 = diag (d(2)1 , . . . , d(2)p ). Clearly, dimF Xd(2)i (z)⊗d(1)j (z) =
dimF Xd(2)1 (z)d
(1)
j (z)
= deg d(2)i + deg d(1)j . Now Q(z) = (qij(z)) ∈ XD2(z)⊗D˜1(z) if and only if
qij ∈ Xd(2)i d(1)j . So,using (2),XD2(z)⊗D˜1(z)  ⊕
p
i=1 ⊕mj=1 Xd(2)i d(1)j , or symbolicallyXD2(z)⊗D˜1(z) =
(X
d
(2)
i d
(1)
j
). In turn, this implies
dimF XD2(z)⊗D˜1(z) =
p∑
i=1
m∑
j=1
dimF Xd(2)i d
(1)
j
=
p∑
i=1
m∑
j=1
deg(d
(2)
i d
(1)
j )
=
p∑
i=1
m∑
j=1
(deg d
(2)
i + deg d(1)j )
=
p∑
i=1
⎛⎝ m∑
j=1
deg d
(2)
i
⎞⎠+ m∑
j=1
⎛⎝ p∑
i=1
deg d
(1)
j
⎞⎠
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= p · deg(det D1) + m · deg(det D2)
= deg(det D1(z))p deg(det D2(z))m
= deg det(D2(z) ⊗ D˜1(z)).
(b) Note that (D2(z) ⊗ I)XI⊗D˜1(z) = {F = (fij)|fij ∈ d(2)i Xd(1)j } = (d
(2)
i Xd(1)j
). Similarly, XD2(z)⊗I
(I ⊗ D˜1(z)) = (d(1)j Xd(2)i ). So Q ∈ (D2(z) ⊗ I)XI⊗D˜1(z) ∩ XD2(z)⊗I(I ⊗ D˜1(z)) if and only if
qij ∈ (d(2)i Xd(1)j ∩ d
(1)
j Xd(2)i
) = ((d(2)i ∨ d(1)j )Xd(2)i ∧d(1)j ), i.e. (D2(z) ⊗ I)XI⊗D˜1(z) ∩ XD2(z)⊗I
(I ⊗ D˜1(z))  ⊕pi=1 ⊕mj=1 Xd(2)i ∧d(1)j . From this, (185) follows.
(c) Follows from the fact that
dimF[D2(z)XI⊗D˜1(z) + XD2(z)⊗ID1(z)]
= dimF(D2(z)XI⊗D˜1(z)) + dimF(XD2(z)⊗ID1(z)) (188)
− dimF[D2(z)XI⊗D˜1(z) ∩ XD2(z)⊗ID1(z)]
(d) (D2(z) ⊗ I)XI⊗D1(z) + XD2(z)⊗I(I ⊗ D1(z)) is a direct sum if andonly if (D2(z) ⊗ I)XI⊗D1(z) ∩
XD2(z)⊗I(I ⊗ D1(z)) = {0}, which, by (185), is equivalent to the coprimeness of d1 and d2.

Corollary 5.1. 1. GivennonsingularD2(z) ∈ F[z]p×p andD1(z) ∈ F[z]m×m.Then Hom F[z](XD2 , XD1)= {0} if and only if det D1 and det D2 are coprime.
2. Given linear transformations A1, A2, acting in ﬁnite dimensional vector spaces, there exists a nonzero
linear transformation Z intertwining A1 and A2, i.e. such that ZA1 = A2Z , if and only if the charac-
teristic polynomials of A1, A2 are not coprime.
Proof. 1. Clearly, det D1 and det D2 are coprime if and only if for all i = 1, . . . , p and j = 1, . . . ,m
we have d
(1)
i ∧ d(2)j = 1. The statement follows from (181) and the isomorphism XD1 ⊗F[z]
XD˜2  Hom F[z](XD2 , XD1).
2. Follows from the ﬁrst part, taking Di(z) = zI − Ai, i = 1, 2. 
We specialize the results of Proposition 5.1 to the case that D1(z) = D2(z).
Corollary 5.2. Given a nonsingular D(z) ∈ F[z]p×p, let d1, . . . , dp be the invariant factors of D ordered so
that di|di−1. Let eij = di ∧ dj = g.c.d.(di, dj). Let δi = deg di and let n = ∑pi=1 δi = deg(det D). Then
1. We have
dimF[D(z)XI⊗D(z) + XD(z)⊗I D˜(z)] = (2p − 1)δ1 + (2p − 3)δ2 + · · · + δp (189)
2. We have
dimF Hom F[z](XD, XD) = dimF(XD ⊗F[z] XD˜) = δ1 + 3δ2 + · · · + (2p − 1)δp. (190)
Proof. 1. Applying the isomorphism result of Theorem 5.2, we may assume without loss of gen-
erality that D(z) is in its Smith form, i.e. D˜(z) = D(z) = diag (d1, . . . , dp). We observe that
(D(z)XI⊗D(z) + XD(z)⊗I D˜(z))ij = diXdj + djXdi = (di ∧ dj)X(di∨dj).
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Now, because of our ordering of the invariant factors, we have
di ∨ dj =
{
di i j,
dj i j.
(191)
This implies
D(z)XI⊗D(z) + XD(z)⊗I D˜(z) =
⎛⎜⎜⎜⎜⎝
d1Xd1 d2Xd1 . . dpXd1
d2Xd1 d2Xd2 . . dpXd2
. . . . .
. . . . .
dpXd1 dpXd2 . . dpXdp
⎞⎟⎟⎟⎟⎠ , (192)
which in turn implies the equality 1(189).
2. We have the F[z]-isomorphism
XD ⊗F[z] XD  ⊕pi=1 ⊕pj=1 Xdi∧dj . (193)
Our assumption on the ordering of the invariant factors implies
di ∧ dj =
{
di i j
dj i j
(194)
This implies
⊕pi=1 ⊕pj=1Xdi∧dj =
⎛⎜⎜⎜⎜⎝
Xd1 Xd2 . . Xdp
Xd2 Xd2 . . Xdp
. . . . .
. . . . .
Xdp Xdp . . Xdp
⎞⎟⎟⎟⎟⎠ (195)
and hence (189) follows. 
The dimension formula (189) is not new and an alternative derivation can be found in Gantmacher
[16]. It allows us to state the following well known result.
Corollary 5.3. Let A be a linear transformation in Fn with invariant factors d1, . . . , dn. Then
1. We have dimF C(A) = n if and only if A is cyclic.
2. We have dimF C(A) = n2 if and only if A is scalar, i.e. A = αI for some α ∈ F.
3. Given two linear transformations A, B then Intw (A, B) = {0}, i.e. there exist no nontrivial inter-
twiningmaps, if and only if the minimal polynomials, or equivalently the characteristic polynomials,
of A, B are coprime.
Proof. 1. Follows from (189) using the fact that
min
δ1+···+δn=n
δi  δi−1
(2i − 1)δi = n, (196)
and this happens if and only if δ1 = n and δi = 0 for i > 1.
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2. Follows from (189) using the fact that
max
δ1+···+δn=n
δi  δi−1
(2i − 1)δi = n2, (197)
and this happens if and only if δi = 1 for i = 1, . . . , n. This of course implies d1(z) = · · · =
dn(z) = z − α, i.e. that A is scalar.
3. This follows from Corollary 5.1 and the isomorphism A  SzI−A. 
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