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Abstract
It is not a difficult task to find a weak Pareto or Pareto solution in a multiobjective linear pro-
gramming (MOLP) problem. The difficulty lies in finding all these solutions and representing their
structure. This paper develops an algorithm for solving this problem. We investigate the solutions and
their relationships in the objective space. The algorithm determines finite number of weights, each
of which corresponds to a weighted sum problems. By solving these problems, we further obtain
all weak Pareto and Pareto solutions of the MOLP and their structure in the constraint space. The
algorithm avoids the degeneration problem, which is a major hurdle of previous works, and presents
an easy and clear solution structure.
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A multiobjective linear programming (MOLP) problem is to minimize several linear
objective functions subject to a set of linear constraints. As most of the real business deci-
sion making problems involve more than one objectives, the MOLP model has been widely
applied in many fields and has become a useful tool for decision making. (For applications,
for example, see Leschine et al. [18], Gravel et al. [15], Prabuddha et al. [20].)
A Pareto solution of a MOLP problem is a solution that cannot improve some objectives
without sacrificing others. A weak Pareto solution of a MOLP problem is a solution that
cannot improve all the objectives simultaneously. The weak Pareto solution and the Pareto
solution are both called efficient solutions of a MOLP. Since a MOLP problem usually has
many efficient solutions, decision makers may have difficulty in choosing an efficient solu-
tion by simply applying the rule “the smaller, the better” on all objectives (see Steuer [22]
and Dyer et al. [11]). Furthermore, they do not even know how many solutions are available
and what relationships are among these solutions.
In the theory of multiobjective programming, the efficient solution set attracts special
concern because a rational decision maker needs to select a solution from this set according
to his/her own preference. In order to convey all the available information to decision
makers, it is important and fundamental to find all efficient solutions and represent them in
a proper format. The main difficult point of the work lies in the following aspects. Firstly,
an algorithm for finding the efficient solution set is usually extremely time consuming.
Secondly, it is hard to cope with some special cases, such as the degeneration of solution.
Thirdly, since an efficient solution set usually is not a convex set but a union of some
efficient faces of the given polyhedron (Yu and Zeleny [26]), it is difficult to represent such
an efficient solution set.
In the earlier time, many works were mainly conducted for identifying solutions effi-
ciently, by solving multiple parametric programming or by using multiple criteria simplex
method to examine the adjacent extreme points (Dantzig [7], Geoffrion [14], Yu and Ze-
leny [26], Philip [19]). Yu and Zeleny [26] used a global view method and the “top-down”
search strategy, while Philip [19] used a local view method to obtain the efficient face inci-
dent to a given efficient extreme point. Isermann [16] and Ecker et al. [12] combined these
two view methods. Later on, Armand and Malivert [1] and Armand [2] applied a “bottom-
up” search strategy to developing an algorithm. However, all these previous algorithms
considered the degeneration problem as their main difficulty to deal with, and the repre-
sentation of the efficient solutions set was not clearly given. Benson [3] and Sayin [21]
proposed to obviate the degeneration problem by employing the facial decomposition ap-
proach and the “top-down” search strategy first used by Yu and Zeleny [26]. Discrete
representation of the efficient solution set were given in these papers.
In some other works, it was found that the objective space (or outcome space) is a
powerful tool for studying the efficient solution set. Dauer [8] investigated the characters
of the objective space of MOLP. Dauer and Saleh [9] proposed an algorithm for obtaining
the efficient structure of the objective polyhedron. These works provided a new view on
studying efficient solutions set of a MOLP. Gallagher and Saleh [13] developed a creative
approach to represent the efficient objective set of a MOLP. Dauer and Gallagher [10]
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which they called “combined constraint-space, objective-space” approach.
Recently, Benson [4] and Benson and Sun [5] combined the decomposition technique
and the “combined constraint-space, objective-space” approach to determine the efficient
points set in the objective space. Wei et al. [23] used the DEA (data envelopment analysis)
method to find all the Pareto solutions and build their structure. Kim and Luc [17] added
cones to a polyhedral convex set for determining the efficient faces of multiple objective
linear programming. This work solved some special cases of the problem, but left the
general situation behind.
In this paper, we use an approach similar to the “combined constraint-space, objective-
space” approach together with the method of transferring a polyhedron from intersection-
form to sum-form for building the efficient solution structure of a MOLP. It is well known
that a polyhedron can be represented by a set of linear constraints, called “intersection-
form,” or by a convex combination of finite extreme points and non-negative combina-
tion of finite extreme rays, called “sum-form.” A polyhedron can be transferred from
intersection-form to sum-form (for the algorithms, see Charnes et al. [6], or Wei and
Yan [24,25]). This paper starts at studying the MOLP problem in objective space. We
show that by choosing weights properly and solving the weighted sum problem of MOLP
associated with these weights, we can obtain all the weak Pareto solutions and Pareto solu-
tions of the MOLP problem in the objective space. We then consider the constraint space.
Since the mapping from the constraint space to the objective space is an onto mapping, we
can thus find all weak Pareto solutions and Pareto solutions of the original MOLP. Using
a transferring algorithm, we can represent the efficient solution set expediently. The first
major contribution of our method is avoiding the degeneration difficulties of the former
algorithms. Secondly, we provide an easy and clear representation of the efficient solution
set. This is extremely valuable for the decision makers.
This paper is organized as follows. Section 2 introduces the MOLP problem and some
of its basic results for later use. Section 3 considers the MOLP problem in objective space.
When some of the weak Pareto solutions are determined, we propose a method to obtain
other new weak Pareto solutions in the objective space. Section 4 proposes an algorithm
for finding all weak Pareto solutions of the original MOLP problem. We represent the weak
Pareto solution set as discrete form to make its structure explicit. Section 5 discusses the
Pareto solution set and its structure. Section 6 gives a numerical example for illustrating
sour procedure. Section 7 concludes the research.
2. Preliminary of MOLP
Consider the following multiobjective linear programming (MOLP) problem:
(VP) V - min Cx
s.t. x ∈ R = {x | Ax = b, x  0},
where ( )C = cT1 , cT2 , . . . , cTp T is a p × n matrix, cTi ∈ En, i = 1,2, . . . , p;
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A is an m × n matrix, nm and rank(A) = m;
b = (b1, b2, . . . , bm)T ∈ Em.
The weak Pareto solution and Pareto solution are defined as below.
Definition 1. Let x¯ ∈ R, x¯ is called a Pareto solution of (VP) if there does not exist x ∈ R
such that
Cx Cx¯, Cx = Cx¯.
The set of Pareto solutions of (VP) is denoted by Rpa.
Definition 2. Let x¯ ∈ R, x¯ is called a weak Pareto solution of (VP) if there does not exist
x ∈ R such that
Cx < Cx¯.
The set of weak Pareto solutions of (VP) is denoted by Rwp.
Referring to the definitions above, it is obvious that Rpa ⊆ Rwp, and x¯ cannot be an
inner point of R if x¯ ∈ Rwp.
Denote a mapping F :R → F(R), where
F(R) = {Cx | x ∈ R}.
F (R) is the objective value set of R associated with p objectives (c1x, c2x, . . . , cpx)T .
F is an onto mapping. We call F(R) image set of R under the mapping F , and Ep ob-
jective space. From the decomposition theorem of polyhedron (see Dantzig [7]), we know
that F(R) is also a polyhedron in objective space Ep .
Denote F = (f1, f2, . . . , fp)T ∈ Ep . Consider the following MOLP problem (VP′) in
the objective space Ep:
(VP′) V - min (f1, f2, . . . , fp)
s.t. F ∈ F(R).
Because (VP′) is a special MOLP problem whose ith (1  i  p) objective is the ith
(1 i  p) component of variable F , it has some nice properties which makes it easier to
study. We can define the weak Pareto solution and Pareto solution of (VP′) analogically.
Denote the set of Pareto solutions of (VP′) by Epa and the set of weak Pareto solutions of
(VP′) by Ewp.
The following linear programming (P (v)) is called a weighted sum problem of (VP)
associated with weight v = (v1, v2, . . . , vp)T ∈ Ep (v  0, v = 0):
(P (v)) min vT Cx
s.t. x ∈ R.
And the corresponding weighted sum problem of (VP′) associated with weight v in the
objective space is
(P ′(v)) min vT F
s.t. F ∈ F(R).
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properties. These properties exhibit the relationship between the constraint space and the
objective space. We list them here for later use. (For these properties, see, for example,
Zeleny [27].)
Property 1. Let x¯ ∈ R, and F¯ ∈ F(R); then
(i) x¯ is a Pareto solution of (VP) if and only if there exists a v¯ > 0 such that x¯ is the
optimal solution of the weighted sum problem (P (v¯));
(ii) x¯ is a weak Pareto solution of (VP) if and only if there exists a v¯  0, v¯ = 0 such that
x¯ is the optimal solution of the weighted sum problem (P (v¯));
(iii) F¯ is a Pareto solution of (VP′) if and only if there exists a v¯ > 0 such that F¯ is the
optimal solution of the weighted sum problem (P ′(v¯));
(iv) F¯ is a weak Pareto solution of (VP′) if and only if there exists a v¯  0, v¯ = 0 such
that F¯ is the optimal solution of the weighted sum problem (P ′(v¯)).
Property 2. Let x¯ ∈ R and F¯ = Cx¯; then
(i) x¯ ∈ Rwp if and only if F¯ ∈ Ewp;
(ii) x¯ ∈ Rpa if and only if F¯ ∈ Epa.
Property 3. Let x¯ ∈ R, F¯ = Cx¯; then x¯ is an optimal solution of (P (v)) if and only if F¯ is
an optimal solution of (P ′(v)).
Particularly, when v¯ = (0,0, . . . ,0,1,0, . . . ,0)T = ei , the weighted sum problem
(P (v¯)) becomes the linear programming problem (P (ei)),
(P (ei)) min cix
s.t. x ∈ R.
From Property 1(ii), the optimal solution of (P (ei)) is a weak Pareto solution of (VP).
3. New weak Pareto solutions in objective space
Consider MOLP problem (VP′) in objective space Ep:
(VP′) V - min (f1, f2, . . . , fp)
s.t. F ∈ F(R),
where F = (f1, f2, . . . , fp)T ∈ Ep .
Provided that we have obtained k weak Pareto solutions, F 1,F 2, . . . ,F k , of (VP′), we
hope to find new weak Pareto solutions of (VP′) by solving its weighted sum problem. In
order to do this, we should choose some weights to obtain the weighted sum problem. Let
Q =
{
F
∣∣ F = k∑λiF i, k∑λi = 1, λi  0, i = 1,2, . . . , k
}
+ Ep,i=1 i=1
+
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S =
{(
G
α
) ∣∣ (F i)T G α, G 0, G = 0, i = 1,2, . . . , k}.
It is easy to see that Q is a closed convex set in Ep and S is a polyhedral cone in Ep+1.
S can be represented by a non-negative combination of its extreme rays. (For the algo-
rithms, see Charnes et al. [6] or Wei and Yan [24,25].) Denote extreme rays of S by (vl
αl
)
,
l = 1,2, . . . , r . Then,
S =
{
r∑
l=1
βl
(
vl
αl
) ∣∣ βl  0, l = 1,2, . . . , r
}
.
Denote
P = {F | (vl)T F  αl, l = 1,2, . . . , r}.
We have the following theorem.
Theorem 1. Let F i ∈ Ep , i = 1,2, . . . , k, are k vectors in space Ep , denote
Q =
{
F
∣∣ F = k∑
i=1
λiF
i,
k∑
i=1
λi = 1, λi  0, i = 1,2, . . . , k
}
+ Ep+,
S =
{(
G
α
) ∣∣ (F i)T G α, G 0, G = 0, i = 1,2, . . . , k
}
and
P = {F | (vl)T F  αl, l = 1,2, . . . , r},
where
(
vl
αl
)
, l = 1,2, . . . , r , are the extreme rays of S. Thus,
S =
{
r∑
l=1
βl
(
vl
αl
) ∣∣ βl  0, l = 1,2, . . . , r
}
.
Then
P = Q.
Proof. First, we show that Q ⊆ P . Let F 0 ∈ Q, then there exists λ0 = (λ01, λ02, . . . , λ0k)T ∈
Ek , eT λ0 = 1, λ0  0, such that
F 0 
k∑
i=1
λ0i F
i .
Since
(
vl
αl
)
, l = 1,2, . . . , r , are the extreme rays of S, we have(F i)T vl  αl, i = 1,2, . . . , k; l = 1,2, . . . , r.
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(F 0)T vl 
(
k∑
i=1
λ0i F
i
)T
vl =
k∑
i=1
λ0i (F
i)T vl  αl,
that is, F 0 ∈ P .
On the other hand, assume that P ⊆ Q is not true. That is, there exists F 0 ∈ P but
F 0 /∈ Q. Since Q is a closed convex set, by the separation theorem of convex set, there
exist a d ∈ Ep , d = 0 and an α ∈ E1 such that for any F ∈ Q,
dT F  α > dT F 0.
Note that when all components of F are very large, we still have F ∈ Q. Thus, d  0.
Since F i ∈ Q, we have
dT F i  α, i = 1,2, . . . , k.
Therefore,(
d
α
)
∈ S.
That is, ∃βl  0, l = 1,2, . . . , r , such that(
d
α
)
=
r∑
l=1
βl
(
vl
αl
)
=
(∑r
l=1 βlvl∑r
l=1 βlαl
)
.
That is,
d =
r∑
l=1
βlv
l, α =
r∑
l=1
βlαl.
Thus,
α > dT F 0 =
(
r∑
l=1
βlv
l
)T
F 0 =
r∑
l=1
βl(v
l)T F 0.
Note F 0 ∈ P , then
(vl)T F 0  αl, l = 1,2, . . . , r.
So
α >
r∑
l=1
βl(v
l)T F 0 
r∑
l=1
βlαl = α,
this is a contradiction. So P ⊆ Q is true. The proof is completed. 
After all extreme rays of S are obtained, we have the following weighted sum problem
(VP′) associated with weight vl :
(P ′(vl)) min (vl)T F
s.t. F ∈ F(R),
H. Yan et al. / J. Math. Anal. Appl. 307 (2005) 504–523 511where l = 1,2, . . . , r . Let F¯ l be an optimal solution of (P ′(vl)). From Property 1(iv), F¯ l is
a weak Pareto solution of (VP′). For F¯ 1, F¯ 2, . . . , F¯ r , we have two cases:
Case 1. For any l, 1  l  r , we have F¯ l ∈ P . The algorithm stops. From Theorems 2
and 3, we can see that the weak Pareto solution set can be determined.
Case 2. There exist l0 (1 l0  r) such that F¯ l0 /∈ P . Denote an index set
I0 = {l | F¯ l /∈ P, 1 l  r} = {l1, l2, . . . , lk¯}.
Then F¯ l1, F¯ l2 , . . . , F¯ lk¯ are k¯ new weak Pareto solutions of the MOLP problem (VP′) in the
objective space.
4. Determining weak Pareto solution set of MOLP
In this section, we determine the weak Pareto solution set of MOLP problem (VP) and
give a representation of the weak Pareto solution set. To describe the efficient solution
structure of (VP), we first give an algorithm for finding all weak Pareto solutions of (VP′)
in the objective space Ep , and present the structure of weak Pareto solutions to (VP′). The
algorithm is given as below.
Step 1. For i = 1,2, . . . , p, solve the following linear programming problem:
(P (ei)) min cix
s.t. x ∈ R.
Let xi , i = 1,2, . . . , p, be optimal solutions of (P (ei)). Denote
R¯1 = {x1, x2, . . . , xp}.
For convenience, denote k1 = p.
Step 2. Let
S1 =
{(
G
α
) ∣∣ (Cxi)T G α, G 0, G = 0, i = 1,2, . . . , k1
}
.
Obtain extreme rays of S1 and denote the rays by
(
vl
αl
)
, l = 1,2, . . . , r1, namely,
S1 =
{
r∑
l=1
βl
(
vl
αl
) ∣∣ βl  0, l = 1,2, . . . , r1
}
.
Now we get r1 weights v1, v2, . . . , vr1 . Denote
1 { l T }P = F | (v ) F  αl, l = 1,2, . . . , r1 .
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weight vl :
(P (vl)) min (vl)T Cx
s.t. x ∈ R.
Let x¯l be an optimal solution of (P (vl)). Denote an index set
I1 = {l | Cx¯l /∈ P 1, 1 l  r1}.
Step 4. If I1 = ∅, then denote k = k1, r = r1 and stop, else go to Step 5.
Step 5. Denote
R¯2 = R¯1 ∪ {x¯l | l ∈ I1}.
Without loss of the generality, denote
R¯2 = {x1, x2, . . . , xp, xp+1, . . . , xk2}, k2 > p.
where xi ∈ R, i = 1,2, . . . , k2, are extreme points of R.
Repeat from Step 2 to Step 5 starting at R¯2 and k2.
Since R has finite number of extreme points, this algorithm will finally end after finite
steps. When the algorithm stops, we obtain k weak Pareto solutions of (VP). Denote the
solutions by x1, x2, . . . , xk , and their images in the objective space are F 1 = Cx1, F 2 =
Cx2, . . . , Fk = Cxk . From Property 2 we know that Cx1,Cx2, . . . ,Cxk are weak Pareto
solutions of (VP′). Now
Q =
{
F
∣∣ F = k∑
i=1
λi(Cx
i),
k∑
i=1
λi = 1, λi  0, i = 1,2, . . . , k
}
+ Ep+
and
S =
{(
G
α
) ∣∣ (Cxi)T G α, G 0, G = 0, i = 1,2, . . . , k}.
All extreme rays of S are denoted by
(
vl
αl
)
, l = 1,2, . . . , r , then
S =
{
r∑
l=1
βl
(
vl
αl
) ∣∣ βl  0, l = 1,2, . . . , r
}
.
Let
P = {F | (vl)T F  αl, l = 1,2, . . . , r}.
From Theorem 1, P = Q. Because the algorithm stops, we know that the optimal solu-
tion x¯l of the linear programming
(P (vl)) min (vl)T Cx
s.t. x ∈ R
must satisfy Cx¯l ∈ P , l = 1,2, . . . , r . We have the following lemma.
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Proof. Let F¯ ∈ F(R). Then there exists x¯ ∈ R such that F¯ = Cx¯. Because the algo-
rithm stops, we have Cx¯l ∈ P = Q, l = 1,2, . . . , r . That is, ∃λl = (λl1, λl2, . . . , λlk)T ∈ Ek ,
eT λl = 1, λli  0, i = 1,2, . . . , k, such that
Cx¯l 
k∑
i=1
λli(Cx
i).
Since x¯l is an optimal solution of (P (vl)) and vl  0, we have
(vl)T Cx¯  (vl)T Cx¯l  (vl)T
k∑
i=1
λli(Cx
i) =
k∑
i=1
λli(v
l)T Cxi.
Because Cxi ∈ P , i = 1,2, . . . , k, we have
(vl)T Cx¯ 
k∑
i=1
λli(v
l)T Cxi 
k∑
i=1
λliαl = αl.
That is, F¯ = Cx¯ ∈ P . Thus, F(R) ⊆ P holds. 
Furthermore, we have
Theorem 2. In the objective space Ep , P = F(R)+Ep+, where Ep+ = {x | x ∈ EP , x  0}.
Proof. From Theorem 1 and Lemma 1, P = Q and F(R) ⊆ P hold. Note that,
P = Q =
{
F
∣∣ F = k∑
i=1
λi(Cx
i),
k∑
i=1
λi = 1, λi  0, i = 1,2, . . . , k
}
+ Ep+,
then, F(R) + Ep+ ⊆ Q.
On the other hand, since Cxi ∈ F(R), i = 1,2, . . . , k, and F(R) is convex, we have
k∑
i=1
λi(Cx
i) ∈ F(R),
where
k∑
i=1
λi = 1, λi  0, i = 1,2, . . . , k.
Thus, P = Q ⊆ F(R) + Ep+. 
The following theorem reveals that when the algorithm stops at Step 4, all weak Paretosolutions of (VP′) in the objective space are found.
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(VP′) can be represented as
Ewp =
r⋃
l=1
{
F | F ∈ F(R), (vl)T F = αl
}
.
Proof. First we show that
r⋃
l=1
{
F | F ∈ F(R), (vl)T F = αl
}⊆ Ewp.
Let
F¯ ∈
r⋃
l=1
{
F | F ∈ F(R), (F l)T F = αl
}
.
There exists l0 (1 l0  r), such that
(vl0)T F¯ = αl0 , (1)
where vl0  0, vl0 = 0. From Theorem 2, because
F(R) ⊆ P = {F | (vl)T F  αl, l = 1,2, . . . , r}
then for any F ∈ F(R), we have
(vl0)T F  αl0 . (2)
From (1) and (2), F¯ is an optimal solution of the following linear programming problem
in the image space Ep:
min (vl0)T F
s.t. F ∈ F(R).
From Property 1, we have F¯ ∈ Ewp.
On the other hand, let F¯ ∈ Ewp. Note that F¯ is a weak Pareto solution of (VP′) and
P = F(R) + Ep+, thus F¯ is also a weak Pareto solution of the following MOLP problem
(P ′′):
(P ′′) V - min F
s.t. F ∈ P.
Assume
F¯ /∈
r⋃
l=1
{
F | (vl)T F = αl
}
.
That is,
(vl)T F = αl, l = 1,2, . . . , r. (3)
Since F¯ ∈ F(R) ⊆ P , then,(vl)T F  αl, l = 1,2, . . . , r. (4)
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(vl)T F > αl, l = 1,2, . . . , r,
which shows that F¯ is an inner point of P . This contradicts with the fact that F¯ is a weak
Pareto solution of (P ′′). Therefore
Ewp ⊆
r⋃
l=1
{
F | (vl)T F = αl, F ∈ F(R)
}
holds. The proof is completed. 
Then, we have the following corollary.
Corollary 1. In the objective space Ep , denote{
F i | (vl)T F i = αi, 1 i  k
}= {F lj | j = 1,2, . . . , tl}, l = 1,2, . . . , r.
Then
Ewp ⊇
r⋃
l=1
{
tl∑
j=1
F lj λj
∣∣ tl∑
j=1
λj = 1, λj  0, j = 1,2, . . . , tl
}
.
Particularly, if F(R) is a bounded polyhedron, then
Ewp =
r⋃
l=1
{
tl∑
j=1
F lj λj
∣∣ tl∑
j=1
λj = 1, λj  0, j = 1,2, . . . , tl
}
.
Now we consider describing the structure of weak Pareto solutions of (VP). Since
F :F → F(R) is an onto mapping, from Property 3, if the efficient solutions structure
of (V P ′) is known, then the structure of efficient solutions of (VP) can be presented ac-
cordingly. From Properties 2, 3 and Theorem 3, we know that the following two theorems
hold.
Theorem 4. The weak Pareto solution set of MOLP problem (VP) can be obtained from a
finite number of the weighted sum problems (P (vl)), l = 1, . . . , r .
Theorem 5. The set of weak Pareto solutions of MOLP problem (VP) can be represented
as
Rwp =
r⋃
l=1
{
x | Ax = b, (vl)T Cx = αl, x  0
}
.
The theorem above reveals the weak Pareto solutions structure of (VP).
Corollary 2. Denote{ }
F i | (vl)T F i = αi, 1 i  k = {F lj | j = 1,2, . . . , tl}, l = 1,2, . . . , r.
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Rwp ⊇
r⋃
l=1
{
tl∑
j=1
xlj λj
∣∣ tl∑
j=1
λj = 1, λj  0, j = 1,2, . . . , tl
}
.
Particularly, if R is a bounded polyhedron and F :R → F(R) is a one-to-one mapping,
then
Rwp =
r⋃
l=1
{
tl∑
j=1
xlj λj
∣∣ tl∑
j=1
λj = 1, λj  0, j = 1,2, . . . , tl
}
,
where
F lj = Cxlj , j = 1,2, . . . , tl; l = 1,2, . . . , r.
When R is a unbounded polyhedron, since all its extreme points and extreme rays can
be found (for instance, use algorithm in Wei and Yan [24,25]), we can also represent the
structure of Rwp to the decision makers.
5. Structure of Pareto solution set of (VP)
In order to obtain the Pareto solutions of MOLP problem (VP), we first consider MOLP
problem (VP′) in the objective space. The following theorem gives a rule to test if F¯ ∈ Ewp
is a Pareto solution of (VP′) in the objective space.
Theorem 6. When the algorithm stops at Step 4, let F¯ = (F¯1, F¯2, . . . , F¯p)T ∈ Ewp and
denote the index set J as
J = {l | (vl)T F¯ = αl, 1 l  r}.
Then F¯ is a Pareto solution of (VP′) if and only if ∑l∈J vl > 0.
Proof. For l ∈ J , we have
(vl)T F¯ = αl,
and for l ∈ {1,2, . . . , r} \ J ,
(vl)T F¯ > αl.
Assume F¯ is a Pareto solution of (VP′) but
∑
l∈J vl > 0 is not true. Since for l =
1,2, . . . , r , we have vl  0, thus there exists j0 (1 j0  p) such that the j0th component
of
∑
l∈J vl is zero. That is, ∀l ∈ J , we have
vlj0 = 0,
where vlj0 is the j0th component of v
l
. If J = {1,2, . . . , r}, let ε be a positive number (for
example, ε = 1), else let
ε = min
{
(vl)T F¯ − αl ∣∣ l ∈ {1,2, . . . , r} \ J, vl > 0}.vlj0
j0
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F˜ = (F¯1, F¯2, . . . , F¯j0−1, F¯j0 − ε, F¯j0+1, . . . , F¯p).
Then
(vl)T F˜  αl, l = 1,2, . . . , r,
and
F˜  F¯ , F˜ = F¯ , (5)
that is, F˜ ∈ P . From Theorem 1, P = Q, thus F˜ ∈ Q. That is, there exists λ˜ = (λ˜1, λ˜2,
. . . , λ˜k)
T  0,
∑k
i=1 λ˜i = 1, such that
k∑
i=1
λ˜i (Cx
i) ∈ F(R)
and
F˜ 
k∑
i=1
λ˜i (Cx
i). (6)
From (5) and (6), we have
F¯  F˜ 
k∑
i=1
λ˜i (Cx
i), F˜ = F¯ ,
hence,
k∑
i=1
λ˜i (Cx
i) F¯ ,
k∑
i=1
λ˜i (Cx
i) = F¯ .
This contradicts with the assumption that F¯ is a Pareto solution of (VP′).
On the other hand, if
∑
l∈J vl > 0, for l ∈ J we have
(vl)T F¯ = αl.
But ∀F ∈ F(R),
(vl)T F  αl.
Therefore, ∀F ∈ F(R),(∑
l∈J
vl
)T
F 
∑
l∈J
αl =
(∑
l∈J
vl
)T
F¯ .
This indicates that F¯ is an optimal solution of linear programming
min
(∑
l∈J
vl
)T
Fs.t. F ∈ F(R).
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∑
l∈J vl > 0, from Property 1(i), F¯ is a Pareto solution of (VP′). The theorem is
completely proved. 
Theorem 6 gives a sufficient and necessary condition to test if F¯ ∈ Ewp is a Pareto
solution of (VP′) in the objective space. The structure of Pareto solutions of (VP′) may
be more complicated than that of weak Pareto solutions. But according to the test rule in
Theorem 6, we can select all Pareto solutions of (VP′) from Ewp step by step. First we test
if there exists an l, 1 l  r , such that vl > 0, then we test if there exist l1 and l2, 1 l1 <
l2  r , such that vl1 + vl2 > 0, and so forth. In each step, if an index set B ⊆ {1,2, . . . , r}
satisfies
∑
l∈B vl > 0, then the sets containing B as a subset need not be tested again. After
all these index sets are tested, the Pareto solution set of (VP′) is found. Like the results in
Theorem 3, Theorem 5, Corollaries 1 and 2, we can obtain Epa and Rpa in the same way
as that of Ewp and Rwp. Then we can obtain the representation of Rpa. In particular, from
Theorem 6, when p = 2, if (P (e1)) and (P (e2)) do not have one same optimal solution,
we have
Rpa =
⋃
vl>0
{
x ∈ R, (vl)T Cx = αl
}
.
6. A numerical example
In this section, we give an example to demonstrate our method. We indicate that this
is a well defined procedure to identify all weak Pareto solutions and build the structure of
weak Pareto and Pareto solutions.
Example 1. Consider the following MOLP problem (VP):
(VP) V - min (x1 + x2, x1 − 2x2)
s.t. − x1 + x2 + x3 = 1,
− x1 + 2x2 + x4 = 3,
xi  0, i = 1,2,3,4.
Step 1. Solve the two linear programming problem below:
(LP1) min (x1 + x2)
s.t. x ∈ R
and
(LP2) min (x1 − 2x2)
s.t. x ∈ R,
where
R =




x1
x2
x3


∣∣∣∣∣
−x1 + x2 + x3 = 1,
−x1 + 2x2 + x4 = 3,

 .
x4
∣ xi  0, i = 1,2,3,4 
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is Cx1 = (0,0)T . An optimal solution of (LP2) is x2 = (1,2,0,0)T , and its image in the
objective space is Cx2 = (3,−3)T . We have
R¯1 = {(0,0,1,3)T , (1,2,0,0)T }.
Step 2. Denote
S1 =
{(
f1
f2
α
)∣∣∣∣
(
0 0
3 −3
)(
f1
f2
)

(
α
α
)
, f1  0, f2  0,
(
f1
f2
)
= 0
}
.
All extreme rays of S1 are (1,0,0)T , (0,1,−3)T and (1,1,0)T , and P 1 is
P 1 =
{(
f1
f2
) ∣∣ f1  0, f2 −3, f1 + f2  0
}
.
Step 3. Hence we get 3 weights v1 = (1,0)T , v2 = (0,1)T and v3 = (1,1)T . When we
use these weights to solve the weighted sum problem of (VP), only from the weight v3 =
(1,1)T can we get new weak Pareto solutions. Consider the weighted sum problem below:
(P (v3)) min
(
(x1 + x2) + (x1 − 2x2)
)
s.t. x ∈ R.
Its optimal solution is x¯ = (0,1,0,1)T , and the image in the objective space is Cx¯ =
(1,−2)T .
Step 4. Since Cx¯ = (1,−2)T /∈ P 1, I 1 = ∅, go to Step 5.
Step 5. Now
R¯2 = {x1, x2, x3} = {(0,0,1,3)T , (1,2,0,0)T , (0,1,0,1)T }, Cx3 = (1,−2)T .
Step 2′. Denote
S2 =
{(
f1
f2
α
)∣∣∣∣∣
(0 0
3 −3
1 −2
)(
f1
f2
)

(
α
α
)
, f1  0, f2  0,
(
f1
f2
)
= 0
}
,
all extreme rays of S2 are(
v1
α1
)
=
(1
0
0
)
,
(
v2
α2
)
=
( 0
1
−3
)
,
(
v3
α3
)
=
(2
1
0
)
,
(
v4
α4
)
=
( 1
2
−3
)
,
and
2
{(
f1
) ∣∣ }P =
f2
f1  0, f2 −3, 2f1 + f2  0, f1 + 2f2 −3 .
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v1 =
(
1
0
)
, v2 =
(
0
1
)
, v3 =
(
2
1
)
, v4 =
(
1
2
)
.
Step 3′. Use these weights to solve the weighted sum problem of (VP). An optimal solution
of P(v1) is x¯1 = (0,0,1,3)T , and its image in the objective space Cx¯1 = (0,0)T ∈ P 2.
An optimal solution of P(v2) is x¯2 = (1,2,0,0)T , and its image in the objective space
Cx¯2 = (3,−3)T ∈ P 2. An optimal solution of P(v3) is x¯3 = (0,0,1,3)T , and its image in
the objective space Cx¯3 = (0,0)T ∈ P 2. An optimal solution of P(v4) is x¯4 = (1,2,0,0)T ,
and its images in the objective space is Cx¯4 = (3,−3)T ∈ P 2.
Step 4′. Since I 2 = ∅, this algorithm stops.
Since all images of these optimal solutions in the objective space are in P 2, the algo-
rithm stops now. Let S = S2 and P = P 2. From Theorem 5, we can easily get the set
Rwp:
Rwp =
4⋃
l=1
Rlwp,
where
Rlwp =
{
x | x ∈ R, (vl)T Cx = αl
}
, l = 1,2,3,4.
For instance,
R1wp =
{
(x1, x2, x3, x4)
T | x ∈ R, (v1)T Cx = α1
}
=




x1
x2
x3
x4


∣∣∣∣∣∣∣∣∣∣∣∣∣
−x1 + x2 + x3 = 1,
−x1 + 2x2 + x4 = 3,
(1,0)
(
1 1 0 0
1 −2 0 0
)
x1
x2
x3
x4

= 0,
x1  0, x2  0, x3  0, x4  0


.
We can get all extreme points and extreme rays of Rlwp, l = 1,2,3,4. R1wp contains only one
point (0,0,1,3)T ; R2wp has an extreme point (1,2,0,0)T and an extreme ray (2,1,1,0)T ;
R3wp has two extreme points (0,0,1,3)T and (0,1,0,1)T ; R4wp has two extreme points
(1,2,0,0)T and (0,1,0,1)T . According to Theorem 5, the weak Pareto solution set of
(VP) can be represented as
Rwp =
{
(x1, x2, x3, x4)
T
∣∣ (x1, x2, x3, x4)T ∈ 4⋃
l=1
Rlwp
}
,where
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{
(0,0,1,3)T
}
,
R2wp =
{
(1,2,0,0)T + λ(2,1,1,0)T | λ 0},
R3wp =
{
λ1(0,0,1,3)T + λ2(0,1,0,1)T | λ1 + λ2 = 1, λ1  0, λ2  0
}
,
R4wp =
{
λ1(1,2,0,0)T + λ2(0,1,0,1)T | λ1 + λ2 = 1, λ1  0, λ2  0
}
.
In order to obtain the Pareto solution set Rpa, we should test v1, v2, v3 and v4. According
to the algorithm in Section 5, firstly, since v3 = (2,1)T > 0 and v4 = (1,2)T > 0, we
know that R3wp ⊆ Rpa and R4wp ⊆ Rpa. Secondly, since v1 + v2 = (1,1)T > 0, we have
R1wp
⋂
R2wp ⊆ Rpa. And
Rpa = R3wp ∪ R4wp ∪
(
R1wp ∩ R2wp
)
,
where
R1wp ∩ R2wp =
{
(x1, x2, x3, x4)
T | x ∈ R, (v1)T Cx = α1, (v2)T Cx = α2
}
=




x1
x2
x3
x4


∣∣∣∣∣∣∣∣∣∣∣∣∣
−x1 + x2 + x3 = 1,
−x1 + 2x2 + x4 = 3,(
1 0
0 1
)(
1 1 0 0
1 −2 0 0
)
x1
x2
x3
x4

=
(
0
−3
)
,
x1  0, x2  0, x3  0, x4  0


.
We find that R1wp ∩ R2wp has no extreme point or extreme ray, that is, R1wp ∩ R2wp = ∅.
Therefore, we have
Rpa = R3wp ∪ R4wp.
7. Conclusion
This paper investigated the structure of weak Pareto and Pareto solutions of a multiob-
jective linear programming problem (MOLP), and presented a method for constructing the
solutions. We first considered the MOLP in its objective space, and showed that by choos-
ing weights properly and solving the weighted sum problems of MOLP associated with
these weights, all weak Pareto solutions and Pareto solutions of the MOLP problem, and
their relationships, can be obtained in the objective space. Since the mapping from the con-
straint space to the objective space is an onto mapping, then all the weak Pareto and Pareto
solutions in the constraint space can be obtained accordingly. This method avoids the de-
generation difficulty and makes the representation of the efficient solution set reasonably
easy and clear.
From Property 1, we know that the Pareto solution set (weak Pareto solution set) of
a MOLP (VP) can be obtained by solving weighted sum problem (P (v)) for all weight
v > 0 (v  0, v = 0). This paper presents a constructing method. The method showed
that the weak Pareto or Pareto solutions can be determined by solving only finite number
of linear weighted sum problems. Thus, we presented a reliable procedure for decision
522 H. Yan et al. / J. Math. Anal. Appl. 307 (2005) 504–523makers to deal with the multiple decision alternatives. The method can be modified for
studying the general convex multiple objective programming problem.
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