Recommendation systems often use side information to both alleviate problems, such as the cold start problem and data sparsity, and increase prediction accuracy. One such piece of side information, which has been widely investigated in addressing such challenges, is trust. However, the difficulty in obtaining explicit relationship data has led researchers to infer trust values from other means such as the user-to-item relationship. This paper proposes a model to improve prediction accuracy by applying the trust relationship between the user and item ratings. Two approaches to implement trust into prediction are proposed: One involves the use of estimated trust, and the other involves the initial trust. The efficiency of the proposed method is verified by comparing the obtained results with four well-known methods, including the state-of-the-art deep learning-based method of neural graph collaborative filtering (NGCF). The experimental results demonstrate that the proposed method performs significantly better than the NGCF, and the three other matrix factorization methods, namely, the singular value decomposition (SVD), SVD++, and the social matrix factorization (SocialMF). Appl. Sci. 2019, 9, 4378 2 of 18 regularization factor is used to prevent overfitting. The singular value decomposition (SVD) is imposed as a baseline for model-based CF. However, MF models are difficult to generalize to the data when the original rating matrix is sparse. Several approaches have been proposed to address this challenge.
Introduction
Recommendation systems help users overcome the problem of information overload by providing personalized recommendations. One of the most common methods for generating recommendations is collaborative filtering (CF), in which predictions are made using a user's past behavior [1] . The concept behind CF is that users with similar behaviors interact with the same items, and tend to provide similar ratings.
CF can be broadly categorized into memory-based methods, in which the entire rating history is used to determine the relationship among users or items, and model-based methods, in which a model is constructed using the users' rating matrix. The simplest form of memory-based CF involves calculating the similarity between users and making predictions using the similarity of the k-nearest neighbors. Although similarity-based methods are simple, they suffer several limitations including the cold start problem, in which not enough user ratings are available for prediction, data sparsity, and scalability. Accordingly, calculating trust has been widely used as an alternative to calculating similarity in CF [2] [3] [4] . Due to the scalability issues associated with memory-based methods, many large-scale systems in industrial settings use model-based methods to provide recommendations [5, 6] . The most popular model-based method is matrix factorization (MF) and its variations [6] . In this method, the algorithm is optimized to determine two low-rank matrices containing the latent features of the items and users; these matrices are then combined to obtain the original matrix [6] . A
Related Work
In this section, we discuss some related work on recommendation systems that use the trust relationship to improve accuracy.
Massa and Avesanin [10] reported on one of the earliest attempts to use trust in a recommender system. Inspired by the PageRank algorithm [10] , the authors used trust propagation in the network to estimate the trust matrix. However, a drawback of this model was that it combined the similarity matrix with the trust matrix, thereby increasing the computational time and dependence on the similarity matrix.
Golbeck [11] designed a model for movie recommendation, named TidalTrust, which uses social trust, i.e., trust inferred from a social network. The concept behind this model is that people prefer recommendations from acquaintances or friends instead of from relatively unknown people. Trust is defined as one's commitment to act in the future, in such a way that leads to a positive outcome for the one who relies on the committed action; it is calculated using a modified version of the breadth-first search. In the prediction phase, the calculated trust is used to weight the ratings of the neighbors.
In [12] , O'Donovan proposed a trust model, in which trust is inferred as the target user's contribution to the prediction accuracy. In contrast to all the other models discussed in this section, this model does not depend on explicit social links to infer trust. However, this model has considerably higher computation costs because of the initial prediction calculation during the trust matrix generation. Addressing these issues with prediction accuracy-based trust models, Zahir et al. [13] proposed AgreeRelTrust, which is a model that uses the agreement between users to infer trust, eliminating the need to calculate the initial predictions. This method also takes into account the activeness of the users when calculating the trust; however, the method is a memory-based model, and is thus not as computationally efficient as the MF variants.
Ma et al. [14] used an SVD sign-based community mining method to discover trust and distrust to improve the accuracy of the CF-based recommendation system. The users in the system are first clustered into k communities. The rationale behind clustering users is that users within the same community tend to share a positive relationship, whereas a negative relationship exists between different communities. Although the method improves the accuracy of the recommendations, the trust mining method uses a binary trust value to indicate trust and distrust. Owing to the binary nature of the implicit rating, most trust-based recommenders that rely on the Pearson similarity fail. SVD++, an extension of SVD, takes auxiliary information such as the users' historical consumption [15] and combines the neighborhood method with MF. However, the model is limited to user-side implicit feedback, ignoring the item side, and treats all implicit feedback equally.
Another line of research that has recently gained popularity is graph-based recommendation, in which the model relies on a bipartite graph generated from user interactions. In a recent work, Niu et al. [16] proposed graph-based collaborative filtering (GCF), addressing the issues imposed by SVD++. The recommendation process is modeled as a bipartite graph structure, considering both item-side and user-side implicit feedback. Latapy et al. [17] proposed a general graph-based framework for top-N recommendations (GraFC2T2) that accounts for several side information aspects, including trust. First, the graph structure is constructed from the data, and is then used to make recommendations. The graph structure captures both the content-based features and edge weight time. The PageRank algorithm [18] runs on the graph to make recommendations, and the final recommendations are updated based on the trust between user pairs. This trust integration uses both explicit and implicit trust. The key advantage of GraFC2T2 is that it is a highly modular framework. In contrast, in the method proposed by Papagelis et al. [19] , trust is obtained using the Jacobian similarity between two users.
State-of-the-art recommendation systems are heavily dependent on deep learning. In [20] , Hinton et al. used a two-layered graphical model named restricted Boltzmann machines (RBM) as one of the earliest methods that use deep learning in CF. To avoid the high computation cost of the maximum likelihood method, the model uses constructive divergence (CD) as the objective function. Since then, many deep learning-based CF methods have emerged. For a detailed survey of state-of-the-art deep learning recommendation systems, interested readers are referred to [21] . In a very recent work, arguing the limited representation of collaborative signals in embeddings in deep learning models, Wang et al. [22] proposed neural graph collaborative filtering (NGCF), in which the item embedding and user embedding are fed into two separated neural network layers. The inner product of the final outputs from the two networks are used to estimate a user's preference to the target item. The network learns the graph structure of the high-order connectivity between the items and the user. In the present work, this method is used as one of the baselines.
Social Trust Ensemble (STE) is a model-based method proposed by Ma et al. [23] , in which the latent features of the target users' neighbors' ratings are used to model trust. This method combines matrix factorization and trust-based recommendation. Addressing the issue of trust propagation in STE, Jamali et al. [24] proposed social matrix factorization (SocialMF), which is a matrix factorization method that employs the trust link between users to increase prediction accuracy. Addressing the cold-start problem in MF methods, Forsati et al. [25] proposed a MF method that uses explicit trust and distrust. Similar to the STE and GraFC2T2 methods, this method uses explicit trust links. However, obtaining a trust link between users is difficult, and very few public data sets contain trust relationships. For this reason, they adapted the Pearson correlation coefficient (PCC) as a trust metric for their experimental data set. Among other issues, PCC-based trust metrics fail on binary data. Therefore, in this work, we propose a new trust inference mechanism for MF models that use binary data.
Model
This section describes the model formulation. As the core of the model is MF, MF is described in the first subsection. Next, the SVD is described, which is followed by the description of the trust model; finally, we propose the combined model. Please note that the terms rating and preference are used interchangeably in this paper.
Matrix Factorization
The goal of MF is to determine two k dimensional latent vectors p u and q i ∈ R K that represent user u ∈ {1, 2, 3 . . . N u } and item i ∈ {1, 2, 3 . . . N i }, respectively. The inner products of both the latent vectors approximate the original rating matrix R N u × N i . The predictions are calculated as follows:
where p u , q i is the inner product of both the latent vectors; b u and b i denote the user and item bias, respectively; and r u,i is the predicted item rating of item i to user u. This aspect is shown in Figure 1 , in which r u,i is a part of the original rating matrix R.
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Model
Matrix Factorization
The goal of MF is to determine two dimensional latent vectors and ∈ ℝ that represent user ∈ 1,2,3. . and item ∈ 1,2,3. . , respectively. The inner products of both the latent vectors approximate the original rating matrix × . The predictions are calculated as follows:
where < , is the inner product of both the latent vectors; and denote the user and item bias, respectively; and , is the predicted item rating of item to user . This aspect is shown in Figure 1 , in which , is a part of the original rating matrix . 
SVD++
SVD++ is the most widely used latent factor model for MF because of its superior prediction accuracy. In SVD++, two vectors and , which respectively contain the latent features of the users and items, are learned by minimizing the regularized mean squared error on the set of known ratings: 
SVD++ is the most widely used latent factor model for MF because of its superior prediction accuracy. In SVD++, two vectors p u and q i , which respectively contain the latent features of the users and items, are learned by minimizing the regularized mean squared error on the set of known ratings:
where R contains user-item (u, i) pairs for which rating r u,i is known; µ is the mean rating, I u is user u's item vector, y j is the jth rating in I, and λ is the regularization constant. In contrast to the regular MF model defined in Equation (1), SVD++ takes the perspective of implicit feedback.
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Then, the predictions are made using the learned latent features:
where |I u | − 1 2 j I u y j captures the user's implicit feedback.
Trust Model

Binary Conversion
User u's preference for item i is represented using the binary variable . r u,i . The binary value is defined as:
.
where s is the preference, and β is the threshold value. In cases in which the user preference is defined as the number of page views/site visits/interactions, β is 0. Furthermore, the binary value . r u,i is one if the user has interacted with the item; otherwise, its value is 0. By using this criterion, we can generate the new binary preference matrix even if the data are explicit. If the data include explicit ratings, a suitable value for β is the midpoint of the rating scale. One notable advantage of this strategy is that this representation can take various types of implicit data such as the number of views, site visits, and time spent on the site. The binary conversion steps defined in Equation (4) are not necessary if the data is already in the binary format (e.g., liked or not liked), as these may add unnecessary computation to the algorithm. Although Equation (4) supports the generation of a binary preference for different types of implicit data, it takes only a single input. However, in the real-world setup, it is common to use as many available implicit feedbacks as possible. The additional implicit data can be incorporated into Equation (4) using a weighting mechanism as follows:
where F is the weighted sum of the total feedbacks, s is the implicit feedback of the mth type, w is the respective weight, and TF is the resulting combined feedback. We use Equation (6) to ensure that the total weighted feedback lies in the range between 0 and 1. This formulation accommodates both the explicit rating and multiple forms of implicit rating. To binarize the data, we then change Equation (4) as follows:
where β is the threshold and can be set to a preferred value, which is usually 0.5. In contrast to Equation (4), this formulation handles multiple inputs; therefore, the output binary value represents a richer form of preference.
Initial Trust Inference
We define trust as the degree of a user's confidence toward the item preference they have expressed. It is common for users to rate items without having full confidence. For example, consider a case in which a user is asked to rate a popular movie and an average movie. The user liked both movies, but not equally. Nevertheless, the user provides a rating of 5 stars for both of the movies. In this case, it is highly likely for the user to have a higher confidence in the rating expressed for the popular movie than that for the average movie. Similarly, because of experience, a user who watches more movies would have a higher degree of confidence in their rating than a user who watches fewer movies. Conversely, this measure can be seen as the amount of user trust pertaining to a recommendation made by the recommendation system. This value is calculated as the product of the user's proportional rating and item popularity:
where t u,i is user u's trust toward item i's preference that he/she has expressed, |I u | is the length of the user's preference vector, |U i | is the item's preference vector, and N i and N u denote the total number of items and users in the set, respectively. The values for prop_rating for a specific user are the same for all the entries. Similarly, the values of item_popularity are the same for any specific item, as seen in lines 10-13 of Algorithm 1, which describes the initial trust calculation. Consequently, some computations are eliminated when calculating the trust. Another advantage of this trust measure is that it can also be applied to explicit preferences. for u = 0, u + +, u < n_users do 6:
I u = R(u, :), 7:
Prop_rating ← length(I u )/n_users 8: Item_popularity = 0 9:
for i = 0, i + +, i < n_items do 10:
if i == 0 then 11:
12:
Item_popularity ← length(U i )/n_item 13: end if 14:
T(u, i) = Prop_rating × Item_popularity 15: end for 16:
end for 17:
return T 18: end procedure
The function generateBinaryMatrix in line 4 of Algorithm 1 converts the preference matrix into a binary matrix by looping through the entries and comparing the values with β. If the preference matrix consists of multiple dimensions, before the comparison, the matrix is flattened using Equations (5) and (6) .
Please note that unlike most trust models [4, 11] , this trust measure considers the relationship between only the user and the user's expressed preference. However, the term "trust" in most of the trust models refers to a relationship either between a user and another user or between an item and another item. Therefore, the configuration of the resulting trust matrix has the same shape as that of the rating matrix.
Since our objective is to improve the prediction accuracy by incorporating the trust values, we propose two approaches involving use of the estimated trust and use of the initial trust. The first approach involves estimation of the trust values before incorporating it into the predictions. In contrast, the second approach uses only the initially calculated trust values.
Approach 1: Use Estimated Trust
One of the simplest ways to incorporate trust into the preference calculation is to aggregate both the trust matrix and predicted preference matrix into one matrix. However, the trust matrix is very sparse, as it is derived from a sparse original preference matrix. Consequently, the trust values can only be aggregated with non-empty entries in the original preference matrix. This problem can be solved by learning the latent factors of trust, and then aggregating them with the latent factors of the preference matrix. To this end, the trust matrix is factorized into two low-dimensional trust vectors, tp u and tq i , which are associated with the users and items, respectively. Similar to the SVD, we determine tp u and tq i by minimizing the estimation error as:
where tq T i tp u is the inner product of the two trust vectors, and λ is the regularization constant, which prevents overfitting of the model to the training data.
As previously mentioned, p u and q i capture the general latent features of both the users and items. Similarly, the trust-related features are captured via tp u and tq i . The primary goal of combining the general latent features with the trust features is to obtain two final latent vectors to create a model that can capture the best aspects of the trust-related and general hidden features. As the latent vectors can be combined in several ways, we tested the following three combination methods:
1.
Subtract trust In this method, the two final trust latent vectors are derived by deducting the trust latent vectors from p u and q i as follows:
where pu f inal and qi f inal are the final user and item latent vectors, respectively. Intuitively, this operation can be viewed as adding the trust as a type of bias to the latent features. The same results can be achieved even if the trust vectors are concatenated with p u and q i . However, this operation would change the length of the final vectors, and therefore, the dimensions of the vectors in the prediction formula must be adjusted accordingly.
2.
Weight by trust In this method, weight latent preference vectors are determined with the latent trust vector as follows:
Similar to the method of adding the vectors, this method does not change the length of the final vectors.
3.
Add mean trust Unlike the previous two methods, in this method, the length of the two final vectors are different. Therefore, the user-implicit feedback vector in the final prediction needs to be padded with a zero. The final two latent vectors are derived as follows:
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For the three above-mentioned methods, the final predictions can be made using the following equation:
where qi T f inal and pu f inal are the combined trust and latent vectors of the items and users, respectively. The remaining parameters are the same as those in the SVD++, as defined in Equation (3).
The concept behind the combination of the trust and feature matrices is that each entry in the approximated matrix also accounts for the trust degree. It is trivial to use the same algorithm with different inputs (i.e., trust for trust features and ratings for the item and user features). However, reusing the same algorithm twice increases the computational cost by two times. Since the extraction of the latent features for both the trust model and the SVD model are similar, they can be combined into one, as presented in Algorithm 2, which illustrates the latent vector approximation. As shown in lines 10-14 of Algorithm 2, the stochastic gradient descent (SGD) is used to estimate the model parameters Pu, Qi, TPu, and TQi. Pu, Qi = Initalize(n_users, n_items, k) 4:
TPu, TQi = Initalize(n_users, n_items, k) 5:
for n = 0, n + +, n < n_epoch do 6:
for u = 0, u + +, u < n_users do 7:
for i = 0, i + +, i < n_items do 8:
ImpFactor = sqr(len(I u )) × sum(I u ) 13 : Since both the trust and latent features are estimated together, they are trained with the same number of epochs. Then, the outputs of Algorithm 1 are combined using any of the three combination methods mentioned earlier.
Approach 2: Use Initial Trust
In this approach, the trust values are calculated on the fly only in the prediction stage. The model learns p u and q i by minimizing the SVD++, as defined in Equation (2) . Then, the trust value is aggregated into the trust as follows:
where t u,i is the trust calculated using Equation (10), µ t is the mean trust of the data set, r u,i is the predicted rating obtained using Equation (3), and f r u,i is the final predicted rating for user u's item i.
The clear advantage of this approach is that it does not involve performing the trust calculation at the training stage.
Experiment Details
Data Set
We validate the efficacy of our model using three MovieLens (GroupLens, University of Minnesota, Minneapolis, USA) data sets: ML-1m, ML-100k, and a 100k subset of the ML-20m data set [26] .
The ML-1m data set contains 1 million ratings collected from 4000 users on 6000 items, released in February 2003. The ML-100k data set contains 100,000 ratings of 1700 items by 1000 users, released in April 1998; this is one of the most widely used data sets in recommendation system research, especially for implicit trust-based recommendation systems [2, 4, 25] . The ML-20m subset contains 100,000 ratings of 696 users for 7691 movies. For convenience, we have first chosen 100,000 ratings from the ML-20m data set to include in the subset. Since the proposed methods are dependent on the number of the users and items, we have chosen data sets with varying lengths to see how they perform under different lengths.
The ratings are scaled from 1 to 5. For the experiment, we modeled a data entry as a tuple containing the user ID, item ID, and ratings. We performed five-fold cross-validation on each test methods for all the data sets.
Since these data sets contain only explicit non-binary ratings and no implicit data, for the binarization, we employed Equation (2) with β = 2.5 (midpoint of the rating scales).
Comparison Models
In the performed experiments, the following models were compared: • Initial trust (I-Trust) model: This method does not calculate the latent vectors for trust (see Section 3.5). Instead, it incorporates the initial trust directly into the predictions in the prediction calculation stage. • SocialMF model: This is a well-known MF method that uses trust to increase the prediction accuracy.
The first three methods are the baselines, and the last four methods are the proposed test methods.
Evaluation Metrics
As mentioned in the Introduction, the model is formulated as a rating regression problem. Additionally, in the industry, prediction accuracy is often measured using a method that uses prediction error. Therefore, we use the MAE to evaluate our models. The MAE measures the deviation of the predicted values from the actual value for all predictions, and is calculated as follows:
where n is the number of predications made, . r u,i is the actual binary rating, and f r u,i is the predicted rating.
Experimental Setup
We implemented all the models using the Surprise framework, which is a python-based recommendation framework developed by Hug [27] that is widely used for research as well as practical implementation. The experiments were conducted on a Dell PowerEdge T630 server (Dell Inc., Round Rock, TX, USA) with 2.1 Hz 32 cores and 64 GB RAM. For reproducibility, the code for the experiment is shared on GitHub (see the Supplementary Materials). We slightly modified the NGCF code provided by the original developers [21] to cater to our evaluation metric and data sets.
The details of the parameters used in the experiment are presented in Table 1 . For simplicity, we use the suggested default parameters in the Surprise framework. NCGF and SocialMF parameters are adopted from the authors' respective papers [21, 24] .
SocialMF requires binary trust links between users. However, the data sets do not contain relationship links between users. For simplicity, we have generated the trust links using the following strategy: If two users have commonly rated a movie, we have created a link between them. Otherwise, they share no trust link.
Results
In this section, we present the results of the several experiments for each of the data sets. Figure 2 shows the results for the ML-100k data set. All of the trust-based methods provide a better prediction accuracy than those of the baseline methods on the ML-100k data set. NGCF demonstrates the worst performance, whereas the M-Trust model demonstrated the best performance, with significant performance improvements of 9%, 8.82%, 32.58%, and 368.17% compared to SVD, SVD++, SocialMF, and NGCF, respectively. The performance of S-Trust was slightly better than that of W-Trust; it demonstrated a performance improvement of 0.38%, 0.21%, 22.1%, and 331.15%, against SVD, SVD++, SocialMF, and NGCF, respectively. The corresponding improvement values for the W-Trust were 0.34%, 0.17%, 22%, and 330.97%, respectively. I-Trust demonstrated the second-best performance, with performance improvements of 2.85%, 2.67%, 25.09%, and 341.72% compared to the baseline methods.
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Appl. Sci. 2019, 9, 4378 11 of 18 Figure 2 shows the results for the ML-100k data set. All of the trust-based methods provide a better prediction accuracy than those of the baseline methods on the ML-100k data set. NGCF demonstrates the worst performance, whereas the M-Trust model demonstrated the best performance, with significant performance improvements of 9%, 8.82%, 32.58%, and 368.17% compared to SVD, SVD++, SocialMF, and NGCF, respectively. The performance of S-Trust was slightly better than that of W-Trust; it demonstrated a performance improvement of 0.38%, 0.21%, 22.1%, and 331.15%, against SVD, SVD++, SocialMF, and NGCF, respectively. The corresponding improvement values for the W-Trust were 0.34%, 0.17%, 22%, and 330.97%, respectively. I-Trust demonstrated the second-best performance, with performance improvements of 2.85%, 2.67%, 25.09%, and 341.72% compared to the baseline methods. To determine the effect of trust on the accuracy of the test methods, we plotted the prediction error against the approximated or initial trust, as shown in Figure 3 .
From all the trend lines of the graph in Figure 3a , it is clear that an increase in the estimated trust is associated with a low prediction error. However, in Figure 3b ,c, the estimated trust, which is the same for S-Trust and W-Trust, consists of both positive and negative values. Since both the methods use the same trust, the two graphs seem almost identical. For these two methods, most of the data points are clustered around the center (the estimated trust value of zero). The trend line indicates that a slight increase in error is associated with increasing trust values. The I-Trust method also demonstrates the trend of increasing prediction error with increasing trust, as seen in Figure 3d To determine the effect of trust on the accuracy of the test methods, we plotted the prediction error against the approximated or initial trust, as shown in Figure 3 .
From all the trend lines of the graph in Figure 3a , it is clear that an increase in the estimated trust is associated with a low prediction error. However, in Figure 3b ,c, the estimated trust, which is the same for S-Trust and W-Trust, consists of both positive and negative values. Since both the methods use the same trust, the two graphs seem almost identical. For these two methods, most of the data points are clustered around the center (the estimated trust value of zero). The trend line indicates that a slight increase in error is associated with increasing trust values. The I-Trust method also demonstrates the trend of increasing prediction error with increasing trust, as seen in Figure 3d 
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The results of the prediction accuracy as obtained by different methods are shown in Figure 4 . 
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The results of the prediction accuracy as obtained by different methods are shown in Figure 4 . As for the previous data sets, the M-Trust demonstrates the best performance, with significant performance improvements compared to the baseline methods: 5.47% compared to SVD, 4.7% compared to SVD++, 48.09% compared to SocialMF, and 480.78% compared to NGCF. In contrast to the results of the previous data set, S-Trust has a considerably better improvement than that of W-Trust. Its improvements against the SVD, SVD++, SocialMF, and NGCF methods are 0.78%, 0.05%, 41.50%, and 458.45%, respectively. W-Trust does not exhibit any improvement against SVD and SVD++; however, its improvement against the SocialMF and NGCF methods are 39.9% and 451.57%, respectively. I-Trust maintains its status as in the previous data sets, and has performance improvements of 2.64%, 1.88%, 44.11%, and 468.74% compared to SVD, SVD++, SocialMF, and NGCF, respectively.
The results for the error-trust relationships, as shown in Figure 5 , follow the same trends as those for other data sets.
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(a) (b) (c) (d) Figure 5 . Errors in predictions versus trust (or estimated trust) for the ML-1m data set, as obtained by different methods: (a) Estimated trust against signed error in rating prediction using M-Trust; (b) Estimated trust against signed error in rating prediction using S-Trust; (c) Estimated trust against signed error in rating prediction using W-Trust; (d) Initial trust against signed prediction error for I-Trust.
ML-20m
The results of the experiments performed on the ML-20m data set are shown in Figure 6 . For this data set as well, M-Trust demonstrates the best performance with improvements compared to the baselines of 1.51% (SVD), 0.89% (SVD++), 24.04% (SocialMF), and 398.29% (NCGF). S-Trust and W-Trust demonstrate the same improvements. Both methods have improvements of 0.80%, 0.20%, 23.19%, and 394.87% compared to SVD, SVD++, SocialMF, and NGCF, respectively. Similar to the ML-100k data set, I-Trust demonstrates the second-best performance with an accuracy improvement of 1.09% compared to VD, 0.49% compared to SVD++, 23.54% compared to SocialMF, and 396.27% compared to NGCF. 
The results of the experiments performed on the ML-20m data set are shown in Figure 6 . For this data set as well, M-Trust demonstrates the best performance with improvements compared to the baselines of 1.51% (SVD), 0.89% (SVD++), 24.04% (SocialMF), and 398.29% (NCGF). S-Trust and W-Trust demonstrate the same improvements. Both methods have improvements of 0.80%, 0.20%, 23.19%, and 394.87% compared to SVD, SVD++, SocialMF, and NGCF, respectively. Similar to the ML-100k data set, I-Trust demonstrates the second-best performance with an accuracy improvement of 1.09% compared to VD, 0.49% compared to SVD++, 23.54% compared to SocialMF, and 396.27% compared to NGCF. Figure 7 shows the association between the error and trust in all the predicted ratings for the ML-20m data set. Figure 7 shows the association between the error and trust in all the predicted ratings for the ML-20m data set.
Appl. Sci. 2019, 9, 4378 14 of 18 Figure 6 . Prediction accuracy for ML-20m data set, as obtained using different methods. Figure 7 shows the association between the error and trust in all the predicted ratings for the ML-20m data set. As can be seen in Figure 7 , the trust and error association is similar to that of the other data sets. In the next section, we further analyze how trust affects the final latent features.
Final Latent Features
The accuracy of predictions depends on how accurately we calculate the final latent features. These final features are derived from Equations (12)- (17) . The mean values are calculated using both item and user features. For the three data sets, we have graphed the mean values of the final latent matrices, after combining them with estimated trusts, for M-Trust, S-Trust, and W-Trust. For I-Trust, we only use the initial trust.
In Figure 8 , the mean values of the latent features in M-Trust are significantly greater than those of other methods; for all data sets, the values are around 0.045. This is due to the stacking of the mean trust value to the initial latent features. For the three data sets, M-Trust produces better accuracy than all the other methods. Consequently, stacking the mean trust values acts as adding preference biases to SVD or SVD++, resulting in better accuracy. Similarly, for I-Trust, when trust is combined with latent matrices, the mean values are increased. The I-Trust method has much higher values than that of the S-Trust and W-Trust methods, for all the data sets. This explains why the prediction accuracy of the I-Trust method is higher than that of both the S-Trust and W-Trust methods. The values in the latent matrices of both S-Trust and M-Trust are very small after combining trust. This is reflected in the results in all the prediction accuracy graphs (Figures 2, 4 and 6) . These two methods' prediction accuracies do not demonstrate significant improvements compared to those of SVD and SVD++. However, they are still better than those of SocialMF and NGCF.
As can be seen in Figure 7 , the trust and error association is similar to that of the other data sets. In the next section, we further analyze how trust affects the final latent features.
In Figure 8 , the mean values of the latent features in M-Trust are significantly greater than those of other methods; for all data sets, the values are around 0.045. This is due to the stacking of the mean trust value to the initial latent features. For the three data sets, M-Trust produces better accuracy than all the other methods. Consequently, stacking the mean trust values acts as adding preference biases to SVD or SVD++, resulting in better accuracy. Similarly, for I-Trust, when trust is combined with latent matrices, the mean values are increased. The I-Trust method has much higher values than that of the S-Trust and W-Trust methods, for all the data sets. This explains why the prediction accuracy of the I-Trust method is higher than that of both the S-Trust and W-Trust methods. The values in the latent matrices of both S-Trust and M-Trust are very small after combining trust. This is reflected in the results in all the prediction accuracy graphs (Figures 2, 4 , and 6). These two methods' prediction accuracies do not demonstrate significant improvements compared to those of SVD and SVD++. However, they are still better than those of SocialMF and NGCF. 
Discussion
Please note that when reporting the effect of the trust or estimated trust on the predicted rating, we used the signed error instead of absolute error. This is because the association between the (estimated or initial) trust and error is considerably more visible when non-absolute error is used. Another critical point to note is that the proposed trust measure is heavily dependent on the number of users and items in the data set. Therefore, if the data set contains an extremely large number of 
Please note that when reporting the effect of the trust or estimated trust on the predicted rating, we used the signed error instead of absolute error. This is because the association between the (estimated or initial) trust and error is considerably more visible when non-absolute error is used. Another critical point to note is that the proposed trust measure is heavily dependent on the number of users and items in the data set. Therefore, if the data set contains an extremely large number of items and users, and a user and item have very few ratings, none of the trust combination methods would have a significant influence on the predicted rating. A straightforward approach to address this problem is to use a subset of the full data sets to make the prediction. This approach is very common in real-world recommender systems, as the use of a full data set is not practical for some recommendation techniques [28] . Since the implicit trust calculations in our model are purely based on users' preference, we expect the model to perform similarly on other domains such as music or product recommendations, as long as preference data is available. However, if the data sets have an extremely large number of items or users, the trust values may not have a significant effect on prediction values.
Here, we focused on the prediction accuracy of recommendation systems using implicit trust. We found that in terms of the prediction accuracy, the deep learning-based baseline method exhibits a considerably worse performance than the other three baselines. Similar to most modern recommendation techniques, NCGF is not designed to perform optimization for prediction accuracy, but instead for better prediction ranking. Therefore, as a future work, we plan to modify the proposed method to accommodate prediction ranking.
Conclusions
