In this paper, we propose a nonlinear multi-objective optimization problem whose parameters in the objective functions and constraints vary in between some lower and upper bounds. Existence of the efficient solution of this model is studied and gradient based as well as gradient free optimality conditions are derived. The theoretical developments are illustrated through numerical examples.
Introduction 1
In most of the real-life optimization models, the parameters in the objective 2 function and constraints are not known exactly due to the presence of improper 3 information in the data set. The lower and upper bounds of the parameters can be 4 estimated from the historical data. In other words, the parameters are not fixed 5 and assumed to lie in closed intervals. In that case, the objective and constraint 6 functions map from real space to the set of intervals. So these functions are interval 7 valued functions. In this paper, we address these type optimization models with 8 several conflicting objective functions and call these optimization models as multi-9 objective interval optimization problem, in short (M IOP ). Such type situation 10 appears in production planning, portfolio selection, transportation models etc. 11 Example 1 explains such a model related to portfolio optimization. respectively.
13
In order to maximize the expected return and minimize the risk factor of the 14 portfolio simultaneously, it is necessary to solve the interval multi-objective opti- 
18
This is a nonlinear multi-objective interval optimization model.
19
Multi-objective optimization problems with interval parameters are studied by 20 many researchers during last two decades (see [1, 3, 4, 8, 9, 11] conditions for the existence of I -Efficient solution of (M IOP ).
37
Development of the paper is explained in several sections. Section 2 discusses 38 some prerequisites on interval analysis. In Section 3, sufficient optimality condition for (M IOP ) and the existence of solution is studied. The theoretical developments 1 are illustrated in several numerical examples.
2
The following notations are used throughout the paper.
3
Bold capital letters denote closed intervals; I(R)= The set of all closed For two real vectors a = (a 1 , a 2 , . . . , a n )
11
Let * ∈ {+, −, ·, /} be a binary operation on the set of real numbers. The binary
, it is 14 assumed that 0 / ∈ B. These interval operations can also be expressed in terms of 15 parameters. Any point in A may be expressed as
. 16 An interval A is said to be positive interval if a(t) is positive for every t. Algebraic 17 operations of intervals may be explained in parametric form as follows.
18

A B
An interval vector C k v ∈ (I(R)) k may be expressed in terms of parameters as
The set of intervals I(R) is not a totally order set. Partial ordering between two 25 intervals can be represented in parametric form. For A, B ∈ I(R), 
31
Next we summarize interval valued function and some of its properties below 32 which are due to [1] .
as follows.
13
The gradient of an interval valued function,
Using the representation of the partial ordering and interval valued function we 17 can define interval valued convex function as follows.
18
Definition 2.1. Interval valued convex function.
is said to be convex with respect to if for every 
convex with respect to if and only if f c(t) (x) is a convex function on D for every
The following separation theorem is needed to prove the existence of the solution
We propose a general multi-objective interval optimization problem as,
where
i ∈ Λ m , partial orderings in the constraints (3.5) are as defined in (2.2).
12
Using expression (2.4), the interval valued functions
can be represented 13 in the parametric form as
15
Using Expression (2.4) and Inequality (2.2) the constraints of (M IOP ) can be 16 expressed as
where g p dp(t p ) :
19
Throughout this section, we consider t
The feasible set for (M IOP ) can be expressed as the set,
Using expression (2.4), (M IOP ) can be rewritten as vectors. We denote this by
A partial ordering can not compare all intervals. Due to the complexities associ- and properly I − Efficient solution of (M IOP ) may be defined as follows.
Definition 3.1.
x * ∈ S is an I -Efficient solution and there is a positive degenerate intervalη so 25 that for some i ∈ Λ m and for every x ∈ S with
Example 2. Consider the problem min (x1,x2)∈S {F 1 (x 1 , x 2 ), F 2 (x 1 , x 2 )}, where
2 ) is properly I -Efficient solution of (M IOP ).
32
2 ) in place of x, the interval inequalities (3.7) becomes
Using the partial ordering and ≺ stated in (2.2) and interval operations stated 3 in (2.1), (3.9) reduces to the following system of real inequalities.
The system (3.10) has no solution. Consequently (3.7) has no solution. Hence by
. Then we can write
2 ) is a properly I -Efficient solution of (M IOP ).
14 Optimality conditions for the existence of I -Efficient solution of (M IOP ) are 15 established in the following subsections. As discussed earlier, it is difficult to find the efficient solution of (M IOP ) di-18 rectly due to the complexities arising in the partial ordering in the set of intervals. 19 To address this difficulty, we construct a deterministic form of (M IOP ) using some 20 transformations as follows and prove that an optimal solution of the transformed 21 problem is an I -Efficient solution of (M IOP ) in the subsequent theorems. Proof. Let x * ∈ S be an optimal solution of (M IOP some x ∈ S satisfying (3.7). Using (2.2), the inequalities in (3.7) can be rewritten 12 as follows.
22
Consider a vector valued weight function w (or w(t))
= 23 (w 1 (t 1 ), w 2 (t 2 ) . . . , w m (t m )) T , w i (t i ) > 0,
13
For some x in S and each Proof.
is an interval valued convex function, so by Re-25 mark 2.2, g p dp(t p ) (x) is a convex function. Hence S is a convex set. Suppose
is an I -Efficient solution of (M IOP ). Then there exists no x ∈ S satisfying (3.7). the following system has no solution on S.
above system implies that F (x, t) v 0 has no solution for every t. This implies 
Ψ (x * ) ∀x ∈ S, which implies that x * is an optimal solution of (M IOP Proof. Suppose x * is not a properly I -Efficient solution of (M IOP ). So either 12 x * is not an I -Efficient solution of (M IOP ) or x * is an I -Efficient solution but 13 does not satisfy the conditions in (3.8). 
Since w i is continuous so η exists. Then from Definition 3.2, for some i ∈ Λ m and 21
24
(3.12) means for every t i ,t i ,
which is
Since ki w i (t i ) dt i = 1, after integrating the above inequality becomes
. This contradicts the assumption that x * is the optimal 12 solution of (M IOP μ w ). 
Optimality condition using derivative
14
For a feasible point
16
Theorem 3.6. Suppose with respect to at x * ∈ S of (M IOP ), satisfying
where 
From (2.3), Equation (3.13) becomes
ν p (g p dp(t p ) (x)−g p dp(t p ) (x * )) (from (3.15))
Hence the above inequality becomes 
The deterministic problem corresponding to (M IOP ) becomes
Using LINGO the optimal solution of the above problem is found as (0.3162278, 0). 14 This may also be verified using Definition 3.1. subject to [1, 6] Using (3.6), the parametric form of G where g
Following the procedure of Example 3 with w 1 (t 
