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Abstract: Fractional calculus is a generalization of integration and derivative operators to no integer order. In the Last 
decades fractional systems receives a great attention in the research community, the reason lies in the fact that many 
real systems can be described accurately using dynamic models of fractional order. In our work a design of genetic 
algorithm based fractional order model predictive controller is simulated and applied to a given fractional order model 
plant. 
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1 INTRODUCTION  
Fractional calculus (FC) was found for the first time 
more than 300 years, it is a field of theoretical mathe-
matics that deals with non-integer order integrals and 
derivatives. Since it was applied in different fields of 
engineering and applied physics, such as viscoelastici-
ty, heat diffusion, dielectric polarization, electromag-
netic waves, Schrodinger equation, colored noise[1]. In 
the last decades the control of fractional order systems 
is the same thing as integer order ones, where research-
ers use an integer approximation of FO systems to 
synthesis the adequate controller. However with the 
evolution of technologies and to increase the perfor-
mances of controlled FO systems we notice the appear-
ance of FO controllers such as fractional PID, fraction-
al order model predictive control (FOMPC). 
Predictive control was introduced by J. Richalet in 1978 and 
1979 by D.W. Clarke and Gawthrup. Generalized predictive 
control (GPC) has been proposed by D.W. Clarke in 1987, 
since it was applied in many industrials processes, the aim of 
this strategy is to use a model in order to predict the future 
behavior of the plant[2]. 
In this paper we present the application of GPC to 
control a given fractional non commensurate order 
system. 
The remainder of the paper is organized as follows the 
formulation of adaptive generalized predictive control 
is presented in Section 2, the optimization of GPC 
parameters using genetic algorithms is detailed in Sec-
tion 3, simulation results by applying GA based GPC 
to control given fractional order system are presented 
in Section 4, the conclusion is reported in the last sec-
tion. 
2 FRACTIONAL ORDER SYSTEMS 
2.1 Grunwald-Letnikov fractional derivative 
operator 
 
There are several fractional derivatives operators that is 
used in the literature, the most popular one used for 
discrete-time systems is the Grunwald-Letnikov deriva-
tive operator.It is introduced by A. K. Grunwald 1867 
and A.V. Letnikov 1868. It allows the generalization of 
non-integer order derivative[3]. 
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Where the so called generalized Newton symbol is 
given by:  
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2.2 Oustaloup approximation of fractional order 
systems 
For a given fractional order differentiator salpha the 
oustaloup arrpoximation for a given franquency 
boundries omega and omegab is defined as follows: 
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,b u   are frequency boundaries. 
N is the order of Oustaloup approximation. 
3 MODEL PREDICTIVE CONTROL 
The aim of GPC is to create an anticipatory effect in 
order to provide a stable corrected system. The 
CARIMA (Controlled Autoregressive Integrated Mov-
ing Average) model is considered: 
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( ), ( )u k y k  are respectively the input and the output of 
the system. 
  random centered signal uncorrelated with the input. 
1 1( ) 1q q     is the differential operator. 
A et B are polynomials in the backward shift operator 
1q of degree an   and  bn respectively.  
C is a polynomial of degree cn  in the backward shift 
operator  1q  related to disturbances. 
The GPC criterion to be minimized is represented by a 
quadratic cost function considering the tracking error 
and the control effort on a receding horizon as follows: 
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( )ry k j the reference signal at time k j  
ˆ( )y k j  the predicted output at time k j  
( 1)u k j    Control increment at time 1k j   
1 2,N N  are respectively the minimum prediction hori-
zon and the maximum prediction horizon. 
uN is the control horizon. 
( ) 0j   is the cost weighting factor. 
3.1 GA optimization of synthesis parameters 
The choice of the fitness function is very important, it 
allows the convergence of the algorithm to the optimal 
solution. 
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Use MPC with the FO model 
  Calculate the model output 
  Get the elements of fitness function 
  Begin 
    Initialize Pop (0) 
    While k<max_gen do 
    Evaluate Pop(k) using fitness function 
    Select New_Pop from Pop(k) 
    Applying genetic operators (cross & mutation) to 
New_Pop 
     k=k+1 
     end 
  end 
Take the best individual   
4 RESULTS AND DISCUSSION 
Let us consider the following transfer function[4]: 
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The 2
nd
 order Oustaloup approximation of G gives a 
high order transfer function, so we use the Singular 
Perturbation approximation (SPA) and Balanced Trun-
cation (BT) methods, and the continuous reduced se-
cond order model is obtained as follows: 
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The step response of both the G and Gapp is as fol-
lows: 
 
Fig.1 step response of FOTF and different 
From fig.1 it is clear that G is an oscillating system, by 
applying GPC based GA to control the BTG we get the 
following results: 
 
Fig.2 system output y and control signal u. 
 
Fig.3 increments of control signal. 
With the following tuning parameters 
1 21; 5; 5; 0.5uN N N      it is clear from the previous 
figures that the controlled system presents oscillations. 
To increase the controller performances we optimize 
the synthesis parameters using GA MATLAB toolbox. 
 
Fig.4 system output and control signal (GA based GPC) 
 
Fig.5 control increments 
The fixed researching space of GA for each parameters is 
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The obtained parameters using GA optimization toolbox are: 
1 23; ; 6; 0..9536uN N N      
From the results illustrated in Fig4 ad Fig5 it is clear that the 
reduced approximated model of FO system presents no over-
shoot and the settling time and rise time are minimized. 
5 CONCLUSION  
This paper gives the application of optimized GPC 
using GA to control fractional order system approxi-
mated with Oustaloop method. However the Oustaloup 
approximation is a high order filter we used the SPA 
and BT algorithms to reduce the order of the obtained 
model. 
The application of GA based GPC of a non-
commensurate fractional order model show the effec-
tiveness of this method. 
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