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Abstract
In this paper we study the local instability to the boundary equilibria and the local stability to
the positive equilibria for some chemical reaction-diffusion systems. We first analyze instablity
of three-species system with boundary equilibria in some stoichiometric classes. Then we prove
the convergence to the positive equilibria for a general reversible reaction-diffusion network as
long as the initial data is closed enough to the the positive equilibria.
1 Introduction
The dynamical behaviour of the mass-action reaction systems has been studied over the last fifty
years. The work of Horn, Jackson and Feinberg [11, 15, 16] has been successful in showing existence
and stability of positive equilibria. Their work shows that the complex balanced mass-action sys-
tems have unique positive equilibria which is locally asymptotically stable independently of reaction
rate constant values. Moreover, Horn conjectured that the unique equilibria are in fact globally
asymptotically stable [16] which is known as the Global Attractor Conjecture. The latest result is a
proposed proof of the Global Attractor Conjecture in full generality [14].
For the corresponding reaction-diffusion models, many recent papers have focused on extending
the results above in the PDE setting. A promising way to connect the PDE with ODE models is by
using entropy techniques. Recent results by Desvillettes, Fellner and collaborators [9,10,13] showed
that in the absence of boundary equilibria or special cases of networks with boundary equilibria, the
positive equilibrium of the complex balanced reaction-diffusion system attracts all solutions with
positive initial data. The recent paper by Pierre et al [5] studies the general case of a reversible
reaction; the authors prove that if the solution is globally (in time) essentially bounded, the solution
converges exponentially to the complex-balanced equilibrium. However, the general case of systems
with boundary equilibria remains open, and the analysis of such systems is on a case-by-case basis.
The network A+ 2B ⇋ B + C was considered in [3] where it was shown that in one spatial di-
mension space solutions converge asymptotically to the unique positive equilibrium at explicit rates.
However, in higher dimension without globally (in time) essentially boundness the global behaviour
of solutions is unknown. Therefore we are interested in local behaviour (close-to-equilibrium reg-
ularity) instead. The paper [8] shows that in small dimensions, strong solutions exist for systems
with restricted power of non-linear polynomial provided that the initial data is close enough to the
equilibrium in L2 sense. In another recent paper [4], authors prove that as long as the closeness to
equilibrium is measured in L∞ norm, the convergence holds for arbitrary dimension.
Our paper studies the network A+2B ⇋ B+C but in three dimension space by using the elliptic
and energy estimate to show that the unique boundary equilibria is locally instable (Theorem 1.1).
Then for the general case of one reversible pair of reaction α1A1 + ...+ αnAn ⇋ β1A1 + ...+ βnAn,
we use the same technique but be able to show the locally stability of the unique positive equilibria
(Theorem 1.3).
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In the remainder of this introductory section we set up terminology and notation, we discuss
some of the techniques used here and in previous work, and we state our main theorems. Sections 2
contains the proofs of the results for the local instability for A+2B ⇋ B+C and Section 3 contains
the proofs of local stability for α1A1 + ...+ αnAn ⇋ β1A1 + ...+ βnAn.
1.1 Terminology and previous results
We consider 0 < T ≤ ∞ and a semilinear parabolic system
ut −D∆u = R(u) in Ω× (0, T )
with an initial data
u(·, 0) = u0 in Ω,
where u : Ω × [0, T ) → Rn is a vector of concentrations at spatial position x ∈ Ω (an open and
bounded subset of R3) and time t ∈ [0,∞), D is a positive definite, diagonal n× n matrix and we
consider Neumann boundary conditions throughout this work:
∂ui
∂n
:= ∇ui · n = 0 on ∂Ω× (0, T ), i = 1, ..., n,
where n is the outer normal vector at the boundary and R : Rn → Rn is a vector field whose
components are polynomials and it is determined by the chemical reactions under consideration.
For example, the single reaction A + B
k
→ C. Here A, B, and C are the three species of the
network, and A+B and C are its complexes. In general, complexes are formal linear combinations
of species with non-negative integer coefficients, and sit on both sides of a reaction arrow. It is useful
to think of complexes as vectors in a natural way, for example A + B corresponds to y = (1, 1, 0),
and C to y′ = (0, 0, 1). The concentrations of A, B, C are non-negative functions of time and
space and are collected in the concentration vector u = (a, b, c). The reaction rate of a reaction is
given by mass-action, and is proportional to the concentration of each reactant species. This way,
the reaction A + B
k
→ C has rate kab. The reaction rate constant k is a reaction-specific positive
number. In general, the rate of a the reaction y
k
→ y′ is given by
kuy = k
n∏
i=1
u
yi
i ,
where n is the number of species, and complexes y and y′ are viewed as vectors, as discussed above.
Therefore, this is given by
R(u) :=
∑
y→y′
ky→y′u
y(y′ − y),
where ky→y′ is the rate constant of y → y′ and the summation is over all reactions y → y′ in the
network.
In general, we say that an equilibrium point c0 of a reaction system (i.e. an equilibrium of the
ODE system ut = R(u) without diffusion) is a complex balanced equilibrium if for all complexes y¯
we have ∑
y¯→y
ky¯→yu
y¯
0 =
∑
y→y¯
ky→y¯u
y
0 .
A reaction system is called complex balanced if it admits a positive complex balanced equilibrium.
We call a reaction-diffusion system complex balanced if its corresponding reaction system is complex
balanced. It was shown that all steady states of a complex balanced reaction-diffusion system are
constant functions (do not depend on space), whose values equal the steady states of the correspond-
ing (complex balanced) reaction system [12]. We can therefore identify the steady states (equilibria)
of complex balanced reaction-diffusion systems with those of corresponding reaction systems.
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Reaction systems often admit linear first integrals, called conservation laws; for example, the
system A + 2B ⇋ B + C has conservation laws a + c= const. and b + c= const. In this paper,
an accessible boundary equilibrium of a reaction network is an equilibrium on the boundary of the
positive orthant which gives the same values of the conservation laws as some phase point with strictly
positive coordinates. In paper [10] it was shown that for complex-balanced reaction-diffusion systems
without accessible boundary equilibria, certain existence conditions imply convergence of solutions
to positive equilibria. The reaction-diffusion systems we consider in this paper are complex-balanced
with accessible boundary equilibria.
For complex balanced systems, recent work by Craciun [14] proved the Global Attractor Con-
jecture which states that regardless of the existence of boundary equilibria, trajectories starting in
the positive orthant converge to the unique positive equilibrium in the corresponding stoichiometric
class. In the PDE case, the most general result concerns the case where there are no boundary
equilibria. Desvillettes, Fellner and Tang [10] showed that under some initial condition, (weak or
renormalized) solutions exponentially fast converge to the equilibrium which lies in the same sto-
ichiometric class as the initial data via the use of entropy-entropy dissipation inequality (EEDI).
Very recently, Cupps, Morgan and Tang [4] showed that if initial condition is closed enough to the
positive equilibria in L∞ sense, strong solutions will exponentially converge to the equilibrium in
L∞ sense via the duality method and the regularization of the heat operator.
1.2 Instability
The system we consider in this section is A + 2B ⇋ B + C. The choice of spatial dimension d = 3
and we assume Ω is connected and bounded domain in R3. Notice that by rescaling time t, space
x and the concentrations (a, b, c), from [3] we can always assume that reaction rates and domain
volume are 1.
A+ 2B ⇋ B + C.
The corresponding 3× 3 reaction-diffusion system is

a˜t − da∆a˜ = −a˜b˜2 + b˜c˜ x ∈ Ω, t > 0
b˜t − db∆b˜ = −a˜b˜2 + b˜c˜ x ∈ Ω, t > 0
c˜t − dc∆c˜ = a˜b˜2 − b˜c˜ x ∈ Ω, t > 0
∂a˜
∂n =
∂b˜
∂n =
∂c˜
∂n = 0 x ∈ ∂Ω, t > 0
a˜(x, 0) = a˜0(x), b˜(x, 0) = b˜0(x), c˜(x, 0) = c˜0(x) x ∈ Ω,
(1)
where u = (a˜, b˜, c˜) stands for the concentration of (A,B,C). In this case D = diag{da, db, dc} ∈
M3×3(R) denotes the diagonal matrix of diffusion constants.
Considering the reaction system, we have the following conservation laws;∫
Ω
a˜(t, x) dx+
∫
Ω
c˜(t, x) dx =
∫
Ω
a˜0(x) dx+
∫
Ω
c˜0(x) dx := M1,∫
Ω
b˜(t, x) dx+
∫
Ω
c˜(t, x) dx =
∫
Ω
b˜0(x) dx +
∫
Ω
c˜0(x) dx :=M2.
(2)
From [3], in the case A + 2B ⇋ B + C as long as M1 > M2 there are two types of equilibria
(a∞, b∞, c∞) and (a∞, 0, c∞) following (2), and we name (a∞, b∞, c∞) as unique positive equilibria
and (a∞, 0, c∞) as unique accessible boundary equilibria. We exclude the case when
∫
Ω b0dx = 0,
since in this situation the system degenerates to the heat equation and the solution converges to
(a˜∞, 0, c˜∞) because of b being zero.
To show instability we define y⊺ = (u⊺, u⊺t ) with u = (a˜ − a∞, b, c˜− c∞)
⊺ and get the equation
for y such that yt = Ly+N(y) where L is the linear operator. Our method to prove local instability
for A + 2B ⇋ B + C, as it first shows that the eigenvalues for operator L is non-positive [1] and
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then uses the energy estimate, elliptic estimate [2], and the rest is based on the argument of [6][7]. It
is an important improvement that we can deal with this quadratic case in higher dimension , since
previous results only dealt with one dimension [3].
In this paper we will prove the instability statement for accessible boundary equilibria, namely:
Theorem 1.1. Consider a family of initial data yδ(0) = δy0 with ‖y0‖ = 1,
∫
Ω b0dx 6= 0 (b0 ≥ 0)
and 9y09 < ∞ and let θ0 be a fixed sufficiently small number. Then if there exists a constant CP
such that
‖eLty0‖ ≥ CP e
λt
and if 0 ≤ t ≤ T δ = 1λ log
θ0
δ , then at the escape time
‖y(T δ)‖ ≥ τ0 > 0
where τ0 depends explicitly on y0 and is independent of δ.
We can use the same technique to adapt A1 + ...+Al + 2B ⇋ B + C1 + ...+ Cr which is more
generalized and we define y⊺ = (u⊺, u⊺t ) and u = (a˜ − a∞, b, c˜ − c∞)
⊺ with ai = a˜i − ai,∞, b =
b, cj = c˜j − cj,∞, ∀i = 1, ...l, ∀j = 1, ...r, we can prove the similar instability statement for accessible
boundary equilibria, namely:
Theorem 1.2. Consider a family of initial data yδ(0) = δy0 with ‖y0‖ = 1,
∫
Ω
b0dx 6= 0 (b0 ≥ 0)
and 9y09 < ∞ and let θ0 be a fixed sufficiently small number. Then if there exists a constant CP
such that
‖eLty0‖ ≥ CP e
λt
where L is a linear operator such that yt = Ly + N(y) and if 0 ≤ t ≤ T δ =
1
λ log
θ0
δ , then at the
escape time
‖y(T δ)‖ ≥ τ0 > 0
where τ0 depends explicitly on y0 and is independent of δ.
The above theorems will be proved in Section 2.
1.3 Stability
Initially we consider proving the local stability at positive equilibria for simple case A+2B ⇋ B+C
by defining the small perturbation a = a˜ − a∞, b = b˜ − b∞, c = c˜ − c∞ where (a∞, b∞, c∞) is the
unique positive equilibrium with a∞b∞ = c∞ and compatible with the conservation law.
Therefore we get the following equation for perturbation.
at − da∆a = −(b+ b∞)(ab − (c− b∞a− a∞b))
bt − db∆b = −(b+ b∞)(ab − (c− b∞a− a∞b))
ct − dc∆c = (b + b∞)(ab− (c− b∞a− a∞b))
(3)
By multiplying b∞a, a∞b, c on (3) respectively and integrating over Ω by parts, we get the first
part of the energy estimate.
1
2
d
dt
(b∞‖a‖
2
2 + a∞‖b‖
2
2 + ‖c‖
2
2) + (dab∞‖∇a‖
2
2 + dba∞‖∇b‖
2
2 + dc‖∇c‖
2
2)
=
∫
Ω
(b + b∞)(ab − (c− b∞a− a∞b))(c− b∞a− a∞b)dx
(4)
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Next step is the most crucial. We try to absorb the right hand side by the energy-dissipation
term dab∞‖∇a‖
2
2+ dba∞‖∇b‖
2
2+ dc‖∇c‖
2
2. However we can’t apply Poincare´ inequality to compare
‖∇a‖2 and ‖a‖2 directly since
∫
Ω
a dx,
∫
Ω
b dx,
∫
Ω
c dx is unknown. Motivated from the conservation
law (2), we introduce two new variables d = a+ c, e = b + c where
∫
Ω d dx =
∫
Ω e dx = 0. Now we
can apply Poincare´ inequality on d and e to get
‖d‖2 . ‖∇d‖2, ‖e‖2 . ‖∇e‖2
Then we analyse the sign status for d and e and use the structure of non linearity along with
Poincare´ inequality, here we let f = c− b∞a− a∞b to simplify the notation.
If f ≥ 0, ab ≤ 0 or f ≤ 0, ab ≥ 0, the intgrand in the right hand side is non-positive, thus∫
Ω
(b+ b∞)(ab − (c− b∞a− a∞b))(c− b∞a− a∞b)dx ≤ 0
If f < 0, ab < 0, thus a and b have different signs, |ab| . (a− b)2 = (d− e)2, thus
=
∫
Ω
(b+ b∞)(ab − (c− b∞a− a∞b))(c− b∞a− a∞b)dx
.
∫
Ω
(b+ b∞)(ab)
2dx =
∫
Ω
b · (ab)2dx+
∫
Ω
b∞(ab)
2dx
If b ≤ 0, ∫
Ω
b · (ab)2dx+
∫
Ω
b∞(ab)
2dx .
∫
Ω
(d4 + e4)dx
If b > 0 which implies a < 0, we have b < b− a = e− d . e2 + d2 + 1,∫
Ω
b · (ab)2dx+
∫
Ω
b∞(ab)
2dx .
∫
Ω
(e2 + d2 + 1)(d4 + e4)dx
If f > 0, ab > 0 and if f ≥ ab, the intgrand in the right hand side is non-positive, thus∫
Ω
(b+ b∞)(ab − (c− b∞a− a∞b))(c− b∞a− a∞b)dx ≤ 0
If 0 < f < ab and if a > 0, b > 0, then we can get c > b∞a+ a∞b > 0 which implies d > a and
e > b and ab < |d · e| . d2 + e2, then we have∫
Ω
(b+ b∞)(ab − (c− b∞a− a∞b))(c− b∞a− a∞b)dx
.
∫
Ω
(b+ b∞)(ab)
2dx =
∫
Ω
b(ab)2dx+
∫
Ω
b∞(ab)
2dx .
∫
Ω
(e2 + 1)(d4 + e4)dx
If 0 < f < ab and if a < 0, b < 0, c ≤ 0, then we can get d < a < 0 and e < b < 0 and
ab < |d · e| . d2 + e2, then we have∫
Ω
(b+ b∞)(ab − (c− b∞a− a∞b))(c− b∞a− a∞b)dx
.
∫
Ω
(b+ b∞)(ab)
2dx .
∫
Ω
(d4 + e4)dx
If 0 < f < ab and if a < 0, b < 0, c > 0, then we have
ab+ (b∞a+ a∞b) > c > 0
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but ab+ (b∞a+ a∞b) = b · (a+ a∞) + ab∞ < 0, this is the impossible case.
After considering all above cases, we can get the following
1
2
d
dt
(b∞‖a‖
2
2 + a∞‖b‖
2
2 + ‖c‖
2
2) + (dab∞‖∇a‖
2
2 + dba∞‖∇b‖
2
2 + dc‖∇c‖
2
2)
. g(‖a, b, c‖∞)(‖∇d‖
2
2 + ‖∇e‖
2
2)
(5)
where g(‖a, b, c‖∞) = ‖(e2 + d2)(e2 + d2 + 1)‖∞ and provided that ‖a, b, c‖L∞ is small enough such
that g ≤ min(dab∞, dba∞, dc), we have
1
2
d
dt
(b∞‖a‖
2
2 + a∞‖b‖
2
2 + ‖c‖
2
2) + (dab∞‖∇a‖
2
2 + dba∞‖∇b‖
2
2 + dc‖∇c‖
2
2) ≤ 0 (6)
Then we apply ∂t on (3) and multiply them by b∞at, a∞bt, ct respectively, then integrating over
Ω by parts and sum up all three terms, we get
1
2
d
dt
(b∞‖at‖
2
2 + a∞‖bt‖
2
2 + ‖ct‖
2
2) + (dab∞‖∇at‖
2
2 + dba∞‖∇bt‖
2
2 + dc‖∇ct‖
2
2)
=
∫
Ω
(b∞at + a∞bt − ct)bt(c− a∞b− b∞a− ab)dx+
∫
Ω
(b∞at + a∞bt − ct)b˜(ct − atb˜− bta˜)dx
(7)
Similarly we analyse the sign status for the following variables dt = at + ct, et = bt + ct which is
also motivated from the conservation law and we also get∫
Ω
dt dx =
∫
Ω
et dx = 0, ‖dt‖2 . ‖∇dt‖2, ‖et‖2 . ‖∇et‖2
Considering all possible cases, we are able to show that if ‖a, b, c‖L∞ is small enough, we have
the following
1
2
d
dt
(b∞‖at‖
2
2 + a∞‖bt‖
2
2 + ‖ct‖
2
2) + (dab∞‖∇at‖
2
2 + dba∞‖∇bt‖
2
2 + dc‖∇ct‖
2
2) . 0 (8)
Combing energy estimate (6)(8) with the elliptic estimate (from Theorem 2.2 in Section 2)
‖vi‖H2 . ‖bc− ab
2 − 2abb∞ − b
2a∞‖2 +
3∑
i=1
‖∂t(vi)‖2 +
3∑
i=1
‖vi‖2
where v = (a, b, c). Then we have the local stability for a, b, c in H2 sense.
In Section 3, we consider the generalized case for one reversible pair
α1A1 + ...+ αnAn ⇋ β1A1 + ...+ βnAn
The corresponding n× n reaction-diffusion system is

∂tu˜i − di∆u˜i = (βi − αi)(u˜
α − u˜β) x ∈ Ω, t > 0
∇u˜i · n = 0 x ∈ ∂Ω, t > 0
u˜i(x, 0) = u˜i0(x) x ∈ Ω
(9)
where α = (α1, ..., αn) and β = (β1, ..., βn) and αi, βj are non-negative integers. In this case
D = diag{di} ∈Mn×n(R) denotes the diagonal matrix of diffusion constants.
From [3], as long as
∫
Ω
u˜i(t, x) dx > 0 there must exist the unique positive equilibria and we
name it as u∞ = (u1∞ , u2∞ , ..., un∞). Therefore we have the unique positive equilibrium u∞ with
uα∞ = u
β
∞ under the conservation law ∀i ∈ L, ∀j ∈ R
(αj − βj)
∫
Ω
u˜i(t, x) dx+ (βi − αi)
∫
Ω
u˜j(t, x) dx = (αi − βi)ui∞ + (βj − αj)uj∞ := Mi,j. (10)
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We exclude the case when
∫
Ω
u˜i(t, x) dx = 0, since in this situation the system degenerates to the
heat equation and the solution converges to the boundary.
The method to prove local stability for α1A1 + ... + αnAn ⇋ β1A1 + ... + βnAn is similar as in
A + 2B ⇋ B + C case. We show the energy which consists of L2 norm of u and L2 norm of ut
is non-increasing by energy estimate and analysing the sign status for every ui. Then the elliptic
estimate can show the local stability for ui in H
2 sense.
In this paper we prove the local stability for the unique positive equilibrium u∞ = (u1∞ , u2∞ , ..., un∞),
namely:
Theorem 1.3. For system (9), there exists small constant θ such that if the initial perturbation
u(x, 0) satisfying
n∑
i=1
(‖∂tui(x, 0)‖2 + ‖ui(x, 0)‖∞) ≤ θ
, then we have
n∑
i=1
‖ui(x, t)‖H2 . e
−lt
where l depends explicitly on α, β and θ.
The above theorem will be proved in Section 3.
2 Instability of boundary equilibria
2.1 Instability for A+ 2B ⇋ B + C
Since we want to show the instability at the boundary equilibrium (a∞, 0, c∞), we introduce three
new variables as perturbation around the boundary equilibria.
a = a˜− a∞, b = b, c = c˜− c∞, u = (a, b, c)
⊺ (11)
Thus we have the conservation law for (a, b, c);∫
Ω
a(t, x) dx+
∫
Ω
c(t, x) dx = 0,
∫
Ω
b(t, x) dx+
∫
Ω
c(t, x) dx = 0 (12)
Note that
−a˜b˜2 + b˜c˜ = −(a+ a∞)b
2 + b(c+ c∞)
= bc∞ + (bc− (a+ a∞)b
2)
Therefore we get the equations for u;

at − da∆a = bc∞ + (bc− (a+ a∞)b2) x ∈ Ω, t > 0
bt − db∆b = bc∞ + (bc− (a+ a∞)b2) x ∈ Ω, t > 0
ct − dc∆c = −bc∞ − (bc− (a+ a∞)b2) x ∈ Ω, t > 0
∂a
∂n =
∂b
∂n =
∂c
∂n = 0 x ∈ ∂Ω, t > 0
a(x, 0) = a0(x), b(x, 0) = b0(x), c(x, 0) = c0(x) x ∈ Ω
(13)
It is convenient to express (13) as
ut = L1u+N1(u), (14)
where L1 :=

da∆ c∞ 00 db∆+ c∞ 0
0 −c∞ dc∆

 and N1(u) :=

 bc− (a+ a∞)b2bc− (a+ a∞)b2
−bc+ (a+ a∞)b
2

 .
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We cite Theorem 1.1 and Theorem 1.2 in Section 11.3 in [1]. For open and bounded the domain
Ω with sufficient smooth boundary and the Neumann boundary condition, we denote the eigenvalues
by λj and the eigenfunctions by vj(x). Thus{
−∆vj(x) = λjvj(x) x ∈ Ω
∂vj(x)
∂n = 0 x ∈ ∂Ω
Then we can number them in ascending order,
0 = λ1 < λ2 ≤ λ3 ≤ ...
The first eigenfunction v1(x) is a constant and the eigenfunctions forming a basis are complete in
the L2 sense.
Therefore the largest eigenvalue for Laplace operator is zero with the corresponding eigen-function
is the constant function.
Lemma 2.1. For the linear partial differential equations{
ut = L1u x ∈ Ω, t > 0
∂u
∂n = 0 x ∈ ∂Ω, t > 0,
we have the following estimate
‖etL1u0‖2 ≤ 3e
c∞t‖u0‖2
Proof. To get the eigenvalues λ for (db∆+ c∞)b such that
(db∆+ c∞)b = λb =⇒ db∆b = (λ− c∞)b
Since the largest eigenvalue for Laplace operator is zero, we have λ ≤ c∞. And because the
eigenfunctions forming a basis are complete in the L2 sense, we can write initial data b0 ∈ L2
as b0(x) =
∑
j
bjvj(x) in the L2 sense and we get
b(t, x) = etL1b0 =
∑
j
bje
λjtvj(x)
also in the L2 sense, therefore
‖b(t, x)‖2 = ‖
∑
j
bje
λjtvj(x)‖2 =
∑
j
‖eλjtbjvj(x)‖2
≤
∑
j
‖ec∞tbjvj(x)‖2 = e
c∞t‖
∑
j
bjvj(x)‖2 = e
c∞t‖b0‖2
Then for at = da∆a + c∞b, ct = dc∆c − c∞b, we multiply a and c, integrate over domain Ω
respectively and we get
1
2
d
dt
‖a‖22 =
∫
Ω
da∆a a dx+
∫
Ω
c∞ba dx
= −
∫
Ω
da|∇a|
2dx+
∫
Ω
c∞ba dx ≤ c∞‖a‖2‖b‖2
1
2
d
dt
‖c‖22 =
∫
Ω
dc∆c c dx−
∫
Ω
c∞bc dx
= −
∫
Ω
dc|∇c|
2dx−
∫
Ω
c∞bc dx ≤ c∞‖c‖2‖b‖2
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which implies
d
dt
‖a‖2 ≤ c∞‖b‖2 ≤ c∞e
c∞t‖b0‖2, ,
d
dt
‖c‖2 ≤ c∞‖b‖2 ≤ c∞e
c∞t‖b0‖2.
Therefore we have
‖a(t, x)‖2 ≤ ‖a0‖2 + e
c∞t‖b0‖2, ‖c(t, x)‖2 ≤ ‖c0‖2 + e
c∞t‖b0‖2 (15)
In order to use the elliptic estimate, we also need the following variables
at = a˜t, bt = b˜t, ct = c˜t, ut = (at, bt, ct)
⊺
Taking the time derivative on (13), we get
utt = L2ut +N2(u, ut) (16)
where N2(u, ut) := ∂t[N1(u)] and L2 = L1.
Now we define y⊺ = (u⊺, u⊺t ) and get the equation for y,
yt = Ly +N(y) (17)
where L =
(
L1 0
0 L2
)
and N(y) =
(
N1(u)
N2(u, ut)
)
. Also we introduce two norms
‖y‖ := ‖u‖2 + ‖ut‖2 and 9 y9 := ‖u‖H2 + ‖ut‖2
Considering Lemma 2.1 and L is block diagonal matrix, we can get
‖etLy‖ = ‖etL1u‖2 + ‖e
tL2ut‖2
≤ 3ec∞t‖u‖2 + 3e
c∞t‖ut‖2 = 3e
c∞t‖y‖
Therefore we have
‖etL‖ = sup
‖y‖≤∞
‖etLy‖
‖y‖
≤ 3ec∞t (18)
In order to get the elliptic estimate, we cite the Theorem 10.5 in [2].
Supplementary Condition on L. L(X,Ξ) is of even degree 2m (with respect to Ξ). For evev
pair linearly independent real vectors Ξ,Ξ′,, the polynomial L(X,Ξ + τΞ′) in the complex variable
τ has exactly m roots with positive imaginary part.
Complementing Boundary Condition. For any X ∈ Γ and any real, non-zero vector Ξ
tangent to Γ at X , let us regard M+(X,Ξ, τ) =
m=3∏
h=1
(τ − τ+h (X,Ξ)) where τ
+
h (X,Ξ) with h = 1, 2, 3
are the m roots (in τ) with positive imaginary part of the characteristic equation L(X,Ξ+ τ~n) = 0.
and the elements of the matrix
N∑
j=1
B′hj(X,Ξ+ τ~n)L
jk(X,Ξ + τ~n)
as polynomials in the indeterminate τ where Ljk(X,Ξ+τ~n) is the matrix adjoint to (l′ij(X,Ξ+τ~n)).
The rows of the latter matrix are required to be linearly independent modulo M+(X,Ξ, τ), i.e.,
m∑
h=1
Ch
N∑
j=1
B′hjL
jk ≡ 0 (mod M+)
only if the constants Ch are all zero.
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Theorem 2.2. For the elliptic systems of partial differential equations
N∑
j=1
lij(X, ∂)uj(X) = Fi(X), i = 1, ..., N
where the lij(X, ∂), linear differential operators, are polynomials in ∂ = {∂x1 , ..., ∂xn+1} with coef-
ficients depending on X over some domain Ω in x1, ..., xn+1-space. The orders of these operators
are assumed to depend on two systems of integer weights, s1, ..., sN and t1, ..., tN , attached to the
equations and to the unknowns, respectively, si corresponding to the i-th equation and tj to the j-th
dependent variable uj. The manner of the dependence is expressed by the inequality
deg lij(X,Ξ) ≤ si + tj i, j = 1, ..., N
deg referring of course to the degree in Ξ.
If L = det
(
l′ij(X)
)
where l′ij(X) consists of the terms in lij(X) which are just of the order si+ tj
(the leading part with the highest order) satisfies the supplementary condition and the boundary
conditions are complementing
N∑
j=1
Bhj(X, ∂)uj(X) = φh(X) on Γ = ∂Ω, h = 1, ...,m
in terms of given polynomials in Ξ, Bhj(X,Ξ), with complex coefficients depending on X with m =
1
2 deg(L(X)) > 0. The orders of the boundary operators depend on two systems of integer weights, in
this case the system t1, ..., tN , already attached to the dependent variables and a new system r1, ..., rm
of which rh pertains to the h-th boundary condition. The exact dependence is that expressed by the
inequality
degBhj(X,Ξ) ≤ rh + tj h = 1, ...,m, j = 1, ..., N
A constant K exists such that, if ‖uj‖l1+tj for j=1,...,N, then ‖uj‖l+tj also is finite, and
‖uj‖l+tj ≤ K(
∑
i
‖Fi‖l−si +
∑
h
‖φh‖l−rh−1/p +
∑
j
‖uj‖0)
where ‖ · ‖j = ‖ · ‖Hj and K is dependent on the domain and the modulus of continuity of the leading
coeflcients in the lij.
From the above Theorem 2.2, we get the following lemma.
Lemma 2.3. For the system ut = L1u+N1(u) in (14) with Neumann boundary condition
∂u
∂n |∂Ω = 0,
we have the following elliptic estimate
‖ui‖H2 . ‖N1(u)‖2 + ‖u‖2 + ‖ut‖2.
Proof. We first need to check whether the system satisfies the conditions in Theorem 2.2. Now we
rewrite the system (14) by putting ut to the right side.
We set si = 0, tj = 2 with 1 ≤ i, j ≤ 3. Therefore we get
L(X,Ξ) = det
(
l′ij(X,Ξ)
)
= dadbdc(ξ
2
1 + ξ
2
2 + ξ
2
3)
3
where Ξ = (ξ1, ξ2, ξ3). It’s obvious to see L 6= 0 for real Ξ 6= 0 which implies it is the elliptic system.
Next we check the supplement condition on operator L. L(X,Ξ) is of the even degree 2m with
m = 3. Then for every pair of linearly independent real vectors Ξ,Ξ′, we have
L(X,Ξ+ τΞ′) = dadbdc((ξ1 + τξ
′
1)
2 + (ξ2 + τξ
′
2)
2 + (ξ3 + τξ
′
3)
2)3
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The above polynomial has exactly m = 3 roots with positive imaginary roots since any real number
can’t be the root because of the linear independence and symmetric of the polynomial. We can also
pick sufficient large A such that
A−1|Ξ|2m ≤ |L(X,Ξ)| ≤ A|Ξ|2m
to show the system is uniform elliptic.
Next we need to check whether Neumann boundary condition is complementing . Since we have
Neumann boundary condition which means
(n1 · ∂1 + n2 · ∂2 + n3 · ∂3)vi = 0 for i = 1, 2, 3.
Then we set rh = −1 with h = 1, 2, 3.
Here we set Ξ be any tangent to Γ and X ∈ Γ. Therefore B′hj(X,Ξ) = n1 · ξ1 + n2 · ξ + n3 · ξ3 if
h = j. Since we know L(X,Ξ+ τ~n) = 0 has three roots with positive imaginary part τ+h (X,Ξ) with
h = 1, 2, 3. We set
M+(X,Ξ, τ) =
m=3∏
h=1
(τ − τ+h (X,Ξ))
And let (Ljk(X,Ξ+ τ~n)) denote the matrix ad-joint to (l′ij(X,Ξ+ τ~n)). Then we have (L
jk(X,Ξ+
τ~n)) = diag{dbdc, dadc, dadb} · (ξ21 + ξ
2
2 + ξ
2
3)
2 which is also a diagonal matrix. Thus we get
m=3∑
h=1
Ch
N=3∑
j=1
B′hjL
jk(X,Ξ+ τ~n) for k = 1, 2, 3
= C˜k(n1 · (ξ1 + τn1) + n2 · (ξ + τn2) + n3 · (ξ3 + τn3))
((ξ1 + τn1)
2 + (ξ2 + τn2)
2 + (ξ3 + τn3)
2)2 ≡ 0 (mod M+)
Only if ~n ‖ (ξ1 + τn1, ξ2 + τn2, ξ3 + τn3) or {Ck} are all zero. It’s obvious to see that Neumann
boundary conditions satisfy the complementing boundary condition. Then Theorem 2.2 shows that
with l1 = max(0, rh + 1) = 0, if ‖ui‖H2 are all finite, then for i = 1, 2, 3 we have
‖ui‖H2 ≤ K(‖Nu(u)‖2 +
3∑
i=1
‖∂tui‖2 +
3∑
i=1
‖ui‖2) (19)
where K is a constant depends on origin equation and bounded domain.
Now we we start proving our main theorem, Theorem 1.1. First we show the existence of y0 and
the corresponding constant CP .
Lemma 2.4. If ‖y0‖ = 1,
∫
Ω
b0dx 6= 0 (b0 ≥ 0) and 9y09 < ∞, there exists Cp > 0 such that ,
there exists Cp > 0 such that
‖etLy0‖ ≥ CP e
c∞t
Proof. In our case, the conservation law and
∫
Ω
b0dx 6= 0 imply∫
Ω
b0(x)dx =
∫
Ω
a0(x)dx = −
∫
Ω
c0(x)dx > 0 (20)
Taking the integration over the domain Ω on first linear part ut = L1u, we get
d
dt
∫
Ω
b(t, x)dx = c∞
∫
Ω
b(t, x)dx (21)
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this implies ∫
Ω
b(t, x)dx = ec∞t
∫
Ω
b0(x)dx (22)
Similarly from ut = L1u, we get equations for a and c
d
dt
∫
Ω
a(t, x)dx = c∞
∫
Ω
b(t, x)dx,
d
dt
∫
Ω
c(t, x)dx = −c∞
∫
Ω
b(t, x)dx (23)
From (20) and (23), we have∫
Ω
a(t, x)dx = ec∞t
∫
Ω
b0(x)dx,
∫
Ω
c(t, x)dx = −ec∞t
∫
Ω
b0(x)dx (24)
this implies
‖etL1u0‖2 ≥ 3b¯0e
c∞t (25)
Again by the conservation law, the second part utt = L2ut shows∫
Ω
bt(t, x)dx =
d
dt
∫
Ω
b(t, x)dx = c∞e
c∞t
∫
Ω
b0(x)dx (26)
Also by the conservation law (12) and (23), we have∫
Ω
at(t, x)dx =
d
dt
∫
Ω
a(t, x)dx = c∞e
c∞t
∫
Ω
b0(x)dx∫
Ω
ct(t, x)dx =
d
dt
∫
Ω
c(t, x)dx = −c∞e
c∞t
∫
Ω
b0(x)dx
(27)
this again implies,
‖etL2ut‖2 ≥ 3c∞b¯0e
c∞t (28)
where b¯0 :=
∫
Ω b0dx. From (25) and (28), we can have the following
‖etLy0‖ ≥ CP e
c∞t
where CP = 3(c∞ + 1)b¯0.
Then we do the estimate on the non-linear part N(y) in the norm of ‖ · ‖.
Lemma 2.5.
‖N(y)‖ . 9y 92 + 9 y93
Proof.
‖N(y)‖ = ‖N1(u)‖2 + ‖N2(u, ut)‖2
= 3‖bc− (a+ a∞)b
2‖2 + 3‖(bc− (a+ a∞)b
2)t‖2
(29)
By using Sobolev embedding inequality ‖y‖∞ ≤ CSI · ‖y‖H2, we can control the right hand side by
norm 9 · 9. For the N1(u) part,
‖bc− (a+ a∞)b
2‖2 ≤ ‖bc‖2 + ‖ab
2‖2 + ‖a˜∞b
2‖2
≤ ‖b‖∞(‖c‖2 + ‖a˜∞b‖2 + ‖b‖∞‖a‖2)
≤ CSI(1 + a∞) 9 y 9
2 +C2SI 9 y9
3
For the N2(u, ut) part,
‖(bc− (a+ a∞)b
2)t‖2 ≤ ‖(bc)t‖2 + ‖(ab
2)t‖2 + ‖(a˜∞b
2)t‖2
≤ (‖b‖∞‖ct‖2 + ‖c‖∞‖bt‖2) + (‖b‖
2
∞‖at‖2 + 2‖a‖∞‖b‖∞‖bt‖2) + 2a˜∞‖b‖∞‖bt‖2
≤ 2CSI(1 + a∞) 9 y 9
2 +3C2SI 9 y9
3
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Combining the above two parts, we get the following
‖N(y)‖ ≤ CN (9y 9
2 + 9 y93) (30)
for all y and 9y9 ≤ ∞ and constant CN = max {9CSI(1 + a∞), 12C2SI}.
Next we do the estimate on u and ut in the norm of 9 · 9.
Lemma 2.6. Suppose 9y9 < σ with σ is fixed and sufficiently small,
9y92 .
∫ t
0
‖y‖2 ds+ ‖y0‖
2
Proof. Since 9y9 < σ is sufficiently small, we have the smallness of ‖a, b, c‖∞ by Sobolev embedding
inequality. Recall the equations (13), we multiply a, b, c respectively and do the integral over the
domain Ω and get
1
2
d
dt
(‖a‖22 + ‖b‖
2
2 + ‖c‖
2
2) + (da‖∇a‖
2
2 + db‖∇b‖
2
2 + dc‖∇c‖
2
2)
=
∫
Ω
(a+ b− c)bc˜∞ + (a+ b − c)(bc− (a+ a∞)b
2) dx
≤ c∞‖b‖2(‖a‖2 + ‖b‖2 + ‖c‖2) +
∫
Ω
(a+ b− c)(bc− (a+ a∞)b
2) dx
≤ c∞‖u‖
2
2 + ‖b‖∞(1 + ‖a‖∞ + a∞)‖u‖
2
2 . ‖u‖
2
2
(31)
Next on the equations (40) , we multiply at, bt, ct respectively and do the integral over the domain
Ω again and get
1
2
d
dt
(‖at‖
2
2 + ‖bt‖
2
2 + ‖ct‖
2
2) + (da‖∇at‖
2
2 + db‖∇bt‖
2
2 + dc‖∇ct‖
2
2)
=
∫
Ω
(at + bt − ct)btc∞ + (at + bt − ct)(bc− (a+ a∞)b
2)t dx
=
∫
Ω
(at + bt − ct)btc∞ + (at + bt − ct)(btc+ bct − atb
2 − 2(a+ a∞)bbt) dx
≤ c∞‖bt‖2(‖at‖2 + ‖bt‖2 + ‖ct‖2) + (‖at‖2 + ‖bt‖2 + ‖ct‖2)(‖bt‖2‖c‖∞
+ ‖ct‖2‖b‖∞ + ‖at‖2‖b‖
2
∞ + 2(‖a‖∞ + a∞)‖b‖∞‖bt‖2)
≤ Cut(‖at‖2 + ‖bt‖2 + ‖ct‖2)
2
where constant Cut = 3[c∞ + ‖b‖∞ + ‖b‖
2
∞ + ‖c‖∞ + 2(‖a‖∞ + a∞)‖b‖∞].
Then we get
d
dt
(‖at‖
2
2 + ‖bt‖
2
2 + ‖ct‖
2
2) ≤ 2Cut(‖at‖2 + ‖bt‖2 + ‖ct‖2)
2 (32)
Recall the elliptic estimate (19)
‖ui‖H2 . ‖bc− (a+ a∞)b
2‖2 + ‖u‖2 + ‖ut‖2, u = (a, b, c)
⊺
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Combining this with (31), (32), we get the H2 estimate for u which is the first part of 9 · 9 norm
‖ui‖
2
H2 . ‖bc− (a+ a∞)b
2‖22 + ‖u‖
2
2 + ‖ut‖
2
2
≤ ‖b‖2∞(1 + ‖a‖∞ + a∞)
2‖u‖22 + ‖u‖
2
2 + ‖ut‖
2
2 . ‖u‖
2
2 + ‖ut‖
2
2
.
∫ t
0
‖b‖2(‖a‖2 + ‖b‖2 + ‖c‖2) ds+ ‖a0‖
2
2 + ‖b0‖
2
2 + ‖c0‖
2
2
+
∫ t
0
(‖at‖2 + ‖bt‖2 + ‖ct‖2)
2 ds+ ‖at(0)‖
2
2 + ‖bt(0)‖
2
2 + ‖ct(0)‖
2
2
.
∫ t
0
‖y‖2 ds+ ‖y0‖
2
(33)
where the above inequalities hold because 9y9 ≤ σ. Again from (32), we get the L2 estimate for ut
which is the second part of 9 · 9 norm
‖ut‖
2
2 . ‖at‖
2
2 + ‖bt‖
2
2 + ‖ct‖
2
2
≤
∫ t
0
(‖at‖2 + ‖bt‖2 + ‖ct‖2)
2 ds+ ‖at(0)‖
2
2 + ‖bt(0)‖
2
2 + ‖ct(0)‖
2
2
.
∫ t
0
‖y‖2 ds+ ‖y0‖
2
(34)
Finally, we proof Theorem 1.1 with all above lemma. The proof is based on the argument of [6].
Proof. Now we denote
T δ =
1
c∞
log
θ0
δ
T ∗ = sup
t
{9y9 < σ}
T ∗∗ = sup
t
{‖y‖ ≤ 2δec∞t‖y0‖}
For t ≤ min{T δ, T ∗, T ∗∗}, we can get from (33) and (34), and consider a family of initial data
yδ(0) = δy0 with ‖y0‖ = 1 and 9y09 <∞,
9y92 .
∫ t
0
‖y‖2 ds+ δ2‖y0‖
2 . ‖y0‖
2(δ2e2c˜∞t + δ2)
which implies
9 y9 . ‖y0‖(δe
c∞t + δ) . δec∞t (35)
Appling the Duhamel principle to yt = Ly +N(y), we have
‖y(t)− δeLty0‖ = ‖
∫ t
0
eL(t−τ)N(y(τ)) dτ‖
.
∫ t
0
ec∞(t−τ)‖N(y(τ))‖ dτ
.
∫ t
0
ec∞(t−τ)(9y 92 + 9 y93) dτ
.
∫ t
0
ec∞(t−τ)(δ2e2c˜∞t + δ3e3c˜∞t) dτ
. δ2e2c˜∞t + δ3e3c˜∞t
(36)
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where the first inequality holds by (18), the second inequality holds by by Lemma 2.5 and the third
inequality holds by (35).
In order to find the escape time, it suffices to show that
min
{
T δ, T ∗, T ∗∗
}
= T δ
by fixing θ0 a small enough. Set
θ0 = min{σ,
1
2
,
Cp
4
,
√
Cp
4
}
On the one hand, if T ∗ < T δ is the smallest, then for 0 ≤ t ≤ T ∗,
9y(T ∗)9 ≤ δec∞T
∗
< δec∞T
δ
= θ0 < σ
which is a contradiction to the definition of T ∗. On the other hand, if T ∗∗ < T δ is the smallest,
then we have
‖y(T ∗∗)‖ ≤ δec∞T
∗∗
‖y0‖+ δ
2e2c˜∞T
∗∗
+ δ3e3c˜∞T
∗∗
< δec∞T
∗∗
+ δec∞T
∗∗
θ0 + δe
c∞T
∗∗
θ20 < 2δe
c∞t
which is a contradiction to the definition of T ∗∗.
Moreover, if there exists a constant Cp such that
‖etLy0‖ ≥ Cpe
c∞t,
then at the escape time t = T δ, we have the following estimate
‖δeLT
δ
y0‖ ≥ Cpδe
c∞T
δ
= Cpθ0,
where the non-linear term is
δ2e2c˜∞T
δ
+ δ3e3c˜∞T
δ
= θ20 + θ
3
0
then
‖y(T δ)‖ ≥ τ0 =
1
2
Cpθ0 > 0
which depends explicitly on σ, Cp, c∞, y0 and is independent of δ.
Therefore we conclude the local instability for δy0 as long as ‖y0‖ = 1,
∫
Ω
b0dx 6= 0 and 9y09 <∞
and sufficient small δ.
Remark. If the initial data
∫
Ω
b0dx = 0, this means b ≡ 0, ∀x ∈ Ω, t > 0 and R(u) ≡ 0, ∀x ∈ Ω, t > 0
which implies the equations for a and c coincide with the heat equation. Therefore, in this case the
system will converge to the accessible boundary equilibria (a∞, 0, c∞).
2.2 Instability in generalized case
Here we indicate how to adapt the above analysis to get instability result for the following generalized
case
A1 + ...+Al + 2B ⇋ B + C1 + ...+ Cr
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The corresponding reaction-diffusion system is


∂ta˜i − di∆a˜i = −b˜
2
∏
a˜i + b˜
∏
c˜j i = 1, ..., l, x ∈ Ω, t > 0
∂tb˜− db∆b˜ = −b˜2
∏
a˜i + b˜
∏
c˜j x ∈ Ω, t > 0
∂tc˜j − dj∆c˜j = b˜2
∏
a˜i − b˜
∏
c˜j j = 1, ..., r, x ∈ Ω, t > 0
∇a˜i · n = ∇b˜ · n = ∇c˜j · n = 0 x ∈ ∂Ω, t > 0
a˜i(x, 0) = a˜i,0(x), b˜(x, 0) = b˜0(x), c˜j(x, 0) = c˜j,0(x) x ∈ Ω
(37)
For this reaction system, we have the following conservation laws;∫
Ω
a˜i dx+
∫
Ω
c˜j dx =
∫
Ω
a˜i,0(x) dx+
∫
Ω
c˜j,0(x) dx := M1,ij∫
Ω
b˜i dx+
∫
Ω
c˜j dx =
∫
Ω
b˜i,0(x) dx +
∫
Ω
c˜i,0(x) dx := M2,ij
(38)
Again we are interested in the accessible boundary equilibrium of a reaction network, as long as
M1,ij > M2,ij i = 1, ..., l, j = 1, ..., r there are two types of equilibria following the conservation laws
and we name (ai,∞, 0, cj,∞) as unique accessible boundary equilibria which follows (38),
ai,∞ + cj,∞ = M1,ij , bi,∞ + cj,∞ =M2,ij
Similarly we introduce new variables as perturbation around the boundary equilibrium
ai = a˜i − ai,∞, b = b, cj = c˜j − cj,∞, u = (ai, b, cj)
⊺
Then we can get the equation for ai, b and cj with i = 1, ..., l, j = 1, ..., r

∂tai − di∆ai = b
∏
cj,∞ +N(ai, b, cj) x ∈ Ω, t > 0
∂tb− db∆b = b
∏
cj,∞ +N(ai, b, cj) x ∈ Ω, t > 0
∂tcj − dj∆cj = −b
∏
cj,∞ −N(ai, b, cj) x ∈ Ω, t > 0
∂a
∂n =
∂b
∂n =
∂c
∂n = 0 x ∈ ∂Ω, t > 0
ai(x, 0) = ai,0(x), b(x, 0) = b0(xcj(x, 0) = cj,0(x) x ∈ Ω
(39)
where N(ai, b, cj) = −b2
∏
(ai + a˜i,∞) + b
∏
(cj + cj,∞)− b
∏
cj,∞.
Again we can express (39) as
ut = L1u+Nu(u)
where L1 :=

di∆
∏
cj,∞ 0
0 db∆+
∏
cj,∞ 0
0 −
∏
cj,∞ dj∆

 and N1(u) :=

 N(ai, b, cj)N(ai, b, cj)
−N(ai, b, cj)

 .
Similarly we can get the largest eigenvalue for L1 is
∏
cj,∞ > 0, then we can get
‖etL1u0‖2 ≤ e
∏
cj,∞t‖u0‖2
which implies
‖etL1‖2 ≤ e
∏
cj,∞t.
In order to use the elliptic estimate, we also need the following variables
at = a˜t, bt = b˜t, ct = c˜t, ut = (at, bt, ct)
⊺
Taking the time derivative on (39), we get
utt = L2ut +N2(u, ut) (40)
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where N2(u, ut) := ∂t[N1(u)] and L2 = L1. Recall y
⊺ = (u⊺, u⊺t ) and get the equation for y,
yt = Ly +N(y) (41)
where L =
(
L1 0
0 L2
)
and N(y) =
(
N1(u)
N2(u, ut)
)
. Again considering Lemma 2.1 and L is block
diagonal matrix, we can get
‖etL‖ ≤ e
∏
cj,∞t
Since the linear term Ly dominates N(y) term (or the right hand side) because of the smallness
of 9y9 and the assumption of ‖y0‖ = 1,
∫
Ω
b0dx 6= 0 (b0 ≥ 0) and 9y09 <∞ and the conservation
law (38) also implies the existence of the constant Cp > 0 such that ‖etLy0‖ ≥ CP ec∞t, we can use
the similar analysis as above to get the local instability of the accessible boundary equilibria.
3 Local stability for α1A1 + ...+ αnAn ⇋ β1A1 + ...+ βnAn
To show the stability at the unique positive equilibria u∞, we again introduce the small perturbation
ui = u˜i−ui∞ around the boundary equilibria. Then we get the following equation for perturbation.
∂tui − di∆ui = (βi − αi)(
∏
(ui + ui∞)
αi −
∏
(ui + ui∞)
βi)
= (βi − αi)
∏
(ui + ui∞)
γi(
∏
(ui + ui∞)
αi−γi −
∏
(ui + ui∞)
βi−γi)
(42)
where γ = (γ1, ..., γn) with γi = min{αi, βi}. We also donate
L := {i ∈ {1, ..., n}|αi > βi}, R := {j ∈ {1, ..., n}|αj > βj}
L0 := {i0 ∈ {1, ..., n}|αi0 6= 0}, R0 := {j0 ∈ {1, ..., n}|βj0 6= 0}
and we assume L 6= ∅, R 6= ∅, L ∪R = {1, 2, ..., n} and L0 ∩R0 6= ∅. The last assumption means we
don’t consider the case where the system only has positive equilibrium since [10] has already shown
the global convergence without boundary equilibrium.
Now we we start proving the main theorem, Theorem 1.3 in this section. First we do the energy
estimate on the system.
W.l.o.g we assume there exists m such that 0 < m < n and L = {1, ...,m}, R = {m+ 1, ..., n}.
Then we write the perturbation in the following way
∂tui − di∆ui
= (βi − αi)
∏
(ui + ui∞)
γi(
∏
(ui + ui∞)
αi−γi −
∏
(ui + ui∞)
βi−γi)
= (βi − αi)
∏
(ui + ui∞)
γi{[uα−γ∞ +
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
+N1(u, u∞)]
− [uβ−γ∞ +
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N2(u, u∞)]}
= (βi − αi)
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N1(u, u∞)−N2(u, u∞)]
(43)
where N1(u, u∞) =
∏
(ui + ui∞)
αi−γi − uα−γ∞ −
m∑
i=1
(αi − γi)ui
uα−γ
∞
ui∞
and
N2(u, u∞) =
∏
(ui+ui∞)
βi−γi−uβ−γ∞ −
n∑
j=m+1
(βj−γj)uj
uβ−γ
∞
uj∞
, both N1 and N2 are non-linear term
w.r.t. ui and for simplicity we define N := N1 −N2.
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Multiplying (αi−γi)(αi−βi)
uα−γ
∞
ui∞
ui,
(βj−γj)
(βj−αj)
uβ−γ
∞
uj∞
uj on (43) respectively, then integrating over Ω by parts,
we get the following
1
2
d
dt
(
m∑
i=1
(
(αi − γi)
(α − βi)
uα−γ∞
ui∞
‖ui‖
2
2 +
n∑
j=m+1
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖uj‖
2
2)
+ (
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇ui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇uj‖
2
2)
=
∫
Ω
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
+
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
)dx
(44)
Now we do the estimate on the right hand side of (44).
Lemma 3.1. If ∀t ≥ 0,
n∑
i=1
‖ui(x, t)‖∞ ≤ θ, we have
∫
Ω
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
ui +
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
)dx .
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇ui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇uj‖
2
2
(45)
Proof. Now we consider the sign situation for {ui}, i = 1, ..., n in following two cases.
1. The first case is when the sign for {ui}i∈L is different from {uj}j∈R,
(a) ∀i ∈ L ui ≤ 0, ∀j ∈ R uj ≥ 0.
(b) ∀i ∈ L ui ≥ 0 , ∀j ∈ R uj ≤ 0.
2. The rest situations belong to the second case and we divide this case into three following parts,
(a) {uj}j∈R has positive and negative members.
(b) ∀j ∈ R uj ≤ 0, ∃i ∈ L such that ui ≤ 0.
(c) ∀j ∈ R uj ≥ 0, ∃i ∈ L such that ui ≥ 0.
We first deal with 2(a) when {ur}r∈R has positive and negative members. For each l ∈ L with
ul ≤ 0, we further assume that uN ≤ 0 for N ∈ {m + 1, ..., o} and uP ≥ 0 for P ∈ {o + 1, ..., n}.
Recall (10), we have the following conservation laws, ∀l ∈ L, ∀k ∈ R
1
αl − βl
∫
Ω
ul(t, x) dx +
1
βk − αk
∫
Ω
uk(t, x) dx = 0 (46)
Here we define θl,k =
1
αl−βl
ul +
1
βk−αk
uk. From (46), we get
∫
Ω θl,k(t, x) dx = 0.
For N ∈ {m+ 1, ..., o}, since ul, uN ≤ 0, we have
|ul| = |(αl − βl)θl,N −
αl − βl
βN − αN
uN | ≤ (αl − βl)|θl,N |,
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|uN | = |(βN − αN )θl,N −
βN − αN
αl − βl
ul| ≤ (βN − αN )|θl,N |
For P ∈ {o+ 1, ..., n}, since uP ≥ 0, uo ≤ 0, we have
θl,P − θl,o =
1
βP − αP
uP −
1
βo − αo
uo ≥ 0
this implies
0 ≤ uP = (βP − αP )(θl,P − θl,o) +
βP − αP
βo − αo
uo ≤ (βP − αP )(θl,P − θl,o)
Combining the above two parts, we have for each r ∈ R, l ∈ L with ul ≤ 0,
ur ≤
{
(βr − αr)|θl,r|, r ∈ {m+ 1, ..., o}
(βr − αr)(θl,r − θl,o), r ∈ {o+ 1, ..., n}
(47)
|ul| ≤ (αl − βl)|θl,kl |,
where kl ∈ R and ukl , ul have the same sign.
For each l ∈ L with ul ≥ 0 , recall that {ur}r∈R has positive and negative members and uN ≤ 0
for N ∈ {m + 1, ..., o} and uP ≥ 0 for P ∈ {o + 1, ..., n} and θl,k =
1
αl−βl
ul +
1
βk−αk
uk with∫
Ω
θl,k(t, x) dx = 0, ∀k ∈ R.
For P ∈ {o+ 1, ..., n}, since ul, uP ≥ 0, we have
0 ≤ ul = (αl − βl)θl,P −
αl − βl
βP − αP
uP ≤ (αl − βl)θl,P ,
0 ≤ uP = (βP − αP )θl,P −
βP − αP
αl − βl
ul ≤ (βP − αP )θl,P
For N ∈ {m+ 1, ..., o}, since uN ≤ 0, un ≥ 0, we have
θl,N − θl,n =
1
βN − αN
uN −
1
βn − αn
un ≤ 0
this implies
|uN | = |(βN − αN )(θl,N − θl,n) +
βN − αN
βn − αn
un| ≤ (βN − αN )|θl,N − θl,n|
Combining the above two parts, we have for each r ∈ R, l ∈ L with ul ≥ 0,
ur ≤
{
(βr − αr)|θl,r − θl,o|, r ∈ {m+ 1, ..., o}
(βr − αr)θl,r, r ∈ {o+ 1, ..., n}
(48)
|ul| ≤ (αl − βl)|θl,kl |
where kl ∈ R and ukl , ul have the same sign.
In 2(b) when ∀j ∈ R uj ≤ 0, ∃i ∈ L such that ui ≤ 0. Then we can assume that uN ≤ 0 for
N ∈ {1, ..., q} and uP ≥ 0 for P ∈ {q+ 1, ...,m}. Again we define θl,k =
1
αl−βl
ul +
1
βk−αk
uk, ∀l ∈ L,
∀k ∈ R with
∫
Ω
θl,k(t, x) dx = 0 and we do the similar estimate as (47).
For N ∈ {1, ..., q}, since uN ≤ 0, ∀j ∈ R uj ≤ 0, we have
|uN | = |(αN − βN )θN,j −
αN − βN
βj − αj
uj| ≤ (αN − βN )|θN,j|,
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|uj | = |(βj − αj)θN,j −
βj − αj
αN − βN
uj | ≤ (βj − αj)|θN,j |
For P ∈ {q + 1, ...,m}, since uP ≥ 0, uq ≤ 0, we have
θP,j − θq,j =
1
αP − βP
uP −
1
αq − βq
uq ≥ 0
this implies
0 ≤ uP = (αP − βP )(θP,j − θq,j) +
αP − βP
αq − βq
uq ≤ (αP − βP )(θP,j − θq,j)
Thus we have for each j ∈ R, l ∈ L,
ul ≤
{
(αl − βl)|θl,j |, l ∈ {1, ..., q}
(αl − βl)(θl,j − θq,j), l ∈ {q + 1, ...,m}
(49)
|uj| ≤ (βj − αj)|θkj ,j |,
where kj ∈ L and ukj , uj have the same sign.
In 2(c) when ∀j ∈ R uj ≥ 0, ∃i ∈ L such that ui ≥ 0. Then we can assume that uN ≥ 0 for
N ∈ {1, ..., q} and uP ≤ 0 for P ∈ {q+ 1, ...,m}. Again we define θl,k =
1
αl−βl
ul +
1
βk−αk
uk, ∀l ∈ L,
∀k ∈ R with
∫
Ω
θl,k(t, x) dx = 0 and we do the similar estimate as (48).
For N ∈ {1, ..., q}, since uN ≥ 0, ∀j ∈ R uj ≥ 0, we have
|uN | = |(αN − βN )θN,j −
αN − βN
βj − αj
uj| ≤ (αN − βN )|θN,j|,
|uj | = |(βj − αj)θN,j −
βj − αj
αN − βN
uj | ≤ (βj − αj)|θN,j |
For P ∈ {q + 1, ...,m}, since uP ≤ 0, uq ≥ 0, we have
θP,j − θq,j =
1
αP − βP
uP −
1
αq − βq
uq ≤ 0
this implies
|uP | = |(αP − βP )(θP,j − θq,j) +
αP − βP
αq − βq
uq| ≤ (αP − βP )|θP,j − θq,j |
Thus we have for each j ∈ R, l ∈ L,
ul ≤
{
(αl − βl)|θl,j |, l ∈ {1, ..., q}
(αl − βl)|θl,j − θq,j |, l ∈ {q + 1, ...,m}
(50)
|uj| ≤ (βj − αj)|θkj ,j |,
where kj ∈ L and ukj , uj have the same sign.
Recall the right hand side of (44) and the following inequality,
[
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
+
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
) ≤
1
4
(N(u, u∞))
2
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which implies that∫
Ω
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
+
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
)dx
≤
1
4
∫
Ω
∏
(ui + ui∞)
γi(N(u, u∞))
2dx
(51)
Since N(u, u∞) is the non-linear part for
∏
(ui + ui∞)
αi−γi −
∏
(ui + ui∞)
βi−γi , each component
contains as least two of {ui}, i = 1, ..., n. So every non-linear component should be in the form of
f(u, u∞)uiuj where f(u, u∞) is the polynomial for (u, u∞) and we have the following estimate,
(f(u, u∞)uiuj)
2 ≤ ‖f · ui‖
2
∞ · u
2
j
. ‖ui‖
2
∞ ·
∑
l∈L,r∈R
θ2l,r
(52)
From (51), (52) and using Poincare inequality motivated from
∫
Ω
θl,k(t, x) dx = 0, we get
1
4
∫
Ω
∏
(ui + ui∞)
γi(f(u, u∞)uiuj)
2dx
.
∏
(‖ui‖∞ + ui∞)
γi‖ui‖
2
∞
∑
l∈L,r∈R
∫
Ω
θ2l,rdx
. ‖u1‖
2
∞
∑
l∈L,r∈R
∫
Ω
∇2θl,rdx . ‖ui‖
2
∞
∑
l∈L,r∈R
(‖∇ul‖
2
2 + ‖∇ur‖
2
2)
(53)
We can do the similar estimate on all non-linear components of N(u, u∞) as above. Therefore as
long as
n∑
i=1
‖ui‖∞ ≤ θ are sufficiently small such that ∀i ∈ L, ∀j ∈ R,
1
4
∏
(‖ui‖∞ + ui∞)
γi‖f(θ, ui∞)‖
2
∞θ
2 ≤ min{di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
, dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
},
we can get
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇ui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇uj‖
2
2
≥
∫
Ω
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
+
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
)dx
(54)
In the first case, we first consider 1(a) when ∀i ∈ L ui ≤ 0, ∀j ∈ R uj ≥ 0. This implies
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
≤ 0
Recall N(u, u∞) is the non-linear part and each component contains as least two of {ui}i=1,...,n, as
long as ‖ui‖∞ are sufficiently small, we can get
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞) ≤ 0
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Also recall the right hand side of (44), we get
∫
Ω
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
+
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
)dx ≤ 0
(55)
the above estimate also works for 1(b) when ∀i ∈ L, ui ≥ 0 and ∀j ∈ R, uj ≤ 0.
Combining (54) (55) and the equation (44), we get the first part of energy estimate
Lemma 3.2. If ∀t ≥ 0,
n∑
i=1
‖ui(x, t)‖∞ ≤ θ, then we have
d
dt
(
m∑
i=1
(
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖ui‖
2
2 +
n∑
j=m+1
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖uj‖
2
2) ≤ 0 (56)
, this implies
n∑
i=1
‖ui(x, t)‖2 decay w.r.t time.
In order to use the elliptic estimate in Theorem 2.2, we need to do the energy estimate on
‖∂tui‖2. By taking time partial derivative on (43), multiplying
(αi−γi)
(αi−βi)
uα−γ
∞
ui∞
∂tui,
(βj−γj)
(βj−αj)
uβ−γ
∞
uj∞
∂tuj
respectively and integrating over Ω, we get the following
1
2
d
dt
(
m∑
i=1
(
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∂tui‖
2
2 +
n∑
j=m+1
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∂tuj‖
2
2)
+ (
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇∂tui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇∂tuj‖
2
2)
= I + II
(57)
where I =
∫
Ω
∏
(ui+ui∞)
γi [
m∑
i=1
(αi−γi)
uα−γ
∞
ui∞
∂tui−
n∑
j=m+1
(βj−γj)
uβ−γ
∞
uj∞
∂tuj+∂tN(u, u∞)](−
m∑
i=1
(αi−
γi)
uα−γ
∞
ui∞
∂tui +
n∑
j=m+1
(βj − γj)
uβ−γ
∞
uj∞
∂tuj)dx and II =
∫
Ω
∂t{
∏
(ui + ui∞)
γi}[
m∑
i=1
(αi − γi)ui
uα−γ
∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ
∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)
uα−γ
∞
ui∞
∂tui +
n∑
j=m+1
(βj − γj)
uβ−γ
∞
uj∞
∂tuj)dx.
The idea for the proof in the following Lemma is similar to the estimate in Lemma 3.1.
Lemma 3.3. If ∀t ≥ 0,
n∑
i=1
‖ui(x, t)‖∞ ≤ θ, we have
I + II ≤
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇∂tui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇∂tuj‖
2
2 (58)
Proof. Again we consider the sign situation for {∂tui}, i = 1, ..., n in two cases.
1. The first case is when the sign for {∂tui}i∈L is different from {∂tuj}j∈R,
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(a) ∀i ∈ L ∂tui ≤ 0, ∀j ∈ R ∂tuj ≥ 0.
(b) ∀i ∈ L ∂tui ≥ 0 , ∀j ∈ R ∂tuj ≤ 0.
2. The rest situations belong to the second case and we divide this case into three following parts,
(a) {uj}j∈R has positive and negative members.
(b) ∀j ∈ R, ∂tuj ≤ 0, ∃i ∈ L such that ∂tui ≤ 0.
(c) ∀j ∈ R, ∂tuj ≥ 0, ∃i ∈ L such that ∂tui ≥ 0.
We first deal with the second case, for each l ∈ L with ∂tul ≤ 0. The assumption implies
either {∂tur}r∈R have different signs or ∀j ∈ R, ∂tuj ≤ 0. W.l.o.g. we assume ∂tuN ≤ 0 for
N ∈ {m+1, ..., o} and ∂tuP ≥ 0 for P ∈ {o+1, ..., n}. Recall (46), we have the similar conservation
laws for ∂tui, ∀k ∈ R
1
αl − βl
∫
Ω
∂tul dx +
1
βk − αk
∫
Ω
∂tuk dx = 0 (59)
Here we define θtl,k =
1
αl−βl
∂tul +
1
βk−αk
∂tuk and
∫
Ω
θtl,k dx = 0.
For N ∈ {m+ 1, ..., o}, we have
|∂tul| ≤ (αl − βl)|θ
t
l,N |, |∂tuN | ≤ (βN − αN )|θ
t
l,N |
For P ∈ {o+ 1, ..., n}, we have
θtl,P − θ
t
l,o =
1
βP − αP
∂tuP −
1
βo − αo
∂tuo
this implies
0 ≤ ∂tuP ≤ (βP − αP )(θl,P − θl,o)
Combining the above two parts, we have for each r ∈ R,
∂tur ≤
{
(βr − αr)|θ
t
l,r|, r ∈ {m+ 1, ..., o}
(βr − αr)(θ
t
l,r − θ
t
l,o), r ∈ {o+ 1, ..., n}
(60)
Then for each l ∈ L with ∂tul ≥ 0, the assumption again implies either {∂tur}r∈R have different
signs or ∀j ∈ R, ∂tuj ≤ 0. We can get the similar estimate, for each l ∈ L,
|∂tul| ≤ (αl − βl)|θ
t
l,kl
|
where kl ∈ R and ∂tukl , ∂tul have the same sign.
Recall (52), we can do the similar estimate on the right hand side of (57), since
I =
∫
Ω
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui −
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj
+ ∂tN(u, u∞)](−
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui +
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj)dx
≤
1
4
∫
Ω
∏
(ui + ui∞)
γi(∂tN(u, u∞))
2dx
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and
II =
∫
Ω
∂t{
∏
(ui + ui∞)
γi}[
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)](−
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui +
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj)dx
≤ ‖
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞)‖∞ ·
∫
Ω
|∂t{
∏
(ui + ui∞)
γi}(−
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui +
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj)| dx
where ∂t{
∏
(ui + ui∞)
γi} =
∑
γi
uγ
∞
ui∞
∂tui + N
γ(u, ∂tu, u∞) and N
γ is the non-linear part for
∂t{
∏
(ui+ui∞)
γi}. By using Poincare inequality motivated from ∀l ∈ L, ∀k ∈ R,
∫
Ω
θtl,k(t, x) dx = 0
and the smallness of ‖ui‖∞, we can get
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇∂tui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇∂tuj‖
2
2 ≥ I + II (61)
In the first case, we first consider when ∀i ∈ L, ∂tui ≤ 0 and ∀j ∈ R, ∂tuj ≥ 0. This implies
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui −
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj ≤ 0
Then we can write
I + II =
∫
Ω
III · (−
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui +
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj)dx (62)
where III =
∏
(ui + ui∞)
γi [
m∑
i=1
(αi − γi)
uα−γ
∞
ui∞
∂tui −
n∑
j=m+1
(βj − γj)
uβ−γ
∞
uj∞
∂tuj + +∂tN(u, u∞)] +
∂t{
∏
(ui + ui∞)
γi}[
m∑
i=1
(αi − γi)
uα−γ
∞
ui∞
ui −
n∑
j=m+1
(βj − γj)
uβ−γ
∞
uj∞
uj + N(u, u∞)] and because of the
smallness of ‖ui‖∞ the value (sign) of III is controlled by
uγ∞[
m∑
i=1
(αi − γi)
uα−γ∞
ui∞
∂tui −
n∑
j=m+1
(βj − γj)
uβ−γ∞
uj∞
∂tuj ] ≤ 0
Therefore (62) and the above inequality implies that in the first case
I + II ≤ 0 (63)
Combining (61) (63) and the equation (57), we get the second part of energy estimate
Lemma 3.4. If ∀t ≥ 0,
n∑
i=1
‖ui(x, t)‖∞ ≤ θ, then we have
d
dt
(
m∑
i=1
(
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∂tui‖
2
2 +
n∑
j=m+1
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∂tuj‖
2
2) ≤ 0 (64)
, this implies
n∑
i=1
‖∂tui(x, t)‖2 decay w.r.t time.
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Finally, we proof Theorem 1.3 by Lemma 3.2 and Lemma 3.4.
Proof. We first do the elliptic estimate for the system (9). It’s not hard to check that the system
satisfies the Supplementary Condition and the Neumann boundary condition satisfies the Comple-
menting Boundary Condition. By using Theorem 2.2, we have for i = 1, ..., n,
‖ui‖H2 ≤ K(‖((u+ u∞)
γ − uγ∞)[
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
+N(u, u∞) + u
γ
∞N(u, u∞)]‖2 +
n∑
i=1
‖∂tui‖2 +
n∑
i=1
‖ui‖2))
(65)
where K is a constant depends on origin equation and bounded domain. By using Sobolev Embed-
ding Inequality, we can have
‖vi‖L∞ .
n∑
i=1
‖ui‖2 +
n∑
i=1
‖∂tui‖2
the above holds because ‖ui‖∞ is sufficiently small which guarantees (u+u∞)γ−uγ∞, N(u, u∞)≪ 1.
The continuity argument implies L∞ will be always small to follow Lemma 3.2 and Lemma 3.4.
As long as the initial L2 on {∂tui} and L∞ on {ui} are sufficiently small, L∞ can keep being small
along with the time t while L2 is non-increasing from the estimate which implies the existence of
weak solution around the positive equilibrium.
The Remark 3.1 in [5] shows that for a reversible reaction with nonnegative initial data in L1 ∩
L logL if the solution is globally (in time) essentially bounded, the solution converges exponentially
to the complex-balanced equilibrium in L1 norm. By using the interpolation with L1 and boundness
of L∞, we can get the exponential convergence in Lp(1 < p <∞) sense.
Now we return to the origin equation on {ui}i=1,...,n,
∂tui − di∆ui = (βi − αi)(u˜
α − u˜β)
Because of the Poincare inequality, we have
‖∂tu− ¯∂tu‖L2 . ‖∇∂tu‖L2
This implies
‖∂tui‖L2 . ‖∇∂tui‖L2 + |
∫
Ω
∂tuidx|
From the equation, since we know
n∑
i=1
(‖∂tui(x, 0)‖2 + ‖ui(x, 0)‖∞) ≤ θ ≪ 1,
|
∫
Ω
∂tuidx| = |di
∫
Ω
∆uidx+
∫
Ω
(βi − αi)(u˜
α − u˜β)dx|
. uγ∞‖
m∑
i=1
(αi − γi)ui
uα−γ∞
ui∞
−
n∑
j=m+1
(βj − γj)uj
uβ−γ∞
uj∞
‖L1 . e
−lt
(66)
where exponential decaying rate l is determined from the interpolation. Recall the estimate in
Lemma 3.4 where we get
1
2
d
dt
(
m∑
i=1
(
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∂tui‖
2
2 +
n∑
j=m+1
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∂tuj‖
2
2)
+ (
m∑
i=1
di
(αi − γi)
(α− βi)
uα−γ∞
ui∞
‖∇∂tui‖
2
2 +
n∑
j=m+1
dj
(βj − γj)
(βj − αj)
uβ−γ∞
uj∞
‖∇∂tuj‖
2
2)
≤ 0
(67)
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Then we can have the following
1
2
d
dt
(
n∑
i=1
‖∂tui‖
2
2) + (
n∑
i=1
‖∂tui‖
2
2) .
n∑
i=1
|
∫
Ω
∂tuidx| . e
−lt
The Gronwall’s inequality implies that
n∑
i=1
‖∂tui‖22 decays exponentially. Then the elliptic estimate
(65) implies exponential convergence to positive equilibrium in H2 sense.
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