Abstract-Sensor networks possess the inherent potential to detect the presence of a target in a monitored region. Although a stationary sensor network is often adequate to meet application requirements, it is not suited to many situations, for example, a huge number of nodes are required to monitor a large region. In such situations, mobile sensor networks can be used to resolve the communication and sensing coverage problems. This paper addresses the problem of detecting a target using mobile sensor networks. One of the fundamental issues in target detection problems is exposure, which measures how the region is covered by the sensor network. While traditional studies focus on stationary sensor networks, this paper formally defines and evaluates exposure in mobile sensor networks with the presence of obstacles and noise. To conform with practical situations, detection is conducted without presuming the target's activities and moving directions. As there is no fixed layout of node positions, a time expansion technique is developed to evaluate exposure. Since determining exposure can be computationally expensive, algorithms to calculate the upper and lower bounds on exposure are developed. Simulation results are also presented to illustrate the effectiveness of the algorithms.
I. INTRODUCTION
Sensor networks, capable of sensing the environment, exchanging data, processing information, and responding queries, provide an effective connection between computation systems and the physical world. Such networks collect data from the monitored environment and extract useful information to enable a variety of purposes such as battlefield surveillance [1] , [2] , and environmental monitoring [3] , [4] . As advances in technology progress, one can envision that mobility will become readily available to nodes for handling more sophisticated sensing tasks in the near future.
In stationary sensor networks, network connectivity and sensing coverage can cause scalability problems in some circumstances. For example, a conventional approach for detecting an intruder in battlefield is to deploy a set of stationary nodes in the monitored region. However, if the monitored region is relatively large to either the sensing or the communication range of the nodes, a huge number of nodes are required to be deployed. Typically, the number of nodes to ensure connectivity with a sufficiently high probability in a random deployment is , where is the area of the region and is the communication range [5] . Similar effect would occur with respect to the sensing range. In such situations, mobile nodes can be an attractive alternative. Nodes can be carried by security guards or embedded with unmanned vehicles capable of automatic navigation to sample the environment. Thus, the sensing task can be performed effectively and inexpensively with fewer nodes.
For stationary sensor networks, exposure, defined as the least probability of detecting a target traversing through the monitored region [1] , has been used in literature for assessing the quality of the sensor deployment. The higher the exposure, the better the deployment has been. As exposure is associated with the worst case path along which the target is most difficult to detect, the analysis allows one to diagnose the weakness of a sensor network and potentially improve it. Although exposure has been studied extensively in stationary sensor networks, it is never defined and neither directly applicable to mobile sensor networks. Since both the nodes and the potential target may change locations at any time in mobile sensor networks, the measurements of the target are determined by the instantaneous locations of the target as well as all active mobile nodes at each time instant. Apparently, the conventional exposure computation methods cannot capture this property and does not accommodate the sequential movements of the nodes. This paper proposes a new collaborative sensing architecture using mobile nodes and formally defines the exposure under this sensing architecture. For accurately reflecting the quality of the mobile sensing mechanism by exposure, it is essential to identify the following three aspects of the network:
Mobile sensing policy: We assume the mobile nodes patrol a monitored region following a set of given routes. The mobile nodes sample the environment at carefully selected sensing positions along the routes and collaboratively make consensus decisions on the presence/absence of the target. Target traversal strategy: A target is assumed to enter the monitored region, potentially stay for a certain time, and finally leave the region. Unlike previous work in literature [1] , [7] , we assume no prior knowledge of the target's traversal pattern. A target can enter and leave the region via any boundaries and performs idling or traversing activities for any period of time until it leaves. It is also important to recognize that the start time of traversal, which has no effect on the exposure in a stationary network, would actually affect the exposure in a mobile network. A target can potentially decide its entrance and departure time intelligently to reduce the probability of being detected, if they can discover or speculate the routes and sensing schedules of mobile nodes. Obstacles: With the presence of obstacles, the propagation of target signals can be obstructed from the sensors.
Intelligent target may take the advantage of obstacles to avoid directly exposing to the nodes. However, properly planning the routes for mobile nodes can also alleviate weak spots in the region. These are the key characteristics of mobile sensing that renders the conventional exposure definition inadequate. The different interaction between sensor nodes and targets also indicates the clear need of an accurate exposure definition and an efficient assessment mechanism to guide the design of mobile nodes' routes and sensing schedule.
Searching the exposure path involves finding an appropriate time for the target entering the region and a path through which the target traverses. In this paper, a time expansion approach is proposed to measure the probability of detecting a target along a target path. We assume a minimal presence duration is required for a target to accomplish a special task. To determine exposure can be computationally expensive since all possible target paths and motion patterns which result in the target presence of at least time instants are included in the search space. Instead, by identifying and proving the upper and lower bounds on exposure, algorithms are devised to efficiently compute the exposure bounds for any number of mobile nodes with various routes and sensing schedules. With simulations, we demonstrate exposure analysis and illustrate the identified vulnerabilities in the region.
The rest of the paper is organized as follows. In Section II, related work in close contexts are reviewed. Section III describes the sensing architecture and detection model. In Section IV, we formally define exposure in mobile sensor network and present proofs and algorithms to calculate the upper and lower bounds on exposure. Section V summarizes the experimental results. The paper concludes in Section VI.
II. RELATED WORK Exposure and coverage of stationary sensor networks have been studied extensively in various forms [1] , [6] - [8] . In [7] , exposure of a path is defined as the integral of signal intensity measured by sensors along a target path. The paper proposes a centralized approach to identify the minimum exposure path in stationary sensor networks. In contrast, localized algorithms for searching the minimum exposure path are proposed in [8] and [?] using the same definition of exposure as in [7] . Instead of using signal intensity as an intermediate indicator of detection likelihood, a probabilistic model accounting for noise is proposed in [1] . The trade-off between exposure and false alarm probability is also studied. This model has been adopted to study sensor deployment strategies [6] and exposure of targets traversing at varying speeds [9] . A number of studies also used sensor network coverage to design deployment strategies. In [10] , an integer programming based algorithm is developed to minimize the cost of completely covering the region of interest. To maximize sensing coverage of a network, a strategy based on attractive/repulsive virtual forces between nodes is proposed in [11] , and a greedy algorithm that stepby-step places a new node at the most vulnerable point in a region is proposed in [12] . While all of these work studied exposure or coverage in stationary sensor networks, we focus on evaluating exposure in mobile sensor networks.
Recently, a few studies have started to explore the use of mobile nodes with different movement strategies to enhance operations in sensor networks as well as ad hoc communication networks. In [13] , power efficiency of stationary sensors for data collection is improved by using a number of random roaming mobile entities called data MULEs. Experiments on exploiting random mobility such as mounting sensors on animals are studied in [3] , [4] . Besides, controlled mobile nodes have also been used in many cases. In [14] , mobile nodes exercise distributed mobility control to minimize their communication power. In [15] , controlled mobile nodes called message ferries are routinely go on circuit to pick up and deliver data. In [16] , mobile routers are used to help conserve energy at stationary nodes. These work have been focused on the data transport capability of mobile nodes, in contrast to our focus on collaborative sensing and detection with mobile nodes.
Earlier experiences with collaborative operation of networked mobile agents can be found in robotics studies such as pursuit-evasion games [17] , [18] . Despite their similarity with a distributed detection problem, their objectives are rather different. In [19] , a team of pursuers moving on the arcs of a graph is deployed to capture a fugitive who has complete knowledge of the pursuers' locations. The problem is to find a smallest number of pursuers that guarantee to capture the fugitive. In [20] , the pursuers utilize their recent sensory inputs to adaptively determine the new movement directions of finding the evader. Overall, the objective of these studies is to capture a target whose existence is known. Whereas, the detection problem addressed in this paper is to detect the presence of a target without prior knowledge of its existence.
III. SENSING AND DETECTION MODELS
In this section, the sensing architecture of the mobile sensor network is first described. The sensing architecture explains how the mobile nodes collaborate to detect an unauthorized target in the region. We then detail the target energy model and the detection technique proposed in [1] , [2] , such that the method to calculate exposure in mobile sensor networks can be developed.
A. Sensing Architecture
Consider each mobile node samples the environment for a target while patrolling along a given route. A target is an intruder entering the region from any boundary of the region and conducting unauthorized tasks such as spying an asset or collecting useful statistics, which typically require the target staying in the region for a certain amount of time. During this period of time, the target can either idling at a certain position or traversing from one position to another. The target then leaves the region after the task is finished.
A route for a mobile node consists of an ordered sequence of sensing positions where the node takes measurements of the environments. Mobile nodes patrol the routes and report detection measurements to a fusion center periodically through wireless communications. The measurements are fused in the fusion center to arrive at a consensus decision on whether the target is present. Fig. 1 shows an example of the routes and the sensing positions for two mobile nodes. In the example, node 1 and node 2 take measurements at position and respectively at a certain time instant. They report the measurements to the fusion center and then go to the next sensing positions. At the next time instant, node 1 and node 2 report the measurements again at and respectively. In a large region, the measurements can be transferred through satellites or pre-deployed base stations. This sensing architecture provides periodic detection results so the surveillance system can react to the current condition in the region.
B. Target Model
Consider mobile nodes patrolling a region along a set of given routes. Let , , be a snapshot of the sensing positions at a certain time instant and be the target location. The target activities are assumed to emit signals which can be detected by the nodes. In general, the energy of the signals decays exponentially with distance. If the decay coefficient is , the signal energy measured by the node at is given as
where is the energy emitted by the target, is the energy distortion factor due to obstacles, is the Euclidean distance between the target and the node, and is the constant energy range which is a function of the size of the target. Normally, the decay factor is between 2.0 to 5.0 [21] .
Obstacles in the region can have different impacts on the energy level measured by sensor nodes. Some obstacles can absorb, while others can reflect, all or part of the signal energy. In this paper, the impact is characterized by the energy distortion factor . If reflection of energy is negligible, the energy distortion factor used in this paper can be obtained as shown in Fig. 2 . Obstacles are characterized by two radii, and . Consider the two cones formed from the target to the inner circle and the outer circle. A node which lies in the inner cone beyond the obstacle has distortion factor equal to zero. A node which lies outside the outer cone has equal to one. Between the two cones, increases linearly from zero to one with the distance , where is the distance from the center of the obstacle to the line joining the target and the node. When there are multiple obstacles between the target and the node, the distortion factor is assumed to be the product of the distortion effect of each obstacle. With this formulation, a fully absorbing obstacle can be modeled by , and an only partially absorbing obstacle can be modeled by . This paper only consider round obstacles, but the formulation can be extended for obstacles with other shapes in a similar manner.
Energy measurements of sensor nodes are inherently corrupted by noise. Denote the noise energy detected by node as during a particular measurement. Then, the total energy measured at node when the target is at location is where is the target energy from Equation (1) . In this paper, we assume that noise is Additive White Gaussian Noise (AWGN) with mean zero and variance one, and is independent at each node. Thus, the noise energy is a Chi-square random variable with one degree of freedom.
C. Detection
The probability of detecting a target at a certain time instant is based on the value fusion approach proposed in [2] . In value fusion, the nodes collaborate to detect the target by sending the energy measurements to a manager node. The manager node sums up the received data and compares with a threshold to arrive at a consensus decision on whether the target is present. Therefore, the probability of detecting a target at position can be expressed as (2) (3) where is the cumulative distribution function of Chisquare with degrees of freedom. Note that the sum of Chi-square random variable with one degree of freedom is a Chi-square random variable with degrees of freedom. The method of how to choose the threshold is presented in the following section.
IV. EXPOSURE OF MOBILE SENSOR NETWORKS
In this section, we formally define the exposure for the proposed collaborative sensing architecture. As nodes in such networks do not have fixed positions over time and the entrance and leave time of the target may affect the detection probability, we propose a time expansion approach to compute exposure. Efficient algorithms for determining the upper and lower bounds of the exposure are also developed.
A. Definition
Consider a target entering the monitored region for at least time units. In general, the path traversed by the target can be fairly arbitrary in shape. To facilitate the computation, the monitored region is divided into a grid. The granularity of the grid trades off the computation load with accuracy. The target is assumed to be able to stay at a grid point or traverse from one grid point to another in the region. The semantics of the above path is that the target is at location at time , . Note that, the target can move in a cycle or stay at the same location for multiple time instants.
Given the routes of the mobile nodes, the time instant uniquely specifies the locations of the mobile nodes. If the target is at location at time (i.e., characterized by vertex ), it corresponds to certain energy measurements at the sensor nodes. Let denote the probability of detecting a target at location at time instant using the value fusion algorithm on the energy measurements from all sensor nodes. For a given target traversal the probability of detecting the target is (4) Note that, for a certain time instant , can be evaluated by Equation (2) .
Due to noise, the sensor network may incorrectly decide that a target is present when there is actually no target in the region. The probability of these incidents are called false alarm probability. Similar with the derivation of Equation (4), the false alarm probability is given by where is the noise energy at node and is the least required time the target staying in the region. False alarm probability is dependent of the number of nodes but is independent of the node positions and obstacles. Given a false alarm probability, one can determine the corresponding threshold . Particularly, detection probability and false alarm probability are closely related. A higher detection probability always comes with a higher false alarm probability.
Exposure is defined as the least probability of detecting a target over all possible target maneuvers for at least time instants. Formally, exposure can be defined as follows. Definition 2. Exposure: Let be the set of all possible target traversals with . The exposure of the given deployment (i.e., given routes for the mobile nodes) is The corresponding path taken by the target is called exposure path.
To compute the exposure, we map a target traversal as a directed path in the following expansion graph. Let be the least common multiple of the number of sensing positions in each route. The graph has vertices of the form , , , and . For each vertex , there is an outgoing edge to vertices , , , , and subject to the following two conditions: (i) the operation is performed modulo , and (ii) if , , , and result in values less than 0 or greater than , then the corresponding edges are not added. Each incoming edge to vertex is assigned a weight equal to , where is the probability of detecting a target at location given the mobile node locations at time . Note that lies between 0 and 1, and thus is negative. Fig. 3 shows an example of two time frames for the expansion graph. For clarity, only one set of the edges on a grid point is shown in the figure. In fact, every grid point has five edges connecting to the next time frame. Intuitively, the expansion graph adds a time axis for the deployment. Each time frame of the expansion graph is associated with a snapshot of mobile nodes' positions at the time instant and the edges connecting adjacent time frames denote the five possible moving directions of the target (i.e., moving up, down, right, left, and idling). Hence, target energy detected by mobile nodes at each time instant can be evaluated using the expansion graph and thus the weight on each edge can be determined.
The expansion graph can be expanded for infinite time frames. Obviously, a target traversal with time instants has total weight (5) From definition 2 and Equation (4), finding exposure is to find the least detection probability for a target traversal, which is equivalent to finding the minimum of Equation (5), with . One can show that the exposure path is the least weight target traversal in the expansion graph with . Note that the target traversal is not necessary to start from the first time frame of the expansion graph. Once the exposure path is found, by Equation (4), the exposure is (6) Further, the exposure path on expansion graph can be converted to determine target positions versus time. Indeed, the number of time steps in the exposure path can be very large comparing to the required time and there is no principle indicating how long we should expand the time in the expansion graph. However, we can compute the upper and lower bounds on exposure fairly efficiently. The algorithms to find the upper and lower bounds is presented in the rest of the section.
It is worth to note that obstacles are allowed to be in the region. In the presence of obstacles, the edges in the expansion graph that intersect with obstacles are deleted, and the distortion factor in Equation (1) is applied such that the impact of obstacles is included in energy measurements of the nodes.
B. Upper and lower bounds of exposure
Lower bound: Let denote the set of all the "boundary" grid points of the time frame, i.e., the set of vertices in the expansion graph of the form and , with and and with . Further, let denote the set of all the grid points of the time frame, i.e., the set of vertices in the expansion graph of the form , , . all mobile nodes is periodic with period . Therefore, it is sufficient to consider cases where the target exits the region in the time frames to . One can easily show that the final steps of must belong to . The claim follows since the weight of must be greater than the weight of the corresponding suffix traversal in . Note that, and can be easily determined using Dijkstra's shortest path algorithm. Applying Equation (6), a lower bound on the exposure can then be determined using the weight as follows.
A procedure to compute the lower bound is listed in Fig. 4 . To compute , an expansion graph is constructed. Consider a target entering the region at time , for . A dummy starting point is created and connected to , i.e., all the boundary grid points on the time frame with weight zero. A dummy end point is also created and all the grid points in , i.e., all the grid points on the time frame, are connected to with weight zero. Find the shortest path from to . Then is the weight of the overall shortest path of with . Analogously, can be determined on the expansion graph that is connected to the grid points in and the grid points in are connected to with zero weight edges. Then, the lower bound can be determined as the larger one of and . Upper bound: Assume that we are allowed to expand time frames in the expansion graph for a certain integer due to storage or other constraints. Let be the set of all target traversals with length starting at time and . Let and be the weight of the least weight target traversal in . Claim 3:
is an upper bound of weight on the exposure path. Proof: Let denote the exposure path. From the definition, is the target traversal with length as well as the least detection probability. Hence, the weight of must be equal to or less than . It is easy to compute using Dijkstra's shortest path algorithm. A procedure to compute the upper bound on exposure is listed in Fig 5. The procedure is similar with that for computing lower bound except the constructed expansion graph. Since a eligible target traversal can have length with , a expansion graph is constructed as follows. Consider a target enters the region at time . A dummy starting point and a dummy ending point are created. Connect to the boundary grid points in and connect all the boundary grid points in to . Let be the shortest path on this expansion graph. The upper bound is the weight on the overall shortest path of with . A tighter upper bound may be obtained with a larger . Note that these algorithms are effective for any route and sensing schedule for mobile nodes with and without the presence of obstacles in the region.
V. SIMULATIONS
In the following simulations, we demonstrate the approach to calculate the upper and lower bounds on the exposure in mobile sensor networks. We use four mobile nodes and the routes of the mobile nodes are given in a region. The target energy is assumed to be with decay factor , and the noise is assumed to be AWGN with mean zero and variance one. The threshold for fusion is chosen such that the false alarm probability is . In addition, we assume that the target must stay in the region for at least time units to accomplish its task.
A. No Obstacle
In the first simulation, the mobile nodes are set up to mimic border patrol for a region without the presence of obstacles. We assume that the nodes can traverse two grid edges and the target can either traverse one grid edge or idling during one time instant. Although mobile nodes' speed is twice faster than the target, the speed of mobile nodes would not affect our exposure evaluation approach. Mobile nodes move counterclockwise starting from the four corners of the region at time zero. The paths of the upper bounds with and and the lower bound are illustrated in Fig. 6 , and the corresponding target positions versus time are given in Table  I . For clarity, we only list the time and coordinates when the target changes activities. From the figures, the upper bound with and are 0.4236 and 0.4242, respectively and the lower bound is 0.4. In this example, the upper bound can be improved with larger . With , the target enters the region at time and stays in the center of the region until it moves out. Since exposure is the least probability of detecting the target, the target would stay away from the nodes as far as possible on the exposure path. Notice that the target spends 105 time units in the region instead of exactly 100 time units. This is because it wants to choose an appropriate time to leave such that the probability of being detected is low.
In the second simulation, the nodes are arranged to patrol the whole region as illustrated in Fig. 7 . The nodes follow the routes in the sense of zigzag from the center of the region to the boundary and then go back to the center in the inverse direction. Measurements are taken in both forward and backward directions. The results show that both the upper bound with and the lower bound of the exposure are 0.392, Thus, we have the true exposure path for a target staying in the region at least 100 time units. There is no need to examine the upper bound with , since the worst case exposure path has been found. The trace of the positions versus time for the exposure path is shown in Table II .
From the simulations, the exposure of the boundary patrol is higher than that of the whole region patrol. However, the exposure path of the boundary patrol allows the target to go into the interior of the region while the exposure path of the whole region patrol is only on the boundary. Choosing the optimal routes for mobile nodes is an challenging problem. In certain cases, if the target is not hostile, one may favor the border patrol to increase the probability of detecting the presence of the target. In other cases, one may choose the whole region patrol to well cover the interior of the region. Although the above simulations only give two typical route plans, our exposure evaluation method is applicable to any number of mobile nodes with various route and sensing schedules.
B. With obstacle
In the presence of obstacles, we place obstacles randomly in the region as shown in Fig. 8 . The radii of the obstacles are 2, 3, and 4 with respect to the different sizes of the obstacles figure. The radius of the inner circle associated with the energy distortion effect is set to be half of the obstacle radius. Four nodes are arranged to patrol the region counterclockwise from the center of the region. The upper bound with and and the lower bound are illustrated in Fig. 8 . In this case, the two upper bound paths are identical. Since the lower bound and the upper bound are very close, the upper bound target traversal is possibly very close to the exposure path. For space constraint, we only list the upper bound path versus time in Table III . An interesting observation is that the target traversal takes the shelter between two obstacles, and if the target has to stay for a long time in the region, it repeats its motion with a period equal to the period of the patrol of the nodes.
VI. CONCLUSION
Mobile sensor nodes provide more flexibility and agility in surveillance systems for many situations where traditional stationary sensor networks are inadequate to the practical situations. This paper addresses the problem of evaluating 
