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An approach to forecasting the demand.( or local area telephone service 
is presented in this paper. The specific problem discussed is the fore-
casting qf main stations in three Michigan metropolitan areas. Several 
different statistical models are used. The .first class of rnodels intro-
duced uses adaptive exponential smoothing and is based solely on the 
past history qf the time series involved. Although appropriate data at 
the local area level are very difficult to obtain, two exogenous time 
series related to household formations are used to construct more 
elaborate nwdelsfor one <f the areas. The various models are evaluated 
by both the average absolute and the root-mean-square forecast error. 
Jn terms qf these criteria, the first class of niodels referred to above per-
forms reasonably well while the second set does considerably bet/er. 
This argues strongly that fi1ture irnprovements inf(Jrecasling accuracy 
will be made by the rnore extensive involvement<!/' exogenous variables. 
• Forecasting the demand for main telephone stations a major 
management task in the Bell System which requires attention on 
many different fronts. Most of the usual problems in the develop-
ment and interpretation of forecasts are present in this task. More-
over, it offers complex problems of its own which arise largely from 
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the specific geographical context for which the forecasts must be 
prepared. For example, in forecasting at the level of the national 
economy or of the total Bell System, the geographical context may not 
be an important factor .1 As the geographical area becomes smaller, 
however, one must take account of this influence. Exogenous 
data become much harder to obtain, and short-term local swings 
caused by strikes, welfare policy, and changing deposit practices ap-
pear to be impossible to predict by analytic techniques. It is interest-
ing to note that forecasting methodologies used at the national level 
arc often applied to a local area without any modification whatsoever. 
An additional concern in this problem is the need to forecast the 
demand for different classes of Bell System services. Two of the most 
important service classifications, business and residence main sta-
tions, were considered in this work. Although many other user ser-
vices exist (for example, rural, coin, or mobile phones), they will not 
be considered in this paper. 
The Bell. System makes very large and growing annual expendi-
tures in construction. Recently, this amount was in the neighborhood 
of seven billion dollars, with an annual rate of growth of approxi-
mately 10 percent. Much of this investment goes toward the construc-
tion or expansion of wire centers2 and associated outside plant equip-
ment in order to tie the telephone user to the switching equipment. 
Clearly, local area forecasts coupled with additional information are 
an important input into this construction program. The magnitude of 
the forecasting problem is seen when one considers that for the Michi-
gan Bell Telephone Company, the operating company supplying the 
local area data used in this study, there arc over 300 wire centers 
for which forecasts are needed on at least an annual basis. 
[J Local area forecasting. ideally, the forecasting activity at the local 
level should be closely related to the study of the complex interface 
between the forecasting of main stations and the planning and capital 
budgeting functions. For example, new facilities planning should be 
executed so that new equipment will become operational in each 
wire center just as the maximum capacity of the wire center is reached. 
Such a good match forecasting and planning would allow new 
rnand to be met, while at the same time capital costs of the increment 
would be held to a minimum. 
l n addition, the snrnller the geographical area studied the more 
dillicult is the problem of data collection, since far fewer data are 
available for counties and standard metropolitan areas than for states 
and still larger areas. Worse yet, forecasts should be made at the wire 
center level (i.e., the geographical area served by a given wire center), 
and this may be even smaller than a single county. No less frustrating 
is the fact that some wire centers include parts of two different 
counties. 
Local area main station forecasts are needed for a period of ap-
proximately twelve to eighteen months in the future because this is 
the period of time required to design, manufacture, and install an 
addition to an existing wire center. Moreover, the engineering of 
1 See, for example, Chacldha and Chitgopekar 121. For a more general discus-
sion, see Box and Jenkins I 1 J. 
2 A wire center may be defined as the physical facility housing the telephone 
switching equipment for a given geographical area. 
additional facilities is of such a nature that it may be either impossible 
or prohibitively costly to install the additional equipment in another 
wire center should it turn out that demand for service by a given wire 
center does not grow as anticipated. 
Although a forecast interval of eighteen months may be regarded 
by some as a short term for which forecasts should be relatively easy 
to develop, it is sufficiently long for the problern to be difficult. In 
addition, decisions based on these forecasts involve large amounts of 
money, as was indicated earlier. 
Jn this work it has been assumed that the historical time series of 
main stations adequately represents the demand for main stations in 
the past. The validity of this assumption will vary from area to area. 
It is probably a good assumption if an area has few held orders. :i On 
the other hand, if held orders exist they clearly represent part of the 
main station demand. A compounding difficulty is that in areas in 
which it is well known that telephone orders are not being filled, po-
tential customers may not even request service, so that demand may 
exist which completely unknown to the telephone company. In the 
areas in this study, held orders do not appear to he a serious 
concern. 
[] The history of the study. The work set forth in this paper had its 
origin in an association between staff members of Bell Telephone 
Laboratories and persons affiliated with Michigan Bell Telephone 
Company who were interested in refining and improving main station 
forecasts for local areas. After some experimentation with multiple-
regrcssion models (whose results were poor in terms of forecast ac-
curacy), historical data of monthly main stations were studied using 
the of statistical time series analysis, such as exponential 
and spectrum These procedures 
were used largely because historical data on main stations were 
available on a monthly basis and data on related exogenous variables 
were scarce. Effort was concentrated on these models despite the 
authors' suspicion that future demand for telephones in a local area 
might be weakly related to characteristics of historic demand. 
main stations as of a given month n1ay be more heavily 
zoning changes and shifting population mobility char-
than by the past data on rnain stations in the area. 
[J The data. The investigation began with two tirne "'"'r"''''-,,, __ .,, 
or business main telephones and a series or residence rnain telephones 
----fron1 each of three Michigan cities. Observations were available 
n1onthly for a fifteen-year period, from 1954 to I 969. The cities were 
selected to rellect different economic and demographic influences that 
must be dealt with successfully if one is to develop local area fore-
casting models of general usefulness. One of the cities, Flint, is large 
and depends heavily on one cyclical industry and its related firms; 
a second, Grand Rapids, is a city of about one-quarter of a million 
people and has a well~diversified economic base; and the third, Battle 
Creek, is a s1nal1er city with a stable economic growth record. 
Early in the study, the conclusion was reached that the business 
and residence series were sufllciently different to warrant separate 
;i A "held order" is a customer's request for a particular type of service which 
cannot be supplied. 
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analysis; only the analysis of residence telephones is presented in this 
paper. Furthermore, each series was decomposed into a series of con-
nects and a series of disconnects, the difference of which yields the 
net main station gain for each month. Most of the analysis was di-
rected towards these connect and disconnect series. There were five 
reasons for this: 
(I) The initial analysis of aggregated series of residence main sta-
tions did not yield sufficiently accurate forecasts. Consequently, it 
was felt that the additional parameters which arc introduced by the 
fitting of subaggregate models might yield lower forecast errors. 
(2) It was evident that the series of connects and disconnects had 
different characteristics. As an extreme example of this difference, 
consider a resort area wire center in which connects and disconnects 
are stable all winter but in which the connect series regularly peaks in 
the spring and the disconnects regularly peak in the fall. 
(3) The decomposition of main stations into connects and dis-
connects was feasible, since the operating company had the necessary 
data. 
(4) The forecasting techniques developed for connect or discon-
nect series might be useful in forecasting other local area time series. 
(5) Forecasts generated for the connect and disconnect time series 
arc useful to the local operating companies in scheduling related 
activities. For example, the work of installers is closely tied to the 
levels of connect and disconnect activity. 
• Plots of the residence main station, connect, and disconnect series 
for Flint are shown in Figures 1 and 2. The most obvious characteris-
tic of the main station series shown in Figure 1 is its volatility, a sub-
stantial portion of which reflects movements in the United States 
cconorny. For example, the large drops shown in the plot for the years 
1958-1959 and 1961- 1962 occur during periods of softening in the 
economy. There is a marked change in the rate of growth in the series 
beginning in 1966, and the very rapid advance in the number of resi-
dence telephones in service shown from 1962 to 1966 is not present in 
the years 1966---1969. 
The series of connects and disconnects shown in Figure 2 exhibit 
a much stronger seasonal pattern than that seen in the main station 
series. This characteristic can be easily related to traditional moving 
patterns of families in the United States. Family moves occur with 
high frequency during the summer, and activity in connects and dis-
connects increases greatly in resort areas during the same period. 
Generally, the connect series is more volatile and less stable than the 
disconnect series. 4 Notice in Figure 2 that, for fixed periods of time, 
the connect series shows more peaks than does the disconnect series 
during the corresponding time period. Also note that the seasonal 
pattern tends to be more regular in the disconnect series than in the 
connect series. 
0 Initial analysis. Three major results were obtained from the initial 
analysis. First, the long-term behavior for the majority of the series 
4 In each of the local areas investigated, the connect series showed more power 
in the high frequency region of the spectrum than did the disconnect series. 
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is modeled well by a quadratic polynomial. Second, the residuals from 
the estimated quadratic polynomial are strongiy seasonal in the sense 
that the power spectrum of the residuals shows a significant peak at 
a frequency corresponding to a twelve-month cycle. Third, the analy-
sis (including the cross-spectrum) revealed no stable lagged .relation-
ships between the connect and disconnect series, so that subsequent 
analysis was directed toward forecasting each series separately and 
not toward forming an interactive connect-disconnect model. 
Consequently, the first model was developed to forecast either 
the connect or disconnect series separately, and it assumed that the 
series consisted of a trend co1nponent tr(!), a seasonal component 
s(t), and an error term ({t) in the additive manner displayed in equa-
tion (I). In equation (I), t;(t) is an independent random error with zero 
mean and finite variance a-t 2 for all t, and y(t) may denote either the 
connect or the disconnect series: 
y(t) tr(!)+ s(t) t(f); T. (1) 
The trend effect was forecast using a quadratic polynomial whose 
coefficients were estimated by standard least-squares regression tech-
niques. These estimates were based on all data available at the time 
the forecast was made. When the forecast evaluation procedures de-
scribed later in this section were followed, iterative methods5 were 
''See [3]. 
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FIGURE 2 
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used to update the estimated coellkients as new observations were 
incorporated. Thus, for time L, the estimated trend was 
tr(t) llo 
and the residual 
r(t) = y(t) - tr(t) (3) 
(an estimate of the seasonal and randorn components), was forecast 
using simple exponential smoothing. However, because of the 
strongly seasonal nature of the residual series, a decomposition was 
performed resulting in twelve separate 1nonthly series: a series of 
January values (one from each year), a series of February values, and 
so forth for each month of the year. Simple exponential smoothing 
was then used on each of the twelve monthly series. This model was 
not satisfactory, and later sections describe further modifications. 
D Evaluating forecasting models. In order to achieve effective mea-
sures of forecast results, one would like to have a loss function associ-
ated with the forecast errors for each local area. However, such loss 
functions are not easily determined. It is very difficult to associate 
dollar costs with unfilled demand for services or with excess plant 
capacity. Nevertheless, for this problem it appears to be reasonable to 
give the same weight to both positive and negative forecast errors of 
the same magnitude. Consequently, the average absolute forecast 
error and the root-mean-square forecast error were used for model 
evaluation. It is helpful to compute these measures by averaging over 
the time series in the foilowing iterative way: 
( 1) Consider a monthly time series y (t), T { 1, 2, ... , N}, 
and use B months of data as a base period to obtain a fore-
cast J>(B + L), of the series for time (B L), where L is the 
lead time in rnonths. 
(2) Iterate through the series until data through period (N L) 
arc used to forecast period N. 
(3) Evaluate: 
(a) Average absolute forecast error 
A.E. I y( k) 5>( k > I • 
I) k=-U 11, (N --- B L 
(b) Root-mean-square forecast error 
N 
R.E. !y(k) 
13 L I) 1r- n+1, 
exponential stated the results 
from use of a quadratic trend and a exponential 
of the residuals were not sufficiently accurate for our pur-
6 which is 
a 
is forecast 
Z(f L) (4) 
where ) is dclined in a 1nanncr similar to that for the smoothed 
of the in sim plc exponential 
II 1(Z). (5) 
'Tl1e major difference between exponential and 
simple exponential srnoothing is the dynamic assignment of the 
smoothing weight, a(t). To discuss this further, the following defini-
tions arc useful: 
a(I) I Tracking Signal (I) I , 
SE(I) 
Tracking Signal (/) = -----------------
SAE(t) 
(6) 
(7) 
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1) 
(8) 
(9) 
(10) 
The values of SE(O) and SAE(O) are defined to be zero, which yields 
a(I) = 1.0, thus obviating the need to define S0(Z) in equation (5). 
It is interesting to look at limiting values of the smoothing weight, 
a(t). Consider the case where all the forecast errors are of the same 
sign. ln this case, the SE (smoothed error) and the SAE (smoothed 
TABLE 1 
ADAPTIVE TWO-WAY FORECASTING MODEL, EQUATION (13) 
(MAIN STATIONS) 
FORECAST ERROR 
LOCAL AREA LEAD "(- p TIME AVERAGE ROOT-
ABSOLUTE MEAN-SQUARE 
FLINT 12 0.9 0.8 1250.6 1588.1 24 0.1 0.3 2124.0 2537.9 
GRAND RAPIDS 12 0.7 0.4 562.5 723.0 24 0.9 0.1 1034.3 1163.7 
.. 
12 0.3 0.7 279.7 368.4 
BATTLE CREEK 24 0.3 0.6 724.2 842.7 
NOTE: 
ALL VALUES SHOWN IN THE BODY OF THE TABLE CORRESPOND TO THE LOWEST AVERAGE, 
ABSOLUTE FORECAST ERRORS OBSERVED FOR THE {"f,/3)VALUES TESTED. IN EACH CASE, 
N = 180 MONTHS (SERIES LENGTH) AND B = 60 MONTHS (BASE PERIOD). 
FIGURE 4 
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absolute error) have the same magnitude. Hence the absolute value 
of their ratio is one, as is the value of a(t). A smoothing constant with 
value one gives the smoothed history of the series zero weight. Hence 
in this case very rapid adaptation to changes in the series occurs. 
On the other hand, when forecast errors tend to alternate signs 
and be of approximately the same rnagnitude, the SE tends to zero 
while the SAE tends to a non-zero value. Thus, the absolute value of 
the tracking signal approaches zero, yielding a forecasting equation 
that a large weight to the smoothed history. The rate at which 
the srnoothing constant adapts to changes in patterns of the forecast 
errors is a function of r, the adaptive smoothing constant. 
The choice of the best value of r raises a question which is com-
mon to 1nany forecasting schemes: should one choose a large value 
of r to adapt to secular changes which occur in the series, or a lower 
value of r which yields stable forecasts in the face of random fluctua-
tions in the series being forecast? One way to resolve this dilemma is 
to choose the value of r which minimizes the forecast error criteria 
evaluated for each of the local areas. 
The use of adaptive exponential smoothing led to a sequence of 
local-area forecasting models. The first model developed assumed 
that the time series were made up of a trend and seasonal effect as in 
equation (1). The residual series, formed by subtracting the estimated 
quadratic trend from the actual series [see equation (3)J, was forecast 
using the adaptive procedure. Unfortunately, this model suffered 
1967 
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FIGURE 5 
FORECAST OF MAIN STATIONS FOR FLINT, MICHiGAN 
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from large and continuing forecast errors due to the inability of the 
quadratic trend to adapt to the dynamic shifts found in the local-area 
time series. 
In an effort to have a model which was more responsive to shifts 
in the trend, the across-month exponential smoothing models of 
Winters7 were extended. Winters' original models assumed that in 
a given series, Z(t), the trend and seasonal effects are multiplicative, 
and he used simple exponential smoothing to smooth both the across-
rnonth component (trend), Ai, and the separate-month component 
(seasonal), It. As modeled for the local-area data, the across- and 
separate-month effects arc assumed to be additive as in equation ( 1 ). 
The across-month effect is forecast using adaptive exponential 
smoothing: 
A 1(Z) == a(t)IL(t) )] ll a(t)]A 1 .1(L) . ( l l) 
The separate-month effect is forecast using simple exponential 
smoothing by 
A,(Z)] (1 -- f3)l1 1:.(Z) . ( 12) 
Note that the across-month effect is updated with each new ob-
servation. However, the separate-month factor for any particular 
month is updated only every twelve months as a new observation 
becomes available for that given month. Using this "two-way" 
smoothing procedure, a forecast is made by summing the seasonal 
and across-month effects for the appropriate lead time: 
Z(t + L) 
7 See [6]. 
1
A1(Z) 
At(Z) 
l1+L-12(Z), for 
l1+L-~2.1(Z) , for 
LS 12, 
12 < LS 24. 
(13) 
FIGURE G 
FORECAST OF MAIN ST/\TIONS FOf~ GRAND RAPIDS, l\/11CHIC3AN 
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It does not appear fcasihle, at this in the model develop-
ment, to use adaptive exponential smoothing to both the 
seasonal and across-month effects, although this appears to be an 
interesting matter for future research. 
since the seasonal lluctuations in the data appear to be 
more than the trend the is 
used in the across-month effect. Note that simple exponential smooth-
wil! to in the !eve!. I l . this 
ment will not be as rapid as that given by the adaptive smoothing. 
The forecasting procedure summarized by equation ( 13) is irnplc--
ment.ed by forecasting separately the connects and to 
yield a forecast of main station series. Shown in 'Table I are the pa-
rameter values which resulted in the lowest forecast errors in the main 
station series. Although not shown in this table, the connect and dis--
connect forecasts indicate that further improvcrnents in forecast ac-
curacy nH1y be possible. 
A estimation exponential srnooth-
was developed which connect or disconnect 
series, y(t), into twelve monthly series, y/l). 'The adaptive smoothing 
is used to forecast each of the monthly series separately, 
+ 
L 
12 
[.IL2] 
for L [2, 36, 
(14) 
otherwise. 
Shown in Figures 3, 4, and 5 are the results l'rom 1-=i'lint, using 
adaptive exponential smoothing for the separate monthly series, each 
with a twelve-rnonth lead time. The forecast main station series re-
sults from aggregating the forecast connects and disconnects. lt can 
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TABLE 2 
BEST FORECASTS FOR ADAPTIVE WITHIN--MONTH MODEL, EQUATION (14) 
FORECAST ERROR 
TYPE 
AREA OF LEAD GAMMA ROOT-
SERIES TIME AVERAGE MEAN-ABSOLUTE SQUARE 
CON. 12 0.50 182.6 242.4 
DIS. 12 0.50 144.9 195.9 
M.S. 12 0.50 1145.3 1454.3 
FLINT 
CON. 24 0.10 208.9 961.9 
DIS. 24 0.10 221.7 267.8 
M.S. 24 0.10 2030.0 2317.5 
----- ----
CON. 12 0.40 130.9 174.3 
DIS. 12 0.40 108.9 136.2 
GRAND M.S. 12 0.40 498.3 567.1 
RAPIDS CON. 24 0.70 165.6 209.4 
DIS. 24 0.70 138.8 170.3 
M.S. 24 0.70 1018.1 1158.2 
----
CON. 12 0.99 58.2 85.5 
DIS. 12 0.99 58.1 74.8 
BATTLE M.S. 12 
0.99 291.9 378.0 
CREEK CON. 24 0.99 76.1 99.9 
DIS. 24 0.99 64.7 91.0 
M.S. 24 0.99 754.0 864.9 
NOTE 
THE VALUES PRESENTED ARE BEST IN THE SENSE THAT THEY MINIMIZE THE AVERAGE AB· 
SOLUTE FORECAST ERROR. IN THE CASE WHERE THE AVERAGE ABSOLUTE FORECAST 
ERROR APPEARS INSENSITIVE TO MODEL PARAMETER CHANGES, THE VALUE PRESENTED 
IS THAT WHICH MINIMIZES THE ROOT-MEAN-SQUARE FORECAST ERROR. IN EACH CASE, . 
N = 180 MONTHS AND B = 60 MONTHS. (CON., DIS., AND M.S. ARE ABBREVIATIONS FOR 
CONNECTS, DISCONNECTS, AND MAIN STATIONS RESPECTIVELY.) 
be seen by visual inspection that the sudden changes in the series oc-
curring 1960-1962 and 1966-1969 are major sources in the fore-
cast error for the disconnect, and main station series 
casts. Although unreasonable forecast errors do not continue for long 
periods of time, there does not appear to be sufficient information in 
the series to forecast the sudden shifts which occur in the form of the 
series. 
The main station forecast (with a twelve-month lead time) for 
Grand Rapids is shown in Figure 6. Note that the demand pattern 
exhibited by Grand Rapids is much more stable than that for Flint. 
As a result, the forecast errors for Grand Rapids are smaller than for 
Flint, even though the total number of main stations in service is 
larger by a factor of 1.5. Forecasting results for the three local areas, 
obtained by the adaptive within-month model, are shown in Table 2. 
In summary, the adaptive model works very well under stable 
conditions and reacts quickly to secular changes in the structure of the 
series. However, major shifts in the form of the series create large 
forecast errors during these periods of change. 
• As stated above, although adaptive forecasting produced good 
results during periods of relative stability, there is not sufficient in-
formation in the series to forecast the major changes in the trend. 
On the other hand, the techniques of adaptive exponential smoothing 
produced good results in the face of the strong seasonal pattern shown 
in the connect-disconnect series. Consequently, it appeared reason-
able to look for useful exogenous data to incorporate into the adap-
tive smoothing model. For exogenous data to be useful in forecasting 
applications, they should have the property that they "lead" the de-
mand for residential telephone service in the local area being forecast. 
The use of exogenous data in the forecast model introduces two 
related major problems. First, one has to decide which of all the con-
ceptually useful exogenous variables are likely to be fruitful. Sec-
ondly, these data must be obtained with a reasonable expenditure of 
time and resources. For residential telephone demand in small and 
medium-sized metropolitan areas, one might judge that new house-
hold formation is closely related to new demand for residence main 
telephones. While it is true that demand for a second niain station 
within the same household is rising, this demand is still very srnall 
compared to that generated by new households. 
For one of the local areas studied (Flint), two exogenous series 
were obtained. These are (I) a monthly count of the total number of 
employees covered by unemployment compensation, and (2) a yearly 
series of the total number of households in the local area of Flint for 
1960 through 1968. 8 ln order to use the yearly exogenous series in the 
forecasting of a monthly series, the yearly series were broken down 
into monthly series by assuming that the growth was uniform 
throughout each year. 
A number of models were developed to exploit this exogenous 
information, the most successful one being given in equation (15). 
Notice that the change in the exogenous series is used, and not the 
actual count. It is the change (gain or loss) which will effect the new 
demand for telephone service: 
y;(t G) = St(x, yj) = (x(t)ly1(t) {:itix(t)J 
where 
and 
G 
L 
12 
[L/12] 
-+- l l --· a(/)]S, -1(x, Yi) , (15) 
for L = 12, 24, 36, 
l , otherwise , 
= x(t) x(t 1). 
In this model, it is assumed that the exogenous data should also be 
weighted by the adaptively assigned a(t). Therefore, when changes in 
the form of the do occur and forecast errors are of the same sign 
the new observation and the exogenous series will receive a large 
weight. 
Among all the models studied, the results from using equation (I 5) 
to forecast the connect and disconnect series exhibit the largest re-
duction in main station forecast errors. Shown in Figure 7 are the 
best twelve-month main station forecasts for Flint using the exoge-
nous series of households. The average absolute forecast error ob-
served is 986.3, which is a reduction of approximately 15 percent over 
the best forecast generated without the exogenous data. It seen1s rea-
sonable that if better exogenous data on new household formations 
8 Series (I) was obtained from the Michigan Employment Security Commis-
sion and series (2) frmn the Michigan Bell Telephone Company. 
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FIGURE 7 
FORECAST OF MAIN STATIONS FOR FLINT, MICHIGAN 
USING EXOGENOUS DATA 
z 
0 
~ 
<( 
> 
a: 
UJ 
()) 
al 
0 
830 
790 
750 
710 
----ACTUAL 
- - - - FORECAST ,,.7 
r.I 
I 
"" I \ I 
'--...JI 
I 
/ 
/""/ 
I 
I 
// 
I 
I 
I 
I 
I 
670 195~9:---'-~~,9~6--,~-<--,.-19~6~3~......J-:--1-9~65:----L~-,~96~7~-'-~·1-9~6-9~~--I 
TIME 
were used, even further improvements in the forecast accuracy could 
be achieved. 
II In a study such as this, which has ranged over a large number of 
different statistical techniques and over various sets of data, there are 
several useful conclusions that can be derived. Some of the more im-
of are below: 
( l) The major problem of local-area forecasting is one of timing the 
construction of a new wire center. Consequently, it appears that 
analysis of historical time series should be made on the basis of 
groups of wire centers, where each group covers a meaningful 
geographical area. Gathering and analyzing such time series ap-
pears to be straightforward, and would be except for the fact that 
these apparently innocent time series of main stations can have 
treacherous characteristics. One of these characteristics sterns 
from the fact that customers can be transferred from one wire 
center to another. Most often this happens when a new wire 
center is put into operation, but it can happen at other times also. 
This means that the historical time series for a specific wire center 
may refer to a variable geographical area, so that some of the 
apparent changes in demand simply reflect changes in the assign-
ment of physical plant. Complete historical records of such 
changes are often not available. 
(2) The business-residence split is necessary for statistical analysis. 
The characteristics of these two types of demand are sufficiently 
different that they should not be aggregated. As an example, 
residence gain seems to ha.ve a more regular trend than business 
gain. The latter is probably very much related to fluctuations in 
both general and local business conditions. 
1·he characteristics of the connect and cl isconnect are 
sufficiently different that they also need to be analyzed separate1y. 
an extreme example of this, these two series may have sub-
stantially different patterns in resort areas. A result of these 
differences is that a combined series of total main stations not 
only has larger variabiiity but is also harder to analyze and 
comprehend. 
( 4) Sorne short-term local swings arc almost impossible to predict by 
present methods. Local swings are frequently brought about by 
strikes, welfare policy, zoning changes, and deposit practices. 
such as these may not be predictable by any statistical 
n1cthod whatsoever. 
(5) While the analysis of the data and the improvements in the models 
have increased the forecasting accuracy, the forecasts need to be 
better yet. lf empirical confidence limits on the forecasts are 
devclopedn and translated into intervals of time, then it becomes 
dear that the difference between the earliest and latest times at 
which new plant will be required is often too large to be of any 
value. 
(6) The 15-percent in accuracy achieved in the Flint fore-
casts by the introduction of the exogenous data is an important 
indicator of further gains that can be made by the use of relevant 
exogenous data. After all, this gain was achieved by the introduc-
of only nine annual observations on new household forma-
tions. In addition, the city of Flint was selected because of the 
apparent difllculty in forecasting there. The statistical character-
of Grand Rapids are much more regular. This result tends 
our that analysis of the historical ti111e 
of main stations is an important towards better Inca! 
but that a more direct study of the factors which 
the iocai demand for tdephone service needed, 
search for closely related exogenous data. Such a search will 
not be easy because the potential demand ractors are many and 
For example, the characteristics of demand are not 
to be the sarne in urban and in suburban areas. In sur-
burbia, the dernand is perhaps related to the number of families 
into new horn.es and apartn1ents, while in the more urban 
the telephones may be related to shifting land 
use. ()ther of dernand will undoubtedly be irnpor-
and all oC tlic111 are probably dynamic in that they are closely 
related to population rnobility 
h1 surnmary, then, five main directions appear pro1nising for 
future work: 
(I) Obtain and analyze more accurate historical information by wire 
including both exogenous and main station time series. 
(2) Survey customer demand by local area, including the manner in 
which it relates to population mobility and dynamic customer 
characteristics. 
(3) Develop models specifically to forecast the time at which plant 
capacity is exceeded. 
v See Williams and Goodman 15]. 
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(4) Examine alternative error criteria for parameter estimation which 
more fuIIy represent the costs associated with forecast errors. 
(5) Forecast other facets of plant utilization, such as equipment 
usage, rather than simply equipment demand. 
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