Rudas, Clogg, and Lindsay (RCL) proposed a new index of fit for contingency table analysis. Using the overparametrized two-component mixture, where the first component with weight 1 2 w represents the model to be tested and the second component with weight w is unstructured, the mixture index of fit was defined to be the smallest w compatible with the saturated two-component mixture. This index of fit, which is insensitive to sample size, is applied to the problem of assessing the fit of the Rasch model. In this application, use is made of the equivalence of the semi-parametric version of the Rasch model to specifically restricted latent class models. Therefore, the Rasch model can be represented by the structured component of the RCL mixture, with this component itself consisting of two or more subcomponents corresponding to the classes, and the unstructured component capturing the discrepancies between the data and the model. An empirical example demonstrates the application of this approach. Based on four-item data, the one-and two-class unrestricted latent class models and the one-to three-class models restricted according to the Rasch model are considered, with respect to both their chi-squared statistics and their mixture fit indices.
Introduction: The Rudas-Clogg-Lindsay fit index
In place of the classic concept of goodness-of-fit tests, Rudas, Clogg, and Lindsay (1994) proposed a new index of fit, the RCL index, which does not result in chi-squared distributed test statistics. The RCL index quantifies the discrepancy between the model and the data in terms of the proportion of cases incompatible with the model to be tested. Being based on the mixture approach, the RCL index of fit is universally applicable, and -with regard to contingency table analysis -is related to latent class analysis (Lazarsfeld, 1950; Lazarsfeld & Henry, 1968) . Its simple logic is as follows. For a given model (¼ hypothesis, H) applied to a contingency table of probabilities, P, having two or more dimensions, the two-component mixture is considered, where w and 1 2 w, 0 # w # 1, are the mixing weights, and P 1 and P 2 represent the tables of probabilities for the mixing components C 1 and C 2 , respectively; see also Figure 1 . In contrast to latent class analysis, where independence is assumed within each subtable P 1 and P 2 , the hypothesis H is stated by P 1 , the structured part of the mixture model, while no restrictions are imposed on the unstructured part of the mixture model, P 2 . As any contingency table P can generally be decomposed in this way for an interval of w-values, the RCL index of fit, w * , was defined to be the smallest such w. The mixture model having parameters w, P 1 , and P 2 is thus overparametrized, and, as a consequence, P is perfectly fitted: the statistics of conventional chi-squared goodnessof-fit tests contrasting the observed and expected cell frequencies become equal to zero. Rudas et al. (1994) considered simple contingency table models only where the structured part of the mixture model consists of one homogeneous component. However, the structured part of the mixture model P 1 may itself be composed of two or more components specifying submodels assumed valid for portions of the cases. Among others, such a situation arises in evaluating the quasi-independence model of rater agreement: the first subcomponent of the structured part of the mixture model represents the independence model of agreement by chance and the second subcomponent represents the pure agreement model governing the diagonal cells of the square contingency table only (Formann, 2000) . Alternatively, the structured part of the mixture model may be used for stating a particular latent class model to be tested having some unconstrained or constrained classes, the latter being the case when applying the mixture approach to the problem of testing the Rasch model. Whatever the model, the resulting RCL index of fit w * gives the proportion of cases outside this model and 1 2 w * gives the proportion of cases compatible with it.
Testing the Rasch model
It has been known for some years that -apart from degenerate cases -the Rasch (1960) model and specifically restricted latent class models become equivalent in that the conditional maximum likelihood (ML) method for the Rasch model and the semiparametric ML method realized by latent class models result in the same item parameter estimates (cf. De Leeuw & Verhelst, 1986; Follman, 1988; Lindsay, Clogg, & Grego, 1991) . This equivalence is attained if two conditions are met. First, the item-specific probabilities of the latent class model have to be restricted in the sense of the Rasch model, and second, the number of classes has to be 'large' enough. That is, the item Figure 1 . Decomposition of the observed contingency table P into the structured (model) component P 1 and the unstructured component P 2 .
latent probabilities p ij j ; i ¼ 1; : : : ; k (items), j ¼ 1; : : : ; m (classes), have to be governed by
with j j being the ability parameter of class C j and s i being the difficulty parameter of item I i , P i s i ¼ 0, and the number of classes has to be (at least)
For m * classes, usually all parameters are identifiable if k is odd, but one parameter will be unidentifiable if k is even. By setting one constraint, this ambiguity can be removed for some variants of constraints; see Formann (1995) , and for identifiability issues in latent class models in general, see McHugh (1956 McHugh ( , 1958 , Goodman (1974) and Formann (2003) . With increasing number of classes, m, the fit of the latent class/Rasch model (LC/RM) restricted according to (1) becomes better in terms of chi-squared goodness-of-fit statistics, reaching its optimum for m ¼ m * . At the same time, the fit of the raw score distribution improves, becoming perfect for m ¼ m * in any regular case. Hence, the semi-parametric method of parameter estimation realized by the LC/RM with m * classes implicitly conditions on the raw score distribution, whereas the conditional ML method explicitly conditions on it, so that eventually both methods result in identical estimates of the item parameters. Therefore, in order to test the Rasch model by means of the RCL fit index, the structured component P 1 has to be composed of m * subcomponents restricted according to the LC/RM while the second component P 2 of the mixture has to be unconstrained as before. For example, for k ¼ 4 items, m Ã ¼ k=2 þ 1 ¼ 3 has to be chosen ( Figure 2) ; increasing the number of classes further does not improve the fit, either in terms of chi-squared goodness-of-fit statistics or in terms of the mixture fit index w * . For m * classes and in cases where the Rasch model fits perfectly in terms of w (i.e. w * ¼ 0), under the RCL approach, the fit of the raw score distribution will be perfect, too; if w * . 0, the raw score distribution cannot be fitted perfectly by the structured component P 1 alone, and the RCL estimates of the item parameters do not agree with their conditional ML estimates. 
Example
A series of non-verbal items of an intelligence test was administered to a sample of N ¼ 1163 participants. For four selected items, the response patterns and their observed frequencies are given in Table 1 . To answer the question of whether these data are compatible with the Rasch model and to demonstrate the behaviour of the mixture fit index as a function of the number of subcomponents (classes) within the structured component P 1 , models assuming one to three restricted and one or two unrestricted classes were estimated.
First, consider the one-class unrestricted model equivalent to (a) the hypothesis of independence and (b) the one-class LC/RM (four-item latent probabilities of the unrestricted model correspond to four parameters of the LC/RM). Both the conventional goodness-of-fit tests (Pearson chi-squared statistic X 2 ¼ 182:59, likelihood ratio
:95 ¼ 19:68) and the RCL index of fit lead to rejection of this simple model. Figure 3 illustrates the interrelation between the likelihood ratio statistic, G 2 , and the RCL index of fit, w. The saturation point of the RCL mixture is reached at w ¼ :390, for which G 2 and X 2 tend to zero. So, in this case, the RCL index of fit, w * , tells us that not more than 61% of the sample is compatible with the hypothesis of independence.
The two-class unrestricted model performs much better. In terms of chi-squared goodness-of-fit statistics, it shows very good fit (X 2 ¼ 6:59, G 2 ¼ 7:03, df ¼ 6, x 2 :95 ¼ 12:59), and w * reduces to .058; in other words, we have more than 94% of the sample conforming to this model. Note that, in all, three mixing components have to be specified under the RCL approach, two of them representing the latent class model (independence within each subcomponent), plus one unstructured component having To test the Rasch model, in the presence of four items, three classes restricted according to (1) have to be assumed. In addition, one constraint has to be set; P j j j ¼ 0 was chosen. That this LC/RM does not fit well can be seen from the chi-squared fit statistics (X 2 ¼ 34:40, G 2 ¼ 37:86, df ¼ 8, x 2 :95 ¼ 15:51), from the rather poor fit regarding some response patterns' frequencies given in Table 1 , as well as from w * estimated to be .138.
All the analyses clearly show that the one-class (independence) model and the Rasch model have to be rejected. Both the chi-squared statistics and the RCL fit indices support this conclusion. With respect to the unconstrained two-class model, its fit is very good in terms of the chi-squared statistics, but the RCL fit index points to more than 5% of the sample not conforming with this model. That is, using the 5% limit of tolerable model misfit -by analogy with the 5% significance level -the two-class model has to be considered a borderline case.
Final remarks
The RCL mixture approach seems to provide a useful tool for investigating model fit in contingency table analysis. Its advantages can be summarized as follows.
. The RCL fit index, giving the proportion of cases incompatible with the model to be tested, directly quantifies the discrepancy between the data and the model. . The RCL fit index does not make reference to a theoretically derived distribution. This is in sharp contrast to conventional overall fit statistics in contingency table analysis, referring to the chi-squared distribution. . Hence, the problems of asymptotics and sparse data are avoided. On the other hand, as already noted by Rudas et al. (1994) , in the presence of very large samples the concept of statistical significance may become misleading or even meaningless; 
negligible discrepancies between the data and the model may become significant due to enormous sample sizes. This does not apply to the RCL fit index. Therefore, the RCL fit index is equally well suited for small, moderate and large data sets as it is not sensitive to sample size. This statement, however, refers only to the mixture fit index w * as a point estimate. In contrast, its precision (assessed, for example, by its bootstrapped variance) will clearly depend on sample size. . The RCL fit index allows immediate comparisons across samples or studies, and across different models applied to the same data (model selection).
Nevertheless, little attention has hitherto been paid to the RCL fit index. Perhaps, among other reasons, this is due to fact that specific software does not exist. What is needed to employ the RCL mixture approach is a program that has no problems with overparametrization and with so-called terminal solutions (in connection with the RCL approach, being equal to zero). Recall that, at the beginning of the iteration process, the RCL mixture is always overparametrized because of its unstructured component. During the iteration process, a relatively large number of elements of the unstructured component P 2 tend to become zero; this number is related to the number of redundant parameters. For the calculations reported here, a program described by Formann (1992) was used which is based on the EM algorithm (Dempster, Laird, & Rubin, 1977) and which proved relatively stable. However, the parameter estimation was rather tedious because this program does not search automatically for the saturation point w * of the RCL mixture, but finds the ML solution for a fixed value of w. Therefore, the iteration process had to be done 'by hand', correcting the mixing weight of the unstructured component stepwise to finally identify the saturation point of the RCL mixture.
In applying the RCL fit index to the problem of testing the Rasch model, the dimension of the contingency table has to be mentioned as a further complication. When there are k items, the probability table P, which has to be decomposed, consists of 2 k cells. Whereas the structured component P 1 is governed by a rather small number of parameters (k 2 1 item parameters b, m ability parameters j of the classes, m 2 1 class sizes), the unstructured component P 2 will depend on a large number of parameters (unrestricted cell probabilities), their number being equal to 2 k when starting the search for w * . As 2 k increases rapidly with increasing k, for reasonable numbers of items -psychological tests rarely consist of fewer than 15 items or so -the RCL approach for testing the Rasch model will become a numerically unsolvable problem even if specific software were available. Apart from such technical problems of the RCL approach, the author is convinced that it has great potential. Hopefully, the present paper will help stimulate interest in this method and result in specific software, at least for small to moderate numbers of items, and further applications in the near future. Finally, it should be emphasized that the applicability of the RCL index of fit is not restricted to contingency table analysis. For example, Rudas et al. (1994) outlined the application of their fit index w * to the bivariate normal distribution with correlation r, where r ¼ 0 corresponds to independence and where w * , being directly related to r, thus allows us to test for independence; w * increases with increasing jrj so that independence becomes less and less plausible the greater w * is.
