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Preface
The author's research is to investigate the shape of the graph of a potential with a radially symmetric
kernel. In order to understand a natural phenomenon with mathematics, mathematicians have developed
the theory of partial di®erential equations as a mathematical tool. And, in order to solve an elliptic partial
di®erential equation, they have developed the theory of potentials. For example, in order to understand
electromagnetism, mathematicians (or physicists) studied Poisson's equation and found Newton's poten-
tial as its solution. Here we remark that solutions of partial di®erential equations and potentials are
functions. Thus, from such a historical background, it is a natural philosophy to investigate the shape of
the graph of such a function.
When we investigate the shape of the graph of a function, it is very important to get information
about the existence, the number and the location of its critical points. But it is di±cult to study those
for all critical points (including degenerate one). Thus, the author particularly studied maximizers of a
potential.
This thesis consists of seven chapters: In chapter 1, we introduce previous works on geometric prop-
erties of a potential, the author's works and their relation; In chapter 2, we prepare our situation and
some fundamental properties of a potential. In particular, we show that our potential has regularities
under some suitable conditions; In chapter 3, we show analytic properties of our potential. For example,
we study the existence, uniqueness and movement of a maximizer of our potential; In chapter 4, we show
geometric properties of our potential. In particular, we investigate the location and uniqueness of our
potential in more detail under a suitable condition; In chapter 5, we consider the applications of results
in previous chapters to speci¯c potentials. For the solution of the Cauchy problem for the heat equation,
Riesz potential (and its extension) and Poisson integral, we show properties of their graphs; In chapter
6, we study the analogues of the previous chapters in constant curvature spaces; In chapter 7, we review
an important related work [CK].
The author hopes that this thesis will be useful for his juniors in Tokyo Metropolitan University.
The author would like to express his deepest gratitude to his advisor, Jun O'Hara. He suggested
studying geometric properties of a potential, gave the author valuable advice during the postgraduate
courses and educated the author for a mathematician (in the making).
The author is also very grateful to Professor Shigeru Sakaguchi, Professor Rolando Magnanini, Pro-
fessor Paolo Salani and Professor Lorenzo Brasco for their discussions, valuable comments and many
encouragements.
Finally, the author would like to acknowledge his mother, Reiko Sakata, and his grandmother, Fumiko
Tsumura. They always supported and encouraged him.
2
Chapter 1
Introduction
Let f : Rm ! R (m ¸ 2) be a bounded measurable function with compact support. We consider
potentials of the forms
Kf(x) =
Z
Rm
f(y)k(r)dy; x 2 Rm; r = jx¡ yj ; (1.0.1)
and
Kf(x; t) =
Z
Rm
f(y)k(r; t)dy; x 2 Rm; r = jx¡ yj ; t > 0; (1.0.2)
where k : (0;+1) ! R and k(¢; t) : (0;+1) ! R are suitable strictly decreasing functions (whose
conditions are detailed in chapter 2). In this thesis, we investigate the shape of the graph of the potentials
from analytic and geometric viewpoints. In particular, we study maximum points of the potentials.
When k(r; t) is given by the Gauss kernel, Kf(x; t) is the solution of the Cauchy problem for the heat
equation with initial datum f ,
Hf(x; t) =
1
(4¼t)m=2
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
dy; x 2 Rm; r = jx¡ yj ; t > 0; (1.0.3)
and its spatial maximum point for each t is called a hot spot at time t. When k(r; ®) is given by the
monomial sign(m ¡ ®)r®¡m if 0 < ® 6= m or ¡ log r if ® = m, Kf(x; ®) is the r®¡m-potential (an
extension of Newton potential or Riesz potential),
V (®)f(x) =
8><>:
sign(m¡ ®)
Z
Rm
f(y)r®¡mdy (0 < ® 6= m);
¡
Z
Rm
f(y) log rdy (® = m);
x 2 Rm; (1.0.4)
and its maximum point is called an r®¡m-center after O'Hara [O1]. When k(r; h) is given by the Poisson
kernel, Kf(x; h) is the Poisson integral,
Pf(x; h) =
2h
Aream (Sm)
Z
Rm
f(y)
(r2 + h2)(m+1)=2
dy; x 2 Rm; r = jx¡ yj ; h > 0; (1.0.5)
which is a solution of the Laplace equation for the upper half-space with boundary datum f .
We remark that the kernel is allowed to diverge at r = 0+ if the potential can be de¯ned for x 2 Rm
(for example, consider the potential (1.0.4)). In chapter 2, we suggest such a condition of k and show
some basic properties of Kf with modi¯cation of the argument in [Hel, pp. 303{318]. In particular, we
give some di®erentiation formulas.
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In chapter 3, we consider the case where f is non-zero and non-negative. In this case, the strictly
decreasing behaviour of the kernel k implies the existence of a maximum point of the potential Kf . We
call a maximum point of Kf a k-center of f .
Our investigation of the potential Kf is inspired by Chavel and Karp in [CK]. They studied the
limiting pro¯le of the solution of the Cauchy problem for the heat equation in Rm with initial datum
f (1.0.3). (More generally, they investigated the minimal positive solution of the heat equation in a
Riemannian manifold.) In particular, they studied the behaviour of hot spots,
Hf (t) =
½
x 2 Rm
¯¯¯¯
Hf(x; t) = max
»2Rm
Hf(»; t)
¾
; (1.0.6)
and showed that there exists a hot spot for each t, all of them are contained in the convex hull of the
support of f , and the hot spots Hf (t) converges to the one-point set of the centroid (the center of mass)
of f as t goes to in¯nity. (Their original proofs are reviewed in chapter 7 as an appendix.)
But they did not mention the number of hot spots for a ¯nite time. For the problem, in [JS], Jimbo
and Sakaguchi indicated that if t is large enough, then the Hessian of Hf(¢; t) becomes negative de¯nite
on the convex hull of the support of f , and hence the set Hf (t) consists of one point.
The arguments in [CK, JS] mainly come from the strictly decreasing behaviour of the kernel k. Hence,
considering their notion from viewpoints in the theory of potentials, we can generalize the results in [CK,
JS] in terms of our potential Kf . Moreover, applying our generalization, we show geometric properties
of r®¡m-potentials and the Poisson integral, which are our main results.
We ¯rst give a su±cient condition for the uniqueness of a k-center. Precisely, if k is concave, then
f has a unique k-center, that is, the concavity of the kernel k implies that of the potential Kf . For
example, if ® ¸ m+ 1, then f has a unique r®¡m-center.
We next study the time-depending potential Kf(x; t) and the behaviour of k-centers as t goes to
in¯nity. Precisely, we give a su±cient condition for the situation that any k-center converges to the
centroid of f as t goes to in¯nity.
In chapter 4, we consider the case where f coincides with the characteristic function of a body (the
closure of an open bounded set) ­ in Rm. We denote the potential KÂ­ by K­, that is, let
K­(x) =
Z
­
k(r)dy; x 2 Rm; r = jx¡ yj (1.0.7)
and
K­(x; t) =
Z
­
k(r; t)dy; x 2 Rm; r = jx¡ yj ; t > 0: (1.0.8)
Our investigation of the potentialK­ is inspired by Moszy¶nska in [Mos1]. In convex geometry, Shepard
posed the problem in [Sh]: If ­1 and ­2 are origin symmetric convex bodies, and if
Volm¡1
¡
­1jv?
¢
< Volm¡1
¡
­2jv?
¢
(1.0.9)
for all direction v 2 Sm¡1, then does it follow that
Vol (­1) < Vol (­2)? (1.0.10)
Here the symbol ­j jv? denotes the orthogonal projection of ­j onto the orthogonal complement of
the vector space Spanhvi. Petty and Schneider independently showed that the answer is no in general.
Moreover, they introduced the projection body of a convex body and gave an a±rmative answer to
Shepard's problem ([Pet, Sch1]).
For a convex body ­, the function
h­(v) = max
y2­
y ¢ v; v 2 Sm¡1 (1.0.11)
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is called the support function of ­. The projection body of a convex body ­, denoted by ¦­, is the body
de¯ned by the formula
h¦­(v) = Volm¡1
¡
­jv?¢ ; v 2 Sm¡1: (1.0.12)
In [Pet, Sch1], Petty and Schneider independently showed that, for any convex body ­1 and any projection
body ­2, if
Volm¡1
¡
­1jv?
¢ · Volm¡1 ¡­2jv?¢ (1.0.13)
for all direction v 2 Sm¡1, then we have
Vol (­1) · Vol (­2) ; (1.0.14)
and equality holds if and only if ­1 = ­2 (up to a translation).
Busemann and Petty's problem concerns the dual problem ([BP]): If ­1 and ­2 are origin symmetric
convex bodies, and if
Volm¡1
¡
­1 \ v?
¢
< Volm¡1
¡
­2 \ v?
¢
(1.0.15)
for all direction v 2 Sm¡1, then does it follow that
Vol (­1) < Vol (­2)? (1.0.16)
Larman and Rogers showed that the answer is no at least for m ¸ 12 with a probabilistic argument
in [LR], and Lutwak introduced the intersection body of a star body and gave an a±rmative answer to
Busemann and Petty's problem in [Lut2].
Let ­ be a star body with the origin in its kernel Ker­ = fp 2 ­ j8q 2 ­; pq ½ ­g . The function
½­(v) = max fa ¸ 0 jav 2 ­g ; v 2 Sm¡1; (1.0.17)
is called the radial function of ­. Let Sm1 be the set of star bodies with continuous radial functions. The
intersection body of a star body ­ 2 Sm1 , denoted by I­, is the body de¯ned by the formula
½I­(v) = Volm¡1
¡
­ \ v?¢ ; v 2 Sm¡1: (1.0.18)
Let us denote the set of intersection bodies by Im. In [Lut2], Lutwak showed that, for any ­1 2 Im and
­2 2 Sm1 , if
Volm¡1
¡
­1 \ v?
¢ · Volm¡1 ¡­2 \ v?¢ (1.0.19)
for all direction v 2 Sm¡1, then we have
Vol (­1) · Vol (­2) ; (1.0.20)
and equality holds if and only if ­1 = ­2.
From such a historical backgrounds, Moszy¶nska posed a natural question for such an important body
in [Mos1]: Where should we put the origin? This is because the de¯nition of intersection bodies depends
on the choice of the origin. For example, in the case of m = 2, the radial function of the intersection
body of the disc (y1 ¡ a)2 + y22 · 4 is given by
½(µ) · 2
q
(a sin µ)2 + 4¡ a2; 0 · µ · 2¼ (1.0.21)
(see Figure 1.1 to 1.5, and refer to [G, pp. 270{310] for another example of the intersection body of a
body).
For the question, in [Mos1], Moszy¶nska introduced a radial center of order ® (0 < ® < m) as a
maximizer of the dual intrinsic volume of a star body ­¡ x = fy ¡ x jx 2 ­g ,
~V (®)­ (x) =
Z
Sm¡1
½­¡x(v)®d¾(v); x 2 Ker­; (1.0.22)
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Figure 1.1: a = 0 Figure 1.2: a = 1 Figure 1.3: a = 3=2
Figure 1.4: a = 9=5 Figure 1.5: a = 2
(see also [Mos2], and refer to [Lut1] for the dual intrinsic volume). Another example of a center of a body
is explained in [Sch2]. Direct calculation shows that the dual intrinsic volume of ­¡x coincides with the
r®¡m-potential (up to a constant multiple),
~V (®)­ (x) = ®
Z
­
r®¡mdy = ®V (®)­ (x); (1.0.23)
for 0 < ® < m (see [HMP, Her, O1]). The right hand side can be de¯ned for any point x 2 Rm and any
body ­. Thus we investigate a k-center as a generalization of a radial center. In particular, we study the
location and uniqueness of a k-center.
In order to restrict the location of k-centers, we use the philosophy of Alexandrov's re°ection principle
or the moving plane method ([Ser, GNN]). We construct a smaller region, depending only on ­, so that
the complement has no chance of having any center in it. This region was introduced by O'Hara in [O1]
and called the minimal unfolded region of ­. When ­ is convex, the minimal unfolded region is also
called the heart of ­, and it was independently introduced by Brasco, Magnanini and Salani in [BMS]
(see also [BM]). But the idea of using the moving plane argument to restrict the location of k-centers
dates back to [MS2].
It is easily shown that the center of a closed m-ball B coincides with the unique k-center of B by the
moving plane method (or considering the minimal unfolded region of B). Using this fact, we show that
if B is a closed m-ball in Rm with the same volume as ­, and if KB is a potential de¯ned as in (1:0:7)
for the same kernel as K­, then the maximum value of K­ is not greater than that of KB . Furthermore,
equality holds if and only if ­ is a ball.
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In Chapter 5, we apply the results in previous chapters to speci¯c potentials: the solution of the
Cauchy problem for the heat equation, r®¡m-potentials and the Poisson integral for the upper-half space.
From the construction of our potential, of course our results include the geometric properties of the
solution of the heat equation shown in [CK]. We ¯rst check the facts. Furthermore, in the case where
the initial datum f coincides with the characteristic function of a body ­, using the minimal unfolded
region, we improve the su±cient condition for the uniqueness of a hot spot given in [JS].
We next imply geometric properties of an r®¡m-potential. In particular, we imply the su±cient
conditions for the uniqueness of an r®¡m-center shown in [Mos1, O1]. Unfortunately, the asymptotic
behaviour of r®¡m-centers as ® goes to in¯nity cannot follow from our result. Thus, in the same manner
as in [O1], we independently show that r®¡m-centers converges to the circumcenter of the support of f .
Finally, we imply the geometric properties of the Poisson integral for the upper-half space like that of
the solution of the heat equation. Precisely, when f is non-zero and non-negative, our results in previous
chapters imply that there exists a maximum point of the Poisson integral Pf(¢; h) for each h, all of them
are contained in the convex hull of support of f , the set of maximum points of Pf(¢; h) converges to the
one-point set of the centroid of f as h goes to in¯nity, Pf(¢; h) has a unique maximum point for large
enough h, and so on.
When the boundary datum f coincides with the characteristic function of a body ­, the Poisson
integral PÂ­(x; h) is proportional to the solid angle of ­ at (x; h), that is, the visibility of ­ from a point
(x; h). Thus, studying a maximum point of the Poisson integral, we get information about the most
visible point of ­ of height h in this sense. We call a maximum point of PÂ­(¢; h) a solid angle center
of ­ of height h. In this case, using the moving plane argument, we can improve the su±cient condition
for the uniqueness of a maximum point mentioned above. As a by-product of the improvement, we show
that if ­ can be obtained as the parallel body of a convex set with large enough radius, then ­ has a
unique solid angle center for any h.
In Chapter 6, we investigate our potential in non-Euclidean spaces. On the unit sphere Sm or on the
Lorentz model of the hyperbolic space Hm, arguing in a similar way, we can obtain the same results as
in the Euclidean space. Precisely, for a bounded measurable function f :M ! R with compact support,
we consider the potentials
Kf(x) =
Z
M
f(y)k(r)dVolM (y); x 2M; r = distM (x; y); (1.0.24)
and
Kf(x; t) =
Z
M
f(y)k(r; t)dVolM (y); x 2M; r = distM (x; y); t > 0; (1.0.25)
where M is Sm or Hm.
We also consider the central projection of the unit sphere as below: Let ­ be a body in Sm with
non-empty polar set
­¤ =
\
y2­
fx 2 Sm jx ¢ y · 0g ; (1.0.26)
that is, ­ is contained in a hemisphere; For a point x 2 ¡
±
­¤, let px be the projection from ­ to the
tangent space of Sm at x; Let A­(x) be the spherical volume of the image px(­). Direct calculation
shows that the function A­(x) can be expressed as
A­(x) =
Z
­
1
cosm+1 distSm(x; y)
d¾m(y); x 2 ¡
±
­¤; (1.0.27)
that is, A­ is a potential with a radially symmetric kernel. The projection px is also called the gnomonic
projection and used for making a (local) world atlas in geography. We show that if ­ has a suitable
boundary (satisfying the inner-cone condition, which is detailed in section 6.2), then A­ has a unique
minimum point, and if B is a closed spherical ball with the same volume as ­, then the minimum value
7
of A­ is not smaller than that of AB .
In chapter 7, we review the related work [CK] with its original proofs.
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Chapter 2
Preliminaries
Throughout this thesis, the conditions (B),
¡
C0®
¢
,
¡
C1®
¢
and
¡
C2®
¢
for a function k : (0;+1) ! R are
de¯ned as follows:
(B) k can be de¯ned at 0.¡
C0®
¢
® > 0, k is continuous on the interval (0;+1), and
k(r) =
8><>:
O (r®¡m) (® < m);
O (log r) (® = m);
O (1) (® > m);
(2.0.1)
as r ! 0+.¡
C1®
¢
® > 1, k is of class C1 on the interval (0;+1) and satis¯es the condition ¡C0®¢, and
k0(r) =
8><>:
O
¡
r®¡m¡1
¢
(® < m+ 1);
O (log r) (® = m+ 1);
O (1) (® > m+ 1);
(2.0.2)
as r ! 0+.¡
C2®
¢
® > 2, k is of class C2 on the interval (0;+1) and satis¯es the condition ¡C1®¢, and
k00(r) =
8><>:
O
¡
r®¡m¡2
¢
(® < m+ 2);
O (log r) (® = m+ 2);
O (1) (® > m+ 2);
(2.0.3)
as r ! 0+.
Let f : Rm ! R (m ¸ 2) be a bounded measurable function with compact support, k : (0;+1)! R
satisfy any of the conditions (B),
¡
C0®
¢
,
¡
C1®
¢
or (C2®), and
Kf(x) =
Z
Rm
f(y)k(r)dy; x 2 Rm; r = jx¡ yj : (2.0.4)
We will sometimes consider the case where the kernel k depends on a parameter t > 0. Then we will
assume that k = k(¢; t) : (0;+1)! R satis¯es any of the conditions (B), ¡C0®¢, ¡C1®¢ or (C2®) for each t,
and let
Kf(x; t) =
Z
Rm
f(y)k(r; t)dy; x 2 Rm; t > 0; r = jx¡ yj : (2.0.5)
9
We remark that if k satis¯es the condition (B), then Kf(x) is de¯ned for any x 2 Rm. But, in the
other cases, the well-de¯nedness of Kf(x) is non-trivial. (It will be shown in later.)
Under the condition
¡
Ci®
¢
, put
~Ci® =
8>>><>>>:
lim
r!0+
¯¯¯
k(i)(r)
.
r®¡m¡i
¯¯¯
(® < m+ i);
lim
r!0+
¯¯¯
k(i)(r)
.
log r
¯¯¯
(® = m+ i);
lim
r!0+
¯¯¯
k(i)(r)
¯¯¯
(® > m+ i);
Ci® = max
½
2 max
0·j·i
~Cj®; 1
¾
; (2.0.6)
and also put
~Ci®(t) =
8>>>>>><>>>>>>:
lim
r!0+
¯¯¯¯
@ik
@ri
(r; t)
Á
r®¡m¡i
¯¯¯¯
(® < m+ i);
lim
r!0+
¯¯¯¯
@ik
@ri
(r; t)
Á
log r
¯¯¯¯
(® = m+ i);
lim
r!0+
¯¯¯¯
@ik
@ri
(r; t)
¯¯¯¯
(® > m+ i);
Ci®(t) = max
½
2 max
0·j·i
~Cj®(t); 1
¾
; (2.0.7)
in what follows. Here, we used the notation k(0) = @0k=@r0 = k.
Throughout this thesis, we denote a point in Rm by x = (x1; : : : ; xm) and a point in supp f by
y = (y1; : : : ; ym). We understand that the letter r is always used for r = jx¡ yj. We denote the closed
m-ball centered at x with radius ½ by B½(x). Let Xc, X,
±
X, convX, N±(X) and diamX denote the
complement, the closure, the interior, the convex hull, the ±-tubular neighborhood and the diameter
of a set X in Rm, respectively. We denote the N -dimensional spherical Lebesgue measure by ¾N . In
particular, the symbol ¾ is used in the case of N = m¡ 1.
2.1 Continuity
In this section, we always assume that the kernel k satis¯es the condition
¡
C0®
¢
for some ® > 0. We show
the continuity of the potential (2.0.4).
Lemma 2.1.1. Let 0 < ® < m. There exists an "0 > 0 such that if 0 < " < "0, thenZ
B"(x)
jk(r)jdy · C
0
®¾
¡
Sm¡1
¢
"®
®
for any x 2 Rm.
Proof. There exists an "0 > 0 such that, for any 0 < r < "0, jk(r)j · C0®r®¡m, and ¯x such an "0. Hence
we obtain Z
B"(x)
jk(r)jdy · C0®
Z
B"(x)
r®¡mdy =
C0®¾
¡
Sm¡1
¢
"®
®
if 0 < " < "0.
Corollary 2.1.2. For any ® > 0, we have
lim
"!0
Z
B"(x)
jk(r)jdy = 0
uniformly on Rm.
Proposition 2.1.3. The potential Kf is de¯ned and continuous on Rm.
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Proof. Fix a small enough positive constant ". We remark that we have
jKf(x)j ·
µ
sup
y2Rm
jf(y)j
¶ÃZ
B"(x)
jk(r)j dy +
Z
supp fnB"(x)
jk(r)j dy
!
:
By Lemma 2.1.1, the ¯rst integral is bounded on Rm. Since k(r) is continuous on the compact set
supp f n
±
B"(x) as a function of y for each x, the second integral is also bounded. Hence Kf is de¯ned on
Rm.
It is su±cient to show that Kf is continuous on an arbitrary bounded open set U containing supp f .
In order to show the continuity of Kf on U , let
K"f(x) =
Z
Rm
f(y)k(r)Ã
³r
"
´
dy; x 2 Rm; (2.1.1)
where Ã is a C2 function which satis¯es the following conditions:
Ã(r) = 0 if 0 · r · 1; 0 · Ã0(r) · 2 if 1 · r · 2; and Ã(r) = 1 if 2 · r: (2.1.2)
Since we have ¯¯¯
k(r)Ã
³r
"
´¯¯¯
· sup
"·r·diamU
jk(r)j < +1
for any x 2 U and y 2 supp f , K"f is de¯ned on U . For an arbitrary point x 2 U and an arbitrary
sequence fx(`)g ½ U converging to x, we have K"f (x(`)) converges to K"f(x) as ` goes to +1 by
Lebesgue's dominated convergence theorem. Hence K"f is continuous on U .
Then we have
j(K ¡K") f(x)j ·
µ
sup
y2Rm
jf(y)j
¶Z
supp f
¯¯¯
k(r)
³
1¡ Ã
³r
"
´´¯¯¯
dy
·
µ
sup
y2Rm
jf(y)j
¶Z
B2"(x)
jk(r)jdy;
and Corollary 2.1.2 implies that Kf converges to K"f uniformly on U as " tends to zero. Hence Kf is
continuous on U .
2.2 Once continuously di®erentiability
In this section, we always assume that the kernel k satis¯es the condition
¡
C1®
¢
for some ® > 1. We show
the once continuously di®erentiability of the potential (2.0.4).
Lemma 2.2.1. Let 1 < ® < m+ 1. There exists an "0 > 0 such that if 0 < " < "0, thenZ
B"(x)
¯¯¯¯
@
@xj
k(r)
¯¯¯¯
dy · C
1
®¾
¡
Sm¡1
¢
"®¡1
®¡ 1
for any x 2 Rm.
Proof. We can show this statement in the same manner as in Lemma 2.1.1.
Corollary 2.2.2. For any ® > 1, we have
lim
"!0
Z
B"(x)
¯¯¯¯
@
@xj
k(r)
¯¯¯¯
dy = 0
uniformly on Rm.
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Proposition 2.2.3. The potential Kf is of class C1 on Rm, and we have
@Kf
@xj
(x) =
Z
Rm
f(y)
@
@xj
k(r)dy;
for any x 2 Rm.
Proof. It is su±cient to show that Kf is of class C1 on an arbitrary bounded open set U containing
supp f .
Let
g(x) =
Z
Rm
f(y)
@
@xj
k(r)dy
for x 2 F . We can show the well-de¯nedness (convergence) and the continuity of g on U in the same
manner as in those of Kf (see Proposition 2.1.3) by using the function
g"(x) =
Z
Rm
µ
f(y)
@
@xj
k(r)
¶
Ã
³r
"
´
dy; x 2 Rm;
where Ã is de¯ned in (2.1.2).
It is su±cient to show that the ¯rst derivative of K"f is de¯ned and converges to g uniformly on U ,
where K"f is de¯ned in (2.1.1). For any x 2 U and y 2 supp f , we have¯¯¯¯
@
@xj
³
k(r)Ã
³r
"
´´¯¯¯¯
· sup
"·r·diamU
jk0(r)j+ 2
"
sup
"·r·diamU
jk(r)j < +1:
Hence the ¯rst derivative (@K"f=@xj) (x) exists as
lim
¸!0
K"f (x+ ¸ej)¡K"f(x)
¸
=
Z
Rm
f(y) lim
¸!0
k (jx+ ¸ej ¡ yj)Ã (jx+ ¸ej ¡ yj =")¡ k (jx¡ yj)Ã (jx¡ yj =")
¸
dy
=
Z
Rm
f(y)
@
@xj
³
k(r)Ã
³r
"
´´
dy
by Lebesgue's dominated convergence theorem, where ej is the j-th unit vector of Rm. Then we get that
@K"f=@xj converges to g uniformly on U as " tends to zero by Lemma 2.1.1 and Corollary 2.2.2 in the
same manner as in Proposition 2.1.3.
2.3 Twice continuously di®erentiability
In this section, we always assume that the kernel k satis¯es the condition
¡
C2®
¢
for some ® > 2. We show
the twice continuously di®erentiability of the potential (2.0.4).
Lemma 2.3.1. Let 2 < ® < m+ 1. There exists an "0 > 0 such that if 0 < " < "0, thenZ
B"(x)
¯¯¯¯
@2
@xi@xj
k(r)
¯¯¯¯
dy · 2C
2
®¾
¡
Sm¡1
¢
"®¡2
®¡ 2
for any x 2 Rm.
Proof. There exits an "0 > 0 such that, for any 0 < r < "0, the following inequalities hold:
jk00(r)j · C2®r®¡m¡2; jk0(r)j · C2®r®¡m¡1:
The rest is similar to the proof of Lemma 2.1.1.
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Corollary 2.3.2. For any ® > 2, we have
lim
"!0
Z
B"(x)
¯¯¯¯
@2
@xi@xj
k(r)
¯¯¯¯
dy = 0
uniformly on Rm.
Proposition 2.3.3. The potential Kf is of class C2 on Rm, and we have
@2Kf
@xi@xj
(x) =
Z
Rm
f(y)
@2
@xi@xj
k(r)dy;
for any x 2 Rm.
Proof. It is su±cient to show that Kf is of class C2 on an arbitrary bounded open set U containing
supp f .
Let
g(x) =
Z
Rm
f(y)
@2
@xi@xj
k(r)dy
for x 2 F . We can show the well-de¯nedness (convergence) and the continuity of g on U in the same
manner as in those of Kf (see Proposition 2.1.3) by using the function
g"(x) =
Z
Rm
µ
f(y)
@2
@xi@xj
k(r)
¶
Ã
³r
"
´
dy; x 2 Rm;
where Ã is de¯ned in (2.1.2).
The rest is similar to the calculation as in Proposition 2.2.3, that is, we can show that the second
derivative of K"f is de¯ned and converges to g uniformly on U as " tends to zero.
2.4 Boundary integral expressions
Let ­ be a body in Rm, that is, ­ is the closure of a bounded open set. In this section, we consider the
case where f is the characteristic function Â­ in (2.0.4). When ­ has a piecewise C1 boundary, we give
boundary integral expressions of the derivatives of our potential KÂ­ by using Stokes' theorem. Let K­
denote the potential KÂ­ for short.
Proposition 2.4.1. Let ­ be a body with a piecewise C1 boundary. Suppose that k satis¯es the condition¡
C1®
¢
. Then we have
@K­
@xj
(x) = ¡
Z
@­
k(r)ej ¢ n(y)d¾(y)
for any x 2 Rm, where ej is the j-th unit vector of Rm, and n(y) is the unit outer normal of @­.
Proof. Fix an arbitrary point x 2 ­c. Since k(r) is of class C1 on ­ as a function of y, we have
@K­
@xj
(x) = ¡
Z
­
@
@yj
k(r)dy = ¡
Z
@­
k(r)ej ¢ n(y)d¾(y)
by Proposition 2.2.3 and Stokes' theorem.
Fix an arbitrary point x 2
±
­ and a small enough " > 0 such that B"(x) is contained in ­. By
Proposition 2.2.3 and the condition
¡
C1®
¢
, we have
@K­
@xj
(x) = lim
"!0
Z
­nB"(x)
@
@xj
k(r)dy = ¡ lim
"!0
Z
­nB"(x)
@
@yj
k(r)dy:
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Since k(r) is of class C1 on ­ nB"(x) as a function of y, we obtainZ
­nB"(x)
@
@yj
k(r)dy =
Z
@­
k(r)ej ¢ n(y)d¾(y)¡
Z
@B"(x)
k(r)ej ¢ n(y)d¾(y)
=
Z
@­
k(r)ej ¢ n(y)d¾(y)
by Stokes' theorem. Hence the boundary integral expression holds on
±
­.
Since ® ¡m > ¡(m ¡ 1) = ¡dim @­, the the boundary integral can be extended to @­. Hence the
¯rst derivative of K­ is also expressed as such a boundary integral on @­ by the continuity of it.
Corollary 2.4.2. Let ­ and k be as in Proposition 2.4.1. Then K­ is of class C2 on Rm n @­ and, we
have
@2K­
@xi@xj
(x) = ¡
Z
@­
@
@xi
k(r)ej ¢ n(y)d¾(y)
for any x 2 Rm n @­.
Proof. Fix an arbitrary positive ±. We show the twice di®erentiability of K­ on the inner-parallel body
­ » ±Bm = fx 2 ­jdist (x;­c) > ±g. For any x 2 ­ » ±Bm and y 2 @­, we have¯¯¯¯
@
@xi
k(r)
¯¯¯¯
· jk0(r)j · sup
x2­»±Bm
Ã
sup
y2@­
jk0(r)j
!
< +1:
By Proposition 2.4.1 and Lebesgue's dominated convergence theorem, we obtain
lim
¸!0
1
¸
µ
@K­
@xj
(x+ ¸ei)¡ @K­
@xj
(x)
¶
= ¡
Z
@­
lim
¸!0
k (jx+ ¸ei ¡ yj)¡ k (jx¡ yj)
¸
ej ¢ n(y)d¾(y)
= ¡
Z
@­
@
@xi
k(r)ej ¢ n(y)d¾(y)
for any x 2 ­ » ±Bm, and it is continuous on ­ » ±Bm.
The same argument above works on Rm n ­.
Corollary 2.4.3. Let ­ and k be as in Proposition 2.4.1. If k is decreasing on the interval (0;diam­),
and if ­ is convex, then K­ is super harmonic on ­.
Proof. Since ­ is convex, we have (x ¡ y) ¢ n(y) · 0 for any x 2
±
­ and y 2 @­. Hence it follows from
Corollary 2.4.2 that
¢K­(x) = ¡
Z
@­
k0(r)
r
(x¡ y) ¢ n(y)d¾(y) · 0
for any x 2
±
­.
Proposition 2.4.4. Let ­ be a body with a piecewise C1 boundary. Suppose that k satis¯es the condition¡
C2®
¢
. Then we have
@2K­
@xi@xj
(x) = ¡
Z
@­
@
@xi
k(r)ej ¢ n(y)d¾(y)
for any x 2 Rm.
Proof. Fix an arbitrary point x 2 ­c. Since k(r) is of class C2 on ­ as a function of y, we have
@2K­
@xi@xj
(x) = ¡
Z
­
@2
@xi@yj
k(r)dy = ¡
Z
@­
@
@xi
k(r)ej ¢ n(y)d¾(y)
by Proposition 2.3.3 and Stokes' theorem.
The rest is similar to the proof of Proposition 2.4.1.
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Corollary 2.4.5. Let ­ and k be as in Proposition 2.4.4. Then K­ is of class C3 on Rm n @­ and we
have
@3K­
@xi@xj@x`
(x) = ¡
Z
@­
@2
@xi@xj
k(r)e` ¢ n(y)d¾(y)
for any x 2 Rm n @­.
Proof. We can show this statement in the same manner as in Corollary 2.4.2.
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Chapter 3
Analytic results on our potential
3.1 Existence and uniqueness of a maximizer, energy
Throughout this section, we always assume that f : Rm ! R is a non-zero non-negative bounded
measurable function with compact support, and that the kernel k = k(¢; t) is strictly decreasing for each
t. We understand that f is non-zero if the set of points that give non-zero values to f has a positive
measure. We consider maximizers and the energy of the potential (2.0.4).
The ideas of the proofs of Lemma 3.1.1 and Proposition 3.1.2 are due to [BM] (see also [CK, O1]).
Lemma 3.1.1. ([Sak2]) The potential Kf is upper semi-continuous on Rm.
Proof. We show the semi-continuity when the kernel k satis¯es the condition (B). Thanks to Fatou's
lemma, for any x 2 Rm, we have
lim sup
»!x
Kf(») ·
Z
Rm
f(y) lim sup
»!x
k (j» ¡ yj) dy = Kf(x):
Here, we use the fact that any monotonic function can only have at most countable discontinuous points.
Proposition 3.1.2. ([Sak2]) There exists a maximum point of Kf , and all the possible maximum points
are contained in the convex hull of the support of f .
Proof. Since Kf is upper semi-continuous on Rm, and since conv (supp f) is compact, there exists a
point x that gives the maximum value of Kf in conv (supp f) when we restrict the domain of Kf to
conv (supp f).
We show that the point x gives the maximum value of Kf . For any point x0 in the complement of
conv (supp f), thanks to the compactness of conv (supp f), we can choose a point x00 on the boundary
of conv (supp f) such that dist (x0; @ (conv (supp f))) is attained by the point. Then conv (supp f) is
contained in a half-space whose boundary is the hyperplane orthogonal to a line through x0 and x00.
Hence we have jx0 ¡ yj > jx00 ¡ yj for any point y in supp f , and hence Kf (x0) < Kf (x00) · Kf(x).
De¯nition 3.1.3. ([Sak2]) A point x is called a k-center of f if it gives the maximum value of Kf . We
denote the set of k-centers of f by Kf , that is,
Kf =
½
x 2 Rm
¯¯¯¯
Kf(x) = max
»2Rm
Kf(»)
¾
:
We also de¯ne a k-center of f at time t as a maximizer of the potential Kf(¢; t) given in (2.0.5), and let
Kf (t) be the set of k-centers of f at time t.
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Remark 3.1.4. The existence of a k-center was shown in Proposition 3.1.2. But the uniqueness does
not always hold. We will show some examples in Example 4.3.1 and 4.3.2.
Theorem 3.1.5. ([Sak2]) Let Bf be the minimum closed ball containing conv (supp f). If k is concave
on the interval (0;diam (supp f)), then the potential Kf is strictly concave on the ball Bf .
Proof. Fix arbitrary two points x and x0 in Bf . By the strictly decreasing behaviour and concavity of k,
we have
Kf
µ
x+ x0
2
¶
=
Z
Rm
f(y)k
µ¯¯¯¯
x+ x0
2
¡ y
¯¯¯¯¶
dy
>
Z
Rm
f(y)k
µ jx¡ yj+ jx0 ¡ yj
2
¶
dy
¸
Z
Rm
f(y)
k (jx¡ yj) + k (jx0 ¡ yj)
2
dy
=
Kf(x) +Kf (x0)
2
;
which completes the proof.
Corollary 3.1.6. ([Sak2]) Let k be as in Theorem 3.1.5. Then f has a unique k-center.
Morgan considered a variational problem for potential energies in [Mor]. In order to apply his result
to our case, we set
F =
½
f 2 L1c (Rm)
¯¯¯¯
0 · f · 1;
Z
Rm
f(y)dy = 1
¾
: (3.1.1)
Theorem 3.1.7. ([Mor]) Suppose that k is a positive function. Then the potential energy
E(f) =
Z
Rm
f(x)Kf(x)dx =
Z
Rm£Rm
f(x)f(y)k(r)dxdy;
is maximum in F if and only if f is the characteristic function of a closed m-ball up to a zero measure
set.
3.2 A separation of variables form
Throughout this section, we always assume that f : Rm ! R is a non-zero non-negative bounded
measurable function with compact support, and that the kernel k = k(¢; t) is strictly decreasing for each
t. Then we consider the potential (2.0.5) and study the movement of k-centers of f at time t when the
kernel k(r; t) is given by the separation of variables form
k(r; t) = k ('(r)Ã1(t) + Ã2(t)) : (3.2.1)
We understand that the kernel k(r; t) is expressed as the form (3.2.1) on the rectangle (0; R)£ (T;+1)
if the function k is de¯ned on the interval
I (';Ã1; Ã2;R; T ) =
µ
inf
0<r<R
µ
inf
t>T
('(r)Ã1(t) + Ã2(t))
¶
; sup
0<r<R
µ
sup
t>T
('(r)Ã1(t) + Ã2(t))
¶¶
: (3.2.2)
Here, the over-bar means the closure in R with respect to the Euclidean norm.
For any strictly monotonic function ' : (0;+1) ! R satisfying the condition
³
C1¯
´
, we denote the
set of critical points of the potential
Rm 3 x 7!
Z
Rm
f(y)'(r)dy 2 R (3.2.3)
by Cf ('). Thanks to Proposition 3.1.2, Cf (') is not empty.
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Lemma 3.2.1. ([Sak2]) We assume the existence of a non-negative constant T such that k(¢; t) satis¯es
the condition
¡
C1®
¢
for any t ¸ T . Suppose that there exist functions ', Ã1, Ã2 and k which satisfy the
following conditions:
² k(r; t) can be expressed as k(r; t) = k ('(r)Ã1(t) + Ã2(t)) on (0;diam(supp f)]£ (T;+1).
² ' is a strictly monotonic function satisfying the condition
³
C1¯
´
for some ¯ > (m+ 1)=2.
² Ã1(t) tends to 0, and Ã2(t) converges to a constant a 2 R as t goes to +1.
² k is of class C2, the ¯rst derivative k0 does not vanish at a, and the second derivative k00 is bounded
on the interval I (';Ã1; Ã2; diam(supp f); T ).
For any positive ", there exists a constant T 0 ¸ T such that if t ¸ T 0, and if x 2 (conv (supp f)) n
N" (Cf (')), then the ¯rst derivative of Kf(¢; t) does not vanish for some directions.
Proof. We remark that
Kf(x; t) = k
0
(a)Ã1(t)
Z
Rm
f(y)'(r)dy +
Z
Rm
f(y)
³
k ('(r)Ã1(t) + Ã2(t))¡ k0(a)'(r)Ã1(t)
´
dy:
Fix an arbitrary " > 0, and let
L(") =
¯¯¯
k
0
(a)
¯¯¯
max
1·j·m
µ
inf
x2(conv(supp f))nN"(Cf ('))
¯¯¯¯
@
@xj
Z
Rm
f(y)'(r)dy
¯¯¯¯¶
> 0:
Let ± =
³
jÃ1(t)j2 C1®(t)¡1
´1=(®¡1)
, where C1®(t) is de¯ned in the equation (2.0.7). Then there exist
positive constants M1, M2, M3 and M4 such that, for any large enough positive t and x 2 conv(supp f),
we have¯¯¯¯
@
@xj
Z
Rm
f(y)
³
k ('(r)Ã1(t) + Ã2(t))¡ k0(a)'(r)Ã1(t)
´
dy
¯¯¯¯
·
Z
RmnB±(x)
f(y)
¯¯¯¯
@
@xj
³
k ('(r)Ã1(t) + Ã2(t))¡ k0(a)'(r)Ã1(t)
´¯¯¯¯
dy
+
Z
B±(x)
f(y)
¯¯¯¯
@
@xj
k ('(r)Ã1(t) + Ã2(t))
¯¯¯¯
dy +
¯¯¯
k
0
(a)Ã1(t)
¯¯¯ Z
B±(x)
f(y)
¯¯¯¯
@
@xj
'(r)
¯¯¯¯
dy
· jÃ1(t)j
Z
RmnB±(x)
f(y) j'0(r)j
¯¯¯
k
0
('(r)Ã1(t) + Ã2(t))¡ k0(a)
¯¯¯
dy +M3C1®(t)±
®¡1 +M4 jÃ1(t)j ±¯¡1
·
³
sup
¯¯¯
k
00
(s)
¯¯¯´
jÃ1(t)j
Z
Rm
f(y) j'0(r)j j'(r)Ã1(t) + Ã2(t)¡ aj dy +M3C1®(t)±®¡1 +M4 jÃ1(t)j ±¯¡1
·
³
sup
¯¯¯
k
00
(s)
¯¯¯´
jÃ1(t)j
µ
jÃ1(t)j
Z
Rm
f(y) j'0(r)'(r)j dy + jÃ2(t)¡ aj
Z
Rm
f(y) j'0(r)j dy
¶
+M3C1®(t)±
®¡1 +M4 jÃ1(t)j ±¯¡1
· jÃ1(t)j
³
M1 jÃ1(t)j+M2 jÃ2(t)¡ aj+M3 jÃ1(t)j+M4 jÃ1(t)j2(¯¡1)=(®¡1)
´
:
Here, the ¯rst, second and third inequalities follow from Proposition 2.2.3, Lemma 2.2.1 and the mean
value theorem, respectively. By the assumptions of Ã1 and Ã2, for any large enough positive t, we obtain
max
1·j·m
µ
inf
x2(conv(supp f))nN"(Cf ('))
¯¯¯¯
@Kf
@xj
(x; t)
¯¯¯¯¶Á
jÃ1(t)j
¸ L(")¡
³
M1 jÃ1(t)j+M2 jÃ2(t)¡ aj+M3 jÃ1(t)j+M4 jÃ1(t)j2(¯¡1)=(®¡1)
´
> 0;
which completes the proof.
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Theorem 3.2.2. ([Sak2]) Let k be as in Lemma 3.2.1. For any strictly increasing sequence ft`g and any
k-center c (t`) 2 Kf (t`), if ft`g diverges to +1 as ` goes to +1, then the distance between c (t`) and
Cf (') converges to 0 as ` goes to +1.
Corollary 3.2.3. ([Sak2]) Let k be as in Lemma 3.2.1. If either ' or ¡' is concave and strictly decreasing
on the interval (0;diam (supp f)), then the set of k-centers Kf (t) converges to the set Cf (')\conv (supp f)
with respect to the Hausdor® distance as t goes to +1.
Proof. Thanks to Theorem 3.1.5, the set Cf (') \ conv(supp f) is a one-point set.
Remark 3.2.4. Under the same assumption as in Lemma 3.2.1, if the set Cf (')\ conv (supp f) becomes
a one-point set, then we obtain the same conclusion as in Corollary 3.2.3.
Remark 3.2.5. In chapter 5, we will consider some applications of Corollary 3.1.6 and Corollary 3.2.3.
Then we will use those in the case of '(r) = r¯¡m for some ¯ > m, Ã1(t) = tp for some positive p and
Ã2(t) = 0.
Remark 3.2.6. In Lemma 3.2.1, the kernel k(r; t) is not necessarily be de¯ned at r = 0+ even if k is of
class C2, and if k
00
is bounded on I (';Ã1; Ã2; diam(supp f); T ). For example, when we put
k(s) = s; '(r) =
1
r
; Ã1(t) =
1
t
; Ã2(t) = 0;
then we have
k ('(r)Ã1(t) + Ã2(t)) =
1
rt
; I (';Ã1; Ã2; diam(supp f); T ) = [0;+1):
3.3 A special separation of variables form
In this section, we consider the potential (2.0.5) and study its limiting pro¯les when the kernel k(r; t) is
given by the separation of variables form
k(r; t) = k
¡
r2Ã1(t) + Ã2(t)
¢
: (3.3.1)
The theorems and those proofs in this section are based on [CK].
Remark 3.3.1. The centroid (the center of mass) of f , denoted by Gf , is given by
Gf =
Z
Rm
f(y)ydy
ÁZ
Rm
f(y)dy:
O'Hara indicated that the centroid of a compact subset ­ in Rm can be obtained as the (unique) critical
point of the potential V (m+2)­ in [O1] (see (5.2.1)). We can also show that the centroid of f is obtained
as the (unique) critical point of the potential V (m+2)f by the same argument (see (5.2.2)). Hence the set
Cf
¡
r2
¢
coincides with the one-point set fGfg.
We ¯rst investigate the asymptotic behaviour of level sets of Kf(¢; t).
Theorem 3.3.2. ([Sak2]) We assume the existence of a non-negative constant T such that k(¢; t) satis¯es
the condition
¡
C1®
¢
for any t ¸ T . Suppose that there exist functions Ã1, Ã2 and k which satisfy the
following conditions:
² k(r; t) can be expressed as k(r; t) = k ¡r2Ã1(t) + Ã2(t)¢ on the rectangle (0;+1)£ (T;+1).
² Ã1(t) tends to 0, and Ã2(t) converges to a constant a 2 R as t goes to +1.
² k is of class C1 on the interval I ¡r2; Ã1; Ã2; +1; T ¢, and its derivative does not vanish at a.
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Then level sets of Kf(¢; t) tend to spheres centered at the centroid of f with respect to the Hausdor®
distance as t goes to +1.
Proof. By Lebesgue's dominated convergence theorem, we have
1
2Ã1(t)
gradKf(x; t) =
Z
Rm
f(y)k
0 ¡
r2Ã1(t) + Ã2(t)
¢
(x¡ y)dy
=
Z
Rm
f(y)k
0 ¡
r2Ã1(t) + Ã2(t)
¢
(x¡Gf ) dy
+
Z
Rm
f(y)k
0 ¡
r2Ã1(t) + Ã2(t)
¢
(Gf ¡ y) dy
!
µ
k
0
(a)
Z
Rm
f(y)dy
¶
(x¡Gf )
as t goes to +1. Hence the limiting position of gradKf(x; t) is a constant multiple of x¡Gf .
We understand that a set L in Rm is called a time-invariant level set of Kf(¢; t) if there exists a
function aL : (0;+1)! R which satis¯es
Kf(x; t) = aL(t); x 2 L; t > 0: (3.3.2)
Remark 3.3.3. Under the same assumption as in Theorem 3.3.2, if L is a time-invariant of Kf(¢; t),
then L is a sphere centered at the centroid of f .
Corollary 3.3.4. ([Sak2]) Let k be as in Theorem 3.3.2. We assume that, for any x 2 Rm, the potential
Kf(x; t) converges to f(x) as t tends to 0+. Then, any level set of Kf(¢; t) is time-invariant if and only
if f is rotation invariant about its centroid.
Proof. If f is rotation invariant about its centroid, then Kf(¢; t) is also rotation invariant about the same
point. Hence the \if" part holds.
We show the \only if" part. Fix an arbitrary point x in Rm. Thanks to Theorem 3.3.2, the sphere
centered at the centroid Gf with radius jx¡Gf j is a level set of Kf(¢; t) for any t. For any point » on
the sphere jx¡Gf jSm¡1 +Gf , we have
jf(x)¡ f(»)j · jf(x)¡Kf(x; t)j+ jf(»)¡Kf(»; t)j ! 0
as t tends to 0+, which completes the proof.
Next, we estimate the distance between the centroid Gf and the set Kf (t).
Proposition 3.3.5. ([Sak2]) Let f be non-zero and non-negative, and k(r; t) strictly decreasing with
respect to r. We assume the existence of a non-negative constant T such that k(¢; t) satis¯es the condition¡
C1®
¢
for any t ¸ T and some ® > 2. Suppose that there exist functions Ã1, Ã2 and k which satis¯es the
following conditions:
² k(r; t) can be expressed as k(r; t) = k ¡r2Ã1(t) + Ã2(t)¢ on the rectangle (0;diam (supp f))£(T;+1).
² Ã1(t) tends to 0, and Ã2(t) converges to a constant a 2 R as t goes to +1.
² k is of class C2, the ¯rst derivative k0 does not vanish at a, and the second derivative k00 is bounded
on the interval I ¡r2; Ã1; Ã2; diam(supp f); T ¢.
Then we have
dist (Gf ;Kf (t)) ·
diam (supp f)
³
(diam (supp f))2 jÃ1(t)j+ jÃ2(t)¡ aj
´³
sup
¯¯¯
k
00
(s)
¯¯¯´ Z
Rm
f(y)dy
inf
x2conv(supp f)
Z
Rm
f(y)
¯¯¯
k
0 ¡
r2Ã1(t) + Ã2(t)
¢¯¯¯
dy
:
for any t > T .
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Proof. We remark that the integral Z
Rm
f(y)
1
r
@k
@r
(r; t)dy
converges for any x 2 Rm if ® > 2 by the same argument as in Lemma 2.2.1.
Let t ¸ T and ¯x an arbitrary point c(t) 2 Kf (t). We remark that the point c(t) 2 Kf (t) satis¯es the
equation
c(t)
Z
Rm
f(y)
1
jc(t)¡ yj
@k
@r
(jc(t)¡ yj ; t) dy =
Z
Rm
f(y)
y
jc(t)¡ yj
@k
@r
(jc(t)¡ yj ; t) dy:
We have
jc(t)¡Gf j
Z
Rm
f(y)
¡1
jc(t)¡ yj
@k
@r
(jc(t)¡ yj ; t) dy
=
¯¯¯¯Z
Rm
f(y)
Gf ¡ y
jc(t)¡ yj
@k
@r
(jc(t)¡ yj ; t) dy
¯¯¯¯
= 2 jÃ1(t)j
¯¯¯¯Z
Rm
f(y) (Gf ¡ y)
³
k
0 ³jc(t)¡ yj2 Ã1(t) + Ã2(t)´¡ k0(a)´ dy ¯¯¯¯
· 2 jÃ1(t)j
³
sup
¯¯¯
k
00
(s)
¯¯¯´ ¯¯¯¯Z
Rm
f(y) (Gf ¡ y)
³
jc(t)¡ yj2 Ã1(t) + Ã2(t)¡ a
´
dy
¯¯¯¯
· 2 jÃ1(t)j
³
sup
¯¯¯
k
00
(s)
¯¯¯´
diam(supp f)
³
(diam(supp f))2 jÃ1(t)j+ jÃ2(t)¡ aj
´Z
Rm
f(y)dy:
Here, we used the mean value theorem in the ¯rst inequality.
On the other hand, we haveZ
Rm
f(y)
¡1
jc(t)¡ yj
@k
@r
(jc(t)¡ yj ; t) dy ¸ 2 jÃ1(t)j inf
x2conv(supp f)
Z
Rm
f(y)
¯¯¯
k
0 ¡
r2Ã1(t) + Ã2(t)
¢¯¯¯
dy;
which completes the proof.
For the end of this section, we estimate the di®erence between the potentials Kf(x; t) and Kf¤(x; t),
where f¤ is the Schwarz symmetrization of f . For reader's convenience, we review the de¯nition of the
Schwarz symmetrization. For a real number b, we de¯ne (supp f)b = fx 2 Rmj f(x) ¸ bg. Let (supp f)¤b
be the closed ball centered at the centroid Gf with the same mass as (supp f)b. Let
f¤(x) = sup
©
b 2 R ¯¯x 2 (supp f)¤b ª : (3.3.3)
Since supp f¤ = (supp f)¤0, we have Z
Rm
f(y)dy =
Z
Rm
f¤(y)dy: (3.3.4)
Theorem 3.3.6. ([Sak2]) Suppose that there exist T ¸ 0, Ã1, Ã2 and k which satisfy the following
conditions:
² k(r; t) can be expressed as k(r; t) = k ¡r2Ã1(t) + Ã2(t)¢ on the rectangle [0;+1)£ (T;+1).
² Ã1(t) tends to 0, and Ã2(t) converges to a constant a 2 R as t goes to +1.
² k is of class C2, and k00 is bounded on the interval I ¡r2; Ã1; Ã2; +1; T ¢.
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Let
Ãmax(t) = max
n
jÃ1(t)j2 ; jÃ1(t)j jÃ2(t)¡ aj ; jÃ2(t)¡ aj2
o
: (3.3.5)
Then we have ¯¯¯¯
K (f ¡ f¤) (x; t)¡ k0(a)Ã1(t)
Z
Rm
jyj2 (f ¡ f¤) (y)dy
¯¯¯¯
· Ãmax(t)
³
sup
¯¯¯
k
00
(s)
¯¯¯´ Z
Rm
¡
r2 + 1
¢2 jf ¡ f¤j (y)dy:
for any x 2 Rm and t > T .
Proof. Since the center of supp f¤ coincides with Gf , the mass equation (3.3.4) impliesZ
Rm
yf(y)dy =
Z
Rm
yf¤(y)dy; (3.3.6)
and we obtainZ
Rm
x ¢ yf(y)dy =
mX
j=1
xj
Z
Rm
yjf(y)dy =
mX
j=1
xj
Z
Rm
yjf
¤(y)dy =
Z
Rm
x ¢ yf¤(y)dy:
By using the expansion of k, we can choose a constant µ = µ(x; y; t) such that
K (f ¡ f¤) (x; t) =
Z
Rm
(f ¡ f¤) (y)
³
k(a) + k
0
(a)
¡
r2Ã1(t) + Ã2(t)¡ a
¢´
dy
+
Z
Rm
(f ¡ f¤) (y)k00 ¡µ ¡r2Ã1(t) + Ã2(t)¢+ (1¡ µ)a¢ ¡r2Ã1(t) + Ã2(t)¡ a¢2 dy
= k
0
(a)Ã1(t)
Z
Rm
jyj2 (f ¡ f¤) (y)dy
+
Z
Rm
(f ¡ f¤) (y)k00 ¡µ ¡r2Ã1(t) + Ã2(t)¢+ (1¡ µ)a¢ ¡r2Ã1(t) + Ã2(t)¡ a¢2 dy:
Here, we used the mass equation (3.3.4) and its by-product (3.3.6) in the second equality. Furthermore,
we have ¡
r2Ã1(t) + Ã2(t)¡ a
¢2 · Ãmax(t) ¡r2 + 1¢2 ;
which completes the proof.
Remark 3.3.7. If Ã2(t) = a for any t ¸ T , then the estimation in Theorem 3.3.6 becomes¯¯¯¯
K (f ¡ f¤) (x; t)¡ k0(a)Ã1(t)
Z
Rm
jyj2 (f ¡ f¤) (y)dy
¯¯¯¯
· jÃ1(t)j2 sup
¯¯¯
k
00
(s)
¯¯¯ Z
Rm
r4 jf ¡ f¤j (y)dy:
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Chapter 4
Geometric results on our potential
4.1 The location of a center
Throughout this section, let ­ be a body in Rm, that is, ­ is the closure of an open bounded set, and
we always assume that the kernel k is strictly decreasing. We investigate the location of maximizers of
the potential (2.0.4) when the function f coincides with the characteristic function Â­. We denote the
potential KÂ­ by K­ for short.
De¯nition 4.1.1. ([Sak2]) A point x is said a k-center of ­ if it gives the maximum value of K­.
Using geometric information about ­, it is expected that we can restrict the location of k-centers to
a smaller region into the convex hull of ­. In other words, we try to improve Proposition 3.1.2 with
geometric arguments. In order to improve Proposition 3.1.2, we introduce the minimal unfolded region
of ­ from [O1].
De¯nition 4.1.2. ([O1]) Let v be a point in the unit sphere Sm¡1 and b 2 R a constant. Let Re°v;b be
a re°ection of Rm in a hyperplane fz 2 Rmj z ¢ v = bg. Put
­+v;b = ­ \ fz 2 ­j z ¢ v ¸ bg ; l(v) = min
n
a 2 R
¯¯¯
Re°v;b
³
­+v;b
´
½ ­; 8b ¸ a
o
:
De¯ne the minimal unfolded region of ­ by
Uf(­) =
\
v2Sm¡1
fz 2 Rmj z ¢ v · l(v)g :
The minimal unfolded region of ­ is also called the heart, denoted by ~(­). In [BMS], Brasco,
Magnanini and Salani independently de¯ned it when ­ is convex. In [BM, O2], some geometric properties
of the heart of a convex body was studied.
Proposition 4.1.3. ([BM, Sak2]) All the k-centers of ­ belong to Uf(­).
Proof. Fix an arbitrary point x 2 (conv­) nUf(­). There exists a direction v such that x ¢ v > l(v). Let
b = (x ¢ v + l(v)) =2, then Re°v;b
³
­+v;b
´
is contained in ­, and ­ n
³
Re°v;b
³
­+v;b
´
[ ­+v;b
´
has a positive
volume.
Let x0 = Re°v;b(x). By radial symmetry of k(r), we have following equations:Z
Re°v;b(­+v;b)
k (jx0 ¡ yj) dy =
Z
­+v;b
k (jx¡ yj) dy;
Z
­+v;b
k (jx0 ¡ yj) dy =
Z
Re°v;b(­+v;b)
k (jx¡ yj) dy:
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Since we have jx0 ¡ yj < jx¡ yj for any y 2 ­ n
³
Re°v;b
³
­+v;b
´
[ ­+v;b
´
, the strictly decreasing behaviour
of k(r) implies
K­ (x0)¡K­(x) =
Z
­n(Re°v;b(­+v;b)[­+v;b)
(k (jx0 ¡ yj)¡ k (jx¡ yj)) dy > 0;
that is, x is not a k-center.
Theorem 4.1.4. ([Sak2]) Let B be a closed ball in Rm. If Vol(­) = Vol(B), then
max
x2Rm
K­(x) · max
x2Rm
KB(x);
and equality holds if and only if ­ is a closed ball up to a zero measure set.
Proof. Proposition 4.1.3 guarantees that the center of B coincides with the (unique) k-center of B. By a
translation of Rm, we may assume that both the center of B and a k-center of ­ coincide with the origin
0. Since jy0j · jy00j for y0 2 B n ­ and y00 2 ­ nB, we obtain
KB(0)¡K­(0) =
ÃZ
Bn­
¡
Z
­nB
!
k (jyj) dy ¸ 0:
Equality holds if and only if Vol(­ nB) = 0, namely, ­ is a closed ball up to a zero measure set.
4.2 Geometric properties of minimal unfolded regions
Let ­ be a body in Rm. In this section, we show some geometric properties of the minimal unfolded
region of ­. From Theorem 4.1.3, it is expected that investigations in this section is useful for the study
on the number of k-centers. We introduce some properties of the minimal unfolded region of ­ from [O1,
BMS, BM] with slight modi¯cations in our case. Geometric properties of the minimal unfolded region
were also studied in [O2].
Proposition 4.2.1. ([O1, BMS, BM])
(1) The centroid (the center of mass) of ­ is contained in Uf(­). Hence Uf(­) is not empty.
(2) Uf(­) is contained in conv­ but, in general, not contained in ­.
(3) Uf(­) is compact and convex.
Proof. (1) Let G­ denote the centroid of ­. We show l(v) ¸ G­ ¢ v for any direction v 2 Sm¡1.
From the re°ection argument, we get
Vol(­) (l(v)¡G­ ¢ v) =
Z
­
(l(v)¡ y ¢ v) dy =
Z
­n

­+
v;l(v)[Re°v;l(v)

­+
v;l(v)
 (l(v)¡ y ¢ v) dy;
and l(v)¡ y ¢ v ¸ 0 for any y 2 ­ n
³
­+v;l(v) [ Re°v;l(v)
³
­+v;l(v)
´´
.
(2) We remark that the convex hull of ­ can be obtained as the intersection\
v2Sm¡1
½
z 2 Rm
¯¯¯¯
z ¢ v · max
y2­
y ¢ v
¾
([Sch, Theorem 1.3.2]). Since l(v) · max y ¢ v for any v 2 Sm¡1, Uf(­) is contained in conv­.
When ­ is the disjoint-union of three unit balls, then the minimal unfolded region is not contained
in ­ (see Figure 4.1).
(3) Since Uf(­) is the intersection of closed half-spaces, it is compact and convex.
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Example 4.2.2. ([O1, BM])
(1) The minimal unfolded region of a non-obtuse triangle is contained in the triangle formed by joining
the middle points of the sides of ­ (see Figure 4.2).
(2) The minimal unfolded region of an obtuse triangle is given by the polygon formed by the largest
side of ­, its midperpendicular and the bisectors of angles (see Figure 4.3).
Figure 4.1: The minimal un-
folded region of three discs
○
×
△×
○
△
Figure 4.2: The minimal un-
folded region of an acute tri-
angle
○ ○
×
× △
△
Figure 4.3: The minimal unfolded
region of an obtuse triangle
We give a relation between a body ­ and its minimal unfolded region Uf(­). The ideas of the proofs
are due to [BM]. To be precise, in [BM], Brasco and Magnanini studied geometry of the minimal unfolded
region (heart) of a convex body, but their arguments work for a non-convex body.
Lemma 4.2.3. ([BM, Sak3]) The maximal folding function l : Sm¡1 ! R is lower semi-continuous.
Proof. We show that the set
©
v 2 Sm¡1 ¯¯ l(v) > bª is open in Sm¡1 for any b 2 R. Fix an arbitrary b 2 R.
Let w 2 Sm¡1 be a direction with l(w) > b.
We ¯rst show that the non-empty intersection Re°w;b(­+w;b)\­c has an interior point. We take a point
x from the intersection. Since ­c is open in Rm, there exists an "1 > 0 such that the "1-neighborhood
of x is contained in ­c. Since Re°w;b(­+w;b) is the closure of an open set, x is in its interior or in
its boundary. We only consider the latter case. We can choose a point x0 from the "1-neighborhood
of x such that x0 2 (Re°w;b(­+w;b))±. There exists an "2 > 0 such that the "2-neighborhood of x0 is
contained in (Re°w;b(­+w;b))
±. Hence the min f"1; "2g-neighborhood of x0 is contained in the intersection
Re°w;b(­+w;b) \ ­c, that is, x0 is an interior point of the intersection.
Next, we complete the proof. Let x be an interior point of Re°w;b(­+w;b) \ ­c, and " be a positive
constant such that B"(x) ½ Re°w;b(­+w;b) \ ­c. Let » = Re°¡1w;b(x), then the "-neighborhood of » is
contained in ­+w;b. The continuity of the map
Sm¡1 3 u 7! Re°u;b(») = » + 2(b¡ » ¢ u)u 2 Rm
implies the existence of a positive constant ± such that, for any u 2 B±(w) \ Sm¡1,
B"=2(») ½ ­+u;b; Re°u;b
¡
B"=2(»)
¢ ½ B"(x) ½ ­c;
which completes the proof.
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For a direction v 2 Sm¡1, we denote the orthogonal complement vector space by v?, that is, we let
v? = fz 2 Rmj z ¢ v = 0g : (4.2.1)
We understand that ­ is convex for a direction v if the intersection ­ \ (Spanhvi+ z) is connected for
any point z in v?.
Proposition 4.2.4. ([BM, Sak3])
(1) If there exist p (1 · p · m) independent directions v1; : : : ; vp 2 Sm¡1 such that ­ is symmetric in
the hyperplanes v?1 ; : : : ; v
?
p and convex for the directions v1; : : : ; vp, then we have
Uf(­) ½
p\
j=1
fz 2 Rm jz ¢ vj = 0g :
(2) If the minimal unfolded region of ­ has dimension p (0 · p · m¡ 1), then there exists a direction
v 2 Sm¡1 orthogonal to Uf(­) such that ­ is symmetric in a hyperplane parallel to v? and convex
for v.
Proof. (1) We remark that l (vj) = l (¡vj) for any 1 · j · p since ­ is symmetric in v?j . Let us show
l (vj) = 0 for any 1 · j · p, which implies
Uf(­) =
\
v2Sm¡1
fz 2 Rm jz ¢ v · l(v)g ½
p\
j=1
fz 2 Rm jz ¢ vj · l (vj)g =
p\
j=1
fz 2 Rm jz ¢ vj = 0g :
Suppose that we can choose a number j with l (vj) > 0. There exists a height b (0 < b < l (vj)) such
that Re°vj ;b
³
­+vj ;b
´
\ ­c 6= ;. We can choose a point x 2 ­+vj ;b such that x0 = Re°vj ;b(x) 2 ­c.
On the other hand, from the symmetry of ­ in the hyperplane v?j , we have x
00 = Re°vj ;0(x) 2 ­. By
the convexity of ­ for vj , we have
; 6= xx0 \ ­c ½ xx00 \ ­c ½ ­ \ ­c = ;;
which is a contradiction.
(2) Since Uf(­) is compact and convex, we may assume that Uf(­) is contained in the p-dimensional
vector space Rp £ f0gm¡p ½ Rp £ Rm¡p = Rm. By a translation of Rp £ f0gm¡p, we also may assume
that the origin is contained in the relative interior of Uf(­).
We remark that we have l(v) > 0 for any v 2 Sm¡1 nUf(­)?. We ¯rst show that the minimum value
of l is zero. Suppose that l(v) is positive for any v 2 Sm¡1 \Uf(­)?. By the lower semi-continuity of l,
we have
½ = inf
v2Sm¡1
l(v) = min
v2Sm¡1
l(v) > 0:
Then the m-dimensional ball B½(0) is contained in Uf(­), which is a contradiction. Hence there exists
a direction v 2 Sm¡1 \ Uf(­)? such that l(v) = 0.
In order to show the symmetry of ­ with respect to the hyperplane orthogonal to v, we show
Re°v;0
¡
­+v;0
¢
is contained in ­ n ­+v;0, that is, ­ is the union of ­+v;0 and Re°v;0
¡
­+v;0
¢
. Suppose that
there exists a point y 2 ­n ¡­+v;0 [ Re°v;0 ¡­+v;0¢¢. Since ­ is a body, we have dist ¡y;Re°v;0 ¡­+v;0¢¢ > 0.
Therefore, ­ n ¡­+v;0 [ Re°v;0 ¡­+v;0¢¢ has a positive volume. By the re°ection argument, we have
0 >
Z
­n(­+v;0[Re°v;0(­+v;0))
y ¢ vdy =
Z
­
y ¢ vdy = Vol(­)G­ ¢ v = 0;
which is a contradiction. Hence ­ is symmetric in the hyperplane v?.
Finally, we show the convexity of ­ for the direction v. We assume the existence of two points x
and x0 in ­ such that the line segment xx0 is parallel to the vector space Spanhvi and contains a point
» in ­c. Thanks to the symmetry of ­, we may assume x ¢ v > » ¢ v > 0. Let b = ((x+ ») ¢ v) =2. Since
l(v) = 0 < b, we have » = Re°v;b(x) 2 ­, which is a contradiction.
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4.3 Examples of the graphs
In this section, in order to investigate the number of k-centers of a body ­ with a piecewise C1 boundary,
we show some examples of the graphs of r®¡m-potential
V
(®)
­ (x) =
8><>:
sign(m¡ ®)
Z
­
r®¡mdy (0 < ® 6= m);
¡
Z
­
log rdy (® = m);
(4.3.1)
and its second derivatives produced by the calculator Maple. When we use the calculator Maple to draw
the graphs of an r®¡m-potential, it is useful to use the boundary integral expression,
V
(®)
­ (x) =
8>><>>:
¡ sign(m¡ ®)
®
Z
@­
r®¡m(x¡ y) ¢ n(y)d¾(y) (0 < ® 6= m);
1
m
Z
@­
µ
log r ¡ 1
m
¶
(x¡ y) ¢ n(y)d¾(y) (® = m);
(4.3.2)
for any x 2 Rm n @­ ([O1, Theorem 2.8]).
Example 4.3.1. ([Sak3]) Let m = 2 and
­ =
n
(y1; y2)
¯¯¯
(y1 + 1)
2 + y22 · 1
o
[
n
(y1; y2)
¯¯¯
(y1 ¡ 1)2 + y22 · 1
o
:
Then we have
@­ = f(cos µ ¡ 1; sin µ) j0 · µ · 2¼g [ f(cos µ + 1; sin µ) j0 · µ · 2¼g ;
Uf(­) = f(y1; 0) j¡1 · y1 · 1g ;
V
(®)
­ (¸; 0) = ¡
1
®
Z 2¼
0
³
(¸¡ cos µ + 1)2 + sin2 µ
´(®¡2)=2
((¸+ 1) cos µ ¡ 1) dµ
¡ 1
®
Z 2¼
0
³
(¸¡ cos µ ¡ 1)2 + sin2 µ
´(®¡2)=2
((¸¡ 1) cos µ ¡ 1) dµ;
V
(3=2)
­ (¸; 0) = ¡
2
3
Z 2¼
0
(¸+ 1) cos µ ¡ 1³
(¸¡ cos µ + 1)2 + sin2 µ
´1=4 dµ ¡ 23
Z 2¼
0
(¸¡ 1) cos µ ¡ 1³
(¸¡ cos µ ¡ 1)2 + sin2 µ
´1=4 dµ;
and the graph of the potential V (3=2)­ (¸; 0) on Uf(­) is Figure 4.4. Hence, in this case, ­ has two
r¡1=2-centers.
Example 4.3.2. ([Sak3]) Let m = 2 and
­ =
©
(y1; y2)
¯¯
1 · y21 + y22 · 4
ª
:
Then we have
@­ = f(2 cos µ; 2 sin µ) j0 · µ · 2¼g [ (¡f(cos µ; sin µ) j0 · µ · 2¼g ) ;
Uf(­) =
½
(y1; y2)
¯¯¯¯
y21 + y
2
2 ·
9
4
¾
;
V
(®)
­ (¸; 0) =
1
®
Z 2¼
0
¡
¸2 ¡ 2¸ cos µ + 1¢(®¡2)=2 (¸ cos µ ¡ 1) dµ
¡ 2
®
Z 2¼
0
¡
¸2 ¡ 4¸ cos µ + 4¢(®¡2)=2 (¸ cos µ ¡ 2) dµ;
V
(3=2)
­ (¸; 0) =
2
3
Z 2¼
0
¸ cos µ ¡ 1
(¸2 ¡ 2¸ cos µ + 1)1=4
dµ ¡ 4
3
Z 2¼
0
¸ cos µ ¡ 2
(¸2 ¡ 4¸ cos µ + 4)1=4
dµ:
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Figure 4.4: The graph of V (3=2)­ (¸; 0) when ­
is the union of two discs
Figure 4.5: The graph of V (3=2)­ (¸; 0) when ­
is an annulus
and the graph of the potential V (3=2)­ (¸; 0) on Uf(­) is Figure 4.5. Hence, in this case, the set of
r¡1=2-centers of ­ has dimension one.
Example 4.3.3. ([O1, Sak3]) Let m = 2 and
­ =
n
(y1; y2)
¯¯¯
0 · y1 · 1; 0 · jy2j ·
³
tan
¼
10
´
y1
o
:
Then we have
@­ =
n
(y1; y2)
¯¯¯
0 · y1 · 1; y2 = ¡
³
tan
¼
10
´
y1
o
[
n
(1; y2)
¯¯¯
¡ tan ¼
10
· y2 · tan ¼10
o
;
[
³
¡
n
(y1; y2)
¯¯¯
0 · y1 · 1; y2 =
³
tan
¼
10
´
y1
o´
;µ
1
2
; 0
¶
2 Uf(­) ½
½
(y1; 0)
¯¯¯¯
1
2
· y1 · 1
¾
;
@2V
(®)
­
@x21
(¸; 0) = ¡2(2¡ ®) tan ¼
10
Z 1
0
µ
(¸¡ t)2 +
³³
tan
¼
10
´
t
´2¶(®¡4)=2
(¸¡ t) dt
+ 2(2¡ ®)(¸¡ 1)
Z tan ¼10
0
¡
(¸¡ 1)2 + t2¢(®¡4)=2 dt;
@2V
(3=2)
­
@x21
(¸; 0) = ¡ tan ¼
10
Z 1
0
¸¡ t³
(¸¡ t)2 + ¡¡tan ¼10¢ t¢2´5=4 dt+ (¸¡ 1)
Z tan ¼10
0
1³
(¸¡ 1)2 + t2
´5=4 dt;
and the graph of the second derivative of the potential V (3=2)­ (¸; 0) on Uf(­) is Figure 4.6. Moreover,
the contribution of the slopes to the boundary integral (the ¯rst integral) is Figure 4.7. Hence, in this
case, ­ has a unique r¡1=2-center.
Example 4.3.4. ([Sak3]) Let m = 3 and
­ =
©
(y1; y2; y3)
¯¯
0 · y1 · 1; y22 + y23 ·
¡
tan2(¼=10)
¢
y21
ª
:
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Figure 4.6: The graph of (@2V (3=2)­ =@x
2
1) (¸; 0)
when ­ is an isosceles triangle
Figure 4.7: The contribution of the slope to the
boundary integral
Then we have
@­ =
n³
t;
³
tan
¼
10
´
t cos µ;
³
tan
¼
10
´
t sin µ
´¯¯¯
0 · t · 1; 0 · µ · 2¼
o
[
n
(1; r cos µ; r sin µ)
¯¯¯
0 · r · tan ¼
10
; 0 · µ · 2¼
o
;µ
1
2
; 0; 0
¶
2 Uf(­) ½
½
(y1; 0; 0)
¯¯¯¯
1
2
· y1 · 1
¾
;
@2V
(®)
­
@x21
(¸; 0; 0) = ¡2¼(3¡ ®) tan2 ¼
10
Z 1
0
µ
(¸¡ t)2 +
³³
tan
¼
10
´
t
´2¶(®¡5)=2
(¸¡ t)tdt
+ 2¼(3¡ ®)(¸¡ 1)
Z tan ¼10
0
³
(¸¡ 1)2 + r2
´(®¡5)=2
rdr;
@2V
(5=2)
­
@x21
(¸; 0; 0) = ¡¼ tan2 ¼
10
Z 1
0
(¸¡ t) t³
(¸¡ t)2 + ¡¡tan ¼10¢ t¢2´5=4 dt
+ ¼ (¸¡ 1)
Z tan ¼10
0
r³
(¸¡ 1)2 + r2
´5=4 dr;
and the graph of the second derivative of the potential V (5=2)­ (¸; 0; 0) on Uf(­) is Figure 4.8. Moreover,
the contribution of the side to the boundary integral (the ¯rst integral) is Figure 4.9. Hence, in this case,
­ has a unique r¡1=2-center.
Example 4.3.5. ([Sak3]) Let m = 3 and
­ =
©
(y1; y2; y3)
¯¯
0 · y1 · 1; y22 + y23 ·
¡
tan2(¼=10)
¢
y1
ª
:
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Figure 4.8: The graph of (@2V (5=2)­ =@x
2
1) (¸; 0)
when ­ is a cone
Figure 4.9: The contribution of the side to the
boundary integral
Then we have
@­ =
n³
t;
³
tan
¼
10
´p
t cos µ;
³
tan
¼
10
´p
t sin µ
´¯¯¯
0 · t · 1; 0 · µ · 2¼
o
[
n
(1; r cos µ; r sin µ)
¯¯¯
0 · r · tan ¼
10
; 0 · µ · 2¼
o
;µ
1
2
; 0; 0
¶
2 Uf(­) ½
½
(y1; 0; 0)
¯¯¯¯
1
2
· y1 · 1
¾
;
@2V
(®)
­
@x21
(¸; 0; 0) = ¡¼(3¡ ®) tan2 ¼
10
Z 1
0
³
(¸¡ t)2 +
³
tan2
¼
10
´
t
´(®¡5)=2
(¸¡ t)dt
+ 2¼(3¡ ®)(¸¡ 1)
Z tan ¼10
0
³
(¸¡ 1)2 + r2
´(®¡5)=2
rdr;
@2V
(5=2)
­
@x21
(¸; 0; 0) = ¡¼
2
tan2
¼
10
Z 1
0
¸¡ t³
(¸¡ t)2 + ¡tan2 ¼10¢ t´5=4 dt
+ ¼ (¸¡ 1)
Z tan ¼10
0
r³
(¸¡ 1)2 + r2
´5=4 dr;
and the graph of the second derivative of the potential V (5=2)­ (¸; 0; 0) on Uf(­) is Figure 4.10. Moreover,
the contribution of the side to the boundary integral (the ¯rst integral) is Figure 4.11. Hence, in this
case, ­ has a unique r¡1=2-center.
4.4 Uniqueness of a center of a body
Throughout this section, let ­ be a body in Rm, and we always assume that the kernel k is strictly
decreasing. We investigate the number of maximizers of the potential (2.0.4) when the function f coincides
with the characteristic function Â­. In particular, we study the uniqueness of a k-center of ­. The
uniqueness of a k-center does not always hold (see Example 4.3.1 and 4.3.2). But it is expected that we
can give a su±cient condition for the uniqueness from the investigation in section 4.3 (see Example 4.3.3,
4.3.4 and 4.3.5) by using geometric properties of the minimal unfolded region shown in section 4.2.
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Figure 4.10: The graph of (@2V (5=2)­ =@x
2
1) (¸; 0)
when ­ is a body of revolution of a parabola
Figure 4.11: The contribution of the side to the
boundary integral
On the other hand, considering the kernel k = k(¢; t) and the potential (2.0.5), su±cient condtions for
the uniqueness of a k-center are useful for studying the movement of k = k(¢; t)-centers (Remark 3.2.4).
We use the following notation in what follows:
d(­) = min fjz ¡ wj jz 2 Uf(­); w 2 ­g ; D(­) = max fjz ¡ wj jz 2 Uf(­); w 2 ­g : (4.4.1)
First of all, we remark that, in Corollary 3.1.6, we can replace the assumption \k is concave on the
interval (0;diam (supp f))" with \k is concave on the interval (0; D(­))" if f coincides with Â­.
4.4.1 Uniqueness of a center of a convex body
Theorem 4.4.1. ([Mos1]) Let ­ be a convex body. If a function Á : [0;+1) ! [0;+1) is strictly
increasing and concave on the interval (d(­); D(­)), then the radial potential
©­(x) =
Z
Sm¡1
Á (½­¡x(v)) d¾(v); x 2 ­;
becomes strictly concave on Uf(­).
Proof. For any x and x0 in Uf(­), we have
2©­
µ
x+ x0
2
¶
¡ (©­(x) + ©­ (x0))
>
Z
Sm¡1
µ
Á
µ
½­¡x(v) + ½­¡x0(v)
2
¶
¡ (Á (½­¡x(v)) + Á (½­¡x0(v)))
¶
d¾(v)
¸ 0:
Here, the ¯rst inequality follows from the convexity of ­, and the second inequality follows from the
concavity of Á. Hence we get the strictly concavity of the potential K­.
Corollary 4.4.2. ([Sak2]) Let ­ be a convex body. If k is positive, and if k(r)rm¡1 is decreasing on the
interval (d(­); D(­)), then the potential K­ is strictly concave on Uf(­).
Proof. Taking the function Á in Theorem 4.4.1 as
Á(½) =
Z ½
0
k(r)rm¡1dr;
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we get the conclusion.
Corollary 4.4.3. ([Sak2]) Let ­ and k be as in Theorem 4.4.2. Then ­ has a unique k-center.
4.4.2 Uniqueness of a center of a suitable axially symmetric body
Theorem 4.4.4. ([Sak3]) Suppose that k satis¯es the condition
¡
C1®
¢
. Let ! : [0; 1] ! [0;+1) be a
piecewise C1 function with !m¡1 concave, and
­ =
©
y = (y1; y) 2 R£ Rm¡1 j0 · y1 · 1; jyj · ! (y1)g :
If k0(r)=r is increasing on the interval (d(­); D(­)), then the potential K­ is strictly concave on the
minimal unfolded region.
Proof. Put
a = min
½
s 2 [0; 1]
¯¯¯¯
!(s) = max
0·¿·1
!(¿)
¾
; b = max
½
s 2 [0; 1]
¯¯¯¯
!(s) = max
0·¿·1
!(¿)
¾
:
Proposition 4.2.4 and the concavity of ! imply that Uf(­) is contained in the line segment½
(y1; 0) 2 R£ Rm¡1
¯¯¯¯
a
2
· y1 · 1 + b2
¾
:
Therefore, we show the negativity of
¡
@2K­=@x
2
1
¢
(¸; 0) for any a=2 · ¸ · (1 + b)=2.
By Proposition 2.4.2, we have
@2K­
@x21
(¸; 0) = ¡
Z
@­
k0
µq
(¸¡ y1)2 + jyj2
¶
q
(¸¡ y1)2 + jyj2
(¸¡ y1) e1 ¢ n(y)d¾(y)
= ¸¾m¡2
¡
Sm¡2
¢ Z !(0)
0
k0
¡p
¸2 + r2
¢
p
¸2 + r2
rm¡2dr
+
¾m¡2
¡
Sm¡2
¢
m¡ 1
Z 1
0
k0
µq
(¸¡ s)2 + !(s)2
¶
q
(¸¡ s)2 + !(s)2
(¸¡ s) d!(s)m¡1
¡ (¸¡ 1)¾m¡2
¡
Sm¡2
¢ Z !(1)
0
k0
³p
(¸¡ 1)2 + r2
´
p
(¸¡ 1)2 + r2 r
m¡2dr
For any a=2 · ¸ · (1 + b)=2, the ¯rst and third terms are obviously negative. Therefore, it is su±cient
to show the negativity of the second integral.
We ¯rst consider the case of a=2 · ¸ · a. We decompose the second integral into
ÃZ 2¸¡a
0
+
Z ¸
2¸¡a
+
Z a
¸
! k0µq(¸¡ s)2 + !(s)2¶q
(¸¡ s)2 + !(s)2
(¸¡ s) d!(s)m¡1:
For any 0 · ± · a¡ ¸, the concavity of !(s)m¡1 implies 0 · ¡!m¡1¢0 (¸+ ±) · ¡!m¡1¢0 (¸¡ ±), and the
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behaviour of increasing of ! implies 0 · !(¸¡ ±) · !(¸+ ±). Hence we obtainÃZ ¸
2¸¡a
+
Z a
¸
!
k0
³p
(¸¡ s)2 + !(s)2
´
p
(¸¡ s)2 + !(s)2 (¸¡ s)d!(s)
m¡1
=
Z a¡¸
0
0@k0
³p
(±2 + !(¸¡ ±)2
´
p
±2 + !(¸¡ ±)2
¡
!m¡1
¢0
(¸¡ ±)¡
k0
³p
±2 + !(¸+ ±)2
´
p
±2 + !(¸+ ±)2
¡
!m¡1
¢0
(¸+ ±)
1A ±d±
· 0:
On the other hand, we can easily get
Z 2¸¡a
0
k0
µq
(¸¡ s)2 + !(s)2
¶
q
(¸¡ s)2 + !(s)2
(¸¡ s) d!(s)m¡1 < 0;
which completes the proof in the case of a=2 · ¸ · a.
The same argument works for the case of b · ¸ · (1 + b)=2. Furthermore, the negativity of¡
@2K­=@x
2
1
¢
(¸; 0) for a · ¸ · b is obvious.
Corollary 4.4.5. ([Sak3]) Let ­ and k be as in Theorem 4.4.4. Then ­ has a unique k-center.
Remark 4.4.6. When !(s) = sp, the assumption \!m¡1 is concave" corresponds to the case of 0 · p ·
1=(m¡ 1).
Remark 4.4.7. In the proof of Theorem 4.4.4, in order to show the negativity of
¡
@2K­=@x
2
1
¢
(¸; 0), we
decomposed the boundary integral expression of
¡
@2K­=@x
2
1
¢
(¸; 0) into the three integrals over the left
base, the side and the right base. The integrals over the bases were obviously negative, and we showed
the negativity of the integral over the side.
Unfortunately, this argument does not work for any axially symmetric convex body ­. When we
apply this argument to the cone as in Example 4.3.4, the boundary integral over the side is not negative
on the minimal unfolded region. In other words, in order to show the negativity of
¡
@2K­=@x
2
1
¢
(¸; 0) for
any axially symmetric convex body ­, we have to estimate the boundary integral over the bases in more
detail. We could not do it and leave the following problem as a conjecture:
Does an axially symmetric convex body ­ have a unique k-center? More generally, does a
convex body ­ have a unique k-center? We allow to assume some conditions for the kernel k
if necessary.
4.4.3 Uniqueness of a center of a non-obtuse triangle
Theorem 4.4.8. ([Sak3]) Suppose that k satis¯es the condition
¡
C1®
¢
. If ­ is a non-obtuse triangle in
R2, and if k0(r)=r is increasing on the interval (d(­); D(­)), then the potential K­ is strictly concave on
the minimal unfolded region.
Proof. For a direction v 2 S1, let Rv 2 SO(2) be an anti-clockwise rotation which assigns e1 to v. We
show that the second derivative @2KRv(­)=@x
2
1 is negative on the minimal unfolded region of Rv(­) for
any v 2 S1.
Let O be origin, P the point (1; 0), and Q a point (a; b) 2 ©(z1; z2) 2 R2 j1=2 · z1 · 1; z2 > 0g . By
an orthogonal action of R2, we may assume that ­ is given by 4OPQ. Let A, B and C be the middle
points of the line segments OP , PQ and QO, respectively. We remark that the minimal unfolded region
of ­ is contained in 4ABC (see Example 4.2.2).
We identify the notation zj for the j-th coordinate with the function zj : R2 3 (z1; z2) 7! zj 2 R. We
denote the point Rv(P ) by Pv, for shot, and so on.
We have to consider the following eleven cases about the position of Rv(­) (see Figure 4.12 to 4.22):
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Case 1 z1 (Av) · z1 (Qv) · z1 (Bv).
Case 2 z1 (Qv) · z1 (Av) · z1 (Bv).
Case 3.1 0 · z1 (Bv) · z1 (Av) and the slope of the line PvQv is non-positive.
Case 3.2 0 · z1 (Bv) · z1 (Av) and the slope of the line PvQv is non-negative.
Case 3.3 z1 (Bv) · 0 · z1 (Av) and the slope of the line PvQv is non-positive.
Case 3.4 z1 (Bv) · 0 · z1 (Av) and the slope of the line PvQv is non-negative.
Case 4 z1 (Cv) · z1 (Av).
Case 5.1 z1 (Av) · z1 (Cv) · z1 (Pv) and the slope of the line OQv is non-negative.
Case 5.2 z1 (Av) · z1 (Cv) · z1 (Pv) and the slope of the line OQv is non-positive.
Case 6.1 z1 (Pv) · z1 (Cv) and the slope of the line OQv is non-negative.
Case 6.2 z1 (Pv) · z1 (Cv) and the slope of the line OQv is non-positive.
We only show
@2KRv(­)
@x21
(x) = ¡
Z
@Rv(­)
k0(r)
r
(x1 ¡ y1) e1 ¢ n(y)d¾(y) < 0
for any x 2 Rv (4ABC) in Case 1. The other cases goes parallel. Fix an arbitrary point x in Rv (4ABC).
Suppose z1 (Cv) · x1 · z1 (Av). Then we have the following inequalities by the same argument as in
Theorem 4.4.5 (see Figure 4.23):Z
OPv
k0(r)
r
(x1 ¡ y1) e1 ¢ n(y)d¾(y) ¸ 0;
Z
QvO
k0(r)
r
(x1 ¡ y1) e1 ¢ n(y)d¾(y) ¸ 0:
Thus the second derivative of KRv(­) is negative at such a point x.
Suppose z1 (Av) · x1 · z1 (Qv). Put
Xv = (2x1 ¡ z1 (Pv) ; slope (OPv) (2x1 ¡ z1 (Pv))) ;
Yv = (2x1 ¡ z1 (Pv) ; slope (OQv) (2x1 ¡ z1 (Pv))) ;
Zv = (2x1 ¡ z1 (Qv) ; slope (OQv) (2x1 ¡ z1 (Qv))) :
We remark that for any 0 · ± · z1 (Xv), we have
(slope (OPv) + slope (OQv)) (z1 (Xv)¡ ±)¡ 2x2
· (slope (OPv) + slope (OQv)) (z1 (Xv)¡ ±)¡ 2 (slope (OQv) (x1 ¡ z1 (Av)) + z2 (Av))
= 2x1 slope (OPv)¡ 2z2 (Pv)¡ ± (slope (OPv) + slope (OQv))
· ¡± (slope (OPv) + slope (OQv)) · 0;
where the ¯rst and the second inequalities follow from the facts that the point x lie above the line AvBv,
and that x1 · z1 (Pv), respectively. This inequality implies that we have¯¯¯¯µ
z1 (Xv)¡ ±
slope (z1 (Xv)¡ ±)
¶
¡
µ
x1
x2
¶¯¯¯¯2
¡
¯¯¯¯µ
z1 (Yv)¡ ±
slope (OQv) (z1 (Yv)¡ ±)
¶
¡
µ
x1
x2
¶¯¯¯¯2
= ((slope (OPv) + slope (OQv)) (z1 (OPv)¡ ±)¡ 2x2) (slope (OPv)¡ slope (OQv)) (z1 (Xv)¡ ±)
¸ 0:
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1
2
z
z
0
Q v B v
A vC v
P v
Figure 4.16: Case 3.3.
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Figure 4.22: Case 6.2.
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for any 0 · ± · z1 (Xv). Hence we obtainZ
YvO+OXv
k0(r)
r
(x1 ¡ y1) dy2 ¸ 0 (4.4.2)
by the same argument as in Theorem 4.4.4 (see Figure 4.24). On the other hand, we obtain the following
inequalities by the same argument as in Theorem 4.4.4 (see also Figure 4.24):Z
XvPv
k0(r)
r
(x1 ¡ y1) dy2 ¸ 0;
Z
QvZv
k0(r)
r
(x1 ¡ y1) dy2 ¸ 0:
Hence the second derivative of KRv(­) is negative at such a point x.
Suppose z1 (Qv) · x1 · z1 (Bv). By the same argument as in Theorem 4.4.4, we have the following
inequalities (see Figure 4.25):Z
XvPv
k0(r)
r
(x1 ¡ y1) dy2 ¸ 0;
Z
PvQv
k0(r)
r
(x1 ¡ y1) dy2 ¸ 0:
Since the equation (4.4.2) also holds in this case, the second derivative of KRv(­) is negative at such a
point x (see also Figure 4.25).
1
2
z
z
0
(x  , x  )1 2
Q v
P v
Figure 4.23:
1
2
z
z
0
(x  , x  )1 2
Q v
P v
Figure 4.24:
1
2
z
z
0
(x  , x  )1 2
Q v
P v
Figure 4.25:
Corollary 4.4.9. ([Sak3]) Let ­ and k be as in Theorem 4.4.8. Then ­ has a unique k-center.
Remark 4.4.10. In the proof of Theorem 4.4.8, we showed the concavity of the potential KRv(­) on the
triangle 4AvBvCv. Since the triangle contains the minimal unfolded region, we obtained the conclusion.
Unfortunately, this argument does not work for any obtuse triangle (except an isosceles triangle).
Because the minimal unfolded region of an obtuse triangle is not contained in the triangle whose vertices
are the middle points of the edges.
4.5 Limiting pro¯les in terms of the Schwarz symmetrization
Throughout this section, let ­ be a body in Rm, and we always assume that the kernel k = k(¢; t) is
strictly decreasing and given by the separation of variables form (3.3.1). We consider the potential (2.0.5)
and study its limiting pro¯les when the function f is the characteristic function Â­. The theorems and
those proofs in this section are based on [CK].
Let ­¤ be the closed ball centered at the centroid of ­ with volume Vol(­). It is easily shown by the
de¯nition (3.3.3) that the Schwarz symmetrization (Â­)
¤ coincides with the characteristic function Â­¤ .
Let us estimate the di®erence between the potentials K­(x; t) and K­¤(x; t).
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Lemma 4.5.1. ([Sak2]) Let k be as in Theorem 3.3.6. Moreover, we assume the following conditions:
² The ratio (Ã2(t)¡ a)2 =Ã1(t) tends to zero as t goes to +1.
² The ¯rst derivative k0 does not vanish at a.
Then we have
lim
t!+1
1¯¯¯
k
0
(a)Ã1(t)
¯¯¯ (K­ ¡K­¤) (x; t) = Z
Rm
jyj2 (Â­¡G­ ¡ Â­¤¡G­) (y)dy
for each x 2 Rm, where ­¡G­ = fy ¡G­j y 2 ­g.
Proof. Applying Theorem 3.3.6 to the case of f = Â­, for each x 2 Rm, we have
lim
t!+1
1¯¯¯
k
0
(a)Ã1(t)
¯¯¯ (K­ ¡K­¤) (x; t) = Z
Rm
jyj2 (Â­ ¡ Â­¤) (y)dy:
Since the right hand side is independent of a point x 2 Rm, we have
lim
t!+1
1¯¯¯
k
0
(a)Ã1(t)
¯¯¯ (K­ ¡K­¤) (x; t) = lim
t!+1
1¯¯¯
k
0
(a)Ã1(t)
¯¯¯ (K­ ¡K­¤) (x+G­; t) :
By a translation in Rm, we have
(K­ ¡K­¤) (x+G­; t) = (K­¡G­ ¡K­¤¡G­) (x; t):
Applying Theorem 3.3.6 to the case of f = Â­¡G­ , we obtain the conclusion.
Theorem 4.5.2. ([Sak2]) Let k be as in Lemma 4.5.1. Then we have
lim
t!+1
1¯¯¯
k
0
(a)Ã1(t)
¯¯¯ (K­ ¡K­¤) (x; t) ¸ 0
for any x 2 Rm, and there exists a point x 2 Rm which gives equality if and only if ­ is a ball.
Proof. Applying Theorem 4.1.4 to the case of k(r; t) = r2, we haveZ
Rm
jyj2 (Â­¡G­ ¡ Â­¤¡G­) (y)dy =
µZ
­¡G­
¡
Z
­¤¡G­
¶
jyj2 dy ¸ 0
for each x 2 Rm. Equality holds if and only if ­ is a ball. Hence Lemma 4.5.1 implies the conclusion.
Corollary 4.5.3. ([Sak2]) Let k be as in Theorem 3.3.6. Moreover, we assume the following conditions:
² The ratio (Ã2(t)¡ a) =Ã1(t) converges to a constant as t goes to +1.
² Both k and k0 do not vanish at a.
Let B ½ Rm be a closed ball. Let
L(x) = lim
t!+1
1
k
0
(a)Ã1(t)
(K­ ¡KB) (x; t):
If there exists an open subset U ½ Rm such that the function L exists and is identically zero on U , then
­ = B.
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Proof. By the mean value theorem, for each x 2 Rm and any enough large t, we can choose a constant
µ = µ(x; y; t) such that
(K­ ¡KB) (x; t) = k(a)
Z
Rm
(Â­ ¡ ÂB) (y)dy
+
Z
Rm
k
0 ¡
µ
¡
r2Ã1(t) + Ã2(t)
¢
+ (1¡ µ)a¢ ¡r2Ã1(t) + Ã2(t)¡ a¢ (Â­ ¡ ÂB) (y)dy:
Since L exists on an open set U , we obtain the volume equation Vol (­) = Vol(B). Moreover, by the
same calculation as in Theorem 3.3.6, we have
L(x) =
Z
Rm
jx¡ yj2 (Â­ ¡ ÂB) (y)dy:
Since L is identically zero on U , we have
0 = gradL(x) = 2
Z
Rm
(x¡ y) (Â­ ¡ ÂB) (y)dy = ¡2
Z
Rm
y (Â­ ¡ ÂB) (y)dy:
Therefore, we obtain G­ = GB . Hence we obtain B = ­¤, and Theorem 4.5.2 implies the conclusion.
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Chapter 5
Applications
5.1 The solution of the Cauchy problem for the heat equation
Let f : Rm ! R be a non-zero non-negative bounded measurable function with compact support. In this
section, we consider a potential of the form
Hf(x; t) =
1
(4¼t)m=2
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
dy; x 2 Rm; t > 0: (5.1.1)
It is well-known that the potential Hf satis¯es the Cauchy problem for the heat equation with initial
datum f . In particular, when the initial datum f is the characteristic function of a body ­, we denote
the potential HÂ­ by H­ for short.
Let Hf (t) be the set of points that give the maximum value of the function Hf(¢; t) : Rm ! R for
each t > 0, that is,
Hf (t) =
½
x 2 Rm
¯¯¯¯
Hf(x; t) = max
»2Rm
Hf(»; t)
¾
: (5.1.2)
Let us call a point in Hf (t) a hot spot of Rm at time t.
In [CK], Chavel and Karp studied the movement of a hot spot as t goes to +1 by computing the
derivative of Hf(¢; t).
Theorem 5.1.1. ([CK])
(1) The set of hot spots is not empty and contained in the convex hull of supp f for any t > 0.
(2) The set of hot spots converges to the one-point set of the centroid of f with respect to the Hausdor®
distance as t goes to +1.
(These facts also follow from Proposition 3.1.2 and Corollary 3.2.3.)
Proposition 5.1.2. ([Sak2]) For each t > 0, the energyZ
Rm
f(x)Hf(x; t)dx =
1
(4¼t)m=2
Z
Rm£Rm
f(x)f(y) exp
µ
¡r
2
4t
¶
dxdy
is maximum in F (de¯ned in (3.1.1)) if and only if f is the characteristic function of a closed m-ball up
to a zero measure set.
(This fact follows from Theorem 3.1.7.)
Theorem 5.1.3. ([CK]) The level sets of Hf(¢; t) tend to spheres centered at the centroid of f with
respect to the Hausdor® distance.
(This fact also follows from Theorem 3.3.2.)
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Proposition 5.1.4. ([CK]) We have
dist (Gf ;Hf (t)) · (diam(supp f))
3
4t
exp
Ã
¡ (diam(supp f))
2
4t
!
:
for any t > 0.
(This fact also follows from Proposition 3.3.5.)
Theorem 5.1.5. ([CK]) We have¯¯¯¯
4t (4¼t)m=2H (f ¡ f¤) (x; t)¡
µ
¡
Z
Rm
jyj2 (f ¡ f¤) (y)dy
¶¯¯¯¯
· 1
4t
Z
Rm
r4 jf ¡ f¤j (y)dy
for any x 2 Rm and t > 0.
(This fact also follows from Remark 3.3.7.)
Proposition 5.1.6. ([Sak2]) If ­ is a convex body with a piecewise C1 boundary, then H­(¢; t) is super
harmonic on ­ for any t > 0.
(This fact follows from Corollary 2.4.3.)
Proposition 5.1.7. ([Sak2]) Let ­ be a body in Rm, and B a closed ball in Rm. If Vol(­) = Vol(B),
then we have
max
x2Rm
H­(x; t) · max
x2Rm
HB(x; t);
and equality holds if and only if ­ is a ball.
(This fact follows from Theorem 4.1.4.)
Theorem 5.1.8. ([CK]) Let ­ be a body in Rm. For any x 2 Rm, we have
lim
t!+1 t
m=2+1 (H­ ¡H­¤) (x; t) · 0;
and equality holds if and only if ­ is a ball.
(This fact also follows from Theorem 4.5.2.)
Theorem 5.1.9. ([CK]) Let ­ be a body in Rm, and B a closed ball in Rm. If there is an open set U in
Rm such that the limit
lim
t!+1 t
m=2+1 (H­ ¡HB) (x; t)
exists and is identically zero on U , then ­ = B.
(This fact also follows from Corollary 4.5.3.)
We consider a su±cient condition for the uniqueness of a hot spot. In [JS], Jimbo and Sakaguchi
indicated that if t is not smaller than (diam (supp f))2 =2, then Rm has a unique hot spot at time t by
computing the Hessian of Hf(¢; t). We remark that the fact can also be derived from Corollary 3.1.6.
In [MS], Magnanini and Sakaguchi indicated that if the initial datum coincides with the characteristic
function Â­, and if ­ is convex, then Rm has a unique hot spot for any t > 0 by using the log-concavity
of H­(¢; t) (see also [BL]).
We improve the condition of t given in [JS] when the initial datum f is the characteristic function of
a body ­ by using the minimal unfolded region. We remark that ­ is not necessarily convex in our case.
Proposition 5.1.10. ([Sak2]) If the initial datum f coincides with the characteristic function Â­, then,
for any positive t, any hot spot at time t is contained in the minimal unfolded region of ­.
(This fact follows from Proposition 4.1.3.)
Lemma 5.1.11. ([Sak2]) Let t > 0. Fix an arbitrary p > 0. Let g(s) =
¡
s2 ¡ 2t¢ exp ¡¡ ¡s2 + p¢ =(4t)¢.
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(1) For any 0 · ± · 1, g ¡(1¡ ±)p2t¢+ g ¡(1 + ±)p2t¢ · 0.
(2)
Z 1
0
g(s)ds = 0.
Proof. (1) Since g is increasing on the interval
£
0;
p
6t
¤
and decreasing on the interval
£p
6t;+1¢, it is
su±cient to show that the inequality holds for any 0 · ± · p3 ¡ 1. Let Á(¸) = (¸+ 1) exp ¡¡¸2=2¢
for 2 ¡ p3 · ¸ · p3. It is equivalent to show Á(1 + ±) · Á(1 ¡ ±) for any 0 · ± · p3 ¡ 1. Since Á
is increasing on the interval
£
2¡p3; ¡¡1 +p5¢ =2¤ and decreasing on the interval £¡¡1 +p5¢ =2;p3¤,
it is su±cient to show that the inequality holds for any
¡
3¡p5¢ =2 · ± · p3 ¡ 1. We can easily get
Á
¡
2¡p3¢ · Á ¡¡5¡p5¢ =2¢, which implies the conclusion.
(2) By the integration by parts, we haveZ 1
0
s2 exp
µ
¡s
2
4t
¶
ds =
Z 1
0
s
@
@s
µ
¡2t exp
µ
¡s
2
4t
¶¶
ds = 2t
Z 1
0
exp
µ
¡s
2
4t
¶
ds;
which completes the proof.
De¯nition 5.1.12. ([Sak2]) Let us use the notation in De¯nition 4.1.2. A function ° : Sm¡1 ! R is
called a folding function of ­ if, for each v 2 Sm¡1 and any b ¸ °(v), Re°v;b
³
­+v;b
´
is contained in ­. We
denote the set of continuous folding functions of ­ by CF (­). Let W°(­) be the Wul® shape associated
with a function ° 2 CF (­), that is, W°(­) is de¯ned as
W°(­) =
\
v2Sm¡1
fx 2 Rmjx ¢ v · °(v)g :
De¯ne the minimal unfolded Wul® shape of ­ by
W (­) =
\
°2CF (­)
W°(­):
Remark 5.1.13. Since the maximal folding function l : Sm¡1 ! R is lower semi-continuous (Lemma
4.2.3), Uf(­) is contained in W (­). Furthermore, in general, W (­) is not contained in ­ if ­ is not
convex, while it is always contained in its convex hull.
We use the following notation in what follows:
~D(­) = max fjz ¡ wj jz 2 Uf(­); w 2W (­)g : (5.1.3)
Theorem 5.1.14. ([Sak2]) If the initial datum f is the characteristic function of a body ­, and if
t ¸ ~D (­)2 =2, then Rm has a unique hot spot at time t.
Proof. Let us use the notation in De¯nition 4.1.2 and Lemma 5.1.11 in what follows.
Fix a point x in Uf (­) and a time t ¸ ~D (­)2 =2. Let ¿ = x1 +
p
2t. Direct computation shows
@2H­
@x21
(x; t) =
1
4t2 (4¼t)m=2
Z
­
³
(x1 ¡ y1)2 ¡ 2t
´
exp
µ
¡r
2
4t
¶
dy:
Therefore, if both ­+e1;¿ and ­
+
¡e1;¿ are empty, then we have
¡
@2H­=@x
2
1
¢
(x; t) < 0 (see Figure 5.1).
We consider the case where either ­+e1;¿ or ­
+
¡e1;¿ is not empty. Then we have Re°e1;¿
¡
­+e1;¿
¢ ½ ­.
Put
L1(y) = fz = y + te1 jt 2 Rg ; L1 (y; z1 ¸ c) = L1(y) \ fz 2 Rm jz1 ¸ cg : (5.1.4)
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We apply Lemma 5.1.11 to the case of p =
Pm
`=2 (x` ¡ y`)2. By Fubini's theorem, we have
@2H­
@x21
(x; t) =
1
(4¼t)m=2 4t2
Z
­
g (x1 ¡ y1) dy
=
1
(4¼t)m=2 4t2
Z
­je?1
ÃZ
­\L1((x1;y))
g (x1 ¡ y1) dy1
!
dy;
where ­je?1 denotes the image of the orthogonal projection from ­ to e?1 , and y = (y2; : : : ; ym). We
remark that g (x1 ¡ y1) is obviously negative for any y in the band fz 2 Rm jx1 ¡ ¿ · z1 · x1 + ¿g .
If Re°e1;¿ (­ \ L1 ((x1; y) ; z1 ¸ ¿)) is contained in L1 ((x1; y) ; z1 ¸ x1), then the ¯rst assertion of
Lemma 5.1.11 impliesZ
Re°e1;¿ (­\L1((x1;y);z1¸¿))[(­\L1((x1;y);z1¸¿))
g (x1 ¡ y1) dy1 < 0:
Otherwise, the second assertion of Lemma 5.1.11 impliesZ
­\L1((x1;y);z1¸x1)
g (x1 ¡ y1) dy1 <
Z
L1((x1;y);z1¸x1)
g (x1 ¡ y1) dy1 = 0:
These arguments also work for the other side fz 2 Rmjz1 · x1g. Hence we get
¡
@2H­=@x
2
1
¢
(x; t) < 0
for any x 2 Uf(­) (see Figure 5.2).
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Figure 5.1: The case of ­+§e1;¿ = ;.
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Figure 5.2: The case of ­+§e1;¿ 6= ;.
By radial symmetry of the heat kernel, we obtain the conclusion.
Remark 5.1.15. Theorem 5.1.14 does not provide a real improvement of the result of [JS] in the case
of f = Â­ since the relation ~D(­) < diam­ does not always hold.
5.2 Riesz potential and its extension
In this section, we investigate Riesz potential of order 0 < ® < m and its extension to the case of m · ®.
Such an extension was studied by O'Hara in [O1], and he called the extended potential the r®¡m-potential.
Let ­ be a body in Rm. For ® > 0, de¯ne the r®¡m-potential V (®)­ : Rm ! R by
V
(®)
­ (x) =
8><>:
sign(m¡ ®)
Z
­
r®¡mdy (0 < ® 6= m);
¡
Z
­
log rdy (® = m):
(5.2.1)
De¯nition 5.2.1. ([O1]) A point x in Rm is called an r®¡m-center of ­ if it gives the maximum value
of V (®)­ .
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Theorem 5.2.2. ([O1])
(1) For any positive ®, r®¡m-centers of ­ exist and belong to the minimal unfolded region of ­.
(2) If ­ is convex, and 0 < ® · 1, then ­ has a unique r®¡m-center.
(3) If ® ¸ m+ 1, then ­ has a unique r®¡m-center.
(These facts also follow from Proposition 4.1.3, Corollary 4.4.3 and Corollary 3.1.6.)
Theorem 5.2.3. ([O3]) Let ~­ be a compact convex set in Rm, and
f(®) =
p
m+ 1¡ ®
2
0BBBBB@2 +
3Ã
1 +
µ
4
³
4
q
m+2¡®
m+1¡® +
1
2
q
m+1¡®
m+2¡®
´2
+ 1
¶¡(m+2¡®)=2!1=(m¡2)
¡ 1
1CCCCCA
£
Ã
4
r
m+ 2¡ ®
m+ 1¡ ® +
1
2
r
m+ 1¡ ®
m+ 2¡ ®
!
¡ 1; 1 < ® < m+ 1:
For any 1 < ® < m+1, if ± ¸ f(®) diam ~­, then the parallel body ~­+ ±Bm =
n
~y + ±w
¯¯¯
~y 2 ~­; w 2 Bm
o
has a unique r®¡m-center.
Proposition 5.2.4. ([Sak3]) Let ­ be as in Theorem 4.4.4. Then ­ has a unique r®¡m-center for any
1 < ® < m+ 2.
(This fact follows from Corollary 4.4.5.)
Proposition 5.2.5. ([Sak3]) Let ­ be a non-obtuse triangle in R2. Then ­ has a unique r®¡2-center
for any 1 < ® < 4.
(This fact follows from Corollary 4.4.9.)
Remark 5.2.6. From Theorem 5.2.2 and 5.2.3, Proposition 5.2.4 and 5.2.5 are valuable for 1 < ® < m+1
when ­ cannot be obtained as the parallel body of a compact convex set.
Proposition 5.2.7. ([Sak2]) Let B be a closed ball in Rm. If Vol(­) = Vol(B), then
max
x2Rm
V
(®)
­ (x) · max
x2Rm
V
(®)
B (x)
and equality holds if and only if ­ is a ball.
(This fact follows from Theorem 4.1.4.)
Proposition 5.2.8. ([Sak2]) Let ­¤ be the closed ball centered at the centroid of ­ with volume Vol(­).
We have V (m+2)­ (x) ¸ V (m+2)­¤ (x) for any x 2 Rm. There exists a point x 2 Rm which gives equality if
and only if ­ is a ball.
Proof. By the same calculation as in Lemma 4.5.1 and Theorem 4.5.2, we have
V
(m+2)
­ (x)¡ V (m+2)­¤ (x) = ¡
Z
Rm
jyj2 (Â­¡G­ ¡ Â­¤¡G­) (y)dy ¸ 0;
where the non-positivity follows from Theorem 4.1.4 (or Proposition 5.2.7). Equality holds if and only if
­ is a ball.
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O'Hara showed that an r®¡m-center converges to the point that gives the minimum value of the
function Rm 3 x 7! maxy2­ jx¡ yj 2 R as ® goes to +1 in [O1]. The same argument also works for a
potential of the form
V (®)f(x) =
8><>:
sign(m¡ ®)
Z
Rm
f(y)r®¡mdy (0 < ® 6= m);
¡
Z
Rm
f(y) log rdy (® = m);
(5.2.2)
where f : Rm ! R is a non-zero non-negative bounded measurable function with compact support.
Proposition 5.2.9. ([Sak2]) There exists a maximum point of V (®)f , and all of those are contained in
the convex hull of the support of f .
(These facts follow from Proposition 3.1.2.)
De¯nition 5.2.10. ([Sak2])
(1) A point x in Rm is called an r®¡m-center of f if it gives the maximum value of V (®)f .
(2) A point x is called an r1-center or a min-max point of f if it gives the minimum value of the
function Rm 3 x 7! maxy2supp f jx¡ yj 2 R.
Proposition 5.2.11. ([Sak2]) If ® ¸ m+ 1, then f has a unique r®¡m-center.
(This fact follows from Corollary 3.1.6.)
Proposition 5.2.12. ([Sak2]) For each 0 < ® 6= m, the energy of V (®)fZ
Rm
f(x)V (®)f(x)dx = sign(m¡ ®)
Z
Rm£Rm
f(x)f(y)r®¡mdxdy
is maximum in F de¯ned in (3.1.1)) if and only if f is the characteristic function of a closed ball up to
a zero measure set.
(This fact follows from Theorem 3.1.7.)
For readers' convenience, we give the proof of the theorem that an r®¡m-center of f converges to the
min-max point of f as ® goes to +1 with slight modi¯cation of the argument in [O1].
Lemma 5.2.13. ([Sak2]) Let f be continuous on Rm. Then we have
lim
®!+1
³
¡V (®)f(x)
´1=®
= ess sup
y2supp f
jx¡ yj = max
y2supp f
jx¡ yj:
Proof. Since f is bounded on Rm, for any ® > m, we have
³
¡V (®)f(x)
´1=®
·
µ
sup
y2Rm
f(y)
¶1=®µZ
supp f
jx¡ yj®¡m dy
¶1=®
! ess sup
y2supp f
jx¡ yj
= max
y2supp f
jx¡ yj
as ® goes to +1.
We show the opposite inequality. Fix an arbitrary " > 0. There exists a point y0 2 supp f which
satis¯es the following inequalities:
jx¡ y0j ¸ max
y2supp f
jx¡ yj ¡ "; f (y0) > 0:
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Since f is continuous on Rm, there exist positive constants C and ± such that for any y 2 B± (y0), we
have f(y) ¸ C. Hence we obtain
³
¡V (®)f(x)
´1=®
¸ C1=®
ÃZ
B±(y0)
jx¡ yj®¡m dy
!1=®
! ess sup
y2B±(y0)
jx¡ yj
¸ max
y2supp f
jx¡ yj ¡ ";
which completes the proof.
Theorem 5.2.14. ([Sak2]) Let f be continuous on Rm. Suppose that supp f satis¯es the Poincar¶e
condition inside, that is, for any point y on @ (supp f), there exist positive constants " and µ such that
B"(y) \ supp f contains a cone of revolution with vertex y and cone angle µ. Then an r®¡m-center
converges to the min-max point of f as ® goes to +1.
Proof. Let c(®) be the (unique) r®¡m-center for ® ¸ m+ 1, and c1 the min-max point of f . De¯ne the
function ½ : Rm 3 x 7! maxy2supp f jx¡ yj.
We show that, for any " > 0, there exists an ®" ¸ m+ 1 such that if ® > ®", then c(®) is contained
in B" (c1). Suppose that there is no such an ®". Since the family of r®¡m-centers fc(®)g is contained
in conv (supp f), we can choose a sequence f®`g such that ®` diverges to +1, and that the subsequence
fc (®`)g converges to a point c 2 conv (supp f) as ` goes to +1. Since c 6= c1, we have ½(c) > ½ (c1).
Let ± = (½(c)¡ ½ (c1)) =2 > 0. There exists a point y0 2 @ (conv (supp f)) such that ½(c) = jc¡ y0j.
Since f is continuous on Rm, for any x 2 B±(c), we have
¡V (®)f(x) > (½(c)¡ 2±)®¡m
Z
B±(y0)
f(y)dy = ½ (c1)
®¡m
Z
B±(y0)
f(y)dy > 0:
On the other hand, we have
¡V (®)f (c1) <
µ
sup
y2Rm
f(y)
¶Z
B½(c1)(c1)
jc1 ¡ yj®¡m dy = 1
®
µ
sup
y2Rm
f(y)
¶
¾
¡
Sm¡1
¢
½ (c1)
®
:
Since there exists a large enough ® ¸ m+ 1 such that
® > ½ (c1)
m
µ
sup
y2Rm
f(y)
¶
¾
¡
Sm¡1
¢ÁZ
B±(y0)
f(y)dy;
we have V (®)f(x) < V (®)f (c1) for any x 2 B±(c), which contradicts to the maximality of V (®)f (c®).
5.3 Poisson integral
Let f : Rm ! R be a bounded measurable function with compact support. Let
Pf(x; t) =
2t
¾m (Sm)
Z
Rm
f(y)
(r2 + t2)(m+1)=2
dy; x 2 Rm; t > 0; (5.3.1)
which is called the Poisson integral. It is well-known that Pf satis¯es the Laplace equation for the upper
half space f(x; t) jx 2 Rm; t > 0g with boundary datum f . In this section, we consider the asymptotic
behaviour of maximum points of Pf(¢; t) : Rm ! R as t goes to +1.
Proposition 5.3.1. ([Sak2]) If f is non-zero and non-negative, then the set of maximum points of
Pf(¢; t) is not empty and contained in the convex hull of supp f for any t > 0.
(This fact follows from Proposition 3.1.2.)
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We denote the set of maximum points of Pf(¢; t) by Pf (t), that is, the set Pf (t) is de¯ned as
Pf (t) =
½
x 2 Rm
¯¯¯¯
Pf(x; t) = max
»2Rm
Pf(»; t)
¾
: (5.3.2)
Proposition 5.3.2. ([Sak2]) Let f be non-zero and non-negative. If t ¸ pm+ 2diam (supp f), then
Pf (t) becomes a one-point set.
(This fact follows from Corollary 3.1.6.)
Proposition 5.3.3. For each t > 0, the energyZ
Rm
f(x)Pf(x; t)dx =
2t
¾m (Sm)
Z
Rm£Rm
f(x)f(y)
(r2 + t2)(m+1)=2
dxdy
is maximum in F (de¯ned in (3.1.1)) if and only if f is the characteristic function of a closed ball up to
a zero measure set.
(This fact follows from Theorem 3.1.7.)
Proposition 5.3.4. ([Sak2]) Let f be non-zero and non-negative. The set of maximum points Pf (t)
converges to the one-point set of the centroid of f with respect to the Hausdor® distance as t goes to +1.
Proof. The Poisson integral Pf(x; t) corresponds to the case where '(r) = r2, Ã1(t) = t¡2, Ã2(t) = 0
and k(s) = (1 + s)¡(m+1)=2 in Corollary 3.2.3.
Proposition 5.3.5. ([Sak2]) The level sets of the Poisson integral Pf(¢; t) tend to spheres centered at
the centroid of f with respect to the Hausdor® distance.
(This fact follows from Theorem 3.3.2.)
Proposition 5.3.6. ([Sak2]) Let f be non-zero and non-negative. Then we have
dist (Gf ;Pf (t)) · (m+ 3) (diam (supp f))
3
2t2
Ãµ
diam (supp f)
t
¶2
+ 1
!(m+3)=2
:
for any t > 0.
(This fact follows from Proposition 3.3.5.)
Proposition 5.3.7. ([Sak2]) We have¯¯¯¯
¾m (Sm) tm+2
m+ 1
P (f ¡ f¤) (x; t)¡
µ
¡
Z
Rm
jyj2 (f ¡ f¤) (y)dy
¶¯¯¯¯
· m+ 3
2t2
Z
Rm
r4 jf ¡ f¤j (y)dy
for any x 2 Rm and t > 0.
(This fact follows from Remark 3.3.7.)
Let ­ be a body in Rm. Let us consider the case of f = ¾m (Sm)Â­=2 in what follows. We denote
such a Poisson integral by
A­(x; h) =
¾m (Sm)
2
PÂ­(x; h) =
Z
­
h
(r2 + h2)(m+1)=2
dy: (5.3.3)
In this case, the Poisson integral A­(x; h) has a geometric meaning as follows: Let x be a point in Rm
and h a positive real number; De¯ne the map p(x;h) : ­! Sm by
p(x;h)(y) =
(y; 0)¡ (x; h)
j(y; 0)¡ (x; h)j =
(y ¡ x; 0¡ h)p
r2 + h2
; (5.3.4)
The solid angle of ­ at a point (x; h) is given by them-volume of the image of p(x;h); By direct calculation,
we can show that the solid angle coincides with the Poisson integral A­(x; h).
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De¯nition 5.3.8. ([Sak2]) A point x in Rm is called a solid angle center of ­ of height h if it gives the
maximum value of A­(¢; h) : Rm ! R.
Proposition 5.3.9. ([Sak2]) If ­ is a convex body with a piecewise C1 boundary, then A­(¢; h) is super
harmonic on ­ for any h > 0.
(This fact follows from Corollary 2.4.3.)
Proposition 5.3.10. ([Sak2]) For any positive h, every solid angle center of ­ of height h belongs to the
minimal unfolded region of ­.
(This fact follows from Proposition 4.1.3.)
Proposition 5.3.11. ([Sak2]) Let B be a closed ball in Rm. If Vol(­) = Vol(B), then we have
max
x2Rm
A­(x; h) · max
x2Rm
AB(x; h);
and equality holds if and only if ­ is a ball.
(This fact follows from Theorem 4.1.4.)
Proposition 5.3.12. ([Sak2]) For any x 2 Rm, we have
lim
h!+1
hm+2 (A­ ¡A­¤) (x; h) · 0;
and equality holds if and only if ­ is a ball.
(This fact follows from Theorem 4.5.2.)
Proposition 5.3.13. ([Sak2]) Let B be a closed ball in Rm. If there exists an open set U in Rm such
that the limit
lim
h!+1
hm+2 (A­ ¡AB) (x; h)
exists and is identically zero on U , then ­ = B.
(This fact follows from Corollary 4.5.3.)
We also study the uniqueness of a solid angle center of ­ of height h. We remark that the uniqueness
does not always hold. Let us see it in a toy example when m = 1.
Example 5.3.14. ([Sak2]) Let ­ be the disjoint union of two intervals with the same length: ­ =
[¡R;¡1] [ [1; R], where R > 1. By direct computation, we obtain the following results (see Figure 5.3):
(1) If 0 < h <
q
R+ (R+ 1)
p
R, then
x§(h) = §
qp
R((R+ 1)2 + 4h2)¡ (R+ h2)
are the (solid) angle centers of ­
(2) If h ¸
q
R+ (R+ 1)
p
R, then the origin is the unique (solid) angle center of ­.
Proposition 5.3.15. ([Sak2]) If h ¸ (m+ 2)D(­), then ­ has a unique solid angle center of height h,
where D(­) is de¯ned in (4:4:1).
(This fact follows from Corollary 3.1.6 and Proposition 5.3.10.)
Let us improve Proposition 5.3.15 in the same manner as in Theorem 5.1.14.
Lemma 5.3.16. ([Sak2]) Let p > 0 and g(s) =
¡
(m+ 2)s2 ¡ p¢ ¡s2 + p¢¡(m+5)=2.
(1) We have g
³
(1¡ ±)pp=(m+ 2)´+ g ³(1 + ±)pp=(m+ 2)´ · 0 for any 0 · ± · 1.
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Figure 5.3: The locus of (solid) angle centers of height h > 0.
(2)
Z +1
0
g(s)ds = 0.
Proof. (1) It is su±cient to show that the inequality holds for any 0 · ± · p3¡1 since g is increasing on
the interval
h
0;
p
3p=(m+ 2)
i
and decreasing on the interval
hp
3p=(m+ 2);+1
´
. It is equivalent to
show Ám(1 + ±) < Ám(1¡ ±) for any 0 · ± ·
p
3¡ 1, where Ám(¸) = (¸+ 1)
¡
¸2 +m+ 2
¢¡(m+5)=2. Let
¸c(m) be the (unique) critical point of Ám. Then we have Ám(1+±) < Ám(1¡±) for any 0 · ± · 1¡¸c(m).
Since ¸c(m) is strictly increasing and tends to
¡¡1 +p5¢ =2 as m goes to +1, it is su±cient to show
Ám
¡
2¡p3¢ ¸ Ám ¡¡5¡p5¢ =2¢. The sequence ©Ám ¡2¡p3¢ =Ám ¡¡5¡p5¢ =2¢ª is decreasing, and we
can show
lim
m!+1
Ám
¡
2¡p3¢
Ám
¡¡
5¡p5¢ =2¢ =
¡
2¡p3¢+ 1¡
5¡p5¢ =2 + 1 exp
0@1
2
0@Ã5¡p5
2
!2
¡
³
2¡
p
3
´21A1A > 1;
which completes the proof.
(2) By changing of the variable s 7! pp tan µ, we can obtain the conclusion.
Theorem 5.3.17. ([Sak2]) If h ¸ pm+ 2 ~D(­), then ­ has a unique solid angle center of height h,
where ~D(­) is de¯ned in (5.1.3).
Proof. Let us use the notation in De¯nition 4.1.2 and Lemma 5.3.16 in what follows.
Fix a point x in Uf(­) and a height h ¸ pm+ 2 ~D(­). Let ³ = x1+h=
p
m+ 2. Then the half-space
fz 2 Rmj z1 ¸ ³g contains the right side of the hyperboloid in Figure 5.4 (and 5.5).
If both ­+e1;³ and ­
+
¡e1;³ are empty, then we have the negativity of
¡
@2A­=@x
2
1
¢
(x; h) in the same
manner as in Theorem 5.1.14 (see Figure 5.4).
We consider the case where either ­+e1;³ or ­
+
e1;³
is not empty. Then We have Re°e1;³
³
­+e1;³
´
½ ­.
We apply Lemma 5.3.16 to the case of p =
Pm
`=2(x` ¡ y`)2 + h2. By Fubini's theorem, we have
@2A­
@x21
(x; h) = (m+ 1)h
Z
­
g(x1 ¡ y1)dy = (m+ 1)h
Z
­je?1
ÃZ
­\L1((x1;y))
g (x1 ¡ y1) dy1
!
dy;
where L1(y) is de¯ned in (5.1.4). We remark that the integral of g (x1 ¡ y1) over the inside of the
hyperboloid
n
z 2 Rm
¯¯¯
(m+ 2) (x1 ¡ z1)2 ¡
Pm
`=2 (x` ¡ z`)2 ¡ h2 · 0
o
is obviously negative. By Lemma
5.3.16 and the same argument as in Theorem 5.1.14, we can show
¡
@2A­=@x
2
1
¢
(x; h) < 0 (see Figure 5.5).
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Figure 5.4: The case of ­§e1;³ = ;.
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Figure 5.5: The case of ­§e1;³ 6= ;.
We showed that the uniqueness of a solid angle center of height h does not always hold for any ­
without the condition for h. Next we study the conditions of ­ for the uniqueness.
Proposition 5.3.18. ([Sak2]) Let ­ be a convex body such that Uf(­) is contained in the interior of
­. If h ·p2=(m¡ 1)d(­), then ­ has a unique solid angle center of height h, where d(­) is de¯ned in
(4:4:1).
(This fact follows from Corollary 4.4.3.)
Corollary 5.3.19. ([Sak2]) Let ­ be as in Proposition 5.3.18. If
p
(m+ 2)(m¡ 1)=2 ~D(­) · d(­), then
­ has a unique solid angle center for any h.
(This fact follows from Theorem 5.3.17 and Proposition 5.3.18.)
Lemma 5.3.20. ([Sak2]) Let ~­ be a compact convex set. For any positive ±, W
³
~­ + ±Bm
´
is contained
in ~­, where Bm is the closed unit m-ball, and ~­+ ±Bm is the ±-parallel body
n
z + ±w
¯¯¯
z 2 ~­; w 2 Bm
o
.
Proof. Let us use the notation in De¯nition 5.1.12 in what follows. Fix an arbitrary direction v 2 Sm¡1,
and let °(v) = maxy2~­ (y ¢ v). We remark that ~­ is contained in the half-space fz 2 Rmj z ¢ v · °(v)g.
It is su±cient to show that °(v) is a folding function of ~­ + ±Bm.
Since ~­ + ±Bm is expressed as ~­ + ±Bm = [y2~­B±(y), we obtain that for any b ¸ °(v),
Re°v;b
µ³
~­ + ±Bm
´+
v;b
¶
= Re°v;b
0@[
y2~­
B±(y) \ fz 2 Rmj z ¢ v ¸ bg
1A
=
[
y2~­
Re°v;b (B±(y) \ fz 2 Rmj z ¢ v ¸ bg)
½ ~­ + ±Bm;
which completes the proof.
Theorem 5.3.21. ([Sak2]) If ­ can be expressed as ­ = ~­ + ±Bm with a bounded convex set ~­ and a
constant ± ¸p(m+ 2)(m¡ 1)=2 diam ~­, then ­ has a unique solid angle center for any h.
Proof. Remark 5.1.13 and Lemma 5.3.20 imply Uf(­) ½W (­) ½ ~­. Therefore, we obtainr
(m+ 2)(m¡ 1)
2
~D(­) ·
r
(m+ 2)(m¡ 1)
2
diam ~­ · ± · d(­)
if ± ¸p(m+ 2)(m¡ 1)=2 diam ~­. Hence Corollary 5.3.19 implies the conclusion.
Proposition 5.3.22. ([Sak3]) Let ­ be as in Theorem 4.4.4. Then ­ has a unique solid angle center for
any h.
(This fact follows from Corollary 4.4.5.)
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Proposition 5.3.23. ([Sak3]) Let ­ be a non-obtuse triangle in R2. Then ­ has a unique solid angle
center for any h.
(This fact follows from Corollary 4.4.9.)
Remark 5.3.24. From Theorem 5.3.21, Proposition 5.3.22 and 5.3.23 are valuable when ­ cannot be
obtained as the parallel body of a compact convex set.
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Chapter 6
Non-Euclidean cases
6.1 Analogues of previous investigations
In this section, we consider the same problems as in previous chapters on the unit sphere Sm or on the
Lorentz model of the hyperbolic space Hm. We can obtain the same results as in the Euclidean case by
parallel arguments.
Let Sm be the unitm-sphere in Rm+1, and ¾m the spherical Lebesgue measure of Sm. Let f : Sm ! R
be a bounded measurable function, k : (0; ¼]! R satisfy any of (the spherical version of) the conditions
(B),
¡
C0®
¢
,
¡
C1®
¢
or
¡
C2®
¢
, and
Kf(x) =
Z
Sm
f(y)k(r)d¾m(y); x 2 Sm; r = distSm(x; y) = arccosx ¢ y: (6.1.1)
We will sometimes consider the case where the kernel k depends on a parameter t > 0. Then we will
assume that k = k(¢; t) : (0; ¼] ! R satis¯es any of (the spherical version of) the conditions (B), ¡C0®¢,¡
C1®
¢
or
¡
C2®
¢
for each t, and let
Kf(x; t) =
Z
Sm
f(y)k(r; t)d¾m(y); x 2 Sm; t > 0; r = distSm(x; y) = arccosx ¢ y: (6.1.2)
Throughout this chapter, for a point x in Sm, we use the polar coordinate
x = x(µ) = (cos µ1; sin µ1 cos µ2; : : : ; sin µ1 ¢ ¢ ¢ sin µm¡1 cos µm; sin µ1 ¢ ¢ ¢ sin µm¡1 sin µm) ;
(µ1; : : : ; µm¡1; µm) 2 [0; ¼]£ ¢ ¢ ¢ £ [0; ¼]£ [0; 2¼]:
(6.1.3)
By the same arguments as in Lemma 3.1.1, Proposition 2.1.3, 2.2.3 and 2.3.3, we obtain the following
proposition.
Proposition 6.1.1. ([Sak2])
(1) Under the condition (B), Kf is de¯ned and upper semi-continuous on Sm.
(2) Under the condition
¡
C0®
¢
, Kf is de¯ned and continuous on Sm.
(3) Under the condition
¡
C1®
¢
, Kf is of class C1 on Sm, and we have
@
@µj
Kf(x) =
Z
Sm
f(y)
@
@µj
k(r)d¾m(y)
for any x 2 Sm.
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(4) Under the condition
¡
C2®
¢
, Kf is of class C2 on Sm, and we have
@2
@µi@µj
Kf(x) =
Z
Sm
f(y)
@2
@µi@µj
k(r)d¾m(y):
for any x 2 Sm.
We understand that a set Y in Sm is said to be convex if the cone [y2Y
©
z 2 Rm+1 jz = ty 9t 2 [0; 1]ª
is convex in Rm+1. We de¯ne the spherical convex hull of Y by the minimal spherical convex set which
contains Y . We denote the spherical convex hull of Y by the same symbol conv Y as in the Euclidean
case. We remark that if Y is not contained in a hemisphere, then the spherical convex hull of Y coincides
with Sm.
By the same argument as in Proposition 3.1.2, we obtain the following proposition.
Proposition 6.1.2. ([Sak2]) If f is non-zero and non-negative, and if k is strictly decreasing, then there
exists a maximum point of Kf in the spherical convex hull of supp f .
De¯nition 6.1.3. ([Sak2]) A point x 2 Sm is called a spherical k-center of f if it gives the maximum
value of Kf .
For a subset Y in Sm, we put
Y ¤ =
\
y2Y
fz 2 Smj z ¢ y · 0g ; (6.1.4)
which is called the polar set of Y . We remark that a subset Y in Sm can be contained in a hemisphere
if and only if the polar set of Y is not empty. Furthermore, Y ¤ is spherical convex.
Theorem 6.1.4. ([Sak2]) Suppose that f is non-zero and non-negative, conv (supp f) is contained
in ¡ (supp f)¤, k is strictly decreasing, and that k satis¯es the condition ¡C2®¢. If k is concave on
(0;diam (supp f)), then f has a unique spherical center .
Proof. By radial symmetry of the kernel k, it is su±cient to show that the second derivative
¡
@2=@µ21
¢
k(r)
is non-positive for any R 2 SO(m), x 2 R (conv (supp f)) and y 2 R (supp f). Since conv (supp f) is
contained in ¡ (supp f)¤, we have
@2
@µ21
k(r) =
k00(r)
1¡ (x ¢ y)2
µ
@x
@µ1
¢ y
¶2
+
k0(r) (x ¢ y)³
1¡ (x ¢ y)2
´3=2
Ã
1¡
Ã
(x ¢ y)2 +
µ
@x
@µ1
¢ y
¶2!!
· 0
for any R 2 SO(m), x 2 R (conv (supp f)) and y 2 R (supp f).
By the same argument as in Theorem 3.2.2, we can show the following theorem.
Theorem 6.1.5. ([Sak2]) Suppose that f is non-zero and non-negative, and that conv(supp f) is con-
tained in ¡ (supp f)¤. Let k be as in the spherical version of Lemma 3.2.1. For any strictly increasing
sequence ft`g and any spherical k-center c (t`) at time t`, if ft`g diverges to +1 as ` goes to +1, then
the distance between c (t`) and Cf (') converges to 0 as ` goes to +1.
Let
V (®)f(x) =
8><>:
sign(m¡ ®)
Z
Sm
f(y)r®¡md¾m(y) (0 < ® 6= m);
¡
Z
Sm
f(y) log rd¾m(y) (® = m):
(6.1.5)
Theorem 6.1.4 implies that if ® ¸ m + 1, and if conv (supp f) is contained in ¡ (supp f)¤, then V (®)f
has a unique maximum point. By the same argument as in Theorem 5.2.14, we can show the following
theorem.
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Theorem 6.1.6. ([Sak2]) Suppose that f satis¯es the same assumptions as in the spherical version of
Theorem 5.2.14, and that conv (supp f) is contained in ¡ (supp f)¤. Then a spherical r®¡m-center of f
converges to the spherical min-max point of f as ® goes to +1.
Let ­ be a body in Sm. De¯ne the potential
K­(x) = KÂ­(x) =
Z
­
k(r)d¾m(y); x 2 Sm; r = distSm(x; y) = arccosx ¢ y (6.1.6)
If ­ is contained in a hemisphere, we can de¯ne the spherical minimal unfolded region of ­ in the same
manner as in De¯nition 4.1.2. Hence we can show the following theorem by the same argument as in
Theorem 4.1.4.
Theorem 6.1.7. ([Sak2]) Let ­ be a body in Sm and B a closed spherical ball. If ¾m(­) = ¾m(B), and
if ­ is contained in a hemisphere, then we have
max
x2Sm
K­(x) · max
x2Sm
KB(x);
and equality holds if and only if ­ is a spherical ball.
Let h¢; ¢i denote the inde¯nite inner product of Rm+1 given by hx; yi = ¡x0y0 + x1y1 ¢ ¢ ¢ + xmym,
Rm+11 the (m+ 1)-dimensional Euclidean space with h¢; ¢i, and Hm the Lorentz model of the hyperbolic
space, Hm =
©
x 2 Rm+11
¯¯ hx; xi = ¡1; x0 > 0ª.
Since the inner product hx; yi is always negative for any points x and y in Hm, we obtain the same
results as in the spherical case without the assumption \conv (supp f) is contained in ¡ (supp f)¤" in the
same manners as in the spherical case.
6.2 The central projection of spheres
Let ­ be a body in Sm with a non-empty polar set, that is, ­ is contained in a hemisphere. We assume
that ­ satis¯es the Poincar¶e condition inside, namely, for any point y on the boundary of ­, there exist
positive constants " and µ such that B"(y) \­ contains a spherical cone of revolution with vertex y and
cone angle µ.
For a point x 2 ¡
±
­¤, let px be the projection from ­ to the tangent plane (m-space) of Sm at x and
A­(x) the area (m-volume) of px(­):
px : ­ 3 y 7! y
x ¢ y 2 TxS
m; A­(x) = Area (px(­)) : (6.2.1)
Since the Jacobian of px(y) is given as Jpx(y) = (x ¢ y)¡(m+1), we have
A­(x) =
Z
­
1
(x ¢ y)m+1 d¾m(y) =
Z
­
1
cos distSm(x; y)
d¾m(y): (6.2.2)
Let us investigate the potential A­ and its minimizer in the same manner as in the previous sections.
Let ~k : (0; 1]! R be a strictly increasing function satisfying the condition³
~C2®
´
® · 0, ~k is of class C2 on the interval (0; 1], and ~k(¸) = O (¸®¡m) as ¸! 0+,
and
~K­(x) =
Z
­
~k (x ¢ y) d¾m(y); x 2 ¡
±
­¤: (6.2.3)
Theorem 6.2.1. ([Sak2]) If ~k is convex on the interval (0; 1], then ~K­ has a unique minimizer. In
particular, if ­ is point symmetric about a point p, then p is the unique minimizer.
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Proof. Since ~K­ is continuous on ¡
±
­¤ and diverges to +1 as x approaches the boundary of ¡­¤, ~K­
has a minimizer.
We show the uniqueness of a minimizer of ~K­. By radial symmetry of the kernel ~k, it is su±cient
to show that the second derivative
¡
@2=@µ21
¢ ~K­(x) is positive for any x 2 ¡ ±­¤, where we used the
coordinate (6.1.3). By direct calculation, we have
@2
@µ21
~K­(x) =
Z
­
Ã
~k00 (x ¢ y)
µ
@x
@µ1
¢ y
¶2
¡ ~k0 (x ¢ y)x ¢ y
!
d¾m(y) > 0
for any x 2 ¡
±
­¤, which completes the proof.
Corollary 6.2.2. ([Sak1]) The area function A­ has a unique minimizer. In particular, if ­ is point
symmetric about a point p, then p is the unique minimizer.
Example 6.2.3. ([Sak1])
(1) If ­ is the disjoint union of two spherical balls, then A­ has a unique minimizer.
(2) If ­ is the disjoint union of two same-sized spherical balls, then the middle point of the sub-arc
between two centers of balls is the unique minimizer of A­.
(3) The center of a ball B in Sm is the unique minimum point of AB . This fact also follows from the
moving plane method ([GNN]) because of the symmetry in the integrand of the partial derivative
of AB .
Gao, Hug and Schneider gave a characterization of a minimizer of A­ in [GHS].
Proposition 6.2.4. ([GHS]) If x gives the minimum value of A­, then x satis¯es the formula
x =
1
A­(x)
Z
­
y
(x ¢ y)m+2 d¾m(y) =
1
Area (px (­))
Z
px(­)
zdz;
that is, x is the centroid of px(­).
Proof. Let x be a minimizer of A­. Then the ¯rst derivative of A­ vanishes at x = x(µ), and we obtain
@x
@µj
¢
Z
­
yj
(x ¢ y)m+2 d¾m(y) = 0
for any 1 · j · m. Therefore, the vectorZ
­
y
(x ¢ y)m+2 d¾m(y) =
µZ
­
y1
(x ¢ y)m+2 d¾m(y); : : : ;
Z
­
ym+1
(x ¢ y)m+2 d¾m(y)
¶
is proportional to x. Let c be the proportional constant, and we can compute it as
c = cx ¢ x =
Z
­
1
(x ¢ y)m+1 d¾m(y) = A­(x):
Hence we obtain
x =
1
A­(x)
Z
­
y
(x ¢ y)m+2 d¾m(y) =
1
A­(x)
Z
­
px(y)Jpx(y)d¾m(y) =
1
Area (px (­))
Z
px(­)
zdz:
By the same argument as in Theorem 4.1.4, we can show the following theorem.
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Theorem 6.2.5. ([Sak2]) Let B be a closed spherical ball. If ¾m(­) = ¾m(B), then
min
x2¡
±
B¤
~KB(x) · min
x2¡
±
­¤
~K­(x);
and equality holds if and only if ­ is a spherical ball.
Corollary 6.2.6. ([Sak1]) Let B be a closed spherical ball. If ¾m(­) = ¾m(B), then
min
x2¡
±
B¤
AB(x) · min
x2¡
±
­¤
A­(x);
and equality holds if and only if ­ is a spherical ball.
Let us consider the same problem as above in the Lorentz model of the hyperbolic space Hm. Let ­
be a body in Hm. We de¯ne the maps px (x 2 Hn) and A­ in the same manner as in the spherical case:
px : ­ 3 y 7! ¡ yhx; yi 2 TxH
m; A­(x) = Area (px(­)) : (6.2.4)
Since the Jacobian of px(y) is given as Jpx(y) =
1
(¡hx; yi)m+1 , we have
A­(x) =
Z
­
1
(¡hx; yi)m+1 d¹m(y); (6.2.5)
where ¹m is the hyperbolic measure on Hm.
The existence of a maximizer of A­ follows from the fact that A­ is continuous on Hm and converges
to 0 as xm+1 goes to +1.
The same computation as in Proposition 6.2.4 shows that if x gives the maximum value of A­, then
x satis¯es the formula
x =
1
A­(x)
Z
­
y
(¡hx; yi)m+2 d¹m(y) =
1
Area (px (­))
Z
px(­)
zdz: (6.2.6)
The uniqueness of a maximizer of A­ does not always hold. For example, if ­ is the disjoint union of
two intervals in H1
f(sinh µ; cosh µ)j ¡ 2 · µ · ¡1g [ f(sinh µ; cosh µ)j 1 · µ · 2g ; (6.2.7)
then A­ has two maximum points.
On the other hand, we can obtain the following proposition from the hyperbolic version of Theorem
6.1.7.
Proposition 6.2.7. ([Sak1]) Let B be a ball in Hm. If ¹m(­) = ¹m(B), then we have
max
x2Hm
A­(x) · max
x2Hm
AB(x)
and equality holds if and only if ­ is a ball in Hm.
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Chapter 7
Appendix: Review of [CK]
In this chapter, we review the results in [CK] as an example of the study on geometry of solutions of partial
di®erential equation. In [CK], Chavel and Karp studied the heat equation in Riemaniann manifolds and
gave some asymptotic properties of the minimal positive solution related to the movement of hot spots.
Particularly, in the case of Euclidean case, a sharp result was given. Let us review their results and proofs
in the case of Euclidean case (see also section 5.1). Furthermore, we introduce a few of related topics.
Let
Hf(x; t) =
1
(4¼t)m=2
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
dy; x 2 Rm; t > 0; r = jx¡ yj ; (7.0.1)
where f : Rm ! R is a bounded measurable function with compact support. Then, the function Hf
satis¯es the heat equation
@Hf
@t
(x; t) = ¢Hf(x; t); x 2 Rm; t > 0; (7.0.2)
and the initial condition
lim
t!0+
Hf(x; t) = f(x) (7.0.3)
holds for all points of continuity of f . A point x in Rm is called a hot spot at time t if it gives the
maximum value of Hf(¢; t) : Rm ! R. Let
Hf (t) =
½
x 2 Rm
¯¯¯¯
Hf(x; t) = max
»2Rm
Hf(»; t)
¾
(7.0.4)
Theorem 7.0.8. Suppose that f is non-zero and non-negative.
(1) For each t, the function Hf(¢; t) has a maximum value, and it can only be attained at points in
conv (supp f).
(2) The set of hot spots converges to the one-point set of the centroid (center of mass) of f as t goes to
+1 with respect to the Hausdor® distance.
Proof. (1) For each x 2 Rm n conv (supp f), there is a unique point x0 2 @ (conv (supp f)) such that
dist (x; conv (supp f)) = jx¡ x0j :
For any point y in supp f , the function
Rm 3 » 7! j» ¡ yj 2 R
decreases as » moves from x to x0 along the line segment xx0. Hence Hf(¢; t) increases as » moves from
x to x0 along the line segment xx0, which completes the proof.
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(2) We remark that
gradHf(x; t) = ¡ 1
2t (4¼t)m=2
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
(x¡ y)dy:
For every maximum point h(t) of Hf(¢; t), we haveZ
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
(h(t)¡ y) dy = 0:
Let ft`g be a sequence converging to +1 as ` goes to +1. Since any hot spot h (t`) is contained in
the compact set conv (supp f), we can choose a subsequence fh (¿¸)g converging to some point h1 in
conv (supp f). Then we have Z
Rm
f(y) (h1 ¡ y) dy = 0;
that is, h1 = Gf , the centroid of f . Therefore, the centroid is the only allowable limit point for
subsequences fh (¿¸)g.
We show the original sequence fh (t`)g also converges to the centroid of f . Suppose that fh (t`)g
does not converge to the centroid. Then there exists a positive " such that, for any natural number L,
we can choose a number ` = `(L) ¸ L with h (t`) 2 conv (supp f) n
±
B" (Gf ). For each L, we take such
a sequence f`(L)g. Since any hot spot h ¡t`(L)¢ is in the compact set conv (supp f) n ±B" (Gf ), we can
choose a subsequence fh (¿¸)g converging some point in conv (supp f). But the allowable limit point for
subsequences is the centroid, which implies a contradiction:
" < jh (¿¸)¡Gf j < "2
for any large enough ¸.
Hence the arbitrariness of the choice of the sequence fh (t`)g completes the proof.
Remark 7.0.9. We can estimate the rate of the convergence Hf (t)! fGfg as
dist (Gf ;Hf (t)) · diam (supp f)
3
4t
µ
1 +O
µ
1
t
¶¶
:
Proof. We ¯rst remark that the de¯nition of Gf impliesZ
Rm
f(y) (y ¡Gf ) dy =
Z
Rm
f(y)ydy ¡
Z
Rm
f(y)dy
µZ
Rm
f(y)ydy
ÁZ
Rm
f(y)dy
¶
= 0:
Let h(t) be a hot spot at time t. We remark
h(t)
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
dy =
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
ydy:
57
The relation diam (supp f) = diam (conv (supp f)) implies
jh(t)¡Gf j exp
Ã
¡diam (supp f)
2
4t
!Z
Rm
f(y)dy
· jh(t)¡Gf j
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
dy
=
¯¯¯¯
¯h(t)
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
dy ¡Gf
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
dy
¯¯¯¯
¯
=
¯¯¯¯
¯
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
ydy ¡
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
Gfdy
¯¯¯¯
¯
=
¯¯¯¯
¯
Z
Rm
f(y) exp
Ã
¡jh(t)¡ yj
2
4t
!
(y ¡Gf ) dy ¡
Z
Rm
f(y) (y ¡Gf ) dy
¯¯¯¯
¯
=
¯¯¯¯
¯
Z
Rm
f(y)
Ã
1¡ exp
Ã
¡jh(t)¡ yj
2
4t
!!
(y ¡Gf ) dy
¯¯¯¯
¯
·
Z
Rm
f(y)
jh(t)¡ yj2
4t
jy ¡Gf j dy
· diam (supp f)
3
4t
Z
Rm
f(y)dy;
and hence we obtain
jh(t)¡Gf j · diam (supp f)
3
4t
exp
Ã
diam (supp f)2
4t
!
:
Remark 7.0.10. We refer to [JS] for the uniqueness of a hot spot in ¯nite time:
If t ¸ (diam (supp f))2 =2, then Hf(¢; t) has a unique maximum point.
Proof. It is su±cient to show that Hf(¢; t) becomes concave on conv (supp f) if t ¸ (diam (supp f))2 =2.
For any direction v 2 Sm¡1, x 2 conv (supp f) and y 2 supp f , we have
@2
@v2
exp
µ
¡r
2
4t
¶
= ¡ 1
2t
@
@v
µ
v ¢ (x¡ y) exp
µ
¡r
2
4t
¶¶
=
1
4t2
exp
µ
¡r
2
4t
¶³
(v ¢ (x¡ y))2 ¡ 2t
´
· 1
4t2
exp
µ
¡r
2
4t
¶¡
r2 ¡ 2t¢
· 0:
Hence we obtain
@2Hf
@v2
(x; t) =
1
(4¼t)m=2
Z
Rm
f(y)
@2
@v2
exp
µ
¡r
2
4t
¶
dy
=
1
(4¼t)m=2 4t2
Z
Rm
f(y) exp
µ
¡r
2
4t
¶¡
r2 ¡ 2t¢ dy
< 0
for any v 2 Sm¡1 and x 2 conv (supp f).
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Remark 7.0.11. We refer to [BL, MS2] for the uniqueness of a hot spot in the case where f is the
characteristic function of a convex body ­:
Let ­ be a convex body in Rm. Then, for any t > 0, H­(¢; t) = HÂ­(¢; t) is logarithmic
concave in Rm, and hence, for any t > 0, H­(¢; t) has a unique maximizer.
Proof. For arbitrary points x, x0, y and y0 in Rm, direct computation shows
2 log exp
Ã
¡ 1
4t
¯¯¯¯
(x¡ y) + (x0 ¡ y0)
2
¯¯¯¯2!
¸ log exp
Ã
¡jx¡ yj
2
4t
!
+ log exp
Ã
¡jx
0 ¡ y0j2
4t
!
;
that is, the heat kernel is logarithmic concave as a function of (x; y) 2 Rm£Rm for any t > 0. Pr¶ekopa's
theorem [Pr2, Theorem 6] implies the logarithmic concavity of H­(¢; t).
Let h(t) be a hot spot at time t. If a point x is not a hot spot, then we can choose a constant
µ = µ (h(t); x) such that
0 < logH­ (h(t); t)¡ logH­(x; t)
= (h(t)¡ x) ¢ grad logH­ (µh(t) + (1¡ µ)x; t)
· (h(t)¡ x) ¢ grad logH­ (x; t) ;
where the last inequality follows from the logarithmic concavity of H­(¢; t).
Since H­(¢; t) is analytic in Rm, the set of hot spots is discrete. Hence we obtain the uniqueness of a
hot spot.
Theorem 7.0.12. The level sets of Hf(¢; t) tend to spheres centered at Gf as t goes to +1.
Proof. We have
¡2t (4¼t)m=2 gradHf(x; t) =
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
(x¡ y)dy
=
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
(x¡Gf ) dy +
Z
Rm
f(y) exp
µ
¡r
2
4t
¶
(Gf ¡ y) dy
!
µZ
Rm
f(y)dy
¶
(x¡Gf )
as t goes to +1. Thus the limiting position of the gradient vector ¯eld of Hf(x; t) is a constant multiple
of the position vector ¯eld x¡Gf , which implies the conclusion.
We understand that a level set L ½ Rm of Hf(¢; t) is time-invariant if there exits a function aL :
(0;+1)! R satisfying the equation
Hf(x; t) = aL(t); x 2 Rm; t > 0: (7.0.5)
Corollary 7.0.13. Any level set L of Hf(¢; t) is time-invariant if and only if f is rotation invariant
about its centroid.
Proof. We remark that, thanks to Theorem 7.0.12, if L is a time-invariant level set of Hf(¢; t), then L is
a sphere centered at the centroid of f .
We ¯rst show the \if" part. If f is rotation invariant about its centroid, then Hf(¢; t) is also rotation
invariant about the same point. Hence any level set of Hf(¢; t) (any sphere centered at Gf ) is time-
invariant.
We show the \only if" part. Fix an arbitrary point x in Rm. Thanks to Theorem 7.0.12, the sphere
centered at the centroid Gf with radius jx¡Gf j is a level set of Hf(¢; t) for any t. For any point » on
the sphere jx¡Gf jSm¡1 +Gf , we have
jf(x)¡ f(»)j · jf(x)¡Hf(x; t)j+ jf(»)¡Hf(»; t)j ! 0
as t tends to 0+, which completes the proof.
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Remark 7.0.14. We refer to [K, Z] for a di®erent problem on time-invariant level sets of solutions of
the heat equation:
Klamkin's conjecture and Matzoh ball soup Let ­ be a bounded open set in Rm. We
consider the initial-boundary problem for the heat equation8>><>>:
@u
@t
(x; t) = ¢u(x; t); x 2 ­; t > 0;
u(x; 0) = 1; x 2 ­;
u(x; t) = 0; x 2 @­; t > 0:
If ­ is a ball, then the solution u(x; t) is radially symmetric as a function of x 2 Rm for each
t, and any level set of u(¢; t) is time-invariant. (Of course, the value u(x; t) varies in time.)
Is the ball the only bounded open set such that any level set of u(¢; t) becomes time-invariant?
Here, we remark that a matzoh is an unleavened bread traditionally eaten by Jews during the week-
long Passover holiday, and a matzoh ball is an Ashkenazi Jewish dumpling made from a mixture of
matzohs, eggs, water and a fat such as oil, margarine or chicken fat (search \Matzoh ball" in Wikipedia).
For the problem above, Alessandrini gave solutions [A1, A2] by using [Ser, Theorem 2], and, for
example, we refer to [MS1, MS3] for those generalizations.
Theorem 7.0.15. We have¯¯¯¯
4t (4¼t)m=2H (f ¡ f¤) (x; t)¡
µ
¡
Z
Rm
jyj2 (f ¡ f¤) (y)dy
¶¯¯¯¯
· 1
4t
Z
Rm
r4 jf ¡ f¤j (y)dy
for each x 2 Rm and t > 0. Furthermore, for a body ­, we have
lim
t!+1 t
m=2+1H (Â­ ¡ Â­¤) (x; t) · 0
for each x 2 Rm, and equality holds if and only if ­ is a ball.
Proof. From the de¯nition of the Schwarz symmetrization of f , we haveZ
Rm
(f ¡ f¤) (y)dy = 0;
and we also getZ
Rm
f(y)ydy =
µZ
Rm
f(y)dy
¶
Gf =
µZ
Rm
f¤(y)dy
¶
Gf¤ =
Z
Rm
f¤(y)ydy;
which implies
x ¢
Z
Rm
y (f ¡ f¤) (y)dy = 0:
By the expansion of the heat kernel, for each x 2 Rm, y 2 supp f and t > 0, we can choose a constant
µ = µ(x; y; t) such that
(4¼t)m=2H (f ¡ f¤) (x; t) =
Z
Rm
(f ¡ f¤)
µ
1¡ r
2
4t
+ exp
µ
¡µr2
4t
¶
r4
16t2
¶
dy
= ¡ 1
4t
Z
Rm
jyj2 (f ¡ f¤) dy + 1
16t2
Z
Rm
(f ¡ f¤) exp
µ
¡µr
2
4t
¶
r4dy:
Hence we obtain¯¯¯¯
4t (4¼t)m=2H (f ¡ f¤) (x; t)¡
µ
¡
Z
Rm
jyj2 (f ¡ f¤) dy
¶¯¯¯¯
· 1
4t
¯¯¯¯Z
Rm
(f ¡ f¤) exp
µ
¡µr
2
4t
r4
¶
dy
¯¯¯¯
· 1
4t
Z
Rm
r4 jf ¡ f¤j (y)dy
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for each x 2 Rm and t > 0.
For a body ­, we haveZ
Rm
jyj2 (Â­ ¡ Â­¤) (y)dy =
Z
Rm
jy +G­j2 (Â­¡G­ ¡ Â­¤¡G­) (y)dy
=
Z
Rm
jyj2 (Â­¡G­ ¡ Â­¤¡G­) (y)dy
¸ 0;
and equality holds if and only if ­ is a ball.
Theorem 7.0.16. (Hot Potato Kugel Theorem) Let ­ be a body, and B a closed ball in Rm. We assume
that the limit
L(x) = lim
t!+1 t
m=2+1H (Â­ ¡ ÂB) (x; t)
exists and is identically zero for x in some open set U . Then ­ = B.
Proof. From the expansion of tm=2+1H (Â­ ¡ ÂB) (x; t) as above, the existence of the limit L(x) implies
Vol(­) = Vol(B), and we have
0 = L(x) = ¡1
4
Z
Rm
r2 (Â­ ¡ ÂB) (y)dy
for any x 2 U . Di®erentiating L(x), we have
0 =
Z
Rm
(x¡ y) (Â­ ¡ ÂB) (y)dy =
Z
Rm
y (Â­ ¡ ÂB) (y)dy;
that is, ­ and B have the same centroid. Hence we obtain B = ­¤, and hence Theorem 7.0.15 implies
the conclusion.
Remark 7.0.17. We refer to [B] for a generalization of the Hot Potato Kugel Theorem:
Let ­1 and ­2 be bodies in Rm. The limit
L(x) = lim
t!+1 t
m=2+1H (Â­1 ¡ Â­2) (x; t)
exists and is identically zero in some open set U if and only if we have
(1) ­1 and ­2 have the same volume;
(2) ­1 and ­2 have the same centroid;
(3)
Z
­1
jyj2 dy =
Z
­2
jyj2 dy.
Remark 7.0.18. We refer to [ASZ, Z] for Potato Kugel Theorem:
Let P be a potato (a connected body). If P gravitationally attracts each point outside it as if
all its mass were concentrated at a single point, then P a ball. More generally, for a ball B, if
P is a potato with the same volume as B, and if their gravitational potentials agree on some
open set in Rm n (B [ P ), then P = B.
61
Bibliography
[ASZ] D. Aharonov, M. M Schi®er and L. Zalcman, Potato kugel, Isr. J. Math. 40 (1981), 331{339.
[A1] G. Alessandrini, Matzoh ball soup: A symmetry result for the heat equation, J. Analyse Math. 54
(1990), 229{236.
[A2] G. Alessandrini, Characterizing spheres by functional relations on solutions of elliptic and parabolic
equations, Appl. Anal. 40 (1991), 251{261.
[B] D. Bednarchak, Geometric properties coded in the long-time asymptotics for the heat equation on
Zn, Proc. Amer. Math. Soc. 131 (2002), no. 7, 2261{2269.
[BL] H. J. Brascamp and E. H. Lieb, On extensions of the Brunn-Minkowski and Pr¶ekopa-Leindler
Theorems, including inequalities for log concave functions, and with an application to the di®usion
equation, J. Func. Anal. 22 (1976), 366{389.
[BMS] L. Brasco, R. Magnanini and P. Salani, The location of the hot spot in a grounded convex conductor,
Indiana Univ. Math. J. 60 (2011), 633{660.
[BM] L. Brasco and R. Magnanini, The heart of a convex body, Geometric properties for parabolic and
elliptic PDE's (R. Magnanini, S. Sakaguchi and A. Alvino eds), Springer INdAM Series 2 (2013),
49{66.
[BP] H. Busemann and C. M. Petty, Problems on convex bodies, Math. Scand. 4 (1956), 88{94.
[CK] I. Chavel and L. Karp, Movement of hot spots in Riemannian manifolds, J. Analyse Math. 55
(1990), 271{286.
[GHS] F. Gao, D. Hug and R. Schneider, Intrinsic volumes and polar sets in spherical spaces, Math.
Notae 41 (2001/02), 159{176.
[G] R. J. Gardner, Geometric tomography, Cambridge University Press, 1995.
[GNN] B. Gidas, W. M. Ni and L. Nirenberg, Symmetry and related properties via the maximum principle,
Comm. Math. Phys. 68 (1979), 209{243.
[JS] S. Jimbo and S. Sakaguchi, Movement of hot spots over unbounded domains in RN , J. Math. Anal.
Appl. 182 (1994), 810{835.
[Hel] L. L. Helms, Potential theory, Springer-Verlag London Limited 2009.
[HMP] I. Herburt, M. Mos¶zynska and Z. Perad¶zynski, Remarks on radial centres of convex bodies, Math.
Phys. Anal. Geom. 8 (2005), 157{172.
[Her] I. Herburt, On the uniqueness of gravitational centre, Math. Phys. Anal. Geom. 10 (2007), 251{
259.
[K] M. S. Klamkin, Problems and solutions, SIAM Review 6 (1964), no. 1, 60{69.
62
[LR] D. G. Larman and C. A. Rogers, The existence of a centrally symmetric convex body with central
sections that are unexpectedly small, Mathematika 22 (1975), 164{175.
[Lein] L. Leindler, On a certain converse of HÄolder's inequality II, Acta Sci. Math. (Szeged) 33 (1972),
217{223.
[Lut1] E. Lutwak, Dual mixed volumes, Paci¯c J. Math. 58 (1975), 531{538.
[Lut2] E. Lutwak, Intersection bodies and dual mixed volumes, Adv. Math. 71 (1988), 232{261.
[MS1] R. Magnanini and S. Sakaguchi, Matzoh ball soup: Heat conductors with a stationary isothermic
surface, Ann. Math. 156 (2002), 941-956.
[MS2] R. Magnanini and S. Sakaguchi, On heat conductors with a stationary hot spot, Anal. Mat. Pura.
Appl. (4) 183 (2004), no.1, 1{23.
[MS3] R. Magnanini and S. Sakaguchi, Matzoh ball soup revisited: the boundary regularity issue, Math.
Meth. Appl. Sci. 36 (2013), 1977-2100.
[Mor] F. Morgan, A round ball uniquely minimizes gravitational potential energy, Proc. Amer. Math.
Soc. 133 (2005), 2733{2735.
[Mos1] M. Moszy¶nska, Looking for selectors of star bodies, Geom. Dedicata 81 (2000), 131{147.
[Mos2] M. Moszy¶nska, Selected topics in convex geometry, BirkhÄauser Boston 2006.
[O1] J. O'Hara, Renormalization of potentials and generalized centers, Adv. in Appl. Math. 48 (2012),
365{392.
[O2] J. O'Hara, Minimal unfolded regions of a convex hull and parallel bodies, to appear in Hokkaido
Math. J.
[O3] J. O'Hara, Uniqueness of radial centers of parallel bodies, arXiv:1109.5069.
[Pet] C. M. Petty, Projection bodies, Proc. Coll. Convexity, Copenhagen (1965), 234{241.
[Pr1] A. Pr¶ekopa, Logarithmic concave measures with application to stochastic programming, Acta Sci.
Math. (Szeged) 32 (1971), 301{315.
[Pr2] A. Pr¶ekopa, On logarithmic concave measures and functions, Acta Sci. Math. (Szeged) 34 (1973),
335{343.
[Sak1] S. Sakata, Extremal problems for the central projection, J. Geom. 103 (2012), no. 1, 125{129.
[Sak2] S. Sakata,Movement of centers with respect to various potentials, to appear in Trans. Amer. Math.
Soc.
[Sak3] S. Sakata, Experimental investigation on uniqueness of a center of a body, preprint.
[Sch1] R. Schneider, Zu einem problem von Shephard Äuber die projection konvexer kÄorper, Math. Z. 101
(1967), 71{82.
[Sch2] R. Schneider, Convex bodies: the Brunn-Minkowski theory, Second Expanded Edition, Cambridge
University Press 2013.
[Ser] J. Serrin, A symmetry problem in potential theory, Arch. Rational. Mech. Anal. 43 (1971), 304{
318.
[Sh] G. C. Shephard, Shadow systems of convex bodies, Israel J. Math. 2 (1964), 229{236.
63
[Z] L. Zalcman, Some inverse problems of potential theory, Contemporary Math. 63 (1987), 337{350.
Department of Mathematics and Information Science,
Tokyo Metropolitan University,
1-1 Minami Osawa, Hachiouji-Shi, Tokyo 192-0397, Japan
E-mail: sakata-shigehiro@ed.tmu.ac.jp
64
