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Nowadays, more people, including those with impaired health or who are otherwise 
potentially sensitive to the cabin environment, are traveling by air than ever before. The 
flying public demands a higher comfort level and a cleaner environment because they 
encounter a combination of environmental factors including low humidity, low air 
pressure, and sometimes, exposure to air contaminants such as ozone, carbon monoxide, 
various organic chemicals, and biological agents. Moreover, international air travel has 
increased the potential risks associated with airborne disease transmission and the release, 
whether accidentally or intentionally, of noxious substances during flight. Many studies 
suggest that the risk of infection during air travel is related to the cabin environment. In 
commercial airliner cabins, a thermally comfortable and healthy cabin environment is 
created by air distributions that are used to regulate air temperature and air velocity and 
to provide adequate ventilation for reducing gaseous and particulate concentrations of 
contaminant. The facts shown above leave an element of doubt whether the air 






is distributed in the air cabins to ensure that the cabin environment is safe, healthy, and 
comfortable for the flying public. 
This investigation firstly reviewed the methods used in predicting, designing, and 
analyzing air distributions in the cabins. Two popular methods are experimental 
measurements and numerical simulations. The experimental measurements have usually 
been seen as more reliable although they are more expensive and time consuming. Most 
of the numerical simulations use Computational Fluid Dynamics (CFD) that can 
effectively provide detailed information. Numerous applications using the two methods 
can be found in the literature for studying air distributions in aircraft cabin, including 
investigations on more reliable and accurate turbulence models. Our review shows that 
studies using both experimental measurements and computer simulations are becoming 
popular. Our review also found that it is necessary to use a full-scale test rig to obtain 
reliable and high quality experimental data, and that the hybrid CFD models are rather 
promising for simulating air distributions in airliner cabins. 
This investigation then experimentally studied the air distributions in the first-class cabin 
of a functional MD-82 aircraft and compared it at unoccupied and fully-occupied 
conditions. Heated manikins were used to simulate seated passengers. The experiment 
applied ultrasonic anemometers (UA) to measure the three-dimensional air velocity field 
and 64 thermo-couples to obtain air temperature field. UA works at 20 Hz, so the 
measured data could also be used to determine the turbulence intensity of the air. It was 
found that the flow fields were of low speed and high turbulence intensity. A 






velocity magnitude, air velocity direction, and turbulence intensity at the diffusers. The 
measured results indicate that the flow boundary conditions in this real aircraft cabin 
were rather complex and the velocity magnitude, air velocity direction, and turbulence 
intensity varied significantly from one slot opening to another. This study compared the 
flow fields of different occupation conditions in a real commercial airplane and provided 
high quality data for evaluating Computational Fluid Dynamics (CFD) models, including 
boundary conditions of diffusers and high-resolution flow and temperature fields. 
The third part of this investigation evaluated three turbulence models in different 
categories: the Re-Normalization Group (RNG) k-ε model, Large Eddy Simulation (LES), 
and Detached Eddy Simulation (DES) based on the measured steady-state flow fields 
under unoccupied and fully-occupied conditions in the first-class cabin of the functional 
MD-82 commercial airliner. By comparing the data of the two experimental conditions 
with the computed results from these three turbulence models, this study found that the 
RNG k-ε model gave acceptable accuracy in predicting the airflow in the unoccupied 
cabin where the flow was simple, but not for the complicated flow in the fully-occupied 
cabin. The DES gave acceptable flow fields for both conditions. The LES performed the 
best and the results agreed well with the experimental data. The comparisons also showed 








CHAPTER 1. INTRODUCTION 
1.1 Background and Significance 
Nowadays, more people, including those with impaired health or who are otherwise 
potentially sensitive to cabin environmental conditions, are traveling by air than ever 
before. Global traffic is estimated to be over one billion passengers annually (Mangili and 
Gendreau, 2005). The flying public demands a higher comfort level and a cleaner 
environment because they encounter a combination of environmental factors including 
low humidity, low air pressure, and sometimes, exposure to air contaminants such as 
ozone, carbon monoxide, various organic chemicals, and biological agents (National 
Research Council, 2002). Moreover, international air travel has increased the potential 
risks associated with airborne disease transmission and the release, whether accidentally 
or intentionally, of noxious substances during flight (Tatem et al., 2006; Pavia, 2007). Up 
to a half of the population traveling overseas typically experiences a health problem on 
the flights, with 5% of them requiring medical attention (Leder and Newman, 2005). For 
example, 22 passengers among the 120 passengers on a 2003 flight from Hong Kong to 
Beijing were infected with the Severe Acute Respiratory Syndrome (SARS), an event 
which (Olsen et al., 2003) also highlights the respiratory diseases that may be transmitted 
in an airliner cabin (Mangili and Gendreau, 2005). Many studies suggest that the risk of 





2005; Spengler and Wilson, 2003). The World Health Organization’s (WHO) (2005) 
global influenza preparedness states that air travel could hasten the spread of an emerging 
disease and decrease the time available for preparing interventions, making it difficult to 
halt the spread of a pandemic disease. Also, terrorist threats to the well-being of 
passengers and homeland security using airborne vectors have become a reality (Settles, 
2006). Therefore, it is essential to examine the cabin environment to ensure that it is safe, 
healthy, and comfortable for the flying public. 
Air distributions in commercial airliner cabins are used to regulate air temperature and air 
velocity to create a thermally comfortable environment and to provide adequate 
ventilation for reducing gaseous and particulate concentrations of contaminant for 
maintaining a safe and healthy environment. The facts shown above leave an element of 
doubt whether the air distribution in airliner cabins is acceptable. It is quite promising 
that the air distribution system could be further improved to provide even better comfort 
and hygiene. Therefore, it is essential to study how the air is distributed in the air cabins.  
However, our literature review found that only incremental improvements seem to have 
been made in the air distribution systems. Although the aerospace industry has improved 
comfort levels and hygiene in aircraft cabins in the past decades (Space et al., 2000), 
scarce information is available on cabin air distributions in the public literature. One 
possible reason for this is that aircraft manufacturers are reluctant to publish their results 
due to the proprietary information on their designs. Another possible reason for the scarce 
technical information is the uniqueness of the airflow specific to Boeing or Airbus 





the-art method that has been used in the industry so as to study or design air distributions 
in an airliner cabin.  
There are two main methods are available for the study and design of air distribution in 
an aircraft cabin: experimental measurements and numerical simulations. Experimental 
studies are usually thought to be more reliable but they are often very expensive and time 
consuming, so measurements are mainly used to provide data for validating numerical 
simulations (Garner et al., 2003; Mo et al., 2003).  
The experimental data should contain accurate boundary conditions that used as input for 
numerical simulation. Normally aircraft cabins have very complicated air supply 
diffusers that make the measurements of the boundary condition very difficult. Zhang et 
al. (2009) used Hot-Sphere Anemometers (HSA) to obtain the velocity magnitude from 
the diffusers in a full-scale, twin-aisle section of an aircraft cabin mockup. As the 
diffusers were small and the inlet air velocity was relatively high, it was very difficult to 
obtain accurate flow information. This was due to the high velocity gradient near the 
diffusers. In addition, the HSA could not measure the flow direction. Zhang et al. (2009) 
estimated this direction by using smoke visualization, but the estimation was not accurate. 
It is possible to measure the boundary conditions by using optical anemometers. For 
example, Günther et al. (2006) used a Particle Image Velocimetry (PIV) system to 
measure the boundary conditions in an empty cabin mockup, but they assumed that the 
inflow boundary was uniform along the longitudinal direction, so they just measured the 
boundary conditions at one cross section. In reality, the boundary conditions might not be 





diffuser with a PIV is very difficult. Zhang et al. (2005) applied Volumetric Particle 
Streak Velocimetry (VPSV) to measure the flow in a five-row section of a commercial 
aircraft cabin mockup. Identifying streaks in the inlet flow was very difficult because of 
the high bubble density and high velocity. Large measurement errors were expected in 
the inlet airflow jet regions. Although they obtained high quality data for the flow field, 
the data should be supplemented with accurate boundary conditions. Therefore, it is 
important to develop a method to obtain the inlet air boundary conditions with better 
accuracy. 
Besides, the experimental data should also contain accurate field values, such as air 
velocity field and air temperature field, etc., for validation. There are many different 
methods for air distribution measurements. Hotwire and hot-sphere anemometers can 
provide point-by-point data and have great uncertainties when the air velocity is low 
(lower than 0.1 m/s). The Particle Tracking Velocimetry (PTV), Particle Streak 
Velocimetry (PSV), and PIV can only measure in the spaces where a laser light sheet can 
penetrate. When they were used in an airliner cabin, passengers (typically manikins) and 
seats would block the laser light sheet, so no flow could be measured in the lower part of 
the cabin. The Ultrasonic Anemometer (UA) can give three-dimensional, point-by-point 
airflow information. Zhang et al. (2009) applied UA to measure the flow field in a cabin. 
The measured data had low resolution because the UA sensor was very expensive, so 
they used only two UAs in their experiment. If the data resolution is low, many flow 
features cannot be identified. Besides, since the former investigations studied either 





flow field is unknown. For the above discussed, it is necessary to obtain the flow field of 
high-resolution in the aircraft cabin with different occupation conditions. 
Most of the experimental studies have used cabin mockups (Zhang et al., 2009; Günther 
et al., 2006; Zhang et al., 2005; Sze et al., 2009; Marcus et al., 2010), but actually these 
mockups were quite different from real aircraft cabins, especially the duct system and 
diffusers. As a result, the influence of the differences on the air flow is still unknown. 
Therefore, it is crucial to use a real and functional plane to study the air distribution and 
thermal environment. 
Compared with experimental study, numerical simulation is less expensive and more 
efficient. A validated numerical tool can then be used to analyze many scenarios for 
achieving the best design at a low cost. With the development of computer science, 
Computational Fluid Dynamics (CFD) simulations have become a practical approach. 
Since Nielsen (1974), who was the first one to apply CFD to room airflow prediction, 
applications of CFD for airflow predictions in enclosed spaces have become popular 
(Chen, 2009). However, since the turbulence models in CFD used approximations, the 
simulated results may contain uncertainties. Therefore, the CFD results need to be 
validated by corresponding experimental data before CFD can be used for further studies. 
The current CFD studies in aircraft cabins mainly used Reynolds Averaged Navier-
Stokes equation (RANS) models and Large Eddy Simulation (LES) (Smagorinsky, 1963; 
Deardorff, 1970). For example, Lin et al. (2005) studied airflow in a section of a twin-
aisle aircraft cabin with the Re-Normalization Group (RNG) k-ε model (Yakhot and 





especially in and around the breathing zone. Zhang et al. (2009) also used the RNG k-ε 
model to study the airflow in a twin-aisle, economy-class section of an airliner cabin. 
Poor agreement was found between the computed results and the experimental data, and 
they concluded that the deviation was due to the difficulties in measuring accurate flow 
boundary conditions from the air supply diffusers. Singh et al. (2002) used the RNG k-ε 
model to simulate the airflow in a cabin mockup without occupants and with occupants. 
The inlet air velocity in their study was uniform. However, due to the lack of reliable 
experimental data, their study could not make quantitative comparisons between the 
simulated results and experimental data. Lin et al. (2005) conducted a LES to obtain the 
turbulent flow in a generic cabin mockup. The turbulence level predicted was in fairly 
good agreement with the experimental data. However, these studies did not compare the 
performance on prediction of air flow field of different categories of turbulence models. 
Moreover, since numerous turbulence models have been developed in the past decades, 
many of them may be used in predicting airflows and turbulence in enclosed 
environments. Besides the RANS models and LES, Detached Eddy Simulation (DES) 
(Shur et al., 1999) has been widely used to predict airflow in indoor environments. Roy et 
al. (Roy et al., 2003) compared DES and RANS and Jouvray et al. (2005, 2007) 
compared DES, LES, and RANS and found that DES appeared to be a promising model, 
giving good agreement on velocity and Reynolds stresses. It is indispensible to evaluate 
the generality and robustness of the DES and identify a suitable model for airflow 





For the above reasons, the goal of the study presented in this report is to obtain accurate 
boundary conditions of diffusers and high-resolution flow fields and temperature fields in 
a functional commercial airliner and identify a suitable model for further studies of 
airflow in airliner cabins and provide engineers a good sense on the model performance 
and computing costs. 
 
1.2 Objective and Roadmap 
This study has three main objectives: The first one is to identify the state-of-the-art 
method used to study or design air distributions in an airliner cabin. The second objective 
is to obtain accurate boundary conditions of diffusers and high-resolution flow field in 
the first-class cabin of a functional MD-82 commercial airliner. The third objective is to 
identify a suitable model for further studies of airflow in airliner cabins with the 
experimental data and provide engineers a good sense on the model performance and 
computing costs. 
To achieve the objectives, this project has performed three tasks as follows: 
Task 1: Literature Review 
This investigation first conducted a literature review, which included two parts: 
experimental measurements and numerical simulations in recent studies of air 
distributions in aircraft cabins. The first part of the literature review aimed to discuss the 
methods used and the difficulties in experimental measurements and to find high quality 





literature review was to summarize the turbulence models that used to study the air 
distribution in aircraft cabins. 
Task 2: Accurate and High-Resolution Boundary Conditions and Flow Fields 
Measurements in the First-Class Cabin of an MD-82 Commercial Airliner 
The literature review in Task 1 did not find suitable benchmark case. Therefore, a high 
quality experiment was conducted. The study intended to obtain accurate boundary 
conditions of diffusers and high-resolution flow field and temperature field in the first-
class cabin of a functional MD-82 commercial airliner and study the thermal effect of the 
heated manikins on the air flow. As a result, two benchmark cases were built and tested. 
Case (1): Isothermal Forced Convection in the Empty Aircraft Cabin 
This case was controlled to be isothermal. The forced convection was generated by the jet 
from the diffusers. The Reynolds number of the supply air based on the slot height was 
around 10
5
, which indicates that the flow was fully developed. This case was designed to 
study the impact of inlet jet on the flow inside the empty cabin. 
Case (2): Mixed Convection in the Fully-occupied Aircraft Cabin 
This case added 12 manikins with the power of 75 W each. All other experimental 
conditions were almost the same as those for Case (2). The heated manikins could form a 
thermal plume. This case was designed to study the influence of thermal buoyancy on the 





Task 3: Evaluation of Various Categories of Turbulence Models for Predicting Air 
Distribution in an Airliner Cabin 
The two cases from the previous task were used to evaluate the performance of three 
turbulence models in different categories, which were selected in the literature review. 
The evaluation was to compare the measured and computed value of the air velocity and 
air temperature. This effort would be able to identify a suitable model for further studies 
of airflow in airliner cabins and provide engineers a good sense on the model 
performance and computing costs. 
 
1.3 Outline of this Report 
Chapter 2 of this report presents a literature review (Task 1) on the methods for air 
distribution study in aircraft cabins. Chapter 3 reports the experimental study (Task 2) 
conducted by this research, including test cases, measurement techniques, and 
measurement results. Chapter 4 illustrates the benchmark tests of the turbulence models 
using the experimental cases from Task 2, and reports the performance of the three 






CHAPTER 2.  LITERATURE REVIEW 
One of the objectives of this project is to study how the air is distributed in the air cabins 
and to characterize how the airflow transports pollutants. The objective requires a good 
understanding of the method so as to study or design air distributions in an airliner cabin 
and its state-of-the-art. Then, it formed the basis of the investigation reported in this 
chapter. Our literature review found that two main methods are available for the study 
and design of air distribution in an aircraft cabin: experimental measurements and 
numerical simulations. Experimental studies are usually thought to be more reliable but 
they are often very expensive and time consuming, so measurements are mainly used to 
provide data for validating numerical simulations (Garner et al., 2003; Mo et al., 2003). A 
validated numerical tool can then be used to analyze many scenarios for achieving the 
best design at a low cost. This chapter will discuss the two methods used in recent studies 
of air distributions in aircraft cabins.  
 
2.1 Experimental Measurements of Cabin Air Distribution 
Table 2.1 shows a summary of the experimental studies on air distributions in airliner 
cabins published in the past two decades. The literature shows that the experimental 
equipment used to measure the air distributions can be divided into three types according 






based on heat transfer principles; particle tracking velocimetry (PTV), particle streak 
velocimetry (PSV), particle image velocimetry (PIV), on optical principles; and 
ultrasonic anemometry (UA), on acoustics principles. This section will discuss these 
velocimetries in turn. 
Table 2.1. Summary of previous work on cabin distributions (velocity field (V), 
contaminant concentration (C), temperature (T); hotwire (HW), sonic/ultrasonic 
anemometry (SA/UA), particle tracking velocimetry (PTV), volumetric particle tracking 
velocimetry (VPSV), particle image velocimetry (PIV), thermocouple(TC), gas sensor 
(GS), volumetric particle tracking velocimetry (VPTV), Planar Laser-Induced 
Fluorescence (PLIF), Particle Streak Tracking (PST)). 
Author(s) Year Cabin Manikins Tech(s) Data CFD 
Aboosaidi et al.  1991 
A cabin 
mockup 

















V, C RANS 
Müller et al. 1997 A340  N/A PTV V RANS 





PSV V, T RANS 





PIV V None 













Table 2.1. Continued. 





VPTV V None 





VPSV V None 




None V, C RANS/LES 









Bosbach et al.  2006 A380 None PIV V RANS 
Lin et al. 2006 





None PIV V LES 
Günther et al.  2006 
A380 
mockup 
None PIV V RANS 
Baker et al.  2006 B747 None SA V RANS 


























V, C RNG k-ε 







V, C None 







V, C Standard  k-ε 
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PIV V, C None 





PIV V, C RNG k-ε 













None None V, T RANS 





PIV V None 






PSV V None 









V, C RNG k-ε 












PIV V, T Standard k-ε 
 
 
2.1.1 Hotwire and Hot-sphere Anemometers   
Hotwire and hot-sphere anemometers are based on Newton’s law for cooling. A higher 
air velocity can cool down a heated sensor so the air velocity can be determined from the 
sensor temperature. Figure 2.1 shows the hotwire and hot-sphere anemometers, 






heated wire which is sensitive to the velocity direction. Thus, some hotwire anemometers 
can also measure airflow directions. However, a hot-sphere anemometer measures the 
omni-directional velocity magnitude, not the direction. Normally, the measuring range is 
0.2 ~ 20 m/s for a hotwire anemometer and 0.05 ~ 5 m/s for a hot-sphere anemometer; 
the related accuracies are ±1% ~ ±3% and ±1% ~ ±5%, respectively. These two types of 
anemometers are point sensors.  
 
Figure 2.1. Measuring probes of hotwire anemometers (left) and a hot-sphere 
anemometer (right). 
Mizuno and Warfield (1992) conducted a comprehensive experimental study of the effect 
of cabin airflow on contaminant dispersion. They used hotwire anemometers to measure 
the velocity distributions without flow directions. Zhang et al. (2009) used hot-sphere 
anemometers to obtain the boundary conditions from the diffusers in a full-scale, twin-
aisle section of an aircraft cabin mockup. As the size of the diffuser was small and the 
inlet air velocity was relatively high, it was very difficult to obtain accurate flow 
information. Since the hot-sphere anemometers did not measure the flow direction, they 
estimated the flow direction by using smoke visualization, which could not provide 






velocity magnitude on the diffusers of a MD-82 aircraft and found that the velocities 
varied greatly along the diffusers (Figure 2.2). 
 
 
Figure 2.2. (a) Setup of hot-sphere anemometers and (b) measured velocity magnitude on 
the diffusers in first class cabin of a MD-82 aircraft (X axis represents the number of slot). 
 
2.1.2 Optical Anemometry   
Optical anemometry is most popular for measuring air distributions in airliner cabins 
(Grant, 1997). It generally consists of a laser system, one or more digital cameras, and a 
computer to control the system and store the data. Figure 2.3 (Private communication, 
2012) shows the setup of the system in a cabin. This technique seeds air with tracer 
particles, and then obtains the motion of these particles through the laser sheet by a 







2012), and the measurements can be three dimensional with more than one camera. PSV, 
PTV, and PIV are often applied to the measurements of air distributions in aircraft cabins. 
 
Figure 2.3. Setup of the optical anemometry in a cabin. 
 
2.1.2.1 Particle Streak Velocimetry 
The PSV system uses several adjoining laser light sheets of different wavelengths with a 
homogeneous power density distribution. This method can identify if a flow is two-
dimensional or three-dimensional (Gbamelé et al., 2000). Singh et al. (2002) used both 
smoke visualization and PSV to study the airflow pattern inside an aircraft cabin, with 
heated cylinders that were used to approximate the heat released by passengers. They 
found that the PSV was not sufficiently accurate for a precise understanding of the flow 
field. By employing the helium bubbles technique with Volumetric Particle Streak 






cabin mockup with manikins. They found that obstructions significantly affected the 
velocity field at the passenger breathing level. The large volume of airspace and the 
obstruction from the manikins also prevented them from acquiring detailed airflow data. 
The insufficient spatial resolution and the lack of velocity data near the boundaries 
prevented them from gaining a deeper understanding of the flow dynamics. 
 
2.1.2.2 Particle Tracking Velocimetry 
PTV is a well-known technique for the determination of velocity vectors within an 
observation volume (Maas et al., 1993). Tracking the movement of the individual tracer 
particles in the air yields better results for low-speed flows. Müller et al. (1997) used 
helium-filled bubbles as seeding particles for a PTV to investigate the isothermal flow in 
a full-scale Airbus A330-A340 cabin mockup with seats. Their study focused on the 
overhead region above the passenger seats in an effort to optimize the air outlet geometry. 
This effort opened the door to quantitative measurements of large-volume, low-speed 
flows, which were difficult to measure by other flow measurement techniques. Wang et 
al. (2008) and Yan et al. (2009) used an extended VPTV system to measure the airflow in 
a cabin with heated manikins, but only the upper part of the cabin was measured because 
it was difficult to light in the lower part of the cabin due to the light being obstructed by 
the seats and manikins. Compared with a PIV, the VPTV has a larger imaging window 
because of the sparsely seeded flow, has better positional accuracy, and is more 
applicable for large volume measurements. There is also three-dimensional PTV 






2.1.2.3 Particle Image Velocimetry 
PIV systems are the most popular and versatile optical anemometry for measuring 
velocity and related properties in fluids. As PIV determines velocity through the 
movement of a group of particles seeded into the flow, it can be regarded as a high 
particle concentration mode of PSV. PIV can provide high spatial resolution of the 
velocity data and can measure instantaneous flow fields (Kühn et al., 2008). During the 
measurements, it is necessary to clear the optical paths needed for the PIV system. Thus, 
the geometry that can be measured is often restricted. For example, Mo et al. (2003) 
performed airflow measurements in a cabin and lowered all the seat backs except those 
next to the windows so that the laser beam could penetrate the space. This made the cabin 
being studied much different from reality, although velocimetry could accurately measure 
the air distributions. Bosbach et al. (2006), Günther et al. (2006) and Lin et al. (2006) 
also used a PIV system to measure the airflow in an empty cabin mockup, which was 
quite different from the practical in-flight situation. Zhang et al. (2005) and Kühn et al. 
(2009) applied a PIV system to measure the airflow patterns in a cabin in occupied 
situations, but the PIV measurement could only reach the upper part of the cabin as the 
seats and manikins significantly blocked the light for showing the airflow paths. Their 
measurements encountered the same problem as Mo et al. did. However, the study did 
demonstrate that the configuration of the air supply inlets and rising thermal plumes from 
the passengers had a large impact on the flow field inside an aircraft cabin. 
Poussou et al. (2010) conducted laboratory measurements on a one-tenth scale, water-






effects of a moving human body on flow and contaminant transport inside an aircraft 
cabin. As the walls of the cabin were transparent, the PIV could measure the air 
distribution in the whole cross section. The movement of the body inside the water tank 
was similar to a passenger walking in an airliner cabin and transporting contaminants in 
his/her wake. Movement can significantly influence contaminant distribution and 
personal exposure in an enclosed space (Brohus et al., 2006; Bjørn and Nielsen, 2002; 
Bjørn et al., 1997). But the small-scale results could not be directly used since the change 
in the physical scale and working fluid complicated the interpretation of the equivalent 
effects in the full-scale model (Thatcher et al., 2004).  
Our search of the literature found that PIV is very popular for air distribution studies. If 
the light obstruction can be solved such as using transparent materials done by Poussou et 
al. (Poussou et al., 2010; Poussou, 2008), PIV is a good choice for studying air 
distributions in an airliner cabin. 
Nevertheless, an optical anemometry is often heavy, bulky, and complex to use. In 
addition, most of the laboratory measurements of airflow have been performed on empty 
cabin mockups without consideration of the effects of occupancy. Measurement of 
airflow is important, but these studies were not an accurate representation of the in-flight 
conditions, as the airflow pattern in an occupied cabin can be significantly different from 
that of an unoccupied one. Even though some of these studies measured the airflow 
patterns in a cabin in occupied situations, the measurements could only reach the upper 






measured velocity vectors with the VPTV system by Wang et al. (2005) and with the PIV 
system by Bosbach et al. (2009). 
 
Figure 2.4. Measured velocity fields with a VPTV by Wang et al. (left) and with a PIV by 
Bosbach et al. (Right). 
 
2.1.3 Ultrasonic Anemometry   
Due to the difficulties in using optical anemometries, ultrasonic anemometers have 
received considerable attention although they cannot measure detailed boundary 
conditions. A UA normally has three pairs of sensors. For each pair, one sensor generates 
the ultrasonic wave and the other one receives. When the air flows through the space 
between the two sensors, the air velocity in the direction of the sensors can be accurately 
determined by the travelling time of the ultrasonic wave. The UA is very sensitive to the 
velocity fluctuations. It can provide three-dimensional air velocity at positions that cannot 
be reached by a laser sheet and it can also give accurate turbulence intensity. 
Garner et al. (2003) used three-dimensional ultrasonic anemometry to measure the 
airflow in an empty Boeing747 aircraft cabin. Figure 2.5 shows the setup of the three-






m/s and its accuracy is only 2% or less. Their measured results show that the velocity 
field was time varying and unsteady, with a periodic unsteadiness on the order of 3-4 
minutes. Zhang et al. (2009) conducted extensive three-dimensional experimental 
measurements of airflow and contaminant transport in a half-occupied 4-row twin-aisle 
cabin mockup. The measured airflow inside the occupied cabin was relatively stable, 
contrary to that observed by Garner et al. (2003) and Baker et al. (2006) in an unoccupied 
cabin. The studies of the velocity fluctuations by Zhang et al. (2005) with different 
occupancy rates inside a mockup airliner cabin also confirmed this fact. They concluded 
that the experimental measurements were not free from errors.  The smallest sensor used 
in the previous studies was with a span of 25 mm. The bulky sensor could not be used for 
measuring the air velocity from a diffuser in a cabin. 
 







2.1.4 Summary   
In summary, our literature review found that making measurements in a full scale cabin 
were difficult. The experimental studies often lacked sufficient spatial and temporal 
resolutions to gain an understanding of the complex flow. Some of them considered the 
cabin to be isothermal or did not consider the thermal effects of the passengers. It is hard 
to accurately measure the flow conditions near air supply diffusers in a cabin. In addition, 
a full-scale air cabin mockup could easily cost a million dollars or more and may or may 
not represent real cabin conditions if the simulator contains only a few rows of seats 
(Zhang et al., 2009). Furthermore, in-flight airflow studies using full-scale laboratory 
mockups are expensive and time consuming. Varying cabin conditions such as different 
occupancy distributions, passenger capacities, and movements of crew and passengers 
(Mazumdar and Chen, 2007; Mazumdar and Chen, 2008) would make laboratory 
measurements more complicated. Hence, cheaper and more efficient computer 
simulations seem more preferable for airflow studies in airliner cabins. 
 
2.2 Numerical Simulations of Cabin Air Distribution 
Table 2.1 also shows a summary of the numerical studies in air distributions in airliner 
cabins published in the past two decades. Due to the increase in performance and 
affordability of high speed computers, numerical simulations have become a practical 
approach for studying airflow and contaminant distributions in airliner cabins. Compared 
to experimental studies, numerical studies of airflows in an aircraft cabin are less 
expensive and more efficient. The numerical simulations determine the airflow and 






energy, and contaminants. Almost all numerical models approximate and simplify the 
real airflow. Considerable efforts are still being made to seek more reliable and accurate 
models. There have been many numerical studies in the past decades. Depending on the 
extent of approximations, simplifications, and applications, the numerical models can be 
classified as zonal models and Computational Fluid Dynamics (CFD) models (Versteeg 
and Malalasekera, 2007). 
 
2.2.1 Zonal Models   
A zonal model can create a multi-dimensional flow network in a flow domain. By 
dividing an enclosed space into sub-zones, the zonal model solves the conservation 
equations of mass, energy, and contaminants and calculates the flow rate between sub-
zones by simple correlations for flow and pressure (Bouia and Dalicieux, 1991) or for 
flow and temperature (Togari et al., 1993). A zonal model requires prior knowledge of 
the flow pattern. The division of a domain has strong influence over the modeling result. 
Since an experienced user can obtain accurate results (Mora et al., 2002), the zonal model 
has a considerable number of applications. Olander and Westlin (1991) used a zonal 
model to calculate airflow and contaminant concentration in an aircraft cabin. The box 
model is quite similar to the zonal model since it is assumed to be completely mixed in 
each box. The zonal or box model could give a rough estimate of the air distribution since 
it calculates only the macroscopic flow between zones. Ko et al. (2004) used a sequential 
box model to estimate the concentration of tuberculosis in each box zone. Both the box 






airflow as a simplified flow network; the governing equations are linear. However, the 
use of a zonal model is not as easy as one may think, especially if one has to handle 
special cells. By comparing zonal models with very coarse-grid CFD simulations, the 
zonal models do not show much superiority in reducing computing time. In many cases, 
the overhead time in preparing the data input for a zonal model may be longer than that 
for a CFD simulation. 
 
2.2.2 CFD Models   
A CFD model numerically solves a set of partial differential equations for the 
conservation of mass, momentum (Navier-Stokes equations), energy, chemical-species 
concentrations, and turbulence quantities. The solution provides the field distributions of 
air pressure, air velocity, air temperature, the concentrations of water vapor (relative 
humidity) and contaminants, and turbulence parameters in an aircraft cabin. Despite there 
being some uncertainties in the models, requiring sufficient knowledge of fluid 
mechanics on the part of a user, and demanding a high capacity computer, CFD has 
become the most widely used tool for studying air distributions in airliner cabins due to 
the rapid increase in computer capacity and the development of user-friendly CFD 
program interfaces. Examples can be found in (Mizuno and Warfield, 1992; Grant, 1997; 
Singh et al., 2002; Müller et al., 1997; Yan et al., 2009; Poussou et al., 2010; Mazumdar 
and Chen, 2008; Chen, 2009; Aboosaidi et al., 1991; Lin et al., 2005; Wan et al., 2009; 






The CFD models used were Reynolds Averaged Navier-Stokes equation (RANS) models 
and Large Eddy Simulation (LES). 
 
2.2.2.1 RANS Models 
Most of the CFD simulations used RANS models. A RANS model approximates 
Reynolds stresses through eddy viscosity or solves extra transport equations for Reynolds 
stresses. Depending on how many transport equations are used to solve the eddy viscosity, 
RANS eddy viscosity models are further categorized as zero-, one-, two-, three-, and 
four-equation models. The most well known and applied models for air distribution in a 
cabin are the two-equation standard k-ε (Launder and Spalding, 1974) and RNG k-ε 
(Yakhot and Orszag, 1986) models. Reynolds stress models need to solve six extra 
transport equations and the solution procedure may not stable, which makes them less 
popular (Zhang et al., 2007). 
Yan et al. (2009) used the standard k-ε model to simulate the airflow field in a full-scale 
Boeing 767-300 mock-up with unheated manikins. Their results showed that the CFD 
results agreed with the experimental data in the sense that the two big vortices were 
captured by the simulation, but the plume above the middle passenger was not captured. 
Zítek et al (2010), to design a personal ventilation system in a cabin, applied the standard 
k-ε model to simulate the airflow around a seated manikin. Their results presented the 
relative deviations of air velocity magnitude between the measurement data and the CFD 
results. The discrepancies between the simulated results and the experimental data were 






The RNG k-ε model was an improved standard k-ε model that has an additional term in 
the ε equation. To account for the passengers in the airplane, Singh et al. (2002) used 
heated cylinders on the seats to approximate occupants and performed a steady-state 
simulation using the RNG k-ε model. They used a symmetric boundary condition in the 
middle of the plane to reduce the computational domain, which contradicted the smoke 
flow visualization results. Lin et al. (2005) studied airflow and airborne pathogen 
transport in a section of a twin-aisle aircraft cabin with the RNG k-ε model. The 
simulation substantially under-predicted the turbulence intensity, especially in and around 
the breathing zone. Zhang et al. (2007) used the model to study the airflow and 
contaminant transmission in a twin aisle, economy-class section of an airliner cabin. 
Figure 2.6 shows the comparison of the airflow pattern measured and computed in a cross 
section. Poor agreement was found between the computed results and the experimental 
data. Due to the difficulties in measuring accurate flow boundary conditions from the air 
supply diffusers, it is impossible to identify the reason for the discrepancies. The RNG k-
ε model was also used by Zhang and Chen (2007) and Gao and Niu (2008) to assess the 
performance of novel cabin ventilation systems, showing that personalized ventilation 
should be used for air cabins. Our review found that this model is the most popular for 







Figure 2.6. Comparison of the airflow pattern measured in the cross section of a cabin 
mockup by Zhang et al. (2009) (measured by UA - bold vectors in red color; computed 
by CFD - light vectors in black color; and airflow paths computed -  the green lines). 
 
2.2.2.2 Large Eddy Simulation 
The LES separates small-eddies from large-eddies in a flow with a filter. LES has only 
one or no empirical coefficient and can provide very detailed turbulent flow information, 
so it is superior to RANS models. Figure 2.7 shows an example of the airflow calculated 
by LES for a cabin. However, one has to solve the transient flow even if the flow is 
steady and the flow details are not needed. The LES accuracy depends on grid resolution. 
Therefore, LES always requires much more computing time (at least two orders of 
magnitude longer) than RANS modeling for a steady-state flow. 
Lin et al. (2005) conducted a LES to obtain the turbulent flow in a generic cabin mockup. 
The turbulence level predicted was in fairly good agreement with the experimental data. 
Because of the long computing time and high computing capacity needed by LES, the 








Figure 2.7. A flow field on a cross section of a cabin mockup obtained by using LES. 
 
LES used excessively fine grids for the near boundary flow. One recent approach was to 
use a RANS model for the near boundary region and LES for the far-wall region. This 
hybrid approach is also called Detached Eddy Simulation (DES). DES can reduce the 
computing cost and maintain the accuracy of LES (Wang and Chen, 2010). 
 
2.3 Discussion 
Experimental measurements in a full scale cabin are difficult due to limitations in spatial 
and temporal resolutions. Accurate measurements of the air supply conditions from a 
complex diffuser in an airliner cabin are still challenging (Zhang et al., 2009). Most of the 
experimental measurements were conducted in a short-section of cabin mockups with 
only a few rows of seats or no seats (Zhang et al., 2009; Marcus and Rolf-Rainer, 2010; 
Zhang and Chen, 2005), which can introduce end-effects. The cabin mockups were 
different from real aircraft cabins, and the influence of the differences on the airflow is 






and high quality experimental data because CFD simulation models for a whole cabin are 
also different from those for a regional air distribution study. 
In addition to the several popular CFD models discussed in the previous section, other 
CFD models have been used to study air distributions in airliner cabins. Dygert and Dang 
(2010) used a realizable k-ε model with enhanced wall treatment to study the flow field in 
a B767 coach-class. Bosbach et al. (2006) used a low-Reynolds-number model and a 
two-layer k-ε model for their study on jet separation. Their results showed that the jet 
profile was best described by the low-Re model. 
There are different kinds of mesh generation methods, such as Gambit, ICEM, ANSYS 
meshing, and STAR-ccm plus. ANSYS meshing is very easy to learn although it is very 
memory consuming. ICEM and Gambit are not easy to handle as one should generate the 
mesh step by step. However, one can control the size of the mesh very well and can 
generate high quality meshes. STAR-ccm plus is for polyhedron mesh generation. For the 
CFD program, Fluent, CFX, and Star-CD are the most popular.  
The combination of both experimental measurements and CFD simulations is becoming 
more popular (Zhang et al., 2009; Poussou et al., 2010; Wan et al., 2009; Zítek et al., 
2010). As in many other CFD applications, there is a need for highly resolved data to 
validate the simulations and to determine the most appropriate model for the given 
geometry and flow conditions. The combined use of the two methods has permitted 
achieving a reliable understanding of cabin flow fields in a time- and cost-effective 







This investigation has reviewed the experimental measurements and numerical 
simulations of air distributions in aircraft cabins. Hotwire and hot-sphere anemometers, 
Particle Tracking Velocimetry (PTV), Particle Streak Velocimetry (PSV), Particle Image 
Velocimetry (PIV), and Ultrasonic Anemometry (UA) have been used to measure the 
airflow field. The hotwire and hot-sphere anemometers provide point-by-point data and 
have great uncertainties when the air velocity is low. Hotwire anemometers cannot easily 
be used to measure airflow direction, nor can they measure flow direction. The PTV, 
PSV, and PIV give mainly two-dimensional flow fields. When they were used in an 
airliner cabin with passengers and seats, the laser light sheet was blocked so it could not 
be used in the area. The UA can give three-dimensional, point-by-point airflow 
information. However, its sensor was too bulky for small areas, such as for measuring the 
airflow from an air diffuser. 
The zonal model is simple but requires prior knowledge of the airflow. Thus, 
Computational Fluid Dynamics (CFD) has become most popular for studying air 
distributions in airliner cabins. The RNG k-ε model is more popular than the standard k-ε 
model and other Reynolds-Averaged Navier-Stokes equation (RANS) models. Large 
Eddy Simulation (LES) can provide more accurate and detailed flow information but 
requires a two-order magnitude of computing time. The hybrid LES/RANS model or 
Detached Eddy Simulation (DES) model are less computationally demanding and seem 
promising. However, the former studies did not compare the performance on prediction 






The trend in studying air distributions in airliner cabins is to use both experimental 
measurements and CFD simulations. This effort can reduce the experimental costs and 








CHAPTER 3. EXPERIMENTAL STUDY 
The literature review on experimental study of the air distribution in the commercial 
airliner cabins did not find qualified benchmark case to evaluate turbulence models. 
Therefore, the experimental study was conducted to obtain high quality data for 
validating Computational Fluid Dynamics (CFD) models. The objective of this 
investigation was to obtain accurate boundary conditions and high-resolution flow field 
in the first-class cabin of a functional MD-82 commercial airliner. Besides, since the 
former investigations studied either unoccupied, half-occupied, or fully-occupied 
conditions, the influence of the passengers on the flow field was unknown. Therefore, 
another objective of this investigation was to compare the flow fields of different 
occupation conditions. It was also useful to systematically study the mechanism of flow 
features. 
3.1 The MD-82 Cabin Air Environment Research Facilities 
3.1.1 The MD-82 aircraft   
This study used a recently-retired, functional MD-82 commercial airliner as shown in 
Figure 3.1. The aircraft was manufactured in the 1990s and was used for commercial 







range jet aircraft, equipped with two JT8D-217A turbofan engines. The aircraft has 142 
passenger seats (12 seats in the first-class cabin and 130 in the economy-class cabin). 
 
Figure 3.1. The MD-82 aircraft with a ground air-conditioning cart. 
 
The main components of the MD-82 airplane used for this investigation were the first-
class cabins and the Environmental Control System (ECS). Figure 3.2 shows the 
schematic model of the first-class cabin in the airplane: 3.28 m (L) × 2.91 m (W) × 2.04 
m (H). The cabin contained three rows of seats, three and a half pieces of diffusers, and 
seven windows on each side. Each air-supply diffuser had 280 linear slots arranged in 
two rows, as shown in Figure 3.3. The size of each slot was 22 mm long and 3 mm wide. 









Figure 3.2. Schematic model of the first-class cabin in the MD-82 aircraft. 
 
 
Figure 3.3. One piece of diffuser that has 280 linear slots arranged in two rows. 
 
The aircraft had two identical air-conditioning packages in the ECS. The two packages 







air, and pressurized air at a controlled volume and pressure as shown in Figure 3.4. 
Normally, the right package operates with right-engine bleed air and supplied air to the 
passenger cabins. The left package operates with left-engine bleed air and supplied air to 
the flight cockpit. Either system can supply air to meet the need of both the cabins and 
cockpit. Moreover, either or both of the air-conditioning systems can be operated by the 
Auxiliary Power Unit (APU) in the aircraft. It is also possible to supply conditioned air 
from a ground air-conditioning cart (GAC). This project used only the GAC that is most 
economical and can control precisely the supply airflow rate and temperature. 
 
Figure 3.4. Air conditioning schematic for the MD-82 (TC - temperature control system). 
 
The cabin was also further insulated by insulation material that had a thermal resistance 
of 0.857 (K∙m2)/W. The insulation can reduce the temperature swing in the cabin so that 







Note that as this investigation used a functional aircraft, it represented realistic conditions 
on ground. The air cabin conditions at cruising height could be different from those on 
ground, due to a lower cabin pressure and different on the cabin wall surface temperature. 
Although outside pressure at cruising height could be as low as 0.2 atm, cabin is 
pressured to have a pressure at least 2000 m above sea level. The difference on the air 
distribution should not be very large between the cruising and on ground conditions. The 
surface temperature at cruising height is normally not very low due to the high cruising 
speed. The authors have measured surface temperature on two large commercial airplanes 
and found that the interior surface temperature to be comparable to that on the ground as 
used in this investigation. The case reported in this paper is to provide good data for 
evaluating numerical tools. Then the validated numerical tools can be used to study any 
conditions, including, cruising, takeoff and landing conditions at different pressures. 
 
3.1.2 Ground Air-conditioning Cart 
Table 3.1 shows the capacities of the GAC selected in this study. It can supply a flow rate 
no less than 10L/s per passenger of outdoor air. The GAC's working principle for summer 
operation was to cool and dehumidify outdoor air to dew point and then reheat it to the 
necessary supply conditions. For winter operation, the GAC heated the outdoor air to a 
desirable air supply temperature. With the help of GAC, the measured flow rate by the 
constant tracer gas method was 565±15 m3/h and the supply air temperature was 







Table 3.1. GAC system capacities. 
GAC Model HKD-210 (60TR) 
Cooling capacity 210 kW 
Heating capacity 60 kW 
Outlet pressure head 10 kPa 
Airflow volume of blower 8000 m3/h 
Temperature of supply air 8-26℃ 
Compressor capacity 60 kW 
Electrical heater capacity 20 kW 
 
3.1.3 Thermal Manikins 
This study also investigated the air distributions under fully-occupied conditions. The use 
of human subjects is not only very expensive; it is also unsafe, and conditions are 
unstable. Thus, thermal manikins are a very good alternative.  
Thermal manikins have undergone continuous and innovative development in the past 
half century (Holmer 2004). Some manikins have been made simply of one or more 
metal boxes (Zhang, Z. et al. 2009; Zhang, T. et al. 2009). Light bulbs inside the boxes 
generate a steady heat that simulates the metabolism of a human body. Fashion clothing 
manikins wrapped with nickel resistance have also been used by Tanabe, et al. (1994) and 
Yang (2010). Other manikins are breathable and may even sweat (Fan and Chen, 2002), 







To meet the objectives of this investigation, our thermal manikins were clothing models 
wrapped with electrical resistance, as shown in Figure 3.5. Because the power input or 
heat generation was the most important for our application, this study maintained a 
constant power input. The manikin was wrapped with nickel-chromium wires of 2.0 mm 
diameter at a maximum spacing of 1.5 cm. The selected wires had a resistance of 32 Ω/m. 
The voltage of the power input to the manikins was 380V alternating-current (AC). To 
achieve a heat generation of 75 W, we calculated the necessary wire resistance for each 
manikin as 1688 Ω.  
 
Figure 3.5. A thermal manikin used in this study. 
 
The sitting height of the manikin was 1.280 m, and its total surface area was 1.134 m
2
. 
The manikin’s body was divided into six parts according to the typical heat distribution in 








Table 3.2. Body segments of the manikin and their respective areas. 
No. Body segment(s) Area (m
2
) 
1 Head and neck 0.124 
2 Trunk 0.427 
3 Left arm 0.101 
4 Right arm 0.106 
5 Left leg 0.196 
6 Right leg 0.180 
Total  1.134 
 
Table 3.3 displays the theoretical sensible heat loss from each body part of our manikin. 
Our design intent was to have a sensible heat of 75 W, as is typical for passengers in 
commercial airliner cabins. The percentages for different parts of the manikin body were 








































5.65 7.6 10.76 7.6 8.10 8.5 
Trunk 20.07 26.8 37.65 26.8 24.66 26.0 
Left arm 8.23 10.9 15.44 11.0 10.95 11.5 
Right arm 8.23 10.9 15.44 11.0 11.51 12.1 
Left leg 16.37 21.9 30.71 21.8 20.12 21.2 
Right leg 16.37 21.9 30.71 21.8 19.56 20.7 
Total 74.92 100.0 140.71 100.0 94.90 100 
 
According to typical heat generation by a human body, different parts of the manikin 
were covered with resistance wires of different lengths. Table 3-6 shows the wire lengths 



















Head and neck 16 128 
Divided into 2 equal lengths 
of line and connected in 
parallel 
Trunk 57 456 
Left leg 46 368 
Right leg 46 368 
Left arm 92 184 Divided into 4 equal lengths 
of line and connected in 
parallel Right arm 92 184 
Total 357 1688 
Connected all segments in 
series 
 
With the help of an AC power controller, the manikin power input was within range of 
the design value at approximately 75±5W. Figure 3.6 shows the surface temperature 








Figure 3.6. The temperature distributions for the three manikins tested. 
 
3.2 Experimental Cases 
In order to study systematically different flow features and the influence of the 
passengers on the air distribution, two test cases were designed to gradually increase the 
complexity of the flow features. The first case was an isothermal forced convection in the 
unoccupied first-class cabin. The second case was fully-occupied first-class cabin that 









Figure 3.7. Schematic of the fully-occupied first-class cabin in perspective view. 
 
Case (1): Isothermal forced convection in the unoccupied first-class cabin. 
In this case, the largest temperature difference between the supply and return air was 
controlled to be less than 1.5 K during the experiment, thus Case (1) could be regarded as 
isothermal. The forced convection was generated by the jet from the diffusers on the two 
sides. This case was designed to study the impact of inlet jet on the flow inside the empty 
cabin. 
Case (2): Mixed convection in the fully-occupied first-class cabin. 
Based on Case (1), this case included 12 thermal manikins to simulate the passengers. All 
other settings were exactly the same as those in Case (1). The power of each thermal 







case could be designed to study the influence of thermal buoyancy on the flows in the 
aircraft cabin. 
 
3.3 Measurement Technique 
Numerical simulations by CFD need accurate boundary conditions from the diffusers 
such as air velocity and direction. The validation of the CFD results requires high-
resolution flow fields in the cabin, such as air velocity, direction, and turbulence. Besides, 
the measured high-resolution flow fields can be used to study the flow features in the 
aircraft cabin. Therefore, the accuracy of the anemometers for the measurements is very 
crucial. This section discusses the measuring technique for obtaining the boundary 
conditions and flow fields. 
3.3.1 Calibration of Instrument 
As shown in Figure 3.3, the air diffusers were very complicated and in a real airplane the 
cabin wall was not transparent. Optical methods such as PIV, PTV, and PSV are not 
appropriate for this investigation. Therefore, our investigation used point anemometers. 
The first step in air velocity measurements was to calibrate the anemometers. According 
to the flow speed, this study used two types of anemometers, HSA and UA. The HSA 
was based on Newton’s law for cooling to obtain the velocity. A higher air velocity can 
cool down the heated probe so the air velocity can be determined from the temperature of 







if the flow had been approached from a different angle. It is thus important to study the 
sensitivity of the probe towards the flow angle. 
This investigation used a Kaijo UA (Model DA-650) with TR-92T probes as a reference 
which could provide accurate velocity and direction for the flow from a diffuser. The 
measuring accuracy of UA is ±2% of absolute value of indicated value and measurement 
range is 0~10 m/s with the measuring resolution of 0.005 m/s. As shown in Figure 3.8, a 
UA was used to measure the velocity at points A, B, and C on a diffuser outlet. The jet 
was discharged horizontally with a velocity of 3.119, 3.008, and 3.047 m/s, respectively, 
at the three locations as measured by the UA. Figure 3.9 shows the measured velocity 
components at point A. The figure shows the velocity components at the three directions 
and the velocity magnitude for 240 s. The results confirmed that the discharge velocity 
was horizontal because Vx and Vz were close to zero. The turbulence intensity was not 
very high (6.4%). Then, three identical HSAs were employed to measure the air velocity 
at A, B, and C with different measuring angles, α. The measurement range of HSA is 
0.05~5 m/s with measuring accuracy of 0.02 m/s. As shown in Figure 3.8, the angle 
varied from 0 to 90 degrees so one can test if the probe is omni-directional, as claimed by 
the manufacturer. Figure 3.10 shows that, when α was small (between 0-15°), the 
averaged velocities at A, B, and C were 2.92, 2.94, and 2.88 m/s, respectively. The 
velocities measured by the HSAs were close to those measured by the UA.  When α was 
larger than 15°, the measured velocity varied at different points and showed large 
discrepancies with those measured by the UA. Therefore, the measuring angle α should 








Figure 3.8. Setup for testing the measuring angle of the HSAs. 
 
 









Figure 3.10. Measured velocities at A, B, and C by the HSAs with different measuring 
angles. 
 
3.3.2 Fluid Boundary Conditions 
With the calibrated HSAs, the velocity on the upper row of a diffuser was measured at 
five different heights on each slot as shown on the right of Figure 3.11. As the probe of 
an HSA (with a diameter of 2 mm) was smaller than the slot, it could be placed very 
close to the slot to obtain the true supply air velocity. The results shown in Figure 3.11 
indicate that the flow was discharged uniformly at different heights on each slot. It was 
sufficient to measure only one representative velocity on each slot. However, Figure 3.11 
also shows that the velocity varied greatly from one slot to another. Note that the air 
velocity at most of the slots was higher than 0.5 m/s. The HSAs should be sufficiently 








Figure 3.11. Measured velocity magnitude at different heights of slot with HSA. 
 
Unfortunately, the HSAs could not measure the flow direction, which is a very important 
boundary condition. This investigation used UAs to measure the flow direction as a 
supplement. Due to the large size of its probe, the UA could not be placed close to the air 
supply slots as shown in Figure 3.12 (a). This study placed the UA as close as possible to 
the slots so that the velocity direction could be measured as shown in Figure 3.12 (b). 
 
Figure 3.12. (a) Setup of UA, (b) Measured velocity direction by the UA at locations 







Since the velocity varied greatly from one slot to another, one cannot use the 
measurement at one slot to represent the one at another slot. Therefore, for velocity 
magnitude measurements, several HSAs were clustered on a supporting device that could 
be moved horizontally to measure the velocity at multiple slots as depicted in Figure 3.13 
(a). The distance between the probes and slots was about 4 mm. The measurements at one 
position were performed for 30 s before moving on to the next one. For velocity direction, 
the UAs were used in a similar manner as illustrated in Figure 3.13 (b). The probe of UA 
was placed at the upper slots and each measurement lasted for 20 s. The distance between 
the center of probes and slots was about 15 mm. All the measurements were repeated at 
least once. 
 
Figure 3.13. Instrument setup: (a) HSAs and (b) UAs. 
 
3.3.3 Airflow Field 
This investigation used 9 UAs to obtain the three-dimensional air velocity distribution in 







flow field, they were moved manually from one location to another. After the movement 
of the UAs, the flow field needs to be stabilized before taking the measurements.  
To develop a reliable measuring procedure, this investigation first measured the air 
velocity at seven different locations, as shown in Figure 3.14, which could represent 
different flow regimes in the cabin. The measurement started immediately after the UAs 
were placed at those positions. This study first measured the air velocity at those 
locations for one hour at 20 Hz and produced 72,000 data for each velocity component at 
a location. Figure 3.15 shows the measured instantaneous velocity magnitude at a typical 
position (position 2) between 0~60 min; it is impossible to tell when the flow field would 
be stable. Therefore, the data was analyzed by comparing the averaged velocity and 
turbulence intensity between 0~2, 0~4, 0~6, 0~8, 0~10, 0~12, 0~14, and 0~16 min with 
those between 16~60 min. The results show that, at the seven locations, the differences 
between 0~8 min and 16~60 min can differ as much as 3.8% to 20% for velocity and 
0.4%~7.3% for turbulence intensity. Figure 3.16 compares the results at position 2 









Figure 3.14. Locations of the sampled points for stability time test. 
 
 










Figure 3.16. Comparison of the averaged velocity and turbulence intensity between 0~2, 
0~4, 0~6, 0~8, 0~10, 0~12, 0~14, and 0~16 min with those between 16~60 min at 
position 2. 
 
To study the time needed to obtain accurate averaged velocity and turbulence intensity, 
the data was further analyzed by comparing the averaged velocity and turbulence 
intensity between 8~9, 8~10, 8~12, 8~16, 8~24, and 8~40 min with those between 8~60 
min. The results show that the differences between the data of 8~12 min and those of 
8~60 min were as few as 1.7% to 9.1% for velocity and 0.2%~5.9% for turbulence 
intensity at the seven locations. Figure 3.17 shows a comparison at position 2, which 
represents a typical location. The mean data obtained between 8~12 min were sufficiently 




























Figure 3.17. Comparison of the averaged velocity and turbulence intensity between 8~9, 
8~10, 8~12, 8~16, 8~24, and 8~40 min with those between 8~60 min at position 2. 
 
To have a comprehensive overview of the air distribution in a cabin, this investigation 
measured the airflow in three cross sections as well as three longitudinal sections 
(window seats, aisle seats, center of the aisle) as shown in Figure 3.18 of the unoccupied 
cabin and Figure 3.19 of the fully-occupied cabin. These sections would provide different 
airflow characteristics in all the important spaces in the cabin. Since we had only nine 
UAs, they were fixed in two supporting sticks, and the sticks can be moved both 
vertically and horizontally to reach those six sections. Each UA generated 4800 data 
entries of each instantaneous velocity component in 4 minutes (20 Hz × 240 s for one 







intensity and turbulent kinetic energy could be further calculated. The measuring 
resolution was 0.1 m along the height and 0.1 m along the width for the cross sections, 
and 0.1 m along the height and 0.2 m along the width for the longitudinal sections. It 
would not be meaningful to have a resolution finer than 0.1 m because the sensor size 
was 0.03 m in diameter. This investigation repeated the measurements at least once. 
 









Figure 3.19. Plane view of measured sections in the fully-occupied first-class cabin. 
 
3.3.4 Thermal Boundary Conditions and Temperature Field 
The facilities have an infrared camera (Infratec VarioCAM® hr research) to measure the 
temperatures on the cabin and manikin surfaces as thermal boundary conditions (shown 
in Figure 3.20). The measurement range is -40~1200℃ within 2 % accuracy. In the range 







accurate, with a maximum deviation of ±1.5K. The maximum resolution is 0.03K. 
Besides, another 10 thermocouples were applied on the walls to double check the 
measured wall temperature. 
 
Figure 3.20. Infrared camera. 
 
We also measured temperature fields in the fully-occupied first-class cabin. There are 
many factors that can affect the air temperature distribution in cabins. For example, 
asymmetrical distribution of the airflow and changes in ventilation rate can impact air 
temperature fluctuation and distribution unevenly. With stable boundary conditions, 
temperature field data can be measured reliably.  
To obtain an accurate temperature field, this investigation used 80 thermocouples to 







with a measuring accuracy of ±0.5 K. Before the experiment, these thermocouples were 
pretreated to prevent interference by radiation and thus reduce measurement errors. 
Argentine paint was sprayed on the thermocouples to improve their surface reflectivity, 
as shown in Figure 3.21, and to calibrate them. Three support poles were constructed for 
placement of the thermocouples in the cabin. Nineteen thermocouples were attached to 
the longest of the support poles, and 11 thermocouples were attached to each of the other 
two poles, as shown in Figure 3.22. In addition, 32 thermocouples were attached at the 
wall surfaces with adhesive tape to measure temperature boundary conditions. It was 
found that the stabilization time for air temperature was less than one minute in the MD-
82 cabin. Therefore, each measurement sampled 60 data points per minute (one data 
point per second), and the stabilization time between the series of measurements was set 
at two minutes. The measuring resolution was the same as that for the flow field. 
 









Figure 3.22. Setup of the thermocouple. 
 
3.4 Measurement Results 
3.4.1 Air Velocity from the Diffusers 
Figure 3.23 shows the measured velocity magnitude along the diffuser on both sides 
including upper and lower slots. The data from the repeated measurements agreed well 
with each other. The velocity magnitude varied greatly from one slot to another and the 
supply air was asymmetrical. Comparing the velocity profile of the diffuser upper slots 
with that of the lower slots, the two velocity profiles were not exactly the same. Thus, it 








Figure 3.23. The air velocity profile measured by HSAs (left or right is referred to in 
Figure 3.2., upper or lower refers to the upper row or lower row of the diffuser slots). 
 
UAs were also used to measure the supply air velocity profiles along the diffusers. Figure 
3.24 (a) compares the measured velocity profile by the UAs with that by the HSAs at one 
of the diffusers. The two velocity profiles were alike but the velocity measured with the 
UAs was much lower due to the jet decay from the slots to the UA probe. This study 
assumed that the velocity direction would not change much from the slots to the probe 
positions due to the small distance. Then the velocity direction measured by the UAs can 
be regarded the same one as in the slots. Figure 3.24 (b) compares the turbulence kinetic 
energy measured by the HSAs with that by the UAs. The results by the UAs were lower 
than those measured by the HSAs. Since the UAs were placed a little far away from the 







components measured by the UAs (Figure 3.24 (c)), Vy was the lowest showing the two-
dimensionality of the cabin flow but the Vy was not absolutely zero. The longitudinal 




Figure 3.24. (a) Comparison of the measured velocity profiles by the HSAs and UAs 
along the diffusers, (b) Comparisons of the measured turbulent kinetic energy by HSA 







3.4.2 Airflow Field in the Empty First-class Cabin 
Our investigation measured the air distribution in the empty first-class cabin of the MD-
82 aircraft under isothermal conditions. The air was supplied by a ground air-
conditioning cart at a controlled temperature of 20±1°C. All of the gaspers were closed 
during the experiment. The ambient air temperature was in the range of 9-31°C. Because 
the cabin was insulated, the largest temperature difference between the supply air and 
return air was less than 1.5 K throughout the experiment under isothermal conditions. 
The measurements were conducted at three cross sections and three longitudinal sections 
as shown in Figure 3.2 without manikins. The measurements were repeated in each 
section, and the two measurements were taken at least one week apart to ensure the 
repeatability of the boundary conditions and the airflow patterns. For example, Figure 
3.25 compares the measured velocity vectors in section CALS, which was a typical 








Figure 3.25. Comparison of measured velocity vectors in section CALS (referenced in 
Figure 3.18.). 
 
Figure 3.26 depicts the velocity distributions in the three cross sections and three 
longitudinal sections. The air supply from the diffusers on both side of the cabin created 
two large recirculations, one on each side, which was the original design intention. The 
two air jets from the diffusers merged at the aisle and separated again near the floor. Part 
of the flow was extracted by the exhausts on the sidewalls near the floor, and the rest was 
recirculated because of the momentum effect. Please note that the asymmetry of the 
airflow was due to the asymmetrical air supply and the unexpected flow in the upper part 
of the cabin (Figure 3.26. (a)). The section through the aisle seats were in the downward 
flow region, while the section through the window seats were in the upward flow region 
created by the two large recirculations. 
The contours in Figure 3.26 also show the velocity in the longitudinal (y) direction for the 







(positive y direction). The longitudinal flow can be clearly seen from the air velocity 
distributions in the longitudinal section at the center of the aisle and the cross section at 
the first row (Figure 3.26 (a) and (b)). This unexpected longitudinal flow was caused by 
air leakage (Figure 3.2) that was further located by an infrared camera (Figure 3.27). A 
UA was applied to measure the boundary conditions of the air leakage (Figure 3.28), and 
the air leakage rate was 15.8 m
3
/h. 
There were a total of 1625 data points for the three cross sections and three longitudinal 
sections. Figure 3.29 shows that 72% of the data points had a velocity lower than 0.1 m/s. 















Figure 3.26. The measured flow fields in the unoccupied first-class cabin in sections (a) 
CS1, (b) CALS, (c) CS2, (d) WSLS, (e) CS3, and (f) ASLS (All of the locations are 









Figure 3.27. Localization of air leakage by infrared camera. 
 
 
Figure 3.28. Measurement of the air leakage rate with a UA. 
 
 







Figure 3.30 (a), (c), and (e), respectively, show the turbulent kinetic energy (TKE) in the 
three cross sections. The TKE near the diffusers was quite high, but it decayed along the 
airflow path and in the recirculation zones. Obstacles in the cabin, such as armrests, 
would have increased the local TKE. Although the TKE in the recirculation zones was 
low, the turbulence intensity was high, as shown in Figure 3.30 (b), (d), and (f), because 


















Figure 3.30. The measured distributions of turbulent kinetic energy (TKE) in the 
unoccupied first-class cabin in sections (a) CS1, (c) CS2, and (e) CS3 and those of 








3.4.3 Airflow Field in the Fully-occupied First-class Cabin 
For the fully-occupied first-class cabin, the air was once again supplied by the ground air-
conditioning cart at a controlled temperature of 20±1℃. All of the gaspers were closed. 
The ambient air temperature was in the range of 3 - 24℃. A total of 12 manikins, each 
heated by a power supply of 75W, were used to simulate passengers. 
The measurements were conducted at the three cross sections and three longitudinal 
sections as shown in Figure 3.19. The measurements were repeated in each section. 
Figure 3.31 depicts the velocity distributions in the three cross sections and three 
longitudinal sections. The thermal plumes from the heated manikins would have 
diminished the jet momentum. Therefore, the jet from the diffuser had little influence on 
the manikins that located at the window seats. For both cabin conditions (unoccupied and 
fully occupied), the airflow to the aisle seats was downward, while the flow to the 














Figure 3.31. The measured flow fields for the fully-occupied first-class cabin in sections 
(a) CS1, (b) CALS, (c) CS2, (d) WSLS, (e) CS3, and (f) ASLS. 
 
Figure 3.32 (a), (c), and (e), respectively, show the turbulent kinetic energy (TKE) in the 
three cross sections. The TKE near the diffusers was quite high, but it decayed along the 







would have increased the local TKE. Although the TKE in the recirculation zones was 
low, the turbulence intensity was high, as shown in Figure 3.32 (b), (d), and (f), because 
of the low air velocity in the zones. Even though the flow fields for the two cabin 
conditions were rather different, the distributions of TKE and TI were quite similar. This 





















Figure 3.32. Distributions of turbulent kinetic energy (TKE) for the fully-occupied first-
class cabin at sections (a) CS1, (c) CS2, and (e) CS3, and distributions of turbulence 








Figure 3.33 shows the measured temperature field in the three cross sections and three 
longitudinal sections for the fully-occupied first-class cabin. The air temperature around 
the manikins was slightly higher, and because the temperature of the floor was relatively 
low, the temperature field in this cabin was stratified. The temperature difference 





Figure 3.33. The measured air temperature distributions for the fully-occupied first-class 












This investigation also measured the air flow rate by the constant tracer gas method and 
found that the flow rate was 565±15 m3/h. The air flow rate can also be calculated by 








/h) is the airflow rate; vi (m/s) is the measured velocity for slot i; S (m
2
) is 
the area of each slot; and α is the incident angle of the velocity direction normal to the 
slot. The calculated air flow rate was only 339.8 m3/h. Since the HSAs could not be 
placed very close to the slots, the difference might be caused by the rapid velocity decay 
from the slots to the HSA probes.  
To study the velocity decay from the slots, this study used CFD with the RNG k-ε model 
to predict the airflow near the diffuser region. For simplicity, this investigation calculated 
only half of a small section of empty cabin as shown in Figure 23(a) and applied 
symmetrical conditions in the middle and periodic conditions on both ends to reduce the 
computing effort. The computational domain included the thickness of the air supply slot 
that was 5 mm. The supply flow rate was that measured by the tracer-gas method. This 
section of the cabin contained 140 diffuser slots. Figure 23(b) shows the velocity decay 
profile from three typical slots. The air velocity decayed significantly from the inner face 
of the diffuser slots. The HSA probes were placed about 4 mm from the inner face, the 
velocity decayed by 31% - 34%. By using HSA data without considering its decay, the 
flow rate was estimated to be 339.8 m
3







be 510 m3/h that is close to 565 m
3
/h that measured by the tracer gas method. This has 
indirectly verified the reliability of the tracer-gas method. 
 
Figure 3.34. (a) Sketch of calculated domain; (b) CFD predicted velocity decay of the jet 
from the slots. 
 
Therefore, one can use the airflow rate from the tracer-gas method,  the measured 
velocity by HAS with 32% scaling up, and the measured velocity direction by UA, to 
give an accuracy inflow boundary condition. For CFD simulations, the mesh size at the 
diffuser region should be less than the width of the slot (3 mm). In addition, our 







Hz, respectively. The turbulence information measured could be used as input for 
Reynolds-averaged Navier-Stokes (RANS) models and Detached Eddy Simulations 
(DES). Large Eddy Simulations (LES) could use no perturbations, spectral synthesizer 
methods to prescribe fluctuating velocity at the diffuser slots. The measured data has 
sufficient information needed. Hence, the data for the diffuser slots from this 
investigation is sufficient for CFD simulations by RANS, DES, and LES. 
The ASHRAE Standard 161, Air Quality within Commercial Aircraft, requires that the 
local air speed of seated passengers is less than 0.36 m/s and that of head level with 
personal airflow outlet not installed is larger than 0.1 m/s. In this study, the measured 
local air speed around the manikins and that of the head level was almost satisfy its 
requirements. Moreover, this standard requires that vertical temperature variation within 
a seat is less than 2.8 K. Obviously, in this experiment, the temperature stratified and the 
vertical temperature variation was larger than 2.8 K and this was caused by the low 
temperature of the floor. Therefore, this investigation deduced that the passenger may 
feel discomfort in this aircraft cabin. 
3.6 Conclusions 
This investigation described a procedure to obtain high-quality boundary conditions at 
the diffusers and flow fields in the first-class cabin of a functional MD-82 commercial 








 By combing HSAs and UAs, this study could obtain velocity magnitude, velocity 
direction, and turbulence intensity at the diffusers. The boundary conditions in the 
airplane were very complex. 
 UAs can be used to accurately measure the distributions of three-dimensional air 
velocity, turbulent kinetic energy, and turbulence intensity. For the unoccupied 
cabin conditions, the air supply from the diffusers from the two sides of the cabin 
created two large recirculations on each side of the cabin. The airflow was not 
symmetrical due to the asymmetrical air supply and unexpected flow in the upper 
part of the cabin.  
 For the fully-occupied cabin conditions, the thermal plumes from the heated 
manikins and the jets from the diffusers counteracted that would diminish the jet 
momentum. The measurements found significant longitudinal flow in the cabin. 
The turbulence kinetic energy in the recirculation zones was low, because of the 
low air velocity in the zones. The air distributions also illustrate high decay of 
turbulence kinetic energy from the diffusers to the occupied area. The thermal 
plumes from the heated manikins had little influence on the turbulence. 
Regardless whether the cabin was occupied, the turbulence characteristics look 






CHAPTER 4.  EVALUATION OF VARIOUS CATEGORIES OF TURBULENCE 
MODELS 
The experimental study reported in Chapter 3 studied the flow features and provided 
detailed flow information in the first-class cabin of a functional MD-82 commercial 
airliner for both unoccupied and fully-occupied cabin conditions. The experimental data 
can be used to systematically test the turbulence models. This chapter details the 
numerical simulations for these experimental cases with three turbulence models in 
different categories: RNG k-ε model, LES, and DES, which were indentified from the 
literature study in Chapter 2. This effort would be able to identify a suitable model for 
further studies of airflow in airliner cabins and provide engineers a good sense on the 
model performance and computing costs. 
4.1 Numerical Techniques 
This study tested three different turbulence models: RNG k-ε model, LES, and DES, 
since these turbulence models are either widely used or proposed mainly for indoor 
airflow modeling (Zhang et al., 2007).  The governing equations for all three turbulence 






























where   represents the flow variables (velocity, enthalpy, and turbulence parameters), 
eff,  the effective diffusion coefficient, and S  the source term. When 1 , eff,  and S  
equal zero, and equation (1) becomes the continuity equation. Table 4.1 presents how the 
general form can be used to describe the three turbulence models. 
For the RNG k-ε model, iu  is the velocity component in i direction, p the air pressure, T 
the air temperature, H the air enthalpy, k the kinetic energy of turbulence, ε the 
dissipation rate of the turbulent kinetic energy, t  the eddy viscosity, G  the turbulence 
production for  , and S the rate of the strain. For the LES, the over bar represents a 
filtered variable. The Sij  and 
S
jh  represent the subgrid scale (SGS) stress and heat flux. 
Since Zhang et al. (2007) concluded that SGS models had a very similar performance for 
an indoor environment, this study used the Smagorinsky-Lilly SGS model (Lilly, 1992). 
Lilly’s model adopted the Boussinesq hypothesis and calculates the coefficient sC . The 
DES (Shur et al., 1999) coupled the LES with the Realizable k-ε model. In the DES 
approach, the Realizable k-ε model was employed in the near-wall regions, while LES 
was used in the regions away from the near-wall (ANSYS, 2009). The LES region is 
normally associated with the core turbulent region where large turbulence scales play a 
dominant role. In this region, the DES recovers the respective SGS models. In the near-
wall region, the respective RANS model is recovered. Due to the limited space, this paper 
did not provide a more detailed description of these models as they are widely available 
in the literature. There are also some coefficients that are case-specific and they are not 
introduced here. One could refer to the user manual of the commercial code we used, 






Table 4.1. Coefficients and source term for governing Eq. 4.1. 
CFD 
models 
  eff,  S  Constants and coefficients 
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DES-Rea: DES switches between the Realizable k-ε model and LES 
 
Since the experimental study in the previous section measured the velocity at one point 
for each slot, this study assigned the measured velocity for the inlet slot by slot and the 
velocity on each slot was assumed to be uniform. Pressure outlet was applied on outlet 
and the reference pressure was set to be 0. The Boussinesq approximation was adopted to 
simulate the buoyancy effect, while air density was assumed to be constant that has been 






4.1.1 Numerical Schemes 
For the RNG k-ε model, this study used the SIMPLE algorithm to couple the pressure 
and velocity. The PRESTO! scheme was adopted for pressure discretization and the first-
order upwind scheme for all the other variables. The second-order scheme was tried and 
it was found that the calculation could not converge. A converged calculation with low 
order scheme would be more creditable and accurate than a diverged one with high order 
scheme. Besides, the enhanced wall functions (Wolfstein, 1969; Chen and Patel, 1988; 
Kader, 1993) were adopted in the simulations with RNG k-ε model since the y+ value 
was less than 30. For LES and DES, this study calculated the transient flows for 1000 s to 
reach a statistically stable state, and then for another 500 s to obtain statistically steady-
state solutions. The time steps for LES and DES were adjusted to ensure that the number 
of iterations for each time step was between five and ten (ANSYS, 2009). The solutions 
were considered to be converged when the sum of the normalized residuals for all the 
cells became less than 10
-6
 for energy and 10
-3
 for all other variables. The normalized 















where P  and nb  are the flow variable of the present and neighboring cells, respectively; 
Pa  is the center coefficient; nba  are the influence coefficients of the neighboring cells; 
and b is the contribution of the constant part of the source term and of the boundary 
condition. This investigation solved steady-state governing equations for the RNG k-ε 






4.1.2 Grid Independence Test 
This study first conducted a grid independence test. Since there were 1920 air-supply 
slots in the first-class cabin and the size of each slot was 22mm×3mm, the mesh size at 
the diffusers should not be larger than 3 mm. Our previous study investigated the 
influence of the mesh size on the slots (Liu et al., 2011) and compared the velocity field 
of conditions with 5 facet cells (mesh size of 3 mm) on each slot and that with 22 facet 
cells. It was found insignificant differences in the predicted flow fields. Therefore, this 
study assigned 5 facet cells on each slot with the mesh size of 3 mm. If the cabin air 
volume used a grid size of 50 mm, a size function should be carefully applied due to the 
scale difference as shown in Figure 4.1 (a). Besides, the seats and the manikins had a lot 
of geometric details that would generate high skewness cells unless the geometric model 
was simplified, as depicted in Figure 4.1 (b). Due to the complex geometry, we can only 
change the global size to generate different meshes in the grid independence test. For the 
test used for the unoccupied first-class cabin, the cell numbers used were 6, 8.3, and 13 
million, respectively. For the fully-occupied cabin, the cell numbers were 6.4, 8.4, and 13 







Figure 4.1. (a) Mesh size at the diffuser region and (b) meshes with size function applied 
to a manikin and the seats. 
 
Figure 4.2 depicts the grid independence test with the RNG k-ε model for the unoccupied 
cabin. At some positions, the velocity profiles with different meshes were similar to those 
of the experimental data such as Figure 4.2 (a), while large differences were found in 
Figure 4.2 (b). Figure 4.2 (c) shows partial agreement of the numerical results with the 
data. It is interesting to note that the calculated results with the finest mesh did not always 
show a better agreement with the experiment data. The differences among the three 
meshes were comparable. For the fully-occupied cabin, the grid independence test with 
the RNG k-ε model also showed that the differences among the three meshes were 
comparable. To decrease the computing effort, this study used the mesh with 6 million 








Figure 4.2. Grid independence test for calculation velocity profiles in the unoccupied 
cabin with RNG k-ε model. 
 
The LES normally requires finer near-wall mesh. The finer the near-wall mesh, the higher 
accuracy for the simulation with LES. A very fine near-wall mesh distribution for an 
airliner cabin could require a very large computing capacity. For simplicity, this study 
used the same mesh distribution for all the three turbulence models. 
On the other hand, it is possible that the mesh quality could be poorer in some parts of the 
cabin when the mesh becomes finer. This investigation used 6, 8.3, and 13 million cells 
for the grid independent study. The variation was not sufficient large. Ideal variation in 
grid independent study is to double the grid number in each direction (8 times in total). 
The variation would require us to test 6, 48, and 384 million cells or 0.2, 1.6 and 13 
million cells. This is a dilemma we are facing. If very fine grid (384 million cells) were 
used, our computer could not handle the grid size. If coarse grid (0.2 million cells) were 






the geometry, such as the diffusers. Therefore, for such a complex engineering problem, 
true grid independent study is very difficult. This study conducted the simulation with a 
32-core cluster and it took one month and a half to finish the simulation with LES and the 
mesh with 6 million cells. With such a powerful cluster, one month and a half has already 
exceeded the tolerable computing time in real engineering CFD. The selection of grid 
number is a trade-off between computer capacity and basic needs for describing geometry. 
This is very different from conventional grid independent studies. Nevertheless, 
application engineers should not skip such grid independent study, which still provides a 
good indication on the grid performance. 
 
4.2 Test Results 
4.2.1 Case (1): Isothermal Forced Convection in the Empty First-class Cabin 
Figures 4.3 and 4.4 compare the predicted flow fields with the measured data at a typical 
cross section, CS3, and a typical longitudinal section, WSLS, respectively, as shown in 
Figure 3.18. In the cross section, all three models could predict two large recirculations 
on each side of the cabin, which agree with the experimental data. The RNG k-ε model 
predicted a stronger jet from the diffusers on the right side of the cabin. The predicted 
flow fields by LES and DES were similar and agreed better with the experimental data. 
However, remarkable differences exist in quantitative comparisons if we look at the two 
sets of vectors at certain positions. In Figure 4.3 (d), even at the region near the diffusers, 
the two sets of vectors had some differences in both direction and magnitude. This study 






measured velocity direction by the UAs may have errors since the probes could not be 
placed very close to the diffusers. In the longitudinal section, the predicted flow also 
qualitatively agrees with the experimental data. All three models could predict that the air 
under the seats flowed from the back to the front when the air above the seats flowed in 





Figure 4.3. Comparison of the airflow pattern computed and measured at cross section 3 














Figure 4.4. Comparison of the airflow pattern computed and measured at the longitudinal 
section through the window seats in the unoccupied cabin. 
 
This study also compared the predicted flow fields with the measured data at the other 









at sections CS1 and CS2, the predicted flow fields with all three models differed slightly 
from the measured results. Even with the LES, as shown in Figure 4.5, the simulation 
over-predicted the jet from the right side of the cabin. For the isothermal flow in the 
unoccupied cabin, the air leakage in the first-class cabin may have had a significant 
influence on the flow field. Therefore, the differences might have been caused by many 
different factors, not necessarily the models. 
 
 
Figure 4.5. Comparison of the airflow pattern computed by LES with that measured at 
cross section 1 in the unoccupied cabin. 
 
To further analyze the numerical results, Figure 4.6 compares the velocity profiles at 11 
positions at section CS3. The predicted velocity profiles by the RNG k-ε model, LES, and 
DES were similar at positions 1, 2, 3, 10, and 11, which also agreed well with the 
experimental data. At those positions located in the center of the cabin, the measured and 
computed velocity profiles differed significantly. This might have caused the unstable 
airflow to merge there with the two jets from the diffusers on each side of the cabin. As a 






model. However, as the LES and DES used at least 20 times more computing time than 
the RNG k-ε model, the RNG k-ε model is more preferable for predicting the airflow in 
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Figure 4.6. Comparison of the vertical velocity profiles computed and measured at cross 







4.2.2 Case (2): Mixed Convection in the Fully-occupied First-class Cabin 
For the fully-occupied cabin, Figures 4.7 and 4.8 compare the computed and measured 
flow fields at sections CS3 and ASLS, respectively. In section CS3, the thermal plumes 
from the heated manikins and the jets from the diffusers counteracted each other, which 
would diminish the jet momentum. Therefore, the jet from the diffuser had little influence 
on the manikins, especially the ones in the window seats. Quantitatively, the buoyancy 
force could be evaluated by the Grashof number (Gr) by specifying the characteristic 
length as the height of the manikin and the temperature difference between the inlet air 
temperature and that of the manikin. The inertial force from the jets could be evaluated 
by the Reynolds number (Re) based on the averaged jet velocity and the characteristic 
length as distance between the diffuser and the window-manikin's head. The Grashof 
number was about 3×10
9
 and the Reynolds number was about 1×10
5
. The relative 
importance of the two forces can be evaluated by the Richardson number (Ri), which is 
Ri = Gr/Re
2
 = 0.3 < 1. Therefore, the forced convection seems more important than the 
natural convection. In section ASLS, the air under the seats flowed from the front to the 
back, which was very different from in the unoccupied cabin. 
The two figures also compare the performance of the three turbulence models with the 
data. Figure 4.9 (a) shows that the RNG k-ε model could predict the measured thermal 
plume on the left side and the flow at the lower central part of the cabin, but it did a poor 
job on the right side of the cabin. As shown in Figures 4.9 (b) and 4.9 (c), respectively, 
the LES and DES could predict the thermal plume on both sides of the cabin. However, 






The jet from the diffuser and the plumes from the manikins made the flow field rather 
complex. In section ASLS, all three models predicted opposite airflow direction under the 
seats. For the region above the seats, the predicted flow distributions qualitatively agreed 
with the experimental data. This study also compared the predicted flow fields with the 
measured data at the other sections, and similar results could be found except at the 
section CALS. The inertial flows from the jets and the thermal plumes from the heated 
manikins in the fully-occupied cabin made the airflow at the center of the cabin very 
complex. However, the velocity magnitude was small (less than 0.1 m/s at most 




Figure 4.7. Comparison of the airflow pattern computed and measured in cross section 3 













Figure 4.8. Comparison of the airflow pattern computed and measured in the longitudinal 










This investigation again compares the vertical velocity profiles at the 11 positions at 
section CS3 in Figure 4.9. The LES results agree the best with the experimental data, 
especially at positions 2, 8, and 11. The RNG k-ε model, which over-predicted the 
velocity at many locations, had the worst performance. It was found that the velocity in 
the center of the cabin, such as positions 5, 6, and 7, was so small (< 0.1 m/s) that it was 
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Figure 4.9. Comparison of the vertical velocity profiles computed and measured in cross 






Considering the differences between the predicted results and measured data for both 
conditions, the numerical simulations also have errors and inaccuracies. Since the 
complex geometry made it hard to generate a high quality mesh, the calculation with a 
second-order scheme would diverge. The first-order scheme was not sufficiently accurate. 
In addition, the inlet air velocity differed from one slot to another. All of these factors 
made the simulations very difficult to produce accurate results. 
This study further compares the temperature profiles at the 11 positions at section CS3 in 
Figure 4.10. It is obvious that all the turbulence models over-predicted the temperature at 
positions 5, 6, and 7 that were at the center of the cabin and the region close to the floor. 
The discrepancies might have been caused by the variation of the thermal boundary 
conditions and inlet air temperature. Since the measurements of the temperature field 
took about at least one hour, the minor change of the ambient environment could 
influence the temperature of the cabin wall. At other positions, the LES performed the 
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Figure 4.10. Comparison of the vertical temperature profiles computed and measured in 








This study calculated the convective heat of the manikin in the fully-occupied cabin by 
the three different turbulence models. Table 3 shows that the results obtained by the 
models were very close, and 75% ~ 80% of the total heat (75W) was dissipated by 
convection. The percentile looks higher than that in buildings. A possible reason is due to 
the high air change rate in airliner cabins that enhanced the convection. 
Table 4.2. Calculated convective heat flux of the manikin by three different turbulence 
models. 
Model RNG k-ε model DES LES 
Convective heat 56.0 W 60.2 W 58.6 W 
Percentage 75% 80% 78% 
 
A laser tracking system and inverse engineering were applied to generate the digital 
model of the MD-82 aircraft cabin (Liu et al., 2012). Since the measurement accuracy 
was in the order of micro meters, the model obtained had a lot details. We could see 
clearly the patterns of fabric on the seats in the model. Figure 4.11 (a) shows the original 
seat model with supporting structure beneath the seats. Those details would have 
negligible impact on our studies, so our study here used a simplified version as shown in 
Figure 4.11 (b). To further reduce the grid number, this study also deleted the aisles on 
the two ends of the first-class cabin as shown in Figure 4.12. Since there were no heat or 
momentum sources in the region, this simplification may have had little influence on the 
flow field. To confirm the assumption, Figure 4.13 compares the velocity profiles at three 






velocity profiles were almost the same, so the cutoff of the aisles indeed had little 
influence on the computed results. 
  
(a) Original model (b) Simplified model 
Figure 4.11. Geometric model of the seats. 
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Figure 4.13. Comparison of the vertical velocity profiles at cross section 3 in the 
unoccupied cabin with and without the extended aisles. 
 
This investigation selected one most popular model from each category of turbulence 
modeling methods and applied them to such a complicated flow with complex geometry. 
Our effort was not to prove if the models are right or wrong, but to see if those models 
can still produce acceptable results for engineering applications. For example, the LES 
and DES simulations need one magnitude order more computing time than the RNG k-ε 
model. The improvements on accuracy by the LES and DES may not be very evident. 
Then an engineer would have to think if it is worth to perform LES or DES simulations 







complex flows are very familiar with the turbulence models used. Thus, this study will 
provide them a good sense on the model performance and computing costs. 
This study did not test or propose new turbulence models. To test a new model using 
such a complicated flow with the complex geometry, the results would be inconclusive. 
Typically one can propose or test a new model by using flow with very accurate data 
such as those used in reference (Zhang et al., 2007). A few good models identified in that 
study should perform better than the most popular models used in this study, because the 
basic flow features in the airliner cabin are the same as those used to test the models in 
the study by Zhang et al. (2007). The applications of those good models are strongly 
encouraged for future applications, but it is beyond the aim of this investigation. 
Since this study used a very complicated flow with very complex geometry, we were 
unable to obtain some results that would be normally obtained in simple geometry. For 
example, conventional wisdom is that when the grid becomes sufficiently fine, the 
numeric results would not change at least for RANS models. With the complex geometry, 
we could not really make the grid very fine due to computer capacity although the 
computer used was not a small one. With our finest grid, the corresponding results were 
not the most accurate when compared with the experimental data as shown in Figure 4.2. 
This implies that the experimental data may not be accurate or the finer grid could bring 
some other uncertainties. On one hand, the previous section discussed the errors 
associated with the experimental data. It is extremely difficult to obtain accurate data 
although a half dozen of researchers worked for three years and two million dollar was 







As mentioned in section 4.1.2, this study used the same mesh distribution for all the three 
turbulence models for simplicity. Actually, the LES normally requires finer near-wall 
mesh than the RANS modeling. Therefore, the results obtained in this study about LES 
might be subject to further studies using finer mesh. 
4.4 Conclusions 
This investigation compared the performance of three turbulence models in different 
categories for predicting airflow and temperature distributions in the first-class cabin of a 
functional MD-82 aircraft. The computed results were compared with the corresponding 
experimental data obtained in unoccupied and fully-occupied conditions. This 
investigation led to the following conclusions. 
For the isothermal flow in the unoccupied cabin, the LES and DES could provide better 
predictions than the RNG k-ε model. However, the flow results by the RNG k-ε model 
were also acceptable. Since the LES and DES used at least 20 times more computing time 
than the RNG k-ε model, the RNG k-ε model is preferred.  
For the mixed convection in the fully-occupied cabin, the warm thermal plumes from the 
heated manikins and the cool jets from the diffusers counteracted in the cabin center. The 
jet momentum diminished rapidly in the cabin and the flow field was rather complex. The 
LES had the best performance in predicting the flow, compared with the corresponding 
experimental data of flow and temperature fields, although the DES results were 
acceptable. The RNG k-ε model failed to accurately predict the velocity distribution in 







CHAPTER 5. CONCLUSIONS AND FUTURE WORK 
This chapter concludes the research reported in this thesis, and points out penitential 
research topics. 
5.1 Conclusions 
This thesis is an attempt to investigate the flow features and detailed flow information in 
the first-class cabin of a functional MD-82 commercial airliner for both empty and fully-
occupied conditions by conducting both experimental and numerical studies. 
To identify the proper method to study the air distribution in the commercial airliner 
cabin, this investigation firstly conducted a literature review to study the pros and cons of 
the former studies. As to the experimental measurements, the optical anemometry such as 
PTV, PSV, and PIV give mainly two-dimensional flow fields. When they were used in an 
airliner cabin with passengers and seats, the laser light sheet was blocked so it could not 
be used in the area. The UA can give three-dimensional, point-by-point airflow 
information. However, its sensor was too bulky for small areas, such as for measuring the 
airflow from an air diffuser. Besides, the former studies mainly used either scaled models 
or full-scale cabin mockups. The scaled models or full-scale cabin mockups were 
different from real aircraft cabins, and the influence of the differences on the airflow is 
still unknown. Therefore, it is necessary to use a full-scale and real test rig for obtaining 







Then, this investigation described a procedure to obtain high-quality boundary conditions 
at the diffusers and flow fields in the first-class cabin of a functional MD-82 commercial 
airliner for both empty and fully-occupied cabin conditions. By combing HSAs and UAs, 
this study could obtain velocity magnitude, velocity direction, and turbulence intensity at 
the diffusers. The boundary conditions in the airplane were very complex. UAs can be 
used to accurately measure the distributions of three-dimensional air velocity, turbulent 
kinetic energy, and turbulence intensity.  
For the empty cabin conditions, the air supply from the diffusers from the two sides of 
the cabin created two large recirculations on each side of the cabin. The airflow was not 
symmetrical due to the asymmetrical air supply and unexpected flow in the upper part of 
the cabin. For the fully-occupied cabin conditions, the thermal plumes from the heated 
manikins and the jets from the diffusers counteracted that would diminish the jet 
momentum. The measurements found significant longitudinal flow in the cabin. The 
turbulence kinetic energy in the recirculation zones was low, because of the low air 
velocity in the zones. The air distributions also illustrate high decay of turbulence kinetic 
energy from the diffusers to the occupied area. The thermal plumes from the heated 
manikins had little influence on the turbulence. Regardless whether the cabin was 
occupied, the turbulence characteristics look similar. The temperature fields in the fully-
occupied cabin conditions stratified. 
The experiment data was then used to evaluate the performances of three turbulence 
models in different categories that identified in the literature review. For the isothermal 







RNG k-ε model. However, the flow results by the RNG k-ε model were also acceptable. 
Since the LES and DES used at least 20 times more computing time than the RNG k-ε 
model, the RNG k-ε model is preferred.  
For the mixed convection in the fully-occupied cabin, the warm thermal plumes from the 
heated manikins and the cool jets from the diffusers counteracted in the cabin center. The 
jet momentum diminished rapidly in the cabin and the flow field was rather complex. The 
LES had the best performance in predicting the flow, compared with the corresponding 
experimental data of flow and temperature fields, although the DES results were 
acceptable. The RNG k-ε model failed to accurately predict the velocity distribution in 
some regions. 
5.2 Future Works 
While this study conducted experimental and numerical investigations on the flow 
features and detailed flow information in the first-class cabin of a functional MD-82 
commercial airliner for both empty and fully-occupied conditions, future work should 
consider the following areas: 
This study closed all the gaspers in the experimental measurements. However, the inlet 
air form the gaspers play an important part in improving the thermal comfort of the 
passengers. Therefore, further investigations are needed on the measurements and 
simulations of inlet air from the gaspers and its influence on the cabin environment. 
The experimental measurements in the fully-occupied cabin showed that the passenger 







issues on the discomfort and unhealthy in the current flights. So the air distribution in the 
airliner cabins, that used to regulate air temperature and air velocity to create a thermally 
comfortable environment and to provide adequate ventilation for reducing concentrations 
of contaminant for maintaining a safe and healthy environment, needs further designs. 
The recent trend on designing air distribution is to use CFD based inversing modeling. 
The inverse modeling in design the air distribution in airliner cabins may uses desirable 
thermal comfort and indoor air quality or the corresponding air velocity, air temperature, 
and contaminant concentration distributions in cabins as the design objective. The 
modeling strategy is to identify the thermo-fluid boundary conditions for achieving the 
design objective. 
The numerical investigation in this study showed that the calculation with the current 
computational resources requires days or weeks to obtain a converged solution, even for 
the RNG k-ε model. So it is very time-consuming for engineers in real application. 
Therefore, furthers investigation on applying Fast Fluid Dynamics in simulating the 
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