Abstract-Prefetching is an important technique to reduce the average Web access latency. Existing prefetching methods are based mostly on URL graphs. They use the graphical nature of HTTP links to determine the possible paths through a hypertext system. Although the URL graph-based approaches are effective in prefetching of frequently accessed documents, few of them can prefetch those URLs that are rarely visited. This paper presents a keyword-based semantic prefetching approach to overcome the limitation. It predicts future requests based on semantic preferences of past retrieved Web documents. We apply this technique to Internet news services and implement a client-side personalized prefetching system: NewsAgent. The system exploits semantic preferences by analyzing keywords in URL anchor text of previously accessed documents in different news categories. It employs a neural network model over the keyword set to predict future requests. The system features a self-learning capability and good adaptability to the change of client surfing interest. NewsAgent does not exploit keyword synonymy for conservativeness in prefetching. However, it alleviates the impact of keyword polysemy by taking into account server-provided categorical information in decision-making and, hence, captures more semantic knowledge than term-document literal matching methods. Experimental results from daily browsing of ABC News, CNN, and MSNBC news sites for a period of three months show an achievement of up to 60 percent hit ratio due to prefetching.
INTRODUCTION
B ANDWIDTH demands for the Internet are growing rapidly with the increasing popularity of Web services. Although high-speed network upgrading has never stopped, clients are experiencing Web access delays more often than ever. There is a great demand for latency tolerance technologies for fast delivery of media-rich Web contents. Such technologies become even more important for clients who connect to the Internet via low-bandwidth modem or wireless links.
Many latency tolerance techniques have been developed over the years. The two most important ones are caching and prefetching. Web traffic characterization studies have shown that Web access patterns from the perspective of a server often exhibit strong temporal locality. By taking advantage of locality, caching, and related content delivery, networks are widely used in server and proxy sides to alleviate Web access latency. In the Web client side, caching is often enabled by default in both popular Internet Explorer and Netscape browsers. However, recent studies showed that benefits from client-side caching were limited due to the lack of sufficient degrees of temporal locality in the Web references of individual clients [19] . The potential for caching requested files was even declining over the years [1] , [2] . As a complement to caching, prefetching technique is to prefetch Web documents (more generally, Web objects) that tend to be accessed in the near future while a client is processing previously retrieved documents [21] . Prefetching can also happen offline when the client is not surfing the Web at all as long as the client machine is online. A recent tracing experiment revealed that prefetching could offer more than twice the improvement due to caching alone [19] .
Previous studies on Web prefetching were based mostly on the history of client access patterns [6] , [12] , [23] , [28] , [29] , [30] . If the history information shows an access pattern of URL address A followed by B with a high probability, then B is to be prefetched once A is accessed. The access pattern is often represented by a URL graph, where each edge between a pair of vertices represents a follow-up relationship between the two corresponding URLs. The weight on the edge from A to B denotes the probability that Web object B will be requested immediately after object A. To make a prefetching prediction, a search algorithm traverses the graph to find the most heavily weighted edges and paths. The URL graph-based approaches are demonstrated effective in prefetching of Web objects that are often accessed in history. However, there is no way for the approaches to prefetch objects that are newly created or never visited before. For example, all anchored URLs of a page are fresh when a client visits a new Web site and none of them is to be prefetched by any URL graph-based approach. For dynamic HTML sites where a URL has timevariant contents, few existing approaches can help prefetch desired documents.
This paper presents a keyword-based semantic prefetching approach to overcome the limitations and its application in Internet news services. The approach predicts future requests based on semantic preferences of past retrieved objects, rather than on the temporal relationships between Web objects. It is observed that client surfing is often guided by some keywords in anchor text of Web objects. Anchor text refers to the text that surrounds hyperlink definitions (hrefs) in Web pages. For example, a client with a strong interest in soccer may not want to miss any relevant news with a keyword of "World Cup" in their anchor text. An online shopper with a favorite auto model would like to see all consumer reports or reviews about the model. We refer to this phenomenon as "semantic locality." Unlike search engines that take keywords as input and respond with a list of semantically related Web documents, semantic prefetching techniques tend to capture the client surfing interest from his/her past access patterns and predict future preferences from a list of possible objects when a new Web site is visited. Based on semantic preferences, this approach is capable of prefetching articles whose URLs have never been accessed. For example, the approach can help soccer fans prefetch world cup related articles when they enter a new Web site.
Notice that Web HTML format was designed merely for document presentation. A challenge is to automatically extract semantic knowledge of HTML documents and construct adaptive semantic nets between Web documents online. Semantics extraction is a key to Web search engines, as well. Our bitter experience with today's search engines leads us to believe that current semantics extraction technology is far away from maturity for a general-purpose semantic prefetching system. Instead, we demonstrate the idea of semantic prefetching in a special application domain of Internet news services.
We are interested in Internet news services because of the following reasons: First, news headlines are often used as their URL anchors and article titles in most news Web sites. The topic and content of a news article can be captured clearly by a group of keywords in its headline. Second, news service sites like abcnews.com, cnn.com, and msnbc.com often have extensive coverage of the same topics during a certain period. Therefore, articles of interest in different sites can be used to cross-examine the performance of the semantic prefetching approach. That is, one site is used to accumulate URL semantic preferences and the others for evaluation of its prediction accuracy. Finally, effects of prefetching in the news services can be isolated from caching and evaluated separately. Prefetching takes effect in the presence of a cache. Since a client rarely accesses the same news article more than once, there is very little temporal locality in news surfing patterns. This leads to a minimal impact of caching on the overall performance of prefetching. We note that a client who is reading news on a specific topic may need to return to its main page repeatedly for other articles of interest. These repeated visits exhibit certain degrees of temporal locality. However, the caching impact due to this type of locality can be eliminated by the separation of a prefetching cache from the browser's built-in cache. The prefetching cache is dedicated to prefetched documents, while the browser cache exploits the temporal locality between repeated visits of the main pages.
Note that there are two fundamental issues with keyword-based information retrieval: synonymy and polysemy. Synonymy means that there are many ways of referring to the same concept and polysemy refers to the fact that a keyword may have more than one meaning in different contexts. Latent semantic indexing [10] is often used to address the synonymy issue in a general context of information retrieval. For conservativeness in prefetching, we assume a policy of exact keyword matching in the prediction of client future requests. It is known that all news services organize their articles into categories (e.g., business, sports, and technology). Our semantic prefetching approach takes into account server-provided keyword context (categorical) information to alleviate the impact of keyword polysemy in decision-making and, hence, captures more semantic knowledge than conventional term-document literal matching retrieval methods.
We have implemented the keyword-based semantic prefetching approach in a client-side prefetching prototype system, namely, NewsAgent. It is coupled with a client-side browser, working on behalf of the client. It monitors the client Web surfing activities and establishes keyword-based semantic preferences in different news categories. It employs a neural network model over the keyword set to predict future requests based on the preferences. Such a domain-specific prefetching system is not necessary to be running all the time; it could be turned on or off on-demand like many other advanced features in popular browsers.
The rest of the paper is organized as follows: Section 2 presents an overview of semantic prefetching, followed by a brief description of neural network models for semantics representation. Section 3 describes the NewsAgent architecture and design considerations. Sections 4, 5, and 6 give the details of our experimental methodology and testing results. Related work is discussed in Section 7. Section 8 concludes the paper with remarks on future work.
PERSONALIZED SEMANTIC PREFETCHING
2.1 Architecture Fig. 1 shows the architecture of a generic client-side semantic prefetching scheme. It assumes that a personalized information agent (or proxy) is running behind the Web browser and keeping watch over client surfing activities. This agent analyzes the documents that its client is browsing with an attempt to understand their semantic knowledge and find out the semantic relationships between the documents (Step 1). The semantic information is represented in an open self-learning capable model that accumulates knowledge about the client preferences (Step 2). Based on the knowledge, the agent makes predictions about client future requests (Step 3) and "steals" network bandwidth to prefetch related Web documents from the Internet (Step 4). The prefetched documents are temporarily stored in the agent's internal cache (Step 5) . This prefetching agent also serves as a client-side Web proxy and provides its client with requested Web documents transparently from its internal cache if they are available in the cache (Step 6). Otherwise, it fetches the documents from the Internet. Expectedly, the cache would contain some prefetched documents that are never accessed by the client. This information will be used as feedback to improve prediction accuracy.
This personalized semantic prefetching scheme raises a number of key implementation issues. First is Web document semantics extraction. Web documents are often posted in an HTML presentation format. The problem of extracting semantics of general HTML documents on its own is a challenge. It is fundamental in a broader context of information retrieval on the Internet. Although much effort has been devoted to this issue in both academia and industry over the years, recent studies showed that users remained disappointed with the performance of today's search engines, partly due to certain misunderstanding of document meanings [24] .
Automatic semantics extraction for general HTML documents is beyond the scope of this paper. In this paper, we present a domain-specific semantic prefetching approach in Internet news services. Since news headlines are often used as their URL anchors in news services, news article meanings are mostly reflected by the keywords in their URL anchors and their categorical information.
Neural Network-Based Semantics Model
Semantics extraction aside, another related implementation issue is to develop a semantics representation model that has the capability of self-learning. There are many approaches available for this issue. An example is neural networks. The neural network approach has been around since the late 1950s and come into practical use for general applications since the mid-1980s. Due to their resilience against distortions in the input data and their capability of learning, neural networks are often good at solving problems that do not have algorithmic solutions [15] . In this section, we present neural network basics, with an emphasis on prediction accuracy critical parameters and self-learning rules. Details of its application in semantic prefetching in Internet news services will be shown in Section 3.
Perceptron
A neural network is comprised of a collection of artificial neurons. Each neuron receives a set of inputs and performs a simple function: computing a weighted sum of the inputs and then performing an activation function for decisions. The activation function can be a threshold operation or a smooth function like hyperbolic operations, depending on the neuron objectives. In order of support predictions in the context of Web document prefetching, we assume a threshold function for the neurons. If the weighted sum of a neuron is less than the predefined threshold, then it yields an output of zero, otherwise one. Specifically, given a set of inputs x 1 ; x 2 ; . . . x n associated with weights w 1 ; w 2 ; . . . w n , respectively, and a net threshold T , the binary output o of a neuron can be modeled as a hard limiting activation function:
The weighted sum y in (1) is often referred to as net of the neuron. Fig. 2 shows a graphical representation of a single perceptron (i.e., neural network with a single neuron). Although it is an oversimplified model of the functions performed by a real biological neuron, it has been shown to be a useful approximation. Neurons can be interconnected together to form powerful networks that are capable of solving problems of various levels of complexity.
In this paper, we assume a single perceptron for a newsprefetching agent. The agent examines the URL anchor texts of a document and identifies a set of keywords for each URL. Using the keywords as inputs, the agent calculates the net output of each URL perceptron. The input x i ð1 i nÞ is set to 1 when its corresponding keyword is present in the anchor text, 0 otherwise. Their nets determine the priority of URLs that are to be prefetched.
Learning Rules
A distinguishing feature of neural networks is self-learning. It is accomplished through learning rules. A learning rule incrementally adjusts the weights of the neuron inputs to improve a predefined performance measure over time. There are two types of learning rules: supervised and unsupervised. Supervised learning algorithms assume the existence of a supervisor who classifies the training patterns into classes, whereas unsupervised learning does not. Supervised learning algorithms utilize the information about class membership of each training pattern as feedback to the perceptron to reduce future pattern misclassification.
In this study, we deploy supervised learning rules because the client of a prefetching agent classifies each input pattern into desired and undesired categories. By comparing its outputs with the client actual requests in the training phase, the neuron can adjust the input weights accordingly. Usually, the input weights are synthesized gradually and updated at each step of the learning process so that the error between the output and the corresponding desired target is reduced [15] . Many supervised learning rules are available for the training of single perceptron. A most widely used approach is the -LMS (least mean square) learning rule. Denote w the vector of the input weights. Denote d i the desired (target) output associated with an input pattern and y i the actual output of the input pattern. Let
be the sum of squared error criterion function. Using the steepest gradient descent to minimize JðwÞ gives
where is often referred to as the learning rate of the net because it determines how fast the neuron can react to the new inputs. Its value normally ranges between 0 and 1. The learning rule governed by (3) is called batch LMS rule. The -LMS is its incremental version, governed by
In this study, we assume the prefetching agent deploys the -LMS learning rule to update the input weights of its perceptron.
NEWSAGENT: A PERSONALIZED NEWS PREFETCHING PREDICTOR
This section presents details of the keyword-based prefetching technique and architecture of a domain-specific news prefetching predictor: NewsAgent.
Keywords
A keyword is the most meaningful word within the anchor text of a URL. It is usually a noun referring to some role of an affair or some object of an event. For example, associated with the news "Microsoft is ongoing talks with DOJ" on MSNBC are two keywords "Microsoft" and "DOJ"; the news "Intel speeds up Celeron strategy" contains keywords "Intel" and "Celeron." Note that it is the predictor that identifies the keywords from anchor texts of URLs while users are retrieving documents. Since keywords tend to be nouns and often start with capital letters, these simplify the task of keyword identification.
Recall that there are two fundamental issues with keyword-based information retrieval: synonymy and polysemy. For conservativeness in prefetching, we assume a policy of exact keyword matching in the prediction of client future requests. It is known that the meaning of a keyword is often determined by its context. An interesting keyword in one context may be of no interest at all to the same client if it occurs in other contexts. For example, a Brazil soccer fan may be interested in all the sports news related with the team. In this sports context, the word "Brazil" will guide the fan to all related news. However, the same word may be of less importance to the same client if it occurs in general or world news categories unless he/she has a special tie with Brazil. To deal with this polysemy issue in prefetching, Web documents must be categorized into predefined categories.
Automated text categorization is a nontrivial task in any sense. It dates back to the early 1960s and has become an active research topic with the popularity of Web services; a comprehensive survey of state-of-the-art techniques can be found in [31] . We note that the existing categorization algorithms are time costly and supposed to be run at the server side. There are few lightweight algorithms that are suitable for online document classification at the client side. Notice that nearly all news services organize articles into categories (e.g., business, sports, and technology). This server-provided categorical information can be used with keywords to improve the prediction accuracy. A simple strategy is to deploy multiple independent category-specific NewsAgents. Since this categorical information is deterministic, different NewsAgents can be invoked to analyze the URL links from different categories.
Finally, we note that the significance of a keyword to a client changes with time. For example, news related to "Brazil" hit the headlines during the Brazil economic crisis period in 1998. The keyword should be sensitive to any readers of market or financial news during the period. After the crisis was over, its significance decreased unless the reader has special interests in the Brazilian market. Due to the self-learning capability of a neural network, the keyword weights can be adjusted to reflect the change. Fig. 3 shows the architecture of NewsAgent. Its kernel is a prediction unit. It monitors the way of its client browsing activities. For each required document, the predictor examines the keywords in its anchor text, calculates their preferences, and prefetches those URL links that contain keywords with higher preferences than the perceptron threshold. Specifically, the system has the following the workflow:
NewsAgent Architecture
1. User requests a URL associated with a category. 2. The URL document is retrieved and displayed to the user. 3. The contents of the document are examined to identify the first set of links to evaluate. 4. Each link from the set is processed to extract the keywords. 5. Keywords are matched to the keyword list. They are added to the list if they occur for the first time. 6. The corresponding preferences are computed using the weights associated with the keywords. 7. Links with preferences (i.e., nets) higher than the neuron threshold are sorted and placed in the prefetching queue. 8. Links are accessed one by one and the objects are placed in the cache. 9. If the prefetching queue is empty, process the next set of links (Step 3). 10. When the user requests a link, the cache list is examined to see if it's there. 11. If it is there, then it is displayed. 12. If not, it is retrieved from the Web and the corresponding keyword's weights are updated. In most cases, a Web page contains a large number of hyperlinks. The NewsAgent examines the URL links by groups. We assume each group contains a fixed number of links and refer to the group size as prefetching breadth. Evaluation of the embedded links by groups is patterned after client browsing behaviors because a client tends to look at a few hyperlinks before he/she decides which to follow. Recall that prefetching needs to be carried out during the time when the client is viewing a page. A recent analysis of client access patterns showed that the average rate that http requests were made was about two requests per minute [2] . In a very short time, the NewsAgent may not be able to complete the evaluation of all embedded links and the prefetch of those with high preferences in the current page. The group evaluation strategy provides a quick response to client Web surfing and possibly increases the hit ratio due to prefetching. For example, consider a page containing a large number of URLs. Assume the last URLs in the list have nets of more than 90 percent and a URL in the beginning has a net of more than 80 percent. The NewsAgent based on the group evaluation strategy will prefetch the moderately preferred link first to meet its client's possible immediate needs. The highest preferred links will be prefetched as the client browsing moves forward.
Once a request for an anchored URL is received, the NewsAgent starts to look for the requested pages in the cache. If it has already been available due to prefetching, the page is provided for display. (The weights of its related keywords will remain unchanged by the rule of (4).) Otherwise, the NewsAgent suspends any ongoing prefetching processes and starts to examine the anchor texts of the requested link for keywords. If a keyword is introduced for the first time, a new weight will be assigned to it. Otherwise, its existing weight will be positively updated ðd ¼ 1Þ by the rule of (4).
Control of Prefetching Cache and Keyword List
Notice that the keyword list could be full with unwanted items when the client loses interest in a long-standing topic. The NewsAgent internal cache may also contain undesired documents due to the presence of some trivial (nonessential) keywords in the anchor texts. For example, the keyword "DOJ" is trivial in a sector of technology news. It is of interest only when it appears together with some other technologyrelated keywords like Microsoft or IBM. Fig. 4 shows a mechanism of the NewsAgent to control the overflow of the keyword list and the document prefetching cache:
1. When the cache list is full, use the LRU algorithm to remove the least recently accessed objects. 2. Extract the corresponding keywords. 3. Negatively update those weights. 4. Compare the updated weights to the minimum weight threshold. 5. If they are larger than the minimum, check the updating trend (decreasing in this case). 6. Purge those keywords from the list if they are below the minimum weight threshold. 7. If the keyword list is full, consider Steps 5, 6, and 7. However, the trend will not be necessarily decreasing in this case.
By checking the cache, we can identify those prefetched documents that have never been accessed. The NewsAgent will then decrement the weights of their related keywords. Also, we set a purging threshold to determine whether a keyword should be eliminated from the keyword list or not. If the weight of a keyword is less than this threshold, we examine its change trend. The weight change trend is a flag that indicates the keyword weight is increasing or decreasing. If it is negative, then the keyword is considered trivial and is eliminated from the list.
The keywords are purged once the keyword list is full. The list size should be set appropriately. A too small list will force the prefetching unit to purge legitimate keywords, while a too large list would be filled with trivial keywords, wasting space and time in evaluation. We set the list size to 100 and the purging threshold value to 0.02 in our experiments. The purging threshold was set based on our preliminary testing, which will be discussed in Section 6.3. These settings are by no means optimal choices.
Prefetched documents need to be replaced when the cache has no space to put new documents. The documents to be purged are those that have been in the cache for a long time without being accessed. The URL anchor texts (i.e., news captions) that led to their prefetching are first examined. The weights of their related keywords are then negatively adjusted ðd ¼ 0Þ by the rule of (4). This assures that these keywords would unlikely trigger the prefetching unit again in the near future.
EXPERIMENTAL METHODOLOGY
The NewsAgent system was developed entirely in Java and integrated with a pure Java Web browser, IceBrowser from www.IceSoft.com. This lightweight browser with its open source code gave us a great flexibility in the evaluation of the NewsAgent system. Using such a lightweight browser simplified the process of setting experiment parameters because the browser just did what it was programmed for and there were no hidden functions or Add-Ins to worry about, as those with full-blown browsers like Netscape and Explorer. Although the NewsAgent prototype was integrated with the IceBrowser, it maintained its own cache so as to dedicate this cache to prefetched documents.
Since the Web is essentially a dynamic environment, its varying network traffic and server-load make the design of a repeatable experiment challenging. There were studies dedicated to characterizing user access behaviors [2] and prefetching/caching evaluation methodologies; see [9] for a survey of these evaluation methods. Roughly, two major evaluation approaches are available: simulation based on user access traces and real-time simultaneous evaluation. A trace-based simulation works like an instruction execution trace-based machine simulator. It assumes a parameterized test environment with varying network traffic and workload. It is a common approach to receive repeatable results. There are benchmarks about client access patterns [2] . However, all the benchmarks that are available to the public are about aggregate behaviors of client groups. Due to privacy concerns, there won't be any open traces about individual clients. Needless to say, client-side benchmarks with specific URL contents. Moreover, current implementation of the NewsAgent is domain specific and it should be turned on only when its client gets to read news. To the best of our knowledge, there are no such domain-specific traces available either.
The real-time simultaneous evaluation approach [8] was initially designed for the evaluation of Web proxy strategies. In this approach, the proxy under test is running in parallel with another reference proxy. Both proxies perform the same sequence of accesses simultaneously so that more timevariant test environment factors like access latency can be considered. Along the lines of this approach, we evaluated the NewsAgent performance by accessing multiple news sites simultaneously. One news site was accessed from a prefetching-enabled browser to train the NewsAgent. That is, the NewsAgent kept accumulating knowledge about its client's access preferences when he/she was reading news from the site. The trained NewsAgent then went to work with another browser that has no built-in prefetching functions to retrieve news items from other sites.
All the experimental results were collected by one of the authors while he was reading news from major online news services in different periods. Since this prefetching approach relies upon the reading interest of individual clients accumulated in training phases, results from different clients are incomparable. The test environment of this paper was a Pentium II 600 MHz Windows NT machine with 128 MB of RAM connected to the Internet through a T-1 connection. Following are the experimental settings:
. Topic selection: It is expected that the performance of semantics-based prefetching systems be determined by semantic locality of the access patterns. In order to establish the access patterns systematically, we selected topics of interest to guide the client's daily browsing behaviors. We are interested in those hot topics that have extensive coverage in major news sites for a certain period so that we can complete the experimentation before the media changes its interest. We conducted two experiments in two different periods when the Kosovo crisis and the Clinton affair were at their peak. Both topics lasted long enough in the media for prefetching training and subsequent evaluation. Notice that the NewsAgent has no intrinsic requirements for the selection of topics in advance. The client interest is expected to change over time and the algorithm works in the same way no matter whether there is a selected topic or not. However, without a preselected topic in evaluation, most of the keywords generated from a random browsing would be too trivial to be purged. As a result, there would be few prefetching activities over a long period due to the lack of semantic locality. . Site selection: We selected cnn.com for the NewsAgent training and abcnews.com and msnbc.com for its evaluation. Each phase took a month (1 Apr. 1999 to 5 May 1999 for training and 7 May 1999 to 14 June 1999 for evaluation). . Client access pattern: The client access pattern was monitored and logged daily. Also, the time between two consecutive access requests (i.e., the time allowed to view a page) was set to an average of one minute according to a recent study of client-side Web access patterns [2] .
EXPERIMENTAL RESULTS
As indicated earlier in the previous section, the experiment was conducted in two phases: training and evaluation. This section presents the results of each phase.
Training Phase
The NewsAgent system relies on a single perceptron to predict its client future request. It follows the -LMS learning rule to adapt to the client interest change. Before its deployment, the NewsAgent must be trained. During its training phase, the NewsAgent monitors the client accesses to cnn.com server, analyzes the related URL anchor texts, and identifies embedded keywords as inputs to its neural network learning part. It predicts the client access preferences and compares its predictions with the client actual access behaviors. Using the comparative results as a feedback, the NewsAgent keeps adjusting the keyword weights recursively. In general, a large set of training data for neural networks with a self-learning capability would lead to highly accurate predictions. However, this may not be the case in news prefetching training. It is because the topics interesting to the client change with time and coverage of a new subject would introduce a set of new keywords. It is the dynamic nature of keyword inputs that makes the NewsAgent adaptive to the change of client interests. During this training phase from 1 Apr. 1999 to 5 May 1999, a total of 163 links were accessed. The average link size was 18 kilobytes with a minimum of 9.4 kilobytes and a maximum of 33.4 kilobytes. Fig. 5 shows the daily access patterns during this period.
From Fig. 5 , it can be seen that in the first four days (1 Apr. 1999 to 4 Apr. 1999), the NewsAgent identified many new keywords as more links were accessed. This is expected because the NewsAgent started with an initialized neuron with no keyword inputs. The next two days (5 Apr. 199 tp 6 Apr. 1999) found no new keywords, although the media had more coverage about the topic we selected. As time proceeds, the number of new keywords increased sharply in the next two days (7 Apr. 1999 to 8 Apr. 1999) because of new related breaking news. From the figure, it can be seen that the rise-and-drop pattern occurs repeatedly and demonstrates an important self-similarity characteristic. Due to the dynamics nature of news subjects, whenever a client (or the media) loses interests in a topic, emergence of new host topics would introduce another set of new keywords and the self-similarity pattern repeats.
In the NewsAgent training phase, we set its prediction threshold rate T, as defined in (1), to a typical median value 0.5. That is, a neuron output of 0.5 or higher was considered a success matching between the neuron prediction and client desire. We also set the NewsAgent learning rate, as defined in (4), to 0.1. This learning rate of 0.1 tends to maintain the stability of the neuron and guarantee a smooth weight updating process. In the next section, we will show that high learning rate values can lead to instability and, subsequently, the failure of unit. Fig. 6 plots the success rate of the neuron against the number of links accessed. As we can see, the success rate increases with the number of links accessed until it saturates around 60 percent. This implies that, after a certain training time, the unit could identify 6 out of 10 links as links of interest. Since topic changes tend to generate additional sets of keywords to the neuron, we would not expect an extremely high success rate.
Evaluation Phase
The NewsAgent was trained during its client was accessing to cnn.com news site. After having been trained, it entered into its second evaluation phase in the access of abcnews. com new site. During the evaluation phase, the NewsAgent kept its keyword inputs and their weights unchanged. Since both cnn.com and abcnews.com were covering similar news topics, we expected that the trained NewsAgent would prefetch the client's preferred Web documents from abcnews.com according to the knowledge accumulated from the training with cnn.com. Fig. 7 shows the access pattern in this phase.
Prefetching systems are often evaluated in terms of four major performance metrics: hit ratio, byte-hit ratio, waste ratio, and waste byte ratio. Hit ratio refers to the percentage of requested objects that are found in the prefetching cache. Byte-hit ratio refers to the percentage of hit links in size. This pair of metrics, also referred to as recall, measures the usefulness of prefetching in terns of Web access latency improvement. Waste ratio refers to the percentage of undesired documents that are prefetched into the cache. Byte waste ratio refers to the percentage of undesired documents in size. This pair of metrics reflects the cost (i.e., the extra bandwidth consumption) for prefetching. Fig. 8 shows the hit and byte hit ratios in this phase as a function of number of accessed links. While the news in abc.com had never been accessed before by the client, the NewsAgent achieved a hit rate of around 60 percent based on the semantic knowledge accumulated in the visit to cnn.com. Since the news pages have a small difference in size, the plot of the byte hit ratio matches with that of the hit ratio. Since the topic of Kosovo we selected lasted longer than our experiment period, the keywords that were identified in the training phase remained the leading keywords in the evaluation phase. Since the input keywords and their weights in the NewsAgent neuron remained unchanged in the evaluation phase, it is expected that accuracy of the prediction will decresase slowly as the client being distracted from the selected topic. Fig. 9 shows an average of 24 percent waste ratio and approximately the same percentages of byte waste ratio during the evaluation phase. This is because many of the links contained similar material and the reader might be satisfied with only one of them. Also, in the evaluation phase, the process of updating weights and purging trivial keywords was not active. However, the neuron kept prefetching those undesired documents as long as the output of the neuron was greater than the net threshold. This leads to a higher waste ratio as well.
EFFECTS OF NET THRESHOLD AND LEARNING RATE
Accuracy of the predictive decisions is affected by a number of parameters in the NewsAgent. To evaluate the effects of the parameters, particularly net threshold and learning rate on hit ratio and waste ratios, we implemented multiple predictors with identical parameter settings, except the one under test, with the same inputs and access sequence. We conducted the experiment over two new sites: Today in America at msnbc.com and the US News at cnn.com/US during the period from 18 Nov. 1998 to 16 Dec. 1998, five days a week, and two half-an-hour sessions a day. The first contained multimedia documents, while the other was a combination of plain texts and image illustrations. Results from the surfing of these two news sites not only revealed the impact of the parameters, but also helped verify the observations we obtained in the last experiment. During the experiment time, the topic of "Clinton affair" had much coverage in both sites. As we explained in the preceding section, we selected a guiding hot topic in evaluation because its extensive coverage would help collect more data within a short time period. The NewsAgent can identify keywords and establish client access patterns automatically by monitoring his/her browsing behaviors.
To reflect the fact that clients may be distracted from their main topic of interest for a while in browsing, we intentionally introduced noise by occasionally accessing headlines that did not belong to the selected topic. We accessed a random link every 10 trials. We also assumed that each access will be followed by an average of one minute viewing, according to a recent analysis of client-side Web access patterns [2] . Fig. 10 plots the hit ratios due to prefetching with neuron thresholds of 0.25, 0.50, and 0.75, respectively. The figure shows that a low threshold would yield a high hit ratio for a large cache. This agrees with what (1) reveals. Since an extremely small threshold could trigger the prefetching unit frequently, it would lead to prefetch of most of the objects embedded in a given Web page. By contrast, the higher the threshold, the smoother the curve is and the more accurate the prediction will be. Fig. 11 shows the waste ratio in the cache. Expectedly, the lower the threshold value, the more undesired objects that get cached. The cache may be filled up with undesired objects quickly. There is a trade off between the hit ratio and utilization ratio of the cache. The optimum net threshold should strike a good balance between the two objectives.
Effect of Net Threshold

Effects of Learning Rate
From the learning rule of (4), it is known that the learning rate controls the adaptivity of the NewsAgent to keyword inputs. Fig. 12 shows the hit ratios due to different learning rates. From the figure, it can be seen that a high learning rate leads to a high hit ratio. It is because high learning rates tend to update the weights quickly. Ripples on the curve are due to the fast updating mechanism. Fig. 9 . Waste ratio and byte waste ratio in the evaluation session. Fig. 10 . Effects of the threshold on cache hit ratio. Fig. 11 . Effects of the threshold on cache waste ratio.
The figure also shows that the smaller the learning rate, the smoother the curve and the more accurate the prediction will be. It is because the weights of trivial keywords are updated with minimal magnitude. This generally affects cache utilization because insignificant weights won't trigger the prediction unit with a lower learning rate. This may not be the case for a unit with a higher learning rate, as shown in Fig. 13 . Thus, choosing a proper learning rate depends mainly on how fast we want the prediction unit to respond and what percentage of the cache waste we can tolerate.
Update of Keyword and Purge of Trivial Keywords
Recall that the prefetching unit relies on a purging mechanism to identify trivial weights and decrease their impact on the prediction unit so as not to be triggered by accident. In the experiments, we found that, on average, approximately four to five trivial keywords were introduced for each essential keyword. Fig. 14 plots the distribution of the keyword weights associated with the NewsAgent. The figure shows the system kept the trivial weight minimized as the browsing process continues. As outlined in Fig. 4 , the keyword weights are reduced whenever their related objects in the cache are to be replaced by the prefetching unit. The objects that have never been accessed have the lowest preference value and are to be replaced first. Accordingly, weights of the keywords associated with the replaced object were updated. This guarantees that trivial keywords had minimum impacts on prefetching decisions.
RELATED WORK
The concept of prefetching has long been used in a variety of distributed and parallel systems to hide communication latency [5] . A closely related topic to prefetching in Web surfing is file prefetching and caching in the design of remote file systems. Shriver and Small presented an overview of file system prefetching and explained with an analytical model why file prefetching works [32] . A most notable work in automatic prefetching is due to Griffioen and Appleton [14] . They proposed predicting future file accesses based on past file activities that are characterized by probability graphs. Padmanabhan and Mogul adapted the Griffioen-Appleton file predictive algorithm to reduce Web latency [28] .
Web prefetching is an active topic in both academia and industry. Algorithms used in today's commercial products are either greedy or user guided. A greedy prefetching technique does not keep track of any user Web access history. It prefetches documents based solely on the static URL relationships in a hypertext document. For example, WebMirror [25] retrieves all anchored URLs of a document for a fast mirroring of the whole Web site; NetAccelerator [17] prefetches the URLs on a link's downward path for a quick copy of HTML formatted documents. The userguided prefetching technique is based on user-provided preference URL links. There were a number of industry examples in this category, but few succeeded in marketing.
Research in academia is mostly targeted at intelligent predictors based on user access patterns. The predictors can be associated with servers, clients, or proxies. Padmanabhan and Mogul [28] presented a first server-side prefetching approach based on the Griffioen and Appleton algorithm. In this approach, client access patterns are depicted as a weighted URL dependency graph, where each edge represents a follow-up relationship between a pair of URLs and the edge weight denotes the transfer probability from one URL to the other. The server updates the dependency graph dynamically as requests come from clients and makes predictions of future requests. Schechter et al. [30] presented methods of building a sequence prefix tree (path profile) based on HTTP requests in server logs and using the longest matched most-frequent sequence predict next requests. Sarukkai proposed a probabilistic sequence generation model based on Markov chains [29] . On receiving a client request, the server uses the HTTP probabilistic link prediction to calculate the probabilities of the next requests based on the history of requests from the same client.
Loon and Bharghavan proposed an integrated approach for proxy servers to perform prefetching, image filtering, and hoarding for a mobile client [23] . They used usage profiles to characterize user access patterns. A usage profile is similar to the URL dependency graph, except that each node is associated with an extra weight indicating the Fig. 12 . Effect of the learning rate on cache hit ratio. Fig. 13 . Effect of the learning rate on cache waste ratio. frequency of access of the corresponding URL. They presented heuristic weighting ways to reflect the changing access patterns of users and temporal locality of accesses in the update of usage profiles. Markatos and Chronaki [26] proposed a top-10 prefetching technique for servers to push their most popular documents to proxies regularly according to clients' aggregated access profiles. A question is that high hit ratio in proxies due to prefetching may give servers a wrong perception of future popular documents.
Fan et al. [12] proposed a proxy-initiated prefetching technique between a proxy and clients. It is based on a Prediction-by-Partial-Matching (PPM) algorithm originally developed in data compressor [7] . PPM is a parametric algorithm that predicts the next l requests based on past m accesses by the user and limits the candidates by a probability threshold of t. PPM is reduced to the algorithm of Papadumanta and Mogul when m is set to 1. Fan et al. showed that the PPM prefetching algorithm performs best when m ¼ 2 and l ¼ 4. A similar idea was recently applied to prefetching of multimedia documents as well by Su et al. [33] .
From the viewpoint of clients, prefetching is used to speed up Web access, particularly to those objects that are expected to experience long delays. Klemm [18] suggested prefetching Web documents based on their estimated round-trip retrieval time. Since their technique assumes a priori knowledge about the sizes of prospective documents for estimation of their round-trip time, it was limited to prefetching of static Web pages.
Prefetching is essentially a speculative process and incurs a high cost when its prediction is wrong. Cunha and Jaccoud [6] focused on the decision of when prefetching should be enabled or not. They constructed two user models based on a random walk approximation and digital signal processing techniques to characterize user behaviors and help predict users' next actions. They proposed coupling the models with prefetching modules for customized prefetching services. Crovella and Barford [4] studied the effects of prefetching on network performance. They showed that prefetching might lead to an increase of traffic burstiness. They proposed using transport ratecontrolled mechanisms to reduce smooth traffic caused by prefetching.
Previous studies on intelligent prefetching were based mostly on temporal relationships between accesses to Web objects. Semantics-based prefetching was studied in the context of file prefetching. Kuenning and Popek suggested using semantic knowledge about the relationship between different files to hoard data onto a portable computer before the machine is disconnected [20] . Lei and Duchamp proposed capturing intrinsic corrections between file accesses in tree structures online and then match against existing pattern trees to predict future access [22] . By contrast, we deployed neural nets over keywords to capture the semantic relationships between Web objects and improve prediction accuracy by adjusting the weights of keywords online.
CONCLUDING REMARKS
This paper has presented a keyword-based semantic prefetching approach in the context of Internet news services to tolerate Web access latency from the perspective of clients. It exploits semantic preferences of client requests by analyzing keywords in the URL anchor texts of previously accessed articles in different news categories. It employs a neural network model over the keyword set to predict future requests. Unlike previous URL graph-based techniques, this approach takes advantage of the "semantics locality" in client access patterns and is capable of prefetching documents that have never been accessed before. It also features a self-learning capability and good adaptability to the change of client surfing interest. Based on the approach, a client-side personalized prefetching prototype, NewsAgent, was implemented. The system was evaluated in daily browsing of three major news sites over a period of three months. The experimental results showed an achievement of up to 60 percent hit ratio due to the prefetching approach. This is close to the impact of general Web caching, although news surfing activities benefit a little from client-side caching.
Future work would focus on the following aspects. First is to construct a prediction unit using neural networks, instead of single perceptron. Besides the keywords, other factors, such as document size and the URL graphs of a hypertext document, will also be taken into account in the design of the predictor. Second is to improve cache utilization. We notice that the hit ratio saturates at around 60-70 percent after a reasonable number of requests. More studies need to be conducted in this aspect to reduce the cache waste ratio. On a different track altogether, other statistical classification and learning techniques like Bayesian networks could be deployed.
Like many domain-specific search engines or focused crawling [3] , [13] , [27] , the NewsAgent system is targeted at an application domain of Internet news services. However, the idea of semantic prefetching is applicable to other application domains, such as online shopping and auction, where semantics of Web pages are often explicitly presented in their URL anchor texts. Such domain-specific prefetching facilities can be turned on or off on-demand.
The NewsAgent system is based on keyword matching. Two issues related to keywords are synonymy and polysemy. As we argued in Section 3.1, we do not exploit keyword synonymy for conservativeness in prefetching. We alleviate the impact of polysemy by taking advantage of the categorical information in news services. In a broader context of information retrieval, there exist many techniques to address these two issues; see [24] for a comprehensive review. Most notable is latent semantic indexing (LSI) [10] . It takes advantage of the implicit higher-order structure of the association of terms with articles to create a multidimensional semantic structure of the information. Through the pattern of co-occurrences of words, LSI is able to infer the structure of relationships between article and words. Due to its high-time complexity in inference, its application to real-time Web prefetching requires a trade off between its time cost and prediction accuracy.
Recently, XML and RDF (Resource Description Framework) are emerging as standards of data exchange format in support of semantic interoperability on the Web [11] . With the popularity of XML or RDF compliant Web resources, we expect semantics-based prefetching techniques will play an increasingly important role in reducing Web access latency and will lead to more personalized quality services on the semantic Web.
