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 A series of experimental studies was performed to investigate two separate fluid 
impingement flow systems intended for removal of particles from a surface or deposition 
of particles onto a surface.  One of these flow systems is generated using a nozzle that 
incorporates both tilted jets and suction to create what we call a "bounded vortex flow", 
consisting of an annular swirling jet and a wall-normal vortex with axial upflow into a 
suction outlet. The other flow system is generated by a combination of acoustic streaming 
and substrate heating from an ultrasonic source.  The primary methods used in the study 
for flow field measurements included laser-induced fluorescence (LIF) and particle-
image velocimetry (PIV).  Thermocouples are utilized for gathering temperature 
information from the ultrasonic induced flow.  For the bounded vortex flow, different 
jet/suction flow rates and different nozzle-substrate separation distances were examined. 
In the acoustic-generated flow system, different acoustic intensities and transducer-
substrate separation distances and different choices of substrate material were examined. 
Both flow systems achieve high levels of shear stress on the impingement surface via a 
combination of flow oriented toward and/or away from the surface and via formation of 
vortex structures near the impingement surface. In the bounded flow configuration, the 
vortex flow is oriented with axis normal to the impingement surface, whereas in the 
acoustic-generated flow a series of vortex rings form with axes parallel to the 
impingement surface. For both flow fields, conditions are observed with high 
impingement surface shear stress that are well suited to particle removal from the 
impingement surface. However, as the variables controlling the flows are varied, other 
conditions are observed in which the flow fields become unstable, leading to oscillatory 
flows that generally have much smaller shear stress values on the impingement surface. 
The rate of fluid mixing, as characterized by upward and downward flows normal to the 
impingement surface, is also generally decreased after these flow transitions have 
occurred, implying that the unstable flows will be less suited for both particle deposition 
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CHAPTER 1: MOTIVATION 
1.1 Motivation 
 The transfer of particles to and from a surface is of importance in a variety of 
applications, and in particular, the touch-free removal of particles from a surface is of 
special interest.  One area where touch-free particle removal is important is in the 
manufacturing of silicon wafers.  During the manufacturing process, a silicon dust is 
produced which can result in contaminating clean room areas or damaging the wafers 
themselves.  Due to the delicate surface of the silicon wafers, mechanical wiping of the 
particles from the wafer would result in damage and the use of solvents may result in 
residue which would interfere with subsequent use of the wafers in manufacturing of 
circuit board components. Consequently, a touch-free method that can remove surface 
particles without the use of solvents would be of great use. The manufacturing of optical 
equipment would similarly benefit from a touch-free cleaning process since a number of 
optical surfaces, such as lenses and photosensors, are easily damaged by particulates and 
need to be particulate-free in order to be effective. Another important consideration is 
that the proposed methods of particle removal can be used remotely. This is important in 
environments such as remote locations and hazardous areas where having a person 
present to perform operations is impractical or dangerous. Along with particle removal, 
the deposition of particles is important in a number of fields.  For instance, the targeted 
deposition of liposomes is important for applications such as targeted drug delivery (Nii 
and Ishii, 2005; Dhoot and Wheatley, 2003) and the penetration of biofilms with anti-
microbial agents (Ma et al., 2015). In microfluidic systems, novel approaches to the 
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manipulation of particles are needed because some mechanical processes (such as 
mixing) are inhibited by low Reynolds numbers. There are two novel methods for 
achieving particle deposition and removal that are examined in detail in this dissertation.   
 The first method examined is a flow structure that consists of a group of jets 
surrounding a central suction port.  The jets are azimuthally angled so that they form a 
spiraling annular jet that impinges onto a flat surface below the nozzle.  The jets are also 
drawn inward toward the suction port, which is positioned in the center of the ring of jets.  
This flow field combines the desirable characteristics of both suction and jet flow while 
minimizing their negative characteristics. One positive characteristic of impinging jets is 
the generation of high shear stresses along the impingement surface. This high shear 
stress is useful for overcoming forces such as the van der Waals and electrostatic 
adhesive forces that hold particles to the surface, thus preventing their removal.  A 
negative characteristic of jet blowing is that it results in scattering particulates elsewhere 
on the surface, or in some cases causing them to form a suspended dust cloud in the fluid 
immediately adjacent to the surface. The use of a suction flow helps to mitigate this 
scattering problem entraining some of the particles removed from the surface into the 
suction flow, thereby removing them from the system. The use of suction flow and 
angled jets together has a third advantage, in that it leads to a concentration of fluid 
vorticity at the flow center leading to formation of a wall-normal vortex structure. This 
wall-normal vortex substantially increases the shear stress on the impingement surface in 
the region underneath the vortex, and it helps to confine and guide the upward flow of the 
removed particles into the suction outlet. The flow field formed using this combination of 
suction and jets acts to remove particles with a minimum force being applied to the 
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underlying surface and without physical contact of the surface with a solid, consequently 
preventing damage to the surface that other removal methods could otherwise cause.  In 
addition to particle removal applications, this type of flow also has potential applications 
for enhanced heat transfer via forced convection from the impingement surface. 
 The second system examined is the flow field generated by an ultrasound source 
within a cylindrical space.  Ultrasound has been used in applications where low Reynolds 
numbers prevent easy manipulation of particles and fluids within a cylindrical space, 
such as in microfluidic systems. The presence of ultrasound leads to both an acoustic 
body force on the fluid and an acoustic radiation force on particulate matter. Because 
acoustic transducers can be made very small, ultrasound can be used to generate flows in 
microfluidic systems in which other mechanical methods of mixing and pumping are 
difficult, if not infeasible. In addition to the direct acoustic body force, ultrasound 
emission can influence the fluid flow indirectly by heating the walls of a container via 
absorption of the ultrasound. The resulting temperature differential between the fluid and 
surrounding container walls generate buoyancy forces, which can lead to fluid flow.  
Because the fluid flow driven by the acoustic body force and the flow that is driven by 
the thermal buoyancy force have different time scales and, in some cases, different 
directions, the resulting flow field can become quite complicated, even at low Reynolds 
numbers.  The use of ultrasound as a means of directly moving and sorting particles is 
also of interest because the magnitude of the acoustic radiation force is dependent on the 
cube of the particle radius, and hence its dependence decreases quickly as the radius 
becomes small. This observation is of importance in the investigation of the flow field 
because the accurate use of particle image velocimetry is dependent on the motion of the 
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PIV seed particles being dominated by the fluid flow and not by the acoustic radiation 
force. 
 
1.2 Objective and scope 
The objective of this dissertation is to examine the dynamics and potential for 
effective particle transport of two types of flow fields, both are which are characterized 
by an impinging jet flow oriented toward a flat surface and one or more vortex structures 
interacting with this surface. As discussed in the motivation section, one of these flow 
fields is generated by a combination of suction and jet flow from a nozzle and the other 
flow is generated by acoustic streaming and surface heating due to ultrasound generation 
from a transducer. These two flow fields were examined due to their ability to generate a 
flow which can create high shear stress at the impingement surface, to transport particles 
away from the surface, and to be of use in situations where more conventional methods 
would have detrimental results.  A detailed experimental study of these two flows has 
been conducted using various velocimetry and temperature measuring techniques to 
record the fluid motion and temperature gradients generated by the examined transport 
techniques.  Non-disruptive optical methods used to study the generated flows, including 
particle image velocimetry (PIV) and laser induced fluorescence. Both flow fields are 
observed to generate substantial shear stress at the impingement surface. However, they 
differ in terms of the flow stability, vortex structure and dynamics, and effectiveness in 




CHAPTER 2: LITERATURE REVIEW 
2.1 Particle, heat, and chemical removal using impinging jets, vacuum removal, and 
an impinging vortex  
The force balance on a particle will determine under what conditions a fluid jet 
will manipulate a particle’s position on a surface.  Previous work on the manipulation of 
particles using impinging jets have shown that a number of factors can influence a fluid 
jet’s effectiveness at removing particles.  These factors include the jet’s angle of 
impingement, the flow rate of the jet, and the particle diameter.  The force balance that 
acts on particles that are on an impingement surface was examined theoretically by Wang 
(1990) and later expanded upon in experiments by Masuda et al. (1994), and Zhang et al. 
(2002).  The force balance examined (shown in Figure 2.1) consisted of the ratio of an 
external force (e.g., fluid drag) and the adhesion force holding a particle to the surface. In 
the theoretical study performed by Wang (1990), particle movement was assumed to be a 
result of either rolling, sliding, or lift-off.  These three conditions were examined using 
the ratio of the external force Fext and the adhesion force Fad acting on a particle.  From 
this balance critical ratios were found where particle displacement began, which are 
shown in Figure 2.2.  Force angle θ is the angle between the force acting on the particle 
and surface that the particle rests on. 
Based on the theoretical work performed, an impingement angle of 45° was 
determined to be inefficient at removal of particles, which was later confirmed by the 
experimental results of Masuda et al. (1994) and Zhang et al. (2002).  These experiments 
used the area of the impingement surface in which particles were disturbed by the jet and 
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the degree of removal as measures of the removal efficiency, with small impingement 
angles yielding better results. In addition to the three previous mentioned modes of 
movement, Anderson and Longmire (1995) demonstrated that particle rebound also 
effects the migration of particles.  During rebound, particles were shown to be exposed to 
lower overall radial velocities which as a result reduced the efficiency of particle 
removal.   
 
Figure 2.1. Theoretical forces required to cause a particle to be displaced, r = contact 
radius, α = deformation as a result of force, θ = force angle. [From Wang (1990)] 
 
Prior experiments also examined the effects of type of jet used (constant versus 
pulsed).  Experiments performed by Masuda et al. (1994), Otani et al. (1995), and 




particle removal. All of these papers observed that particle removal increases as the 
frequency of the pulse increases until a maximum is reached, after which efficiency 
decreases with increasing frequency.  A reason given for these results is that pulses 
introduce unsteady flow, which introduce additional added-mass forces on the particles. 
The removal efficiency was determined by finding the amount of light reflected off the  
surface, which ranged from a bare surface (100% removal efficiency) to a surface which 
is completely obscured by particles (0% removal efficiency).  The ratio of measured 
reflection after being exposed to a fluid jet is used to determine the removal efficiency. 
The effect of separation distance between the impingement plate and the fluid jet on 
particle removal was also examined. The results showed that removal efficiency initially 
increased as the distance between the plate and nozzle was increased, and then 














Figure 2.2. Critical force parameter for particle removal as a function of the direction of 
the applied external force (a) for lift-off, (b) for slide, and (c) for rotation, k=coefficient 




Figure 2.3. Example showing removal efficiency as a function of number of pulses for an 
impinging jet.. [From Otani et al. (1995)] 
 
 A study of the flow structure of an impinging jet and resulting flow across the 
plate was conducted by Kim et al. (2007) and Chatterjee (2008). The sensitivity of the 
flow structure to the Reynolds number and aspect ratio was examined both 
computationally and experimentally, with both showing vortex formation in the 404- 650 
Reynolds number range. Chiriac and Ortega (2002) conducted simulations with similar 
vortex shedding patterns.  However, a noticeable shift in the vortex pattern was generated 
in their simulations with vortices being shed in an alternating left-right pattern, as shown 
below in Figure 2.4, instead of shedding symmetrically or on one side or another.  The 
difference was attributed to differing geometry at the nozzle port. Another example of 
this transition from a steady symmetric flow to an unsteady asymmetric flow was 




Figure 2.4. Vortex contours from a simulation of an impinging vortex jet. [From Chiriac 
and Ortega (2002)] 
 
Along with particle manipulation, fluid jets are also used to increase the heat flux 
between a surface and fluid.  Examinations of heat flux often focus on the relationship 
between the Nusselt number and the Reynolds number, as well as the length ratio of the 
jet diameter and the separation distance.  Computational examinations from Chiriac and 
Ortega (2002), such as the one shown below in Figure 2.5, demonstrate an increase in the 
convective heat transfer coefficient as the Reynolds number increases. Variations of the 
simple circular jet have also been examined with similar results, but also a few key 
differences.  Chattopadhyay (2004) examined an annular jet and compared the resulting 




Figure 2.5. Nusselt number as a function of radius and Reynolds number. [From Chiriac 
and Ortega 2002] 
 
Figure 2.6. A comparison between the Nusset numbers of an annular and circular jet as a 




It can be seen that the two types of jets have an equivalent heat transfer 
coefficient at their peaks and that they converge at large values of radius.  However, there 
is a significant difference in Nusselt number values at small radius.  Chattopadhyay 
(2004) showed that there is approximately a 20% smaller heat flux generated by the 
annular jet compared to a circular jet of an equivalent Reynolds number. There was also a 
noticeable difference between laminar and turbulent flow in regards to heat transfer. 
Chiriac and Ortega (2002) observed that above a certain Reynolds number, for them 750, 
the flow became unsteady, resulting in an increase in heat transfer coefficient.  Wen and 
Jang (2003) examined the effect of longitudinal swirl on a circular jet.  In this 
experimental study, the heat transfer rate was compared between a normal circular jet and 
two variants of jets with axial spirals. It was found that the addition of an axial swirl to 
the jet increased the heat transfer rate by between 9% and 14% depending on how the 
nozzle was modified to add the azimuthal velocity to the jet. 
 
 
Figure 2.7. A LIF, PIV velocity, and PIV azimuthal vorticity contour plots for a vortex 




 A topic involved in both the subject of particle and heat removal from a surface is 
the use of columnar vortices where the axis of rotation is normal to an impingement 
surface.  When a vortex interacts with a flat plate, the vortex undergoes a change in its 
flow field to account for the presence of the wall. Hirsa et al. (2000) used LIF and PIV to 
examine the structure of an impinging vortex and observed that a toroidal structure 
formed where the vortex met the solid surface, as shown in Figure 2.7. These 
experimental measurements agreed with computational experiments by Hirsa et al. 
(2000) with both showing an alternating pattern of azimuthal vorticity patches and 
associated shear layers. Moving away from the wall it is the second of these vorticity 
regions that generates the toroidal pattern seen in the experiment. These results were also 
confirmed by Parras and Fernandez (2007), where similar near-wall flow patterns were 
observed.  Parras and Fernandez (2007) extended their research into Reynolds numbers 
where vortex breakdown occurs, as shown in Figure 2.8. After breakdown, it was shown 
that as the Reynolds number is further increased, the disturbances generated by the 
breakdown merge and form a central downward axial flow that is surrounded by an 
upward flow.  Previous work on vortex breakdown in a pipe by Bernan and Culik (1992) 




Figure 2.8. Formation of disturbances within a wall normal vortex, Ψ(streamlines), 
Γ(circulation), Π(azimuthal vorticity), Re = 66. [From Parras and Fernandez (2007)] 
 
By reducing the steady-state incompressible Navier-Stokes Long (1961) 
demonstrated that the horizontal and vertical velocities of a vortex will have the same 
orders of magnitudes.  Philips (1984) performed similar experiments on impinging 
vortices but added either a suction flow or a jet at the vortex axis.  The results from this 
addition were that a helical pattern formed as shown in Figure 2.9, with the direction of 
helix rotation depending on whether suction or a jet was used.  The process by which 
particles on a surface are picked up and transported by a vortex has also been a topic of 
research.  The process of initial particle pickup and suspension was examined by Kaftori 
et al. (1995a). In this examination of turbulent boundary layers it was showed that the 
initial particle removal from the surface was caused by vortices that originated from the 
surface and expanded horizontally along the surface as shown in Figure 2.10.  
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Krasheninnikov and Pudovikov (2006) examined how particles were removed from a 
surface and moved a significant distance from the surface by a vortex. The context used 
was the danger of debris intake into a jet intake.  It was found that even though the 
vertical velocities that were generated were of a low magnitude, the vortex was capable 
of generating a lifting force capable of picking up particles of a large range of sizes.  The 
amount of particles that accumulate in the vortex were found to be of importance since a 
low saturation of particles in the vortex area inhibits the pickup of particles into the 
vortex.  Kurosaka and Christiansen (1988) performed physical experiments which had 
similar vortex dynamics.   
 
 
Figure 2.9. Wake patterns generated by combining a vortex wither either a suction or a 




Figure 2.10. A wall horizontal vortex generated by a turbulent flow with particle 
resuspension (A) and suspension(B). [From Kaftori et al. (1995a)] 
 
2.2 Previous investigations on bounded vortices 
In previous research, the effects of an impinging jet have been examined with variables 
such as the impingement angle, separation distance, and Reynolds number.  Along with 
these different types of jets and vortices have been examined, such as the annular ring jet, 
circular jet, and wall-normal vortex.  A bounded vortex flow is an extension of an annular 
ring in which the jets making up the ring have a finite circulation (achieved by orienting 
the jets in a circumferential direction) and a suction port is added at the center of the 
annular ring. The resulting flow field, shown in Figure 2.11 (from Maynard and Marshall, 
2011) forms a wall-normal vortex along the central axis of the annular jet, which is 
caused by concentration of the jet circulation by the inward suction flow.  The flow 
pattern within the bounded vortex flow is sensitive to two dimensionless parameters. The 
first parameter is the flow rate ratio , defined as the ratio of the outlet flow rate into the 
suction outlet to the inlet flow rate into the annular jet. For small values of  the flow is 
dominated by the annular jet, with large outflow from the jet into the surrounding region. 
For large values of , the flow is similar to a vacuum, and the annular jet is quickly 
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entrained in to the out-going flow out the suction port. The most interesting flow fields 
are those where  is close to unity, for which the jet and suction flow rates are nearly 
equal and there is little flow outside of the region encompassed by the annular jets. The 
second important parameter for bounded jet flows is the separation ratio, defined as the 
ratio of the separation distance between the nozzle and the impingement surface and the 
radius of the annular jet. At small values of the separation ratio, the flow field is very 
steady, but instability sets in at high values of separation ratio. The flow field near the 
impingement surface often exhibits a separatrix, which separates the outward flowing 
motion induced by the jets from the inward flowing motion induced by the suction flow. 
For instance, the shear stress lines along the impingement surface at different values of 
the flow rate ratio are plotted in Figure 2.12, from Maynard and Marshall (2011). 
Associated with these shear stress lines, the velocity magnitude contours and streamlines 
in a vertical slice through the bounded vortex flow for the same values of flow rate ratios 






Figure 2.11. An example of a bounded vortex generated by a ring of angled jets 
and a central suction outlet. [From Maynard and Marshall (2011)] 
 
 
Figure 2.12. Simulation of shear stress lines on the impingement surface for a bounded 






Figure 2.13. Simulation results showing velocity magnitude contours and 
streamlines over a vertical slice of the bounded vortex flow for three values of the flow 
rate ratio of a) 0.5, b) 1, and c) 2. [Maynard and Marshall (2011)] 
 
A key aspect of this type of nozzle arrangement in applications involving particle 
manipulation and removal is that the wall-normal vortex can generate high shear stresses 
along the impingement surface, which is important for entraining particles adhered to the 
surface. Unlike the case of a jet alone, the presence of the suction flow leads to a 
significant amount of particle entrainment into the central vortex.  This entrainment 
results in particles being contained within the suction outlet and not simply scattering 
across the impingement surface.  Research showing regions of particle removal with 
different flow rate ratios are shown in Figure 2.14 from experimental results of  Vachon 
and Hitt (2011). The results of the research performed by Vachon and Hitt (2011) showed 
that jets with a tangential angle of 60° and a 15° radial angle produce the optimal 




Figure 2.14. A series showing particle removal from a flat plate using a bounded vortex 
with flow rate ratios varying between 1:7 to 1:1. [From Vachon and Hitt (2011)] 
 
Other research regarding the removal of particles using the bounded vortex have 
been performed experimentally by Huang and Marshall (2011) and simulations by 
Maynard and Marshall (2011), showing that a flow rate ratio where the jet flow rate is 2-
5 times greater than the suction flow rate is optimal for particle removal.  Modifications 
to this type of setup have been examined by Fuhrmann and Marshall (2013) with an array 
of speakers that were used to generated pressure fluctuations at the surface of the 
impingement plate with the goal of agitating surface particles.  These fluctuations were 
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found to improve the degree of particle entrainment into the flow by reducing the 
adhesion force holding particles to the impingement surface.  
 The heat transfer characteristics of the bounded vortex flow have also been 
examined by Vachon and Hitt (2013) using a method where a naphthalene plate is placed 
underneath the bounded vortex.  The flow is then left to run for a period of time while the 
bounded vortex impinges on the naphthalene plate generating regions of increased 
sublimation.  After being left to run for a sufficient time the naphthalene is cut and the 
cross section is examined as shown in Figure 2.15. Areas of the naphthalene where there 
has been increased sublimation corresponded to areas of increased mass and heat transfer 
due to the bounded vortex.  Another method used with the naphthalene was to use 
backlighting to measure the amount of sublimation with areas of higher light intensity 
corresponding to areas that have a reduced thickness due to sublimation.  When 
compared to a swirling flow impingement it was found that the peak Nusselt number 
increases by 66% and the average Nusselt increases by 355%.  The effects of having the 
jets pulse was also examine by Vachon and Hitt 2012, shown in Figure 2.16.  The jets 
were examined within the range of 10 Hz – 140 Hz with high shear stresses being 
observed early in the pulse cycle. It was shown that both the average and peak shear 
stress values are influenced by the pulse frequency with the average decreasing as the 
frequency increases. The maximum shear increases as the frequency increases and then 
stops increasing after approximately 100 Hz.  It was stated that this increase in maximum 
shear was due to the vortices that are formed during the startup of the jets and the 
decrease in average shear was due to the flow not having a sufficient time to reach its 







Figure 2.15. A cross section of naphthalene where the central area has experienced 





Figure 2.16.  Measurement of peak and average shear stress as a function of frequency.  
[From Vachon and Hitt (2012)] 
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2.3 Fluid mixing and transport in systems with low Reynolds number  
 One of the uses of ultrasonic emission is to create a fluid flow which can occur 
within systems that are dominated by viscous forces, which is particularly useful in 
systems where direct mechanical mixing is not feasible.  In larger-scale systems, the 
resulting flow field is dominated by a type of acoustic streaming known as Eckart 
streaming, in which the fluid flow is generated by a body force within the fluid associated 
with absorption of acoustic energy. By contrast, Rayleigh streaming is associated with an 
effective slip of the mean velocity at the surface of a rigid solid body due to the acoustic 
fluctuations within a thin boundary layer along the body surface. Eckart type of streaming 
appears in many different applications, including research by Koster (2006) on picoliter 
scale pumping in microfluid biochips, Gerstenberger and Wolter (2013) for mixing the 
fluid within a human ear (Figure 2.17), and Verhaagen et al. (2014) for irrigation during a 
root canal.  One of the limiting characteristics of Eckart streaming is that the length scale 
of the fluid chamber must be equivalent to or greater than the attenuation length of the 
fluid (Wiklund at al., 2012).  The body force exerted on a fluid by an acoustic signal is 




𝐼𝑎𝑐,                                                                                           (2.1) 
with the fluid absorption coefficient α, the speed of sound c, and the acoustic intensity Iac.  
It is of note that the absorption coefficient is dependent on both the material type and 




Figure 2.17. Simulation of acoustic streaming within a human ear. [From Gerstenberger 
and Wolter (2013)] 
 
 Applications of acoustic streaming are many, particularly in the areas of mixing 
and particle transport in microscale fluid flow. One interesting example includes fluid 
analysis by microscale equipment found on chips designed to process and analyze 
microscopic amounts of fluid, as shown Figure 2.18 from Koster (2006).  The Figure 
shows an example of a simulated acoustic streaming-driven circulatory flow from Koster 
(2006) in a microfluidic system. Yeo and Friend (2014) examined the mixing of fluids in 
the context of speeding up chemical mixing and reactions, an example of which is given 
in Figure 2.19.  Monnier et al. (2000) performed similar experiments of acoustic 




Figure 2.18. Simulation of confined Eckart streaming flow. [From Koster (2006)] 
 
Figure 2.19.  Fluid mixing induced by acoustic streaming, observed using dye over an 8 




 A simulation of mixing by a Gaussian ultrasound beam placed along the axis of a 
closed cylindrical container was performed by Marshall and Wu (2015). As shown in 
Figure 2.20, the simulation was initiated with two fluid regions within the homogenous 
fluid identified by different colors, indicating concentration levels of a diffusive scalar.  
A short time after the start of the simulation, the two regions of the fluid are shown to 
form alternating striations with limited diffusion between the two fluid volumes.  As time 
progresses and the length scales of the striations become smaller, diffusion between the 
two fluid regions becomes increasingly pronounced, as indicated by the growth of the 
green regions in the Figure. The use of an acoustic signal that is not held at a constant 
intensity, but is activated in a sequence of tone bursts, has been examined by Wu and Du 
(1993).  The tone burst is defined by the duration of a single burst of length Δ with 
repetition period T0.  It was found that use of a tone bust can generate higher fluid 
velocities when compared to use of the same amount of energy with a constant ultrasound 





Figure 2.20. Mixing of a fluid volume by a Gaussian ultrasonic beam with red and blue 
contour levels indicating initial fluid volumes which then are shown at times (a) t = 5, (b) 
50, (c) 100, and (d) 150 where a green contour levels indicating region where the initial 
fluid volumes have diffused into one another. [From Marshall and Wu (2015)] 
 
Figure 2.21. The on-axis acoustic streaming velocity vs. distance with (A) a constant 
signal strength, (B) Δ/T0 = 0.0035, and (C) Δ/T0 = 0.01. [From Wu and Du (1993)] 
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2.4 Particle removal from a sonicated surface  
 There are applications, such as in micro-channel systems, where fluid and particle 
manipulation is needed but is hindered by a low Reynolds number where viscous forces 
are dominate.  These low Reynolds numbers can often coincide with the manipulation of 
micron and sub-micron scale particles which are held within a surface boundary layer, 
and therefore in a region dominated by high viscous forces. Ultrasound has been used in 
these small-scale high-Reynolds number particle and fluid systems. Research by 
Busnaina and Lin (2002) examined this topic using a 1.3 MHz acoustic signal with the 
goal of manipulation 10nm particles on a flat surface that is submerged in water.  A ratio 
of particle removal moment and adhesion resisting moment was used to determine the 
point at which particles began to move (Figure 2.22), where a value of this ratio greater 
than unity results in particle movement. Variances between particle type and size were 
due to particles being flattened by the adhesion force which resulted in lowering the 
particle height and increasing the surface area for the adhesion force to act.  This had a 
greater effect on particles that where made of a soft material.  Kapila et al. (2005) found 





A                                                                                                            B 
Figure 2.22. Particle removal by material type as a function of (A) frequency and (B) 
particle diameter. [From Busanaina and Lin (2002)] 
 
2.5 Particles in suspension 
 Another way that ultrasonic emissions have been utilized for particle 
manipulation is closely linked to the acoustic radiation force, which is a force that acts 
directly on particles.  In work performed in Doinikov (1994) the acoustic radiation force 
was examined in relation to viscous forces using the viscous penetration length 𝛿 =
√2𝜈/𝜔 with the circular frequency ω and the kinematic viscosity ν. Doinikov (1994) 
went on to detail the acoustic pressure force magnitude acting on a particle using the 
equation (2.2).Where 𝜌𝑓/𝜌𝑝 is the density ratio of the fluid and particle, A is the acoustic 
wave amplitude, and I is the acoustic intensity magnitude. The values k, c, and rp are the 
wave number, speed of sound in the fluid, and particle radius. If the particle are neutrally 



























𝐼,                                                                                   (2.4) 
A characteristic of this type of forcing is that particles have a tendency to collect within a 
standing wave pattern that is generated by the ultrasound.  The nodes generated by 
acoustic forcing is described by Barnkob et al. (2012) in the following equations with 
𝐹𝑟𝑎𝑑 as the acoustic radiation force with particle related variables being radius a, density 
ρp, compressibility κp, and the variables related to the liquid being the density ρ0, 
compressibility κ0, dynamic viscosity η, kinematic viscosity ν, and angular frequency w.  
Letting 𝛿 = 𝛿 𝑎⁄ , the acoustic radiation force with integer n is given by 






+ 𝑛𝜋),   n = 1,2,3,..                (2.5) 
In this equation the time-averaged acoustic energy density 𝐸𝑎𝑐 and the acoustic contrast 
factor 𝜙 are given by equations (2.6 and 2.7).  An important characteristic of the acoustic 
radiation force is that the particle radius is cubed, and because of this the force balance on 
the particle is heavily influenced by its size.  The sine function in the force equation 
results in the series of nodes where particles affected by the radiation force gather and 
will be prevented from moving to other regions of the fluid which is discussed in detail 
by Marshall (2009).  A similar node equation for the acoustic forcing term was derived 
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by Xie et al. (2014).  In the context of PIV measurements within this type of flow field, 
Barnkob et al. (2012) and Campbell et al. (2000) point out that PIV particles need to be 
carefully selected because, depending on their size, particle motion can be dominated by 





2,                                                                (2.6) 






𝑅𝑒[𝑓2(𝜌,̃ 𝛿)],                                                   (2.7) 
where 
𝑓1 = (?̃?) = 1 − ?̃? , ?̃? =
𝜅𝑝
𝜅0




 , ?̃? =
𝜌𝑝
𝜌0




[1 + 𝑖(1 + 𝛿)]𝛿 , 𝛿 =
𝛿
𝑎
,                                                  (2.10) 
 
Agrawal et al. (2014) performed both simulations and experiments with various 
particle sizes that demonstrated in Figure 2.23 that as particle size decreased the tendency 
of particles to collect along the standing wave also decreased.  Xie and Vammeste (2014) 
examined various forces on particles, including particle inertia, acoustic radiation force, 
and forces induced by the fluid pressure and shear, to better define the different regimes 
where each force dominates the particle motion.  They found five different regimes 
which, when particles of a fixed size are examined, depended on the fluid viscosity to 
determine which regime would occur. Because of the strong dependence on particle 
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radius of the acoustic radiation force, problems involving this force can be used as a way 
of separating particles in microfluidic channels.  Devendran et al. (2014) used this 
concept to separate a mixture of 10 and 3 µm particles into separate regions within a fluid 
channel as shown in Figure 2.24. A flow involving acoustic forcing and radiation force 
was examined by Wiklund et al. (2012), shown in Figure 2.25, which involved trapping 
of particles by a standing wave, with application to problems in cell analysis. This 
application used ultrasound to collect cell samples within the standing wave so that the 
laser fluorescence detection method could be efficiently used for fluid samples with a 





Figure 2.23. a) Simulation of the vorticity (w1) and velocity (u2) within a region exposed 
to a 336 Hz signal. Pictures of experiments that were performed using b)1 µm, c) 300nm, 
d) 100nm, and e) 50nm particles. [Agrawal et al. (2014)] 
 
Figure 2.24. Particles with 10 and 3 µm diameters separated into different locations by 
the acoustic radiation force. Leftmost image shows 3 separate clusters of particles with 
the center cluster being the 3µm particle.  L1, L2, and L3 are close up images of the 3 




Figure 2.25. Example of PIV particle collecting along the standing wave. [From Wiklund 
et al. (2014)] 
 
2.6 Acoustic heating 
 An important effect to be taken into consideration when ultrasound is used to 
produce fluid flow is the heating that occurs when the ultrasonic wave passes through and 
is absorbed by a solid material. The absorption of the ultrasound and the resultant heating 
has been studied for medical applications related to heating of tissue by Wu and Nyborg 
(1992).  In the context of fluid dynamics, the direct heating of fluid by the ultrasound is 
small since the absorption coefficient in most fluids is many orders of magnitude smaller 
than in a solid material.  Instead, heating usual occurs in a solid material making up the 
fluid container, and the heat is then transferred into the fluid via thermal convection or 
conduction as demonstrated in Marshall and Wu (20015). The combination of buoyancy 
force caused by temperature gradients within a fluid and acoustic body force can create 
complex flow patterns within a cylindrical space, as shown in experiments by Dridi et al. 
(2008) (Figure 2.26).  These experiments demonstrate that the combination of ultrasonic 
forcing and buoyancy can result in a flow that is much different from what would be 
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generated from either force alone.  Muller and Bruus (2014) found that the height of this 
kind confined cell had a strong effect on the streaming velocities generated. 
 
Figure 2.26. Examples of a simulation comparing the flow generated by a) buoyancy, b) 
acoustic streaming and c) a combination of buoyancy and acoustic streaming. [From 
Dridi et al. (2008)] 
 
 An important factor in examining the effects of ultrasonic heating is the existence 
of instability within the flow.  The reason for this instability is that the buoyancy forces 
driving the thermal convection and the Eckart flow generated by the ultrasound combine 
into a flow system in which the forces generated can act in opposition to one another. A 
type of flow that has been examined which shares similarities to a Eckart flow with 
thermal effects is the heated Blasius boundary layer, where the surface generating the 
boundary layer is held at a higher temperature than the surrounding fluid.  A heated 
Blasius flow has been examined by Wu and Cheng (1976), Figure 2.27, where the Prandtl 
and critical Grashof numbers are linked to flow conditions for which the Blasius flow 
becomes unstable.  The Prandtle number is defined by ν/α with kinematic viscosity ν and 
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thermal diffusion rate α. The Grashof is defined by 𝐺𝑟 = 𝑔𝛽(𝛥𝑇)𝐿3/𝜈2 with 
gravitational acceleration g, fluid thermal expansion coefficient β, temperature difference 
between suface and fluid ΔT, length L, and kinematic viscosity ν. The critical Grashof 
number examine was defined as 𝐺𝑟𝐿
∗ = 𝐺𝑟𝑋
∗ 𝑅𝑒𝑋
3/2⁄  with subscript L denoting use of the 
characteristic length 𝐿 = (𝜈𝑋 𝑈∞⁄ )
1/2 and X is the distance from the start of the boundary 
layer.  In Figure 2.27, Wu and Cheng (1976) show that as the Prandtl number increases, 
the flow becomes for unstable. It was also found that as the Prandtl number decreases the 
the unstable region becomes smaller and becomes confined within the boundary layer. 
Similar results were found by Lee et al. (1990) in regards to the relationship between the 
Prandtl number and the onset of heated boundary layer instability. Wu and Cheng (1976) 
also observed that the cross-section of the heated horizontal semi-infinite plate showed a 
series of alternating convection cells. This Rayleigh–Bénard convection has been shown 
to occur in other papers such as Benderradji et al. (2008) in Figure 2.28. Aktas and 
Ozgumus (2010) found similar convection cells using similar simulations that utilized a 
confined space. Santen et al. (2000) examined a similar situation involving a flow 
expanding radially outward between two plates, where the top plate was cooled and the 
bottom was heated.  The flow is initially fairly axisymmetric, but as time progresses the 





Figure 2.27. A plot of stable and unstable regions of a heated Blasius flow in relation the 
Grashof and Prandtl numbers. [From Wu and Cheng (1976)]. 
 
 
Figure 2.28. Experimental cross-section of a heated horizontal plate flow with a) being 
near the start of the boundary layer and b) taken from farther down the flow. [Benderradji 





Figure 2.29. Contour plots of the normal flow component at four different times, 
including a time just after the initial startup (a) and three later times (b-d). [From Santen 




PART I: BOUNDED VORTEX FLOWS 
 
CHAPTER 3. EXPERIMENTAL METHODS 
3.1 Apparatus 
A series of experiments were conducted to measure the fluid velocity and visualize the 
motion of the bounded vortex flow field. A schematic diagram of the experimental 
system is shown in Fig. 3.1a, and close-up sketches of the test section and the nozzle face 
are given in Figs. 3.1b-c. A Cartesian coordinate system is defined as shown in Figure 
3.1b, with the origin located on the impingement surface directly under the center of the 
suction outlet.  The z-direction is oriented upward toward the suction outlet, and the x and 
y coordinate axes are horizontal along the impingement surface. It is also convenient to 
describe some of the results in terms of a cylindrical polar coordinate system, in which 
the z-axis is the same as in the Cartesian system and the radial and azimuthal coordinates 
are defined by 
2/122 )( yxr   and )/(tan
1 xy . The flow system consists of a nozzle, 
containing eight inlet jets arranged in an annulus around a suction outlet, and 
measurement and control instrumentation for the jet and suction lines. As shown in Fig. 
3.1c, the nozzle suction outlet has a circular shape with a 5 mm diameter, located at the 
nozzle center.  Eight inlet jets are arranged in an annular pattern with centers at a radial 
distance R = 7.5 mm from the nozzle center. Each jet has a 15 deg inclination in the 
azimuthal direction. The jet width is W = 1.5 mm in the radial direction and 3.6 mm in 
the azimuthal direction. There is a vane separating each jet of width 1.8 mm.  The vanes 
end 3 mm above the bottom of the nozzle so as to provide space for the flow through the 
vane sections to merge before entering the test section. A limited number of additional 
40 
 
experiments were conducted for nozzles with 6 and 10 jets to test the sensitivity of the 
observed flow field to the number of inlet jets. The vanes end 3 mm above the bottom of 
the nozzle so as to provide space for the flow through the vane sections to merge before 
entering the test section. A limited number of additional experiments were conducted for 
nozzles with 6 and 10 jets to test the sensitivity of the observed flow field to the number 
of inlet jets. The vanes end 3 mm above the bottom of the nozzle so as to provide space 
for the flow through the vane sections to merge before entering the test section. A limited 
number of additional experiments were conducted for nozzles with 6 and 10 jets to test 















Figure 3.1. Schematic diagrams of the experimental system. (a) Water flow network, 
showing: (1) sump pump, (2) water reservoir, (3) constant head tank, (4) overflow tank, 
(5) globe valve, (6) Omega FLR 1009 flow meter, (7) dye reservoir (red), (8) turbulent 
mixer, (9) nozzle with jets oriented 15 in the azimuthal direction, (10) test tank with 
impingement surface on the bottom, (11) waste water. (b) Close-up of test section, 
showing [A] laser, [B] cylindrical lens, [C] vertical laser sheet, [D] impingement surface, 
[E] nozzle, [F] jet intake port, and [G] suction outlet port. The Figure also shows the 
coordinate system used in the dissertation and the separation distance h between the 
nozzle face and the impingement surface. (c) Close-up drawing of the nozzle face, 
showing the eight jet inlets (white) in a ring surrounding the suction outlet (gray). (d) 
Photograph of the nozzle and impingement surface in a side view, showing the distance z 









3.2 PIV & LIF measurements 
Water was used as the working fluid. The inlet flow rate was measured using a 
Pelton-type turbine wheel digital flow meter (Omega, FLR1009) with full-scale accuracy 
of 1%. The flow rate was controlled using a pair of needle valves just upstream of the 
flow meter. The negative pressure for the outlet was generated using a siphon leading out 
of the nozzle suction port. The outlet stream flow rate was controlled by a needle valve 
and a gate valve, mounted in series for coarse and fine flow control. All valves had a 
butterfly placed in front of them so that the flow could be turned off without changing the 
setting of the regulator valve. A constant-head reservoir was elevated over the experiment 
in order to provide a constant inlet flow rate. The inlet water in the jets was seeded with 
fluorescent dye (Rhodamine B) for laser-induced fluorescent (LIF) measurements and 
with reflective particles (Optimage 30 μm normal seeding powder) for particle-image 
velocimetry (PIV) measurements. This seed material/dye was introduced in 
approximately 2.5-5.0 mL doses with 1g of PIV seeding powder or 0.2g of LIF powder 
per 300mL of water.  
Both the PIV and LIF solutions were introduced into the flow via an injection port 
immediately after the flow gauge in the inlet flow line, as indicated in Fig. 3.1a.  Injection 
of this material involved opening the injection port for a brief period to insert the 
material, after which the injection port was closed to ensure the inlet flow rate was not 
altered. A mixer was placed in the flow downstream of the seed injection port to ensure 
that the seed material or dye is uniformly distributed across the inlet flow line. 
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Turbulence introduced in this mixer is of small scale and was damped out before the fluid 
exited the nozzle, and the flow exiting the nozzle was observed to be laminar.  
The fluid velocity field was measured using planar particle image velocimetry 
(PIV). The PIV system consists of a double-pulsed Nd:YAG laser (New Wave, Solo PIV 
II-15), a digital synchronizer, a cross-correlation camera with 13761024 pixel 
resolution, a 7000 NAVITAR TV zoom lens, and the TSI Insight 3G software for data 
processing. The time step was set at between 230-5000 µs, depending on the case 
examined. The pre-processing consisted of applying a Gaussian filter to the images, and 
the PIV processing used an image deformation method. The method employed consisted 
of a double-pass approach, where the first pass used an interrogation region of 64 pixels 
across and the second pass used a region of 32 pixels across. The method also used the 
initial pass to estimate a deformation that was applied during the second pass in order to 
enhance measurement accuracy. Post-processing was applied to remove errant vectors 
and replace missing vectors. A vector was invalidated if its magnitude was more than a 
factor of two greater than the mean value of the surrounding 8 vectors. Missing vectors 
were replaced using the mean of the surrounding vectors. 
The laser-induced fluorescence (LIF) system consists of a continuous 1 watt laser 
assembled by Opto Engine LLC (GLM-FM-532nm), a Nikon D80 camera with a Nikon 
Dx AF-S NIKKOR 18-55mm lens for still images, and a Sony HDR-CX12 with a 37mm 
2.0x lens for video images. The Nikon D80 has a 38722592 pixel resolution and a 
signal-to-noise ratio of about 70 in an 18% gray card test at ISO 100. The Sony video 
camera has a 30 Hz frame rate and 19201080 pixel resolution, with approximately 60 
pixels per mm in the LIF images. The LIF imaging system used a HOYA HMC filter, 
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which cuts off light with wavelengths below 600nm.  The dye used for LIF imaging was 
Rhodamine B, which has a peak excitation wavelength of 540nm and emission 
wavelength of 625nm.  
Both instantaneous and averaged PIV results are shown. Averaging with 100N  
images was used to smooth out fluctuations, and instantaneous results were used to 
examine the time-accurate flow structure. The sensitivity of these plots to the number of 
images used in the averaging procedure was examined by repeating the averaging 
procedure with only 25 and 50 images, and the results with 50 images are found to be 
almost identical to those with 100 images. The uncertainty of averaged PIV velocity 
fields was determined by first estimating the velocity uncertainty u  in a single flow 
image, and then computing the uncertainty Nu  remaining after averaging the flow field 
over N images. The single-image uncertainty u  was obtained by taking the standard 
deviation of a characteristic flow quantity between images taken at different times of the 
same flow field. In the velocity results shown in the current dissertation, the characteristic 
flow quantity that was used to estimate uncertainty was selected to be the peak azimuthal 
velocity. The uncertainty in the averaged flow, was then computed from this single-image 
uncertainty using the standard formula NuuN / . This procedure yields an 
uncertainty in the averaged velocity field of between 2-4% for the different cases 
examined, depending on the flow rate and nozzle height. Since this method for 
determining uncertainty combines the effects of flow unsteadiness with the measurement 
uncertainty, the resulting uncertainty estimate is thus an overall measure of how a single 
image of an instantaneous flow field differs from the averaged flow field.  
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CHAPTER 4. EXPERIMENTAL RESULTS 
4.1 Dimensionless parameters 
The primary dimensionless parameters that influence the flow field are the flow 
Reynolds number RQin /Re  , the flow rate ratio inout QQ / , and the dimensionless 
nozzle height Rh / . In these parameters, the net flow rates for the inlet jets and the 
suction outlet are Qin and Qout, respectively, ν is the fluid kinematic viscosity, and R is the 
offset radius of the inlet jets. All cases examined in the current dissertation were for 
balanced inlet/outlet flow rates (i.e., 1 ), which was found to exhibit high particle 
pick-up in previous studies of the bounded vortex flow. Flows were examined with net 
inlet flow rates of Qin = 70-250 mL/min, with resulting Reynolds numbers in the range 
Re = 155-555. The nozzle height h, defined as the distance between the nozzle face and 
the impingement surface, was varied between 5 and 50 mm, with a measurement 
uncertainty of 0.5mm, yielding values of   ranging from 0.67 to 6.7. At small nozzle 
heights the flow field was strongly influenced by the impingement surface, whereas at 
large nozzle heights the nozzle flow was removed from the impingement surface. The 
results presented in the dissertation are plotted in terms of dimensionless variables, where 





Table 4.1. Scales used to define dimensionless variables, where   is kinematic viscosity, 
  is fluid density, and R is the average injection radius of the inlet jets. 
 
length R flow rate R  
velocity R/  shear stress 32 / R  
time /2R  circulation   
rotation rate 2/ R    
 
4.2 Averaged velocity field 
The typical structure of the mean velocity field generated by a wall-bounded vortex flow 
is illustrated in Figure 4.1, which shows a plot of the velocity magnitude contours for a 
case with small separation distance 67.0  and high Reynolds number Re = 555 in a 
horizontal cross-section at the mid-plane between the nozzle face and the impingement 
surface. Also shown in Figure 4.1 are a set of curves drawn tangent to the planar velocity 
field in the plot, which we refer to as “planar streamlines”. It is noted that planar 
streamlines shown not be confused with actual streamlines since they do not account for 
the velocity component normal to the plane shown.  Nevertheless, they are useful in order 
to indicate the direction of the velocity vector on a contour plot. The planar streamlines 
shown in Figure 4.1 are initiated on each side of the flow to show the swirling 
characteristic of the wall-normal vortex. The velocity field in Figure 4.1 is dominated by 
the strong wall-normal vortex along the central axis of the flow. As the planar streamlines 
swirl around the vortex, they also gradually progress inward toward the vortex center. 
This inward progression is associated with stretching of the vortex along its axis, which 
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be non-zero, and equal to the negative of the vortex stretching rate. The impingement 
points of the downward flowing jets are also observed in this Figure, evidenced by eight 
low-velocity regions in a ring surrounding the vortex core. The vertical cross-section of 
the mean velocity field, in a plane passing through the central axis of the flow, is shown 
in Figure 4.2 for small, medium and large values of the dimensionless separation distance 
( 67.0 , 1.33, and 6.7) and with Reynolds number Re = 555 . The flow exhibits 
downward-flowing jets emitted from the nozzle at approximately 93.0x , which 
incline slightly inward as they travel toward the impingement surface. Below the nozzle 
center is an intake vortex with axis oriented normal to the impingement surface (i.e., 
wall-normal), and within the vortex core there exists a strong upward velocity field 
flowing into the suction outlet. A typical fluid particle emitted at an inlet jet travels down 
toward the impingement surface, enters into the high-shear boundary layer flow and 
moves radially inward along the impingement surface, and subsequently moves upward 
within the central vortex, where it swirls around the vortex axis while moving up to the 




Figure 4.1. Dimensionless velocity magnitude contour plot obtained by PIV in a 
horizontal slice at the mid-plane between the nozzle face and the impingement surface 
with Re = 555 and dimensionless separation distance of 67.0 . The planar streamlines 
are initialized at points (x,y) = (0.5,0), (0,0.5), (-0.5,0), and (0,-0.5), with one streamline 
on each side of the image. 
Figure 4.2. Velocity magnitude contour plots obtained by PIV in a vertical slice with  







The velocity field in a horizontal planar cross-section located just below the 
nozzle face was interpolated onto a polar grid and averaged in the azimuthal direction to 
obtain a series of profiles of the different velocity components as functions of radius. 
These dimensionless velocity profiles, plotted in Figure 4.3 with lines for Reynolds 
numbers Re = 155, 378, and 555 at each of the three nozzle-surface separation heights, 
allow the mean nozzle inlet and outlet velocities to be characterized for each nozzle 
separation distance examined. The results for azimuthal velocity indicate a vortex flow 
oriented normal to the inlet plane, with peak azimuthal velocity magnitude at a 
dimensionless distance between r = 0.1 and 0.2. The magnitude of the peak azimuthal 
velocity increases with Reynolds number. The radial velocity component is oriented 
inward (negative) in the inlet plane for all cases examined. The axial velocity component 
is positive at the suction port (for 3.0r ) and negative within the downward-facing jets.  
For large values of the nozzle separation distance (such as in Figure 4.3c), the mean 
velocity field exhibits an hour-glass structure when viewed in the vertical plane, where 
the downward jet flow is initially entrained radially inward by the suction outflow and 
then after sufficiently large distance from the nozzle face the flow begins to spread 
radially outward. The mean velocity field in the horizontal plane is shown in Figure 4.4 
for a case with  7.6 , with images taken at distances of 25.0z , 1.3, 2.7, and 4.0 
below the nozzle face. Because the velocity magnitude decreases by nearly an order of 
magnitude as one progresses from small to large z  values, a different color bar is used 




Figure 4.3. Azimuthally-averaged azimuthal, radial, and axial velocity components as a 
function of radius, evaluated on a horizontal plane immediately below the nozzle. Cases 
are shown for separation distances of (a) 67.0 , (b) 33.1 , and (c) 7.6 , with 








Figure 4.4. Plot showing time-averaged velocity magnitude field and a few representative 
planar streamlines obtained from PIV data for a case with 555Re   and 7.6 , taken in 
horizontal planes at distances of (a) 25.0z , (b) 1.3, (c) 2.7, and (d) 4.0 below the 
nozzle. Each Figure is obtained by averaging over 100 images. The planar streamline in 
each image is initialized at (x,y) = )0,5.0( . 
 
The image at 25.0z  below the nozzle face is representative of the flow field 
just below the nozzle, indicating the strong presence of the inlet jets and the intake vortex 
near the center of the image. The image at a distance of 3.1z  is just above the narrow 
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part of the hour-glass shape, and that at 7.2z  is just below the narrow part of the 
hour-glass. While at the 3.1z  distance the central vortex and the eight inlet jets are all 
very distinct, at a distance of 7.2z  the inlet jets are beginning to merge into each 
other. The flow field at a distance of 0.4z  from the nozzle has become very diffuse, 
with a substantial decrease in velocity magnitude. At this point the inlet jets are no longer 
individually detectable and the vortex core radius has grown to encompass the jet flow.  
 The azimuthal and axial components of the azimuthally-averaged velocity field in 
the case with 7.6  and Re = 555 are plotted in Figure 4.5 as functions of radius at 
different distances z  away from the nozzle face. The plots are presented as two sets, 
with the upper plots for the region above the waist of the hourglass shape in Figure 4.3c 
and the lower plots for the region below the hourglass waist. The core radius of the wall-
normal vortex increases steadily with distance away from the nozzle, while the azimuthal 
velocity magnitude decreases. The axial velocity exhibits positive values for small radius 
due to the axial suction, and negative values at a larger radius due to the downward jets. 
The magnitude of the positive axial velocity quickly decays with distance away from the 
nozzle, and rapidly becomes much less than the magnitude of the negative negative axial 
velocity peak. With increasing distance away from the nozzle, the region of upward flow 
at the center becomes narrower and the peak negative axial velocity occurs at a smaller 
radius in the upper section of the vortex, corresponding with narrowing of the jets with 




Figure 4.5. Plot showing the azimuthally-averaged dimensionless velocity profiles in the 
(a) azimuthal and (b) axial directions, for a case with 555Re   and 7.6 . The profiles 
are presented in two groups, for horizontal cross-sections above the waist of the hourglass 
profile (UPPER) and for cross-sections below the waist of the hourglass (LOWER). The 
lines correspond to distances below the nozzle face in the UPPER plot of 13.0z  (red 
line, A), 0.67 (blue line, B), 2.18 (black line, C), and in the LOWER plot of 18.2z  
(black line, C), 3.87 (red line, D), 4.93 (blue line, E), and 6.0 (green line, F). Additional 
curves were necessary to show variation of the azimuthal velocity, which are drawn using 
dashed lines and indicated with lower-case letters, at heights 2.1z  (orange line, a), 




 Radial and axial flow rates, 
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where  f  denotes the average over 100 imaging planes at the given pixel location, as 
described at the end of Section 3.2. Plots of the dimensionless radial and axial flow rates 
are shown in Figure 4.6 for the three nozzle separation distances and the three Reynolds 
numbers examined. The radial flow rate, plotted as a function of r in the top row of 
Figure 4.6, is observed to have a weak negative value for values of r less than a critical 
value between about 0.5-0.65, which corresponds with a region of inward-swirling flow 
that is drawn into the suction outlet. For values of r above this critical value, the radial 
flow rate exhibits a sharp positive peak, indicating a flow oriented in the outward radial 
direction at a radial location coinciding approximately with the location of the impinging 
jets. The radial flow rate then decreases to approximately zero as the value of r increases 
significantly past the inlet jet location. The axial flow rate, plotted as a function distance 
z  below the nozzle face in the bottom row of Figure 4.6, is found to be negative for all 




Figure 4.6. Plots of the radial flow rate (top) as a function of radius r and of the axial 
flow rate (bottom) as a function of distance z  below the nozzle, for cases with 
separation distances of (a) 67.0 , (b) 33.1 , and (c) 7.6  and Reynolds numbers 
Re = 155 (black line, A), 378 (red line, B), and 555 (blue line, C). 
 
It is noted that the PIV measurements do not resolve the bottom boundary layer 
along the impingement surface. The axial flow rate has a small value for distances just 
below the nozzle face, as would be expected given that the inlet and outlet flow rates are 
approximately balanced in these experiments. 
zQ  decreases to a negative value as 
distance z  away from the nozzle increases, and is observed to approach an 
approximately constant value as r increases. Examination of the axial velocity indicates 
that the magnitude of the upward velocity into the suction outlet decreases rapidly with 
distance from the outlet, whereas the magnitude of the downward jet velocity stays nearly 
constant with downstream distance, leading to an overall downward fluid flow. For the 
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case with the largest separation distance ( 7.6 ), the axial flow rate magnitude 
decreases for large values of z , but in an oscillatory manner. We speculate that these 
oscillations are associated with the spiraling structure of the vortex flow, as discussed in 
Section 4.4.       
 The swirl number was introduced in studies of turbulent swirling flow in a 
circular pipe (Kitoh (1991), Parchen(1998), Zonta (2013)) to characterize decay of the 
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where bU  denotes a characteristic axial flow velocity, which for the current problem is set 
equal to 
2/ RQU inb  .  The variation of swirl number with dimensionless distance z  
away from the nozzle face is plotted in Figure 4.7 for the case with large nozzle 
separation distance ( 7.6 ) and Re = 555. The swirl number is close to zero at the 
nozzle face, but it increases with distance away from the nozzle, attaining a peak at 
approximately 2z . The peak location is roughly in the same position as the narrow 
part of the hourglass shape observed in Figure 4.2c. As one moves further away from the 
nozzle face from the peak location, the swirl number decays rapidly, with a value close to 
zero for 4z . For weak swirl number in turbulent flow in a pipe, Kitoh (1991) derived 
a relationship between the rate at which the swirl number decreases with distance and the 
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wall shear stress, which leads to an exponential form for the swirl number variation with 
distance of the form 
 
 )]exp[)( 0 zSzS   ,                                                                   (4.3)              
 
An exponential curve of this form is fit to the decay of the swirl number following the 
peak in Figure 4.7, where the coefficients 0S  and   were chosen as 977.0  and 
)306.12exp(0 S . While the exponential fit agrees well with the first few data points 
following the peak value of S, eventually the swirl number decreases to a value below the 
exponential fit. Of course, the counter-current shear flow examined in the current 
dissertation differs significantly from turbulent swirling flow in a pipe, and so it is not 
surprising that the same functional fit for the swirl number might not apply.   The radial 
and azimuthal components of shear stress on the impingement surface were determined 
by measuring velocity in a horizontal PIV plane at a height of mm 1  ( 133.0z ) above 
the surface. The dimensionless shear stress components, averaged in the azimuthal 
direction, are plotted as functions of radius in Figure 4.8 for cases with 67.0  and 




Figure 4.7. Swirl number S plotted as a function of distance z  to the nozzle face for the 
case with 7.6  and 555Re  . An exponential fit of the form )exp(0 zSS   , with 
977.0  and )306.12exp(0 S , is shown as a dashed line. 
 






Figure 4.8. Azimuthally-averaged dimensionless shear stress on the impingement surface 
in the azimuthal and radial directions for cases with separation distances of (a) 67.0  
and (b) 33.1  and Reynolds numbers Re = 155 (black line, A), 378 (red line, B), and 
555 (blue line, C).  
 
The shear stress for the large separation case ( 7.6 ) was very small and could 
not be accurately resolved using the present experimental approach. The azimuthal 
component of the shear stress has a similar shape to the azimuthal velocity field within 
the wall-normal vortex. The radial component of shear stress is negative within the region 
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shown in Figure 4.8 for the case with 67.0 . For the case with 33.1 , the radial 
shear stress is negative for small values of r but it is observed to change sign and become 
positive at a finite value of r.  The change in sign of 
r  is associated with the formation 
of a separatrix curve in the shear stress lines, which is illustrated in Figure 4.9 for the 
case with Re = 555. This plot shows both the contours of the shear stress magnitude and 
the shear stress lines on the impingement surface for cases with  67.0  and 33.1 . 
For both separation heights, it is observed that the shear lines spiral radially inward 
within some central region and then spiral radially outward outside of this central region. 
The two regions are separated by a separatrix curve, indicated by a dark line in the figure. 
The location of the separatrix curve, which is close to the location where the inlet jets 
impingement on the bottom surface, has a larger radius for the case with 67.0  than 
for the case with 33.1 . While the radial shear stress changes sign at a finite radius for 
both cases, this change occurs at a smaller radius for the 33.1  case, and so it is 






    
 
 (a) (b) 
 
Figure 4.9. Contour plots showing the shear stress magnitude and shear stress lines for 
cases with Re = 555 and (a) 67.0  and (b) 33.1 . The separatrix is indicated by a 
dark line in both plots. Inside the separatrix shear stress lines spiral inward, whereas 
outside the separatrix shear stress lines spiral outward. 
 
4.3 Unsteady dynamics for small and medium separation distances 
 The flow exhibits substantial structural differences as the separation distance h is 
varied. For small values of the separation distance, the flow is nearly steady, so that the 
mean velocity field shown in the previous section does not change significantly in time. 
For the present experiments, the case with smallest dimensionless separation distance 
67.0  characterizes this steady-flow behavior well. As the separation distance 
increases to 33.1  (considered for the purpose of this dissertation a medium value), 
transient features are observed to form on the wall-normal vortex. For sufficiently low 
flow rates, the vortex remains steady but is observed to become asymmetric, drifting to 
one side of the flow or another. As the flow rate is increased, a transition occurs to an 
unsteady flow field in which the intake vortex breaks up into a vortex pair, which rotates 
about the centroid of the flow field. The transition between these states appears to be 
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sensitive to perturbations, so that for a given nozzle the same flow rate sometimes 
produces slightly different flow behaviors when experiments are conducted at different 
days or under slightly different conditions.  
Experiments conducted with nozzles having 6 and 10 inlet jets produced a similar 
series of flow regimes to those reported in the dissertation for the nozzle with 8 inlet jets, 
but the critical flow rate for transition between the steady and unsteady regimes for cases 
with medium separation distances was observed to decrease as the number of inlet jets 
was reduced. Figure 4.10 shows a series of LIF images for a case with Re = 155 at 
dimensionless distances zz    ranging from 0.25 to 1.0 below the nozzle face. The 
wall-normal vortex is asymmetric in this case and has become attracted to the jets on the 
left-hand side of the flow field. Each of the eight inlet jets are identified by a lobe, 
numbered 1-8 in the Figure. These lobes are observed to rotate in the clockwise direction 
with distance away from the nozzle face, which occurs as a consequence of the rotation 
induced by the wall-normal vortex. The suction of fluid into the suction outlet gives rise 
to a spiral pattern in Figure 4.10, where fluid from the jet lobes is drawn inward toward 
the center of the flow field. Within this spiral pattern there are alternating bands of dyed 
and un-dyed fluid, which implies that (un-dyed) external fluid from the surrounding 
environment within the tank is being drawn into the wall-normal vortex, and ultimately 
travels out the suction outlet. Since the mass flow rate of the inlet jets and the suction 
outlet are balanced, there must be dyed fluid (from the inlet jets) moving away from the 
suction outlet near the impingement surface and mixing with the ambient fluid in the 
tank, in order to compensate for the (un-dyed) fluid from the tank that is entrained into 






Figure 4.10. Horizontal cross-sections of the bounded vortex flow with Reynolds number 
Re = 155 for a case with dimensionless separation distance 33.1  between the nozzle 
and the impingement surface. The horizontal slices are shown at distances of (a) 
25.0z , (b) 0.50, (c) 0.75, and (d) 1.0 below the nozzle surface. The jet flows induced 
by each of the eight jet inlets are numbered, and are shown to exhibit a clockwise change 
in position with distance from the nozzle. 
 
 The other type of flow field observed for the case with 33.1  is an unsteady 
flow in which the wall-normal vortex bifurcates into a pair of vortices with equal size, 
which rotate around each other in the region inside the inlet jet flows. This flow type is 
shown in a series of LIF images in Figure 4.11, obtained in an imaging plane located 
25.0z  below the nozzle face. The six images in the Figure are taken at a time interval 





frames encompassing approximately one-half rotation of the pair. The boundaries of the 
wall-normal vortices are identified in the Figure by white dashed lines. The vortex 
boundaries are identified by a change in shading of the LIF image, which is evident when 
one magnifies the image sufficiently. The change in shading is caused by the presence of 
axial flow within the vortex core, which alters the LIF dye concentration within the 
vortex core compared to that outside the core. The measured dimensionless rotation rate 
is 11102exp  . The vortex pair adopts a structure in which the two vortices meet at a 




Figure 4.11. Time series of LIF Figures in the horizontal plane for a case with Re = 155 
and nozzle separation distance 33.1 . The imaging plane is located 25.0z  below 
the nozzle surface. The images show a pair of wall-bounded vortices (marked using white 
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dashed lines) rotating clockwise about the center of the flow, with a dimensionless time 
interval 0058.0t between images.  
 
This flow configuration is similar to the rotating V-state solution for a vortex pair 
analyzed theoretically for two-dimensional flows by Saffman and Szeto (1980) and 
simulated using the contour dynamics method by Overman and Zabusky (1982) in two-
dimensional inviscid flow. The shape of the vortex patches in Figure 4.11 correspond 
well with the solution obtained by Saffmann and Szeto (1980) for the case where the 
vortex patch centroid radius x  attains its minimum value before the vortices merge, 
given by 58.1/min effRx , where 
2/1)/( AReff   is the effective vortex radius. For the 
minimum case where the vortices are just touching at a single point, Saffman and Szeto 
(1980) obtain values for the rotation rate  , angular impulse L , centroid position x , 
and radius of gyration gryR  as 
 
A/1072.0  ,                                                                 (4.4a)      
AdarL   9855.02
1 2 ,                                        (4.4b)          
2/18944.0 Ax  ,                                                                  (4.4c)          
2/12/12 431.0)/( ALxRgry  ,                                            (4.4d)             
 
where A is the cross-sectional area and  is the strength of the vortex. Saffman and Szeto 
showed that many of the features of the vortex pair flow can be predicted reasonably well 
by approximating the shape of the vortex patches as ellipses.  
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 The vortex pair observed in Figure 4.11 is observed in a three-dimensional flow 
field, where the vortex axes are oriented nearly parallel to each other but there exists 
substantial stretching along the vortex axes. However, the axial stretching is counteracted 
by viscous diffusion, as in the Burgers (1948) vortex solution or its non-axisymmetric 
counterparts Bajer (1998), and the resulting vortex field is approximately steady except 
for rotation. As a consequence of this balance between viscous diffusion and axial 
stretching, the velocity field in the cross-sectional (x-y) plane is approximately what 
would be observed in a two-dimensional inviscid flow. Measurement of the vortex patch 
regions in Figure 4.11 indicate a major semi-axis 03.0213.0 a  and a minor semi-axis 
3.0107.0 b , yielding aspect ratio 2/ ba , dimensionless core area 0.071 abA  , 
and effective radius 147.0)/(
2/1  AReff . Fitting the averaged azimuthal velocity for 
the experiments shown in Figure 4.11 with a Gaussian vortex profile of the form 
)]/exp(1)[2/( 22 efftot Rrru    to estimate the total circulation tot , and dividing by 
two, gives an estimate for the dimensionless circulation of each vortex patch as 5.72 . 
Substituting these values into (4.4a-d) gives dimensionless parameter estimates for the 
experimental case shown in Figure 4.11 as 
 
 5.109 , 0325.0L , 0.24x , 115.0gyrR . 
 
The theoretical estimate for the dimensionless rotation rate given above is within about 
7% of the experimentally measured value ( 11102exp  ). 
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The velocity field associated with this rotating vortex pair was obtained using PIV 
and found to yield planar streamlines which have the approximate form of inward-
spiraling ellipses, as shown in Figure 4.12.  The elliptical shape rotates at the same 
frequency as the vortex pair in Figure 4.11. It is noted that the wall-normal vortex 
appears in the planar streamlines obtained from the instantaneous horizontal PIV images 
as a single vortex with elongated shape, rather than as a pair of elongated vortices as is 
evident in the LIF images. In order to explain this difference between the PIV and LIF 
results, computations are performed using a vortex blob method with 648 vorticity 
elements in each vortex patch. The vortex patches are initiated as ellipses with aspect 
ratio 2/ ba  and equivalent radius 147.0effR , centered at a distance 0.24x  from 
the origin. Before they rotate even one-eighth of a revolution, the vortex patches adopt a 
V-state structure similar to that described by Saffman and Szeto (1980). As shown in 
Figure 4.13a, while the vorticity field is distributed in two elongated patches, the 
computed streamlines of the surrounding velocity field have a nearly elliptical shape that 
wraps around both vortex patches. Stretching along the axis of the wall-normal vortex is 
induced by the suction outlet, which causes the two-dimensional divergence of the 
velocity field in the horizontal plane to be non-zero. To mimic this effect, we introduce a 
sink of strength m  at the flow center at the final computational time. The computed 
streamlines for the vortex pair with the sink flow (with 6.5m ) are shown in Figure 
4.13b to have the form of inward-spiraling elongated curves, which are qualitatively 





Figure 4.12. Velocity planar streamlines illustrating motion induced by the wall-bounded 
vortex, obtained from an instantaneous PIV image in a horizontal plane with 200Re   
and nozzle separation distance 33.1 . The imaging plane is located 50.0z  below 
the nozzle surface. The vortex has an oval form that rotates with time about its centroid 
with an inward suction flow.   
 
        
 (a) (b) 
Figure 4.13. Plots showing computational results for region covered by vortex patches 
(red) for a touching vortex V-state, and associated streamlines with (a) no sink and (b) a 
sink of dimensionless strength 5103.1 m   located at the origin.  
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4.4 Unsteady dynamics for large separation distance 
 The instantaneous flow field for the case with large separation distance exhibits 
an interesting unsteady behavior, as shown in Figures 4.14 and 4.15, giving a time series 
of LIF plots taken in the vertical and horizontal planes, respectively, with a dimensionless 
time interval 0058.0t  between frames for a case with 155Re   and 7.6 . A 
primary feature of the flow in the vertical plane in Figure 4.14 is the appearance of vortex 
rolls along the sides of the flow field, which are staggered in location between the left- 
and right-hand sides of the flow. These rolls at first might appear similar to Kelvin-
Helmholtz vortices, but by scanning the laser sheet across the flow field one can observe 
that the vortex rolls are actually the cross-sections of a single spiral vortex. Within the 
middle section of the spiral vortex, the vortex has approximately a helical structure in 
which the average dimensionless helix radius 43.0/ Rah  and the dimensionless helix 
wavelength 9.1/ Rh .  The spiral arms of the vortex exhibit a downward motion, as 
can be seen by following the numbered vortex rolls in the time series in Figure 4.14. 
Within most of the vortex, the dimensionless translation speed of the vortex rolls in the 
vertical plane is about 02.039.0/
2 inh QRU  in the downward direction. The downward 
velocity of the vortex rolls decreases significantly as they move close to the impingement 
surface, which is accompanied by outward radial expansion of the rolls. The self-induced 
propagation velocity of the spiral vortex structure is in the upward direction, and the 
observed downward motion of the vortex rolls is due to advection by the jet flow in 




Figure 4.14. LIF Figure in the vertical plane for a case with 155Re  and 7.6  showing 
the downward propagation of the waves on the central spiral vortex. Images are separated 
by a dimensionless time interval 0058.0t .  
 
Returning to the averaged velocity field images in different horizontal planes 
shown in Figure 4.4, a particularly interesting feature of the flow field in this series of 
four figures is the fact that the planar streamlines spiral everywhere radially inward in 
71 
 
Figures 4.4a and 4.4b, but in Figures 4.4c and 4.4d there exists a separatrix curve across 
which the radial direction of streamline spirally changes. Outside of this separatrix the 
planar streamlines spiral outward in Figures 4.4c and 4.4d, whereas inside of the 
separatrix they spiral inward. The inward direction of spiral in Figures 4.4a and 4.4b is 
due to the effects of vortex stretching, as discussed in previously in Section 4.4, which 
causes external fluid to be entrained into the vortex. The change in the radial drift 
direction of the fluid outside of the separtrix curve is caused by the rapid radial expansion 
in radius of the spiral vortex arms just above the impingement surface, as shown in the 
LIF images in Figure 4.11. 
 This radial expansion deflects the impinging jet flow radially outward and tilts the 
downward-oriented velocity induced by the vortex arms in the region outside of the 
vortex core also in the outward direction. Together, these two effects give rise to the 
outward radial drift of the fluid outside of the separatrix curve observed in Figures 4.4c 
and 4.4d. The inward radial drift observed inside of the separatrix curve is caused by a 
combination of axial stretching and a tilting of the upward flow inside of the vortex 
spirals in the inward radial direction. A schematic diagram illustrating the formation of 
the inward and outward radial drift regions of the bounded vortex flow near the 






Figure 4.15. Schematic diagram illustrating the formation of inward and outward regions 
of radial drift, separated by a separatrix curve, for the bounded vortex flow near the 
impingement surface. 
 
 As illustrated in Figure 4.15, the direction of rotation of the vortex spirals is such 
as to induce an upward flow within the center of the flow field, in the region in-between 
the vortex spiral arms. The effect of this upward flow is to carry (non-dyed) external 
fluid, which did not originate from the inlet jets, up into the center of the flow, eventually 
to be removed from the flow field through the suction outlet. This external fluid is 
indicated in the horizontal cross-sectional LIF images in Figure 4.16 as dark patches, 
which are enclosed in a sold white line and indicated using a '+'. The cross-sections of the 
spiral vortex are elongated regions in this Figure enclosed by a dashed white line that 
bends around the dark patches. The core regions were clearly identified by a change in 
shading of the LIF dye, which is caused by axial flow within the vortex core. The reason 
that these vortex cross-sections are so elongated is that the spiral vortex has a significant 
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component tangent to the horizontal plane, so that the cross-sections are at an acute angle 
to the vortex axis rather than being normal to the axis. It is evident in Figure 4.16 that 
both the dark patch of entrained external fluid and the vortex spirals rotate periodically in 
time as the vortex wave propagates downward, with a dimensionless rotation period of 




Figure 4.16. LIF Figure in the horizontal plane for a case with 155Re   and 7.6  
showing the oscillation of the spiral vortex over one period. The imaging plane is located 
0.4z  below the nozzle face. The slice through the spiraling vortices are marked using 
a dashed line, and the up-flow regions correspond to the dark region marked by a solid 





The formation of the spiral intake vortex in the bounded vortex flow for large 
values of the nozzle separation distance has a number of precedents in related flow fields. 
Phillips (1985) observed a spiral instability of an intake vortex over a flat rotating 
surface, which for certain flow rates leads to generation of a vortex in which the spiral 
amplitude grows with distance away from the intake location. Alekseenko et al. (1999) 
made an extensive study of helical vortices of different forms in a vortex chamber, in 
which the inflow is injected via tangential jets (with variable tangent angle) and removed 
through a central outflow port. A wealth of different inlet vortex structures were 
observed, including columnar vortices with simple and composite cores, helical vortices 
screwed on either the left or the right, and a double-helical vortex. For formation of the 
spiral form is associated with axial flow instability of vortex tubes (Mayer 1992), 
although this instability is modified in the present case by stretching and by reconnection 
of the vortex lines from the vortex to the wall boundary layer. Perhaps the most relevant 
stability analysis for the problem dealt with in the dissertation is that presented by Foster 
and Smith (1989) for Long’s vortex (1961), which describes some of the underlying 
mechanisms by which a stretched wall-normal vortex becomes unstable, leading to a 







CHAPTER 5. CONCLUSIONS FOR PART I 
An experimental study has been conducted of a bounded vortex flow field in 
water, in which both particle-image velocimetry and laser-induced fluorescence are used 
to examine the structure of the flow for different values of the nozzle-impingement 
surface separation distance. The flow field is for an incompressible, single-phase fluid, so 
at the same values of Reynolds number and height ratio Rh /  the flow behavior should 
be independent of choice of working fluid. All experiments were conducted with equal 
fluid inflow and outflow flow rates. For small values of the nozzle-impingement surface 
separation distance (e.g., 67.0 ), the flow field is steady and it is characterized by a 
wall-normal vortex centered below the suction port and downward jet flow in a ring 
surrounding the vortex. Cases with small nozzle separation distances are best suited for 
dust removal from the surface, since the vortex is well controlled and it exhibits the 
highest wall shear stress on the impingement surface. At intermediate values of nozzle-
impingement surface separation distance (e.g., 3.1 ), the intake vortex is still 
nominally columnar with axis approximately orthogonal to the wall, but the flow is 
characterized both by asymmetry and unsteadiness of the intake vortex. In the unsteady 
state, the intake vortex takes the form of a vortex pair which is well approximated by the 
quasi-steady V-state solution for nearly touching two-dimensional vortices obtained by 
Saffman and Szeto (1980) and Overman and Zabusky (1982).  
 For large values of the nozzle-impingement surface separation distance (e.g., 
7.6 ), the bounded vortex flow has a rich structure, characterized by an intake vortex 
with a spiraling, helical form. Entrained external fluid is transported upward into the 
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suction outlet in the center of the vortex spiral and downward-oriented jets flow along the 
outside of the vortex spiral. The helical waves on the intake vortex are observed to 
propagate downward, toward the impingement surface, which is opposite to the direction 
of self-induced propagation of the helix. This downward propagation of the vortex spirals 
is caused by convection from the downward-oriented jets. Just above the impingement 
surface, the vortex spiral arms move radially outward along the impingement surface. 
New spirals are continuously being generated at the nozzle suction outlet. The radial 
expansion of the vortex spiral radius near the impingement surface leads to a velocity 
tilting effect which causes formation of a separatrix curve in the velocity planar 
streamlines in the horizontal cross-sectional plane near the impingement surface. The 
fluid spirals outward outside of this separtrix curve and it spirals inward inside of this 
separatrix curve.   
 The bounded vortex flow has been found to be highly effective at removing 
particles from a surface and enhancing heat and mass transfer from the impingement 
surface. However, the current study has shown that the structure of this flow field is 
sensitive to the ratio Rh /  of nozzle separation distance to jet placement radius. Whereas 
a steady flow is observed for small values of this ratio, the flow becomes increasingly 
unsteady as this ratio increases, exhibiting a series of bifurcations resulting in phenomena 
such as vortex rotating V-state and formation of helical vortex spirals. The origin of this 
unsteady behavior appears originate from the intake vortex itself, rather than from the 
surrounding jet flow. It is clear from the results of the study that for cases with balanced 
inlet and outlet flow rates, effective use of the bounded vortex flow for removal of 
particulate matter from the impingement surface or for enhancement of heat and mass 
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transfer from the surface requires that the separation ratio remain sufficiently small. Our 
experiments have demonstrated steady flow with 67.0/ Rh , development of flow 
unsteadiness for 33.1/ Rh , and a spiraling behavior of the vortex flow when 
7.6/ Rh . We have also shown that the shear stress on the impingement surface 
decreases as Rh /  is increased.  Taking all of these factors into account, we recommend 
that Rh /  be maintained as less than unity for most effective removal of particulates from 
the impingement surface. Cases with non-balanced inlet/outlet flow rates may exhibit 
very different structure from what is reported in this dissertation for the balanced flow 




PART II: ACOUSTIC STREAMING AND HEATING 
CHAPTER 6. EXPERIMENTAL METHOD, ACOUSTIC STREAMING & 
HEATING 
6.1 Apparatus   
The experiments were conducted in a cylindrical Pyrex tube with inner and outer 
diameters of 34 mm and 36 mm, respectively, which was sealed at one end and had an 
ultrasound transducer of radius 12b mm placed at the other end. The sealed end is 
referred to as the impingement surface, since the ultrasound waves impinge on this 
surface and are partially absorbed into the end-wall material. Different end-wall materials 
were used for the impingement surface, including acrylic, alumina silica ceramic, 
polyurethane, and Pyrex tile, each of which were manufactured to be 25 mm thick. The 
Pyrex tube was placed in a rectangular Pyrex tank, measuring 997 cm. A schematic 
diagram of the experimental configuration is shown in Figure 6.1a. The fluid flow and 
thermal heating was achieved using 2.25 MHz ultrasound tone-bursts with 10% duty 
cycle generated by a planar transducer of 2.5 cm diameter (Panametrics, MA) via the 
combination of an arbitrary waveform function generator (33250A, Agilent, Santa Clara, 
CA, USA) and a 55 dB RF power amplifier (ENI A300, Rochester, NY, USA), which 
were directed into the end-wall absorptive material. The ultrasound transducer was 
suspended at distances of 10, 30, and 50 mm above the cylinder end wall. Experiments 
were conducted with spatial and temporal averaged acoustic intensities of 0.57, 2.11, 
4.44, and 6.19 W/cm2 determined by the radiation force measurement method (Wu and 
Nyborg, 2008). For the fluid flow experiments, the cylindrical tube and the outer tank 
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were filled with a mixture of 82% diethyl phthalate and 18% 190-proof ethanol, which 
was selected to match the refractive index of Pyrex glass (Miller et al., 2006). 
            
 
 (a) (b) 
 
Figure 6.1. Schematic diagrams of the experimental configuration. (a) Diagram showing 
the inner cylindrical and outer rectangular tanks, the ultrasound transducer with beam 
oriented toward the cylinder end-wall material, as well as relevant support structures. 
Locations of thermocouples are indicated by open circles marked with a ‘T’. (b) Close-up 
diagram of the test section, showing the coordinate system and various parameters 
characterizing the cylindrical tank and end-wall material. 
 
6.2 Measurement of material properties 
A list of material properties of the working fluid and of the different end-wall 
materials examined is given in Tables 6.1 and 6.2, respectively. Values for most of the 
material properties could be obtained from the literature, and in such cases the citation to 
the source reference is noted in the table. However, values for some of the material 
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properties were not available in the literature and were instead measured in our 
laboratory. These material properties included the expansion coefficient and acoustic 
absorption coefficient of the working fluid, and the reflection coefficient and acoustic 
absorption coefficient of the different end-wall materials. This section gives a brief 
description of how these material properties were obtained.  
The fluid expansion coefficient   for the working fluid was obtained using a 
dilatometer using the method outlined by Ld-Didactic. The dilatometer consists of a 
flask, capped by a stopper, which holds a pipet extending into the fluid. The change in 
height Δh of fluid within the pipet as the fluid temperature changes by an amount ΔT is 
measured to determine the change in volume V  of the fluid and the flask.  Degassed 
water (with known expansion coefficient W ) is first used to determine the expansion 
coefficient 

















 ,     (6.1) 
 
and once this was determined it was then used in experiments to determine the expansion 
coefficient of the Diethyl-Phthalate and Ethanol mixture used as the working fluid in the 
experiments. Once the expansion coefficient of the device is obtained using (6.1), the 
thermal expansion coefficient   of the diethyl phthalate/ethanol mixture can be obtained 



















 ,     (6.2) 
 
where the subscript 'M' in the last term indicates that the volume change is measured for 
the mixture.  
Table 6.1. Material properties of the working fluid (82% diethyl phthalate and 18% 190-





3) 1053a Dynamic Viscosity,   (Pa˖s) 0.0049a 
Speed of Sound, 
Fc  (m/s) 1207-1463





  (1/K) 
0.00238f Specific Heat, 
F  (J/kgK) 1813.2
d 
 
a – Miller et al. (2006), b – Filippov and Novoseloca (1955), c – Jamieson and Irving 
(1974), d – Chang et al. (1967), e – GF Piping Systems, Speed of sound in various liquids 








Table 6.2. Properties of the materials used for the cylinder end-wall at standard 













S   (1/m) 
Density, 
S  (kg/m3) 
Thermal 
Conductivity, 
Sk  (W/mK) 
Specific 
Heat, 
S  (J/kgK) 
Polyurethane 0.29e 2000 50.4e 1714 0.02c 1800a 
Acrylic 0.40e 2890 29.0e 1184 0.109b 1470b 
Pyrex 0.46e 1812 71.0e 2212 1.005a 7500a 
Ceramic 0.79e 4200 15.9e 3000 1.08d 1050d 
 
a – Measured using the method described in the Appendix, b - 
http://www.engineeringtoolbox.com, c - http://www.scribd.com/doc/8637812/Acrylic-
Material-Data-from-PARSGLASS#scribd, d -http://hyperphysics.phy-
astr.gsu.edu/hbase/tables/thrcn.html, e – Chen (2008) 
 
The acoustic properties of the different end-wall materials are determined using 
an ultrasonic emitter and receiver which are submerged in a tank of distilled water as 
shown in Figure 6.2. The method of measuring the speed of sound in the material 
consisted of measuring the received signal for water and for water and end-wall material 
and then examining the signal delay between the two.  The required parameters for 
determining the speed of sound in the end-wall material Sc  are the speed of sound of 
water cw, the thickness of the end-wall material d, and the time delay of the signal Δt 











dt  ,     (6.3) 
 
The acoustic reflection and attenuation coefficients of the material are determined using 
the same equipment as was used to find the speed of sound in the material. The acoustic 
reflection is determined using a ratio of the acoustic impedance of the water, www cZ  ,  























Figure 6.2. Apparatus for measuring attenuation and reflection coefficients in samples.  
 
The calculation of the acoustic attenuation coefficient must take this into account 
since the reflection coefficient contributes to the signal lose as measured by the receiver.  
Along with the acoustic impedance, the other values needed to calculate the acoustic 
attenuation of the material are the pressure generated by the emitter ip , the pressure 
measured by the receiver 
Tp , and the thickness of the material d¸ from which the 
























6.3 PIV measurements 
The fluid flow field was measured using a planar particle image velocimetry 
(PIV) system, consisting of a double-pulsed Nd:YAG laser (New Wave, Solo PIV II15), 
a digital synchronizer, a cross-correlation camera with 13761024 pixel  resolution, a 
7000 NAVITAR TV zoom lens, and the TSI Insight 3G software for data processing. The 
fluid was seeded with 1.5 μm mean diameter Cospheric FMO Orange Fluorescent 
Microsphere seeding powder, with a density of 1.3 g/cm3. A number of previous 
investigators using PIV for measurement of acoustic streaming flow (Campbell et al., 
2000; Barnkob et al., 2012) have pointed out the importance of using seed particles with 
sufficiently small diameter that the acoustic radiation force, which varies in proportion to 
particle volume, is negligible compared to the viscous drag force, which varies in 
proportion to particle diameter. Both the theoretical estimate and experimental measures 
for the ratio of the acoustic radiation and viscous drag forces reported by Basnkob et al. 
(2012) indicate that particles of the diameter used in the current experiments follow the 
acoustic stream flow accurately with minimal influence of acoustic radiation pressure.   
PIV images were taken in a vertical plane passing through the mid-point of the 
ultrasound transducer, with a time separation of 30ms between images in an image pair. 
Vector field frames were generated at a rate of 4.8 frames per second. Image processing 
was performed using a double-pass image deformation method (Hart, 2000), where the 
first pass used an interrogation region measuring 64 pixels across and the second pass 
used a region measuring 32 pixels across. The processing algorithm used the initial pass 
to estimate the deformation that was applied during the second pass in order to enhance 
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measurement accuracy. Post-processing was applied to remove errant vectors and replace 
missing vectors. A vector was invalidated if its magnitude was more than a factor of two 
greater than the mean value of the surrounding 8 vectors. Missing vectors were replaced 
using the mean of the surrounding vectors.  
The uncertainty of the PIV measurement was assessed by analyzing 18 repeated 
runs for a case with the polyurethane end-wall material with a distance of 10 mm 
between the end-wall and the ultrasonic emitter. An absolute velocity uncertainty was 
evaluated at each point of the flow field by determining the average and standard 
deviation of the velocity magnitude determined at a fixed time 12t s after the impulsive 
start, which is sufficient time for the acoustic streaming flow to be established. Averaging 
the instantaneous velocity magnitude uncertainty mu  over the flow field, we find it to be 
about 20% of the measured maximum velocity magnitude. This value is rather high due 
to the fact that the flow is changing rapidly. To reduce the uncertainty, the velocity in 
many of the plots shown in the dissertation are averaged over some number N images. In 
such cases, the velocity uncertainty is reduced to Num / .    
6.4 Thermocouple measurements 
Temperature measurements were performed using a pair of OMEGA COCO-001 
copper constantan thermocouples with 0.025 mm diameter (with Seebeck coefficient of 
38 µV/°C). The temperature was measured at the center of the impingement surface (at 
the interface between the end-wall material and the working fluid) and within the ambient 
fluid temperature (suspended within the fluid out of the path of the ultrasonic beam 5 mm 
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beneath the fluid surface and 2.25 mm from the side wall). The difference in voltage was 
recorded by connecting the thermocouples in opposing polarity so that the recorded 
voltage represented the voltage difference. The thermocouple voltage change over time 
was measured using a Keithly 196 System DMM, which was connected to a PC using an 
Agilent Technologies 82357A USB/GPIB interface. A Matlab script was used to record 
the change in thermocouple voltage over time on the PC. The temperature uncertainty 
was obtained by repeating the experiment 15 times with each of the different materials 
for a case with 2.11 W/cm2 acoustic intensity and height 50H mm. The time-averaged 
standard deviation in temperature for these tests was found to vary between 3.9 to 9.1% 
of the temperature value.  
6.5 Scaling analysis 
 The fluid and temperature fields are averaged over the acoustic period to yield 
time-averaged velocity, pressure and temperature fields, denoted by u, p, and T. The 
governing equations for the fluid flow can be written, using the Boussinesq 
approximation for the thermal buoyancy terms, by the time-averaged continuity and 
momentum equations in the form  
 





















F  is the nominal fluid density,   and   are the fluid coefficient of expansion 
and kinematic viscosity, respectively, g is the gravitational acceleration in the 
ze  
direction, and 
AT  is the ambient fluid temperature. The acoustic body field F is defined 
by Nyborg (1965) as 
 
  )()( acacacacF uuuuF       (6.8)  
 
where   denotes the average over the acoustic period   and the oscillating ac acoustic 
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The second equation of the set (6.4) is the linear wave equation, where s denotes the 
sound speed in the fluid. Assuming that the acoustic wavelength is small compared to the 
beam radius b, or 1kb  where k is the acoustic wave number, the acoustic body force F 
can be written in terms of the acoustic intensity vector  acacp uI  and the acoustic 
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pressure attenuation coefficient within the fluid, 
F , as (Moudjed et al., 2014; Nyborg, 




F2 .   (6.11) 
 
 The temperature field within the fluid and within the solid end-wall material is 















 2 ,   (6.13) 
 
where 
Fk  and Sk  are the thermal conductivities in the fluid and the solid, F  and S  are 
the fluid and solid specific heats, and 
Fq  and Sq  are the fluid and solid volumetric heat 
supplies. The volumetric heat supply terms associated with attenuation of the acoustic 
beam are proportional to the acoustic intensity magnitude I, and are given by (Wu and 
Nyborg, 1992). An important consideration is that in many fluids these terms have a very 
small effect since the acoustic attenuation coefficient in the fluid (e.g., water, αF _ 0.056 
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m−1) is often small compared to that in the solid (e.g., polyurethane, αS _ 140 m−1) for 
the frequency examined. 
 
 
 Iq FF 2 , Iq SS 2 .   (6.14) 
 
 A schematic diagram of the problem under consideration is given in Figure 6.1b. 
A numerical simulation for this problem was previously presented by Marshall and Wu 
(2015), which was applicable for short time periods, during which the flow achieved a 
quasi-steady state that was dominated by the acoustic streaming motion. While the 
velocity field and maximum temperature within the body quickly achieved nearly 
constant values after the ultrasound transducer was activated, the fluid-solid interface 
surface temperature at the end-wall fluid-solid interface was observed to continue to 
increase at a steady rate throughout the computation.  
 For the velocity values observed in the current experiments, the Reynolds number 
is of order unity, and so the inertial and viscous terms in the Navier-Stokes equation (6.2) 
have similar orders of magnitude. Nevertheless, the data is observed to collapse better 
over the range of cases examined if we obtain the velocity scale 0U  within the acoustic 
streaming flow by balancing the acoustic streaming body force F with the viscous shear 











0  .   (6.15) 
 
In the above we have taken the ultrasound transducer radius b as the length scale, and 0I  
is the magnitude of the centerline acoustic intensity emitted from the transducer. The 
Reynolds number based on the characteristic velocity scaling is defined by /Re 00 bU , 









 .   (6.16) 
 
 The scale of the temperature change, 0T , is determined by balancing the 
acoustic energy flux )1(
2
0 RI   that passes into the end-wall surface with the convective 
energy loss from the surface, where the latter is given by Newton's law of cooling as 
)( ATThq   and h is the heat transfer coefficient at the liquid-solid interface. Setting 














The heat transfer coefficient can be approximated by that for axisymmetric stagnation 
point flow, which is given by White (2006) as  
 
 (Pr))/(
2/1 Gskh F     (6.18) 
 
where the fluid strain rate s is assumed to be proportional to bU /0 , or bCUs /0  where 
C is a proportionality constant, and (Pr)G  is a function of the fluid Prandlt number. 
While (Pr)G  must in general be obtained by numerical solution of a system of ordinary 
differential equations, a curve fit to the values of (Pr)G  was given by White (2006) as  
 
 
4.0Pr762.0(Pr) G .   (6.19) 
 
 The heat transfer and related thermally driven flow associated with temperature 
differences can be described using several dimensionless numbers that are defined using 
the temperature and velocity scales. The ratio of buoyancy and viscous forces in the fluid 









 .    (6.20) 
 
The transition between conductive and convective heat transfer in a fluid usually occurs 
at a critical value of the Rayleigh number, PrGrRa  , where the Prandtl number Pr  is 
the ratio of the kinematic viscosity   to the thermal diffusivity 
FFFk /  of the fluid. 
The relative importance of natural and forced convection is governed by the Richardson 
number 
2Gr/ReRi  , where forced convection dominates when Ri  is less than about 0.1 
and natural convection dominates when Ri  is greater than about 10. Both forced and 
natural convection are important for in-between values of Ri . In the reported 
experiments, the Prandtl number is approximately 62.2 and the Grashof, Rayleigh and 
Richardson numbers have values of order 410 , 610 , and 510 , respectively. The value of 
Gr indicates that the flow field has laminar boundary layers. The large Ra number values 
indicate that convection is the primary mode of heat transfer. The values of the 
Richardson number much greater than unity indicate dominance of natural convection 






CHAPTER 7 EXPERIMENTAL RESULTS 
7.1. Thermal response of the end-wall material 
 This section presents a steady-state analytical solution and transient numerical 
calculations for the problem of temperature distribution within the end-wall material 
along the cylinder axis. To simplify the problem, it is assumed that the temperature field 
is axisymmetric so that radial gradients vanish along the cylinder axis, that the fluid flow 
just above the end-wall material has the form of a viscous axisymmetric stagnation-point 
flow (i.e., Hiemenz flow), and that the end-wall material is perfectly insulated at its 
bottom surface. In this case (6.13) and (6.14b) can be combined to obtain an equation for 
















,     (7.1) 
 
where in the absence of dispersion the acoustic intensity within the solid is given by Wu 








We note that 0z  within the end-wall solid, so the acoustic intensity decays 
exponentially with distance into the solid. The boundary and initial conditions on (7.1) 
are 
 






k    (7.3a) 






   (7.3b) 
Initial Condition: 
ATzT )0,(    (7.3c) 
 
where 
AT  is the ambient temperature, D is the thickness of the end-wall material, and h is 
the constant heat transfer coefficient at the fluid-solid interface.   
 A steady-state solution for temperature can be obtained by integrating (7.1) twice 
in z (with 0/  tT ) and using the boundary conditions (7.3a-b) to obtain the 


















where SS kh /Nu   is the Nusselt number and the temperature scale 0T  is given by 
(7.11).   
 A time scale S  characteristic of heat transfer in the end-wall material can be 








  .     (7.5) 
 
The ratio of the thermal diffusion time scale S  to the fluid convection time 0/UbF   
has a value ranging between 100 to 1000 for the materials used for the current 
experiment, indicating that the temperature of the solid responds very slowly compared to 
the convective time of the fluid motion.  
 Dimensionless variables are defined using the ‘diffusion time’ S  and ‘diffusion 
length’ S/1  as  
 
 Stt /
*  , zz S
*
.     (7.6) 
 




















,     (7.7) 
 
with initial and boundary conditions  
 
 0)0,(

















,   (7.8b) 
where DD S
*
 and the equation is defined over the interval 0**  zD . The system 
(7.7)-(7.8) was solved numerically using the Crank-Nicolson method with a time step of 
01.0* t  and a spatial step size of 01.0* z . A time series showing approach of the 
temperature to the steady-state solution is given in Figure 7.1 for a case with Nu = 10 and 
1* D . The temperature field is found to approach to within 1% of the steady-state 




Figure 7.1. Numerical simulation of the unsteady temperature profile in the end-wall 
material along the cylinder axis, with 1DS  and 10Nu  . The solid lines give the 
temperature profiles at times (A) 10* t , (B) 30, (C) 60, (D) 100, and (E) 200. The 
dashed line represents the steady-state solution. 
 
7.2. Thermal flow regime transition  
An example of the acoustic pressure field, measured at a distance of 10 mm from the 
transducer face for an unbounded emitter, is shown in Figure 7.2. The acoustic pressure 
exhibits a beam with nearly circular shape with radius nominally equal to the transducer 
radius b.  There is a ring around the outer part of the beam within which the acoustic 
pressure is about 15% greater than the mean value, and another region near the center of 
the circle with acoustic pressure about 15% less than the mean value. Outside of this 
circle the acoustic pressure quickly decreases to a small value. The recent analysis and 
experimental results of Moudjed et al. (2015) showed that the acoustic streaming flow 
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generated by an acoustic transducer is closely approximated by that generated by a 
simple parallel wave approximation, even in the transducer near field, so we do not 
expect the acoustic streaming flow to be sensitive to the small variation of acoustic 
pressure within the ultrasound beam. 
 
 
Figure 7.2. Acoustic pressure (in MPa), recorded at 10mm from the ultrasound transducer 
face when immersed in a water bath. The acoustic intensity and frequency were 
2.11W/cm2 and 2.25MHz, respectively. The imaging plane is parallel to the transducer 
face. 
 
 An acoustic streaming flow develops within a fraction of a second after turning on 
the ultrasound transducer. The flow pattern for this acoustic-streaming flow, plotted in 
Figure 7.3a from the PIV results, is characterized by a standing vortex ring (referred to as 
the acoustic streaming vortex) with core center at r 9 mm and a downward jet along 
the cylinder axis. A similar flow pattern is observed in the computational study of 
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Marshall and Wu (2015) and in experiments reported by Wiklund et al. (2012). The 
velocity profile as a function of distance along the vessel mid-height line 2/Hz   is 
plotted in Figure 7.4a for four different values of the acoustic intensity. The velocity 
profile exhibits a peak downward velocity on the inside boundary of the vortex ring core, 
with a corresponding peak upward velocity on the outside boundary of the vortex ring 
core. The velocity along the cylinder central axis is oriented downward, but with a much 
smaller magnitude than the peak downward velocity. The velocity field exhibits a similar 
form for the different acoustic intensity values, with the expected increase in velocity 
magnitude as the acoustic intensity increases. Since the velocity scale 0U  in (7.15) is 
linear in the acoustic intensity 0I , in Figure 7.4b we plot the ratio 0/ Iu z  for the four 
different intensity cases. The four velocity plots are observed to nearly collapse into one, 




Figure 7.3. Time series showing streamlines and velocity magnitude contours in a vertical 
cross-section of the flow, for the case with 10H mm, 11.20 I W/cm2, and 
polyurethane end-wall material. Images are obtained at times (a) 1.8t s, (b) 12.2s, (c) 
16.4s, (d) 20.5s, and (e) 24.6s following start-up of the ultrasound source. The bottom 
surface of the ultrasound transducer is at the top of each image and the cylinder end-wall 
is at the bottom of each image. 
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 (a) (b) 
Figure 7.4. Plot showing the effect of acoustic intensity 0I  on the vertical velocity zu  
evaluated at the mid-plane 2/Hz  , as a function of distance across the container. The 
velocity values were obtained by averaging over 10N  images taken at 0.015s intervals, 
starting at a time 031.0t s after starting the ultrasound. Results are for polyurethane end-
wall material and 10H mm. Lines correspond to acoustic intensity values of 57.00 I
W/cm2 (A, red line), 2.11 W/cm2 (B, green line), 4.44 W/cm2 (C, blue line), and 6.19 
W/cm2 (D, black line).  
 
 As time progresses, the flow pattern is observed to gradually change from the 
acoustic streaming flow pattern, with downward velocity along the cylinder axis, to a 
thermal convection flow pattern, generated by ultrasonic heating of the end-wall material.  
Plots showing the axial velocity as a function of distance along the cylinder centerline 
and the shear stress on the impingement surface as a function of radius are given in 
Figure 7.5 at two different times, one of which is during the initial acoustic-streaming 
stage of the flow and the other of which is during the later thermal convection stage of 
the flow. As expected, the centerline velocity in Figure 7.5a is oriented downward 
(negative) in the acoustic-streaming flow and upward (positive) in the thermal convection 
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flow. The peak value of the axial velocity magnitude occurs in both cases at 
approximately one-third of the distance from the impingement surface to the transducer 
surface, and the magnitude of the peak velocity in the thermal convection flow is about 
65% of that in the acoustic streaming flow. The shear stress profile for the acoustic 
streaming flow exhibits a maximum value at 5.9r mm, which is located just inside of 
the acoustic streaming vortex core. The wall shear stress decreases markedly after the 
flow transitions from acoustic streaming to thermal convection, with the maximum shear 




 (a) (b) 
Figure 7.5. Plots for the same case as Figure 3, showing (a) variation of axial velocity 
along the cylinder axis and (b) variation of wall shear stress on the impingement surface 
with radius at times 2t s (A, black line) and 29s (B, red line). The velocity and shear 
stress values are obtained by averaging over 10N  images taken at 0.015s intervals, 
where the recorded times given are the starting times of the time series. For line A the 




 The transition to a thermal convection driven flow develops via a series of stages, 
as is apparent in the time series shown in Figure 7.3. In the first stage of this process, the 
average magnitude of the acoustic streaming flow reaches a maximum and then begins 
decreasing in time. The strength of the acoustic streaming vortex ring gradually decreases 
following the time at which the velocity maximum is attained. The decrease in strength of 
the acoustic streaming flow occurs because the thermal buoyancy force opposes the 
acoustic streaming body force within the central portion of the cylinder. The second stage 
of this process occurs when the direction of the fluid velocity near the bottom of the 
cylinder axis changes from being oriented in a downward direction (away from the 
transducer) to an upward direction (toward the transducer).  This directional change 
initially occurs only near the bottom of the cylinder axis, near the impingement surface, 
but then it rapidly propagates upward so that the velocity within the entire central portion 
of the cylinder is oriented upward. In order to satisfy continuity, downward flows must 
also occur, and the resulting flow field at this transitional point adopts a chaotic structure. 
The upward velocity near the cylinder axis opposes the direction of motion induced by 
the acoustic streaming vortex ring, and as a consequence multiple vortex rings are 
observed to occur and interact within the cylinder in this transitional state. With time, the 
acoustic streaming vortex ring continues to loose strength due to entrainment of opposite-
sign vorticity generated by the thermal buoyancy force. In the third stage of transition, the 
acoustic streaming vortex ring fully dissipates and is replaced by a multiple vortex ring 
pattern which is primarily driven by the thermal convection flow. This multiple vortex 
ring pattern is characterized by multiple upward and downward flowing jets in the spaces 
in-between the vortex rings.  
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 A series of plots showing the time variation of the average velocity magnitude at 
four different acoustic intensity values for each of the four end-wall materials is given in 
Figure 7.6. The plots have been spectrally filtered using 20 Fourier modes to remove 
high-frequency noise. The time at which the axial velocity changes sign just above the 
impingement surface is indicated using a circle on each curve. The maximum value of 
velocity magnitude in the acoustic streaming flow is attained very quickly, and in some 
cases the time period during which the flow accelerates from zero to this maximum value 
could not be resolved.  The data exhibits a general trend of increasing velocity magnitude 
as the acoustic intensity increases and as the reflection coefficient of the end-wall 
material decreases. All cases exhibit a significant decrease in velocity magnitude when 
the flow transitions from the acoustic streaming regime to the thermal convection regime. 
After the acoustic streaming vortex changes sign or breaks up into multiple vortices, the 
thermal convection regime is considered to be fully established and the velocity 
magnitude is observed for later times to be oscillatory about an approximately constant 
value. An exception to this is observed for the case of polyurethane end-wall material, for 









Figure 7.6. Variation of mean velocity magnitude as a function of time for different end-
wall materials with transducer height H = 10 mm and ultrasound intensity of 0.57 W/cm2 
(red line), 2.11 W/cm2 (green line), 4.44 W/cm2 (blue line), and 6.19 W/cm2 (black line). 
The plots are made for end-walls made of (a) polyurethane, (b) acrylic, (c) Pyrex, and (d) 
ceramic. The point at which the vertical velocity on the cylinder axis changes sign is 










 A plot showing variation of the Grashof and Rayleigh numbers as functions of 
time is given in Figure 7.7a for different values of the acoustic intensity, and the 
Richardson number is plotted as a function of time in Figure 7.7b. The Grashof number is 
computed using the temperature difference T  between the center of the impingement 
surface and the fluid, indicated by the two circles in Figure 6.1a. The time at which the 
centerline axial velocity just above the impingement surface changes sign is indicated by 
a circle in each curve in Figure 7.7. In general, increase in the acoustic intensity causes a 
corresponding increase in Grashof and Rayleigh numbers. The Grashof number plots 
exhibit a decrease in slope at times shortly after the start of the thermal transition (i.e., 
after the circular symbol), although the wall temperature continues to increase throughout 
the experiment in accordance with the very long time scale for heat condition in the end-
wall material. The variability in the Richardson number plots occurs because of the 















Figure 7.7. Plots showing (a) Grashof and Rayleigh numbers variation and (b) 
Richardson number as functions of time for the cases shown in Figure 5. The point at 







 An attempt to collapse the temperature data for different acoustic intensities using 
a non-dimensional temperature 0/)( TTT A  , where AT  is the ambient temperature and 
0T  is the temperature scale given in (7.11), is shown for polyurethane end-wall material 
in Figure 7.8. In making this plot, the mean velocity magnitude mu  was used to find the 
heat transfer coefficient h in (7.12), so that we assume that the straining rate near the 
stagnation point at the cylinder axis can be approximated by bus m / . In Figure 7.8, 
this non-dimensionalization is observed to bring the end-wall surface temperature curves 
for the three cases with highest acoustic intensity fairly close to each other. The case with 
lowest acoustic intensity has a lower dimensionless temperature than the other cases for 
most of the experiment, but approaches the values for the other cases near the end of the 
experimental run (after about 30s of exposure to the ultrasound). The dimensionless 
temperature in the two cases with highest acoustic intensity are observed to flatten out 
(with some oscillations) after reaching a peak temperature at about 5t s. The increase 
in temperature after the thermal transition point (as evidenced by increasing Grashof 
number for these cases in Figure 7.7a) is balanced by an increase in the temperature scale 







Figure 7.8. Plot showing the temperature difference on the surface of the end-wall 
material at the center of the cylindrical container, non-dimensionalized using the 
temperature scaling 0T . The data is for polyurethane end-wall material with 10H mm, 
and lines correspond to acoustic intensity values of 57.00 I W/cm2 (A, red line), 2.11 







7.3. Different cylinder heights  
 The flow transition discussed in the previous section is typical of acoustic-
streaming flows in this configuration for cases where the fluid depth H is of the same 
order as the transducer radius b, which is typified in our experiments for the case with 
10H mm. All four of the materials examined exhibited qualitatively similar flow 
regimes for this value of H. As the value of H increases significantly above the value of 
the transducer radius b, qualitatively different behavior can in some cases be observed, 
but the nature of the resulting flows is dependent on the end-wall material.   
 Figure 7.9 gives a comparison of the average velocity magnitude as a function of 
time for cases with 10H , 30 and 50 mm for the four different end-wall materials. The 
velocity magnitude generally increases for larger values of H, particularly in the initial 
acoustic streaming regime. A similar trend of increasing acoustic streaming velocity with 
height was observed in the computations of Marshall and Wu (2015), who attributed this 
trend to the fact that the acoustic streaming body force acts on the fluid over a longer 
time period for larger values of H.  While the cases with 10H  and 30 mm exhibit the 
sharp decrease in mean velocity magnitude characteristic of transition to the thermal 
convection regime, the velocity decrease for the cases with 50H mm is much smaller. 
In order to understand this behavior, velocity magnitude contour plots and streamlines at 
5.49t s (near the end of the experimental run) for cases with H = 50 mm and intensity 
0I 2.11 W/cm2  are shown in Figure 7.10 for the four different end-wall materials 
examined. It is noted that for the polyurethane and acrylic end-wall materials having 
lowest reflection coefficient (and hence higher acoustic streaming magnitude), the 
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transition to the thermal convection driven regime has not occurred and the flow still 
have a downward-oriented velocity along the cylinder axis near the impingement surface 
as is typical of acoustic streaming flows. The ability of acoustic streaming to dominate 
thermal convection in these flows is associated with the larger acoustic streaming 
velocity magnitude for larger values of H. Secondly, both the flow fields for both the 
polyurethane and acrylic end-wall materials have developed a secondary vortex loop 
close to the symmetry axis in the upper part of the flow, near the acoustic transducer. 
This secondary vortex loop is has opposite sign circulation to the primary acoustic 
streaming vortex. This secondary vortex ring is likely formed as a result of separation of 
vorticity generated along the cylinder side-wall or transducer boundary layer, which is 
convected toward the cylinder center by the acoustic streaming flow. The secondary 
vortex could also be influenced by non-uniformities in acoustic beam strength, with 
higher sound pressure near the outer edge of the beam, as discussed in the previous 
section. At any rate, the second loop is very weak compared to the primary acoustic 




    
   
 
Figure 7.9. Variation of mean velocity magnitude with dimensionless time for different 
end-wall materials with ultrasound intensity 0I  2.11 W/cm2 and transducer height H = 
10 mm (red line), 30 mm (green line), and 50 mm (blue line). The plots are made for end-
walls made of (a) polyurethane, (b) acrylic, (c) Pyrex, and (d) ceramic. The point at 
which the vertical velocity on the cylinder axis changes sign is indicated by a circle. No 
change is sign is observed for the H = 50 mm cases in (a) and (b). 
 
 The flow field with Pyrex end-wall material exhibits a strong upward flow all along 
the cylinder axis, despite the fact that the acoustic streaming vortex ring (in the lower part 
of the cylinder) has the same direction of rotation as for the flows shown in Figures 7.10a 







ring is observed in the upper part of the cylinder close to the cylinder axis. This vortex 
ring is driven by the upward jet of fluid along the cylinder axis and the downward fluid 
motion on the outside of the cylinder, where the latter is forced by continuity. The case 
with ceramic end-wall material exhibits an interesting two-cell behavior. The lower cell 
exhibits an acoustic streaming vortex and downward axial flow, similar to the results in 
Figures 7.10a and b. However, the upper cell exhibits an upward axial flow with a vortex 
ring along the side of the axial jet, similar to the case in Figure 7.10c. As time progresses 
the upper vortex pair extends downward, expanding in size while the lower vortex pair 
shrinks.  Plots showing variation of the Grashof, Rayleigh, and Richardson numbers with 
time for the case with H = 50 mm and 0I  = 2.11 W/cm
2 are shown in Figure 7.11 for the 
four different end-wall materials. There is a general trend for materials with lower 
reflection coefficients to have higher values of the Grashof and Rayleigh numbers due to 
the fact that a larger fraction of the incident acoustic radiation passes into the end-wall 
material.  An exception to this observation occurs for ceramic and Pyrex, however, where 
the much higher specific heat of Pyrex leads to a lower surface temperature even though 
a larger amount of energy is absorbed by the material than for ceramic. The values of 
Richardson number are about two orders of magnitude smaller than those recorded for 
10H mm due to the increase in velocity with increase in container height.  The Richard 
number for the Pyrex is seen to fluctuate far more than that for the other materials. These 
fluctuations are due that fact that the flow structure for the thermal convection flow for 
Pyrex is prone to changing over time, resulting in a surface temperature and velocity 




      
      
 
Figure 7.10. Velocity magnitude contours and streamlines for the case with H = 50 mm 
and intensity 0I 2.11 W/cm2 at time 5.49t s. The plots are made for end-walls made 












       
 
Figure 7.11. Plots showing the variation of (a) the Grashof and Rayleigh numbers and (b) 
the Richardson number with time for a case with H = 50 mm, 0I  = 2.11 W/cm
2, and with 







CHAPTER 8: CONCLUSIONS FOR PART II 
 Ultrasound is often used to mix fluids in microwells and other small containers 
for biological and chemical assays. Ultrasonic mixing is convenient for such applications 
since it provides rapid mixing while avoiding possibility of contamination from physical 
stirring devices. The mixing can usually be accomplished in relatively short time periods, 
on the order of a few seconds, during which the flow field is dominated by acoustic 
streaming. Ultrasound is also used for various other applications in enclosed containers, 
such as to remove particles from a silicon disk or to deposit drug-loaded liposomes on 
human tissue, in which the time period required for the application is much longer, 
sometimes extending to minutes. In these latter cases, ultrasonic heating of the bottom 
surface of the container can be significant.  
 The current dissertation reports on an experimental study of the effect of bottom 
(or 'impingement') surface heating on the flow induced by ultrasound radiation. For short 
times, we observe formation of an acoustic stream driven flow with downward velocity 
(oriented toward the impingement surface) along the cylinder center. A velocity scale 
was derived for this flow showing that the velocity magnitude increases linearly with the 
acoustic intensity, after accounting for the reduction in intensity from sound reflection off 
the impingement surface. As the impingement surface heats up from absorption of 
ultrasound, a thermal buoyancy force develops that opposes the acoustic streaming body 
force within the fluid.  
 The effect of the combined acoustic streaming and thermal buoyancy body forces 
was examined for four different end-wall materials are examined (polyurethane, acrylic, 
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Pyrex, and alumina silica ceramic). For all of these materials, when the container depth is 
of the same order or less than the transducer radius, a transition to a thermal convection 
driven flow is observed to occur after a finite time (on the order of 5-25 s). This transition 
is typified by a decrease in the strength of the acoustic streaming flow, a reversal in 
direction of acoustic streaming along the cylinder axis, and eventually in reversal in sign 
of the acoustic stream vortex ring.  
 When the container depth is much greater than the transducer radius, the velocity 
magnitude in the initial acoustic streaming flow is observed to increase, in accordance 
with the fact that the distance over which the acoustic streaming body force acts on the 
fluid has increased. The response of these systems to long-time acoustic exposure is more 
complex than for more shallow containers, and it is observed to depend on the choice of 
end-wall material. For instance, in experiments with cylinder depth H = 50 mm and 
transducer radius 12b mm, cases with end-wall materials with small acoustic reflection 
coefficient have sufficiently strong the acoustic streaming flow that the thermal transition 
was never observed to occur within the experimental period (lasting about 166 s). 
However, in these cases a small secondary circulation cell is observed to form at the top 
of the cylinder, near the transducer, within which the direction of axial velocity changes 
from downward to upward. The thermal transition was observed to occur for cases with 
larger reflection coefficient, for which the acoustic streaming flow was weaker, so that at 
long time either the axial velocity was oriented upward, away from the impingement 




 In applications in which ultrasound is used to either deposit particles onto a 
surface or remove particles from a surface, both the exposure time and distance of the 
transducer from the impingement surface, as well as the acoustic properties of the end-
wall material, should be carefully selected to achieve a desired flow type. In applications 
where the goal is to generate either strong shear along the impingement surface or to have 
a strong impingement jet, we have shown that a large separation distance relative to the 
radius of the transducer is desirable. If a relatively small separation distance is used for 
such applications, the acoustic streaming velocity magnitude is weak and the flow pattern 
can quickly transition to a thermal convective flow, with an associated dramatic reduction 
in both surface shear stress and impingement jet magnitude. Applications such as the use 
of  acoustic streaming to deliver particles or liposomes to a surface via fluid transport 
may see a significant decrease in delivery efficiency if the flow regime is such that the 
ultrasonic flow is dominated by thermal convection. Similarly, for applications in which 
ultrasound is used to remove particles from a surface, the shear stress generated at the 
impingement surface is the critical factor leading to lift-off of the particles. Tuning the 
ultrasonic flow setup to ensure the presence of an acoustic-streaming driven flow over the 
entire period of ultrasonic exposure will result in optimal particle transport for 
applications of this type. Similarly, the transition to thermal convection may explain why 
some applications involving particle transport to a surface seem to achieve a saturated 
state after finite time, such that little further particle transport occurs after this time (e.g., 
Ma et al., 2015). Our hypothesis, based on the results of this study, is that the effective 
particle transport occurs during the period of time in which the flow regime is dominated 
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by acoustic streaming, but then little additional particle transport is produced once the 



















CHAPTER 9: FINAL CONCULSIONS AND RECOMMENDATIONS 
 This chapter summarizes all the research reported in the thesis, as well as 
formulates conclusions and recommendations based on the results.  The study presented 
examined two different flow fields for intended purpose of generating touch free methods 
for the deposition and removal of particles to and from a surface. The two methods 
examined for flow generation were (Part I) a central suction vortex surrounded by a ring 
of azimuthally angle jet and (Part II) an ultrasound source within a cylindrical space. For 
both of these methods the resulting flow field was examined in relation to the height of 
the flow source above the impingement plate and the flow rates generated.  The 
temperature difference between the fluid and the impingement surface of the 
ultrasonically induced flow was also examined using thermocouples.  The results were 
evaluated for their flow structure, shear at the impingement surface and how both varied 
with time and operating conditions.  In both experiments the shear stress and fluid 
velocity patterns were evaluated with the intention to ascertain how effective the 
generated flows would be at the removal and deposition of particulate from the 
impingement surface. Both methods were shown to be capable of generating shear forces 
along the impingement surface although the conditions used to generate the impingement 
flow were shown to have a significant effect on the magnitude and direction of the shear 
force.  For this reason the potential effectiveness of particle manipulation is highly 
dependent on the operating conditions of the evaluated methods.   
For the bounded vortex method the conditions which created the optimum 
conditions for particle removal involved a small separation distance between the 
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impingement surface and the nozzle and a high Reynolds number. The flow field 
generated by these conditions is dominated by a sepratrix which results in a split in the 
shear generated at the surface with the surface within the sepratrix being exposed to a 
radially inward shear while surfaces outside are exposed to a radially outward shear.  LIF 
and PIV imaging revealed that the nozzle’s ability to remove and capture particles was 
reduced by entrainment of fluid from the surrounding environment which resulted in the 
outward flow of the sepratrix.  As the separation distance between the nozzle and 
impingement surface increased this entrainment of outside fluid and a tendency towards 
generating turbulence further reduced the shear at the impingement surface.  Applications 
for this device could include the cleaning of hazardous materials such as asbestos due to 
the nozzle’s ability to remove and capture surface particulate. The possibility for 
developing the nozzle into a hand held device would allow for an ease of use which 
would facilitate the nozzles potential cleaning applications  
 The effectiveness of the acoustically driven at the removal and transport of 
surface particles was shown to be sensitive to both the separation distance between the 
impingement surface and the length of time the ultrasound is active.  The large separation 
distances were of importance in regard to particle manipulation since larger distances 
coincided with larger fluid velocities at the impingement surface.  The second important 
factor, the exposure time is of importance due to the heating of the impingement surface 
by the ultrasound.  The resulting temperature differential can generate buoyancy effects 
which result in lower velocity magnitudes at the impingement surface.  The acoustic 
characteristics of the end wall material, such as the acoustic reflection and absorption 
coefficient along with the specific heat were shown to have a strong influence on the time 
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scale in which the thermal turnover occurs.  Materials with low reflection, high 
absorption, and low specific heat characteristics were shown to generate the most thermal 
effects which result in significant buoyancy forces which can become the dominate.  The 
targeted delivery of particles and a better understanding of the optimum operating 
conditions for doing so has applications in fields such as medicine where ultrasound is 
use to deliver liposomes into a targeted tissue.  This type of targeted liposomes delivery 
also could be used in systems where chemicals need to be delivered to a surface but it is 
undesirable for the surrounding environment to be saturated in said chemicals. 
 The presented research demonstrates the uses and characteristics of two novel 
impinging flows with possible future research including extended study of these flow or 
the combination of the two.  A possible topic of future research of the bounded vortex 
nozzle would be to examine ways of changing the jet flows so as to generate a flow 
which is more analogous to a continuous annular jet.  The goal would be to reduce or 
eliminate the low velocity regions between the jets which allow for the entrainment of the 
surrounding fluid.  Along with this the effect of increasing the radius of the jet ring in 
order to enlarge to area exposed to could be a possible area of further research with a 
possible goal of observing if there is a potential drop off in particle collection with larger 
radiuses.  The research of acoustically driven flow could be expanded upon by 
performing experiments examining how mixing efficiency is effected by the time scale of 
the thermal turnover.  An explicit examination of particle removal of particles from the 
impingement surface may yield removal results which exceed the expected results from 
the measured shear stress alone since it has been shown in previous research that 
exposure to an ultrasound can decrease the force holding particles to a surface.  A nozzle 
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design which directly incorporated ultrasound sources in the area between the vortex and 
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