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Generalizing Robot Imitation Learning with Invariant
Hidden Semi-Markov Models
Ajay Kumar Tanwani¶,§, Jonathan Lee§, Brijen Thananjeyan§, Michael Laskey§,
Sanjay Krishnan§, Roy Fox§, Ken Goldberg§, Sylvain Calinon¶
Abstract. Generalizing manipulation skills to new situations requires extracting
invariant patterns from demonstrations. For example, the robot needs to under-
stand the demonstrations at a higher level while being invariant to the appearance
of the objects, geometric aspects of objects such as its position, size, orientation
and viewpoint of the observer in the demonstrations. In this paper, we propose
an algorithm that learns a joint probability density function of the demonstrations
with invariant formulations of hidden semi-Markov models to extract invariant
segments (also termed as sub-goals or options), and smoothly follow the gener-
ated sequence of states with a linear quadratic tracking controller. The algorithm
takes as input the demonstrations with respect to different coordinate systems
describing virtual landmarks or objects of interest with a task-parameterized for-
mulation, and adapt the segments according to the environmental changes in a
systematic manner. We present variants of this algorithm in latent space with
low-rank covariance decompositions, semi-tied covariances, and non-parametric
online estimation of model parameters under small variance asymptotics; yielding
considerably low sample and model complexity for acquiring new manipulation
skills. The algorithm allows a Baxter robot to learn a pick-and-place task while
avoiding a movable obstacle based on only 4 kinesthetic demonstrations.
Keywords: hidden Markov models, imitation learning, adaptive systems
1 Introduction
Generative models are widely used in robot imitation learning to estimate the distri-
bution of the data for regenerating samples from the model [1]. Common applications
include probability density function estimation, image regeneration, dimensionality re-
duction and so on. The parameters of the model encode the task structure which is
inferred from the demonstrations. In contrast to direct trajectory learning from demon-
strations, many problems arise in robotic applications that require higher contextual
level understanding of the environment. This requires learning invariant mappings in
the demonstrations that can generalize across different environmental situations such
as size, position, orientation of objects, and viewpoint of the observer. Recent trend in
imitation leaning is forgoing such a task structure for end-to-end supervised learning
which requires a large amount of training demonstrations.
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Fig. 1: Conceptual illustration of hidden semi-Markov model (HSMM) for imitation learning:
(left) 3-dimensional Z-shaped demonstrations composed of 5 equally spaced trajectory samples,
(middle) demonstrations are encoded with a 3 state HMM represented by Gaussians (shown as el-
lipsoids) that represent the blue, green and red segments respectively. The transition graph shows
a duration model (Gaussian) next to each node, (right) the generative model is combined with lin-
ear quadratic tracking (LQT) to synthesize motion in performing robot manipulation tasks from
5 different initial conditions marked with orange squares (see also Fig. 2).
The focus of this paper is to learn the joint probability density function of the hu-
man demonstrations with a family of Hidden Markov Models (HMMs) in an unsu-
pervised manner [22]. We combine tools from statistical machine learning and optimal
control to segment the demonstrations into different components or sub-goals that are
sequenced together to perform manipulation tasks in a smooth manner. We first present
a simple algorithm for imitation learning that combines the decoded state sequence of
a hidden semi-Markov model [22,35] with a linear quadratic tracking controller to fol-
low the demonstrated movement [2](see Fig. 1). We then augment the model with a
task-parameterized formulation such that it can be systematically adapted to changing
situations such as pose/size of the objects in the environment [4,26,31]. We present la-
tent space formulations of our approach to exploit the task structure using: 1) mixture of
factor analyzers decomposition of the covariance matrix [16], 2) semi-tied covariance
matrices of the mixture model [26], and 3) Bayesian non-parametric formulation of the
model with Hierarchical Dirichlet process (HDP) for online learning under small vari-
ance asymptotics [27]. The paper unifies and extends our previous work on encoding
manipulation skills in a task-adaptive manner [25,26,27]. Our objective is to reduce the
number of demonstrations required for learning a new task, while ensuring effective
generalization in new environmental situations.
1.1 Related Work
Imitation learning provides a promising approach to facilitate robot learning in the most
‘natural’ way. The main challenges in imitation learning include [18]: 1) what-to-learn
– acquiring meaningful data to represent the important features of the task from demon-
strations, and 2) how-to-learn – learning a control policy from the features to reproduce
the demonstrated behaviour. Imitation learning algorithms typically fall into behaviour
cloning or inverse reinforcement learning (IRL) approaches. IRL aims to recover
the unknown reward function that is being optimized in the demonstrations, while be-
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haviour cloning approaches directly learn from human demonstrations in a supervised
manner. Prominent approaches to imitation learning include Dynamic Movement Prim-
itives [10], Generative Adversarial Imitation Learning [9], one-shot imitation learning
[5] and so on [20].
This paper emphasizes learning manipulation skills from human demonstrations in
an unsupervised manner using a family of hidden Markov models by sequencing the
atomic movement segments or primitives. HMMs have been typically used for recog-
nition and generation of movement skills in robotics [11,15,23,34]. Other related ap-
plication contexts in imitation learning include options framework [7,12], sequencing
primitives [17], and neural task programs [33].
A number of variants of HMMs have been proposed to address some of its short-
comings, including: 1) how to bias learning towards models with longer self-dwelling
states, 2) how to robustly estimate the parameters with high-dimensional noisy data, 3)
how to adapt the model with newly observed data, and 4) how to estimate the number
of states that the model should possess. For example, [13] used HMMs to incremen-
tally group whole-body motions based on their relative distance in HMM space. [15]
presented an iterative motion primitive refinement approach with HMMs. [19] used
the Beta Process Autoregressive HMM for learning from unstructured demonstrations.
Figueroa et al. used the transformation invariant covariance matrix for encoding tasks
with a Bayesian non-parametric HMM [6].
In this paper, we address these shortcomings with an algorithm that learns a hid-
den semi-Markov model [22,35] from a few human demonstrations for segmentation,
recognition, and synthesis of robot manipulation tasks (see Sec. 2). The algorithm ob-
serves the demonstrationswith respect to different coordinate systems describing virtual
landmarks or objects of interest, and adapts the model according to the environmental
changes in a systematic manner in Sec. 3. Capturing such invariant representations al-
lows us to compactly encode the task variations than using a standard regression prob-
lem. We present variants of the algorithm in latent space to exploit the task structure in
Sec. 4. In Sec. 5, we show the application of our approach to learning a pick-and-place
task from a few demonstrations, with an outlook to our future work.
2 Hidden Markov Models
HiddenMarkovmodels (HMMs) encapsulate the spatio-temporal information by aug-
menting a mixture model with latent states that sequentially evolve over time in the
demonstrations [22]. HMM is thus defined as a doubly stochastic process, one with se-
quence of hidden states and another with sequence of observations/emissions. Spatio-
temporal encoding with HMMs can handle movements with variable durations, recur-
ring patterns, options in the movement, or partial/unaligned demonstrations. Without
loss of generality, we will present our formulation with semi-Markov models for the
remainder of the paper. Semi-Markov models relax the Markovian structure of state
transitions by relying not only upon the current state but also on the duration/elapsed
time in the current state, i.e., the underlying process is defined by a semi-Markov chain
with a variable duration time for each state. The state duration stay is a random integer
variable that assumes values in the set {1, 2, . . . , smax}. The value corresponds to the
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number of observations produced in a given state, before transitioning to the next state.
Hidden Semi-Markov Models (HSMMs) associate an observable output distribution
with each state in a semi-Markov chain [35], similar to how we associated a sequence
of observations with a Markov chain in a HMM.
Let {ξt}
T
t=1 denote the sequence of observations with ξt ∈ R
D collected while
demonstrating a manipulation task. The state may represent the visual observation,
kinesthetic data such as the pose and the velocities of the end-effector of the human
arm, haptic information, or any arbitrary features defining the task variables of the envi-
ronment. The observation sequence is associated with a hidden state sequence {zt}Tt=1
with zt ∈ {1 . . .K} belonging to the discrete set of K cluster indices. The cluster in-
dices correspond to different segments of the task such as reach, grasp, move etc. We
want to learn the joint probability density of the observation sequence and the hidden
state sequence. The transition between one segment i to another segment j is denoted
by the transition matrix a ∈ RK×K with ai,j , P (zt = j|zt−1 = i). The parameters
{µSj ,Σ
S
j } represent the mean and the standard deviation of staying s consecutive time
steps in state j as p(s) estimated by a GaussianN (s|µSj ,Σ
S
j ). The hidden state follows
a categorical distribution with zt ∼ Cat(πzt−1) where πzt−1 ∈ R
K is the next state
transition distribution over state zt−1 with Πi as the initial probability, and the obser-
vation ξt is drawn from the output distribution of state j, described by a multivariate
Gaussian with parameters {µj ,Σj}. The overall parameter set for an HSMM is defined
by
{
Πi, {ai,m}
K
m=1,µi,Σi, µ
S
i ,Σ
S
i
}K
i=1
.
2.1 Encoding with HSMM
For learning and inference in a HMM [22], we make use of the intermediary variables
as: 1) forward variable, αHMMt,i , P (zt = i, ξ1 . . . ξt|θ): probability of a datapoint
ξt to be in state i at time step t given the partial observation sequence {ξ1, . . . , ξt},
2) backward variable, βHMMt,i , P (ξt+1 . . . ξT |zt = i, θ): probability of the partial
observation sequence {ξt+1, . . . , ξT } given that we are in the i-th state at time step t,
3) smoothed node marginal γHMMt,i , P (zt = i|ξ1 . . . ξT , θ): probability of ξt to be
in state i at time step t given the full observation sequence ξ, and 4) smoothed edge
marginal ζHMMt,i,j , P (zt = i, zt+1 = j|ξ1 . . . ξT , θ): probability of ξt to be in state
i at time step t and in state j at time step t + 1 given the full observation sequence
ξ. Parameters
{
Πi, {ai,m}Km=1,µi,Σi
}K
i=1
are estimated using the EM algorithm for
HMMs, and the duration parameters {µSi ,Σ
S
i }
K
i=1 are estimated empirically from the
data after training using the most likely hidden state sequence zt = {z1 . . . zT } (see
App. 7.1 for details).
2.2 Decoding from HSMM
Given the learnedmodel parameters, the probability of the observed sequence {ξ1 . . . ξt}
to be in a hidden state zt = i at the end of the sequence (also known as filtering prob-
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lem) is computed with the help of the forward variable as
P (zt | ξ1, . . . , ξt) = h
HMM
t,i =
αHMMt,i∑K
k=1 α
HMM
t,k
=
piiN (ξt|µi,Σi)∑K
k=1 pikN (ξt|µk,Σk)
. (1)
Sampling from the model for predicting the sequence of states over the next time hori-
zonP (zt, zt+1, . . . , zTp | ξ1, . . . , ξt) can be done in two ways: 1) stochastic sampling:
the sequence of states is sampled in a probabilistic manner given the state duration and
the state transition probabilities. By stochastic sampling, motions that contain different
options and do not evolve only on a single path can also be represented. Starting from
the initial state zt = i, the s duration steps are sampled from {µ
S
i ,Σ
S
i }, after which
the next transition state is sampled zt+s+1 ∼ πzt+s . The procedure is repeated for the
given time horizon in a receding horizon manner; 2) deterministic sampling: the most
likely sequence of states is sampled and remains unchanged in successive sampling tri-
als. We use the forward variable of HSMM for deterministic sampling from the model.
The forward variable αHSMMt,i , P (zt = i, ξ1 . . . ξt|θ) requires marginalizing over the
duration steps along with all possible state sequences. The probability of a datapoint ξt
to be in state i at time step t given the partial observation sequence {ξ1, . . . , ξt} is now
specified as [35]
αHSMMt,i =
min(smax,t−1)∑
s=1
K∑
j=1
αHSMMt−s,j aj,i N (s|µ
S
i ,Σ
S
i )
t∏
c=t−s+1
N (ξc| µi,Σi), (2)
where the initialization is given by αHSMM1,i = Πi N (1|µ
S
i ,Σ
S
i ) N (ξ1| µi,Σi), and the
output distribution in state i is conditionally independent for the s duration steps given
as
∏t
c=t−s+1N (ξc| µi,Σi). Note that for t < s
max, the sum over duration steps is
computed for t − 1 steps, instead of smax. Without the observation sequence for the
next time steps, the forward variable simplifies to
αHSMMt,i =
min(smax,t−1)∑
s=1
K∑
j=1
αHSMMt−s,j aj,i N (s|µ
S
i ,Σ
S
i ). (3)
The forward variable is used to plan the movement sequence for the next Tp steps with
t = t+ 1 . . . Tp. During prediction, we only use the transition matrix and the duration
model to plan the future evolution of the initial/current state and omit the influence of
the spatial data that we cannot observe, i.e., N (ξt|µi,Σi) = 1 for t > 1. This is used
to retrieve a step-wise reference trajectory N (µˆt, Σˆt) from a given state sequence zt
computed from the forward variable with,
zt = {zt, . . . , zTp} = argmax
i
αHSMMt,i , µˆt = µzt , Σˆt = Σzt . (4)
Fig. 2 shows a conceptual representation of the step-wise sequence of states generated
by deterministically sampling from HSMM encoding of the Z-shaped data. In the next
section, we show how to synthesise robot movement from this step-wise sequence of
states in a smooth manner.
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Fig. 2: Sampling from HSMM from an unseen initial state ξ
0
over the next time horizon and
tracking the step-wise desired sequence of states N (µˆ
t
, Σˆt) with a linear quadratic tracking
controller. Note that this converges although ξ
0
was not previously encountered.
2.3 Motion Generation with Linear Quadratic Tracking
We formulate the motion generation problem given the step-wise desired sequence of
states {N (µˆt, Σˆt)}
Tp
t=1 as sequential optimization of a scalar cost function with a linear
quadratic tracker (LQT) [2]. The control policy ut at each time step is obtained by
minimizing the cost function over the finite time horizon Tp,
ct(ξt,ut) =
Tp∑
t=1
(ξt − µˆt)
⊤Qt(ξt − µˆt) + u
⊤
tRtut, (5)
s.t. ξt+1 = Adξt +Bdut,
starting from the initial state ξ1 and following the discrete linear dynamical system
specified by Ad and Bd. We consider a linear time-invariant double integrator sys-
tem to describe the system dynamics. Alternatively, a time-varying linearization of the
system dynamics along the reference trajectory can also be used to model the system
dynamics without loss of generality. Both discrete and continuous time linear quadratic
regulator/tracker can be used to follow the desired trajectory. The discrete time formu-
lation, however, gives numerically stable results for a wide range of values of R. The
control law u∗t that minimizes the cost function in Eq. (5) under finite horizon subject
to the linear dynamics in discrete time is given as,
u∗t =Kt(µˆt − ξt) + u
FF
t , (6)
where Kt = [K
P
t ,K
V
t ] are the full stiffness and damping matrices for the feedback
term, and uFFt is the feedforward term (see App. 7.2 for computing the gains). Fig. 2
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Fig. 3: Task-parameterized formulation of HSMM: four demonstrations on left are observed from
two coordinate systems that define the start and end position of the demonstration (starting in
purple position and ending in green position for each demonstration). The generative model is
learned in the respective coordinate systems. The model parameters in respective coordinate sys-
tems are adapted to the new unseen object positions by computing the products of linearly trans-
formed Gaussian mixture components. The resulting HSMM is combined with LQT for smooth
retrieval of manipulation tasks.
shows the results of applying discrete LQT on the desired step-wise sequence of states
sampled from an HSMM encoding of the Z-shaped demonstrations. Note that the gains
can be precomputed before simulating the system if the reference trajectory does not
change during the reproduction of the task. The resulting trajectory ξ∗t smoothly tracks
the step-wise reference trajectory µˆt and the gainsK
P
t ,K
V
t locally stabilize ξt along
ξ∗t in accordance with the precision required during the task.
3 Invariant Task-Parameterized HSMMs
Conventional approaches to encode task variations such as change in the pose of the
object is to augment the state of the environment with the policy parameters [21]. Such
an encoding, however, does not capture the geometric structure of the problem. Our
approach exploits the problem structure by introducing the task parameters in the form
of coordinate systems that observe the demonstrations frommultiple perspectives. Task-
parameterization enables the model parameters to adapt in accordance with the external
task parameters that describe the environmental situation, instead of hard coding the
solution for each new situation or handling it in an ad hocmanner [31]. When a different
situation occurs (pose of the object changes), changes in the task parameters/reference
frames are used to modulate the model parameters in order to adapt the robot movement
to the new situation.
3.1 Model Learning
We represent the task parameters with F coordinate systems, defined by {Aj, bj}Fj=1,
where Aj denotes the orientation of the frame as a rotation matrix and bj represents
the origin of the frame. We assume that the coordinate frames are specified by the user,
based on prior knowledge about the carried out task. Typically, coordinate frames will
be attached to objects, tools or locations that could be relevant in the execution of a
task. Each datapoint ξt is observed from the viewpoint of F different experts/frames,
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with ξ
(j)
t = A
−1
j (ξt−bj) denoting the datapoint observed with respect to frame j. The
parameters of the task-parameterized HSMM are defined by
θ =
{
{µ
(j)
i ,Σ
(j)
i }
F
j=1, {ai,m}
K
m=1, µ
S
i ,Σ
S
i
}K
i=1
,
where µ
(j)
i andΣ
(j)
i define the mean and the covariance matrix of i-th mixture compo-
nent in frame j. Parameter updates of the task-parameterized HSMM algorithm remain
the same as HSMM, except the computation of the mean and the covariance matrix
is repeated for each coordinate system separately. The emission distribution of the i-
th state is represented by the product of the probabilities of the datapoint to belong to
the i-th Gaussian in the corresponding j-th coordinate system. The forward variable of
HMM in the task-parameterized formulation is described as
αTP-HMMt,i =
( K∑
j=1
αHMMt−1,j aj,i
) F∏
j=1
N (ξ
(j)
t | µ
(j)
i ,Σ
(j)
i ). (7)
Similarly, the backward variable βTP-HMMt,i , the smoothed node marginal γ
TP-HMM
t,i , and the
smoothed edge marginal ζTP-HMMt,i,j can be computed by replacing the emission distribu-
tion N (ξt| µi,Σi) with the product of probabilities of the datapoint in each frame∏F
j=1N (ξ
(j)
t | µ
(j)
i ,Σ
(j)
i ). The duration model N (s|µ
S
i ,Σ
S
i ) is used as a replacement
of the self-transition probabilities ai,i. The hidden state sequence over all demonstra-
tions is used to define the duration model parameters {µSi ,Σ
S
i } as the mean and the
standard deviation of staying s consecutive time steps in the i-th state.
3.2 Model Adaptation in New Situations
In order to combine the output from coordinate frames of reference for an unseen sit-
uation represented by the frames {A˜j , b˜j}Fj=1, we linearly transform the Gaussians
back to the global coordinates with {A˜j , b˜j}Fj=1, and retrieve the new model parame-
ters {µ˜i, Σ˜i} for the i-th mixture component by computing the products of the linearly
transformed Gaussians (see Fig. 3)
N (µ˜i, Σ˜i) ∝
F∏
j=1
N
(
A˜jµ
(j)
i + b˜j , A˜jΣ
(j)
i A˜
⊤
j
)
. (8)
Evaluating the products of Gaussians represents the observation distribution of HSMM,
whose output sequence is decoded and combined with LQT for smooth motion genera-
tion as shown in the previous section.
Σ˜i =

 F∑
j=1
(
A˜jΣ
(j)
i A˜
⊤
j
)−1
−1
, µ˜i = Σ˜i
F∑
j=1
(
A˜jΣ
(j)
i A˜
⊤
j
)−1 (
A˜jµ
(j)
i + b˜j
)
.
(9)
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Fig. 4: Parameters representation of a diagonal, full and mixture of factor analyzers decomposi-
tion of covariance matrix. Filled blocks represent non-zero entries.
4 Latent Space Representations
Dimensionality reduction has long been recognized as a fundamental problem in unsu-
pervised learning. Model-based generative models such as HSMMs tend to suffer from
the curse of dimensionality when few datapoints are available. We use statistical sub-
space clustering methods that reduce the number of parameters to be robustly estimated
to address this problem. A simple way to reduce the number of parameters would be
to constrain the covariance structure to a diagonal or spherical/isotropic matrix, and re-
strict the number of parameters at the cost of treating each dimension separately. Such
decoupling, however, cannot encode the important motor control principles of coordi-
nation, synergies and action-perception couplings [32].
Consequently, we seek out a latent feature space in the high-dimensional data to
reduce the number of model parameters that can be robustly estimated. We consider
three formulations to this end: 1) low-rank decomposition of the covariance matrix
using Mixture of Factor Analyzers (MFA) approach [16], 2) partial tying of the covari-
ance matrices of the mixture model with the same set of basis vectors, albeit different
scale with semi-tied covariance matrices [8,26], and 3) Bayesian non-parametric se-
quence clustering under small variance asymptotics [14,24,27]. All the decompositions
can readily be combined with invariant task-parameterized HSMM and LQT for encap-
sulating reactive autonomous behaviour as shown in the previous section.
4.1 Mixture of Factor Analyzers
The basic idea of MFA is to perform subspace clustering by assuming the covariance
structure for each component of the form,
Σi = ΛiΛ
⊤
i +Ψi, (10)
whereΛi ∈ RD×d is the factor loadings matrix with d<D for parsimonious represen-
tation of the data, andΨi is the diagonal noise matrix (see Fig. 4 forMFA representation
in comparison to a diagonal and a full covariancematrix). Note that the mixture of prob-
abilistic principal component analysis (MPPCA) model is a special case of MFA with
the distribution of the errors assumed to be isotropic with Ψi = Iσ
2
i [29]. The MFA
model assumes that ξt is generated using a linear transformation of d-dimensional vec-
tor of latent (unobserved) factors f t,
ξt = Λif t + µi + ǫ, (11)
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where µi ∈ R
D is the mean vector of the i-th factor analyzer, f t ∼ N (0, I) is a
normally distributed factor, and ǫ∼N (0,Ψi) is a zero-mean Gaussian noise with di-
agonal covarianceΨi. The diagonal assumption implies that the observed variables are
independent given the factors. Note that the subspace of each cluster is not spanned by
orthogonal vectors, whereas it is a necessary condition in models based on eigendecom-
position such as PCA. Each covariance matrix of the mixture component has its own
subspace spanned by the basis vectors of Σi. As the number of components increases
to encode more complex skills, an increasing large number of potentially redundant pa-
rameters are used to fit the data. Consequently, there is a need to share the basis vectors
across the mixture components as shown below by semi-tying the covariance matrices
of the mixture model.
4.2 Semi-Tied Mixture Model
When the covariance matrices of the mixture model share the same set of parameters
for the latent feature space, we call the model a semi-tied mixture model [26]. The
main idea behind semi-tied mixture models is to decompose the covariance matrix Σi
into two terms: a common latent feature matrixH ∈ RD×D and a component-specific
diagonal matrixΣ
(diag)
i ∈ R
D×D, i.e.,
Σi =HΣ
(diag)
i H
⊤. (12)
The latent feature matrix encodes the locally important synergistic directions repre-
sented by D non-orthogonal basis vectors that are shared across all the mixture com-
ponents, while the diagonal matrix selects the appropriate subspace of each mixture
component as convex combination of a subset of the basis vectors ofH . Note that the
eigen decomposition of Σi = U iΣ
(diag)
i U
⊤
i contains D basis vectors of Σi in U i.
In comparison, semi-tied mixture model gives D globally representative basis vectors
that are shared across all the mixture components. The parametersH and Σ
(diag)
i are
updated in closed form with EM updates of HSMM [8].
The underlying hypothesis in semi-tying the model parameters is that similar coor-
dination patterns occur at different phases in a manipulation task. By exploiting the spa-
tial and temporal correlation in the demonstrations, we reduce the number of parameters
to be estimated while locking the most important synergies to cope with perturbations.
This allows the reuse of the discovered synergies in different parts of the task having
similar coordination patterns. In contrast, the MFA decomposition of each covariance
matrix separately cannot exploit the temporal synergies, and has more flexibility in lo-
cally encoding the data.
4.3 Bayesian Non-Parametrics under Small Variance Asymptotics
Specifying the number of latent states in a mixture model is often difficult. Model se-
lection methods such as cross-validation or Bayesian Information Criterion (BIC) are
typically used to determine the number of states. Bayesian non-parametric approaches
comprising of Hierarchical Dirichlet Processes (HDPs) provide a principled model se-
lection procedure by Bayesian inference in an HMMwith infinite number of states [28].
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Fig. 5: Bayesian non-parametric clustering of Z-shaped streaming data under small variance
asymptotics with: (left) online DP-GMM, (right) online DP-MPPCA. Note that the number of
clusters and the subspace dimension of each cluster is adapted in a non-parametric manner.
These approaches provide flexibility in model selection, however, their widespread use
is limited by the computational overhead of existing sampling-based and variational
techniques for inference. We take a small variance asymptotics approximation of the
Bayesian non-parametric model that collapses the posterior to a simple deterministic
model, while retaining the non-parametric characteristics of the algorithm.
Small variance asymptotic (SVA) analysis implies that the covariance matrixΣi of
all the Gaussians is set to the isotropic noise σ2, i.e., Σi ≈ limσ2→0 σ
2I in the likeli-
hood function and the prior distribution [14,3]. The analysis yields simple deterministic
models, while retaining the non-parametric nature. For example, SVA analysis of the
Bayesian non-parametric GMM leads to the DP-means algorithm [14]. Similarly, SVA
analysis of the Bayesian non-parametric HMM under Hierarchical Dirichlet Process
(HDP) yields the segmental k-means problem [24].
Restricting the covariance matrix to an isotropic/spherical noise, however, fails to
encode the coordination patterns in the demonstrations. Consequently, we model the
covariance matrix in its intrinsic affine subspace of dimension di with projection ma-
trix Λdii ∈ R
D×di , such that di < D and Σi = limσ2→0Λ
di
i Λ
di
⊤
i + σ
2I (akin to
DP-MPPCA model). Under this assumption, we apply the small variance asymptotic
limit on the remaining (D− di) dimensions to encode the most important coordination
patterns while being parsimonious in the number of parameters (see Fig. 5). Performing
small-variance asymptotics of the joint likelihood of HDP-HMM yields the maximum
aposteriori estimates of the parameters by iteratively minimizing the loss function∗
L(z,d,µ,U ,a) =
T∑
t=1
dist(ξt,µzt ,U
di
zt
)2 + λ(K − 1)
+ λ1
K∑
i=1
di − λ2
T−1∑
t=1
log(azt,zt+1) + λ3
K∑
i=1
(τi − 1),
where dist(ξt,µzt ,U
d
zt
)2 represents the distance of the datapoint ξt to the subspace of
cluster zt defined by mean µzt and unit eigenvectors of the covariance matrixU
d
zt
(see
App. 7.3). The algorithm optimizes the number of clusters and the subspace dimen-
∗Setting di = 0 by choosing λ1 ≫ 0 gives the loss function formulation with isotropic
Gaussian under small variance asymptotics [24].
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100 200
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Fig. 6: (left) Baxter robot picks the glass plate with a suction lever and places it on the cross after
avoiding an obstacle of varying height, (centre-left) reproduction for previously unseen object
and obstacle position, (cente-right) left-right HSMM encoding of the task with duration model
shown next to each state (smax = 100), (right) rescaled forward variable evolution of the forward
variable over time.
sion of each cluster while minimizing the distance of the datapoints to the respective
subspaces of each cluster. The λ2 term favours the transitions to states with higher tran-
sition probability (states which have been visited more often before), λ3 penalizes for
transition to unvisited states with τi denoting the number of distinct transitions out of
state i, while λ and λ1 are the penalty terms for increasing the number of states and the
subspace dimension of each output state distribution.
The analysis is used here for scalable online sequence clustering that is non-parametric
in the number of clusters and the subspace dimension of each cluster. The resulting al-
gorithm groups the data in its low dimensional subspace with non-parametric mixture
of probabilistic principal component analyzers based on Dirichlet process, and captures
the state transition and state duration information in a HDP-HSMM. The cluster assign-
ment and the parameter updates at each iteration minimize the loss function, thereby, in-
creasing the model fitness while penalizing for new transitions, new dimensions and/or
new clusters. An interested reader can find more details of the algorithm in [27].
5 Experiments, Results and Discussion
We now show how our proposed work enables a Baxter robot to learn a pick-and-place
task from a few human demonstrations. The objective of the task is to place the object
in a desired target position by picking it from different initial poses of the object, while
adapting the movement to avoid the obstacle. The setup of pick-and-place task with ob-
stacle avoidance is shown in Fig. 6. The Baxter robot is required to grasp the glass plate
with a suction lever placed in an initial configuration as marked on the setup. The obsta-
cle can be vertically displaced to one of the 8 target configurations.We describe the task
with two frames, one frame for the object initial configuration with {A1, b1} and other
frame for the obstacle {A2, b2} withA2 = I and b2 to specify the centre of the obsta-
cle. We collect 8 kinesthetic demonstrations with different initial configurations of the
object and the obstacle successively displaced upwards as marked with the visual tags
in the figure. Alternate demonstrations are used for the training set, while the rest are
used for the test set. Each observation comprises of the end-effector Cartesian position,
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Fig. 7: Task-Parameterized HSMM performance on pick-and-place with obstacle avoidance task:
(top) training set reproductions, (bottom) testing set reproductions.
quaternion orientation, gripper status (open/closed), linear velocity, quaternion deriva-
tive, and gripper status derivative with D = 16, P = 2, and a total of 200 datapoints
per demonstration. We represent the frame {A1, b1} as
A
(n)
1 =


R
(n)
1 0 0 0 0
0 E
(n)
1 0 0 0
0 0 R
(n)
1 0 0
0 0 0 E1(n) 0
0 0 0 0 1

 , b
(n)
1 =


p
(n)
1
0
0
0
1

 , (13)
where p
(n)
1 ∈ R
3,R
(n)
1 ∈ R
3×3, E
(n)
1 ∈ R
4×4 denote the Cartesian position, the ro-
tation matrix and the quaternion matrix in the n-th demonstration respectively. Note
that we do not consider time as an explicit variable as the duration model in HSMM
encapsulates the timing information locally.
Performance setting in our experiments is as follows: {pii,µi,Σi}
K
i=1 are initialized
using k-means clustering algorithm, R = 9I, where I is the identity matrix, learning
converges when the difference of log-likelihood between successive demonstrations is
less than 1× 10−4. Results of regenerating the movements with 7 mixture components
are shown in Fig. 7. For a given initial configuration of the object, the model parameters
are adapted by evaluating the product of Gaussians for a new frame configuration. The
reference trajectory is then computed from the initial position of the robot arm using
the forward variable of HSMM and tracked using LQT. The robot arm moves from its
initial configuration to align itself with the first frame {A1, b1} to grasp the object, and
follows it with the movement to avoid the obstacle and subsequently, align with the
second frame {A2, b2} before placing the object and returning to a neutral position.
The model exploits variability in the observed demonstrations to statistically encode
different phases of the task such as reach, grasp, move, place, return. The imposed
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Fig. 8: Latent space representations of invariant task-parameterized HSMM for a randomly cho-
sen demonstration from the test set. Black dotted lines show human demonstration, while grey
line shows the reproduction from the model (see supplementary materials for details).
Table 1: Performance analysis of invariant hidden Markov models with training MSE, testing
MSE, number of parameters for pick-and-place task. MSE (in meters) is computed between the
demonstrated trajectories and the generated trajectories (lower is better). Latent space formula-
tions give comparable task performance with much fewer parameters.
Model Training MSE Testing MSE
Number of
Parameters
pick-and-place via obstacle avoidance (K = 7, F = 2, D = 16)
HSMM 0.0026± 0.0009 0.014± 0.0085 2198
Semi-Tied HSMM 0.0033± 0.0016 0.0131± 0.0077 1030
MFA HSMM (dk = 1) 0.0037± 0.0011 0.0109± 0.0068 742
MFA HSMM (dk = 4) 0.0025± 0.0007 0.0119± 0.0077 1414
MFA HSMM (dk = 7) 0.0023± 0.0009 0.0123± 0.0084 2086
SVA HDP HSMM
0.0073± 0.0024 0.0149± 0.0072 1352
(K = 8, d¯k = 3.94)
structure with task-parameters and HSMM allows us to acquire a new task in a few
human demonstrations, and generalize effectively in picking and placing the object.
Table 1 evaluates the performance of the invariant task-parameterized HSMM with
latent space representations. We observe significant reduction in the model parameters,
while achieving better generalization on the unseen situations compared to the task-
parameterized HSMM with full covariance matrices (see Fig. 8 for comparison across
models). It is seen that the MFA decomposition gives the best performance on test set
with much fewer parameters.
6 Conclusions
Learning from demonstrations is a promising approach to teach manipulation skills
to robots. In contrast to deep learning approaches that require extensive training data,
generative mixture models are useful for learning from a few examples that are not
explicitly labelled. The formulations are inspired by the need to make generative mix-
ture models easy to use for robot learning in a variety of applications, while requiring
considerably less learning time.
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We have presented formulations for learning invariant task representations with hid-
den semi-Markov models for recognition, prediction, and reproduction of manipulation
tasks; along with learning in latent space representations for robust parameter estima-
tion of mixture models with high-dimensional data. By sampling the sequence of states
from the model and following them with a linear quadratic tracking controller, we are
able to autonomously performmanipulation tasks in a smooth manner. This has enabled
a Baxter robot to tackle a pick-and-place via obstacle avoidance problem from previ-
ously unseen configurations of the environment. A relevant direction of future work is
to not rely on specifying the task parameters manually, but to infer generalized task rep-
resentations from the videos of the demonstrations in learning the invariant segments.
Moreover, learning the task model from a a small set of labelled demonstrations in a
semi-supervised manner is an important aspect in extracting meaningful segments from
demonstrations.
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7 Appendix
7.1 EM updates of HMM
The intermediary variables, namely forward variable αHMMt,i , backward variable β
HMM
t,i ,
smoothed node marginal γHMMt,i , and smoothed edge marginal ζ
HMM
t,i,j are mathemati-
cally represented as:
αHMMt,i =
( K∑
j=1
αHMMt−1,j aj,i
)
N (ξt| µi,Σi), β
HMM
t,i =
K∑
j=1
ai,j N (ξt+1| µj ,Σj) β
HMM
t+1,j ,
γHMMt,i =
αHMMt,i β
HMM
t,i
K∑
k=1
αHMMt,k β
HMM
t,k
, ζHMMt,i,j =
αHMMt,i ai,j N (ξt+1| µj ,Σj) β
HMM
t+1,j
K∑
k=1
K∑
l=1
αHMMt,k ak,l N (ξt+1| µl,Σl) β
HMM
t+1,l
.
(14)
The expected complete log-likelihood of HMMs for a set ofM demonstrations,Q(θ, θ old) =
E
{∑M
m=1
∑T
t=1 logP(ξm,t, zt|θ) | ξ, θ
old
}
, is maximized in an EM manner with
Q(θ, θ old) =
K∑
i=1
M∑
m=1
γHMMm,1,i logΠi +
K∑
i=1
K∑
j=1
M∑
m=1
T∑
t=1
ζHMMm,t,i,j log ai,j +
M∑
m=1
T∑
t=1
K∑
i=1
P(zt = i|ξm,t, θ
old) logN (ξm,t|µi,Σi). (15)
E-step: γHMMm,t,i =
αHMMt,i β
HMM
t,i
K∑
k=1
αHMMt,k β
HMM
t,k
,
M-step: Πi ←
∑M
m=1 γ
HMM
m,1,i
M
ai,j ←
∑M
m=1
∑Tm−1
t=1 ζ
HMM
m,t,i,j∑M
m=1
∑Tm−1
t=1 γ
HMM
m,t,i
,
µi ←
∑M
m=1
∑Tm
t=1 γ
HMM
m,t,i ξm,t∑M
m=1
∑Tm
t=1 γ
HMM
m,t,i
, Σi ←
∑M
m=1
∑Tm
t=1 γ
HMM
m,t,i(ξm,t − µi)(ξm,t − µi)
⊤∑M
m=1
∑Tm
t=1 γ
HMM
m,t,i
.
Note that numerical underflow issues occur with a naive implementation of the above
algorithm. In practice, a simple approach to avoid this issue is to rely on scaling factors
during the computation of the forward and backward variables, which get canceled out
when normalizing the posterior [22].
7.2 Linear Quadratic Tracking
The discrete-time dynamical system for the double integrator is defined as,
ξt+1︷ ︸︸ ︷[
xt+1
xt+2
]
=
Ad︷ ︸︸ ︷[
I ∆t
0 I
] ξt︷ ︸︸ ︷[
xt
xt+1
]
+
Bd︷ ︸︸ ︷[
I 12∆t
2
I∆t
]
ut. (16)
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The control law u∗t that minimizes the cost function in Eq. (5) under finite horizon
subject to the linear dynamics in discrete time is given as,
u∗t = − (R+B
⊤
dP tBd)
−1
B⊤dP tAd (ξt − µˆt)− (R +B
⊤
dP tBd)
−1
B⊤d (P t (Adµˆt − µˆt) + dt) ,
=KPt (µˆ
x
t − xt) +K
V
t (µˆ
x˙
t − x˙t)− (R+B
⊤
dP tBd)
−1
B⊤d (P t (Adµˆt − µˆt) + dt) , (17)
where [KPt ,K
V
t ] = − (R+B
⊤
dP tBd)
−1
B⊤dP tAd are the full stiffness and damping
matrices for the feedback term, and (R+B⊤dP tBd)
−1
B⊤d (P t (Adµˆt − µˆt) + dt)
is the feedforward term. P t and dt are respectively obtained by solving the Riccati
differential equation and linear differential equation backwards in discrete time from
terminal conditionsP Tp = QTp and dTp = 0,
P t−1 = Qt −A
⊤
d
(
P tBd (R+B
⊤
dP tBd)
−1
B⊤dP t − P t
)
Ad, (18)
dt−1 =
(
A⊤d −A
⊤
dP tBd (R +B
⊤
dP tBd)
−1
B⊤d
)(
P t
(
Adµˆt − µˆt+1
)
+ dt
)
.(19)
For the infinite horizon case with T → ∞ and the desired pose µˆt = µˆt0 , the
control law in (17) remains the same except the feedforward term is set to zero and
P t−1 = P t = P is the steady-state solution obtained by eigen value decomposition of
the discrete algebraic Riccati equation (DARE) in (18) [2]. To solve DARE, we define
the symplectic matrix,
Hb =
[
Ad +BdR
−1B⊤d(A
−1
d )
⊤Q BdR
−1B⊤d(A
−1
d )
⊤
−(A−1d )
⊤Q (A−1d )
⊤
]
. (20)
The eigenvectors of Hb corresponding to eigenvalues lying inside the unit circle are
used to solve DARE. Let
[
V⊤1 V
⊤
21
]
⊤
denote the corresponding subspace ofHb, then
the solution of DARE is, P = V 21V
−1
1 and the control law takes the form,
u∗t = −(R+B
⊤
dPBd)
−1B⊤dPAd(ξt − µˆt). (21)
Both discrete and continuous time linear quadratic regulator/tracker can be used to fol-
low the desired pose/trajectory. The discrete time formulation, however, gives numeri-
cally stable results for a wide range of values ofR.
7.3 Distance to Cluster Subspace vs Distance to Cluster Mean
The distance of a datapoint ξt to an existing cluster with mean µi is represented as:
‖ξt − µi‖
2
2. In contrast, we define the distance of a datapoint from the subspace of a
cluster, dist(ξt,µi,U
di
i )
2, as the difference between the mean-centered datapoint and
the mean-centered datapoint projected upon the subspace Udii ∈ R
D×di spanned by
the di unit eigenvectors of the covariance matrix, i.e.,
dist(ξt,µi,U
di
i ) =
∥∥∥(ξt − µi)− ρiUdii Udi⊤i (ξt − µi)
∥∥∥
2
, (22)
where
ρi = exp
(
−
‖ξt − µi‖
2
2
bm
)
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weighs the projected mean-centered datapoint according to the distance of the datapoint
from the cluster center (0 < ρi ≤ 1). Its effect is controlled by the bandwidth parameter
bm. If bm is large, then the far away clusters have a greater influence; otherwise nearby
clusters are favored. Note that ρi assigns more weight to the projected mean-centered
datapoint for the nearby clusters than the distant clusters to limit the size of the clus-
ter/subspace. Our subspace distance formulation is different from [30] as we weigh the
subspace of the nearby clusters more than the distant clusters. This allows us to avoid
clustering all the datapoints in the same subspace (near or far) together.
7.4 Pick-and-Place with Obstacle Avoidance Results
Fig. 9: Latent space representations of invariant task-parameterized HSMM for a randomly cho-
sen demonstration from the test set. Black dotted lines show human demonstration, while grey
line shows the reproduction from the model.
