Abstract. We consider the two-dimensional discrete scan statistic generated by a block-factor type model obtained from i.i.d. sequence. We present an approximation for the distribution of the scan statistics and the corresponding error bounds. A simulation study illustrates our methodology.
Introduction
Let Most of research devoted to the two-dimensional discrete scan statistic considers the i.i.d. model for the random variables X i,j . Then, the statistic S is used for testing the null hypothesis of randomness (H 0 ), that assumes that X i,j 's are independent and identically distributed according to some specified probability law, in general Bernoulli, binomial or Poisson (Chen and Glaz [1996] , Glaz, Naus and Wallenstein [2001] ), against an alternative (H 1 ) of clustering. Under H 1 , one suppose that there is a change, with respect to H 0 , in the distribution of the random field within a rectangular sub-region R(i * , j * ) ⊂ R, with 1 ≤ i * ≤ N 1 − m 1 + 1, 1 ≤ j * ≤ N 2 − m 2 + 1, while outside this region X i,j 's are distributed according to the null hypothesis distribution. As an example, consider that under H 0 , X i,j 's are i.i.d. Poisson random variables with mean λ 0 . In this setting, the alternative hypothesis assumes that there exists a rectangular sub-region R(i * , j * ) such that for i * ≤ i ≤ i * + m 1 − 1 and j * ≤ j ≤ j * + m 2 − 1 the distribution of X i,j is given by a Poisson distribution of mean λ 1 > λ 0 whereas in R \ R(i * , j * ) the events occur according to the distribution specified by the null hypothesis.
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The distribution of the two-dimensional scan statistic,
is successfully applied in brain imaging (Naiman and Priebe [2001] ), astronomy (Darling and Waterman [1986] , Marcos and Marcos [2008] ), target detection in sensors networks (Goerriero, Willett and Glaz [2009] ), reliability theory (Boutsikas and Koutras [2000] ) among many other domains. For an overview of the potential applications of the scan statistics one can refer to the monographs of Glaz, Naus and Wallenstein [2001] and more recently the one of Glaz, Pozdnyakov and Wallenstein [2009, Chapter 6] . Since there are no exact formulas for P(S ≤ n), various methods of approximation and bounds have been proposed by several authors. An overview of these methods as well as a complete bibliography on the subject can be found in Chen and Glaz [1996] , Glaz, Naus and Wallenstein [2001, Chapter 16] , Boutsikas and Koutras [2003] , Haiman and Preda [2006] and the references therein. In this paper we introduce a dependence structure for the underlying random field
based on a block-factor model and approximate the distribution of the two dimensional discrete scan statistics in this setting. Writing the scan statistics random variable S as the maximum of a 1-dependent stationary sequence, we approximate its distribution employing a result obtained by Haiman [1999] and later improved by Amȃrioarei [2012] . This approach was successfully used to evaluate the distribution of scan statistics, both in discrete and continuous cases, in a series of articles: for one-dimensional case in Haiman [2000] and Haiman [2007] , for two-dimensional case in Haiman and Preda [2006] and Haiman and Preda [2002] and for three-dimensional case in Amȃrioarei and Preda [2013] . The advantage of our approach is that it can be applied under very general conditions and provides accurate approximations and sharp bounds for the errors. The paper is organized as follows. In Section 2, we introduce the block-factor type model that will generate the random field to be scanned. The methodology for approximating the distribution of the scan statistics generated by the block-factor model as well as the associated error bounds are presented in Section 3. Section 4 includes numerical results based on simulations for a particular block-factor model.
Block-factor type model
In this section we introduce a particular dependence structure for the random field {X i,j | 1 ≤ i ≤ N 1 , 1 ≤ j ≤ N 2 } based on a block-factor type model. Recall that (see Burton, Goulet and Meester [1993] ) a sequence (W l ) l≥1 of random variables with state space S W is said to be a k block-factor of the sequence (W l ) l≥1 with state space SW , if there is a measurable function f :
for all l. Our block-factor type model is defined in the following way. LetÑ 1 ,Ñ 2 be positive integers and X i,j | 1 ≤ i ≤Ñ 1 , 1 ≤ j ≤Ñ 2 be a family of independent and identically distributed real valued random variables. Notice that if the regioñ
is divided in a grid with step 1, then we can locate the random variablesX i,j as being at the intersection of the j-th row with the i-th column. Let x 1 , x 2 , y 1 , y 2 be nonnegative integers such that x 1 + x 2 ≤Ñ 1 − 1 and y 1 + y 2 ≤ N 2 − 1. Define c 1 = x 1 + x 2 + 1, c 2 = y 1 + y 2 + 1 and take N s =Ñ s − c s + 1 for s ∈ {1, 2}. To each pair (i, j) ∈ {x 1 + 1, . . . ,Ñ 1 − x 2 } × {y 1 + 1, . . . ,Ñ 2 − y 2 } we associate the random matrix of size c 2 × c 1 , C (i,j) ∈ M c2,c1 (R), with entries
If T : M c2,c1 (R) → R is a measurable function then the block-factor type model is given by Figure 1 illustrates the construction of the block-factor model: on the left (see Fig 1(a) ) is presented the configuration matrix defined by Eq.(2.1) and the resulted random variable after applying the transformation T ; on the right (see Fig 1(b) ) is exemplified how the i.i.d. model is transformed into the block-factor model .
Xi−x 1 ,j−y 1 (b) Figure 1 . Illustration of the block-factor type model
} forms a dependent family of random variables (see Fig 2) .
Recall that a sequence (W k ) k≥1 is m-dependent with m ≥ 1 (see Burton, Goulet and Meester [1993] ), if for any h ≥ 1 the σ-fields generated by {W 1 , . . . , W h } and {W h+m+1 , . . . } are independent. From the definition of the random variables X i,j given by Eq.(2.2), we observe that for each 1 ≤ i ≤ N 1 the sequence (X i,j ) 1≤j≤N2 is (c 2 − 1)-dependent and for each 1 ≤ j ≤ N 2 the sequence (X i,j ) 1≤i≤N1 is (c 1 − 1)-dependent (see also Fig 2) .
Remark 2.1. Notice that if c 1 = c 2 = 1 (x 1 = x 2 = 0 and y 1 = y 2 = 0) then the sequence X i,j =X i,j and we are in the i.i.d. situation. In this case the distribution of the two-dimensional scan statistics can be approximated using the known methods
Xi−c 1 +1,j+c 2 −1
(see Glaz, Naus and Wallenstein [2001, Chapter 16] and Glaz, Pozdnyakov and Wallenstein [2009] ). If we takeÑ 2 = 1, which automatically implies that c 2 = 1, we obtain an one dimensional block-factor model W i = X i,1 and the two-dimensional scan statistic becomes the usual discrete scan statistics in one dimension over a (c 1 −1)-dependent sequence. The distribution of one dimensional scan statistics over this type of dependence was studied by Haiman and Preda [2013] in the particular case of Gaussian stationary 1-dependent (x 1 = 0, x 2 = 1 and c 1 = 2) sequences W i ∼ N (0, 1) of random variables generated by a two block-factor of the form
where a 2 + b 2 = 1 and (U i ) i≥1 is an i.i.d. sequence of N (0, 1) random variables. An application of the one dimensional scan statistics over a sequence of moving average of order q (c 1 = q + 1) is presented in Section 4.2.
Based on the model presented in this section, in Section 3 we give an approximation for the distribution of two-dimensional scan statistic over the random field generated by the family X i,j and the corresponding error bounds.
Approximation and error bounds
In this section we present the methodology used to obtain the approximation of the two-dimensional discrete scan statistics distribution over the field generated by the block-factor model described in Section 2. Let's consider the scanning window of size m 1 × m 2 with m 1 ≥ 2, m 2 ≥ 2 and assume that for
and define the sequence
The random variables Z k represent the scan statistics on the overlapping Figure 3 . Illustration of Z k emphasizing the 1-dependence Remark 3.1. If we consider the extreme situation when c 2 = m 2 = 1 (or c 1 = m 1 = 1), that is when we have row (column) independence and we are scanning only on rows (columns), then the sequence described by Eq.(3.1) is no longer well defined. In this case we define
where
We observe that from Eq.(3.1) the set of random variables {Z 1 , . . . , Z L2 } is 1-dependent (see also Figure 3 ). Indeed, we have
and similarly,
From the above relations, the measurability of T from the definition of the dependent model {X i,j |1 ≤ i ≤ N 1 , 1 ≤ j ≤ N 2 } and the independence of the sequence X i,j |1 ≤ i ≤Ñ 1 , 1 ≤ j ≤Ñ 2 we conclude that the sequence (Z k ) 1≤k≤L2 is 1-dependent. SinceX i,j are identically distributed we deduce stationarity of the random variables Z k .
Notice that from Eq.(3.1) and the definition of the two-dimensional scan statistics in Eq.(2.1) we have the following relation
The relation described by Eq.(3.3) is the key idea behind our approximation, i.e. the scan statistic random variable can be expressed as a maximum of 1-dependent stationary sequence of random variables. The approximation methodology that we use is based on the following result developed in Haiman [1999, Theorem 4] and improved in Amȃrioarei [2012, Theorem 2.6]: Let (W k ) k≥1 be a stationary 1-dependent sequence of random variables and for
Assume that x is such that q 1 (x) ≥ 1−α ≥ 0.9 and define η = 1+lα with l = l(α) > t 3 2 (α) and t 2 (α) the second root in magnitude of the equation αt 3 − t + 1 = 0. Then the following relation holds
and where Γ(α) = L(α) + E(α) and
+ 9α(4 + 3α + 3α 2 ) + 55.1 (3.8)
Following the approach in Amȃrioarei and Preda [2013] for three dimensional scan statistics, we obtain an approximation formula for the distribution of two-dimensional scan statistic S along with the corresponding error bounds, in two steps as follows. Define for r ∈ {2, 3},
For n such that Q 2 (n) ≥ 1 − α 1 ≥ 0.9, we apply the result in Theorem 3.2 to obtain the first step approximation
In order to evaluate the approximation in Eq.(3.11) one has to find approximations for the quantities Q 2 and Q 3 . To achieve this, we apply again the result of Theorem 3.2. We define, as in Eq.(3.1), for each r ∈ {2, 3} and l ∈ {1, 2, . . . , L 1 } the random variables
As described in the case of the sequence Z k , we deduce that the random variables Z (r) l defined by Eq.(3.12) are stationary, 1-dependent and the following relation holds:
(3.13)
Denoting, for u, v ∈ {2, 3}
3.14) then, under the supplementary condition that n is such that Q 23 (n) ≥ 1 − α 2 ≥ 0.9, we apply Theorem 3.2 to obtain
Combining Eq.(3.11) and Eq.(3.15) we find an approximation formula for the distribution of the two-dimensional scan statistic depending on the values of Q 22 , Q 23 , Q 32 and Q 33 . There are no exact formulas for Q uv , u, v ∈ {2, 3}, thus these quantities will be evaluated using Monte Carlo simulation. The approximation process is summarized by the diagram in for j ∈ {1, 2}. Based on the inequalities
16) where for j ∈ {1, 2} we consider M j = (L j + 2)(m j + c j − 2) − (c j − 1) and T j = (L j + 1)(m j + c j − 2) − (c j − 1), we can approximate the distribution of the scan statistics by linear interpolation.
Computing the error bounds.
For the error computation we have to notice that there are three expressions involved: the first one is the theoretical error (E app ) obtained from the substitution of Eq.(3.15) in Eq.(3.11) whereas the other two are simulations errors, one corresponding to the approximation formula (E sf ) and the other to the error formula (E sapp ). In what follows we will deal with each of them separately. To simplify the presentation it will be convenient to introduce the following notations:
Notice that the choice for the thresholds α 1 and α 2 is natural since we have the inequalities Q 3 ≤ Q 2 and Q 23 ≤ Q 22 . Based on mean value theorem in two dimensions, one can easily verify that if y i ≤ x i , i ∈ {1, 2} then we have the relation
(3.17)
Rewriting Eq.(3.11) using the above notations and applying the inequality in Eq.(3.17) we can write
If we substitute Eq.(3.15) in Eq.(3.18) and take
2 , then the theoretical approximation error is given by
To compute the simulation error corresponding to the approximation formula let us denote withQ uv the simulated values corresponding to Q uv for each u, v ∈ {2, 3}. Usually between the true and the estimated values we have a relation of the type
Indeed, if IT ER is the number of iterations used in the Monte Carlo simulation algorithm for the estimation of Q uv then, one can consider, for example, the bound β uv = 1.96
with a 95% confidence level. Taking for r ∈ {2, 3},Q r = H Q 2r ,Q 3r , L 1 to be the simulated values that corresponds to Q r and applying Eq.(3.17) wheneverQ 3 ≤Q 2 we get
Combining Eq.(3.21) and Eq.(3.20) we obtain the simulation error associated with the approximation formula
Finally, introducing
and substituting them in the theoretical approximation error formula in Eq.(3.19), we obtain the simulation error corresponding to the approximation error formula 
Examples and numerical results
In order to illustrate the efficiency of the approximation and the error bounds obtained in Section 3, we consider the following examples: a minesweeper game presented in Section 4.1 and an one dimensional scan statistics over a moving average model described in Section 4.2.
4.1. Example 1: minesweeper game. LetÑ 1 ,Ñ 2 be positive integers and
of parameter p. We interpret the random variableX i,j as representing the presence (X i,j = 1) or absence (X i,j = 0) of a mine in the elementary square regioñ
In this example we consider x 1 = x 2 = 1 and y 1 = y 2 = 1. Based on the notations introduced in Section 2, we observe that c 1 = c 2 = 3, N 1 =Ñ 1 −2 and N 2 =Ñ 2 −2.
For each (i, j) ∈ {2, . . . ,Ñ 1 − 1} × {2, . . . ,Ñ 2 − 1} the configuration matrix is given by
, where and define for 1 ≤ i ≤ N 1 and 1 ≤ j ≤ N 2 , the block-factor model
The random variable X i,j can be interpreted as the number of neighboring mines associated with the location (i, j). In Figure 5 we present a realization of the introduced model. On the left, we have the realization of the initial set of random variables where the gray squares represent the presence of mines while the white squares signifies the absence of mines. On the right side we have the realization of the X i,j random variables, that is the corresponding number of neighboring mines associated to each site. We present numerical results (Table 1-Table 8 ) for the described block-factor model withÑ 1 =Ñ 2 = 44 (that is N 1 = N 2 = 42), m 1 = m 2 = 3 and the underlying random field generated by i.i.d. Bernoulli random variables of parameter p (X i,j ∼ B(p)) in the range {0.1, 0.3, 0.5, 0.7}. We also include numerical values for the corresponding i.i.d. model: N 1 = N 2 = 42, m 1 = m 2 = 3 and X i,j ∼ B(8, p). For all our results presented in the tables we used Monte Carlo simulations with 10 8 iterations for the block-factor model and with 10 5 replicas for the i.i.d. model. Notice that the contribution of the approximation error (E app ) to the total error is almost negligible in most of the cases with respect to the simulation error (E sim ). Thus, the precision of the method will depend mostly on the number of iterations Figure 5 . A realization of the minesweeper related model Table 1 . Block-factor:
(IT ER) used to estimate Q uv . The cumulative distribution function and the probability mass function for the block-factor and i.i.d. models are presented in Figure 6 and Figure 7 . Table 3 . Block-factor: In this example we consider the particular situation of an one dimensional scan statistics over a M A(q) model. In the two dimensional block-factor model introduced in Section 2 we consider N 2 = 1, which in particular implies that c 2 = 1 and m 2 = 1, x 1 = 0 and x 2 = q for q ≥ 1 a positive integer. Let m 1 ≥ 2,Ñ 1 ≥ m 1 + q + 1 be positive integers and X i =X i,1 | 1 ≤ i ≤Ñ 1 be a sequence of i.i.d. Gaussian random variables with known mean µ and variance σ 2 . We observe that N 1 =Ñ 1 − q and that for each i ∈ {1, . . . , N 1 } the configuration matrix becomes
Let the transformation T : M 1,q+1 (R) → R be defined by
where a = (a 1 , . . . , a q+1 ) ∈ R q+1 a not null vector and consider the block-factor model
Clearly, the sequence X 1 , . . . , X N1 forms a M A(q) model. Notice that the moving sums Y t = Y t,1 , 1 ≤ t ≤ N 1 − m 1 + 1, can be expressed as
If, for example, m 1 ≥ q then the coefficients b 1 , . . . , b m1+q are given by
a j , k ∈ {m 1 + 1, . . . , m 1 + q}. Given the mean and the covariance matrix of the vector (Y 1 , . . . , Y N1−m1+1 ), one can use the importance sampling algorithm developed by Naiman and Priebe [2001] (see also Malley, Naiman and Wilson [2002] and Shi, Siegmund and Yakir [2001] ) to estimate the distribution of the one dimensional scan statistics S = S m1 (N 1 ). Another way is to use the algorithm developed by Genz and Bretz [2009] to approximate the multivariate normal distribution. In this paper we adopt the importance sampling procedure. In order to evaluate the accuracy of the approximation developed in Section 3, we consider q = 2, N 1 = 1000, m 1 = 20,X i ∼ N (0, 1) and the coefficients of the moving average model (a 1 , a 2 , a 3 ) = (0.3, 0.1, 0.5). In Table 9 we present numerical results for the setting described above. In our algorithms we used IT ER app = 10 6 iterations for the approximation and IT ER sim = 10 5 replicas for the simulation. In Figure 8 we illustrate the cumulative distribution functions obtained by approximation and simulation. For the approximation we present also the corresponding lower and upper bounds (computed from the total error of the approximation process (E total column in Table 9 )). 
Conclusions
In this article we derived an approximation for the two dimensional discrete scan statistic generated by a block-factor type model obtained from an i.i.d. sequence. Our method provides a sharp approximation for the high order quantiles of the distribution of the scan statistics along with the corresponding error bounds. A simulation study was included to show the accuracy of our method.
