Head direction (HD) cells signal the orientation of an animal's head relative to its environment. During post-natal development, HD cells are the earliest spatially modulated neurons in the hippocampal circuit to emerge. However, before eye-opening, HD cell responses in rat pups carry low directional information content and are directionally unstable. Using Bayesian decoding, we characterise this instability and identify its source: despite the directional signal being internally coherent, it consistently under-signals angular head velocity (AHV), incompletely shifting in proportion to head turns. We find evidence that geometric cues (corners) can be used to mitigate this undersignalling, and stabilise the directional signal even before eye-opening.
Introduction
Head direction (HD) cells are neurons that encode the direction of an animal's bearing in the horizontal plane in rats [1] and in 3D coordinates in bats [2] in an allocentric (i.e. world-centred) reference frame. They are found in an extended cortical and subcortical network [3] and are the first among the hippocampal spatial networks to mature during postnatal development [4, 5] . The HD signal is commonly thought to support path integration [3] the ability of organisms to update their position by integrating angular and linear displacement [6, 7] .
Simultaneously recorded HD cells in adult rodents maintain fixed offsets between their preferred firing directions under circumstances eliciting network re-orientation (e.g. changes to recording environment) [8, 9] . This coherence between HD cells is widely interpreted as evidence for a "ring attractor" network architecture, whereby continuous attractor dynamics allow a single peak of neural activity corresponding to HD within the ring, moved by inputs such as angular head velocity (AHV, signalling head turns) [10] [11] [12] . Evidence for the existence of attractor connectivity and AHV-like responses has recently been found in Drosophila [13, 14] , while in the rat HD network, dynamics in sleep are also consistent with continuous attractor connectivity [15] .
Currently, it is unknown when HD network architecture emerges during development and whether this process relies on learning (as suggested by models in which stable sensory input trains HD networks [16, 17] ), or via experience-independent mechanisms.
Here, we set out to distinguish between these two possibilities and we find that, consistent with the latter scenario, attractor dynamics are present even before any stable HD tuning can be observed. Moreover, we identify one of the sources of instability in developing HD networks: systematic under-signalling of angular head velocity, resulting in catastrophic accrual of path integrative error.
We also uncover how, during early post-natal life, geometric cues may be used to mitigate angular head velocity under-signalling and stabilise HD responses.
HD cells display adult-like spatial and temporal coupling, even when drifting.
In order to confirm whether the internal organisation of the HD network is preserved at these ages, even when its responses are unanchored from the external environment, we examined the short-term temporal and spatial couplings between pairs of co-recorded neurons. We computed temporal cross-correlograms (Figure 2A and 2B) and time-windowed spatial crosscorrelograms ( Figure 2D and 2E) for all pairs of co-recorded cells which displayed HD tuning in the small box (see Methods). In order to eliminate residual HD stability in the standard box as a confounding factor we excluded any cells which displayed significant HD tuning in the standard box. Despite this, both the temporal and spatial relationships between pairs of co-recorded HD cells are preserved across both the small and standard environments (significantly correlated temporal and spatial offsets between small and standard box, see Figure 2C and 2F). This demonstrates that even when HD cells are unstable in the open field (on P13-14), the internal network structure is unchanged, compared to when HD signalling is stable.
Attractor connectivity precedes HD landmark stabilisation.
Introducing the youngest group of animals (P12) in the small box did not result in an improvement in HD cell stability/tuning (Z-test for % HDC, Z=0.71, p=0.45; SME(ENV) for RV, p=0.99; for stability, small box significantly lower, SME(ENV) p=0.002; Figure 1B ). Nevertheless, many co-recorded cell pairs showed temporal and spatial coupling indicative of an attractor neural structure, even at this age ( Figure 3A , 3B and 3C). To investigate whether the degree of temporal and/or spatial coupling at P12 was significantly higher than chance, we measured the proportions of P12 cross-correlogram scores lying beyond 95% confidence limits for HD-HD coupling (defined as the 5 th and 95 th percentiles of the scores from all known non-HD cell pairs in older rats; figure 3d; 95 th percentile only for spatial cross-correlogram RV). The proportion of P12 cell pairs with coupling scores beyond these confidence limits significantly exceeds 5% (one sample Z-test; temporal lower tail Z=19, p<0.001, temporal upper tail 5 Z=14, p<0.001, spatial upper tail Z=33, p<0.001), demonstrating that HD neurons display fixed temporal and spatial offsets even at P12, an age at which none of the tested experimental manipulations results in environmentally stable HD responses. The HD network thus displays a key signature of continuous attractor structure before HD responses can be stabilised by local landmarks.
Drift of the HD representations occurs due to systematic under-signalling of angular head velocity
In order to further characterise the temporal dynamics of drifting HD networks, we applied a cross-trial Bayesian decoding approach, using firing rate maps of stable HD cells in the small box to decode signalled direction (in small box coordinates, see Methods) as the rat moved in the standard box, at P13-14.
Although, as expected, decoded headings diverged from actual headings, decoding produced a coherent estimate of direction exhibiting continuous, smooth transitions during a trial, consistent with attractor dynamics ( Figure 4A , top; Figure S1 ). The coherence and smoothness of decoded trajectories were not significantly different whether decoding was performed on standard or small box data, further demonstrating the maturity of the internal network dynamics, despite ongoing drift (figure S1E-F). We then obtained the decoded angular head velocity by calculating the first derivative of the decoded head direction (AHV, Figure 4A , bottom; see Methods). We found that, when HD responses are drifting, although AHV is linearly correlated with actual head velocity, it is under-signalled by drifting HD networks in the standard box ( Figure 4B regression β significantly lower for standard than small box, t(6916) = 16.54, p<0.0001). Thus, the most prominent source of error in young HD networks is a systematic under-signalling of AHV, which cannot be compensated for by alternative sensory cues in the standard box. No significant differences between angular velocity profiles in small and large box can be detected at any age (see Figure S2 ), discounting this as a potential factor accounting for the differential AHV error accumulation across these conditions.
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Geometric cues can mitigate path integration error.
Introducing rat pups in the small box results in stabilisation of HD responses ( Figure 1A and 1B) and reduction of angular head velocity under-signalling ( Figure 4B , left). Following previous work showing that boundaries stabilise place cell firing during post-natal development [20] , and grid cell signalling in adult mice [21] , we tested whether HD cells were more stable when animals were close to an environmental boundary. Unexpectedly, the rate of drift (rate of divergence between actual and expected heading) was significantly greater close to walls (Mean Rate of Drift: walls=13.3±0.52°/s, centre=12.2±0.70°/s; ttest: t(3476)=2.5, p=0.007). This is likely caused by an increase in actual AHV when animals are close to walls (Mean AHV: walls=21.6±0.6°/s, centre=20.2±0.8°/s; t-test: t(3476)=2.70, p=0.012). However, further analyses showed that, interestingly, both the rate of drift of HD responses and AHV under-signalling were significantly reduced when animals were close to a corner (Mean Rate of Drift: t-test: t(3476)=1.98, p=0.048; see Figure 4C ; AHV under-signalling: t-test for difference of β: t(3476)=2.47, p=0.013, see Figure 4D ). This effect cannot be accounted for by differences in actual AHV close to and far from corners (Mean actual AHV: corners=20.1±0.7, far-from-corners=20.9±0.2; t-test: t(3478)=0.97, p=0.33). Corners may therefore be a geometric feature used to offset path integration error in developing animals.
To further investigate the stabilising influence of corners on the developing HD network, we introduced rat pups (P14-15) in a circular environment of similar dimensions to the standard square environment (matched perimeter). When recorded in the circular environment, HD cells showed reduced directional tuning and intra-trial stability ( Figure 4E ; Directional tuning [RV]: ANOVA Age*Env F(2,348)=8.5, p<0.001, SME(ENV): P14, p=0.023, P15, p<0.001. Stability:
ANOVA Age*Env F(2,343)=18.9, p<0.001, SME(ENV): P14, p<0.001, P15, p<0.001). These findings further support the interpretation that corners may be used to stabilise HD cells in early development.
Discussion
The HD circuit has been extensively modelled as possessing a 1-dimensional ring architecture, with connectivity between units arranged such that nodes with similar heading preferences are mutually excited, whereas nodes with widely diverging preferred head directions inhibit each other [10] [11] [12] . This topology gives rise to continuous attractor dynamics, whereby the network always settles on one solution, resulting in a single, localised peak of activity, involving neighbouring nodes. This solution represents current head bearing, and is thought to be updated in response to head movement through the activity of angular velocity responsive cells, which are asymmetrically connected to HD neurons. Angular velocity correlated responses have been described in the rat midbrain [22, 23] , and in the central complex of Drosophila [14, 24] . Thus, in this model, the HD network performs a velocity-to-position integration, a computation sufficient to support the angular component of path integration behaviours. Indeed, lesions of the HD system significantly impair performance on spatial tasks that depend on angular path integration [25, 26] .
Path integration of any kind is prone to overwhelming accumulation of error without reference to landmark cues that allow resetting of the integration process, effectively discharging the error and anchoring the HD representation to the external environment [10] [11] [12] 27 ]. If the HD system is both a ring attractor and a path integrator, then the developing HD network requires not only the intrinsic ring topology, but a self-motion input (e.g., angular head velocity) and landmark cues corresponding to stable features of the environment.
To date no experimental evidence addresses how or in what order these three requirements are met during brain development, but theoretical models of the emergence of the HD system suggest the presence of a distal landmark cue which acts as a supervisory input, simultaneously anchoring the network to the external world and instructing the correct wiring across nodes [16, 17] .
Here, we show that during early post-natal development (P12-14), days before eye-opening, when rat pups explore open field environments, the internal dynamics of the network are exactly as described in a mature continuous attractor, even while its spatial relationship to the environment is adrift. Using Bayesian decoding we have revealed the temporal dynamics of this drift and, in doing so, provided further strong evidence that the mammalian HD network shows a key signature of attractor dynamics: smooth, continuous transitions across network states even when the system is not responding to landmark cues [15] . Furthermore, we have shown for the first time that these network dynamics are present less than two weeks after birth. Our results provide new constraints on models of continuous attractor network development, as they demonstrate that the rigid coupling of spatial relationships across directional nodes is not extracted from the structure of sensory input through a learning process [16, 17] , but seem to emerge, at least in part, via experienceindependent processes [28] . Taken together, our results provide strong experimental support for the existence of ring attractor architecture of HD networks in the rat, and demonstrate that this likely arises through internal, selforganised processes during development. This finding may also generalise to other putative attractor networks such as grid cells [29] [30] [31] [32] , which display strong coupling as soon as they can be detected in young animals [33] .
Our analysis of the temporal dynamics of the spatial drift observed in pre-eyeopening pups' HD cells has allowed identification of its underlying source: the HD attractor in young animals shows a linear response to angular head velocity, but with reduced gain, indicating systematic under-signalling. This constitutes direct experimental evidence that the attractor's activity peak is shifted around 
Methods
Subjects
Subjects were 21 male Lister Hooded rats (RGD_2312466) aged P12-P21 weighing 18-29g at the time of surgery. Litters were bred on site and implanted subjects remained with their mothers and litter-mates throughout the experimental period. Litters were housed in 42x32x21 cm cages furnished with nesting material and environmental enrichment objects, and maintained on a 12:12 hour light:dark schedule with lights off at 13:00. Litters were culled to 8 pups at P4 in order to minimise inter-litter variability. Implanted pups were separated from the litter for between 20 to 120 minutes per day for electrophysiological recordings.
Surgery and electrodes
Rats were anaesthetised using 1-3% isoflurane and buprenorphine via subcutaneous injection at 0.15mg/kg of body weight. Rats were implanted with 8 tetrodes consisting of HM-L coated 90% platinum/10% iridium 17μm wire (California Fine Wire, Grover City, CA). The implanted apparatus weighed 1 gram. Tetrode bundles were implanted into the ADN using the following stereotaxic coordinates: 1.7 mm posterior to bregma, 1.2mm lateral from the midline at bregma, and 4.2mm ventral from the skull surface at bregma.
Following surgery, rats were placed on a heating pad until they could move spontaneously and then were returned to the home cage. After experiments were completed, tetrode position was confirmed by transcardially perfusing the rat (4% formaldehyde in PBS) whilst the tetrodes remained in their final position, followed by brain sectioning at 30µm, and Nissl-staining of the resulting sections.
Single-unit recording
Following surgery, rats were allowed 24 hours recovery. Tetrode bundles were then advanced ventrally in increments of 62.5-250 μm/day. Experimental recording sessions began when any single unit neural activity could be identified. Single unit data was acquired using the DACQ system (Axona Ltd, tracking system consisting of 2 LEDs spaced 7 cm apart and attached to the headstage amplifier in a fixed orientation relative to the animals' head. Isolation of single units from tetrode-recorded data was performed manually on the basis of peak-to-trough amplitude or principal components, using the TINT software package (Axona Ltd., St Albans, UK) with the aid of KlustaKwik1 automated clustering (1).
Behavioural Testing
Single-unit recording trials took place in one of two square recording arenas.
The 'standard box' had a side length of 62.5cm and was 50cm high, painted light grey, and placed on a black platform. The box was placed in the open laboratory, and distal visual cues were available in the form of the fittings and contents of the laboratory. The floor of the arena was not cleaned. There were no further polarising cues placed within the recording arena. In order to ascertain whether cells which did not display a stable HD correlate in the standard box could be anchored to the laboratory frame in any other environment, we recorded the activity of the cells in a smaller square box ('small box': 20cm side length, 42cm high). The small box was placed on the same platform as the standard box and centred in the same location. In the majority of small box trials, the small box contained two polarising cues, a 3D piece of wood (2cm x 4cm x 42cm), placed in the NW corner, and a sheet of polystyrene covering the E wall. Rats were subject to between 1 and 4 standard box trials (median 2), and 1 to 5 small box recording trials (median 2) per session (maximum total trials 7, median 3). As HD cells in the standard box were already mature by P15-16 (see also [2] [3] [4] ), the oldest rats (P17-21) were not tested in the small box. Rat pups were kept in a separate holding box (40 x 40 x 25cm) furnished with bedding and a heating pad in between recording trials. A sub-set of rats (N=14, contributing 351 HD cells) were also tested in a circular environment, from P14 onwards. The circular environment was 79cm diameter, and (similarly to the standard box) was wooden, painted light grey, and placed on a black platform. A large plain white cue card (75cm x 1m), illuminated by a 40W lamp was placed outside the environment, approximately 75cm away from its edge. No polarising cues were placed inside the environment.
Construction of firing rate maps
To minimise artefactual correlates due to under-sampling of position, data was only included if the angular path length for the session exceeded the equivalent of 25 full head turns (values derived from the 5 th percentile of the whole dataset). Positional (directional) data was sorted into 6° bins in the yaw plane.
Following this, total dwell time, d, and spike count, s, for the whole trial was calculated for each directional bin. The binned position dwell time and spike count maps were then smoothed using a 30° boxcar filter, and the rate for each directional bin is defined as s/d.
Classification of single-units as HD cells
To minimise artefactual correlates due to under-sampling, only cells which fired at least 100 spikes in a recording session were included in further analysis.
Single units were classified as HD cells if the mean resultant vector length
(Rayleigh vector; RV) of the directional firing rate map exceeded a threshold defined as the 95th percentile of a population of RV scores derived from ageand brain area-matched spatially shuffled data (2) . Briefly, shuffled data was generated by shifting spike trains relative to position by a random amount between 20 seconds and trial duration minus 20 seconds, leaving the temporal structure of the spike train and the positional data otherwise unchanged. The shuffled data was then used to construct directional rate maps, as described above. This process was repeated a sufficient number of times for there to be 100,000 shuffled RV values for every 1-day age group, for each brain area.
Single units with an RV ≥ 95th percentile of this shuffled population were defined as HD cells.
Quantitative analysis of directional signalling
'% HD cells' was defined as the number of neurons classified as HD cells divided by number of total cells recorded in an environment (standard or small box). The difference between proportions of HD cells in the standard and small boxes in each age bin was tested using a 2-sample Z-test for proportions. 'Intratrial stability' was defined as the correlation between spatially corresponding bins from the first and second half of a single trial, using only those bins in which firing rate > 0Hz in at least one half of the trial. The effects of age and environment on intra-trial stability and the RV of HD cells were tested initially by a 2-way ANOVA, followed by tests of simple main effects to assess differences between environments at particular ages.
Temporal and Spatial Relationships between Cells
Temporal cross-correlograms were defined as the cross-correlograms 
Bayesian Decoding
Decoding in the standard box was performed using standard Bayesian methods (see for example [7, 8] ) barring the key difference that the function of a neuron's average firing with respect to direction (fi(x) in equation 35, ref [7] ), was derived from firing rate maps recorded in the small box trial. The final Bayesian estimate of position: P(dir|spk) = P(spk|dir) * P(dir) was therefore an estimate of the direction which current HD network activity was signalling, defined within the directional reference frame of the small box trial. See figure S1 for a comparison of this approach with the standard method, decoding standard box position using fi(x) based on standard box rate maps.
Only ensembles containing at least 9 HD cells in at least one small box trial were included (N=6 ensembles). The decoding window was 1 sec long, and non-overlapping windows were used. To estimate the angular velocity at which the decoded direction was moving, the decoded position was up-sampled to 50Hz, smoothed with a 5 sec Gaussian kernel, and the angular velocity for each sample was estimated as the difference in direction at sample N and sample N+50 (i.e. across a 1 sec time step). To produce a comparable estimate of actual head angular velocity (in order to correlate this with the decoded estimate), the actual head direction of the animal was averaged across 1 sec long non-overlapping bins (mimicking the output of the decoding algorithm), then up-sampled and smoothed equivalently. The angular velocity was then estimated across 1 sec time steps. For small box decoding fi(x) was based on rate maps from the small box trial. In this case, odd minutes of the trial were used to decode even minutes of observed spiking, and vice versa, such that at no point was spiking data used to decode itself. The relationship between actual and decoded angular velocity was tested using linear regression, and the difference between the slopes of these regression fits (between small and standard box) was tested using student's t, analogously to testing for the differences between two means (9) . The rate of drift was defined as the change in the absolute offset between the actual and decoded head direction, calculated across 1 sec time steps, using decoded and actual head direction data that was up-sampled and smoothed as described for the estimation of angular velocity. Animals were defined as being close to walls if they were within 7.5cm of the closest wall, and were defined as being close to corners if they were less than 7.5cm radial distance from the closest corner.
Estimation of coupled cell pairs in P12 data
To investigate the presence of temporally or spatially coupled neurons in P12 ensembles, we measured the proportions of temporal cross-correlograms with high or low central 1-sec mean normalised correlation (indicating temporally coupled or anti-coupled firing, respectively) and spatial cross-correlograms with high RV scores (indicating consistent spatial firing offsets with the timewindow). We defined 95% confidence limits for the chances of finding high or low coupling scores in non-HD cell data, by measuring the 5 th and 95 th percentiles of the distributions of scores in the population of all known nonHD-nonHD cell pairs that were recorded (N Pair=3,634). This population was based on all pairs of recorded neurons that were not classified as HD cells, under experimental conditions when stable HD cells could be detected (small box at ages P13-14; standard box and small box at ages P15-P21. The overrepresentation of coupling scores beyond these limits in P12 data (significantly greater than 5%) was tested using a 1-sample Z-test for proportions. Head angular speed (defined as the unsigned angular head velocity) does not differ significantly between the small and standard boxes, between P12 and P16. (A) Overall mean angular speed (±SEM) in standard and small box at each age. No significant differences between angular speed in small and large box at any age can be detected (2-way ANOVA Age*Env; Env F 1,294 =2.86, p=0.09, Age F 4,294 =21.8, p<0.0001, Env*Age F 4,294 =1.47, p=0.21).
