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ABSTRACT
Efficient representations of high-dimensional data such as images, that can
essentially describe the data with a few parameters, play a vital role in many
problems in signal processing and related fields, ranging from signal compres-
sion and denoising to inverse problems. This thesis studies the design and
applications of various representation systems for several classes of signals
including images and signals on general graphs.
The first half of the thesis deals with two different classes of images that
can be considered as signals living on regular grid graph. For the first class
of cartoon-like images, which are piecewise smooth away from smooth edges,
the optimal sparsity of the contourlet transforms, that provide directional
multiresolution representations, is established under a sufficient condition on
the directional decay of the contourlet profiles in frequency-domain. This
Fourier-based condition does not require directional vanishing moments and
therefore opens up an opportunity to design an optimally sparse contourlet
filter bank with FIR (finite impulse response) filters.
For the second class of images of a Lambertian object under arbitrary
lighting conditions, the well-known spherical harmonic representation is used
to approximate the whole class with a low-dimensional linear subspace and
to transfer the inverse rendering problem into a special matrix factorization.
Our second work is dedicated to solving this factorization in both noiseless
and noisy cases using subspace methods.
In the second half of the thesis, the multiresolution representations of sig-
nals living on irregular domains, whose discrete topologies are described by
weighted graphs, are investigated. A downsampling scheme for signals on
general graphs based on maximum spanning trees is discussed in our third
work. This framework provides a fast approximation of the max-cut, a cri-
terion for downsampling on graphs, as well as a bipartite graph multiresolu-
tion, which is well-suited to the critical-sampling graph wavelet filter banks
ii
(GWFBs).
Our fourth work focuses on the compression of a dynamic human body
which can be treated as a sequence of signals living on a graph induced by
the topology of the mesh representing the body. As we have the freedom to
create the underlying graph, a quad subdivision mesh is used to generate a
bipartite graph multiresolution for the GWFBs, and a spatial connectivity
pattern that can be exploited in a context adaptive entropy coding.
iii
Dành tặng bố mẹ, vì tình yêu thương vô bờ.
Và cho vợ tôi, vì những ngày cộng khổ.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The data for the field of signal processing has evolved from regular-domain
signals such as speeches, images, and videos to irregular-domain signals such
as meshes, social, energy, transportation, sensor, and neuronal networks [5].
While a regular-domain signal is a mapping from Rn (or Zn if discrete) to R as
depicted in Figs. 1.1a and 1.1b, an irregular-domain signal can be described
by a mapping from a set of vertices of some underlying graph to the real line
R as shown in Fig. 1.1c. The major difference between these two kinds of
signals, of course, lies at the arbitrary discrete topology of the signal indices
(or vertices) that is no longer induced by the Euclidean distance as in Rn. The
irregular structure of the underlying graphs is the source for all difficulties in
the emerging field of signal processing on graphs [5,6]. Even basic operations
in classical signal processing, such as translation, modulation, downsampling
and Fourier transform, become challenging for graph-indexed signals.
(a) Line (b) Grid (c) Petersen
Figure 1.1: Examples of signals living on different graphs. (a) and (b)
respectively represent 1-D and 2-D regular signals, whereas (c) represents
an irregular-domain signal.
Generally speaking, no matter how they are indexed, the signals that we
are interested in often vary slowly, either locally or globally. Examples of
1
these signals are shown in Fig. 1.2, including a natural image indexed on a
rectangular grid, an f-MRI (functional magnetic resonance imaging) image
of the cerebral cortex indexed on a graph, and the reflection kernel of a
Lambertian object indexed on the unit sphere. The smoothness of the signals
indicates that their degree of freedom is much less than their dimension. More
precisely, the smooth (or piecewise smooth) signals are clustered around some
low-dimensional linear (or nonlinear) manifold.
(a) A natural image (b) Cerebral cortex (c) Lambertian kernel
Figure 1.2: Examples of (piecewise) smooth signals indexed on a
rectangular grid (a), a graph (b), and a sphere (c).
The main goal of this thesis is the design and applications of efficient
representations for such smooth or piecewise smooth signals, by which the
important information of the signals can easily be extracted for the purpose
of approximation. Throughout the thesis, we consider different variations of
the system in Fig. 1.3, where a representation of the input signals obtained
from a linear transform is followed by some kind of approximation. The
input signals can be either images or graph signals. The transform can be
either a contourlet transform, a spherical harmonic transform, or a graph
wavelet transform. The approximation can be either linear, nonlinear, or a
quantization. And so, a loss of information always occurs in this type of
systems.
Our first work focuses on the nonlinear approximation of contourlets which
linearly transform an image into contourlet coefficients. As the (N -term)
nonlinear approximation (NLA) simply discards all except the N largest co-
efficients, the contourlet transform has to do a good job on capturing the
major information of the image, usually lying on the edges, with as few co-
efficients as possible; or we say the contourlets are as sparse as possible. It
was established in [7] that contourlets, under a hypothesis on the directional
2
Figure 1.3: A general system that describes a signal representation followed
by an approximation.
vanishing moments (DVMs), are actually optimally sparse for cartoon-like
images which are piecewise C2 away from C2 discontinuity curves. In partic-
ular, the N -term NLA square error of a contourlet representation optimally
decays as O(N−2(logN)3). However the hypothesis on DVMs is so strict
that it cannot be obtained in the FIR design of the filter bank associated
with the contourlet transform. Our motivation is to relax this condition so
that it is achievable with FIR filters while still attaining the optimal sparsity.
The relaxation is suggested by the construction of the compactly supported
frame of shearlets which is also optimally sparse [8].
The second work is in the field of computational relighting in which a novel
image of some object needs to be synthesized under a novel and virtual illu-
mination, given a few images of the object under various lighting conditions
as well as the object’s geometry. Now because the images of interest are all
of a single object, they can certainly be represented more parsimoniously. If
the object is assumed to be Lambertian (or diffuse), it was shown in [9, 10]
that a good representation preserving at least 96.97% of the energy of the
image can be achieved by using a spherical harmonic transform followed by a
linear approximation keeping only the first 9 coefficients. This is implied by
the fact that the Lambertian kernel varies very slowly as shown in Fig. 1.2c.
In other words, all possible images of a Lambertian object reside around a
9-dimensional linear subspace spanned by the first 9 spherical harmonics as-
sociated with the object. We leverage this key observation in our research to
formulate the inverse rendering phase of the relighting problem as a special
matrix factorization, in which a matrix of given images is to be factorized
into a product of a diagonal matrix of albedos and a matrix of lightings with
a known spherical harmonic matrix in the middle. The second work is de-
voted to solving this matrix factorization in both noiseless and noisy cases
3
using the power of subspace methods.
In the third work we study the downsampling of signals on arbitrary
graphs that provides a graph multiresolution for the graph wavelet filter
banks (GWFBs) [1, 2]. Like classical wavelet filter banks, the GWFBs pro-
vide vertex-frequency localized representations for piecewise smooth signals
living on graphs, that can be followed by a nonlinear approximation for sig-
nal compression. Although a two-channel filter bank, the building block of a
GWFB, can be designed in the critical-sampling graph spectral domain anal-
ogously to classical wavelet filter banks [11], the missing part is a bipartite
graph multiresolution on which the two-channel filter bank can be applied
iteratively. Several downsampling schemes on graphs [2, 3] have been pro-
posed but all of them are either expensive or inapplicable to GWFBs which
strictly require bipartite graphs.
Our fourth work is also on the representations of the graph signals using
GWFBs, in the context of 3-D geometry compression. The class of signals is
now narrowed down to a dynamic human body whose geometry and color are
time-varying signals living on a static mesh graph. A classical video coder
can certainly be applied to these signals except that a spatial transform
must take into account the irregular connectivity of the mesh. Therefore, in
a geometry or color encoder of the dynamic mesh, a GWFB is applied and
followed by a quantization. In this work, the bipartite graph multiresolution
can be naturally generated via a mesh subdivision, and thus obviates the
need for any sophisticated downsampling schemes.
1.2 Outline and Contributions
Chapter 2: A Fourier-based Sufficient Condition for Optimal
Sparsity of Compactly Supported Contourlets
The tight frames of contourlets are systems of nonseparable continuous func-
tions in R2 originated from a discrete contourlet filter bank [7]. The consti-
tutional functions of such a system are shifted copies of a set of directional
contourlet profiles on rectangular grids at multiple scales. Contourlets are
shown to be an optimally sparse (up to a log-factor) representation of piece-
wise smooth images with smooth edges under a strict condition on the di-
4
rectional vanishing moments (DVMs). This condition requires the moments
of contourlet profiles to vanish along a dense set of directions which is un-
fortunately unachievable with compactly supported functions. However, in
image processing, compactly-supportedness is always desirable as using in-
finite impulse response (IIR) filters may cause unnecessary artifacts to the
images.
In this chapter we establish a new sufficient condition on which the com-
pactly supported contourlets are optimally sparse. This condition, which
involves only an appropriate decay of the contourlet profiles’ Fourier trans-
forms, is less strict than the DVM condition and so opens up an opportunity
for designing optimally sparse contourlets with finite impulse response (FIR)
filters. The condition is similar to the hypothesis on a single shearlet pro-
file [12] that implies the optimal sparsity of compactly supported shearlets.
This Fourier-based approach for contourlets is suggested by the successful
construction of compactly supported shearlets that obey the hypothesis [13].
The main contribution of the chapter is the proof of the optimal sparsity
for type 1 contourlets, whose supports intersect the discontinuity curve, un-
der the new sufficient condition. This together with the optimal sparsity of
type 2 contourlets, whose supports do not intersect the discontinuity curve,
already established in [7], leads to the optimal sparsity of the overall con-
tourlet system.
Chapter 3: Inverse Rendering of Lambertian Surfaces Using
Subspace Methods
In this chapter we propose a vector space approach for inverse rendering of
a Lambertian convex object with distant light sources. In this problem, the
texture of the object and arbitrary lightings are both to be recovered from
multiple images of the object and its 3-D model. Our work is motivated by
the observation that all possible images of a Lambertian object lie around a
low-dimensional linear subspace spanned by the first few spherical harmon-
ics [10, 14]. The inverse rendering can therefore be formulated as a matrix
factorization, in which the basis of the subspace is encoded in a spherical
harmonic matrix S associated with the object’s geometry.
A necessary and sufficient condition on matrix S for unique factorization
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is derived with an introduction to a new notion of matrix rank called non-
separable full rank. An SVD-based algorithm for exact factorization in the
noiseless case is introduced. In the presence of noise, two algorithms, namely
alternating and optimization-based, are proposed to deal with two different
types of noise, approximation and measurement errors. A RANdom SAm-
ple Consensus (RANSAC)-based algorithm is introduced to reduce the large
size of the optimization problem which is equal to the number of pixels in
each image. Implementations of the proposed algorithms are done on a real
dataset.
Chapter 4: Downsampling on Graphs Via Maximum Spanning
Trees
Downsampling of signals living on a general weighted graph is not as trivial
as of regular signals where we can simply keep every other sample. In this
chapter we propose a simple, yet effective downsampling scheme in which
the underlying graph is approximated by a maximum-spanning tree (MST)
that naturally defines a bipartite graph multiresolution. The experiments
show that this MST-based method significantly outperforms the two previ-
ous downsampling schemes, coloring-based [2] and SVD-based [3], on both
random and specific real graphs, in terms of computations and partition effi-
ciency quantified by the graph cuts. For the special case of bipartite graphs,
it can be shown that the MST-based downsampling actually yields a max-
cut. The benefit of using MST-based downsampling for recently developed
graph wavelet filter banks [1] is demonstrated.
Chapter 5: Compression of Human Body Using Graph Wavelet
Filter Banks
The next step in immersive communication beyond video from a single cam-
era is object-based free viewpoint video, which is the capture and compression
of a dynamic object such that it can be reconstructed and viewed from an
arbitrary viewpoint. The moving human body is a particularly useful sub-
class of dynamic object for object-based free viewpoint video relevant to both
telepresence and entertainment.
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In this chapter we propose various tools for compression of moving hu-
man body sequences which can be treated as time-varying geometry and
color signals living on a mesh representation of the human body. Our main
contribution is the construction of a bipartite graph multiresolution induced
from a subdivision quad mesh that can be fed into the biorthogonal graph
wavelet filter banks [1] to decorrelate the signals in the spatial domain while
maintaining low-cost computations. This model-based approach significantly
outperforms state-of-the-art coding of the human body represented as ordi-
nary depth plus color video sequences.
Chapter 6: Conclusion
The final chapter summarizes the main results presented in the thesis and
provides some suggestions for future work.
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CHAPTER 2
A FOURIER-BASED SUFFICIENT
CONDITION FOR OPTIMAL SPARSITY
OF COMPACTLY SUPPORTED
CONTOURLETS
2.1 Introduction
An image, or a two-dimensional (2-D) function, contains an infinite amount
of data but the human visual system is only sensitive to a small portion of
information lying at the edges, or discontinuities, of the image; most of the
rest is redundant to our eyes. The natural question of how to parsimoniously
capture the edges while eliminating the redundant parts of an arbitrary im-
age using a fixed representation system has been drawing attention in both
of the mathematics and signal processing communities. It is well-known
in one-dimension (1-D) that wavelets provide an optimal representation for
piecewise smooth signals [15, 16], since their short lengths help quickly spot
the discontinuities whereas the embedded vanishing moments allow them to
annihilate smooth regions of the signal. It is therefore tempting to use sepa-
rable 2-D wavelets, simply a tensor product of two 1-D wavelets, to represent
images, which can be modeled [17–19] as piecewise smooth functions away
from smooth discontinuity curves (cartoon-like images). Nevertheless, unlike
the point-discontinuities of 1-D functions, the curve-discontinuities of images
are so directional and anisotropic that separable wavelets cannot efficiently
handle (see [7] for a fruitful discussion on why separable wavelets fail on
images). This conceptual drawback of wavelets triggers a quest for direc-
tional multiscale representation systems of images consisting of anisotropic
functions with elongated supports.
In 2004, Candès and Donoho [18] introduced the breakthrough curvelets,
a tight frame of functions that provides an optimally sparse representation,
up to a log-factor, of cartoon-like images. The constitutional functions of the
curvelet frame are obtained by scaling, rotating and translating a single pro-
file on a polar grid. Curvelets are designed entirely in polar coordinates, and
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so inevitably incur an approximation error when being discretized on a rect-
angular grid, where the digital images naturally reside. Another disadvantage
of curvelets is that the (nearly) optimal sparsity can only be achieved if the
curvelet profile is bandlimited, which immediately implies infinite support.
Subsequently, contourlets [7] were introduced by Do and Vetterli as an ef-
ficient directional multiscale representation system of images that also yields
the optimal sparsity, up to the same log-factor as that of curvelets. Fol-
lowing the design philosophy of Daubechies’ wavelets [20], contourlets are
constructed in the discrete-domain by combining a Laplacian pyramid (LP)
with directional filter banks (DFBs) into a contourlet filter bank (CFB). The
LP decomposes the input image into multiple scales, whereas the DFBs,
applied on bandpass images of the pyramid, provides directional localiza-
tion. Because of this filter bank approach, contourlet transform enjoys a
digitally friendly behavior and fast computations. As the relation between
wavelets and iterated two-channel filter banks, the contourlet filter bank
leads to a tight frame of contourlet functions (or contourlets for short) in
the continuous-domain when the numbers of scales and directions are large
enough. Importantly, unlike curvelets, the constitutional functions of the
contourlet frame are not just generated from a single profile. Instead, at
each scale we have a different set of profiles, which make contourlets, on the
one hand, more flexible and well adapted to digital images, but on the other
hand, harder to analyzed in the continuous-domain. The main drawback of
contourlet is that the optimal sparsity can only be assured if the profiles have
vanishing moments on a set of directions that grows with the scale. In the
limit, at the finest scale, the contourlet profiles must have an infinite number
of directional vanishing moments (DVMs) that is only known to be satisfied
by bandlimited functions.
Shearlets were first introduced [21] by Labate et al. in 2005, and subse-
quently developed [8,12,22–29] by Kutyniok and colleagues, as an attempt to
bridge the gap between curvelets and contourlets, providing an unified treat-
ment of discrete and continuous domains. Similarly to curvelets, shearlets
are constructed in the continuous domain by scaling, shearing and translat-
ing a single profile on a pseudo-polar grid, a hybrid of polar- and rectangular-
grids. A huge improvement of shearlets over curvelets and contourlets is that
a frame of compactly supported shearlets can be constructed [13] to satisfy a
hypothesis on the frequency-domain decay of the profile function that leads
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to the optimal sparsity [12]. However, the dual shearlet frame cannot be
guaranteed to be also compactly supported, making the reconstruction of
images from shearlet coefficients prone to truncation error. Shearlets also
suffer from highly redundant sampling, which implies more computations,
and high frame bound ratio, which implies unstable reconstruction.
In this chapter, we prove the optimal sparsity of compactly supported
contourlets under a new sufficient condition on the Fourier transform decay
of multiple contourlet profiles that is similar to the hypothesis on the single
shearlet profile in [12]. Our proof follows the proof in [12] closely with the
main difference lying at the multiple profiles of contourlets. The ultimate
goal of relaxing the DVM sufficient condition is to design an FIR contourlet
filter bank that satisfies the proposed milder condition. This approach is
suggested by the successful construction of compactly supported shearlets.
However, it is important to note that the existence of an FIR contourlet filter
bank satisfying the proposed condition is not known at the moment. Showing
the filter existence is vital to validate this work and will be the focus of our
future work.
The organization of the remainder of this chapter is as follows. Sec. 2.2
reviews the filter bank construction of the contourlet transform and funda-
mentals of the nonlinear approximation. Sec. 2.3 states the optimal sparsity
with an introduction to a new sufficient condition for type 1 contourlets to be
optimally sparse. Sec. 2.4 presents the proof of the nonlinear approximation
of type 1 contourlets under the proposed hypothesis. Sec. 2.5 summarizes
the chapter and draws some conclusions.
2.2 Contourlets and Nonlinear Approximation
In this section, we briefly review the construction of contourlet filter banks
and the frames of contourlets induced from them. The N -term nonlinear
approximation (NLA) of general representation systems is also discussed at
the end of the section. Throughout this chapter, we use bold letters for 2-D
vectors and bold capital letters for 2 × 2 matrices; the round and square
brackets surrounding a variable are used as a convention to distinguish con-
tinuous signals with discrete signals, respectively. We also use the normalized
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Figure 2.1: (Reproduced from [7, Fig. 2]) Laplacian pyramid scheme. (a)
One level of decomposition. The outputs are a coarse approximation a[n]
and a difference b[n] between the original signal and the prediction. (b)
Reconstruction scheme.
Fourier transforms defined by
f(x)←→ fˆ(ξ) =
∫
R2
f(x)e−2piiξ
Txdx,
and
f [n]←→ fˆ(ξ) =
∑
n∈Z2
f(n)e−2piiξ
Tn.
2.2.1 Laplacian Pyramids
The Laplacian pyramid, introduced by Burt and Adelson [30], is a redundant
multiscale decomposition of images, which can also be viewed as a frame
operator [31]. As depicted in Fig. 2.1, at each level of the pyramid, an
image x[n] is decomposed into a downsampled lowpass image a[n] and a
(nonsubsampled) bandpass image b[n] (difference between the original and
the prediction). The procedure can be iterated on the coarse image, resulting
in a pyramid of bandpass images, each of which corresponds to a scale (or
resolution), and a single lowpass image on top of it. By downsampling only
in the lowpass channel, we increase the rate of the input signal. However, at
the cost of oversampling, the LP gains a distinguishing advantage of avoiding
the frequency scrambling effect due to aliasing on the highpass channel.
It was shown in [31] that if orthogonal filters are used (h[n] = g[−n] and
g[n] is orthogonal to g[n−Mk] for all k 6= 0) then the LP provides a tight
frame for `2(Z2), which is in some sense close to a basis, and is the best
system we can hope for in the case of oversampling.
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2.2.2 Directional Filter Banks
The directional filter bank [7,32,33] is a partition of the input image’s spec-
trum into multiple wedge-shaped subbands such that it can be maximally
decimated while still attaining perfect reconstruction. That is, unlike the LP,
the DFB does obey critical sampling. (For a detailed treatment multidimen-
sional multirate signal processing, interested readers are referred to [34,35].)
Fig. 2.2 gives an illustration of a 4-channel DFB, where the sampling den-
sity in each channel is equal to 1/| detD| = 1/4 that guarantees the critical
sampling.
Analysis Synthesis
Figure 2.2: (Reproduced from [34, Fig. 4.1(b)]) An example of a 4-channel
DFB.
The original construction of DFBs by Bamberger and Smith in [32] involves
modulating the input image and using diamond-shaped filters followed by
quincunx samplings. Do and Vetterli [33] introduced a simpler construction
of DFBs that avoids modulating the input image and simply iterates (with
appropriate shearing operations) a two-channel filter bank with fan-shaped
filters followed by quincunx samplings. An `-iteration DFB therefore yields
2` directional subbands. The design of an iterated DFB also boils down to
the design of a two-channel quincunx filter bank with fan filters as depicted in
Fig. 2.3. The design of this building block to satisfy the perfect reconstruction
and to have a certain number of directional vanishing moments was discussed
carefully in [36].
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Figure 2.3: (Reproduced from [7, Fig. 4]) Two-channel quincunx filter bank
with fan filters.
2.2.3 Contourlet Transform
The contourlet filter bank (or discrete contourlet transform) [7] puts LPs and
DFBs together to achieve a directional space-frequency localization of images
as illustrated in Fig. 2.4. First, the input image is decomposed into an LP of
J bandpass images and a single lowpass image on top of it, where the size of
each image is reduced by a factor of 2 in each dimension when moving up by
one level. Next, apply an appropriate DFB to each bandpass image at each
level of the pyramid. In particular, the bandpass image at scale j is passed
through an `j-iteration DFB, for j running from 0 (corresponding to the base
of the pyramid) to J−1 (corresponding to the top of the pyramid). Note that
the number of directions 2`j can be different across scales. As the DFBs are
critically sampled, the redundancy of the contourlet transform comes from
the pyramid structure where the size of each image is reduced by a factor
of 4 at each scale. It is therefore easy to see that the redundancy ratio of
the contourlet transform is always less than
∑∞
j=0(1/4)
j = 4/3, which is a
distinct advantage of contourlets over curvelets and shearlets. This combined
filter bank results in a frequency division in both resolution and direction as
described in Fig. 2.5.
As the link between the wavelet filter bank and continuous wavelets [37],
the CFB induces a system of contourlet functions in the continuous-domain
that yields an expansion in L2(R2). It turns out that this system of con-
tourlets is a tight frame with unit frame bounds for L2(R2). Similar to the
multiresolution analysis of wavelets, the contourlets can be examined by a
directional mutiresolution analysis framework which is pictorially described
in Fig. 2.6. For the multiresolution, L2(R2) can be represented as a union
of the nested subspaces . . . ⊂ V1 ⊂ V0 ⊂ V−1 ⊂ . . ., where Vj is the shift-
invariant approximation space on the uniform grid of 2j × 2j intervals. The
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Figure 2.4: (Reproduced from [7, Fig. 7]) Contourlet filter bank. A DFB of
`j levels is applied to the bandpass image at level j of the LP, with a
convention that j increases from base to top of the pyramid.
multidirection is done by splitting each detail space Wj (orthogonal comple-
ment of Vj in Vj−1) into 2`j subspaces
{
W
(`j)
j,k
}2`j−1
k=0
corresponding to the 2`j
directional subbands.
As a result, the whole space L2(R2) can be mutually orthogonally decom-
posed into
L2(R2) =
⊕
j∈Z
2`j−1⊕
k=0
W
(`j)
j,k = Vj0 ⊕
 j0⊕
j=−∞
2`j−1⊕
k=0
W
(`j)
j,k
 ,
where Vj0 encapsulates all the directional detail subspaces at scales from j0+1
to ∞. Let φ(t) be the scaling function induced from the upsampling filter
g[n] of the LP through a two-scale equation, and put φj,n(t)
∆
= 2−jφ(2−jt−n),
for j ∈ Z and n ∈ Z2. It is then evident that {φj,n}n∈Z2 is an orthonormal
basis of the approximation subspace Vj for each scale j. It can also be shown
that for j ∈ Z and 0 ≤ k ≤ 2`j − 1, each directional detail subspace W (`j)j,k
adopts a tight frame
{
λ
(`j)
j,k,n
}
n∈Z2
where each individual function λ
(`j)
j,k,n is a
translated version of the contourlet profile λ
(`j)
j,k on the rectangular grid with
intervals 2j+`j−2 × 2j or 2j × 2j+`j−2, depending on the direction k. To be
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Figure 2.5: (Reproduced from [33, Fig. 4.4(b)]) Frequency division of a
discrete contourlet transform. The number of directions is increased with
scale.
more concrete,
λ
(`j)
j,k,n(t)
∆
= λ
(`j)
j,k
(
t− 2j−1S(`j)k n
)
,
where S
(`j)
k is the downsampling matrix in channel k of the `j-iteration DFB
and is given [33] by
S
(`j)
k =
diag(2`j−1, 2) for 0 ≤ k ≤ 2`j−1 − 1,diag(2`j−1, 2) for 2`j−1 ≤ k ≤ 2`j − 1,
and the contourlet profile λ
(`j)
j,k is induced from both the LP and the corre-
sponding DFB (see [7, Eq. 22]). We will refer to the contourlets associated
with the first half of directions as “horizontal” and those associated with the
second half of directions as “vertical.”
Putting everything together, the contourlet tight frame for L2(R2) is given
by either {
λ
(`j)
j,k,n
}
j∈Z, 0≤k≤2`j−1, n∈Z2
,
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Fig. 9. Contourlet subspaces. (a) Multiscale and multidirection subspaces
generated by the contourlet transform which is illustrated on a 2-D spectrum
decomposition. (b) Sampling grid and approximate support of contourlet
functions for a “mostly horizontal” subspace W . For “mostly vertical”
subspaces, the grid is transposed.
Fig. 9(b)]. The reason that is an overcomplete
frame for is because it uses the same sampling grid of the
bigger subspace .
Substituting (10) into (12) and then into (19), we can write
directly as a linear combination of the scaling functions
as
(22)
The discrete filter is roughly equal to the summation of
convolutions between the directional filter and bandpass fil-
ters s, and, thus, it is a bandpass directional filter. It can be
verified that with orthogonal filters in both the LP and the DFB,
for all , , ,
(23)
Integrating the multidirection analysis over scales we obtain the
following result for the contourlet frames of .
Theorem 2: For a sequence of finite positive integers
the family
(24)
is a tight frame of . For a sequence of finite positive
integers , the family
(25)
is a tight frame of . In both cases, the frame bounds are
equal to 1.
Proof: This result is obtained by applying Proposition 3 to
the following decompositions of into mutual orthogonal
subspaces
and
Finally, similar to the link between wavelets and filter banks
[2], the following theorem precisely connects the continuous-
domain expansions by contourlet functions in (24) and(25) with
the discrete contourlet transform in Section III-D.
Theorem 3: Suppose are inner
products of a function with the scaling func-
tions at a scale . Furthermore, suppose the image is de-
composed by the discrete contourlet transform into coefficients
, and . Then
and
(26)
Proof: Suppose that and
is decomposed by the LP into the coarser image
and the detail image . Then using (7), (10), and (12), it is
easy to verify that
and
Subsequently, using (19), the output of an -level DFB given
the input image can be written as
The contourlet transform has several distinguishing features
that are important to emphasize.
1) The contourlet expansions are defined on rectangular
grids and, thus, offer a seamless translation (as demon-
strated in Theorem 3) to the discrete world, where image
pixels are sampled on a rectangular grid. To achieve this
“digital-friendly” feature, the contourlet kernel functions
have to be different for different directions and
cannot be obtained by simply rotating a single function.
This is a key difference between the contourlet and the
curvelet systems in [4], [5].
2) As a result of being defined on rectangular grids, con-
tourlets have 2-D frequency partition on centric squares
(see Fig. 8), rather than on centric circles for curvelets [4],
[5] and other systems defined on polar coordinates.
3) Since the contourlet functions are defined via iterated
filter banks like wavelets, the contourlet transform has
fast filter bank algorithms and convenient tree structures.
4) It is easy to see that with FIR filters, the iterated con-
tourlet filter bank leads to compactly supported contourlet
frames. More precisely, the contourlet function has
support of size and .
In other words, at each scale and direction, the set
“tiles” the plane [see Fig. 9(b)].
(a) Frequency-domain
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Fig. 9. Contourlet subspaces. (a) Multiscale and multidirection subspaces
generated by the contourlet transform which is illustrated on a 2-D spectrum
decomposition. (b) Sampling grid and approximate support of contourlet
functions for a “mostly horizontal” subspace W . For “mostly vertical”
subspaces, the grid is transposed.
Fig. 9(b)]. The reason that is an overcomplete
frame for is because it uses the same sampling grid of the
bigger subspace .
Substituting (10) into (12) and then into (19), we can write
directly as a linear combination of the scaling functions
as
(22)
The discrete filter is roughly equal to the summation of
convolutions between the directional filter and bandpass fil-
ters s, and, thus, it is a bandpass directional filter. It can be
verified that with orthogonal filters in both the LP and the DFB,
for all , , ,
(23)
Integrating the multidirection analysis over scales we obtain the
following result for the contourlet frames of .
Theorem 2: For a sequence of finite positive integers
the family
(24)
is a tight frame of . For a sequence of finite positive
integers , the family
(25)
is a tight frame of . In both cases, the frame bounds are
equal to 1.
Proof: This result is obtained by applying Proposition 3 to
the following dec mpositions of int mutual orthogonal
subspaces
and
Finally, similar to the link between wavelets and filter banks
[2], the following theorem precisely connects the continuous-
domain expansions by contourlet functions in (24) and(25) with
the discrete contourlet transform in Section III-D.
Theorem 3: Suppose are inner
products of a function with the scaling func-
tions at a scale . Furthermore, suppose the image is de-
composed by the discrete contourlet transform into coefficients
, and . Then
and
(26)
Proof: Suppose that and
is decomposed by the LP into the coarser image
and the detail image . Then using (7), (10), and (12), it is
easy to verify that
and
Subsequently, using (19), the output of an -level DFB given
the input image can be written as
The contourlet transform has several distinguishing features
that are important to emphasize.
1) The contourlet expansions are defined on rectangular
grids and, thus, offer a seamless translation (as demon-
strated in Theorem 3) to the discrete world, where image
pixels are sampled on a rectangular grid. To achieve this
“digital-friendly” feature, the contourlet kernel functions
have to be different for different directions and
cannot be obtained by simply rotating a single function.
This is a key difference between the contourlet and the
curvelet systems in [4], [5].
2) As a result of being defined on rectangular grids, con-
tourlets have 2-D frequency partition on centric squares
(s e Fig. 8), rather th n on centric circles for curvelets [4],
[5] and oth r systems defined on polar coordinates.
3) Since the contourlet functions are defined via iterated
filter banks like wavelets, the contourlet transform has
fast filter bank algorithms and convenient tree structures.
4) It is easy to see that with FIR filters, the iterated con-
tourlet filter bank leads to compactly supported contourlet
frames. More precisely, the contourlet function has
support of size and .
In other words, at each scale and direction, the set
“tiles” the plane [see Fig. 9(b)].
(b) Space-domain
Figure 2.6: (Reproduced from [7, Fig. 9]) Directional multire olution
analysis of contourlets. The shift-invariant directional subspace W
(lj)
j,k is
illustrated in frequency-domain a an in space-domain b. The principal
s pport direction of he cont urlets λ
(lj)
j,k,n is orthogonal to the dir c ion of
the subband that W
(lj)
j,k occupies.
or
{φj0,n}n∈Z2 ∪
{
λ
(`j)
j,k,n
}
j≤j0, 0≤k≤2`j−1, ∈Z2
, for some j0 ∈ Z.
In a triple i dex of a contourlet, j specifies he scale, whereas k and n
dictate the direction nd tr nslation, respectively. We want to emphasize
that, unlike curvelets and shearlets that are generated from a single profile
function, contourlets have different profiles at different scales and directions,
the feature that makes it more friendly to the digital world of rectangular
grids.
Another main advantage of the filter bank approach over the continuous
approach, as of wavelet filter bank [20], is that a frame of compactly supported
contourlets with a compactly supported dual frame can be easily achieved
by just designing FIR filters in both analysis and synthesis sides of the filter
bank. This results in a directional space-frequency localization that helps
contourlet transform provide a good representation for piecewise smooth im-
ages with from smooth contours, in terms of the nonlinear approximation
(NLA). For our later purpose of approximating images that are piecewise C2
away from C2-edges, a parabolic scaling relation [18], i.e. width ∝ length2, is
required for the support sizes of the contourlets. From Fig. 2.6b, this relation
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can be achieved by choosing `j such that 2
j+`j−2 ∝ 2j/2, or 2`j ∝ 2−j/2. From
now on we can simply omit the superscript `j since it is implicitly dependent
on j. We also let the starting scale j0 be zero for simplicity.
For the rest of the chapter, we adopt a set of notations commonly used in
asymptotic analysis, namely, aj ∼ bj means C1bj ≤ aj ≤ C2bj, and aj . bj
means aj ≤ Cbj, for some constants C,C1, C2 independent of the variable j.
We conclude this subsection by summarizing some important properties of
contourlets that will be exploited later in NLA:
P1. supp (λj, k,n) ∼ 2j × 2j/2.
P2. ∼ 2−j/2 directions at scale j, almost uniform between 0 and pi.
P3. {φ0,n, λj,k,n}j≤0, 0≤k.2−j/2, n∈Z2 is a tight frame for L2(R2) with unit
bounds.
2.2.4 N -term Nonlinear Approximation
The N -term nonlinear approximation [38], or NLA for short, of an image us-
ing some representation system of functions in R2 (typically a basis or frame)
is done by retaining only N coefficients with largest magnitudes, indexed by
the subset IN , in the expansion of the image using the given system. The ap-
proximation is nonlinear in the sense that the index subset IN ’s are generally
different for different images. In other words, we use different collections of
N atoms of the ambient system to approximate different images. Therefore
the NLA of the sum of two images is not necessarily the same as the sum of
their NLAs.
In this chapter, we are only interested in the NLA of a special class,
E2, of cartoon-like images that are C2-smooth away from C2-smooth edges.
(See [18] for a precise definition of E2.) For an image f ∈ E2, we denote the
N -term NLA of f using the frame {λi}i∈I by fˆN ∆=
∑
i∈IN 〈f, λi〉λ˜i, where
{λ˜i}i∈I is the dual (or reconstruction) frame of {λi}i∈I . The resulting square
approximation error is defined as E(f,N)
∆
= ‖f − fˆN‖2L2 . It is important to
note that the N -term NLA is identical to the best N -term approximation
when the representation system is an orthonormal basis, but it is not the
case for general frames. It is well-known that if the representation system is
the Fourier or wavelet basis, E(f,N) decays as O(N−1/2) or O(N−1) for all
18
f ∈ E2, respectively. On the other hand, it can be shown [15] that no matter
what representation system is used, the square error of any N -term approxi-
mation of functions in E2 cannot decay faster than O(N−2). We call a system
that yields this rate of decay (or within a log factor) an optimally sparse sys-
tem, where the sparsity implies most of the representation coefficients are
close to zero and can be discarded in the approximation.
2.3 Optimal Sparsity of Contourlets
It was established in [7] that, similar to curvelets [18] and shearlets [12], the
frame of contourlets is optimally sparse with a decay rate of O(N−2 log(N)3),
under the two hypotheses on the scaling function φ (profile of {φ0,n}) and on
the contourlet profiles {λj,k}. On the one hand, the first hypothesis on the
scaling function is needed for the optimal NLA of type 2 contourlets whose
supports do not intersect the discontinuity curves. It requires that φ has an
accuracy of order 2, which is equivalent to requiring the upsampling filter
gˆ(ξ) in the LP to have a second-order zero at (1
2
, 1
2
). This can be easily
achieved in an FIR design of the LP [31]. On the other hand, the second
hypothesis on the contourlet profiles is needed for the optimal NLA of type 1
contourlets whose supports intersect the edges. It requires [7, Lem. 1] each
contourlet profile λj,k (there are ∼ 2−j/2 of them at scale j) to have directional
vanishing moments on a set of ∼ 2−j/2 directions. It essentially means that
the directional integral of each contourlet (raised to the order of the DVMs)
is vanished not only on its principal direction but also on the directions of
all other contourlets at the same scale. This is a very strict hypothesis that
cannot be achieved by FIR filters [36].
In the sequel, we will replace the second hypothesis on DVMs with another
one on the Fourier transform decay of contourlet profiles that is, to some ex-
tent, similar to the hypothesis on the shearlet profile stated in [12]. Since the
hypothesis on shearlets is achievable with a compactly supported frame [13],
our hope is that an FIR filter bank can be designed to satisfy the surrogate
hypothesis on the contourlets. The asymptotic decay rate of O(N−2 log(N)3)
of the NLA square error will be referred to as the target error rate. It is clear
that the frame of contourlets is optimally sparse with the target error rate if
and only if contourlets of both types 1 and 2 achieve the rate. The following
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two hypotheses will be imposed to obtain the optimal sparsity for both types.
We will use the notation ∂pi f to denote the partial derivative of order p of
function f(·, ·) with respect to the i-th variable, for i = 1, 2 and p ≥ 0.
Hypothesis 1. Suppose the directions of the vertical contourlet profiles are
re-indexed such that the principal direction of λj, k is x1 = k2
j/2x2, where
j ≤ 0 and |k| . 2−j/2. Then λj, k satisfies the following:
|λˆj, k(ξ1, ξ2)| ≤ 2−j/4 ·
∣∣∣∣k + ξ2ξ1 · 2−j/2
∣∣∣∣−4 · h(ξ1), (2.1a)
∣∣∣∂2λˆj, k(ξ1, ξ2)∣∣∣ ≤ 2−j/4 · ∣∣∣∣k + ξ2ξ1 · 2−j/2
∣∣∣∣−4 · g(ξ1), (2.1b)
for some h, g ∈ L1(R). The horizontal contourlet profiles also satisfy the
same inequalities with the roles of x1, x2 and ξ1, ξ2 being switched.
Hypothesis 2. The upsampling filter gˆ(ξ1, ξ2) in the LP has a second-order
zero at (1
2
, 1
2
), i.e. if p, q ∈ Z and 0 ≤ p+ q < 2 then
∂p1 ∂
q
2 gˆ(ξ1, ξ2)|( 1
2
, 1
2
) = 0.
The following results are about the optimal sparsity of types 1 and 2 con-
tourlets under the above hypotheses. The proof for the first one is com-
plicated and will be deferred to Sec. 2.4, whereas the second one has been
proved in [7, Thm. 4] without much effort.
Proposition 1. If Hypothesis 1 holds, the sum square error E1(f,N) due to
discarding all except N largest type 1 contourlet coefficients satisfies E1(f,N) .
N−2(logN)3, for all f ∈ E2.
Proof. See Sec. 2.4.
Proposition 2. If Hypothesis 2 holds, the sum square error E2(f,N) due to
discarding all except N largest type 2 contourlet coefficients satisfies E2(f,N) .
N−2, for all f ∈ E2.
Proof. See the analysis of type 2 contourlet approximation in [7, Thm. 4].
With the two above results in hand, we are ready to state the main result
of this chapter about the optimal sparsity of contourlets in the sense of
nonlinear approximation.
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Theorem 1. If Hypotheses 1 and 2 hold, the sum square error E(f,N) due
to discarding all except N largest contourlet coefficients satisfies E(f,N) .
N−2(logN)3, for all f ∈ E2.
Although Hypothesis 2 can be easily satisfied with an FIR highpass filter,
it is currently not known if there exists an FIR contourlet filter bank that
leads to Hypothesis 1. The following result connects the Fourier decays of
contourlet functions to those of the corresponding discrete directional filters,
that may help bridge the gap between Hypothesis 1 and the filter bank design
in the future. Before stating the result, we first recall from [7, Eq. 22] that
each contourlet function λj,k(x) can be represented by
λj,k(x) =
∑
n∈Z2
wj,k[n]φj−1,n(x)
∆
= 21−j
∑
n∈Z2
wj,k[n]φ(2
1−jx− n). (2.2)
Proposition 3. Suppose that the Fourier transform of the scaling function
φ(x) decays as |φˆ(ξ)| . |ξ1|−γ|ξ2|−γ, for γ > 1, and that the Fourier trans-
form of the directional filter wj,k[n] decays as |wˆj,k(ξ)| . 2−j/4 · |ξ1|γ−1 · |ξ2|γ ·∣∣∣k + ξ2ξ12−j/2∣∣∣−4, then (2.1a) holds.
Proof. First, take the Fourier transform of both sides of the mixed convolu-
tion (2.2) to get
λˆj,k(ξ) = 2
j−1wˆj,k(2j−1ξ)φˆj,k(2j−1ξ). (2.3)
Hence from the assumptions on the decays of φˆ and wˆj,k we have
|λˆj,k(ξ)| . 2j · |wˆj,k(2j−1ξ)| · |φˆj,k(2j−1ξ)| (2.4)
. 2j · 2−j/4 · |2jξ1|γ−1 · |2jξ2|γ ·
∣∣∣∣k + ξ2ξ1 2−j/2
∣∣∣∣−4 · |2jξ1|−γ · |2jξ2|−γ
. 2−j/4 ·
∣∣∣∣k + ξ2ξ1 · 2−j/2
∣∣∣∣−4 · |ξ1|−1. (2.5)
It means (2.1a) holds for function h(ξ1) = |ξ1|−1 ∈ L1(R).
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2.4 Type 1 Contourlet Approximation
This section architects the proof of Proposition 1. We will just show it for
vertical contourlets; similar arguments can be applied to horizontal ones only
by switching the order of coordinates. The idea is to break type 1 vertical
contourlets into two subtypes 1a and 1b. The support of a type 1a contourlet
intersects the discontinuity curve with an s-tangent (the slope of the tangent
at the intersection is s), for s being bounded in [−3/2, 3/2]. Likewise, the
support of a type 1b contourlet intersects the discontinuity curve with an
s-tangent, for s being outside the interval [−3/2, 3/2]1. Each coefficient
associated with a type 1a contourlet λj,k,n can be asymptotically bounded in
terms of j, k and s through Proposition 4. The number of type 1a contourlets
can also be estimated in terms of j, k and s. Adding all the discarded type
1a coefficients over all j, k and bounded s gives us the target error rate for
type 1a contourlets. For unbounded s, the coefficients of type 1b contourlets
decay faster in j, independently of k and s as stated in Corolarry 2. The
number of type 1b contourlets at scale j can be crudely bounded by the
total number of contourlets at scale j. Again, summing up all discarded
type 1b coefficients also results in the target error rate. The following result
characterizes the decay of type 1 coefficients when the contourlets turn away
from the discontinuity curve, and is crucial for the proof of Proposition 1.
Proposition 4. If the support of a vertical contourlet λj,k,n intersects the
discontinuity curve ∂B whose a local tangent is x1 = sx2 + t, then we have
the following decay of the contourlet coefficient:
|〈f, λj,k,n〉| . (1 + s2)3/2 · 23j/4|k − s 2−j/2|−3. (2.6)
Proof. Let k˜ = k − s 2−j/2. Without loss of generality, we can assume that
k˜ ≤ 0. By appropriate translations, we can also assume that the tangent
and the boundary of supp(λj,k,n) both go through the origin. Since the
size of supp(λj,k,n) is asymptotically 2
j × 2j/2, we can approximate it by a
parallelogram labeled as in Fig. 2.7. Let P be the smallest parallelogram
inside supp(λj,k,n) that completely embraces the edge. It is evident from
Fig. 2.7 that I ≤ IP+IΩ +IΓ, where I ∆= |〈f, λj, k〉| and IV ∆= |〈χVf, λj, k〉| for
1We want to note that it has nothing special about the number 3/2. It is chosen just
for convenience; any number greater than 1 should work too.
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`3
`2`1
∂B
Ω
Γ
P
x2
x1
2j/2
2j
A
O
dj,k,n,s
Figure 2.7: Illustration of a type 1 contourlet λj,k,n, whose support is
denoted by the thick-lined parallelogram, intersecting with the
discontinuity curve ∂B with an s-tangent: `3 = {x1 = sx2}. The width and
height of the parallelogram are asymptotically 2j and 2j/2, respectively.
The principal direction of λj,k,n is the direction of two parallel lines `1 and
`2 whose equations are x1 = k2
j/2x2, and x1 = k2
j/2x2 + 2
j, respectively.
The support of λj,k,n is divided into three disjoint regions: P (shaded), Ω
and Γ. Point A is the intersection between `2 and `3. dj,k,n,s denotes the
length of OA, where O is the origin.
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`3
`2
`1
x2
x1
2j/2
2j
`4
x˜1
a(x˜1)
b(x˜1)
Ω
k˜2j 0
Figure 2.8: Integrating region Ω is extended to the shaded parallelogram
confined by the four lines {`n}4n=1, where equations of {`n}3n=1 are given in
Fig. 2.7, and `4 is parallel to `3 and goes through the point (k2
j, 2j/2) on `1.
any set V . Noting that IΩ ∼ IΓ, we can write I . IP+IΩ. Therefore in order
to show (2.6), we only need to show that both IP and IΩ are asymptotically
bounded by the RHS of (2.6). We break the rest of the proof into proving
the following two claims, and the proposition will automatically follows.
Claim 1. IP . (1 + s2)3/2 · 23j/4|k˜|−3.
We first want to estimate the area |P| of P . Let A(sx¯2, x¯2) be the inter-
section of the lines `3 = {x1 = sx2} and `2 = {x1 = k2j/2x2 + 2j}. It is clear
that
x¯2 =
−2j
k2j/2 − s =
−2j/2
k − s2−j/2 =
−2j/2
k˜
.
It follows that
dj,k,n,s = |OA| =
√
(x¯22 + s
2x¯22) =
√
1 + s2 · |x¯2|
=
√
1 + s2 · 2j/2|k˜|−1.
Since the discontinuity curve is C2, the length of the other side of P is
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asymptotically bounded by d2j,k,n,s. Hence the area of P can be estimated as
|P| . d3j,k,n,s = (1 + s2)3/2 · 23j/2|k˜|−3. (2.7)
Thus
IP = |〈χPf, λj,k,n〉| ≤ ‖λj,k,n‖∞ · ‖f‖∞ · |P|
. 2−3j/4 · (1 + s2)3/2 · 23j/2 · |k˜|−3
= (1 + s2)3/2 · 23j/4|k˜|−3, (2.8)
where (2.8) follows from (2.7) and properties of contourlets, completing the
proof of Claim 1.
Claim 2. IΩ . (1 + s2)3/2 · 23j/4|k˜|−3.
From Fig. 2.8, it is clear that IΩ is bounded by the integral over the
parallelogram confined by the four lines {`i}4i=1. It is therefore convenient
to redefine Ω to be that parallelogram. We first note that `4 has the form
x1 = sx2 + t. Because it passes through the point (k2
j/2 ·2j/2, 2j/2), it follows
that t = x1 − sx2 = k2j − s2j/2 = k˜2j, i.e. `4 intersects with x1-axis at k˜2j.
Now the region Ω can be decomposed into segments of lines x1 = sx2 + x˜1,
for 2j k˜ ≤ x˜1 ≤ 0, sandwiched between lines `1 and `2. Fixing an x˜1 ∈
[k˜2j, 0], it is easy to see that the x2-coordinates of the intersecting points are
respectively a(x˜1) = k˜
−12−j/2x˜1 and b(x˜1) = k˜−12−j/2x˜1− k˜−12j/2. Changing
variables from (x1, x2) to (x˜1, x2), IΩ can be rewritten as
IΩ =
∣∣∣∣∣
∫ 0
k˜2j
∫ b(x1)
a(x1)
f(x1 + sx2, x2)λj, k,n(x1 + sx2, x2) dx1 dx2
∣∣∣∣∣ , (2.9)
where the change-of-variable Jacobian
(
1 s
0 1
)
is omitted because of its unit
determinant.
Note that f(x1, x2) is C
2 over the compact set Ω; therefore, its derivatives
up to order two are bounded over Ω. Now fix x1 and let g(x2) = f(x1 +
sx2, x2), then the (second order) Taylor expansion of g(x2) around 2
−j/2k˜−1x1
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is given by
g(x2) = g(x˜2) + g
′(x˜2)
(
x2 − 2−j/2k˜−1x1
)
+
g′′(x˜2)
2
(
x2 − 2−j/2k˜−1x1
)2
,
(2.10)
where x˜2 is some number between x2 and 2
−j/2k˜−1x1. Observe that
|g′(x˜2)| = |∂1f(x1 + sx˜2, x˜2) · s+ ∂2f(x1 + sx˜2, x˜2)|
. 1 + |s| ≤ (1 + |s|)2,
and
|g′′(x˜2)| = |s(∂1∂1f · s+ ∂2∂1f) + ∂1∂2f · s+ ∂2∂2f |
. s2 + |s|+ |s|+ 1 = (1 + |s|)2.
Substitute into (2.10)
|g(x2)| . (1 + |s|)2
[
1 +
∣∣∣x2 − 2−j/2k˜−1x1∣∣∣+ (x2 − 2−j/2k˜−1x1)2] . (2.11)
Plugging (2.11) into (2.9) we obtain
I . (1 + |s|)2
∫ 0
k˜2j
3∑
m=1
Im(x1) dx1, (2.12)
where
I1(x1)
∆
=
∣∣∣∣∣
∫ b(x1)
a(x1)
ψj, k,s (x1, x2) dx2
∣∣∣∣∣ ,
I2(x1)
∆
=
∣∣∣∣∣
∫ b(x1)
a(x1)
(
x2 − k˜−12−j/2x1
)
ψj, k,s (x1, x2) dx2
∣∣∣∣∣ ,
I3(x1)
∆
=
∣∣∣∣∣
∫ b(x1)
a(x1)
(
x2 − k˜−12−j/2x1
)2
ψj, k,s (x1, x2) dx2
∣∣∣∣∣ ,
and
ψj, k,s (x1, x2)
∆
= λj, k,n (x1 + sx2, x2) . (2.13)
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Taking Fourier transform of both sides of (2.13) gives
ψˆj, k,s (ξ1, ξ2) = λˆj, k,n
[1 s
0 1
]−T [
ξ1
ξ2
] = λˆj, k,n([ 1 0−s 1
][
ξ1
ξ2
])
= λˆj, k,n (ξ1, ξ2 − sξ1) . (2.14)
This also implies
∂2ψˆj, k,s (ξ1, ξ2) = ∂2λˆj, k,n (ξ1, ξ2 − sξ1) . (2.15)
Estimate I1(x1):
Since ψj, k,s(x1, x2) is zero outside the interval [a(x1), b(x1)] we can extend
the integrating region to R and apply the Fourier slice theorem as follows:
I1(x1) =
∣∣∣∣∫
R
ψj, k,s (x1, x2) dx2
∣∣∣∣
=
∣∣∣∣∫
R
ψˆj, k,s(ξ1, 0) · e2piix1ξ1dξ1
∣∣∣∣
≤
∫
R
∣∣∣λˆj, k,n(ξ1,−sξ1)∣∣∣ dξ1 (2.16)
≤
∫
R
2−j/4 ·
∣∣∣∣k − sξ1ξ1 · 2−j/2
∣∣∣∣−4 · h(ξ1) dξ1 (2.17)
. 2−j/4 · |k˜|−4, (2.18)
where (2.16) follows from (2.14), (2.17) follows from hypothesis (2.1a), and
(2.18) is due to h(ξ1) ∈ L1(R).
Estimate I2(x1):
Similarly, we can extend the integrating region of I2(x1) from [a(x1), b(x1)]
to the real line and upper-bound it by
I2(x1) ≤
∣∣∣∣∫
R
x2 ψj, k,s (x1, x2) dx2
∣∣∣∣+ |k˜|−12−j/2 · |x1| · I1(x1). (2.19)
Let S denote the integral
S
∆
=
∣∣∣∣∫
R
x2 ψj, k,s (x1, x2) dx2
∣∣∣∣ .
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Combining (2.18) and that |x1| ≤ |k˜2j| with (2.19) we get
I2(x1) . S + |k˜|−12−j/2 · |k˜|2j · (2−j/4 · |kˆ|−4) = S + 2j/4 · |kˆ|−4. (2.20)
Now S can be estimated as
S =
∣∣∣∣ 1−2pii
∫
R
∂2ψˆj, k,s(ξ1, 0) · e2piix1ξ1 dξ1
∣∣∣∣ (2.21)
.
∫
R
∣∣∣∂2λˆj, k,n(ξ1,−sξ1)∣∣∣ dξ1 (2.22)
.
∫
R
2−j/4 ·
∣∣∣∣k − sξ1ξ1 · 2−j/2
∣∣∣∣−4 · g(ξ1) dξ1 (2.23)
. 2−j/4 · |k˜|−4, (2.24)
where (2.21) follows from the derivative property of Fourier transform and
the Fourier slice theorem; (2.22) follows from (2.15); and (2.23) follows from
hypothesis (2.1b). Putting (2.24) and (2.20) together we get
I2(x1) . 2−j/4|k˜|−4. (2.25)
Estimate I3:
Changing variable x˜2 = x2 − k˜−12−j/2x1 and taking into account formulas
of a(x1) and b(x1), we can rewrite I3(x1) as
I3(x1) =
∣∣∣∣∫ 0
k˜−12j/2
x22 · ψj, k,s
(
x1, x2 + k˜
−12−j/2x1
)
dx2
∣∣∣∣
. ‖λj, k,n‖∞ ·
∫ 0
k˜−12j/2
x22 dx2
. 2−3j/4 · 1
3
·
(
2j/2
|k˜|
)3
(2.26)
. 23j/4|k˜|−3, (2.27)
Adding up:
28
Now plugging (2.18), (2.25) and (2.27) into (2.12) we obtain
IΩ . (1 + |s|)2 · |k˜|2j ·
(
2−j/4|k˜|−4 + 23j/4|k˜|−3
)
= (1 + |s|)2 ·
(
23j/4|k˜|−3 + 27j/4|k˜|−2
)
≤ (1 + |s|)2 · 23j/4|k˜|−3 + (1 + |s|)2 · 27j/4|k˜|−3 · (|k|+ |s|2−j/2) (2.28)
. (1 + |s|)3 · 23j/4|k˜|−3 + (1 + |s|)3 · 25j/4|k˜|−3 (2.29)
. (1 + |s|)3 · 23j/4|k˜|−3 (2.30)
. (1 + s2)3/2 · 23j/4|k˜|−3, (2.31)
where (2.28) follows from the definition of k˜; (2.29) is due to the constraint on
number of directions, i.e. |k| . 2−j/2; (2.30) follows from the dominant decay
of 23j/4 over 25j/4; and (2.31) follows from the simple inequality (a + b)2 ≤
2(a2 + b2). Claim 2 is thus proved.
We want to remark that the asymptotic bound in (2.6) depends not only
on the scale j and direction k of the contourlet but also on the slope s of the
tangent at which it intersects the discontinuity curve. The following results
tackle type 1a and 1b contourlets separately in order to get coefficient decays
that do not depend on s. From now on, let Qj,p denote the dyadic square of
size 2j/2×2j/2 centered at 2j/2p, for j ≤ 0 and p ∈ Z2. Therefore, at each scale
j, the support of the image f can be divided into a grid of asymptotically
2−j/2 × 2−j/2 such squares Qj,p. Suppose without loss of generality that
the discontinuity curve within the interior of Qj,p can be parametrized by
(ρj,p(x), x). Since the discontinuity curve is C
2, there exists a global constant
ρ0 such that |ρ′′j,p(x)| ≤ ρ0,∀j,p, x.
Corollary 1. For each (j,p) fix a point (ρj,p(x0), x0) ∈ int(Qj,p) and let s0
∆
= ρ′j,p(x0). If supp(λj,k,n) intersects the curve ρj,p(x) with an s-tangent for
|s| ≤ 3
2
and k satisfies |k − 2−j/2s0| ≥ 2ρ0 then
|〈f, λj,k,n〉| . 23j/4|k − 2−j/2s0|−3. (2.32)
Proof. From (2.6) and that s is bounded we have
|〈f, λj,k,n〉| . 23j/4|k − 2−j/2s|−3. (2.33)
On the other hand, suppose s = ρ′j,p(xˆ) where (ρj,p(xˆ), xˆ) ∈ int(Qj,p). It
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follows from the mean-value theorem that
|s− s0| = |ρ′(xˆ)− ρ′(x0)| ≤ maxQj,p |ρ
′′
j,p(x)| · |xˆ− x0| ≤ ρ0 · 2j/2. (2.34)
This together with |k − 2−j/2s0| ≥ 2ρ0 implies
|k − 2−j/2s| ≥ |k − 2−j/2s0| − 2−j/2|s− s0|
≥ 1
2
|k − 2−j/2s0|+ (1
2
|k − 2−j/2s0| − ρ0) ≥ 1
2
|k − 2−j/2s0|.
Substituting this into (2.33) we get (2.32).
Corollary 2. If supp(λj,k,n) intersects the discontinuity curve with an s-
tangent for |s| > 3
2
then
|〈f, λj,k,n〉| . 29j/4. (2.35)
Proof. Since |s| > 3
2
, by the definition of k˜ and that |k| . 2−j/2 we have
|k˜| = |k − s2−j/2| ≥ |s|2−j/2 − |k| & (|s| − 1)2−j/2.
Substitute into (2.6)
|〈f, λj,k,n〉| . (1 + s2)3/2 · (|s| − 1)−3 · 29j/4 ≤
( |s|+ 1
|s| − 1
)3
· 29j/4. (2.36)
For |s| > 3
2
, it is evident that |s|+1 ≤ 5(|s|−1), thus (2.36) implies (2.35).
Proof of Proposition 1. We first want to estimate n(ε), the total number
of type 1 contourlets whose coefficients are greater than ε for some ε >
0. We further call a contourlet of type 1a or 1b if its support intersects
the discontinuity curve with an s-tangent for some s ∈ [−3/2, 3/2] or s /∈
[−3/2, 3/2], respectively. Let n(a)(ε) and n(b)(ε) respectively be the number
of type 1a and 1b contourlets with coefficients greater than ε. We can break
n(ε) into n(a)(ε) + n(b)(ε) and estimate these two terms as follows.
Type 1a: |s| ≤ 3
2
.
In order to estimate n
(a)
j (ε), the number of type 1a contourlets at scale j,
we need to count n
(a)
j,p(ε), the number of type 1a contourlets inside each square
Qj,p and then sum them up over all p. Recall from the proof of Proposition 4
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that the length of an s-tangent inside supp(λj,k,n) is asymptotically dj,k,n,s =√
1 + s2 · 2j/2|k − 2−j/2s|−1 ≥ 2j/2|k − 2−j/2s|−1. For s0 and ρ0 defined in
Corollary 1 we have
|k − 2−j/2s| ≤ |k − 2−j/2s0|+ 2−j/2|s0 − s| ≤ |k − 2−j/2s0|+ ρ0. (2.37)
Hence, inside a box Qj,p, the interval dj,k,n,s is lowerbounded by dj,k =
2j/2(|k − 2−j/2s0| + ρ0)−1, for all n and s. Let `j,p be the length the dis-
continuity curve inside Qj,p. For a fixed triple (j, k,p) the number of type
1a contourlets λj,k,n inside Qj,p is then upperbounded by
nj,k,p .
`j,p
dj,k
. `j,p 2−j/2(|k − 2−j/2s0|+ ρ0). (2.38)
Now fix (j,p) and suppose that k and n satisfy |〈f, λj,k,n〉| > ε. From this
and Corollary 1, it must be either that |k − 2−j/2s0| ≤ 2ρ0 or
ε . 23j/4|k − 2−j/2s0|−3,
i.e.
|k − 2−j/2s0| . 2j/4ε−1/3. (2.39)
Putting (2.38) and (2.39) together
n
(a)
j,p(ε) =
∑
k
nj,k,p
.
∑
|k−2−j/2s0|≤2ρ0
`j,p 2
−j/2(|k − 2−j/2s0|+ ρ0)
+
∑
|k−2−j/2s0|≤2j/4ε−1/3
`j,p 2
−j/2(|k − 2−j/2s0|+ ρ0)
. `j,p 2−j/2(ρ20 + (2j/4ε−1/3)2) = `j,p(ε−2/3 + ρ20 · 2−j/2).
For each j, adding up n
(a)
j,p(ε) over all p yields
n
(a)
j (ε) =
∑
p
n
(a)
j,p(ε) . (ε−2/3 + ρ20 · 2−j/2)
∑
p
`j,p
= ` · (ε−2/3 + ρ20 · 2−j/2), (2.40)
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where ` is the fixed finite length of the discontinuity curve. On the other
hand
|〈f, λj,k,n〉| . | supp(λj,k,n)| · ‖λj,k,n‖∞ . 23j/2 · 2−3j/4 = 23j/4.
It means that in order to have |〈f, λj,k,n〉| > ε, it is necessary that j ≥
4
3
log2 ε+Ca, for some constant Ca. Now summing up n
(a)
j (ε) over this range
and using (2.40) we get
n(a)(ε) =
0∑
j= 4
3
log2 ε+Ca
n
(a)
j (ε) .
0∑
j= 4
3
log2 ε+Ca
ε−2/3 + ρ20 ·
0∑
j= 4
3
log2 ε+Ca
2−j/2
. ε−2/3 log2(ε−1) + 2−
2
3
log2 ε = ε−2/3 log2(ε
−1) + ε−2/3
. ε−2/3 log2(ε−1). (2.41)
Type 1b: |s| > 3
2
.
If λj,k,n is a contourlet of type 1b, from Corollary 2 we have |〈f, λj,k,n〉| .
29j/4. Hence, in order for a type 1b contourlet to have coefficient greater than
ε it is necessary that j ≥ 4
9
log2 ε + Cb, for some constant Cb. On the other
hand, we can upper-bound n
(b)
j (ε) by the total number of contourlets at scale
j, which is in turn asymptotically bounded by 1/| supp(λj,k,n)| ∼ 2−3j/2. It
follows that
n(b)(ε) =
0∑
j= 4
9
log2 ε+Cb
n
(b)
j (ε) .
0∑
j= 4
9
log2 ε+Cb
2−3j/2 . 2− 23 log2 ε = ε−2/3. (2.42)
Adding (2.41) and (2.42)
n(ε) . ε−2/3 log2(ε−1).
Or we can write ε in terms of n to get an upperbound for the n-th largest
contourlet coefficient as
ε(n) . n−3/2(log2 n)3/2.
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Thus, E1(N) can be bounded by
E1(N) ≤
∑
n>N
|ε(n)|2 .
∑
n>N
n−3(log2 n)
3 . N−2(log2N)3. (2.43)
The proposition is proved.
2.5 Concluding Remarks
We introduced in this chapter a new sufficient condition for the frame of
compactly supported contourlets to be optimally sparse in the sense of an
N -term nonlinear approximation for C2-piecewise-smooth images with C2-
edges. The optimal square error decaying as O(N−2(logN)3) can be achieved
by both type 1 and 2 contourlets under two sufficient conditions. Type 2
contourlets, whose supports completely lie in the smooth regions of the image,
are optimally sparse under a hypothesis on the smoothness of the upsampling
filter in the Laplacian pyramid. This hypothesis can be easily achieved with
an FIR design. Type 1 contourlets, whose supports overlap with edges of
the image, are optimally sparse given another hypothesis on the spectrum
decay of the contourlet profiles. This sufficient condition is similar to that of
shearlets, and serves as a surrogate for the strict requirement on directional
vanishing moments in the previous proof. We also mapped the Fourier decays
of the continuous contourlet profiles to those of the corresponding discrete
filters. However, it is not known if there exist FIR filters yielding these
desired Fourier decays. As the whole chapter relies on the assumption of an
FIR contourlet filter bank that leads to the new sufficient condition, showing
the existence of such a filter bank is the key question to be studied in the
future.
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CHAPTER 3
INVERSE RENDERING OF LAMBERTIAN
SURFACES USING SUBSPACE METHODS
3.1 Introduction
Computational relighting is the problem of rendering images under virtual
and novel lighting conditions. While it has been widely used on synthetic
scenes constructed from computer graphics models or on real scenes cap-
tured under controlled lighting conditions, efficient relighting on general real
scenes remains a research challenge due to its complexity involving both the
geometric and photometric aspects in the image formation process. Exist-
ing relighting methods (see [14, 39] and the references therein) often consist
in estimation, or inverse rendering, of the scene geometry and texture, the
BRDF (Bi-directional Reflectance Distribution Function) that defines the re-
flectance characteristics of the scene, and the lighting parameters. Given only
the image data, the estimation of all these factors is ill-posed, and can only be
achieved by strict assumptions on the scene geometry and/or light sources, or
by controlled experiments (see, for example, [40].) The introduction of depth
cameras and recent development of depth sensor fusion algorithms such as
KinectFusion [41] open up new opportunities for efficient and reliable ac-
quisition of 3-D scene geometry in real-time. In this work, we explore the
incorporation of geometry information in an inverse rendering problem under
general, arbitrary (or uncontrolled) distant illumination.
The difficulties of inverse rendering under uncontrolled lighting are due
to the lack of a discretized framework that can efficiently describe the re-
flectance function which has been often interpreted as a spherical integral.
Ramamoorthi and Hanrahan in their series of work [9, 42, 43] introduced
a signal processing framework for inverse rendering, in which a reflectance
function is treated simply as a spherical convolution of a lighting function
with the reflection kernel (BRDF multiplied by the half-cosine) and scaled
34
by the albedos. This allows us to relate a reflectance function of an object
to the lighting and the reflection kernel in terms of their spherical harmonic
(SH) expansions (sphere counterpart of Fourier series). Transforming from
space-domain to frequency-domain yields two great advantages: (1) integrals
are mapped to products of coefficients; and (2) reflectance function can be
well-approximated by a few low-frequency terms (because reflection kernels
often vary slowly). Based on this framework, the authors developed various
algorithms for inverse rendering, most of which are under the form of an
alternating optimization in which no global solution is guaranteed. Further-
more, they only considered homogeneous objects with no texture, and thus
ignoring the local scalings by the albedos of the reflection.
Basri and Jacobs in an independent work [10] discovered a similar result
for the special case of Lambertian (or diffuse) surfaces whose reflection ker-
nels are simply the half-cosine function which contains mostly low-frequency
components. As a result, it was shown in [10] that any reflectance function
of a Lambertian convex homogeneous object with distant light sources can
be well-approximated by its first 9 terms of the SH series. In other words,
all the images of such an object live close to a 9-dimensional linear subspace
spanned by the first 9 SHs associated with the geometry of the object. Basri
et al., in the subsequent work [44] on photometric stereo (PS), matricized this
key observation to formulate the inverse rendering as a matrix factorization.
In the PS problem, however, the albedos are often assumed to be uniform,
and the scene geometry is unknown and to be reconstructed. The authors
proposed a matrix factorization based on the Singular Value Decomposition
(SVD) followed by a low-rank approximation to estimate the shape of the
object. This method is very similar to Tomasi–Kanade factorization [45],
that has been widely used in structure from motion, a classical problem in
computer vision. It is well known that this type of factorization is only within
a linear ambiguity that cannot be fully resolved without any further prior
knowledge. Del Bue et al. [46] presented a bilinear factorization method to
solve the PS problem, where one of the factors is constrained to lie on a spe-
cific manifold. The formulation decouples the core bilinear aspect from the
manifold specificity and can be solved using Augmented Lagrange Multipli-
ers. However, the manifold projector based on unit norm of surface normals
only permits the use of first order SHs.
Our work focuses on inverse rendering of arbitrary Lambertian surfaces
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with known geometry given several images under various lighting conditions.
In this model, the problem becomes a totally different matrix factorization
compared to that of the PS, in which an image matrix has to be decomposed
into a product of an albedo diagonal matrix with a known SH matrix in the
middle and a lighting matrix. To the best of our knowledge, our work is the
first one to study the problem of recovering both nonuniform albedos and
uncontrolled lightings at the same time based on images and scene geometry.
This is, to some extent, similar to an array signal processing problem [47],
where both the DOAs (direction of arrivals) and sources are to be estimated
from multiple snapshots of the array.
The main contribution of this chapter is to solve the special matrix factor-
ization mentioned above in both noiseless and noisy cases using the power of
subspace methods. In the noiseless case, when both the lighting model and
measurement are accurate, we give a necessary and sufficient condition for
unique factorization with an introduction to a new notion of matrix full rank,
called nonseparable full rank (NSFR). We also solve for an exact solution us-
ing SVD when the factorization is unique. In the noisy case we deal with the
approximation error and measurement noise separately. When the approxi-
mation error is present, we propose an SVD-based algorithm to find the least
squares solution of the factorization. This algorithm can be slightly modified
to become a convex optimization that incorporates the positivity constraint
on albedos. A RANdom SAmple Consensus (RANSAC)-based algorithm is
also proposed to reduce the large size of the optimization problem which
is equal to the number of pixels in each image. On the other hand, when
the measurement noise is present, we propose an alternating least squares
algorithm to find a local optimizer for the factorization.
The remainder of the chapter is structured as follows. Sec. 3.2 discusses ba-
sic background of the reflection equation and spherical harmonic expansions.
Sec. 3.3 formulates the inverse rendering as a special matrix factorization
problem. Sec. 3.4 studies the uniqueness and exact solution of the factoriza-
tion. Sec. 3.5 provides various algorithms for the matrix factorization in the
presence of noise based on least squares and convex optimization. Sec. 3.6
discusses a computational issue on the large size of the optimization problem
and a heuristic way to overcome it. Sec. 3.7 presents some experimental re-
sults on a real dataset using the proposed algorithms. Finally, Sec. 3.8 makes
some concluding remarks.
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3.2 Preliminaries
This section summarizes the signal-processing framework [10,14] that relates
a reflectance function to the lighting and reflection kernel as a spherical con-
volution in space-domain. The relation can be transformed into frequency-
domain via spherical harmonic expansions.
3.2.1 Reflection as Convolution
Throughout this chapter, we restrict our interest to the illumination of Lam-
bertian convex objects with distant light sources. The convexity assumption
makes sure that there are no shadowing and inter-reflection which are very
hard to analyze. Likewise, the Lambertian assumption implies that the re-
flection does not depend on the viewing angle, and so significantly simplifies
our lighting model. We want to remark that, although assumed to be dis-
tant, the light source can be arbitrarily complex but not necessarily a point
source.
θ′
x
y
x′
y′ z
′
z
n
ω′
ω
Rn→z
Figure 3.1: Global and local coordinate systems on the unit sphere. Green
vectors define the global Cartesian coordinate system xyz. Blue vectors
define a local coordinate system x′y′z′ associated with the normal n such
that z′ = n. The light vector in red is labeled ω w.r.t. global coordinates
and ω′ w.r.t. local coordinates; θ′ is the polar angle of ω′. The lighting
function L(ω) is given in global, whereas the reflection kernel K(ω′) is
given in local coordinates. The two coordinates are related by the rotation
that transfers the normal n (or z′) to the polar vector z: ω′ = Rn→zω.
In the following analysis, we refer to Fig. 3.1 that illustrates the global
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and local coordinate systems associated with a location on the surface of the
object. Let p be a point on the surface with normal vector n, and L(ω)
be the lighting function that defines the illuminating intensity at incident
angle ω w.r.t. some global coordinate system xyz. The reflected radiance
(or reflectance function) Y (p,n) at location p and normal n, is then given
by integrating the reflections over all possible light directions. In particular,
Y (p,n) = ρ(p)
∫
Ω
L(ω) cos(θ′)dω′, (3.1)
where ρ(p) is the albedo at location p; ω′ is the light direction w.r.t. the
local coordinate system x′y′z′ obtained by rotating xyz so that z′ = n; θ′
is the corresponding polar angle of ω′; and the integrating region Ω is the
upper-hemisphere of the unit sphere. The integral in (3.1) can be extended
to the whole unit sphere S as
Y (p,n) = ρ(p)
∫
S
L(ω)K(ω′)dω′, (3.2)
where K(ω′) ∆= max(cos θ′, 0) is a half-cosine function of the local polar
angle θ′. We will later refer to K(ω′) as the Lambertian kernel. Note that,
although written as K(ω′) for general purpose, this kernel is actually a 1-D
function that depends only on the polar angle of the incident direction in
local coordinates.
By definition, the global and local coordinates are related by a 3-D rota-
tion: ω′ = Rn→zω, where Rn→z is the rotation matrix that brings n = z′
back to z. Substituting this relation into (3.2), we arrive at
Y (p,n) = ρ(p)
∫
S
L(ω)K(Rn→zω)dω. (3.3)
We can easily recognize the integral in (3.3) as a spherical convolution, in
which the translation operator in a classical circular convolution is replaced
with a rotation operator. We adopt the notation ~s for spherical convolution
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and write
(L~s K)(n) ∆=
∫
S
L(ω)K(Rn→zω) dω. (3.4)
Similar to circular convolutions, the above spherical convolution defines a
linear rotation-invariant (LRI) system with impulse response K(ω).
To summarize the above analysis, the reflectance function is now a spher-
ical convolution of the lighting and Lambertian kernel scaled by albedos,
i.e.,
Y (p,n) = ρ(p)(L~s K)(n). (3.5)
3.2.2 Spherical Harmonics as Basis
Now we want to look at the reflection equation (3.5) in frequency-domain
because the energy of the Lambertian kernel K(ω′) is compacted in low
frequencies. As a spherical counterpart of Fourier basis on the circle, the
spherical harmonics {Sm,n}m≥0,|n|≤m form an orthonormal basis for functions
on the unit sphere, whose formulas are given by
Sm,n(ω) = Nm,n · Pm,n(cos θ) ejnϕ, (3.6)
where j =
√−1; θ and ϕ are respectively the polar and azimuthal angles
of ω: θ = arccos(z), ϕ = arctan(y/x); Pm,n(·) is the associated Legendre
function; and Nm,n is the normalized term.
1
Similarly to Fourier series of functions on a circle, every function F (ω) on
the unit sphere has a spherical harmonic (SH) expansion
F (ω) =
∞∑
m=0
m∑
n=−m
fm,n · Sm,n(ω),
where the SH coefficients fm,n are given by
fm,n =
∫
S
F (ω)S∗m,n(ω) dω.
The feature that makes spherical harmonics similar to Fourier basis on a
1See [10] for specific formulas of Pm,n(·) and Nm,n.
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circle is that they are eigensignals of LRI systems.2 This key property maps
a spherical convolution in space-domain to a multiplication in frequency-
domain. Particularly, let the SH coefficients of L, K and L~s K be {`m,n},
{km,n}, and {xm,n}, respectively; then it was shown in [9, 10] that
xm,n =
√
4pi
2m+ 1
km,0 `m,n, m ≥ 0, |n| ≤ m (3.7)
Moreover, it was also shown in [10] that the convolution L ~s K can be
well-approximated using first few terms in its SH expansion, namely
(L~s K)(n) ≈
M ′−1∑
m′=0
m′∑
n′=−m′
xm′,n′ · Sm′,n′(n),
for smallM ′ (for instance, usingM ′ = 3 preserves roughly 97.96% the energy
of L~s K). As a result, the reflectance function can be approximated by
Y (p,n) ≈ ρ(p)
M∑
m=1
xm · Sm(n), (3.8)
where M = M ′2, and the double index (m′, n′) was converted to the single
index m = m′2 + m′ + n′ + 1. In words, this approximation says that all
the reflectance functions of a Lambertian textureless object live around a
low-dimensional linear subspace spanned by the first few SHs evaluated at
the normal vectors of the object.
It is important to note that the SHs presented above are complex-valued
(for analytical simplicity). In experiments, however, we can use the real-
valued SHs which are real and imaginary parts of the above functions. From
now on, we assume that the SHs, {Sm(ω)}m≥1, are real-valued, where the
specific forms for the first 9 of them at ω = (x, y, z), for x2 + y2 + z2 = 1,
2See a special case of the Funk-Hecke theorem [10, Thm. 1]. Note that since K(θ′) is
a 1-D function of the polar angle, its SH coefficients km,n are nonzero only for n = 0.
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are given below [10, Eq. 7]:
S1 =
1√
4pi
, S2 =
√
3
4pi
y, S3 =
√
3
4pi
z, S4 =
√
3
4pi
x,
S5 =
√
15
4pi
xy, S6 =
√
15
4pi
yz, S7 =
√
5
16pi
(3z2 − 1),
S8 =
√
15
4pi
zx, S9 =
√
15
16pi
(x2 − y2). (3.9)
3.3 Problem Statement
3.3.1 From Reflection to Images
Suppose we are given J images taken at the same viewpoint of the same
object under different lighting conditions. Let N be the number of pixels in
each image, and pi be the location on the surface corresponding to pixel i on
each image, for i = 1, . . . , N . From (3.8), the intensity at pixel i of image j
can be approximated by
Yj(pi,ni) ≈ ρ(pi)
M∑
m=1
xm,j · Sm(ni), (3.10)
for 1 ≤ i ≤ N, 1 ≤ j ≤ J . We can put all equations in (3.10) into a single
matrix form by defining matrices Y ∈ RN×J ; Φ ∈ DN (the set of all size-N
diagonal matrices); X ∈ RM×J ; and S ∈ RN×M as
Y ij = Yj(pi), Φii = ρ(pi), Xmj = xm,j,
and
Sim = Sm(ni), (3.11)
for 1 ≤ i ≤ N, 1 ≤ j ≤ J, 1 ≤ m ≤ M , and M ij denotes the entry of matrix
M at row i and column j. With these notations, (3.10) becomes
Y ≈ ΦSX, (3.12)
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where Y ,Φ,S andX will be respectively referred to as image, albedo, spher-
ical harmonic and lighting matrices.
3.3.2 The Matrix Factorization
For analytical purpose, we first assume the noiseless case when the approxi-
mation in (3.12) is replaced with exact equation
Y = ΦSX, (3.13)
In light of (3.13), the inverse rendering problem becomes a matrix factoriza-
tion in which the image matrix Y ∈ RN×J and SH matrix S ∈ RN×M are
known (can be computed from given images and 3-D model of the object);
the albedo matrix Φ ∈ DN and lighting matrix X ∈ RM×J are to be recov-
ered. Once the albedo and lighting matrices are reconstructed, say Φˆ and
Xˆ, the forward rendering becomes an obvious matrix multiplication
ynew = ΦˆSxnew,
where ynew corresponds to a novel image under a virtual lighting generated
by a vector xnew. The rest of the chapter is dedicated to the problem of
solving (Φ,X) from (3.13) given (Y ,S), which will be referred to as the
matrix factorization.
We want to emphasize that our matrix factorization problem is different
from the one proposed by Basri and Jacobs in [10] for photometric stereo,
where S is unknown and Φ is absorbed into S. Thus, the image matrix Y
needs to be factorized into Y = S˜X, and then the geometry of the object is
obtained from S˜. The authors proposed a method similar to Tomasi–Kanade
factorization [45]. In this method, Y is first decomposed using SVD, Y =
UΣV T , then approximated by the rank-M matrix Yˆ = UΣˆMV
T , where
only M largest eigenvalues of Y are kept. Finally, the matrices S˜ andX are
estimated by S˜ = UΣˆ
1/2
M , and X = Σˆ
1/2
M V
T . Because the object’s geometry
is unknown, this type of factorization is subjected to a linear ambiguity, i.e.,
if Y can be factorized into S˜X then Y = (S˜Q)(Q−1X) is also a valid
factorization, for any nonsingular matrix Q.
Back to our matrix factorization problem, we first note that (3.13) must
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always have a solution (Φ0,X0) ∈ DN ×RM×J , where DN denotes the set of
all N × N diagonal matrices, as the image matrix Y is collected according
to the above lighting model. The recovery of (Φ,X) is possible only if
(Φ0,X0) is the unique solution of the matrix factorization, within a scaling.
Therefore, we need to assume further that: (1) Φ0 ∈ DN∗ , or all diagonal
entries of Φ0 are nonzero, and (2)X0 ∈ RM×Jfull , orX0 has full row rank. The
need for these assumptions will be justified later in the proof of uniqueness.
Here, we just want to make a few remarks on them. The first assumption
that all albedos are nonzero does not restrict us because the zero-intensity
pixels corresponding to zero albedos can be masked out of the equations.
Likewise, the second assumption that X0 has full row rank is reasonable
and often made in classical algorithms for array signal processing such as
MUSIC (MUltiple SIgnal Classification) [48] and ESPRIT (Estimation of
Signal Parameters via Rotational Invariance Techniques) [49]. It essentially
means that the images are to be taken under diversified lighting conditions.
This assumption also implicitly requires that the number of images J must
be greater than the dimension M of the approximation subspace.
3.4 Noiseless Case: Uniqueness and Exact Solution
We start with the noiseless case when (3.13) holds, ignoring both the ap-
proximation error and measurement noise. The first question one should
ask when dealing with an inverse problem is when the recovery is unique.
We want to note that our matrix factorization is a special case in the set of
bilinear inverse problems [50–52] that do not always have unique solutions.
This section provides a necessary and sufficient condition on the SH matrix
S such that the matrix factorization (3.13) is unique (up to a scaling factor),
and an SVD-based method for recovery.
3.4.1 Uniqueness
Before stating the condition for uniqueness, we introduce some new notions of
matrix full rank (FR) which will be useful later. The results of this subsection
might be also of independent interests. Consider a tall matrix S ∈ RN×M
with N > M . Let N denote the set {1, 2, . . . , N}. For any subset J of N , let
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J c be the complement of J in N , and let SJ be the submatrix constituted
from the rows of S indexed by J . We say J is a nontrivial subset of N if
J 6= N and J 6= ∅.
Definition 1 ( [53,54]). The Kruskal rank of S, denoted by krank(S) is the
maximal number k such that any k rows of S are linearly independent.3 S
is said to have Kruskal full rank (KFR) if krank(S) = M .
Definition 2. S is said to have strong full rank (SFR) if it has no zero rows
and rank(SN\{i}) = M for all i ∈ N .
Definition 3. S is said to have nonseparable full rank (NSFR) if it has no
zero rows, and rank(S) = M , and there does not exist a nontrivial subset J
of N such that rank(SJ ) + rank(SJ c) = M .
In words, a matrix has NSFR if it has full column rank and its rows cannot
be separated into two groups whose ranks add to the rank of the matrix. That
justifies the term “nonseparable full rank.” The following result gives another
description of NSFR.
Proposition 5. S has NSFR if and only if rank(SJ ) + rank(SJ c) ≥M + 1,
for every nontrivial subset J of N .
Proof. Suppose that S has NSFR, then for every nontrivial subset J of N
we have
rank(SJ ) + rank(SJ c) 6= M.
On the other hand
rank(SJ ) + rank(SJ c) ≥ rank(S) = M.
Hence
rank(SJ ) + rank(SJ c) ≥M + 1, ∀ ∅ 6= J ( N (3.14)
completing the “only if” part. For the “if” part, suppose (3.14) holds, then
it is obvious that rank(SJ ) + rank(SJ c) 6= M , for every nontrivial subset J
3Kruskal rank is typically defined for fat matrices, requiring linear independence of any
k columns. Here, we define it for tall matrices to conform to the context of the matrix
factorization problem stated in Section 3.3.
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of N . We only need to show that S has no zero rows and rank(S) = M .
Indeed, for every i ∈ N we have
rank(S{i}) + rank(SN\{i}) ≥M + 1. (3.15)
Since rank(S{i}) ≤ 1 and rank(SN\{i}) ≤ rank(S) ≤ M , (3.15) implies that
rank(S{i}) = 1, and rank(SN\{i}) = M . From rank(S{i}) = 1,∀i ∈ N , we
can deduce that S has no zero rows. Meanwhile, rank(SN\{i}) = M implies
that rank(S) = M , completing the “if” part.
The definition of NSFR is not very intuitive. The following fact gives
us a sense of how strong NSFR is, in comparison to KFR and SFR, whose
definitions are more intuitive.
Proposition 6. The following implications hold: KFR ⇒ NSFR ⇒ SFR
⇒ FR. The reverse implications are generally not true. However, for N =
M + 1, KFR, NSFR, and SFR are equivalent.
Proof. See Appendix A.1.
Fig. 3.2 illustrates the four concepts of full rank in the relations described
in Proposition 6. We would like to emphasize that the number of rows of
S in our matrix factorization problem is typically large, resulting in costly
computations. The following result will be useful later when we want to
reduce the size of the problem.
Proposition 7. S has NSFR if there exists a subset J of N such that SJ
has NSFR.
Proof. See Appendix A.2
With the NSFR carefully defined, we are ready to state the necessary and
sufficient condition for the uniqueness of the matrix factorization up to a
scaling factor. This is certainly the best we can hope for because if (Φ0,X0)
is a solution then so is
(
αΦ0,
1
α
X0
)
, for any scalar α 6= 0. In the remainder of
the chapter, we frequently use the  symbol to denote point-wise operators
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Figure 3.2: Illustration of different notions of full rank for M = 2, N = 4
and S = [s1, s2, s3, s4]
T .
between matrices. Namely,
AB ∆= {aij · bij}i,j,
A /B ∆= {aij/bij}i,j,
Aα ∆= {aαij}i,j.
Theorem 2. Given a pair of matrices (Y ,S), the matrix factorization (3.13)
has no solutions (Φ,X) ∈ DN × RM×J other than (αΦ0, 1αX0), for some
scalar α 6= 0, if and only if S has NSFR.
Proof. For brevity, we only show here the proof for the sufficiency part; the
proof for the necessity part is in Appendix A.5.
Suppose S has NSFR and there exist (Φ˜, X˜) ∈ DN × RM×J such that
Y = Φ0SX0 = Φ˜SX˜. (3.16)
We will show that (Φ˜, X˜) = (αΦ0,
1
α
X0) for some α 6= 0. Assume conversely
that Φ˜ is not a scaled version of Φ0. We first note that, by definition, S has
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full column rank, i.e., rank(S) = M . Let Φ0 = diag(ϕ), and Φ˜ = diag(ϕ˜),
where ϕ ∈ RN∗ and ϕ˜ ∈ RN . Since S has no zero rows and X0 has full row
rank, each row of the product matrix SX0 must be different from zero vector.
Furthermore, since ϕi 6= 0, ∀ i ∈ N , each row of Y must also be different
from zero vector. From this and (3.16), we can deduce that ϕ˜i 6= 0,∀ i ∈ N .
It is then valid to put ψ = ϕ /ϕ˜, and Ψ = diag(ψ). From (3.16) we get
ΨSX0 = SX˜. (3.17)
Since X0 has full row rank, (3.17) is equivalent to
ΨS = SX˜X†0, (3.18)
where X†0 = X
T
0 (X0X
T
0 )
−1 is the pseudo-inverse of X0. Consider the fol-
lowing matrix:
Sˆ = [S|ΨS] =

sT1 ψ1s
T
1
sT2 ψ2s
T
2
· · · · · ·
sTN ψNs
T
N
 , (3.19)
where sTi ∈ RM be the i-th row vector of S for i ∈ N . Before proceeding
we need the following lemmas whose proofs can be found in Appendices A.3
and A.4.
Lemma 1. rank(SˆI) = rank(SI), for all I ⊂ N . Especially, rank(Sˆ) =
rank(S) = M .
Lemma 2. For any I ⊂ N , if B is a subset of I such that {si}i∈B is a basis
for R(STI ) then {[sTi |ψisTi ]T}i∈B is a basis for R(Sˆ
T
I ).
Let us now continue with the proof of Thm. 2. The hypothesis that Φ˜
is not a scaled version of Φ0 implies that elements of the set {ψi}Ni=1 are
not all equal. Thus, there must exist a nontrivial subset J of N such that
ψj = θ, ∀j ∈ J and ψj 6= θ, ∀j ∈ J c, for some fixed θ 6= 0.
Now that S has NSFR, from Proposition 5 we must have
rank(SJ ) + rank(SJ c) ≥M + 1. (3.20)
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Combining with Lemma 1 yields
rank(SˆJ ) + rank(SˆJ c) ≥M + 1. (3.21)
Expressing this in terms of dimensions gives
M + 1 ≤ dim
(
R(SˆTJ )
)
+ dim
(
R(SˆTJ c)
)
= dim
(
R(SˆTJ ) +R(Sˆ
T
J c)
)
+ dim
(
R(SˆTJ ) ∩R(Sˆ
T
J c)
)
= dim
(
R(SˆT )
)
+ dim
(
R(SˆTJ ) ∩R(Sˆ
T
J c)
)
= M + dim
(
R(SˆTJ ) ∩R(Sˆ
T
J c)
)
.
Therefore
dim
(
R(SˆTJ ) ∩R(Sˆ
T
J c)
)
≥ 1.
There thus exits a nonzero vector sˆ in R(SˆTJ ) ∩ R(Sˆ
T
J c). Let K ⊂ J and
V ⊂ J c such that {sk}k∈K is a basis of R(STJ ) and {s`}`∈V is a basis of
R(STJ c). It follows from Lemma 2 that {[sTk |θsTk ]T}k∈K is a basis of R(Sˆ
T
J )
and {[sT` |ψ`sT` ]T}`∈V is a basis of R(Sˆ
T
J c). Then sˆ can be represented in two
different ways as
sˆ =
∑
k∈K
αk[s
T
k |θsTk ]T =
∑
`∈V
β`[s
T
` |ψ`sT` ]T . (3.22)
Hence ∑
k∈K
αksk =
∑
`∈V
β`s` =
∑
`∈V
β`ψ`
θ
s`. (3.23)
By the linear independence of {s`}`∈V we have
β` = β`ψ`/θ, ∀` ∈ V . (3.24)
Since sˆ 6= 0, it follows from (3.22) that there exists a `∗ ∈ V such that
β`∗ 6= 0. This together with (3.24) yields ψ`∗ = θ, contradicting to the above
hypothesis that ψj 6= θ for all j ∈ J c. Therefore {ψi}Ni=1 must be all equal,
i.e. Φ˜ = αΦ for some α 6= 0. From (3.16), because S has full column rank,
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it must be that
X˜ = S†Φ˜
−1
Y =
1
α
S†Φ−10 Y =
1
α
X0, (3.25)
where S† = (STS)−1ST is the pseudo-inverse of S. This completes the proof
of the sufficiency part.
3.4.2 Exact Solution
This subsection is to solve the matrix factorization (3.13) given that it has
unique solution, i.e. S has NSFR by Thm. 2. Note that since S has full
column rank, once Φ is known, X can be uniquely recovered by
X = S†(Φ−1Y ). (3.26)
Therefore, we can focus on finding Φ which has a diagonal structure. We
propose an SVD-based algorithm to exactly recover Φ. The algorithm is
based on the following theorem, our second main result in the noiseless case.
Theorem 3. Φ = diag(ϕ) is a solution to (3.13) if and only if z
∆
= ϕ−1
is a nontrivial solution to
(
(I − SS†) (Y Y T )) z = 0. (3.27)
Proof. Let z
∆
= ϕ−1, then it is clear that ϕ solves Y = diag(ϕ)SX if and
only if z solves
diag(z)Y = SX. (3.28)
It is equivalent to that each column of the LHS is in the range space of S,
i.e.
(diag(z)Y )j ∈ R(S), ∀j = 1, . . . , J. (3.29)
Note that a vector lies in some subspace if and only if its orthogonal pro-
jection onto the subspace is equal to itself. Thus, (3.29) can be written
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equivalently as
PR(S)(diag(z)Y )j = (diag(z)Y )j, ∀j = 1, . . . , J.
Replacing the projection matrix PR(S) by SS†, we arrive at
(I − SS†)(diag(z)Y )j = 0, ∀j = 1, . . . , J. (3.30)
Let Q
∆
= I − SS†. For each j = 1, . . . , J , let Dj ∆= diag((Y )j), then we can
rewrite (3.30) as
QDjz = 0, ∀j = 1, . . . , J. (3.31)
Define matrix A by
A
∆
=

QD1
...
QDJ
 . (3.32)
With this notation, we can compact all J equations in (3.31) into a single
one as
Az = 0, (3.33)
which is in turn equivalent to
ATAz = 0. (3.34)
We can complete the proof at this point by using the following lemma whose
proof is given in Appendix A.6.
Lemma 3. For matrix A defined in (3.32), we have
ATA = (I − SS†) (Y Y T ).
Thm. 3 naturally gives rise to Alg. 1, in which we solve (3.27) for z by
picking the eigenvector associated with the smallest eigenvalue of the positive
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definite matrix (I − SS†) (Y Y T ). Once Φ is found, X can be computed
using (3.26).
Algorithm 1 SVD-based Factorization
Inputs: Y , S
Outputs: Estimates Φˆ, Xˆ of Φ,X
1. Compute M = (I − SS†) (Y Y T ).
2. Compute the eigenvalue decomposition of M .
3. Let zmin be the eigenvector associated with
the smallest eigenvalue of M .
4. Return Φˆ = diag(zmin−1); Xˆ = S† diag(zmin)Y .
The following corollary is very useful in checking whether a matrix S has
NSFR. It can be deduced directly from Thm. 2 and Thm. 3 by setting Φ0 =
IN ,X0 = IM , and Y = S.
Corollary 3. A matrix S ∈ RN×M has NSFR if and only if
rank
(
(I − SS†) (SST )) = N − 1.
We conclude this subsection by giving a few comments on this result.
Without identifying the NSFR with the uniqueness of the corresponding
matrix factorization, we can hardly see the connection between Definition 3
and Corollary 3. When fixingM and growingN , checking if anN×M matrix
has NSFR using the brute-force approach (i.e., computing the rank of every
submatrix) would be exponentially complex. However, Corollary 3 provides
a much more efficient indirect way to do so, in which only the rank of an
N ×N matrix needs to be computed, resulting in a polynomial complexity.
3.5 Noisy Case: Algorithms
It is important to note that the equation in (3.13) can never be the case due
to the approximation and measurement errors. Taking into account these
noises, (3.13) should be remodeled as
Y = Φ(SX +W 1) +W 2, (3.35)
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where W 1 and W 2 are respectively the approximation and measurement
noises. Here, we assume both of them are deterministic unknown quantities.
It is natural to pose the following least squares problem:
min
∥∥∥∥∥
[
W 1
W 2
]∥∥∥∥∥
F
s.t. Y = Φ(SX +W 1) +W 2, (P0)
where ‖ · ‖F denotes the Frobenius norm. Solving (P0) in the presence of
both W 1 and W 2 is generally hard. In the sequel, we only tackle the two
special cases of this noisy problem when either W 1 or W 2 is negligible.
3.5.1 No Measurement Error
If there is no measurement error, i.e. W 2 = 0, (3.35) can be rewritten as
Φ−1Y = SX +W 1.
Therefore, (P0) becomes
min
Φ∈DN∗ ,‖Φ−1‖F=1
X∈RM×J
‖Φ−1Y − SX‖F , (P1)
where the constraint ‖Φ−1‖F = 1 is added to resolve the scaling ambiguity.
The solution to this problem turns out to be identical to the exact solution
in the noiseless case.
Theorem 4. The solution to the least squares problem (P1) is given by
ΦLS = diag(zmin−1), (3.36)
and
XLS = S
† diag(zmin)Y , (3.37)
where zmin is the eigenvector associated with the smallest eigenvalue of (I −
SS†) (Y Y T ).
Proof. Fixing Φ ∈ DN∗ such that ‖Φ−1‖F = 1, the least squares solution for
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X is given by
XLS(Φ) = arg min
X∈RM×J
‖Φ−1Y − SX‖F
= S†Φ−1Y . (3.38)
Substituting into (P1) and using the matrix notations in Sec. 3.4 we can
solve for the least squares solution of Φ as
ΦLS = arg min
Φ∈DN∗ ,‖Φ−1‖F=1
‖Φ−1Y − SXLS(Φ)‖F
= arg min
Φ∈DN∗ ,‖Φ−1‖F=1
‖Φ−1Y − SS†Φ−1Y ‖F
= arg min
Φ∈DN∗ ,‖Φ−1‖F=1
‖QΦ−1Y ‖F
= arg min
Φ∈DN∗ ,‖Φ−1‖F=1
‖vec(QΦ−1Y )‖2 (3.39)
= arg min
Φ=diag(z−1),‖z‖2=1
∥∥∥∥∥∥∥∥

QD1
...
QDJ
 z
∥∥∥∥∥∥∥∥
2
= arg min
Φ=diag(z−1),‖z‖2=1
‖Az‖2
= arg min
Φ=diag(z−1),‖z‖2=1
‖ATAz‖2
= diag
(
zmin−1
)
, (3.40)
where the operator vec(·) in (3.39) stacks columns of a matrix into a big
column vector; (3.40) follows from Lemma 3 and the definition of zmin. Sub-
stituting (3.40) into (3.38) yields
XLS = S
† diag(zmin)Y ,
completing the proof.
With the aid of Thm. 4, Alg. 1 finds not only the exact solution in the
noiseless case but also the least squares solution of problem (P1). We want
to recall, however, that the diagonal entries of Φ are the albedos of the
object, and so must be all positive. It follows that the vector z = ϕ−1
must be point-wise positive as well. Therefore the positivity constraint on z
should also be incorporated into the recovery. In order to do so, we first note
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z2
z1
1
1
{‖z‖ = 1, z ≥ 0}
{1Tz = 1, z ≥ 0}
Figure 3.3: Illustrating the convexification of the feasible set of interest in
R2. The original nonconvex feasible set, depicted by the dashed arc, is
replaced with the chord connecting the two endpoints of the arc.
that, finding the eigenvector corresponding to the smallest eigenvalue of M
is nothing but solving the optimization problem
min ‖Mz‖2 s.t. ‖z‖2 = 1. (3.41)
Now we can adjust (3.41) by adding the positivity constraint as
min ‖Mz‖2 s.t. ‖z‖2 = 1 and z ≥ 0. (3.42)
Solving the optimization problem (3.42) is hard due to the nonconvexity of
the feasible set (see Fig. 3.3). The easiest way to convexify this problem is
to replace the arc { ‖z‖2 = 1, z ≥ 0} on the unit sphere with its chord
{1Tz = 1, z ≥ 0}. This means the problem is modified as
min ‖Mz‖2 s.t. 1Tz = 1 and z ≥ 0. (3.43)
Solving (3.43) is now easy using some well-developed convex programming
method. The above modification of Alg. 1 is summarized in Alg. 2 under the
name optimization-based factorization.
54
Algorithm 2 Optimization-based Factorization
Inputs: Y ,S
Outputs: Estimates Φˆ, Xˆ of Φ,X
1. Compute M = (I − SS†) (Y Y T ).
2. Use a convex programming method to find z∗
that minimizes ‖Mz‖2 s.t. 1Tz = 1 , z ≥ 0.
3. Return Φˆ = diag(z∗−1); Xˆ = S† diag(z∗)Y .
3.5.2 No Approximation Error
If there is no approximation error, i.e. W 1 = 0, (3.35) simplifies to
Y = ΦSX +W 2,
and so (P0) becomes
min
Φ∈DN∗ ,X∈RM×J
‖Y −ΦSX‖F . (P2)
Following the same strategy for solving (P1), we first fix Φ and solve for X
as
XLS(Φ) = (ΦS)
†Y = ((ΦS)T (ΦS))−1(ΦS)TY
= (STΦ2S)−1STΦY . (3.44)
Substituting into (P1b) we get
ΦLS = min
Φ∈DN∗
‖Y −ΦS(STΦ2S)−1STΦY ‖F . (3.45)
This nonlinear least squares problem seems to be intractable. Instead of
solving (3.45), we can heuristically solve for Φ and X using alternating least
squares. In particular, (3.44) solves for X in terms of Φ. Conversely, if X
is fixed, then ΦLS(X) = diag(ϕˆ) can be solved element-wise as
ϕˆi = arg min
ϕi∈R
‖yTi − ϕisTi X‖2 =
sTi Xyi
sTi XX
Tsi
, (3.46)
for i = 1, . . . , N , where sTi and y
T
i are i-th rows of S and Y respectively. If
we insist in the positivity of albedos, it is clear that (3.46) should be modified
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as
ϕˆi = arg min
ϕi≥ε
‖yTi − ϕisTi X‖2 =
[
sTi Xyi
sTi XX
Tsi
]
+
, (3.47)
where ε is an arbitrarily small positive number, and [·]+ is a short notation
for max(·, ε). Putting (3.44) and (3.47) together, we arrive at the so called
alternating factorization, described in Alg. 3.
Algorithm 3 Alternating Factorization
Inputs: Y , S
Outputs: Estimates Φˆ, Xˆ of Φ,X.
1. Initialize Φˆ = IN .
2. Set Xˆ = (ST Φˆ
2
S)−1ST ΦˆY .
3. Set ϕˆi =
[
sTi Xˆyi
sTi XˆXˆ
T
si
]
+
, i = 1, . . . , N .
4. Repeat steps 2 and 3 until improvement in MSE
is negligible.
3.6 Computational Issues
Implementation of Algs. 1 and 2 is costly due to the large size of the
SVD/optimization problem. The size N of vector z is equal to the num-
ber of pixels in an image which is typically large. Nonetheless, we can reduce
the size of the problem significantly by observing that
Y J = ΦJSJX, ∀J ⊂ N , (3.48)
where ΦJ = diag({ϕi}i∈J ). Now ΦJ andX can be found by solving a similar
SVD/optimization problem of size |J |  N . Once X is found, the full
matrix Φ can be recovered element-wise as in Alg. 3. If the equation is exact,
the subset J can be chosen arbitrarily as long as SJ has NSFR. Recall from
Proposition 7 that SJ being NSFR also implies that S is NSFR. However,
if it is noisy, a careful selection of J for stable recovery has to be done. The
following result characterizes the deviation of a singular vector associated
with the smallest singular value of a matrix from the actual solution of the
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corresponding homogeneous equation under some perturbation. This will
serve as a guidance for choosing a “good” subset J .
Proposition 8. Suppose A is a matrix with condition number κ(A) and δA
is a perturbation such that A + δA has a nontrivial null space. Let z and
z + δz be unit norm singular vectors associated with the smallest singular
values of A and A+ δA, respectively. Then we have the following bound:
‖δz‖2 / 1 + 2κ2(A)‖δA‖2‖A‖2 , (3.49)
where the approximate inequality / assumes that (δA)T δA ≈ 0.
Proof. Let σ1(A) and σn(A) be the largest and smallest singular values of A
respectively. z being the singular vector associated with the smallest singular
value of A means
ATAz = σ2n(A)z. (3.50)
Since A + δA has nontrivial null space, its smallest singular value must be
0, and so
(A+ δA)(z + δz) = 0,
which is also equivalent to
(A+ δA)T (A+ δA)(z + δz) = 0. (3.51)
Ignoring the second order term (δA)T δA, we can rearrange terms of (3.51)
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and take the norm of both sides to get
‖ATAδz‖2 = ‖ATAz +
(
AT δA+ (δA)TA
)
(z + δz)‖2
= ‖σ2n(A)z +
(
AT δA+ (δA)TA
)
(z + δz)‖2
≤ σ2n(A)‖z‖2 + ‖
(
AT δA+ (δA)TA
)
(z + δz)‖2
≤ σ2n(A) + ‖AT δA+ (δA)TA‖2 · ‖z + δz‖2
≤ σ2n(A) + ‖AT δA‖2 + ‖(δA)TA‖2
≤ σ2n(A) + 2‖A‖2‖δA‖2
= σ2n(A) + 2σ
2
1(A)
‖δA‖2
‖A‖2 .
On the other hand
‖ATAδz‖2 ≥ σ2n(A)‖δz‖2. (3.52)
Hence
‖δz‖2 ≤ 1 + 2σ
2
1(A)
σ2n(A)
· ‖δA‖2‖A‖2 = 1 + 2κ
2(A)
‖δA‖2
‖A‖2 . (3.53)
Back to the issue of choosing a “good” subset J , for a particular J , we
want to solve for the eigenvector associated with the smallest eigenvalue of the
matrix M (J ) = (I − SJS†J )  (Y JY TJ ). On the one hand, Proposition 8
suggests that in order to have a stable solution, J should be chosen so
that the condition number of M (J ) is small. On the other hand, we also
want the nullity of M (J ) to be numerically close to 1 in some sense so that
the eigenvector associated with the smallest eigenvalue is close to the real
solution. One heuristic way to measure this closeness is to compute the drop
from the second smallest to the smallest relatively to the largest eigenvalue
of M (J ). Thus, we heuristically combined these two observations to define
a single quantity associated with a subset J to measure the numerical rank-
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(N − 1) of M (J ) as
ρ(J ) = 1
κ(MJ )
· λN−1(MJ )− λN(MJ )
λ1(MJ )
=
λN(MJ )λN−1(MJ )− λ2N(MJ )
λ21(MJ )
. (3.54)
We will search for J with largest ρ(J ) over all subsets of N . However, this
leads to an NP combinatorial optimization problem. We propose instead an
algorithm to choose the best J in terms of ρ(J ) over just a relatively small
number of random subsets of N . Alg. 4 is similar, to some extent, to the
RANSAC (RANdom SAmple Consensus) [55], a commonly used algorithm in
computer vision for model fitting. We will therefore call it RANSAC-based
factorization.
Algorithm 4 RANSAC-based Factorization
Inputs: Y ,S, N¯ , L
Outputs: Estimates Φˆ, Xˆ of Φ,X
1. Randomly generate L subsets of length N¯ of N .
2. For each subset J , compute
M (J ) = (I − SJS†J ) (Y JY TJ ).
3. Choose J with largest ρ(J ) as defined in (3.54).
4. Use Alg. 2 to solve for ΦˆJ , Xˆ from Y J ,SJ .
5. Set ϕˆi =
[
sTi Xˆyi
sTi XˆXˆ
T
si
]
+
, i = 1, . . . , N .
6. Return Xˆ in step 4 and Φˆ = diag(ϕˆ1, . . . , ϕˆN).
3.7 Experimental Results
3.7.1 Dealing with Color Images
For inverse rendering from color images, we need to solve (3.13) for the
three color channels simultaneously to eliminate the scaling ambiguity of the
albedos across channels. Specifically, let Y R,Y G,Y B be the image matrices
for red, green, and blue channels respectively. Also, let ϕR,ϕG,ϕB be the
albedo vectors associated with red, green, and blue channels respectively.
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Then the actual matrix factorization we want implement is given by the
concatenating equationY RY G
Y B
 = diag

ϕRϕG
ϕB

 ·
SS
S
X. (3.55)
Forming this equation is important for implementations, but the equation
itself is mathematically the same as (3.13) and does not change any of the
above theoretical results.
3.7.2 Simulations
Simulations are performed on a real dataset of J = 12 images of an object4
shown in Fig. 3.4 using MATLAB, with the convex programming cvx pro-
vided by [56]. The images were taken under different directional light sources.
The light directions of the 12 sources can be calibrated and are given by the
following matrix:
L =

0.4033 0.4808 0.7786
0.0982 0.1637 0.9816
−0.0655 0.1801 0.9815
−0.1280 0.4320 0.8927
−0.3286 0.4851 0.8104
−0.1103 0.5359 0.8370
0.2391 0.4144 0.8781
0.0642 0.4175 0.9064
0.1293 0.3394 0.9317
0.0324 0.3402 0.9398
0.0985 0.0493 0.9939
−0.1612 0.3546 0.9210

T
, (3.56)
where column i is the direction vector (of unit norm) in R3 of source i, for
i = 1, 2, . . . , 12. This matrix will be used as a ground truth for the inverse
rendering.
4The data is available at: http://pages.cs.wisc.edu/ lizhang/courses/cs766-
2008f/projects/phs/index.htm.
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Figure 3.4: 12 images of a real object under different directional light
sources.
The normal map of the object (plotted in Fig. 3.5) was estimated from the
images and light directions using photometric stereo. We want to note that
the light directions were only used to estimate the geometry. In our inverse
rendering, the lighting, however, is assumed to be unknown and arbitrary.
Although the geometry estimation is not very accurate, especially at the
interconnection regions, it is enough for the purpose of demonstrating our
proposed algorithms. Of course, in practice we are aiming at estimating the
geometry directly using some depth-based 3-D modeling framework. The
spherical harmonic matrix S was then computed from the surface normals
of the object using (3.9) and (3.11), with M = 9. The size of each image is
340× 512; excluding zero-albedo pixels results in N = 35983.
The albedo and lighting matrices Φˆ and Xˆ were estimated using either
Alg. 3 or 4. The reconstructed albedo maps for 3 color channels using both
methods are visualized in Fig. 3.6 using the jet color map. For a quantitative
comparison, the twelve original images in Y were compared in SNR (signal-
to-noise ratio) to the reconstructed images by forming Yˆ = ΦˆSXˆ. The
results are shown in Fig. 3.7 for two of the images in the dataset.
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Figure 3.5: Normal map of the object estimated from given images and
calibrated light source directions.
Table 3.1: The square errors between the reconstructions of light source
directions and their ground truths using different methods: alternating and
RANSAC-based factorizations. All direction vectors are normalized to have
unit norms. The average square errors over all 12 light sources are 0.0158
for alternating and 0.0032 for RANSAC-based.
source 1 2 3 4 5 6 7 8 9 10 11 12
Alternating 0.0278 0.0072 0.0005 0.0224 0.0201 0.0239 0.0189 0.0094 0.0172 0.0170 0.0027 0.0221
RANSAC 0.0121 0.0120 0.0008 0.0039 0.0009 0.0036 0.0013 0.0008 0.00005 0.0003 0.0012 0.0014
Although both methods can reconstruct the original images reasonably
well, the reconstruction error itself does not quantify the accuracy of esti-
mating albedos and lighting individually. Therefore we did another step to
estimate the light directions for which we have ground truths. In partic-
ular, from (3.9), the x, y, z components of the light directions lie in rows
4, 2, 3 of the lighting matrix X, respectively. That means the matrix of light
directions can be estimated by
Lˆ = Xˆ{4,2,3}. (3.57)
The square errors between the estimate Lˆ and ground truth L given in (3.56)
were then computed for all 12 columns associated with 12 light sources and
shown in Tab. 3.1. It can be seen that the RANSAC-based is much more
accurate than the alternating factorization.
For the purpose of relighting, new images were rendered by randomly gen-
erating a novel lighting matrix Xnew and computing Y new = ΦˆSXnew. The
relit images using alternating and RANSAC-based factorizations are respec-
tively demonstrated in Figs. 3.8 and 3.9. It is easy to observe that relighting
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Figure 3.6: Reconstruction of albedo maps in red, green and blue channels
from top to bottom using either alternating or RANSAC-based
factorization. The first column shows the recovery using Alg. 3, whereas
the second column shows the results of Alg. 4.
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(a) Original 7th image (b) Original 10th image
(c) Alg. 3, SNR = 28.3882 dB (d) Alg. 3, SNR = 29.3686 dB
(e) Alg. 4, SNR = 28.8974 dB (f) Alg. 4, SNR = 29.8326 dB
Figure 3.7: Reconstruction of images 7 and 10 in the dataset using either
alternating or RANSAC-based algorithm with corresponding SNRs. The
first row shows the two original images. The second and third rows show
the reconstructions using Algs. 3 and 4 respectively. The average SNR over
all given twelve images is 24.8493 dB for RANSAC and 24.9786 dB for
alternating.
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Figure 3.8: Random relighting using alternating factorization.
using the alternating factorization behaves poorly at the interconnection re-
gions of the object where our convex assumption is violated. It is because
the measurement noise model that the algorithm is based on does not ac-
count for approximation error resulting from model mismatches. However
the implementations of the alternating algorithm were faster. In contrast,
relighting using RANSAC-based factorization, at the cost of increasing the
computations, produces very realistic looking images that are well-behaved
at the interconnection regions.
3.8 Concluding Remarks
We have studied the inverse rendering problem of a Lambertian convex object
with distant light sources. Under these assumptions, all possible images of
the object live close to a low-dimensional linear subspace spanned by the first
few spherical harmonics. The inverse rendering thus becomes a factorization
of the image matrix into a product of a diagonal albedo and a lighting matrix
with a known SH matrix in the middle. This special matrix factorization is
unique if and only if the SH matrix associated with the object has nonsepa-
rable full rank, a stronger notion of full rank. In the noiseless case, the exact
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Figure 3.9: Random relighting using RANSAC-based factorization.
solution (up to some scale) can be found via an SVD-based algorithm. When
an approximation error is present, the SVD-based algorithm also yields the
least squares solution to the factorization. An optimization-based algorithm
is introduced to enforce the positivity of albedos. When the number of pixels
in each images is large, a heuristic RANSAC-based algorithm is proposed to
reduce the size of the optimization problem. When a measurement noise is
present in the model, an alternating algorithm is introduced instead for the
factorization.
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CHAPTER 4
DOWNSAMPLING ON GRAPHS VIA
MAXIMUM SPANNING TREES
4.1 Introduction
The previous two chapters are concerned with images as signals indexed on a
rectangular grid. We shift gears in this chapter to consider irregular-domain
signals and their multiresolution representations. The extension of the field
of signal processing to signals living on general graphs (such as meshes, sen-
sor, transportation, neuronal networks, etc.) has recently been drawing a
great deal of interest among the community [1–3, 5, 6, 57, 58]. Unlike regular
domains in classical signal processing, the irregular topology of the under-
lying graphs, on which the signals are indexed, poses many difficulties for
even basic signal operations such as shifting, modulating, and downsam-
pling [5]. The focus of this chapter is on the design of efficient downsampling
operators and graph multiresolution which are necessary components of any
multiscale transforms such as the critical-sampling graph wavelet filter banks
(GWFBs) [1, 2].
A downsampling (by a “factor” of 2) of signals living on a weighted graph
can be considered as a bipartition of the graph vertices into two disjoint sub-
sets; one is kept and one is discarded. One way to quantify the goodness of
a downsampling is to use the cut-index, the fraction of total weight of edges
connecting the two subsets over the total weight of all edges. The higher
the cut-index, the more dependent the two subsets, and so the more graph
structure can be embedded in one of them. The cut-index of downsampling
regular signals, or in general, signals indexed by a bipartite graph, is equal
to 1, the highest value it can be. For general graphs, finding the best down-
sampling is equivalent to a max-cut problem which is NP-complete [59] and
so intractable for large graphs.
In 2012, Narang and Ortega [2] introduced coloring-based downsampling as
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a component of the GWFBs, which are then subsequently developed in [1]. In
this regime, the original graph is first decomposed into a sequence of bipartite
subgraphs based on the graph coloring. The downsampling is then done by
partitioning the graph successively according to the bipartite subgraphs. The
drawback of this method is that the problem of proper graph coloring is also
NP-complete [59] which can be done by a backtracking sequential coloring
(BSC) algorithm [60]. The complexity can be reduced by some of the greedy
coloring algorithms such as DSATUR (Degree of Saturation) [61], but the
number of colors may not be minimal. Furthermore, no graph reductions
have been proposed to reconnect the vertices of the downsampled subset into
a graph. That is, a graph multiresolution is not available for this method.
More recently, Shuman et al. introduced [3] a new downsampling scheme
in which the graph bipartition is induced by the polarity of the eigenvector
associated with the largest eigenvalue of the graph Laplacian. This spectral
graph theory [62] approach is motivated by the approximate coloring [63]
and nodal theory [64]. The polarity-based bipartition is then followed by a
Kron reduction [65] and a graph sparsification [66] in order to reconnect the
vertices in the kept subset while maintaining the sparsity of the subgraph.
As the bipartition involves computing the SVD (Singular Value Decompo-
sitions) of the graph Laplacian, we will refer to this method as SVD-based
downsampling. Although a graph multiresolution can be achieved by repeat-
ing the procedure on the downsampled subgraphs, the main disadvantage
of this method is the O(|V|3) complexity of the SVD which does not scale
very well with the number of vertices |V|. In addition, the graph sparsifica-
tion does not maintain the connectedness of the original graph and thus this
downsampling scheme is not applicable to GWFBs.
We propose in this chapter the MST-based downsampling in which a graph
mutiresolution can easily be achieved by approximating the original graph
with a maximum spanning tree – the skeleton of the graph. The graph
multiresolution is naturally defined by the nice structure of the tree, which
is itself a special bipartite graph. Thus, only a simple connecting rule is
needed to form the subgraphs. The MST can also be found very fast [67,68]
in O(|E| log |V|) time. We show that for bipartite graphs, the MST-based
downsampling actually produces a max-cut. The experiments also show that,
for general graphs, the cut-indices of the proposed downsampling are higher
than those of coloring-based and SVD-based methods while the computation
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time is significantly reduced. We also demonstrate the use of MST-based
downsampling in GWFBs that yields better performance in terms of signal
compression.
The rest of the chapter is organized as follows. Sec. 4.2 introduces the
notations and terminologies, and reviews some of the related work. Sec. 4.3
discusses the proposed downsampling scheme. Sec. 4.4 provides simulations
on both random and specific graphs. Sec. 4.5 draws some concluding remarks.
4.2 Related Work
4.2.1 Notation and Terminology
A weighted graph G = (V , w) comprises a set of vertices V and a weight
function w : V2 → R+. The set of edges E consists of all elements in V2
with nonzero weights. Without loss of generality, we assume throughout this
chapter that V = {1, 2, . . . , N} for some integer N . Thus, a weighted graph
G = (V , w) can be completely characterized by its adjacency matrix W ∈
RN×N whose entries are defined by wi,j
∆
= w(i, j), for i, j ∈ {1, 2, . . . , N}. A
graph G is called undirected if W is symmetric; loopless if wi,i = 0, ∀i ∈ V ;
and connected if there exists a path connecting any pair of vertices. In this
chapter we restrict ourselves to connected loopless undirected graphs.
The degree matrix D of a graph with adjacency matrix W is a diagonal
matrix of size N ×N , where the diagonal entries are given by
di.i =
N∑
j=1
wi,j, for i = 1, . . . , N.
We say the weights are normalized if di,i = 1,∀i. The unnormalized, normal-
ized, and random walk graph Laplacians are respectively defined by
L
∆
= D −W ;
Ln
∆
= IN −D− 12WD− 12 = D− 12LD− 12 ;
Lr
∆
= IN −D−1W = LD−1.
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For a subset V1 of V , let (V1,V) denote the bipartition (or cut) of V into two
disjoint sets V1 and V \V1. The cut-value and cut-index of such a bipartition
w.r.t. weight function w are respectively defined as
c(V1,V ;w) ∆= 2
∑
i∈V1,j∈V\V1
w(i, j); (4.1)
and c¯(V1,V ;w) ∆= c(V1,V ;w)∑
(i,j)∈V2 w(i, j)
. (4.2)
A graph is bipartite if there exists a bipartition whose cut-index is 1. The
two subsets of vertices generated by such a cut are called independent sets
of the bipartite graph. A graph is said to be K-colorable if its vertices can
be labeled by K colors such that no edges connect two vertices of the same
color. It is easy to see that a graph is bipartite if and only if it is 2-colorable.
A spanning tree (ST) of a connected graph G is another connected graph
T without cycles that includes all the vertices and a subset of edges of G.
T is called maximum spanning tree (MST) of G if its total edge weight is
maximum over all possible STs of G. If the graph is unweighted (all edge
weights are equal to 1), MSTs are identical to STs.
A signal f indexed by a graph (graph signal) is treated simply as a vector
of length N . However, unlike regular vectors, a graph signal has a specific
topology embedded in its indices. A downsampling operator of a graph signal
is defined as a splitting of the signal samples into two groups according to
some bipartition of the underlying graph.
4.2.2 Graph Wavelet Filter Banks
A (biorthogonal) GWFB [1] transforms a signal living on a connected bipartite
graph into wavelet coefficients of the same cardinality (critical sampling) that
are localized in both vertex- and frequency-domain. Like a classical discrete
wavelet transform [37], a GWFB can be achieved by iterating (on the lowpass
channels) a two-channel filter bank as shown in Fig. 4.1. The downsampling
operators (↓ βL) and (↓ βH) respectively keep the signal samples at lowpass
and highpass vertices, defined by the two independent sets of the underlying
bipartite graph.
The filtering in vertex-domain of a graph signal is simply a multiplica-
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tion with a matrix. The four filters (matrices) H0,G0,H1,G1 are however
designed in the graph spectral domain obtained by diagonalizing either the
normalized Laplacian Ln (nonzeroDC GWFB) or the random walk Laplacian
Lr (zeroDC GWFB). As usual, the design can be done entirely in the lowpass
channel; the highpass channel easily follows. Vanishing moments of some or-
der can also be embedded in the perfect reconstruction conditions in the same
manner as the maximally-flat design of Cohen-Daubechies-Feauveau [11].
This results in compactly supported filters in vertex-domain that are poly-
nomials [57] of Ln (for nonzeroDC) or Lr (for zeroDC). A GWFB with k
vanishing moments will be referred to as graphBior(k).
8
contributions of the low-pass graph-frequencies which are below some cut-off and attenuates significantly
the graph-frequencies which are above the cut-off. The highpass transform H1 does the opposite of a
low-pass transform, i.e, it attenuates significantly, the graph-frequencies below some cut-off frequency.
The filtering operations in each channel are followed by downsampling operations βH and βL, which
means that the nodes with membership in the set H store the output of highpass channel while the nodes
in the set L store the output of lowpass channel. For critically sampled output we have: |H|+ |L| = N .2
Using (8), it is easy to see from Figure 1 that the output signals in the lowpass and highpass channels,
analysis side synthesis side
L L
H H
L
H
Fig. 1: Block diagram of a two-channel wavelet filterbank on graph.
after reconstruction are given as
fˆL =
1
2
G0(I + JβL)H0f
fˆH =
1
2
G1(I + JβH )H1f , (11)
respectively. The overall output fˆ of the filterbank is the sum of outputs of the two channels, i.e.,
fˆ = fˆL + fˆH = Tf , where T is the overall transfer function of the filterbank given as:
T =
1
2
G0(I + JβL)H0 +
1
2
G1(I + JβH )H1
=
1
2
(G0H0 + G1H1)︸ ︷︷ ︸
Teq
+
1
2
(G0JβLH0 + G1JβHH1)︸ ︷︷ ︸
Talias
, (12)
where Teq is the transfer function of the filterbank without the DU operation and Talias is another
transform which arises primarily due to the downsampling in the two channels. For perfect reconstruction
2 Note that in the regular signal domain the two most common patterns of critically sampled output are i) H = L =
{0, 2, 4, ...}, where even set of nodes store the output of both channels and ii) L = {0, 2, 4, ...} and H = {1, 3, 5, ...} , where
each node stores the output of only one of the channel.
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Figure 4.1: Block diagram of a two-channel filter bank on a bipartite graph.
Reproduced from [1, Fig. 1].
4.2.3 Coloring-based Downsampling
We want to emphasize that the design of GWFBs as described in Sec. 4.2.2
is only valid for connected bipartite graphs. For general connected graphs,
it is proposed in [1, 2] to decompose the graph into a minimum number of
bipartite subgraphs using Harary’s algorithm. The two-channel filter bank is
then applied separably to each subgraph at each level of the transform. If the
graph is K-colorable, Harary’s algorithm finds dlog2Ke bipartite subgraphs
by splitting the vertices into two independent sets ccording to the kth bit of
the color index, for k = 1, . . . , dlog2Ke. The result of applying successively
dlog2Ke bipartitions associated with the independent sets of the bipartite
subgraphs is exactly the partition of the graph vertices intoK subsets induced
from the coloring. Therefore, this separable downsamp ing scheme c n also
b hought of as a downsampling by a “factor” of K. The cut-index of the
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Figure 4.2: Decomposition of a 4-colorable graph into two bipartite
subgraphs. Reproduced from [2, Fig. 4].
overall downsampling will be measured as the average of all cut-indices of the
dlog2Ke bipartitions generated by the bipartite subgraphs. Fig. 4.2 shows
an example of bipartite graph decomposition on a 4-colorable graph.
4.2.4 SVD-based Downsampling
The SVD-based downsampling includes 3 steps: bipartition, graph reduc-
tion, and graph sparsification. In the first step, the eigen-decomposition of
the graph Laplacian L is first computed. The bipartition (V1,V) is then ob-
tained from the polarity of umax, the eigenvector associated with the largest
eigenvalue of L, i.e., V1 ∆= {i ∈ V : umax(i) ≥ 0}. In the second step,
Kron’s reduction [65] is applied to form a new Laplacian matrix that defines
a subgraph on the subset V1 as follows:
L1
∆
= LV1,V2L
−1
V2,V2LV2,V1 ,
where V2 ∆= V \ V1, and LVi,Vj denotes the submatrix of L whose rows and
columns are respectively indexed by Vi and Vj, for i, j = 1, 2.
As the Kron’s reduction is likely to generate a dense subgraph, a graph
sparsification is applied on the reduced graph in the third step. The spectral
sparsification [66] involving random sampling of graph edges and computing
the resistance distances [69] as described in [3, Alg. 1]. A graph multires-
olution can be generated by iterating the 3 steps above on the subgraphs.
Fig. 4.3 illustrates a successive SVD-based downsampling on a sensor network
graph with or without graph sparsification.
It is important to note that the spectral sparsification does not maintain
the connectedness of the subgraph, although the Kron’s reduction does. This
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7to one over the number of vertices in the complete subgraph.
This class of graphs highlights two of the main weaknesses
of the Kron reduction: (i) it does not always preserve regular
structural properties of the graph; and (ii) it does not always
preserve the sparsity of the graph. We discuss an alternative
graph reduction method that does preserve the tree structure in
Section VI-D, and a sparsity enhancing modification in Section
IV-D.
5) k-Regular Bipartite Graphs: In [18], Narang and Ortega
consider connected and unweighted k-RBGs.8 They downsam-
ple by keeping one subset of the bipartition, and they construct
a new graph on the downsampled vertices V1 by linking
vertices in the reduced graph with an edge whose weight is
equal to the number of their common neighbors in the original
graph. If the vertices of the original graph are rearranged so
that all the vertices in V1 have smaller indices than all the
vertices in Vc1 , the adjacency and Laplacian matrices of the
original graph can be represented as:
W =
[
0 W1
WT1 0
]
and L =
[
kIN
2
−W1
−WT1 kIN
2
]
. (11)
Then for all i, j ∈ V1 (with i 6= j), the i, jth entry of the
adjacency matrix of the reduced graph is given by
W kRBG−reducedij (V1) = (W1WT1 )ij . (12)
They also show that
LkRBG−reduced(V1) = k2IN
2
−W1WT1. (13)
Now we examine the Kron reduction of k-RBGs. The Kron-
reduced Laplacian is given by:
LKron−reduced(V1) = LV1,V1 − LV1,V2L−1V2,V2LV2,V1
= kIN
2
− (−W1)(kIN
2
)−1(−WT1)
= kIN
2
− 1
k
W1W
T
1,
which is a constant factor 1k times the reduced Laplacian (13)
of [18]. So, up to a constant factor, the Kron reduction is a
generalization of the graph reduction method presented in [18]
for the special case of regular bipartite graphs.
D. Graph Sparsification
As a consequence of property (K5), repeated Kron reduction
often leads to denser and denser graphs. We have already seen
this loss of sparsity in Section IV-C4, and this phenomenon
is even more evident in larger, less regular graphs. In addi-
tion to computational drawbacks, the loss of sparsity can be
important, because if the reduced graphs become too dense,
it may not effectively capture local connectivity information
that is important for processing signals on the graph. There-
fore, in many situations, it is advantageous to perform graph
sparsification immediately after the Kron reduction as part of
the overall graph reduction phase.
8Although [18] considers unweighted k-RBGs, the following statements
also apply to weighted k-RBGs if we extend the definition of the reduced
adjacency matrix (12) to weighted graphs.
Algorithm 1 Spectral Sparsification [30]
Inputs: G = {V, E ,W}, Q
Output: W′
1: Initialize W′ = 0
2: for q = 1, 2, . . . , Q do
3: Choose a random edge e = (i, j) of E according to the
probability distribution
pe =
dRG (i, j)Wij∑
e=(m,n)∈E
dRG (m,n)Wmn
4: W ′ij = W
′
ij +
Wij
Qpe
5: end for
(a) (b) (c)
(d) (e) (f)
Fig. 5. Incorporation of a spectral sparsification step into the graph reduction.
(a)-(c) Repeated largest eigenvector downsampling and Kron reduction of a
sensor network graph. (d)-(f) The same process with the spectral sparsification
of [30] used immediately after each Kron reduction.
There are numerous ways to perform graph sparsification.
In this paper, we use a straightforward spectral sparsification
algorithm of Spielman and Strivastava [30], which is described
in Algorithm 1. This sparsification method pairs nicely with
the Kron reduction, because [30] shows that for large graphs
and an appropriate choice of the number of samples Q, the
graph Laplacian spectrum and resistance distances between
vertices are approximately preserved with high probability.
In Figure 5, we show an example of repeated downsampling
followed by Kron reduction and spectral sparsification.
E. Alternative Graph Reduction Methods
First, we mention some alternative graph reduction methods:
1) In [8], Narang and Ortega define a reduced graph via
the weighted adjacency matrix by taking W(j+1) =(
[W(j)]2
)
V1,V1 . Here, [W
(j)]2 represents the 2-hop ad-
jacency matrix of the original graph. The reduced Lapla-
cian can then be defined as L(j+1) = D(j+1)−W(j+1),
where D(j+1) is computed from W(j+1). However,
there are a number of undesirable properties of this
reduction method. First, and perhaps foremost, the re-
duction method does not always preserve connectivity.
Second, self-loops are introduced at every vertex in the
reduced graph. Third, vertices in the selected subset
that are connected by an edge in the original graph
may not share an edge in the reduced graph. Fourth,
Figure 4.3: (Reproduced from [3, Fig. 5]) Successive SVD-based
downsampling on a sensor network graph with or without spectral
sparsification. (a)-(c) Repeated largest eigenvector downsampling followed
by Kron’s reduction. (d)-(f) The same process with the spectral
sparsification used immediately after each Kron reduction.
means the SVD-based downsampling is not applicable to GWFBs which are
particularly designed for connected graphs.
4.3 MST-based Downsampli g
4.3.1 Max-cut Bipartition
It was proposed in [70] to downsample a graph signal along the max-cut that
best approximates the underlying graph with a bipartite graph. Although
finding a max-cut of an arbitrary graph is NP-hard, we can use the cut-
value/cut-index, as defined in (4.1), as a measurement of the goodness of a
downsampling operator. The higher the cut-value, the better the downsam-
pling. The intuition for this observation is clear. As we want to reconstruct
the original signal after throwing away a subset of samples, the higher the
correlation between the kept and discarded subsets, the better the interpo-
lation can be done.
In the following, we give an analytical result to justify the use of cut-
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value to quantify the expected linear interpolation error given the signals are
treated as random processes. More precisely, we first define the cross-linear
interpolation of a signal with respect to a downsampling operator.
Definition 4. For a signal f indexed on a graph (V , w) with normalized
weights and a bipartition (V1,V) of the graph vertices, we define the cross-
linear interpolation fˆ of f as
fˆi =

∑
j∈V\V1 wi,j · fj if i ∈ V1,∑
j∈V1 wi,j · fj if i ∈ V \ V1.
(4.3)
The corresponding interpolation error is measured by
‖f − fˆ‖1 ∆=
∑
i∈V
|fi − fˆi|.
Proposition 9. Suppose that f is a signal indexed on a graph (V , w) with
normalized weights, and that the entries of f are identically distributed with
mean µ. Let fˆ be the cross-linear interpolation of f w.r.t. a bipartition
(V1,V). Then the expected interpolation error is lower-bounded by
E[‖f − fˆ‖1] ≥ |µ| · (|V| − c(V1,V ;w)). (4.4)
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Proof. We can write
E[‖f − fˆ‖1] =
∑
i∈V
E[|fi − fˆi|] (4.5)
≥
∑
i∈V
|E[fi − fˆi]| (4.6)
=
∑
i∈V1
∣∣∣∣∣∣E
fi − ∑
j∈V\V1
wi,j · fj
∣∣∣∣∣∣+
∑
i∈V\V1
∣∣∣∣∣E
[
fi −
∑
j∈V1
wi,j · fj
]∣∣∣∣∣ (4.7)
=
∑
i∈V1
∣∣∣∣∣∣µ
1− ∑
j∈V\V1
wi,j
∣∣∣∣∣∣+
∑
i∈V\V1
∣∣∣∣∣µ
(
1−
∑
j∈V1
wi,j
)∣∣∣∣∣ (4.8)
= |µ|
∑
i∈V1
1− ∑
j∈V\V1
wi,j
+ |µ| ∑
i∈V\V1
(
1−
∑
j∈V1
wi,j
)
(4.9)
= |µ|
|V| − 2 · ∑
i∈V1,j∈V\V1
wi,j
 (4.10)
= |µ| · (|V| − c(V1,V ;w)), (4.11)
where (5.14) follows from the linearity of expectation; (4.6) follows from the
fact that E[|X|] ≥ |E[X]|, for all random variable X; (4.7) follows from the
definition of fˆ ; (4.8) is due to E[fi] = µ,∀i ∈ V ; (4.9) is due to
∑
j∈V1 wi,j ≤
1,∀V1 ⊂ V ; (4.10) follows from the symmetry of wi,j; and (4.11) follows from
the definition of cut-value. The proof is completed.
The above result says that the expected linear interpolation error is es-
sentially lower-bounded by the complement of the cut-value. Therefore, a
max-cut indeed minimizes this bound, and a bipartition with low cut-value
will certainly amplify the interpolation error.
4.3.2 MST-based Bipartition
From the discussion in the previous subsection, we would like to design down-
sampling operators that yield high cut-indices and that can be fast imple-
mented. Furthermore, because downsampling is often done successively on
a graph multiresolution, we also want a natural graph reduction to connect
the subsamples. As we will show, all of these criteria can be satisfied with
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MST-based downsampling.
The idea of MST-based downsampling is to find a skeleton of the graph
that already has a multiresolution structure in it. Both the graph partition
and reduction will then be done through the skeleton. As every connected
graph can be spanned by a tree, a special bipartite graph with hierarchical
topology, it is desirable to obtain the downsampling from a spanning tree
of the graph. On the other hand, we want the spanning tree to be as close
as possible to the original graph, and so a maximum spanning tree needs to
be chosen among all STs. For connected graphs, the MSTs can be found by
Prim’s algorithm [67] that essentially starts with a random vertex and keeps
adding the maximum possible edge in each step to expand the tree until
it includes all the vertices of the original graph. For unconnected graphs,
a maximum spanning forest (collection of MSTs) can be found instead by
Kruskal’s algorithm [68]. Both algorithms run in O(|E| log |V|) time, which is
much faster than the O(|V|3) running time of the SVD-based downsampling.
Suppose T0 = (V0, wT0) is an MST of G = (V0, wG). Let dT0(i, j) denote
the tree distance between vertices i and j, which is the number of edges of
the shortest path in T0 connecting i and j. The MST-based downsampling
is then given by the bipartition (V1,V0), where V1 includes all vertices with
even tree distance from some root node r ∈ V0, i.e.
V1 ∆= {i ∈ V0 : dT0(i, r) is even}. (4.12)
To avoid any confusion, we stress that the MST T0 is just a tool for graph bi-
partition and reduction (as will be shown in the next subsection). In general,
the filter design should still be done on the original graph, not on the MST
itself. For the GWFBs that are particularly designed for bipartite graphs,
the filtering can be performed on all the edges connecting the two subsets V1
and V0 \ V1, that include all edges of T0.
4.3.3 Bipartite Graph Multiresolution
In order to generate a bipartite graph multiresolution that is ready for a
critical-sampling GWFB, we first find a series of nested trees and then add
back the edges removed from the original graph, while still maintaining the
bipartiteness of the trees. For connecting the vertices of the downsampled
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subset V1 in (4.12), we follow the simple rule proposed in [5] where each
vertex i 6= r in V1 is connected to its grandparent vertex (also in V1) with
the weight given by
wT1(i, g0(i)) =
2
1/wT0(i, p0(i)) + 1/wT0(p0(i), g0(i))
, (4.13)
where p0(i) is the parent vertex of i in T0 and g0(i) ∆= p0(p0(i)). This connect-
ing rule results in a downsampled graph T1 = {V1, wT1} which is clearly also
a tree. Therefore the above downsampling and graph reduction procedures
can be repeated to generate a tree multiresolution T0 ⊃ T1 ⊃ . . . ⊃ TL−1,
where L is the number of scales. For l = 0, . . . , L− 1, similarly to (4.13), the
weight function wTl of tree Tl is given by
wTl+1(i, gl(i)) =
2
1/wTl(i, pl(i)) + 1/wTl(pl(i), gl(i))
, for i ∈ Vl+1. (4.14)
Now the bipartite graph multiresolution B0 ⊃ B1 · · · ⊃ BL−1 can be defined
by assigning edge weights to the nested subsets V0 ⊃ V1 · · · ⊃ VL−1 as follows:
wBl(i, j) =

wTl(i, j) if wTl(i, j) 6= 0,
wG(i, j) if wTl(i, j) = 0 and dTl(i, j) is even,
0 else,
(4.15)
for l = 0, 1, . . . , L− 1 and i, j ∈ Vl. For this weight function, it is easy to see
that wBl(i, j) = 0 for all (i, j) ∈ V2l+1 ∪ (Vl \ Vl+1)2, and so Bl = (Vl, wBl) is
indeed a bipartite graph for all l. Algorithm 5 summarizes the construction
of a bipartite graph multiresolution from an arbitrary weighted graph based
on its maximum spanning tree.
Although the focus of this chapter is on the bipartite multiresolution as a
tool for the GWFBs, we want to remark that, when the bipartiteness is not
required (such as in Laplacian pyramid schemes on graphs [71]), a general
graph multiresolution G0 ⊃ G1 · · · ⊃ GL−1 can also be generated in a similar
way to Algorithm 5. The only difference is that the weights assigned to each
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Algorithm 5 MST-based Construction of Bipartite Graph Multiresolution
Inputs: graph G = (V0, wG), number of scales L
Outputs: nested bipartite graphs B0 ⊃ B1 · · · ⊃ BL−1
1. Find an MST T0 = (V0, wT0) of G using Prim’s algorithm.
2. Initialize l = 0.
3. Assign weights to the bipartite graph Bl according to (4.15).
4. Fix a root node r ∈ Vl.
5. Find the subset Vl+1 = {i ∈ Vl : dTl(i, r) is even}.
6. Assign weights to the subtree Tl+1 according to (4.14).
7. Set l = l + 1;
8. Repeat steps 3-7 until l = L.
Gl should be
wGl(i, j) =
wTl(i, j) if wTl(i, j) 6= 0,wG(i, j) else. (4.16)
That means all of the removed edges while approximating G with the MST
T0 should be added back into the tree multiresolution T0 ⊃ T1 · · · ⊃ TL−1, if
they connect any two vertices of a tree.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.4: Examples of MST-based downsampling on line, ring and grid
graphs. Each row shows, from left to right, the original graph, its MST and
the downsampled graph. (a)-(c): line graph, (d)-(f): ring graph, (g)-(i):
grid graph. The two independent subsets of each MST are colored with red
and blue. All the edge weights of the three original graphs are assumed to
be equal to 1. The edge weights of their downsampled graphs are
maintained to be all 1 according to the connecting rule.
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4.3.4 Illustrative Examples
Fig. 4.4 illustrates the MST-based downsampling on three simple unweighted
graphs often used to represent regular signals: line, ring, and grid graphs. It
can be seen that the MST-based method yields the odd-even downsampling
for line and ring graphs that represent 1-D regular signals, and the quincunx
downsampling for grid graphs that represent 2-D regular signals. We want to
note that while the line and grid graphs are bipartite, the ring graph (often
represents a periodic signal) with an odd number of nodes is not. However,
by removing one of the links, the MST-based downsampling still splits the
signal into odd and even samples as expected for regular signals. For a
comparison, in the following we look at the SVD-based downsampling of
signals on the ring graph with 5 vertices as shown in Fig. 4.4d. In particular,
the unnormalized graph Laplacian of such graph is given by
L =

2 −1 0 0 −1
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
−1 0 0 −1 2
 .
The largest eigenvalue of this matrix has a multiplicity of 2 with two cor-
responding eigenvectors
u4 =
[
−0.4569 0.1125 0.2748 −0.5571 0.6267
]T
,
u5 =
[
0.4374 −0.6224 0.5696 −0.2993 −0.0853
]T
.
Therefore the SVD-based downsampling keeps only the samples at indices
{2, 3, 5} or {1, 3}, depending on which vector is chosen as the largest eigenvec-
tor umax. Either bipartition is clearly not identical to the odd-even splitting
as often done for regular signals.
Another example of MST-based downsampling on a semilocal 8-link reg-
ular image graph is shown in Fig. 4.5. The image graph is constructed by
adding diagonal links to the grid graph and assigning Gaussian weights to
all of the links based on the intensities of the image. Namely, the weight of
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an edge connecting pixels i and j is given by
w(i, j) = exp
(
−|I(i)− I(j)|
2
2σ2
)
,
where I(i) is the intensity of pixel i, for i = 1, . . . , N . Interestingly, as can
be seen in the figure, the links with small weights representing the connec-
tions across strong edges of the image have been dropped while forming the
MST, and so avoiding filtering across image edges. This suggests that the
MST-based downsampling scheme might also be useful for edge-aware image
filtering, an active research area in image processing at the moment [72].
4.3.5 Special Case: Bipartite Graphs
Of course, approximating G by its maximum spanning tree T may incur a loss
of edge information. The question of how good the MST approximation is in
terms of the graph topology and signal smoothness, and how it is connected
to the wavelet transforms,1 is part of our ongoing research. Nonetheless,
for the special case of bipartite graphs, we can show that the MST-based
downsampling actually yields a max-cut with cut-index being equal to 1.
Theorem 5. Suppose T = (V , wT ) is an MST of G = (V , wG), and V1 is the
subset of V defined in (4.12), then c¯(V1,V ;wG) = 1.
Proof. We only need to show that every edge of G connects a vertex of V1
with a vertex of V2 ∆= V \ V1. Suppose there exist (i, j) ∈ V1 × V1 such that
wG(i, j) 6= 0. Let i→ r and j → r be the shortest paths of T connecting i to
r and j to r, respectively. Let v be the intersecting vertex of the two paths.
Since the two paths have the same parity (by the definition of V1), it must
be that the lengths of paths v → i and j → v also have the same parity. It
follows that the cycle {v → i, (i, j), j → v} of G has odd length. Thus, the
vertices of the cycle cannot be two-colored, contradicting to the fact that G
is bipartite.
Similarly, we can show by contradiction that there exists no (i, j) ∈ V2×V2
such that wG(i, j) 6= 0. Hence, the cut-value is equal to the total weight of
the graph, or the cut-index c¯(V1,V ;wG) = 1.
1The connection between the smoothness of a graph signal and the sparsity of its
wavelet coefficients is still an open issue. See [73] for recent attempts on this problem.
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(a) ‘coins.png’
(b) Semilocal image graph (c) Maximum spanning tree
(d) First level (e) Second level
Figure 4.5: Maximum spanning tree of a semilocal 8-link regular graph
representing the ‘coins.png’ image and its first two levels of downsampling.
The edges are displayed in jet color map.
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4.4 Simulations
This section demonstrates the performance of the proposed MST-downsampling
over the coloring-based and SVD-based downsamplings. The implementa-
tions were done in Matlab R2012a with MatlabGBL [4] and GraphBior-
Filterbanks [74] toolboxes, running on a PC with Intel Core i7-4500U CPU
X5650 @ 1.80 GHz 2.40 GHz, and 8GB of RAM.
4.4.1 Graph Downsampling
We compare the performances in terms of cut-index and computation time
of the three downsampling schemes on both Erdo¨s-Rényi random graphs [75]
and the specific Minnesota road graph [4]. For random graphs, the edges
are first independently generated according to a Bernoulli distribution of
parameter p ∈ [0, 1]. The Gaussian weights are then assigned to the edges as
w(i, j) = exp(−‖xi − xj‖22/(2σ2)), (4.17)
where xi is the coordinates of vertex i that is uniformly chosen in the box
[0, 1]2. For some graphs, the BSC coloring [60] is very slow, so we used
DSATUR algorithm [61] instead for the coloring-based downsampling. The
average results on 1000 random graphs are shown in Tab. 4.1 with the MST-
based method significantly outperforming the other two.
For the Minnesota graph, we consider both unweighted and weighted cases
(with Gaussian weights defined in (4.17)) as plotted in Fig. 4.6 where the
edge maps are displayed in jet colormap. The subgraphs obtained by down-
sampling in two levels on the unweighted and weighted Minnesota graphs
are respectively shown in Figs. 4.7 and 4.8. The performances are compared
in Tabs. 4.2 and 4.3. Again, both cut-index and time favor the MST-based
Table 4.1: Average performances on 1000 random weighted graphs with
N = 1000, p = 0.01 of different downsampling schemes. The DSATUR
algorithm was used to color the graphs.
DSATUR Coloring SVD MST
Cut-index 60.53% 74.65% 83.56%
Time 0.4177 s 7.0125 s 0.0032 s
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downsampling.
(a) unweighted (b) weighted
Figure 4.6: Original graphs of Minnesota road [4]: (a) all weights are equal
to 1, and (b) Gaussian weights of standard deviation σ = 0.2.
Table 4.2: Performances on the unweighted Minnesota road graph of
different downsampling schemes. The BSC algorithm was used for graph
coloring.
BSC Coloring SVD MST
Cut-index 81.68% 89.43% 90.07%
Time 7.7093 s 6.9909 s 0.0039 s
Table 4.3: Performances on the weighted Minnesota road graph with
Gaussian weights of different downsampling schemes. The coloring time is
the same for unweighted and weighted graphs.
BSC Coloring SVD MST
Cut-index 82.91% 79.69% 90.96%
Time 7.7093 s 5.9413 s 0.0038 s
4.4.2 Signal Compression
In this subsection, we demonstrate the benefit of using the MST-based bi-
partite graph multiresolution for GWFBs over the coloring-based bipartite
decomposition in the sense of signal compression. We adopt the n-term non-
linear approximation (NLA) framework in which the original is reconstructed
from its n largest wavelet coefficients. The NLA performances of the GWFBs
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using either MST-based or coloring-based downsampling were computed for
two different types of graph signals: a synthetic piecewise constant signal
on the Minnesota road graph, and a real triangle mesh representing a hu-
man [76]. We recall that the SVD-based downsampling is irrelevant in these
experiments because the graph multiresolution it creates may be neither bi-
partite nor connected.
We first applied a graphBior(2) zeroDC GWFB using coloring-based down-
sampling to the piecewise constant signal on the (unweighted) Minnesota
graph shown in Fig. 4.9b. The reconstruction of the signal is done by retain-
ing only a small fraction of largest coefficients in magnitude. As the graph
can be properly colored with 3 colors, the coloring-based GWFB yields 3
different channels of coefficients: LL, LH, and HH. The filter bank cannot
be repeated on the LL channel due to the lack of a graph structure in it. In
order to make a fair comparison, we applied a 2-level GWFB (of the same
parameters) with MST-based downsampling to the original signal that also
results in 3 channels: LL, LH, and H. The coefficients in the three channels
associated with each downsampling scheme are plotted in Fig. 4.10. The re-
constructions of the signal from 30% of all wavelet coefficients using the two
methods are shown in Figs. 4.11a and 4.11b together with the corresponding
SNRs (Signal-to-Noise Ratios). As can be seen, the SNR of using the MST-
based downsampling is much higher than that of the coloring-based. If we
do not restrict the GWFB to 2 levels of decomposition, the NLA curve of
the piecewise constant signal can even be better as shown in Fig. 4.12 for a
6-level MST-based GWFB.
Next, we implemented a graphBior(3) zeroDC GWFB using either coloring-
based or MST-based downsampling on the 3D triangle mesh shown in Fig. 4.13a.
A 3D mesh can be considered as 3 different signals (associated with x, y, and
z components) living on the graph induced by the topology of the mesh. It
was proposed in [58] to use a subdivision quadrilateral mesh with a natu-
ral bipartite hierarchy, in order for the multiscale GWFBs to be applicable.
However, in many cases we do not have control over the topology of the mesh.
Furthermore, quad meshes are not as popular as triangle meshes.
Figs. 4.13b and 4.13c show the reconstructions of the original mesh with
corresponding SNRs from 22% of wavelet coefficients obtained from coloring-
based and MST-based GWFBs, respectively. The whole NLA curves of the
two schemes are both plotted in Fig. 4.14. It can be seen that the MST-
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based significantly outperforms the coloring-based when a small fraction of
coefficients is used (low bit rate). This is because the lowpass subband of
the coloring-based GWFB still includes a large number of coefficients that
cannot be reduced due to the lack of a graph multiresolution.
4.5 Conclusion
We have studied in this chapter a novel downsampling scheme for signals liv-
ing on weighted graphs via maximum spanning trees. The connected graph is
first approximated by an MST, then the graph multiresolution follows natu-
rally from the tree structure. This method is very simple, yet proves, through
experiments, several benefits including: fast computation, high cut-index,
and natural bipartite graph multiresolution. This list makes it a perfect fit
for the graph wavelet filter banks where the design of multiscale downsam-
pling operators is challenging. Although we have shown for bipartite graphs
that the MST-based downsampling is indeed the same as a max-cut, the
analysis of the MST approximation is still missing for general graphs and
will be the focus of our future research.
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(a) SVD-based level 1 (b) MST-based level 1
(c) SVD-based level 2 (d) MST-based level 2
(e) Color 1. (f) Color 2 (g) Color 3
Figure 4.7: Downsampling by different schemes on the unweighted
Minnesota road graph. The result of coloring-based downsampling is just a
set of vertices (one of the three colors (e)-(g)) without connections, and so
the next levels of downsampling are not available for this scheme.
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(a) SVD-based level 1 (b) MST-based level 1
(c) SVD-based level 2 (d) MST-based level 2
Figure 4.8: Downsampling by different schemes on the weighted Minnesota
road graph. The result of coloring-based downsampling is not shown
because it is just the same as for unweighted graphs.
(a) Graph
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Figure 4.9: A piece-wise constant signal on the Minnesota unweighted
graph.
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Figure 4.10: Wavelet coefficients of a graphBior(2) zeroDC GWFB on three
different channels. Left column: coloring-based downsampling is used, right
column: MST-based downsampling is used.
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(a) Coloring: 5.462 dB
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(b) MST: 39.8759 dB
Figure 4.11: Reconstructions of the original signal from 30% of total wavelet
coefficients using coloring-based and MST-based downsampling schemes.
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Figure 4.12: Nonlinear approximation curve of applying a 6-level GWFB
with MST-based downsampling on a piecewise constant signal on the
Minnesota graph.
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(a) Original (b) Coloring: 27 dB (c) MST: 35 dB
Figure 4.13: Original 3D triangle mesh and its reconstructions from 22% of
total wavelet coefficients using coloring-based and MST-based
downsampling schemes.
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Figure 4.14: Nonlinear approximation curves of applying a GWFB using
coloring-based and MST-based downsamplings.
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CHAPTER 5
COMPRESSION OF HUMAN BODY USING
GRAPH WAVELET FILTER BANKS
5.1 Introduction
The next major generation of immersive communication may well be a form
of electronic teleportation in which individual dynamic objects can be elec-
tronically captured and communicated so that they can be composited and
rendered from arbitrary points of view [77,78]. In recent years, there has been
much work on free viewpoint video (FVV), in which an entire scene can be
captured, communicated, and rendered from any of a collection of views [79].
FVV has been based on approaches such as multiview video plus depth cod-
ing combined with depth image based rendering [80]. However, FVV has
so far targeted capture and rendering of an entire scene. More useful for
immersive communication is object-based free viewpoint video, in which in-
dividual dynamic objects can be electronically captured, communicated, and
rendered from an arbitrary point of view. Object-based free viewpoint video
would enable composition of objects that are in multiple remote locations
both with each other and with objects that are local, making it possible for
the communicating parties to feel immersed in a single environment. The
human body is a particularly useful class of object for immersive communi-
cation. In this chapter, we show how a model of a human body (or for that
matter of any other articulated object including any rigid object) can assist
in compressing the object in object-based free viewpoint video.
A moving human body can be represented by a sequence of 3-D meshes
with a fixed connectivity (or topology) over which we have full control. There
is thus no need to compress the mesh connectivity as most of mesh compres-
sion techniques in computer graphics have to deal with (see [81, 82] and the
references therein). Only the geometry and color of the dynamic mesh need
to be compressed.
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Various methods exist for geometry compression of a dynamic 3-D mesh [83–
97], all of which are triangle-based, exploiting the spatio-temporal correla-
tion of the mesh sequence. One of the most efficient ways to decorrelate the
spatial information of a mesh is to use Mesh Wavelet Transforms (MWTs),
which were introduced by Schro¨der and Sweldens in [98] and subsequently
developed in [90, 99–101]. These transforms are constructed by the lifting
scheme [102] with mesh hierarchies generated from various types of subdi-
vision such as Butterfly [103] and Loop [104]. Although the transforms are
designed to be localized in the vertex domain, their frequency localization has
not been analyzed as in the designs of classical wavelet transforms [20, 37].
Another disadvantage of MWTs is their dependency on not only the topology
but also the geometry of the mesh. This nonuniform behavior significantly
increases the computation cost as well as hinders the application of the trans-
forms to color data. A new generation of wavelet transforms [1,2,57,105–107]
has recently been developed for signals living on arbitrary graphs of which
meshes are special cases. (For an introduction to the field of signal process-
ing on graphs, interested readers are referred to [5].) Biorthogonal Graph
Wavelet Filter Banks (GWFBs), introduced by Narang and Ortega in [1], are
among the best designs with almost all the desired properties of a wavelet
transform such as perfect reconstruction, critical sampling, compact support,
and near orthogonality. Two-channel filter banks on bipartite graphs, which
are the building blocks of GWFBs, are designed in frequency domain, with
the aid of spectral graph theory [62]. It is therefore easy to control the fre-
quency localization through a maximally-flat design that is similar to that of
Cohen-Daubechies-Feauveau [11]. Another advantage of GWFBs compared
to MWTs is that they depend only on the topology of the graphs but not on
the signals.
Another prominent approach in geometry compression of animated meshes,
pioneered by Lengyel [83], is to segment the mesh into a few parts that move
affinely and to encode the animation parameters and the residuals. This is
similar to motion estimation in video coding and works well for skeleton-like
structures like human bodies. In this chapter we propose a geometry encoder
that combines both motion estimation and wavelet transform approaches.
We will employ a generic human body mesh that can be animated according
to a skinned-rig model. All the parameters of the model, including anima-
tion parameters and a rest pose mesh, are estimated from depth and color
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image data. Multiple frames of data produce a sequence of rest pose meshes
that can be considered as time-varying signals living on the graph induced
by the mesh’s topology. The GWFBs are then applied to the difference of
signals in consecutive frames and the coefficients are quantized and entropy
coded. Since there are very few animation parameters per frame compared
to the geometry information, we ignore (or rather, upper bound) the coding
of those parameters in this chapter. Our main contribution is the use of a
subdivision quadrilateral (or quad) mesh that naturally defines a bipartite
graph multiresolution and therefore obviates the need for bipartite decompo-
sition, which is one of the drawbacks of GWFBs. A subdivision quad mesh
also enjoys a nice vertex neighboring pattern that we can exploit in context
adaptive entropy coding. We also propose an adaptive spatial transform that
aligns wavelet detail coefficients with local normal vectors of the coarse mesh,
together with a point-to-surface distortion, in order to encode the important
visual information more precisely.
The color texture defined on the mesh can also be estimated from a se-
quence of depth plus color images. If the model and the estimation were
perfect, the estimated color texture would be constant, and so coding the
color texture of a static mesh would be enough. However, neither of them is
the case and the mesh color texture estimates change with time. We propose
a color encoder that also applies the GWFBs to the difference of consecutive
frames of color texture estimates. Because a GWFB depends only on the con-
nectivity, it can be used as a unified transform to decorrelate both geometry
and color information. In the literature, compression of mesh color texture
has often been neglected. A few works such as [108, 109] address the color
compression of a static mesh using some simple predictive coding schemes.
To our knowledge, our work is the first one to deal with compression of both
dynamic geometry and color.
Since the original data in our applications is a depth plus color video
sequence, we can also compress it directly using some video encoder and
estimate the mesh sequence from the decoded video at the receiving end as
illustrated in Fig. 5.1b. As experiments will show, our geometry encoder
significantly outperforms High Efficiency Video Coding (HEVC), the state-
of-the-art video encoder, on our data sets.
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(a) Mesh coding approach.
(b) Video coding approach.
Figure 5.1: Two different coding schemes. The mesh coding approach
transmits the coded model whereas the video coding approach transmits
the coded depth maps and color images.
5.2 Preliminaries
5.2.1 Notation and Terminology
This section introduces some notation and terminology that will be used
throughout the chapter. To make the chapter self-contained we also review
some of the notation and terminology that have been mentioned in Sec. 4.2.1.
We consistently use bold letters, bold capital letters and calligraphic letters
to denote vectors, matrices, and sets respectively. The modulus notation | · |
is used to denote the cardinality of a set or the length of a vector.
An unweighted graph G = (V , E) is characterized by a set of vertices V and
a set of edges E . Throughout this chapter, we assume that V = {1, 2, . . . , N}
for some integer N . Each element in E has the form (i, j) for some i, j ∈ V .
A graph can also be described by an adjacency matrix A = {aij}i,j∈V such
that aij is 1 if (i, j) ∈ E and is 0 otherwise. A graph is called undirected
if there is no difference between edge (i, j) and edge (j, i), or the adjacency
matrix is symmetric. A subset of V is called an independent set if there are
no edges connecting vertices in the subset. A graph is called bipartite if its
vertex set is a union of two disjoint independent sets.
On the other hand, a 3-D P -sided polygon mesh M = (V ,F ) is charac-
terized by a vertex matrix V ∈ RN×3 for which each row vTi represents the
position of a vertex, and a face matrix F ∈ ZK×P for which each row fTk
lists the P vertex indices of a face. N and K are respectively the number of
vertices and faces of the mesh. The topology of a mesh induces an undirected
graph G with vertices V = {1, 2, . . . , N} and edges {(fpk, f(p+1)k)}k=1,K,p=1,P ,
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with the understanding that f(P+1)k
∆
= f1k. We say a mesh is colored if
V ∈ RN×6 and the ith row (vTi , cTi ) of V contains both the position and
color of vertex i.
When P = 3, 4 we say the mesh is respectively a triangle or quadrilateral
(or quad) mesh. Note that when P > 3, the P vertices of each face might not
be coplanar. It is useful some time to specify the faces of a mesh as surfaces
of 3-D points: {Fk}k=1,K . The surface that a mesh represents is understood
as the union of all faces, i.e. F ∆= ∪Kk=1Fk.
5.2.2 Estimation of Skinned Rig Models
Skinned rig models have long been used to model human characters and
other articulated creatures and objects in computer animation [110, 111]. A
skinned rig model consists of a set of bones (sometimes called a rig) and a
skin attached to the bones by weights. The bones undergo separate rigid
transformations to animate the skin. Precisely, the model is characterized by
a collection of parameters (M(0),B(0),W ,B(t)). M(0) is a mesh represent-
ing the skin of the object in a pre-defined rest pose. B(0) = {Gb(0)}b=1,B
is a set of B 4 × 4 homogeneous coordinate transformation matrices, where
each 4 × 4 transformation matrix Gb(0) represents the rest pose of bone b,
by transforming the local coordinate system of bone b in its rest pose into
some world coordinate system. W = {wib}i=1,N,b=1,B is a set of weights,
where each weight wib represents the association of vertex i (in meshM(0))
with bone b. For each vertex, the weights are non-negative and sum to one,
i.e.,
∑
bwib = 1. Finally, B(t) = {Gb(t)}b=1,B is another set of homogeneous
coordinate transformation matrices, where each transformation matrix Gb(t)
represents the pose of bone b at time t, by transforming the local coordinate
system of bone b at time t into the world coordinate system. The parameters
(M(0),B(0),W) are time-invariant, or static, while the parameters B(t) are
are time-varying, or dynamic. The dynamic parameters are used to animate
the model and are known as animation parameters. Together, the model
parameters determine the position of each vertex of the mesh at time t as
v¯i(t) =
B∑
b=1
wibGb(t)G
−1
b (0)v¯i(0), (5.1)
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where v¯ = (vT , 1)T denotes the 3D position v in homogeneous coordinates.
(See [112] for background on homogeneous coordinates and transformations.)
The color ci of each vertex remains constant.
Skinned rig models and their parameters are normally designed by artists.
However, it is also possible to estimate the parameters of a skinned rig model
from data. Although previous work has estimated skinned rig parameters
from one or more meshes {M(t)} [113–115], in this chapter we estimate the
parameters from a sequence of RGBD images {Y (t)} of real human subjects
captured with a Microsoft Kinect color plus depth camera. Further, our
estimation is online in the sense that the parameter estimates are updated
after every frame t = 1, 2, . . .. Thus after every frame t = 1, 2, . . . we obtain
estimates (M(t)(0),B(t)(0),W(t)) of the static parameters as well as estimates
B(t)(t) of the animation parameters. For the purposes of this chapter, other
details of the estimation technique are unimportant. It suffices to know
that the estimates (M(t)(0),B(t)(0),W(t),B(t)(t)) must be quantized, entropy
coded, and transmitted, so that the receiver can reproduce the position and
color of each vertex at each time t using the synthesis model (5.1). In this
chapter, we focus on the transmission of mesh estimatesM(t)(0), specifically
the position and color estimates v
(t)
i and c
(t)
i for each vertex i at each frame
t. The weightsW are assumed to be constant or known, while the coordinate
transformation matrices are assumed to take a negligible bandwidth, at most
32(6B) = 192B bits per frame for uncoded floating point numbers, where
B ≈ 15. Better methods for coding the animation parameters can be found
in [116] for example.
In short, the signal to be encoded is the time-varying 6-dimensional vector-
valued signal defined by
f
(t)
i
∆
=
[(
v
(t)
i (0)
)T
,
(
c
(t)
i
)T]T
, (5.2)
which lives on vertices of the graph G underlying mesh M(0). Fig. 5.2
shows two examples of such time-varying signals estimated from two different
RGBD datasets.
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(a) Estimates from dataset 1.
(b) Estimates from dataset 2.
Figure 5.2: Examples of a sequence of estimated XYZ-RGB signals on a
graph induced by a mesh topology. The meshes are displayed only in
frontal view.
5.2.3 Quad Meshes and Catmull-Clark Subdivision
One way to generate a smooth fine quad mesh is to successively apply
Catmull-Clark subdivision [117] to a base quad meshM0 = (V 0,F 0), where
V ∈ RN0×3. Each level of subdivision introduces one new face point for
each face, one new edge point for each edge, and updates the original ver-
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Figure 5.3: Illustration of mesh subdivision and spatial transforms. A
group of vertices (red asterisks) of the fine mesh (in blue) are associated
with a patch of the coarse mesh (in green). The z′ axis of the local
coordinates system is aligned with the normal direction of the patch
denoted by the red arrow.
tices, by averaging the neighboring vertices. In essence, it subdivides each
quad of the original mesh into a 2 × 2 grid of 4 quads. The overall effect
of level-L subdivision can be written as a linear transform V L = W LV 0,
whereW L ∈ RNL×N0 is the weighting matrix. The number of vertices of the
subdivision NL is approximately N04
L. This subdivided quad meshML will
be used as the rest pose meshM(0) described in Sec. 5.2.2. Fig. 5.3 shows
a base mesh (red dots connected by green links) and its 2-level subdivision
(blue dots connected by black links).
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5.2.4 Graph Wavelet Filter Banks
This section details the spectral design of a graph wavelet filter bank (GWFB);
parts of it already appeared in Sec. 4.2.2. As we know from Chapter 4, Graph
wavelet filter banks (GWFBs) provide a time-frequency localized transform
for graph-indexed signals. Its advantages include critical sampling, perfect
reconstruction, and compact support [1, Table I]. Similarly to classical dis-
crete wavelet transforms [37], its building blocks are two-channel filter banks
on bipartite graphs as described in Fig. 5.4. The downsampling operators
↓ βL and ↓ βH respectively keep only the values of lowpass and highpass ver-
tices, which are the two independent sets of the original bipartite graph by
which the signal f is indexed. The four filters are first designed in the graph
spectral domain1 similarly to the maximally-flat design of Cohen-Daubechies-
Feauveau [11] and then are inverted into the vertex domain. Specifically, the
relation between a filter hˆ(λ) in the spectral domain and its corresponding
transform matrix H in the vertex domain is given by
H =
N∑
i=1
hˆ(λi)uiu
T
i , (5.3)
where {λi}Ni=1 and {ui}Ni=1 are respectively the eigenvalues and eigenvectors
of the normalized graph Laplacian Ln. If hˆ(λ) is a polynomial of degree k,
thenH = hˆ(Ln) is simply the corresponding polynomial of Ln that defines a
k-hop localized filter (i.e., with compact support) in the vertex domain [57].
If the random walk graph Laplacian Lr is used instead of Ln, we get the so-
called zeroDC GWFB that always annihilates constant signals in the highpass
channel.
In a graphBior (k) design, the lowpass filter pair hˆ0(λ), gˆ0(λ) are designed
to be polynomials of degree 2k − 1 and 2k respectively and both to have k
roots at λ = 0, corresponding to k vanishing moments. The highpass filter
pair are obtained by symmetry due to the spectral folding phenomenon [2],
namely
hˆ1(λ) = gˆ0(2− λ), gˆ1(λ) = hˆ0(2− λ).
1Obtained by diagonalizing the graph Laplacian. See [5, 6, 118] for further discussions
on the frequency notion of graph signals.
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8contributions of the low-pass graph-frequencies which are below some cut-off and attenuates significantly
the graph-frequencies which are above the cut-off. The highpass transform H1 does the opposite of a
low-pass transform, i.e, it attenuates significantly, the graph-frequencies below some cut-off frequency.
The filtering operations in each channel are followed by downsampling operations βH and βL, which
means that the nodes with membership in the set H store the output of highpass channel while the nodes
in the set L store the output of lowpass channel. For critically sampled output we have: |H|+ |L| = N .2
Using (8), it is easy to see from Figure 1 that the output signals in the lowpass and highpass channels,
analysis side synthesis side
L L
H H
L
H
Fig. 1: Block diagram of a two-channel wavelet filterbank on graph.
after reconstruction are given as
fˆL =
1
2
G0(I + JβL)H0f
fˆH =
1
2
G1(I + JβH )H1f , (11)
respectively. The overall output fˆ of the filterbank is the sum of outputs of the two channels, i.e.,
fˆ = fˆL + fˆH = Tf , where T is the overall transfer function of the filterbank given as:
T =
1
2
G0(I + JβL)H0 +
1
2
G1(I + JβH )H1
=
1
2
(G0H0 + G1H1)︸ ︷︷ ︸
Teq
+
1
2
(G0JβLH0 + G1JβHH1)︸ ︷︷ ︸
Talias
, (12)
where Teq is the transfer function of the filterbank without the DU operation and Talias is another
transform which arises primarily due to the downsampling in the two channels. For perfect reconstruction
2 Note that in the regular signal domain the two most common patterns of critically sampled output are i) H = L =
{0, 2, 4, ...}, where even set of nodes store the output of both channels and ii) L = {0, 2, 4, ...} and H = {1, 3, 5, ...} , where
each node stores the output of only one of the channel.
December 5, 2011 DRAFT
Figure 5.4: Reproduced from [1, Fig. 1]. Block diagram of a two-channel
wavelet filter bank on a bipartite graph.
As emphasized in Chapter 4, the above design is only applicable for bipar-
tite graphs. If the graph is not bipartite, it is proposed in [2] to decompose
the graph into multiple bipartite subgraphs and then apply a filter bank to
each subgraph in a separable manner. For this method, we cannot go fur-
ther than one level of decomposition due to the lack of a graph reduction
on the unconnected lowpass vertices. The MST-based downsampling scheme
discussed in Chapter 4 is another candidate. In this chapter, as we have
control over the underlying graph, we propose to use a subdivision quad
mesh to generate the bipartite graph multiresolution, that will be described
in Sec. 5.3.3
5.3 Proposed Mesh Encoder
Traditionally a video encoder can be described by a diagram as in Fig. 5.5.
Figure 5.5: Traditional video encoder.
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Frame X(t) at time t is predicted by the motion compensated version of
the previous frame and the residual gets transformed by T , quantized by Q
and entropy coded by EC. The motion estimation (ME) is performed inside
the loop and the motion vectors are then coded separately. Following this
coding mechanism, we propose in this section a mesh encoder, diagrammed
in Fig. 5.6, in which the mesh color Xrgb(t), geometry Xxyz(t), and anima-
tion parameters G(t) are estimated from depth plus color data Y (t) and are
encoded by different encoders.
Figure 5.6: Mesh encoder.
The color and geometry encoders are schematically illustrated in Figs. 5.7
and 5.8, whereas the animation encoder will be ignored in this chapter as
discussed in Sec. 5.2.2. In both encoders, a GWFB is used in the transform
block. In the color encoder, no motion compensation is needed and a color
transform CT that converts RGB to YUV and its inverse CT−1 are added
in the front and back of the encoder. The geometry encoder is a little more
complicated. The motion compensated frame X(t) goes through a GWFB
and its coefficients are coded differently in the lowpass and highpass channels.
The lowpass coefficients are quantized and entropy encoded as usual, whereas
the highpass coefficents goes through an adaptive spatial transform (ST)
before quantization. The spatial transform is computed from the decoded
lowpass coefficients. In the sequel, we will discuss basic coding tools used in
the proposed encoders.
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Figure 5.7: Color encoder.
Figure 5.8: Geometry encoder.
5.3.1 Temporal Prediction
This is the classical Differential Pulse-Code Modulation (DPCM) usually
used in video encoders. When the Temporal Prediction (TP) is on, the
current frame is predicted by the dequantized version of the previous frame
(obtained by the delay operator ∆ in the diagrams) and the residual will be
quantized and entropy coded.
5.3.2 Motion Compensation
The Motion Compensation (MC) is done through the model estimation de-
scribed in Sec. 5.2.2. When this module is on, the sequenceM(t)(0) of rest
pose meshes is fed into the geometry encoder. Likewise, if the MC is off, the
sequenceM(t)(t) of current meshes is used as input to the geometry encoder.
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It is unimportant to the color encoder whether the MC is on or off because
the color attributes ofM(t)(0) andM(t)(t) are the same.
5.3.3 Multiresolution GWFB
The GWFB will transform the signals into wavelet coefficients of multiple
subbands. Each subband is then coded differently as will be described in
Sec. 5.3.6. The GWFB is well-defined for a single level of decomposition. The
only factor that is unspecified and dependent on the application is the graph
multiresolution, in which the downsampled vertices need to be reconnected
to form a coarser version of the graph. Coarsening a graph to create a graph
multiresolution is generally not an easy task. One of the advantages of using
a subdivision quad mesh is that it naturally defines a graph multiresolution.
Suppose G2n is the graph associated with a level-n subdivision quad mesh
with vertex indices V¯2n, for n ≥ 0. The next level of subdivision essentially
divides each quad into a 2 × 2 grid. Therefore, the vertex indices V¯2(n+1)
is simply a union of V¯2n with two sets of new vertices V2n+1 and V2n+2,
where V2n+1 contains all the face points that do not connect to any vertices
in V¯2n, and V2n+2 contains all the edge points that connect only to vertices
in either V¯2n or V2n+1. It means that G2(n+1) is a bipartite graph with two
independent sets V2n+2 and V¯2n+1 ∆= V¯2n∪V2n+1. Let G2n+1 be the graph with
vertices V¯2n+1 and edges connecting every four vertices of a face in V¯2n to the
corresponding face vertex in V2n+1. This construction implies that G2n+1 is
a also a bipartite graph with two independent sets V2n+1 and V¯2n.
By defining intermediate graphs G2n+1, for n = 0, . . . , L − 1, we have
constructed a multiresolution of bipartite graphs such that
G0 ⊂ G1 ⊂ · · · ⊂ G2L−2 ⊂ G2L−1 ⊂ G2L,
where Gn−1 ⊂ Gn means Vn−1 is an independent subset of Gn. This bipartite
hierarchy obviates the need for bipartite decomposition of an arbitrary graph.
Fig. 5.9 illustrates the construction of a bipartite graph multiresolution for
L = 2 levels of subdivision.
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(a) V¯0 = V0. (b) V¯1 = V¯0 ∪ V1. (c) V¯2 = V¯1 ∪ V2.
(d) V¯3 = V¯2 ∪ V3. (e) V¯4 = V¯3 ∪ V4.
Figure 5.9: Construction of a bipartite graph multiresolution from a
subdivision quad mesh. The two independent subsets of each bipartite
graph are colored with red and blue.
Interestingly, the GWFB can be even applied at least one more level on
the base mesh graph G0. The following result shows that any quad mesh
representing a surface that is topologically equivalent to a sphere (presumably
the case of a typical human body) is indeed bipartite.
Theorem 6. SupposeM is a quad mesh with faces {Fk}k=1,K representing
a surface F ∆= ∪Kk=1Fk in R3. If F is homeomorphic to a sphere S then the
graph G induced byM is bipartite.
Proof. We first show that G is planar. Let {vn}Nn=1 and {em}Mm=1 be the set of
vertices and edges of the mesh, which are respectively points and lines in R3.
Since F is homeomorphic to a sphere S, there exists a bi-continuous mapping
f such that S = f(F). Let F ′k = f(Fk), v′n = f(vm) and e′m = f(em).
Because f is bi-continuous, it is easy to see that {F ′k}k=1,K form a new mesh
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M′ representing the sphere S with vertices {v′n}Nn=1 and edges {e′m}Mm=1.
Also, the connectivity of the underlying graph G does not change after the
mapping.
Note that removing one face of the spherical mesh M′, for example F ′1,
creates a hole in the sphere while maintaining the graph topology (because
each edge is the intersection of two faces). Therefore the new mesh Mˇ with
one face removed can be mapped onto a plane, which implies that the graph
G is planar.
Now that G is a planar graph whose all faces have an even number of
edges (precisely, 4), it follows from the two color theorem [119] that G is
bipartite.
5.3.4 Color Transform
The Color Transform (CT) module used in the color encoder simply converts
the color space from RGB to YUV which is more decorrelated. Normally in
image and video coding, only half of the samples in the chrominance channels
U and V are coded since the human visual system is more sensitive to the
illuminance Y. In the mesh color encoder, we code all the samples of the
YUV channels due to the lack of a theory on efficient downsampling and
interpolation of graph signals.
5.3.5 Spatial Transform
Following the philosophy of the color transform and the observation that
the visual information of the geometry heavily lies in normal directions, we
propose a Spatial Transform (ST) block for the geometry encoder. Based on
the subdivision weight matrix W L mentioned in Sec. 5.2.3, each vertex of
the fine mesh is mapped to a face of the base mesh that contributes most
weights to the vertex. Then the coordinates of all vertices associated with
a face is then transformed to the local coordinates system x′y′z′ where z′
is the normal vector of the face (see Fig. 5.3.) The z′-component of the
transformed coefficients will be coded with more bits compared to x′- and y′-
components. In experiments, we quantize x′- and y′- coordinates with step
sizes three times as big as that of z′-coordinate.
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In order to put more penalty on the deviation along normal directions, we
need to introduce a new distortion measurement that computes the distance
from each coded vertex to the surface of the original mesh, instead of to
the original vertex. Since each quadrilateral is not necessarily planar, we
can convert a quad mesh into a triangle mesh by breaking each quad into
two triangles. Suppose M = (V ,F ) is a triangle mesh with vertex matrix
V ∈ RN×3 and face matrix F ∈ ZK×3. For each k = 1, . . . , K, let Tk denote
the set of interior points of the triangle with vertex indices f1k, f2k and f3k,
i.e.
Tk ∆=
{
x : x = T kα,0 ≤ α ≤ 1,1Tα = 1
}
, (5.4)
where T k
∆
= [vTf1k ,v
T
f2k
,vTf3k ]. The point-to-point and point-to-surface dis-
tances from a decoded mesh to its original are defined as follows.
Definition 5. The distance from a point vˆ ∈ R3 to a meshM is defined as
d(vˆ,M) = min
1≤k≤K
min
p∈Tk
‖vˆ − p‖2. (5.5)
For another mesh Mˆ with vertices {vˆi}Ni=1, the point-to-point (P2P) and
point-to-surface (P2F) distances from Mˆ toM are respectively defined as
dP(Mˆ,M) =
(
N∑
i=1
‖vˆi − vi)‖2
)1/2
, (5.6)
and
dF(Mˆ,M) =
(
N∑
i=1
|d(vˆi,M)|2
)1/2
. (5.7)
5.3.6 Entropy Coder
In this section we explain how to compute the bit rate of the entropy encoder
by specifying the probability distribution of the quantized signals. In both
geometry and color encoders we use mid-riser uniform quantizers with step
size ∆. That is, input x is indexed by kx = Q(x) = bx/∆c. At the decoder,
an index k can be dequantized as xˆk = Q
−1(k) = ∆ · (k + 1/2). Suppose we
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use an L-level subdivision quad mesh that results in a partition of N vertices
of the mesh into 2L + 1 subbands as described in Sec. 5.3.3. For the pur-
pose of computing bit rates, we will assume that each wavelet coefficient is
distributed according to a Laplace distribution of some parameter λ. In the
following we propose two entropy coders. The first one codes the wavelet co-
efficients independently and will be used by default in the proposed encoders,
while the second one exploits their correlation.
Independent Entropy Coder
For any subband Vn, n = 0, . . . , 2L, we assume a single Laplace distribution
across vertices within the band. Specifically, we assume that the coeffi-
cients {Xi}i∈Vn are independent and identically distributed with respect to a
Laplace distribution with parameter λ¯n, whose probability density function
is given by
fX(n)(x) =
λ¯n
2
e−λ¯n|x|. (5.8)
We then code the index kx with a codeword of length
`(x) = − log (Pr(kx∆ < X(n) ≤ (kx + 1)∆))
= − log
(
1
2
e−|kx|∆λ¯n − 1
2
e−(|kx|+1)∆λ¯n
)
. (5.9)
Proposition 10. The parameter λ∗n that minimizes the total code length of
a subband Vn is given by
λ¯∗n =
1
∆
log
(
1 +
1∑
i∈Vn |kxi |/N
)
. (5.10)
Proof. From (5.9), in order to minimize the total code length
∑
i∈Vn `(xi),
we only need to minimize the following function in λ¯n
`(λ¯n) = −
∑
i∈Vn
log
(
e−|kxi |∆λ¯n − e−(|kxi |+1)∆λ¯n
)
= −|Vn| log
(
1− e−∆λ¯n
)
+ ∆λ¯n
∑
i∈Vn
|kxi |.
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Setting the derivative of `(λ¯n) to zero we get
−|Vn|∆ e−∆λ¯n
1− e−∆λ¯n + ∆
∑
i∈Vn
|kxi | = 0, (5.11)
which results in (5.10).
The independent entropy encoder will take the parameters {λ¯∗n}2Ln=0 given in
(5.10) as input and produce as output the total number of bits
∑
i∈V `(xi). We
note that, from the Law of Large Numbers and the fact that log(1 + x) ≈ x,
λ¯∗n is close to the actual parameter of the underlying Laplace distribution,
i.e.,
λ¯∗n ≈
1∑
i∈Vn ∆|kxi |/|Vn|
≈ 1∑
i∈Vn |xi|/|Vn|
≈ 1
E[|X(n)|] .
Context Adaptive Entropy Coder (CAEC)
Given a subband Vn for n ≥ 1, we now suppose that for each i ∈ Vn, Xi has
a Laplace distribution with parameter λi. Let Ni be the set of neighboring
vertices of vertex i in V¯n. Let pn denote the pattern of neighbors of vertices
in subband n, meaning each vertex in Vn is connected to pn,1 vertices in Vn−1,
and pn,2 vertices in Vn−2, and so on. In particular, from Fig. 5.9 we can define
pn as
pn =

4, n = 1
[2, 2]T , n = 2
[2, 1, 1], n = 3
[2, 1], n ≥ 4
. (5.12)
Also, let θn be a meta-parameter vector in R|pn|+1. We linearly predict
the parameter λi from its neighbors in Ni by
λi = a
T
i θn
∆
= [1, bTi ] · θn, (5.13)
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Algorithm 6 Linear Prediction of Laplacian Parameters
Inputs: {xi}Ni=1, {Ni}Ni=1, {Vn}2Ln=0, {pn}2Ln=1
Outputs: {λi}Ni=1
1. Set all {λi}i∈V0 to λ¯∗0 given in Proposition 10.
2. For each n ≥ 1, compute {ai}i∈Vn using (5.14).
3. Find the minimizer θ∗n of L(θn) in (5.15).
4. Compute {λi}i∈Vn using (5.13).
where, for j = 1, 2, . . . , |pn|,
bi,j =
pn,j∑
k∈Ni∩Vn−j |xk|
. (5.14)
The total code length of subband n is now a function of θn
`(θn) = −
∑
i∈Vn
log
(
e−|kxi |∆a
T
i θn − e−(|kxi |+1)∆aTi θn
)
. (5.15)
The parameter vector θ∗n that minimizes `(θn) can be found by convex pro-
gramming. Therefore the set of linearly predictive Laplacian parameters
{λi}i∈V can be found by Algorithm 6. We want to recall that when the
CAEC is off, the independent entropy coder is used by default.
5.4 Experimental Results
This section evaluates Matlab implementations of the mesh encoders pro-
posed in Sec. 5.3 on two datasets in terms of rate-distortion performance.
The two datasets, comprising 100 frames each, are depicted in Fig. 5.2. In
order to demonstrate the benefit of the coding tools described in Sec. 5.3,
we first directly code the mesh sequences as I-frames and then keep turning
on one at a time the modules of the mesh encoders until all of them are on.
Both geometry and color encoders use the GraphBior(3) design for GWFB.
We generated different bit rates (bits/coordinate/vertex/frame) by sweeping
the quantizer step size ∆. For each decoded sequence of meshes, the corre-
sponding SQNRs (Signal-to-Quantization-Noise Ratios) were computed for
each frame of mesh. For coding vertex coordinates, both P2P and P2F dis-
tances were used to compute the SQNRs. The rate-distortion performance of
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the geometry encoder was also compared to that of traditional video coding
approach using state-of-the-art video codec HEVC (High Efficiency Video
Coding) as illustrated in Fig. 5.1.
5.4.1 Geometry Coding
The following modules were used in experiments: Temporal Prediction (TP),
Motion Compensation (MC), Graph Wavelet Filter Bank (GWFB), Spatial
Transform (ST), Context Adaptive Entropy Coder (CAEC). The ST was
turned on only when the P2F distance was used to measure distortions.
When the coordinates (x, y, z) were adaptively transformed to (x′, y′, z′), we
quantized x′ and y′ components with step sizes that are 3 times as large
as those of z′ component which is aligned with the normal direction of the
local patch. For coding depth maps directly, we used the HEVC depth codec
version 3.2. Figs. 5.10, 5.11, 5.12 and 5.13 show the average rate-distortion
comparisons of various methods on the two datasets using either the P2P or
P2F distance. The HEVC performance is only computed with respect to the
P2P distance. Figs. 5.14, 5.15, 5.16 and 5.17 correspondingly show the bit
rate of each frame that yields approximately the same distortion.
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Figure 5.10: Dataset 1: Rate-distortion performance of coding geometry
using P2P distance.
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Figure 5.11: Dataset 1: Rate-distortion performance of coding geometry
using P2F distance.
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Figure 5.12: Dataset 2: Rate-distortion performance of coding geometry
using P2P distance.
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Figure 5.13: Dataset 2: Rate-distortion performance of coding geometry
using P2F distance.
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Figure 5.14: Dataset 1: Rate per frame that yields approximately the same
P2P distortion.
112
0 20 40 60 80 100
0
2
4
6
8
10
12
Frame number
R
at
e 
(bi
ts/
co
ord
ina
te/
ve
rte
x)
 
 
I−frame
TP
MC
GWFB
ST
CAEC
Figure 5.15: Dataset 1: Rate per frame that yields approximately the same
P2F distortion.
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Figure 5.16: Dataset 2: Rate per frame that yields approximately the same
P2P distortion.
113
0 20 40 60 80 100
0
2
4
6
8
10
12
14
Frame number
R
at
e 
(bi
ts/
co
ord
ina
te/
ve
rte
x)
 
 
GWFB
I−frame
TP
MC
ST
CAEC
Figure 5.17: Dataset 2: Rate per frame that yields approximately the same
P2F distortion.
5.4.2 Color Coding
For the color encoder, we used the same modules as those of the geometry
encoder except that the ST is replaced with Color Transform (CT) and that
there is no MC module (since the vertex colors do not change with motion
compensation). The SQNRs were computed with respect to the total mean
square errors over all three color channels.
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Figure 5.18: Dataset 1: Rate-distortion performance of coding color.
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Figure 5.19: Dataset 2: Rate-distortion performance of coding color.
The average rate-distortion performances of turning on various modules
of the color encoder are plotted in Figs. 5.18 and 5.19. Figs. 5.20 and 5.21
demonstrate the bit rate of each frame that yields approximately the same
distortion.
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Figure 5.20: Dataset 1: Rate per frame that yields approximately the same
color distortion.
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Figure 5.21: Dataset 2: Rate per frame that yields approximately the same
color distortion.
5.5 Conclusion
In this chapter, we proposed tools for compressing both the geometry and
color of a dynamic mesh. In particular, we proposed using a skinned rig
model to perform motion compensation by transforming the mesh at every
frame to a common rest pose by inverting the animation parameters. We pro-
posed using a subdivision quad mesh, and showed that a coarse quad mesh
can be naturally subdivided to yield not only a nested sequence of higher
resolution meshes, but also a corresponding nested sequence of bi-partite
graphs on which two-channel spectral graph filter banks can be naturally
defined. We propose using the bi-orthogonal spectral graph filter banks of
Narang and Ortega in order to achieve not only compact support but also
near-orthogonality, which is important for compression so as not to magnify
the quantization error by the inverse transform. We applied the resulting
spectral graph wavelet transform to both the position and color components
of the vertices of the highest resolution mesh, which we interpreted as sig-
nals living on the vertices of the underlying graph. We proposed, as in
standard video coding, predicting the coefficients in the current frame from
the decoded coefficients of the previous frame, uniform scalar quantizing the
residuals, and entropy coding. We proposed a new context adaptive entropy
coder that takes into account the structure of the graph wavelet filter bank,
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so that the context for each coefficient can include previously decoded co-
efficients from lower frequency subbands. We proposed an adaptive spatial
transform for the position components, analogous to the RGB to YUV color
transform for the color components, to align the Z coordinate with the lo-
cal surface normal, allowing more bits to be allocated to this perceptually
more salient coordinate. We also proposed a new point-to-surface metric to
measure the effect of quantization error in this perceptually salient direction.
Experimental results show the value of each of these tools when layered on
top of others. Taken together, they significantly outperform the alternative
scheme of applying HEVC to the raw color plus depth images used to infer
the dynamic mesh sequence. We believe that tools such as these will become
commonplace for object based free viewpoint coding as applications such as
immersive communication become more prevalent.
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CHAPTER 6
CONCLUSION
6.1 Recapitulation
The previous chapters can be classified in several ways. In terms of signal
domain, Chapters 2 and 3 are concerned with images on regular domains,
whereas Chapters 4 and 5 are concerned with signals indexed on graphs. In
terms of signal representation, Chapter 3 uses a global Fourier-like represen-
tation, whereas the other chapters deal with local wavelet-like representa-
tions. Similarly, in terms of signal approximation, Chapter 3 is based on a
linear approximation, and the rest is concerned with nonlinear approxima-
tion.
The primary contributions of Chapters 2–5 are summarized below.
• We proposed a new sufficient condition for the frame of compactly
supported contourlets to be optimally sparse in the sense of an N -
term nonlinear approximation for C2-piecewise-smooth images with C2-
edges. Under the new condition, the optimal square error decaying as
O(N−2(logN)3) can be achieved by type 1 contourlets, whose supports
overlap with edges of the image, and which are harder to analyze. The
new condition, which is Fourier-based and similar to that of shearlets,
relaxes the strict requirement on directional vanishing moments in the
previous work, and so promises an FIR design of contourlet filter banks.
• We proposed a vector space approach for the inverse rendering of a
Lambertian surface that can be formulated, via a spherical harmonic
representation, as a factorization of the image matrix into a product of a
diagonal albedo and a lighting matrix with a known spherical harmonic
matrix in the middle. We showed that this special matrix factorization
is unique if and only if the spherical harmonic matrix associated with
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the object’s geometry has nonseparable full rank, a stronger notion of
full rank. In the noiseless case, we found the exact solution through
an SVD-based algorithm. We showed that, when an approximation
error is present, this SVD-based algorithm also yields the least squares
solution to the factorization. An optimization-based algorithm was
also introduced to enforce the positivity of albedos. If the number of
pixels in each images is large, a heuristic RANSAC-based algorithm
was proposed to reduce the size of the optimization problem. When
measurement noise is present in the model, an alternating algorithm
was proposed instead for the factorization.
• We proposed a novel downsampling scheme for signals living on graphs
via maximum spanning trees. The connected graph is first approxi-
mated by an MST, then the graph multiresolution follows naturally
from the tree structure. This method is very simple, yet proves, through
experiments, several benefits including: fast computation, high cut-
index, and bipartite graph multiresolution. This list makes it a perfect
fit for the graph wavelet filter banks where the design of appropriate
downsampling operators remains challenging. In the special case of
bipartite graphs, we also showed that the MST-based downsampling
indeed yields a max-cut, the criteria we proposed to quantify the good-
ness of a bipartition.
• We proposed tools for compressing both the geometry and color of
a dynamic human body that can be interpreted as time-varying sig-
nals living on a fixed mesh graph. In particular, we proposed using
a skinned rig model to perform motion compensation and a subdivi-
sion quad mesh to apply the biorthogonal graph wavelet filter banks at
multiple scales. We showed that any quad mesh representing a human
body, that is presumably topologically equivalent to a sphere, induces
a bipartite graph. Moreover a bipartite graph multiresolution can be
easily generated from the subdivision. We proposed a new context
adaptive entropy coder that takes into account the structure of the
graph wavelet filter bank. We proposed an adaptive spatial transform
for the position components, analogous to the RGB to YUV color trans-
form for the color components, to align the Z coordinate with the local
surface normal, allowing more bits to be allocated to this coordinate.
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We also proposed a new point-to-surface metric to measure the effect
of quantization error in this perceptually salient direction.
6.2 Future Directions
Although the previous chapters made some contributions to the design and
applications of signal representations in various setups, we understand that
there is still plenty of room for improvement and extension. In the following
we outline some of the ongoing and future research directions related to what
have been presented in this thesis.
• Contourlet filter bank design
The problem of designing an FIR contourlet filter bank that satisfies the
Fourier-based condition proposed in Chapter 2 is still open and will be
the focus of our future research. This will help bridge the gap between
theoretically optimal sparsity and practical performance of contourlets.
The difficulty lies at the iterative structure of the directional filter bank
that is hard to analyze in the continuous domain. Our vision in this
direction is to replace the iterative DFB with an N -channel DFB and
to design the filters similarly to the lapped transforms [120].
• Inverse rendering
Although a theory for exact recovery has been extensively developed,
the noisy case has not been fully understood. A better noise model
and a perturbation analysis in general case is needed. In terms of
computations, the RANSAC-based algorithm proposed in Chapter 3 is
heuristic. It is therefore desirable to justify or improve the selection of
pixels subset for such algorithm. We may also want to test the proposed
algorithms on a more practical dataset where the geometry is directly
captured and reconstructed from some depth sensors. It is also more
practical to extend the inverse rendering problem to non-Lambertian
surfaces.
• Sparsity of graph wavelet transforms
As for classical wavelet transforms, the performance of a graph wavelet
transform is guaranteed only if the sparsity of wavelet coefficients can
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be quantified in terms of the smoothness of the input signal. However,
this connection is still unknown at the moment. We even lack a piece-
wise smooth model, similar to cartoon-like images, for graph signals.
It is thus very interesting and promising to analyze the sparsity and
nonlinear approximation of wavelet transforms on graph.
• Tree-based downsampling
The proposed MST-based downsampling scheme for graph signals helps
avoid expensive computations while enforcing some simple multiresolu-
tion structure on an arbitrary graph. However, this scheme is certainly
useful only for “tree-like” graphs because in a dense graph we may
remove important graph edges during the MST approximation. It is
needed to study the effects of MST approximation on the smoothness
of the signals, and hence the sparsity of the wavelet coefficients.
• Compression of triangle meshes
The coding scheme in Chapter 5 should be extended to triangle meshes
which are more popular in representing 3-D geometry. For this type
of mesh, the nice bipartite structure as in subdivision quad mesh no
longer exists, and so a more sophisticated downsampling scheme has to
be done to produce the multiresolution. The MST-based downsampling
proposed in Chapter 4 is certainly worth trying on triangle meshes.
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APPENDIX A
SUPPORTING PROOFS
A.1 Proof of Proposition 6
KFR⇒NSFR: Suppose N1 and N2 are nonempty disjoint subsets such that
N1 ∪N2 = N . We will show that rank(SN1) + rank(SN2) ≥M + 1. Indeed,
since S has full Kruskal rank, any k rows of S are linearly independent for all
k ≤ M . Thus, rank(SN1) = min{M, |N1|}, and rank(SN2) = min{M, |N2|}.
It follows that
rank(SN1) + rank(SN2) = min{M, |N1|}+ min{M, |N2|}
≥ min{2M,M + |N1|,M + |N2|, |N1|+ |N2|}
(a)
≥ min{M + 1, N} = M + 1,
where (a) follows from |N1|+ |N2| = |N | = N .
NSFR⇒SFR: For i ∈ N , since S has NSFR, it must be that
rank(S{i}) + rank(SN\{i}) ≥M + 1.
However, since S contains no zero rows, it is clear that rank(S{i}) = 1.
Hence, rank(SN\{i}) ≥ M . On the other hand, rank(SN\{i}) ≤ rank(S) =
M . Therefore, rank(SN\{i}) = M , or S has strong full rank.
SFR⇒FR: If S has strong full rank, then for i = 1 we have rank(S) ≥
rank(SN\{1}) = M . Since S ∈ RN×M , we also have rank(S) ≤ M . Thus,
rank(S) = M , or S has full rank.
Now consider the reverse implications. If N = M + 1, it is obvious that
the definitions of strong full rank and Kruskal full rank coincide. Thus,
SFR⇒KFR⇒NSFR. Finally, for N ≥ M + 2 we can show that the reverse
implications are not true by constructing simple counterexamples. We leave
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that to the readers due to the space constraint. For a visual proof, see
Figure 3.2.
A.2 Proof of Proposition 7
Let N1 and N2 be nonempty disjoint subsets of N such that N = N1 ∪ N2.
We need to show that rank(SN1)+rank(SN2) ≥M +1. Indeed, consider the
following cases:
If J ⊂ N1 then
rank(SN1) + rank(SN2) ≥ rank(SJ ) + rank(SN2)
= M + rank(SN2) ≥M + 1.
If J ⊂ N2, similarly we also have rank(SN1) + rank(SN2) ≥M + 1.
If J is not a subset of either N1 or N2, put J1 = J ∩N1, and J1 = J ∩N1.
It is evident that J1,J2 are nonempty disjoint subsets of J such that J =
J1 ∪ J2. Since SJ has nonseparable full rank, it must be that
rank(SN1) + rank(SN2) ≥ rank(SJ1) + rank(SJ2) ≥M + 1.
Hence, S has NSFR, completing the proof.
A.3 Proof of Lemma 1
For all I ⊂ N , we can write
SˆI = [SI |(ΨS)I ] (a)= [SI |SIX˜X†],
where (a) follows from (3.18). Note that every column of SIX˜X† is a linear
combination of columns of SI . This implies that R(SˆI) = R(SI). Hence
rank(SˆI) = rank(SI), ∀I ⊂ N .
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A.4 Proof of Lemma 2
We first show that {[sTi |ψisTi ]T}i∈B are linearly independent. Suppose {αi}i∈B
satisfies ∑
i∈B
αi[s
T
i |ψisTi ]T = 0,
which implies
∑
i∈B αisi =
∑
i∈B αiψisi = 0. By the independence of {si}i∈B,
it must be that αi = 0,∀i ∈ B, or {[sTi |ψisTi ]T}i∈B are linearly independent.
Next, it follows from Lemma 1 that
dim
(
R(SˆTI )
)
= dim
(R(STI )) = |B|.
It means that {[sTi |ψTi sTi ]T}i∈B is a set of linearly independent vectors in the
space R(SˆTI ) whose cardinality is equal to the dimension of the space. Thus,
it is a basis for R(SˆTI ).
A.5 Proof of the Necessity Part of Theorem 2
Suppose that S does not have NSFR. We will construct a solution (Φ˜, S˜) to
(3.13) such that either Φ˜ is not a scaled version of Φ0 or X˜ is not a scaled
version of X0. Consider the following cases.
Case 1: S has a zero row, say the first row. It follows that the first row
of Y is also zero. We can therefore simply choose X˜ = X0 and Φ˜ =
diag(2, 1, . . . , 1)Φ0.
Case 2: S does not have full column rank. It means that columns of S
are linearly dependent. There thus exists a matrix X˜ that is not a scaled
version of X0 such that SX˜ = SX0. We then choose (Φ0, X˜) as a solution.
Case 3: S has full column rank with no zero rows. It follows from the
definition of NSFR that there exists a nontrivial subset J of N such that
rank(SJ ) + rank(SJ c) = M . Let Ψ = diag(ψ), where ψj = 2, ∀j ∈ J and
ψj = 1,∀j ∈ J c. Consider the matrix Sˆ = [S|ΨS].
We first show that rank(SˆJ ) = rank(SJ ). Let {sk}k∈K be a basis for
R(STJ ), we can show that {[sTk |2sTk ]T}k∈K is a basis for R(Sˆ
T
J ). Indeed,
similarly to the proof of Lemma 2, those vectors are independent. Moreover,
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any row of SˆJ can be written as
[sTj |2sTj ] =
∑
k∈K
αk[s
T
k |2sTk ], ∀j ∈ J , (A.1)
where sj =
∑
k∈K αksk is the linear representation of sj in terms of {sk}k∈K.
This implies that {[sTk |2sTk ]T}k∈K is a basis for R(Sˆ
T
J ), and so rank(SˆJ ) =
rank(SJ ) = |K|. Similarly, rank(SˆJ c) = rank(SJ c). Therefore
rank(Sˆ) ≤ rank(SˆJ ) + rank(SˆJ c)
= rank(SJ ) + rank(SJ c) = M. (A.2)
On the other hand, if {si}i∈B is a basis for R(ST ), then similarly to the
proof of Lemma 2, {[si|ψisi]}i∈B are linearly independent. It means that the
dimension of R(SˆT ) is at least |B|, or
rank(Sˆ) ≥ rank(S) = M. (A.3)
Combining (A.2) and (A.3) yields rank(Sˆ) = rank(S) = M . It follows that
each column of the matrix ΨS must be a linear combination of columns of
S. In other words, there exists a matrix Γ such that
ΨS = SΓ. (A.4)
Choose Φ˜ = diag(ϕ˜), where ϕ˜j = ϕj/2,∀j ∈ J and ϕ˜j = ϕj,∀j ∈ J c.
Left-multiplying by Φ˜ and right-multiplying byX0 to both sides of (A.4) we
get
Φ0SX0 = Φ˜SX˜, (A.5)
where X˜ = ΓX0. It shows that (Φ˜, X˜) is a solution to (3.13). However, by
the construction, Φ˜ is not a scaled version of Φ.
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A.6 Proof of Lemma 3
Let Q = I − SS†. It is easy to check that Q is a projection matrix, i.e.,
Q2 = Q = QT . Since Di is a diagonal matrix for all j, we have
(QDj)
T = DTj Q
T = DjQ, j = 1, . . . , J.
Hence
AT = [D1Q|D2Q| · · · |DKQ].
It follows that
ATA =
J∑
j=1
DjQ
2Dj =
J∑
j=1
DjQDj. (A.6)
Thus for any i, k ∈ {1, 2 . . . , N}, we get
(ATA)ik =
J∑
j=1
N∑
m,n=1
(Dj)im(Q)mn(Dj)nk
=
J∑
j=1
(Dj)ii(Q)ik(Dj)kk (A.7)
= (Q)ik
J∑
j=1
(Y )ij(Y )kj (A.8)
= (Q)ik
J∑
j=1
(Y )ij(Y
T )jk
= (Q)ik(Y Y
T )ik,
where (A.7) follows from the diagonality of Dis and (A.8) follows from the
definition of Dis. This implies that A
TA = Q (Y Y T ). Substituting Q by
I − SS† completes the proof.
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