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Abstract—The recent rise of electricity generation based on
renewable energy sources increases the demand for transmission
capacity. Capacity expansion via the upgrade of transmission
line capacity, e.g., by conversion to a high-voltage direct current
(HVDC) line, is an attractive option. In this paper, it is shown
that if the upgrade to HVDC is applied systematically to selected
transmission lines across the grid, a hybrid architecture is
obtained that enables an efficient and globally optimal solution
of the optimal power flow (OPF) problem. More precisely, for
conventional meshed AC transmission grids the OPF problem is
nonconvex and in general NP-hard, rendering it hard to solve. We
prove that after the upgrade to the proposed hybrid architecture,
the same mesh topology facilitates an exact convex relaxation of
the OPF problem, enabling its globally optimal solution with
efficient polynomial time algorithms. This OPF method is then
employed in simulations, which demonstrate that the hybrid
architecture can increase the effective transmission capacity and
substantially reduce the generation costs, even compared to the
AC grid with optimal transmission switching.
Index Terms—Congestion management, convex relaxation, eco-
nomic dispatch, HVDC transmission, optimal power flow, optimal
transmission switching, power system design, power system
management, semidefinite program, transmission capacity.
I. INTRODUCTION
RECENTLY, many countries experience a significantincrease of electricity generation based on renewable
energy sources, e.g., wind and solar energy, particularly in
Europe [1]. This shift in generation leads to an increasingly
distributed and fluctuating energy production, which requires
the transmission grid to handle and balance strong fluctu-
ations [2], [3]. Consequently, the demand for transmission
capacity is expected to grow [3]. As the implementation
of new transmission lines is often difficult and protracted,
notably due to the obtainment of right of way, the upgrade of
transmission line capacity is gaining importance [4]. To this
end, the conversion of AC lines to high-voltage direct current
(HVDC) lines is a possible option [5]–[8]. HVDC lines feature
a controllable power flow and provide dynamic voltage support
at the terminals [9], which can further enhance the capacity
of the connected AC grid [9], [10] and renders it particularly
appealing from a technological point of view.
Transmission capacity is not only determined by the avail-
able infrastructure, but also by the efficiency of its utilization.
The operational task of determining the optimal utilization
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is known as the optimal power flow (OPF) problem [11],
[12]. It identifies the optimal allocation of generation resources
(dispatch) and the corresponding state of the transmission grid
to serve the load, considering a steady-state AC model of the
transmission grid and system constraints [13]. For a general
meshed AC transmission grid, this OPF problem is nonconvex
and in general NP-hard, thus lacking an efficient computational
solution [14], [15]. Recently, there has been a lot of research
on convex relaxation of the OPF problem to shift it into a
computationally tractable domain, cf. the tutorial [14], [15] and
the references therein. Convex relaxations generally extend the
feasible set and, as a consequence, solution recoverability is
only ensured under certain conditions, for which the relaxation
is called exact. It was shown that for radial grids such exact
relaxations exist, while for general meshed AC transmission
grids no exact relaxations are known yet [14]–[16]. However,
a mesh topology is vital for the capacity and reliability of
a transmission grid, thus these methods are not applicable
if recoverability of the solution must be ensured. For this
reason, typically simplified system models are employed, e.g.,
the “decoupled power flow” or the widely used “DC power
flow” [13]. Although an OPF formulation based on these
simplified models improves computational tractability, the
model mismatch requires more conservative system constraints
and leads to a suboptimal utilization.
Consequently, it is desired to perform the capacity expan-
sion of the transmission infrastructure such that it also supports
the grid utilization via an efficient and globally optimal solu-
tion of the OPF problem. In this work, a capacity expansion
approach for transmission grids is presented, which enables a
convex formulation of the OPF problem that is solved globally
optimal with efficient polynomial time algorithms. To this
end, we propose a hybrid architecture, where an arbitrary
spanning tree of the transmission grid is fixed and the AC
lines outside this spanning tree are upgraded to HVDC lines
as illustrated in Fig. 1. Thus, one AC line in every loop within
the transmission grid is upgraded to HVDC. It is important to
notice that transmission grids are typically sparsely meshed,
i.e., the number of AC lines that cause loops is small compared
to the total number of AC lines. Furthermore, as the spanning
tree can be chosen arbitrarily, many options are available for
the choice of lines that are subject to a capacity upgrade.
The result of the capacity expansion is a hybrid AC/DC
grid. The OPF problem for hybrid AC/DC grids was already
studied, e.g. in [18]–[22], but without considering a particular
architecture. As it is inherently a nonconvex problem due to the
AC power flow equations and global optimization algorithms
are computationally intractable for large-scale grids, typically
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Fig. 1. Single-line diagrams of an adapted PJM system (cf. [17]), where (a) is the original AC transmission grid and (b) is an exemplary hybrid transmission
grid obtained by upgrading AC line 3 – 4 and 5 – 4 to HVDC. Note that (unidirectional) HVDC lines are represented by a (directional) dashed line.
either algorithms that in general converge to local optima [18]–
[20] or simplified models that lead to a suboptimal utiliza-
tion [21], [22] are employed. In contrast, the proposed hybrid
architecture induces structural properties that enable an exact
convex relaxation and, thus, an efficient and globally optimal
solution of the OPF problem.
Finally, it shall be pointed out that Farivar and Low [23]
obtained an exact convex relaxation of the OPF problem
for meshed AC grids by introducing ideal phase shifting
transformers to all lines outside some spanning tree. However,
this has the major drawback of requiring potentially large,
stability-endangering or even intractable phase shifts at some
transformers. In contrast, the proposed hybrid architecture
supports stability via the advantages of HVDC technology.
A. Contributions and Outline
In Section II, the hybrid architecture is introduced via a
steady-state system model. To this end, a novel approach is
pursued to describe the architecture of this hybrid transmission
grid. This allows to preserve its structural properties in the
description of the electrical behavior, which is essential for
the efficient solution of the OPF problem. Subsequently, in
Section III an appropriate formulation of system constraints is
presented. A particular focus is put on an expressive branch
flow constraint to support congestion management. The OPF
problem for the hybrid transmission grid and its convex
relaxation is established in Section IV, where the exactness
of the relaxation is proven in Section V. This does not only
generalize previous results on convex relaxation of the OPF
problem to the meshed hybrid transmission grid but also
extends the theory to a more refined system model, which
allows the establishment of exactness on simple and intuitive
requirements on physical parameters. In Section VI, the OPF
method is demonstrated in simulations, which illustrate that
the proposed hybrid architecture can substantially reduce the
generation costs and increase the effective transmission capa-
city. Finally, Section VII concludes the paper.
B. Notation
The set of real numbers is denoted by R, the set of
nonnegative real numbers by R+, the set of complex numbers
by C, and the set of Hermitian matrices in CN×N by SN . The
imaginary unit is denoted by i =
√−1. For x ∈ C, its real
part is Re(x), its imaginary part is Im(x), its absolute value
is |x|, the principal value of its argument is arg(x) ∈ (−π, π],
and its complex conjugate is x∗. For a matrix A, its transpose
is AT, its conjugate (Hermitian) transpose is AH, its trace
is tr(A), its rank is rank(A), and the element in row i and
column j is [A]i,j . For two matrices A,B ∈ SN , AB
denotes that A −B is positive semidefinite and A≻B that
A−B is positive definite. For real-valued vectors, inequalities
are component-wise. The vector en denotes the nth standard
basis vector of appropriate dimension. For logical values a and
b, their logical conjunction is a ∧ b. For a set S, its cardinality
is denoted by |S| and its interior by int(S).
II. SYSTEM MODEL
The system model for the hybrid transmission grid com-
prises the description of its architecture and the description
of its electrical behavior. In the following, AC lines, cables,
transformers, and phase shifters are referred to as AC branches,
HVDC lines and cables as well as back-to-back converters
are referred to as DC branches, and points of interconnection,
generation injection, and load connection are called buses.
A. Architecture
The architecture of the hybrid transmission grid is described
by the directed multigraph G = {V , E ,D, ǫˆ, ǫˇ, δˆ, δˇ}, where
1) V = {1, . . . , NV} is the set of buses,
2) E = {1, . . . , NE} is the set of AC branches,
3) D = {1, . . . , ND} is the set of DC branches,
4) ǫˆ : E → V maps an AC branch to its source bus,
5) ǫˇ : E → V maps an AC branch to its destination bus,
6) δˆ : D → V maps a DC branch to its source bus, and
7) δˇ : D → V maps a DC branch to its destination bus.
The set elements are, without loss of generality, assumed to
be consecutive numbers to facilitate the electrical description
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Fig. 2. Model for AC branch k ∈ E , which connects bus ǫˆ(k) and bus ǫˇ(k).
in matrix notation. The directionality of AC branches is not
related to the direction of power flow and can be chosen
arbitrarily. To characterize the architecture of the hybrid trans-
mission grid, some sets are defined.
Definition 1: The set BˆE(n) ⊆ E and BˇE(n) ⊆ E of AC
branches outgoing and incoming at bus n ∈ V , respectively, is
BˆE(n) = {k ∈ E : ǫˆ(k) = n} (1)
BˇE(n) = {k ∈ E : ǫˇ(k) = n} . (2)
Definition 2: The set BˆD(n) ⊆ D and BˇD(n) ⊆ D of DC
branches outgoing and incoming at bus n ∈ V , respectively, is
BˆD(n) = {l ∈ D : δˆ(l) = n} (3)
BˇD(n) = {l ∈ D : δˇ(l) = n} . (4)
Definition 3: The set E¯ ⊆ V×V of undirected edges underly-
ing the AC branches E (obtained by removing directionality) is
E¯ =
⋃
k∈E
{
(ǫˆ(k), ǫˇ(k)), (ǫˇ(k), ǫˆ(k))
}
. (5)
In the proposed hybrid architecture, the AC branches must
connect all buses and form a tree network topology. Thus, for
a conventional AC grid, this hybrid architecture is obtained
by upgrading the AC lines outside some arbitrary spanning
tree to HVDC. To keep the model as simple as possible, it is
assumed that there do not exist any branches that start and end
at the same bus and that there do not exist any parallel AC
branches between two buses. The latter may occur in practice,
e.g., in the case of parallel transmission lines, but such parallel
entities can be modeled as a single AC branch.
Definition 4: The multigraph G does not comprise any self-
loops of length one, i.e., ∄ k ∈ E : ǫˆ(k) = ǫˇ(k) and ∄ l ∈ D :
δˆ(l) = δˇ(l).
Definition 5: The subgraph GAC = {V , E , ǫˆ, ǫˇ} with all buses
and AC branches does not contain any parallel or antiparallel
edges, i.e.,
1) ∄ k1, k2 ∈ E , k1 6= k2 : ǫˆ(k1) = ǫˆ(k2) ∧ ǫˇ(k1) = ǫˇ(k2)
2) ∄ k1, k2 ∈ E , k1 6= k2 : ǫˆ(k1) = ǫˇ(k2) ∧ ǫˇ(k1) = ǫˆ(k2) .
Definition 6: The undirected graph G¯AC = {V , E¯} underly-
ing the subgraph GAC = {V , E , ǫˆ, ǫˇ} with all buses and AC
branches is a tree, i.e., G¯AC is connected and acyclic.
Corollary 1: There are NE = NV−1 AC branches (cf. [24]).
B. Electrical Model
The electrical model for the hybrid transmission grid as
presented below is based on MATPOWER [25] and its math-
ematical formulation is derived from the work of Low [14],
[15] and Bose et al. [26], [27].
n
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{Iˆk}k∈BˆE(n)
{Iˇk}k∈BˇE(n)
Vn
Fig. 3. Model for bus n ∈ V .
1) AC Branch Model: AC branches are represented via the
common branch model in Fig. 2. For AC branch k ∈ E ,
it comprises two shunt admittances yˆk, yˇk ∈ C, a series
admittance y¯k ∈ C, and two complex voltage ratios ρˆk, ρˇk ∈
C \ {0}, where |ρˆk| and |ρˇk| is the tap ratio and arg(ρˆk)
and arg(ρˇk) the phase shift of the respective transformer.
Let v = [V1, . . . , VNV ]T ∈ CNV be the bus voltage vec-
tor, iˆ = [Iˆ1, . . . , IˆNE ]
T ∈ CNE the source current vector,
iˇ = [Iˇ1, . . . , IˇNE ]
T ∈ CNE the destination current vector, and
Yˆ =
∑
k∈E
ek(αˆke
T
ǫˆ(k) + βˆke
T
ǫˇ(k)) ∈ CNE×NV (6)
Yˇ =
∑
k∈E
ek(αˇke
T
ǫˇ(k) + βˇke
T
ǫˆ(k)) ∈ CNE×NV (7)
the source and destination admittance matrix, in which
αˆk = |ρˆk|2(y¯k + yˆk) βˆk = −ρky¯k (8a)
αˇk = |ρˇk|2(y¯k + yˇk) βˇk = −ρ∗ky¯k (8b)
and ρk = ρˆ∗kρˇk is the total voltage ratio. Therewith, the source
and destination branch currents are given by
iˆ = Yˆ v iˇ = Yˇ v . (9)
2) Bus Model: Buses are modeled as depicted in Fig. 3.
For bus n ∈ V , it comprises a shunt admittance y˜n ∈ C,
connections to the outgoing AC branches k ∈ BˆE(n) as well
as to the incoming AC branches k ∈ BˇE(n), and an injection
port. Let i = [I1, . . . , INV ]T ∈ CNV be the injection current
vector and
Y =
∑
n∈V
en
[
αne
T
n +
∑
k∈BˆE (n)
βˆke
T
ǫˇ(k) +
∑
k∈BˇE(n)
βˇke
T
ǫˆ(k)
]
∈ CNV×NV
(10)
the bus admittance matrix, in which
αn = y˜n +
∑
k∈BˆE(n)
αˆk +
∑
k∈BˇE(n)
αˇk . (11)
Therewith, the injection currents are given by
i = Y v . (12)
3) DC Branch Model: DC branches are modeled as illus-
trated in Fig. 4. For DC branch l ∈ D, the nonnegative amount
P˚l ∈ R+ of active power is transferred from source bus (ter-
minal) δˆ(l) to destination bus (terminal) δˇ(l) with a loss factor
ηl ∈ [0, 1). Note that any static losses of the DC branch can be
modeled as fixed loads at the adjacent buses and any reactive
power injection capabilities, e.g., in case of voltage source
converter (VSC) based HVDC lines [9], can be modeled as a
(virtual) generator. If required, the AC-side transformers may
4be modeled explicitly as AC branches. Bidirectionally operable
HVDC lines are modeled via antiparallel DC branches.
4) Power Injection: The hybrid transmission grid comprises
the combination of DC branches and an AC subgrid. Thus, the
total power injection at some bus constitutes the cumulative
power injection into both. Let p = [P˚1, . . . , P˚ND
]T ∈ RND+
be the DC branch flow vector. Therewith, the active power
Pn ∈ R and reactive power Qn ∈ R injected at bus n ∈ V
can be quantified as
Pn = v
HPnv + h
T
np Qn = v
HQnv (13)
in which Pn,Qn ∈ SNV and hn ∈ RND are
Pn = (Sn + S
H
n )/2 Qn = (Sn − SHn )/(2 i) (14)
hn =
∑
l∈BˆD(n)
el −
∑
l∈BˇD(n)
(1− ηl)el (15)
and Sn = Y HeneTn ∈ CNV×NV .
5) Requirements: The OPF method presented in Section IV
is based on certain properties that generally hold in transmis-
sion grids. These are established below.
Definition 7: All AC branches are passive, i.e., Re(y¯k) ≥ 0,
Re(yˆk) ≥ 0, and Re(yˇk) ≥ 0, for all k ∈ E .
Definition 8: The conductance of the series admittance of
all AC branches is nonzero, i.e., Re(y¯k) 6= 0, for all k ∈ E .
Corollary 2: Re(y¯k) > 0 and |y¯k| > 0, for all k ∈ E .
Definition 9: The susceptance of the series admittance of
all AC branches is inductive, i.e., Im(y¯k) ≤ 0, for all k ∈ E .
Definition 10: All AC branches are properly insulated, i.e.,
|yˆk|/|y¯k| ≤ 1 and |yˇk|/|y¯k| ≤ 1, for all k ∈ E .
Definition 11: All AC branches exhibit a total phase shift of
less than or equal to 90°, i.e., |arg(ρk)| ≤ π/2, for all k ∈ E .
III. SYSTEM CONSTRAINTS
The power flow within the hybrid transmission grid must
respect certain constraints as introduced below. Their formu-
lation maintains a quadratic form in the bus voltages, which
is essential for the efficient solution of the OPF problem.
Furthermore, it departs from the constraint on apparent power
flow, which is common to describe the capacity of transmission
lines (“MVA rating”). The limit on apparent power flow is
actually threefold. For short transmission lines it represents
a physical constraint of thermal nature that is proportional
to the current, for medium-length transmission lines it casts
a stability constraint related to the voltage drop along the
line, and for long transmission lines it represents a stabil-
ity constraint related to the voltage angle difference of the
adjacent buses [28, Ch. 6.1.12], [29, Ch. 4.9]. Here, these
three constraints are implemented directly, which does not only
increase expressiveness and accuracy of the constraint [4] but
also improves its mathematical structure.
1) Bus Voltage Magnitude: Transmission grids are designed
for a certain voltage range, i.e., at bus n ∈ V , the voltage
magnitude must satisfy |Vn| ∈ [
¯
Vn, V¯n] ⊂ R+, with
¯
Vn < V¯n.
With Mn = eneTn ∈ SNV , this can be put as
¯
V 2n ≤ vHMnv ≤ V¯ 2n . (16)
δˆ(l)
P˚l
⇒
δˇ(l)
(1− ηl)P˚l
⇒
DC branch l:
Flow P˚l and
loss factor ηl
AC
grid
AC
grid
Fig. 4. Model for DC branch l ∈ D, which connects the injection port of
the source bus δˆ(l) to the injection port of the destination bus δˇ(l).
2) AC Branch Current Magnitude: The physical limits on
the flow on AC branch k ∈ E are expressed as |Iˆk| ≤ ¯ˆIk and
|Iˇk| ≤ ¯ˇIk, where ¯ˆIk, ¯ˇIk ∈ R+ \ {0}. In quadratic form, this
renders
vHIˆkv ≤ ¯ˆI2k vHIˇkv ≤ ¯ˇI2k (17)
where Iˆk, Iˇk ∈ SNV are
Iˆk = Yˆ
Heke
T
k Yˆ Iˇk = Yˇ
Heke
T
k Yˇ . (18)
Remark 1: Common line capacity specifications comprise
an upper bound on the apparent power flow, i.e.,
|Sˆk| = |Iˆk||Vǫˆ(k)| ≤ S¯k |Sˇk| = |Iˇk||Vǫˇ(k)| ≤ S¯k (19)
in which S¯k ∈ R+\{0} is the line rating for AC branch k ∈ E .
If the rating is thermally binding, the bus voltage specification
can be utilized to derive the (conservative) substitute bounds
|Iˆk| ≤ ¯ˆIk = S¯k/V¯ǫˆ(k) |Iˇk| ≤ ¯ˇIk = S¯k/V¯ǫˇ(k) . (20)
3) DC Branch Power Flow: The power flow on a DC
branch is limited by its physical capabilities and may need
to maintain some minimum flow for proper operation. With
¯
p =
[
¯
P˚1, . . . ,
¯
P˚ND
]T
, p¯ =
[ ¯˚
P1, . . . ,
¯˚
PND
]T ∈ RND+ , this can
be expressed collectively for all DC branches as
¯
p ≤ p ≤ p¯ . (21)
4) AC Branch Voltage Magnitude Drop: The stability-
related limit on the relative voltage magnitude drop νk ∈ R
along AC branch k ∈ E , i.e.,
νk = |Vǫˇ(k)|/|Vǫˆ(k)| − 1 (22)
reads νk ∈ [
¯
νk, ν¯k] ⊂ [−1,∞), with
¯
νk < ν¯k, or equivalently
vH
¯
Mkv ≤ 0 vHM¯kv ≤ 0 (23)
in which
¯
Mk,M¯k ∈ SNV are
¯
Mk = (1 +
¯
νk)
2Mǫˆ(k) −Mǫˇ(k) (24)
M¯k =Mǫˇ(k) − (1 + ν¯k)2Mǫˆ(k) . (25)
5) AC Branch Voltage Angle Difference: The stability-
related limit on the voltage angle difference δk ∈ R along
AC branch k ∈ E , i.e.,
δk = arg(V
∗
ǫˆ(k)Vǫˇ(k)) (26)
5reads δk ∈ [
¯
δk, δ¯k] ⊂ (−π/2, π/2), with
¯
δk < δ¯k. Note that
Re(V ∗ǫˆ(k)Vǫˇ(k)) ≥ 0 (27)
tan(
¯
δk) ≤ Im(V ∗ǫˆ(k)Vǫˇ(k)) / Re(V ∗ǫˆ(k)Vǫˇ(k)) ≤ tan(δ¯k) (28)
is an equivalent formulation of this constraint, which can be
written in quadratic form as
vHAkv ≤ 0 vH
¯
Akv ≤ 0 vHA¯kv ≤ 0 (29)
where Ak,
¯
Ak, A¯k ∈ SNV are Ak = −Mˆk − MˆHk and
¯
Ak = (tan(
¯
δk) + i)Mˆk + (tan(
¯
δk)− i)MˆHk (30)
A¯k = −(tan(δ¯k) + i)Mˆk − (tan(δ¯k)− i)MˆHk (31)
with Mˆk = eǫˆ(k)eTǫˇ(k) ∈ SNV . To efficiently solve the OPF
problem,
¯
δk and δ¯k are required to satisfy
−π/2 <
¯
δk ≤ − arg(ρk) and − arg(ρk) ≤ δ¯k < π/2 . (32)
As the total phase shift arg(ρk) is usually smaller in magnitude
than common values of
¯
δk and δ¯k, which are about ±40° to
±50° (cf. e.g. [29]), this generally holds in practice.
6) Bus Power Injection: At bus n ∈ V , let the load exhibit
an active power demand P (L)n ∈ R and reactive power demand
Q(L)n ∈ R and let the connected generation utility provide an
active power injection range [
¯
P (G)n , P¯
(G)
n ] ⊂ R and reactive
power injection range [
¯
Q(G)n , Q¯
(G)
n ] ⊂ R. Then, the net injection
range amounts to Pn ∈ [
¯
Pn, P¯n] and Qn ∈ [
¯
Qn, Q¯n] with
¯
Pn =
¯
P (G)n − P (L)n ,
¯
Qn =
¯
Q(G)n − Q(L)n , P¯n = P¯ (G)n − P (L)n ,
Q¯n = Q¯
(G)
n −Q(L)n . Thus, the power injection constraint reads
¯
Pn ≤ vHPnv + hTnp ≤ P¯n (33)
¯
Qn ≤ vHQnv ≤ Q¯n . (34)
IV. OPTIMAL POWER FLOW
The optimal power flow in the hybrid transmission grid is
considered with respect to the cost- and/or loss-minimizing
allocation of generation facilities, where the resulting power
flows are compliant with the system constraints. It is assumed
that a proper unit commitment [13], [30] was performed a
priori, i.e., the generators’ on/off status is preassigned.
A. Objective
Let the generated active power P (G)n = Pn + P (L)n at bus
n ∈ V be associated with a cost γn ∈ R+ in dollar per watt-
hour ($/Wh). Then, the hourly generation cost is given by
f¯(v,p) = vHC¯v + c¯Tp+ ΓL (35)
where C¯ ∈ SNV , c¯ ∈ RND , and ΓL ∈ R are
C¯ =
∑
n∈V
γnPn c¯ =
∑
n∈V
γnhn ΓL =
∑
n∈V
γnP
(L)
n . (36)
The electrical loss comprises the losses on AC branches, DC
branches, and at buses. These amount to
f˜(v,p) = vHC˜v + c˜Tp (37)
where C˜ ∈ SNV and c˜ ∈ RND are
C˜ =
∑
k∈E
P˜k +
∑
n∈V
Re(y˜n)Mn c˜ =
∑
l∈D
ηlel (38)
with P˜k = (S˜k + S˜Hk )/2 ∈ SNV and S˜k = Yˆ HekeTǫˆ(k) +
Yˇ Heke
T
ǫˇ(k) ∈ CNV×NV . The objective of the OPF problem is
to minimize the weighted sum of generation cost and electrical
loss, i.e.,
f(v,p) = wf¯(v,p)+ γ˜f˜(v,p) = vHCv+cTp+wΓL (39)
in which C ∈ SNV and c ∈ RND are
C = wC¯ + γ˜C˜ c = wc¯ + γ˜c˜ (40)
and w, γ˜ ∈ R+ are the weights for the generation cost and
electrical loss, respectively. To obtain an objective function
for a representative (virtual) total hourly cost, the weight w
is considered dimensionless and γ˜ is in dollar per watt-hour
($/Wh), i.e., an (artificial) cost for the electrical loss. In order
to ensure an efficient solution of the OPF problem, the weight
for the loss term is required to be nonzero (cf. Appendix D).
Note that this is not limiting in practice, as the ratio of weights
is not restricted.
Definition 12: The weight for the loss term is strictly
positive, i.e., γ˜ > 0.
B. Optimal Power Flow Problem
The OPF problem to determine the optimal utilization of
the hybrid transmission grid is the minimization of the above
objective while considering the system constraints, i.e.,
minimize
v∈CNV ,p∈RND
vHCv + cTp (41a)
subject to vHMnv ≤ V¯ 2n , ∀n ∈ V (41b)
vH (−Mn)v ≤ −
¯
V 2n , ∀n ∈ V (41c)
vHPnv + h
T
np ≤ P¯n , ∀n ∈ V (41d)
vHQnv ≤ Q¯n , ∀n ∈ V (41e)
vHIˆkv ≤ ¯ˆI2k , ∀k ∈ E (41f)
vHIˇkv ≤ ¯ˇI2k , ∀k ∈ E (41g)
vH
¯
Mkv ≤ 0 , ∀k ∈ E (41h)
vHM¯kv ≤ 0 , ∀k ∈ E (41i)
vHAkv ≤ 0 , ∀k ∈ E (41j)
vH
¯
Akv ≤ 0 , ∀k ∈ E (41k)
vHA¯kv ≤ 0 , ∀k ∈ E (41l)
p ≤ p¯ , (41m)
−p ≤ −
¯
p . (41n)
This optimization problem identifies the state of the hybrid
transmission grid, i.e., the bus voltage vector v and DC branch
flow vector p, that minimizes the weighted sum of generation
cost and electrical loss. The corresponding allocation of gen-
eration capacity at the individual buses follows immediately
from the respective power injection. It should be pointed out
that the lower bounds on active and reactive power injection
are omitted, which has technical reasons as discussed later on.
The OPF problem (41) can be cast as a quadratically
constrained quadratic program (QCQP) in v and p, and due
to the fact that −Mn is negative semidefinite and Pn, Qn,
¯
Mk, M¯k, Ak,
¯
Ak, and A¯k are in general indefinite, this
6optimization problem is nonconvex and NP-hard to solve
(cf. [14], [31], [32]). To circumvent this issue and shift the
OPF problem into a computationally tractable domain, it is
reformulated as a convex optimization problem below, which
requires that (41) is essentially strictly feasible.
Assumption 1: There exists a v ∈ CNV and p ∈ RND+
so that (41b) to (41l) hold with strict inequality and (41m)
and (41n) holds (componentwise) either strict or with equality.
It should be noted that the solution of the OPF problem (41)
is not unique. In particular, if (v⋆,p⋆) is an optimizer of (41),
then (v˜,p⋆) with v˜ = v⋆ e iφ and φ ∈ R is also an optimizer.
This is usually resolved by designating some bus nref ∈ V as
the reference bus and adding the constraint arg(eTnrefv) = φref.
However, in the following this constraint becomes redundant
and, hence, is omitted in (41).
C. Convex Relaxation
Nonconvex QCQPs arise in many engineering problems and
semidefinite relaxation (SDR) is an established technique to
efficiently solve them or approximate their solution [33]. To
apply SDR to the OPF problem of the hybrid transmission
grid, the notation is simplified by rewriting (41) as
minimize
v∈CNV ,p∈RND
vHC0v + c
T
0 p (42a)
subject to vHCmv + c
T
mp ≤ bm , m = 1, ... ,M (42b)
which comprises M = 4NV + 7NE + 2ND constraints with
a corresponding parametrization. A key step in SDR is the
utilization of the cyclic property of the trace [33], i.e.,
vHCmv = tr(v
HCmv) = tr(Cmvv
H) = tr(CmV )
in which V = vvH. Therewith, (42) can be reformulated
in V , where V must be Hermitian, positive semidefinite,
and have rank 1 to facilitate the decomposition into vvH.
Due to the linearity of the trace, the objective as well as
the inequality constraints are linear in V . As the set of
positive semidefinite matrices is convex, the nonconvexity of
the problem stems solely from the rank constraint. In SDR, the
optimization problem is rendered convex by dropping the rank
constraint [33], i.e., the relaxed OPF problem is obtained as
minimize
V ∈SNV ,p∈RND
tr(C0V ) + c
T
0 p (43a)
subject to tr(CmV ) + c
T
mp ≤ bm , m = 1, ... ,M (43b)
V  0 . (43c)
Note that the relaxation eliminates the ambiguity in the bus
voltage angle, as [V ]i,j comprises ViV ∗j and, thus, involves
only angle differences. It is also important to recognize that the
nonconvex problem (41) has NV+ND variables, whereas (43)
has N2V + ND variables. However, the matrices Cm, m =
0, . . . ,M , are chordal sparse and only NV + 2NE + ND =
3NV +ND − 2 variables in (43) are actually multiplied by
nonzero coefficients (cf. Appendix B and Corollary 1). This
chordal sparsity pattern can be utilized to maintain efficient
solvability for large-scale grids, cf. e.g. [34]–[38].
D. Solution Recovery
If all optimizers of (43) have rank 1 the relaxation is called
exact.1 Then, a solution (v⋆,p⋆) of (41) can be recovered
from a solution (V ⋆,p⋆) of (43) by decomposing V ⋆ into an
outer product V ⋆ = v⋆(v⋆)H, e.g., via the method in [14,
Sec. IV-D] or an eigenvalue decomposition (EVD). For the
latter, denote the eigenvalues of V ⋆ as σ1 ≥ σ2 ≥ . . . ≥ σNV
and the corresponding eigenvectors as v⋆1 , . . . ,v⋆NV . Then,
v⋆ =
√
σ1v
⋆
1 . Note that in case of exactness and a numerically
precise solution, σ2 = . . . = σNV = 0. However, due to
the limited accuracy of practical solvers these are typically
nonzero. Thus, it is reasonable to define a reconstruction error
measure
κ(V ⋆) = |σ2/σ1| (44)
which is zero in case of exact reconstruction and increases with
increasing reconstruction error. After the solution recovery, the
absolute angle at the reference bus nref can be matched to the
voltage angle reference φref via
v˜ = v⋆ exp(i [φref − arg(eTnrefv⋆)]) . (45)
V. EXACTNESS OF THE RELAXATION
In the following, it is proven that the convex relaxation (43)
of the OPF problem (41) is exact for all hybrid transmission
grids that comply with the system model in Section II. Thus,
the operational task of determining the optimal utilization is
performed efficiently by solving the relaxed OPF problem (43)
using polynomial time algorithms.
In summary, it is proven that the Karush-Kuhn-Tucker
(KKT) conditions of (43) with Slater’s constraint qualification
(cf. e.g. [31], [39]), which are necessary for optimality, only
permit optimizers with rank 1. It should be pointed out that this
proof was inspired by the discussion of exact convex relaxation
of QCQPs with underlying acyclic graph structure by Bose et
al. [26],2 which is based on the influential work of Lavaei
and Low in [41]. They combine a result of van der Holst [42,
Th. 3.4] with the vanishing inner product of the optimization
variable and some matrix to prove that the optimizer has
rank 1 in case of a positive semidefinite objective matrix
and some further preconditions. This remarkable connection is
used here as well, however, embedded in a very different proof
technique. In contrast to the dual problem based approach
in [26], the proof below relies on the KKT conditions of
the relaxed OPF problem. Furthermore, a novel method to
ensure a tree graph behind the matrix emerging in the inner
product is introduced, which enables the utilization of the
unique properties of the hybrid transmission grid and does
not require a positive semidefinite objective matrix.
A. Mathematical Preliminaries
A major part of the proof is based on cones and half-
spaces in the complex plane, where the required mathematical
framework and some properties are established below.
1Note that the definition of exactness varies, e.g., in [15] it is more stringent.
2See also the abridged version [40] and their earlier result [27].
7Definition 13: The conic hull cone(S) ⊆ C of a set S ⊂ C
with finite cardinality |S| is defined as
cone(S) =
ß
x ∈ C : x =
j∑
i=1
αixi, xi ∈ S,
αi ∈ R+, i, j ∈ {1, . . . , |S|}
™
.
Corollary 3: The conic hull of any nonempty set S ⊂ C,
where S 6= {0}, can be described via the arguments of the
nonzero elements in S, in particular,
cone(S) = cone ({e i arg(x)}x∈S:|x|>0
)
.
Definition 14: The complex conjugate S∗ ⊆ C of a set
S ⊆ C is defined as S∗ = {x ∈ C : x∗ ∈ S} .
Definition 15: The set S ⊂ C is a half-space with normal
p ∈ C \ {0} if S = {x ∈ C : Re(p∗x) ≤ 0} .
Definition 16: The interior int(S) of a half-space S ⊂ C
with normal p ∈ C\{0} is int(S) = {x ∈ C : Re(p∗x) < 0} .
Corollary 4: If S ⊂ C is a half-space, then 0 /∈ int(S).
Proposition 1: Let S ⊂ C be a half-space with normal
p ∈ C\{0}. Then, p¯ = αp, with α > 0, is also a normal of S.
Proof: Re(p¯∗x) = αRe(p∗x) ≤ 0 , ∀x ∈ S .
Proposition 2: Let S ⊂ C be a half-space with normal
p ∈ C \ {0}. Then, S∗ is a half-space and p∗ a normal of S∗.
Proof: Let x¯ ∈ S∗ be the complex conjugate of x ∈ S,
i.e., x¯ = x∗. For all x¯ ∈ S∗ and p¯ = p∗,
Re(p¯∗x¯) = Re(px∗) = Re((p∗x)∗) = Re(p∗x) ≤ 0 .
Lemma 1: Let S ⊂ C be a half-space, x1 ∈ S, x2 ∈ int(S),
and x¯ = x1 + x2. Then, x¯ ∈ int(S).
Proof: Let p ∈ C \ {0} be a normal of S. By definition,
Re(p∗x1) ≤ 0 and Re(p∗x2) < 0. Therefore,
Re(p∗x¯) = Re(p∗x1) + Re(p
∗x2) < 0 .
B. Sufficient Condition for Rank-1 Solutions
The proof is separated into two parts, the establishment of
a sufficient condition for rank 1 solutions, as covered in this
section, and the fulfillment of this condition, which follows in
Section V-C. To start with, the KKT conditions and Slater’s
constraint qualification for the relaxed OPF problem (43) read
as follows (cf. e.g. [31, Ch. 5.9]). Let Ψˆ : RM+ → SNV and
ψˆ : RM+ → RND be defined as
Ψˆ(λ) =
M∑
m=1
[λ]mCm ψˆ(λ) =
M∑
m=1
[λ]mcm (46)
and Ψ : RM+ → SNV and ψ : RM+ → RND be defined as
Ψ(λ) = C0 + Ψˆ(λ) ψ(λ) = c0 + ψˆ(λ) . (47)
The KKT conditions for (43) are given by the primal feasibility
in (43b) and (43c), the dual feasibility
Ψ(λ)0 ψ(λ) = 0 (48)
and the complementary slackness condition
[λ]m
(
tr(CmV ) + c
T
mp− bm
)
= 0 , m = 1, . . . ,M (49)
tr(Ψ(λ)V ) = 0 (50)
where λ ∈ RM+ is the Lagrangian multiplier. Slater’s constraint
qualification is fulfilled if there exists a feasible tuple (V ,p)
with V ≻ 0, which renders the KKT conditions necessary for
optimality. This is established by the following theorem that
is proven in Appendix A.
Theorem 1: Consider the convex relaxation (43) of the
optimization problem (41). If Assumption 1 holds, there exists
a feasible tuple (V ,p) in (43) for which V ≻ 0.
Thus, the KKT conditions are necessary for optimality
in (43) and it is shown in the following that due to the
complementary slackness condition in (50) the rank of Ψ(λ)
restricts the rank of V . To this end, consider the following
lemma, which follows from the rank-nullity theorem.
Lemma 2: Let A,B ∈ SN be positive semidefinite matrices.
Then, tr(AB) = 0 implies rank(A) + rank(B) ≤ N .
It follows from (43c), (48), (50), and Lemma 2 that
rank(V ) ≤ NV − rank(Ψ(λ)) . (51)
Thus, if rank(Ψ(λ)) ≥ NV − 1 then any potential optimizer
of (43) has rank 1 and, consequently, the relaxation is exact.
Note that rank(V ) = 0 implies that all bus voltages are zero,
which means a shutdown of the grid and, thus, is not feasible if
the OPF problem is properly specified. To state a condition on
Ψ(λ) that ensures its rank is greater than or equal to NV − 1,
a result of van der Holst is utilized (cf. [26]), which requires
the notion of an associated graph.
Definition 17 (cf. [42]): Let A ∈ SN be a Hermitian matrix.
The undirected graph T (A) = (VA, EA) associated with A
comprises the vertices VA = {1, . . . , N} and the edges
EA = {(i, j) ∈ VA × VA : [A]i,j 6= 0 ∧ i 6= j } .
The result [42, Th. 3.4] of van der Holst states that
rank(Ψ(λ)) ≥ NV − 1 if Ψ(λ)0 and T (Ψ(λ)) is a tree.
Due to (48), Ψ(λ) is positive semidefinite for all KKT points
and, consequently, a sufficient condition for the exactness of
the relaxation is that T (Ψ(λ)) is a tree, for all λ ∈ RM+ .
C. Fulfillment of the Rank-1 Condition
In the following, it is shown that, for all λ ∈ RM+ , the graph
T (Ψ(λ)) is equivalent to G¯AC, i.e., T (Ψ(λ)) ≡ G¯AC. Then, as
G¯AC is a tree by construction (see Definition 6), it follows that
T (Ψ(λ)) is a tree, thus the sufficient condition for rank 1
solutions is fulfilled and the relaxation is exact. To prove
T (Ψ(λ)) ≡ G¯AC, it is shown that T (Ψ(λ)) inherits all edges
of G¯AC by showing that those and only those corresponding
off-diagonal elements in Ψ(λ) are nonzero, i.e., the nonzero
elements of Ψ(λ) coincide with nonzero elements of the
adjacency matrix of G¯AC (off the diagonal). More precisely,
ensuring that the nonzero elements in Ψ(λ) are a subset
of those in the adjacency matrix of G¯AC ensures acyclicity,
whereas showing that they do not vanish ensures connectivity.
Definition 18: The cone Ck associated with AC branch
k ∈ E is defined as Ck = cone(Xk), where
Xk = {βˆk/2, βˇ∗k/2,−βˆk/(2 i), βˇ∗k/(2 i), αˆ∗kβˆk,
αˇkβˇ
∗
k, −1, tan(¯δk) + i , − tan(δ¯k)− i} .
(52)
8TABLE I
BUS-RELATED DATA FOR n ∈ V = {1, 2, 3, 4, 5}
n
P (L)n Q
(L)
n
¯
P (G)n P¯
(G)
n
¯
Q(G)n Q¯
(G)
n γn
MW MVAr MW MW MVAr MVAr $/MWh
1 – – 0 210 −155 155 14
2 300 100 – – – – –
3 300 100 0 520 −390 390 30
4 400 130 – – – – –
5 – – 0 600 −450 450 10
These cones allow the characterization of potentially nonzero
off-diagonal elements in Ψˆ(λ), where all other off-diagonal el-
ements are zero, i.e., those not associated with any AC branch.
Theorem 2: For all λ ∈ RM+ , the off-diagonal elements of
Ψˆ(λ), i.e., [Ψˆ(λ)]i,j for i, j ∈ V and i 6= j, satisfy
[Ψˆ(λ)]i,j ∈


Ck1 if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j
C∗k2 if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
{0} otherwise .
Proof: See Appendix B.
This characterization can be linked to half-spaces in C.
Theorem 3: For all k ∈ E , the set Ck is a subset of a half-
space Hk ⊂ C with the normal p = ρk, i.e.,
Ck ⊆ Hk = {x ∈ C : Re(ρ∗kx) ≤ 0} . (53)
Proof: See Appendix C.
The nonzero elements of C0 are inside these same half-spaces.
Theorem 4: For all λ ∈ RM+ , the off-diagonal elements of
C0, i.e., [C0]i,j for i, j ∈ V and i 6= j, satisfy
[C0]i,j ∈


int(Hk1 ) if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j
int(H∗k2 ) if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
{0} otherwise .
Proof: See Appendix D.
This allows to characterize the off-diagonal elements of Ψ(λ).
Theorem 5: For all λ ∈ RM+ , the off-diagonal elements of
Ψ(λ), i.e., [Ψ(λ)]i,j for i, j ∈ V and i 6= j, satisfy
[Ψ(λ)]i,j ∈
®
C \ {0} if ∃ k ∈ E : ǫˆ(k), ǫˇ(k) ∈ {i, j}
{0} otherwise .
Proof: Due to (47), [Ψ(λ)]i,j = [C0]i,j + [Ψˆ(λ)]i,j and
consider i 6= j. It follows from Theorem 2 and 4 that if
there does not exist any AC branch between bus i and j, i.e.,
∄ k ∈ E : ǫˆ(k), ǫˇ(k) ∈ {i, j}, then [Ψˆ(λ)]i,j = 0, [C0]i,j = 0,
and thus [Ψ(λ)]i,j = 0. If there exists an AC branch k ∈ E
between bus i and j, i.e., ∃ k ∈ E : ǫˆ(k), ǫˇ(k) ∈ {i, j}, then
it follows from Theorem 2, 3, and 4 that [Ψˆ(λ)]i,j ∈ S and
[C0]i,j ∈ int(S), where S ⊂ C is a half-space, i.e., Hk or H∗k.
Therewith, Lemma 1 states [Ψ(λ)]i,j ∈ int(S) and Corollary 4
that [Ψ(λ)]i,j 6= 0.
TABLE II
AC BRANCH-RELATED DATA FOR k ∈ E = {1, 2, 3, 4}
k ǫˆ(k) ǫˇ(k)
z¯k = 1/y¯k yˆk, yˇk S¯k
p.u. p.u. MVA
1 1 2 0.00281 + i0.02810 i0.00356 400
2 1 4 0.00304 + i0.03040 i0.00329 500
3 1 5 0.00064 + i0.00640 i0.01563 500
4 2 3 0.00108 + i0.01080 i0.00926 500
Converted AC lines:
– 3 4 0.00297 + i0.02970 i0.00337 500
– 5 4 0.00297 + i0.02970 i0.00337 240
TABLE III
DC BRANCH-RELATED DATA FOR l ∈ D = {1, 2, 3}
l δˆ(l) δˇ(l)
ηl ¯
P˚l
¯˚
Pl
% MW MW
1 3 4 3.5 0 500
2 4 3 3.5 0 500
3 5 4 3.5 0 240
Theorem 5 states that [Ψ(λ)]i,j (with i 6= j) is nonzero
if there exists an AC branch between bus i and j and zero
otherwise. Applying Definition 17 yields T (Ψ(λ)) = {V , E¯},
which leads to the following corollary and completes the proof
of exactness for the relaxation (43) of the OPF problem (41).
Corollary 5: T (Ψ(λ)) ≡ G¯AC, for all λ ∈ RM+ .
VI. SIMULATION RESULTS
In the following, the upgrade to the hybrid architecture is
discussed and, using the proposed OPF method, the resulting
hybrid transmission grid is compared to the AC grid in terms
of economic efficiency and effective transmission capacity. To
this end, the PJM 5-bus system in [17] is considered, where
the generators at bus 1 (“Alta” and ”Park City”) are unified, the
generator at bus 4 (“Sundance”) is disconnected to intensify
the strain on the grid, and the unconstrained lines are equipped
with a rating of 500MVA to accentuate congestion, cf. Fig. 1a.
This adapted PJM system, where bus 3 serves as the reference
bus, is utilized as the reference AC grid. To compare its eco-
nomic efficiency to the hybrid transmission grid, three different
OPF methods with increasing computational complexity are
considered for the reference AC grid. Typically, the OPF of
AC grids is based on simplified system models to reduce
the computational effort. For example, the widely used “DC
power flow” approximation facilitates an OPF formulation
called “DC OPF” [25] that can be solved in polynomial time,
where the required slack power to compensate for the model
mismatch is determined by a subsequent AC power flow. This
OPF method (“DC OPF & AC PF”) is used as a reference for
the comparison of generation costs. As a second method, the
9TABLE IV
CASE STUDY 1: OPF RESULT FOR THE HYBRID TRANSMISSION GRID
n
P (G)n Q
(G)
n |Vn| arg(Vn)
MW MVAr p.u. deg.
1 210.00 155.00 1.096 5.929
2 0.00 0.00 1.088 0.555
3 201.99 227.89 1.100 0.000
4 0.00 0.00 1.046 1.466
5 600.00 22.94 1.100 7.441
l
P˚l
MW
1 0.00
2 3.61
3 100.66
k
|Sˆk| PˆFk
|Sˇk| PˇFk
νk δk
MVA MVA % deg.
1 398.56 1.000 395.73 −0.998 −0.70 −5.374
2 348.45 0.888 332.90 −0.921 −4.55 −4.463
3 498.20 −1.000 499.86 0.999 0.36 1.511
4 159.11 0.596 159.03 −0.594 1.07 −0.555
nonconvex OPF based on the AC power flow is considered
(“AC OPF”), which is accurate but NP-hard to solve. Finally,
as a third method, optimal transmission switching [43] based
on the AC OPF is applied (“AC OTS”), which improves the
economic efficiency of an AC grid by switching off selected
lines. AC OTS, as considered in this work, enumerates all line
switching configurations that maintain a connected AC grid,
performs an AC OPF for every configuration, and selects the
one that exhibits the minimum generation cost. Thus, it illus-
trates the performance of the reference AC grid for the optimal
topology, but involves a substantial computational effort as it
augments the NP-hard AC OPF with a combinatorial problem.
A. Upgrade to the Hybrid Architecture
Kirchhoff’s matrix tree theorem (cf. e.g. [44]) states that
the reference AC grid in Fig. 1a comprises 11 spanning trees,
i.e., eleven options are available for the upgrade to the hybrid
architecture. To determine the upgrade that facilitates the most
economic operation, the OPF problem is solved for every
option. In the OPF formulation, the AC lines outside the
spanning tree are replaced by HVDC lines with an exemplary
loss factor of 3.5% and a capacity that coincides with the
AC line rating. The uprating due to the conversion is omitted
intentionally to focus on the influence of architecture. From
this analysis, it follows that the hybrid architecture with min-
imum generation cost comprises the upgrade of AC line 3 – 4
and 5 – 4, cf. Fig. 1b. The data for this hybrid transmission
grid is documented in Table I, II, and III, with
¯
Vn = 0.9 p.u.,
V¯n = 1.1 p.u., y˜n = 0 p.u., for all n ∈ V = {1, 2, 3, 4, 5}, and
ρˆk = 1, ρˇk = 1, ν¯k = 5%,
¯
νk = −5%, δ¯k = 50°,
¯
δk = −50°,
for all k ∈ E = {1, 2, 3, 4}. The bounds ¯ˆIk and ¯ˇIk are derived
from S¯k as described in Remark 1. For illustration purposes,
the HVDC line 5 – 4 is considered directional and, for the
sake of simplicity, both HVDC lines are assumed to have no
static losses and no reactive power injection capabilities.
TABLE V
CASE STUDY 1: DISPATCH FOR THE REFERENCE AC GRID
DC OPF & AC PF AC OPF AC OTS
n P (G)n Q
(G)
n P
(G)
n Q
(G)
n P
(G)
n Q
(G)
n
MW MVAr MW MVAr MW MVAr
1 210.00 91.97 210.00 155.00 210.00 155.00
3 328.76 259.07 324.71 378.50 274.28 390.00
5 466.51 24.02 470.37 −161.66 523.41 −145.75
TABLE VI
CASE STUDY 1: COMPARISON OF TOTAL GENERATION COST
Reference AC Grid Hybrid
Transmission
Grid
DC OPF &
AC PF AC OPF AC OTS
Cost $17,468 / h $17,385 / h $16,403 / h $15,000 / h
Reduction 0.00% 0.47% 6.10% 14.13%
B. Case Study 1: Economic Efficiency
To identify the optimal utilization of the hybrid transmis-
sion grid, the relaxed OPF problem (43) is solved using
CVX [45], where the weights of the objective are set to
w = 1 and γ˜ = 10−6 $/MWh to minimize generation cost.
The results are shown in Table IV (κ(V ⋆) = 4.61 · 10−12),
in which the power flow on AC branches is illustrated via
the magnitude of the source and destination apparent power
flow Sˆk = Iˆ∗kVǫˆ(k) and Sˇk = Iˇ∗kVǫˇ(k) with the corresponding
power factors PˆFk = Re(Sˆk)/|Sˆk| and PˇFk = Re(Sˇk)/|Sˇk|.
For the reference AC grid, MATPOWER3 [46] was utilized to
implement the three OPF methods. The resulting dispatch is
documented in Table V. In case of the DC OPF & AC PF,
the model mismatch causes a violation of the rating of AC
line 5 – 4 by 4.11MVA, which shows the necessity of more
conservative system constraints for this OPF method.
The total generation cost for the hybrid transmission grid
and the reference AC grid is shown in Table VI. It can be ob-
served that the reference AC grid exhibits the worst economic
efficiency for DC OPF & AC PF. AC OPF slightly improves
the efficiency, whereas AC OTS achieves a significant cost
reduction by switching off AC line 3 – 4, but at a substantial
computational cost. In contrast, the hybrid transmission grid
achieves more than twice this cost reduction, even though
the proposed OPF method is in the same complexity class as
the DC OPF. It further indicates that the hybrid architecture
can mitigate the economic impact of congestion, which is
supported by the fact that higher loss factors of the HVDC
lines do not significantly affect this result, e.g., for ηl = 7.0%
the cost reduction is 13.55%.
C. Case Study 2: Transmission Capacity
To investigate the effective transmission capacity, the active
power demand at bus 2 and 4 is increased by 150MW, i.e.,
3Default settings with solver “OT” for DC OPF and “MIPS” for AC OPF.
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TABLE VII
CASE STUDY 2: OPF RESULT FOR THE HYBRID TRANSMISSION GRID
n
P (G)n Q
(G)
n |Vn| arg(Vn)
MW MVAr p.u. deg.
1 210.00 155.00 1.095 2.345
2 0.00 0.00 1.088 −0.998
3 503.48 204.61 1.100 0.000
4 0.00 0.00 1.041 −3.413
5 600.00 39.24 1.100 3.651
l
P˚l
MW
1 0.00
2 0.00
3 166.70
k
|Sˆk| PˆFk
|Sˇk| PˇFk
νk δk
MVA MVA % deg.
1 248.71 0.999 247.00 −1.000 −0.69 −3.343
2 431.59 0.913 410.27 −0.948 −5.00 −5.758
3 433.55 −0.997 435.07 0.996 0.42 1.306
4 227.25 −0.893 228.79 0.889 1.12 0.998
P (L)2 and P
(L)
4 is set to 450MW and 550MW, respectively.
The OPF method for the hybrid transmission grid provides
the results in Table VII (κ(V ⋆) = 7.33 · 10−11), which cor-
responds to a total generation cost of $24,044 / h. In contrast,
all three OPF methods for the reference AC grid fail to find
a solution. Although this does not imply infeasibility, it still
suggests that the reference AC grid cannot serve these loads.
Considering that no uprating was performed when the AC
lines 3 – 4 and 5 – 4 were converted to HVDC, this result
indicates that the hybrid architecture can increase the effective
transmission capacity via its sophisticated power flow control.
VII. CONCLUSION
In this paper, a hybrid transmission grid architecture was
presented that enables the efficient solution of the OPF prob-
lem. This hybrid architecture is established by a particular
capacity expansion approach, where the transmission lines that
are subject to a capacity upgrade via conversion to HVDC are
selected such that one AC line in every loop is upgraded.
A detailed system model for the hybrid transmission grid as
well as an appropriate OPF formulation was introduced. It was
proven that the proposed hybrid architecture enables an exact
convex relaxation of the OPF problem, where the globally
optimal solution can be determined with efficient polynomial
time algorithms. Finally, the application of the OPF method
was illustrated for an exemplary hybrid transmission grid,
where the results show that this hybrid architecture can enable
a more economic operation and increase the effective capacity.
This concept also poses further research questions. While
the capacity expansion comprises the establishment of the
hybrid architecture, the optimal grid-specific and load variation
robust choice of lines that are subject to the upgrade remains
open. Furthermore, such a capacity expansion constitutes a
long-term investment in the infrastructure, necessitating an
analysis of realizability and profitability that considers the
present grid topology, the cost and properties of the utilized
HVDC technology, different load profiles, and so forth.
APPENDIX A
PROOF OF THEOREM 1
Assumption 1 states that there exists a feasible tuple (v,p)
in (41), where, for all m = 1, . . . ,M , the constraints satisfy
vHCmv + c
T
mp
®
< bm if Cm 6= 0
≤ bm if Cm = 0 .
(54)
Consider the tuple (V ,p) with V = vvH + εI , where ε > 0
is an arbitrary positive scalar and I is the NV ×NV identity
matrix, which implies V ≻ 0. It follows that
tr(CmV ) + c
T
mp = tr(Cm(vv
H + εI)) + cTmp (55)
= vHCmv + c
T
mp+ ε tr(Cm) . (56)
As tr(Cm) = 0 if Cm = 0, there exists some ε > 0 such that
tr(CmV ) + c
T
mp ≤ bm , for all m = 1, . . . ,M . Therefore,
(V ,p) is feasible in (43), which completes the proof.
APPENDIX B
PROOF OF THEOREM 2
As λ ∈ RM+ , the element [Ψˆ(λ)]i,j of Ψˆ(λ) is a conic
combination of the elements [Cm]i,j of the matrices Cm, i.e.,
[Ψˆ(λ)]i,j =
M∑
m=1
[λ]m[Cm]i,j (57)
for all i, j ∈ V . Consequently, [Ψˆ(λ)]i,j is in the conic hull
of the elements [Cm]i,j , i.e.,
[Ψˆ(λ)]i,j ∈ cone({[Cm]i,j}m=1,...,M ) . (58)
Due to the parametrization for the OPF problem, the elements
[Cm]i,j amount to the elements of the matrices Mn, −Mn,
Pn, Qn, Iˆk, Iˇk,
¯
Mk, M¯k, Ak,
¯
Ak, and A¯k, for all n ∈ V and
k ∈ E . By construction, Mn is diagonal and for Pn and Qn
it follows from (14) that their elements are given by [Pn]i,j =
([Sn]i,j + [Sn]
∗
j,i)/2 and [Qn]i,j = ([Sn]i,j − [Sn]∗j,i)/(2 i),
in which
[Sn]i,j = e
T
i Snej = e
T
i Y
Hene
T
nej =
®
[Y ]∗j,i if j = n
0 otherwise
and [Y ]∗j,i = eTi Y Hej is determined as4
[Y ]∗j,i =
∑
n∈V
eTi
[
α∗nen +
∑
k∈BˆE(n)
βˆ∗keǫˇ(k) +
∑
k∈BˇE(n)
βˇ∗keǫˆ(k)
]
eTnej
= eTi
[
α∗jej +
∑
k∈BˆE(j)
βˆ∗keǫˇ(k) +
∑
k∈BˇE(j)
βˇ∗keǫˆ(k)
]
=


α∗j if i = j
βˇ∗k1 if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j
βˆ∗k2 if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
0 otherwise .
Analogously, this analysis can be performed for the matrices
Iˆk, Iˇk,
¯
Mk, M¯k, Ak,
¯
Ak, and A¯k, where the corresponding
result is documented in Table VIII. It follows that all off-
diagonal elements of Mn, −Mn,
¯
Mk, and M¯k are zero, for
4Note that due to Definition 4 and 5 the nonzero off-diagonal elements are
related to a unique AC branch.
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TABLE VIII
ELEMENTS OF THE CONSTRAINT MATRICES FOR AC BRANCH k ∈ E
i j [Iˆk]i,j [Iˇk]i,j [ ¯
Mk]i,j [M¯k]i,j [Ak]i,j [ ¯
Ak]i,j [A¯k ]i,j
ǫˆ(k) ǫˆ(k) |αˆk|
2 |βˇk|
2
(1 +
¯
νk)
2 −(1 + ν¯k)
2 0 0 0
ǫˆ(k) ǫˇ(k) αˆ∗
k
βˆk αˇkβˇ
∗
k
0 0 −1 tan(
¯
δk) + i − tan(δ¯k)− i
ǫˇ(k) ǫˆ(k) αˆkβˆ
∗
k
αˇ∗
k
βˇk 0 0 −1 tan(¯
δk)− i − tan(δ¯k) + i
ǫˇ(k) ǫˇ(k) |βˆk|
2
|αˇk|
2 −1 1 0 0 0
otherwise 0 0 0 0 0 0 0
all n ∈ V and k ∈ E . For the other matrices, it can be observed
that their off-diagonal element in row i and column j, with
i 6= j, may be nonzero if and only if there exists an AC
branch between bus i and bus j. Therefore, if there does not
exist any AC branch between bus i and j, then [Ψˆ(λ)]i,j = 0.
To complete the proof, assume there exists an AC branch
k1 ∈ E with source bus i ∈ V and destination bus j ∈ V ,
i.e., ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j. Then, [Pj ]i,j = βˇ∗k1/2,
[Pi]i,j = βˆk1/2, [Qj ]i,j = βˇ
∗
k1
/(2 i), [Qi]i,j = −βˆk1/(2 i),
[Iˆk1 ]i,j = αˆ
∗
k1
βˆk1 , [Iˇk1 ]i,j = αˇk1 βˇ
∗
k1
, [Ak1 ]i,j = −1,
[
¯
Ak1 ]i,j = tan(¯
δk)+ i , and [A¯k1 ]i,j = − tan(δ¯k)− i , whereas
the element in row i and column j is zero for all other matrices.
Consequently,
[Ψˆ(λ)]i,j ∈ Ck1 if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j .
Analogously, in case of an AC branch in the opposite direction,
it can be concluded from the conjugate symmetry of the
constraint matrices that
[Ψˆ(λ)]i,j ∈ C∗k2 if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
which completes the proof.
APPENDIX C
PROOF OF THEOREM 3
Corollary 3 states that the conic hull Ck = cone(Xk) can be
described via the arguments of the elements of Xk. To this end,
let ϕk = arg(−ρk) = π + arg(ρk) to express the arguments
of the elements of Xk as follows.
arg(βˆk/2) = arg(−ρky¯k/2) = ϕk + arg(y¯k)
arg(βˇ∗k/2) = arg(−ρky¯∗k/2) = ϕk − arg(y¯k)
arg(−βˆk/(2 i)) = arg(ρky¯k/(2 i)) = ϕk + π/2 + arg(y¯k)
arg(βˇ∗k/(2 i)) = arg(−ρky¯∗k/(2 i)) = ϕk − π/2− arg(y¯k)
arg(αˆ∗kβˆk) = arg(|ρˆk|2(y¯∗k + yˆ∗k)(−ρky¯k))
= arg(−ρk|ρˆk|2|y¯k|2[1 + yˆ∗ky¯k/|y¯k|2])
= ϕk + arg(1 + yˆ
∗
ky¯k/|y¯k|2)
arg(αˇkβˇ
∗
k) = arg(|ρˇk|2(y¯k + yˇk)(−ρky¯∗k))
= arg(−ρk|ρˇk|2|y¯k|2[1 + yˇky¯∗k/|y¯k|2])
= ϕk + arg(1 + yˇky¯
∗
k/|y¯k|2)
arg(−1) = π = ϕk − arg(ρk)
arg(tan(
¯
δk) + i) = π/2−
¯
δk
arg(− tan(δ¯k)− i) = 3π/2− δ¯k
Definition 7 and 9 imply that y¯k is in the fourth quadrant of
the C-plane, thus −π/2 ≤ arg(y¯k) ≤ 0. From Definition 10
it follows that
|yˆ∗ky¯k/|y¯k|2| = |yˆk||y¯k|/|y¯k|2 = |yˆk|/|y¯k| ≤ 1 (59)
|yˇky¯∗k/|y¯k|2| = |yˇk||y¯k|/|y¯k|2 = |yˇk|/|y¯k| ≤ 1 . (60)
Therefore, the values 1 + yˆ∗ky¯k/|y¯k|2 and 1 + yˇky¯∗k/|y¯k|2 are
in the right half of the C-plane, which implies
−π/2 ≤ arg(1 + yˆ∗ky¯k/|y¯k|2) ≤ π/2 (61)
−π/2 ≤ arg(1 + yˇky¯∗k/|y¯k|2) ≤ π/2 . (62)
Furthermore, Definition 11 states that −π/2 ≤ arg(ρk) ≤ π/2
and from (32) it follows that
ϕk − π/2 ≤ π/2−
¯
δk < ϕk − arg(ρk) (63)
ϕk − arg(ρk) < 3π/2− δ¯k ≤ ϕk + π/2 . (64)
Consequently, for all x ∈ Xk, arg(x) ∈ [ϕk−π/2, ϕk+π/2].
In conjunction with Corollary 3 this implies that
Ck ⊆ Hk = cone
(
e i(ϕk−π/2), e iϕk , e i(ϕk+π/2)
)
. (65)
It can be observed that Hk ⊂ C is a half-space defined by
the normal p = e i(ϕk−π) = e i arg(ρk) and, as a consequence
of Proposition 1, ρk = |ρk| e i arg(ρk) is also a normal of Hk,
which completes the proof.
Remark 2: Note that the exclusion of lower bounds on the
power injection in (41) originates from the proof above. They
introduce π-rotated values that, in general, extend the cones
Ck to the entire complex plane and invalidate Theorem 3.
APPENDIX D
PROOF OF THEOREM 4
Due to the parametrization for the OPF problem,
[C0]i,j = [C]i,j = [wC¯]i,j + [γ˜C˜]i,j . (66)
For the first summand, it follows from (36) that
[wC¯]i,j =
∑
n∈V
wγn[Pn]i,j (67)
and as wγn ∈ R+, for all n ∈ V , this is equivalent to [Ψˆ(λ)]i,j
in (57) with a corresponding choice of λ. Thus, it follows from
Theorem 2 and 3 that, for i, j ∈ V and i 6= j,
[wC¯]i,j ∈


Hk1 if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j
H∗k2 if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
{0} otherwise .
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For the second summand in (66), it follows from (38) that
[γ˜C˜]i,j =
∑
k∈E
γ˜[P˜k]i,j +
∑
n∈V
γ˜ Re(y˜n)[Mn]i,j . (68)
For i 6= j, the second term is zero as Mn is diagonal for all
n ∈ V . For the first term, it follows from the definition of P˜k
that [P˜k]i,j = ([S˜k]i,j+[S˜k]∗j,i)/2, where it can be shown that
[S˜k]i,j = e
T
i S˜kej comprises
[S˜k]i,j =


αˆ∗k if i = j = ǫˆ(k)
αˇ∗k if i = j = ǫˇ(k)
βˇ∗k if i = ǫˆ(k) ∧ j = ǫˇ(k)
βˆ∗k if i = ǫˇ(k) ∧ j = ǫˆ(k)
0 otherwise .
(69)
Therewith, [P˜k]i,j can be specified as
[P˜k]i,j =


Re(αˆk) if i = j = ǫˆ(k)
Re(αˇk) if i = j = ǫˇ(k)
−ρk Re(y¯k) if i = ǫˆ(k) ∧ j = ǫˇ(k)
−ρ∗k Re(y¯k) if i = ǫˇ(k) ∧ j = ǫˆ(k)
0 otherwise
(70)
in which it is recognized that (βˆk + βˇ∗k)/2 = −ρk Re(y¯k).
From Corollary 2 it follows that
Re(ρ∗k[−ρk Re(y¯k)]) = −|ρk|2Re(y¯k) < 0 (71)
and, with Hk in (53), [P˜k]i,j with i 6= j satisfies
[P˜k]i,j ∈


int(Hk1 ) if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j
int(H∗k2 ) if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
{0} otherwise .
With Definition 5 and 12, this implies that
[γ˜C˜]i,j ∈


int(Hk1) if ∃ k1 ∈ E : ǫˆ(k1) = i ∧ ǫˇ(k1) = j
int(H∗k2) if ∃ k2 ∈ E : ǫˆ(k2) = j ∧ ǫˇ(k2) = i
{0} otherwise
for i, j ∈ V and i 6= j. With this characterization of the
summands in (66), Lemma 1 completes the proof.
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