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１．緒　言
　手話は聴覚障がい者とのコミュニケーションを
行う手段のひとつであり1）、講演会などの集会に
おいては手話通訳者が求められているが、その
人数はまだ少ないのが現状である。このため聴
覚障がい者のコミュニケーション支援を目的とし
て手話認識の研究がこれまで数多く行われてき
た 2），3），12）。しかし、手話の認識をコンピュータで
行うためには、まだ解決すべき困難な問題も多
く、様々な制約を設けて研究がおこなわれてい
る4）。手話動作の中でも定義が標準化されている
ものに指文字がある。指文字は、ひらがなやカタ
カナと同じように音節を表すために使用されるも
ので、手話において、固有名詞や手話単語が確立
していない場合などに用いられている5），6）。これ
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までの研究では、「あ」から「ん」までのひらが
な46文字の指文字を対象として、画像認識のため
のアルゴリズム研究及び認識に有効な特徴量の検
討を行ってきた7），8）。しかし、近年コンピュータ
用語に限らず様々な分野でアルファベットの用語
が用いられるようになっている。そこで今回は、
図1．指文字認識システムの処理の流れ
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ニューラルネットワークによる認識
認識結果出力
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新たにアルファベットの指文字としてAmerican 
Sign Language（ASL）13）の指文字を対象とした
認識実験を行うこととした。今回使用する指文字
認識システムは、ひらがな指文字の研究で使用し
た基本部分を改良している。
　本稿では、特に特徴量を正しく抽出し認識を安
定的におこなうために不可欠となる手領域の抽出
部分に着目し、入力画像から手領域を抽出するた
めの肌色情報について、基礎的なデータを得るた
めの実験的な検討とアルファベットの指文字につ
いて認識実験を行ったので、その結果について報
告する。
２．指文字認識システムの概要
　本研究において使用する指文字認識システムの
処理の流れを図１に示す。処理の概要については
後述するが、今回画像の入力は、320×240のカラー
動画像とし、その画像をキャプチャすることで入
力画像としている。実際にはUSBカメラにより被
験者の画像を直接取り込んで認識実験を行うが、
今回は再現性を考慮してビデオ画像を用いた。
　 ア ル フ ァ ベ ッ ト を 表 現 す る 指 文 字 に は
 America Sign Language（ASL） 及 びBritish 
Sign Language（BSL）があるが、BSLは両手
で各文字を表現するものであり、日本語の手話で
使用される指文字はASLを参考としていること
から、本研究においてはASLを用いることとし
た。入力する画像の背景画像については特別の制
約を設けてはいないが出来るだけ手領域を大きく
写すこととした。入力画像として利用したアル
ファベットの指文字（ASL）画像の例を図２に示
す。「ｊ」、「ｚ」については動きをともなうため
今回は動作終了後の画像を学習用画像とした。
　その後、入力画像は収縮・膨張処理、ラベリン
グ処理を行って手領域を抽出する8）。そのプロセ
ス画像の例を図３に示す。抽出した手領域から縦
横比、面積比、エッジ比の特徴量を抽出した後、
これらの特徴量を用いて、未知パターンに対する
図２．アルファベット指文字（ASL）の例
図３．画像処理プロセスの例
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汎化能力をもつ図４に示す階層型ニューラルネッ
トワークによって指文字画像の認識を行った9）。
ニューラルネットワークに入力する情報は、アル
ファベット各文字の指形状の輪郭画像情報、縦横
比、面積比、エッジ比とし、出力層のユニット数
は「a」から「ｚ」に対応した26個とした。
３．手領域抽出のための色情報の検討
　 こ れ ま で は、 入 力 さ れ た 指 文 字 画 像 の も
つRGBの 色 情 報 を 色 合 い（Tint）、 鮮 や か さ
（Saturation）、輝度（Luminance）で指定する
TSL表色系に変換し肌色情報をもつ手領域を抽
出 し た。RGB表 色 系 の デ ー タ（R，G，B） を
TSL表色系のデータ（T，S，L）に変換する式を
次式に示す。
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表1．肌色抽出のための条件
Tint Saturation Luminance
0.368<T<0.41 0.621<S<0.79 30<L
　TSL 表色系においては、肌色の抽出に当たり
表１に示す値の範囲を実験的に求めて用いた。
　今回は、肌色抽出のための表色系をHSVとす
る検討実験を行った。画像は上述の通りRGB
値で得られるが、人間の感覚に近いのは、色相
（Hue）、彩度（Saturation）、明度（Value）で
表現されるHSV表色系であるといわれている。
RGB表色系からの変換式を以下に示す。
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V 　以外の場合
　肌色抽出ではH、S値を色相環にプロットした
場合において、Hの範囲は 6 ～ 38であることが
広く知られていることから、今回は入力画像がこ
の範囲にあるかを実験的に調べてみた。この実験
では、画面に表示されている画像の任意の位置の
RGBの値を、表色系TSL、YIQ、HSVの各値に
変換して表示するソフトウェアを用いて、認識に
使用した入力画像の背景と手領域の色情報を実験
的に検討した。その色情報の実験における表示画
面の様子を図５に示す。このHSV表色系を用い
図４．階層型ニューラルネットワークの構造例
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た際の手領域の検出状況を図６に示す。この例は、
左側のプレビュー画面において入力された動画像
を表示しておりその下部には再生に関するボタン
がある。右側の画面では動画からキャプチャした
画像をもとに検出された手領域の画像が表示され
ている。その下部には認識システムの結果が表示
されており、図は「C」の手形状に対し正しく「C」
の文字を認識している例である。
　本実験においてもHは前述した値の範囲と同様
な結果を確認することができた。この結果によ
り、手領域の分離にHSV表色系を用いることで、
USBカメラによるリアルタイムの画像入力時に
より安定的な手領域検出が期待できる。
４．アルファベット指文字の認識実験
　次に、本システムを用いてアルファベットの指
文字を認識する実験を行った。入力は、前述した
ように、a ～ｚまでの指文字を動画像で各10文字
ずつ入力した結果、認識率は表２のようであった。
表2．認識実験の結果
認識率 アルファベット
100％ f, g, h, i, l, o, p, q, s, t, v, w, x, y, z
90％ a, b, k, r, u
80％ c, e,
70％ n
60％ d
50％ j
20％ m
表３．認識実験における誤認識の傾向
認識率 アルファベット
90％
a g1
b w1
k f1
r k1
u f1
80%
c o1 t1
e z2
70％ n s2 w1
60％ d u2 k1 l1
50％ j a2 z3
20％ m n2 s4 e2
図7．「ｍ」の誤認識しやすい文字
図8．「ｊ」の誤認識しやすい文字
図５．色情報の表示画面
図６．HSV表色系による手領域の検出例
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表に示すように26文字中20文字が90％の認識率
を得ることができ良好な認識結果が得られたが、
「ｍ」については認識が困難であることがわかっ
た。表３に実験の結果どのような文字として誤認
識したのかを示す。表中 s4 とあるのは「ｍ」を
「s」と誤認識した数が４であったことを表してい
る。今回最も誤認識の数が多かった「ｍ」を「n」、
「s」と比較した図を図７に示す。図から明らかで
あるように３文字とも今回の認識システムにおい
て扱っている特徴量のうち外接方形から得られる
縦横比、面積比からは区別しにくい形状であるこ
とがわかる、唯一エッジ比のみがこの３文字を区
別するための特徴量であるため認識率を上げるた
めには入力画像の解像度を上げることで認識率の
向上が期待できる。
　次に認識率が50％と低い「ｊ」の誤認識しやす
い指文字を図８に示す。今回は「ｊ」について動
作の終りの指形状を使用したために誤認識したこ
とがあげられるので、今後は、動作のある指文字
に対しては、他の文字とは異なる認識プロセスを
設けることにより認識率の改善が期待できる。認
識率60％の「ｄ」については、図９に示すように
指の形状が「ｕ」、「ｋ」，「ｌ」いずれも人差し指
が立っている縦長のシルエットであるので、特徴
量のうち外接方形から得られる縦横比、面積比か
らは区別しにくい形状であることがうかがえる。
「ｍ」同様入力画像の解像度を上げることでエッ
ジ比が文字の区別に有効となり認識率の向上が期
待できる。認識率70％の「ｎ」については、図10
に示すように「ｓ」の指形状との違いは親指の位
置のみでありこれも前述したとおり「ｄ」と同様
の改善により認識率の向上が期待できる。なお、
今回実施した認識実験の認識率は全体で約88.8％
であった。
５．結　言
　本論文では，ニューラルネットワークを用いた
アルファベットを表現する指文字画像の認識方法
について概説し、認識に用いる特徴量である縦
横比、面積比、エッジ比を安定的に得るために不
可欠となる手領域の抽出部分に着目し、入力画像
から手領域を抽出するための肌色情報について実
験的な検討を行った。入力画像より手領域を抽出
するためにこれまではTSL表色系を用いていた
が、今回はより人間の感覚に近いといわれている
HSV表色系の値を用いることとし、肌色検出の
ための確認実験を行った。実験の結果、HSV表
色系を肌色抽出に用いることで、安定的な手領域
の抽出に有効であることが確認できた。
　アルファベットの指文字認識実験の結果につい
ては認識率の低い指文字の形状について考察を
行った結果、形状が酷似している特定の文字につ
いては区別することが困難であることが分かっ
た。特に「ｍ」については20％と26文字中最も低
い結果となった。
　今後の課題としては、入力画像の解像度を上げ
ることで認識率を改善すること、動作をともなう
指文字の認識手法の導入、CCDを用いたリアル
タイムの画像入力の際に画像における個人差や環
境の影響を受けない動画像認識アルゴリズムの研
究などがあげられる。
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図9．「ｄ」の誤認識しやすい文字
図10．「ｎ」の誤認識しやすい文字
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