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11 Introduction
Optimization problems in finite-dimensional variables which are subject to another para-
metric programming problem arise in a widespread area of applications. A distinguishing
characteristic of the so-called bilevel systems is that the decision maker in large, hierarchical
organizations rarely proceeds from a single point of view. In fact, he may be able to influence
the behavior of the decision maker of the second level but not completely control his actions.
To formulate the problem mathematically, we suppose that the first level decision maker or
leader has control over the vector x ∈ X ⊆ Rn or upper level variable and that the second
level decision maker called the follower has control over the vector y ∈ Y ⊆ Rm or lower level
variable. The latter problem, called the follower’s or lower level problem, is defined by
min
y∈Y
{f(x, y) : g(x, y) ≤ 0} ,
where f : Rn × Rm → R, g : Rn × Rm → Rs.
The bilevel programming problem can formally be described as
“min
x∈X
” F (x, y)
s.t. G(x) ≤ 0
y ∈ Ψ(x)
(1.0.1)
with
Ψ(x) := Argmin
y∈Y
{f(x, y) : g(x, y) ≤ 0}
and functions F : Rn × Rm → R, G : Rn → Rk. The set Ψ(x) denotes the set of optimal
solutions of the follower’s problem for fixed parameter x ∈ X.
Firstly, the leader chooses his selection and communicates it to the follower. Then, knowing
the choice of the leader, the follower selects his response as an optimal solution of the lower
level problem and passes it back to the leader. It is now the task of the leader to solve (1.0.1)
knowing the follower’s decision. Further, if for some x the set Ψ(x) has more than one element,
the leader cannot predict in advance the choice of the follower. This uncertainty is expressed
by the quotations marks in (1.0.1) and leads to the fact that (1.0.1) is not well-defined. More
information is given in Section 2.4.
It should be noted that, in this thesis, we allow the upper level constraints depending only on
the leader’s variable. Our motivation is based on the fact that bilevel optimization problems
with constraints of type G(x, y) ≤ 0 mean that the leader can check feasibility of his selection
only after being informed of the follower’s selection in case of non unique optimal solutions of
the follower. From point-of-view of bilevel optimization this means that the leader assumes
that the follower allows him to select out of the optimal solutions of the follower’s problem one
point which satisfies the upper level constraints and is a best one for the resulting problem.
These aims are again contradicting. For further details, we refer the interested reader to [22].
It is well-known that the bilevel problem is a hard problem due to its inherent nonconvexity
and nondifferentiability [6]. Even the simplest case, the linear bilevel problem, has been shown
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to be strongly NP-hard [5]. An overview of existing literature and applications can be found
in the annotated bibliographies and books [5, 22, 23,88].
Due to the fact that mixed integer optimization problems abound in everyday life, many bilevel
optimization problems are expected to take discrete values in their variable. For example, we
replace the lower level optimization problem with a parametric graph theory problem such
as the minimum spanning tree problem, the shortest path problem, the (multicommodity)
network flow problem, or the matching problem in a bipartite graph. Such problems are con-
sidered and formulated e.g. in the monograph [86]. In these problems, the parameter should
be in the objective function. They can be formulated as (linear or mixed integer linear) op-
timization problems. Therefore, when we consider the mixed integer bilevel program i.e., the
bilevel optimization problem in which the sets X and Y can take mixed discrete values, four
types come to our attention [51,89]:
Type I: The upper level variables are integer and the lower level variables are continuous:
In this case, a natural approach to solve problem (1.0.1) is to replace the lower level problem
with optimality conditions i.e., by its Karush-Kuhn-Tucker conditions. More details on the
different reformulations of (1.0.1) are given in Chapter 2. Solution algorithms for the mixed
discrete bilevel problem in this type can be found in [29,58,91,93] and the references therein.
Type II: The sets of both upper and lower level variables admit integer and continuous
values at the same time. This is the mixed-integer upper and lower level problem: an overview
of different approaches for solving this type is given in [39,44,82,93,101].
Type III: The upper and lower level variables are all integer: Here the investigation of this
type is mainly based on the development of solution algorithms. Bard and Moore [7] were the
first to suggest an approach solving the problem. They developed a specialized algorithm for
binary bilevel programs, and later DeNegre and Ralphs [40] improved the previous algorithm
by describing a branch and cut algorithm for solving integer bilevel linear programs in the
general case. Domínguez and Pistikopoulos [44] employed a reformulation linearization tech-
nique to construct a parametric convex hull representation of the lower problem constraint
set. Recently, [31] described a method solving this type by transforming the problem using
the optimal value function reformulation, a clear description of their idea is given in Chapter
5. Some techniques of quadratization used in order to get a linearized relaxed problem from
the discrete bilevel problem can also be found in the paper [1].
Type IV: The lower level variables are integer and the upper level variables are continuous.
Vicente et al. [89] showed that more assumptions are needed in order to prove the existence
of an optimal solution to problem (1.0.1) in this case than in the first and third case, respec-
tively. Nevertheless, some research has been carried out: In [21], one solves problem (1.0.1)
using a cutting plane approach for approximating the feasible set of the discrete lower level
problem. A theoretical approach to the treatment of bilevel problems of this type is given
in [49]. In [59], the authors present a polynomial time algorithm when the dimension of the
follower’s variable is fixed. In the past few years, Dempe et al. [32] solved this type using an
approximation of the optimal value function of the lower level to find a global solution of the
bilevel programming problem. In Chapters 3 and 4, we see how some optimality conditions
and solutions algorithms have been derived for the mixed discrete bilevel problem in this case.
Besides algorithms that have been described to solve one of the particular types given above,
we have some algorithms which have been conceived to solve nonlinear mixed integer bilevel
programs in a more general setting, see [30,46,51,57,69,83] and the references therein.
In this thesis, we aim to investigate the mixed integer bilevel programming problems of Types
III and IV. For that, it is necessary to understand their structural peculiarities (indeed, the
presence of discrete values in some variables complicate the problem by several orders of
magnitude) first, and then, based upon these insights, to derive powerful optimality condi-
tions. Moreover, since semidefinite relaxations may arise from binary or integer constraints,
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semidefinite programming (SDP for short) can be used to solve integer programming problem
(see [63] and the references therein). Therefore, we will see how optimality conditions and
solution algorithm for the mixed integer bilevel programming problems can be derived using
some tools employed in SDP. In this sense, we try to unify theory and algorithms that could
serve as a graduate text and reference for researchers and practitioners. The first part of the
thesis which is devoted to the theory related to mixed integer bilevel optimization problems
contains three chapters.
The second chapter presents basic notions and results of variational analysis and generalized
differentiation widely used in the subsequent chapters. A general background on bilevel opti-
mization problems with the explanation of the quotation marks in (1.0.1) is also provided in
this chapter.
The third chapter is devoted to bilevel optimization problems with discrete lower level and
continuous upper level problems. Taking into account both approaches (optimistic and pes-
simistic) which have been developed in the literature to deal with this type of problem, we
derive some conditions for the existence of solutions. In the case where the lower level is a
parametric linear problem, the bilevel problem is transformed into a continuous one. After
that, we are able to discuss necessary optimality conditions for local optimal solutions using
tools of variational analysis for each different approach. Finally, we consider a simple appli-
cation of our results namely the bilevel programming problem with the minimum spanning
tree problem in the lower level.
Our motivation in chapter four is to find another approach to get more optimality conditions
for mixed integer bilevel problems of Type IV. For that, we examine an optimistic bilevel pro-
gramming problem whose lower level is a semidefinite programming problem. The underlying
idea is that we know that it is possible to get SDP from integer programming as we will see in
Chapter 2. In this vein, two main approaches, namely the optimal value reformulation and the
Karush-Kuhn-Tucker reformulation, are considered in order to transform the original problem
into a single level programming problem. Afterwards, the relationship between the original
problem and its substitute is studied in each case and some necessary optimality conditions are
derived as well. Therefore, amongst others, we exploit some calmness-type constraint quali-
fications studied in the general framework of finite-dimensional Hilbert spaces. We conclude
the chapter by giving some other optimality conditions of the bilevel programming problem
with discrete lower level problems using the new outcomes.
In the second part of this thesis, we apply the theory given in the previous chapters to construct
numerical methods of optimization. In that way, Chapter 5 studies the bilevel programming
problem with discrete polynomial lower level. We start by transforming the problem into
a bilevel problem comprising a semidefinite program at the lower level. Then, we are able
to deduce some conditions of existence of solutions for the original problem. After that, we
again change the bilevel problem with SDP in the lower level into a semi-infinite program.
With the aid of the exchange technique [13, 55], for simple bilevel programs, an algorithm
for computing a global optimal solution is suggested, the convergence is shown. Another
algorithm solving this type through subadditive functions is given in the second section of
this chapter. The last chapter considers discrete linear bilevel optimization problems. Here
the objective functions are linear and the variables are discrete at both levels. Algorithms for
computing global optimal solutions using Branch and Cut methods and an approximation of
the optimal value function of the lower level are suggested. Their convergence is shown and
we illustrate each algorithm via an example. It has to be mentioned that the material in this
chapter and in the second part of Chapter 4 are mostly taken from [31].
42 Preliminaries
In this chapter, we introduce and study some preliminary concepts. We start by recalling basic
notions of semidefinite matrices, semidefinite programming, and generalized differentiation.
These concepts will lay the foundation of different approaches used to investigate the bilevel
programming problem with discrete lower level variables. More details on the material briefly
discussed here can be found in the books [12, 15, 22, 30, 53] and the references therein. Then,
we analyze conditions that have to be satisfied at points which are local minima of general
abstract optimization problems. After that, we see how semidefinite programming can be used
for finding good approximations to combinatorial optimization problems. The last section
gives a short insight of bilevel programming, namely its formulation, the different possibilities
to solve it, and some conditions for the existence of a global optimal solution.
2.1 Background material
As mentioned earlier, this section recapitulates some basic tools from linear algebra and
variational analysis that will be used throughout the thesis.
2.1.1 Semidefinite programming
For M ∈ Rn×n, the trace of M is the sum of its diagonal terms. We write tr(M) to denote
the trace of M ; i.e., tr(M) :=
∑n
i=1Mii. This mapping of trace defines an inner product on
Sn. It is given by
〈M,N〉Sn = tr(MN) =
n∑
i=1
n∑
j=1
MijNij
for M,N ∈ Sn. The norm associated to this inner product is called the Frobenius norm. So,
we can interpret Sn as a finite-dimensional Hilbert space. The Hadamard product in Rn×m,
which is denoted by A •B for A,B ∈ Rn×m, equals the matrix whose entries are given by
∀(i, j) ∈ {1, . . . , n} × {1, . . . ,m} : (A •B)ij = AijBij .
We recall that a real matrix A ∈ Rn×n is positive semidefinite (resp. positive definite) if
〈x,Ax〉Rn ≥ 0 ∀x ∈ Rn (resp. 〈x,Ax〉Rn > 0 ∀x ∈ Rn \ {0}). In the sequel, we are going to
give some characterizations of symmetric positive semidefinite matrices.
Theorem 2.1.1. Let M ∈ Sn. Then, the following are equivalent.
(a) M is positive semidefinite,
(b) every principal submatrix of M is positive semidefinite,
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(c) all the eigenvalues of M denoted by λj(M), j ∈ {1, . . . , n} are nonnegative,
(d) for every S ∈ Sn+, 〈M,S〉Sn ≥ 0.
Proof: We are going to show that (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (a).
To prove (a) ⇒ (b) let M ′ ∈ Sk, k ≤ n be a principal submatrix of M obtained from M by
retaining rows and columns j1, . . . , jk. Then, if we set S ∈ Rn×k to be the matrix formed by
the unit vectors ej1 , . . . , ejk we have M
′ = S>MS. For any x ∈ Rk we get from the positive
semidefiniteness of M that 〈x,M ′x〉Rn = 〈x, S>MSx〉Rn = 〈Sx,M(Sx)〉Rn ≥ 0.
(b) ⇒ (c) Let u ∈ Rn be an eigenvector to an eigenvalue λ of M . By recalling that a matrix
is a principal submatrix of itself, we have from assumption that
0 ≤ 〈u,Mu〉Rn = 〈u, λu〉Rn = λ||u||2.
Then, λ ≥ 0.
(c)⇒ (d) Let S ∈ Sn+ and consider the eigenvalue decomposition of M given by M = P ∧P>
where P is an orthogonal matrix i.e., P ∈ On and ∧ is a diagonal matrix with the nonnegative
eigenvalues λ1, . . . , λn of M. If pi denote the ith column of P . We have from the cyclic property
(see [12]) of tr that
〈M,S〉Sn = tr(MS) = tr(P ∧ P>S) = tr(P>SP∧) = tr(∧P>SP ) =
n∑
i=1
λip
>
i Spi ≥ 0
because S ∈ Sn+ and λj ≥ 0 j ∈ {1, . . . , n}.
(d) ⇒ (a) Let x ∈ Rn, the matrix xx> is positive semidefinite. Then, we have
0 ≤ 〈M,xx>〉Sn = 〈x,Mx〉Rn .
This completes the proof.
We can also show that every principal submatrix of M is positive semidefinite if and only if
every principal subdeterminant of M is nonnegative (see [12, Proposition 8.2.7]).
Remark 2.1.2. It is worth to mention that the previous equivalent properties are not in
general true for a real matrix which is not necessarily symmetric. Consider for example
A =
[
1 −5
0 1
]
,
the only eigenvalue is 1 > 0 but A is not positive semidefinite.
In the same vein, we can also have equivalent conditions for a positive definite matrix as we
can see in the following theorem.
Theorem 2.1.3. Let M ∈ Sn. Then, the following are equivalent.
(a) M is positive definite,
(b) every principal submatrix of M is positive definite,
(c) all the eigenvalues of M are positive,
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(d) for every S ∈ Sn+ \ {O}, 〈M,S〉Sn > 0.
The proof of this theorem can be found in [12,87].
For the next results we need additional definitions. We recall that X is a finite-dimensional
Hilbert space. A nonempty subset C of X is said to be a cone if αc ∈ C for all α ≥ 0 and
c ∈ C [71]. Given a cone C, the dual cone of C denoted C∗ is defined by
C∗ := {x∗ ∈ X | ∀x ∈ C : 〈x∗, x〉X ≥ 0}.
Lemma 2.1.4. Sn+ is a closed convex cone and is selfdual, i.e., (Sn+)∗ = Sn+.
The proof of this lemma is similar to the one of Theorem 2.1.1 (see the assertions (a) and
(d)) and is also known as the Fejer’s trace theorem. The set Sn++ which is the interior of Sn+
is neither a cone or closed because O /∈ Sn++.
Now, let us go back to semidefinite programming. A semidefinite programming problem in a
standard form can be defined as
min f(x)
s.t. x ∈ C
G(x) ∈ Sn+,
(2.1.1)
where C is a convex closed cone in the Euclidean space Rn, f : Rn → R and G : Rn →
Sn. In particular, if C = Rn, the objective function is linear, i.e., f(x) = 〈c, x〉Rn , and
the constraint mapping is affine i.e., G(x) = A0 +
∑n
i=1 xiAi, where c is a given vector of
Rn, A0, A1, . . . , An ∈ Sn are given matrices, problem (2.1.1) becomes a linear semidefinite
programming problem
min 〈c, x〉Rn
s.t. A0 +
∑n
i=1Aixi ∈ Sn+.
(2.1.2)
So, we can see that semidefinite programming is an extension of linear programming. It
actually belongs to the class of conic convex programming, where the objective is linear and
the constraint set is given by the intersection of an affine space with a closed cone. By
constructing the dual problem using the Lagrangian approach [15], we arrive at the fact that
it is given by
max 〈Ω, A0〉Sn
s.t. 〈Ω, Ai〉Sn + ci = 0, i = 1, . . . , n
Ω ∈ Sn−.
(2.1.3)
There is a complete symmetry between the dual pair (2.1.2) and (2.1.3), and which one is
called primal and which is dual is somewhat arbitrary. Next, we would like to draw the reader’s
attention to the fact that although linear semidefinite programming directly generalizes linear
programming, the same properties do not hold in general. The following examples from [15]
illustrate some surprising facts that should not be neglected.
Example 2.1.5. Consider the following problem
min x1
s.t.
[
x1 −1
−1 x2
]
∈ Sn+.
(2.1.4)
From Theorem 2.1.1, we see that the feasible set is {(x1, x2) ∈ R2|x1 ≥ 0, x2 ≥ 0, x1x2 ≥ 1}.
Therefore, the infimal value is 0 but this problem does not have a solution because the point
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(0, x2) is not feasible. Then, we see that in spite of the fact that the optimal value of the
primal problem is finite, an optimal solution does not exist. On the other hand the dual is
given by
max −2ω12
s.t.
[
−1 ω12
ω12 0
]
∈ Sn−.
(2.1.5)
We can see that the dual feasible set contains only the matrix
[
−1 0
0 0
]
which is of course the
optimal solution.
Therefore in this example, there is no duality gap between the primal and dual problems,
although the primal problem does not have an optimal solution. In linear programming, this
cannot happen. 
The second example underlines the fact that we can have a duality gap between the primal
and dual problems although the feasible sets of both problems are nonempty.
Example 2.1.6. Consider the problem
min −x2
s.t.
1− x2 0 00 −x1 −x2
0 −x2 0
 ∈ Sn+. (2.1.6)
The dual problem is given by
max ω11
s.t. ω11 + 2ω23 = −1, ω22 = 0
Ω ∈ Sn−.
(2.1.7)
The feasible set of the primal problem is {(x1, x2) ∈ R2|x1 ≤ 0, x2 = 0} its optimal value is 0
and we can check that any feasible point of the dual problem satisfies ω11 = −1. Hence, the
duality gap is 1. 
2.1.2 Generalized differentiation
We begin with the definition of some notions of functions. As noted before, X is a finite-
dimensional Hilbert space with inner product 〈·, ·〉X .
A function k : X → Rm is said to be locally Lipschitz continuous around x¯ ∈ X if there exist
α > 0 and L > 0, such that
∀x, x′ ∈ {x¯}+ αBX : ‖k(x)− k(x′)‖ ≤ L‖x− x′‖X ,
holds where L is called the Lipschitz constant. The function k is locally Lipschitz continuous if
it is locally Lipschitz continuous around every point of X . It is said to be Lipschitz continuous
if the above inequality holds with α = ∞. Any convex function is locally Lipschitz on the
relative interior of its domain.
Now, let Y be another finite-dimensional Hilbert space, consider a function K : X × Y → Rq
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and a set U ⊆ X×Y. ThenK is called Lipschitz continuous in y uniformly in x on U whenever
there is a constant L˜ > 0 such that
∀(x, y), (x, y′) ∈ U : ‖K(x, y)−K(x, y′)‖ ≤ L˜‖y − y′‖Y
is satisfied. Note that any continuously differentiable function K possesses this property on
arbitrary compact set. In fact, we get from the mean value theorem and the compactness of
the set U that for all (x, y), (x, y′) ∈ U
||K(x, y)−K(x, y′)|| ≤
(
sup
c∈conv{(x,y),(x,y′)}
||∇K(c)||
)
||y − y′||Y
≤
(
sup
c∈U
||∇K(c)||
)
||y − y′||Y with sup
c∈U
||∇K(c)|| <∞.
Let A ⊆ X be a nonempty set. We define the polar cone and the annihilator of A as stated
below:
A◦ := {x∗ ∈ X | ∀x ∈ A : 〈x∗, x〉X ≤ 0}, A⊥ := {x∗ ∈ X | ∀x ∈ A : 〈x∗, x〉X = 0}.
From the above definitions, we have A◦ = −A∗. Observe that A◦ is a closed, convex cone,
whereas A⊥ is a subspace of X . Clearly, we obtain A⊥ = A◦ ∩ (−A)◦, and A◦◦ = cl coneA
follows from [15, Proposition 2.40].
For a ∈ A, we define the Bouligand tangent cone (or contingent cone) to A at a as stated
below:
TA(a) := {d ∈ X | ∃{tk} ⊆ R+ ∃{dk} ⊆ X : tk ↓ 0, dk → d, a+ tkdk ∈ A∀k ∈ N}.
Furthermore, let us introduce the regular (or Fréchet) normal cone and the limiting (sometimes
referred to as Mordukhovich or basic) normal cone to A at a, respectively, as follows:
N̂A(a) :=
{
x∗ ∈ X
∣∣∣∣∣ lim supx→a, x∈A 〈x∗, x− a〉X‖x− a‖X ≤ 0
}
,
NA(a) := {x∗ ∈ X | ∃{xk} ⊆ A∃{xk∗} ⊆ X : xk → a, xk∗ → x∗, xk∗ ∈ N̂A(xk) ∀k ∈ N}.
(2.1.8)
Note that for (a1, a2) ∈ A1 ×A2 ⊆ X1 ×X2 the relations
N̂A1×A2(a1, a2) = N̂A1(a1)× N̂A2(a2) (2.1.9)
NA1×A2(a1, a2) = NA1(a1)×NA2(a2) (2.1.10)
N̂A(a) = TA(a)◦ (2.1.11)
are obtained from [71, Proposition 1.2 and Corollary 1.11]. In contrast to the regular normal
cone, which is always convex, the limiting normal cone is generally nonconvex. Just see the
following example in which for A = {(x, y) ∈ R2| y = |x|}, we get
N̂A(0, 0) = {(x, y) ∈ R2| y ≤ −|x|}
NA(0, 0) = {(x, y) ∈ R2| y ≤ −|x|} ∪ {(x, y) ∈ R2| y = |x|}.
This implies that a similar relation as in (2.1.11) for the limiting cone cannot be obtained since
the polarity implies convexity. In the case where A is convex, it is well-known that the regular
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and the limiting normal cone to A at a coincide with the normal cone of convex analysis (see
for example [71, Propositions 1.3,1.5]). Additionally, we obtain TA(a) = cl cone(A − {a}) in
this situation. Finally, if A is a closed, convex cone, the relation TA(a) = cl(A+ span{a}) is
obvious and
NA(a) = (A+ span{a})◦ = A◦ ∩ {a}⊥ (2.1.12)
follows from [15, Section 2.1.4].
Now, we introduce some notions of generalized differential for extended-real valued functions
which may not admit a classical derivative or gradient.
For an extended real-valued function ψ : Rn → R, we say that ψ is proper if f(x) < ∞ for
at least one x ∈ Rn and f(x) > −∞ for all x ∈ Rn. We define the Fréchet (or regular)
subdifferential of ψ at a point x¯ with ψ(x¯) <∞ via the regular normal cone N̂epiψ by
∂̂ψ(x¯) :=
{
v∗ ∈ Rn
∣∣∣ (v∗,−1) ∈ N̂epiψ(x¯, ψ(x¯))} ,
whereas the Fréchet upper subdifferential of ψ at x¯ is given by
∂̂+ψ(x¯) := −∂̂(−ψ)(x¯).
Here, epiψ := {(x, α) ∈ Rn × R |ψ(x) ≤ α} represents the epigraph of ψ. It is also possible
to give equivalent analytic definitions of ∂̂ψ(x¯) and ∂̂+ψ(x¯) through the limits lim inf and
lim sup, respectively. By considering for example the case where
ψ(x) =
{
x
1
n if x ≥ 0
−(−x) 1n if x < 0
with n ∈ N\{1} and odd, we get ∂̂ψ(0) = ∅ = ∂̂+ψ(0). Therefore, the sets ∂̂ψ(x¯) and ∂̂+ψ(x¯)
may be empty simultaneously.
If ψ is concave and continuous around x¯,
∂̂+ψ(x¯) = {x∗ ∈ Rn : ψ(x) ≤ ψ(x¯) + 〈x∗, x− x¯〉Rn ∀x ∈ Rn} (2.1.13)
i.e. agrees with the upper subdifferential of convex analysis whose elements are called super-
gradients. For φ : Rn → R with φ(x¯) < ∞ and ∂̂φ(x¯) 6= ∅, we have the difference rule for
Fréchet subdifferential calculus (see [74]) given by
∂̂(ψ − φ)(x¯) ⊆ ∂̂ψ(x¯)− ∂̂φ(x¯). (2.1.14)
If ψ : X → R is locally Lipschitz continuous (resp. lower semicontinuous) at some point x¯, we
define the subdifferential in the sense of Clarke and Mordukhovich of ψ at x¯ by
∂cψ(x¯) := {v∗ ∈ X | (v∗,−1) ∈ cl convNepiψ(x¯, ψ(x¯))}
∂ψ(x¯) := {v∗ ∈ X | (v∗,−1) ∈ Nepiψ(x¯, ψ(x¯))},
respectively. From the definition, we easily see ∂̂ψ(x¯) ⊆ ∂ψ(x¯) ⊆ ∂cψ(x¯) and that ∂cψ(x¯)
is convex. The postulated local Lipschitz property of ψ around x¯ guarantees that the sets
∂cψ(x¯) and ∂ψ(x¯) are always nonempty and compact. On the other hand, if ψ is a convex
function, ∂cψ(x¯), ∂̂ψ(x¯), and ∂ψ(x¯) coincide with the subdifferential in the sense of convex
analysis as well.
Moreover, for any α ≥ 0, ∂(αψ)(x¯) = α∂ψ(x¯) is satisfied and if ψ is continuously differentiable
in a neighborhood of x¯, we obtain ∂ψ(x¯) = {∇ψ(x¯)} [71, Corollary 1.82].
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Next, we want to extend the usual notion of convexity. This concept will be used later to see
in which sense the problem (2.1.1) is convex.
Let H : X → Y be an arbitrary mapping, and let K ⊆ Y be a nonempty, closed, convex cone.
We call H K-convex if it satisfies
∀x, x′ ∈ X ∀σ ∈ [0, 1] : σH(x) + (1− σ)H(x′)−H(σx+ (1− σ)x′) ∈ K,
see [56, Definition 2.4]. Clearly, if H is −K-convex, then the set {x ∈ X |H(x) ∈ K} is con-
vex. We say that the problem (2.1.1) is convex, if the function f is convex and the mapping
G is convex w.r.t. the cone −Sn+.
Now, let H be a locally Lipschitz continuous mapping. For any y∗ ∈ Y, we define its scalar-
ization map w.r.t. y∗ as stated below:
∀x ∈ X : 〈y∗, H〉Y (x) := 〈y∗, H(x)〉Y .
Obviously, this mapping is locally Lipschitz continuous, too. IfH is continuously differentiable
at x¯ ∈ X , the same holds true for its scalarization map w.r.t. any y∗ ∈ Y and
∇〈y∗, H〉Y (x¯) = ∇H(x¯)?y∗
is obtained where ∇H(x¯)? denotes the adjoint operator of ∇H(x¯) see [71, Theorem 1.38,
Theorem 1.90].
Example 2.1.7. For i, j = 1, . . . , p, letHi,j : Rn → R be a continuously differentiable function
such that Hi,j = Hj,i holds true. Then the map H : Rn → Sn given by
∀x ∈ Rn : H(x) :=

H1,1(x) . . . H1,p(x)
...
. . .
...
Hp,1(x) . . . Hp,p(x)

is continuously differentiable and for any x¯ ∈ Rn, we obtain
∀d ∈ Rn : ∇H(x¯)d =

∇H1,1(x¯)d . . . ∇H1,p(x¯)d
...
. . .
...
∇Hp,1(x¯)d . . . ∇Hp,p(x¯)d
 ∈ Sn.
For any Ω ∈ Sn, the scalarization map 〈Ω, H〉Sn : Rn → R is continuously differentiable and
∇〈Ω, H〉Sn (x¯) = 〈Ω,∇H(x¯)〉Sn =
p∑
i=1
p∑
j=1
Ωij∇Hi,j(x¯)
is obtained from the definition of the Frobenius inner product for any x¯ ∈ Rn. On the other
hand, from the definition of the adjoint operator, we have
∇〈Ω, H〉Sn (x¯)d = 〈∇H(x¯)?Ω, d〉Rn = 〈Ω,∇H(x¯)d〉Sn
=
p∑
i=1
p∑
j=1
Ωij∇Hi,j(x¯)d =
 p∑
i=1
p∑
j=1
Ωij∇Hi,j(x¯)
 d
for any x¯, d ∈ Rn which yields the same result. 
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We exploit the notation Υ: X ⇒ Y to represent a set-valued mapping, i.e., a function which
assigns to any x ∈ X a subset of Y. The sets gphΥ := {(x, y) ∈ X × Y | y ∈ Υ(x)} and
domΥ = {x ∈ X |Υ(x) 6= ∅} are called graph of Υ and effective domain of Υ, respectively.
In the sequel, we want to clarify again some notions. For that, we fix some point x¯ ∈ domΥ.
Upper semicontinuity (resp. lower semicontinuity). We call Υ upper semicontinuous (resp.
lower semicontinuous) at x¯ provided for any open set Ω ⊆ Rm satisfying Υ(x¯) ⊆ Ω, there is a
neighborhood U ⊆ Rn of x¯ such that Υ(x) ⊆ Ω holds true for x ∈ U (for any open set Ω ⊆ Rm
satisfying Υ(x¯) ∩ Ω 6= ∅, there is a neighborhood U ⊆ Rn of x¯ such that Υ(x) ∩ Ω 6= ∅ holds
true for x ∈ U).
Closedness. Υ is called closed at x¯, if for any sequences {xk} ⊆ domΥ and {yk} ⊆ Y con-
verging to x¯ and some y¯ ∈ Y, respectively, with yk ∈ Υ(xk) for sufficiently large k, we have
y¯ ∈ Υ(x¯).
Local boundedness. Υ is said to be locally bounded at x¯ if there exist a constant ε > 0 and
a bounded set B ⊆ Y such that Υ(x) ⊆ B holds for all x ∈ UεX (x¯). Since we are in finite
dimension, any nonempty-valued mapping that is locally bounded around x¯ is locally com-
pact. That means, there exist a neighborhood O of x¯ and a compact set C ⊆ Y such that
Υ(O) :=
⋃
x∈O
Υ(x) ⊆ C.
Inner semicompactness . The mapping Υ is inner semicompact at x¯ if for every sequence {xk}
converging to x¯ there is a sequence {yk} that satisfies yk ∈ Υ(xk) for sufficiently large k ∈ N
and contains a convergent subsequence. It is well known that any nonempty-valued mapping
that is locally bounded around x¯ is inner semicompact at this point.
Locally Lipschitz like property. We call Υ locally Lipschitz like at (x¯, y¯) ∈ gphΥ if there are
neighborhoods U of x¯ and V of y¯ as well as a constant L > 0 which satisfy
∀x, x′ ∈ U : Υ(x) ∩ V ⊆ Υ(x′) + L ∥∥x− x′∥∥X BY .
In the case of single-valued mappings, the locally Lipschitz like property reduces to the classical
Lipschitz continuity. It is clear that the locally Lipschitz like property of Υ at (x¯, y¯) implies
the calmness property at (x¯, y¯) (i.e. the mapping Υ is calm at (x¯, y¯)) which means there are
neighborhoods U of x¯ and V of y¯ as well as a constant L > 0,
∀x ∈ U : Υ(x) ∩ V ⊆ Υ(x¯) + L ‖x− x¯‖X BY . (2.1.15)
We also define the coderivative (resp. Fréchet coderivative) of Υ at (x¯, y¯) ∈ gphΥ denoted
D∗Υ(x¯, y¯), (resp. D̂∗Υ(x¯, y¯)) : Y? ⇒ X ? to be the set-valued map given by:
∀y∗ ∈ Y? : D∗Υ(x¯, y¯)(y∗) := {x∗ ∈ X ? | (x∗,−y∗) ∈ NgphΥ(x¯, y¯)}
D̂∗Υ(x¯, y¯)(y∗) :=
{
x∗ ∈ X ?
∣∣∣ (x∗,−y∗) ∈ N̂gphΥ(x¯, y¯)} ,
respectively. Using the scalarization map defined above, it can be shown that for any contin-
uously smooth single-valued mapping, the coderivative is equivalent to the classical derivative
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operator at the point in question i.e.,
D∗Υ(x¯,Υ(x¯))(y∗) = {∇Υ(x¯)>y∗}
see [71, Theorem 1.38, Theorem 1.90]. If the graph of Υ is closed around (x¯, y¯), then it is
locally Lipschitz like there if and only ifD∗Υ(x¯, y¯)(0) = {0} is satisfied, see [71, Theorem 4.10].
This observation is called Mordukhovich’s criterion.
2.1.3 Expression of the Fréchet and limiting normal cones of gphNSn+
Here, we are going to present some results on the variational geometry of the graph of the
normal cone mapping induced by the positive semidefinite cone Sn+ obtained in [42] and [92],
recently. This will be important in Chapter 4 in order to state necessary optimality conditions
for bilevel programming problems with SDP in the lower level via the KKT reformulation.
We consider the normal cone map
NSn+ : Sn ⇒ Sn
defined in (2.1.8). Since Sn+ is a nonempty, closed, convex cone, we obtain
gphNSn+ := {(A,B) ∈ Sn × Sn |A ∈ Sn+, B ∈ NSn+(A)} = {(A,B) ∈ Sn+ × Sn− | 〈B,A〉Sn = 0}
from (2.1.12) since the polar cone of Sn+ is Sn−. This representation shows that gphNSn+
is a geometric representation of the complementarity set in semidefinite complementarity
programming, see [42, 90,92].
Let I ⊆ {1, . . . , n} and J ⊆ {1, . . .m} be nonempty. Then, MIJ ∈ R|I|×|J | denotes the
submatrix of M possessing the rows indexed by the elements of I and the columns indexed
by the elements of J . For quadratic M ∈ Rn×n and any Q ∈ On, we set MQ := QTMQ. If
the index sets I, J ⊆ {1, . . . , n} are nonempty, then MQIJ := (MQ)IJ is well-defined.
Let (A¯, B¯) ∈ gphNSn+ be fixed and let PΛP T be an eigenvalue decomposition of A¯+ B¯ ∈ Sn.
Furthermore, let α, β, and γ denote the index sets corresponding to the positive, zero, and
negative diagonal elements of Λ, respectively. The expression PΛP T is called an ordered
eigenvalue decomposition of C¯ := A¯+ B¯ if Λ takes the following formΛαα Oαβ OαγOβα Oββ Oβγ
Oγα Oγβ Λγγ
 .
Let us define a matrix Σ ∈ Sn ∩ [0, 1]n×n elementwise as stated below:
Σij :=
max{λi(C¯), 0} −max{λj(C¯), 0}
λi(C¯)− λj(C¯) i, j = 1, . . . , n, (2.1.16)
where 00 is defined to be 1.
Then we obtain the following representation of the regular normal cone to gphNSn+ at (A¯, B¯)
from [92, Corollary 3.2]:
N̂gphNSn+ (A¯, B¯) =
(U, V ) ∈ Sn × Sn
∣∣∣∣∣∣∣∣
UPαα = O, UPαβ = O, UPββ ∈ S |β|− ,
V Pββ ∈ S |β|+ , V Pβγ = O, V Pγγ = O,
Σαγ • UPαγ + (E− Σαγ) • V Pαγ = O
 .
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Let P(β) be the set of all partitions of β. Then
NgphN
S|β|+
(O,O) =
⋃
(β+,β0,β−)∈P(β)
Ξ∈[0,1]|β+|×|β−|
Q∈O|β|

(U, V ) ∈ S |β| × S |β|
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
UQβ+β+ = O, U
Q
β+β0
= O,
QTββ0UQββ0 ∈ S
|β0|
−
V Qβ0β− = O, V
Q
β−β− = O,
QTββ0V Qββ0 ∈ S
|β0|
+ ,
Ξ • UQβ+β− + (E− Ξ) • V
Q
β+β− = O

holds due to [42, Proposition 3.3]. Note that for |β| = 1, we obtain the well-known result
NgphNS1+ (0, 0) = {(u, v) ∈ R× R |uv = 0 ∨ (u ≤ 0 ∧ v ≥ 0)} = NgphNR+ (0, 0).
Using the above representation, the formula
NgphNSn+ (A¯, B¯) =

(U, V ) ∈ Sn × Sn
∣∣∣∣∣∣∣∣∣∣∣
UPαα = O, UPαβ = O,
V Pβγ = O, V Pγγ = O,
Σαγ • UPαγ + (E− Σαγ) • V Pαγ = O,
(UPββ , V
P
ββ) ∈ NgphNS|β|+
(O,O)

is derived, see [42, Theorem 3.1]. Choosing the partition (∅, β,∅) ∈ P(β) and Q = I, we
easily see S |β|− × S |β|+ ⊆ NgphNS|β|+
(O,O), i.e., N̂gphNSn+ (A¯, B¯) ⊆ NgphNSn+ (A¯, B¯). This relation
obviously follows from the general definition of the regular and the limiting normal cone
as well. It is clear that the previous inclusion is in general strict since the set gphNSn+ is
nonconvex and we have for example for |β| = 1
N̂gphNS1+ (0, 0) = {(u, v) ∈ R× R |u ≤ 0 ∧ v ≥ 0} ⊂ NgphNS1+ (0, 0).
2.2 First order optimality conditions for a general optimization
problem
Here, we want to analyze conditions that have to be satisfied at points which are local minima
of the subsequent general abstract optimization problem
min ψ(x)
s.t. l(x) ≤ 0
H(x) ∈ K,
(P)
where ψ : X → R, l : X → Rk′ and H : X → Y are locally Lipschitz continuous mappings
between finite-dimensional Hilbert spaces X and Y and the set K ⊆ Y is assumed to be
nonempty and closed. We denote the feasible set of (P) by
M := {x ∈ X |H(x) ∈ K, l(x) ≤ 0}.
Next, we are going to define the notion of Clarke calmness w.r.t. (P) (coined in Rockafellar
and Wets [81]) and some constraints qualifications that will be helpful to provide necessary
optimality conditions.
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Definition 2.2.1. Let x¯ ∈M be a local optimal solution of (P). We consider the perturbation
map Υ: Y ⇒ X defined by
∀y ∈ Y : Υ(y) := {x ∈ X | l(x) ≤ 0, H(x)− y ∈ K}.
Problem (P) is said to be Clarke calm w.r.t. the constraint H(x) ∈ K at x¯ if there exist
constants ε > 0 and µ¯ > 0 such that
∀(y, x) ∈ UεY×X (0, x¯) ∩ gphΥ: ψ(x)− ψ(x¯) + µ¯ ‖y‖Y ≥ 0 (2.2.1)
is satisfied. We say that (P) is Clarke calm at x¯ if a similar relation as in (2.2.1) is satisfied
with the perturbed map Υ replaced by
∀(b, y) ∈ Rk′ × Y : Υ(b, y) = {x ∈ X | l(x)− b ≤ 0, H(x)− y ∈ K}. (2.2.2)
We want in the next proposition to connect the Clarke calmness w.r.t. the constraintH(x) ∈ K
and the calmness of the mapping Υ defined in (2.1.15).
Proposition 2.2.2. Let x¯ ∈ M be a local optimal solution of (P). If the perturbation map
Υ is calm at (0, x¯), then problem (P) is calm w.r.t. H(x) ∈ K at x¯.
Proof. Suppose that Υ is calm at (0, x¯) then, there exist a constant L1 > 0 and i, i = 1, 2
such that
Υ(y) ∩ U2X (x¯) ⊆ Υ(0) + L1||y||YBX ∀y ∈ U1X (0).
Let U3X (x¯) be the neighborhood on which x¯ is optimal. We set  = min(1, 2, 3) and consider
(y, x) ∈ UY×X (0, x¯) ∩ gphΥ, then x ∈ Υ(y) ∩ UX (x¯). From the calmness of Υ at the point
(0, x¯), we get that there exists x˜ ∈ Υ(0) such that
||x− x˜|| ≤ L1||y||Y .
Let x∗ be the projection of x on Υ(0) (x∗ exists due to the closedness of Υ(0)). Since
||x¯− x||2 = ||x¯− x∗||2 + ||x∗ − x||2 + 2〈x¯− x∗, x∗ − x〉 and 〈x¯− x∗, x∗ − x〉 = 0 (x¯, x∗ ∈ Υ(0)
and x∗ = P (x|Υ(0))), we get ||x¯− x∗|| ≤ ||x¯− x|| ≤ . Further, the local optimality of x¯ and
the Lipschitz continuity of ψ lead to
ψ(x¯)− ψ(x) ≤ ψ(x∗)− ψ(x) ≤ L2||x∗ − x|| ≤ L2||x− x˜|| ≤ L1L2||y||Y ,
where L2 is the Lipschitz modulus of ψ on UX (x¯). For µ¯ = L1L2, we conclude that problem
(P) is calm w.r.t. H(x) ∈ K at x¯.
In the following result, we show that the concept of Clarke calmness w.r.t. a certain subset of
constraints is actually equivalent to a partial exact penalization. This outcome generalizes [98,
Proposition 3.3] and [42, Proposition 2.1].
Proposition 2.2.3. Let x¯ ∈M be a local optimal solution of (P). Then (P) is Clarke calm
w.r.t. the constraint H(x) ∈ K at x¯ if and only if there is a constant ν¯ > 0 such that for any
ν ≥ ν¯, (x¯, H(x¯)) is a local optimal solution of
min
x,z
ψ(x) + ν ‖H(x)− z‖Y
s.t. l(x) ≤ 0
z ∈ K.
(P(ν))
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Proof. We suppose that there exists ν¯ > 0 such that for any ν ≥ ν¯, (x¯, H(x¯)) solves (P(ν))
locally. Then, there exists  > 0 such that for all feasible points (x, z) of (P(ν)) which belong
to this neighborhood UX×Y(x¯, H(x¯)), we get
ψ(x¯) ≤ ψ(x) + ν ‖H(x)− z‖Y .
Let (y, x) ∈ UρY×X (0, x¯)∩ gphΥ with ρ = min{ 2 , 2L} and L > 0 the Lipschitz modulus of the
mapping H on a neighborhood of x¯.
Since (y, x) ∈ gphΥ, we have y ∈ H(x)−K i.e., y = H(x)− z for some z ∈ K. Therefore,
‖H(x¯)− z‖Y ≤ ‖H(x¯)−H(x)‖Y + ‖y‖Y ≤ L ‖x− x¯‖X + ‖y‖Y <

2
+

2
= .
That means the point (x, z) is feasible for (P(ν)) and belongs to UX×Y(x¯, H(x¯)). Thus, the
local optimality of (x¯, H(x¯)) for (P(ν)) with µ¯ = ν¯ leads to
ψ(x¯) ≤ ψ(x) + ν¯ ‖H(x)− z‖Y = ψ(x) + µ¯ ‖y‖Y .
Consequently, (P) is Clarke calm w.r.t. H(x) ∈ K at x¯.
To show the converse inclusion, we assume that (P) is Clarke calm w.r.t.H(x) ∈ K at x¯ i.e., we
find constants  > 0 and µ¯ > 0 such that (2.2.1) holds. Let then (x, z) ∈ UρX×Y(x¯, H(x¯)) with
ρ = min{ 2L , 2} such that z ∈ K and l(x) ≤ 0. For y := H(x)− z, we get H(x)− y = z ∈ K
and
||y||Y ≤ ||H(x)−H(x¯)||Y + ||H(x¯)− z||Y ≤ L||x− x¯||X + ||H(x¯)− z||Y < L 
2L
+

2
= .
Hence, (y, x) ∈ UY×X (0, x¯)∩gphΥ. From the Clarke Calmness w.r.t H(x) ∈ K, it comes that
ψ(x¯) ≤ ψ(x) + µ¯ ‖y‖Y
≤ ψ(x) + µ ‖y‖Y ∀µ ≥ µ¯
= ψ(x) + µ ‖H(x)− z‖Y ∀µ ≥ µ¯.
We conclude that for ν¯ = µ¯, the point (x¯, H(x¯)) is local optimal of (P(ν)) for any ν ≥ ν¯.
If the reader has a look on [42, Theorem 2.1], he will see how it is possible to derive necessary
optimality conditions of (P) in the case where (P) is Clarke calm at the reference point. Our
wish is to generalize this result when (P) is Clarke calm w.r.t. some constraints. To achieve
that, we are going to set ∀x ∈ X H(x) = (l(x), H(x)), K = Rk′− ×K and recall some con-
straint qualifications from differentiable optimization.
Let x¯ ∈ F be arbitrarily chosen and assume that H is continuously differentiable in a neigh-
borhood of x¯. We say that NNAMCQ, the no nonzero abnormal multiplier constraint quali-
fication, holds at x¯, provided the condition
0 = ∇H(x¯)?y∗, y∗ ∈ NK(H(x¯)) =⇒ y∗ = 0
is satisfied. It follows from [42, Proposition 2.3] that NNAMCQ implies that (P) is Clarke
calm at x¯ provided the latter point is a local minimizer of (P). Furthermore, NNAMCQ
yields
NM (x¯) ⊆ D?H(x¯, H(x¯))
(NK(H(x¯)))
= ∇H(x¯)?NK(H(x¯)), (2.2.3)
see [71, Theorem 3.8]. Note that we even get equality in the latter equation if ∇H(x¯) is surjec-
tive. In the latter case, we have N̂M (x¯) = ∇H(x¯)?N̂K(H(x¯)) andNM (x¯) = ∇H(x¯)?NK(H(x¯)),
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see [71, Corollary 1.15, Theorem 1.17].
Suppose, additionally, that the set K is convex, then we say that Robinson’s constraint qual-
ification holds at x¯ if
0 ∈ int(H(x¯) +∇H(x¯)X −K)
is satisfied. Note that this is equivalent to
∇H(x¯)X − TK(H(x¯)) = Y
and, by polarizing this equation, to NNAMCQ, see [15, Proposition 2.97, Corollary 2.98].
Moreover, if K possesses a nonempty interior, then Robinson’s constraint qualification is
equivalent to
∃d ∈ X : H(x¯) +∇H(x¯)d ∈ intK,
see [15, Lemma 2.99], which may be interpreted as a generalized version of the constraint
qualification of Mangasarian and Fromovitz, see [67]. Finally, if in addition to the above as-
sumptions, the map H is −K-convex, then Robinson’s constraint qualification equals Slater’s
constraint qualification: there exists xˆ ∈ X which satisfies H(xˆ) ∈ intK, see [15, Proposi-
tions 2.104, 2.106]. Clearly, Slater’s condition is independent of xˆ.
In the following result, we interrelate the generalized version of Clarke’s calmness concept
from Definition 2.2.1 and the above constraint qualifications in order to obtain necessary
optimality conditions for (P).
Proposition 2.2.4. Let x¯ ∈ M be a local optimal solution of (P) where the latter problem
is Clarke calm w.r.t. the constraint H(x) ∈ K and l is continuously differentiable. Finally, let
the constraint qualification
∀y∗ ∈ Rk′+ : 0 = ∇l(x¯)>y∗, 〈y∗, l(x¯)〉Rk′ = 0 =⇒ y∗ = 0
hold. Then there exist multipliers y∗ ∈ NRk−(l(x¯)) and z
∗ ∈ NK(H(x¯)), such that the following
condition holds:
−∇l(x¯)>y∗ ∈ ∂ψ(x¯) + ∂ 〈z∗, H〉Y (x¯).
Proof. From the given assumptions and Proposition 2.2.3, we know that there exists ν > 0
such that (x¯, H(x¯)) is a local optimal solution of (P(ν)). It follows from [72, Proposition 5.3]
and (2.1.10) that
0 ∈ ∂ψ¯(x¯, H(x¯)) +
(
N
l−1(Rk′− )
(x¯)
)
× (NK(H(x¯))) , (2.2.4)
where ψ¯ : X × Y → R denotes the objective of (P(ν)). Further, the postulated CQ and the
formula (2.2.3) lead to
0 ∈ ∂ψ¯(x¯, H(x¯)) +
(
∇l(x¯)>NRk′− (l(x¯))
)
× (NK(H(x¯))) . (2.2.5)
Now, we just need to compute ∂ψ¯. For that, we define the mappings ψ1 : X × Y → Y by
ψ1(x, z) = ν(H(x) − z), ψ2 : X × Y × Y → R by ψ2(x, z, t) = ||t||Y and ∀(x, z) ∈ X × Y
(ψ2 ◦ ψ1)(x, z) := ψ2(x, z, ψ1(x, z))
We have from [71, Theorem 3.36] that
∂ψ¯(x¯, H(x¯)) ⊆ ∂ψ(x¯)× {0}+ ∂(ψ2 ◦ ψ1)(x, z)
⊆ ∂ψ(x¯)× {0}+
⋃
z∗∈BY∗
(∂〈νz∗, H〉(x¯)× {0} − {0} × {νz∗}) , (2.2.6)
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where the last inclusion follows from [71, Corollary 1.96 and Theorem 3.41]. By inserting
(2.2.6) in (2.2.5), we arrive at
−∇l(x¯)>y∗ ∈ ∂ψ(x¯) + ∂ 〈νz∗, H〉Y (x¯)
with νz∗ ∈ NK(H(x¯)) and y∗ ∈ NRk−(l(x¯)), and the desired result follows.
As mentioned before, the Clarke calmness at local optimal solution is sufficient to get necessary
optimality conditions for (P) (see [42, Theorem 2.1]). The question which arises is to know
what is the link between the assumptions of Proposition 2.2.4 and this Clarke calmness. The
answer is given in the next lemma.
Lemma 2.2.5. Let x¯ ∈ M be a local optimal solution of (P) where the latter problem is
Clarke calm w.r.t. the constraint H(x) ∈ K and l is continuously differentiable. Finally, let
the constraint qualification
∀y∗ ∈ Rk′+ : 0 = ∇l(x¯)>y∗, 〈y∗, l(x¯)〉Rk′ = 0 =⇒ y∗ = 0
hold. Then (P) is Clarke calm at x¯.
Proof. Using Proposition 2.2.3, we obtain that there exists ν¯ > 0 such that, (x¯, H(x¯)) is a
local optimal solution for (P(ν)) with ν := ν¯. Next, if we define the perturbation map Υ w.r.t.
the constraints of problem (P(ν)), see (2.2.2), it is possible to show that Υ is locally Lipschitz
like around (x¯, H(x¯)) using the Mordukhovich’s criterion and the assumed CQ. Therefore,
due to Proposition 2.2.2, the latter problem is Clarke calm at (x¯, H(x¯)). That means, we can
find a finite η¯ > 0 such that for any η ≥ η¯, (x¯, H(x¯), l(x¯)) is a local optimal solution of
min
x,z,w
ψ(x) + ν||H(x)− z||Y + η||l(x)− w||Rk′
s.t. w ∈ Rk′−
z ∈ K
by Proposition 2.2.3. Then the point (x¯, H(x¯), l(x¯)) is still a local optimal solution of
min
x,z,w
ψ(x) + ζ||H(x)− z||Y + ζ||l(x)− w||Rk′
s.t. w ∈ Rk′−
z ∈ K
for all ζ ≥ ζ¯ := max{ν¯; η¯}. Consequently, (P) is Clarke calm at x¯ (i.e. w.r.t. the constraint
H(x) ∈ K) by means of Proposition 2.2.3 once more.
Remark 2.2.6. It is worth to mention that all the above results hold if the constraint l(x) ≤ 0
is replaced by a general one given by l(x) ∈ K˜, where K˜ is a nonempty and closed subset of
the finite-dimensional Hilbert space Y, see [34].
Next, we would like to recall some necessary optimality condition which is well-known from
Lipschitz optimization, see [10, Theorem 5.3.3].
Proposition 2.2.7. Consider the problem
min h0(x)
s.t. hi(x) ≤ 0, i = 1, . . . , p
(2.2.7)
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for given functions h0, h1, . . . , hp : Rn → R where h1, . . . , hp are continuously differentiable.
Furthermore, let h : Rn → Rp be the mapping possessing the components h1, . . . , hp. If x¯ is
a local optimal solution of (2.2.7) where h0 is locally Lipschitz continuous, then there exist
multipliers λ0 ≥ 0 and λ ∈ Rp+ which solve the system
0 ∈ λ0∂ch0(x¯) + {∇h(x¯)>λ},
0 = 〈λ, h(x¯)〉Rp ,
0 6= (λ0, λ).
As one application of the previous results, Proposition 2.2.4 can be used to show that if the
Mangasarian-Fromovitz-constraint qualification (MFCQ) is satisfied at x¯ i.e.,
∀λ ∈ Rp+ : 0 = ∇h(x¯)>λ, 〈λ, h(x¯)〉Rp = 0 =⇒ λ = 0
then λ0 = 1 is possible.
2.3 Relation between discrete and semidefinite programming
problems
Semidefinite relaxations of several combinatorial optimization problems have been intensively
investigated, see for example [53,63]. In this subsection, we want to see how instead getting a
relaxation of an integer programming problem, it is possible to transform the latter problem in
general form into an equivalent semidefinite programming problem. The main source is [61].
We consider the parametric discrete optimization problem given by
min
y
f(x, y)
s.t. gj(x, y) ≥ 0 j = 1, . . . , s
y ∈ {0, 1}m,
(2.3.1)
where the functions f, gj : Rn × Rm → R, j = 1, . . . , s are real polynomials in y. We adopt
the notation from [61], which, for the sake of clarity, we reproduce here. Let
1, y1, y2, . . . , ym, y
2
1, y1y2, . . . , y1ym, y
2
2, y2y3, . . . , y
2
m, . . . , y
r
1, . . . , y
r
m (2.3.2)
be a basis for the vector space of real-valued polynomials on Rm of degree at most r denoted
Rm[y]r, and let s(r) := Cmm+r be its dimension [62]; Cmm+r is the number of ways of selecting
m items from a set of m+ r elements. Then, an r-degree polynomial p : Rm → R is written
by
p(y) =
∑
|α|≤r
pαy
α, y ∈ Rm,
where
yα := yα11 y
α2
2 . . . y
αm
m , with |α| =
m∑
i=1
αi.
The vector α ∈ Nm is called multi-index and |α| is its order. For each α, pαyα is a monomial
with coefficient pα ∈ R and degree |α|. As mentioned just above, {yα | |α| ≤ r} is a base of
the vector space Rm[y]r. We set
f(x, y) =
∑
|α|≤r
fα(x)y
α , gj(x, y) =
∑
|α|≤r
gjα(x)y
α, j = 1, . . . , s,
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and, unless specified otherwise, we suppose in this part that the leading coefficient of each
polynomial gj(x, ·) j = 1, . . . , s does not vanish. In this way, the respective degree cannot
depend on x.
Now, we define two important notions: the moment matrix and the localizing matrix.
Let {zα|α ∈ Nm} an s(2r)− sequence (i.e., a finite sequence with s(2r) = Cmm+2r elements).
The moment matrix denoted Mr(z) is a matrix of dimension s(r), with rows and columns
labeled by (2.3.2), and constructed as follows [62]:
Mr(z)(α, β) = zα+β,
where α, β are the orders of yα and yβ, respectively. For example, for m = 2 and r = 2, we
obtain
M2(z) =

1 = z00 | z10 z01 | z20 z11 z02
− − − − − − − −
z10 | z20 z11 | z30 z21 z12
z01 | z11 z02 | z21 z12 z03
− − − − − − − −
z20 | z30 z21 | z40 z31 z22
z11 | z21 z12 | z31 z22 z13
z02 | z12 z03 | z22 z13 z04

.
Another way of constructing Mr(z) using some block matrices can be found in [61]. Let
θ : Rm → R be a given polynomial with coefficient vector {θα}α (here, the coefficient vector
can depend on x). The localizing matrix associated to the polynomial θ, denoted Mr(θz), is
defined by
Mr(θz)(i, j) =
∑
α
θαz{β(i,j)+α}, 1 ≤ i, j ≤ s(r),
where β(i, j) denotes the index β of the entry (i, j) in the moment matrixMr(z). For example,
for m = 1 = r
M1(z) =
[
1 = z0 z1
z1 z2
]
and for y 7→ θ(x, y) = 4y + (2− x), we obtain
M1(θz) =
[
4z1 + (2− x) 4z2 + (2− x)z1
4z2 + (2− x)z1 4z3 + (2− x)z2
]
.
Remark 2.3.1. The moment matrix defines a bilinear form bz(·, ·) on the space Rm[y]r by
bz(p, q) := 〈p,Mr(z)q〉Rs(r) ∀ p, q ∈ Rm[y]r,
where p,q ∈ Rs(r) denote the coefficients vectors of p and q. Then, if z is defined by
zα =
∫
[0,1]m y
αdy, we have from [62] that
〈q,Mr(z)q〉Rs(r) =
∫
[0,1]m
q(y)2dy
and
〈q,Mr(g(x, ·)z)q〉Rs(r) =
∫
[0,1]m
g(x, ·)q(y)2dy
for every polynomial q ∈ Rm[y]r with coefficient vector q ∈ Rs(r).
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Now, we are going to state a main result of Lasserre from [61] which provides an explicit
equivalent positive semidefinite program of (2.3.1) in 2m − 1 variables. For fixed i ∈ N, we
denote by M̂i(z) and M̂i(gj(x, ·)z) the moment matrix and the localizing matrix, in which we
have replaced zα, α = (α1, . . . , αm) by zβ , βj = 1 whenever αj ≥ 1, respectively.
Theorem 2.3.2. [61, Theorem 3.2, Remark 3.3] Let x ∈ Rn and wj := 2vj or wj := 2vj − 1
be the degree of the polynomial gj(x, y), j = 1, . . . , l and let v := maxj=1,...,l vj . We consider
the following problem
min
z
∑
|α|≤r fα(x)zα
s.t. M̂m(z)  0
M̂m+v−vj (gj(x, ·)z)  0, j = 1, . . . , l.
(2.3.3)
Then,
• (2.3.3) is solvable and problems (2.3.3) and (2.3.1) have the same objective function
value at any optimal solution as long as (2.3.1) is feasible. Every optimal solution
y¯ = (y¯1, . . . , y¯m) of (2.3.1) corresponds to the optimal solution
z¯ = (y¯1, . . . , y¯m, . . . , (y¯1)
2(m+v), . . . , (y¯m)
2(m+v))
of (2.3.3).
• Every optimal solution z¯ of (2.3.3) satisfies z¯α =
∑tz¯
j=1 γj y¯
α
j with tz¯ := rankM̂m(z¯),∑tz¯
j=1 γj = 1, γj ≥ 0 and y¯j ∈ Ψ(x), ∀j ∈ 1, . . . , tz¯.
Remark 2.3.3. It is important to see that the feasible set of (2.3.3) is bounded because
it is a subset of the set {z ∈ Rs(r)|M̂m(z)  0} which is in turn by construction bounded
since the set {0, 1}m is bounded. Its boundedness can also be seen through assertions a) and
b) of Theorem 2.1.1, and by remembering that in the moment matrix, we have replaced zα,
α = (α1, . . . , αm) by zβ , βj = 1 whenever αj ≥ 1.
In order to illustrate the previous theorem, let us have a look at the following example.
Example 2.3.4. Consider the following single-level discrete programming problem with pa-
rameter x:
min
y
2y
s.t. g1(x, y) := 4y + (2− x) ≥ 0
g2(x, y) := 4y + (2 + x) ≥ 0
y ∈ {0, 1}.
(2.3.4)
From Theorem 2.3.2, the equivalent form of problem (2.3.4) is
min
z1
2z1
s.t. M̂1(z) =
[
1 z1
z1 z1
]
 0
M̂1(g1(x)z) =
[
4z1 + (2− x) (6− x)z1
(6− x)z1 (6− x)z1
]
 0
M̂1(g2(x)z) =
[
4z1 + (2 + x) (6 + x)z1
(6 + x)z1 (6 + x)z1
]
 0.
(2.3.5)
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On the other hand, remembering that a symmetric matrix A is positive semidefinite if and
only if all its principal minors are nonnegative (see Theorem 2.1.1), problem (2.3.5) can again
be rewritten as
min
z1
2z1
s.t. z1 ≥ 0, z1 − z21 ≥ 0, 4z1 + 2 + x ≥ 0, (6 + x)z1 ≥ 0,
(x+ 2)(x+ 6)(z1 − z21) ≥ 0, (x− 2)(x− 6)(z1 − z21) ≥ 0,
(6− x)z1 ≥ 0 4z1 + 2− x ≥ 0.
(2.3.6)
We can easily see that if z1 − z21 > 0, problem (2.3.6) does not have a solution. Furthermore,
problem (2.3.6) has a solution if z1 − z21 = 0. Therefore, problem (2.3.6) is equivalent to
min
z1∈{0,1}
2z1
s.t. 4z1 + 2 + x ≥ 0
4z1 + 2− x ≥ 0
(2.3.7)
which is actually the same problem as (2.3.4). 
2.4 Bilevel programming problems
We want to consider the bilevel programming problem
“min
x
” F (x, y)
s.t. x ∈ X
y ∈ Ψ(x),
(2.4.1)
where Ψ: Rn ⇒ Rm denotes the solution set mapping of the parametric programming prob-
lem
min
y
f(x, y)
s.t. g(x, y) ≤ 0.
(2.4.2)
Here, the set X shall be given by inequality constraints, i.e.,
X := {x ∈ Rn |G(x) ≤ 0}
and the functions F, f : Rn × Rm → R, G : Rn → Rk, and g : Rn × Rm → Rs are fixed. For
brevity, we denote the lower level feasible set by Y (x), i.e., we set
Y (x) := {y ∈ Rm | g(x, y) ≤ 0}.
The bilevel programming problem can be seen as a two-player nonzero-sum game with perfect
information where the decision order is specified at the outset and the players’ strategy sets
are no longer assumed to be disjoint. If Ψ(x) does not reduce to a singleton for all x and
knowing that the leader has no direct influence on the follower’s choice, the formulation of
(2.4.1) is ambiguous (see [22]). To overcome this difficulty, two main approaches have been
suggested in the literature:
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1. Optimistic approach: In the optimistic approach, problem (2.4.1) is replaced by
min
x
ϕo(x)
s.t. x ∈ X
(2.4.3)
with ϕo(x) := min
y
{F (x, y) | y ∈ Ψ(x)}. Here the leader supposes that he is able to find
a way to influence the follower’s choice. The function ϕo is called optimistic solution
function.
2. Pessimistic approach: The leader intends to bound the damage following from a disad-
vantageous choice of the follower. Therefore, he solves the problem
min
x
ϕp(x)
s.t. x ∈ X
(2.4.4)
with ϕp(x) := max
y
{F (x, y) | y ∈ Ψ(x)}. Here, ϕp designates the pessimistic solution
function.
Even when both problems have optimal solutions, they may differ from each other; see e.g. [4,
22,23] for more discussions. It is easy to construct examples of bilevel programs where (2.4.3)
has an optimal solution while (2.4.4) does not have any. If it turns out that the uniqueness
of optimal solutions for the lower-level problem (2.4.2) is ensured, the quotations marks in
(2.4.1) can be dropped. The optimistic and pessimistic formulation coincide and it is possible
to solve min
x
{F (x, y(x)) : G(x) ≤ 0}. For theoretical results as well as for material concerning
the optimistic and pessimistic approach, we refer again the reader to the monographs [4, 22]
and the annotated bibliography [23].
Reformulation
The pessimistic formulation is often much more complicated than the optimistic bilevel op-
timization problem [22]. Therefore, the latter has been the most investigated. It is actually
closely related to another problem. This is expressed in the upcoming proposition which can
be found in more general form in [22].
Proposition 2.4.1. Let x¯ ∈ Rn be a global (resp. local) solution of problem (2.4.3) and
y¯ ∈ Ψ(x¯) with F (x¯, y¯) = ϕo(x¯). Then (x¯, y¯) is a global (resp. local) optimal solution of
min
x,y
F (x, y)
s.t. x ∈ X
y ∈ Ψ(x).
(2.4.5)
Further, it can be shown that problem (2.4.3) and (2.4.5) are equivalent w.r.t. global solutions
under not too strong assumptions. This is in general not true for local optimal solutions.
Problem (2.4.5) is often referred to as the optimistic formulation of the bilevel programming
problem and has drawn a lot of attention as well. In order to investigate (2.4.5), the usual
approach is to transform it into a one-level optimization problem. The literature suggests
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three main possibilities:
The first reformulation called the optimal value reformulation means to replace problem (2.4.5)
by
min
x,y
F (x, y)
s.t. G(x) ≤ 0
f(x, y) ≤ ϕ(x)
g(x, y) ≤ 0.
(2.4.6)
Problem (2.4.6) is called the optimal value reformulation of the bilevel programming problem
(2.4.5) since the function ϕ : Rn → R defined by ϕ(x) := infy {f(x, y) | g(x, y) ≤ 0} ∀x ∈ Rn
is called the optimal value function of the lower level problem. The following proposition
presents the relation between the global and local optimal solutions of problems (2.4.5) and
(2.4.6). Its validity is easy to see which is why we do not want to state the (straightforward)
proof here.
Proposition 2.4.2. A point (x, y) is a global (resp. local) optimal solution of (2.4.5) if and
only if it is a global (resp. local) optimal solution of (2.4.6).
The optimal value reformulation of (2.4.5) was stated by Outrata in [79] first. Due to the lower
level optimal value function which is not given explicitly and in general nondifferentiable, such
a problem is still not easy to solve. Optimality conditions for this representation have been
obtained for the first time by Ye and Zhu [98] by means of the well-known concept of partial
calmness that we introduce in the sequel.
Definition 2.4.3. Let (x¯, y¯) be a local optimum of problem (2.4.6). Problem (2.4.6) is called
partially calm at (x¯, y¯) if there exists scalars µ > 0 and δ > 0, such that for all triplets
(x, y, u) ∈ {(x¯, y¯, 0)}+ δBRn which are feasible for
min
x,y
F (x, y)
s.t. G(x) ≤ 0
f(x, y)− ϕ(x) = u
g(x, y) ≤ 0
(2.4.7)
we have
F (x, y)− F (x¯, y¯) + µu ≥ 0.
Having a look at Definition 2.2.1, the reader can see that the concept partial calmness is
actually equivalent to Clarke calmness w.r.t. the constraint f(x, y) − ϕ(x) ≤ 0. Next, we
want to define the notion of uniformly weak sharp minimum which has been proved to be a
sufficient condition for the partial calmness, see [98].
Definition 2.4.4. The family of parametric problems {(2.4.2) |x ∈ X} is said to have a
uniformly weak sharp minimum, if there exist λ > 0, such that we have
∀(x, y) ∈ X × Y : x ∈ X, g(x, y) ≤ 0
f(x, y)− ϕ(x) ≥ λ dist(y,Ψ(x)).
Proposition 2.4.5. Let (x¯, y¯) be a local optimal solution of problem (2.4.6). Assume that F
is Lipschitz continuous in y uniformly in x and the family {(2.4.2) |x ∈ X} has a uniformly
weak sharp minimum. Then problem (2.4.6) is partially calm at (x¯, y¯).
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The proof of this theorem can easily be deduced. See [98] as well.
The second reformulation is to replace the lower level problem with optimality conditions
i.e., by its Karush-Kuhn-Tucker conditions. These conditions are necessary and sufficient
optimality conditions as long as the functions f and g are continuously differentiable and
convex w.r.t. y for fixed x and some constraint qualification (such as Slater’s condition or the
Mangasarian-Fromovitz-constraint-qualification) is satisfied. Hence, since the KKT conditions
of the lower level are given by
∇yf(x, y) +∇yg(x, y)>λ = 0
g(x, y) ≤ 0, λ ≥ 0, 〈λ, g(x, y)〉Rs = 0,
the so-called KKT-reformulation is
min
x,y
F (x, y)
s.t. G(x) ≤ 0
∇yf(x, y) +∇yg(x, y)>λ = 0
g(x, y) ≤ 0, λ ≥ 0, 〈λ, g(x, y)〉Rs = 0.
(2.4.8)
In contrary to the optimal value reformulation, the KKT reformulation is only globally equiv-
alent to the initial problem. In fact, the authors in [25] showed by means of examples that
this correspondence can fail if Slater’s constraint qualification fails to hold at the lower-level
and that the relationship between the bilevel problem and its corresponding KKT problem is
more complicated.
The third possibility is to replace the lower level problem by the following equation
−∇yf(x, y) ∈ NY (x)(y),
where NY (x) is the limiting normal cone to the feasible set mapping of the lower level
{y ∈ Rm|g(x, y) ≤ 0}.
The resulting problem is then given by
min
x,y
F (x, y)
s.t. G(x) ≤ 0
−∇yf(x, y) ∈ NY (x).
(2.4.9)
Under convexity assumptions on the lower level problem, (2.4.9) is fully equivalent to (2.4.6).
The arising problem is an optimization problem with generalized equation constraint. It has
been studied for example in [71, 72, 77, 97], usually under the name of optimization problem
with variational inequality constraint (see [38]). This last approach will not be used in this
thesis.
Of course, all these different approaches are applicable in the case of mixed discrete bilevel
programming problem as we will see in the next chapter of this thesis. It is worth to mention
that there is no possibility to find analogous reformulations corresponding to the pessimistic
problem (2.4.4). Nevertheless, for the pessimistic case, some research has been carried out see
[16,20,36,64,65] and the bibliographies therein. In the upcoming chapter, we will investigate
the pessimistic formulation in order to find some optimality conditions for mixed discrete
bilevel programming.
Next, we want briefly to give some conditions ensuring the existence of solutions of (2.4.1),
see [22] for more discussions.
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Proposition 2.4.6. Assume that for all x ∈ X, the mapping x 7→ Y (x) is locally bounded
and the point to set mapping Ψ is upper semicontinuous. Then, problem (2.4.3) has an
optimal solution as long as F is continuous and the set X is nonempty and compact.
Problem (2.4.5) possesses a solution if the set {(x, y) ∈ Rn × Rm|x ∈ X, g(x, y) ≤ 0} is
nonempty and bounded, the functions F and G are continuous and the solution set
mapping Ψ is upper semicontinuous.
Suppose that the point to set mapping Ψ is lower semicontinuous at all point x ∈ X. Then
a global pessimistic solution exits if F is continuous and the set X is nonempty and
compact.
In the pessimistic case, a discussion w.r.t the different possibilities to satisfy the assumptions
(which seem to be restrictive) can be found in [22] and [85].
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3 Bilevel optimization problems with
discrete lower level
In this chapter, we investigate bilevel optimization problems with discrete lower level and
continuous upper level problems. Amongst others, we are going to find some conditions of
existence and analyze conditions that have to be satisfied at points which are local or global
minima of the mixed discrete bilevel problem. The reader may have a look on Chapter 5 and
the references therein for details on solution algorithms for this type.
According to the setting in the introductory part, in this chapter, we are going to suppose
that X = Rn and Y = Zm i.e., we consider the following problem
“min
x
” F (x, y)
s.t. x ∈ X
y ∈ Ψ(x),
(3.0.1)
where Ψ: Rn ⇒ Rm denotes the solution set mapping of the discrete parametric programming
problem
min
y
f(x, y)
s.t. g(y) ≤ 0
y ∈ Zm.
(3.0.2)
The quotations marks are not longer new due to the explanation in Chapter 2 (Section 2.4)
and we also know that there are two ways out to solve it. Here in this chapter, both approaches
will be considered and we will see in each case how some optimality conditions can be derived.
In order to reach our aim, we reformulate the optimistic bilevel programming problem (3.0.1)
into a single-level problem as explained in Section 2.4. That means, we replace the lower level
solution by its description via the optimal value function given by
ϕ(x) := inf
y
{f(x, y) | y ∈ Y }
for all x ∈ Rn (the lower feasible set does not depend on x here, it is not longer denoted by
Y (x) but simply by Y ). This transformation, introduced in [79], is the one which fits our case
very well (having discrete variables in the lower level does not allow us to use neither the KKT
reformulation nor the replacement of the lower level by a generalized equation). Moreover, it
is also completely equivalent to the initial problem.
Before starting the investigation of problem (3.0.1), it is important to be able to answer the
following question: In what extend an optimal solution of (3.0.1) exists? In the next section,
we will see that the results from the bilevel programming problem in the continuous case
cannot be applied to our setting straightforwardly.
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3.1 Existence of solutions
We want to start this section by motivating our choice to consider a lower level feasible set Y
which is independent of the upper level variable x. In [89], Vicente et al. have shown that it
is a difficult task to prove the existence of an optimal solution in the absence of this setting.
Even in the simple case where all the lower level functions are linear for fixed x, the existence
of an optimal solution of problem (3.0.1) is not guaranteed in general. This phenomenon is
illustrated in the upcoming example.
Example 3.1.1. Consider the mixed discrete bilevel programming problem
“min
x
” y − x
s.t. x ∈ [0, 1]
y ∈ Argmin
y
{−y | y ≤ x, y ∈ {0, 1}}.
For any x ∈ [0, 1], the solution of the lower level problem is unique and computes as
y(x) =
{
0 if 0 ≤ x < 1
1 if x = 1,
which is why the objective function of the upper level reduces to
∀x ∈ [0, 1] : F (x, y(x)) =
{
−x if 0 ≤ x < 1
0 if x = 1.
Therefore, this bilevel programming problem does not possess an optimal solution. 
In [49], Fanghänel and Dempe introduce the concept of weak solutions of problem (3.0.1). In
their paper, they are only interested to find almost optimal points of the bilevel programming
problem. For more details on the precise definition of weak solutions and the formulation
of corresponding necessary conditions, we refer the interested reader to the aforementioned
paper.
Due to the above difficulties, in this chapter, we want to focus on mixed discrete bilevel
programming problems of type (3.0.1), i.e., where the lower level feasible set Y is independent
of the upper level variable x. Under not too strong assumptions, the existence of an optimal
solution of the optimistic problem (2.4.3) can be guaranteed.
Proposition 3.1.2. Assume the function f to be continuous w.r.t. x and the set Y to be
nonempty and bounded. Then the solution set mapping Ψ is closed and upper semicontinuous.
Proof. Firstly, let us show that Ψ is closed. Therefore, let {(xk, yk)} be a sequence of points
from gphΨ which converges to (x¯, y¯) i.e., yk = y¯ for sufficiently large k. Thus, we obtain
f(xk, y¯) ≤ f(xk, y) for all y ∈ Y and sufficiently large k. The continuity of f w.r.t. x yields
f(x¯, y¯) ≤ f(x¯, y) for all y ∈ Y . Consequently, (x¯, y¯) ∈ gphΨ holds, i.e., Ψ is closed at (x¯, y¯).
Since the latter point was chosen arbitrarily, Ψ is closed everywhere on its domain.
From Ψ(x) ⊆ Y for all x ∈ Rn and the boundedness of Y , Ψ is locally compact at any point
x ∈ Rn. Thus, Ψ is upper semicontinuous from [3, Lemma 2.2.3].
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The following theorem yields the aforementioned existence result for the optimistic version of
(3.0.1).
Theorem 3.1.3. Assume that the sets X and Y are nonempty and compact and that the
functions F and f are continuous w.r.t. x. Then the optimistic problem has at least one
solution.
Proof. Since the solution set mapping Ψ is upper semicontinuous as well as locally compact
from Proposition 3.1.2, whereas F is continuous w.r.t. x, the function ϕo is lower semicontin-
uous by [3, Theorem 4.2.2]. Therefore, an optimal solution of Problem (2.4.3) exists by the
famous Weierstraß theorem, see [81, Corollary I.10].
We can see that in Example 3.1.1, the set X = [0, 1] is compact, the involved functions are
continuous but there does not exist a solution. Thus, stronger assumptions than those of
Theorem 3.1.3 are needed to ensure the existence of optimistic solutions for more general
mixed discrete bilevel programming problems. On the other hand, we can also notice that
the mapping Ψ is not upper semicontinuous, therefore Proposition 2.4.6 can neither be applied.
For the pessimistic case, the existence of solutions is ensured if the function F is lower semi-
continuous w.r.t. x and the mapping Ψ is lower semicontinuous, see Proposition 2.4.6, but we
can easily construct examples to show that Ψ is generally not lower semicontinuous. In order
to get at least a local pessimistic solution, we can apply the above result in a neighborhood
of some reference point (see Example 3.3.1). It is in that spirit that we want to find some
optimality conditions to characterize the local pessimistic solutions of (3.0.1).
Forthwith, we focus on the bilevel programming problem with continuous upper level prob-
lem and discrete parametric linear lower level problem formulated as in (2.4.3) and (2.4.4).
Therein, the mappings Ψ: Rn ⇒ Rm and f : Rn × Rm → R are defined by
∀x ∈ Rn : Ψ(x) := Argmin
y
{f(x, y) |Ay ≥ b, y ∈ {0, 1}m}
and
∀x ∈ Rn ∀y ∈ Rm : f(x, y) := 〈Ex+ d, y〉Rm , (3.1.1)
respectively, where d ∈ Rm, E ∈ Rm×n, whereas A ∈ Rs×m, and b ∈ Rs are rational matrices.
Unless stated otherwise, we suppose for the rest of the chapter that the following assumptions
are valid.
Assumption 3.1.4. The set X is nonempty and compact. Furthermore, the functions F as
well as G1, . . . , Gk are continuously differentiable and the set Y = {y ∈ {0, 1}m |Ay ≥ b} is
nonempty.
By means of Theorem 3.1.3, Assumption 3.1.4 guarantees the existence of a global optimistic
solution of the corresponding bilevel programming problem (2.4.3).
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3.2 Necessary optimality conditions for the optimistic case
We start this section by introducing the following problem
min
x,y
F (x, y)
s.t. x ∈ X
y ∈ Ψ(x).
(3.2.1)
We recall that X = {x ∈ Rn|G(x) ≤ 0}. Due to Proposition 2.4.1, we aim for conditions
which characterize the global solutions of (3.2.1). Note only for reminder that the converse
statements in Proposition 2.4.1 are not true in general w.r.t. local solutions.
3.2.1 Reformulation of the discrete bilevel programming problem
Here, we exploit the optimal value function of the lower level linear problem in order to state
a surrogate problem of (3.2.1). Particularly, we study
min
x,y
F (x, y)
s.t. f(x, y) ≤ ϕ(x)
Ay ≥ b
(x, y) ∈ X × {0, 1}m
(3.2.2)
with ϕ(x) := min
y
{f(x, y) | y ∈ Y }. Observe that the optimal value function ϕ is well-defined
since Y is nonempty. In order to develop optimality conditions for problem (3.2.2), we want
to transform the latter mixed integer problem into a continuous one. Motivated by a general
penalization result in [66] which addresses mixed integer problems, we introduce a function
Hε : Rn × Rm → R by
∀x ∈ Rn ∀y ∈ Rm : Hε(x, y) := F (x, y) +
m∑
i=1
{log(yi + ε) + log((1− yi) + ε)} (3.2.3)
where ε > 0 is the penalty parameter. The corresponding surrogate optimization problem to
(3.2.2) reads as follows:
min
x,y
Hε(x, y)
s.t. f(x, y) ≤ ϕ(x)
Ay ≥ b
(x, y) ∈ X × [0, 1]m.
(3.2.4)
In the next lemma, we want to discuss the properties of the function Hε in more detail.
Lemma 3.2.1. For fixed ε > 0, the function Hε is Lipschitz continuous in y uniformly in x on
the feasible set of problem (3.2.4). Furthermore, the function Hε is continuously differentiable
on Rn × [0, 1]m. For any point (x¯, y¯) ∈ Rn × {0, 1}m, we obtain
∇xHε(x¯, y¯) = ∇xF (x¯, y¯) ∇yHε(x¯, y¯) = ∇yF (x¯, y¯) + 1ε(1+ε)(e− 2y¯).
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Proof. Let ε > 0 be fixed. Since the mapping F is continuously differentiable and X × [0, 1]m
is compact, F is Lipschitz continuous in y uniformly in x on the feasible set of (3.2.4). Thus,
we just need to show that the mapping υε : [0, 1]m → R defined by
∀y ∈ [0, 1]m : υε(y) :=
m∑
i=1
{log(yi + ε) + log((1− yi) + ε)} (3.2.5)
is a Lipschitz continuous function.
Therefore, we set υεi (t) := log(t+ ε) + log((1− t) + ε) for all i ∈ {1, . . . ,m} and t ∈ [0, 1]. Let
s, t ∈ [0, 1] and i ∈ {1, . . . ,m} be fixed and suppose (w.l.o.g.) s < t. By means of the mean
value theorem, there exists a ∈]s, t[ such that
|υεi (s)− υεi (t)| =
∣∣∣∣ 1a+ ε − 11− a+ ε
∣∣∣∣ |s− t|.
We have ∣∣∣∣ 1a+ ε − 11− a+ ε
∣∣∣∣ ≤ 1|a+ ε| + 1|1− a+ ε| = 1a+ ε + 11− a+ ε ≤ 2ε
from 0 ≤ a ≤ 1. Hence,
∀s, t ∈ [0, 1] : |υεi (s)− υεi (t)| ≤
2
ε
|s− t|
is obtained. Together with the triangle inequality, this yields
∀y, z ∈ [0, 1]m : |υε(y)− υε(z)| ≤
m∑
i=1
|υεi (yi)− υεi (zi)| ≤
2
ε
m∑
i=1
|yi − zi| = 2
ε
‖y − z‖1.
Thus, υε is Lipschitz continuous for any choice of ε > 0.
Since F is continuously differentiable on Rn × Rm and υε is continuously differentiable on
[0, 1]m,Hε is continuously differentiable on Rn×[0, 1]m. For any i ∈ {1, . . . ,m} and y ∈ [0, 1]m,
we obtain
∂
∂yi
υε(y) =
1
yi + ε
− 1
1− yi + ε =
1− 2yi
(yi + ε)(1− yi + ε) .
Thus, for any y¯ ∈ {0, 1}m,
∇υε(y¯) = 1ε(1+ε)(e− 2y¯)
is valid. This yields the formulas for the partial gradients of Hε.
In the following proposition, the relationship between (3.2.2) and (3.2.4) is discussed.
Proposition 3.2.2. There exists a scalar ε˜ > 0 such that for all ε ∈]0, ε˜], problem (3.2.2)
and problem (3.2.4) have the same global minimum points.
Proof. Let V and W be the feasible set of problem (3.2.4) and (3.2.2), respectively. First,
observe that the mapping ϕ is continuous as a minimum of a finite number of continuous
functions (due to the definition of the function f). Thus, the sets V and W are compact, and
F is bounded on V . Since F is continuously differentiable, it is Lipschitz continuous on any
compact set. Consequently, the assertion follows from [66, Proposition 3.1].
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From now on, we can investigate problem (3.2.4) instead of problem (3.2.2). Problem (3.2.4)
is a continuous nonlinear programming problem which has a nonsmooth function in its con-
straints, namely f −ϕ. Moreover, it can be shown that any nonsmooth counterpart of MFCQ
fails to be satisfied at the feasible points of (3.2.4) see [80, 99]. In order to get rid of these
problems, we aim for a shift of the nonsmooth constraint f(x, y)−ϕ(x) ≤ 0 into the objective
function of this problem via penalization. This idea dates back to the prominent paper [98]
where Ye and Zhu introduced the famous concept of partial calmness, see Definition 2.4.3.
Before presenting conditions ensuring that the continuous problem (3.2.4) is partially calm at
its local optimal solutions, we want to focus the readers attention on the relationship between
the function ϕ and the optimal value function of the continuous relaxation of the lower level
problem.
Remark 3.2.3. Define a function ϕ˜ : Rn → R by
ϕ˜(x) := min
y
{f(x, y) |Ay ≥ b, y ∈ [0, 1]m}.
Then we clearly have ϕ˜(x) ≤ ϕ(x) for any x ∈ Rn. Supposing
convY = {y ∈ [0, 1]m |Ay ≥ b},
the function ϕ˜ equals ϕ from [78, Theorem 6.3 of Section I.4.6]. The latter property is not
too restrictive. Using appropriate cuts, we can always find new matrices A˜ and b˜ such that
the conditions
{y ∈ {0, 1}m |Ay ≥ b} = {y ∈ {0, 1}m | A˜y ≥ b˜}, convY = {y ∈ [0, 1]m | A˜y ≥ b˜}
hold. This approach is the same used in the cutting plane method in integer programming
see [78] and the references therein.
In view of Remark 3.2.3, we state the following assumption.
Assumption 3.2.4. The set Y possesses the property Y := convY = {y ∈ [0, 1]m |Ay ≥ b}.
In the next proposition, a condition under which problem (3.2.4) is partially calm is presented.
The proof just comes from Proposition 2.4.5, [99, Proposition 1], and Lemma 3.2.1.
Proposition 3.2.5. Suppose that Assumption 3.2.4 is satisfied. Then problem (3.2.4) is
partially calm at any of its local optimal solutions provided that the conditions
∃γ > 0∀x ∈ X : ‖Ex+ d‖ 6= 0 =⇒ ‖Ex+ d‖ ≥ γ (3.2.6)
and
∀x ∈ X ∀y ∈ Y ∀y0 ∈ Ψ(x) : P (y|(y0 + {Ex+ d}⊥) ∩ Y ) = P (y|(y0 + {Ex+ d}⊥)) (3.2.7)
are satisfied.
Due to definition of f , (3.2.6) is not very restrictive. In fact, if the system of equations
Ex+ d = 0 has no solution then it is clear that (3.2.6) is satisfied.
3 Bilevel optimization problems with discrete lower level 32
From Proposition 2.2.3, we know that for every local optimal solution (x¯, y¯) of problem (3.2.4)
where the latter is partially calm, there exists a scalar µˆ > 0 such that (x¯, y¯) is also a local
optimum of
min
x,y
Hε(x, y) + µ(f(x, y)− ϕ(x))
s.t. Ay ≥ b
(x, y) ∈ X × [0, 1]m
(3.2.8)
for all µ ≥ µˆ. Thus, the following link between the initial problem and its surrogate (3.2.8)
holds. Its proof follows combining the above observations with Propositions 3.2.2 and 3.2.5.
Proposition 3.2.6. Let (x¯, y¯) be a global optimal solution of (3.2.1). Then there is ε¯ > 0
such that (x¯, y¯) is a global optimal solution of (3.2.4) for any ε ∈]0, ε¯]. Assuming that (3.2.4)
is partially calm at (x¯, y¯) for some ε ∈]0, ε¯], there is µˆ > 0 such that (x¯, y¯) is a local solution
of (3.2.8) for any µ ≥ µˆ. The latter assumption is at hand whenever Assumption 3.2.4 holds
and the conditions (3.2.6) and (3.2.7) are valid.
Problem (3.2.8) is a nonlinear programming problem whose objective function includes the
optimal value function ϕ. Let us see which properties this function actually possesses.
Lemma 3.2.7. The optimal value function ϕ is Lipschitz continuous and concave. Thus, −ϕ
is convex and for any x¯ ∈ Rn, the following formula holds:
∂(−ϕ)(x¯) = conv
{
−E>y
∣∣∣ y ∈ Ψ(x¯)} .
Proof. Since f is linear in x, ϕ is Lipschitz continuous and concave as a minimum of finitely
many (at most 2m) linear functions. The formula for the subdifferential of −ϕ is a simple
consequence of [10, Theorem 2.4.4].
3.2.2 Optimality conditions via penalization
Now, we are well-prepared to state Fritz-John-type necessary optimality conditions for prob-
lem (2.4.3).
Theorem 3.2.8. Let x¯ be a global optimal solution of problem (2.4.3) and choose y¯ ∈ Ψ(x¯)
with F (x¯, y¯) = ϕo(x¯). Furthermore, suppose that for sufficiently small ε > 0, problem (3.2.4)
is partially calm at (x¯, y¯).
Then there exist multipliers λ0 ≥ 0, λ ∈ Rk+, β ∈ Rs+, η, ζ ∈ Rm+ , and α ∈ Rn+1+ , scalars µ > 0
as well as ε > 0, and binary vectors y1, . . . , yn+1 ∈ Ψ(x¯) such that the following conditions
hold:
0 = λ0
(
∇xF (x¯, y¯) + µ
(
E>y¯ −∑n+1j=1αjE>yj))+∇G(x¯)>λ, (3.2.9a)
0 = λ0
(
∇yF (x¯, y¯) + 1ε(1+ε)(e− 2y¯) + µ(Ex¯+ d)
)
−A>β − η + ζ, (3.2.9b)
0 = 〈λ,G(x¯)〉, (3.2.9c)
0 = 〈β,Ay¯ − b〉, (3.2.9d)
0 = 〈η, y¯〉, (3.2.9e)
0 = 〈ζ, y¯ − e〉, (3.2.9f)
0 6= (λ0, λ, β, η, ζ), (3.2.9g)
1 =
∑n+1
j=1αj . (3.2.9h)
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If X is polyhedral or MFCQ holds for problem (3.2.8) at (x¯, y¯), then w.l.o.g. we can choose
λ0 = 1.
Proof. Following Proposition 3.2.6, (x¯, y¯) is a local optimal solution of (3.2.8) for some ε > 0
and µ > 0. From Proposition 2.2.7, Lemma 3.2.1, and an appropriate sum rule for subgradi-
ents, see [71, Proposition 1.107], there are multipliers λ0 ≥ 0, λ ∈ Rk+, β ∈ Rs+, and η, ζ ∈ Rm+
as well as a subgradient ξ ∈ ∂(−ϕ)(x¯) which satisfy (3.2.9b) to (3.2.9g) as well as
0 = λ0
(
∇xF (x¯, y¯) + µ
(
E>y¯ + ξ
))
+∇G(x¯)>λ.
Thus, invoking Lemma 3.2.7 and Carathéodory’s theorem, we find α ∈ Rn+1+ and binary
vectors y1, . . . , yn+1 ∈ Ψ(x¯) which satisfy (3.2.9a) and (3.2.9h). By means of Proposition
2.2.7, we can choose λ0 = 1 in the presence of MFCQ for (3.2.8) at (x¯, y¯). In the case where
X is polyhedral, the feasible set of (3.2.8) is polyhedral and MFCQ is not necessarily needed
for the proof of λ0 = 1. Simply combine [72, Proposition 5.3] and [41, Example 2.38] to derive
the presented optimality conditions with λ0 = 1 in the polyhedral case from problem (3.2.8).
This completes the proof.
We illustrate the above result by the following example.
Example 3.2.9. Consider the following mixed discrete bilevel programming problem:
min
x,y
2x1 + x2 − 2y1 + y2
s.t. 2 ≤ x1 + x2 ≤ 5
x ∈ R2+
y ∈ Ψ(x) := Argmin
y
{〈x, y〉R2 | y1 + y2 ≤ 1, y ∈ {0, 1}2} .
(3.2.10)
Its optimal solution is (x¯, y¯) = (0, 2, 1, 0). By Proposition 2.2.3, the corresponding problem
(3.2.4) is partially calm at any of its local optimal solutions: in fact, for µ¯, ε > 0, we consider
the problem
min
x,y
2x1 + x2 − 2y1 + y2 + υε(y) + µ¯(〈x, y〉R2 − ϕ(x))
s.t. 2 ≤ x1 + x2 ≤ 5
x ∈ R2+
y1 + y2 ≤ 1, y ∈ [0, 1]2.
(3.2.11)
Let (x, y) be a feasible point of (3.2.11) coming from a sufficiently small neighborhood of
(x¯, y¯). Since the optimal value of the lower level is always zero for any upper level feasible
point, we have:
Hε(x, y) + µ¯(〈x, y〉R2 − ϕ(x)) = 2x1 + x2 − 2y1 + y2 + υε(y) + µ¯〈x, y〉R2
≥ υε(y¯)
= Hε(x¯, y¯) + µ¯(〈¯x, y¯〉R2 − ϕ(x¯))
because y¯ ∈ {0, 1}2 and for all y ∈ [0, 1]2 we have υε(y) ≥ υε(y¯). Furthermore, x1 + x2 ≥ 2,
x ∈ R2+, and y ∈ [0, 1]2 imply x1 + x2 ≥ 2y1. Then from the aforementioned proposition, the
corresponding problem (3.2.4) is partially calm at (x¯, y¯).
Let us check the previously formulated optimality conditions. The fact Ψ(x¯) = {(0, 0), (1, 0)}
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is easily seen. Observing that the upper level feasible set is polyhedral, the necessary opti-
mality conditions from Theorem 3.2.8 reduce to
0 = 2 + µ(1− α)− λ2 − λ3,
0 = 1− λ2,
0 = −2− 1ε(1+ε) + β + ζ1,
0 = 1 + 1ε(1+ε) + 2µ+ β − η2,
0 = λ1 = λ4 = η1 = ζ2
for some α, β ≥ 0, λ ∈ R4+, η, ζ ∈ R2+ and µ, ε > 0. Choosing for example ε = 12 , µ = 1,
α = 1, β = 0, λ2 = λ3 = 1, η2 = 133 , ζ1 =
10
3 provides a solution of this system and, thus, the
necessary optimality conditions hold. 
Another way to find the optimality conditions (3.2.9) with λ0 = 1 for problem (3.2.1) is to
tackle problem (3.2.4) directly without the need of the partial calmness condition. Clearly,
we require another constraint qualification to hold. Here, we want to exploit the so-called
weak basic constraint qualification given by
∂(f − ϕ)(x¯, y¯) ∩ (−bdNΩ(x¯, y¯)) = ∅, (3.2.12)
where
Ω := {(x, y) ∈ Rn × [0, 1]m |G(x) ≤ 0, Ay ≥ b}
holds. This constraint qualification was discussed in the context of bilevel programming in [38,
Theorem 3.4] postulating additional convexity assumptions on G1, . . . , Gk and a Slater-type
condition. The relation between the partial calmness condition and the weak basic constraint
qualification has been discussed in [100].
Although the statement of the upcoming theorem is quite the same as the aforementioned
theorem in [38], we will provide a proof here because in their paper, the authors suppose that
the optimal value function ϕ is convex, but in our case it is concave and we cannot apply the
same reasoning as in [38] to handle ϕ.
Theorem 3.2.10. Let x¯ be a global optimal solution of problem (2.4.3) and choose y¯ ∈ Ψ(x¯)
with F (x¯, y¯) = ϕo(x¯). Suppose that the function G1, . . . , Gk are convex and that there exists
a point (x˜, y˜) ∈ intΩ. Finally, assume that the constraint qualification (3.2.12) holds for
(3.2.4) at (x¯, y¯). Then there exist multipliers λ ∈ Rk+, β ∈ Rs+, η, ζ ∈ Rm+ , and α ∈ Rn+1+ ,
scalars µ ≥ 0 as well as ε > 0, and binary vectors y1, . . . , yn+1 ∈ Ψ(x¯) which solve the system
(3.2.9) with λ0 = 1.
Proof. First, by means of Proposition 3.2.2, there is ε > 0 such that (x¯, y¯) is a global optimal
solution of (3.2.4). We set
Ω′ := Ω ∩ {(x, y) ∈ Rn × Rm | f(x, y)− ϕ(x) ≤ 0}.
Since the function Hε is locally Lipschitz continuous around (x¯, y¯), see Lemma 3.2.1, we have
0 ∈ ∂Hε(x¯, y¯) +NΩ′(x¯, y¯)
from [72, Proposition 5.3]. Furthermore, since Ω is convex and the mapping f − ϕ is locally
Lipschitz continuous around (x¯, y¯), we obtain
NΩ′(x¯, y¯) ⊆
⋃
r≥0
r∂(f − ϕ)(x¯, y¯) +NΩ(x¯, y¯)
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from [37, Lemma 3.3] since the weak basic constraint qualification (3.2.12) holds. Exploiting
the continuous differentiability of Hε, this implies that there exists µ ≥ 0 such that
0 ∈ ∇Hε(x¯, y¯) + µ∂(f − ϕ)(x¯, y¯) +NΩ(x¯, y¯) (3.2.13)
We have ∂(f − ϕ)(x¯, y¯) ⊆ ∇f(x¯, y¯) + ∂(−ϕ)(x¯) × {0} from [71, Proposition 1.107]. Thus,
the statement of the theorem follows from (3.2.13) exploiting [81, Theorem 6.14] for the
computation of the appearing normal cone NΩ(x¯, y¯), Lemmas 3.2.1 and 3.2.7, as well as
Carathéodory’s theorem.
3.3 Necessary optimality conditions for the pessimistic case
Now, we want to provide some necessary optimality conditions for the pessimistic version
(2.4.4) of the bilevel programming problem (3.0.1). Without mentioning it again we assume
that Assumptions 3.1.4 and 3.2.4 hold throughout the section. Thus, the pessimistic value
function ϕp : Rn → R given by
∀x ∈ Rn : ϕp(x) = max
y
{F (x, y)|f(x, y) ≤ ϕ(x), Ay ≥ b, y ∈ {0, 1}m} (3.3.1)
is well-defined. First of all, let us remark that the mapping ϕp is in general not Lipschitz
continuous. In the following example, we can observe that even if all the functions in (3.0.1)
are linear, the mapping ϕp is not necessarily lower semicontinuous.
Example 3.3.1.
“min
x
” x+ 2y
s.t. x ∈ [−1, 1]
y ∈ Argmin{xy | y ∈ {0, 1}}.
The corresponding pessimistic function is given by
∀x ∈ [−1, 1] : ϕp(x) =
{
x+ 2 if x ∈ [−1, 0]
x if x ∈ ]0, 1]
and not lower semicontinuous at xˆ = 0. In fact, the pessimistic bilevel problem does not
possess a global solution; x¯ = −1 is a local pessimistic solution. It has to be mentioned that
the optimistic function ϕo is not Lipschitz continuous in this example but we can find in [35]
some settings which ensure its Lipschitz continuity. 
Due to the fact that the pessimistic function is in general not lower semicontinuous, the same
reasoning as in Section 3.2 cannot be applied for the derivation of necessary optimality condi-
tions. In [35, Theorem 5.11], conditions under which the mapping ϕp is Lipschitz continuous
are given. But those results cannot be fulfilled in our setting. The main trouble relies on the
fact that the parameter x appears in the objective function of the lower level. In order to
deal with this case, we will consider the notion of Fréchet upper subdifferential introduced in
Chapter 2 (Section 2.1.2).
We start by giving another expression of the mapping ϕp.
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Lemma 3.3.2. There exists ε¯ > 0 such that for all ε ∈]0, ε¯] the following relation is fulfilled
∀x ∈ X : ϕp(x) = max
y
{H˜ε(x, y) | f(x, y) ≤ ϕ(x), y ∈ Y } (3.3.2)
with H˜ε(x, y) := F (x, y)− υε(y) for all x ∈ Rn, y ∈ Rm, and υε : Rm → R defined in (3.2.5).
Proof. From Proposition 3.2.2, for each x ∈ X, there exits ε¯x > 0 such that for all ε ∈]0, ε¯x],
the relation
ϕp(x) = max
y
{F (x, y)− υε(y) | f(x, y) ≤ ϕ(x), y ∈ Y } (3.3.3)
is valid. The reader can remark the presence of the sign − in (3.3.3) when he compares to
(3.2.3) of Section 3.2. It is mainly due to the fact that now, we deal with the pessimistic
function.
By contradiction, suppose that (3.3.2) is false. Then we obtain
∀n ∈ N ∃εn ∈
]
0, 1n+1
]
∃xn ∈ X : ϕp(xn) 6= max
y
{H˜εn(xn, y) | y ∈ Ψ(xn)}. (3.3.4)
Further, we can exploit (3.3.3) in order to see that for any n ∈ N, there exists ε¯n > 0 such
that
∀ε ∈]0, ε¯n] : ϕp(xn) = max
y
{H˜ε(xn, y) | y ∈ Ψ(xn)}
holds true. If for all n ∈ N the relation εn ≤ ε¯n is valid, then (3.3.3) contradicts (3.3.4). Thus,
there exists n0 ∈ N such that εn0 > ε¯n0 is true. The assertion (3.3.4) implies two cases:
Case I: ϕp(xn0) > maxy {H˜εn0 (xn0 , y) | y ∈ Ψ(xn0)}.
From the definition of ϕp, we have ϕp(xn0) = maxy {F (xn0 , y) | y ∈ Ψ(xn0)}. Let y¯n0 be
its optimal solution. Then, we have
∀yn0 ∈ Ψ(xn0) : F (xn0 , y¯n0) > F (xn0 , yn0)− vεn0 (yn0).
That leads to
F (xn0 , y¯n0) > F (xn0 , y¯n0)− vεn0 (y¯n0).
Then, vεn0 (y¯n0) > 0 must be satisfied which leads to m log εn0(1 + εn0) > 0 since y¯n0 is
a binary vector. In other words, we have εn0(1 + εn0) > 1, i.e., εn0 >
√
5
2 − 12 > 12 which
contradicts εn ≤ 12 for all n ∈ N.
Case II: ϕp(xn0) < maxy {H˜εn0 (xn0 , y) | y ∈ Ψ(xn0)}
From (3.3.3), we have
ϕp(xn0) = maxy
{H˜ε¯n0 (xn0 , y) | y ∈ Ψ(xn0)}.
Then,
∀yn ∈ Ψ(xn0) : F (xn0 , yn)− vε¯n0 (yn) < F (xn0 , y˜n0)− vεn0 (y˜n0)
is obtained where y˜n0 is the optimal solution of maxy {H˜εn0 (xn0 , y) | y ∈ Ψ(xn0)}. This
implies
F (xn0 , y˜n0)− vε¯n0 (y˜n0) < F (xn0 , y˜n0)− vεn0 (y˜n0)
i.e.,
−vε¯n0 (y˜n0) < −vεn0 (y˜n0)
is valid. Since y˜n0 ∈ {0, 1}m holds, we have −m log ε¯n0(1 + ε¯n0) < −m log εn0(1 + εn0)
which yields εn0(1 + εn0) < ε¯n0(1 + ε¯n0). However, the latter relation is absurd since
εn0 > ε¯n0 holds and the mapping t 7→ t(1 + t) is monotonically increasing on [0,∞[.
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Thus, we arrive at a contradiction in any case. Hence, (3.3.4) is not true, and this shows the
assertion of the lemma.
In the following, we are going to give another expression of the mapping ϕp using penalization.
The proof uses some ideas developed in [20].
Lemma 3.3.3. Assume that the conditions (3.2.6) and (3.2.7) hold. For some x ∈ X, let
y˜(x) ∈ Ψ(x) be fixed. Then, there exists µ¯ ≥ 0 such that for all µ ≥ µ¯, y˜(x) solves
max
y
{H˜ε(x, y) | f(x, y) ≤ ϕ(x), y ∈ Y } (3.3.5)
if and only if it solves
max
y
{H˜ε(x, y)− µ(f(x, y)− ϕ(x)) | y ∈ Y }. (3.3.6)
Let ϕ˜p(x) the objective function of (3.3.6). We have
∂̂ϕp(x) ⊆ ∂̂ϕ˜p(x). (3.3.7)
Here, ε ∈]0, ε¯] is chosen arbitrarily and ε¯ > 0 is the scalar whose existence we have shown in
Lemma 3.3.2.
Proof. First, we show that there exits µ¯ > 0 such that for all y˜(x) ∈ Ψ(x) which solve
max
y
{H˜ε(x, y) | y ∈ Ψ(x)},
we have
∀y ∈ [0, 1]m ∀µ ≥ µ¯ : H˜ε(x, y˜(x))− H˜ε(x, y) + µ(f(x, y)− ϕ(x)) ≥ 0 (3.3.8)
Therefore, let y ∈ [0, 1]m be chosen arbitrarily, and fix yˆ(x) ∈ Argminz{‖y − z‖ | z ∈ Ψ(x)}.
We have
H˜ε(x, y˜(x))− H˜ε(x, y) ≥ H˜ε(x, yˆ(x))− H˜ε(x, y)
≥ −L‖yˆ(x)− y‖ ≥ −Lα(f(x, y)− ϕ(x)),
where the second inequality is given by the fact that H˜ε is Lipschitz continuous in y uniformly
in x and the last inequality comes from [99, Proposition 1] and Definition 2.4.4. Therefore,
for µ¯ = Lα, (3.3.8) holds.
Let y˜(x) be a global solution of (3.3.5). This implies H˜ε(x, y˜(x)) − H˜ε(x, y) ≥ 0 for all
y ∈ Ψ(x). Now, fix y ∈ Y . If y ∈ Ψ(x), then we have
H˜ε(x, y˜(x))− µ(f(x, y˜(x))− ϕ(x))−
(
H˜ε(x, y)− µ(f(x, y)− ϕ(x))
)
= H˜ε(x, y˜(x))− H˜ε(x, y) ≥ 0.
Otherwise,
H˜ε(x, y˜(x))− µ(f(x, y˜(x))− ϕ(x))−
(
H˜ε(x, y)− µ(f(x, y)− ϕ(x))
)
= H˜ε(x, y˜(x))− H˜ε(x, y) + µ(f(x, y)− ϕ(x)) ≥ 0
follows from (3.3.8). Therefore, y˜(x) is a global solution of (3.3.6). The opposite implication
is straightforward by using the fact that y˜(x) solves the lower level problem.
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The last step of the proof is to show that ∂̂ϕp(x) ⊆ ∂̂ϕ˜p(x) holds true. Let x∗ ∈ ∂̂ϕp(x)
be chosen arbitrarily. From [74, Proposition 2.1], this is equivalent to the existence of a
neighborhood U of x and a function s : U → R which is Frećhet differentiable at x with
derivative ∇s(x) such that
s(x) = ϕp(x), ∇s(x) = x∗, ∀x′ ∈ U : s(x′) ≤ ϕp(x′)
Observing that we have ϕp(x) = ϕ˜p(x) from the above considerations and ϕp(x′) ≤ ϕ˜p(x′)
for all x′ ∈ U by definition, we obtain the relation x∗ ∈ ∂̂ϕ˜p(x) from the above equivalent
characterization of Fréchet subgradients. This completes the proof.
Note that in the proof of the above result, we only need a neighborhood U of some reference
point (x, y) ∈ Rn × Y and a constant α > 0 such that
∀(x′, y′) ∈ U ∩ (Rn × Y ) : f(x′, y′)− ϕ(x′) ≥ 1α minz {‖y
′ − z‖ | z ∈ Ψ(x′)} (3.3.9)
is satisfied. If condition (3.3.9) holds, we say that the continuous lower level problem possesses
a local uniformly weak sharp minimum around (x, y), see [54]. The conditions (3.2.6) and
(3.2.7) already imply that the continuous lower level problem possesses a so-called uniformly
weak sharp minimum which is a stronger property, see [98].
Later, we will need an upper estimate of the Fréchet subdifferential of the function ϕp. There-
fore, we introduce the mapping ϕ˜op : Rn → R defined by
∀x ∈ Rn : ϕ˜op(x) := min
y
{−H˜ε(x, y) + µ(f(x, y)− ϕ(x)) | y ∈ Y }.
Observe that we have ϕ˜op(x) = −ϕ˜p(x) for all x ∈ Rn. We start by approximating the Fréchet
upper subdifferential of the mapping ϕ˜op using the following result.
Proposition 3.3.4. Fix x¯ ∈ X and y¯ ∈ Ψ(x¯). Under the assumptions of Lemma 3.3.3, for
fixed scalars µ > 0 and ε > 0, the following inclusion holds:
∂̂ϕ˜op(x¯) ⊆

x∗ ∈ Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∃(β, η, ζ, α) ∈ Rs+ × Rm+ × Rm+ × Rn+1+
∃y1, . . . , yn+1 ∈ Ψ(x¯) :
x∗ = −∇xF (x¯, y¯) + µ
(
E>y¯ −
∑n+1
j=1
αjE
>yj
)
,
0 = −∇yF (x¯, y¯) + 1ε(1+ε)(e− 2y¯) + µ(Ex¯+ d)−A>β − η + ζ,
(3.2.9d), (3.2.9e), (3.2.9f), and (3.2.9h) hold

.
Proof. Using the upper estimate for Fréchet subgradients of general marginal functions given
in [75, Theorem 1] we obtain
∂̂ϕ˜op(x¯) ⊆
{
x∗ + D̂∗Y (x¯, y¯)(y∗)
}
with (x∗, y∗) ∈ ∂̂+L(x¯, y¯) (3.3.10)
and L(x, y) := −H˜ε(x, y) + µ(f(x, y) − ϕ(x)) for all (x, y) ∈ Rn × Y . From the definition of
Fréchet upper subdifferential and [74, Proposition 2.2], we get
∂̂+L(x¯, y¯) = −∂̂(−L)(x¯, y¯)
= −{∇H˜ε(x¯, y¯)}+ µ{∇f(x¯, y¯)} − µ∂̂ϕ(x¯)× {0}
= −{∇H˜ε(x¯, y¯)}+ µ{∇f(x¯, y¯)}+ µ∂̂+(−ϕ)(x¯)× {0}.
(3.3.11)
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For the computation of the above coderivate, we only need to apply its definition and (2.1.9)
to see that it is equal to
D̂∗Y (x¯, y¯)(y∗) =
{
x∗ | (x∗,−y∗) ∈ {0} × NY (y¯)
}
(3.3.12)
Combining (3.3.10),(3.3.11), and (3.3.12) lead to
∂̂ϕ˜op(x¯) ⊆
{
x∗ ∈ Rn
∣∣∣∣∣ x∗ ∈ −∇xF (x¯, y¯) + µ∇xf(x¯, y¯) + µ∂̂+(−ϕ)(x¯),0 ∈ −∇yF (x¯, y¯) +∇υε(y¯) + µ∇yf(x¯, y¯) +NY (y¯)
}
.
Now, we use the convexity of −ϕ to obtain
∂̂+(−ϕ)(x¯) = −∂̂ϕ(x¯) ⊆ −∂ϕ(x¯) ⊆ −∂cϕ(x¯) = ∂c(−ϕ)(x¯) = ∂(−ϕ)(x¯).
From [41, Example 2.38],
N̂Y (y¯) =
{
−A>β − η + ζ
∣∣∣∣∣ (β, η, ζ) ∈ Rs+ × Rm+ × Rm+satisfy (3.2.9d), (3.2.9e), and (3.2.9f)
}
follows easily. Now, the proposition’s assertion is a consequence of Lemmas 3.2.1 and 3.2.7 as
well as Carathéodory’s theorem.
Now, we can state the optimality conditions for the pessimistic problem (2.4.4).
Theorem 3.3.5. Let (x¯, y¯) be a local pessimistic solution to problem (2.4.4). Suppose that
MFCQ holds for the set X at x¯. Furthermore, suppose that the assumptions of Lemma 3.3.3
hold and that the subdifferentials ∂̂(−ϕp)(x¯) and ∂̂ϕp(x¯) are nonempty. Then there exist
multipliers λ ∈ Rk+, β ∈ Rs+, η, ζ ∈ Rm+ , and α ∈ Rn+1+ , scalars µ > 0 as well as ε > 0, and
binary vectors y1, . . . , yn+1 ∈ Ψ(x¯) which satisfy (3.2.9c) - (3.2.9f), (3.2.9h), and
0 = ∇xF (x¯, y¯)− µ
(
E>y¯ −∑n+1j=1αjE>yj)+∇G(x¯)>λ, (3.3.13a)
0 = ∇yF (x¯, y¯)− 1ε(1+ε)(e− 2y¯)− µ(Ex¯+ d) +A>β + η − ζ (3.3.13b)
provided the subdifferential ∂̂ϕ˜op(x¯) of the corresponding function ϕ˜op is nonempty.
Proof. Applying [71, Proposition 5.2] and exploiting the nonemptyness of ∂̂(−ϕp)(x¯), we
obtain
0 ∈ ∂̂+ϕp(x¯) +NX(x¯)
which is equivalent to
0 ∈ −∂̂(−ϕp)(x¯) +NX(x¯).
Since ∂̂ϕp(x¯) 6= ∅ holds, we can use the difference rule (2.1.14) to see
0 ∈ ∂̂ϕp(x¯) +NX(x¯).
We use Lemma 3.3.3 to see
0 ∈ ∂̂ϕ˜p(x¯) +NX(x¯),
and due to the definition of ϕ˜op, the assumption ∂̂ϕop(x¯) 6= ∅, and the difference rule (2.1.14),
this yields
0 ∈ −∂̂ϕ˜op(x¯) +NX(x¯).
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The normal cone NX(x¯) can be approximated from above by
NX(x¯) ⊆
{
∇G(x¯)>λ |λ ∈ Rk+ satisfies (3.2.9c)
}
,
see [81, Theorem 6.14]. Thus, the theorem’s assertion follows from Proposition 3.3.4. This
completes the proof.
Remark 3.3.6. It is worth mentioning that the conditions ∂̂(−ϕp)(x¯) 6= ∅ and ∂̂ϕp(x¯) 6= ∅
from the assumptions of Theorem 3.3.5 are satisfied if and only if ϕp is (Fréchet) differentiable
at x¯ (see [71, Proposition 1.87]).
If we come back on the introductory Example 3.3.1 of this section, we can see that x¯ = −1
is a local pessimistic solution. The corresponding lower level solution is y¯ = 1. We are
going to check that the assumptions of the previous theorem are fulfilled at this point. The
subdifferentials ∂̂ϕp(x¯) and ∂̂(−ϕp)(x¯) are equal to {1} and {−1}, respectively, since ϕp is
continuously differentiable in a neighborhood of x¯. One can easily check that
∀x ∈ R : ϕ(x) =
{
x if x ≤ 0
0 if x > 0
is satisfied. Moreover, condition (3.3.9) holds at (x¯, y¯), whereas (3.2.6) fails to be satisfied.
Thus, for sufficiently large µ > 0 and sufficiently small ε > 0, we can consider
ϕ˜op(x) = min
y
{−x− 2y + log(y + ε) + log(1− y + ε) + µ(xy − x)| y ∈ [0, 1]} . (3.3.14)
It is not difficult to see that ϕ˜op(x) = −x − 2 + log(1 + ε)ε holds in a neighborhood of x¯,
i.e., the mapping ϕ˜op is continuously differentiable at x¯ and, thus, the subdifferential ∂̂ϕ˜op(x¯)
cannot be empty. The reader can verify that the optimality conditions of Theorem 3.3.5 are
satisfied.
3.4 Application to the bilevel minimum spanning tree problem
We consider a simple application of our results to a bilevel programming problem where the
lower level program comprises the computation of a minimum spanning tree (MST) in a
graph whose edges have variable weigths. Given an undirected connected graph G = (V, E),
V = {1, . . . , n} with weights xij ≥ 0 on the edges (i, j) ∈ E , the MST problem is to find a
spanning tree GT = (V, ET ) of minimum total weight. From the definition of a spanning tree,
GT must have n − 1 edges, be connected, and acyclic. The decision variables for the integer
programming formulation of the MST problem are
yij =
{
1 if (i, j) ∈ ET
0 otherwise.
A possible formulation of the MST problem is given by
min
y
∑
(i,j)∈Exijyij
s.t.
∑
(i,j)∈Eyij = n− 1∑
(i,j)∈(S×S)∩Eyij ≤ |S| − 1 ∀S ⊆ V with 2 ≤ |S| ≤ n− 1
yij ∈ {0, 1} ∀(i, j) ∈ E .
(3.4.1)
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We can express the constraints of problem (3.4.1) by Ay ≥ b and y ∈ {0, 1}|E| for some
matrices A¯ ∈ Rs×|E| and b¯ ∈ Rs such that Assumption 3.2.4 holds.
For fixed x, problem (3.4.1) can be solved by Prim’s or Kruskal’s algorithm. For more details
on the model and the solutions approaches, we refer the interested reader to [86].
The weights x play the role of parameters and can, therefore, be controlled by another player.
In the context of bilevel programming, this means that the upper level decision maker chooses
the weights first. Afterwards, the decision maker in (3.4.1) solves his problem and gives back
the optimal solutions to the leader. Consequently, the problem that the leader has to solve
can be formulated as
“min
x
” F (x, y)
s.t. x ∈ X
y ∈ Ψ(x),
(3.4.2)
where Ψ(x) is the solution set of the parameterized MST problem (3.4.1), the objective
functional F is continuously differentiable, and the nonempty, compact set X is modelled by
k continuously differentiable inequality constraints, see Section 3.2. We will refer to (3.4.2)
as the bilevel minimum spanning tree problem. It is a bilevel programming problem with
discrete lower level and continuous upper problem satisfying n = m = |E| and fitting our
generic formulation of Section 3.2 with E = I and d = 0. Due to the validity of Assumption
3.2.4, Theorems 3.2.8, 3.2.10, and 3.3.5 are applicable in order to characterize the global
optimistic and local pessimistic solutions. The corresponding necessary optimality conditions
can be derived easily. One may think of (3.4.2) as a toll problem. Here, the leader sets tolls on
a set of arcs of a network and the follower assigns to them a spanning tree of minimum total
cost. The aim of the leader is to maximize the toll revenue. Thus, it is natural to consider
the minimax problem
“ max
x
”
{
min
y
{
〈x, y〉R|E|
∣∣∣ A¯y ≥ b¯, y ∈ {0, 1}|E|} ∣∣∣∣x ∈ X} ,
i.e., we might consider F (x, y) = −f(x, y) = −〈x, y〉R|E| in the context of (3.4.2) to obtain
necessary optimality conditions for this problem.
3.5 Remarks and comments
The verification of optimality conditions for continuous linear bilevel problems is NP-hard
[84]. Most of the work on optimality conditions for bilevel programming problems has been
focussed on the case where the lower level problem is a continuous one, see for example
[2, 24, 26, 28, 38, 96, 98] and the references therein. The case of a discrete lower level problem
has been the subject of only a few articles [47–49]. The authors in [47] and [49] introduce
the so-called weak solution and the radial subdifferential, respectively, in order to get some
optimality conditions in the optimistic and pessimistic case. Fanghänel considers the bilevel
matroid problem in [48] where some optimality conditions are derived as well. There are
almost no KKT-type optimality conditions available in the literature for problem (3.0.1). The
purpose of this chapter was to fill this gap by providing an applicable optimality condition
in bilevel programming problems with discrete variables in the lower level and a continuous
upper level problem.
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4 Bilevel optimization problems with SDP
in the lower level
Semidefinite programming is a vivid field of active research. Because of its numerous impor-
tant applications in various fields, its investigation has been strongly motivated. Extensive
research has been done in order to find the connection between semidefinite programming and
integer programming see [63] and the references therein. Since one of our aims is to investigate
bilevel programming with discrete lower level problems, it is not surprising to study bilevel
optimization problems with SDP in the lower level. Therefore, we consider the problem
min
x,y
F (x, y)
s.t. G(x) ≤ 0
y ∈ Ψ(x),
(SDBPP)
where
Ψ(x) := Argmin
y
{
f(x, y) | g(x, y) ∈ Sp+
}
,
and firstly focus to find optimality conditions using some of the reformulations introduced
in Chapter 2 (Section 2.4). In this way, the next section will be devoted to the optimal
value reformulation. We will give an approximation of the subdifferential of the optimal
value function, then necessary optimality conditions will be derived. This is done with and
without additional convexity assumptions on the initial data. In Section 4.2, we study the
relationship between the KKT reformulation and the initial problem, and some M- and S-
stationarity conditions are obtained using the replacement of the lower level problem by its
KKT conditions.
The importance of the first two sections of this chapter is twofold: they will lay down the
basics for Section 4.3 where the reader will see how some optimality conditions addressing
bilevel programming problems with discrete lower level can be deduced through a semidefinite
approach and on the other hand, the results obtained will be applied in Section 5.1 to derive
solution algorithms for bilevel programming problems with discrete lower level variables. The
sections can also be considered of independent interest.
4.1 Optimality conditions using the optimal value reformulation
The optimal value reformulation of problem (SDBPP) which is given by
min
x,y
F (x, y)
s.t. G(x) ≤ 0
f(x, y)− ϕ(x) ≤ 0
g(x, y) ∈ Sp+
(OV)
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with ϕ(x) := infy
{
f(x, y) | g(x, y) ∈ Sp+
}
for any x ∈ Rn is a nonlinear programming problem
whose constraints include the optimal value function ϕ which is likely to be nonsmooth. In this
section, we are going to derive necessary optimality conditions for (SDBPP) via the program
(OV). Therefore, we distinguish two different situations. First, we consider the case where
ϕ is convex. Afterwards, we generalize the results to the situation where ϕ is only Lipschitz
continuous around the reference point.
4.1.1 The case where ϕ is convex
Before we start our analysis let us fix the permanent assumptions of this section.
Assumption 4.1.1. The functions F , G, f , and g are continuously differentiable, f is convex,
and g is −Sp+-convex. Furthermore, there is an open neighborhood of the convex hull of the
nonempty set X such that the infimum of f(x, y) w.r.t. y is attained on the lower level feasible
set Y (x) := {y ∈ Rm | g(x, y) ∈ Sp+} for any x from this neighborhood.
The requirement of the previous assumption comes from the fact that since we are dealing
with bilevel problems whose lower level is a SDP, we have to assume that the images of
the solution set mapping are nonempty. In fact, the lower feasible set being in general not
bounded, (see Examples 2.1.5 and 2.1.6), it is possible by adding box constraints to get the
compactness but this is more restrictive. Next, we will see which properties the function ϕ
actually possesses.
Proposition 4.1.2. The optimal value function ϕ is convex on Rn and finite on convX. If,
in addition, there exists (xˆ, yˆ) such that g(xˆ, yˆ) ∈ Sp++ is satisfied, then, for any x¯ ∈ convX
and y¯ ∈ Y (x¯) satisfying ϕ(x¯) = f(x¯, y¯), we have
∂ϕ(x¯) ⊆
{
∇xf(x¯, y¯) +∇x 〈Ω, g〉Sp (x¯, y¯)
∣∣∣∣∣ 0 = ∇yf(x¯, y¯) +∇y 〈Ω, g〉Sp (x¯, y¯) = 0,0 = 〈Ω, g(x¯, y¯)〉Sp , Ω ∈ Sp−
}
.
Proof. Although the convexity of the mapping ϕ on convX can be derived from [50, Propo-
sition 2.1], we want to formulate another proof here.
From the assumptions, ϕ(x) = miny{f(x, y) | y ∈ Y (x)} exists for all x ∈ convX. Let
xi ∈ convX and yi ∈ Y (xi) be chosen such that ϕ(xi) = f(xi, yi) is satisfied for i = 1, 2.
Furthermore, let α ∈ (0, 1). Since g is −Sp+-convex, we have
ξ := −αg(x1, y1)− (1− α)g(x2, y2) + g(αx1 + (1− α)x2, αy1 + (1− α)y2) ∈ Sp+.
Thus, we obtain,
g(αx1 + (1− α)x2, αy1 + (1− α)y2) = ξ + αg(x1, y1) + (1− α)g(x2, y2) ∈ Sp+
because Sp+ is a convex cone containing ξ, g(x1, y1), and g(x2, y2). Hence, we have
αy1 + (1− α)y2 ∈ Y (αx1 + (1− α)y2),
and this leads to
αϕ(x1) + (1− α)ϕ(x2) = αf(x1, y1) + (1− α)f(x2, y2)
≥ f(αx1 + (1− α)x2, αy1 + (1− α)y2)
≥ ϕ(αx1 + (1− α)x2)
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since f is convex. Consequently, the mapping ϕ is convex and finite on convX and thus,
subdifferentiable there.
Next, we define the mapping f˜ : Rn × Rm → R by
f˜(x, y) =
{
f(x, y) if (x, y) ∈ gphY ∩ (X × Rm)
∞ otherwise.
Clearly, for any x ∈ Rn, ϕ(x) = inf f˜(x, y). Let then x1, x2 ∈ Rn, if ϕ(x1) or ϕ(x2) equals ∞,
convexity is thereby preserved, it holds trivially. The other case we could have is given when
ϕ(xi) are necessarily finite for i = 1, 2. Consequently, in order to show the convexity of ϕ, we
consider y1 and y2 the ε− optimal solution at x1 and x2, respectively and apply the above
proof for ε ↓ 0.
Working along the proof of [38, Theorem 3.4], we have
w ∈ ∂ϕ(x¯) ⇐⇒ ϕ(x)− ϕ(x¯) ≥ 〈w, x− x¯〉Rn ∀x ∈ Rn.
Since ϕ(x¯) = f(x¯, y¯) holds, we have
∀x ∈ Rn ∀y ∈ Y (x) : f(x, y)− 〈w, x〉Rn ≥ f(x¯, y¯)− 〈w, x¯〉Rn .
Therefore, (x¯, y¯) solves the problem
min
x,y
f(x, y)− 〈w, x〉Rn
s.t. g(x, y) ∈ Sp+.
(4.1.1)
Problem (4.1.1) is a convex optimization model with conic constraints and since Slater’s
condition is fulfilled, we have from [15, Theorem 5.83] the existence of Ω ∈ Sp− such that
∇f(x¯, y¯)− (ω, 0) +∇〈Ω, g〉Sp (x¯, y¯) = 0, 〈Ω, g(x¯, y¯)〉Sp = 0
holds. This shows the inclusion ⊆ of the subdifferential formula and the proof is completed.
It is possible to prove the converse implication, see [34] for more details.
Now, we are able to state some optimality conditions for problem (OV). Using Proposition
2.2.4, the following theorem holds.
Theorem 4.1.3. Let (x¯, y¯) be an optimal solution of problem (SDBPP) where (OV) is Clarke
calm. Furthermore, assume that there exist (xˆ, yˆ) ∈ Rn × Rm such that g(xˆ, yˆ) ∈ Sp++ holds.
Then there exist multipliers µ ≥ 0, ν ∈ Rk, and Ω, Ω¯ ∈ Sp which solve the following system:
0 = ∇xF (x¯, y¯) +∇G(x¯)T ν +∇x
〈
Ω− µΩ¯, g〉Sp (x¯, y¯), (4.1.2a)
0 = ∇yF (x¯, y¯) + µ∇yf(x¯, y¯) +∇y 〈Ω, g〉Sp (x¯, y¯), (4.1.2b)
0 = ∇yf(x¯, y¯) +∇y
〈
Ω¯, g
〉
Sp (x¯, y¯), (4.1.2c)
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0, (4.1.2d)
0 = 〈Ω, g(x¯, y¯)〉Sp , Ω ∈ Sp−, (4.1.2e)
0 =
〈
Ω¯, g(x¯, y¯)
〉
Sp , Ω¯ ∈ S
p
−. (4.1.2f)
4 Bilevel optimization problems with SDP in the lower level 45
Proof. Obviously, (x¯, y¯) is a local optimal solution of (OV) which satisfies f(x¯, y¯)−ϕ(x¯) = 0.
Since problem (OV) is Clarke calm at (x¯, y¯), we have from Proposition 2.2.4 the existence of
µ ∈ R, ν ∈ Rk, and Ω ∈ Sp such that
0 ∈ ∂F (x¯, y¯) + ∂ 〈ν,G〉Rk (x¯)× {0}+ µ∂(f − ϕ)(x¯, y¯) + ∂ 〈Ω, g〉Sp (x¯, y¯),
µ ∈ NR−(0),
ν ∈ NRk−(G(x¯)),
Ω ∈ NSp+(g(x¯, y¯)).
(4.1.3)
Clearly, the second condition yields µ ≥ 0. Noting that Rk− and Sp+ are closed, convex cones,
we obtain (4.1.2d) and (4.1.2e), see (2.1.12). Further, since −ϕ is locally Lipschitz, whereas
f is continuously differentiable, we can apply [71, Proposition 1.107] to obtain
∂(f − ϕ)(x¯, y¯) = {∇f(x¯, y¯)}+ ∂(−ϕ)(x¯)× {0}. (4.1.4)
Although the limiting subdifferential is not homogeneous, we obtain the following from [71,
Theorem 3.57], [17, Proposition 2.3.1], and the convexity of ϕ:
∂(−ϕ)(x¯) ⊆ conv∂(−ϕ)(x¯) = −conv∂ϕ(x¯) = −∂ϕ(x¯). (4.1.5)
Combining (4.1.3), (4.1.4), and (4.1.5), we derive the existence of w ∈ ∂ϕ(x¯) which satisfies
0 = ∇xF (x¯, y¯) +∇G(x¯)T ν + µ(∇xf(x¯, y¯)− w) +∇x 〈Ω, g〉Sp (x¯, y¯),
0 = ∇yF (x¯, y¯) + µ∇fy(x¯, y¯) +∇y 〈Ω, g〉Sp (x¯, y¯).
(4.1.6)
Now, we only need to apply Proposition 4.1.2 in order to find some Ω¯ ∈ Sp satisfying (4.1.2c),
(4.1.2f), and w = ∇xf(x¯, y¯)+∇x
〈
Ω¯, g
〉
Sp (x¯, y¯). Putting the latter representation into (4.1.6),
we obtain (4.1.2a) and (4.1.2b). This completes the proof.
It has been mentioned in several papers dealing with the optimal value reformulation of the
bilevel programming problem, see [26,38,98], that any nonsmooth version of NNAMCQ, which
would imply the Clarke calmness condition postulated in Theorem 4.1.3, fails to hold at the
feasible points of (OV). However, we can use Lemma 2.2.5 and Remark 2.2.6 in order to state
constraint qualifications which are easier to check.
Theorem 4.1.4. Let (x¯, y¯) be an optimal solution of problem (SDBPP) and suppose that
problem (OV) is Clarke calm w.r.t. the constraint f(x, y)− ϕ(x) ≤ 0 at (x¯, y¯). Furthermore,
assume that there is yˆ ∈ Rm satisfying g(x¯, yˆ) ∈ Sp++, and let the constraint qualification
0 = ∇G(x¯)T ν, 〈ν,G(x¯)〉Rk = 0, ν ≥ 0 =⇒ ν = 0 (4.1.7)
hold. Then there are multipliers µ ≥ 0, ν ∈ Rk, and Ω, Ω¯ ∈ Sp which solve the system (4.1.2).
Proof. The only thing we need to show is that NNAMCQ holds true at (x¯, y¯) w.r.t. the set
M := {(x, y) ∈ Rn × Rm |G(x) ≤ 0, g(x, y) ∈ Sp+}.
Then, the statement of the theorem follows from Lemma 2.2.5, Remark 2.2.6, and Theorem
4.1.3.
Recalling the statements of Chapter 2, the interior point assumption of the theorem is equiv-
alent to
0 = ∇y 〈Ω, g〉Sp (x¯, y¯), 0 = 〈Ω, g(x¯, y¯)〉Sp , Ω ∈ Sp− =⇒ Ω = O. (4.1.8)
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On the other hand, NNAMCQ at (x¯, y¯) w.r.t. M is equivalent to
0 = ∇G(x¯)T ν +∇x 〈Ω, g〉Sp (x¯, y¯),
0 = ∇y 〈Ω, g〉Sp (x¯, y¯),
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0,
0 = 〈Ω, g(x¯, y¯)〉Sp , Ω ∈ Sp−
 =⇒ ν = 0, Ω = O.
Clearly, the constraint qualifications (4.1.7) and (4.1.8) imply this condition. Thus, the proof
is completed.
Evidently, Theorem 4.1.4 can be proved using Propositions 2.2.3 and 2.2.4. The only point is
to show that the CQ necessary to apply those propositions are satisfied.
Remark 4.1.5. As mentioned in Section 2.4, the Clarke calmness of (OV) w.r.t. the con-
straint f(x, y) − ϕ(x) ≤ 0 in the context of bilevel programming is called partial calmness
as well. This concept was introduced for standard nonlinear bilevel programming problems
in [98] but made its way into more general classes of bilevel programming such as semi-infinite
bilevel optimization problems, see [43], or bilevel optimal control problems, see [11,68,94,95].
Example 4.1.6. We consider the bilevel programming problem
min
x,y
x− y1 − y2
s.t. −x− 1 ≤ 0
y ∈ Ψ(x)
where Ψ: R ⇒ R2 denotes the solution map of the following linear parametric semidefinite
program:
min
y
y1 + y2
s.t.
[
y1 x
x y2
]
∈ S2+.
We easily see Ψ(x) = {(|x|, |x|)} and ϕ(x) = 2|x| for any x ∈ R and, thus, the point
(x¯, y¯1, y¯2) = (−1, 1, 1) is a local optimal solution of the bilevel programming problem. There
does not exist a global optimal solution. Note that Assumption 4.1.1 holds.
Now, we consider the partially penalized optimal value reformulation
min
x,y
x− y1 − y2 + µ(y1 + y2 − 2|x|)
s.t. −x− 1 ≤ 0[
y1 x
x y2
]
∈ S2+
for some scalar µ ≥ 0. Note that for any feasible point (x, y1, y2) ∈ R3 of this program, we
have y1 + y2 ≥ ϕ(x) = 2|x| ≥ x. Hence, for µ ≥ 1, we obtain
x−y1−y2 +µ(y1 +y2−2|x|) = (µ−1)(y1 +y2)+x−2µ|x| ≥ (µ−1)2|x|+x−2µ|x| = x−2|x|,
whereas the corresponding objective function value at (x¯, y¯1, y¯2) is −3. Consequently, for
any µ ≥ 1, (x¯, y¯1, y¯2) is a local optimal solution of the partially penalized problem. Following
Proposition 2.2.3, the optimal value reformulation of the original bilevel programming problem
is Clarke calm w.r.t. the constraint y1 + y2 − 2|x| ≤ 0 at (x¯, y¯1, y¯2).
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It is easily seen that the lower level feasible set possesses interior points for x = x¯. Thus, all
the assumptions of Theorem 4.1.4 hold. Consequently, there need to exist numbers µ ≥ 0,
ν ≥ 0 and matrices Ω, Ω¯ ∈ S2 which solve the following system
0 = 1− ν + 2(ω1,2 − µω¯1,2), (4.1.9a)
0 = −1 + µ+ ω1,1, 0 = −1 + µ+ ω2,2, (4.1.9b)
0 = 1 + ω¯1,1, 0 = 1 + ω¯2,2, (4.1.9c)
ν ≥ 0, (4.1.9d)
0 = ω1,1 − 2ω1,2 + ω2,2, Ω ∈ S2−, (4.1.9e)
0 = ω¯1,1 − 2ω¯1,2 + ω¯2,2, Ω¯ ∈ S2−. (4.1.9f)
From (4.1.9c) and (4.1.9f), we obtain Ω¯ = −E. Choosing µ = 1, ν = 3, and Ω = −O satisfies
all the other conditions. 
4.1.2 The case where ϕ is locally Lipschitz continuous
In this section, we still consider the optimal value transformation (OV) of (SDBPP) and want
to find some necessary optimality conditions without any hypothesis of convexity. However,
we make the following standing assumption.
Assumption 4.1.7. The functions F , G, f , and g are continuously differentiable.
In the following lemma, we present a situation where the optimal value function ϕ of the
lower level problem is locally Lipschitz continuous around some reference point and state an
approximation formula for its basic subdifferential.
Lemma 4.1.8. Fix some point x¯ ∈ domΨ where Ψ is locally bounded, Assume that for any
y ∈ Ψ(x¯), the constraint qualification
0 = ∇y 〈Ω, g〉Sp (x¯, y), 0 = 〈Ω, g(x¯, y)〉Sp , Ω ∈ Sp− =⇒ Ω = O (4.1.10)
is satisfied which equals Robinson’s constraint qualification for the lower level problem at
(x¯, y). Then ϕ is locally Lipschitz continuous at x¯ and the following formula holds:
∂ϕ(x¯) ⊆
⋃
y∈Ψ(x¯)
{
∇xf(x¯, y) +∇x 〈Ω, g〉Sp (x¯, y)
∣∣∣∣∣ 0 = ∇yf(x¯, y) +∇y 〈Ω, g〉Sp (x¯, y),0 = 〈Ω, g(x¯, y)〉Sp , Ω ∈ Sp−
}
.
Proof. Due to the continuity of the mapping g, the set-valued map Y possesses a closed graph.
Moreover, recalling the locally boundedness of Ψ at x¯ , [3, Theorem 4.2.1] implies that ϕ is
lower semicontinuous at x¯. From [71, Theorem 4.37], the postulated constraint qualification
(4.1.10) implies that Y is locally Lipschitz like at all points (x¯, y) with y ∈ Ψ(x¯). Therefore,
we conclude that ϕ is locally Lipschitz continuous at x¯, see [73, Theorem 5.2].
In order to justify the above approximation formula of the basic subdifferential, we apply
the inner semicompactness of Ψ (which follows from its locally boundedness) and [71, Theo-
rem 3.38] to get
∂ϕ(x¯) ⊆
⋃
y∈Ψ(x¯)
{∇xf(x¯, y) + x∗ ∣∣x∗ ∈ D∗Y (x¯, y)(∇yf(x¯, y))}. (4.1.11)
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Using (2.2.3), (4.1.10), and the definition of the coderivative we obtain
D∗Y (x¯, y)(∇yf(x¯, y)) ⊆
{
x∗ ∈ Rn
∣∣∣ (x∗,−∇yf(x¯, y)) ∈ ∇g(x¯, y)?NSp+(g(x¯, y))} . (4.1.12)
Inserting (4.1.12) in (4.1.11) and taking into account (2.1.12), we arrive to the approximation
formula .
Having the local Lipschitz continuity of the optimal value function at hand, we now can
provide necessary optimality conditions for (SDBPP).
Theorem 4.1.9. Let (x¯, y¯) be a local optimal solution of problem (SDBPP) and suppose
that problem (OV) is Clarke calm w.r.t. the constraint f(x, y)− ϕ(x) ≤ 0 at (x¯, y¯). Assume
that the solution set mapping Ψ is inner semicompact at x¯ with Ψ(x¯) be bounded. Finally, let
the constraint qualifications (4.1.7) and (4.1.10) for all y ∈ Ψ(x¯) be satisfied. Then there are
y1, . . . , yn+1 ∈ Ψ(x¯) and multipliers µ ≥ 0, ν ∈ Rk, γ1, . . . , γn+1 ≥ 0, and Ω, Ω¯1, . . . , Ω¯n+1 ∈
Sp which satisfy the conditions (4.1.2b), (4.1.2d), (4.1.2e), as well as
0 = ∇xF (x¯, y¯) +∇G(x¯)T ν +∇x 〈Ω, g〉Sp (x¯, y¯)
+ µ∇xf(x¯, y¯)−
n+1∑
i=1
µγi
(∇xf(x¯, yi) +∇x 〈Ω¯i, g〉Sp (x¯, yi)),
0 = ∇yf(x¯, yi) +∇y
〈
Ω¯i, g
〉
Sp (x¯, yi) i = 1, . . . , n+ 1,
0 =
〈
Ω¯i, g(x¯, yi)
〉
Sp , Ω¯i ∈ S
p
− i = 1, . . . , n+ 1,
0 = 1−
n+1∑
i=1
γi.
Proof. The Clarke calmness w.r.t. f(x, y)−ϕ(x) ≤ 0, the constraint qualification (4.1.7) and
(4.1.10) for all y ∈ Ψ(x¯) allow us to be in the conditions to apply Proposition 2.2.4 (see also
Remark 2.2.6). Therefore, we have the existence of µ ∈ R, ν ∈ Rk, and Ω ∈ Sp such that
the same system as in (4.1.3) is still valid. Further, the Lipschitz continuity of ϕ leads to
∂(−ϕ)(x¯) ⊆ −conv∂ϕ(x¯). Next, we insert the Carathéodory’s theorem and Lemma 4.1.8 into
(4.1.3) in order to get the required optimality conditions.
Using an idea from [76], it is possible to replace the conic constraint g(x, y) ∈ Sp+ in (OV) by
a single inequality constraint. Therefore, define λ : Rn × Rm → R by means of
∀x ∈ Rn ∀y ∈ Rm : λ(x, y) := sup
Ω∈Sp−∩SSp
〈Ω, g(x, y)〉Sp .
Then [76, Proposition 3.1] yields that (OV) is equivalent to
min
x,y
F (x, y)
s.t. G(x) ≤ 0
f(x, y)− ϕ(x) ≤ 0
λ(x, y) ≤ 0
(4.1.13)
which now is a standard nonlinear program with two nonsmooth constraints determined by the
marginal functions ϕ and λ. We may also interpret λ(x, y) ≤ 0 as a semi-infinite constraint.
Since Sp− ∩ SSp is compact and g is continuous, the marginal function λ is well-defined,
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continuous, and possesses nice subdifferentiablity properties, see [76]. However, combining
the proof techniques of this section with the contributions in [76] and suitable constraint
qualifications, we obtain the same necessary optimality conditions as presented in Theorem
4.1.9 from the new surrogate problem (4.1.13).
4.2 Optimality conditions using the KKT reformulation
4.2.1 KKT reformulation
The lower level problem of (SDBPP) for fixed x ∈ Rn is given by
min
y
f(x, y)
s.t. g(x, y) ∈ Sp+.
(4.2.1)
We introduce the Lagrangian L : Rn × Rm × Sp → R of (4.2.1) as stated below:
∀x ∈ Rn ∀y ∈ Rm ∀Ω ∈ Sp : L(x, y,Ω) := f(x, y) + 〈Ω, g(x, y)〉Sp .
Moreover, we define the set of regular Lagrange multiplier matrices of (4.2.1) as follows:
Λ(x, y) := {Ω ∈ Sp | 0 = ∇yL(x, y,Ω), 0 = 〈Ω, g(x, y)〉Sp , g(x, y) ∈ Sp+, Ω ∈ Sp−}.
Let us state the standing assumptions of this section.
Assumption 4.2.1. The functions F and G are continuously differentiable, whereas f and g
are twice continuously differentiable. For any x ∈ X, the map y 7→ f(x, y) is convex, whereas
y 7→ g(x, y) is −Sp+-convex. Moreover, we assume that the constraint qualification
0 = ∇y 〈Ω, g〉Sp (x, y), 0 = 〈Ω, g(x, y)〉Sp , Ω ∈ Sp− =⇒ Ω = O,
which equals Robinson’s qualification condition for (4.2.1), holds true at any point (x, y) ∈
gphY ∩ (X × Rm).
Using [14, Proposition 3.2], we easily see
∀(x, y) ∈ X × Rm : y ∈ Ψ(x) ⇐⇒ Λ(x, y) 6= ∅.
Moreover, for any (x, y) ∈ gphΨ∩(X×Rm), the set Λ(x, y) is nonempty, convex, and compact.
The above observation justifies the consideration of the KKT reformulation of (SDBPP) given
by
min
x,y,Ω
F (x, y)
s.t. G(x) ≤ 0
∇yL(x, y,Ω) = 0, 〈Ω, g(x, y)〉Sp = 0
Ω ∈ Sp−, g(x, y) ∈ Sp+
(KKT)
which is a so-called mathematical program with semidefinite cone complementarity con-
straints. Such problems were discussed in the papers [42,90,92], recently.
In [25], the authors show that a classical bilevel programming problem and its KKT refor-
mulation are equivalent w.r.t. global optimal solutions, whereas these problems do not need
to coincide w.r.t. local optima. Here, we want to study the relationship of (SDBPP) and
(KKT) in more detail. Therefore, we need the following lemma which can be seen as a direct
consequence of [15, Proposition 4.43].
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Lemma 4.2.2. The set-valued map Λ: Rn × Rm ⇒ Sp is locally bounded and closed at any
point from gphY ∩ (X × Rm).
Proof: First, we show that the point-to-set mapping Λ(·, ·) is locally bounded at any point
(x, y).
On the contrary, we assume that Λ is not locally bounded at (x˜, y˜). Then, there exist sequences
(xk, yk) converging to (x˜, y˜) and {Ωk}k ⊆ Λ(xk, yk) such that {||Ωk||Sp}k → ∞. W.l.o.g.,
we suppose that Ωk 6= O. Then from the bounded sequence
{
Ωk
||Ωk||Sp
}
k
, we can extract a
subsequence denoted again by
{
Ωk
||Ωk||Sp
}
k
which converges to some Ω˜ 6= O.
Since, {Ωk}k ⊆ Λ(xk, yk), we have{
∇yf(xk, yk) +∇y〈Ωk, g〉Sp(xk, yk) = 0
g(xk, yk) ∈ Sp+, Ωk ∈ Sp−, 〈Ωk, g〉Sp(xk, yk) = 0.
This implies 
∇yf(xk,yk)
||Ωk||Sp +∇y〈
Ωk
||Ωk||Sp , g〉Sp(x
k, yk) = 0
g(xk, yk) ∈ Sp+, Ω
k
||Ωk||Sp ∈ S
p
−, 〈 Ω
k
||Ωk||Sp , g(x
k, yk)〉Sp = 0
because Sp+ is a cone. Therefore, from the fact that f and g are continuously differentiable,
Sp+, Sp− closed sets, and ||Ωk||Sp →∞, we have{
∇y〈Ω˜, g〉Sp(x˜, y˜) = 0
g(x˜, y˜) ∈ Sp+, Ω˜ ∈ Sp−, 〈Ω˜, g(x˜, y˜)〉Sp = 0
Consequently, Ω˜ is a singular Lagrange multiplier. Further, we have from [15, Proposition
3.16(ii) and 3.19] that Robinson’s constraint qualification does not hold. This contradicts the
assumption. Hence, Λ(·, ·) is locally bounded at any point (x, y).
Next, we show that Λ(·, ·) is closed. For any convergent sequence (xk, yk,Ωk) belongs to
gph(Λ), its limit belongs to gph(Λ) as well. This implies the closedness of the point-to-set
mapping Λ(·, ·) and the proof is completed.
Let us start to deal with a comparison of (SDBPP) and (KKT) w.r.t. global solutions. The
result and its validation are similar to [25, Theorems 2.1, 2.3] which is why we omit the proof
here.
Proposition 4.2.3. Under Assumption 4.2.1 the following relations hold:
1. if (x¯, y¯) is global solution of (SDBPP), then (x¯, y¯,Ω) is global solution of (KKT) for all
Ω ∈ Λ(x¯, y¯).
2. if (x¯, y¯, Ω¯) global is solution of (KKT), then (x¯, y¯) is global solution of (SDBPP).
In the upcoming example, we show that the assumption of Proposition 4.2.3 is indispensable.
Example 4.2.4. Consider the optimistic bilevel programming problem defined by
min
x,y
(x1 − 1)2 + x22 + y21
s.t. x ≥ 0
y ∈ Ψ(x),
(4.2.2)
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where Ψ: R2 ⇒ R2 denotes the solution set mapping of the following lower level problem
which has been inspired by Example 2.1.6:
min
y
−y2x1
s.t.
1− y2 0 00 −y1 −y2
0 −y2 0
 ∈ S3+.
The feasible set of the lower level is {(y1, y2) ∈ R2 | y1 ≤ 0, y2 = 0}. Consequently, the unique
global solution of the bilevel programming problem is (1, 0, 0, 0). The KKT conditions w.r.t.
to the lower level problem are given by
0 = −ω2,2,
0 = −x1 − ω1,1 − 2ω2,3,
0 = ω1,1(1− y2)− ω2,2y1 − 2ω2,3y2,
y1 ≤ 0, y2 = 0,
Ω ∈ S3−.
Further, we can see that the points (0, x2, y1, 0,Ω) with
x2 ≥ 0, y1 ≤ 0, Ω =
0 0 00 0 0
0 0 ω3,3
 where ω33 ≤ 0
are the feasible points of the corresponding KKT reformulation of (4.2.2).
Clearly, the global optimal solutions of the KKT reformulation are given by (0, 0, 0, 0, Ω¯) such
that
Ω¯ =
0 0 00 0 0
0 0 ω¯3,3
 where ω¯3,3 ≤ 0
hold. Thus, the global solutions of the original bilevel programming problem (4.2.2) and its
KKT reformulation have nothing to do with each other. The reason for that is the lack of
Robinson’s constraint qualification at the lower level program. Indeed, no lower level feasible
matrix is an element of S3++. 
In the next proposition, we analyze the relationship of (SDBPP) and (KKT) w.r.t. local
optimal solution. It parallels the results in [25].
Proposition 4.2.5. Under Assumption 4.2.1 the following relations hold:
1. if (x¯, y¯) is a local optimal solution of (SDBPP), then (x¯, y¯,Ω) is a local optimal solution
of problem (KKT) for all Ω ∈ Λ(x¯, y¯),
2. if (x¯, y¯,Ω) is a local optimal solution of (KKT) for all Ω ∈ Λ(x¯, y¯), then (x¯, y¯) is a local
optimal solution of (SDBPP).
Proof. The proof of the first statement is standard. Let us show the second assertion.
Therefore, let (x¯, y¯,Ω) be a local optimal solution of (KKT) for all Ω ∈ Λ(x¯, y¯) and as-
sume on the contrary that (x¯, y¯) is no local solution of (SDBPP). Then there is a sequence
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{(xk, yk)} ⊆ gphΨ ∩ (X × Rm) converging to (x¯, y¯) and satisfying F (xk, yk) < F (x¯, y¯) for
all k ∈ N. Due to Assumption 4.2.1, we find Ωk ∈ Λ(xk, yk) for any k ∈ N, i.e., the point
(xk, yk,Ωk) is feasible for (KKT). By Lemma 4.2.2, the sequence {Ωk} is bounded. Conse-
quently, {(xk, yk,Ωk)} possesses an accumulation point (x¯, y¯, Ω¯) which is, by the closedness
of Λ obtained from Lemma 4.2.2, again a feasible point of (KKT). This, however, contradicts
the assumption that (x¯, y¯, Ω¯) is a local solution of (KKT).
4.2.2 Optimality conditions via KKT reformulation
By introducing a slack variable Z ∈ Sp, we can transfer problem (KKT) into the equivalent
form
min
x,y,Z,Ω
F (x, y)
s.t. G(x) ≤ 0
∇yL(x, y,Ω) = 0
g(x, y)− Z = 0
(Z,Ω) ∈ gphNSp+ ,
(4.2.3)
see Chapter 2. Using this reformulation, we easily derive some optimality conditions of M-
stationarity type, see [42, Section 6]. Recall that M represents Mordukhovich’s name here.
Theorem 4.2.6. Let (x¯, y¯) be a local optimal solution of problem (SDBPP). For Ω ∈ Λ(x¯, y¯),
let PΛP> be an ordered eigenvalue decomposition of g(x¯, y¯) + Ω, and let α, β, and γ be the
index sets corresponding to the positive, zero, and negative diagonal entries of Λ. Furthermore,
assume that the following constraint qualification is satisfied:
0 = ∇G(x¯)T ν +∇2yxL(x¯, y¯,Ω)T δ +∇x 〈M, g〉Sp (x¯, y¯),
0 = ∇2yyL(x¯, y¯,Ω)T δ +∇y 〈M, g〉Sp (x¯, y¯),
O = ∇yg(x¯, y¯)δ +N,
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0,
MPαα = O, MPαβ = O,
NPβγ = O, NPγγ = O,
O = Σαγ •MPαγ + (E− Σαγ) •NPαγ ,
(MPββ , N
P
ββ) ∈ NgphS|β|+ (O,O)

=⇒
{
ν = 0, δ = 0,
M = O, N = O.
(4.2.4)
Then there exist vectors ν ∈ Rk, δ ∈ Rm, and matrices M,N ∈ Sn such that the following
M-stationarity conditions hold:
0 = ∇xF (x¯, y¯) +∇G(x¯)T ν +∇2yxL(x¯, y¯,Ω)T δ +∇x 〈M, g〉Sp (x¯, y¯), (4.2.5a)
0 = ∇yF (x¯, y¯) +∇2yyL(x¯, y¯,Ω)T δ +∇y 〈M, g〉Sp (x¯, y¯), (4.2.5b)
O = ∇yg(x¯, y¯)δ +N, (4.2.5c)
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0, (4.2.5d)
MPαα = O, MPαβ = O, (4.2.5e)
NPβγ = O, NPγγ = O, (4.2.5f)
O = Σαγ •MPαγ + (E− Σαγ) •NPαγ , (4.2.5g)
(MPββ , N
P
ββ) ∈ NgphS|β|+ (O,O). (4.2.5h)
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Therein, the matrix Σ ∈ Sp is defined in (2.1.16) and the formula for the normal cone in
(4.2.5h) can be found in Chapter 2.
Proof. The optimization problem (4.2.3) is a program with equalities, inequalities, and a
nonconvex abstract constraint with (x¯, y¯, g(x¯, y¯),Ω) as a local solution, see Proposition 4.2.5.
From [72, Theorem 5.21] we have the existence of a number µ ∈ R+, vectors ν ∈ Rk, δ ∈ Rm
and matrices K,M,N ∈ Sn such that (µ, ν, δ,K,M,N) does not vanish and
0 = µ∇xF (x¯, y¯) +∇G(x¯)T ν +∇2yxL(x¯, y¯,Ω)T δ +∇x 〈K, g〉Sp (x¯, y¯),
0 = µ∇yF (x¯, y¯) +∇2yyL(x¯, y¯,Ω)T δ +∇y 〈K, g〉Sp (x¯, y¯),
O = −K +M,
O = ∇yg(x¯, y¯)δ +N,
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0,
(M,N) ∈ NgphNSp+ (g(x¯, y¯),Ω)
is satisfied. Postulating µ = 0 contradicts (4.2.4). Thus, we have µ > 0. Dividing the above
system by µ yields the desired optimality conditions in (4.2.5), see Section 2 as well.
It is worth to mention that the constraint qualification (4.2.4) is implied by SDPMPCC-
MFCQ, see [92, Definition 3.5]. On the other hand, it is easy to see from Proposition 2.2.4
that whenever (4.2.3) is Clarke calm at (x¯, y¯, g(x¯, y¯),Ω), then the M-stationarity conditions
(4.2.5) hold. Other ways to derive the M-stationarity conditions at local solutions of (4.2.3)
are presented in [42, Theorem 6.1].
In the following theorem, we present some optimality conditions of strong stationarity type,
see [42, Section 5] and [90, Section 5].
Theorem 4.2.7. Let (x¯, y¯) be a local optimal solution for problem (SDBPP). For Ω ∈ Λ(x¯, y¯),
let PΛP> be an ordered eigenvalue decomposition of g(x¯, y¯) + Ω, and let α, β, and γ be the
index sets corresponding to the positive, zero, and negative diagonal entries of Λ. Assume
that the operator  ∇G(x¯) O∇2yxL(x¯, y¯,Ω) ∇2yyL(x¯, y¯,Ω)
∇xg(x¯, y¯) ∇yg(x¯, y¯)
 (4.2.6)
is surjective. Then there exist vectors ν ∈ Rk, δ ∈ Rm, and matrices M,N ∈ Sp which satisfy
(4.2.5a) - (4.2.5g) and
MPββ ∈ S |β|− , NPββ ∈ S |β|+ . (4.2.7)
Proof. First, we notice that (x¯, y¯, g(x¯, y¯),Ω) is a local optimal solution of (4.2.3). Let us
introduce a map H : Rn × Rm × Sp × Sp → Rk × Rm × Sp × Sp × Sp by
H(x, y, Z,Ω) :=

G(x¯)
∇yL(x, y,Ω)
g(x, y)− Z
Z
Ω
 .
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Furthermore, we define K := Rk− × {0} × {O} × gphNSp+ . Then the feasible set F of (4.2.3)
is modelled by the constraint H(x, y, Z,Ω) ∈ K. Due to the surjectivity assumption on the
operator (4.2.6), the operator ∇H(x¯, y¯, g(x¯, y¯),Ω) is surjective. Thus, we obtain
N̂F (x¯, y¯, g(x¯, y¯),Ω) = ∇H(x¯, y¯, g(x¯, y¯),Ω)?N̂K(G(x¯), 0,O, g(x¯, y¯),Ω)
= ∇H(x¯, y¯, g(x¯, y¯),Ω)?[N̂Rk−(G(x¯))× Rm × Sp × N̂gphNSp+ (g(x¯, y¯),Ω))]
from [71, Proposition 1.2, Corollary 1.15]. On the other hand, [72, Proposition 5.1] yields
(−∇xF (x¯, y¯),−∇yF (x¯, y¯),O,O) ∈ N̂F (x¯, y¯, g(x¯, y¯),Ω).
Combining these two observations with N̂Rk−(G(x¯)) = R
k
+ ∩ {G(x¯)}⊥, the formula for the
regular normal cone to the set gphNSp+ stated in Chapter 2, and
∇H(x¯, y¯, g(x¯, y¯),Ω)?(ν, δ,K,M,N) =

∇G(x¯)T ν +∇2yxL(x¯, y¯,Ω)T δ +∇x 〈K, g〉Sp (x¯, y¯)
∇2yyL(x¯, y¯,Ω)T δ +∇y 〈K, g〉Sp (x¯, y¯)
−K +M
∇yg(x¯, y¯)δ +N

for any ν ∈ Rk, δ ∈ Rm, and K,M,N ∈ Sp, we obtain the required optimality conditions.
Note that the conditions (4.2.5a) - (4.2.5g), (4.2.7) are called the strong stationarity conditions
(or S-stationarity conditions for short) of (4.2.3), see [42, Definition 5.1].
Using a completely different approach, Wachsmuth obtained the strong stationarity conditions
from Theorem 4.2.7 under a slightly weaker constraint qualification called SDCMPCC-LICQ,
see [90, Theorem 5.8]. Below, we present a result which is a consequence of this theorem.
Remark 4.2.8. Let (x¯, y¯) be a local optimal solution of problem (SDBPP). Define index
sets I¯ := {i ∈ {1, . . . , k} |Gi(x¯) = 0} and J := {1, . . . , n}. Assume that for some Ω ∈ Λ(x¯, y¯),
the operator  ∇G(x¯)I¯J O∇2yxL(x¯, y¯,Ω) ∇2yyL(x¯, y¯,Ω)
∇xg(x¯, y¯) ∇yg(x¯, y¯)
 . (4.2.8)
is surjective. Then there exist vectors ν ∈ Rk, δ ∈ Rm, and matrices M,N ∈ Sp which satisfy
(4.2.5a) - (4.2.5g) and (4.2.7).
Remark 4.2.9. Note that the operator equations arising from (4.2.6) and (4.2.8) possess
n + m degrees of freedom, while the corresponding right-hand-sides have k + m + 12(p + 1)p
and |I¯| + m + 12(p + 1)p components, respectively. Thus, even in the absence of upper level
constraints, 2n ≥ (p+1)p is necessary for the postulated surjectivity assumptions. This makes
the constraint qualifications in Theorem 4.2.7 and Remark 4.2.8 comparatively strong.
Example 4.2.10. For a continuously differentiable function F : R3 × R2 → R, we consider
the bilevel programming problem
min
x,y
F (x, y)
s.t. y ∈ Ψ(x)
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where Ψ: R3 ⇒ R2 denotes the solution set map of
min
x,y
x1y1 + x2y2
s.t.
[
y1 x3
x3 y2
]
∈ S2+.
One can easily check that for any x1, x2 > 0, the lower level problem possesses the unique
solution (√
x2
x1
|x3|,
√
x1
x2
|x3|
)
.
Assume that (x¯, y¯) is a local optimal solution of the overall bilevel programming problem.
Then the constraint qualification in Theorem 4.2.7 and Remark 4.2.8 are equivalent and hold
at (x¯, y¯). Note that these conditions do not depend on the lower level multiplier Ω since the
lower level constraints are affine. Hence, (x¯, y¯) satisfies the S-stationarity conditions. Observe
that we have n = 3 and p = 2 in this example, see Remark 4.2.9. 
4.3 Application to the bilevel programming problem with
discrete lower level variables
In this section, we want to derive some other optimality conditions for the bilevel problem of
Type IV using the theory developed in the previous section.
4.3.1 Reformulation of the bilevel programming problem
We consider now the following bilevel program with discrete lower level problem
min
x,y
F (x, y)
s.t. G(x) ≤ 0
y ∈ Ψ(x).
(4.3.1)
Therein,
Ψ(x) := Argmin{f(x, y)| gj(x, y) ≥ 0, j = 1, . . . , s, y ∈ {0, 1}m},
the functions F : Rn × Rm → R and G : Rn → Rk are given. We recall that X denotes the
upper level feasible set defined by X := {x ∈ Rn|G(x) ≤ 0} and suppose that for all x ∈ Rn,
the map F (x, ·) is a polynomial and G is continuous.
As postulated in Section 2.3, we assumed in this part, that for any x ∈ X the functions
gj(x, ·) j = 1, . . . , s are polynomial with nonvanishing leading coefficient as well. Next, we
want to transform the bilevel programming problem into a bilevel problem with semidefinite
programming in the lower level. For that aim, we use the notations introduced in Theorem
2.3.2.
Theorem 4.3.1. Consider the problem
min
x,z
F1(x, z)
s.t. G(x) ≤ 0
z ∈ Ψ1(x)
(4.3.2)
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with Ψ1(x) := Argmin
z
{∑
|α|≤r fα(x)zα| M̂m(z)  0, M̂m+v−vj (gj(x)z)  0, j = 1, . . . , l
}
and F1 is the function obtained from F by replacing yα = yα11 . . . y
αm
m by zβ with βj = 1 if
αj ≥ 1 and 0 otherwise. The following assertions hold:
• If (x¯, y¯) is a global optimal solution of problem (4.3.1), then the point (x¯, z¯) with
z¯ = (y¯1, . . . , y¯m, . . . , (y¯1)
2(m+v), . . . , (y¯m)
2(m+v)) solves (4.3.2) globally.
• If (x¯, z¯) is a global optimal solution of problem (4.3.2), then z¯α =
∑tz¯
j=1 γj y¯
α
j , where
tz¯ = rank(M̂m(z¯)),
∑tz¯
j=1 γj = 1 and for all j = 1, . . . , tz¯, γj ≥ 0 and y¯j ∈ Ψ(x¯).
Further, the point (x¯, y¯j0) with y¯j0 ∈ Argmin{F (x¯, y¯j), j = 1, . . . , tz¯} is a global solution
of (4.3.1).
Proof. Let (x¯, y¯) be a global optimal solution of (4.3.1) and (x, z) a feasible point of (4.3.2).
From Theorem 2.3.2, zα =
∑tz
j=1 γjy
α
j , where tz = rank(M̂m(z)),
∑tz
j=1 γj = 1 and for all
j = 1, . . . , tz, yj ∈ Ψ(x), γj ≥ 0. Therefore, (x, yj) is feasible for (4.3.1) and F (x¯, y¯) ≤ F (x, yj)
∀j = 1, . . . , tz. This implies F (x¯, y¯) ≤
∑tz
j=1 γjF (x, yj). Noticing that
F (x¯, y¯) = F1(x¯, z¯) and F (x, yj) = F1(x, (yj)1, . . . , (yj)m, . . . , ((yj)1)2(m+v), . . . , ((yj)m)2(m+v)),
we get from the definition of F1 that it is linear w.r.t. its second variable and that
F1(x¯, z¯) = F (x¯, y¯) ≤
tz∑
j=1
γjF (x, yj)
=
tz∑
j=1
γjF1(x, (yj)1, . . . , (yj)m, . . . , ((yj)1)
2(m+v), . . . , ((yj)m)
2(m+v))
= F1(x,
tz∑
j=1
γj(yj)1, . . . ,
tz∑
j=1
γj((yj)m)
2(m+v))) = F1(x, z).
Consequently, (x¯, z¯) is a global optimal solution of problem (4.3.2).
Now let us prove the second statement. For that, we take (x¯, z¯) a global optimal solution
of problem (4.3.2) and (x, y) a feasible point of (4.3.1). Then, Theorem 2.3.2 implies the
existence of z = (y1, . . . , ym, . . . , (y1)2(m+v), . . . , (ym)2(m+v)) such that (x, z) is feasible for
(4.3.2). Then F1(x¯, z¯) ≤ F1(x, z) = F (x, y). Working along the proof of the first assertion
and by definition of y¯j0 , we get F (x¯, y¯j0) ≤
∑tz¯
j=1 γjF (x¯, y¯j) = F1(x¯, z¯) ≤ F (x, y) and the
result follows.
Next, we will see the relation between (4.3.2) and (4.3.1) w.r.t. local solutions.
Corollary 4.3.2. Let (x¯, z¯) be a local solution of problem (4.3.2). If t = rankM̂m(z¯) = 1,
then (x¯, y¯) is a local solution of (4.3.1) with y¯α = z¯α for all α.
Proof. Suppose by contradiction that (x¯, y¯) is not a local solution of (4.3.1). Then, there exists
a sequence {(xn, yn)} feasible for (4.3.1) which converges to (x¯, y¯) and F (xn, yn) < F (x¯, y¯)
for all n is satisfied. The feasibility of (xn, yn) for (4.3.1) entails that the point given by
zn = (yn1 , . . . , y
n
m, . . . , (y
n
1 )
2(m+v), . . . , (ynm)
2(m+v))
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is such that (xn, zn) is feasible for (4.3.2). Therefore,
F1(x
n, zn) = F (xn, yn) < F (x¯, y¯) = F1(x¯, z¯) since rankM̂m(z¯) = 1.
Clearly, (xn, zn)→ (x¯, z¯) and this contradicts the initial assumption.
In Example 5.1.7, the necessity of the assumption on the rank of the moment matrix at the
reference point is highlighted.
On the other hand, we can see that the assumption in Corollary 4.3.2 is satisfied for instance
if the variable z takes the values 0 or 1.
Problem (4.3.2) is a bilevel programming problem with SDP in the lower level. This problem
has been studied in the previous sections (see also [34]) in a more general setting where
some optimality conditions using different approaches have been found. In the sequel, we are
going to use the resulting problem (4.3.2) in order to get some conditions for the existence of
solutions of problem (4.3.1). The following theorem combines some results from parametric
SDP and parametric nonlinear programming. The proof is straightforward from the given
references and by observing that Ψ1 is locally compact (see Remark 2.3.3).
Proposition 4.3.3. [15, Proposition 4.4], [30, Remark 3.2] Consider the bilevel programming
problem (4.3.2). Let x be a given point in the parameter space X and
Φ(x) := {z ∈ Rs(r)|M̂m(z)  0, M̂m+v−vj (gj(x)z)  0, j = 1, . . . , l}
be the lower level feasible set of problem (4.3.2). Suppose that
1. the functions F and f are continuous on X × Rs(r),
2. the multifunction Φ is closed,
3. there exists β ∈ R such that for every x in a neighborhood of x0, the level set
levβf(x, ·) :=
z ∈ Φ(x)
∣∣∣∣∣∣
∑
|α|≤r
fα(x)zα ≤ β

is nonempty and uniformly bounded,
4. for any neighborhood V of the set Ψ1(x0), there exists a neighborhood VX of x0 such
that V ∩ Φ(x) 6= ∅ for all x ∈ VX .
Then an optimal solution of problem (4.3.1) exists if the set X is nonempty and compact.
It is worth mentioning that the first three conditions allow us to get lower semicontinuity of ϕ
and the fourth condition gives the upper semicontinuity of ϕ. Furthermore, Robinson’s CQ is
sufficient for the fourth condition when for all j = 1, . . . , l, the mappings gj are continuous [15].
In the case where the feasible set of the lower level does not depend on the parameter x, we
know that an optimal solution of (4.3.1) exists if the feasible sets of the lower and upper level
problem are nonempty and compact and the respective objective functions are continuous,
see Theorem 3.1.3 and [33]. Similarly, under these assumptions we easily see that from
Proposition 4.3.3, the solution set mapping is upper semicontinuous (indeed, conditions 2 and
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4 are obviously satisfied) therefore an optimal solution of (4.3.2) exists. However, we have to
say that the condition 4 in Proposition 4.3.3 is pretty strong.
It should be noted that the semidefinite programming problem we get from Example 2.3.4
does not fulfill Robinson’s CQ. In fact, if we set
g¯0(x, z) := M̂1(z), g¯j(x, z) := M̂1(gj(x, .)z), j = 1, 2, and g¯(x, z) := (g¯0, g¯1, g¯2)(x, z),
we can show that for x = 2 and for all feasible points z
0 /∈ int{g¯(2, z) + ∂z g¯(2, z)R− S2+ × S2+ × S2+}.
Since int
(S2+ × S2+ × S2+}) 6= ∅, the last condition is equivalent to
g¯(2, z) + ∂z g¯(2, z)λ /∈ int
(S2+ × S2+ × S2+)
with λ ∈ R. In fact, we have
g¯1(2, z) + ∂z g¯1(2, z)λ =
[
4z 4z
4z 4z
]
+ λ
[
4 4
4 4
]
=
[
4z + 4λ 4z + 4λ
4z + 4λ 4z + 4λ
]
/∈ S2++.
In Proposition 4.3.3, Robinson’s CQ is used to prove the upper semicontinuity of the map-
ping Ψ1 which in turn is an essential assumption for existence of an optimal solution of the
optimistic bilevel optimization problem. Therefore, an optimal solution of problem (4.3.2)
does not exist in general. Another way to see that the mapping Ψ1 is in general not upper
semicontinuous is to consider problem (2.3.6) and see that it is equal to
Ψ1(x) =

{0} if x ∈ [−2, 2]
{1} if x ∈ [−6,−2[∪ ]2, 6]
∅ otherwise.
Consequently, Ψ1 is not upper semicontinuous and an optimal solution of the associated bilevel
does not necessarily exist (see [30, Remark 3.2]). In addition, the optimal value function given
by
ϕ(x) =

0 if x ∈ [−2, 2]
2 if x ∈ [−6,−2[∪ ]2, 6]
∞ otherwise.
is not continuous.
However, Robinson’s CQ can be verified in some other settings as we can see from Remark
2.3.1. Indeed, whenever the only constraint in the lower level of (4.3.1) is given by y ∈ {0, 1}m,
Robinson’s CQ which here is equivalent to Slater’s CQ is satisfied for (2.3.3). That leads to
the fact that the results from the previous sections can be easily applied in this framework.
4.3.2 Optimality conditions
We are going to derive optimality conditions for problem (4.3.1) through problem (4.3.2).
For that, we assume that the lower level constraints do not depend on the parameter x (this
simplification can help us to have the optimal value function ϕ concave). Further, in order
to make our problem as simple as possible, we suppose that the only constraint is given by
y ∈ {0, 1}m and make the following assumption.
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Assumption 4.3.4. The mapping x 7→ fα(x) is concave for all α (i.e., each coefficient of the
polynomial f(x, y) is a concave function in x) and continuously differentiable.
The previous assumptions allow us to be in position to apply both approaches (the optimal
value and the KKT reformulation). In fact, the concavity of the optimal value function can
be shown and from Remark 2.3.1, Slater’s constraint qualification is satisfied for (2.3.3). The
next proposition is deduced from Lemma 4.1.8.
Proposition 4.3.5. The function ϕ is concave and at any point x¯ ∈ X, the following inclusion
holds
∂ϕ(x¯) ⊆
⋃
z∈Ψ1(x¯)

∑
|α|≤r
∇fα(x¯)zα
∣∣∣∣∣∣∣∣
0 =
∑
|α|≤r
fα(x¯)∇zzα +∇z
〈
Ω, M̂m
〉
Ss(r)
(z),
0 =
〈
Ω, M̂m(z)
〉
Ss(r)
, Ω ∈ Ss(r)−
 .
Now, we can state the optimality conditions of problem (4.3.1) w.r.t. the optimal value
reformulation.
Theorem 4.3.6. Let (x¯, y¯) be a global optimal solution of problem (4.3.1). Then the point
(x¯, z¯) is global solution of (4.3.2) with z¯ = (y¯1, . . . , y¯m, . . . , (y¯1)2(m+v), . . . , (y¯m)2(m+v)). Sup-
pose that the corresponding problem (OV) is Clarke calm at (x¯, z¯) w.r.t. the constraint∑
|α|≤r fα(x)zα − ϕ(x) ≤ 0. Finally, let the constraint qualification (4.1.7) be satisfied. Then
there are z1, . . . , zn+1 ∈ Ψ1(x¯) and multipliers µ ≥ 0, ν ∈ Rk, κ1, . . . , κn+1 ≥ 0, and
Ω, Ω¯1, . . . , Ω¯n+1 ∈ Ss(r) which satisfy the conditions
0 = ∇xF1(x¯, z¯) +∇G(x¯)T ν + µ
∑
|α|≤r
∇xfα(x¯)(z¯α −
n+1∑
i=1
κiz
i
α),
0 = ∇zF1(x¯, z¯) + µ
∑
|α|≤r
fα(x¯)∇z z¯α +∇z
〈
Ω, M̂m
〉
Ss(r)
(z¯),
0 =
∑
|α|≤r
fα(x¯)∇zziα +∇z
〈
Ω¯i, M̂m
〉
Ss(r)−
(zi) i = 1, . . . , n+ 1,
0 =
〈
Ω, M̂m(z¯)
〉
Ss(r)
, Ω ∈ Ss(r)− ,
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0,
0 =
〈
Ω¯i, M̂m(z
i)
〉
Ss(r)
, Ω¯i ∈ Ss(r)− i = 1, . . . , n+ 1,
0 = 1−
n+1∑
i=1
κi,
where M̂m is the mapping defined by M̂m : Rs(r) → Ss(r)− and z 7→ M̂m(z).
Next, we want to apply the previous theorem to the following example.
Example 4.3.7. We consider the problem
min
x,y
(x1 + y)
2 − x2 − y
s.t. ||x||2 ≤ 1, x1, x2 ≥ 0
y ∈ Ψ(x) = Argmin
y
{(x1 + x2)y| y ∈ {0, 1}}.
(4.3.3)
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The transformed bilevel optimization problem is given by
min
x,z
(x1 + z)
2 − x2 − z
s.t. ||x||2 ≤ 1, x1, x2 ≥ 0
z ∈ Ψ1(x) = Argmin
z
{(x1 + x2)z| M̂1(z)  0}
(4.3.4)
with M̂1(z) =
[
1 z
z z
]
.
The optimal solution of problem (4.3.3) is (0, 1, 0) = (x¯, y¯) = (x¯, z¯). We can check that
the optimal value transformation of (4.3.4) is Clarke calm at (x¯, z¯) w.r.t. the constraint∑
|α|≤r fα(x)zα − ϕ(x) ≤ 0 (see Proposition 2.2.3). The other assumptions are satisfied as
well. The necessary optimality conditions from Theorem 4.3.6 reduce to
0 =
(
0
−1
)
+
(
0
2
)
ν1 +
(
−1
0
)
ν2 +
(
0
−1
)
ν3 + µ
(
0
0
)
,
0 = −1 + µ+ 2ω12 + ω22,
0 = ν3, ν1 ≥ 0, ν2 ≥ 0,
0 = ω11, Ω ∈ S2−.
Clearly, the foregoing system has the following values as solution:
Ω = Ω¯ =
[
0 0
0 −1
]
, ω22 = −1, µ = 2, ν1 = 1
2
, ν2 = ν3 = 0, κ = 1.

In the same vein, we can derive optimality conditions relative to problem (4.3.1) w.r.t the
KKT reformulation.
Theorem 4.3.8. Let (x¯, y¯) be a global optimal solution of problem (4.3.1). Then the point
(x¯, z¯) is global solution of (4.3.2) with z¯ = (y¯1, . . . , y¯m, . . . , (y¯1)2(m+v), . . . , (y¯m)2(m+v)). For
Ω ∈ Λ(x¯, z¯), let PΛP> be an ordered eigenvalue decomposition of M̂m(z¯) + Ω, and let α, β,
and γ be the index sets corresponding to the positive, zero, and negative diagonal entries of
Λ. Furthermore, assume that the following constraint qualification is satisfied:
0 = ∇G(x¯)T ν +∇2zxL1(x¯, z¯,Ω)T δ,
0 = ∇2zzL1(x¯, z¯,Ω)T δ +∇z
〈
M, M̂m
〉
Ss(r)
(z¯),
O = ∇zM̂m(z¯)δ +N,
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0,
MPαα = O, MPαβ = O,
NPβγ = O, NPγγ = O,
O = Σαγ •MPαγ + (E− Σαγ) •NPαγ ,
(MPββ , N
P
ββ) ∈ NgphS|β|+ (O,O)

=⇒
{
ν = 0, δ = 0,
M = O, N = O.
(4.3.5)
Then there exist vectors ν ∈ Rk, δ ∈ Rm, and matrices M,N ∈ Sn such that the following
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M-stationarity conditions hold:
0 = ∇xF1(x¯, z¯) +∇G(x¯)T ν +∇2zxL1(x¯, z¯,Ω)T δ, (4.3.6a)
0 = ∇zF1(x¯, z¯) +∇2zzL1(x¯, z¯,Ω)T δ +∇z
〈
M, M̂m
〉
Ss(r)
(z¯), (4.3.6b)
O = ∇zM̂m(z¯)δ +N, (4.3.6c)
0 = 〈ν,G(x¯)〉Rk , ν ≥ 0, (4.3.6d)
MPαα = O, MPαβ = O, (4.3.6e)
NPβγ = O, NPγγ = O, (4.3.6f)
O = Σαγ •MPαγ + (E− Σαγ) •NPαγ , (4.3.6g)
(MPββ , N
P
ββ) ∈ NgphS|β|+ (O,O). (4.3.6h)
Therein, the matrix Σ ∈ Ss(r) is defined in (2.1.16), the formula for the normal cone in (4.3.6h)
can be found in Section 2.1.3, and the mapping L1 is defined by
L1(x¯, z¯,Ω) :=
∑
|α|≤r
fα(x¯)z¯α +
〈
Ω, M̂m(z¯)
〉
Ss(r)
.
The proofs of Theorem 4.3.6 and Theorem 4.3.8 are similar to the ones given in Sections 4.1
and 4.2.
Remark 4.3.9. It has to be mentioned that it also possible to derive some strong optimality
conditions related to problem (4.3.1) as in Theorem 4.2.7. Furthermore, some authors showed
that under some assumptions, any strong stationary point will satisfy the necessary optimality
conditions of Theorem 4.3.6, see for example [100, Theorem 3.1.9].
On the other hand, note that the stationarity conditions for problem (4.3.1) obtained via the
optimal value reformulation differ significantly from those derived via the KKT reformula-
tion. In fact, the stationarity conditions that we get through the latter reformulation contain
second order terms from the lower level problem which may be expensive for algorithms.
We recall also that from Theorems 3.2.8 and 4.3.6, we obtained two different types of optimal-
ity conditions using the same reformulation with more or less the same problem (we can add
some assumptions in order to reduce (3.0.1) to (4.3.1)). The natural question which arises is
to know their connection. To do so, we first start by noting the following link between the
CQs used for the two approaches: for any solution (x¯, y¯) of (3.0.1), it is clear that if problem
(4.3.2) is partially calm at (x¯, y¯), then (3.2.4) is partially calm at the same point. Then, it
appears that Theorem 4.3.6 leads to optimality conditions which are stronger than the ones
in Theorem 3.2.8.
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5 Solution algorithms: The upper level is
continuous and the lower level is discret
Given a bilevel programming problem with discrete lower level variables, algorithms for com-
puting optimal solutions are given in this chapter. Since bilevel programming problems are
nonconvex problems, the computation of local solutions is always desirable. However, having
mixed discrete variables the focus will be mainly on global solutions and in some few case, a
discussion about local solutions is given. Following the ideas developed in chapter 4, we are go-
ing to see in the first section of this chapter how a solution algorithm for bilevel programming
problems with discrete lower level variables can be deduced using some techniques of SDP. In
the second section, another algorithm using subadditive functions and an approximation of
the optimal value function of the lower level is suggested.
5.1 Approach using SDP
5.1.1 Solution algorithm
As in Chapter 4 (Section 4.3), we consider the problem
min
x,y
F (x, y)
s.t. G(x) ≤ 0
y ∈ Ψ(x)
with
Ψ(x) := Argmin{f(x, y) | y ∈ {0, 1}m}.
We already know how to transform the bilevel problem with discrete lower level into a bilevel
problem with SDP in the lower level. Now, we would like to think about a solution algorithm
to solve the original bilevel problem. Having this in mind, we keep here the assumptions given
in Section 4.3.2.
The transformed problem of (5.1.1) is given by (see Section 4.3.1):
min
x,z
F1(x, z)
s.t. G(x) ≤ 0
z ∈ Ψ1(x) = Argmin{
∑
|α|≤r fα(x)zα|M̂m(z)  0}.
(5.1.1)
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We mention that the parameter is only in the objective function of the lower level problem.
The optimal value reformulation of (5.1.1) leads to
min
x,z
F1(x, z)
s.t. G(x) ≤ 0∑
|α|≤r fα(x)zα ≤ ϕ(x)
M̂m(z)  0
(5.1.2)
with ϕ(x) := min
z
{∑
|α|≤r fα(x)zα|M̂m(z)  0
}
.
Problem (5.1.2) is an optimization problem with two main difficulties to overcome: firstly,
we have the optimal value function which is in general nondifferentiable and secondly, we
have the constraint M̂m(z)  0. Note that the previous constraint distinguishes this class of
optimization problems from other types of problems in constrained optimization. It is worth
to mention that several algorithms have been developed in the literature in order to solve
problem (5.1.2) without the constraint∑
|α|≤r
fα(x)zα ≤ ϕ(x) (5.1.3)
using for example a generalization of the sequentially quadratic programming method, see [19]
and the references therein. These methods cannot be applied to (5.1.2) straightforwardly
since the mapping ϕ is not smooth and not explicitly given. Here, our idea is to transform
problem (5.1.2) equivalently into a semi-infinite program and then use the exchange technique
(see [13, 55]) in order to solve it.
As already mentioned in Section 4.1, problem (5.1.2) can be reformulated as a semi-infinite
program. We include here another proof different from the one that the reader can find
in [76].
Proposition 5.1.1. We have
{z| M̂m(z)  0} = {z|λ(z) ≤ 0},
where λ(z) := max
Ω∈S∩Ss(r)−
〈Ω, M̂m(z)〉.
Proof: Clearly, we see that for all z such that M̂m(z)  0, we have
max
Ω∈S∩Ss(r)−
〈Ω, M̂m(z)〉 ≤ 0
i.e., λ(z) ≤ 0. To show the reverse inclusion, we take an arbitrary z such that λ(z) ≤ 0 i.e.,
for each Ω ∈ S∩Ss(r)− , 〈Ω, M̂m(z)〉 ≤ 0. We want to show M̂m(z)  0. For that, we will prove
that for all positive semidefinite matrices A ∈ Ss(r)+ , we get 〈A, M̂m(z)〉 ≥ 0, see Theorem
2.1.1. In order to ensure that, we consider two cases for each A ∈ Ss(r)+ .
If ||A|| = 1, then −A ∈ S ∩ Ss(r)− and from the assumption, we have 〈−A, M̂m(z)〉 ≤ 0 i.e.,
〈A, M̂m(z)〉 ≥ 0.
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If ||A|| 6= 1 with A 6= O (the case A = O is trivially satisfied) then A||A|| ∈ S
s(r)
+ follows. Hence,
− A||A|| ∈ S ∩ S
s(r)
− is valid. This implies that 〈− A||A|| , M̂m(z)〉 ≤ 0 i.e., 〈A, M̂m(z)〉 ≥ 0.
The proof is completed.
Remark 5.1.2. As stated above, the suggested solution algorithm can be generalized when
we have some constraints which do not depend of the parameter x. In fact, we also get
{z ∈ Rs(r)| M̂m+v−vj (gjz)  0} = {z ∈ Rs(r)|λ1(z) ≤ 0}
with
λ1(z) := max
Ω′∈S∩Ss(r)−
〈Ω′, M̂m+v−vj (gjz)〉.
After that, we can define a new function given by
λ2(z,Ω,Ω
′) = max
{
〈Ω, M̂m(z)〉, 〈Ω′, M̂m+v−vj (gjz)〉
}
.
Therefore, problem (5.1.2) is equivalent to
min
x,z
F1(x, z)
s.t. G(x) ≤ 0∑
|α|≤r fα(x)zα ≤ ϕ(x)
〈Ω, M̂m(z)〉 ≤ 0 ∀Ω ∈ S ∩ Ss(r)− .
(5.1.4)
Problem (5.1.4) is a semi-infinite program to which we can apply the exchange technique.
On the other hand, the following proposition holds
Proposition 5.1.3. {∑
|α|≤r∇fα(x¯)z¯α
∣∣∣ z¯ ∈ Ψ1(x¯)} ⊆ ∂̂+ϕ(x¯)
for any x¯ ∈ X.
Proof: let z¯ ∈ Ψ1(x¯) and suppose that ∑|α|≤r∇fα(x¯)z¯α /∈ ∂̂+ϕ(x¯). Since the function ϕ is
concave, the set ∂̂+ϕ(x¯) reduces to the superdifferential of ϕ at x¯ . Hence, from (2.1.13),
there exists x ∈ Rn such that
ϕ(x) > ϕ(x¯) + 〈∑|α|≤r∇fα(x¯)z¯α, x− x¯〉
=
∑
|α|≤rfα(x¯)z¯α + 〈
∑
|α|≤r∇fα(x¯)z¯α, x− x¯〉
≥∑|α|≤rfα(x)z¯α ≥ ϕ(x),
where the penultimate inequality comes from the fact that the mapping x 7→ ∑|α|≤rfα(x)zα,
for fixed z is concave and differentiable and the last inequality is true because z¯ is feasible for
the lower level problem. However, this inequality is a contradiction.
Consequently, using the previous proposition and the definition of supergradient, we can relax
problem (5.1.4) by
min
x,z
F1(x, z)
s.t. G(x) ≤ 0∑
|α|≤r fα(x)zα ≤
∑
|α|≤r fα(x
0)z0α + 〈(
∑
|α|≤r∇fα(x0)z0α), (x− x0)〉
〈Ω, M̂m(z)〉 ≤ 0 ∀Ω ∈ S ∩ Ss(r)−
(5.1.5)
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for arbitrary x0 ∈ X and z0 ∈ Ψ1(x0). It is clear that the feasible set of (5.1.5) is larger than
the one of (5.1.4) or (5.1.2). Problem (5.1.5) is a semi-infinite program that we can solve using
a classical method, namely the exchange one [13,55]. The idea of the algorithm is to solve at
each iteration a relaxation of (5.1.2) and then check if the solution we get is feasible for the
initial problem. If not, we can add some cuts (inequalities which are similar to the second
constraint of problem (5.1.5) where x0 and z0 are replaced by other reference points) to the
feasible set of the relaxation in order to approximate as accurate as possible the feasible set
of (5.1.2) (similar idea can be found in [27], [30]). In the sequel, we give the different steps of
operations which have to be performed in order to compute a solution of (5.1.2). We define
Sk and Xk as finite subsets of S ∩ Ss(r)− and X at each iteration, respectively.
Algorithm 5.1.1.
Step 0: Set k = 0, choose vectors in the sets S0 and X0, respectively.
Step 1: For x¯k ∈ Xk, solve the problem
min
z
∑
|α|≤r fα(x¯
k)zα
s.t. M̂m(z)  0.
(5.1.6)
Let z¯k be one of its optimal solutions and go to Step 2.
Step 2: Solve the problem
min
x,z
F1(x, z)
s.t. G(x) ≤ 0
〈Ω, M̂m(z)〉 ≤ 0 ∀Ω ∈ Sk∑
|α|≤r fα(x)zα ≤ min
l=1,...,k
∑
|α|≤r fα(x¯
l)z¯lα + 〈
∑
|α|≤r∇fα(x¯l)z¯lα, x− x¯l〉.
(Qk)
Let (xk, zk) be a global optimal solution of (Qk) and go to Step 3.
Step 3: Solve the problem
max
Ω
〈Ω, M̂m(zk)〉
s.t. Ω ∈ S ∩ Ss(r)− .
(5.1.7)
Let Ωk be an optimal solution. If 〈Ωk, M̂m(zk)〉 ≤ 0, go to Step 4. If not, go to Step 5.
Step 4: If (xk, zk) solves the lower level problem, stop. Otherwise, go to Step 5.
Step 5: Set Sk+1 = Sk ∪ {Ωk}, Xk+1 = Xk ∪ {xk}, k = k + 1, and go to Step 1.
Remark 5.1.4. As we can see, problem (5.1.7) which has to be solved in the Step 3 is a
nonlinear semidefinite programming one. One way to execute Step 3 is to directly check
whether M̂m(zk) is a positive semidefinite matrix since by Proposition 5.1.1, it is equivalent
to verify that
max
Ω∈S∩Ss(r)−
〈Ω, M̂m(zk)〉 ≤ 0.
In other words, Step 3 actually verifies the feasibility of the point zk for the lower level
problem.
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Now, we can prove the convergence result.
Theorem 5.1.5. Assume that the set X is bounded and let (xk, zk) be a sequence of points
generated by Algorithm 5.1.1. If (x¯, z¯) is one of the accumulation points of (xk, zk), then
(x¯, z¯) solves problem (5.1.2) globally.
Proof: Since the set {(x, z) ∈ X × Rs(r)|M̂m(z)  0} is compact, we have the existence of an
accumulation point. We suppose w.l.o.g. that the sequence (xk, zk, z¯k) converges to (x¯, z¯, z˜)
and show firstly that (x¯, z¯) is feasible for (5.1.2). We assume that this is not true. Then we
have ∑
|α|≤r
fα(x¯)z¯α > ϕ(x¯) or M̂m(z¯) /∈ Ss(r)+ .
If
∑
|α|≤r fα(x¯)z¯α > ϕ(x¯), then by the feasibility of (x
k, zk) for (Qk), we have∑
|α|≤r
fα(x
k)zkα ≤
∑
|α|≤r
fα(x
k−1)z¯(k−1)α +
〈 ∑
|α|≤r
∇fα(xk−1)z¯(k−1)α , xk − xk−1
〉
= ϕ(xk−1) +
〈 ∑
|α|≤r
∇fα(xk−1)z¯(k−1)α , xk − xk−1
〉
with z¯(k−1) ∈ Ψ1(xk−1). Since ϕ is continuous, taking the limit gives∑
|α|≤r
fα(x¯)z¯α ≤ ϕ(x¯)
which contradicts the initial assumption.
If M̂m(z¯) /∈ Ss(r)+ , then by Proposition 5.1.1 there exits Ω̂ ∈ S∩Ss(r)− such that 〈Ω̂, M̂m(z¯)〉 > 0.
We have then 〈Ω̂, M̂m(zk)〉 > 0 for sufficiently large k. On the other hand, from the
sequence {zk} we can construct a sequence {Ωk} ⊆ S∩Ss(r)− (solution of (5.1.7)) which
converges to a certain Ω ∈ S ∩ Ss(r)− (which is a compact set). By the definition of Ωk
we have
〈Ωk, M̂m(zk)〉 ≥ 〈Ω̂, M̂m(zk)〉 > 0.
Taking the limit leads to
〈Ω, M̂m(z¯)〉 ≥ 〈Ω̂, M̂m(z¯)〉 > 0.
Moreover, we have from Step 2 that 〈Ωk+1, M̂m(zk+1)〉 ≤ 0 which gives 〈Ω, M̂m(z¯)〉 ≤ 0
which is absurd.
Therefore, in each case, we have a contradiction. That means (x¯, z¯) is feasible for (5.1.2).
Further, since (xk, yk) has the best objective w.r.t. (5.1.2) for all k, the point (x¯, z¯) is then
its global optimal solution.
As we observed in Step 2 of the Algorithm 5.1.1, we need to compute a sequence of global
solutions, but for problem (Qk) being nonconvex it might be difficult to find a global optimal
solution. That is why in the following theorem we are going to compute a local solution of
(5.1.2).
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Theorem 5.1.6. Assume that the set X is bounded and let (xk, zk) be a sequence of points
generated by Algorithm 5.1.1 where in the Step 2, the relaxed problem (Qk) is solved locally
instead of globally. Assume that there is an ε > 0 and an iteration index k0 such that
∀k ≥ k0 ∀(x, z) feasible for (Qk) with ||(x, z)− (xk, zk)|| ≤ ε we have F (x, z) ≥ F (xk, zk).
If (x¯, z¯) is one of the accumulation points of (xk, zk), then (x¯, z¯) solves problem (5.1.2) locally.
Proof: We suppose w.l.o.g. that (xk, zk) converges to (x¯, z¯). The feasibility of (x¯, z¯) and its
existence follow from Theorem 5.1.5 and the compactness of the set
{(x, z) ∈ X × Rs(r)|M̂m(z)  0},
respectively. Let (x, z) a feasible point of (5.1.1) with ||(x, z)− (x¯, z¯)|| < ε2 . For k sufficiently
large, ||(x, z)− (xk, zk)|| < ε2 . Then the assumption leads to F (x, z) ≥ F (xk, zk). Taking the
limit on the previous inequality gives F (x, z) ≥ F (x¯, z¯) and the proof is completed.
5.1.2 Numerical example
For illustration purposes, we come back to Example 4.3.7.
Example 5.1.7. We consider the problem
min
x,y
(x1 + y)
2 − x2 − y
s.t. ||x||2 ≤ 1, x1, x2 ≥ 0
y ∈ Ψ(x) = Argmin
y
{(x1 + x2)y| y ∈ {0, 1}}
(5.1.8)
As in Example 4.3.7, the transformed bilevel problem is given by
min
x,z
(x1 + z)
2 − x2 − z
s.t. ||x||2 ≤ 1, x1, x2 ≥ 0
z ∈ Ψ1(x) = Argmin
z
{(x1 + x2)z| M̂1(z)  0}
(5.1.9)
with M̂1(z) =
[
1 z
z z
]
. The algorithm works as follows:
Step 0: We initialize the sets S0 andX0 with Ω0 = − 1√2
[
1 0
0 1
]
and x0 := (x01, x02) = (0.5, 0.5),
respectively.
Step 1: We solve the lower level problem
min
z
z
s.t. M̂1(z)  0.
The solution is z0 ∈ {0} = Ψ1(x0).
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Step 2: We solve the problem at the first iteration given by
min
x,z
(x1 + z)
2 − x2 − z
s.t. ||x|| ≤ 1, x1, x2 ≥ 0
(x1 + x2)z ≤ 0
− 1√
2
− 1√
2
z ≤ 0.
The local (resp. global) solution is (x11, x12, z1) = (0, 0, 0.5) (resp. (0, 1, 0)), x1 := (x11, x12).
Step 3: The problem
max
Ω
〈Ω, M̂1(z1)〉
s.t. Ω ∈ S ∩ S2−
has
Ω1 =
[
−0.21 0.44
0.44 −0.76
]
as a solution. We see that 〈Ω1, M̂1(z1)〉 ≤ 0 with
M̂1(z1) =
[
1 0.5
0.5 0.5
]
.
In others words M̂1(z1) is a positive semidefinite matrix. In the same vein, we can see
that the matrix
[
1 0
0 0
]
is positive semidefinite.
Step 4: The points (0, 0, 0.5) and (0, 1, 0) solve the lower level problem. Then, (0, 0, 0.5)
(resp. (0, 1, 0)) is a local (resp global) solution of (5.1.9) (resp. (5.1.8)).

From this example, we conclude that any local optimal solution of (4.3.2) is not necessarily a
local optimal solution for the original bilevel problem (5.1.1) without additional assumptions.
We easily see that the rank of the moment matrix at the point 0.5 is not equal to 1, see
Section 4.3.
5.2 Approach using subadditive functions
Here, we investigate a special optimistic bilevel programming problem where the lower level
variables are discrete and the objective function of the lower level is linear while the one of
the upper level can be nonlinear. That is, for any x ∈ Rn+, the functions f(x, ·) and g(x, ·)
are linear and affine, respectively, the upper level variable x appears only in the right-hand
side of the lower level constraints, and the functions F and G are continuous. The problem
we consider is formulated as
min
x,y
F (x, y)
s.t. G(x) ≤ 0
x ∈ Rn+
y ∈ Ψ(x) := Argmin
y
{〈c, y〉Rm : Ay ≥ x, y ∈ Zm+} ,
(5.2.1)
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where A ∈ Qn×m+ is a matrix and c = (c1, . . . , cm)> with ci > 0, i = 1, . . . ,m, is a fixed vector.
The assumption that the constraints in the lower level problem are of the form Ay ≥ x is not
a strong restriction. We can add the equation t = b − Bx to the upper level problem when
the lower level constraints are of the form Ay +Bx ≥ b.
The following assumptions are needed in this section.
Assumption 5.2.1. • The set X := {x ∈ Rn+ : G(x) ≤ 0} is non empty and bounded.
• For any x ∈ X, the set {y ∈ Zm+ : Ay ≥ x} is non empty and the optimal solution of
the lower level problem denoted by yx is unique.
• The set Y := {y ∈ Zm+ : ∃x ∈ X with y ∈ Ψ(x)} =
⋃
x∈X{yx} is finite.
Using the optimal value reformulation of the lower level of (5.2.1), we get the following problem
(see Section 2.4 to see the link between the both problems):
min
x,y
F (x, y)
s.t. G(x) ≤ 0
Ay ≥ x
x ∈ Rn+, y ∈ Zm+
〈c, y〉Rm ≤ ϕ(x) := min
y
{〈c, y〉Rm : Ay ≥ x, y ∈ Zm+} .
(5.2.2)
Next, we want to discuss about some properties of the optimal value reformulation. Before
heading to that, we are going to define the notion of region of stability.
Definition 5.2.2. The set
R(y) = {x ∈ X : y ∈ Ψ(x)}
is called region of stability for y ∈ Zm.
Proposition 5.2.3. The optimal value function ϕ possesses the following properties:
1. ϕ is nondecreasing on Rn+, i.e., for all x1, x2 ∈ Rn+, x1 ≤ x2 ⇒ ϕ(x1) ≤ ϕ(x2) holds.
2. ϕ is subadditive, i.e., for all x1, x2 ∈ Rn+, ϕ(x1 + x2) ≤ ϕ(x1) + ϕ(x2) holds.
3. ϕ is lower semicontinuous on Rn+ and piecewise constant on X.
4. Let y¯ ∈ Zm such that R(y¯) 6= ∅. Then for x¯ := Ay¯, y¯ ∈ Ψ(x¯) and ϕ is discontinuous at
x¯.
Proof. 1. Let x1, x2 ∈ Rn+ and M(xi) := {y ∈ Zm+ : Ay ≥ xi}, i = 1, 2. Then x1 ≤ x2
impliesM(x1) ⊇M(x2) which in turn entails that ϕ is nondecreasing on Rn+.
2. Let y1, y2 be the optimal solution of the lower level problems of (5.2.2) for x1, x2 ∈ Rn+,
respectively. Since ϕ(x1 +x2) = min
y
{〈c, y〉Rm : Ay ≥ x1 +x2, y ∈ Zm+} and A(y1 +y2) ≥
x1 + x2, we get ϕ(x1) + ϕ(x2) = 〈c, y1〉Rm + 〈c, y2〉Rm = 〈c, y1 + y2〉Rm ≥ ϕ(x1 + x2)
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3. The lower semicontinuity of ϕ comes from the fact that the matrix A has rational
elements and ϕ does not take the value −∞ [3, Theorem 4.5.2].
Moreover, we know that
X =
⋃
y∈Y
R(y).
One can easily see that ϕ is constant on each region of stability. Since Y is finite, the
assertion of the proposition follows.
4. Since R(y¯) 6= ∅, we can consider a point x ∈ R(y¯) i.e., x ≤ Ay¯ = x¯ and ϕ(x) = 〈c, y¯〉Rm .
This implies, ϕ(x) ≤ ϕ(Ay¯) and ϕ(x) = 〈c, y¯〉Rm . If ϕ(x) < ϕ(x¯), since y¯ ∈ M(x¯) we
have
〈c, y¯〉Rm = ϕ(x) < ϕ(x¯) ≤ 〈c, y¯〉Rm ,
which leads to a contradiction. Therefore, ϕ(x) = ϕ(x¯) and y¯ ∈ Ψ(x¯).
Next, we want to show that ϕ is discontinuous at x¯. For that, we consider the sequence
{x¯+ 1ne}n which converges to x¯. We have two cases:
If for all n ∈ N, x¯ + 1ne /∈ X, then ϕ(x¯ + 1ne) = ∞ for all n ∈ N. This implies that
lim
n→∞ϕ(x¯+
1
ne) =∞ 6= ϕ(x¯).
If there exits n0 ∈ N such that x¯+ 1n0 e ∈ X, then for all n ≥ n0, x¯+ 1ne ∈ X. In fact,
if there is m ≥ n0 which satisfies x¯ + 1me /∈ X, we have x¯ + 1me ≤ x¯ + 1n0 e which
implies ∞ = ϕ(x¯+ 1me) ≤ ϕ(x¯+ 1n0 e) <∞, this is absurd.
Therefore, we can suppose w.l.o.g. that {x¯ + 1ne}n ⊆ X. Now, since for all n
x¯ + 1ne /∈ R(y¯), there will be a fixed integer n1 such that at least a subsequence
of {x¯ + 1ne}n belongs to R(yn1) with yn1 ∈ Zm and y¯ 6= yn1 := y∗ because we
have a finite number of region of stability, see assertion 3). Therefore, w.l.o.g.
ϕ(x¯ + 1ne) = 〈c, y∗〉Rm . If 〈c, y∗〉Rm = 〈c, y¯〉Rm , then y∗ ∈ M(x¯) leads to the
fact that y∗ ∈ Ψ(x¯). Consequently, y¯ ∈ Ψ(x¯) ⇒ |Ψ(x¯)| > 1 which is absurd, see
Assumption 5.2.1. Then,
ϕ(x¯+
1
n
e) = 〈c, y∗〉Rm 6= ϕ(x¯).
This completes the proof.
In the sequel, we are going to use the previous properties of ϕ in order to find an upper bound
of the optimal value function.
5.2.1 Upper bound for a single constraint
Beforehand, we consider the case where the lower level has only one constraint, i.e., A ∈ Q1×m+ ,
x ∈ R+. We set A = (a1, . . . , am).
We have ϕ(0) = min
y
{〈c, y〉Rm : Ay ≥ 0, y ∈ Zm+} = 0 because c > 0. Therefore, we know
that ϕ(x) > −∞ for all x ∈ Rn+ for arbitrary n [78, Proposition 2.2 Section II.3.2].
w.l.o.g., we can suppose a1 ≤ a2 ≤ . . . ≤ am. Then, the first points where the function could
be discontinuous are: 0, a1, a2,min{a3, a1 + a2}, . . .
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Let a ≥ a1 be the first nonzero point where ϕ is discontinuous. We observe that the optimal
value function on [0, a] satisfies
ϕ(x) =
{
ϕ(0) if x = 0,
ϕ(a) if x ∈]0, a]. (5.2.3)
Definition 5.2.4. Let e > 0. For every subadditive function f : [0, e]→ R we can define:
• A subadditive extension of f on [0,∞[: This is a function which extends f to [0,∞[ and
is subadditive. Some examples of subadditive extension functions can be found in [60].
• Its maximal subadditive extension noted S(f) : [0,∞[→ R ∪ {−∞} given by
S(f)(x) := inf
{∑l
i=1 f(xi) : {x1, ..., xl} ∈ C(x)
}
, where C(x) is the set of all finite
collections {x1, . . . , xl} such that 0 ≤ xi ≤ e for all i = 1, . . . , l and
∑l
i=1 xi = x.
Next, we want to illustrate the previous definition by this example:
Example 5.2.5. Consider the function defined on [0, 1] by f(x) = x.
A subadditive extension of f on [0,∞[ can be given by:
f˜(x) =
{
x if x ∈ [0, 1]
1 if x > 1.
Its maximal subadditive extension is S(f)(x) = x for all x ∈ [0,∞[. 
In the sequel, for ease of reference we denote S(f) by Sf .
Proposition 5.2.6. [60] If a function f is subadditive and nondecreasing, then Sf is subad-
ditive and nondecreasing and for every other subadditive extension G of f to [0,∞[, we have
G ≤ Sf .
From Proposition 5.2.6, we can directly deduce that ϕ ≤ Sϕ since ϕ is already defined on
[0,∞[ and subadditive, see Proposition 5.2.3.
The following example from [32] shows how important it is to suppose the subadditivity of ϕ
in order to have ϕ ≤ Sϕ. If it is not satisfied, Sϕ may not be an upper bound of ϕ.
Example 5.2.7. Consider the optimal value function defined by
∀x ∈ R+, ϕ(x) = min
y
{
y2 : 2y ≥ x, y ∈ {0, 1, 2, 3}} .
Here a = 2, ϕ(a) = 1 and
ϕ(x) =

0 if x = 0,
1 if x ∈]0, 2],
4 if x ∈]2, 4],
9 if x ∈]4, 6],
∞ if x > 6.
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ϕ is not subadditive on [0, 2] because ϕ(1 + 2) = 4 > ϕ(1) + ϕ(2) = 2 (we can also justify
the non-subadditivity of ϕ with the fact that the function y 7→ y2 is not linear), and we have
Sϕ(3) ≤ 3ϕ(1) = 3 < ϕ(3) = 4. 
On the other hand, we have the following theorem from [8]:
Theorem 5.2.8. Let f be subadditive on [0, e] for e > 0. Then Sf(ne+ x) = nf(e) + f(x)
for all x ∈]0, e] and all positive integers n if and only if
∀y ∈]0, e] ∀u ∈ [y, e] : f(y) ≤ f(e+ y − u)− f(e) + f(u). (5.2.4)
Since the function ϕ is subadditive and fulfills the condition (5.2.4)
(
this follows just from
(5.2.3)), we can express Sϕ for x ∈]na, (n+ 1)a], n ∈ N, by
Sϕ(x) = nϕ(a) + ϕ(x− na)
= (n+ 1)ϕ(a)
because 0 < x− na ≤ a implies ϕ(x− na) = ϕ(a) see (5.2.3).
We want to visualize the functions Sϕ and ϕ in the next example (see Figure 5.1).
Example 5.2.9. For the optimal value defined by
ϕ(x) = min{2y1 + 3.5y2 + 3y3 + 4y4 : 2y1 + 3.5y2 + 5y3 + 7.5y4 ≥ x, y ∈ Z4+},
we have a = 2, the first nonzero point of discontinuity, and ϕ(2) = 2. The dotted line
represents the function Sϕ, the bold line represents the function ϕ, and Sϕ(x) = ϕ(x) for
x ∈ [0, 2]. Moreover, we can see from this figure that the functions ϕ and Sϕ do not have the
same points of discontinuity. 
We will now replace problem (5.2.2) for n = 1 by
min
x,y
F (x, y)
s.t. G(x) ≤ 0
Ay ≥ x
〈c, y〉Rm ≤ Sϕ(x)
x ∈ R+, y ∈ Zm+ ,
(5.2.5)
where
Sϕ(x) =
{
ϕ(0) if x = 0,
(n+ 1)ϕ(a) if na < x ≤ (n+ 1)a, n ∈ N.
Since the feasible set of the problem (5.2.5) is larger than the one of problem (5.2.2), problem
(5.2.5) is a relaxation of problem (5.2.2); it is a mixed integer programming problem for which
the existence of an optimal solution is not guaranteed because the set {y ∈ Zm+ : Ay ≥ x} is
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Fig. 5.1: Optimal value function and maximal subadditive extension.
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not bounded and the function Sϕ is discontinuous. Therefore, for each n ∈ N, we consider
the problem
min
x,y
F (x, y)
s.t. G(x) ≤ 0
Ay ≥ x
〈c, y〉Rm ≤ Sϕ(x)
na ≤ x ≤ (n+ 1)a
y ∈ Zm+ .
(Pn)
The family of problems (Pn)n∈N is deduced from (5.2.5) and is defined on the closure of the
interval where the function Sϕ is constant.
Remark 5.2.10. The family of problems (Pn)n∈N depends on the function Sϕ. Hence, if Sϕ
changes, then for all n ∈ N, Pn changes as well.
For fixed n ∈ N, an optimal solution of (Pn) exists because the set{
(x, y) ∈ Rn+ × Rm+ : 〈c, y〉Rm ≤ (n+ 1)ϕ(a), na ≤ x ≤ (n+ 1)a
}
is bounded and closed. Further, the boundedness of the set X (the function Sϕ depends only
on x) implies that we have a finite number of sub-problems (Pn)n∈N. Then, the problem
min
(xn,yn)
F (xn, yn)
s.t. (xn, yn) is an optimal solution of (Pn)
n ∈ N,
(5.2.6)
possesses a finite feasible set.
We see that every feasible solution of (5.2.5) is in the feasible set of one of the sub-problems
(Pn) (from definition of (Pn)). Consequently, the following proposition holds:
Proposition 5.2.11. Let (x¯, y¯) be a global optimal solution of (5.2.6). If y¯ ∈ Ψ(x¯), then it
is also a global optimal solution of problem (5.2.1).
Proof. The point (x¯, y¯) is a feasible solution of (5.2.1) because it is a feasible solution of
(Pn) for a certain n ∈ N and y¯ ∈ Ψ(x¯). Furthermore, every feasible solution of (5.2.1) is a
feasible solution of (5.2.5) and, hence, a feasible solution for one of the sub-problems (Pn).
Accordingly, the global optimality of (x¯, y¯) for (5.2.6) implies that (x¯, y¯) is also global optimal
solution of problem (5.2.1).
5.2.2 An algorithm for solving the discrete linear bilevel programming problem
with a single constraint
Since problem (5.2.6) is a relaxation of problem (5.2.1) (see Proposition 5.2.11), the procedure
to solve problem (5.2.1) is to reduce at each iteration the feasible set of (5.2.6) such that in
the limit it becomes equal to the one of (5.2.1), that is we solve problem (5.2.6) by updating
the function Sϕ such that the set {x ∈ X|Sϕ(x) = ϕ(x)} becomes larger by constructing
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another function Sϕ(x) which approximates better the function ϕ(x). The algorithm is the
following:
Step 0: Solve problem (5.2.6): If it is infeasible, then problem (5.2.1) does not have a solution.
Let (x0, y0) be the optimal solution of (5.2.6). If (x0, y0) is a feasible solution for (5.2.1),
i.e., y0 ∈ Ψ(x0), then (x0, y0) is the global optimal solution of (5.2.1); otherwise go to
Step 1.
Step 1: Compute ϕ(x0) and define Sϕ0 by
Sϕ0(x) :=

Sϕ(x) if x ∈ [0, a],
ϕ(x0) if x ∈]a, x0],
Sϕ(x) if x > x0,
and then set k := 1.
Step 2: Solve problem (5.2.6) with respect to Sϕk−1: If it is infeasible, then problem (5.2.1)
does not have a solution. Let (xk, yk) be the optimal solution of (5.2.6). If (xk, yk) is a
feasible solution for (5.2.1), then (xk, yk) is optimal solution of (5.2.1); otherwise go to
Step 3.
Step 3: Compute ϕ(xk) and define Sϕk by
Sϕk(x) :=
{
min{Sϕk−1(x), ϕ(xi)} if x ≤ xk,
Sϕk−1(x) if x > xk.
Step 4: Set k = k + 1 and go to Step 2.
If it turns out at Step 3 of a certain iteration that the function Sϕk does no longer change and
we do not yet have the optimal solution, then, in order to enlarge the set
{
x : Sϕ(x) = ϕ(x)
}
,
we can set x˜ = xk + 1 and define Sϕk+1 by:
Sϕk+1(x) :=

Sϕk(x) if x ≤ xk,
ϕ(x˜) if xk ≤ x ≤ x˜,
Sϕk(x) if x˜ < x.
One interesting part of this algorithm is that we do not need to compute the global upper
approximation of the optimal value function at each iteration as we saw in [32].
Proposition 5.2.12. Let R(y) be the region of stability for y ∈ Zm+ . If all the regions of
stability are closed, then the algorithm will terminate at a global optimal solution of (5.2.1)
in a finite number of steps.
Proof. We know from the assumptions that the set X is bounded and the union of a finite
number of regions of stability. Since at each iteration the new problem remains a relaxation
of problem (5.2.2) and the set
{
x ∈ X|Sϕ(x) = ϕ(x)} is enlarged, we will obtain an optimal
solution of (5.2.1) after a finite number of steps. The closedness of the regions of stability
ensures that an optimal solution of (5.2.1) exists [49].
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The next remark considers the case where the assumption in the previous proposition is not
satisfied and suggests a way out.
Remark 5.2.13. In Proposition 5.2.12, we assumed that all the regions of stability are
closed. In fact our bilevel programming problem has continuous upper and discrete lower level
variables. Therefore, the optimal set mapping Ψ is not in general upper semicontinuous [49],
and this property is an essential assumption for the existence of an optimal solution of the
optimistic formulation of the bilevel programming problem [30].
If there exists y ∈ Zn+ such that R(y) is not closed, we can nevertheless find a solution which
is nearly optimal of problem (5.2.1) called weak solution. To get this solution we need to solve
the problem
min
x,y
F (x, y)
s.t. G(x) ≤ 0
y ∈ ψ̂o(x),
(5.2.7)
where
ψ̂o(x) :=
{
y ∈ Zm+ : R(y) 6= ∅, x ∈ cl O(y)
}
O(y) :=
{
x ∈ R(y) : F (x, y) = min
z
{
F (x, z) : z ∈ Ψ(x)}}.
Problem (5.2.7) is a bilevel programming problem for which we are sure that an optimal
solution exists if the set X is compact because the point-to-set mapping x 7→ ψ̂o(x) is upper
semi-continuous [49]. An algorithm to solve (5.2.7) is given in [49] as well.
5.2.3 Illustration
The following example illustrates the procedure of our algorithm.
Example 5.2.14.
min
x,y
(x− 4.5)2 + y3
s.t. x ∈ [0, 6]
y ∈ Ψ(x) := Argmin
y
{
2y1 + 3.5y2 + 3y3 : 2y1 + y2 + 5y3 ≥ x, y ∈ Z3+
}
.
The first nonzero point of discontinuity is a = 2 and we have ϕ(a) = 2. We consider the
mixed integer programming problem
min
x,y
(x− 4.5)2 + y3
s.t. x ∈ [0, 6]
2y1 + y2 + 5y3 ≥ x
2y1 + 3.5y2 + 3y3 ≤ Sϕ(x)
x ∈ R+, y ∈ Z3+,
where
Sϕ(x) =
{
0 if x = 0,
2(n+ 1) if 2n < x ≤ 2(n+ 1), n ∈ N.
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The problems (Pn)n∈{0,1,2} are given by:
min
x,y
(x− 4.5)2 + y3
s.t. x ∈ [0, 6]
2y1 + y2 + 5y3 ≥ x
2y1 + 3.5y2 + 3y3 ≤ 2(n+ 1)
2n ≤ x ≤ 2(n+ 1)
y ∈ Z3+.
(Pn)
Step 0: (4.5, 3, 0, 0) ∈ Argmin
{(
x− 4.5)2 + y3 : (x, y) ∈ {(2, 1, 0, 0), (4, 2, 0, 0), (4.5, 3, 0, 0)}}
and (3, 0, 0) /∈ Ψ(4.5) = {(0, 0, 1)}
Step 1: Replace Sϕ by Sϕ0 defined by:
Sϕ0(x) :=

0 if x = 0,
2 if x ∈]0, 2],
3 if x ∈]2, 4.5],
6 if x ∈]4.5, 6].
Step 3: The solution of each problem (Pn), n ∈ {0, 1, 2} is computed w.r.t. Sϕ0 and we get
again (4.5, 3, 0, 0) as optimal solution of
min
{
(x− 4.5)2 + y3 : (x, y) ∈ {(2, 1, 0, 0), (4.5, 0, 0, 1), (4.5, 3, 0, 0)}
}
.
This implies that Sϕ1 = Sϕ0. In order to continue, we must update Sϕ0. We consider
the point 5.5, ϕ(5.5) = 5 and define Sϕ1 by
Sϕ1(x) :=

0 if x = 0,
2 if x ∈ [0, 2],
3 if x ∈]2, 4.5],
5 if x ∈]4.5, 5.5],
6 if x ∈]5.5, 6].
At Step 3 of the next iteration, we solve for each n ∈ {0, 1, 2, 3} the problem (Pn) w.r.t.
Sϕ1 and compute the solution of (5.2.5) by solving the following problem
min
{
(x− 4.5)2 + y3 : (x, y) ∈ {(2, 1, 0, 0), (4.5, 1, 0, 1), (4.5, 0, 0, 1), (5.5, 3, 0, 0)}
}
.
We get the point (4.5, 0, 0, 1) with (0, 0, 1) ∈ Ψ(4.5).
This implies that (4.5, 0, 0, 1) solves the bilevel programming problem. 
5.2.4 Upper bound in the general case
Now, we want to extend the result to higher-dimensional spaces, i.e., to the case m > 1. We
recall that ϕ is nondecreasing, piecewise constant, and subadditive (see Proposition 5.2.3).
To solve problem (5.2.1) in the general case, we need to extend the upper approximation to
the general case.
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Definition 5.2.15. Let a real-valued function f be subadditive on the cuboid
[0, h1]× . . .× [0, hn], h ∈ Rn+.
We denote the maximal subadditive extension of f as follows:
Sf(d) :=
{
f(d) if di ∈ [0, hi], ∀i ∈ {1, . . . , n}
inf
{∑l
i=1 f(ρ
i) : {ρ1, . . . , ρl} ∈ C(d)
}
if ∃i ∈ {1, . . . , n} : di /∈ [0, hi],
where C(d) is the set of all finite collections {ρ1, . . . , ρl} such that ρj ∈ Rm, ρji ∈ [0, hi] for all
j ∈ {1, . . . , l}, and ∑li=1 ρj = d.
Proposition 5.2.16. [52] Let h ∈ Rn+ be given and choose a real-valued function f which
is subadditive on the cuboid [0, h1] × . . . × [0, hn] with f(0) = 0. The maximal subadditive
extension of f is subadditive, and if G is any another subadditive extension of f on Rn+, then
G ≤ Sf .
On the other hand, it is proved that the results of Theorem 5.2.8 obtained in one dimension
have their homologue in the n-dimension setting, where the interval I = [0, e] is replaced by
the region defined by the inequalities 0 ≤ xi ≤ ei for i = 1, . . . , n. Then, we can replace Sϕ(x)
by (n + 1)ϕ(a) for na < x ≤ (n + 1)a, n ∈ N, where a is a linear combination of columns of
the matrix A (Proposition 5.2.3, Statement 4). We will then substitute problem (5.2.2) by
the one
min
x,y
F (x, y)
s.t. G(x) ≤ 0
Ay ≥ x
〈c, y〉Rm ≤ Sϕ(x)
x ∈ Rn+, y ∈ Zm+ ,
(5.2.8)
where
Sϕ(x) :=

ϕ(0) if x = 0,
(n+ 1)ϕ(a) if na < x ≤ (n+ 1)a, n ∈ N,
r otherwise,
and r is an arbitrary real number with ϕ(d) ≤ r for all d ∈ Rn+ respectively; note that such
an r exists due to the boundedness of X.
We also consider the sub-problems (Pn) w.r.t. Sϕ defined by
min
x,y
F (x, y)
s.t. G(x) ≤ 0
Ay ≥ x
〈c, y〉Rm ≤ (n+ 1)Sϕ′(x)
na ≤ x ≤ (n+ 1)a, n ∈ N
y ∈ Zm+ ,
(Pn)
where
Sϕ′(x) :=
{
(n+ 1)ϕ(a) if na ≤ x ≤ (n+ 1)a, n ∈ N,
r otherwise,
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and the problem
min
(xn,yn)
F (xn, yn)
s.t. (xn, yn) optimal solution of (Pn)
n ∈ N.
(5.2.9)
In the sequel, we can simply apply the previous algorithm replacing Step 1 and Step 3 by the
following one:
New step: Let (xk, yk) be an optimal solution of (5.2.9). Replace Sϕk−1 by Sϕk given by
Sϕk(x) :=
{
min{Sϕk−1(x), ϕ(xk)} if x ≤ xk,
Sϕk−1(x) otherwise,
in order to get an algorithm solving (5.2.1) in the general case.
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discret
This chapter deals with a particular class of discrete bilevel programming problems of Type
III in which the functions F and f(x, ·) for x ∈ Rn are linear, the functions G and g(x, ·) for
x ∈ Rn are affine, and where the upper level variable x only appears in the objective function
of the lower level problem. We propose an algorithm for solving the binary case, but the
procedure can be easily modified to solve a discrete linear bilevel problem in the general case,
i.e., when both x and y may take any bounded integer value.
6.1 Reformulation of the linear discrete bilevel optimization
problem
The optimistic bilevel programming problem we consider is formulated as
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
s.t. Dx ≤ d
x ∈ {0, 1}n
y ∈ Ψ(x) := Argmin
y
{〈x, y〉Rn | Ay ≤ b, y ∈ {0, 1}n} ,
(6.1.1)
where m = n, D ∈ Qk×n, A ∈ Qs×n are matrices, while b ∈ Qs, d ∈ Qk, and d1, d2 ∈ Qn are
constant vectors.
To ensure that the problem (6.1.1) is well-defined, we impose that
Ω :=
{
x ∈ {0, 1}n |Dx ≤ d}× {y ∈ {0, 1}n |Ay ≤ b}
is nonempty.
The transformation of (6.1.1) through its optimal value reformulation leads to:
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
s.t. Dx ≤ d
Ay ≤ b
x, y ∈ {0, 1}n
〈x, y〉Rn ≤ min
{〈x, yi〉Rn | i = 1, . . . , p}.
(6.1.2)
Therein,
{
y1, . . . , yp
}
=
{
y ∈ {0, 1}n |Ay ≤ b}.
We mentioned in Section 2.4 that the optimal value reformulation is both globally and locally
fully equivalent to the bilevel programming problem.
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Remark 6.1.1. It is important to see that the set
{
y ∈ {0, 1}n |Ay ≤ b} is finite because
|{0, 1}n| = 2n and {y ∈ {0, 1}n |Ay ≤ b} ⊆ {0, 1}n.
Remark 6.1.2. When generalizing to y ∈ Zn+, one needs the set {y ∈ Zn+ |Ay ≤ b} to be
bounded in order to ensure its finiteness.
We consider the relaxation
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
s.t. Dx ≤ d
Ay ≤ b
〈x, y〉Rn ≤ min
{〈x, yi〉Rn | i ∈ I}
x, y ∈ {0, 1}n
of (6.1.2) which is equivalent to:
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
s.t. Dx ≤ d
Ay ≤ b
〈x, y〉Rn ≤ 〈x, yi〉Rn ∀i ∈ I
x, y ∈ {0, 1}n,
(6.1.3)
where I is a subset of {1, . . . , p} such that for all i ∈ I, yi ∈ {y ∈ {0, 1}n |Ay ≤ b} is known.
Problem (6.1.3) is a nonlinear integer programming problem. In its constraints, we have some
quadratic inequalities, namely 〈x, y〉Rn ≤ 〈x, yi〉Rn for all i ∈ I. We aim to relax these non-
linear constraints by linear constraints without introducing additional variables.
Let us have a look now at the polynomial constraint 〈x, y〉Rn − 〈x, yi〉Rn ≤ 0 with i ∈ I.
For fixed i ∈ I, we set hi(x, y) := 〈x, y〉Rn − 〈x, yi〉Rn (only yi is known). There are |I| of
those constraints hi(x, y) ≤ 0. This amounts to
hi(x, y) = x1y1 + . . .+ xnyn − x1yi1 − . . .− xnyin
=
n∑
j=1
xjyj −
n∑
j=1
xjy
i
j .
Let
∀j ∈ {1, . . . , 2n} : Xj :=
{
xj , if j ∈ {1, . . . , n}
yj−n, if j ∈ {n+ 1, . . . , 2n},
and Li := {l ∈ {n + 1, . . . , 2n} | yil−n = 1}. Then we rewrite hi(x, y) by changing its vari-
ables.
hi(x, y) = hi(X) = hi(X1, . . . , Xn, Xn+1, . . . , X2n)
=
n∑
j=1
XjXn+j −
∑
j∈Li
Xj−n
=
n∑
j=1
∏
l∈Sj
Xl −
∑
j∈Li
∏
l∈Sj
Xl,
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where
∀j ∈ {1, . . . , n} ∪ Li : Sj :=
{
{j, n+ j}, if j ∈ {1, . . . , n}
{j − n}, if j ∈ Li.
We set N+ := {1, . . . , n}, Ni := N+ ∪ Li, and define the mapping γi : Li → {j − n | j ∈ Li}
by γi(j) := j − n for all j ∈ Li.
For M ⊆ Ni, we set
SM :=
⋃
k∈M∩N+
Sk =
⋃
k∈M∩N+
{k, n+ k}
and
SMi := γi(M ∩ Li) = {γi(j) | j ∈M ∩ Li}.
We denote by Xj the complement of Xj ∈ {0, 1} w.r.t. the set {0, 1}, i.e., Xj = 1−Xj .
Let us define a notion which will help us to relax the nonlinear inequality into a linear one.
Definition 6.1.3. A set M ⊆ Ni is said to be a cover for the inequality hi(X) ≤ 0 if
|M | > |Li|.
A cover M is said to be minimal if no strict subset of it is a cover.
By observing that any cover M of hi contains at least one element of N+, we conclude that
the set SM is not empty.
With this definition and the sets defined above, we obtain the following lemma which is a
specialization of [45, Theorem 11.2] in the sense that all the coefficients of h here are unitary.
Lemma 6.1.4. If hi(X) ≤ 0 is satisfied, then∑
j∈SM
Xj +
∑
j∈SMi
Xj ≥ 1 (6.1.4)
for any cover M ⊆ Ni of hi.
The inequality (6.1.4) is named generalized covering inequality. Clearly, a minimal cover M
results in a generalized covering inequality with less variables than any other cover would
produce.
More compact linear inequalities than the generalized covering inequality are derived in [45].
Lemma 6.1.4 gives us a relaxation of (6.1.3) which is in turn a relaxation of problem (6.1.1).
Namely, we consider
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
s.t. Dx ≤ d
Ay ≤ b∑
j∈SMi Xj +
∑
j∈SMii
Xj ≥ 1 ∀i ∈ I
x, y ∈ {0, 1}n,
(6.1.5)
where M i is a cover of hi for all i ∈ I.
Problem (6.1.5) does not contain quadratic constraints anymore: it is a linear programming
problem with integer variables.
The inequalities
∑
j∈SMi Xj+
∑
j∈SMii
Xj ≥ 1 for all i ∈ I can be formulated as A′x+B′y ≤ d′
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where A′, B′ ∈ R|I|×n, and d′ ∈ R|I| are the corresponding matrices. Then the problem (6.1.5)
becomes
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
s.t. Dx ≤ d
Ay ≤ b
A′x+B′y ≤ d′
x, y ∈ {0, 1}n.
(6.1.6)
This is equivalent to
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
Ex+ Fy ≤ B
x, y ∈ {0, 1}n
(6.1.7)
with E :=
[
(D)>|O|(A′)>]>, F := [O|(A)>|(B′)>]>, B := [d>|b>|(d′)>]>.
The continuous relaxation of problem (6.1.7) denoted by (GCR) is:
min
x,y
〈d1, x〉Rn + 〈d2, y〉Rn
Ex+ Fy ≤ B
x, y ∈ [0, 1]n.
(GCR)
In the next proposition, we are going to show that every integer optimal solution of (GCR)
that is feasible for (6.1.1) is also optimal for this problem.
Proposition 6.1.5. [31] Let (x¯, y¯) be a global optimal solution of (GCR) which is integer.
If y¯ ∈ Ψ(x¯), then it is also a global optimal solution of problem (6.1.1).
6.2 An algorithm for solving the discrete linear bilevel problem
In this section, we want to describe an algorithm for solving problem (6.1.1). For that, we
solve the relaxation (GCR) first for some cover M (we will see in the example below how
to find such a cover). If the solution obtained is not integer, we can just delete it from the
feasible set of (GCR). To do this, we can use the following method where we suppose that
all components of P := [E|F ] are integer (this can be assumed since all the matrices are
supposed to have rational elements).
The problem (6.1.7) is restated as min{〈q, z〉R2n : Pz ≤ B, z ∈ {0, 1}2n}, where q = (d>1 , d>2 ),
z = (x, y), P = [E|F ] = (pij)(i,j)∈{1,...,k+s+|I|}×{1,...,2n}.
Let
Ri :=
z ∈ {0, 1}2n
∣∣∣∣∣∣
∑
j∈{1,...,2n}
pijzj ≤ Bi
 , (6.2.1)
i.e., Ri is the set of all z which satisfy the constraint i (Ri represents the solution set of the
0-1 knapsack constraint). Obviously,
⋂k+s+|I|
i=1 Ri is the feasible set of (6.1.7).
We set N := {1, ..., 2n}, Zi< := {k ∈ N | pik < 0}, and Zi≥ := {k ∈ N | pik ≥ 0}.
Adding −∑j∈Zi< pij at each side of the inequality in (6.2.1) leads to∑
j∈Zi<
pijzj +
∑
j∈Zi≥
pijzj −
∑
j∈Zi<
pij ≤ Bi −
∑
j∈Zi<
pij ,
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i.e., ∑
j∈N
|pij |ẑj ≤ Bi −
∑
j∈Zi<
pij , (6.2.2)
where
ẑj :=
{
zj if j ∈ Zi≥
1− zj if j ∈ Zi<.
Since both sides of (6.2.2) are positive, for every dependent set C w.r.t. (6.2.2),∑
j∈C
ẑj ≤ |C| − 1 (6.2.3)
is a valid inequality for Ri [78, Proposition 2.1 Section II.2.2]. Recall that a set C is dependent
w.r.t. (6.2.2) if
∑
j∈C |pij | > Bi −
∑
j∈Zi< pij .
Let z∗ = (x∗, y∗) ∈ [0, 1]2n be a solution of (GCR) which is not integer.
In order to find an inequality which is satisfied for all feasible solutions of (6.1.7) and not for
z∗, it suffices to look for a dependent set C ⊆ N satisfying ∑j∈C ẑ∗j > |C| − 1.
That is given by looking for t ∈ {0, 1}2n representing C, i.e.,
∀j ∈ {1, . . . , 2n} : tj =
{
1, if j ∈ C
0, otherwise
such that
{∑
j∈N (1− ẑ∗j )tj < 1,∑
j∈N |pij |tj > Bi −
∑
j∈Zi< pij .
(6.2.4)
The two previous inequalities lead to the desired valid inequality.
Therefore, let (x¯, y¯) be a global integer optimal solution of (GCR): If y¯ ∈ Ψ(x¯), then
we conclude that (x¯, y¯) is an optimal solution of (6.1.1). Otherwise, we must generate an
inequality separating (x¯, y¯) from the feasible set of (GCR). Actually, the type of inequality
which has to be added to problem (GCR) in order to assure finite convergence is 〈x, y〉Rn ≤
〈x, y˜〉Rn where y˜ is a feasible solution of the lower level problem. Since this valid inequality for
the feasible set of problem (6.1.1) will not necessary cut the point (x¯, y¯), it is required to add
an additional inequality which will cut off the point (x¯, y¯) from the feasible set of (GCR) (just
see the example below for better understanding). In order to generate such an inequality, the
following proposition from [40, Proposition 1] can be used.
Proposition 6.2.1. Let (x¯, y¯) ∈ {0, 1}2n be a basic feasible solution of the problem (GCR).
Let J be the set of indices such that the corresponding constraints are binding at (x¯, y¯), i.e.,
J = {i | e′ix¯+f
′
i y¯ = Bi}, where e
′
i, f
′
i and Bi
(
i ∈ {1, . . . , k+s+ |I|}) are rows of the matrices
E, F, and B, respectively. Then
pi1x+ pi2y ≤ pi0 − 1,
where pi1 :=
∑
j∈J e
′
j , pi2 :=
∑
j∈J f
′
j , and pi0 :=
∑
j∈J Bj is valid for every feasible solution
of (6.1.1).
Remark 6.2.2. 1. Every feasible solution of (6.1.7) is an extreme point of the feasible set
of (GCR) [78, Proposition 2.1 Section II.6.2].
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2. Every new extreme point generated by the cut from Proposition 6.2.1 cannot be feasible
for (6.1.1).
The second assertion is just a consequence of the first one.
In what follows, we present a depth-first search centered on the upper level variables. The
basic idea of the algorithm is to solve the linear problem (GCR) which is actually a relaxation
of (6.1.1). At each iteration, a check is made to see if the solution of (GCR) is feasible for
(6.1.1). If so, the corresponding point is a potential solution of (6.1.1), if not a branch and cut
scheme is used to examine all other combinations of the upper level variables. The algorithm
terminates when either all subproblems have been solved, are known to have solution that are
suboptimal, or are infeasible.
Before presenting the algorithm, we provide a structure for enumerating the upper level vari-
ables.
Let W := {1, . . . , n}. At the k-th level of the branch and cut tree, we define a subset of
indices Wk ⊆ W . We set S+k := {i ∈ Wk |xki = 1}, S−k := {i ∈ Wk |xki = 0}, Sok := W \Wk,
(GCR)k is the problem (GCR) in the k-th iteration.
Step 0: Set k = 0, S+k = ∅, S−k = ∅, Sok = {1, . . . , n}, Wk = ∅, F =∞, and (GCR)0=(GCR).
I is a fixed given set of lower level feasible points (I = ∅ is also possible).
Step 1: Set xj = 1 for j ∈ S+k , xj = 0 for j ∈ S−k . Solve the linear problem (GCR)k: If
it is infeasible, go to Step 5. If its solution is non-integer, cut this point by means of
(6.2.4) or use some valid inequalities described in [18] and solve (GCR)k until getting
an integer solution. Let (xk, yk) be its optimal solution.
Step 2: Solve the lower level problem with x = xk. Let ŷk be its optimal solution. Compute
F (xk, ŷk) and put F = min{F , F (xk, ŷk)}.
Step 3: If 〈yk − ŷk, xk〉Rn = 0, then go to Step 5, otherwise, choose io for which io /∈ S+k and
〈ykio − ŷkio , xkio〉Rn 6= 0. Set S+k+1 = S+k ∪ {io}, S−k+1 = S−k , Sok+1 = Sok\{io} and go to
Step 4.
Step 4: Generate, respectively, a generalized covering inequality of 〈x, y〉Rn ≤ 〈x, y˜〉Rn where
y˜ is a feasible solution of the lower level problem and an inequality violated by (xk, yk)
and valid for the other feasible points of problem (6.1.1) in problem (GCR)k using
Proposition 6.2.1. Then add the two above generated inequalities to the constraints of
(GCR)k, set k = k + 1 and go to Step 1.
Step 5: If no live node (i.e., node associated with a subproblem that has not been fully
explored yet) exists, go to Step 6. Else go back to the current node (the most recently
created live node) and call it j and call k′ the value of the counter where we have got the
last branching (for k′ = 0, set S−k′ = ∅). Branch on its complement by setting xkj = 0.
Set S+k+1 = S
+
k \{j}, S−k+1 = S−k′ ∪ {j}, Sok+1 = Sok ∪ {j} and go to Step 1.
Step 6: If F = ∞, no optimal solution for problem (6.1.1) exists, else the feasible point
associated with F is as an optimal solution.
Proposition 6.2.3. The algorithm will terminate at a global optimal solution of (6.1.1) in
a finite number of steps.
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The proof can be found in [31].
6.3 Illustration
The following examples illustrate the procedure of the algorithm.
Example 6.3.1. Let us have a look on this bilevel programming problem
min
x,y
5x1 + x2 − 7y1 + y2
s.t. x1 + x2 ≤ 1
x ∈ {0, 1}2
y ∈ Ψ(x) := Argmin
y
{〈x, y〉R2 : y ∈ {0, 1}2} .
(6.3.1)
The solution set mapping is given by
Ψ(x) =

Y if x = 0
{(0, 0), (0, 1)} if x1 = 1, x2 = 0
{(0, 0), (1, 0)} if x1 = 0, x2 = 1
{(0, 0)} if x1 = x2 = 1
.
Taking into account the upper level constraints, we get the point (0, 0, 1, 0) as global optimal
solution. Now, let us apply the algorithm.
For I = {(0, 0)}, the relax problem is
min
x,y
5x1 + x2 − 7y1 + y2
s.t. x1 + x2 ≤ 1
x1y1 + x2y2 ≤ 0
x, y ∈ {0, 1}2.
In the above problem, we have to relax the inequality x1y1 + x2y2 ≤ 0 into a linear one.
h(x, y) = x1y1 +x2y2 = h(X1, X2, X3, X4) = X1X3 +X2X4. Clearly, we see that S1 = {1, 3},
S2 = {2, 4}, and N+ = N1 = {1, 2}. Any subset M of N+ with |M | ≥ 1 is a cover of h. By
taking for exampleM = {2}, we get X2+X4 ≥ 1 i.e., x2+y2 ≤ 1 as covering linear inequality.
The algorithm starts by the initialization step and we see that the problem (GCR)0 is given
by
min
x,y
5x1 + x2 − 7y1 + y2
s.t. x1 + x2 ≤ 1
x2 + y2 ≤ 1
x, y ∈ [0, 1]2.
In Step 1, we solve (GCR)0 and obtain the integer solution (0, 0, 1, 0). Since for x = (0, 0),
the point (1, 0) solves the lower level problem, we update the value of F (Step 2) and head to
the Step 5. From the fact that no node has been created yet, we conclude from Step 6 that
the point (0, 0, 1, 0) is the optimal solution of the original problem. 
In this example, we want to draw the attention of the reader on the fact that although we can
simply relax the upper and lower variables of problem (6.3.1) and get (0, 0, 1, 0) as solution
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of the relaxed problem, it is not possible to apply that reasoning on bilevel problems of type
(6.1.1), see [70, Example 1].
Example 6.3.2. Consider the following discrete bilevel programming problem:
min
x,y
x1 + x3 − 3y1 + y2
s.t. x1 + x2 + x3 ≥ 3
x ∈ {0, 1}3
y ∈ Ψ(x) := Argmin
y
{〈x, y〉R3 : y1 + y3 ≤ 2, y ∈ {0, 1}3} .
Let us take I = {(1, 1, 1)} as starting point. After initializing the data at the Step 0, we
solve the problem (GCR)0 with the set I. Therefore, let us relax the nonlinear inequality
〈x, y〉R3 ≤ 〈x, y1〉R3 , y1 ∈ I into a linear inequality:
h1(x, y) := 〈x, y〉R3−〈x, y1〉R3 = x1y1+x2y2+x3y3−x1−x2−x3 = h1(X1, X2, X3, X4, X5, X6) =
X1X4 +X2X5 +X3X6 −X1 −X2 −X3.
Taking into account the setting in Section 6.1, we have N+ = {1, 2, 3}, L1 = {4, 5, 6},
N1 = {1, 2, 3, 4, 5, 6}, S1 = {1, 4}, S2 = {2, 5}, S3 = {3, 6}, S4 = {1}, S5 = {2}, S6 = {3}, and
the mapping
γ1 : {4, 5, 6} → {1, 2, 3}
is defined by γ1(4) = 1, γ1(5) = 2, and γ1(6) = 3.
M ⊆ N1 is a cover of h1(X) ≤ 0 if |M | > |L1|. This implies that M = {1, 2, 3, 4} is a cover
of h1(X) ≤ 0.
SM =
⋃
k∈M∩N+ Sk = S1 ∪ S2 ∪ S3 = {1, 2, 3, 4, 5, 6} and SM1 = γ1(M ∩ L1) = {1}.
This leads to the inequality X1 +X2 +X3 +X4 +X5 +X6 +X1 ≥ 1, i.e., −X2−X3−X4−
X5 −X6 ≥ −5, or x2 + x3 + y1 + y2 + y3 ≤ 5.
Now solve the following linear programming problem:
min
x,y
x1 + x3 − 3y1 + y2
s.t. x1 + x2 + x3 ≥ 3
x2 + x3 + y1 + y2 + y3 ≤ 5
y1 + y3 ≤ 2
x, y ∈ [0, 1]3.
(GCR0)
The optimal solution is (1, 1, 1, 1, 0, 0) but (1, 0, 0) /∈ Ψ(1, 1, 1) = {(0, 0, 0)} and F = 2.
At Step 3, S+1 = {1} i.e., x1 = 1, S−1 = ∅, So1 = {2, 3} and at Step 4 we generate the
generalized covering inequality of 〈x, y〉R3 ≤ 〈x, y2〉R3 with y2 = (1, 0, 0) and the cut. Before,
we have to relax the previous nonlinear inequality into a linear inequality:
h2(x, y) := 〈x, y〉R3 − 〈x, y2〉R3 = x1y1 + x2y2 + x3y3 − x1 = h2(X1, X2, X3, X4) = X1X4 +
X2X5 +X3X6 −X1.
Once more, w.r.t. the setting in Section 6.1, we have N2 = {1, 2, 3, 4},
N+ = {1, 2, 3}, L2 = {4}, S1 = {1, 4}, S2 = {2, 5}, S3 = {3, 6}, S4 = {1} and
γ2 : {4} → {1}.
M = {1, 4} is a cover of h2(X) ≤ 0.
SM =
⋃
k∈M∩N+ Sk = {1, 4} and SM2 = γ2(M ∩ L2) = {1}. That leads to the inequality
X1 +X4 +X1 ≥ 1 i.e., y1 ≤ 1.
With x1 = 1, the optimal solution is still (1, 1, 1, 1, 0, 0). That is why we have to generate
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Fig. 6.1: Branch and cut tree
an inequality which is violated by (1, 1, 1, 1, 0, 0) and valid for the other feasible points of the
original problem.
We just apply Proposition 6.2.1 and add −y2 + y1− y3 ≤ 0 in the above problem and at Step
1 of the second iteration we solve the following problem:
min
x,y
x1 + x3 − 3y1 + y2
s.t. x1 + x2 + x3 ≥ 3
x2 + x3 + y1 + y2 + y3 ≤ 5
y1 + y3 ≤ 2
−y2 + y1 − y3 ≤ 0
x, y ∈ [0, 1]3.
(GCR1)
We get (1, 1, 1, 1, 0, 1) as solution with (1, 0, 1) /∈ Ψ(1, 1, 1).
At Step 3, we have S+2 = {1, 2} i.e., x1 = 1, x2 = 1, S−1 = ∅, So1 = {2}.
We can take x1 +y1 +y3 ≤ 3 as the generalized covering inequality of 〈x, y〉R3 ≤ 〈x, y3〉R3 with
y3 = (1, 0, 1). Then after summing up all the inequalities which are binding at (1, 1, 1, 1, 0, 1),
we get the following cut: x1+3y1−y2+3y3 ≤ 6 with x2 = 1 = x1. We solve the problem at the
first Step of the third iteration and get (1, 1, 1, 1, 1, 1) as the integer solution. The next cut we
add is given by: 2x1 +x2 +x3 +7y1 +y2 +7y3 ≤ 18 and the solution is (1, 1, 1, 1, 1, 0) /∈ gphΨ.
The generalized covering inequality of 〈x, y〉R3 ≤ 〈x, y5〉R3 with y5 = (1, 1, 0) is not necessary,
it is already included in the constraints of (GCR)5 and the cut is given by y1 + y2 − y3 ≤ 1
and the solution we get is (1, 1, 1, 0, 0, 0) ∈ gphΨ.
Updating the sets at Step 5 gives S+5 = {1, 2}, S−5 = {3} i.e., x1 = 1, x2 = 1, x3 = 0,
So5 = {2} but the corresponding problem is infeasible. The same holds true at the sixth and
seventh iteration.
The optimal solution is then given by (1, 1, 1, 0, 0, 0). The branch and cut tree is shown in
Fig 6.1. 
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7 Conclusion and final comments
Mixed integer bilevel programming problems arise in a number of real-life applications and
represent a relatively modern topic. These problems are known to be notoriously difficult.
This thesis offered a self-contained investigation to the related field. Indeed, we have pro-
posed in the first part of this dissertation a theoretical part, where the structure, conditions
of existence, and optimality conditions of a bilevel programming problems with discrete lower
level variables have been discussed. We have seen that the properties in the continuous case
can often not be guaranteed for mixed-discrete bilevel optimization problems. This could be
a reason for the small number of references on those class of problems particularly w.r.t the
optimality conditions.
We developed two approaches to derive necessary optimality conditions for problem (3.0.1)
by means of the optimal value and the KKT reformulation. They both use some results of
variational analysis to derive stationarity conditions for problem (3.0.1) which so far have not
been extensively investigated. Through Remark 3.2.3, we note how important it is to have a
linear objective function and a polyhedral set in the lower level problem of (3.0.1) when using
the first approach (see Chapter 3). A complete development of this approach will be done in
the future.
The second approach in Chapter 4 derives on the one hand, optimality conditions with and
without any hypothesis on convexity by using the optimal value reformulation and on the
other hand, Mordukhovich and strong stationarity conditions via the KKT reformulation of
the mixed integer bilevel programming after illustrating the interrelation between SDP and
integer programming.
As we can remark, the optimality conditions for problem (3.0.1) in the two previous cases
have been obtained after transforming the original problem into a continuous one where we
used some constraint qualifications. One idea which seems interesting is to be able to speak
about optimality conditions of (3.0.1) without the need of a CQ. The underlying idea is that
constraint qualifications do not make sense in discrete optimization. Such idea has been al-
ready developed in [9, 41] in the single level optimization.
In the second half of the thesis, we proposed three approaches for solving mixed integer bilevel
programming problems; at first, when the upper level variables are continuous and the lower
level variables are discrete, and then, when all the variables are integer. All these approaches
use the optimal value reformulation in order to replace the original problem by a single
level program. This led to algorithms providing global solutions of the bilevel programming
problem.
The case of a bilevel programming problem with only discrete lower level variables is discussed
in Chapter 5 in terms of algorithmic approaches. In order to establish some conditions of
existence, a surrogate problem has been constructed using tools of semidefinite programming.
The relation w.r.t. global and local solutions between the two problems has been investigated.
We suggested an algorithm for solving the original problem and saw that the assumption to get
equivalence on the local solution cannot be weakened. It has to be mentioned that the results
used to get the surrogate problem are mainly based on the fact that the leading coefficient
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of each polynomial gj(x, ·) j = 1, . . . , l does not vanish. A possible research is to be able to
get such a substitute problem in the case where the degree of one of these polynomials is not
constant.
In the same context, the algorithm presented in Chapter 6 cannot simply be transferred when
the lower level feasible set depends on x, the main problem relies on the fact that in the
inequality 〈x, y〉Rn ≤ 〈x, y¯〉Rn , y¯ is a lower feasible point which is a function of the parameter
x. Exploring such direction in the future is a nearby topic of research.
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