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Dissipation-driven quantum state engineering uses the environment to steer the state of quantum
systems and preserve quantum coherence in the steady state. We show that modulating the damping
rate of a microwave resonator generates a vacuum squeezed state of arbitrary squeezing strength,
thereby constituting a mechanism allowing perfect squeezing. Given the recent experimental real-
izations in circuit QED of a microwave resonator with a tunable damping rate [Yin et al., Phys.
Rev. Lett. 110, 107001 (2013)], superconducting circuits are an ideal playground to implement this
technique. By dispersively coupling a qubit to the microwave resonator, it is possible to obtain
qubit-state dependent squeezing.
PACS numbers: 42.50.Dv, 03.65.Yz, 03.67.Lx.
Introduction – The environment surrounding a quan-
tum system induces decoherence and destroys quantum
correlations. Quantum state engineering and manipula-
tion is then limited by the coherence lifetime of the sys-
tem. Surprisingly, if the coupling to the environment is
controlled, it can be used as a resource to steer the system
to a desired, fully coherent, quantum state. For example,
it has been theoretically shown that this type of quan-
tum bath engineering can be used for universal quan-
tum computation [1, 2] and to create robust quantum
memories [3]. Possible realizations of quantum bath en-
gineering have also been theoretically explored in the con-
text of optical cavities [4, 5], optomechanical systems [6],
and circuit quantum electrodynamics (QED) [7, 8]. Ex-
perimentally, dissipation-driven steady state entangle-
ment has been obtained with atomic clouds [9], trapped
ions [10], and superconducting circuits [11]. The prepara-
tion via damping of arbitrary superpositions in the state
of a superconducting qubit has also been realized [12].
Because of the improved measurement sensitivity that
they provide, squeezed states are particularly interesting
quantum states to stabilize [13]. In the optical domain,
the standard approach to prepare such states is to pump
a cavity containing a Kerr medium at twice the cavity
frequency [14]. With this coherent approach, the vari-
ance of the intracavity squeezed quadrature is however
at most reduced by a factor of 2. This is the well known
3 dB limit for squeezing [15]. Moreover the product of
the variance of the two quadratures is larger than the
Heisenberg limit; that is, the squeezing is not ideal.
Motivated by a recent experiment in the field of circuit
QED [16], we study the effect of periodically modulating
the coupling between a microwave resonator and its en-
vironment, and we show that dissipation-driven squeez-
ing can go beyond the limits encountered with the co-
herent generation of squeezed states. Indeed, we show
that when the coupling strength of a microwave res-
onator to its environment is modulated at twice the res-
onator frequency ωr, the intra-resonator field can be ide-
ally squeezed. The squeezed quadrature is arbitrarily
reduced down to zero, beating the standard 3 dB limit
and allowing perfect squeezing. The degree and axis of
squeezing are controlled by the modulation amplitude
and phase. With a qubit dispersively coupled to the res-
onator, we show that it is possible to obtain qubit-state
dependent squeezing and discuss implications for qubit
readout. Preparation of squeezed states by dissipation
has also been explored theoretically with atomic ensem-
bles to generate spin squeezing [17], in optomechanics to
obtain two-mode mechanical squeezing [18], using back-
action evading measurement with stroboscopic observa-
tions [19] and with multichromatic excitations of trapped
ions [20] or nano-mechanical resonators [21].
In cavity QED, modulating the damping rate would
correspond to changing the transparency of the mirrors
forming the cavity. The equivalent control with mi-
crowave resonators has already been reported in Ref. [16].
In that experiment, the damping rate κ of a λ/4 resonator
is controlled using an external magnetic flux coupled to
a variable inductance which is itself based on a SQUID
loop [22]. Using this approach, the damping rate was
abruptly changed from zero to a rate 1000 times the in-
trinsic resonator κ in a few nanoseconds. Here, we pro-
pose to modulate damping at a frequency 2ωr for which
there is enough bandwidth. The fact that it should be
possible to produce squeezed microwave light by period-
ically pumping a SQUID coupled to a resonator is cer-
tainly not surprising and has already been experimentally
reported numerous times [23–25]. As we argue below, the
present approach however represents a distinct squeezing
mechanism. Before moving to a more complete descrip-
tion, it is useful to have an intuitive picture for this phe-
nomenon in the classical regime. Indeed, by modulating
the damping at twice the mode frequency, the amplitude
of one of the quadratures is in phase with the modula-
tion while the other is out of phase. As a result, only
the former easily leaks out of the resonator and the light
field is squashed.
Squeezing by dissipation – To describe squeezing by dis-
sipation in the quantum regime, we obtain a master equa-
tion for the damping modulated resonator essentially fol-
lowing the standard Born-Markov approach [14]. The en-
vironment is modeled by an infinite number of harmonic
oscillators, which we take to be at zero temperature for
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2simplicity. The resonator of frequency ωr is described by
the creation operator aˆ†, while fˆ†(ω) creates an excita-
tion of frequency ω in the environment. The interaction
between the resonator and the environment is charac-
terized by the coupling constant u(ω) and the bosonic
density d(ω). This interaction is time-modulated with
the general Fourier expansion
λ(t) =
∑
n
λn e
iωnt. (1)
As discussed in more detail in the Appendix A, such a
dynamical coupling to the environment is described by
the Hamiltonian
Hint = {[1 + λ∗(t)]Fˆ † + [1 + λ(t)]Fˆ}(aˆ† + aˆ), (2)
where Fˆ † ≡ ∫∞
0
dω
√
d(ω)u∗(ω)fˆ†(ω). Tracing over
the environmental degrees of freedom using the stan-
dard approximations (see Appendix A), we find that
the system is described by the master equation (ME)
ρ˙ = −i[ωraˆ†aˆ, ρ] + Lρ, where the Lindbladian L· is com-
posed of ordinary dissipators D[aˆ]· = aˆ · aˆ† − 12{aˆ†aˆ, ·}
and, interestingly, of squeezing superoperators
S[aˆ]· = aˆ · aˆ− 12{aˆ2, ·}. (3)
Without external modulation, the squeezing superop-
erator averages out and can be eliminated using the ro-
tating wave approximation while deriving the ME. The
modulation of the coupling at twice the resonator fre-
quency activates the effect of S·. This can be easily un-
derstood from Eq. (3) since, in the interaction picture,
aˆ2 rotates at 2ωr. More precisely, S· is relevant in the
ME if in the interaction picture its terms oscillate slower
than the prefactor of S· itself. In practice, we thus re-
quire that |ωn− 2ωr| . κ, with κ the resonator damping
without modulations. In this situation, the Lindbladian
reads (see Appendix A)
L = κD[aˆ]+ |λ(t)|2κD[aˆ†]+λ(t)κS[aˆ]+λ∗(t)κS[aˆ†]. (4)
It is worth noting that this squeezing mechanism is
not simply related to the standard degenerate parametric
amplifier Hamiltonian used to generate squeezing based
on a coherent process. Indeed, defining ρ′ = S†ρS,
with S = exp{(ξ∗aˆ2 − ξaˆ†2)/2} the squeezing operator,
yields a ME corresponding to a linear oscillator damped
at a renormalized rate Γ by a zero-temperature bath:
ρ˙′ = −i[ωraˆ†aˆ, ρ′] + ΓD[aˆ]ρ′ (see Appendix B). Back
in the laboratory frame, the ground state of this equa-
tion corresponds to a vacuum squeezed state, illustrating
clearly the role of damping. We also note that modulat-
ing the resonator frequency at twice its bare frequency
ωr would also activate terms of the form S· in the ME
(see Appendix D). For the realization of Ref. [16], such
a modulation is present but with a very small relative
amplitude δωr/ωr ∼ 0.2 %, and this contribution can
be safely neglected. Terms of the form S· would also
be present if the cavity were subjected to broadband
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FIG. 1. (Color online) Squeezed quadrature ∆X2 (full and
dotted lines) and timescale (Γ/κ)−1 (dashed line) as a func-
tion of the damping modulation amplitude δκ. When the
environmental contribution at 3ωr is eliminated (red line),
as the modulation amplitude increases the squeezed quadra-
ture is reduced and the timescale to reach the steady state
increases. The effect of the bath spectrum at 3ωr is to limit
the minimal squeezing (dotted lines; κ(3ωr)/κc = 0.1 for the
leftmost and 0.01 for the rightmost). The insets show the
Wigner function of the cavity field for δκ/κ =0.25 (i), 0.5 (ii),
and 0.75 (iii).
squeezed noise [14]. Finally, and as discussed in more
detail in the Appendix A, we point out that the Lind-
bladian of Eq. (4) is obtained after eliminating the den-
sity of the environmental modes at the frequency 3ωr.
This can be efficiently achieved using a Purcell filter [26].
As discussed below, without this additional filtering, the
squeezing that can be obtained is degraded (but not elim-
inated). Nonradiative damping will also lead to non-ideal
squeezing. In practice this will be a small correction for
overcoupled resonators.
Monochromatic modulation – The generation of
squeezing by damping is most efficient for a monochro-
matic modulation at ωm = 2ωr corresponding to λ(t) =
λ1e
2iωrt. In the interaction picture, the Lindbladian
Eq. (4) then becomes
L = Γ{(n¯+ 1)D[aˆ] + n¯D[aˆ†] +mS[aˆ] +m∗S[aˆ†]} , (5)
where we have defined the modulation amplitude δκ, the
rate Γ, the effective thermal number n¯, and the parame-
ter m as
δκ = |λ1|2κ, Γ = κ− δκ, n¯ = δκ/Γ, m = λ1κ/Γ.
(6)
Under Eq. (4), a Gaussian state remains Gaussian and
is completely specified by the two moments
〈aˆ†aˆ〉(t) = [1− e−Γt]n¯, (7a)
〈aˆ2〉(t) = −[1− e−Γt]m∗, (7b)
and 〈aˆ〉 = 0 without driving. The steady state is reached
at the reduced rate Γ < κ. The internal resonator state
is then in the vacuum squeezed state |ξ = reiθ〉, where
the squeezing parameter ξ is fixed by the modulation
3amplitude and phase: r = arctanh|λ1| and θ = − arg λ1.
The variance of the two internal mode quadratures Xˆ =
aˆ†eiθ/2 + aˆe−iθ/2 and Yˆ = iaˆ†eiθ/2 − iaˆe−iθ/2 is
∆X2 =
1− |λ1|
1 + |λ1| , ∆Y
2 =
1 + |λ1|
1− |λ1| , (8)
showing that the resonator state is ideally squeezed with
∆X2∆Y 2 = 1. The width of the squeezed quadrature
is reduced by increasing the modulation amplitude and
vanishes for |λ1| approaching unity. This is illustrated
in Fig. 1, where the variance ∆X2 is plotted as a func-
tion of the relative modulation amplitude δκ/κ (full red
line). The black dotted lines correspond to the result in
the absence of a Purcell filter (see the caption), while
the green dashed line shows the relevant timescale 1/Γ
for squeezing. While the latter diverges with increasing
modulation amplitude, it is possible to beat the 3 dB
limit of squeezing at δκ ∼ 0.1κ with only a slightly re-
duced rate Γ ∼ 0.9κ.
Following input-output theory [27], a calculation of the
resonator output field is presented in the Appendix B.
There, we show that while the modulation is active, the
relation between the input and output fields is simply a
frequency dependent phase shift ϕ(ω) = 2 arctan[2(ω −
ωr)/Γ]. This is the result obtained for an empty cavity
of damping rate Γ. However, once the resonator is in the
vacuum squeezed state and the modulation is stopped,
the resonator is coupled to an environment at zero tem-
perature. The squeezed state then leaks out of the res-
onator at the original rate κ and can be measured by
homodyne detection.
Qubit state-dependent squeezing – As a natural exten-
sion of this squeezing mechanism, we now consider dis-
persively coupling a qubit to the damping modulated res-
onator. In addition to producing interesting states of
light, this could be used to improve qubit readout in cir-
cuit QED. A catch and release protocol for qubit readout
based on the setup of Ref. [16] was already theoretically
studied by Sete and co-authors [28].
In the dispersive regime, where the qubit-resonator de-
tuning is much larger than their coupling strength, the
qubit-resonator interaction is well approximated by the
Hamiltonian Hdisp = χσˆzaˆ
†aˆ, where σz is the Pauli ma-
trix in the qubit computational basis {|0〉, |1〉} and χ is
the dispersive coupling [29]. Here, we focus on the strong
dispersive regime where χ > κ [30]. Without damping
modulation, the state of the qubit can be measured by
driving the resonator such as to displace the resonator
field if, for example, the qubit is in state |1〉 leaving the
resonator in the vacuum state if the qubit is in state |0〉.
This is realized by a coherent tone of amplitude  and
frequency ωd = ωr + χ driving the resonator. Increas-
ing the drive amplitude helps in further separating the
two qubit-state dependent field states thereby improving
the measurement fidelity. In practice, from ∼ 1 to 30
measurement photons are typically used [25].
To help in further distinguishing the two field states,
we propose to modulate the resonator damping such as to
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FIG. 2. (Color online) Measurement error as a function of
the modulation amplitude for λ(t) =
√
δκ e2i(ωr+χ)t. A drive
is displacing the field for the state |1〉 by three (top), ten
(middle), twenty (bottom) photons. The cavity pull is χ =
10κ. The dashed line is the error without modulation. For
a displacement of ten photons, the error is minimal at δκ =
0.13κ and reduced by a factor of 3.1. The right panels are
the Wigner functions for the minimal error δκ/κ = 0.13 (i)
and for the maximal error δκ/κ = 0.9 (ii) as indicated by the
arrows.
produce a squeezed state conditional on the state of the
qubit. As before, in the presence of modulation and of the
coherent drive, the cavity field is displaced to 〈aˆ〉1 = 2/Γ
if the qubit is in the excited state. It otherwise remains in
the vacuum state, 〈aˆ〉0 = 0. Unless otherwise mentioned,
in all numerical calculations we adjust  such as to have
|〈aˆ〉1|2 = 10 photons in the resonator. This adjustment
depends on the modulation amplitude δκ via the effec-
tive rate Γ. To squeeze the field state corresponding to
the qubit state |1〉, damping is now modulated at the fre-
quency ωm = 2(ωr+χ) corresponding to twice the pulled
cavity frequency for the qubit in state |1〉, ω1r = ωr + χ.
This modulation generates n¯ thermal photons irrespec-
tive of the qubit state and squeezes the field correspond-
ing to state |1〉 to 〈aˆ2〉1 = −λ∗1κ/Γ. On the other hand, if
the qubit is in state |0〉, the cavity frequency is pulled to
ω0r = ωr − χ. Since |ωm − 2ω0r | = 4|χ| > κ in the strong
dispersive limit, squeezing is negligible. As a result, while
the field associated with |1〉 is squeezed, the field associ-
ated with |0〉 goes to a thermal state characterized by n¯
thermal photons.
The effect of the drive and the modulation on the res-
onator’s Wigner functions is presented in Fig. 2. As
the modulation amplitude δκ is increased, the field as-
sociated with |1〉 is getting more squeezed along the
real axis while the resonator state corresponding to |0〉
spreads in all directions. If the goal is to improve
qubit readout, there is an optimal value of the mod-
ulation amplitude where the overlap between the two
Wigner functions is minimal. To quantify the state dis-
crimination, we compute the measurement error E =
1
2
∫
dxMin[P0(x), P1(x)] [28]. In this expression, Pi is the
marginal of the Wigner function corresponding to |i〉 and
integrated along the imaginary axis (see Appendix E). As
seen in Fig. 2, the minimal measurement error is obtained
4for a relatively small modulation amplitude δκ = 0.13κ.
At this point, the error is reduced by a factor of 3 with
respect to the error obtained without modulation and for
the same field displacement. Because of the small mod-
ulation amplitude, the squeezing rate is a large fraction
of the bare cavity decay rate with Γ = 0.87κ. These an-
alytical results based on the dispersive Hamiltonian are
in agreement with numerical simulations using the full
Jaynes-Cummings coupling.
Bichromatic modulation – Interestingly, it is possible
to simultaneously squeeze the two field states correspond-
ing to the two qubit states by applying a modulation
oscillating at the qubit-state-dependent pulled resonator
frequencies:
λ(t) = λ0e
2i(ωr−χ)t + λ1e2i(ωr+χ)t. (9)
As illustrated in Fig. 3b), in this situation after a tran-
sient regime the squeezing parameters corresponding to
the two field states oscillate at the frequency difference
4χ between the two modulations (see Appendix C). In a
frame rotating at ωr +χ and for χ κ, the steady state
is well approximated by 〈aˆ†aˆ〉0,1 = δκ/Γ and
〈aˆ2〉0 ' −m∗0e4iχt, 〈aˆ2〉1 ' −m∗1, (10)
where now δκ = (|λ0|2 + |λ1|2)κ, m0,1 = λ0,1κ/Γ, and
again Γ = κ − δκ. The effect of the modulation is max-
imal for λ0 = λ1 ≡ λ/
√
2. The resonator is in a ther-
mal squeezed state [31] with quadratures ∆X2∆Y 2 =
(1 + λ2 +
√
2λ)/(1 + λ2 −√2λ). Squeezing is not ideal,
∆X2∆Y 2 = (κ2 + δκ2)/Γ2, and limited by ∆X2 ≥ 1/√2
obtained at δκ/κ = 3 − 2√2. This is due to the fact
that both modulation frequencies contribute to the ther-
mal photon number n¯, but only the resonant modulation
contributes to squeeze a particular field state.
With a drive of amplitude  and frequency ωd = ωr +
χ, the error oscillates in time at the frequency 4χ and
reaches the minimal value
Emin =
1
2
− 1
2
erf
 2√
2Γ(κ+ δκ−√2κδκ)
 . (11)
This expression is plotted in Fig. 3a). The error is de-
creased by a factor of 9 with respect to the result without
modulation and the same field displacement. The mini-
mal error is obtained when the variance of each state is
minimal. Experimentally, at the price of losing measure-
ment photons, a stroboscopic observation following the
4χ-periodic evolution of the quadrature is required.
Conclusion – We have shown that modulating the
damping rate of a resonator at twice its natural frequency
creates a vacuum squeezed state. This approach does
not require an optical non-linearity and has no limita-
tion on the squeezed quadrature for the intra-resonator
field. This could be realized with existing circuit QED se-
tups. Moreover, by coupling a qubit to the resonator, it is
possible to obtain qubit state-dependent squeezing. This
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FIG. 3. (Color online) (a) Measurement error as a function
of the modulation amplitude for λ(t) =
√
δκ/2 [e2i(ωr+χ)t +
e2i(ωr−χ)t] at the optimal time. A drive is displacing the field
for the state |1〉 by three (top), ten (middle), twenty (bottom)
photons. The cavity pull is χ = 10κ. The dashed line is the
error without modulation. For a displacement of ten photons,
the error is minimal at δκ = 0.17κ and reduced by a factor of
9.3. (b) Representation of the time evolution of the Wigner
functions. In the rotating frame of the qubit state |1〉, the
Wigner function of the resonator with the qubit in state |0〉
oscillates at the frequency 4χ.
could be used to improve the qubit readout fidelity with
only a modest modulation amplitude. Quantum bath en-
gineering with a dynamical damping is thus a powerful
resource for the generation of non-classical states of light.
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Appendix A: Derivation of the Lindbladian
We consider a single mode of a linear resonator de-
scribed by the Hamiltonian HS = ωraˆ
†aˆ. The system is
linearly coupled to a bath at zero temperature. The envi-
ronment is described by the creation operator fˆ†(ω) and
characterized by the density of states d(ω) and the cou-
pling strength u(ω). We assume that the system–bath
coupling u(ω) is modulated in time. It is convenient to
represent this by writing
Λ(t) = 1 + λ(t), (A1)
with the Fourier decomposition λ(t) =
∑
n λn e
iωnt nor-
malized such that the constant term n = 0 is zero. The
5system-bath Hamiltonian reads
Hint =
∫ ∞
0
dω
√
d(ω)
[
u∗(ω)Λ∗(t)fˆ†(ω)
+u(ω)Λ(t)fˆ(ω)
] [
aˆ† + aˆ
]
≡
[
Λ∗(t)Fˆ † + Λ(t)Fˆ
] [
aˆ† + aˆ
]
, (A2)
and the bath Hamiltonian is
HB =
∫ ∞
0
dω ω fˆ†(ω)fˆ(ω). (A3)
The first term on the right-hand-side of Eq. (A1) leads to
the standard decay of the resonator field at a rate which
we will denote κ.
We use here the usual Born-Markov approximations to
derive a master equation for the reduced resonator state
ρ(t) = TrBρtot(t) after having traced out the environ-
mental degrees of freedom [14]. As usual, we first move
to the interaction picture where the interaction Hamilto-
nian reads
H˜ =
[
Λ∗(t) ˆ˜F †(t) + Λ(t) ˆ˜F (t)
] [
aˆ† eiωrt + aˆ e−iωrt
]
,
(A4)
with ˆ˜F = Fˆ e−iωt. In this frame, the dynamics of ρ(t) is
described by the equation
˙˜ρ(t) = TrB
{∫ t
0
dt′
(
H˜(t)ρtot(t
′)H˜(t′)
−H˜(t)H˜(t′)ρtot(t′)
)}
+ H.c. (A5)
Assuming that the system-environment state is initially
factorized and that the coupling to the environment is
weak, we write ρtot(t
′) = ρ(t′) ⊗ ρB(0) in the above ex-
pression. Having taken the environment to be at zero
temperature, only the terms of the form Fˆ †ρtotFˆ and
Fˆ Fˆ †ρtot survive and we arrive at
˙˜ρ(t) =
∫ t
0
dt′ Λ∗(t)Λ(t′) 〈 ˆ˜F (t′) ˆ˜F †(t)〉B
(
aˆ† eiωrt + aˆ e−iωrt
)
× ρ˜
(
aˆ† eiωrt
′
+ aˆ e−iωrt
′)
−
∫ t
0
dt′ Λ∗(t′)Λ(t) 〈 ˆ˜F (t) ˆ˜F †(t′)〉B
(
aˆ† eiωrt + aˆ e−iωrt
)
×
(
aˆ† eiωrt
′
+ aˆ e−iωrt
′)
ρ˜ + H.c. (A6)
Given that 〈fˆ(ω)fˆ†(ω′)〉B = δ(ω − ω′), we have
〈 ˆ˜F (t) ˆ˜F †(t′)〉B =
∫ ∞
0
dω e−iω(t−t
′)κ(ω) where κ(ω) ∝
d(ω)|u(ω)|2 such that
˙˜ρ(t) =
∑
n,m
Λ∗nΛm e
i(ωm−ωn)t
∫ t
0
dτ
∫ ∞
0
dω
×
{
κ(ω) e i(ω−ωm)τ
(
aˆ† eiωrt + aˆ e−iωrt
)
× ρ˜
(
aˆ† eiωr(t−τ) + aˆ e−iωr(t−τ)
)
−κ(ω) e−i(ω−ωn)τ (aˆ† eiωrt + aˆ e−iωrt)
×
(
aˆ† eiωr(t−τ) + aˆ e−iωr(t−τ)
)
ρ˜
}
+ H.c. (A7)
where τ = t − t′ and we set Λn 6=0 = λn and Λ0 = 1.
At long times t→∞ and neglecting principal parts, the
dynamics is finally given by
˙˜ρ(t) =
1
2
∑
n,m
Λ∗nΛm e
i(ωm−ωn)t
×
{
κ(ωn + ωr)
[
aˆρ˜aˆ† − aˆ†aˆρ˜+ (aˆρ˜aˆ− aˆaˆρ˜) e−2iωrt]
+κ(ωn − ωr)
[
aˆ†ρ˜aˆ− aˆaˆ†ρ˜+ (aˆ†ρ˜aˆ† − aˆ†aˆ†ρ˜) e2iωrt] }
+H.c. (A8)
Moving back to the laboratory frame, we then find
ρ˙(t) =− i[ωraˆ†aˆ, ρ] + 1
2
∑
n,m
Λ∗nΛme
i(ωm−ωn)t
×
{
[κ(ωm + ωr) + κ(ωn + ωr)]aˆρaˆ
†
− κ(ωn + ωr)aˆ†aˆρ− κ(ωm + ωr)ρaˆ†aˆ
+[κ(ωm − ωr) + κ(ωn − ωr)]aˆ†ρaˆ
− κ(ωn − ωr)aˆaˆ†ρ− κ(ωm − ωr)ρaˆaˆ†
+[κ(ωm − ωr) + κ(ωn + ωr)]aˆρaˆ
− κ(ωn + ωr)aˆaˆρ− κ(ωm − ωr)ρaˆaˆ
+[κ(ωm + ωr) + κ(ωn − ωr)]aˆ†ρaˆ†
− κ(ωn − ωr)aˆ†aˆ†ρ− κ(ωm + ωr)ρaˆ†aˆ†
}
. (A9)
As discussed in the main text, the terms proportional
to aˆ2 and aˆ†2 can be dropped by invoking the rotating-
wave approximation unless the modulation cancels their
time dependence. This occurs for a modulation at 2ωr.
Therefore, assuming that ωn ∼ 2ωr and taking into ac-
count that κ(ω < 0) = 0 since the bath is at zero temper-
ature, we find that the resonator master equation takes
the form ρ˙ = −i[ωraˆ†aˆ, ρ] + Lρ, where the Lindbladian
L· is
L = (1 + β|λ(t)|2)κD[aˆ] + |λ(t)|2κD[aˆ†]
+ λ(t)κS[aˆ] + λ∗(t)κS[aˆ†], (A10)
where κ = κ(ωr) ' κ(ωn − ωr), β = κ(3ωr)/κ, and
D[aˆ]· = aˆ · aˆ† − 12{aˆ†aˆ, ·}, (A11)
S[aˆ]· = aˆ · aˆ− 12{aˆ2, ·}. (A12)
6The corresponding squeezed quadrature is minimal at
δκ = κ/(1 +
√
β)2 and equal to
√
β/(1 +
√
β). If we as-
sume that the resonator’s environment is ohmic, β = 3.
This contribution can be eliminated with a Purcell fil-
ter [26].
Appendix B: Monochromatic modulation
We focus here on the situation where the modulation
is monochromatic with λ(t) = λ1e
2iωrt.
1. Squeezing transformation
As discussed in the main text, the above Lindbladian
does not map back to the standard degenerate parametric
amplifier. This can be verified by applying a squeezing
transformation on the Lindbladian. As will be clear be-
low, this also illustrates how damping is responsible for
squeezing.
We start with the master equation derived in the pre-
vious section, which in the presence of a monochromatic
modulation and in the laboratory frame reads
ρ˙ = −i[ωraˆ†aˆ, ρ] + κD[aˆ]ρ+ |λ1|2κD[aˆ†]ρ
+ λ1e
2iωrtκS[aˆ]ρ+ λ∗1e−2iωrtκS[aˆ†]ρ. (B1)
Moving to the interaction picture we therefore have
˙˜ρ = κD[aˆ]ρ˜+ |λ1|2κD[aˆ†]ρ˜+ λ1κS[aˆ]ρ˜
+ λ∗1κS[aˆ†]ρ˜.
(B2)
We now go to a squeezed frame by defining ρ˜′ = S†ρ˜S,
where
S = exp
{
1
2
ξ∗aˆ2 − 1
2
ξaˆ†2
}
, (B3)
is the squeezing operator [14] and where we take ξ = reiθ.
The master equation for ρ˜′ reads
˙˜ρ′ = κD[S†aˆS]ρ˜′ + |λ1|2κD[S†aˆ†S]ρ˜′
+ λ1κS[S†aˆS]ρ˜′ + λ∗1κS[S†aˆ†S]ρ˜′. (B4)
Using S†aˆS = cosh r aˆ− e−iθ sinh r aˆ†, we find
D[S†aˆS] = cosh2 rD[aˆ] + sinh2 rD[aˆ†]
− 12 sinh 2r e−iθS[aˆ]− 12 sinh 2r eiθS[aˆ†], (B5)
D[S†aˆ†S] = sinh2 rD[aˆ] + cosh2 rD[aˆ†]
− 12 sinh 2r e−iθS[aˆ]− 12 sinh 2r eiθS[aˆ†], (B6)
S[S†aˆS] = (− 12 sinh 2rD[aˆ]− 12 sinh 2rD[aˆ†]
+ cosh2 r e−iθS[aˆ] + sinh2 r eiθS[aˆ†])eiθ, (B7)
S[S†aˆ†S] = (− 12 sinh 2rD[aˆ]− 12 sinh 2rD[aˆ]†
+ sinh2 r e−iθS[aˆ] + cosh2 r eiθS[aˆ†])e−iθ. (B8)
Putting everything together with the choice θ = − arg λ1
and r = arctanh|λ1|, the transformed master equation
takes the simple form
˙˜ρ′ = ΓD[aˆ]ρ˜′. (B9)
Going back to a frame that is not rotating at the res-
onator frequency, we finally get
ρ˙′ = −i[ωraˆ†aˆ, ρ′] + ΓD[aˆ]ρ′. (B10)
We thus find that modulating the damping rate is equiv-
alent to cooling the transformed linear oscillator ρ′ to
its ground state at the renormalized rate Γ. Because
of the squeezing transformation, the ground state |0〉 of
ρ′ corresponds to the ideally squeezed state |ξ〉 in the
laboratory frame. In short, a zero temperature bath is
damping the system to an ideally squeezed state. We
also emphasize that no nonlinear term is obtained in the
transformed Hamiltonian or Lindbladian, showing that
the dissipative and coherent squeezing are different mech-
anisms with different bounds.
2. Input-ouput theory
We use the standard input-output formalism [27] to
compute the output field in the presence of damping
modulations. We take λ1 to be real to simplify the calcu-
lation. Using the system-bath Hamiltonian in the inter-
action picture, the equation of motion of the cavity field
is
˙ˆa = −i
∫ ∞
0
dω
√
d(ω)
[
u(ω)Λ(t) e−iωtfˆ(ω)
+u∗(ω)Λ∗(t) eiωtfˆ†(ω)
]
eiωrt, (B11)
while for the environment we have
˙ˆ
f(ω) = −i
√
d(ω)u∗(ω)Λ∗(t)
[
ei(ω+ωr)taˆ† + ei(ω−ωr)taˆ
]
.
(B12)
Integrating the previous expression from an initial con-
dition fˆ(ω, t0) at time t0 < t yields
fˆ(ω, t) = fˆ(ω, t0)
− i
√
d(ω)u∗(ω)
∫ t
t0
dt′Λ∗(t′)
[
ei(ω+ωr)t
′
aˆ†(t′)
+ei(ω−ωr)t
′
aˆ(t′)
]
. (B13)
7Inserting this results in the expression for ˙ˆa then leads to
˙ˆa =− i
∫ ∞
0
dω
√
d(ω)u(ω)Λ(t) e−i(ω−ωr)tfˆ(ω, t0)
− i
∫ ∞
0
dω
√
d(ω)u∗(ω)Λ∗(t) ei(ω+ωr)tfˆ†(ω, t0)
−
∫ ∞
0
dω
∫ t
t0
dt′d(ω)|u(ω)|2Λ(t)Λ∗(t′) e−i(ω−ωr)t
×
[
ei(ω+ωr)t
′
aˆ†(t′) + ei(ω−ωr)t
′
aˆ(t′)
]
+
∫ ∞
0
dω
∫ t
t0
dt′d(ω)|u(ω)|2Λ∗(t)Λ(t′) ei(ω+ωr)t
×
[
e−i(ω−ωr)t
′
aˆ†(t′) + e−i(ω+ωr)t
′
aˆ(t′)
]
. (B14)
Now, we expand Λ(t) and we make the rotating wave
approximation by dropping all the fast oscillating terms
and then safely take the lower limit of the integral over
the frequency to −∞ [14]. Additionally, we define the
interaction picture input field as [27]
aˆin = −i 1√
2pi
∫ ∞
−∞
dω e−i(ω−ωr)tfˆ(ω, t0). (B15)
With
∫ ∞
−∞
dω
∫ t
t0
dt′d(ω)|u(ω)|2 e−i(ω−ω0)(t−t′) =
κ(ω0)/2 we finally obtain the Langevin equation for aˆ:
˙ˆa =
√
κaˆin − λ1
√
κaˆ†in − 12Γaˆ. (B16)
In this expression, Γ = [1 − (1 + β)λ21]κ, and in the
following we take β = 0, assuming that a Purcell fil-
ter is present. Now, integrating the equation of motion,
Eq. (B12), from a final condition fˆ(ω, t1) at t1 > t and
defining
aˆout = i
1√
2pi
∫ ∞
−∞
dω e−i(ω−ωr)tfˆ(ω, t1), (B17)
we also have for ˙ˆa
˙ˆa = −√κaˆout + λ1
√
κaˆ†out +
1
2Γaˆ. (B18)
From the two Langevin equations for ˙ˆa, we find that the
input and output fields are related by
aˆin + aˆout − λ1(aˆ†in + aˆ†out) = (1− λ21)
√
κaˆ. (B19)
We now define the Fourier transform aˆ(ω) =
1√
2pi
∫ ∞
−∞
dt eiωtaˆ(t) and the same for aˆin(ω) and aˆout(ω).
We note aˆ†(ω) the Fourier transform of a†(t). From
Eq. (B16) we find that the intra-cavity field aˆ is linked
to the input field aˆin through(
aˆ(ω)
aˆ†(ω)
)
= M(ω)
(
aˆin(ω)
aˆ†in(ω)
)
, (B20)
M(ω) =
√
κ
1
2Γ− i(ω − ωr)
(
1 −λ1
−λ1 1
)
, (B21)
where we have reintroduced the resonator frequency.
The intra-cavity quadratures are calculated using
〈aˆin(ω)aˆ†in(ω′)〉 = δ(ω + ω′) and give the same results as
with a quantum master equation approach. On the other
hand, from Eq. (B18) the output field aˆout is linked to
the intra-cavity field aˆ through(
aˆout(ω)
aˆ†out(ω)
)
= M−1(−ω)
(
aˆ(ω)
aˆ†(ω)
)
, (B22)
M−1(−ω) =
1
2Γ + i(ω − ωr)√
κ(1− λ21)
(
1 λ1
λ1 1
)
. (B23)
Using these two relations, we find the relation between
the input field and output fields in frequency space:(
aˆout(ω)
aˆ†out(ω)
)
= M−1(−ω)M(ω)
(
aˆin(ω)
aˆ†in(ω)
)
(B24)
=
1
2Γ + i(ω − ωr)
1
2Γ− i(ω − ωr)
(
aˆin(ω)
aˆ†in(ω)
)
(B25)
= eiϕ(ω)
(
aˆin(ω)
aˆ†in(ω)
)
, (B26)
with ϕ = 2 arctan[2(ω − ωr)/Γ]. There is a frequency
dependent phase shift between the input and the output,
similar to what happens for an empty cavity of damping
rate Γ.
Appendix C: Bichromatic modulation
As discussed in the main text, we consider a qubit that
is dispersively coupled to the resonator. In this dispersive
regime, the qubit-resonator Hamiltonian is well approxi-
mated by Hdips = (ωr + χσz)aˆ
†aˆ. In effect, the qubit is
pulling the resonator frequency to a qubit-state depen-
dent value ω1r = ωr + χ and ω
0
r = ωr − χ, leading to two
distinct cavity fields in the presence of a drive.
We now imagine modulating the resonator damping
such that
λ(t) = λ0 e
i2ω0rt + λ1 e
i2ω1rt. (C1)
We further take λ0 = λ1 = λ/
√
2 and assume that a Pur-
cell filter is present such that β = 0. In the interaction
picture of the bare resonator, the Lindbladian Eq. (A10)
then reads
L = κL[aˆ] + [1 + cos(4χt)]2 λ2κL[aˆ†]
+
√
2λ cos(2χt)κL′[aˆ] +
√
2λ cos(2χt)κL′[aˆ†]. (C2)
The equations of motion for the two moments completely
characterizing the Gaussian state of the resonator are
∂t〈aˆ†aˆ〉 =− {κ− [1 + cos(4χt)]2λ2κ}〈aˆ†aˆ〉
+ [1 + cos(4χt)]
2
λ2κ, (C3)
∂t〈aˆ2〉 =− {2iχ〈σz〉+ κ− [1 + cos(4χt)]2λ2κ}〈aˆ2〉
−
√
2 cos(2χt)λκ. (C4)
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FIG. 4. Measurement error as a function of time for λ(t) =√
δκ/2 [e2i(ωr+χ)t + e2i(ωr−χ)t], δκ = 0.17κ and a drive dis-
placing the field for the state |1〉 by ten photons. The fre-
quency shift is χ = 10κ. The dotted line is the error without
modulation and the dashed line is the minimal error for a
monochromatic modulation.
Solving these equations starting from the vacuum, we
find that the long time behavior is a Fourier se-
ries with the fundamental frequency 4χ and prefactor
In[λ
2κ/(4χ)], with In(x) the modified Bessel function.
In the limit where χ  κ, the leading term is obtained
for I0[λ
2κ/(4χ)] ' 1. The temporal evolution is then
〈aˆ†aˆ〉(t) ' λ
2
1− λ2
+ λ2
(1− λ2) cos(4χt) + 4(χ/κ) sin(4χt)
(1− λ2)2 + 16(χ/κ)2
' λ
2
1− λ2 , (C5)
〈aˆ2〉(t) '− λ√
2
[
e2iχt
1− λ2 + 2i(1 + 〈σz〉)χ/κ
+
e−2iχt
1− λ2 − 2i(1− 〈σz〉)χ/κ
]
'− λ√
2
e−2iχ〈σz〉t
1− λ2 . (C6)
The time evolution of the error is plotted in Fig. 4.
Appendix D: Modulation of the cavity frequency
We consider a resonator whose frequency is modulated
in such a way that
H = [ωr + δωr cos(ωmt)]aˆ
†aˆ, (D1)
where ωm and δωr are the modulation frequency and
amplitude, respectively. Going to the interaction picture,
the system-environment coupling Hamiltonian reads
H˜ =
∞∑
n=−∞
Jn(δωr/ωm)
[
ˆ˜F †(t) + ˆ˜F (t)
]
×
[
aˆ† ei(ωr+nωm)t + aˆ e−i(ωr+nωm)t
]
. (D2)
Following the same procedure as before, we find the mas-
ter equation for the reduced resonator’s state to be
˙˜ρ(t) =
1
2
∑
n,n′
Jn(δωr/ωm)Jn′(δωr/ωm)
×
{
κ(ωr + n
′ωm)aˆρ˜aˆ† e−i(n−n
′)ωmt
+κ(−ωr − n′ωm)aˆ†ρ˜aˆ ei(n−n′)ωmt
+κ(ωr + n
′ωm)aˆ†ρ˜aˆ† ei(n+n
′)ωmt+2iωrt
+κ(−ωr − n′ωm)aˆρ˜aˆ e−i(n+n′)ωmt−2iωrt
−κ(ωr + n′ωm)aˆ†aˆρ˜ ei(n−n′)ωmt
−κ(−ωr − n′ωm)aˆaˆ†ρ˜ e−i(n−n′)ωmt
−κ(−ωr − n′ωm)aˆ†aˆ†ρ˜ ei(n+n′)ωmt+2iωrt
−κ(ωr + n′ωm)aˆaˆρ˜ e−i(n+n′)ωmt−2iωrt
}
+ H.c.
(D3)
The effect of the modulation is noticeable when the
modulation frequency is around 2ωr. In this situation,
ωm = 2ωr, the Lindbladian can take the form
L = Γ{(n¯+ 1)D[aˆ] + n¯D[aˆ†] +mS[aˆ] +mS[aˆ†]}, (D4)
where we have defined
Γ =
∑
n
κ[(2n+ 1)ωr]
[
J2n(
δωr
ωm
)− J2n+1( δωrωm )
]
, (D5)
n¯ =
1
Γ
∑
n
κ[(2n+ 1)ωr]J
2
n+1(
δωr
ωm
), (D6)
m =
1
Γ
∑
n
(−1)n+1κ[(2n+ 1)ωr]Jn( δωrωm )Jn+1( δωrωm ).
(D7)
For simplicity, when only the contribution κ ≡ κ(ωr)
is taken into account, the quadrature variances take the
form
∆X2 =
J0(δωr/ωm)− J1(δωr/ωm)
J0(δωr/ωm) + J1(δωr/ωm)
, (D8)
∆Y 2 =
J0(δωr/ωm) + J1(δωr/ωm)
J0(δωr/ωm)− J1(δωr/ωm) . (D9)
These expressions are equivalent to the case of a damping
modulation with the correspondence
δκ
κ
=
[
J1(δωr/2ωr)
J0(δωr/2ωr)
]2
. (D10)
The squeezed quadrature and the effective damping mod-
ulation are plotted against the amplitude of the frequency
modulation in Fig. 5. For δωr/ωr ∼ 0.2 % as in the ex-
perimental realization of Ref. [16], the effect of this con-
tribution is negligible.
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FIG. 5. Squeezed quadrature (solid line) and effective damp-
ing modulation (dashed line) as a function of the ampli-
tude of the frequency modulation for a modulation frequency
ωm = 2ωr and keeping only the contribution from terms pro-
portional to κ(ωr).
Appendix E: Calculation of the error
A Gaussian field is completely determined by 〈aˆ〉,
〈aˆ†aˆ〉, and 〈aˆ2〉. Let us define the shifted operator
bˆ = aˆ − 〈aˆ〉 and the angle θ = pi + arg〈bˆ2〉 (such
that, for a vacuum squeezed state, θ corresponds to the
phase of the squeezing parameter). The squeezing direc-
tion is given by θ/2 and the squeezed quadratures are
Xˆ = aˆ†eiθ/2 + aˆe−iθ/2 and Yˆ = iaˆ†eiθ/2− iaˆe−iθ/2. Their
variances are
∆X2 = 4σ2x = 2〈bˆ†bˆ〉+ 1− 2|〈bˆ2〉|, (E1)
∆Y 2 = 4σ2y = 2〈bˆ†bˆ〉+ 1 + 2|〈bˆ2〉|. (E2)
For such a Gaussian state, the Wigner function reads
W (α) =
1
2piσxσy
e
− x2
2σ2x
− y2
2σ2y , (E3)
with α = x+ iy. For our purposes, it is more appropriate
to define the Wigner function in a rotated plane with the
rotation angle corresponding to the phase ϕ of the local
oscillator in a homodyne measurement. In the rotated
frame, the Wigner function is
Wϕ(αϕ) = W (e
i(ϕ−θ/2)αϕ − 〈a〉e−iθ/2) (E4)
with αϕ = xϕ + iyϕ. The marginal along xϕ, P (xϕ), is
obtained after integrating the Wigner function on yϕ:
P (xϕ) =
1√
2piσϕ
e
− (xϕ−x0)
2
2σ2ϕ , (E5)
σ2ϕ = cos
2(ϕ− θ/2)σ2x + sin2(ϕ− θ/2)σ2y, (E6)
x0 = Re(〈a〉e−iϕ). (E7)
In practice, we chose ϕ = θ/2 in the squeezing direction
such that the variance of the marginal is minimal.
In the presence of a dispersively coupled qubit, the
field evolves to two distinct states. We denote the
marginals associated to the two states as Pj=0,1(x) =
e−(x−xj)
2/2σ2j /
√
2piσj , with x1 > x0. When σ0 6= σ1, the
two marginals intersect at the points
z0,1 =
1
1
σ20
− 1
σ21
[
x0
σ20
− x1
σ21
∓
√(
x0
σ20
− x1
σ21
)2
−
(
1
σ20
− 1
σ21
)(
x0
σ20
− x1
σ21
− 2 ln σ1
σ0
) .
(E8)
The error on the distinguishability is quantified
through the overlap between the two marginals, E =∫
min(P0, P1)/2 [28]. The integration yields
E =
1
2
− 1
4
[
erf
(
z+ − x1√
2σ1
)
− erf
(
z− − x1√
2σ1
)
−erf
(
z+ − x0√
2σ0
)
+ erf
(
z− − x0√
2σ0
)]
. (E9)
When the two variances are equal, σ0 = σ1 ≡ σ, they
cross at z = (x0 + x1)/2. The resulting error reads
E =
1
2
− 1
2
erf
(
x1 − x0
2
√
2σ
)
. (E10)
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