In this study, multiple linear regression (MLR) and the generalized additive model (GAM) approaches were used to build statistical models for 6 hr nowcasts of road surface temperature (RST) in the northeast of Vienna, Austria. GAMs were more suitable for historical analysis, particularly for decomposing the terms to identify the different influences of the meteorological covariates on RST. By contrast, for RST nowcasting, the simpler and more robust MLR models are recommended, with better applicability for real-time operational runs. In MLR models, the forecasted air temperature was the most prominent predictor, followed by the measured RST. In independent testing, the MLR models showed better prediction skill, with daily root-mean-square error (RMSE) around 1 C. In accordance with the linear correlativity, the MLR models were built with more predictors for daytime than at night but still generated a larger RMSE at midday. Furthermore, the MLR models could reproduce the correct diurnal variation and could forecast RST below freezing point better than above 0 C. Four case studies, i.e. snowy, cold front, cloudy and sunny, were diagnosed in detail. The predicted RSTs were close to the measurements and depicted the trend well, including the persistent and rapid cooling (warming) and correct diurnal variation.
| INTRODUCTION
In modern society, an expressway not only connects two locations but additionally contributes to more efficient social and economic communication networks. During the period from late autumn to early spring, many severe weather phenomena (such as snow and freezing rain) potentially cause disastrous road conditions, i.e. road surface icing (RSI) , that challenge road maintenance companies. An accurate prediction of road weather conditions, being the core part of advanced road weather information systems, is vital and critical for keeping roads safe and road maintenance efficient (Norrman et al., 2000) , minimizing environmental damage from over-salting (Ramarkrishna and Viraraghavan, 2005) and cutting costs (Chapman et al., 2001) . In winter, an accurate forecast of road surface temperature (RST) is the prerequisite and essential step to estimating RSI, a crucial parameter necessary to optimize winter maintenance decisions (Li et al., 2012) .
Numerous models for RST forecasts have been developed and implemented in the past, and can be divided into physical and statistical approaches. The physical models, mostly based on 1D diffusion and energy balance equations, seem more practical than the statistical models (Shao and Lister, 1996; Crevier and Delage, 2001) . Represented by the widely used model of the environment and temperature of roads (METRo), the physical models predict RST several days in advance by continuous integrations (Crevier and Delage, 2001 ). However, the physical processes describing land−atmosphere interaction and local features of roads are too complex to be measured and simulated correctly and coherently, sometimes leading to large errors. A lot of parameterizations have been introduced to minimize or solve these problems (Bogren et al., 2000; Kršmanc et al., 2014) .
For example, to improve the performance of the Swedish Road Weather Information System, a method for determining temperature variation attributable to topography (i.e. valleys, height differences, shadow areas and bridges) during different weather situations was developed and integrated into a local climatological model (Bogren and Gustavsson, 2013) . Based on the outputs of numerical weather models, the Rapid Refresh statistical modelling could not only act as the final correction step to improve the accuracy but also generated some new elements (e.g. RST). A statistical approach updating hourly proved to promote the quality of the extrapolated precipitation forecasts by the integrated nowcasting through comprehensive analysis (INCA) system (Chen et al., 2017) . Kršmanc et al. (2013) proposed a purely statistical model for forecasting 6 hr RST by stepwise linear regression. Its accuracy proved to be comparable to or even better than that of the physical models. Statistical methods were also used to forecast the probability of ice formation (Berrocal et al., 2010) . The main motivation for the more accurate RST nowcasting using statistical models was their robustness and practical application for real-time, quick decisions of road maintenance staff.
Multiple linear regression (MLR) is a popular method to fit a forecast model with linear combinations of several predictors (Wilks, 2011) . Considering the complexity of land −atmosphere interactions and the limitation of MLR to cope with nonlinearity, a generalized additive model (GAM) is used as the second comparative modelling method. A GAM displays good performance at handling complex nonlinear and non-monotonous relationships and is popular in many interdisciplinary applications. Davis et al. (1998) and Pearce et al. (2011) used a GAM to quantify the influence of local meteorology on tropospheric ozone and air quality. Ji et al. (2015) compared GAM and MLR applications in the analysis of the relationship between daily trauma emergency numbers and meteorological factors, suggesting that the GAM showed better fitting ability but did not support independent predictive testing.
The data and methods employed are introduced in Section 2. For better understanding, some linear correlation analyses are presented in Section 3.1. Both MLR and GAM methods are used and compared in Sections 3.2 and 3.3. Furthermore, the MLR models are evaluated by four case studies in Section 3.4. Finally, Section 4 contains conclusions and discussion.
| DATA AND METHODS
The datasets in the study could be divided into a measurement group and a forecast group. Hourly road surface measurements, including measured road surface temperature (MST), 2 m air temperature (MT2) and relative humidity (MRH), −10 cm and −30 cm ground temperature (MG1, MG3) and water film thickness (MWF), were observed automatically by the selected road weather station (RWS). In this study, the focus was on the RSTs in boreal winter, i.e. December, January and February, in the northeast of Vienna. Three RWSs were selected for winters 2014/2015 and 2015/2016 (Figure 1 ). The first of three sites (RWS1) is located only 3 km from the Danube River, RWS2 is a hilly site, and the terrain near RWS3 is relatively flat. Considering the complicated observation environment, the quality of this dataset was strictly checked and controlled. Another important dataset was the hourly output of the INCA system. The   FIGURE 1 The locations of three selected road weather stations (RWSs) (exported from Google Maps)
INCA system was developed and operated at the Central Institute for Meteorology and Geodynamics, Austria, with a spatial resolution of 1 × 1 km and high accuracy in the short forecast range (Haiden et al., 2011) . It uses all available meteorological information integrated and combined into an analysis field. The input data included observations from surface stations, satellites, radar and numerical weather prediction (NWP) data, with the latter being used as background data. Through prescribed weighting functions, the INCA system and nowcasts were smoothly blended into the NWP model outputs, giving the NWP model increasing weight after the 1 hr forecast. The forecasted sunshine/starlight percentage (FSP, defined as 1 minus the percentage of cloud cover), global radiation (FGR), precipitation amount (FPA), 2 m air temperature (FT2), relative humidity (FRH), 10 m wind speed (FWS) and the FT2 in the preceding hour (FTP) are included in this study. All input datasets and their abbreviations are shown in Table 1 . The datasets from winter 2014 were trained as the basic samples to fit the models, and those from 2015 were treated as the independent testing data for prediction.
In this study, the statistical models were built based on MLR and the GAM. The MLR approach was ultimately expressed as a linear combination of K predictors (x i ) that were chosen in a way to generate the least error for prediction ofŷ (Wilks, 2011) . With co-efficients β i , intercept β 0 and residual ε, the MLR formula can be described as follows:
The GAM approach was more advanced and was developed from MLR and the generalized linear model (GLM) (Hastie and Tibshirani, 1990) . This method was particularly effective at handling the complex nonlinear and nonmonotonous relationships between predictand and predictors, whose expressions were replaced by smooth functions (s). Similar to the GLM, the dependent variable in the GAM can have different probability distributions, such as Gaussian, Poisson and binomial, which can be transferred by the link function ( g). The GAM was data-driven rather than model-driven. The resulting fitted values did not come from an a priori model that was adopted by MLR and a GLM. The rationale behind fitting a non-parametric model was that the structure of the data should be examined first to choose an appropriate smooth function for each predictor; i.e. the GAM allowed the data to determine the shape of the smooth function (Yee and Mitchell, 1991) . The GAM could be written in the form:
The statistical models were constructed for each analysis hour (0000-0023 UTC), each forecast hour (01−06 hr) and each station (RWS1, RWS2 and RWS3). In total, 432 (24 × 6 × 3) models were built by either MLR or the GAM. The models were independent of time and location, including physical characteristics of location implicitly (Kršmanc et al., 2013) . Due to a sufficient number of input parameters, the predictors were selected by stepwise regression. When modelling, the measured data were gathered at the analysis time. Most forecasted data were gathered at the valid time (see examples in Table 1 ). For 02-06 hr nowcasting hours, FTP was expected to represent the variation of air temperature and was selected as the INCA forecast temperature at 01 hr, 01 and 02 hr, and 02 and 03 hr, separately. It makes sense that there was no FTP for 01 hr RST nowcasting. All parameters were scaled by subtracting the mean and dividing by the standard deviation.
In the modelling step, the selections and co-efficients of variables were determined by the Akaike information criterion (Akaike, 1974) , which was executed automatically by calling the library of R program (Robert, 2010) . In the testing step, two schemes were compared. The first scheme (FIX test) was that the RST in winter 2015 was predicted directly by the fixed models fitted by samples from winter 2014. For the second scheme (UP test), the RST on December 1, 2015 was forecasted by the same models as in the FIX test. The models were then updated daily by putting the previous day's data into the fitting samples and rebuilding the models. The testing results in the second scheme were produced by the daily updating models. Thereafter, the root-mean-square error (RMSE) and mean absolute error (MAE) were calculated for evaluation. The subscripts of RMSE used here include "fit," "CV," "FIX" and "UP." The first two subscripts were connected to the modelling evaluation (using the data from 2014) by simple fitting (fit) and leave-one-out cross-validation (CV). The last two subscripts related to the FIX and UP testing in 2015. To express the results compactly, the analysis for RWS1 is shown in detail, TABLE 1 Optional predictors and their abbreviations. The time selection is showed by an example, i.e. the time column shows the time of data that are used for the 03 hr nowcast at 0800. The first letter "M" denotes measurement, while "F" means forecast
Parameter Abbreviation Time
Air temperature at 2 m MT2 0800
Relative humidity MRH 0800
Road surface temperature MST 0800
Ground temperature at −10 cm MG1 0800
Ground temperature at −30 cm MG3 0800
Thickness of water film MWF 0800
Preceding air temperature at 2 m FTP 0900
Air temperature at 2 m FT2 1100
Relative humidity FRH 1100
Wind speed FWS 1100
Precipitation amount FPA 1100
Global radiation FGR 1100
Sunshine/starlight percentage FSP 1100
while analyses of the other two sites are represented briefly by some key factors, mean values and case studies.
3 | RESULTS
| The linear relationship
The correlation changed at the transition hours and was significantly different for day and night (Figure 2 ). During the night-time, from 1700 to 0800 (local time, similarly hereinafter), the correlativity was simple and clear. RST showed a significant positive correlation with temperature and negative correlation with FSP. It makes sense that the forecasted RST increased when the surface (MST), ground (MG1 and MG3) and air (MT2, FT2, FTP) temperatures became higher. The FSP from 1700 to 0800 was inverse to cloud cover, derived from satellite data. The radiative cooling was stronger during clear-sky nights, which indeed led to a colder road surface. In daytime, the relationship became more complicated with one peak/valley, i.e. there were more related variables but no controlling variables. The correlation co-efficients with the temperatures were smaller, but still significant. The clear sky led to higher global radiation heating the road surface. Parameters describing air relative humidity and road surface wetness, such as MRH, FRH, MWF and FPA, showed similar significant negative correlations, but weaker than other parameters. The mechanism might be different in detail but could be summarized that, the wetter the surrounding environment was, the cooler the road surface would be. For RST nowcasting, it was reliable and reasonable to choose the parameters shown in Table 2 as optional predictors, which would be selected again when stepwise modelling. The linear correlation analysis was also carried out based on the datasets of RWS2 and RWS3 (figures omitted), and their results were close to those of RWS1. Furthermore, it should be noted that some nonlinear processes In order to predict hourly RST 6 hr in advance, 144 (24 × 6) models were built for each site. Taking 01 and 06 hr models at RWS1 as an example, the MLR models were visualized in the form of information maps (Figure 3 ). The averages of the absolute co-efficients and frequency of each predictor in 24 models were used to quantify the relative importance in the forecast models. A majority of the models contained FT2 which was the most prominent factor, followed by MST. Except for MWF, most of the measurements were selected in approximately half of the models, whereas MST and MG3
had the biggest magnitude of the co-efficients. With increasing forecast hour, the INCA forecast became more important; FT2, FRH and FSP were kept in about 90%, 60% and 50% of the models, respectively. The differences in weather conditions between stations, located not far from each other, were difficult to capture by the NWP data. Consequently, the mean frequencies of forecast groups were quite similar ( Figure 4 ). To some extent, the differences in co-efficients of the measurement group could reflect physical characteristics of the locations, such as road materials, topography and ground properties. For example, it was considered that RWS1, near the Danube, would be sensitive to moisture conditions and the models selected MRH, FRH and MWF more frequently. The models of RWS3 contained more MT2 and MWF. By contrast, the MLR models for RWS2 (hilly site) selected more The information maps of the multiple linear regression models for RWS1 at (a) 01 hr and (b) 06 hr, including the regression co-efficients (heat map), mean absolute co-efficients of each parameter (squares) and the frequency of the predictors (triangles) in all 24 models. Filled rectangles in the upper panels represented the regression co-efficients of scaled predictors, where the blank means that the predictor was unused predictors indicating surrounding temperature (MST) but fewer predictors revealing heat capacity impact (MG1 and MG3) and moisture (MRH and MWF).
| Generalized additive model
The distribution of RST was always normal, so the link function ( g) should be "identity," i.e. usingŷ as the predictand directly. Each optional predictor could be selected once from three kinds: discarded (0), linear (x i ) and nonlinear (s(x i )). The final GAMs were composed of linear and nonlinear items (e.g. Table 2 ), whose predictors and forms were calculated stepwise by calling the R-gam library (Robert, 2010) . The expression of the smooth function was determined by the shape of the data themselves and was not an explicit output. MT2 and FT2 were mostly selected as linear items, and the models at the beginning of the forecast period (01-03 hr) were mostly linear, as shown in Figure S1 . However, with increasing nowcasting time, there were more smoothing items, meaning more complex models.
| Evaluation
RMSE calculated from cross-validation (RMSE CV ) showed distinct diurnal variation ( Figure 5 ) and confirmed that MLR models could fit the data from winter 2014 well. The maximum (mean) values of RMSE CV at RWS1 were 0.8 (0.5), 1.3 (0.7), 1.7 (0.9), 1.8 (1.0), 1.8 (1.0) and 1.8 (1.1) o C, from 01 to 06 hr respectively. Figure 5 shows that the maximum errors occurred at midday when the short wave radiation reached its maximum and the correlativity became more complicated. Compared with MLR, the simply fitted RMSE (RMSE fit ) of the GAMs was significantly smaller (Figure 6 ).
The maximum (mean) values of percentage difference were 19% (10%), 17% (8%), 25% (10%), 26% (11%), 27% (12%) and 33% (15%) from 01 to 06 hr respectively, which meant that the models involving nonlinear processes were more realistic. However, on average, the percentage difference of RMSE CV between the GAM and MLR varied slightly around 0, being only 2%, 0%, 0%, 1.5%, −2% and −3% for each of the six forecast hours. The datasets from winter 2015 were treated as independent samples in order to test the predicted performance. As described in Section 2, two schemes were used in the independent tests, named as FIX and UP tests, whose RMSEs were referred to as RMSE FIX and RMSE UP . The diurnal variation of MLR RMSE FIX was similar to MLR RMSE CV , with maximum (mean) values of 1.0 (0.6), 1.5 (0.8), 1.7 (1.0), 1.9 (1.1), 2.1 (1.2) and 2.4 (1.3) o C, from 01 to 06 hr respectively ( Figure 5 ). The MLR models showed stable and good performance, not only in cross-validation but also in independent testing. For RST nowcasting, the instability of the GAM is represented clearly by the percentage differences of RMSE FIX between the GAM and the MLR model shown in Figure 6 (black dashed lines), most of which were positive indicating larger errors and worse prediction skill. The MLR models showed better robustness and were simpler, so the following evaluation and case studies were implemented for this recommended method. In the operational procedure, the previous day's data could be added into the fitting samples, and the hourly models could be updated daily to include the latest information and assure bigger data samples. The performance of the MLR models was tested by the UP scheme. Compared with the ordinary FIX prediction, about 85% of RMSE UP decreased ( Figure 5 ). The improvements were about 9% on average, with a maximum of 20% in some models, being more significant in the morning and from evening to midnight. In the other 15% of predictions, RMSE only increased by approximately 1%. At the 05 and 06 nowcast hours, the models at midday were markedly improved, implying that the inclusion of more recent data in the UP scheme would correct the operational models. Figure 7 presents the bias distribution of the prediction results averaged over all three sites. For the first nowcasting hour, more than 92% and 99% of the errors were distributed in the interval AE1 and AE2 C, respectively. The AE1, AE1.5
(not shown in Figure 7 ) and AE 2 C percentages decreased from 02 hr to 06 hr, but were still more than 74%, 87% and 94% on average. The mean correlation co-efficients, defined as the mean values of daily correlation co-efficients calculated from the hourly data, all passed the 99.99% confidence level. The RST forecast could reproduce the diurnal variation of RST, which was another important indicator of good performance. The analysis for daily RMSE UP is shown in Figure 8 . Except for a few outlier days, RMSE UP varied between 0.5 and 1.5 C and did not show a monthly cycle.
On December 22, January 8, February 3-4 and February 21-23, RMSE UP exceeded 1.5 C, coinciding with rapid warming in Vienna (figure omitted). Furthermore, 73% of the daytime (0800-1900) RMSE UP was larger than the night-time (2000-0700) RMSE UP (Figure 8b) , which was consistent with the characteristics of RMSE FIX and RMSE CV .
In winter, the ultimate goal of the RST forecast is to be used in the prediction of road conditions, i.e. icing, snow etc. In this sense, a good forecast for RST below or above 0 C is essential. In the UP test, the frequency of the errors was analysed for RST < 0 C and RST ≥ 0 C (Figure 9 ).
For RST below the freezing point, most of the errors varied between −1 and 1 C. There were rare absolute errors exceeding 2 C for all nowcasting hours. For RST ≥ 0 C, the errors looked similar except for some absolute errors >3 C. The calculated 6 hr mean values of MAE were 0.65 C and 0.75 C for RST < 0 C and RST ≥ 0 C, respectively. The models could predict RST below the freezing point better, which was especially relevant for the improvement of road maintenance issues. For real-time traffic management, the safety margin of RST could be chosen above 0 C. During practical road maintenance, if the observed minimum RST < 0 C but the forecasted minimum RST > 0 C, the roads may not be salted and there is a possibility of severe accidents (i.e. type 1 error). Inversely, if the observed minimum RST > 0 C but the forecasted minimum RST < 0 C, the salt may be wasted (i.e. type 2 error). In winter 2015 (91 days), the forecasted frequency of type 1 error (type 2 error) was around 4 (2) days, indicating favourable resolving ability of the freezing point (Table 3) . Furthermore, the percent correct and Pierce skill score (Thornes and Stephenson, 2001) were also calculated and are shown in Table 3 , strongly confirming the good prediction performance and effective support for road maintenance. Another characteristic shown in Figures 5, 7 and 9 is that the performance at 01 hr is much better than that at the other nowcasting hours. The mechanism of 01 hr RST nowcasting might be different from that of the other hours when NWP models became more important in INCA forecasts and measurements lost their weight. For precipitation nowcasting, the blending technique could improve the forecast skill significantly based on extrapolation and NWP results (Atencia et al., 2010; Hwang et al., 2015) . It was considered that the RST forecast might be improved by blending the statistical and numerical results in the future. An insufficient description of physical mechanisms and a bias of initial conditions, i.e. measurements, were two possible sources of prediction error. The bias of INCA forecasts could be another error source. To verify this, the INCA forecast data in winter 2015 were replaced by the INCA analysis fields to re-predict RST (FIX ana test). The INCA analysis fields were on a grid of 1 × 1 km and had a low bias (air temperature~0.2 C; Haiden et al., 2011). Based on remote sensing data (along with ground observations) and fine-scale topography information, the INCA analyses used for the model validation were crucial, especially in areas with sparse observations. During the course of the day, the RMSE was reduced. In particular, the peaks in the first half of the night and before sunshine for the 04−06 hr forecast were reduced significantly ( Figure 10 ). Thus, uncertainties in the INCA forecast were one of the main error sources with progressing nowcasting hour. Figure 11 shows the nowcasts of four case studies with different weather conditions and at different sites. In Vienna and the surrounding area, it was continually snowing from January 2 to 6, 2016, being favourable for road freezing and implying that an accurate RST forecast was quite important. RWS2 was chosen for this case analysis in Figure 11a , as this station (up to 100 m) was located higher than the other two and situated in a hilly area. The RST was near 0 C with decreasing tendency until January 5 and increased afterwards. The lowest RST (−6.9 C) was observed at 0600 on January 5. The predicted values for all lead times were plotted and were mostly within the grey interval (AE1 C bias), depicting the trend well. The forecast bias of minimum RST was smaller than 0.3 C. In this case, the 01-02 hr models performed very well, with absolute errors smaller than 0.5 C, and predicted the tendency correctly. For the 04-06 hr nowcasts, RST decreased untimely and excessively, but rose closely in agreement with the measurements. In the cold front case (Figure 11b ), substantial cooling beyond 10 C within 24 hr occurred three times from February 9 to 13 at RWS1. The minimum RST every day was observed before dawn, for which the value and occurrence time were forecasted accurately (i.e. the models forecasted the lowest RST with negligible bias). Otherwise, the MLR models could capture the rapid cooling and warming trends, but the forecasted bias for maximum RST at noon was a little larger. The incoming short wave radiation (SR) was difficult to forecast by NWP and its impacts were a challenge for the RST forecast models. A cloudy case (i.e. sunshine duration [SD] ≤ 2 hr per day) and a sunny case (i.e. SD > 6 hr) are shown in Figures 11c,d . More precisely, it was cloudy (SD~2 hr) during December 2-3 and overcast (SD~0 hr) during December 6-9. Apparently, the cloud cover (decreased SR) resulted in weak RST fluctuations from December 2 to 3, which were less than 6 C per day. From
| Case studies
December 6 to 9, the radiative cooling and warming almost day. In Figure 11c , the MLR models showed good ability to describe the RST fluctuation, especially the minimum RST occurring at night, on cloudy and overcast days (AE1 C bias interval). In Figure 11d , RST during sunny days showed a clear diurnal variation, with amplitude around 8 C, and could be simulated well by the MLR models. Similar to the variation of RMSE (Figure 5 ), another common and evident characteristic of these four cases was that the errors at noon were larger, showing weakness in maximum temperature forecast and being relevant for the application for snow−ice melting. One advantage was that the models could accurately predict the minimum RST at night, which was beneficial for estimating the formation of RSI.
| CONCLUSIONS AND DISCUSSION
Using datasets composed of road weather station measurements and integrated nowcasting through comprehensive analysis (INCA) forecasts, two statistical approaches of hourly road surface temperature (RST) nowcasting, based on multiple linear regression (MLR) and the generalized additive model (GAM), were built and compared. Compared with MLR models, the GAMs could fit the historical datasets better, reducing simply fitted root-mean-square error (RMSE fit ) significantly. After testing by the independent samples, the MLR models showed more stable prediction ability, with RMSE FIX around 1 C. For RSTs, the GAMs were more suitable for historical analysis, particularly decomposing the terms to identify the different influences of the meteorological covariates (Davis et al., 1998; Pearce et al., 2011) . Indeed, the GAM approach was more advanced and widely used. In this paper, the use of the GAM is quite Type 1 error: the observed RST < 0 C but the forecasted RST > 0 C, indicating the possibility of severe accidents as roads may not be salted. Type 2 error: the observed RST > 0 C but the forecasted RST < 0 C, indicating the possibility of wasted salt. The percent correct, miss rate, false alarm rate and Peirce skill score are frequently used statistical indicators, which are sufficiently explained in Thornes and Stephenson (2001) . The definition and method of these contingency statistics are described by Thornes and Stephenson (2001) . The total forecast frequency was 91 (i.e. 91 days in winter 2015).
primary and only in a narrow confine, i.e. RST nowcasting. The reasons for the differences between MLR models and GAMs are not discussed sufficiently here and should be examined more deeply in future work. In previous studies, Wang (2016, 2017) compared the MLR and GAM approaches by predicting haze days in north China. They found that, when there were multiple predictors, the nonlinear processes were possibly counteracted by the internal interactions. By contrast, if the number of predictors was relatively limited, the advantage of the GAM was significant. Additionally, the motivation of this study was to establish statistical models for RST nowcasting from the perspective of real-time operational runs, so the underlying physical mechanism was not discussed sufficiently and should be analysed in future work.
The modelling processes and the expressions of MLR modelling were much simpler, which could support the Rapid Refresh operation. Furthermore, the performance of MLR was more robust and accurate. Thus, MLR models were good at RST nowcasting and appropriate for application in real-time operational forecast runs. In the UP test for MLR models, about 85% of RMSE UP decreased compared to the FIX test. Daily RMSE UP was in the range between 0.5 and 1.5 C and did not show any monthly cycle. Although the performance at 01 hr was much better, on average, the percentage of AE1.5 C bias was more than 87% for all six nowcasting hours. On the other hand, these models could reflect the correct diurnal variation and predict RST below freezing better. Four case studies (snowy, cold front, cloudy and sunny) were analysed in detail. The predicted RSTs for different nowcasting hours were close to the measurements and depicted the trend well, including persistent and rapid cooling (warming) and correct diurnal variation. The average (01-06 hr) RMSE UP of these four cases was 0.73 (snowy), 1.12 (cold front), 0.96 (cloudy) and 1.02 (sunny) o C. It seems that, when the surrounding temperature was low, the errors of RST nowcasting were small, indicating good potential for estimation of RSI. As shown in Figure 2 , some of the linear correlation lines were quite similar, which meant that the possibility of multicollinearity in MLR models had to be taken into account. By calculating the correlation co-efficients between the optional predictors and the variance inflation factors after modelling, it was confirmed that multicollinearity existed, especially in the group of temperature variables. Multicollinearity was a common problem in MLR, meaning that the regression co-efficients of the independent variables could be impacted interactively and could not be used to explain the correlation and absolute importance, i.e. whether one of these independent variables could influence the RST more than the others. Different from these, what was analysed in Section 3.2 was the relative importance in RST forecasts. More precisely, the multicollinearity did not mean inaccuracy, so the input parameters were still usable and reliable for modelling. In some models, the co-efficients of MST and MG3 showed opposite signs, due to the multicollinearity problem, which did not affect the accuracy markedly. The bias of initial conditions (i.e. measurements) and boundary conditions (i.e. uncertainties in the INCA forecast) were two main error sources. The different weather conditions, traffic flow, location properties (shadows and sky view factor) and road maintenance possibly contributed to the forecast errors. Actually, the UP models had one model for each hour and could implicitly cover the traffic influence. Besides this, the impacts of cloudiness were already included among the other meteorological variables. Furthermore, the relationship between the meteorological variables and RST should vary during winter but was assumed to be constant in the FIX scheme. Differently, the co-efficients and selected predictors were varied in the UP scheme. Thus, the hourly updating MLR models could diminish the prediction errors and forecast the RST successfully. 
