Abstract: In this paper, we extend the GMM framework for the estimation of the mixed-regressive spatial autoregressive model by Lee (2007a) to estimate a high order mixed-regressive spatial autoregressive model with spatial autoregressive disturbances. Identi…cation of such a general model is considered. The GMM approach has computational advantage over the conventional ML method.
Introduction
The spatial autoregressive (SAR) model with high order spatial lags can characterize spatial interdependence based on di¤erent types of relationships (e.g. geographic distance, social relation) among cross-sectional units. In this paper, we consider the estimation of a general high order SAR model with SAR disturbances.
For the estimation of a SAR model with a …rst order spatial lag, the conventional estimation method would be the quasi-maximum likelihood (QML) (Anselin, 1988) . In addition to that, alternative estimation methods have also been proposed. In the presence of exogenous variables, the SAR model is known as a mixed regressive, spatial autoregressive (MRSAR) model. For the …rst order MRSAR model with SAR disturbances, Kelejian and Prucha (1998) introduced a general spatial two-stage least squares (G2SLS) estimator that is consistent and asymptotically normal. Lee (2003) discussed the best instrumental variables (IVs) selection in the last step of the G2SLS procedure, and suggested the best one within the class of IV estimators. To further simplify the computation involved in the best G2SLS estimator, Kelejian et al. (2004) suggested a series-type best G2SLS estimator that is asymptotically equivalent to Lee's (2003) estimator. Kelejian and Prucha (2007a) considered the IV estimation of the …rst order MRSAR model allowing the disturbance process for general patterns of correlation and heteroskedasticity, and proposed a spatial heteroskedasticity and autocorrelation consistent (HAC) estimator for the variance-covariance (VC) matrix of the IV estimator.
The various IV or G2SLS estimators have the virtue of computational simplicity but they are ine¢ cient relative to the ML estimator, when the disturbances are normally distributed so that the likelihood function is correctly speci…ed. Also, as the IVs are functions of the spatial weights matrices and exogenous variables, the G2SLS method would not be applicable when all exogenous variables in a model are really irrelevant. Lee (2001; 2007a) proposed a systematic generalized method of moments (GMM) framework for the estimation of the …rst order SAR models, with or without exogenous regressors. The GMM approach combines the IV estimation with a generalization of the method of moments (MOM) in Kelejian and Prucha (1999) which has been proposed for the estimation of SAR disturbances in a regression model. That GMM approach is computa-tionally more complicated than the G2SLS but is simpler than the QML. The GMM estimator is asymptotically e¢ cient relative to the G2SLS estimator, and with proper moment equations, it can be asymptotically as e¢ cient as the ML estimator with normally distributed disturbances.
In this paper, we extend the GMM approach to estimate the (MR)SAR model with general …nite order spatial lags and SAR disturbances of a …nite order. High order SAR models have been speci…ed in Blommestein (1983; 1985) , Huang (1984) and some others (see Anselin and Bera, 1998) .
The multiple spatial weights matrices may capture contiguity of units in various dimensions. For example, in Tao's (2005) strategic interaction model of local school expenditure, two spatial weights matrices are speci…ed -one based on geographical contiguity and the other based on economic similarity. An alternative perspective stated in Anselin and Bera (1998, p.252) on the need for high order models is to consider them as alternatives of a poorly speci…ed weights matrix rather than as a realistic data generating process. For this general model with high order spatial lags and disturbances, the QML approach is not practical and may be, in general, infeasible as the parameter space is quite complex and the Jacobian determinant in the log likelihood function can not be easily evaluated. The IV and G2SLS estimation approaches are still feasible. For instance, Kelejian and Prucha (2004) proposed the G2SLS estimation for the spatial simultaneous equation model, where a structural equation may have spatial lags of several endogenous variables on the right hand side. Also, Kelejian and Prucha (2007a) considered the G2SLS estimation of a structural equation with spatial lags and endogenous regressors where general patterns of spatial correlation and heteroskedasticity are allowed for the disturbance. The VC matrix of the G2SLS estimate can be consistently estimated with their proposed HAC estimator. With carefully designed quadratic moment equations, the GMM approach can be robust against unknown heteroskedasticity (see Kelejian and Prucha, 2007b; Lin and Lee, 2006) . In this paper, we are interested in e¢ cient estimators instead of robust ones. So we will focus on the model with homoskedastic disturbances. Under the homoskedasticity assumption, while the G2SLS estimation approach is feasible, it would not be asymptotically e¢ cient. We study the identi…cation of the model with homoskedastic disturbances and the asymptotic properties of the proposed GMM estimator. We discuss the selection of the best moment conditions without any speci…c distributional assumption, and suggest the best GMM (BGMM) estimator within the class of GMM estimators derived from linear and quadratic moment conditions. 1 As the GMM objective function is a polynomial of unknown parameters, constraints on parameters are not necessary and the BGMM is computationally tractable. Furthermore, the BGMM estimator is asymptotically as e¢ cient as the ML estimator under normality, and more e¢ cient than the QML estimator otherwise.
It is also e¢ cient relative to the best G2SLS estimator.
We conduct a Monte Carlo experiment to study the …nite sample performance of the proposed GMM estimator. We …nd that the GMM estimator of the spatial e¤ects have smaller bias and standard deviation than those of the G2SLS and B2SLS when the variation from the exogenous regressors relative to that of the disturbances is small. When the disturbances are asymmetrically distributed, the proposed BGMM improves upon the QML and B2SLS, and the improvement could be as large as 20% in terms of reduction in the standard deviation. The GMM estimators are also relatively robust to the misspeci…ed order of spatial lags.
This paper is organized as follows. In Section 2, we introduce the high order MRSAR model with SAR disturbances. Section 3 discusses the existing estimators for this model. We establish identi…cation of the model and propose a GMM estimation approach in Section 4. Section 5 investigates consistency and asymptotic distribution of the GMM estimators. Section 6 derives the best selection of moment functions and discusses the e¢ ciency properties of the BGMM estimator.
Section 7 provides some Monte Carlo results of …nite sample properties of estimators. Section 8
concludes. All the proofs of the results are collected in the appendices.
The MRSAR Model with SAR Disturbances
We consider a general p-order MRSAR model with q-order SAR disturbances (for short, SARAR(p; q))
where n is the total number of spatial units, X n is an n k x dimensional matrix of nonstochastic exogenous variables, and the elements n1 ; ; nn of the n-dimensional vector n are i.i.d. (0; 2 ).
; W pn and M 1n ; ; M qn are n n dimensional spatial weights matrices of known constants such that W j1n 6 = W j2n if j 1 6 = j 2 and M k1n 6 = M k2n if k 1 6 = k 2 . However, W jn and M kn may or may not be the same for j = 1; ; p and k = 1; ; q. The model (1) incorporates both high order spatial lags W 1n Y n ; ; W pn Y n and spatial correlated disturbances u n .
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With a given contiguity-based spatial weights matrix W n , it seems straightforward to de…ne high order spatial lags operators as powers of W n motivated as in time series. The corresponding SAR(p) model would be Y n = P p j=1 j W j n Y n + X n + n . As emphasized in Blommestein (1985) , powering W n may result in the presence of circular and redundant routes. Proper high-order lag operators should have those circular and redundant routes eliminated. Algorithms have been introduced in Blommestein and Koper (1992) and Anselin and Smirnov (1996) to construct proper high-order lag operators. Such models can be regarded as special cases in our model framework. In general, our framework allows the several spatial matrices as (proper) high-order spatial lag operators generated from a contiguity-based spatial weights matrix but may not be so restricted. Denote S n ( ) = I n P p j=1 j W jn and R n ( ) = I n P q k=1 k M kn . At 0 , let S n = S n ( 0 ) and R n = R n ( 0 ) for simplicity. (A list of special notations used for this paper has been collected in Appendix A for convenient reference.) This model is an equilibrium model so that S n and R n are invertible. 3 The reduced form equation of (1) is
cases, these correlations rule out the ordinary least squares (OLS) for the estimation of (1).
3 Existing Estimators
From (1), if n is N (0; 2 0 I n ), the log likelihood function of this model is
To guarantee the log likelihood function is well de…ned, we only consider the parameter space of and such that the determinants of S n ( ) and R n ( ) are strictly positive, i.e., jS n ( )j > 0 and jR n ( )j > 0. Let jj jj be any matrix norm. One has jj P p j=1 j W jn jj ( P p j=1 j j j) max j=1; ;p jjW jn jj. Hence, when all W jn are row-normalized such that jjW jn jj 1 = 1 for j = 1; ; p, 5 a possible parameter space for can be one satisfying P p j=1 j j j < 1. In the event that the spatial weights matrices are not row-normalized, then the parameter space may be taken to be P p j=1 j j j < (max j=1; p jjW jn jj) 1 .
The parameter space of can be analogously obtained.
Even with the parameter space imposed, the ML method is still computationally cumbersome as jS n ( )j and jR n ( )j are di¢ cult to evaluate. 6 Therefore, it seems of interest to have available alternative e¢ cient estimation methods which do not involve the complicated parameter space and computation of jS n ( )j and jR n ( )j. Towards this end, we develop the BGMM estimator in this paper.
For the estimation of the SARAR(1,1), Kelejian and Prucha (1998) suggested a feasible G2SLS (FG2SLS) estimation method. With a consistent initial estimator^ n for 0 , the FG2SLS of 0 is de…ned aŝ
where Z n = (W n Y n ; X n ) and Q n is a matrix of IVs. Kelejian and Prucha (1998) suggested Q n to be taken as a …xed subset of the linearly independent columns of fX n ; W n X n ; W 2 n X n ; ; W q n X n ; M n X n ;
M n W n X n ; M n W 2 n X n ; ; M n W q n X n g, where q is a pre-selected positive integer and the subset is required to contain at least the linearly independent columns of fX n ; M n X n g. The FG2SLS estimator has a closed form expression and is computationally the most simple. Lee (2003) discussed the selection of IVs and proposed the best FG2SLS estimator with
where G n ( ) = W n S 1 n ( ). 7 As the various G2SLS estimators use functions of W n and X n as IVs, the G2SLS would not be applicable when all exogenous variables in X n are really irrelevant. Another unsatisfactory feature of the G2SLS estimator is that the asymptotic distribution of^ g2sls;n does not depend on the asymptotic distribution of^ n (see Kelejian and Prucha, 1999; Lee, 2003) . 8 In a time series model with lagged dependent variables and autoregressive disturbances, y t = 0 y t 1 +x t 0 +u t with u t = 0 u t 1 + t , it is known that a feasible GLS estimation of 0 and 0 based on the transformed equation y t ^ n y t 1 = (y t 1 ^ n y t 2 )+(x t ^ n x t 1 ) +^ t is not e¢ cient (Maddala, 1971 ).
The SARAR(1,1) includes this dynamic time series model as a special case. 9 With normal disturbances, the MLEs of 0 and 0 are asymptotically correlated (e.g. Anselin and Bera, 1998) , which suggests potential ine¢ ciency of the G2SLS. We suggest the GMM approach which estimates 0 and 0 simultaneously using quadratic moments in addition to the linear moments used in the G2SLS or the best G2SLS. With properly constructed moments, We show the GMM can be asymptotically more e¢ cient than the best G2SLS.
GMM Estimation
The GMM method in its general setting is based on an n k IV IV matrix Q n , and the IV functions P in n ( ) where P in is a n n square (constant) matrix with tr(P in ) = 0 for i = 1; ; m. Let u n ( ) = S n ( )Y n X n and n ( ) = R n ( )u n ( ), where = ( 0 ; 0 ) 0 . The GMM estimation uses the following empirical moments 10 g n ( ) = [Q n ; P 1n n ( ); ; P mn n ( )]
where E(g n ( 0 )) = E[(Q n ; P 1n n ; ; P mn n )
11 In a practical application, one has to select speci…c Q n and P in 's to implement the method. As a simple example, for the SARAR(1,1) model, Q n may consist of X n , W n X n and M n X n ; and P 1n and P 2n are, respectively, W n and M n , where W n and M n have zero diagonals. 12 The general but arbitrary set of linear and quadratic moment conditions provides a framework to discuss the possible selection of best moment conditions.
There are two motivations to use quadratic moments in addition to linear moments for the GMM estimation. As will be shown below, one motivation is that the score vector of the likelihood function essentially consists of linear combinations of linear and quadratic moments functions. Another rationale is by the construction of IVs for the estimation of 0 . Consider the MRSAR model Y n = 0 W n Y n + X n 0 + n for an illustration. As W n Y n = G n X n 0 + G n n , an IV for W n Y n may be a function of exogenous variables that approximates G n X n 0 , the deterministic component of W n Y n . This motivates the use of linear moments. The quadratic moments are motivated by using the instrumental function P n n which should be correlated with G n n , the stochastic component of W n Y n , but uncorrelated with n .
Consistency and Asymptotic Distributions
To proceed, we follow the regularity assumptions in Lee (2007a) with proper modi…cations to …t in the current model. Assumption 2 The elements of X n are uniformly bounded constants, X n has full column rank k x , and lim n!1 1 n X 0 n X n exists and is nonsingular.
Assumption 3
The zero diagonal spatial weights matrices fW jn g, fM kn g ( j = 1; ; p, k = 1; ; q) and the corresponding fS 1 n g, fR 1 n g are uniformly bounded in both row and column sums in absolute value.
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Assumption 4 The matrices P in 's with tr (P in ) = 0, for i = 1; ; m, are uniformly bounded in both row and column sums in absolute value, and elements of Q n are uniformly bounded.
The disturbances in Assumption 1 are in the form of triangular arrays for generality. It includes the case that ni = i , independent of the sample size n. The higher than the fourth moment condition in Assumption 1 is needed in order to apply the central limit theorem of Kelejian and Prucha (2001) for triangular arrays of random variables. The nonstochastic X n and its uniform boundedness conditions in Assumption 2 are for analytical simplicity. The elements of X n as well as those of W jn 's and M kn 's, in their generality, may depend on n too. Assumption 3 limits the spatial dependence among the units to a tractable degree and is originated by Kelejian and Prucha (1999) . It rules out the unit root case (in time series as a special case).
be uniformly bounded in row sums in absolute value is that P p j=1 j 0j j < 1= max j=1; ;p kW jn k 1 , because S 1 n = I n + (
n is uniformly bounded in column sums in absolute value if P p j=1 j 0j j < 1= max j=1; ;p kW jn k 1 . With an analogous argument, R 1 n is uniformly bounded in both row and column sums in absolute value if P q k=1 j 0k j < 1= max k=1; ;q fkM kn k 1 ; kM kn k 1 g. The uniform boundedness assumptions of both S 1 n and R 1 n in Assumption 3 are assumed to be valid at 0 and 0 . But with the uniform boundedness of W jn 's and M kn 's, S 1 n ( ) and R 1 n ( ) will also be uniformly bounded, uniformly in a neighbor of 0 and 0 , respectively (Lee, 2004) . The spatial weights matrices are assumed to have zero diagonals to facilitate the interpretation of a spatial e¤ect and exclude self-in ‡uence. For analytical tractability, in Assumption 4, P in 's are assumed to have the uniformly boundedness properties as the spatial weights matrices.
For any feasible , the model (1) implies that
where
for each possible in its parameter space, and the moment equations
for i = 1; ; m, have the unique solution at 0 , or (ii) lim n!1
for some 1 p 0 p for each possible in its parameter space, and the moment equations
for i = 1; ; m, have the unique solution at the true parameter values.
Assumption 5 summarizes some su¢ cient conditions for the identi…cation of 0 . We provide identi…cation conditions for the moment equations (6) and (7) in Propositions 7 and 8 in Appendix B.
Proposition 1 Under Assumptions 1-5, E (g n ( )) = 0 has a unique solution at = 0 .
The moment conditions (7) correspond to those of a pure SARAR(p; q) process,
For this process, n ( ) = F n ( ; )F 1 n n and, hence, E[
; m. This pure SAR process implies the transformed process
For the pure SAR process with p = q, identi…cation of 0 and 0 separately would not be possible if W jn = M jn for j = 1;
; p. 
with
, and
where 0 k l denote the zero matrix of dimension k l, 3 and 4 are, respectively, the third and is normally distributed, n is simpli…ed to V n because 3 = 0 and 4 = 3 4 0 . In general, n is nonsingular if and only if both matrices (vec(P 1n ); ; vec(P mn )) and Q n have full column ranks.
As elements of P in 's and Q n are uniformly bounded by Assumption 4, and P s in P jn is bounded in row or column sums, 1 n n = O(1). It is thus meaningful to impose the following conventional regularity condition on the limit of 1 n n : Assumption 6 The limit of 1 n n exists and is a nonsingular matrix. The asymptotic analysis in this paper assumes each unit has only a …nite (bounded) number of neighbors which does not increase as n increases. The spatial weights matrices may be sparse.
Assumption 6 and parts of Assumption 5 provide the regular conditions for estimators to have the usual p n-rate of convergence.
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The following proposition provides the asymptotic distribution of a GMM estimator with a linear transformation of the moment equations, a n g n ( ), where a n is a matrix with full row rank greater than or equal to the number of unknown parameters (k x + p + q). The a n is assumed to converge to a constant matrix a 0 which has also full row rank. This corresponds to the Hansen's GMM setting, which illustrates the optimal weighting issue. As usual for nonlinear estimation, the parameter space of will be taken to be a bounded set with 0 in its interior.
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Assumption 7 The 0 is in the interior of the parameter space , which is a bounded subset of
; p and k = 1; ; q.
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Proposition 2 Under Assumptions 1-7, suppose g n ( ) is given by (4) so that lim n!1 a n E(g n ( )) = 0 has a unique root at 0 in . Then, the GMM estimator^ n derived from min 2 g 0 n ( )a 0 n a n g n ( )
is a consistent estimator of 0 , and
with D n in (11) under the assumption that lim n!1 1 n a n D n exists and has the full rank (k x + p + q).
From Proposition 2, with g n ( ) in (4), the optimal choice of a weighting matrix a 0 n a n is 1 n by the generalized Schwartz inequality. As n involves unknown parameters 2 0 , 3 and 4 , the optimal GMM objective function will be formulated with a two-step feasible approach by estimating consistently 2 0 , as well as 3 and 4 in the …rst step. That can be done by using estimated residuals of n from an initial consistent estimate of 0 .
19 The n can then be consistently estimated aŝ
n . The following proposition shows that the feasible optimum GMM estimator with a consistently estimated^ n has the same limiting distribution of the optimum GMM estimator based on n . With the optimum GMM objective function, an overidenti…cation test is available, which can be used as a goodness-of-…t test for the selection of the order of spatial lags.
E¢ ciency and the BGMM estimator
Consider now the issue of selecting the best P in 's and the best IV matrix Q n . By transforming u n into n free of spatial correlation, the model (1) implies that a SAR(p) process for the transformed
First, consider the case that n is normally distributed. Under normality, 4 = 3 4 0 and 3 = 0.
Hence, the VC matrix n = V n in (10) is a block diagonal matrix. This VC matrix and the derivative matrix in (11) together imply the asymptotic precision matrix (the inverse of the asymptotic VC matrix of an estimator, see p.101, Davidson and MacKinnon, 2004) 
With the asymptotic precision matrix in (14), it follows from the generalized Schwartz inequality that the best selection of Q n is ( G 1n X n 0 ; ; G pn X n 0 ; X n ), and the best selection of P n 's are G jn tr( Gjn) n I n and H kn tr(H kn ) n I n for j = 1; ; p and k = 1; ; q.
Let P 1n denote the class of P n 's satisfying Assumption 4. The subclass P 2n of P 1n consisting of P n 's with zero diagonals is also interesting. The corresponding GMM estimator with P n 's from P 2n is robust against distributional assumptions, because, when vec D (P in ) = 0 for i = 1; ; m, n = V n regardless of the values of 3 and 4 3 4 0 . 20 Based on the Schwartz inequality, the best selection of IV matrix Q n is still ( G 1n X n 0 ; ; G n X n 0 ; X n ) but the best P n 's from P 2n are
; p and k = 1; ; q, under homoskedasticity.
denotes a diagonal matrix with diagonal elements being those of A if A is a vector, or the diagonal elements of A if A is a square matrix.
When the distribution of n is unknown, the following proposition provides the best linear and quadratic moments for the estimation of the SARAR(p; q) model via selecting the best P n 's and
If an intercept appears in X n , de…ne X n as the submatrix of X n with the intercept column
, where c( 0 ) is a scalar function of 0 and l n is an n-dimensional vector of ones. 22 Otherwise X n X n . Suppose there are k x columns in X n . Let X nj be the jth column of X n , and X nj be the jth column of X n . Denote
D( G jn X n 0 ) and
D(H kn ), for j = 1; ; p and k = 1; ; q, where 3 = 3 = 3 0 being the skewness of the disturbance, and 4 = 4 = 4 0 being the kurtosis of the disturbance. And denote M n = f^ o;n g the class of optimal GMM estimators derived from linear and quadratic moment conditions (4), with P n 's and Q n satisfying Assumption 4.
; q, and
; p, and
; q. Within the class of optimal GMM estimators M n , under Assumptions 1-7, the estimator^ b;n derived from
is the BGMM estimator with the limiting distribution
The moment functions [P p+1;n n ( ); ; P p+q;n n ( )] 0 n ( ) are apparently designed for the estimation of 0 in u n = P q k=1 0k M kn u n + n . Due to the correlation between linear and quadratic moment functions, it is more involved than the best moment function for estimating the (pure) SAR(q)
And the selection of (P 1n ; ; P pn ; P p+q+1;n ; ; P p+q+k x ;n ) and (Q 1n ; Q 2n ; Q 3n ) corresponds to the selection of the best quadratic moment functions and the best IV matrix for the estimation of the transformed MRSAR model (13). These two sets of moment functions estimate 0 and 0 simultaneously. The best selections of P n 's and Q n from P 1n under normality assumption are special cases of P n 's and Q n given in Proposition 4. When n is normally distributed, G jn and H kn reduce to G jn and H kn , respectively, for j = 1; ; p and k = 1; ; q. Hence, it follows that
and Q 2n = ( G 1n X n 0 ; ; G pn X n 0 ) as 3 = 0, for j = 1; ; p and k = 1; ; q. And it follows arguments in Breusch et al. (1999) 
; P p+q;n n ( )] 0 n ( ) under normality.
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The moment function g n ( ) of the BGMM and its VC matrix n involve the unknown parameters 0 ; 2 0 ; 3 and 4 . In practice, with initial p n-consistent estimators^ n ;^ 2 n ;^ 3n and^ 4n , P in and Q n in g n ( ) can be replaced by their estimated counterpartsP in andQ n , for i = 1; ; k x + p + q, and n can be estimated accordingly as^ n . The following proposition shows that the feasible BGMM estimator has the same limiting distribution as the BGMM estimator in Proposition 4.
Proposition 5 LetP in ,Q n and^ n be the estimated counterparts of P in , Q n and n , for i =
1;
; k x +p+q, with the unknown parameters replaced by their p n-consistent estimators^ n ;^ 2 n ;^ 3n and^ 4n . Then, under Assumptions 1-7, the estimator^ f b;n from min 2 ĝ
Lastly, we compare the asymptotic e¢ ciency of the BGMM estimator with that of the conventional QML estimator and the best G2SLS estimator in Lee (2003) . As the …rst order conditions of the log likelihood function (2) are asymptotically equivalent to some linear and quadratic moment conditions in the sense that their consistent roots have the same limiting distribution, the QML estimator is asymptotically equivalent to some GMM estimator based on those linear and quadratic moment conditions. The BGMM estimator is asymptotically as e¢ cient as the ML estimator when
non-normal errors, the extremum estimator based on the normal likelihood function is a QML estimator. The BGMM estimator improves the e¢ ciency of such a QML estimator by using the best linear and quadratic moment conditions via the selection of P n 's and Q n , and by using the optimal weighting matrix n . On the other hand, the BGMM estimator improves the best G2SLS estimator via joint estimation of 0 and 0 using the quadratic moment conditions in addition to the linear moment conditions used in the G2SLS.
The additional quadratic moment conditions provide the additional information on the correlation structure of the reduced form disturbances for the estimation. The result is summarized in the following proposition.
Proposition 6 Under Assumptions 1-7, the BGMM estimator is asymptotically e¢ cient relative to the QML estimator and the best G2SLS estimator.
Monte Carlo Study
In the Monte Carlo study, we …rst consider the SARAR(1,1) model speci…ed as
and x i2 are independently generated standard normal variables for all i, and ni 's are independently generated from the following 3 distributions, all of which are scaled to have mean 0 and variance and (c) 3 = p 2, 4 = 6. Normal distribution is the basis for comparison. Symmetric bimodal mixture normal distribution and gamma distribution will study the e¤ects of skewness and kurtosis excess on the …nite sample performance of various estimators. Asymptotically, the feasible BGMM estimator proposed in Proposition 5 is as e¢ cient as the MLE under (a), and is more e¢ cient than the QML estimator under (b) and (c).
Let W A denote the weights matrix for the study of crimes across 49 districts in Columbus, Ohio in Anselin (1988) . For moderate sample sizes of n = 245 and 490, the corresponding spatial weights matrices in the Monte Carlo study are given by I 5 W A and I 10 W A respectively, where denotes the Kronecker product operator. The true 0 and 0 are set to be 0:4 in the data generating process.
We use di¤erent 0 in di¤erent experiments.
The estimation methods considered are: (1) the G2SLS and B2SLS: the G2SLS approach in Kelejian and Prucha (1998) and the best G2SLS method in Lee (2003); 25 (2) the QML: the quasi maximum likelihood method; 26 (3) the GMM1: the feasible best optimal GMM in the class of P 2 ; (4) the GMM2: the feasible best optimal GMM under the normality assumption; and (5) the BGMM:
the general feasible best GMM described in Proposition 5.
The number of repetitions is 1; 000 for each case in the Monte Carlo experiment. The regressors are randomly redrawn for each repetition. In each case, we report the mean 'Mean'and standard deviation 'SD'of the empirical distributions of the estimates. To facilitate the comparison of various estimators, their root mean square errors 'RMSE'are also reported.
Computationally, the G2SLS is the most simple. The best G2SLS involves S 1 n ( ), and the GMM1, GMM2, and BGMM involve both S 1 n ( ) and R 1 n ( ), hence they are more complicated than the G2SLS but much simpler than the conventional QML because they do not need the computation of jS n ( )j and jR n ( )j, and S 1 n ( ) and R 1 n ( ) are evaluated only once at an initial consistent estimate.
[ Tables 1-3 approximately here] Tables 1-3 report the results of the case that 01 = 1 and 02 = 1, which will be referred to as the case with strong x. The ratio of the variance of x i1 10 + x i2 20 over the sum of the variances of x i1 10 + x i2 20 and i is 0:5. In this case, we use the G2SLS estimate as the initial estimate to implement the B2SLS and the various feasible optimal GMM. 27 For sample size n = 245, the G2SLS estimates of 0 are biased downwards by about 12%, under all disturbance speci…cations.
As the sample size increases to n = 490, biases in the G2SLS estimates of 0 reduce to 5 7%.
When n = 245, the G2SLS estimates of 0 are slightly biased upwards, and the B2SLS and various GMM estimates of 0 as well as the QML estimates of 0 and 0 are slightly biased downwards. All the estimates of 01 and 02 are essentially unbiased for both sample sizes considered. In terms of SD and RMSE, the G2SLS estimates are almost as good as those of the QML, GMM1 and GMM2, under all disturbance speci…cations. The B2SLS estimates of 0 have slightly larger SDs than those of the G2SLS estimates for n = 245. Other than that, the B2SLS and the G2SLS estimates are similar for both sample sizes considered. The good …nite sample performance of the G2SLS similar to that of the QML has been noted in Kelejian et al. (2004) when X's have strong e¤ects. When the disturbances are normally distributed, for sample size n = 245, the QML, GMM1 and GMM2
estimates of 0 and 0 are better than the BGMM estimates in terms of smaller SD and RMSE. The performance of the BGMM estimates is as good as the others when n = 490. When the disturbances are symmetric and platykurtic, the BGMM estimates of 0 are a little better than the others. When the disturbances follow gamma distribution that has 3 6 = 0, the BGMM estimators have smaller SD and RMSE than the other estimates for both sample sizes considered. For example, when n = 490, the percentage reduction in SD of the BGMM estimates of 0 , 0 , 01 and 02 relative to the QML estimates is, respectively, 23%, 16%, 23% and 24%.
[Figures 1-3 approximately here]
To illustrate whether the …nite sample distributions of the estimates can be approximated by the normal distribution in the experiment, we report quantile-quantile plots from the computer package S-Plus with the BGMM estimates for samples size 490 in Figures 1-3 . The quantile-quantile plots have similar features for other estimators. As the plotted lines mostly lie on straight lines, the normal approximations seem adequate (Chambers et al., 1983) .
[ Table 4 approximately here] Table 4 reports the results of the case that 01 = 0:4 and 02 = 0:4, which will be referred to as the case with weak x. The ratio of the variance of x i1 10 + x i2 20 over the sum of the variances of x i1 10 + x i2 20 and i is about 0:14. Hence 0 may be di¢ cult to estimate by the G2SLS. As the feasible B2SLS and GMM estimators may be sensitive to initial consistent estimates, we use the unweighted GMM with Q n = (X n ; W n X n ; W 2 n X n ) for linear moments, P 1n = W n and P 2n = W 2 n 1 n tr(W 2 n )I n for quadratic moments and I n as the weighting matrix to get initial estimates.
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The G2SLS estimates of 0 are biased upwards and those of 0 are biased downwards. For instance, when n = 490 and the disturbances follow the gamma distribution, the G2SLS estimator of 0 is upward biased by 21% and that of 0 is downward biased by 37%. The biases of the QML estimates of 0 and 0 are in the same direction as those of the G2SLS estimates but smaller in magnitude.
The B2SLS and various GMM estimates of 0 are downward biased and the B2SLS estimates of 0 are upward biased. When n = 490, the biases in the GMM estimators are less than 15% for the normal error and less than 10% for the other error distributions considered. The other estimates are essentially unbiased. The GMM1 and GMM2 estimates of 0 and 0 have the smallest SDs for all error distributions considered. For instance, when n = 490 and the disturbances follows the normal distribution, the percentage reduction in SD of the GMM2 (the best GMM under normality assumption) estimates of 0 and 0 relative to the B2SLS estimates is, respectively, 31% and 18%.
On the other hand, when the disturbances are asymmetrically distributed, the BGMM estimates of 0 have smaller SD and RMSE than the other estimates, as in the case with strong x.
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To study the properties of the estimators when the order of the spatial lags is misspeci…ed, we consider a SARAR(2,1) speci…ed as
u n = W 1n u n + n . W 1n and W 2n correspond to the row-normalized weights matrices for the study of local school expenditure across 612 urban school districts in Ohio in Tao (2005) . Before row normalization, W 1n is based on neighbors with common borders: w 1ij = 1 if i and j share a border and w 1ij = 0 otherwise. W 2n has weights based on the inverse of income di¤erences:
i over the sample period, for all urban school districts j within the same metropolitan area as i.
In the data generating process, we use 01 = 0:4; 02 = 0:2; 0 = 0:4; 01 = 1 and 02 = 1. The misspeci…ed model has mistakenly excluded W 2n Y n in the estimation. The estimation results are reported in Tables 5-7. [ Tables 5-7 approximately here] To facilitate the comparison, we report the various estimates of the correctly speci…ed model in the upper panels of Tables 5-7 . 31 We use the G2SLS estimate as the initial estimate for the various The estimates of 0 and 0 in the misspeci…ed model also have slightly larger SDs. Overall, the exclusion of a spatial lag seems to have small e¤ects on the estimates of the remaining parameters.
In summary, the GMM approaches with both linear and quadratic moments can improve upon the G2SLS and B2SLS in the …nite sample when the variation from the exogenous regressors relative to that of the innovations is small. The proposed BGMM improves upon the QML and B2SLS when disturbances are asymmetrically distributed, and the improvement could be as large as 20% in terms of reduction in SD. Furthermore, the GMM estimators are relatively robust to the misspeci…ed order of spatial lags.
Conclusion
In this paper, we consider the GMM estimation of high order MRSAR models with SAR disturbances.
The proposed GMM approach improves upon the G2SLS in Kelejian and Prucha (1998) and the best G2SLS in Lee (2003) in asymptotic e¢ ciency. Among the optimal GMM estimators, we show the existence of the BGMM estimator that is asymptotically as e¢ cient as MLE under normality, and more e¢ cient than the QML estimator when the disturbances are not normally distributed.
Some evidence from Monte Carlo experiments con…rms that the proposed GMM may improve upon the …nite sample performance of the conventional QML and the best G2SLS approaches.
Notes
1 The best GMM estimator is the optimal GMM estimator with the best linear and quadratic moment conditions.
It is called the "best" because it is the most e¢ cient one within the class of GMM estimators derived from linear and quadratic moment conditions.
2 The feature of (1) is that the 's and 's are unknown parameters. If the spatial lag components have a form like P p j=1 ! j W jn Yn = W n Yn, where the weight parameters ! j 's are known and determined outside the model, then such an alternative model is technically a SAR model of the …rst order as analyzed in Lee (2007a) . 3 As the values of the dependent variable are determined by the model with Xn and n, the model is, therefore, an equilibrium one. This feature di¤ers from a time series autoregressive model where there is an initial value problem.
4 Lee (2002) has identi…ed a subclass of models for which the OLS estimator can be consistent. 5 For any n n matrix An = [a n;ij ], the row sum matrix norm is de…ned by jjAnjj1 = max i=1; ;n P n j=1 ja n;ij j, and the column sum matrix norm is de…ned by jjAnjj 1 = max j=1; ;n P n i=1 ja n;ij j. 6 With a single weights matrix Wn, the Ord device (Ord, 1975) (see Dhrymes, 1978) . Another case is the high order spatial lags model with W jn = W j n , j = 1;
; p, generated as powers of a diagonalizable Wn. In this case, jIn
However, the Ord device would not be applicable if redundant and circular routes of the high order spatial operators are eliminated (Blommestein, 1985) . The ML method may be practically tractable when all the spatial weights matrices are sparse such that Sn( ) and Rn( ) can be e¤ectively evaluated by sparse matrix techniques. 7 To simplify the computation involved in the best FG2SLS estimator, Kelejian et al. (2004) suggested the best series FG2SLS estimator that is also an asymptotically e¢ cient estimator within the class of IV estimators, with
Xn^ n ; Xn] and rn is some sequence of natural numbers going to in…nite.
8 In the regression model with SAR disturbances, as all the explanatory variables in the main equation are exogenous variables, the asymptotic distribution of^ n in Kelejian and Prucha (1999) via the least squares residual does not depend on the asymptotic distribution of the least squares estimator of 0 . For the SARAR(1,1) model, as the second step estimator, the asymptotic distribution of^ n depends on the asymptotic distribution of the …rst step estimator of 0 via the estimated residualûn in the presence of the spatial lag WnYn in the main equation (Kelejian and Prucha, 2007b) .
9 It has a special spatial weights matrix of a single neighbor for each spatial unit and y 0 = 0. M 0 n Mn to set up moments via estimated residuals of the …rst stage to estimate the disturbance process. 1 3 A sequence of square matrices fAng, where An = [a n;ij ], is said to be uniformly bounded in row sums (column sums) in absolute value if the sequence of row sum matrix norm jjAnjj1 (column sum matrix norm jjAnjj 1 ) are bounded. (Horn and Johnson, 1985) 1 4 Derivation of (5) is given in the Lemma C.9.
1 5 It is noted that when the identi…cation of the MRSAR model via linear moments is possible, Wn is not required to be distinct from Mn.
When Xn = ln (i.e., only intercept) and Mn = Wn is row normalized, n will not have a full column rank. In this case, the parameters can not be identi…able. When Xn = ln and Wn is row-normalized, GnXn 0 = Xnc where
. Thus, n = (GnXn 0 ; Xn) does not have the full column rank.
In practice, if there is a need to specify an Mn for the error process, which should be di¤erent from Wn, a possible thinking is, while the spatial weight matrix Wn for the main equation may be designed to capture reactions of economic competitors, there might still be autocorrelation in variables not crucial to the model. Autocorrelated disturbances might then be considered to capture such correlations. This interpretation has been o¤ered, e.g., in Benirschka and Binkley (1994) for a model of agricultural land values. In that case, the correlation of disturbances may be captured by the speci…cation of a spatial correlated process with Mn representing geographic proximity.
1 6 There are scenarios where the number of neighbors increases as n increases. Those are large group interaction scenarios, which are relevant for in-…lling asymptotics. In Lee (2004) , it is shown that such scenarios might imply estimates to have lower than the usual p n-rate of convergence. The analysis in this paper can be extended to incorporate the large group interaction scenarios but will involve much complicated notations. For additional and related analyses for GMM estimation with large group interactions, see Lee (2007b).
1 7 Note that it is unnecessary to require that, for each in , jSn( )j is positive. The property of such a determinant does not play a role in the GMM estimation. In theory, any bounded set in Assumption 7 will do as long as 0 is in the interior of the parameter space and other assumptions are satis…ed at = 0 : The boundedness (or compactness) assumption of the parameter space is needed for asymptotic analysis in proving the uniform convergence in probability of the GMM objective function. In this regard, the G2SLS estimation has the theoretical advantage as restrictions on the parameter space is not explicitly needed even though there are implicit restrictions due to the uniform boundedness of Sn( 0 ) and Rn( 0 ). The disadvantage of the G2SLS may simply be due to ine¢ ciency, in particular, when exogenous variables in Xn have small e¤ects (relative to disturbances) on the outcomes.
1 8 The derivation of (11) is given in the Lemma C.10.
1 9 The detailed proof is straightforward and is omitted here.
2 0 It is also robust against unknown heteroskedasticity (Lin and Lee, 2006).
2 1 When the disturbances are normally distributed, it is quite easy to identify the best moments via the generalized Schwartz matrix as shown above. Without normality, it is not so. In general, the key ingredient is to incorporate proper diagonal elements of Gn in the construction of additional moment conditions. The …nal derivation of the best moments is based on such an insight and trial by errors. The QML estimator is calculated using sac.m in Econometrics Toolbox (version 7) by James P. Lesage. Function option inf o:lf lag = 0 for full computation (instead of approximation), and other options are set to the default values.
2 7 The G2SLS estimates of ( 0 ; 0 ) lie in ( 1; 1) 2 for all replications.
2 8 We also estimated the model by the iterated G2SLS and B2SLS. In the 1000 repetitions, only about 650 repetitions generated convergent estimates. Also the convergent iterated estimates of 0 are severely downward biased. To save space, the Monte Carlo results of the iterated G2SLS and B2SLS estimators are not reported in this paper.
2 9 We impose a restricted parameter space on the simple unweighted GMM, so that the estimated (^ n;^ n ) lie in ( 1; 1) 2 . There are a few divergent cases. For n = 490, the numbers of divergent cases are from 15 to 17 with di¤erent error speci…cations. Additional replications are generated to have a total of 1000 convergent cases for the reported results.
3 0 Additional Monte Carlo results can be found in our previous two working papers. We considered alternative disturbance distributions (t distribution and asymmetric bimodal mixture normal distribution) and weights matrix for the SARAR(1,1) model. The general conclusions are similar. We also considered smaller values of 0 for the case with weak x. We found that as the variation from the exogenous regressors relative to that of the disturbances becomes smaller (than 0.14), the biases and SDs in the G2SLS and B2SLS estimates of ( 0 ; 0 ) dramatically increases, while the various GMM estimators are still reasonably good. Also, there are additional results on the SARAR(2,0) model. 
L is a linearly transformed square matrix of A which preserves the uniform boundedness property.
l n is an n 1 vector of ones.
e kj is the jth unit column vector in R k .
If an intercept appears in X n such that X n = [ X n ; c( 0 )l n ], where c( 0 ) is a scalar function of 0 , X n is the submatrix of X n with the intercept term removed. Otherwise X n X n .
n X nj is the deviation of observation X nj from its sample mean. 
B Identi…cation
In this appendix, we …rst estabish the identication of the GMM. Then, we provide identi…cation conditions for the moment equations (6) and (7) in Assumption 5 in the following two subsections.
Proof of Proposition 1.
which has the unique solution 0 if Q 0 n R n ( ) n , where n = (G 1n X n 0 ; ; G pn X n 0 ; X n ), has full column rank (k x + p) for each possible in its parameter space. With 0 identi…ed, because
n and d n ( 0 ) = 0, the remaining moment equations in (5) become (6).
The identi…cation of 0 via these moment conditions is the same as that of the pure SAR process u n = P q k=1 k M kn u n + n via the moments [P 1n R n ( )u n ; ; P mn R n ( )u n ] 0 R n ( )u n as if u n were observable. The necessary and su¢ cient condition, as well as some other su¢ cient conditions, for the identi…cation of 0 via (6) is given in Proposition 7.
On the other hand, if n does not have a full column rank (k x + p), then d n ( ) = 0 alone could not identify 0 . Suppose X n has full column rank k x . Without loss of generality, assume that (G p0+1;n X n 0 ; ; G pn X n 0 ; X n ) has full rank (p + k x p 0 ), for some 1 p 0 p, and there exist constant vectors a j and constants c jl such that G jn X n 0 = P p l=p0+1 G ln X n 0 c jl + X n a j for j = 1; ; p 0 . Hence, the linear moment equations Q
which have all its solutions satisfying
for l = p 0 + 1;
; p. From (15), 0 and 0l (l = p 0 + 1; ; p) are identi…able once 01 ; ; 0p0 are identi…ed. With d n ( ) = 0, the identi…cation of 01 ; ; 0p0 based on (5) will reduce to (7).
Let v n = F 1 n n be the disturbance vector of that equation. The reduced form equation becomes
The moment equations (7) correspond to a pure SARAR(p; q) process,
We provide the necessary and su¢ cient condition for the identi…cation of the moment equations (7) in Proposition 8, and we also discuss some weaker su¢ cient conditions for identi…cation. With 
B.1 Identi…cation of a Pure SAR(q) Process
In this subsection, we discuss the identi…cation of the pure SAR process u n = P q k=1 k M kn u n + n via the quadratic moment equations (6). Let ' k and ' jk be m-dimensional vectors with the ith element being, respectively, ' k;i = tr(P s in H kn ) and ' jk;i = tr(H 0 jn P in H kn ).
Proposition 7
The necessary and su¢ cient condition for (6) to have the unique solution at 0 is that the vectors ' k 's and ' jk 's do not have a linear combination with nonlinear coe¢ cients in the form that
for some nonzero constants 1 ; ; q .
; m. It is apparent that 0 is a common solution of these m moment equations. The desired result follows.
A su¢ cient identi…cation condition for the pure SAR(q) model is that the ''s are linearly independent. Weaker su¢ cient conditions are available. If there exists a solution 1 not equal to 01 , one has 1 6 = 0 in (17). This will imply that either ' 1 or ' 11 will be linearly dependent on all the other ''s. So it is su¢ cient to identify 1 if each of ' 1 and ' 11 is linearly independent of the other ''s.
With 1 being identi…ed, (17) becomes
P q k=2 j k ' jk = 0. Similar arguments apply to the identi…cation of 02 , and so on.
B.2 Identi…cation of a Pure SARAR(p; q) Process
When n does not have full column rank, the identi…cation of the original model (1) reduces to the identi…cation of a pure SARAR(p; q) process (16), as shown in the proof of Proposition 1. The identi…cation conditions of (16) can be derived by investigating some characteristics of the moment equations (7). Let
Let k be the m-dimensional vector with k ;i as its ith element. Similarly, j , etc., are de…ned.
Proposition 8 Suppose n has column rank (p + k x p 0 ), for some 1 p 0 p. The necessary and su¢ cient condition for (7) and (15) 
for some nonzero constants 1 ; ; q or 1 ; ; p0 .
Proof. For the identi…cation of the pure SARAR(p; q) process in (16), as
for i = 1; ; m. Substitution of (15) gives
It is apparent that ( 0 0 ; 01 ; ; 0p0 ) is a common solution of these m moment equations. The desired result follows.
A su¢ cient identi…cation condition is that the 's are linearly independent. Weaker su¢ cient conditions are available. If there exists a solution 1 not equal to 01 , one has 1 6 = 0 in (18). This will imply that either 1 or 11 will be linearly dependent on all the other 's. So it is su¢ cient to identify 01 if both 1 and 11 are linearly independent of all the other 's. With 01 being identi…ed, (18) becomes
Then similar arguments apply to the identi…cation of 02 , and so on. With 0 being identi…ed, (19) further reduces to X p0
So it is su¢ cient to identify 01 if both 
C Some Useful Lemmas
In this appendix, we list some lemmas which are useful for the proofs of the results in the text. First, we state some basic properties. The central limit theorem C.5 is in Kelejian and Prucha (2001) .
The other properties in C.1-C.8 are either trivial or can be found in Lee (2004; 2007a) .
C.1 Suppose that the elements of the sequences of n-dimensional column vectors fz 1n g and fz 2n g are uniformly bounded. If the n n dimensional matrices fA n g are uniformly bounded in either row or column sums in absolute value, then jz 0 1n A n z 2n j = O(n).
C.2 Suppose that n1 ; ; nn are i.i.d. random variables with zero mean and …nite variance 2 and …nite fourth moment 4 . Then, for any two n n matrices A n and B n , E (
C.3 Suppose that fA n g are uniformly bounded in both row and column sums in absolute value. n1 ; ; nn are i.i.d. with zero mean and …nite fourth moment. Then, E(
C.4 Suppose that A n is an n n matrix with its column sums being uniformly bounded in absolute value, elements of the n k x matrix C n are uniformly bounded, and n1 ; ; nn are i.i.d. with zero mean and …nite variance 2 . Then,
n C n exists and is positive de…nite, then
C.5 Suppose that fA n g is a sequence of symmetric n n matrices with row and column sums uniformly bounded in absolute value and b n = (b n1 ; ; b nn ) 0 is an n-dimensional vector such that C.6 Let^ n and^ n be, respectively, the minimizers of z n ( ) and z n ( ) in . Suppose that 1 n (z n ( ) z n ( )) converges in probability to zero uniformly in 2 , where 0 is in the interior of , and 1 n z n ( ) satis…es the uniqueness identi…cation condition at 0 . If 1 n (z n ( ) z n ( )) = o p (1) uniformly in 2 , then both^ n and^ n converge in probability to 0 .
In addition, suppose that
converges in probability to a well de…ned limiting matrix, uniformly in 2 , which is nonsingular at 0 , and
have the same limiting distribution.
C.7 Under Assumption 2, the projectors
n are uniformly bounded in both row and column sums in absolute value.
C.8 Suppose that fjjW jn jjg, fjjM kn jjg, fjjS 1 n jjg, and fjjR 1 n jjg, where jj jj is a matrix norm, are bounded for j = 1; ; p and k = 1; ; q. Then fjjS n ( ) 1 jjg and fjjR n ( ) 1 jjg are uniformly bounded in a neighborhood of 0 and 0 respectively.
The following are two facts for the model (1).
Proof. The derivatives of g n ( ) in (4) with respect to k , j , and are
and @gn( )
; p and k = 1; ; q. (11) follows from Assumption 1.
The following properties are speci…c to the model in this paper. C.11 is a trivial extension of Liu et al. (2006) . The proofs of C.12 and C.13 will be presented subsequently.
C.11 Suppose that z 1n and z 2n are n-dimensional column vectors of constants of which elements are uniformly bounded, the n n constant matrix A n is uniformly bounded in column sums in absolute value, the n n constant matrices B 1n and B 2n are uniformly bounded in both row and column sums in absolute value, and n1 ; ; nn are i.i.d. random variables with zero mean and …nite second moment. p n(^ n 0 ) = O p (1) where 0 is a r-dimensional vector in the interior of its parameter space. The n n matrix C n (^ n ) has the expansion that
for some m 2, where C n ( 0 ) and K in ( 0 ) are uniformly bounded in both row and column sums in absolute value for i = 1; ; m 1, and K mn ( ) is uniformly bounded in both row and column sums in absolute value, uniformly in a small neighborhood of 0 . Then, (a)
holds for m 3; and (d)
where 0 is a s-dimensional vector in the interior of its parameter space, and the matrix D n (^ n ) has the expansion that
for some m 2, where D n ( 0 ) and L in ( 0 ) are uniformly bounded in both row and column sums in absolute value for i = 1; ; m 1, and L mn ( ) is uniformly bounded in both row and column sums in absolute value, uniformly in a small neighborhood of 0 . Then, (a') (21) and (22) hold for (21) and (22) hold for
C.12 Suppose that z 1n and z 2n are n-dimensional column vectors of constants of which their elements are uniformly bounded, the n n constant matrix A n is uniformly bounded in column sums in absolute value, and the n n constant matrices B 1n and B 2n are uniformly bounded in both row and column sums in absolute value. Let^ n ;^ 2 n ;^ 3n and^ 4n be, respectively, p n-consistent estimates of 0 ; 2 0 ; 3 and 4 . Let C n be either G jn or H kn , and C n be either G jn , H kn , or D( X nl ) for j = 1; ; p, k = 1; ; q and l = 1; ; k x . LetĈ n andĈ n be the estimated counterparts of C n and C n . For these C n (resp. C n ) matrices, C L n (resp. C L n ) represents its linear transformed matrix which preserves the uniform boundedness in row and column sums property. Furthermore, letD n be a stochastic matrix that can be expanded to the form of (21). Then, under Assumptions 1-3, (a)
In addition, if D n ( ) is uniformly bounded in both row and column sums in absolute value, uniformly in a small neighborhood of 0 that is in the interior of its parameter space, then (e)
C.13 Suppose that z n is an n-dimensional column vector of constants which are uniformly bounded, and the n n constant matrix A n is uniformly bounded in column sums in absolute value. Let n ;^ 2 n ;^ 3n and^ 4n be, respectively, p n-consistent estimates of 0 ; 2 0 ; 3 and 4 . Let C n be either G jn or H kn , for j = 1; ; p and k = 1; ; q, withĈ n being the estimated counterpart. Let
(C n X n 0 1 n l n l 0 n C n X n 0 ), and
vec D (C t n ), withT 1n ,T 2n , andT 3n being their estimated counterparts. Then, under
Furthermore, let D n (^ n ) be a stochastic matrix that can be expanded to the form of (22) for some
To show the proposed moment conditions are optimal, we show adding additional moment conditions to the moment conditions does not increase the asymptotic e¢ ciency of the GMM estimator using the conditions for redundancy in Breusch et al. (1999) . Their de…nition of redundancy is given as follows. "Let^ be the optimal GMM estimator based on a set of (unconditional) moment conditions C.15 (Theorem 2 in Breusch et al., 1999) 
0 is redundant given g 1 if and only if g 2 is redundant given g 1 and g 3 is redundant given g 1 .
D Proofs
Proof of C.12. As S n Ŝ n = P p j=1 (^ nj 0j )W jn , it follows thatŜ
for any m 2. Hence, it follows that
which conforms to the expansion (21) with
Analogously, we have,
for any m 2, and
(26) conforms to the expansion (21) with
n . On the other hand, Ĝ n andR 1 n can be expanded to the form of (21) by (24) and (25) respectively. Note that when the transformation t is taken, the deterministic parts of the expansions of
n ) have a zero trace by construction. Hence (a) follows from C.11, where the uniform boundedness in a neighborhood of the true parameters of the relevant matrices in the remainder terms follow from C.8.
For (b), …rst consider the case that C n is either G jn or H kn for j = 1;
; p and k = 1; ; q. We . Let^ n be 's estimated counterpart, and
, it follows from (a) and C.1 that
As conditions in C.11 are satis…ed via C.8, it follows that
. Let e kj be the jth unit column
. And with similar arguments and corresponding results in C.11, the other results in (b) follow, when C n is either G jn or H kn for j = 1; ; p and k = 1; ; q. For (c), as vec
L , the results follow from similar argument as in the proof of (a).
follows from similar arguments as in the proof of (b) that
, …rst we consider the case when C n is either G jn or H kn for j = 1; ; p and k = 1; ; q. As in the proof of (a), for m = 2,
estimates, it follows that
(e) As D n ( ) is uniformly bounded in both row and column sums in absolute value, uniformly in a small neighborhood of 0 , and^ n 0 = o p (1), it follows that D n (^ n ) is uniformly bounded in both row and column sums in absolute value with probability one. The remaining arguments will be similar to those of the part 2 of (d).
Proof of C.13. As = 
For the …rst two terms in
For the …rst term in 1 n (T 3n T 3n ) 0 z n , it follows from C.12 that
And the remaining term in
. This proves (a).
For (b), the …rst two terms in
; q. Similarly, the remaining term in
The …rst two terms of (29) are o p (1) by C.12. And the remaining terms of (29) are o p (1) because For (c), as the arguments are similar to those in the proof of (a), we only give the proof for
For its …rst two terms, we have
where the …rst term can be rewritten as
and it is o p (1) by C.12. The remaining term of (30) is also o p (1)
Proofs of Propositions 2 and 3. With the basic properties in C.1 -C.5 and our assumptions, the proofs of these two propositions will be similar to the arguments in Lee (2007a) and, hence, are omitted.
Proof of Proposition 4. Consider the moment conditions
is a vector of arbitrary moment functions taking the form of (4). To show the desired results, it is su¢ cient to show that g n is redundant given g n , or equivalently that there exists an A n invariant with P in (i = 1; ; m) and Q n st. D 2 = 21 A n according to C.14 (c), where ; p, k = 1; ; q, and l = 1;
It follows from (a), (b) and (d), respectively, to have that (e)
For an arbitrary n n matrix P n with tr (P n ) = 0, we have:
It follows from identity (f) the (1; 1) block of 21 A n is 0 k IV q , it follows from identity (e) that the (1; 2) block of 21 A n is Q 0 n ( G 1n X n 0 ; ; G pn X n 0 ), and it follows from identity (g) that Furthermore, as g n ( ) is a special case of g n ( ), and A n is invariant with P n 's and Q n , it follows that D 1 = 11 A n , and hence
After some tedious but straightforward algebra, the desired result follows.
Proof of Proposition 5. We shall show that z n ( ) =ĝ
will satisfy the conditions in C.6. If so, the GMM estimator from the minimization of z n ( ) will have the same limiting distribution as that of the minimization of z n ( ). The di¤erence of z n ( ) and z n ( ) and its derivatives involve the di¤erence ofĝ n ( ) and g n ( ) and their derivatives. Furthermore, one has to consider the di¤erence of^ n and n .
First, consider
The n ( ) is related to n as n ( ) = e n ( ) + (
0 e n ( ) = o p (1) uniformly in 2 by C.13. From C.12, it follows that
; m , uniformly in 2 . Hence, we conclude that
Consider the derivatives ofĝ n ( ) and g n ( ):
The …rst order derivatives of n ( ) are
; M qn u n ( ); R n ( )W 1n Y n ; ; R n ( )W pn Y n ; R n ( )X n ], where u n ( ) = (I n P p j=1 j W jn )Y n X n , R n ( ) = I n P q k=1 k M kn and Y n = S 1 n X n 0 + S 1 n R 1 n n . The second derivatives of n ( ) are are o p (1) for i; j = 1; ; m .
Next consider the block matrix 3 Q 0 n ! m . It follows from C.12 and C.13 that As the limit of 1 n n exists and is a nonsingular matrix (as the moments are not linearly dependent with probability 1), it follows that ( With the uniform convergence in probability and uniformly stochastic boundedness properties, the di¤erence of z n ( ) and z n ( ) can be investigated. By expansion, ; p and k = 1; ; q. Denote the QML estimator of by^ ml;n . Obviously^ ml;n is the solution of a nĝml;n ( ) = 0, with a n = andĝ ml;n ( ) = [ X n (^ ml;n ); G 1n (^ ml;n ;^ ml;n ) X n (^ ml;n )^ ml;n ; ; G pn (^ ml;n ;^ ml;n ) X n (^ ml;n )^ ml;n ; G t 1n (^ ml;n ;^ ml;n ) n ( ); ; G t pn (^ ml;n ;^ ml;n ) n ( ); H t 1n (^ ml;n ) n ( ); ; H t qn (^ ml;n ) n ( )] 0 n ( ), where
n tr (A) I n for a square matrix A. And it follows by similar arguments as in the proof Proposition 5 that a nĝml;n ( ) = 0 is asymptotically equivalent to a n g ml;n ( ) = 0, where g ml;n ( ) = [ X n ; G 1n X n^ ml;n ; ; G pn X n^ ml;n ; G t 1n n ( ); ; G t pn n ( ); H t 1n n ( ); ; H t qn n ( )] 0 n ( ), in the sense that their consistent roots have the same limiting distribution. The vector of empirical moments g ml;n ( ) consists of linear and quadratic functions of n ( ), hence the corresponding optimal GMM estimator derived from min g 0 ml;n ( ) 1 n g ml;n ( ) is in the class M n . As the BGMM estimator is the most e¢ cient estimator in M n , the BGMM estimator is e¢ cient relative to the QML estimator.
The best G2SLS estimator of Lee (2003) n R 0 n R n n ) 1 ), where n = (G 1n X n 0 ; ; G pn X n 0 ; X n ). The asymptotic variance of the best G2SLS estimator can be easily compared with the asymptotic variance of the BGMM estimator in P 2n . With the best P n 's in P 2n , the asymptotic variance of^ b;n is the inverse of the asymptotic precision matrix in (14) . By the inverse formula of a partitioned matrix, n . In P 2n , the best selection of IVs is given by Q n = R n n and, hence, C n = 0 n R 0 n R n n . As A n B 1 n A n is nonnegative de…nite, the asymptotic variance of the BGMM estimator in P 2n is relatively smaller than the asymptotic variance of the best G2SLS estimator. As P 1n is a broader class containing P 2n , the BGMM estimator in P 1n given in Proposition 4 is therefore e¢ cient relative to the best G2SLS estimator. 
