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Reaping the Benefits of Interactive Syntax and Semantics

Dual-Coding Theory and Connectionist Lexical Selection
Steven Bird, University of Edinburgh
In their search for linguistic application domains, computational linguists have for too long ignored phonology. This field--the oldest discipline in linguistics--has a richness and complexity largely unexplored from a computational standpoint. Recently, however, computational phonology has been rapidly gaining recognition as an independent area of inquiry within computational linguistics. The aim of the tutorial is to introduce phonology and computational phonology to computational linguists and to review some of the recent developments in the latter field. It will begin with an introduction to the principles of phonology, including distinctive feature theory, underspecification and markedness, subsegmentals and suprasegmentals, and non-linear phonological representation. Next, an introduction to computational phonology will be presented: its origins, its principal theoretical and computational devices and its relationship to other fields. This will lead into a survey of various computational approaches to phonology, including a selection of recent work using computational models such as deductive inference, neural networks and finite-state devices. The final part of the tutorial will be a presentation of a particular family of approaches to computational phonology, called 'declarative phonology', which admits a variety of formal and computational methods from logic, abstract specification, automata theory and artificial intelligence.
Spoken Language Understanding Systems
Stephanie Seneff, MIT LCS Over the past five years, a new discipline in human language technology has emerged, namely, spoken language systems, combining speech and natural language technologies in order to achieve speech understanding. Spoken language systems will play an important role in providing access to the future information highway, being the most natural means for obtaining information from large databases, such as online Yellow Pages. The tutorial will cover four major topics. First, I will discuss why natural language systems must have the capability of responding even when the input is malformed, and describe how we have achieved this goal through "robust parsing". My second topic will address ways in which the natural language component can interact with the recognizer to improve its performance. The third topic deals with the importance of discourse and dialogue modelling, and discusses techniques we have developed for building effective mixed initiative systems. A fourth issue that will need to be addressed for real systems is the out-of-vocabulary problem --it will become increasingly important for the system to be able to recognize what it doesn't know, and dynamically update its vocabulary through interaction with the user. A video tape illustrating the MIT systems will be shown.
Text Analysis Tools in Spoken-Language Processing
Richard Sproat and Michael Riley, AT&T Bell Laboratories
The basic problem to be solved by text-to-speech (TTS) systems can be simply stated: the task is to convert text, in some language, into sounds that resemble a native speaker of that language reading the text. The problem breaks down naturally into a number of steps, requiring various kinds of linguistic analysis, including text-normalization, grapheme-to-phoneme conversion, intonational phrase-boundary prediction and intonational prominence prediction. In many Trs systems, problems such as those above are handled by essentially rule-based methods specifically designed for TTS. This tutorial will present a different take on the latter two points. First, although we would stress that traditional rule-based methods still play an important role in TTS (as in other areas of natural language and speech analysis), our primary focus in this tutorial will be on the application of probabilistic --or 'corpus-based'--methods. Second, TTS modules should not be designed with the sole application of q'TS in mind; rather they should be viewed as natural language analysis modules whose applications include other domains, such as automatic speech recognition (ASR) and spoken language identification (SLI); as we shall show, this view has important implications for the design of such modules.
Linguistics and Biology
David Searls, University of Pennsylvania
The realms of formal language theory and computational linguistics have heretofore extended primarily to natural languages, artificial computer languages, and little else in the way of serious applications. However, because of rapid advances in the field of molecular biology it now appears that biological sequences such as DNA and protein, which are after all composed quite literally of sets of strings over well-defined chemical alphabets, may well become the third major domain of the tools and techniques of mathematical and computational linguistics. The work of the speaker and a number of others has served to establish the "linguistic" character of biological sequences from both formal and practical perspectives, while at the same time the international effort to map and sequence the human genome is producing data at a prodigious rate. Not only does this data promise to provide a substantial substrate for further development of the linguistic theory of DNA, but its enormous quantity and variety may demand just such an analytic approach, with computational assistance, for its full understanding.
The tutorial will be divided into three sections of roughly one hour each. In the first section, an overview of the essential facts of molecular biology will be presented, concentrating on basic genetics, the biochemistry of biological sequences, genome organization, and mechanisms of gene expression. The second section will cover formal language-theoretic aspects of DNA. These include proofs of the positions of biologically-relevant languages in the Chomsky hierarchy, closure properties of languages under biological string operations, linguistic aspects of evolution, and especially the important role played by syntactic ambiguity in the structure and function of genetic material. Building upon these formal foundations, the third section will examine applications of grammar-based approaches to biological sequences, in particular in the area of syntactic pattern recognition. 
