In order for air-sea exchange processes to be estimated in a dynamically consistent manner in the coupled atmosphere-ocean boundary-layer system, it is necessary to account for the dynamics of surface waves and other movements of the air-water interface. This is also necessary for the interpretation of turbulent flux observations made within the boundary layers, particularly those made from non-stationary measurement platforms. In recent years, considerable progress has been made in observational technology for the direct determination of the vertical flux of momentum, heat, and mass by eddy covariance techniques.
Introduction
The coupled boundary-layer system in the vicinity of the sea surface is the site of numerous complex physical processes and their interactions, contributing to the exchange of mass, momentum, and energy, between atmosphere and the ocean. Reliable assessments of local and global budgets of gas species and other atmospheric and oceanic constituents are made difficult by motions of the air-sea interface, as is the construction of coupled atmosphere-ocean model systems. It is necessary to put in place a dynamically consistent framework for exchange processes, which must, directly or indirectly, account for the effect of surface waves. Waves are known to affect the air-sea momentum flux via the effective aerodynamic roughness of the sea surface [1, 2, 3, 4, 5, 6, 7, 8, 9] , the drift current near the sea surface [10, 11, 12, 13] , and the rate coefficients for gas transfer between the atmosphere and the ocean [14, 15] . Theoretical and numerical modelling studies of wave effects on air-sea momentum flux include those of Jacobs [16] , Janssen [17, 18] , and Jenkins [19, 20] . Such studies provide appropriate boundary conditions for modelling and predicting ocean drift currents, including those within the upper few centimetres and metres of the water column [21, 22, 23, 24, 25, 26] .
For gas transfer, it is not yet straightforward to undertake systematic theoretical studies of the effect of waves, primarily because measurement difficulties still lead to considerable uncertainties in estimates of the variation of gas transfer rate with wind speed [27, 28, 29, 30, 31, 32, 33, 34, 35, 36] . Since pressure fluctuations do not transport mass (as they do for momentum), and diffusion across the interface is inhibited by the presence of laminar boundary layers, the direct dynamical effect of wave motions on gas (and sensible heat) flux will be less than on momentum flux (cf. [37, 38] ), though it will be enhanced by the breakup of the water surface and laminar boundary layers via breaking waves [39, 40, 41, 42, 43, 44] and bubbles [45, 46, 47, 48, 49] . However, there is scope for studies of the kinematics and dynamics of wave effects on fluid flow in the near-surface boundary layers, as regards the estimation of fluxes from, in particular, non-stationary instrument platforms.
In recent years, considerable progress has been made in observational technology for the direct determination of the vertical flux of momentum, heat, and mass by eddy covariance techniques, thus releasing the flux estimates from the assumptions which were previously necessary and based on empirical boundary-layer studies or the theory of the Kolmogorov inertial subrange. However the processing of eddy covariance flux measurements over the ocean may be rather difficult, as corrections must be made for variations in the attitude, velocities, and positions of the sensors, as well as for possible flow distortion and time-response effects (see [6, 50, 51, 52] ). In addition, even if the instantaneous motions are completely corrected for, a systematic bias may arise due to averaging over the non-stationary path of the measurement platform. Also, the amplitude of the waves may be sufficiently large that for at least part of the wave cycle the instrument platform lies below the height of adjacent wave crests, and in such a situation the concept of mean concentration, vertical flux, and so on, at a fixed level, becomes difficult to define, since the given level will be partly in the air and partly underwater.
We give a discussion of some of the difficulties described above, and how one may approach them by employing different types of reference coordinate system, in the following sections of this paper.
Coordinate Systems

Alternatives
There are advantages to using curvilinear coordinate systems which follow the water surface. We may resolve vertical variations at small distances from the surface, which is useful for computing heat, gas, and particle exchange through the water surface, and ice formation. Time-independent curvilinear coordinates (e.g. [21] ) can be used with surface waves of fixed form. The coordinates of the Lagrangian formulation of hydrodynamics (e.g. [22, 23, 53, 54] , in which the coordinates are fixed with respect to the fluid particles, provide straightforward boundary conditions at the air-water interface, and are useful if the mean velocities are not too large: however, the coordinate transformation between the Lagrangian particle coordinates and the spatial ('Eulerian') coordinates may distort unacceptably for long times (t).
The generalized Lagrangian mean (GLM) formulation [55, 56] provides an elegant method of accounting for mean and wave-induced fluxes and flows: it provides an approximately Eulerian representation for the mean variables with a superimposed approximately Lagrangian representation of the waveinduced oscillations. It is, however, unsuitable in the case of strong mean flows (e.g. wind over waves) where there are 'critical levels' where the mean flow speed coincides with the speed of the wave crests, as in that case the oscillatory part of the coordinate transformation becomes singular. In such a case, more general coordinate systems should be used.
If the coordinate transformation consists of vertical displacements only, we obtain a 'sigma-coordinate' representation [57] . However, this may be insufficiently general for some purposes: an approach using general curvilinear coordinates was employed by Jenkins [19] , and will be described below in more detail.
General Coordinate System Approach
The approach using general curvilinear coordinate systems provides a representation which encompasses other coordinate system representations (Eulerian/Cartesian, Lagrangian, generalized Lagrangian mean formulation, etc.) as special cases. One simplification which we do employ is that the directions of vector and tensor components remain those of the physical Cartesian coordinate system, the underlying physical space being Euclidean, so that the complication of introducing covariant and contravariant vector/tensor components is not necessary. The use of a general coordinate system is also useful for interpreting measurements from moving instruments, such as time-dependent or time-averaged gas concentration measurements from sensors at moving locations.
In the original Cartesian coordinate system x = (x 1 , x 2 , x 3 ), we have the following equations for momentum, mass, and tracer concentration, respectively:
where ρ is the fluid density, C is tracer concentration, F l is tracer flux, u = (u 1 , u 2 , u 3 ) is the velocity, Ω is the rotational angular velocity vector, Φ is a force (e.g. gravitational) potential, and the tensor τ jl incorporates both pressure and shear stress. Repeated indices are summed from 1 to 3. In the curvilinear coordinate system, with coordinates y = (y 1 , y 2 , y 3 ), the Jacobian coordinate transformation determinant J = det[x y j,l ] has cofactors K jl , and Eqs. (1-3) may be written as
where
K ml is minus the flux of x j -momentum across y lsurfaces, and
is a source function which incorporates potential and Coriolis forces.
Vertical Fluxes
Vertical fluxes of momentum, heat, mass, and so on, in the atmospheric and/or ocean boundary layers may be treated by considering time or ensemble averages of (1-3) and (4-6). The measurement and computation of Reynolds stress and the flux of heat and gas species in the terrestrial atmospheric boundary is considered in detail by Lee et al. [58] , Foken et al. [59] , Finnigan [60] , Leuning [61] , Malhi et al. [62] , and Massman [63] . Lee et al. [58] demonstrate the advantages of using orthogonal curvilinear coordinate systems for airflow over hilly terrain: however, it is inconvenient to restrict oneself to coordinate systems with specified local geometry if a surface-following coordinate system over a moving wavy surface is desired. The simplification which we employ in this paper is the employment of fixed directions for the coordinate directions of velocity, momentum, and stress components, and such a restriction is justified by the law of conservation of momentum.
We split the dependent variables into steady and fluctuating parts. For the coordinate transformation we have
For other dependent variables φ, we write
where the averaging is performed at points fixed with respect to the curvilinear coordinate system y, which may thus be moving with respect to the Cartesian coordinate system x. For simplicity, we now restrict the motions to the vertical plane (x 1 , x 3 ), and assume that mean quantities are independent of time and of the horizontal coordinates:
Then from (7) we obtain the following two-dimensional matrices (with respect to the x 1 and x 2 coordinate directions) for the coordinate transformation derivatives and the co-factors of the Jacobian coordinate transformation determinant, respectively:
Equation (6) for the tracer concentration can then be averaged and integrated with respect to y 3 , so that
where we have dropped the ( · ) y -superscripts for convenience. Then if we substitute u
′ , i.e., we assume that we may neglect F 1 and u 3 , and neglect averaged products of more than two fluctuating quantities, we obtain
Simple Example
We apply (12) in a simple example, using a coordinate system shown schematically in Fig. 1 . The coordinate system is given by
We assume that the airflow over the wavy water surface is potential flow, with uniform horizontal velocity U 0 at large heights, and will thus follow the surfaces of constant y 3 . We assume also that the tracer concentration is equal to C 0 in the water y 3 ≤ 0, and above the water surface it is subject to a constant diffusion coefficient D, and has reached an equilibrium concentration profile with a vertical gradient α at large heights. In a frame of reference (moving with the wave phase speed ω/k) in which the wave crests are stationary, the velocity potential and stream function for the airflow and the tracer concentration all obey Laplace equations, and we obtain the following expressions for the mean and fluctuating parts of the dependent variables above the water surface in the y-coordinate system:
We note that F 3 y differs from the value it would have in the absence of surface wave motions by an amount proportional to the square of the wave slope ak. This is compensated for in (12) . To the same approximation, the terms (u 3 ′ − ξ 3,t )ξ 3,3 and −(u 1 ′ − ξ 1,t )ξ 3,1 vanish since their individual factors are in quadrature, and the final term C ′ (u 3 ′ − ξ 3,t − u 1 ξ 3,1 ) vanishes since C ′ = 0 by (15) . We see, therefore, that the mean vertical tracer flux determined by averaging at a fixed point in the curvilinear coordinate system differs from that which we would have obtained by averaging at a fixed point in (x-) space, so in order to obtain a 'correct' value for the mean flux we must take ac-count fluctuating terms in both horizontal and vertical directions and also the coordinate transformation. Note that in a more general case the tracer concentration will also fluctuate at fixed y-coordinate positions, so additional terms in (12) will have to be taken into account.
Momentum flux
The above discussion of tracer flux may also, of course, be applied to other scalar quantities such as heat, and, with appropriate additional terms, to reactive substances and to the concentration of particles subjected to additional forces such as gravity. In the case of momentum, the situation is made more complex by its vector character, the momentum flux being a tensor quantity, and due to the fact that momentum may also be transferred via pressure forces. A treatment of the effect of a wavy surface on the various contributions to the vertical flux of horizontal momentum was given by Jenkins [19] , who also accounted for a continuous spectrum of waves, instead of a single wave Fourier component, by integrating the O[(ak) 2 ] terms appropriately over the wave spectrum (see also [17] ). Figure 2 shows the results of a computation of the various contributions to vertical momentum flux, for a specific windwave spectrum, using a turbulence closure scheme of eddy-viscosity type and allowing the airflow profile to adjust in a self-consistent manner.
Discussion
Since gas flux through the sea surface is controlled by processes which have a much smaller vertical scale than the height of surface waves, there are advantages in analysing measurements and applying a model framework in timedependent curvilinear coordinates. We see from the analysis of a simple case of potential flow over waves with tracer flux governed by a hypothetical constant diffusion coefficient, that spatial and temporal averaging is possible with respect to such coordinates, but that it is important to be aware of inherent second-order bias effects. It should be possible to extend the technique to continuous wave spectra, as has been done in the case of momentum flux [19] . A more realistic airflow profile should be estimated numerically, using, for example, a suitable turbulence closure scheme, or a more realistic analytical turbulent boundary-layer flow profile such as those derived by Belcher et al. [64] and Belcher and Hunt [65] from rapid distortion theory [66] .
Awareness of the dynamical consequences of using such time-dependent coordinates is valuable in interpreting the results of observations from moving (and stationary) instruments located near the water surface, since coordinatesystem-dependent biases of averaged measurements may occur. In our simple example, we allowed the measurement platform to move with the airflow streamlines, but in general this will not be the case. A coordinate system should be chosen which, if possible, follows both the air-water interface and [19] . 1, τ 13/ρ; 2, p ′ ξ3,1/ρ; 3, −σ ′ 11 ξ3,1/ρ; 4, τ ′ 13 ξ1,1/ρ; 5, u1 ′ ξ1,t; 6, −u1 ′ u3 ′ ; 7, u1u1 ′ ξ3,1. Notation: c = y3 is the vertical curvilinear coordinate, with c = 0 being the water surface; ξ1 and ξ3 are the horizontal and vertical coordinate displacements; u1 is the mean horizontal velocity; u1 and u3 are the horizontal and vertical velocity components; σ jl = τ jl + pδ jl is the traceless stress tensor; overbars and primes denote mean and fluctuating values with respect to the curvilinear coordinate system. the position of the measurement platform: such a coordinate system will in practice need to be computed numerically. Where wave-induced flow is important, the measurement system should also, if possible, monitor the phase and surface displacement of the wave field.
Nevertheless, the main result of this paper should still apply: even after completely correcting for platform motion, we obtain averaged fluxes which differ by a quantity proportional to the square of the wave slope, when we compare observations from a fixed point in space with those from a platform with wave-induced motions. Note that our result, that the difference is proportional to e −2k|y3| , only applies if the platform motion decreases as fast as e −k|y3| . If the measurement platform movement decreases more slowly with increasing distance from the interface, the difference between 'fixed' and 'moving' averaged measurements will also decrease more slowly. Pollard [67] found that if an ideal vector-averaging current meter was suspended from a surfacefollowing buoy in deep water, it would measure an average current which differed from the mean current averaged at an equivalent fixed point in space by an amount proportional to e −k|y3| , even though the difference between the Eulerian and Lagrangian mean current is proportional to e −2k|y3| . In our analysis we have only taken into account fluctuations in airflow velocity, concentration, and flux, which are associated with oscillatory movements of the surface-following coordinate system. Hence we are in principle assuming that the flow is laminar. Of course in practice the flow will be turbulent, and the flux components will be given by velocity-concentration covariances. The turbulent fluctuations in the dependent variables may also be partially correlated with the wave-induced flow fluctuations. A consistent and systematic treatment of the effect of the turbulence will be rather complex, and will be discussed in a subsequent paper.
