Abstract: Our scope is to verify the existence of a relationship between longterm memory in fractal time series and the prediction error of financial asset returns obtained by artificial neural networks (ANNs). We expect that the fractal time series with larger memory can achieve predictions with lower error, since the correlation between elements of the series favours the quality of ANN prediction. As a long-term memory measure, the Hurst exponent of each time series was calculated, and the root mean square error (RMSE) produced by ANN in each time series was used to measure the prediction error. Hurst exponent computation was conducted through the rescaled range analysis (R/S) algorithm. The ANN's architecture used time-lagged feedforward neural networks (TLFN), with backpropagation supervised learning process and gradient descent for error minimisation. Brazilian financial assets traded at BM&FBovespa, specifically public companies shares and real estate investment funds were considered. 
Introduction
The correlation between past events is what may allow a future forecast. It is not possible to predict if there is not a past experience with correlated events that might again trigger in the future a similar result to the one previously obtained. Therefore, predictions based on intuition are out of this type of scientific investigation.
In the financial scope, particularly in asset pricing, the problem lies in the accuracy of the price behaviour forecasts, which might mean the success of profit achievement or the failure derived from losses. An investigation has to be made to detect if there are correlations in that environment, allowing forecasting of price behaviour.
The main scope of this paper is to examine if long-term dependence (or memory) may be an indicator of lower level artificial neural network (ANN) errors when these are used to forecast future variations on prices of financial assets within a 10-year analysis period, starting on 29 October, 2003 and ending on 29 October, 2013. Mandelbrot (1997) supports that the use of the Hurst exponent as a measure of long-term memory of time series is more adequate than autocorrelation measures, analysis of variance or spectral analysis. Autocorrelation or autoregressive (AR) models describe the interdependencies between the values of a time series through static intervals of time lag. On the other hand, the Hurst exponent also attempts to catch the interdependencies in non-static and non-periodic intervals.
In view of the need to measure and estimate a long-term memory of a certain time series and to relate it to the level of accuracy in forecasting using a ANN, the Hurst exponent is used in this work as a variable to indicate the degree of long-term memory in a financial time series.
Literature review

Hurst exponent and fractals
In an investigation of the ideal long-term sizing capacity of reservoirs to maintain a constant level of river flow in Africa, particularly the Nile River, British hydrologist Harold Edwin Hurst (1880 Hurst ( -1978 , obtained empirical evidence that there was long-term dependence in flows and annual levels of the rivers studied (Hurst, 1951) . Furthermore, Hurst et al. (1965) described the investigation method used to determine the reservoir capacity required to maintain river flow equal to its average in a period of time extracted from a flow time series of that same river. This calculation corresponds to finding a cumulative deviation at every period of time in relation to the flow average of the time series. The difference between the maximum and the minimum cumulative deviation is the required length, called R, for the sizing of the reservoir capacity: By using the sizing obtained by R, the reservoir would neither overflow nor would it be required to reduce the river flow at any time. At the maximum excess point, the reservoir would be full and, at the maximum deficit point, the reservoir would be empty. For the deduction of the relationship between R and N, an extended binomial distribution can be used. By approximating the quantity of infinite observations, a binomial distribution approximates a Gaussian normal distribution. Accordingly, consider playing 2m coins by N times, where the front corresponds to winning and the back to losing. Every time the set of 2m coins are played, it registers the result of the number of fronts less the number of backs obtained. The differences between each result and its average are cumulative to calculate the R length, resulting from the difference between the maximum and minimum of this cumulative curve, similar to equation (1). Be that n is equal to Nm, the total number of possible combinations is equal to 2 2n . The number of combinations occurring n winnings and n losses is given by:
where 2n n C is the number of combinations of 2n elements, using n elements each time. From then on, it can be said that 2n n h C + is the number of combinations where the losses exceed h the winnings. For h = 1, we have the number of combinations when the losses exceed the winnings by at least one unit, which is also equal to the number of combinations when the winnings exceed the losses by at least one unit.
In order to calculate R, it is necessary to highlight the combinations when the winnings exceed the losses and the losses exceed the winnings, as it is these which interfere in the cumulative curve of the deviations in relation to the average, while as the combinations when the winnings are equal to the losses have a null influence over the cumulative curve. Each combination possibility results in distinct cumulative curves with different R. Hence, it is necessary to calculate the mean of R of all combination possibilities when the winnings exceed the losses and when the losses exceed the winnings, dividing the sum of R of all those combinations by the number of combinations. The sum of R of all combinations when the winnings exceed the losses comes from:
in which S is the sum of R of all the combinations when the winnings exceed the losses. From the total number of possible combinations corresponding to 2 1 2 n n n n
n n n n n n C C C + + − + + + + it can be noticed that there is a symmetry in these terms and that S corresponds to the right side of this symmetry, except for the term 2n n C Therefore, S results in:
R, in mean terms, results in:
The sum of S must be multiplied by 2 because it only represents the sum of combinations when winnings exceed losses and it is also necessary to consider the sum of combinations when the losses exceed the winnings. As both combinations are equal, it is necessary to multiply it by 2. Equation (5) can be simplified by using James Stirling's approximation:
where e is the natural number. So,
1 , R n Nm
provided that the product Nm be big. The mean length of the cumulative sum of the number of fronts less the number of backs, when 2m coins are thrown, increases according to the square root of the number of turns, exactly as predicted in the cumulative error in a Gaussian normal distribution. It is still possible to introduce the standard deviation in equation (8). The standard deviation of a binomial distribution from a game with 2m coins front/back is given by:
σ r being the standard deviation of the number of fronts (r) or backs (2m − r). The standard deviation σ d of the difference between the number of fronts less the number of backs is two times σ r , resulting in 2 .
m Thus, we have:
The experiments from random phenomena carried out by Hurst (1951) confirmed equation (10). Generalising for time series and rewriting (10) for the relationship R/σ, we have:
where R: extension between the maximum and minimum cumulative deviation σ: standard deviation of the time series N: number of periods of the time series. However, the relationship predicted by equation (11) was not confirmed in the time series of river flow, suspecting that its elements did not follow a normal distribution.
It was expected that a regression between
≅ deriving from the model described by equation (11) would find a slope coefficient of the line equal to 0.5. Nevertheless, Hurst (1951) found an average slope coefficient equal to 0.729 in the natural phenomena studied.
Through the analysis of several cases, it was noticed that R/σ would increase faster than N and that in view of the slope coefficient obtained, this relationship had exponential characteristics, according to Hurst et al. (1965) . So:
where R: extension between the maximum and minimum cumulative deviation σ: standard deviation of the time series N: number of periods of the time series K: exponent depending on the order of the elements of the time series distribution. Hurst et al. (1965) argue that for random events, equation (11), where R is only a function of N, is satisfied. As for natural events, equation (12), where R is a function of N and K, can be satisfied. In this sense, a time series with random events can be considered a particular case of equation (12), with K equal to 0.5. Many years later, while studying fractal characteristics in the finance field, Mandelbrot (1972) noticed that time series of price variations in financial assets had similar characteristics to the natural phenomena studied by Hurst, even in relation to not following a normal distribution. In honour of Hurst, he named the K exponent the Hurst exponent.
Hurst carried out several simulations with the intention of checking if this exponent was able to detect long-term memory. He observed that simulations generated from random data would produce Hurst exponents typical of random walk processes. In addition, when he forced the time series to be affected by large memory, he found Hurst exponent equal to 0.714 ± 0.091 (Peters, 1996) . Mandelbrot (1972) carried out a detailed analysis of the reasons, which lead the Hurst exponent to the possibility of characterising long-term memory. Mandelbrot (1997) used the rescaled range (R/S) statistic, deriving from the reason R/σ conceived by Hurst, to develop the algorithm rescaled range (R/S), with the aim of estimating the Hurst exponent.
The algorithm R/S partitions the time series in several combinations of time intervals, including intervals adjacent and non-adjacent, overlapping and non-overlapping. Next, the R/S statistic of each time interval partitioned is put as an exponential function of the corresponding time interval, the R/S statistic being the dependent variable, the time interval the independent variable and the exponent the parameter to be estimated, representing the scale in which the R/S statistic expands or compresses depending on the time interval.
R/S algorithm can be explained by the following steps duly substantiated in Hurst (Peters, 1994) studies:
• the time series is divided in to several smaller time sub-series of sizes, t = 2 n being n ∈ N * • calculate the mean of each time sub-series
• subtract from each sub-series its respective average to change them into a zero average
• calculate the cumulative deviation in each sub-series period
• calculate the R of each sub-series, which is the difference between the maximum and minimum cumulative deviation
• calculate the S of each smallest series, which is its standard deviation
• re-scale the R of each smallest series, dividing it by S to find the R/S statistic
• carry out a linear regression with the ordinary least squares method, with ln(R/S) as the dependent variable and ln(t) as the independent variable, to find the Hurst exponent using the following equation:
where ln: natural logarithm R/S: R/S statistic of each smallest time series c:
number of elements of each sub-series. Mandelbrot and Hudson (2004) reported that there is evidence that the returns on asset prices vary in scale, similar to a fractal. A fractal can appear in geometric figures as well as in the time series of asset returns. In this case, a fractal in time series is represented by:
where F: fluctuation or variance of the asset return c:
Hurst exponent.
Time interval T in equation (14) is the scale factor equivalent to ε of equation (12). In time series, the self-similarity in different scales, typical of fractals, is present when varying the time interval. For example, a fractal time series measured in years would seem similar to the same time series measured in days.
Hurst exponent has a relationship with fractal dimension of time series as follows:
where D corresponds to fractal dimension. Hurst exponent can be constructed as the probability of past event recurrence. When H is equal to 0.5 or D equal to 1.5, it characterises a random walk process. When H is over 0.5, it characterises persistence and long-term memory because it is 50% more likely for a past return to persist in the future. When H is less than 0.5, it is characterises anti-persistence and average reversion, because it is 50% more likely for the past return to revert itself in the future.
The fractal markets hypothesis proposed by Peters (1994 Peters ( , 1996 is based on the assumption that the market has agents of distinct investment horizons. In view of that, the same information can influence the performance of the distinct agents differently. Some try to obtain short-term gains, making investments last for a shorter time interval, while other agents conversely, try to obtain long-term gains, making investments last for a longer time interval.
We can develop the expression (14) to obtain the following linear equation:
where H, representing the slope coefficient of the line, depends on the fluctuation long range for each time interval. When at shorter time intervals the fluctuation has longer range and H tends to be smaller, while when at longer time intervals the fluctuation has longer range and H tends to be higher and vice versa.
Time-lagged feedforward neural network
In order to have a time-lagged feedforward neural network (TLFN) implemented enabling the capture of the time series memory, the TLFN model becomes the possible solution. Figure 1 presents the design of this network model. Source: Adapted from Haykin (1999) This kind of feedforward neural network is also known as focused TLFN because the memory structure is externally focused on the weights of the entrance of the first layer neurons (PASQUOTTO, 2010) . Each of these first layer neurons play the role of a focused neural filter once the memory is embedded and focused at the entrance terminal of the unit, as illustrated in Figure 2 (Haykin, 1999) .
Figure 2 Focused neural filter (see online version for colours)
Source: Adapted from Haykin (1999) In each focused neural filter located in the first layer, the output z k (t) in response to the input values x t and its past values x t−1 , x t−2 , …, x t−h , is given by Haykin (1999) :
where φ(.) represents the activation function of neuron k, w k (i) is the synaptic weight and b k is the bias.
At each moment, a h + 1-size patch from the time series is captured. It is as if a time window ran the entire series to read input values in that window every time. This time window concept can also be used to extract input values which are not adjacent, but which have a constant time lapse between them. Therefore, it is only necessary to define the window format, which considers that structure (Pasquotto, 2010) .
The network's long-term memory is built up in the feedforward neural network through a monitored learning where its long-term knowledge is stored completely or partially in the network's synaptic weights (Haykin, 1999) .
Main contributions
AlAbdulhadi (2011) makes an important contribution by evaluating the relationship between the long-term memory, measured from the fractal dimension of the time series, and the quality of forecasting with the feedforward neural network and genetic algorithms. The results found that the forecasts obtained offered higher additional gains with a time series of the shares from four companies that presented higher indicatives of long-term memory, and lower with the time series of the shares from two companies that presented lower indicatives of long-term memory. Diaconescu (2008) used the Hurst exponent to improve the forecasting in chaotic time series with recurrent feedforward neural networks. By analysing some of the time series used as samples, the conclusion achieved was that Hurst exponent can provide a clue, though sometimes vague, about the existence of long-term memory in the time series analysed. Yao et al. (1999) used feedforward backpropagation neural networks with the intention of developing a case study related to the forecasting of KualaLumpur composite index (KLCI). For time series of that index, a Hurst exponent equal to 0.88 was found. Results showed that the use of feedforward neural networks, feedforwarded with backpropagation, presented better returns than the use of other strategies, even in relation to the ARIMA models and the investment strategy of buying and keeping assets and fixed income. Qian and Rasheed (2004) used feedforward backpropagation neural networks to examine the relationship between the Hurst exponent and the root mean squared error (RMSE) produced by the feedforward neural network. After finding the Hurst exponent of each sub-series of the sample, they randomly chose 30 sub-series that presented Hurst exponents over 0.65, and 30 sub-series that presented Hurst exponents below 0.65 and over 0.55. The mean and standard deviation of RMSE of the sub-series with bigger Hurst exponents were equal to 0.9439 and 0.0145, respectively, and of the sub-series with smaller Hurst exponents were 0.9731 and 0.0162, respectively. Due to the difference in the mean values, these authors concluded that in periods with higher Hurst exponents it is possible to forecast more accurately than in periods with Hurst exponents near random series.
In a further paper, Qian and Rasheed (2007) developed another study, broadening the use of other inductive machine-learning classifiers besides ANNs, such as decision tree and k-nearest neighbours. From the sample, sub-series presenting the highest Hurst exponents and sub-series with Hurst exponents typical of randomness were extracted. Sub-series with higher Hurst exponents offered a better success rate of forecast of 61.98%. However, in sub-series with smaller Hurst exponents, the same success rate of forecast falls to 52.61%. Mitra (2012) questions if the Hurst exponent is useful for forecasting finance time series. This author attempts to examine the relationship between Hurst exponent and profits obtained from a trading strategy based on moving averages. Hurst exponents found were within the 0.46 and 0.54 intervals, suggesting that those series are similar to the processes in random walk, damaging the performance of forecasts. The entire series was sub-divided into smaller sub-series and it was observed that Hurst exponents of the sub-series ranged broadly. In 4 out of 12 markets studied, the sub-series with a Hurst exponent over 0.55 presented higher average profits. Eom et al. (2008) used Hurst exponent as an efficiency index and, from the forecasting method of nearest neighbour, the success rate of predicting future variation of price was calculated. Results suggest that the relationship between the degree of efficiency and the degree of predictability measured by the success rate is strongly positive. Other methods were also used in the research, such as modified R/S, GPH method for long-term memory test, and ARFIMA model. In all of them, the correlation coefficients were also considered high.
Other recent applications of neural networks can be found in Shrivastava et al. (2014) , Sharma et al. (2014) and Bisoi and Dash (2015) .
Methods
Price samples of the daily closing prices of the Brazilian financial assets were obtained from the Bloomberg Terminal service, with asset prices adjusted to dividends.
A sample was collected comprising of a period of 10 years, starting on 29 October, 2003 and ending on 29 October, 2013. The data series was divided into two groups. The first one was related to the 70% of the first working days of the period intended for feedforward neural network practice and calculation of the Hurst exponent. The second group was related to the 30% remaining with the intention of testing and measuring the feedforward neural network performance from a comparison of the predictions obtained by the feedforward neural network with the desired results.
Furthermore, there were no restrictions to the number of companies nor were the kind of assets or shares. Nevertheless, the series of asset prices with a quantity smaller than 252 working days of trading, corresponding to approximately one year (10% of the sample coverage period), were excluded from the sample.
We used the RMSE of the time interval corresponding to the test period of the feedforward neural network as an indicator of feedforward neural network forecasting error in each time series of the sample. The RMSE-dependent variable is obtained by the following expression: A standardisation of the asset returns of each time series was carried out through the Zscores procedure so that a bias arising from differences of scale does not occur, and so that it is possible that the RMSE of different time series be compatible. The HURST explanatory variable, from the Hurst exponent of each time series of financial assets from the sample, is obtained from the R/S algorithm.
To frame the data in a linear regression, it is necessary to make a change in the Hurst exponent variable. We must subtract it from 0.5 and extract the absolute value from the result, making a predictability index similar to the proceeding adopted by Rehman (2009) , who elaborated a weather predictability index from the Hurst exponent. In view of that, this predictability index obtained from the Hurst exponent ends up under the domain of positive real numbers. When it is equal to zero it indicates the absence of correlation, and when it is over zero, it indicates the existence of long-term correlation, regardless of being positive or negative. The existence of long-term correlation is a component in the hypothesis of this study and because of that, this change in the HURST variable is necessary in order to obtain the HURST_PREVISIBILITY [HURST_PREDICTABILITY] variable.
Thus, the HURST_PREVISIBILITY explanatory variable is obtained as follows:
HURST_PREVISIBILITY HURST 0.5 ,
where HURST_PREVISIBILITY i : predictability index of share i
Hurst exponent of share i.
The originality of this study consists in use Hurst exponent, defined through the rescaled range analysis (R/S) algorithm, and TLFN with backpropagation supervised learning process and gradient descent for error minimisation in Brazilian financial assets traded at BM&FBovespa. The combination of these characteristics differ this study from those developed by Yao et al. (1999) , Rasheed (2004, 2007) , Diaconescu (2008) , Eom et al. (2008) , AlAbdulhadi (2011) and Mitra (2012).
Results
The bigger the prediction horizon (1 working day, 126 or 252 working days), the number of observations of financial assets reduces. This way, the descriptive statistics for HURST variables and HURST_PREVISIBILITY are different for each prediction horizon. Tables 1 and 2 present, respectively, the descriptive statistics of these variables for each prediction horizon studied. In all prediction horizons, the average of this variable is near zero, yet with the standard deviation relatively high and a considerable difference between minimum and maximum values. Such might suggest that, at an average, the market studied has behaviour quite close to a random process in random walk, but with a favourable dispersion to the existence of financial assets with the Hurst exponent far from this average, enabling it to make predictions. The existence of dispersion in the independent variable is important to apply the OLS method, once it is one of the assumptions for its use (Wooldridge, 2002) . In every training of the same feedforward neural network, initial synaptic weights are initialised from random values. For each prediction horizon, the feedforward neural network was trained six times for the same time series, so that the relationship strength would be evaluated between the variables studied with different initial weights. The experiment is repeated several times with the same feedforward neural network structure, seeking to avoid that random initial weights being the motivators for the feedforward neural network not reaching the minimum global error. Table 3 presents descriptive statistics of the RMSE variable.
In training 4 of the 252 working days prediction horizon, it can be noticed that there was one observation less because, in a particular time series, the feedforward neural network was not able to converge to a result.
A Box-Cox transformation and a logarithm transformation were applied in both variables. Logarithm transformation was the one presenting result statistically more significant, ending up in the following model:
where ln is the natural logarithm, RMSE is the root mean square error of the feedforward neural network prediction, HURST_PREVISIBILITY is a predictability index and, u is the error term. The null hypothesis is that δ 1 is bigger or equal to zero and the alternate hypothesis is that δ 1 is smaller than zero. Forecast horizon: number of working days ahead used to calculate the return average of the share to be forecasted; Training: training repetition of the Feedforward Neural Network from the same time series. Obs.: number of financial assets from the sample in which it was possible to be used to train the feedforward neural network.
Variables lnREQM and lnHURST_PREVISIBILITY represent the logarithm transformation of variables RMSE and HURST_PREVISIBILITY, respectively. A regression was done involving all the observations from the sample, with the results shown in Table 4 . In the prediction for 1 working day, 126 and 252 working days, the RMSE variable was obtained from the prediction error when the target was to predict, respectively, the return of the company shares on the next working day, and the average daily share return on the next 126 and 252 working days.
As it is evident in the results shown in this table it is not possible to reject the null hypothesis in any training when carrying out a prediction for 1 working day to the usual 5% significance level, thus suggesting that there is no significant relationship between the variables. However, in predictions for 126 and 252 working days, it is possible to reject the null hypothesis in both trainings to a 0.1% significance level.
When revisiting the mathematic origin of the Hurst exponent, it can be noticed that the exponent is determined by long-term correlations between elements of the time series. In a series comprehending a period of seven years, long-term correlations are much more predominant than short-term correlations, being the greatest influencers in the Hurst exponent calculation. It is likely that due to this characteristic, the results were only significant when predicting on longer terms. However, that does not mean that there is a smaller prediction error in longer terms. From Figures 3-5 , which show the lnREQM and HURST variables for the several prediction horizons, it is possible to see that the lnREQM mean values are slightly higher to the lnREQM mean values in the anti-persistency region. This leads us to conclude that there is evidence that the time series with anti-persistent Hurst exponents would produce higher prediction errors than random walk processes. Indeed, a regression with the lnREQM-dependent variable and the HURST explanatory variable rejected the null hypothesis in which the explanatory variable coefficient is bigger or equal to zero, to a 0.1% significance level. Thus, this suggests that anti-persistent Hurst exponents produce higher prediction errors than random walk processes. The result expected by the theory is that the relationship between these two variables would be insignificant. Eom et al. (2008) also found similar results when studying the relationship between the Hurst exponent and the accuracy rate for variation prediction of future prices. The study identified countries where the market indexes presented anti-persistent Hurst exponents smaller than 0.5 and with success rates lower to the ones presented by countries in the random walk region, similar to the one found in this paper. However, there is no theoretical foundation grounding this conclusion, because antipersistency is the result of a negative correlation that should provide smaller prediction error than the random walk process, just as occurred with the persistency. Due to the lack of theory consistency, these results were considered inconclusive. One of the possibilities for this discrepancy is that the architecture of the feedforward backpropagation neural network is not as efficient on forecasts when the process is anti-persistent. Another possibility is that the Hurst exponent, or its methodology of calculation, is inadequate for properly detecting anti-persistent processes. It is important to emphasise that specific aspects related to the markets and to the firms can also influence eventual differences in findings, what contributes to the lack of theory consistency.
Because the region of anti-persistency showed results diverging from the theory, we did a separation in the sample between time series that showed Hurst exponent lower than 0.5 and those showing Hurst exponent higher 0.5 so that the same model could be used to investigate the results for the group of assets with persistency and, separately, for the group of assets with anti-persistency.
In view of that, Table 5 shows the results for the group with persistency. Regarding the assets of the group presenting persistent Hurst exponents, for all trainings showed in Table 5 the results of the regressions allowed us to reject the null hypothesis at 5% significance level in a one-tailed test for the prediction horizon of 1 working day, and at 1% significance level for the prediction horizons of 126 and 252 working days. Such suggests that, in a region of persistency, a higher Hurst exponent is related to a small prediction error when using feedforward backpropagation neural networks. Regarding the assets of the group presenting anti-persistent Hurst exponents, in all trainings shown in Table 6 , the results of the regressions did not allow to reject the null hypothesis at 5% significance level in a one-tailed test. These results reinforce the conclusion about the discrepancy previously indicated between the results expected by the theory and the results found in the region of anti-persistency. According to the results presented in this table, the fact that the prediction horizons of 1, 126 and 252 working days have no statistical significance suggests that, in a region of anti-persistency, a higher Hurst exponent is not related to a small prediction error when using feedforward backpropagation neural networks.
Final considerations
The existence of a significant relationship found in the situations exhibited suggests that Hurst exponent can be used prior to selecting time series of asset returns. These are more feasible to be foreseen particularly by choosing those assets with persistent returns and with higher Hurst exponent, and avoiding assets with anti-persistent behaviour. A manager wishing to instil a more active management of his or her investments could use it to select an asset portfolio with those features, being more favourable to make higher quality predictions when using ANNs. On the other hand, an investor who runs a passive management of his or her asset portfolio, should compose it with assets with Hurst exponents typical of processes in random walks, in which future returns are the result of chance, so that it is not harmed by non-random market movements against which it is not protected due to its passive management.
It is relevant to highlight that this study did not contemplate an analysis to check if the predictions obtained by the feedforward neural network would generate financial results with higher profits to other investment strategies, and did not aim to invalidate the efficient market hypothesis. Nor was the feedforward neural network architecture used checked to detect if it presents a higher performance in the prediction of asset returns than other architectures or other mathematic and statistic models. The intention was to overcome a stage of checking if there is a relationship between long-term memory and prediction error, in order to use Hurst exponent as a way to select better time series candidate to make predictions.
For further studies, we suggest an investigation into if, after selecting a time series by the Hurst exponent, it is possible to obtain higher profits from abnormal returns in relation to other investment strategies, when using more efficient tools or models, allowing us to make predictions considering all arising transaction costs.
Should this hypothesis be confirmed, the efficient market hypothesis would be contradicted. Moreover, not only could the relationship between the Hurst exponent and the higher profits obtained be verified, but also an analysis could be carried out to compare if there is a significant difference between the returns obtained when the data series are selected by Hurst exponent, and when they are randomly selected. As a way to analyse the strength of the model studied, we also suggest applying it on markets of other countries in order to check if the results found are similar to the ones obtained in this study.
The neural network architecture used was the TLFN, which has the characteristic of being feedforwarded, in which input values are late returns from financial assets in the short term. The employment of recurrent networks in further studies may be useful to better catch the long-term memory of time series and obtain smaller prediction error.
The applications of the presented method of time series analysis are very useful to analysts, and can help them, combined with other techniques and procedures, to better allocate resources, allowing them to improve the quality of the decision making process, and even to improve the professionalisation of data science, as stated in Fávero (2005) and Walker (2015) .
