ABSTRACT. The Eisenstein series in question are generalizations of Epstein's zeta function, whose Fourier expansions generalize the formula of Selberg and Chowla (for the binary quadratic form case of Epstein's zeta function). The expansions are also analogous to Siegel's calculation of the Fourier coefficients of Eisenstein series for the symplectic group. .The only ingredients not appearing in Siegel's formula are the Bessel functions of matrix argument studied by Herz. These functions generalize the modified Bessel function of the second kind appearing in the Selberg-Chowla formula.
1. Introduction. We consider some Eisenstein series for the group SL(n, R) of 72 x « real matrices of determinant 1, the special linear group. The simplest such function is the Epstein zeta function of an n-ary positive definite (real) quadratic form S, defined by where the first sum is over column vectors a with integer entries and the second sum is over column vectors a such that the entries are relatively prime integers. Here f (x) is the Riemann zeta function and p is a complex number with Re p > lAn for convergence of the series. A useful formula for this function is that of Selberg and Chowla, (1.3) below, which has generalizations in [16] . This can be used to prove Kronecker's limit formula and has applications in number theory (e.g., [2] , [4] , and [14] ). Considering the Epstein zeta function as an Eisenstein series on SL(n, R) as is noted in [3] , the formula of Selberg and Chowla is nothing more than the computation of the Fourier expansion in the case n = 2 with respect to the subgroup of 57,(2, R) of matrices of the form (A ?). For multiplying such matrices corresponds to adding the x's and Z(S, p) = Z(S , p), where "G 3 of Selberg and Chowla.
Now the Epstein zeta function is not the only Eisenstein series associated with SL(n, R). Others considered in [10] and [15] are called Selberg zeta functions by Maass. Here we shall consider only the case of one complex variable p. This case was considered in Koecher [9] and the function is defined for an ti x n positive definite symmetric matrix S and a complex variable p with Re p > Vm by (1.6) Zn
A Here n>nx and S [A] = *ASA, where *A is the transpose of A. We denote the determinant of a matrix Uby \U\ and its absolute value by \\U\\. The sum is over a complete set of representatives for the equivalence relation A ~ B defined on « x n j rank n1 integral matrices A, B as follows:
A ~B if A = BV, for V some 72x x nl integral matrix with \V\ -±1.
The notation set up here will be used throughout the paper. In addition we shall use the notation S(n)' for an tj x 72 matrix and A "* for an n x 12 j matrix.
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For « j = 1 the function of (1.6) is Epstein's zeta function (1.1) clearly. The functional equation and analytic continuation of (1.6) are given in [10] and [15] using an argument of Selberg with differential operators on the space of positive definite symmetric matrices. One shows easily that «i-i
(1 -7) Z (S,p) = Z (S, p) Il f(2p -i), Here Pz(nl) is the subgroup of SL(n, Z) of matrices of block form r ;)
The notation means that the sum in (1.8) is over a complete set of representatives for the quotient SL(n, Z)IPz(n{). Theresidue of the pole oi Z" (S, p) at p = 72/2 has been calculated [15] . And the other residues have reportedly been computed by Langlands (unpublished). It is hoped that Theorem 2.1 may ultimately shed some more light on the behavior of Z" (S, p), just as the Selberg-Chowla formula (1.3) provides much information about Epstein's zeta function. For example, one might expect to be able to calculate the constant term in the Laurent expansion of Z" (S, p) about p = 72/2, thus generalizing Kronecker's limit formula.
Note that Zn (S, p) can be viewed as a function on SL(n, R) or on SO(n)\SL(n, R), where SO(n) denotes the group of 72 x 72 orthogonal matrices of determinant one. This is achieved by setting S = *gg for g E SL(n, R). And Z is an Eisenstein series in the sense of Borel [3] . Note that in particular, Z is invariant under the transformation S -> S[U], for U integral « x tj of determinant ± 1. The calculation of the Fourier coefficients for the Eisenstein series associated with the symplectic group has been done ( [1] , [8] , [10] , [11] )-The main function arising in that calculation for the analytic case is a generalization of the arithmetical function ak(n) of (1.4). Here we shall apply the method of Baily [1, pp. 228-240 ] to the special linear group. The functions arising in the Fourier coefficients will include not only the above arithmetical functions but also Bessel functions of matrix argument studied by Herz [5] . This is not surprising in view of the Selberg-Chowla formula as well as the results of Jacquet [6, pp. 283-285], Kaufhold [8] , and Maass [10, pp. 300-313] .
Thus the main result of the paper is the formula of for all m, with 1 < m < n, and not just m = n1. More general (e.g., nilpotent) Fourier analysis ought also to be considered. We should note also that we always restrict our attention to Zn (S^, p) with 2tJj < TJ. This is no real loss of generality in view of [15] (1.10) Zni(5^,p)= ISl-'Z^S-'.p).
In the third part of the paper we study the Bessel functions of matrix argument arising in the Fourier coefficients of Theorem 2.1. The definition of these Bessel functions is slightly different from that of Herz [5] . The difference arose in the calculations of [16] . That the difference is only superficial is shown in Lemma 3.5 . This lemma also gives an easy proof for formula (2.5) of [16] . The other results of § 3 set up the necessary theory of Bessel functions which would be needed to use the Fourier expansion of Theorem 2.1 to obtain new information about the function Zn (S^, p). For recall that (1.3) implies the Kronecker limit formula for the Epstein zeta function of a binary positive definite quadratic form (see [16] ). Kaufhold [8] uses a formula analogous to Theorem 2.1 to obtain the analytic continuation and functional equation of the lowest dimensional nontrivial analogue of Zn (S^"\ p) for the symplectic group. However it seems highly nontrivial to generalize Kaufhold's results to arbitrary dimension. Though some explicit formulas are to be found in [7] and [17].
2. The Fourier expansion. After a long series of lemmas we obtain a Fourier expansion of Z"(5^"\ p), tj > 2nv analogous to those obtained in [1] , [8] , [10] , and [11] for Eisenstein series on the symplectic group. The method is the exact analogue of Baily's method [1, pp. 230-232] .
Just as in (1.8), define 772eT2 iSX(/2, Q) = U^/'qOV-Pq, and the union is disjoint.
Proof. This formula can be proved by direct matrix calculation or one can imitate Baily's proof for the symplectic group using the Bruhat decomposition. Note that a matrix (1) GL(n, Q) = PqQi^ ■ SL(n, Z) = SL(n, Z) • PqÍtt,).
(2) SL(n, Q) = PQ(TJi) • SL(n, Z) = SL(n, Z) • PQ (n,).
Proof. The proof is by induction on tj. For given A in GL(n, Q), there exists a matrix U in SL(n, Z) such that UA has the first n -1 elements in the last row equal to zero. For we know that n -1 equations in n unknowns are solvable in Q and, if homogeneous, are solvable in Z, with relatively prime coefficients. Treat the remaining (ii -1) x (tj -1) block matrix in the upper left-hand corner of UA by induction. D
Note that the proof actually shows that .PqÍ«,) can be replaced by the group of Q-rational points of a minimal Q-parabolic subgroup.
Lemma 23. Proof. Using Lemma 22 we obtain a map
For given P E PQ(nt), there exists F E PqÍtJj) such that ParP' E SL(n, Z). The map is easily seen to be well defined. In order to complete the proof we require another lemma. Here M(r, Z) denotes the set of all r x r matrices with integral entries.
In the following lemma we shall, as usual, write ^xsG/Hf(x) t0 mean that the sum runs over a complete set of representatives x in G for the quotient space G/H when f: G -► C is constant on cosets of H. 
where
When S is positive definite symmetric, we shall write T = y/S to mean a matrix T E GL(n, R) such that tTT = S. Finally we define
This is the exact analogue of the function S which appears in Siegel's calculation of the Fourier coefficient of the Eisenstein series on the symplectic group [11, p. 133]. Note that our sum is over r x r rational matrices R modulo 1, while Siegel's sum is more restricted, being only over r x r symmetric rational matrices modulo 1. A slight modification of the arguments of [12, Lemmas 9, 10, and 11] shows that a(U, p) converges for Rep > r. The main change in Siegel's argument is to replace the exponent « -k + 1 in formula (22) 3. Bessel functions of matrix argument. We saw in the preceding section that certain modified Bessel functions of the second kind arise in the coefficients of Eisenstein series on SL(n, R). In this section we shall consider these functions carefully. Our definitions differ slightly from those of Herz [5] in order to derive an easy proof of a fact needed in [16] (see Lemma 3.5).
For A and B both n x r real matrices we define
Kt(A, B, p) = f \*AA+ '-Wl-" exp {lioCBW)} dW.
The convergence, symmetry and reduction properties of these functions are' considered in the following lemmas. 
