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MAPPING PROPERTIES FOR THE BARGMANN TRANSFORM
ON MODULATION SPACES
MIKAEL SIGNAL AND JOACHIM TOFT
Abstract. We investigate mapping properties for the Bargmann transform and
prove that this transform is isometric and bijective from modulation spaces to
convenient Banach spaces of analytic functions.
0. Introduction
In [1], V. Bargmannn introduce a transform V which is bijective and isometric
from L2(Rd) into the Hilbert space A2(Cd) of all entire analytic functions F on
Cd such that F · e−| · |
2/2 ∈ L2(Cd). (We use the usual notations for the usual
function and distribution spaces. See e. g. [21], and refer to Section 1 for specific
definitions and other notations.) Furthermore, several important properties for V
were established. For example:
• the Hermite functions are mapped into the normalized analytical monomi-
als. Furthermore, the latter set forms an orthonormal basis for A2(Cd);
• the creation and annihilation operators, and harmonic oscillator on appro-
priate elements in L2, are transformed by V into simple operators;
• there is a convenient reproducing formula for elements in A2.
In [2], Bargmann continued his work and discussed mapping properties for V on
more general spaces. For example, he proves that V(S ′), the image of S ′ under
the Bargmann transform is given by the formula
V(S ′) = ∪ω∈PA
∞,∞
(ω) , (0.1)
Here Ap,q(ω)(C
d) is the set of all entire functions F on Cd such that F · e−| · |
2/2 · ω0
belongs to the mixed Lebesgue space Lp,q(Cd), for some appropriate modification
ω0 of the weight function ω.
The Bargmann transform can easily be reformulated in terms of the short-time
Fourier transform, with a particular Gauss function as window function. In this
context we remark that the (classical) modulation spaces Mp,q, p, q ∈ [1,∞], as
introduced by Feichtinger in [5], consist of all tempered distributions whose short-
time Fourier transforms (STFT) have finite mixed Lp,q norm. It follows that the
parameters p and q to some extent quantify the degrees of asymptotic decay and
singularity of the distributions in Mp,q. The theory of modulation spaces was de-
veloped further and generalized in [7, 9, 10, 14], where Feichtinger and Gro¨chenig
established the theory of coorbit spaces. In particular, the modulation space Mp,q(ω),
where ω denotes a weight function on phase (or time-frequency shift) space, appears
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as the set of tempered (ultra-) distributions whose STFT belong to the weighted
and mixed Lebesgue space Lp,q(ω). Here the weight ω quantifies the degree of asymp-
totic decay and singularity of the distribution in Mp,q(ω).
A major idea behind the design of these spaces was to find useful Banach spaces,
which are defined in a way similar to Besov spaces, in the sense of replacing the
dyadic decomposition on the Fourier transform side, characteristic to Besov spaces,
with a uniform decomposition. From the construction of these spaces, it turns out
that modulation spaces and Besov spaces in some sense are rather similar, and sharp
embeddings between these spaces can be found in [26,27], which are improvements
of certain embeddings in [13]. (See also [25] for verification of the sharpness.)
During the last 15 years many results have been proved which confirm the use-
fulness of the modulation spaces in time-frequency analysis, where they occur nat-
urally. For example, in [7, 15, 16], it is shown that all modulation spaces admit
reconstructible sequence space representations using Gabor frames.
Parallel to this development, modulation spaces have been incorporated into
the calculus of pseudo-differential operators, which also involve Toeplitz operators.
(See e. g. [15, 17, 19, 20, 25–28, 30] and the references therein.)
By reformulating the Bargmann transform in term of short-time Fourier trans-
form, and using the fundamental role for the short-time Fourier transform in the
definition of modulation spaces, it follows easily that the Bargmann transform is
continuous and injective from Mp,q(ω) to A
p,q
(ω). Furthermore, by choosing the win-
dow function as a particular Gaussian function in the Mp,q(ω) norm, it follows that
V : Mp,q(ω) → A
p,q
(ω) is isometric.
These facts and several other mapping properties for the Bargmann transform
on modulation spaces were established and proved by Feichtinger, Gro¨chenig and
Walnut in [9, 11, 14, 18]. In fact, here they state and motivate that the Bargmann
transform fromMp,q(ω) to A
p,q
(ω) is not only injective, but in fact bijective. In their proof
of the surjectivity, they recall from [1] that the Bargmann transform is bijective
from S0(R
d) to P (Cd), where S0(R
d) is the set of finite linear combinations of the
Hermite functions and P (Cd) is the set of analytic polynomials on Cd. Then they
use duality in combination with the argument that P (Cd) is dense in Ap,q(ω) when
p, q < ∞. Since S0 is dense in M
p,q
(ω), the asserted surjectivity easily follows from
these arguments.
We are convinced that, somewhere in the litterature, it is proved that P (Cd) is
dense in Ap,q(ω) (for example, a proof might occur in [9, 14, 18, 22]). On the other
hand, so far we are unable to find any explicit proof of this fact. Especially, we
could not find any explicit references in the papers [9, 14, 18].
In [11,14,18], Feichtinger, Gro¨chenig andWalnut also give an other motivation for
the surjectivity. More precisely, they use the arguments that the Bargmann-Fock
repsresentation of the Heisenberg group is unitarily equivalent to the Schro¨dinger
representation with V as the intertwining operator. Then they explain that the
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general intertwining theorem [9, Theorem 4.8] applied to the Schro¨dinger represen-
tation and the Bargmann-Fock representation implies that V extends to a Banach
space isomorphism from Mp,p(ω) to A
p,p
(ω), and the asserted surjectivity follows.
It is obvious that these arguements are sufficent to conclude that V is a Banach
space isomorphism from Mp,q(ω) to V(M
p,q)(ω)). On the other hand, so far we are
unable to understand that these arguments are sufficient to conclude that indeed
V(Mp,q)(ω)) is the same as A
p,q)(ω).
In this paper we take an alternative approach for proving this bijectivity. The
main part is to prove that (0.1) can be improved into
V(S ′) = ∪ω∈PA
p,q
(ω), (0.1)
′
when p, q ∈ [1,∞]. Admitting this for a while, it follows that each element in Ap,q(ω)
is a Bargmann transform of a tempered distribution. The fact that the Bargmann
transform is continuous and injective from Mp,q(ω) to A
p,q
(ω) then shows that this tem-
pered distribution must belong to Mp,q(ω), and the result follows.
When proving (0.1)′ we first consider mapping properties for Hilbert spaces, de-
fined by the Harmonic oscillator. We prove that such Hilbert spaces are modulation
spaces of the form M2,2(ω), when ω(x, ξ) = σN (x, ξ) = 〈x, ξ〉
N for some even number
N . Here
〈x〉 = (1 + |x|2)1/2 andquad〈x, ξ〉 = (1 + |x|2 + |ξ|2)1/2
as usual. Furthermore, we use the analysis in [1, 2] to prove that V maps M2,2(σN )
bijectively and isometrically onto A2,2(σN ). Since any tempered distribution belongs
to M2,2(σN ) provided N is a large enough negative number, (0.1)
′ follows in the case
p = q = 2.
By using an argument of harmonic mean values, we thereafter prove that similar
facts also holds for p = q = 1. Since Ap,q(ω) ⊆ A
1,1
(σN )
, by Ho¨lder’s inequality, provided
N is a large enough negative number, it follows that each element in Ap,q(ω) is a
Bargmann transform of a tempered distribution. The asserted bijectivity is now a
consequence of the fact that V : Mp,q(ω) → A
p,q
(ω) is continuous and injective.
The paper is organized as follows. In Section 1 we recall some facts for modula-
tion spaces and the Bargmann transform. In Section 2 we prove the main result,
i. e. that the Bargmann transform is bijective from Mp,q(ω) to A
p,q
(ω). In fact, we prove
more general result involving general modulation spaces M(ω,B), parameterized
with the weight funciton ω and the translation invariant BF-space B. Finally,
in Section 3 we present some consequences of the main result. Several of these
consequences can be found in [9, 11, 14, 18]. However in our approach, such known
consequences enter the theory in different ways comparing to [9, 11, 14, 18].
1. Preliminaries
In this section we give some definitions and recall some basic facts. The proofs
are in general omitted.
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1.1. Translation invariant BF-spaces. We start with presenting appropriate
conditions of the involved weight functions. Assume that ω, v ∈ L∞loc(R
d) are
positive functions. Then ω is called v-moderate if
ω(x+ y) ≤ Cω(x)v(y) (1.1)
for some constant C which is independent of x, y ∈ Rd. If v in (1.1) can be chosen
as a polynomial, then ω is called polynomially moderate. We let P(Rd) be the
set of all polynomially moderated functions on Rd. We also let P0(R
d) be the set
of all ω ∈ P(Rd) ∩ C∞(Rd) such that (∂αω)/ω ∈ L∞, for every multi-index α.
We remark that for each ω ∈ P(Rd), there is an element ω0 ∈ P0(R
d) which is
equivalent to ω, in the sense that for some constant C, it holds
C−1ω0 ≤ ω ≤ Cω0
(cf. e. g. [27, 28]).
We say that v is submultiplicative when (1.1) holds with ω = v. Throughout
we assume that the submultiplicative weights are even. Furthermore, v and vj for
j ≥ 0, always stand for submultiplicative weights if nothing else is stated.
An important type of weight functions is
σs(x) ≡ 〈x〉
s = (1 + |x|2)s/2, (1.2)
For each ω ∈ P(Rd) and p ∈ [1,∞], we let Lp(ω)(R
d) be the Banach space which
consists of all f ∈ L1loc(R
d) such that ‖f‖Lp
(ω)
≡ ‖f ω‖Lp is finite.
Next we recall the definition of Banach function spaces (BF-spaces).
Definition 1.1. Assume that B is a Banach space of complex-valued measurable
functions on Rd and that v ∈ P(Rd) is submultiplicative. Then B is called a
(translation) invariant BF-space on Rd (with respect to v), if there is a constant
C such that the following conditions are fulfilled:
(1) S (Rd) ⊆ B ⊆ S ′(Rd) (continuous embeddings).
(2) If x ∈ Rd and f ∈ B, then f(· − x) ∈ B, and
‖f(· − x)‖B ≤ Cv(x)‖f‖B. (1.3)
(3) if f, g ∈ L1loc(R
d) satisfy g ∈ B and |f | ≤ |g| almost everywhere, then
f ∈ B and
‖f‖B ≤ C‖g‖B.
(4) the map (f, ϕ) 7→ f ∗ ϕ is continuous from B × C∞0 (R
d) to B.
Remark 1.2. Assume that B is a translation invariant BF-space. If f ∈ B and
h ∈ L∞, then it follows from (3) in Definition 1.1 that f · h ∈ B and
‖f · h‖B ≤ C‖f‖B‖h‖L∞ . (1.4)
Remark 1.3. Assume ω0, v, v0 ∈ P(R
d) are such that v and v0 are submultiplica-
tive, ω0 is v0-moderate, and assume that B is a translation-invariant BF-space on
Rd with respect to v. Also let B(ω0) be the Banach space which consists of all
f ∈ L1loc(R
d) such that ‖f‖B(ω0) ≡ ‖f ω0‖B is finite. Then B(ω0) is a translation
invariant BF-space with respect to v0v.
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Remark 1.4. Let B be a translation invariant BF-space on Rd with respect to
v ∈ P(Rd). Then it follows that the map (f, g) 7→ f ∗ g from B × C∞0 (R
d) to
B extends uniquely to a continuous mapping from B × L1(v)(R
d) to B. In fact, if
f ∈ B and g ∈ C∞0 (R
d), then Minkowski’s inequality gives
‖f ∗ g‖B =
∥∥∥ ∫ f( · − y)g(y) dy∥∥∥
B
≤
∫
‖f( · − y)‖B|g(y)| dy ≤ C
∫
‖f‖B|g(y)v(y)| dy = C‖f‖B‖g‖L1
(v)
.
The assertion is now a consequence of the fact that C∞0 is dense in L
1
(v).
Remark 1.5. Let B be an invariant BF-space. Then it is easy to find Sobolev type
spaces which are continuously embedded in B. In fact, for each p ∈ [1,∞) and
integer N ≥ 0, let QpN (R
d) be the set of all f ∈ Lp(Rd) such that ‖f‖QpN < ∞,
where
‖f‖QpN ≡
∑
|α+β|≤N
‖xαDβf‖Lp.
Then for each p fixed, the topology for S (Rd) can be defined by the semi-norms
f 7→ ‖f‖QpN , for N = 0, 1, . . . . Since S is continuously embedded in the Banach
space B, it now follows that
‖f‖B ≤ CN,p‖f‖QpN
for some constants C and N which are independent of f ∈ S . Consequently, if
in addition p < ∞, then QpN(R
d) ⊆ B, since S is dense in QpN . This proves the
assertion.
The following proposition shows that even stronger embeddings comparing to
QpN(R
d) ⊆ B in Remark 1.5 hold when p = ∞. Here, we set LpN = L
p
(ω) when
ω(x) = 〈x〉N .
Proposition 1.6. Let B be a translation invariant BF-space on Rd, and let ω ∈
P(Rd). Then there is a large number N such that
L∞N (R
d) ⊆ B(ω) ⊆ L1−N(R
d).
Proof. We may assume that ω = 1 in view of Remark 1.3. First we note that
‖〈 · 〉−N‖B < ∞, provided N is large enough. In fact, since S is continuously
embedded in B, it follows that
‖f‖B ≤ C
∑
|β|≤N
‖〈 · 〉N(∂βf)‖L∞, (1.5)
when f ∈ S , for some choices of constants C and N , and the assertion now follows
since the right-hand side of (1.5) is finite when f(x) = 〈x〉−N .
It follows from Definition 1.1 (2) that
〈x〉−d−1‖f‖B ≥ C〈x〉
−N‖f( · − x)‖B, (1.6)
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for some constants C and N . By integrating (1.6) and using Minkowski’s inequality
we get
‖f‖B ≥ C1
∫
〈x〉−N‖f( · − x)‖B dx
≥ C2
∥∥∥ ∫ 〈x〉−N |f( · − x)| dx∥∥∥
B
= C2
∥∥∥ ∫ 〈x− · 〉−N |f(x)| dx∥∥∥
B
≥ C3
∥∥∥ ∫ 〈x〉−N |f(x)| dx 〈 · 〉−N∥∥∥
B
= C‖f‖L1
−N
,
for some positive constants C1, . . . , C3, where C = C3‖〈 · 〉
−N‖B <∞. This proves
B ⊆ L1−N .
It remains to prove L∞N ⊆ B. Let N be as in the first part of the proof. By
straight-forward computations and using remark 1.2 we get
‖f‖B = ‖(f〈 · 〉
N)〈 · 〉−N‖B ≤ C1‖〈 · 〉
−N‖B‖f‖L∞N = C‖f‖L∞N ,
for some constant C1, where C = C1‖〈 · 〉
−N‖B < ∞. Hence L
∞
N ⊆ B, and the
result follows. 
1.2. The short-time Fourier transform and Toeplitz operators. Before giv-
ing the definition of short-time Fourier transform we recall some properties for the
(usual) Fourier transform. The Fourier transform F is the linear and continuous
mapping on S ′(Rd) which takes the form
(Ff)(ξ) = f̂(ξ) ≡ (2pi)−d/2
∫
Rd
f(x)e−i〈x,ξ〉 dx
when f ∈ L1(Rd). Here 〈 · , · 〉 denotes the usual scalar product on Rd. The map
F is a homeomorphism on S ′(Rd) which restricts to a homeomorphism on S (Rd)
and to a unitary operator on L2(Rd).
Let φ ∈ S (Rd) \ 0 be fixed. For every f ∈ S ′(Rd), the short-time Fourier
transform Vφf is the distribution on R
2d defined by the formula
(Vφf)(x, ξ) = F (f φ( · − x))(ξ). (1.7)
We note that the right-hand side defines an element in S ′(R2d) ∩ C∞(R2d). We
also note that if f ∈ Lq(ω) for some ω ∈ P(R
d), then Vφf takes the form
Vφf(x, ξ) = (2pi)
−d/2
∫
Rd
f(y)φ(y − x)e−i〈y,ξ〉 dy. (1.7)′
Next we consider Toeplitz operators, also known as localization operators. If a ∈
S ′(R2d) and φ ∈ S (Rd) \ 0 are fixed, then the Toeplitz operator Tp(a) = Tpϕ(a)
is the linear and continuous operator on S (Rd), defined by the formula
(Tpφ(a)f, g)L2(Rd) = (a Vφf, Vφg)L2(R2d). (1.8)
There are several characterizations of Toeplits operators and several ways to extend
the definition of such operators (see e. g. [17] and the references therein). For
example, the definition of Tpφ(a) is uniquely extendable to every a ∈ S
′(R2d),
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and then Tpφ(a) is still continuous on S (R
d) to S (Rd), and uniquely extendable
to a continuous operator on S ′(Rd).
Toeplitz operators arise in pseudo-differential calculus [12, 23], in the theory of
quantization (Berezin quantization [3]), and in signal processing [4] (under the
name of time-frequency localization operators or STFT multipliers).
1.3. Modulation spaces. We shall now discuss modulation spaces and recall
some basic properties. We start with the following definition.
Definition 1.7. Let B be a translation invariant BF-space on R2d, ω ∈ P(R2d),
and let φ ∈ S (Rd) \ 0. Then the modulation space M(ω,B) consists of all f ∈
S ′(Rd) such that
‖f‖M(ω,B) ≡ ‖Vφf ω‖B <∞. (1.9)
If ω = 1, then the notation M(B) is used instead of M(ω,B).
We remark that the modulation space M(ω,B) in Definition 1.7 is independent
of the choice of φ ∈ S (Rd) \ 0, and different choices of φ give rise to equivalent
norms.
An important case concerns when B is a mixed-norm space of Lebesgue type.
More precisely, let ω ∈ P(R2d), p, q ∈ [1,∞], and let Lp,q(R2d) be the Banach
space which consists of all F ∈ L1loc(R
2d) such that
‖F‖Lp,q ≡
(∫
Rd
(∫
Rd
|F (x, ξ)|p dx
)q/p
dξ
)1/q
<∞ .
(with obvious modifications when p =∞ or q =∞). Also let Lp,q∗ (R
2d) be the set
of all F ∈ L1loc(R
2d) such that
‖F‖Lp,q∗ ≡
(∫
Rd
(∫
Rd
|F (x, ξ)|q dξ
)p/q
dx
)1/p
<∞ .
ThenM(ω, Lp,q(R2d)) is the usual modulation spaceMp,q(ω)(R
d), andM(ω, Lp,q∗ (R
2d))
is the space W p,q(ω)(R
d) which is related to certain types of classical Wiener amalgam
spaces. For convenience we use the notation Mp(ω) instead of M
p,p
(ω) = W
p,p
(ω).
For conveniency we set Mp,qs = M
p,q
(σs)
and Mps = M
p
(σs)
, where σs is given by
(1.2). Furthermore, for ω = 1 we set
M(B) = M(ω,B), Mp,q = Mp,q(ω), W
p,q = W p,q(ω), and M
p = Mp(ω) .
Here we note that σs depends on both x and ξ-variables, which implies that
σs(x, ξ) = 〈x, ξ〉
s = (1 + |x|2 + |ξ|2)s/2.
In the following proposition we recall some facts about modulation spaces. We
omit the proof, since the result can be found in [5, 9, 10, 15, 28].
Proposition 1.8. Let p, q, pj, qj ∈ [1,∞], ω, ωj, v, v0 ∈ P(R
2d) for j = 1, 2 be
such that ω is v-moderate, and let B be a translation invariant BF-space on R2d
with respect to v0. Then the following is true:
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(1) if φ ∈ M1(v0v)(R
d) \ 0, then f ∈ M(ω,B) if and only if (1.9) holds, i. e.
M(ω,B) is independent of the choice of φ. Moreover, M(ω,B) is a Ba-
nach space under the norm in (1.9), and different choices of φ give rise to
equivalent norms;
(2) if p1 ≤ p2, q1 ≤ q2 and ω2 ≤ Cω1 for some constant C, then
S (Rd) ⊆Mp1,q1(ω1) (R
d) ⊆Mp2,q2(ω2) (R
d) ⊆ S ′(Rd),
M1(v0v)(R
d) ⊆M(ω,B) ⊆M∞(1/(v0v))(R
d);
(3) the sesqui-linear form ( · , · )L2 on S (R
d) extends to a continuous map from
Mp,q(ω)(R
d)×Mp
′,q′
(1/ω)(R
d) to C. This extension is unique, except when p = q′ ∈
{1,∞}. On the other hand, if ‖a‖ = sup |(a, b)L2 |, where the supremum is
taken over all b ∈Mp
′,q′
(1/ω)(R
d) such that ‖b‖
Mp
′,q′
(1/ω)
≤ 1, then ‖ ·‖ and ‖ ·‖Mp,q
(ω)
are equivalent norms;
(4) if p, q < ∞, then S (Rd) is dense in Mp,q(ω)(R
d), and the dual space of
Mp,q(ω)(R
d) can be identified withMp
′,q′
(1/ω)(R
d), through the form ( · , · )L2. More-
over, S (Rd) is weakly dense in M∞(ω)(R
d).
The following proposition is now a consequence of Remark 1.3 (5) in [30] and
Proposition 1.8 (2).
Proposition 1.9. Let B be a translation invariant BF-space on R2d and let ωj
for j ∈ J be a family of elements in P(R2d) such that for each s ≥ 0, there is a
constant C > 0, and j1, j2 ∈ J such that
ωj1(x, ξ) ≤ C〈x, ξ〉
−s and C−1〈x, ξ〉s ≤ ωj2(x, ξ).
Then
∪j∈JM(ωj ,B) = S
′(Rd) and ∩j∈J M(ωj ,B) = S (R
d).
1.4. The Bargmann transform. We shall now consider the Bargmann transform
which is defined by the formula
(Vf)(z) = pi−d/4
∫
Rd
exp
(
−
1
2
(〈z, z〉 + |y|2) + 21/2〈z, y〉
)
f(y) dy, (1.10)
when f ∈ L2(Rd). We note that if f ∈ L2(Rd), then the Bargmann transform Vf
of f is the entire function on Cd, given by
(Vf)(z) =
∫
Ad(z, y)f(y) dy,
or
(Vf)(z) = 〈f,Ad(z, · )〉, (1.11)
where the Bargmann kernel Ad is given by
Ad(z, y) = pi
−d/4 exp
(
−
1
2
(〈z, z〉 + |y|2) + 21/2〈z, y〉
)
.
8
Here
〈z, w〉 =
d∑
j=1
zjwj , when z = (z1, . . . , zd) ∈ C
d and w = (w1, . . . , wd) ∈ C
d,
and 〈 · , · 〉 denotes the duality between elements in S (Rd) and S ′(Rd). We note
that the right-hand side in (1.11) makes sense when f ∈ S ′(Rd) and defines an
element in A(Cd), since y 7→ Ad(z, y) can be interpreted as an element in S (R
d)
with values in A(Cd). Here and in what follows, A(Cd) denotes the set of all entire
functions on Cd.
From now on we assume that φ in (1.7), (1.7)′ and (1.9) is given by
φ(x) = pi−d/4e−|x|
2/2, (1.12)
if nothing else is stated. Then it follows that the Bargmann transform can be
expressed in terms of the short-time Fourier transform f 7→ Vφf . More precisely,
for such choice of φ, it follows by straight-forward computations that
(Vf)(z) = (Vf)(x+ iξ) = e(|x|
2+|ξ|2)/2e−i〈x,ξ〉Vφf(2
1/2x,−21/2ξ)
= e(|x|
2+|ξ|2)/2e−i〈x,ξ〉(S−1(Vφf))(x, ξ), (1.13)
or equivalently,
Vφf(x, ξ) = e
−(|x|2+|ξ|2)/4e−i〈x,ξ〉/2(Vf)(2−1/2x,−2−1/2ξ).
= e−i〈x,ξ〉/2S(e−| · |
2/2(Vf))(x, ξ). (1.14)
Here S is the dilation operator given by
(SF )(x, ξ) = F (2−1/2x,−2−1/2ξ). (1.15)
For future references we observe that (1.13) and (1.14) can be formulated into
V = UV ◦ Vφ, and U
−1
V
◦V = Vφ,
where UV is the linear, continuous and bijective operator on D
′(R2d) = D ′(Cd),
given by
(UVF )(x, ξ) = e
(|x|2+|ξ|2)/2e−i〈x,ξ〉F (21/2x, 21/2ξ). (1.16)
We are now prepared to make the following definition.
Definition 1.10. Let ω ∈ P(R2d) and let B be a translation invariant BF-space
on R2d = Cd.
(1) The space BV(ω) is the modified weighted B-space which consists of all
F ∈ L1loc(R
2d) = L1loc(C
d) such that
‖F‖BV(ω) ≡ ‖(S(Fe
−| · |2/2))ω‖B <∞.
Here S is the dilation operator given by (1.15);
(2) The space, A(ω,B) consists of all F ∈ A(Cd) ∩ BV(ω) with topology
inherited from BV(ω);
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(3) The space A0(ω,B) is given by
A0(ω,B) ≡ { (Vf) ; f ∈M(ω,B) },
and is equipped with the norm ‖F‖A0(ω,B) ≡ ‖f‖M(ω,B), when F = Vf .
The following result shows that the norm in A0(ω,B) is well-defined.
Proposition 1.11. Let ω ∈ P(R2d), let B be an invariant BF-space on R2d and
let φ be as in (1.12). Then A0(ω,B) ⊆ A(ω,B), and the map V is an isometric
injection from M(ω,B) to A(ω,B).
Proof. The result is an immediate consequence of (1.13), (1.14) and Definition
1.10. 
We employ the same notational conventions for the spaces of type A and A0 as
we do for the modulation spaces. In the case ω = 1 and B = L2, it follows from [1]
that Proposition 1.11 holds, and the inclusion is replaced by equality. That is, we
have A20 = A
2 which is called the Bargmann-Foch space, or just the Foch space.
In the next section we improve the latter property and show that for any choice of
ω ∈ P and every translation invariant BF-space B, we have A0(ω,B) = A(ω,B).
2. Mapping results for the Bargmann transform on modulation
spaces
In this section we prove that A0(ω,B) is equal to A(ω,B) for every choice of ω
and B. That is, we have the following.
Theorem 2.1. Let B be a translation invariant BF-space on R2d and let ω ∈
P(R2d). Then A0(ω,B) = A(ω,B), and the map f 7→ Vf from M(ω,B) to
A(ω,B) is isometric and bijective.
We need some preparations for the proof, and start with giving some remarks
on the images of S (Rd) and S ′(Rd) under the Bargmann transform. We denote
these images by AS (C
d) and A′
S
(Cd) respectively, i. e.
AS (C
d) ≡ {Vf ; f ∈ S (Rd) } and A′S (C
d) ≡ {Vf ; f ∈ S ′(Rd) }.
As a consequence of (1.13) and Propositions 1.9 and 1.11, the inclusion
A′S (C
d) ⊆ {F ∈ A(Cd) ; ‖Fe−| · |
2/2σ−N‖Lp <∞ for some N ≥ 0 } (2.1)
holds. We recall that in [2] it is proved that (2.1) holds with equality when p =∞.
An essential part of our investigations concerns to prove that equality is attained
in (2.1) for each p ∈ [1,∞].
2.1. The image of harmonic oscillator on M22N . Next we discuss mapping
properties for a modified harmonic oscillator on modulation spaces of the form
M22N (R
d), when N is an integer. The operator we have in mind is given by
H ≡ |x|2 −∆+ 4d+ 1,
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and we show that they are bijective between appropriate modulation spaces. Since
Hermite functions constitute an orthonormal basis for L2 = M2 and are eigenfunc-
tions to the harmonic oscillator, we shall combine these facts to prove that dilations
of such functions constitute an orthonormal basis for M22N , for every integer N .
We recall that if φ is given by (1.12) and
a(x, ξ) = σ2(x, ξ) = |x|
2 + |ξ|2 + 1,
then H = Tpφ(a) (cf. e. g. Section 3 in [29]).
Let B be a translation invariant BF-space and ω ∈ P(R2d). By Theorem 3.1
in [17] it now follows that H = Tp(a) = Tp(σ2) is a continuous isomorphism from
M(σ2ω,B) toM(ω,B). Since this holds for any weight ω, induction together with
Banach’s theorem now show that the following is true.
Proposition 2.2. Let N be an integer, ω ∈ P(R2d) and let B be an invari-
ant BF-space. Then HN on S ′(Rd) restricts to a continuous isomorphism from
M(σ2Nω,B) to M(ω,B). In particular, the set
{ f ∈ S ′(Rd) ; HNf ∈ L2(Rd) }
is equal to M22N (R
d), and the norm f 7→ ‖HNf‖L2 is equivalent to ‖f‖M22N .
From now on we assume that the norm and scalar product ofM22N (R
d) are given
by
‖f‖M22N ≡ ‖H
Nf‖L2 and (f, g)M22N ≡ (H
Nf,HNg)L2
respectively. Then it follows from Proposition 2.2 that (ej)j∈J is an orthonormal
basis for M22N , if and only if (H
Nej)j∈J is an orthonormal basis for L
2. In the
following we use this fact to find an appropriate orthonormal basis for M22N (R
d) in
terms of Hermite functions.
More precisely, we recall that the Hermite function hα with respect to the multi-
index α ∈ Nd is defined by
hα(x) = pi
−d/4(−1)|α|(2|α|α!)−1/2e|x|
2/2(∂αe−|x|
2
).
The set (hα)α∈Nd is an orthonormal basis for L
2, and it follows from the definitions
that hα is an eigenvector of H with eigenvalue 2(|α| + 2d + 1) for every α, i. e.
Hhα = 2(|α|+ 2d+ 1)hα (cf. e. g. [24]). The following result is now an immediate
consequence of these observations.
Lemma 2.3. Let N be an integer. Then
{2−N(|α|+ 2d+ 1)−Nhα}α∈Nd
is an orthonormal basis for M22N (R
d).
2.2. Mapping properties of V on M2N . We shall now prove A
2
0,N = A
2
N when N
is a non-zero even integer. Important parts of these investigations are based upon
the series representation of analytic functions, using the fact that every F ∈ A(Cd)
is equal to its Taylor series, i. e.
F (z) =
∑
α∈Nd
aα
zα
(α!)1/2
, aα =
(∂αF )(0)
(α!)1/2
. (2.2)
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We also recall the result from [1] that A20(C
d) = A2(Cd), and that F ∈ A2(Cd), if
and only if the coefficients in (2.2) satisfy
‖(aα)α∈Nd‖l2 =
∑
α∈Nd
|aα|
2 <∞.
Furthermore, F = Vf ∈ A2(Cd) if and only if f ∈ L2(Rd) satisfies
f(x) =
∑
α∈Nd
aαhα(x) (2.3)
inherites the coefficients from F , and, since V is isometric,
‖F‖A2 = ‖f‖L2 = ‖(aα)α∈Nd‖l2 . (2.4)
We now have the following result.
Proposition 2.4. Let N be an integer. Then the following is true:
(1) A0(σ2N , L
2(Rd)) consists of all F ∈ A(Cd) with expansion given by (2.2),
where
‖F‖ ≡ ‖(aα〈α〉
N)α∈Nd‖l2 <∞. (2.5)
Furthermore, ‖ · ‖ and ‖ · ‖A(σ2N ,L2) are equivalent norms;
(2) A(σ2N , L
2(Rd)) = A0(σ2N , L
2(Rd)).
For the proof we recall that
(Vhα)(z) =
zα
(α!)1/2
(2.6)
(cf. [1]) and that S0(R
d) is the set of all sums in (2.3) such that aα = 0 except for
finite numbers of α.
Proof. (1) First we consider the case when F ∈ P (Cd), and we let aα be as in (2.2).
Then it follows from (2.6) that F is equal to Vf , where f ∈ S0(R
d) is given by
the finite sum (2.3). By (1.14), Proposition 2.2, Lemma 2.3, and (2.4) it follows
that
C−1‖F‖A(σ2N ,L2) ≤ ‖(2
N(|α|+ 2d+ 1)Naα)α‖l2 ≤ C‖F‖A(σ2N ,L2), (2.7)
for some constant C which is independent of F ∈ P (Cd). Since S0 is dense inM
2
2N ,
it follows that (2.7) holds for each F ∈ A0(σ2N , L
2) when aα is given by (2.2). This
proves (1).
In order to prove (2) we recall that V : M22N 7→ A0(σ2N , L
2) is a bijective
isometry in view of Proposition 1.11. Hence Lemma 2.3 together with (2.6) show
that {
2−N(|α|+ 2d+ 1)−N
zα
(α!)1/2
}
(2.8)
is an orthonormal basis for A0(σ2N , L
2). By Proposition 1.11 ‖F0‖A0(σ2N ,L2) =
‖F0‖A(σ2N ,L2) when F0 ∈ A0(σ2N , L
2). Hence A0(σ2N , L
2) is a closed subspace of
A(σ2N , L
2). Consequently, we have the unique decomposition
A(σ2N , L
2) = A0(σ2N , L
2)⊕ (A0(σ2N , L
2))⊥,
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and it follows that (2.8) is an orthonormal sequence in A(σ2N , L
2). The fact that
every F ∈ A(σ2N , L
2) has a Taylor expansion now implies that (2.8) is an orthonor-
mal basis for A(σ2N , L
2). Hence (A0(σ2N , L
2))⊥ = {0} and the result follows. 
Corollary 2.5. There is equality in (2.1) in case p = 2, i.e.,
{Bf ; f ∈ S ′(Rd) } = {F ∈ A(Cd) ; ‖Fe−| · |
2/2σ−N‖L2 <∞ for some N ≥ 0 }.
Proof. The result follows from Proposition 2.4 and the fact that
∪N∈ZM
2
N (R
d) = S ′(Rd).

2.3. Mapping properties of V on S ′, and proof of the main theorem. We
shall now consider the relation (2.1) and prove that we indeed have equality when
1 ≤ p ≤ 2. In order to do this we need the following lemma. Here we let Br(z)
denote the open ball in Cd with radius r and center at z ∈ Cd.
Lemma 2.6. There is a family (Bj)j∈J of open balls Bj such that the following
conditions are fulfilled:
(1) ∁B4(0) ⊆ ∪Bj;
(2) Bj = Brj (zj) for some rj and zj such that |zj| ≥ 4, rj ≤ 1/|zj |;
(3) there is a finite bound on the number of overlapping balls B4rj(zj).
Proof. Let k ≥ 4 and let N be a large integer, and consider the spheres
Sk,l = {z ∈ C
d ; |z| = k + l/kN}, l = 0, . . . , kN − 1.
On each sphere Sk,l, choose a finite number of points zj in such way that for any
two closest points z and w the distance between them is 1/2k ≤ |z−w| ≤ 1/(k+1).
It is easily seen that such a sequence (zj) exists when N is chosen large enough.
The result now follows if we choose Bj = Brj (zj) with rj = 1/(k + 1). 
We have now the following result.
Proposition 2.7. Let p ∈ [1, 2] be fixed. Then A′
S
(Cd) agrees with (2.1).
Proof. Let Ωp be the set on the right-hand side of (2.1). In view of Corollary 2.5,
it suffices to prove that Ωp is independent of p. First assume that p1 ≤ p2, and let
r ∈ [1,∞] be such that 1/p2+1/r = 1/p1. Then it follows from Ho¨lder’s inequality
that
‖Fe−| · |
2/2〈 · 〉−N−d−1‖Lp1 = ‖(Fe
−| · |2/2〈 · 〉−N)〈 · 〉−d−1‖Lp1
≤ C‖Fe−| · |
2/2〈 · 〉−N‖Lp2 ,
where C = ‖〈 · 〉−d−1‖Lr <∞. This proves that Ωp2 ⊆ Ωp1.
The result therefore follows if we prove that Ω1 ⊆ Ω2. Assume that F ∈ Ω1. It
suffices to prove that ∫
|z|≥4
|F (z)〈z〉−Ne−|z|
2/2|2 dλ(z) <∞, (2.9)
13
for some N ≥ 0. Here and in what follows, dλ(z) denotes the Lebesgue measure
on Cd.
Since F ∈ A(Cd), the mean-value property for harmonic functions gives
F (z) = C|z|−d
∫
|w|≤1/|z|
F (z + w) dλ(w),
where 1/C is the volume of the d-dimensional unit ball. Since
C−1e−|z|
2
≤ e−|z+w|
2
≤ Ce−|z|
2
, C−1〈z〉 ≤ 〈z + w〉 ≤ C〈z〉 and 〈z〉 ≤ C|z|
for some constant C > 0, when |w| ≤ 1/|z| and |z| ≥ 3, we get∫
|z|≥4
|F (z)〈z〉−Ne−|z|
2/2|2 dλ(z)
≤ C1
∫
|z|≥4
(∫
|w|≤1/|z|
|F (z + w)| dλ(w)〈z〉−N−de−|z|
2/2
)2
dλ(z)
≤ C2
∫
|z|≥4
(∫
|w|≤1/|z|
|F (z + w)〈z + w〉−N−de−|z+w|
2/2| dλ(w)
)2
dλ(z)
= C2
∫
|z|≥4
(∫
|w−z|≤1/|z|
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
dλ(z). (2.10)
Now let Bj be as in Lemma 2.6. Then Lemma 2.6 (1) gives that the integral on
the right-hand side of (2.10) is estimated from above by
C
∑
j∈J
∫
Bj
(∫
|w−z|≤1/|z|
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
〈z〉2d dλ(z).
Since |w − zj| ≤ 4/|zj| when |w − z| ≤ 1/|z| and z ∈ Bj , the last integral can be
estimated by
C1
∑
j∈J
∫
Bj
(∫
|w−zj|≤4/|zj |
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
〈z〉2d dλ(z)
≤ C2
∑
j∈J
(∫
w∈B4rj (zj)
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
≤ C2
(∑
j∈J
∫
w∈B4rj (zj)
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
≤ C3
(∫
Cd
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
,
for some constants C1, . . . , C3. Here the first inequality follows from the fact that∫
Bj
〈z〉2d dλ(z) ≤ C for some constant C which is independent of j by the property
(2) in Lemma 2.6, and the last two inequalities follow from the fact that there is a
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finite number of of overlapping balls B4rj (zj) by (3) in Lemma 2.6. Summing up
we have proved that(∫
|z|≥4
|F (z)〈z〉−Ne−|z|
2/2|2 dλ(z)
)1/2
≤ C‖F 〈 · 〉−N−de−| · |/2‖L1 ,
for some constant C. The proof is complete. 
Proof of Theorem 2.1. By Proposition 1.11 it follows that the map f 7→ Vf is an
isometric injection from M(ω,B) to A(ω,B). We have to show that this mapping
is surjective.
Therefore assume that F ∈ A(ω,B). By Propositions 1.6, 2.4 and 2.7, there is
an element f ∈ S ′(Rd) such that F = Vf . We have
‖f‖M(ω,B) = ‖Vf‖A(ω,B) = ‖F‖A(ω,B) <∞.
Hence, f ∈M(ω,B), and the result follows. The proof is complete. 
3. Some consequences of the results
In this section we present some results which are straight-forward consequences
of Theorem 2.1 and well-known properties for modulation spaces. Most of these
results can be found in [11, 14, 15, 18].
We start with introducing some notations. We set
Ap,q(ω)(C
d) = A(ω, Lp,q(R2d)) and Ap(ω) = A
p,p
(ω),
when ω ∈ P(Cd) and p, q ∈ [1,∞]. We also set
Ap,q = Ap,q(ω) and A
p = Ap(ω) when ω = 1.
Let
dµ(w) = pi−de−|w|
2
dλ(w),
where dλ(z) is the Lebesgue measure on Cd. We recall from [1, 2] that the usual
scalar product on A2(Cd) is given by
(F,G)A2 ≡
∫
Cd
F (w)G(w)dµ(w). (3.1)
Furthermore, there is a convenient reproducing kernel on A′
S
(Cd), given by the
formula
F (z) =
∫
Cd
e(z,w)F (w) dµ(w), F ∈ A′S (C
d), (3.2)
where ( · , · ) is the scalar product on Cd (cf. [1,2]). For future references we observe
that (3.2) is the same as
F (z) = pi−d〈F · e(z, · ), e−| · |
2
〉, F ∈ A′S (C
d), (3.2)′
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3.1. Embedding and duality properties. We shall now discuss embedding
properties. The following result follows immediately from Proposition 1.8 (2) and
Theorem 2.1.
Proposition 3.1. Let pj, qj ∈ [1,∞], ω, ωj, v, v0 ∈ P(R
2d) for j = 1, 2 be such
that p1 ≤ p2, q1 ≤ q2, ω is v-moderate, and ω2 ≤ Cω1 for some constant C. Also
let B be a translation invariant BF-space on R2d with respect to v0. Then
AS (C
d) ⊆ Ap1,q1(ω1) (C
d) ⊆ Ap2,q2(ω2) (C
d) ⊆ A′S (C
d),
A1(v0v)(C
d) ⊆ A(ω,B) ⊆ A∞(1/(v0v))(C
d).
Proposition 3.2. Let ω ∈ P(Cd). Then P (Cd) is dense in Ap,q(ω)(C
d) when 1 ≤
p, q <∞.
Proof. Recall that S0(R
d), the set of finite linear combinations of the Hermite
functions, is dense in S (Rd) (cf. [24, Theorem V.13]). Hence the result follows
immediately from Proposition 1.8, Theorem 2.1, and the fact that V(S0(R
d)) =
P (Cd). 
Proposition 3.3. Let ω ∈ P(R2d) and p, q ∈ [1,∞]. Then the form (3.1) on
P (Cd) extends to a continuous sesquilinear form on Ap,q(ω)(C
d)×Ap
′,q′
(1/ω)(C
d), and
|(F,G)A2| ≤ ‖F‖Ap,q
(ω)
‖G‖
Ap
′,q′
(1/ω)
. (3.3)
This extension is unique, except when p = q′ ∈ {1,∞}.
Moreover, let
‖F‖ ≡ sup |(F,G)A2|, (3.4)
where the supremum is taken over all G ∈ P (Cd) (or G ∈ Ap
′,q′
(1/ω)(C
d)) such that
‖G‖
Ap
′,q′
(1/ω)
≤ 1. Then ‖ · ‖ and ‖ · ‖Ap,q
(ω)
are equivalent norms on Ap,q(ω)(C
d).
Proof. The extension assertions and the inequality (3.3) are immediate conse-
quences of Proposition 1.8 (3), Theorem 2.1 and Ho¨lder’s inequality.
Let
ΩM = { g ∈M
p′,q′
(1/ω)(R
d) ; ‖g‖
Mp
′,q′
(1/ω)
≤ 1 },
ΩA = {G ∈ A
p′,q′
(1/ω)(C
d) ; ‖G‖
Ap
′,q′
(1/ω)
≤ 1 }.
For any F ∈ Ap,q(ω) there is a unique f ∈ M
p,q
(ω) such that Vf = F . By Proposition
1.8 (3) and Theorem 2.1 we get
‖F‖Ap,q
(ω)
= ‖f‖Mp,q
(ω)
≤ C sup
g∈S∩ΩM
|(f, g)L2|
≤ C sup
g∈ΩM
|(f, g)L2| = C sup
G∈ΩA
|(F,G)A2| ≤ C‖F‖Ap,q
(ω)
,
for some constant C, where the first inequality follows from Proposition 1.8 (3) and
the last one from (3.3). Since any g ∈ S can be approximated by its truncated
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Hermite expansion, the supremum over S may be substituted for a supremum
over the finite Hermite expansions. These, in turn, are the inverse images of the
polynomials in P (Cd) which proves the last statement. 
Remark 3.4. We note that the integral in (3.1) is well-defined when F ∈ Ap,q(ω)(C
d),
G ∈ Ap
′,q′
(1/ω)(C
d), ω ∈ P(Cd) and p, q ∈ [1,∞]. Also in the case p = q′ ∈ {1,∞}, we
take this integral as the definition of (F,G)A2, and we remark that the extension
of the form ( · , · )A2 on P (C
d) to Ap,q(ω)(C
d)×Ap
′,q′
(1/ω)(C
d) is unique also in this case,
if in addition narrow convergence is imposed (cf Definition 3.10 and Proposition
3.11 below).
Proposition 3.5. Let ω ∈ P(Cd) and 1 ≤ p, q < ∞. Then the dual of Ap,q(ω)(C
d)
can be identified with Ap
′,q′
(1/ω)(C
d) through the form ( · , · )A2. Moreover, P (C
d) is
weakly dense in A∞(ω)(C
d).
Proof. The result is an immediate consequence of Proposition 1.8 (4), Theorem 2.1,
and the fact that S0 is dense in S .

3.2. Reproducing kernel and Bargmann-Toeplitz operators. For general
F ∈ L2(dµ), it is proved in [1] that the right-hand sides of (3.2) and (3.2)′ defines
an orthonormal projection ΠA of elements in L
2(dµ) onto A2(Cd). We recall that
A2 is the image of L2 under the Bargmann transform. In what follows we address
equivalent projections where the Bargmann transform is replaced by the short-time
Fourier transform. We use these relations to extend ΠA to more general spaces of
distributions.
When dealing with the short time Fourier transform, it is convenient to consider
the twisted convolution ∗̂ on L1(R2d), which is defined by the formula
(F ∗̂G)(x, ξ) = (2pi)−d/2
∫∫
F (x− y, ξ − η)G(y, η)e−i〈x−y,η〉 dydη.
(Cf. e. g. [9, 15].) By straight-forward computations it follows that ∗̂ restricts to
a continuous multiplication on S (R2d). Furthermore, the map (F,G) 7→ F ∗̂G
from S (R2d)×S (R2d) to S (R2d) extends uniquely to continuous mappings from
S ′(R2d)×S (R2d) and S (R2d)×S ′(R2d) to S ′(R2d)
⋂
C∞(R2d).
Remark 3.6. By Fourier’s inversion formula, it follows that
(Vφ1f) ∗̂ (Vφ2φ3) = (φ3, φ1)L2(Rd) · Vφ2f (3.5)
for every f ∈ S ′(Rd) and every φj ∈ S (R
d). The relation (3.5) is used in [9, 15]
to prove the following properties:
(1) The modulation spaces are independent of the choice of window functions
(cf. Proposition 1.8 (1));
(2) Let φ ∈ S (Rd) satisfy ‖φ‖L2 = 1, and let Π be the mapping on S
′(R2d),
given by
ΠF ≡ F ∗̂ (Vφφ). (3.6)
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Also let B be a translation invariant BF-space on R2d, ω ∈ P(R2d), and
set
Vφ(Σ) ≡ { Vφf ; f ∈ Σ },
when Σ ⊆ S ′(Rd). Then
Π : S (R2d)→ Vφ(S (R
d)) ⊆ S (R2d) (3.7)
Π :S ′(R2d)→ Vφ(S
′(Rd)) ⊆ S ′(R2d) (3.8)
Π : B(ω)→ Vφ(M(ω,B)) (3.9)
are continuous projections. Furthermore, if in addition φ is given by (1.12),
then it follows by straight-forward computations that Π is self-adjoint on
L2(R2d). Hence, for such choice of φ it follows that Π is an orthonormal
projection from L2(R2d) to Vφ(L
2(Rd)).
Now we recall that the orthonormal ΠA of L
2(dµ) onto A2(Cd) is given by the
right-hand sides of the reproducing formulas (3.2) and (3.2)′, i. e.
(ΠAF )(z) =
∫
Cd
e(z,w)F (w) dµ(w), F ∈ L2(dµ). (3.10)
We extend the definition of ΠA to the set
S
′(Cd) ≡ {F ∈ D ′(Cd) ; Fe−| · |
2/2 ∈ S ′(Cd) },
by the formula
(ΠAF )(z) = 〈F · e
(z, · ), e−| · |
2
〉, F ∈ S′(Cd), (3.10)′
and we note that (3.10)′ agree with (3.10) when F ∈ L2(dµ).
We note that the set S′(Cd) is equal to UV(S
′(R2d)), where UV is given by
(1.16). Furthermore, by letting φj(x) = φ(x) = pi
−d/4e−|x|
2/2, the reproducing
formulas (3.2) and (3.2)′ are straight-forward consequence of (1.14) and (3.5). From
these computations it also follows that ΠA is the conjugation of Π in (3.6) by UV,
i. e.
ΠA = UV ◦ Π ◦ U
−1
V
. (3.11)
The following result is now an immediate consequence of these observations,
Theorem 2.1 and (3.7)–(3.9). Here we let
S(Cd) ≡ {F ∈ D ′(Cd) ; Fe−| · |
2/2 ∈ S (Cd) },
which is the same as UV(S (R
2d)).
Proposition 3.7. Let B be a translation invariant BF-space on R2d, and let ω ∈
P(R2d). Then the following is true:
(1) ΠA is a continuous projection from S
′(Cd) to A′
S
(Cd);
(2) ΠA restricts to a continuous projection from BV(ω) to A(ω,B);
(3) ΠA restricts to a continuous projection from S(C
d) to AS (C
d).
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Next we consider Toeplitz operators in the context of Bargmann transform. It
follows from (1.8) thatif a ∈ S ′(R2d) and f, φ ∈ S (Rd), then
(Vφ ◦ Tpφ(a))f = Π(a · F0), where F0 = Vφf. (3.12)
The close relation between the short-time Fourier transform and the Bargmann
transform motivates the following definition.
Definition 3.8. Let a ∈ S ′(Cd), and let S be as in (1.15). Then the Bargmann-
Toeplitz operator TV(a) is the continuous operator on A
′
S
(Cd), given by the for-
mula
TV(a)F = ΠA((S
−1a)F ).
It follows from (3.11) and (3.12) that
TV(a) ◦V = V ◦ Tp(a).
The following result is now an immediate consequence of the latter property and [17,
Theorem 3.1]. We recall that P0 consists of all smooth elements ω in P such that
(∂αω)/ω ∈ L∞.
Proposition 3.9. Let ω ∈ P(Cd), ω0 ∈ P0(C
d), and let B be a translation
invariant BF-space. Then TV(ω0) is continuous and bijective from A(ω,B) to
A(ω/ω0,B).
3.3. The narrow convergence. We shall now discuss the narrow convergence.
The main reason why introducing the narrow convergence is to improve the possi-
bilities for approximate elements in Ap,q(ω)(C
d) with elements in P (Cd). In terms of
norm convergence, Proposition 3.2 does not guarantee that such approximations
are possible when p = ∞ or q = ∞. In the case p = q′ /∈ {1,∞}, the situation
is usually handled by using weak∗-topology, if necessary. However, the remaining
case p = q′ ∈ {1,∞} may be critical since P (Cd) is neither dense in A∞,1(ω) (C
d) nor
in A1,∞(ω) (C
d). Here we shall see that such problems may be avoided by inherite the
definition of narrow convergence in [28] for modulation spaces into the Ap,q(ω) spaces.
First we define the narrow convergence of such spaces.
Definition 3.10. Let ω ∈ P(Cd), S be as in (1.15), p, q ∈ [1,∞] and let Fj, F ∈
Ap,q(ω)(C
d), j ≥ 1. Then Fj is said to converge narrowly to F as j turns to infinity if
(1) Fj → F in A
′
S
(Cd) as j →∞;
(2) if
Hj(ξ) =
(∫
Rd
|Fj(z)e
−|z|2/2(S−1ω)(z)|p dx
)1/p
,
H(ξ) =
(∫
Rd
|F (z)e−|z|
2/2(S−1ω)(z)|p dx
)1/p
,
with z = x+ iξ and x, ξ ∈ Rd, then Hj → H in L
q(Rd).
The following proposition justifies the definition of narrow convergence.
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Proposition 3.11. Let ω ∈ P(Cd) and let G ∈ A1,∞(1/ω)(C
d). Then the following is
true:
(1) P (Cd) is dense in A∞,1(ω) (C
d) with respect to narrow convergence;
(2) if Fj ∈ A
∞,1
(ω) (C
d) converges narrowly to F ∈ A∞,1(ω) (C
d) as j → ∞, then
(Fj, G)→ (F,G) as j →∞.
Proof. The result follows immediately from Proposition 1.10 and Lemma 1.11 in
[28], Theorem 2.1 and the fact that P (Cd) is dense in AS (C
d). 
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MAPPING PROPERTIES FOR THE BARGMANN TRANSFORM
ON MODULATION SPACES
MIKAEL SIGNAL AND JOACHIM TOFT
Abstract. We investigate mapping properties for the Bargmann transform and
prove that this transform is isometric and bijective from modulation spaces to
convenient Banach spaces of analytic functions.
0. Introduction
In [1], V. Bargmannn introduce a transform V which is bijective and isometric
from L2(Rd) into the Hilbert space A2(Cd) of all entire analytic functions F on
Cd such that F · e−| · |
2/2 ∈ L2(Cd). (We use the usual notations for the usual
function and distribution spaces. See e. g. [23], and refer to Section 1 for specific
definitions and other notations.) Furthermore, several important properties for V
were established. For example:
• the Hermite functions are mapped into the normalized analytical monomi-
als. Furthermore, the latter set forms an orthonormal basis for A2(Cd);
• the creation and annihilation operators, and harmonic oscillator on appro-
priate elements in L2, are transformed by V into simple operators;
• there is a convenient reproducing formula for elements in A2.
In [2], Bargmann continued his work and discussed mapping properties for V on
more general spaces. For example, he proves that V(S ′), the image of S ′ under
the Bargmann transform is given by the formula
V(S ′) = ∪ω∈PA
∞,∞
(ω) , (0.1)
Here Ap,q(ω)(C
d) is the set of all entire functions F on Cd such that F · e−| · |
2/2 · ω0
belongs to the mixed Lebesgue space Lp,q(Cd), for some appropriate modification
ω0 of the weight function ω.
The Bargmann transform can easily be reformulated in terms of the short-time
Fourier transform, with a particular Gauss function as window function. In this
context we remark that the (classical) modulation spaces Mp,q, p, q ∈ [1,∞], as
introduced by Feichtinger in [7], consist of all tempered distributions whose short-
time Fourier transforms (STFT) have finite mixed Lp,q norm. It follows that the
parameters p and q to some extent quantify the degrees of asymptotic decay and
singularity of the distributions in Mp,q. The theory of modulation spaces was de-
veloped further and generalized in [9, 11, 12, 16], where Feichtinger and Gro¨chenig
established the theory of coorbit spaces. In particular, the modulation space Mp,q(ω),
where ω denotes a weight function on phase (or time-frequency shift) space, appears
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as the set of tempered (ultra-) distributions whose STFT belong to the weighted
and mixed Lebesgue space Lp,q(ω). Here the weight ω quantifies the degree of asymp-
totic decay and singularity of the distribution in Mp,q(ω).
A major idea behind the design of these spaces was to find useful Banach spaces,
which are defined in a way similar to Besov spaces, in the sense of replacing the
dyadic decomposition on the Fourier transform side, characteristic to Besov spaces,
with a uniform decomposition. From the construction of these spaces, it turns out
that modulation spaces and Besov spaces in some sense are rather similar, and sharp
embeddings between these spaces can be found in [28,29], which are improvements
of certain embeddings in [15]. (See also [27] for verification of the sharpness.)
During the last 15 years many results have been proved which confirm the use-
fulness of the modulation spaces in time-frequency analysis, where they occur nat-
urally. For example, in [9, 17, 18], it is shown that all modulation spaces admit
reconstructible sequence space representations using Gabor frames.
Parallel to this development, modulation spaces have been incorporated into
the calculus of pseudo-differential operators, which also involve Toeplitz operators.
(See e. g. [17, 19, 21, 22, 27–30, 32] and the references therein.)
By reformulating the Bargmann transform in terms of the short-time Fourier
transform, and using the fundamental role of the short-time Fourier transform in
the definition of modulation spaces, it follows easily that the Bargmann transform is
continuous and injective from Mp,q(ω) to A
p,q
(ω). Furthermore, by choosing the window
function as a particular Gaussian function in the Mp,q(ω) norm, it follows that V :
Mp,q(ω) → A
p,q
(ω) is isometric.
These facts and several other mapping properties for the Bargmann transform
on modulation spaces were established and proved by Feichtinger, Gro¨chenig and
Walnut in [11,13,16,20]. In fact, here they state and motivate that the Bargmann
transform fromMp,q(ω) to A
p,q
(ω) is not only injective, but in fact bijective. In their proof
of the surjectivity, they recall from [1] that the Bargmann transform is bijective
from S0(R
d) to P (Cd), where S0(R
d) is the set of finite linear combinations of the
Hermite functions and P (Cd) is the set of analytic polynomials on Cd. Then they
use duality in combination with the argument that P (Cd) is dense in Ap,q(ω) when
p, q < ∞. Since S0 is dense in M
p,q
(ω), the asserted surjectivity easily follows from
these arguments.
We are convinced that, somewhere in the litterature, it is proved that P (Cd) is
dense in Ap,q(ω) (for example, a proof might occur in [11, 16, 20, 24]). On the other
hand, so far we are unable to find any explicit proof of this fact. Especially, we
could not find any explicit references in the papers [11, 16, 20].
In [13,16,20], Feichtinger, Gro¨chenig and Walnut also give another motivation for
the surjectivity. More precisely, they use the arguments that the Bargmann-Fock
repsresentation of the Heisenberg group is unitarily equivalent to the Schro¨dinger
representation with V as the intertwining operator. Then they explain that the
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general intertwining theorem [11, Theorem 4.8] applied to the Schro¨dinger represen-
tation and the Bargmann-Fock representation implies that V extends to a Banach
space isomorphism from Mp,p(ω) to A
p,p
(ω), and the asserted surjectivity follows.
It is obvious that these arguements are sufficent to conclude that V is a Banach
space isomorphism from Mp,q(ω) to V(M
p,q
(ω)). On the other hand, so far we are unable
to understand that these arguments are sufficient to conclude that indeed V(Mp,q(ω))
is the same as Ap,q(ω).
In this paper we take an alternative approach for proving this bijectivity. The
main part is to prove that (0.1) can be improved into
V(S ′) = ∪ω∈PA
p,q
(ω), (0.1)
′
when p, q ∈ [1,∞]. Admitting this for a while, it follows that each element in Ap,q(ω)
is a Bargmann transform of a tempered distribution. The fact that the Bargmann
transform is continuous and injective from Mp,q(ω) to A
p,q
(ω) then shows that this tem-
pered distribution must belong to Mp,q(ω), and the result follows.
When proving (0.1)′ we first consider mapping properties on Hilbert spaces, de-
fined by the Harmonic oscillator. We prove that such Hilbert spaces are modulation
spaces of the form M2,2(ω), when ω(x, ξ) = σN (x, ξ) = 〈x, ξ〉
N for some even number
N . Here
〈x〉 = (1 + |x|2)1/2 and 〈x, ξ〉 = (1 + |x|2 + |ξ|2)1/2
as usual. Furthermore, we use the analysis in [1, 2] to prove that V maps M2,2(σN )
bijectively and isometrically onto A2,2(σN ). Since any tempered distribution belongs
to M2,2(σN ) provided N is a large enough negative number, (0.1)
′ follows in the case
p = q = 2.
By using an argument of harmonic mean values, we thereafter prove that similar
facts also holds for p = q = 1. Since Ap,q(ω) ⊆ A
1,1
(σN )
, by Ho¨lder’s inequality, provided
N is a large enough negative number, it follows that each element in Ap,q(ω) is a
Bargmann transform of a tempered distribution. The asserted bijectivity is now a
consequence of the fact that V : Mp,q(ω) → A
p,q
(ω) is continuous and injective.
The paper is organized as follows. In Section 1 we recall some facts for modula-
tion spaces and the Bargmann transform. In Section 2 we prove the main result,
i. e. that the Bargmann transform is bijective from Mp,q(ω) to A
p,q
(ω). In fact, we prove
a more general result involving general modulation spacesM(ω,B), parameterized
with the weight funciton ω and the translation invariant BF-space B. Finally, in
Section 3 we present some consequences of the main result. Several of these con-
sequences can be found in [11, 13, 16, 20]. However in our approach, such known
consequences enter the theory in different ways comparing to [11, 13, 16, 20].
1. Preliminaries
In this section we give some definitions and recall some basic facts. The proofs
are in general omitted.
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1.1. Translation invariant BF-spaces. We start with presenting appropriate
conditions of the involved weight functions. Assume that ω, v ∈ L∞loc(R
d) are
positive functions. Then ω is called v-moderate if
ω(x+ y) ≤ Cω(x)v(y) (1.1)
for some constant C which is independent of x, y ∈ Rd. If v in (1.1) can be chosen
as a polynomial, then ω is called polynomially moderate. We let P(Rd) be the
set of all polynomially moderated functions on Rd. We also let P0(R
d) be the set
of all ω ∈ P(Rd) ∩ C∞(Rd) such that (∂αω)/ω ∈ L∞, for every multi-index α.
We remark that for each ω ∈ P(Rd), there is an element ω0 ∈ P0(R
d) which is
equivalent to ω, in the sense that for some constant C, it holds
C−1ω0 ≤ ω ≤ Cω0
(cf. e. g. [29, 30]).
We say that v is submultiplicative when (1.1) holds with ω = v. Throughout
we assume that the submultiplicative weights are even. Furthermore, v and vj for
j ≥ 0, always stand for submultiplicative weights if nothing else is stated.
An important type of weight functions is
σs(x) ≡ 〈x〉
s = (1 + |x|2)s/2, (1.2)
For each ω ∈ P(Rd) and p ∈ [1,∞], we let Lp(ω)(R
d) be the Banach space which
consists of all f ∈ L1loc(R
d) such that ‖f‖Lp
(ω)
≡ ‖f ω‖Lp is finite.
Next we recall the definition of Banach function spaces (BF-spaces).
Definition 1.1. Assume that B is a Banach space of complex-valued measurable
functions on Rd and that v ∈ P(Rd) is submultiplicative. Then B is called a
(translation) invariant BF-space on Rd (with respect to v), if there is a constant
C such that the following conditions are fulfilled:
(1) S (Rd) ⊆ B ⊆ S ′(Rd) (continuous embeddings).
(2) If x ∈ Rd and f ∈ B, then f(· − x) ∈ B, and
‖f(· − x)‖B ≤ Cv(x)‖f‖B. (1.3)
(3) if f, g ∈ L1loc(R
d) satisfy g ∈ B and |f | ≤ |g| almost everywhere, then
f ∈ B and
‖f‖B ≤ C‖g‖B.
(4) the map (f, ϕ) 7→ f ∗ ϕ is continuous from B × C∞0 (R
d) to B.
Remark 1.2. Assume that B is a translation invariant BF-space. If f ∈ B and
h ∈ L∞, then it follows from (3) in Definition 1.1 that f · h ∈ B and
‖f · h‖B ≤ C‖f‖B‖h‖L∞ . (1.4)
Remark 1.3. Assume ω0, v, v0 ∈ P(R
d) are such that v and v0 are submultiplica-
tive, ω0 is v0-moderate, and assume that B is a translation-invariant BF-space on
Rd with respect to v. Also let B(ω0) be the Banach space which consists of all
f ∈ L1loc(R
d) such that ‖f‖B(ω0) ≡ ‖f ω0‖B is finite. Then B(ω0) is a translation
invariant BF-space with respect to v0v.
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Remark 1.4. Let B be a translation invariant BF-space on Rd with respect to
v ∈ P(Rd). Then it follows that the map (f, g) 7→ f ∗ g from B × C∞0 (R
d) to
B extends uniquely to a continuous mapping from B × L1(v)(R
d) to B. In fact, if
f ∈ B and g ∈ C∞0 (R
d), then Minkowski’s inequality gives
‖f ∗ g‖B =
∥∥∥ ∫ f( · − y)g(y) dy∥∥∥
B
≤
∫
‖f( · − y)‖B|g(y)| dy ≤ C
∫
‖f‖B|g(y)v(y)| dy = C‖f‖B‖g‖L1
(v)
.
The assertion is now a consequence of the fact that C∞0 is dense in L
1
(v).
Remark 1.5. Let B be an invariant BF-space. Then it is easy to find Sobolev type
spaces which are continuously embedded in B. In fact, for each p ∈ [1,∞) and
integer N ≥ 0, let QpN (R
d) be the set of all f ∈ Lp(Rd) such that ‖f‖QpN < ∞,
where
‖f‖QpN ≡
∑
|α+β|≤N
‖xαDβf‖Lp.
Then for each p fixed, the topology for S (Rd) can be defined by the semi-norms
f 7→ ‖f‖QpN , for N = 0, 1, . . . . Since S is continuously embedded in the Banach
space B, it now follows that
‖f‖B ≤ CN,p‖f‖QpN
for some constants C and N which are independent of f ∈ S . Consequently, if
in addition p < ∞, then QpN(R
d) ⊆ B, since S is dense in QpN . This proves the
assertion.
The following proposition shows that even stronger embeddings comparing to
QpN(R
d) ⊆ B in Remark 1.5 hold when p = ∞. Here, we set LpN = L
p
(ω) when
ω(x) = 〈x〉N .
Proposition 1.6. Let B be a translation invariant BF-space on Rd, and let ω ∈
P(Rd). Then there is a large number N such that
L∞N (R
d) ⊆ B(ω) ⊆ L1−N(R
d).
Proof. We may assume that ω = 1 in view of Remark 1.3. First we note that
‖〈 · 〉−N‖B < ∞, provided N is large enough. In fact, since S is continuously
embedded in B, it follows that
‖f‖B ≤ C
∑
|β|≤N
‖〈 · 〉N(∂βf)‖L∞, (1.5)
when f ∈ S , for some choices of constants C and N , and the assertion now follows
since the right-hand side of (1.5) is finite when f(x) = 〈x〉−N .
It follows from Definition 1.1 (2) that
〈x〉−d−1‖f‖B ≥ C〈x〉
−N‖f( · − x)‖B, (1.6)
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for some constants C and N . By integrating (1.6) and using Minkowski’s inequality
we get
‖f‖B ≥ C1
∫
〈x〉−N‖f( · − x)‖B dx
≥ C2
∥∥∥ ∫ 〈x〉−N |f( · − x)| dx∥∥∥
B
= C2
∥∥∥ ∫ 〈x− · 〉−N |f(x)| dx∥∥∥
B
≥ C3
∥∥∥ ∫ 〈x〉−N |f(x)| dx 〈 · 〉−N∥∥∥
B
= C‖f‖L1
−N
,
for some positive constants C1, . . . , C3, where C = C3‖〈 · 〉
−N‖B <∞. This proves
B ⊆ L1−N .
It remains to prove L∞N ⊆ B. Let N be as in the first part of the proof. By
straight-forward computations and using remark 1.2 we get
‖f‖B = ‖(f〈 · 〉
N)〈 · 〉−N‖B ≤ C1‖〈 · 〉
−N‖B‖f‖L∞N = C‖f‖L∞N ,
for some constant C1, where C = C1‖〈 · 〉
−N‖B < ∞. Hence L
∞
N ⊆ B, and the
result follows. 
1.2. The short-time Fourier transform and Toeplitz operators. Before giv-
ing the definition of short-time Fourier transform we recall some properties for the
(usual) Fourier transform. The Fourier transform F is the linear and continuous
mapping on S ′(Rd) which takes the form
(Ff)(ξ) = f̂(ξ) ≡ (2pi)−d/2
∫
Rd
f(x)e−i〈x,ξ〉 dx
when f ∈ L1(Rd). Here 〈 · , · 〉 denotes the usual scalar product on Rd. The map
F is a homeomorphism on S ′(Rd) which restricts to a homeomorphism on S (Rd)
and to a unitary operator on L2(Rd).
Let φ ∈ S (Rd) \ 0 be fixed. For every f ∈ S ′(Rd), the short-time Fourier
transform Vφf is the distribution on R
2d defined by the formula
(Vφf)(x, ξ) = F (f φ( · − x))(ξ). (1.7)
We note that the right-hand side defines an element in S ′(R2d) ∩ C∞(R2d). We
also note that if f ∈ Lq(ω) for some ω ∈ P(R
d), then Vφf takes the form
Vφf(x, ξ) = (2pi)
−d/2
∫
Rd
f(y)φ(y − x)e−i〈y,ξ〉 dy. (1.7)′
Next we consider Toeplitz operators, also known as localization operators. If a ∈
S ′(R2d) and φ ∈ S (Rd) \ 0 are fixed, then the Toeplitz operator Tp(a) = Tpϕ(a)
is the linear and continuous operator on S (Rd), defined by the formula
(Tpφ(a)f, g)L2(Rd) = (a Vφf, Vφg)L2(R2d). (1.8)
There are several characterizations of Toeplits operators and several ways to extend
the definition of such operators (see e. g. [19] and the references therein). For
example, the definition of Tpφ(a) is uniquely extendable to every a ∈ S
′(R2d),
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and then Tpφ(a) is still continuous on S (R
d) to S (Rd), and uniquely extendable
to a continuous operator on S ′(Rd).
Toeplitz operators arise in pseudo-differential calculus [14, 25], in the theory of
quantization (Berezin quantization [4]), and in signal processing [6] (under the
name of time-frequency localization operators or STFT multipliers).
1.3. Modulation spaces. We shall now discuss modulation spaces and recall
some basic properties. We start with the following definition.
Definition 1.7. Let B be a translation invariant BF-space on R2d, ω ∈ P(R2d),
and let φ ∈ S (Rd) \ 0. Then the modulation space M(ω,B) consists of all f ∈
S ′(Rd) such that
‖f‖M(ω,B) ≡ ‖Vφf ω‖B <∞. (1.9)
If ω = 1, then the notation M(B) is used instead of M(ω,B).
We remark that the modulation space M(ω,B) in Definition 1.7 is independent
of the choice of φ ∈ S (Rd) \ 0, and different choices of φ give rise to equivalent
norms.
An important case concerns when B is a mixed-norm space of Lebesgue type.
More precisely, let ω ∈ P(R2d), p, q ∈ [1,∞], and let Lp,q(R2d) be the Banach
space which consists of all F ∈ L1loc(R
2d) such that
‖F‖Lp,q ≡
(∫
Rd
(∫
Rd
|F (x, ξ)|p dx
)q/p
dξ
)1/q
<∞ .
(with obvious modifications when p =∞ or q =∞). Also let Lp,q∗ (R
2d) be the set
of all F ∈ L1loc(R
2d) such that
‖F‖Lp,q∗ ≡
(∫
Rd
(∫
Rd
|F (x, ξ)|q dξ
)p/q
dx
)1/p
<∞ .
ThenM(ω, Lp,q(R2d)) is the usual modulation spaceMp,q(ω)(R
d), andM(ω, Lp,q∗ (R
2d))
is the space W p,q(ω)(R
d) which is related to certain types of classical Wiener amalgam
spaces. For convenience we use the notation Mp(ω) instead of M
p,p
(ω) = W
p,p
(ω).
For conveniency we set Mp,qs = M
p,q
(σs)
and Mps = M
p
(σs)
, where σs is given by
(1.2). Furthermore, for ω = 1 we set
M(B) = M(ω,B), Mp,q = Mp,q(ω), W
p,q = W p,q(ω), and M
p = Mp(ω) .
Here we note that σs depends on both x and ξ-variables, which implies that
σs(x, ξ) = 〈x, ξ〉
s = (1 + |x|2 + |ξ|2)s/2.
In the following proposition we recall some facts about modulation spaces. We
omit the proof, since the result can be found in [7, 11, 12, 17, 30].
Proposition 1.8. Let p, q, pj, qj ∈ [1,∞], ω, ωj, v, v0 ∈ P(R
2d) for j = 1, 2 be
such that ω is v-moderate, and let B be a translation invariant BF-space on R2d
with respect to v0. Then the following is true:
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(1) if φ ∈ M1(v0v)(R
d) \ 0, then f ∈ M(ω,B) if and only if (1.9) holds, i. e.
M(ω,B) is independent of the choice of φ. Moreover, M(ω,B) is a Ba-
nach space under the norm in (1.9), and different choices of φ give rise to
equivalent norms;
(2) if p1 ≤ p2, q1 ≤ q2 and ω2 ≤ Cω1 for some constant C, then
S (Rd) ⊆Mp1,q1(ω1) (R
d) ⊆Mp2,q2(ω2) (R
d) ⊆ S ′(Rd),
M1(v0v)(R
d) ⊆M(ω,B) ⊆M∞(1/(v0v))(R
d);
(3) the sesqui-linear form ( · , · )L2 on S (R
d) extends to a continuous map from
Mp,q(ω)(R
d)×Mp
′,q′
(1/ω)(R
d) to C. This extension is unique, except when p = q′ ∈
{1,∞}. On the other hand, if ‖a‖ = sup |(a, b)L2 |, where the supremum is
taken over all b ∈Mp
′,q′
(1/ω)(R
d) such that ‖b‖
Mp
′,q′
(1/ω)
≤ 1, then ‖ ·‖ and ‖ ·‖Mp,q
(ω)
are equivalent norms;
(4) if p, q < ∞, then S (Rd) is dense in Mp,q(ω)(R
d), and the dual space of
Mp,q(ω)(R
d) can be identified withMp
′,q′
(1/ω)(R
d), through the form ( · , · )L2. More-
over, S (Rd) is weakly dense in M∞(ω)(R
d).
The following proposition is now a consequence of Remark 1.3 (5) in [32] and
Proposition 1.8 (2).
Proposition 1.9. Let B be a translation invariant BF-space on R2d and let ωj
for j ∈ J be a family of elements in P(R2d) such that for each s ≥ 0, there is a
constant C > 0, and j1, j2 ∈ J such that
ωj1(x, ξ) ≤ C〈x, ξ〉
−s and C−1〈x, ξ〉s ≤ ωj2(x, ξ).
Then
∪j∈JM(ωj ,B) = S
′(Rd) and ∩j∈J M(ωj ,B) = S (R
d).
1.4. The Bargmann transform. We shall now consider the Bargmann transform
which is defined by the formula
(Vf)(z) = pi−d/4
∫
Rd
exp
(
−
1
2
(〈z, z〉 + |y|2) + 21/2〈z, y〉
)
f(y) dy, (1.10)
when f ∈ L2(Rd). We note that if f ∈ L2(Rd), then the Bargmann transform Vf
of f is the entire function on Cd, given by
(Vf)(z) =
∫
Ad(z, y)f(y) dy,
or
(Vf)(z) = 〈f,Ad(z, · )〉, (1.11)
where the Bargmann kernel Ad is given by
Ad(z, y) = pi
−d/4 exp
(
−
1
2
(〈z, z〉 + |y|2) + 21/2〈z, y〉
)
.
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Here
〈z, w〉 =
d∑
j=1
zjwj , when z = (z1, . . . , zd) ∈ C
d and w = (w1, . . . , wd) ∈ C
d,
and 〈 · , · 〉 denotes the duality between elements in S (Rd) and S ′(Rd). We note
that the right-hand side in (1.11) makes sense when f ∈ S ′(Rd) and defines an
element in A(Cd), since y 7→ Ad(z, y) can be interpreted as an element in S (R
d)
with values in A(Cd). Here and in what follows, A(Cd) denotes the set of all entire
functions on Cd.
From now on we assume that φ in (1.7), (1.7)′ and (1.9) is given by
φ(x) = pi−d/4e−|x|
2/2, (1.12)
if nothing else is stated. Then it follows that the Bargmann transform can be
expressed in terms of the short-time Fourier transform f 7→ Vφf . More precisely,
for such choice of φ, it follows by straight-forward computations that
(Vf)(z) = (Vf)(x+ iξ) = e(|x|
2+|ξ|2)/2e−i〈x,ξ〉Vφf(2
1/2x,−21/2ξ)
= e(|x|
2+|ξ|2)/2e−i〈x,ξ〉(S−1(Vφf))(x, ξ), (1.13)
or equivalently,
Vφf(x, ξ) = e
−(|x|2+|ξ|2)/4e−i〈x,ξ〉/2(Vf)(2−1/2x,−2−1/2ξ).
= e−i〈x,ξ〉/2S(e−| · |
2/2(Vf))(x, ξ). (1.14)
Here S is the dilation operator given by
(SF )(x, ξ) = F (2−1/2x,−2−1/2ξ). (1.15)
For future references we observe that (1.13) and (1.14) can be formulated into
V = UV ◦ Vφ, and U
−1
V
◦V = Vφ,
where UV is the linear, continuous and bijective operator on D
′(R2d) = D ′(Cd),
given by
(UVF )(x, ξ) = e
(|x|2+|ξ|2)/2e−i〈x,ξ〉F (21/2x,−21/2ξ). (1.16)
We are now prepared to make the following definition.
Definition 1.10. Let ω ∈ P(R2d) and let B be a translation invariant BF-space
on R2d = Cd.
(1) The space BV(ω) is the modified weighted B-space which consists of all
F ∈ L1loc(R
2d) = L1loc(C
d) such that
‖F‖BV(ω) ≡ ‖(S(Fe
−| · |2/2))ω‖B <∞.
Here S is the dilation operator given by (1.15);
(2) The space, A(ω,B) consists of all F ∈ A(Cd) ∩ BV(ω) with topology
inherited from BV(ω);
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(3) The space A0(ω,B) is given by
A0(ω,B) ≡ { (Vf) ; f ∈M(ω,B) },
and is equipped with the norm ‖F‖A0(ω,B) ≡ ‖f‖M(ω,B), when F = Vf .
The following result shows that the norm in A0(ω,B) is well-defined.
Proposition 1.11. Let ω ∈ P(R2d), let B be an invariant BF-space on R2d and
let φ be as in (1.12). Then A0(ω,B) ⊆ A(ω,B), and the map V is an isometric
injection from M(ω,B) to A(ω,B).
Proof. The result is an immediate consequence of (1.13), (1.14) and Definition
1.10. 
We employ the same notational conventions for the spaces of type A and A0 as
we do for the modulation spaces. In the case ω = 1 and B = L2, it follows from [1]
that Proposition 1.11 holds, and the inclusion is replaced by equality. That is, we
have A20 = A
2 which is called the Bargmann-Foch space, or just the Foch space.
In the next section we improve the latter property and show that for any choice of
ω ∈ P and every translation invariant BF-space B, we have A0(ω,B) = A(ω,B).
2. Mapping results for the Bargmann transform on modulation
spaces
In this section we prove that A0(ω,B) is equal to A(ω,B) for every choice of ω
and B. That is, we have the following.
Theorem 2.1. Let B be a translation invariant BF-space on R2d and let ω ∈
P(R2d). Then A0(ω,B) = A(ω,B), and the map f 7→ Vf from M(ω,B) to
A(ω,B) is isometric and bijective.
We need some preparations for the proof, and start with giving some remarks
on the images of S (Rd) and S ′(Rd) under the Bargmann transform. We denote
these images by AS (C
d) and A′
S
(Cd) respectively, i. e.
AS (C
d) ≡ {Vf ; f ∈ S (Rd) } and A′S (C
d) ≡ {Vf ; f ∈ S ′(Rd) }.
As a consequence of (1.13) and Propositions 1.9 and 1.11, the inclusion
A′S (C
d) ⊆ {F ∈ A(Cd) ; ‖Fe−| · |
2/2σ−N‖Lp <∞ for some N ≥ 0 } (2.1)
holds. We recall that in [2] it is proved that (2.1) holds with equality when p =∞.
An essential part of our investigations concerns to prove that equality is attained
in (2.1) for each p ∈ [1,∞].
2.1. The image of harmonic oscillator on M22N . Next we discuss mapping
properties for a modified harmonic oscillator on modulation spaces of the form
M22N (R
d), when N is an integer. The operator we have in mind is given by
H ≡ |x|2 −∆+ d+ 1, (2.2)
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and we show that they are bijective between appropriate modulation spaces. Since
Hermite functions constitute an orthonormal basis for L2 = M2 and are eigenfunc-
tions to the harmonic oscillator, we shall combine these facts to prove that dilations
of such functions constitute an orthonormal basis for M22N , for every integer N .
We recall that if φ is given by (1.12) and
a(x, ξ) = σ2(x, ξ) = |x|
2 + |ξ|2 + 1,
then H = Tpφ(a) (cf. e. g. Section 3 in [31]). Let B be a translation invariant
BF-space and ω ∈ P(R2d). By Theorem 3.1 in [19] it now follows that H =
Tp(a) = Tp(σ2) is a continuous isomorphism from M(σ2ω,B) to M(ω,B). Since
this holds for any weight ω, induction together with Banach’s theorem now show
that the following is true.
Proposition 2.2. Let N be an integer, ω ∈ P(R2d) and let B be an invari-
ant BF-space. Then HN on S ′(Rd) restricts to a continuous isomorphism from
M(σ2Nω,B) to M(ω,B). In particular, the set
{ f ∈ S ′(Rd) ; HNf ∈ L2(Rd) }
is equal to M22N (R
d), and the norm f 7→ ‖HNf‖L2 is equivalent to ‖f‖M22N .
From now on we assume that the norm and scalar product ofM22N (R
d) are given
by
‖f‖M22N ≡ ‖H
Nf‖L2 and (f, g)M22N ≡ (H
Nf,HNg)L2
respectively. Then it follows from Proposition 2.2 that (ej)j∈J is an orthonormal
basis for M22N if and only if (H
Nej)j∈J is an orthonormal basis for L
2. In the
following we use this fact to find an appropriate orthonormal basis for M22N (R
d) in
terms of Hermite functions.
More precisely, we recall that the Hermite function hα with respect to the multi-
index α ∈ Nd is defined by
hα(x) = pi
−d/4(−1)|α|(2|α|α!)−1/2e|x|
2/2(∂αe−|x|
2
).
The set (hα)α∈Nd is an orthonormal basis for L
2, and it follows from the definitions
that hα is an eigenvector of H with eigenvalue 2|α| + 2d + 1 for every α, i. e.
Hhα = (2|α|+ 2d+ 1)hα (cf. e. g. [26]). The following result is now an immediate
consequence of these observations.
Lemma 2.3. Let N be an integer. Then
{(2|α|+ 2d+ 1)−Nhα}α∈Nd
is an orthonormal basis for M22N (R
d).
2.2. Mapping properties of V on M2N . We shall now prove A
2
0,N = A
2
N when N
is a non-zero even integer. Important parts of these investigations are based upon
the series representation of analytic functions, using the fact that every F ∈ A(Cd)
is equal to its Taylor series, i. e.
F (z) =
∑
α∈Nd
aα
zα
(α!)1/2
, aα =
(∂αF )(0)
(α!)1/2
. (2.3)
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We also recall the result from [1] that A20(C
d) = A2(Cd), and that F ∈ A2(Cd), if
and only if the coefficients in (2.3) satisfy
‖(aα)α∈Nd‖l2 =
∑
α∈Nd
|aα|
2 <∞.
Furthermore, F = Vf ∈ A2(Cd) if and only if f ∈ L2(Rd) satisfies
f(x) =
∑
α∈Nd
aαhα(x), (2.4)
i.e., f inherites the coefficients from F , and, since V is isometric,
‖F‖A2 = ‖f‖L2 = ‖(aα)α∈Nd‖l2 . (2.5)
We now have the following result.
Proposition 2.4. Let N be an integer. Then the following is true:
(1) A0(σ2N , L
2(Rd)) consists of all F ∈ A(Cd) with expansion given by (2.3),
where
‖F‖ ≡ ‖(aα〈α〉
N)α∈Nd‖l2 <∞. (2.6)
Furthermore, ‖ · ‖ and ‖ · ‖A(σ2N ,L2) are equivalent norms;
(2) A(σ2N , L
2(Rd)) = A0(σ2N , L
2(Rd)).
For the proof we recall that
(Vhα)(z) =
zα
(α!)1/2
(2.7)
(cf. [1]) and that S0(R
d) is the set of all sums in (2.4) such that aα = 0 except for
finite numbers of α.
Proof. (1) First we consider the case when F ∈ P (Cd), and we let aα be as in (2.3).
Then it follows from (2.7) that F is equal to Vf , where f ∈ S0(R
d) is given by
the finite sum (2.4). By (1.14), Proposition 2.2, Lemma 2.3, and (2.5) it follows
that
C−1‖F‖A(σ2N ,L2) ≤ ‖((2|α|+ 2d+ 1)
Naα)α‖l2 ≤ C‖F‖A(σ2N ,L2), (2.8)
for some constant C which is independent of F ∈ P (Cd). Since S0 is dense inM
2
2N ,
it follows that (2.8) holds for each F ∈ A0(σ2N , L
2) when aα is given by (2.3). This
proves (1).
In order to prove (2) we recall that V : M22N 7→ A0(σ2N , L
2) is a bijective
isometry in view of Proposition 1.11. Hence Lemma 2.3 together with (2.7) show
that {
(2|α|+ 2d+ 1)−N
zα
(α!)1/2
}
(2.9)
is an orthonormal basis for A0(σ2N , L
2). By Proposition 1.11 ‖F0‖A0(σ2N ,L2) =
‖F0‖A(σ2N ,L2) when F0 ∈ A0(σ2N , L
2). Hence A0(σ2N , L
2) is a closed subspace of
A(σ2N , L
2). Consequently, we have the unique decomposition
A(σ2N , L
2) = A0(σ2N , L
2)⊕ (A0(σ2N , L
2))⊥,
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and it follows that (2.9) is an orthonormal sequence in A(σ2N , L
2). The fact that
every F ∈ A(σ2N , L
2) has a Taylor expansion now implies that (2.9) is an orthonor-
mal basis for A(σ2N , L
2). Hence (A0(σ2N , L
2))⊥ = {0} and the result follows. 
Corollary 2.5. There is equality in (2.1) in case p = 2, i.e.,
{Bf ; f ∈ S ′(Rd) } = {F ∈ A(Cd) ; ‖Fe−| · |
2/2σ−N‖L2 <∞ for some N ≥ 0 }.
Proof. The result follows from Proposition 2.4 and the fact that
∪N∈ZM
2
N (R
d) = S ′(Rd).

2.3. Mapping properties of V on S ′, and proof of the main theorem. We
shall now consider the relation (2.1) and prove that we indeed have equality when
1 ≤ p ≤ 2. In order to do this we need the following lemma. Here we let Br(z)
denote the open ball in Cd with radius r and center at z ∈ Cd.
Lemma 2.6. There is a family (Bj)j∈J of open balls Bj such that the following
conditions are fulfilled:
(1) ∁B4(0) ⊆ ∪Bj;
(2) Bj = Brj (zj) for some rj and zj such that |zj| ≥ 4, rj ≤ 1/|zj |;
(3) there is a finite bound on the number of overlapping balls B4rj(zj).
Proof. Let k ≥ 4 and let N be a large integer, and consider the spheres
Sk,l = {z ∈ C
d ; |z| = k + l/kN}, l = 0, . . . , kN − 1.
On each sphere Sk,l, choose a finite number of points zj in such way that for any
two closest points z and w the distance between them is 1/2k ≤ |z−w| ≤ 1/(k+1).
It is easily seen that such a sequence (zj) exists when N is chosen large enough.
The result now follows if we choose Bj = Brj (zj) with rj = 1/(k + 1). 
We have now the following result.
Proposition 2.7. Let p ∈ [1, 2] be fixed. Then there is equality in (2.1).
Proof. Let Ωp be the set on the right-hand side of (2.1). In view of Corollary 2.5,
it suffices to prove that Ωp is independent of p. First assume that p1 ≤ p2, and let
r ∈ [1,∞] be such that 1/p2+1/r = 1/p1. Then it follows from Ho¨lder’s inequality
that
‖Fe−| · |
2/2〈 · 〉−N−d−1‖Lp1 = ‖(Fe
−| · |2/2〈 · 〉−N)〈 · 〉−d−1‖Lp1
≤ C‖Fe−| · |
2/2〈 · 〉−N‖Lp2 ,
where C = ‖〈 · 〉−d−1‖Lr <∞. This proves that Ωp2 ⊆ Ωp1.
The result therefore follows if we prove that Ω1 ⊆ Ω2. Assume that F ∈ Ω1. It
suffices to prove that ∫
|z|≥4
|F (z)〈z〉−Ne−|z|
2/2|2 dλ(z) <∞, (2.10)
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for some N ≥ 0. Here and in what follows, dλ(z) denotes the Lebesgue measure
on Cd.
Since F ∈ A(Cd), the mean-value property for harmonic functions gives
F (z) = C|z|−d
∫
|w|≤1/|z|
F (z + w) dλ(w),
where 1/C is the volume of the d-dimensional unit ball. Since
C−1e−|z|
2
≤ e−|z+w|
2
≤ Ce−|z|
2
, C−1〈z〉 ≤ 〈z + w〉 ≤ C〈z〉 and 〈z〉 ≤ C|z|
for some constant C > 0, when |w| ≤ 1/|z| and |z| ≥ 3, we get∫
|z|≥4
|F (z)〈z〉−Ne−|z|
2/2|2 dλ(z)
≤ C1
∫
|z|≥4
(∫
|w|≤1/|z|
|F (z + w)| dλ(w)〈z〉−N−de−|z|
2/2
)2
dλ(z)
≤ C2
∫
|z|≥4
(∫
|w|≤1/|z|
|F (z + w)〈z + w〉−N−de−|z+w|
2/2| dλ(w)
)2
dλ(z)
= C2
∫
|z|≥4
(∫
|w−z|≤1/|z|
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
dλ(z). (2.11)
Now let Bj be as in Lemma 2.6. Then Lemma 2.6 (1) gives that the integral on
the right-hand side of (2.11) is estimated from above by
C
∑
j∈J
∫
Bj
(∫
|w−z|≤1/|z|
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
〈z〉2d dλ(z).
Since |w − zj| ≤ 4/|zj| when |w − z| ≤ 1/|z| and z ∈ Bj , the last integral can be
estimated by
C1
∑
j∈J
∫
Bj
(∫
|w−zj|≤4/|zj |
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
〈z〉2d dλ(z)
≤ C2
∑
j∈J
(∫
w∈B4rj (zj)
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
≤ C2
(∑
j∈J
∫
w∈B4rj (zj)
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
≤ C3
(∫
Cd
|F (w)〈w〉−N−de−|w|
2/2| dλ(w)
)2
,
for some constants C1, . . . , C3. Here the first inequality follows from the fact that∫
Bj
〈z〉2d dλ(z) ≤ C for some constant C which is independent of j by the property
(2) in Lemma 2.6, and the last two inequalities follow from the fact that there is a
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finite number of of overlapping balls B4rj (zj) by (3) in Lemma 2.6. Summing up
we have proved that(∫
|z|≥4
|F (z)〈z〉−Ne−|z|
2/2|2 dλ(z)
)1/2
≤ C‖F 〈 · 〉−N−de−| · |/2‖L1 ,
for some constant C. The proof is complete. 
Proof of Theorem 2.1. By Proposition 1.11 it follows that the map f 7→ Vf is an
isometric injection from M(ω,B) to A(ω,B). We have to show that this mapping
is surjective.
Therefore assume that F ∈ A(ω,B). By Propositions 1.6, 2.4 and 2.7, there is
an element f ∈ S ′(Rd) such that F = Vf . We have
‖f‖M(ω,B) = ‖Vf‖A(ω,B) = ‖F‖A(ω,B) <∞.
Hence, f ∈M(ω,B), and the result follows. The proof is complete. 
3. Some consequences
In this section we present some results which are straight-forward consequences
of Theorem 2.1 and well-known properties for modulation spaces. Most of these
results can be found in [13, 16, 17, 20].
We start with introducing some notations. We set
Ap,q(ω)(C
d) = A(ω, Lp,q(R2d)) and Ap(ω) = A
p,p
(ω),
when ω ∈ P(Cd) and p, q ∈ [1,∞]. We also set
Ap,q = Ap,q(ω) and A
p = Ap(ω) when ω = 1.
Let
dµ(w) = pi−de−|w|
2
dλ(w),
where dλ(z) is the Lebesgue measure on Cd. We recall from [1,2] that the standard
scalar product on A2(Cd) is given by
(F,G)A2 ≡
∫
Cd
F (w)G(w)dµ(w). (3.1)
Furthermore, there is a convenient reproducing kernel on A′
S
(Cd), given by the
formula
F (z) =
∫
Cd
e(z,w)F (w) dµ(w), F ∈ A′S (C
d), (3.2)
where ( · , · ) is the scalar product on Cd (cf. [1,2]). For future references we observe
that (3.2) is the same as
F (z) = pi−d〈F · e(z, · ), e−| · |
2
〉, F ∈ A′S (C
d), (3.2)′
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3.1. Embedding and duality properties. We shall now discuss embedding
properties. The following result follows immediately from Proposition 1.8 (2) and
Theorem 2.1.
Proposition 3.1. Let pj, qj ∈ [1,∞], ω, ωj, v, v0 ∈ P(R
2d) for j = 1, 2 be such
that p1 ≤ p2, q1 ≤ q2, ω is v-moderate, and ω2 ≤ Cω1 for some constant C. Also
let B be a translation invariant BF-space on R2d with respect to v0. Then
AS (C
d) ⊆ Ap1,q1(ω1) (C
d) ⊆ Ap2,q2(ω2) (C
d) ⊆ A′S (C
d),
A1(v0v)(C
d) ⊆ A(ω,B) ⊆ A∞(1/(v0v))(C
d).
Proposition 3.2. Let ω ∈ P(Cd). Then P (Cd) is dense in Ap,q(ω)(C
d) when 1 ≤
p, q <∞.
Proof. Recall that S0(R
d), the set of finite linear combinations of the Hermite
functions, is dense in S (Rd) (cf. [26, Theorem V.13]). Hence the result follows
immediately from Proposition 1.8, Theorem 2.1, and the fact that V(S0(R
d)) =
P (Cd). 
Proposition 3.3. Let ω ∈ P(R2d) and p, q ∈ [1,∞]. Then the form (3.1) on
P (Cd) extends to a continuous sesquilinear form on Ap,q(ω)(C
d)×Ap
′,q′
(1/ω)(C
d), and
|(F,G)A2| ≤ ‖F‖Ap,q
(ω)
‖G‖
Ap
′,q′
(1/ω)
. (3.3)
This extension is unique, except when p = q′ ∈ {1,∞}.
Moreover, let
‖F‖ ≡ sup |(F,G)A2|, (3.4)
where the supremum is taken over all G ∈ P (Cd) (or G ∈ Ap
′,q′
(1/ω)(C
d)) such that
‖G‖
Ap
′,q′
(1/ω)
≤ 1. Then ‖ · ‖ and ‖ · ‖Ap,q
(ω)
are equivalent norms on Ap,q(ω)(C
d).
Proof. The extension assertions and the inequality (3.3) are immediate conse-
quences of Proposition 1.8 (3), Theorem 2.1 and Ho¨lder’s inequality.
Let
ΩM = { g ∈M
p′,q′
(1/ω)(R
d) ; ‖g‖
Mp
′,q′
(1/ω)
≤ 1 },
ΩA = {G ∈ A
p′,q′
(1/ω)(C
d) ; ‖G‖
Ap
′,q′
(1/ω)
≤ 1 }.
For any F ∈ Ap,q(ω) there is a unique f ∈ M
p,q
(ω) such that Vf = F . By Proposition
1.8 (3) and Theorem 2.1 we get
‖F‖Ap,q
(ω)
= ‖f‖Mp,q
(ω)
≤ C sup
g∈S∩ΩM
|(f, g)L2|
≤ C sup
g∈ΩM
|(f, g)L2| = C sup
G∈ΩA
|(F,G)A2| ≤ C‖F‖Ap,q
(ω)
,
for some constant C, where the first inequality follows from Proposition 1.8 (3) and
the last one from (3.3). Since any g ∈ S can be approximated by its truncated
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Hermite expansion, the supremum over S may be substituted for a supremum
over the finite Hermite expansions. These, in turn, are the inverse images of the
polynomials in P (Cd) which proves the last statement. 
Remark 3.4. We note that the integral in (3.1) is well-defined when F ∈ Ap,q(ω)(C
d),
G ∈ Ap
′,q′
(1/ω)(C
d), ω ∈ P(Cd) and p, q ∈ [1,∞]. Also in the case p = q′ ∈ {1,∞}, we
take this integral as the definition of (F,G)A2, and we remark that the extension
of the form ( · , · )A2 on P (C
d) to Ap,q(ω)(C
d)×Ap
′,q′
(1/ω)(C
d) is unique also in this case,
if in addition narrow convergence is imposed (cf Definition 3.13 and Proposition
3.14 below).
Proposition 3.5. Let ω ∈ P(Cd) and 1 ≤ p, q < ∞. Then the dual of Ap,q(ω)(C
d)
can be identified with Ap
′,q′
(1/ω)(C
d) through the form ( · , · )A2. Moreover, P (C
d) is
weakly dense in A∞(ω)(C
d).
Proof. The result is an immediate consequence of Proposition 1.8 (4), Theorem 2.1,
and the fact that S0 is dense in S .

3.2. Reproducing kernel and Bargmann-Toeplitz operators. For general
F ∈ L2(dµ), it is proved in [1] that the right-hand sides of (3.2) and (3.2)′ defines
an orthonormal projection ΠA of elements in L
2(dµ) onto A2(Cd). We recall that
A2 is the image of L2 under the Bargmann transform. In what follows we address
equivalent projections where the Bargmann transform is replaced by the short-time
Fourier transform. We use these relations to extend ΠA to more general spaces of
distributions.
When dealing with the short time Fourier transform, it is convenient to consider
the twisted convolution ∗̂ on L1(R2d), which is defined by the formula
(F ∗̂G)(x, ξ) = (2pi)−d/2
∫∫
F (x− y, ξ − η)G(y, η)e−i〈x−y,η〉 dydη.
(Cf. e. g. [11, 17].) By straight-forward computations it follows that ∗̂ restricts to
a continuous multiplication on S (R2d). Furthermore, the map (F,G) 7→ F ∗̂G
from S (R2d)×S (R2d) to S (R2d) extends uniquely to continuous mappings from
S ′(R2d)×S (R2d) and S (R2d)×S ′(R2d) to S ′(R2d)
⋂
C∞(R2d).
Remark 3.6. By Fourier’s inversion formula, it follows that
(Vφ1f) ∗̂ (Vφ2φ3) = (φ3, φ1)L2(Rd) · Vφ2f (3.5)
for every f ∈ S ′(Rd) and every φj ∈ S (R
d). The relation (3.5) is used in [11,17]
to prove the following properties:
(1) The modulation spaces are independent of the choice of window functions
(cf. Proposition 1.8 (1));
(2) Let φ ∈ S (Rd) satisfy ‖φ‖L2 = 1, and let Π be the mapping on S
′(R2d),
given by
ΠF ≡ F ∗̂ (Vφφ). (3.6)
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Also let B be a translation invariant BF-space on R2d, ω ∈ P(R2d), and
set
Vφ(Σ) ≡ { Vφf ; f ∈ Σ },
when Σ ⊆ S ′(Rd). Then
Π : S (R2d)→ Vφ(S (R
d)) ⊆ S (R2d) (3.7)
Π :S ′(R2d)→ Vφ(S
′(Rd)) ⊆ S ′(R2d) (3.8)
Π : B(ω)→ Vφ(M(ω,B)) (3.9)
are continuous projections. Furthermore, if in addition φ is given by (1.12),
then it follows by straight-forward computations that Π is self-adjoint on
L2(R2d). Hence, for such a choice of φ it follows that Π is an orthonormal
projection from L2(R2d) to Vφ(L
2(Rd)).
Now we recall that the orthonormal ΠA of L
2(dµ) onto A2(Cd) is given by the
right-hand sides of the reproducing formulas (3.2) and (3.2)′, i. e.
(ΠAF )(z) =
∫
Cd
e(z,w)F (w) dµ(w), F ∈ L2(dµ). (3.10)
We extend the definition of ΠA to the set
S
′(Cd) ≡ {F ∈ D ′(Cd) ; Fe−| · |
2/2 ∈ S ′(Cd) },
by the formula
(ΠAF )(z) = 〈F · e
(z, · ), e−| · |
2
〉, F ∈ S′(Cd), (3.10)′
and we note that (3.10)′ agree with (3.10) when F ∈ L2(dµ).
We note that the set S′(Cd) is equal to UV(S
′(R2d)), where UV is given by
(1.16). Furthermore, by letting φj(x) = φ(x) = pi
−d/4e−|x|
2/2, the reproducing
formulas (3.2) and (3.2)′ are straight-forward consequence of (1.14) and (3.5). From
these computations it also follows that ΠA is the conjugation of Π in (3.6) by UV,
i. e.
ΠA = UV ◦ Π ◦ U
−1
V
. (3.11)
The following result is now an immediate consequence of these observations,
Theorem 2.1 and (3.7)–(3.9). Here we let
S(Cd) ≡ {F ∈ D ′(Cd) ; Fe−| · |
2/2 ∈ S (Cd) },
which is the same as UV(S (R
2d)).
Proposition 3.7. Let B be a translation invariant BF-space on R2d, and let ω ∈
P(R2d). Then the following hold:
(1) ΠA is a continuous projection from S
′(Cd) to A′
S
(Cd);
(2) ΠA restricts to a continuous projection from BV(ω) to A(ω,B);
(3) ΠA restricts to a continuous projection from S(C
d) to AS (C
d).
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Next we consider Toeplitz operators in the context of Bargmann transform. It
follows from (1.8) that if a ∈ S ′(R2d) and f, φ ∈ S (Rd), then
(Vφ ◦ Tpφ(a))f = Π(a · F0), where F0 = Vφf. (3.12)
The close relation between the short-time Fourier transform and the Bargmann
transform motivates the following definition.
Definition 3.8. Let a ∈ S ′(Cd), and let S be as in (1.15). Then the Bargmann-
Toeplitz operator TV(a) is the continuous operator on A
′
S
(Cd), given by the for-
mula
TV(a)F = ΠA((S
−1a)F ).
It follows from (3.11) and (3.12) that
TV(a) ◦V = V ◦ Tp(a).
The following result is now an immediate consequence of the latter property and [19,
Theorem 3.1]. We recall that P0 consists of all smooth elements ω in P such that
(∂αω)/ω ∈ L∞.
Proposition 3.9. Let ω ∈ P(Cd), ω0 ∈ P0(C
d), and let B be a translation
invariant BF-space. Then TV(ω0) is continuous and bijective from A(ω,B) to
A(ω/ω0,B).
3.3. Mapping properties of Harmonic oscillator on modulation spaces.
We shall now show how our investigations can be used to get spectral properties of
harmonic oscillator. For each t ∈ C, we let the (t-)harmonic oscillator be defined
by
Ht ≡ |x|
2 −∆+ t, (3.13)
and we observe that this definition agree with (2.2) when t = d+1. By [1] it follows
that
V(Htf) = 2
(
d∑
j=1
zj
∂F
∂zj
)
+ d · F, F ∈ A′S (C
d), (3.14)
which implies that if F ∈ A′
S
(Cd) is given by
F (z) = (Vf)(z) =
∑
α
aα
zα
(α!)1/2
, (3.15)
then
V(HNt f)(z) =
∑
α
aα
(2|α|+ d+ t)Nzα
(α!)1/2
,
as N ≥ 0 is an integer.
For the harmonic oscillator we have now the following result.
Theorem 3.10. Let t ∈ C and N ∈ N be fixed, ω ∈ P(Rd), and let B be a trans-
lation invariant BF-space on R2d. Then the following conditions are equivalent:
(1) HNt is continuous and bijective on S (R
d);
(2) HNt is continuous and bijective on S
′(Rd);
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(3) HNt is continuous and bijective from L
2(Rd) to M2−2N (R
d);
(4) HNt is continuous and bijective from M(ω,B) to M(ω/σ2N ,B);
(5) t /∈ {−d− 2n ; n ∈ N }.
Furthermore, if (5) is fulfilled, then (1)–(4) hold for each N ∈ Z.
By (3.14) and Theorem 2.1 it follows that Theorem 3.10 is equivalent to the
following proposition.
Proposition 3.11. Let t ∈ C and N ∈ N be fixed, ω ∈ P(Rd), and let B be a
translation invariant BF-space on R2d. Also let
T =
(
2
(
d∑
j=1
zj
∂F
∂zj
)
+ d
)N
Then the following conditions are equivalent:
(1) T is continuous and bijective on AS (C
d);
(2) T is continuous and bijective on A′
S
(Cd);
(3) T is continuous and bijective from A2(Cd) to A2−2N (C
d);
(4) T is continuous and bijective from A(ω,B) to A(ω/σ2N ,B);
(5) t /∈ {−d− 2n ; n ∈ N }.
Proof of Theorem 3.10 and Proposition 3.11. The results follow if we prove that
each one of (1)–(4) implies (5) in Proposition 3.11, that (5) implies (3) in Propo-
sition 3.11, and that (3) ⇒ (4), (4) ⇒ (1) and (4) ⇒ (2) in Theorem 3.10.
First we assume that (5) in Proposition refpropharmonic does not hold. Then
Tzα = 0 when |α| = −(t+ d)/2 ∈ N. This implies that (1)–(4) in Proposition 3.11
do not hold. It remains to prove that (5) ⇒ (3) in Proposition 3.11, and that (3)
⇒ (4), (4) ⇒ (1) and (4) ⇒ (2) in Theorem 3.10.
Therefore, assume that (5) in Proposition 3.11 holds, and let S be the operator
on A′
S
(Cd) which maps F in (3.15) into∑
α
aα
(2|α|+ 2d+ 1)N
(2|α|+ d+ t)N)
zα
(α!)1/2
.
Then S ◦ Ht = H , where H is given by (2.2). Furthermore, it follows from the
assumptions on t that S is continuous and bijective on each A22N0 for every integer
N0. The assertion (3) in Proposition 3.11 and Theorem 3.10 are now consequences
of Proposition 2.2, and (4) in Theorem 3.10 follows from [19, Theorem 3.1] and
Theorem 2.1.
Finally, (1) and (2) in Theorem 3.10 now follows from (4) and the relations
S
′(Rd) = ∪ω∈PM(ω,B) and S (R
d) = ∩ω∈PM(ω,B).
The proof is complete. 
Remark 3.12. Let N ≥ 0 be an integer, t ∈ C \ {−d− 2n ; n ∈ N }, m, s ∈ R, and
let Shm1 (R
2d) be the Shubin-class of all smooth symbols a on R2d which satisfy
|∂βx∂
α
ξ a(x, ξ)| ≤ Cα,β〈x, ξ〉
m−|α|−|β|,
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for some constants Cα,β which only depend on a, α and β. Also let the pseudo-
differential operator Ops(b) with symbol b ∈ S
′(R2d) be defined in the usual way
(cf. e. g. [19]). Then it follows that HNt = Ops(a) for some a ∈ Sh
2N
1 (R
2d). Fur-
thermore, since Sh01(R
2d) is a Wiener algebra (cf. [3,5]), the proof of [19, Theorem
2.1] in combination with Theorem 3.10 show that the inverse H−Nt of H
N
t is equal
to Ops(b) for some b ∈ Sh
−2N
1 (R
2d).
3.4. The narrow convergence. We shall now discuss the narrow convergence
for modulation spaces and discuss corresponding concept in context of generalized
Bargmann-Foch spaces.
The main reason why introducing the narrow convergence in context of Bargmann-
Foch spaces is to improve the possibilities for approximating elements in Ap,q(ω)(C
d)
with elements in P (Cd). In terms of norm convergence, Proposition 3.2 does not
guarantee that such approximations are possible when p = ∞ or q = ∞. In the
case p = q′ /∈ {1,∞}, the situation is usually handled by using weak∗-topology,
if necessary. However, the remaining case p = q′ ∈ {1,∞} may be critical since
P (Cd) is neither dense in A∞,1(ω) (C
d) nor in A1,∞(ω) (C
d). Here we shall see that such
problems may be avoided by using narrow convergence from [30] for modulation
spaces in the Ap,q(ω) spaces.
First we define the narrow convergence of such spaces.
Definition 3.13. Let ω ∈ P(Cd), S be as in (1.15), p, q ∈ [1,∞] and let Fj, F ∈
Ap,q(ω)(C
d), j ≥ 1. Then Fj is said to converge narrowly to F as j turns to infinity
whenever
(1) Fj → F in A
′
S
(Cd) as j →∞;
(2) if
Hj(ξ) =
(∫
Rd
|Fj(z)e
−|z|2/2(S−1ω)(z)|p dx
)1/p
,
H(ξ) =
(∫
Rd
|F (z)e−|z|
2/2(S−1ω)(z)|p dx
)1/p
,
with z = x+ iξ and x, ξ ∈ Rd, then Hj → H in L
q(Rd).
The following proposition justifies the definition of narrow convergence.
Proposition 3.14. Let ω ∈ P(Cd) and let G ∈ A1,∞(1/ω)(C
d). Then the following
hold:
(1) P (Cd) is dense in A∞,1(ω) (C
d) with respect to narrow convergence;
(2) if Fj ∈ A
∞,1
(ω) (C
d) converges narrowly to F ∈ A∞,1(ω) (C
d) as j → ∞, then
(Fj, G)→ (F,G) as j →∞.
Proof. The result follows immediately from Proposition 1.10 and Lemma 1.11 in
[30], Theorem 2.1 and the fact that P (Cd) is dense in AS (C
d). 
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