Abstract. Solutions to the Riemann-Hilbert problems with irregular singularities naturally associated to semisimple Frobenius manifold structures on Hurwitz spaces (moduli spaces of meromorphic functions on Riemann surfaces) are constructed. The solutions are given in terms of meromorphic bidifferentials defined on the underlying Riemann surface. The relationship between different classes of Frobenius manifolds structures on Hurwitz spaces (real doubles, deformations) is described at the level of the corresponding Riemann-Hilbert problems.
Introduction
In its original formulation, the Riemann-Hilbert (Hilbert's 21st) problem is the problem of existence of a Fuchsian system of linear ordinary differential equations on the Riemann sphere having given singularities and monodromy data.
Another problem is to find a solution to that system. This problem can be reformulated in a general form as the problem of reconstructing an analytic function in the complex plane from jump conditions across some curves. The latter problem is also traditionally referred to as the Riemann-Hilbert (factorization) problem; it is this meaning of the term that we adopt here. Problems of this type play an important role in the theory of integrable systems, see the review [10] .
A solution to the Riemann-Hilbert problem can be rarely expressed in terms of known special functions. There are, however, examples of monodromy data for which explicit solutions have been found. For instance, in [15] the Riemann-Hilbert problem corresponding to a Fuchsian system was solved for quasi-permutation monodromy matrices. The matrix solution was found in terms of a generalization of the Szegö kernel on a Riemann surface. In the matrix dimension two, the explicitly solvable Riemann-Hilbert problems with off-diagonal monodromies are used in the theory of random matrices as asymptotic Riemann-Hilbert problems in the study of the large N limit of Hermitian matrix models [4] .
In this paper we present solutions to another class of Riemann-Hilbert problems. The problems studied here arise in the theory of Frobenius manifolds, which were introduced [6] as a geometric formulation of the structure of the Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) equations -the structure which also appears in singularity theory, in the theory of Gromov-Witten invariants of projective varieties and in other branches of mathematics, see [6, 7, 18] .
We consider Frobenius manifold structures on Hurwitz spaces, i.e., on the moduli spaces of pairs -a Riemann surface and a meromorphic function on the surface. There exist three classes of Frobenius manifold structures on Hurwitz spaces. The first class was found in [6] . The other two classes [20, 21] are the so-called real doubles and deformations of the manifolds from [6] . All these Frobenius structures are semisimple (i.e., such that the algebras defined in the tangent spaces to the manifolds contain no nilpotents).
Our motivation to study the Riemann-Hilbert problems related to Frobenius manifolds is based on the fact that a semisimple Frobenius manifold can be reconstructed [7] from a fundamental solution to the associated Riemann-Hilbert problem. Therefore the relationships between different Frobenius manifold structures on Hurwitz spaces may potentially be revealed by studying the corresponding Riemann-Hilbert problems. Furthermore, such relationships could allow to extend the notions of real doubles and deformations to an arbitrary semisimple Frobenius manifold. In this paper we make a step in this direction by finding transformations relating solutions to the Riemann-Hilbert problems corresponding to the three classes of Frobenius manifold structures on Hurwitz spaces mentioned above.
There are two Riemann-Hilbert problems -a Fuchsian and a non-Fuchsian one -associated to each semisimple Frobenius manifold. The problems are dual to each other, i.e., related by a formal Laplace transform [6] . In this paper we study the non-Fuchsian problem, which is associated to a Frobenius manifold in the following way. Given a point on a semisimple Frobenius manifold F of dimension n, one can construct the following non-Fuchsian matrix ordinary differential equation on CP 1 with rational coefficients:
Here Ψ is an n × n matrix-valued function on CP 1 × F; and U is the diagonal matrix U = diag{λ 1 , . . . , λ n }, where {λ i } is a distinguished set of coordinates on the Frobenius manifold, the canonical coordinates (see Section 3.4). The skew-symmetric matrix V is determined by the Frobenius manifold as follows:
entries of the symmetric matrix Γ are given by the rotation coefficients β ij (defined below by (26)) of the flat metric on the Frobenius manifold: Γ ij = β ij if i = j and Γ ii = 0. Equation (1) has a regular singularity at the origin and an irregular singularity at the point at infinity. The monodromy data of this equation is called the monodromy data of the corresponding Frobenius manifold; it was used for classifying all semisimple Frobenius manifolds [7] . The monodromy data includes the Stokes matrix at irregular singularity and the behaviour of a solution at singular points.
The Frobenius manifold axioms imply the isomonodromy condition: the independence of the monodromy at the origin and the Stokes matrix of equation (1) of the point of the Frobenius manifold. This condition is equivalent to the compatibility of equation (1) with the following system defining the dependence of the function Ψ on the canonical coordinates on the manifold:
Here, E i is the matrix having only one non-vanishing entry, which is equal to one and stands on the ith place on the diagonal. In the matrix dimension 3, the compatibility condition of the system (1) , (3) is equivalent to the Painlevé-VI equation with the coefficients (1/8, −1/8, 1/8, 3/8), see [6] .
The fundamental solution to system (1), (3) contains the complete information about the underlying Frobenius manifold structure [7] .
The problem of reconstructing the solution to equation (1) from its monodromy data is the Riemann-Hilbert problem associated to the Frobenius manifold.
The description of the Frobenius manifold structures on Hurwitz spaces includes representations of the matrices V and Γ in terms of various meromorphic bidifferentials defined on the Riemann surface. The main example of such a bidifferential is given by the canonical normalized bidifferential W(P,Q), which is symmetric and has vanishing a-periods and a second order pole on the diagonal. Other bidifferenitals used in the construction include the Schiffer and Bergman kernels and a deformation of the bidifferential W.
The purpose of this paper is to solve the system (1), (3) for Frobenius manifold structures on Hurwitz spaces. The solutions are given in terms of the bidifferentials mentioned above. For instance, in the case corresponding to the n-dimensional Frobenius structures from [6] on Hurwitz spaces of the pairs (L, λ) the solution is represented in terms of the bidifferential W. It is given by an n × n matrix with the entries:
Here, z ∈ CP 1 ; the set {P i } n i=1 is the set of simple critical points of the meromorphic function λ on the surface L; and Q stands for a point on the surface; the bidifferential W is evaluated at P i with respect to a local parameter defined by the function λ. The integration paths {C j } n j=1 are given by contours on the Riemann surface which go from a pole of the meromorphic function λ to another pole through a neighbourhood of one of the critical points {P j } n j=1 in a prescribed way. The direction in which the contours approach poles of the meromorphic function depends on arg{z}. Thus, the monodromy of Ψ(z) is related to the monodromy in the appropriate space of contours on the Riemann surface.
As an example we consider Frobenius manifold structures on the Hurwitz space of degree 2 meromorphic functions on Riemann surfaces of genus g. The dimension of this space and the associated Frobenius structure is n = 2g + 2; the local coordinates on the Hurwitz space (and the canonical coordinates on the corresponding Frobenius structure) are given by the critical values of the meromorphic functions. Under a certain ordering of the critical points, the Stokes matrix of the corresponding solution (4) is given by the n × n lower triangular matrix S with the entries:
s ii = 1; s ij = (−1) i+j 2, i < j; s ij = 0, i > j.
The solutions to the Riemann-Hilbert problems associated to the deformations and real doubles of Dubrovin's [6] Frobenius structures on Hurwitz spaces turn out to be related to the solution (4) by a Schlesinger transformation, also known as dressing transformation. Namely, the solution corresponding to the deformations, we denote it by Ψ q , is obtained from the function Ψ given by (4) as follows:
where 1 denotes the identity matrix; and T q is a matrix function on the Frobenius manifold independent of z, such that T 2 q vanishes. The Stokes matrices of the Frobenius structures on Hurwitz spaces from [6] thus coincide with the Stokes matrices of their deformations.
In the case of the real doubles, the solution to the Riemann-Hilbert problem is constructed in terms of the Schiffer Ω and Bergman B kernels on the Riemann surface; we denote the solution by Ψ ΩB . Its matrix dimension is twice as large as the dimension of the matrix Ψ(z) given by (4) . The solution Ψ ΩB is obtained by a Schlesinger transformation from a block-diagonal matrix whose blocks are built from the function Ψ(z) as follows:
Here, T is a matrix-valued function on the Frobenius manifold independent of z (and such that T 2 = 0). Thus, the Stokes matrix for the real doubles of a Frobenius manifold F is the block-diagonal matrix whose blocks are given by the Stokes matrix of the manifold F. The above Schlesinger transformations are constructed for solutions related to the Hurwitz spaces: the expressions for the matrices T q and T are written in terms of differentials defined on the underlying Riemann surface. A representation of these transformations in terms universal to the Frobenius structure could lead to construction of a real double and a deformation of an arbitrary semisimple Frobenius manifold.
The paper is organized in the following way. Section 2 is devoted to a general discussion of a solution to the system (1), (3) and the Riemann-Hilbert problem. Section 3 contains the necessary facts from the theory of Hurwitz spaces and Frobenius manifolds. Section 4 is the main section of the paper -it contains the solutions of the Riemann-Hilbert problems associated to the Frobenius manifold structures on Hurwitz spaces. In this section we also describe the relationship between the Riemann-Hilbert problems corresponding to the Frobenius structures on Hurwitz spaces from [6] , their real doubles and deformations. In Section 5 we explicitly compute the Stokes matrices in the case of the Hurwitz spaces of functions with simple poles.
The Riemann-Hilbert problem
Generally speaking, a Riemann-Hilbert problem is the problem of reconstructing a matrix function with a singularity of a given type and a given discontinuity. We study a problem of this kind associated to the linear system (1), (3) . We first look at the general behaviour of a solution to the system and then formulate the corresponding Riemann-Hilbert problem. This section collects the results of [6, 7, 22] which are used in the sequel.
Behaviour of the solution and monodromy data
A solution to equation (1) has an irregular singularity of Poincaré rank 1 at the point at infinity. There exists a formal solutionΨ of the form:
where U is the diagonal matrix from (1), Γ i are matrix functions of the coordinates {λ k } with Γ 1 = Γ being the matrix of rotation coefficients from (2) . There are sectors in the z-plane where fundamental solutions Ψ(z) to equation (1) with the asymptotic behaviour
exist. To describe these sectors we start with the following definitions.
Definition 1 A line l going through the origin in the complex z-plane is called admissible for equation (1) if Re {z(λ i − λ j )} = 0 for nonzero z ∈ l and for any i = j.
The non-admissible directions of equation (1) are given by the so-called Stokes rays. They are determined by the configuration of the eigenvalues of the matrix U as follows.
Definition 2
The rays r ij = −r ji defined for distinct indices i and j by
and oriented from the origin are called the Stokes rays of equation (1) .
Let us fix an oriented admissible line l. It divides the z-plane into the left Π l and right Π r half-planes. Let φ be the angle between the line l and the real axis. Consider the domains given by sectorial neighbourhoods of the half-planes:
where ε > 0 is sufficiently small, i.e., such that Π l ε (respectively Π r ε ) contains only the Stokes rays contained in Π l (respectively Π r ). In such neighbourhoods Π r ε and Π l ε of any half-plane there exist [22] solutions to equation (1) with the asymptotics as |z| → ∞ given by the formal solution (5) . We shall denote the respective solutions by Ψ r and Ψ l , see The intersection of the domains Π r ε and Π l ε consists of two sectors; each of the sectors contains a part of the separating line l. Let us orient these parts in the direction from the origin and denote the obtained rays by l + and l − : the orientation of l + coincides with that of the line l. There are two solutions Ψ r and Ψ l to equation (1) defined in each of the sectors of the intersection Π r ε Π l ε . These solutions are therefore related in each sector by a right multiplication with a z-independent matrix. Let us denote the matrix relating the solutions in the sector containing l + by S :
Definition 3 The matrix S in (9) is called the Stokes matrix of equation (1) .
The matrix relating the solutions in the sector containing l − equals S T as a corollary of the skew-symmetry of the matrix V from equation (1) 
gives the monodromy of the solution with respect to analytic continuation around the point z = ∞ counterclockwise starting in Π r .
The Stokes matrix has the following structure: its diagonal entries equal one, and an offdiagonal entry S ij vanishes if the corresponding Stokes ray r ij (7) belongs to the right half-plane Π r . This can be seen from the asymptotics (5), (6) , which implies e zU Se −zU → 1 as z → ∞ along the ray l + . Therefore,
A domain of existence of a solution with asymptotics (5), (6) can be broadened [1, 22] . Namely, the parameter ε in the definition of Π l ε can be increased until one of the rays {z | arg(z) = π + φ + ε} or {z | arg(z) = φ − ε} bordering the domain meets a Stokes ray of the equation. The analytic continuation of the solution defined in Π l ε into a neighbourhood of z = ∞ beyond this Stokes ray no longer has the asymptotic behaviour (6) . The analogous holds for the analytic continuation of Ψ r defined in Π r ε . At the origin a solution to equation (1) has a regular singularity. The expansion of Ψ r in a neighbourhood of z = 0 intersected with Π r has the form
where C r 0 is a constant matrix; µ = diag{µ 1 , . . . , µ n } is the diagonalization of the skew-symmetric matrix V from (1); G(z) is holomorphic at z = 0 and such that G(0) is non-degenerate and satisfies G(0) −1 V G(0) = µ; the matrix R appears in the resonant case, i.e., when some eigenvalues of the matrix V differ by an integer: the matrix R satisfies R ij = 0 only if µ i − µ j = k for a positive integer k.
A solution of the form (10) can be analytically continued into a disc neighbourhood of z = 0 with a branch cut ending at the origin. Thus the monodromy matrix of Ψ r at the origin has the form M = (C r 0 ) −1 e 2πiµ e 2πiR C r 0 . The two monodromy matrices at singular points of the equation satisfy M ∞ M = 1, which is equivalent to the relation S T S −1 = (C r 0 ) −1 e 2πiµ e 2πiR C r 0 . The monodromy matrices M ∞ and M as well as the Stokes matrix S and the matrices C r 0 , µ and R satisfy the isomonodromy condition, i.e., they do not depend [6] on the point of the Frobenius manifold. This is a consequence of the compatibility of equations (1) and (3), which follows from the axioms of the Frobenius manifold structure.
Reconstruction of the matrix functions Ψ r and Ψ l from the given monodromy data including the Stokes matrix S and the asymptotics (5), (6) and (10) near singular points amounts to solving the following Riemann-Hilbert problem.
Formulation of the Riemann-Hilbert problem
Let a matrix U = diag{λ 1 , . . . , λ n } with distinct {λ j } and the matrices S, µ, R, C r 0 related by S T S −1 = (C r 0 ) −1 e 2πiµ e 2πiR C r 0 be given, where µ is diagonal: µ = diag{µ 1 , . . . , µ n }; the entries of the matrix R satisfy: R ij = 0 only if µ i − µ j = k for a positive integer k.
Let l be any oriented admissible line in the z-plane passing through the origin (l = l + l − as before). The complement of the line in the complex plane consists of the left Π l and right Π r half-planes according to the orientation of the line l.
The Riemann-Hilbert problem we consider in this paper is the problem of finding a matrix function Ψ(z) made up of the following two functions each defined in one of the two half-planes
such that:
• det Ψ(z) = 0 for z ∈ C \ 0.
• Ψ has an essential singularity at the point at infinity with the asymptotics Ψ(z) ≃ (1 + O(1/z)) e zU as |z| → ∞ in Π r or in Π l ; Ψ is holomorphic elsewhere in the half-planes.
• In a half-disc centered at z = 0 and contained in Π r the function Ψ has the asymptotics Ψ r (z) ≃ G(z)z µ z R C r 0 with a matrix function G(z) holomorphic at the origin.
• On the ray l + the boundary values of the matrix functions Ψ r and Ψ l are related by multiplication with the matrix S from the right, i.e., Ψ l (z) = Ψ r (z)S for z ∈ l + .
• On the ray l − the boundary values of the solution are related by multiplication from the right with the matrix
We solve this Riemann-Hilbert problem for the matrix µ being a diagonalization of the matrix V defined by (2) -the entries of µ are given in Proposition 1 below; the Stokes matrix S is described below in Theorem 3 with examples given in Section 5.
Remark 1 Given a solution Ψ(z) to the Riemann-Hilbert problem formulated in this section, the matrix functionΨ(z) = Ψ(z)e −zU is holomorphic in the half-planes and solves the RiemannHilbert factorization problem for the functionŜ(z) defined on the separating line l byŜ(z) := e zU Se −zU if z ∈ l + andŜ(z) := e zU S T e −zU if z ∈ l − .
3 Hurwitz spaces
Definition of Hurwitz spaces
The Hurwitz space H g is the set of equivalence classes of ramified coverings λ : L → CP 1 , where L is a compact Riemann surface of genus g and the covering map λ is a meromorphic function on L. Two coverings λ :
We denote the ramification points by P i . At these points dλ(P i ) = 0. Their images λ i := λ(P i ) in CP 1 , the projections of ramification points on the base of the covering, are called the branch points. A branch point λ i is called simple if the differential dλ has a zero of multiplicity one at P i (i.e., the corresponding ramification point belongs to exactly two sheets of the covering).
The following subspace H g;n 0 ,...,nm of the space H g is also called the Hurwitz space: H g;n 0 ,...,nm is the set of equivalence classes of N -fold genus g coverings of CP 1 with simple distinct finite branch points and with the ramification type over the point at infinity fixed by the numbers n 0 , . . . , n m : the point at infinity on the base of the covering has m + 1 preimages, λ −1 (∞) = {∞ 0 , . . . , ∞ m }; the point ∞ i belongs to exactly n i + 1 sheets of the covering.
The number n of simple finite branch points is given by the Riemann-Hurwitz formula:
Locally in a neighbourhood of a covering of the described type, the set of branch points {λ 1 , . . . , λ n } gives coordinates on the Hurwitz space H g;n 0 ,...,nm .
The complex structure on the surface L is defined by the covering as follows: near a simple ramification point P k the local parameter is x k (P ) = λ(P ) − λ k ; in a neighbourhood of the point ∞ i with the ramification index n i the local parameter is given by λ(P ) −1/(n i +1) .
We shall fix a canonical homology basis {a k ; b k } g k=1 on the surface L, i.e., we shall work locally in the covering space H g;n 0 ,...,nm whose elements are pairs: a point of the space H g;n 0 ,...,nm and a canonical basis of cycles on the underlying surface (i.e., a weakly marked Riemann surface and a meromorphic function on it).
Bidifferentials on Riemann surfaces
The bidifferentials described in this section play a key role in the construction of the Frobenius structures on the Hurwitz spaces as will be shown below in Section 3.4. The solution to the system (1), (3) will be given in terms of these bidifferentials.
The bidifferential W. The canonical meromorphic bidifferential W (P, Q) is defined as the second derivative of the logarithm of the prime form E(P, Q) (see [9] ) on a compact Riemann surface:
with P and Q being points on the surface. W (P, Q) can be alternatively defined as a bidifferential with the following properties: i) it is symmetric; ii) has a second-order pole on the diagonal P = Q with biresidue 1; iii) its a-periods with respect to either of the arguments vanish:
The b-periods of W generate the holomorphic differentials ω k normalized by a k ω j = δ jk :
The deformation of W. For a surface L of genus g ≥ 1, denote by B the Riemann matrix (B ij = b i ω j ) and let q be a symmetric matrix independent of the branch points {λ j } and such that the inverse (B + q) −1 exists. Using such a matrix one can deform the bidifferential W (P, Q) keeping the symmetry property and the singularity structure unchanged. Namely, we introduce the following bidifferential W q (P, Q) where q plays the role of parameter of deformation:
(B + q)
In the limit when all diagonal entries of the matrix q tend to infinity while the off-diagonal entries remain finite, the matrix (B + q) −1 vanishes and, therefore, the bidifferential W q tends to W. The normalization condition, analogous to (13) for W , for the deformed bidifferential has the form:
Note that for a fixed symmetric matrix q the bidiffferential W q cannot be defined on an arbitrary Riemann surface: it is not defined for the surfaces satisfying
This condition may be empty for some matrices q, for example, it is never satisfied for a real q.
In the general case we do not know how to describe the matrices q for which the set of surfaces satisfying (15) is non-empty.
Schiffer and Bergman kernels are defined for a surface of genus g ≥ 1 (in genus zero, the Bergman kernel vanishes and the Schiffer kernel coincides with W ). The Schiffer kernel Ω(P, Q) is a symmetric bidifferential with the singularity of the same type as that of the bidifferential W. It is given by:
(ImB)
The Bergman kernel B(P,Q) is defined by:
The kernels can be alternatively defined as follows [9] . The Schiffer kernel Ω(P, Q) is a symmetric bidifferential with a second order pole at the diagonal P = Q with biresidue 1 and such that the relation p.v.
L Ω(P, Q)ω(P ) = 0 holds for any holomorphic differential ω(P ) on the surface L. The Bergman kernel B(P,Q) is a bidifferential such that the integral operator with the kernel B(P,Q)/2πi acts in the space L 
Variational formulas
Here we study the dependence of the bidifferentials on the point of the Hurwitz space. A covering λ : L → CP 1 defines a complex structure on the surface L (see Section 3) and this structure depends on the point of the Hurwitz space represented by the coordinates {λ 1 , . . . , λ n }. Therefore, the above bidifferentials defined on the Riemann surface corresponding to the covering depend on the branch points {λ k } (we consider small variations of {λ k } which keep the canonical homology basis {a k , b k } on the surface unchanged).
The variational formulas below give the derivatives of the bidifferentials with respect to the simple branch points {λ k }. It is assumed that the projections λ(P ) and λ(Q) of the points P and Q on the base of the covering are kept fixed under the differentiation with respect to {λ k }. In the formulas, the fixed quantities are listed after the vertical bar.
For the bidifferential W, the dependence on the simple branch points {λ k } is given by the Rauch variational formulas [12, 19] :
where W (P, P k ) denotes the evaluation of W (P, Q) at Q = P k with respect to the local parameter x k :
Formulas (18) can be easily proved [12] by comparing singularities of the right and left hand sides and using the normalization condition (13) . Being integrated over b-cycles of the surface, the Rauch formulas (18) give variational formulas for the holomorphic differentials and the Riemann matrix:
Formulas (18) and (20) allow straightforward computation of the variational formulas for the deformed bidifferential W q (P, Q). As turns out, they look formally exactly as those for W (P, Q) :
Formulas (21) are only valid at the points of Hurwitz space where the bidifferential is well defined, i.e., outside of the divisor (15) in H g;n 0 ,...,nm . Note that both bidifferentials W and W q , as well as the differentials ω k and the matrix B, are locally holomorphic with respect to branch points {λ k }, i.e., they do not depend on {λ k } (see [9] , p. 54). However, the Schiffer and Bergman kernels depend also on {λ k } as can be seen from their explicit definitions (16) and (17), where the complex conjugate of the Riemann matrix B enters.
The variational formulas for Ω and B can be derived from their definitions (16) and (17) by a straightforward differentiation. They have the form:
The notation here is analogous to that in (19) :
Frobenius structures on Hurwitz spaces
A Hurwitz space can be endowed with a structure of a Frobenius manifold. In this section we describe the part of the construction of three classes of Frobenius structures on the Hurwitz space H g;n 0 ,...,nm [6, 20, 21] which is needed to introduce the associated Riemann-Hilbert problems.
Frobenius manifold. A Frobenius manifold [6] is a complex manifold with a structure of associative commutative algebra with a unity in the tangent bundle and a Darboux-Egoroff (flat potential diagonal) metric compatible with the algebra structure. The compatibility means that for a metric η(·, ·) and any three elements x, y, w of the algebra the condition η(xy, w) = η(x, yw)
holds. (In Frobenius manifold theory, the word "metric" denotes a bilinear quadratic form.) In addition to this, there are further requirements on the metric. For our purposes it is enough to mention the existence of the Euler vector field E on the manifold; this field is covariantly linear with respect to the Levi-Civita connection of the metric and acts on the metric by
where ν is a constant. There are two distinguished coordinate sets on the Frobenius manifold: canonical coordinates denoted by {λ k } and flat coordinates {t k }. The metric η is diagonal in the canonical coordinates: 2 , where g ii are functions of {λ k } . In flat coordinates the coefficients of the metric are constant.
The multiplication in the tangent space is diagonal in canonical coordinates:
Thus the unit vector field in the algebra is
The Euler vector field in the canonical and flat coordinates has the form [6] :
The coefficients ν k are called the quasihomogeneity coefficients.
A system for rotation coefficients. The flat metric on a Frobenius manifold is diagonal in the canonical coordinates {λ 1 , . . . , λ n } on the manifold. For an arbitrary diagonal metric η = n i=1 g ii (dλ i ) 2 the rotation coefficients are defined by:
The matrices V and Γ in equations (1), (3) are related by (2); they are built from rotation coefficients β ij of the flat metric on the Frobenius manifold as follows:
The rotation coefficients β ij of a metric on a Frobenius manifold satisfy certain equations as a corollary of the Frobenius manifold axioms. First, they are symmetric:
The symmetry is equivalent to the potentiality of the metric, i.e., to the existence of a function G({λ k }) generating the metric coefficients: g ii = ∂ λ i G. Second, for a Frobenius manifold of dimension n, the rotation coefficients satisfy the following system of differential equations:
The first two equations, by virtue of the Darboux-Egoroff lemma, provide the flatness for the corresponding diagonal potential metric. The third equation (30) follows from the form of the action of the Euler field on the metric (23) .
Equations (27) - (30) provide compatibility condition for the linear system (1), (3).
Solution to the system for rotation coefficients on Hurwitz spaces. A class of solutions to the system (27) -(30) for rotation coefficients can be constructed on the Hurwitz space in terms of the bidifferentials introduced in Section 3.2 as follows. The Rauch variational formulas (18) imply [12] that the following quantities satisfy equations (27) -(30):
In particular, the very form of the Rauch formulas (18) with P = P i and Q = P j coincides with that of equation (28). As was first noted in [12] , the rotation coefficients (31) correspond to the family of n Frobenius structures of dimension n on Hurwitz spaces found by Dubrovin [6] . Due to the similarity of the variational formulas for all bidifferentials from Section 3.2, two other sets of rotation coefficients can be found analogously to (31) in terms of the other bidifferentials. Namely, the quantities
give rotation coefficients for the so-called deformations [21] of the Hurwitz Frobenius manifolds from [6] . The Schiffer and Bergman kernels define a solution to equations (27) -(30) on the Hurwitz space considered as a real manifold, i.e., on the space H g;n 0 ,...,nm with the local coordinates {λ 1 , . . . , λ n ;λ 1 , . . . ,λ n }. Let the indices in equations (27) -(30) run through the set {1, . . . , n;1, . . . ,n}. Then the equations are satisfied by the following quantities:
with indices i, j ∈ {1, . . . , n} andī,j ∈ {1, . . . ,n}. The solution (33) defines rotation coefficients for a family of 2n Frobenius manifold structures of dimension 2n [20] on the real Hurwitz space. These manifolds are called the real doubles of Dubrovin's Frobenius structures on Hurwitz spaces.
Remark 2 Solutions (33) are independent of the choice of canonical homology basis on the Riemann surface in contrast to solutions (31) and (32). Therefore, the Frobenius manifolds corresponding to rotation coefficients (33) are structures on the Hurwitz space H g;n 0 ,...,nm whereas the Frobenius structures with rotation coefficients (31) and (32) are defined on the covering H g;n 0 ,...,nm of the Hurwitz space.
Remark 3 There also exist [21] deformations of the Schiffer and Bergman kernels. The deformed kernels provide analogously another family of solutions for the system (27) -(30).
Here we consider three classes of Riemann-Hilbert problems -those corresponding to the linear systems (1), (3) built from the rotation coefficients (31), (32) and (33). The solutions to these problems will be given in terms of the bidifferentials W, W q , and Ω and B, respectively.
Spectrum of the Frobenius manifolds.
The monodromy data of the Riemann-Hilbert problem associated to a Frobenius manifold includes the spectrum of the manifold, i.e., the set {µ 1 , . . . , µ n } of eigenvalues of the matrix V from (2). The eigenvectors are given by n primary differentials {φ j } (the primary differentials are given by integrals of the respective bidifferential -either W , or W q , or Ω and B -with respect to one of the arguments over various contours on the Riemann surface, see [6, 20, 21] ) evaluated at the ramification points of the covering:
The evaluation is done with respect to the standard local parameter, similarly to (19) . A Frobenius manifold is called resonant if at least one of the differences µ i − µ j is a nonzero integer. Frobenius manifold structures on Hurwitz spaces are resonant. The spectrum is given by the next Proposition.
Proposition 1 Frobenius manifolds whose rotation coefficients are given by (31) or by their deformations (32)
have the following spectrum {µ j } n j=1 :
( here n i is the ramification index at the point ∞ i ).
The spectrum of the real doubles, the Frobenius manifolds with rotation coefficients (33), contains each of the above values twice.
Proof. The values {µ j } are related to the quasihomogeneity coefficients {ν j }, ν (see (23) , (25)) of the Frobenius manifold by [6] :
the coefficients of quasihomogeneity can be found in Proposition 5 of [20] . Alternatively, the spectrum of the Frobenius manifold can be computed by explicitly finding the eigenvalues of the matrix V . In the case of rotation coefficients (31) given by W, the primary differentials φ i satisfy the following variational formulas [6, 20, 21] :
A short calculation with the help of these formulas shows that for the vector φ i from (34), the multiplication by the matrix V is equivalent to the action of the Euler vector field E given by (25): V φ i = E( φ i ). One computes this action by the method used below in the proof of Lemma 2 and thereby finds eigenvalues of the matrix V . The spectrum of the real doubles can be computed analogously. The quasihomogeneity coefficients and variational formulas for the primary differentials can be found in Proposition 11 of [20] . 2 
Solution of the non-Fuchsian Riemann-Hilbert problem
In this section we construct a fundamental solution to the system (1), (3) associated to a Frobenius manifold structure on a Hurwitz space H g;n 0 ,...,nm and describe the Stokes matrix S for the solution. For a line dividing the z-plane into half planes Π l and Π r we shall find matrix functions Ψ l (z) and Ψ r (z) defined in the respective half planes which satisfy equations (1) and (3) and have the required asymptotics as z → ∞. We shall also find a solution Ψ 0 (z) defined in a disc neighbourhood of z = 0 with a branch cut such that its monodromy matrix at the origin is in the Jordan canonical form.
The solutions Ψ r , Ψ l and Ψ 0 are written in terms of the bidifferential defining the rotation coefficients of the corresponding Frobenius manifold (see Section 3.4). We start with the manifolds with rotation coefficients (31) and find the solution in terms of the bidifferential W .
A system of contours on a Riemann surface
For each z ∈ C \ {0} we consider a linear vector space Λ(z) spanned by n differentials of the form
for k = 1, . . . , n defined on the surface. Here we define a certain space Λ * (z) of equivalence classes of contours on the surface L; the integrals of differentials (35) over these contours converge. We shall see later that the pairing given by the integral of the differential form over the contour defines duality between the spaces Λ(z) and Λ * (z).
The space Λ * (z) is the first relative homology of the pair constructed as follows. Let us denote byL the manifold obtained by blowing up the points
There is a smooth mapL → L taking the boundary ∂D i ∈L to the point ∞ i ∈ L. This map allows us to extend the function λ(P ) from the surface L to the interior ofL. Although λ(P ) is not defined on the boundary ofL, its argument arg λ(P ) is defined also for P ∈ ∂L. Recall now that there are n i + 1 sheets of the covering λ : L → CP 1 glued together at the point ∞ i . Therefore, for each z ∈ C \ {0} there are n i + 1 arcs in the boundary of the disc D i where π/2 < arg{zλ(P )} < 3π/2. Let us denote by L z the manifold with a boundary obtained by glueing the open arcs {P ∈ ∂D i | π/2 < arg{zλ(P )} < 3π/2} to the interior ofL, i.e.,
on L along which the exponent in (35) is bounded for the given value of z. The equivalence classes corresponding to the contours {C k (z)} n k=1 in the space Λ * (z) will be shown to form a basis in Λ * (z). Let us denote the coordinate on the base of the covering by ζ. Fix z = 0 and consider a ray r k (z) on the base of the covering going out of the branch point λ k in a direction such that for ζ ∈ r k (z)
and such that r k does not pass through any other branch point λ j with j = k. Let us consider the ray r k as a slit with two banks. Consider an oriented contourC k (z) which comes from the point at infinity along one of the banks of the slit r k , makes a small circle around the point λ k and goes back to infinity along the other bank of the slit. There are two components in the preimage λ −1 (C k (z)) which cross a neighbourhood of the ramification point P k ; the sum of these two components is equivalent to a small contour around the point P k , which represents the zero element in the space Λ * (z).
We need to specify a choice of one of the two components in λ −1 (C k (z)). This choice affects the overall sign in the formula (38) below for the solution with the given asymptotics (5), (6) in a neighbourhood of the irregular singularity.
In the local parameter x k (P ) = λ(P ) − λ k near P k the requirement (36) takes the form: π/2 < arg{z x 2 k } < 3π/2. This condition holds in two sectors in the x k -plane:
Let us choose the contour C k (z) to be (in the equivalence class of) that component of λ −1 (C k (z)) which approaches P k in the sector σ + and goes away from P k in the sector σ − .
Thus the contour C k (z) starts at the point ∞ i , goes round P k and ends at ∞ j for some, possibly equal, i and j. A change of the direction in which the contour C k (z) winds around the point P k does not change the integral of a differential (35) over the contour due to the vanishing of the residues of the differentials at P k .
The variation of the ray r k (z) on the base keeps the corresponding contour C k (z) in the same equivalence class as long as the ray r k (z) remains in the sector (36) and stays away from other branch points (i.e., if the deformation of the ray to a new position does not meet any branch points). Moreover, for finite values of z, the contour can be deformed in a neighbourhood of P k as long as requirement (36) is satisfied for projections of the end-parts of the contour lying in a neighbourhood of the point at infinity. In what follows we shall speak about contours on the surface L meaning the elements of the space Λ * (z) which they represent.
Note also that projections λ(C k (z)) of the contours C k (z) on the base of the covering do not depend on small variations of the branch points {λ j } of the covering.
Construction of the solution
Let φ be the angle between the admissible line l and the real axis. Let us define the contours {C r k } along which the forms (35) are bounded for all z ∈ Π r . The contours {C r k } are equivalent to the contours {C k (z)} for some z ∈ Π r and their projections on the base of the covering do not depend on z. Namely, for a point Q on the contour C r k away from a neighbourhood of P k we require:
Analogously, the set of contours {C l k } is formed by fixing the direction so that the exponents in (35) are bounded along the contours for any value of z in Π l : for Q ∈ C l k away from a neighbourhood of P k
Recall from the definition of contours C k (see inequality (37) and the comment after it) that the contour C r k crosses a neighbourhood of P k so that in the local parameter x k it passes from the sector where arg(x k ) = 3π/4 − φ/2 to the sector where arg(−x k ) = 3π/4 − φ/2. A similar condition for C l k is induced by the definition of C k (z). Thus the integrals of differentials (35) over contours C r k (respectively, C l k ) are defined for any z in the half-plane Π r (respectively, Π l ). These integrals provide solutions Ψ r/l for the linear system: Theorem 1 Let the contours C r j and C l j be as described above. The following matrix functions Ψ l = (Ψ l ij ) and Ψ r = (Ψ r ij ) defined in the half-planes Π l and Π r , respectively, satisfy equations (1) and (3):
These solutions have the following asymptotics as z tends to infinity:
where U is the diagonal matrix U = diag(λ 1 , . . . , λ n ).
Before proving the theorem let us look at the action of the unit vector field (24) and the Euler vector field (25) on the integrals from (38) formulated in the following two lemmas.
Lemma 1 Consider a covering of CP
1 with simple finite branch points {λ k }. Let C j be one of the contours C r j or C l j . Then the following relation holds:
Proof. To compute the sum of partial derivatives in the left hand side we use the identity
, where h is a function of the branch points. Consider a biholomorphic map of the Riemann surfaces L → L δ which acts in every sheet of L by sending the point P with the projection λ(P ) to the point P δ projecting to λ(P δ ) = λ(P ) + δ on the base. The branch points {λ i } are then mapped to {λ i + δ}.
The bidifferential W stays invariant under biholomorphic mappings of the surfaces, therefore the equality W (P, Q) = W δ (P δ , Q δ ) holds, where W δ is the bidifferential W defined on L δ . Since the local parameters x i (P ) = λ(P ) − λ i are invariant under the mapping, this equality also holds if one of the arguments of the bidifferential coincides with a branch point (see (19) for definition of the differential W (P, P i )):
For the quantity C j e z λ(Q) W (Q, P i ) we have
which after changing the variable of integration and then using (41) proves the lemma:
Here we used the invariance of the contours C j under the mapping L → L δ . 2
Lemma 2 In the settings of Lemma 1, the action of the Euler vector field (25) on the integrals is given by
Proof. Consider a biholomorphic map from the surface L to the surface L ǫ which acts in each sheet of the covering by P → P ǫ where the point P ǫ is such that λ(P ǫ ) = (1 + ǫ)λ(P ). The bidifferential W is invariant under biholomorphic maps, hence
For a function of branch points we have
Thus the left hand side of (42) becomes:
The contours of integration do not change under the map L → L ǫ . Therefore changing the variable of integration Q to Q ǫ and using (43), we prove the lemma:
Proof of Theorem 1. To prove the first part of the theorem, we shall verify that each column of the matrices Ψ r and Ψ l satisfies equation (1) . The (ij)-entry of the second term in the right-hand side of (1) for Ψ = Ψ r/l has the form:
which, by virtue of the Rauch variational formulas (18) for W, rewrites as
Expressing the sum of derivatives in the second term with the help of Lemma 1 yields
where E is the Euler vector field (25). Using now Lemma 2 for the action of the Euler vector field, we obtain:
Thus the (ij)-entry of the matrix in the right-hand side of (1) with Ψ = Ψ r/l is given by
which coincides with (∂ z Ψ r/l ) ij . This proves that the matrices Ψ r/l (38) satisfy equation (1). The fact that the matrices (38) satisfy equation (3) follows from the compatibility of the system (1), (3) . One can also verify this directly by using Lemma 1 and the Rauch variational formulas (18) for the bidifferential W.
The asymptotics (39) can be computed with the help of the saddle-point integration method (see [8, 22] ) as follows.
Let us consider the matrix function Ψ l (z)e −zU and prove that it behaves as 1 + O(1/z) in the limit as z → ∞ in Π l . The entries of this matrix have the form:
The saddle-point integration method is based on the idea that the asymptotics of the integral (44) as z → ∞ estimates by the sum of contributions of the points on the integration contour such that for any fixed z ∈ C \ {0} : i) the complex modulus of the exponent under the integral attains at this point its local maximum over the contour; ii) the maximum cannot be made smaller by any small deformation of the integration path.
As is shown in [8] , Theorem 1.6.1, these requirements are achieved for a point of maximum of the function Re{z(λ(P ) − λ j )} over the integration contour if and only if it coincides with a saddle point of the function (points where the derivative of (λ − λ j ) with respect to local parameter vanishes are saddle points of the harmonic function Re{z(λ(P ) − λ j )}).
For the integral (44) there is only one such point: Q = P j . For i = j the path of integration C l j can be deformed to pass through the ramification point P j . Therefore, in the case of the integrals (44) with distinct i and j one can apply the following asymptotic estimates obtained by the saddle-point method, see [8] paragraph 1.6. The contribution of the point P j to the integral in (44) for i = j is given by: −π/z (W (P j , P i ) + O(1/z)). Thus, for the off-diagonal entries of the matrix (44) we have Ψ l (z)e −zU ij = O(1/z) as z → ∞. In the expression for diagonal terms of the matrix (44), the integrand is singular at the saddle point of the function Re{z(λ − λ j )} so the integration contour cannot be deformed to pass through it. However, the asymptotics of the integral as z → ∞ is also determined by the integral over the part of the contour lying in a small disc D j centered at P j : the integral over the remaining part of the contour is exponentially small. In the disc D j the integral from (44) has the form:
where z ∈ Π l and c is an arc in the x j -plane starting on the ray arg x j = π/4 − φ/2 ending on the opposite ray arg x j = 5π/4 − φ/2 and not passing through the origin. For simplicity, we take the start and end point of c to be ends of a diameter of D j and denote them by ±r with Re r > 0. The contribution of the holomorphic part of the expansion of W (P, P j ) in (45) to the integral vanishes in the limit z → ∞. The integral c e z x 2 j /x 2 j dx j after a change of variables u 2 := −zx 2 j and integration by parts yields:
Since Re{zr 2 } is negative for z ∈ Π l , the second term vanishes in the limit z → ∞. The first term reduces to the Gaussian integral as follows. Let us consider two vertical segments in the u-plane going from the ends of the contour c √ −z to the real line. Note that the segments lie in the domain of the u-plane where Re{−u 2 } is negative for z ∈ Π l . On one of the segments we have u = r √ −z ± iy with 0 < y < |Im{r √ −z}|. The modulus of the integral over this segment can be estimated from above by the quantity |r √ −z|e Re{zr 2 } , which tends to zero as z → ∞. The integral of e −u 2 du over the second segment is estimated similarly. Therefore, we conclude that the integral in (46) in the limit z → ∞ coincides with the Gaussian integral − R e −u 2 du = − √ π. 
Proof. The formula tr{(∂ z A) A −1 } = (∂ z detA) (detA) −1 holds for any matrix function A(z).
Applying it to Ψ(z), from the form of equations (1), (3) one obtains (47) up to a constant factor. The asymptotics (39) of the solution implies that the factor is equal to one. 2
Remark 4 Theorems 1 and 2 imply that the contours {C r k } (or, analogously, {C l k } ) form a basis in the space Λ * (z) dual to the space of differentials (35), where z is in the right (left) half-plane.
Remark 5 Let us briefly discuss the relationship of our formula (38) to previous results of Dubrovin and Krichever. The contours on the Riemann sphere given by the projections λ(C r k ) and λ(C l k ) were used in [7] , Lecture 5 for describing the fundamental solution to (1) having the asymptotics (39) at infinity in terms of solutions to an auxiliary Fuchsian system of ODE (whereas in our case the form we integrate is defined by purely algebraic data). Moreover, Dubrovin gives formulas for flat coordinates of the deformed connection on the Frobenius manifold in [7] , formulas (5.62) and (5.69), and the relationship of these coordinates to the function Ψ in [6] , formula (3.119). Using these relations and the formalism of the author's paper [20] which expresses all ingredients of Dubrovin's construction in terms of the bidifferential W (12), it is possible to arrive to formulas (38) in an alternative way. In Krichever's paper [16] solutions to the WDVV equations which generically do not satisfy the quasihomogeniety condition were studied. In Theorem 4.5 of [16] a solution to a linear system which is equivalent to our isomonodromy conditions (3) rewritten in the flat coordinates on the Frobenius manifold was given (without proof). However, Krichever's solution is only formal: no integration contours are given nor is the completeness of the set of the solutions discussed.
Proposition 2 The solution Ψ r (respectively Ψ l ) given by Theorem 1 admits analytical continuation preserving the asymptotics (39) into the smallest sectorial neighbourhood of the right (respectively left) half-plane bounded by a pair of the Stokes rays.
Proof. The projection of the contour C r k in (38) is fixed in such a way that the quantity Re{z(λ(P ) − λ k )} is negative for all values of z in the right half-plane Π r . The validity of this condition implies, by virtue of Theorem 1, the required asymptotic behaviour (39) for the solution Ψ r . If the values of z are restricted to a small sector in Π r adjacent to the ray l + then the integration contour C r k can be deformed to include the sector of the left half-plane between l + and the next Stokes ray into the condition Re{z(λ(P ) − λ k )} < 0. Namely, consider the sector containing the ray l + :
where ε > 0 and φ is the angle between the ray l + and the real line. Let the contourĈ r k be obtained from C r k by a clockwise ε-turn about the point P k : for P belonging toĈ r k , the equality
holds. Then the matrix function Ψ r ε given by the expression (38) with the integration contours replaced by the new contours {Ĉ r k } gives the analytic continuation of the solution Ψ r into the sector φ < arg z < φ + ε in the left half-plane. The new solution has the required asymptotics (39) as |z| → ∞ in the sector (48) as follows from the proof of Theorem 1. As is easy to see, in the part of the sector (48) lying in the right half-plane the integrals (38) over contours C r k and C r k coincide: Ψ r ε (z) = Ψ r (z) for z such that φ − ε < arg z < φ. The parameter ε can be increased till the ray arg z = φ + ε meets a Stokes ray r ij . After that the analytical continuation preserving the asymptotics (39) breaks down since the set of contours {Ĉ r k } (49) is no longer a smooth deformation of the set {C r k } : there is k such that the contourĈ r k can no longer be obtained by turning the contour C r k about P k since a branch cut joining the points P i and P j will be in the way of such a deformation.
The analytic continuation of Ψ r beyond the ray l − and the analytic continuation of Ψ l are made analogously. 2
From the form of solutions (38) one sees that a transformation which takes one of the matrix functions Ψ l , Ψ r to another one amounts to the transformation between the respective systems of integration contours on the Riemann surface.
Namely, the analytical continuation of the solutions Ψ r and Ψ l (38) into a small sector containing the ray l + inside is made by the deformation of the integration contours C r k and C l k into the contoursĈ r k andĈ l k as described in the proof of Proposition 2. The contoursĈ r k and Ĉ l k belong to the space Λ * (z + ) for z + ∈ l + . The two system of contours {Ĉ r k } n k=1 and {Ĉ l k } n k=1
give two bases in the space Λ * (z + ), therefore they are related by a linear transformation. This transformation is given by the Stokes matrix (9) of equation (1) . In other words, the following theorem holds.
Theorem 3 Examples of computation of the Stokes matrix will be given in Section 5.
Monodromy matrix at zero: Jordan canonical form
Alternatively to dividing a neighbourhood of z = 0 into two domains Π r and Π l , one can consider a disc neighbourhood of the origin slit along the segment of the ray l − lying in the disc -we denote this domain by D.
In this section we shall construct a fundamental solution Ψ 0 defined in D whose monodromy M 0 around the origin is given by a matrix in the Jordan canonical form. The asymptotics of the solution Ψ 0 at z = 0, similarly to the asymptotics (10) of Ψ r , has the form:
where C 0 is a constant matrix. On the overlap of the domain D and the right half-plane Π r the solutions Ψ 0 and Ψ r are related by
where C is called the connection matrix. Thus the constant matrices in the asymptotics of the solutions Ψ r and Ψ 0 at the origin satisfy C 0 = C r 0 C. The matrices M 0 and C are related to the Stokes matrix and to the monodromy M of the solution Ψ r around the origin by M 0 = C −1 S T S −1 C ≡ C −1 M C. We start with constructing an auxiliary solutionΨ 0 given by the integrals of the form (38) over a natural system of contours on the Riemann surface. These contours denoted by {γ k (z)} n k=1 are defined as follows:
• for k = 1, . . . , 2g the contours γ k are given by a-and b-cycles on the Riemann surface (the canonical homology basis of L).
• for k = 2g + 1, . . . , 2g + m the contours γ k are the m cycles encircling points ∞ 1 , . . . , ∞ m counterclockwise; we shall also denote these cycles by
Consider a loop on the base of the covering encircling the point ζ = ∞ counterclockwise such that all points λ k lie outside of the loop. Corresponding to this loop there is a permutation of sheets of the covering, which we denote by σ. Assume also that the sheets are ordered so that the point ∞ 0 belongs to the sheets from the 0th to the n 0 th; the point ∞ i belongs to the sheets from the k i th to (k i + n i )th where k i := i−1 j=0 (n j + 1). The contours from the next two groups start and end at the points on the covering projecting to the point at infinity on the base. The direction in which the contours leave and approach these points depends on arg{z} and is determined by the condition for Q ∈ γ k (z), k > 2g + m :
• for k = 2g + m + 1, . . . , 2g + 2m the contours γ k are given by the m paths (denoted by W 0i (z), i = 1, . . . , m) connecting ∞ 0 with ∞ i , i = 0, approaching the endpoints in the direction fixed by (51) on the 0th and k i th sheets, respectively.
For definiteness in the choice of the contours let us connect all points ∞ i by a curve in the fundamental polygon of the surface. Then we require the contours W 0i (z) to lie inside the fundamental polygon and not to cross the curve connecting the points ∞ i .
• for k = 2g + 2m + 1, . . . , n where n = 2g + 2m + m i=0 n i : for any i ∈ {0, . . . , m} we take n i contours T i;α (z) with α = 1, . . . , n i . The contour T i;α (z) leaves ∞ i along a direction satisfying (51) on the sheet number σ α−1 (k i ) at ∞ i , goes counterclockwise around the point ∞ i to the sheet number σ α (k i ), and there comes back to ∞ i in the same direction (projection of T i;α (z) on the base of the covering winds around the point at infinity once; the contour crosses only the branch cuts ending at ∞ i ). These contours are also required to lie inside the fundamental polygon of the surface.
Proposition 3
The contours {γ k (z)} n k=1 defined above on the covering λ : L → CP 1 constitute a basis in the space Λ * (z).
Proof. The proof follows from the definition of the space Λ * (z) as the first relative homology group of the pair (L z , ∂L z ), see Section 4.1.
Alternatively, it is easy to see that the contours C k (z) for finite z = 0 constructed in Section 4.1 can be decomposed in the space Λ * (z) into linear combinations of the contours γ k (z) listed in the proposition. To every contour C k (z) for z ∈ C \ {0} a linear combination of the paths {W 0j (z)} and {T i;α (z)} can be added so that the result is a closed contour on the surface not containing any of the points ∞ i . Such a closed contour is representable in the space Λ * (z) as a linear combination of the a-and b-cycles on the surface and the contours {V i } encircling the points {∞ i }. 2
The next proposition gives a solution of system (1), (3) (1) and (3):
Here γ j (z) are the contours from the basis in the space Λ * (z) given by Proposition 3.
Proof. The integrals (52) do not depend on the direction in which contours of integration γ j (z) approach points at infinity as long as the argument arg{zλ(Q)} remains between π/2 and 3π/2, as in (51), for any point Q on the contour in a neighbourhood of one of the points ∞ i . Therefore, we can consider γ j (z) as contours independent of z when differentiating the matrix Ψ 0 with respect to z. Their dependence on z only comes into play when one studies the global behaviour of the solution, such as monodromy ofΨ 0 as z runs around the origin.
Thus, the proof of the proposition repeats the first part of the proof of Theorem 1. 2 Let us now look at the monodromy transformation of the solutionΨ 0 under analytic continuation around the origin. This transformation consists of the change of sign in the overall factor 1/ √ z in (52) and of the transformation of the integration contours γ j (z). The next theorem
gives the Jordan form of the monodromy matrix. Proof. The quantity under the integral in (52) is singlevalued in z, but the contours of integration change as z winds around the origin. Therefore, the monodromy matrix, up to the minus sign, is given by the matrix which transforms the system of cycles {γ j (z)} to the new system of similar cycles {γ j (ze 2πi )} obtained from {γ j (z)} by a smooth deformation following the change in the argument of z.
The cycles γ j (z) for j = 1, . . . , 2g + m (the cycles {a k ; b k } and {V i }) do not depend on z.
For the remaining contours, γ j (z), j > 2g + m, the increase of 2π in the argument of z results by (51) in the turn of the end-parts of the contours by the angle of 2π/(n i + 1) in the local parameter (recall, that we take the local parameter at ∞ i to be λ −1/(n i +1) ).
Therefore, the path W 0k for 1 ≤ k ≤ m connecting ∞ 0 to ∞ k transforms toW 0k = W 0k − T 0;1 + T k;1 if n 0 > 0 and n k > 0; if any of the ramification indices vanishes, the corresponding cycle T 0;1 or T k;1 is replaced by V 0 or V k , respectively, in the above expression for the transformed contourW 0k .
The contours {T i;α } permute cyclically in each group of contours connecting one of ∞ i with itself: for i = 0 the group is {T i;1 , T i;2 , . . . , T i;n i , V i − T i1 − T i2 − · · · − T i;n i }; for i = 0 the cyclic permutation is done in the following group of contours: {T 0;1 , . . . , T 0;n 0 , −T 0;1 − · · · − T 0;n 0 − m i=1 V i }. From these considerations one sees that for the first 2g + m columns of the monodromy matrix the only non-zero element is −1 on the diagonal of the matrix. The minus sign comes from the factor 1/ √ z in the solutionΨ 0 (z) (52). As is also easy to see, the first 2g rows and the m rows from (2g + m + 1)th to (2g + 2m)th (corresponding to the paths connecting points at infinity on different sheets) have the similar structure: their only non-zero elements are −1 on the diagonal. Thus, the monodromy matrix has 2g + 2m (counting multiplicity) eigenvalues equal to −1. In order to find its Jordan canonical form, we introduce a new basis of contours in the space Λ * (z), z ∈ D, which will be referred to as the Jordan basis of contours. Formula (52) with the contours γ j (z) replaced by the new contours defines a solution Ψ 0 (z) in the domain D (see formula (53)). The monodromy transformation of the solution Ψ 0 (z) under analytic continuation around z = 0 counterclockwise will be denoted by M 0 ; it is given by the matrix in the Jordan canonical form.
The Jordan basis of contours {Γ j } n j=1 consists of:
• a− and b− cycles:
, where Υ 2k−1 := N V k ;
• {Υ 2k (z)} m k=1 : For a sheet not containing the point ∞ k there are (n k + 1) paths starting at the point at infinity on the given sheet and ending at the point ∞ k on one of the (n k + 1) sheets glued together at the point ∞ k . Let the end-parts of the paths approach the points at infinity in the direction specified by (51). The contour Υ 2k (z) is the sum of these paths oriented from the point ∞ k (the sum is taken over all sheets not containing ∞ k ). As is easy to see, the contours Υ 2k (z) are linear combinations of the contours W 0i (z) from Proposition 3.
• {∆ i;α (z) | α = 1, . . . , n i } for each i = 0, . . . , m :
(ε i;α(n i +1−s) − 1)T i;s (z), where ε i;k = exp 2πik n i + 1 .
Let us now see how these contours transform when z goes around zero. The a-and b-cycles and the cycles Υ 2k−1 do not change. Using the above definition of the contours Υ 2k , after a simple computation we see that Υ 2k (ze 2πi ) = Υ 2k (z) − Υ 2k−1 (z). For the contours ∆ i;α (z) using the relation ε i;−α = ε i;αn i for α < n i we get ∆ i;α (ze 2πi ) = ε i;α ∆ i;α (z).
Thus, we obtain a solution Ψ 0 defined by
with integration contours being
} taken in this order. As can be seen from the above calculation, the monodromy matrix M 0 of Ψ 0 (z) at z = 0 is in the Jordan form claimed in the theorem. 2
Analogously to Theorem 3 one finds the connection matrix C defined by (50): it gives coordinates of the Jordan basis of contours {Γ j (z)} from Theorem 4 with respect to the basis {C r j } n j=1 in the space Λ * (z) with z belonging to the intersection of the domain D and the right half-plane.
Proposition 5 Consider a Hurwitz Frobenius manifold and the corresponding linear system (1).
Let l = l − l + be an admissible line in the z-plane for the system, which divides the plane into two half-planes Π r and Π l . Let the contours {Γ j } n j=1 be the Jordan basis of contours constructed above, and the system of contours {C r j } be as in Section 4.2. Then the matrix C such that the equality (Γ 1 , . . . , Γ n ) = (C r 1 , . . . , C r n )C holds in the space Λ * (z) with finite z ∈ Π r is the connection matrix (50).
Examples of computation of the connection matrix will be given in Section 5.
Other Frobenius structures on Hurwitz spaces

Deformed Frobenius manifolds
By deformations of Hurwitz Frobenius manifolds we mean the Frobenius structures on Hurwitz spaces H g;n 0 ,...,nm with rotation coefficients (32) given by the bidifferential W q (14) . We shall say that associated to these manifolds is the deformed Riemann-Hilbert problem. The deformed system of matrix differential equations (1), (3) has the form
where the diagonal matrix U is the same as before and Γ q and V q denote the matrices Γ and V from (2) built from rotation coefficients (32).
A solution Ψ q of the deformed Riemann-Hilbert problem (54), (55) can be written similarly to the non-deformed case. Theorem 1 with the bidifferential W replaced by its deformation W q (14) gives a solution to the system (54), (55) and, therefore, to the Riemann-Hilbert problem associated to the deformations of Hurwitz Frobenius manifolds:
A proposition similar to Proposition 4 holds for the deformed problem. Namely, formula (52) with W replaced by W q gives a solution to (54), (55) defined in a the domain D at the origin. The next theorem describes the relationship between solutions to the deformed and nondeformed systems. 
Theorem 5 The solution Ψ of the system (1), (3) and the solution Ψ q of the system (54), (55) are related by
where
is the basis of holomorphic normalized differentials and B is the Riemann matrix of the surface L. The constant symmetric matrix q is the matrix of parameters from (14) .
Proof. The theorem can be proved by a direct computation as follows. Relation (57) is equivalent to
where ρ stands for any of the contours γ k (z), C r k or C l k from Proposition 3 and Theorem 1. Using the definition (58) of the matrix T q and the Rauch variational formula (20) for the holomorphic differentials ω l , we rewrite the right-hand side of (59) as follows:
For the sum of the derivatives with respect to the branch points λ j we have the relation:
which can be proved by the method of the proof of Lemma 1, using the invariance of the holomorphic normalized differentials under biholomorphic mappings of Riemann surfaces. Plugging (61) into (60) and using the definition (14) of the bidifferential W q , we obtain the left-hand side of (59). 2
Corollary 1 The matrices S, M 0 , C for the deformed Riemann-Hilbert problem (54), (55) coincide with those for the non-deformed problem (1), (3) discussed in Sections 4.2 and 4.3.
Remark 7
The determinant of the matrix G q (z) := 1− T q /z of the transformation (57) equals 1 as a corollary of the equality det Ψ r/l = det Ψ r/l q , which in turn follows from the fact that a theorem similar to Theorem 2 holds for the deformed solution Ψ r/l q . The matrix G also satisfies G T q (−z)G q (z) = 1 for the matrix T 2 q vanishes due to the relation
The last equality in (62) is proved, for example, by putting z = 0 and ρ = b k in formula (61).
Real doubles of Frobenius manifolds
In this section we work with the real Hurwitz space, i.e., with the space H g;n 0 ,...,nm of coverings where the set of local coordinates is formed by the branch points of the coverings and by their complex conjugates: {λ j ;λ j } n j=1 . Rotation coefficients of Frobenius structures on the real Hurwitz space [20] are written (33) in terms of the Schiffer and Bergman kernels Ω and B (16), (17) . A solution to the associated Riemann-Hilbert problem is a 2n × 2n matrix which satisfies the linear system (1), (3) with the diagonal matrix U = diag(λ 1 , . . . , λ n ,λ 1 , . . . ,λ n ) and 2n × 2n matrices Γ and V formed by the rotation coefficients (33) as described by (2) and in Section 3.4. We shall refer to this Riemann-Hilbert problem as the Riemann-Hilbert problem for doubles. A solution to this problem can be written in terms of the Schiffer and Bergman kernels analogously to the formulas (52) and (38) for the matrix Ψ. The solution will be denoted by Ψ ΩB ; it is given by the next theorem.
Theorem 6
The solution Ψ r ΩB to the Riemann-Hilbert problem corresponding to the real doubles of Hurwitz Frobenius manifolds is the following 2n × 2n matrix consisting of four n × n blocks: Proof of the theorem is analogous to that given above for Theorem 1. Similarly to Theorem 2 we compute the determinant of the solution Ψ ΩB (z).
Theorem 7 The determinant of the solution Ψ l/r
ΩB from Theorem 6 is given by:
The next theorem establishes a relationship between the solution Ψ(z) to the RiemannHilbert problem for the family of Hurwitz Frobenius manifolds and the solution Ψ ΩB (z) to the Riemann-Hilbert problem for their real doubles. 
Here 1 denotes the identity matrix. By Ψ we denote any of the matrices Ψ r , Ψ l considered in their domains; and Ψ ΩB stands for one of the Ψ r ΩB , Ψ l ΩB , respectively. The matrix T is the following symmetric 2n × 2n matrix consisting of the four n × n blocks. Each block is given by its (ij)-entry; i, j ∈ {1, . . . , n} :
is the basis of holomorphic normalized differentials and B is the Riemann matrix of the surface L.
The proof can be obtained by a direct calculation analogously to the proof of Theorem 5.
Corollary 2 The Stokes matrix, the monodromy at the origin and and the connection matrices corresponding to the Riemann-Hilbert problem for the real doubles have a block-diagonal structure with two blocks. The blocks are given by the respective matrices from the monodromy data of the Riemann-Hilbert problem for Frobenius structures on the complex Hurwitz space (described in Sections 4.2 and 4.3).
Remark 8 Similarly to the matrix T 2 q , the matrix T 2 (65) vanishes as a corollary of relation (62). Therefore, similarly to G q in Remark 7, the matrix G(z) := 1 − T/z of the transformation (64) satisfies the relations: det G(z) = 1; G T (−z)G(z) = 1.
Isomonodromic tau-function
The isomonodromic tau-function τ I associated to monodromy preserving deformations of a system of linear ordinary differential equations was introduced in [11] . The function τ I is a function of deformation parameters; it plays an important role in the theory of isomonodromic deformations. In [11] it was conjectured that τ I is holomorphic everywhere in the space of deformation parameters outside of the hyperplanes where the values of any two deformation parameters coincide. This conjecture was proved in [3, 17] . In our case the deformation parameters are the coordinates {λ k } on the Frobenius manifold. The tau-function τ I is thus holomorphic on the universal covering of the space C n \ {(λ 1 , . . . , λ n ) | λ k = λ l with k = l}. The set of zeros of the function τ I in this space is called the Malgrange divisor; the solvability of the corresponding Riemann-Hilbert problem can be described in terms of this divisor. For example, for the given matrices µ, R and S (see Section 2.2) the solution always exists outside of the Malgrange divisor [2] . In this section we summarize the known results on isomonodromic tau-functions of the systems (1), (3) associated to Frobenius manifolds studied in the paper: the tau-functions are computed in terms of objects defined on the underlying Riemann surface.
For our system (1), (3) corresponding to a Frobenius manifold, the definition [11] of the tau-function reduces, according to Examples 5.2 and 5.3 in [11] , to:
As was shown in [14] , for the Frobenius manifolds with rotation coefficients β ij given by the bidifferential W (12), the isomonodromic tau-function τ I (66) coincides with the so-called Bergman tau-function τ W , introduced and computed in [13] (note that the definition of log τ I used in [14] differs by a factor of −1/2 from the definition of [11] cited here (66)). The Bergman tau-function is defined in terms of the bidifferential W as follows. Denote by S W the following term in the asymptotics of W (P, Q) (12) near the diagonal P ∼ Q :
(the quantity 6S W (x(P )) is called the Bergman projective connection [9] ). Choosing the local parameter to be x i (P ) = √ λ − λ i we denote by S W i the value of S W at a ramification point P i :
Since the singular part of W -kernel in a neighbourhood of the point P i does not depend on coordinates {λ j }, the Rauch variational formulas (18) 
The symmetry of this expression with respect to the indices i and j provides the compatibility of the system of differential equations which defines the tau-function τ W :
The Bergman tau-function (68) first appeared in [15] where it entered the expression for the isomonodromic tau-function corresponding to the Riemann-Hilbert problem with Fuchsian singularities and quasipermutational monodromy matrices. In [13] τ W was computed in terms of the prime form, theta-functions and holomorphic normalized differentials on the Riemann surface. It was also shown that τ W has no zeros in the universal covering of the space C n \ {(λ 1 , . . . , λ n ) | λ k = λ l with k = l}. This implies that the Malgrange divisor for the tau-function τ I (66) is empty. Hence the Riemann-Hilbert problem associated to the Frobenius structures on Hurwitz spaces from [6] is solvable for any point of the Hurwitz space H g;n 0 ,...,nm .
The isomonodromic tau-function τ Iq for the deformed Frobenius manifold structures can be also expressed in terms of the Bergman tau-function. As was shown in [21] , τ Iq = τ W det(B + q) (note that the definition of logτ I in [21] is consistent with that of [14] and therefore is different from the one used here by a factor of −1/2).
In the case of real doubles, the Frobenius manifolds with rotation coefficients (33), let us denote the isomonodromic tau-function by τ ΩB I
; the definition (66) in this case becomes:
The tau-function τ ΩB I is related [20] to the Bergman tau-function by τ ΩB I = |τ W | 2 det(ImB). Thus, we can formulate the following
Theorem 9
The isomonodromic tau-function τ I (66) with β ij = W (P i , P j )/2 (corresponding to the Frobenius structures on Hurwitz spaces from [6] ) coincides with the so-called Bergman tau-function τ W (68) computed in [13] :
The isomonodromic tau-function defined by (66) with β ij = W q (P i , P j )/2 (corresponding to the deformations of the Frobenius structures on Hurwitz spaces from [6] ) is given by
where B is the Riemann matrix of the underlying surface and q is the symmetric matrix of parameters.
The isomonodromic tau-function defined by (69) and the rotation coefficients (33) corresponding to the real doubles of the Frobenius structures on Hurwitz spaces from [6] is given by τ
Since the Bergman tau-function τ W vanishes nowhere in the universal covering of the space C n \ {(λ 1 , . . . , λ n ) | λ k = λ l with k = l}, Theorem 9 implies that the Malgrange divisor of the isomonodromic tau-function τ Iq coincides with the divisor (15) in the space H g;n 0 ,...,nm . Formula (56) shows that, in accordance with the general theory, the solution Ψ q to the Riemann-Hilbert problem corresponding to the deformations of Frobenius manifolds fails to exist exactly at the points of the divisor (15) . The Malgrange divisor of the tau-function τ ΩB I of the real doubles is empty.
Monodromy data: examples
In this section we look at various examples of Hurwitz spaces and compute the Stokes matrix, the monodromy matrix at zero and the connection matrix for the corresponding Riemann-Hilbert problems. We restrict ourselves to the case of rotation coefficients (31) given by the bidifferential W (i.e., to the case of Frobenius manifold structures on Hurwitz spaces from [6] ). All written in this section is valid for the case of rotation coefficients given by the deformed bidifferential W q ; the monodromy matrices (S, C, M ) for the real doubles can be obtained from the ones computed here using Corollary 2, Section 4.4.2.
Set-up
In this section we list a few assumptions on the coverings under which we work in the sequel.
Recall that for a fixed line l dividing the z-plane into the half-planes Π r and Π l the form of the Stokes matrix depends on the arrangement of the branch points on the plane: an off-diagonal entry S ij vanishes if the corresponding Stokes ray r ij (7) belongs to the right half-plane Π r , or, in other words, if Re{z(λ i − λ j )} > 0 for z ∈ l + .
We shall work with the configurations of branch points for which the Stokes matrix is lowertriangular. Let l be an oriented admissible line in the z-plane; and let φ be the angle between l and the real axis. Since the condition S ij = 0 for i < j is equivalent to Re{zλ i } > Re{zλ j } for argz = φ and i < j, we need the branch points to be ordered so that after rotating the set {λ k } n k=1 by the angle φ we would get a set of points ordered according to the descending real part. Such an ordering is shown in Figure 2 . Namely, we define an oriented linel such that the angle betweenl and the real line is π − φ. Then we place the branch points {λ k } n k=1 on the z-plane and consider their orthogonal projections on the linel. We enumerate the projections in the ascending order in the direction of the orientation of the linel. Note that no two projections coincide since l is an admissible line for the equation. A branch point is then assigned the label of its projection on the linel. For such ordering of the branch points, the entries of the Stokes matrix which lie above the diagonal vanish. Recall, that all diagonal entries of the matrix S are equal to 1. In addition we assume that the branch cuts can be chosen to join the neighbouring ramification points, i.e., the points P 1 and P 2 , P 3 and P 4 , and so on (where λ i = λ(P i )).
Let us also assume the sheets of the covering to be ordered. Recall that the contours C r k and C l k are defined to pass through a neighbourhood of the corresponding ramification point P k in a determined way: see inequality (37) and the comment after it. Therefore, we need to make the following assumption for the local parameters near the points P k . Among the two sheets glued together at the point P k we shall call the sheet with a smaller label the "lower" sheet and the other one the "upper" sheet. Then we assume that the branches of the local parameter x k (P ) = λ(P ) − λ k near the point P k are chosen so that the ray arg x k = 3π/4 − φ/2 belongs to the lower sheet and the ray arg x k = −π/4 − φ/2 to the upper sheet glued together at the point P k . In other words, the contours C r k in a neighbourhood of the point P k pass from the lower to the upper sheet of the covering.
Let us summarize the assumptions we made. In what follows we shall refer to them as assumptions A1, A2 and A3:
A1: The configuration of branch points is such that Re{zλ i } > Re{zλ j } for arg z = φ and i < j, i.e., the branch points are ordered as shown in Figure 2 . Note that this ordering depends on the choice of the separating line l.
A2: Pairs of ramification points with successive labels, i.e P 1 , P 2 , and P 3 , P 4 , and so on are connected by a branch cut.
A3: The contours C r k pass from the lower to the upper sheet of the covering in a neighbourhood of the ramification point P k .
In the subsequent examples we assume that the separating line and the branch points are chosen as in Figure 2 .
The Hurwitz space H
The Hurwitz space H 0;0,0 is the space of two-fold genus zero coverings with two simple finite branch points λ 1 and λ 2 . These coverings can be graphically represented by the Hurwitz diagram given by Figure 3 .
Despite its simplicity, the monodromy data in this example exhibits a structure which is shared by the monodromy data of Frobenius structures on all Hurwitz spaces considered below. Namely, we shall see that the Stokes matrix computed in this section will appear as a diagonal block in all subsequent examples of the Stokes matrix.
Let us fix a value z + belonging to the ray l + . The solutions Ψ r and Ψ l (38) can be analytically continued into a sector neighbourhood of the ray l + as in Proposition 2 and Theorem 3. The corresponding contoursĈ r k andĈ l k (see Proposition 2) belong to the space Λ * (z + ). Their projections on the base of the covering satisfy: 
with a small ǫ > 0. A clockwise rotation of the projection pr(Ĉ r k ) towards pr(Ĉ l k ) in the ζ-plane induces a deformation, smooth in a neighbourhood of the ramification point P k , which takes the contourĈ r k intoĈ l k . Figure 4 shows the contours C r k and C l k , k = 1, 2 for the choice of the separating line l as in Figure 2 (when drawing a picture we do not distinguish between the deformed contoursĈ r k ,Ĉ l k and the contours C r k , C l k ). The Stokes matrix gives the coordinates of the contoursĈ l k with respect to the basis of contours in the space Λ * (z + ), z + ∈ l + , given by {Ĉ r k }, see Theorem 3. The contours are related by:Ĉ
This can be seen from the picture as follows. The contourĈ r 1 −Ĉ r 2 is equivalent to a contour on the 0th sheet encircling the branch cut counterclockwise (and to a contour on the first sheet encircling the branch cut clockwise). The same contour is equivalent toĈ l 1 +Ĉ l 2 . Recall that the contoursĈ r/l k can go around the ramification point P k in either direction since the residues of the differentials (35) at the ramification points vanish.
Thus the Stokes matrix of the Frobenius manifold structure on the Hurwitz space H 0;0,0 (i.e., the Stokes matrix (9) of the corresponding equation (1)) has the form:
Let us now compute the connection matrix (50). The contours {C r 1 , C r 2 } give a basis in the space Λ * (z) for z ∈ Π r , |z| < ∞. Another basis in this space is given by Proposition 3. It consists of the contour V 1 , encircling the point ∞ 1 (the point on the sheet number 1 projecting to λ = ∞ on the base) counterclockwise, and the contour W 01 going from the point ∞ 0 to ∞ 1 and satisfying condition (51) near the end points. For our covering these contours are: W 01 = C r 2 , V 1 = C r 1 − C r 2 (we may as well take W 01 = C r 1 , This example shows the construction of the Stokes matrix corresponding to the space of coverings obtained from the two-fold genus zero coverings by attaching an extra sheet along the branch cut connecting two additional branch points (under the assumption that the ordering in the resulting set of four branch points is as shown in Figure 2 ). We shall see (formula (71)) how the 4 × 4 Stokes matrix corresponding to the space H 0;0,0,0 is related to the 2 × 2 Stokes matrix computed in the previous section for the space H 0;0,0 of two-fold genus zero coverings. This will give us an insight into the way to find Stokes matrices for the Hurwitz spaces of coverings which can be obtained from the given one by attaching one extra sheet along a branch cut.
As before, to compute the Stokes matrix we need to find the transformation which takes the contours {Ĉ r k } 4 k=1 to the contours {Ĉ l k } 4 k=1 in the space Λ * (z + ) for z + ∈ l + . The contours C r k and C l k are shown in Figure 6 . Deforming them by a small rotation about P k towards each other, so that the contours C r k rotate clockwise, we obtain the contoursĈ r k andĈ l k . In the space Λ * (z + ), we have the relations:
To verify the relations we note that the contourĈ r 1 −Ĉ r 2 is equivalent to the contour encircling the cut [P 1 , P 2 ] counterclockwise on the 0th sheet; the same contour can be obtained asĈ l 1 +Ĉ l 2 . The contour encircling the same branch cut on the 1st sheet is given byĈ r 2 −Ĉ r 1 . The contour C r 3 −Ĉ r 4 =Ĉ l 3 +Ĉ l 4 encircles the branch cut [P 3 , P 4 ] counterclockwise on the 1st sheet. Therefore, the Stokes matrix (9) of the Frobenius manifold structure on the Hurwitz space H 0;0,0,0 is given by
It is convenient to rewrite this matrix using the Stokes matrix S 0;0,0 (70) from the previous section:
, where
The basis of contours from Proposition 3 in the space Λ * (z) with z belonging to the part of a neighbourhood of z = 0 lying in Π r consists of the contours V 1 , V 2 counterclockwise encircling the points ∞ 1 and ∞ 2 , respectively, and the contours W 0;1 , W 0;2 going from ∞ 0 to ∞ 1 or ∞ 2 , respectively, such that inequality (51) holds for their end-parts. These contours enter the basis set of contours in the given order: {V 1 , V 2 , W 0;1 , W 0;2 }. For our covering we may take: The Hurwitz space H 1;0,0 is the space of two-fold genus one coverings with four simple finite branch points λ 1 , λ 2 , λ 3 , λ 4 . The corresponding Hurwitz diagram is shown in Figure 7 . As before, we assume the branch cuts to be [P 1 , P 2 ] and [P 3 , P 4 ]. The coverings of this type can be obtained from the two-fold genus zero covering discussed in Section 5.2 by adding one more branch cut to the existing sheets. We shall see the relationship between the Stokes matrices corresponding to the Hurwitz spaces H 0;0,0 and H 1;0,0 . This relationship gives a hint at how to proceed from the given Stokes matrix to the other if the corresponding coverings are obtained from each other by adding an extra branch cut (only if the sets of branch points on both coverings are ordered in the way shown in Figure 2) . Figure 8 shows the contours C r k and C l k defining the solutions Ψ r (z) and Ψ l (z) (38) in the right and left half-planes, respectively. From Figure 8 we see that the deformed contoursĈ r k and C l k in the space Λ * (z + ) are related as follows:
Thus, the Stokes matrix of the Frobenius manifold structure on the Hurwitz space H 1;0,0 has the form: agrees with the one that can be found using Theorem 4 and the structure of the contours {Γ k }.
Hurwitz spaces in arbitrary genus
In the above examples we saw how the Stokes matrix corresponding to the space H 0;0,0 of twofold genus zero coverings is related to the Stokes matrices corresponding to the Hurwitz spaces of coverings obtained from a two-fold genus zero covering by one of the following two operations: i) adding one sheet and one branch cut (Section 5.3); ii) adding one branch cut (Section 5.4). The former operation does not change the genus of the covering and the latter increases the genus by one. Iterating these operations we can obtain an arbitrary covering with simple branch points which is not ramified over the point at infinity and for which the branch cuts can be chosen to join two neighbouring ramification points. Therefore, we can describe the Stokes matrix corresponding to the space of coverings of this type basing on the above examples. This is done in the next proposition. Recall that the branch cuts are assumed to be added in a way that the entire set of branch points is ordered as described by assumptions A1 and A2 in Section 5.1. Figure 2 with respect to a line l which is an admissible line for equation (1) built from a Frobenius structure on the Hurwitz space; ii) for any odd k, the ramification points P k and P k+1 (and only these points) are connected by a branch cut; iii) the sheets of the covering are ordered and in a neighbourhood of the ramification point P k the ray arg x k = 3π/4 − π/2 belongs to the lower of the two sheets glued together at P k .
Then the Stokes matrix of the corresponding Frobenius manifold has the following structure. Let us take a branch cut [P k , P l ], l = k + 1, joining the sheets number N k and N l where N k < N l and describe the corresponding kth and lth columns of the Stokes matrix S = (S ij ). The elements S ik and S il for i < k vanish. The diagonal block, the intersection of the kth and lth columns and • The branch cut [P i , P j ] joins the sheets number N l and N j such that N l < N j .
• The branch cut [P i , P j ] joins the sheets number N k and N i such that N i < N k . Proof. The kth and lth columns of the Stokes matrix S give the coordinates of the contourŝ C l k andĈ l l with respect to the basis {Ĉ r j } in the space Λ * (z + ) with z + ∈ l + . The contourĈ l k is obtained from the contourĈ r k as follows. The projection λ(Ĉ r k ) ofĈ r k on the base of the covering is rotated clockwise about the point λ k towards the projection λ(Ĉ l k ) and then is lifted back to the covering so that the resulting transformation of the contourĈ r k is smooth in a neighbourhood of P k . Away from this neighbourhood the transformation is not smooth since the branch cuts belonging to the sheets number N k and N l are in the way of the rotation of the contourĈ r k on the covering (see Figures 6, 8 and the corresponding examples) . Thus, the differenceĈ l k −Ĉ r k can be expressed as a linear combination of contours encircling the branch cuts on the sheets N k and N l . As we have seen in the examples, a contour encircling a branch cut [P i , P j ] is given by ±(Ĉ r i −Ĉ r j ) in the case of simple ramification. The assumptions A1 and A2 on the arrangements of the branch points and cuts imply that the branch cut [P i , P j ] can be in the way of the rotation of the contourĈ r k towardsĈ l k on the covering only if k < i < j. Therefore, in the kth column of the Stokes matrix the first k − 1 elements vanish, i.e., S ik = 0 for i < k. Analogously, for the lth column we have S il = 0 for i < l. The clockwise (towardsĈ l l ) rotation ofĈ r l does not cross the branch cut [P k , P l ], therefore,Ĉ l l is equivalent toĈ r l plus the contours ±(Ĉ r i −Ĉ r j ) with l < i < j encircling the branch cuts [P i , P j ] belonging to the sheets N k and/or N l . For the kth column of the Stokes matrix we note that the contour encircling the branch cut [P k , P l ] can be expressed asĈ r k −Ĉ r l =Ĉ l k +Ĉ l l , therefore, C l k =Ĉ r k − 2Ĉ r l + j>i>l a ij (Ĉ r i −Ĉ r j ) with some integers a ij , which shows that the diagonal block is given by the matrix S 0;0,0 (70). The exact form of the added combinations of contours ±(Ĉ r i −Ĉ r j ) with l < i < j is analogous to that in the examples considered above. The form of the block (73) given in the proposition is obtained by a straightforward generalization of the examples from Sections 5.3 and 5.4. Note that we need to specify which sheet lies above (is labeled with a larger number) because of the assumption that the contours of integration C r k in a neighbourhood of the corresponding ramification points pass from the lower to the upper sheet. 2
The block (73) equals
To illustrate Proposition 6 we give below the Stokes matrix S corresponding to the Hurwitz space of the coverings of the type represented by the diagram in Figure 9 (note that the points P 7 and P 8 do not belong to the sheet number two). , where 0 is a 2 × 2 zero matrix; S 0;0,0 is the Stokes matrix (70) corresponding to the Hurwitz space of genus zero two-fold coverings with two finite branch points, and A is the 2 × 2 block given by (71).
In particular, we get the Stokes matrix corresponding to the space of the genus zero coverings obtained from the two-fold genus zero covering shown in Figure 3 by consequently adding an extra sheet and two finite branch points. An example of such coverings is given by the Hurwitz diagram shown in Figure 10 . In terms of the matrices S 0;0,0 (70) and A (71), the Stokes matrix for Frobenius manifold structures on the Hurwitz space of the coverings from Figure 10 The Stokes matrix corresponding to the general case of Hurwitz space of such genus zero coverings without ramification over the point at infinity has the same structure.
In the case of the Hurwitz spaces H g;0,0 of hyperelliptic coverings represented by the Hurwitz diagram in Figure 11 , Proposition 6 implies that the (2g + 2) × (2g + 2) Stokes matrix of the P P 
