We study trends in the slope of the total mass profiles and dark matter fractions within the central half-light radius of 258 early-type galaxies, using data from the volume-limited ATLAS 3D survey. We use three distinct sets of dynamical models, which vary in their assumptions and also allow for spatial variations in the stellar mass-to-light ratio, to test the robustness of our results. We confirm that the slopes of the total mass profiles are approximately isothermal, and investigate how the total-mass slope depends on various galactic properties. The most statistically-significant correlations we find are a function of either surface density, Σ e , or velocity dispersion, σ e . However there is evidence for a break in the latter relation, with a nearly universal logarithmic slope above log 10 [σ e /(km s −1 )] ∼ 2.1 and a steeper trend below this value. For the 142 galaxies above that critical σ e value, the total mass-density logarithmic slopes have a mean value γ = −2.193 ± 0.016 (1σ error) with an observed rms scatter of only σ γ = 0.168 ± 0.015. Considering the observational errors, we estimate an intrinsic scatter of σ intr γ ≈ 0.15. These values are broadly consistent with those found by strong lensing studies at similar radii and agree, within the tight errors, with values recently found at much larger radii via stellar dynamics or HI rotation curves (using significantly smaller samples than this work).
INTRODUCTION
The current paradigm of galaxy formation dictates that the baryonic matter that forms the galaxies we observe is embedded in large haloes of dark matter (White & Rees 1978) . It is believed that dark matter, while unseen by conventional observations, is the dominant form of mass in the Universe (Blumenthal et al. 1984) . Meanwhile, galactic observables are derived almost exclusively from observations of the baryonic matter. Yet, as crucial to galaxy formation as these two components are, the interplay between dark and baryonic matter on galactic scales has so far evaded a detailed explanation. Unfortunately the empirical separation between the luminous and dark matter suffers from observational difficulties and model degeneracies, unless very spatially extended kinematic information is available. However, what is robust to measure is the combination of both components, namely the total mass distribution. For this reason, the total mass has emerged recently as an important empirical test for galaxy formation theories.
Since the first convincing evidence for dark matter in galaxies (Rubin & Ford 1970) , rotation curves have been a critical tool for * E-mail: adriano.poci@students.mq.edu.au (MQU) studying late-type (spiral) galaxies. The rotational velocities are set by the gravitational potential in which the galaxy resides, and thus trace the total mass. Measurements of these rotational velocities revealed that they remain approximately constant out to large galactocentric radii, rather than declining in velocity as would be expected for standard Keplerian orbits. Known as the disk-halo conspiracy (Bahcall & Casertano 1985; van Albada & Sancisi 1986) , this observation is interesting on account of the broad range of masses that have been studied, using a variety of observational techniques. Subsequently, attention has since turned to early-type galaxies (ETGs). The Sloan Lens Advanced Camera for Surveys (SLACS) project (Bolton et al. 2006) found that the total mass-density profile slopes appear to vary little across a sample of ETGs with stellar mass M * > ∼ 10 11 M (Koopmans et al. 2009; Auger et al. 2010) . Isotropic mass models were constructed for 73 confirmed strong lenses with median Einstein radius of R e /2. The mean slope of the power-law density profile ρ tot (r) ∝ r −γ was found to be γ = 2.078 ± 0.027 with an intrinsic scatter of just σ intr γ Cappellari et al. (2015) constructed anisotropic dynamical models of the total mass, for a sample of 14 fast-rotator ETGs. Unlike previous work, they were able to probe the outer regions of their objects (to a median radius of 4 R e ), where dark matter is believed to dominate. They find comparable results, reporting a mean slope and scatter for the total mass-density profiles of γ = 2.19 ± 0.03 and σ γ = 0.11, respectively. Using observations of HI, Serra et al. (2016) were able to model a sample of 16 fast-rotator ETGs out to a mean radius of 6 R e , and independently confirm, with remarkable accuracy, both the slope and scatter previously found, reporting γ = 2.18 ± 0.03 and σ γ = 0.11. These studies provide very strong evidence for the existence of the bulge-halo conspiracy in ETGs.
Exploring possible relations of the total mass-density profile slope with galactic properties, within R ≈ R e /2, Dutton & Treu (2014) modelled various galaxy-formation scenarios within the Λ-Cold-Dark-Matter paradigm. They found that the observations of the bulge-halo conspiracy are best reproduced by models that assume an uncontracted Navarro, Frenk, and White (NFW; Navarro et al. 1996) dark matter halo. They also presented model predictions for the correlations of the total mass-density profile slope (within 1 R e ) with stellar surface density, effective radius, stellar mass, and velocity dispersion, and found correlations with all of these parameters (albeit with varying degrees of significance). Using kinematic modelling, Cappellari et al. (2015) and Serra et al. (2016) investigated possible correlations of the slope out to ∼ 4 R e with effective radius and velocity dispersion, and found no significant trends. However, their samples spanned a limited range of mass and were restricted to σ e > ∼ 100 kms −1 , and this may be the reason for the lack of trends. In fact, when using the models of Cappellari et al. (2013a) and restricting the analysis to the range covered by the ATLAS 3D observation (1 R e ), Cappellari (2016, Fig. 22c) found that, below the critical mass M crit < ∼ 2 × 10 11 M , the total profile slopes follow lines of nearly constant velocity dispersion. This agrees with the indications from the gradients of σ(R) presented in Cappellari et al. (2013b) .
Numerical simulations have also produced similar results. Remus et al. (2013) concluded that galactic evolution via mergers drives the total-mass towards a slope of ∼ −2. Furthermore, they claim that once a galaxy has evolved such that its total mass is described by a power-law with slope of ∼ −2, subsequent mergers do not cause departures from this value, indicating that this slope does indeed have unique properties in the context of galaxy formation and evolution.
In this work, we present the results of our own modelling on the correlations of total mass-density profile slope with galactic observables, as well as the mean and scatter of both the total and stellar-only slope distributions. We use stellar kinematics for 258 ETGs from the ATLAS 3D survey (Cappellari et al. 2011) , which extends to a median radius of 0.9 R e (Emsellem et al. 2011) . This makes our spatial coverage comparable to that of the SLACS survey. However, the two samples are quite complementary, with ATLAS 3D being essentially mass-selected, while SLACS is nearly σ-selected (see Posacki et al. 2015 , for a discussion). In addition to kinematic models, we construct detailed star formation histories from spectroscopic data in order to account for effects of spatial variations in the stellar populations. These factors produce robust, homogeneous, and general models of a large sample of ETGs, which in turn place strong constraints on the existence of a 'bulge-halo conspiracy' and any correlations with galactic observables. This paper is laid out as follows. Section 2 describes the data and modelling processes in detail, including the construction of the stellar population models, as well as the assumptions behind our various models. The results are presented in Section 3, which compares all models to previous work. A discussion and interpretation of these results are given here also. Our conclusions are given in Section 4.
DATA & MODEL DEFINITIONS

Kinematic Data
The kinematic data for this work comes from the ATLAS 3D survey (Cappellari et al. 2011) . ATLAS 3D studied 260 ETGs with the SAURON (Bacon et al. 2001) Integral-Field Unit (IFU). Objects were selected to have D < 42 Mpc and M K < −21.5 mag, with the resulting sample containing stellar masses of M 6 × 10 9 M . The IFU data 1 provides both the kinematic and spectral data necessary for the modelling conducted in this work. For a description of the extraction of the stellar kinematics, see Cappellari et al. (2011) .
Spectral Models
In order to account for spatial variations in the stellar populations, we compute the radial profile of the stellar mass-to-light ratio (M/L) for each galaxy. A Salpeter IMF is assumed for this derivation, and so the result is denoted (M/L) Salp . The data are Voronoi-binned (Cappellari & Copin 2003) , with a minimum S/N of 80 per bin. Each bin is fit with a linear combination of single stellar population model spectra using the penalised pixel fitting (pPXF) method of Cappellari & Emsellem (2004) , and upgraded as described in . We use 66 single stellar population (SSP) templates taken from the MIUSCAT model library (Vazdekis et al. 2012) . Our templates span a grid of 11 ages, with t = [0.501, 1.000, 1.995, 3.162, 3.981, 5.012, 6.310, 7.943, 10.000, 12.589, 14 .125] Gyr (chosen for computational speed), and 6 metallicities, with [Z/H] = [−1.71, −1.31, −0.71, −0.40, 0.00, 0.22] (equivalent to Z = 0.0004 − 0.03), and assuming a unimodal IMF of slope 1.30 (equivalent to Salpeter 1955) . In the pPXF fit, we employ linear regularization to suppress noise in the weights distribution and produce smooth solutions, whereby the weights of the fit vary gradually in age and metallicity (as done in Onodera et al. 2012; Cappellari et al. 2012; McDermid et al. 2015; Posacki et al. 2015; Morelli et al. 2013 Morelli et al. , 2015 . We compute this fit at every bin, and use the resulting star formation histories to produce a spatially-resolved map of (M/L) Salp . These values 1 are then parametrised on thin elliptical annuli in order to construct the (M/L) Salp (R) profile. For each of the j Gaussians of the stellar mass model (see Section 2.3), a corresponding annulus is constructed that extends out to σ j , with ellipticity q j . This process hence relaxes the assumption of a spatially-constant (M/L) Salp from the initial ATLAS 3D study (Cappellari et al. 2013a) . We note that that work used a different grid of ages in their SSP templates, with 26 logarithmically-spaced ages from 1 − 17.782 Gyr.
Axisymmetric Dynamical Models
All kinematic models conducted for this work use the multiGaussian Expansion (MGE) technique (Monnet et al. 1992; Emsellem et al. 1994; Cappellari 2002) , in conjunction with Jeans Anisotropic Modelling (JAM) (Cappellari 2008) . The MGE provides an analytic description of the observed surface brightness, by fitting a series of Gaussians to the isophotes. The MGEs for this work were computed from the Sloan Digital Sky Survey (SDSS; York et al. 2000) and Isaac Newton Telescope r-band (AB mag) photometry, and were published in Scott et al. (2013) 1 . Thus, all L and M/L measurements in this work are implicitly r-band measurements. The JAM model then predicts the second moment of the velocity distribution based on this MGE, assuming the galaxy is axisymmetric.
We run and compare three distinct models in this work, which are described in detail below.
Model I This model assumes the total mass-density profile is a spherical double power-law of the form
where r s is the break radius and ρ s is the density at the break radius. This is a special case of the Nuker Law (Lauer et al. 1995) , with α = 1. However, since we fix r s at 20 kpc (as done in Cappellari et al. 2013a) , which is much larger than the field-of-view of the observations, this model approximates a single power-law in the region where we have data. Contrary to standard practise, the gravitational potential is not computed as the co-addition of the stellar mass and an assumed parametrisation for the dark matter halo. Instead, the gravitational potential is computed from the assumed spherical parametrisation of the total density, given in Eq. 1. The stellar MGE is simply used by the JAM model to describe the distribution of the stellar tracer, which is needed to compute the dynamical observables. This non-standard approach was also used in model (e) of Mitzkus et al. (2017) . Of course, the total density will include a contribution from the stars and the dark matter, and account for possible variations in the stellar M/L. However, in our approach, no assumptions are needed about how these different components contribute to the total density. Only after the fit, this total mass profile is decomposed into its corresponding stellar and dark matter constituents, as described in Section 2.4. This model has 4 free parameters; (i) orbital anisotropy, β z ≡ 1 − σ 2 z /σ 2 R , for velocity dispersion along the symmetry axis and cylindrical radius, σ z and σ R , respectively. (ii) inclination, i (iii) density at the break radius, ρ s (iv) inner slope of the total mass profile, γ. Model II For this model, the total mass-density profile is assumed to be an axisymmetric oblate spheroid given by
where m = R 2 + z 2 /q 2 is the elliptical radius and (R, z) are cylindrical coordinates, now γ is the inner slope, and ν is the outer slope. In this model also, the stars still act only as a tracer and are described by the MGEs of Scott et al. (2013) . Here, we do not fix r s . It is instead added as an additional free parameter, with generous bounds to avoid prohibiting any good solutions. As a result, this model has 7 free parameters; (i) orbital anisotropy, β z (ii) inclination, i (iii) density at the break radius, ρ s (iv) inner slope of the total mass profile, γ (v) outer slope of the total mass profile, ν (vi) break radius, r s (vii) axis ratio of the oblate spheroid for the total mass component, q.
Model III In this case we simply compute the total mass slopes from the published Model (B) of Cappellari et al. (2013a) without re-fitting the model. Unlike the above two, this model does not explicitly parameterise the total mass. It instead takes the more conventional approach of fitting the measured stellar and assumed dark matter components directly to the data. The total mass of this model is described as the co-addition of a spherical NFW halo and the MGE stellar density for an assumed constant M/L from Scott et al. (2013) . We thus use Model III as a baseline to compare against the total mass approach. This model had 4 free parameters; (i) orbital anisotropy, β z (ii) inclination, i (iii) stellar mass-to-light, (M/L) stars (iv) the dark matter halo virial mass, M 200 .
The parameters are optimised in a Bayesian framework, using Markov Chain Monte Carlo (MCMC) inference techniques (Hastings 1970) . We use (Foreman-Mackey et al. 2013 ), a Python implementation of the Goodman & Weare (2010) Affine-Invariant MCMC Ensemble sampler, to estimate the posterior distributions of our free parameters. Flat priors were assumed for all parameters within their respective bounds. The bounds for each parameter are illustrated by the extents of the corresponding panels in Fig. 3 . Some parameters have hard bounds based on physical reasoning. Inclination can not exceed 90°, while the lower limit is determined by the flattest Gaussian of the MGE model. The upper bound for both the inner and outer slopes is set to 0, since it is unreasonable to expect the total density to increase with radius. The axis ratio is defined on the interval [0, 1]. All other bounds were chosen simply to give the walkers sufficient freedom when probing the space.
We then characterise the distributions of total-and stellarmass density profile slopes from our models. The slope we use for all models is the mean logarithmic slope, computed by definition as
where
. We enforce the conditions in Eq. 4 to ensure that we are using only constrained data to compute the slopes. The inner bound, R in , is set so as to reduce the impact of the flattening of the stellar MGE on the computation of the slope. This flattening is an effect of seeing on the SDSS images from which the MGEs were derived, rather than a physical characteristic of the galaxy. The outer bound, R out , is set such that for the majority of the sample we use R e as is typical for galactic property derivations. However, in the few cases within our sample where R e > R max , this condition ensures that no extrapolated data is used to compute the slope. Since r S is fixed at 20 kpc in Model I, γ essentially coincides with the parameter γ in Eq. 1, as directly optimised in MCMC. Conversely, given the freedom in r S and ν, this may not be the case in Model II.
Decomposing Dark and Luminous Mass
In most previous work (for example, see Weijmans et al. 2008; Forestell & Gebhardt 2010; Morganti et al. 2013; Cappellari et al. 2013a Cappellari et al. , 2015 , one typically assumes a certain parametrisation for both the stars and the dark matter. In that case, the free parameters of the models consist of the M/L of the axisymmetric/triaxial stellar distribution, as well as the parameters of the generally-spherical dark matter halo.
Here we use a different approach, which is motivated by our desire to reduce the number of assumptions made in the derivation of the total mass-density profiles, which is the main focus of this work. To achieve this, we parametrize the total mass distribution directly and we treat the stars as tracer particles in the adopted gravitational potential. In this way, our total mass profiles are only dependent on our rather general assumed parametrisations given in Eqs. 1 and 2, while it is completely independent of any assumption about the luminous and dark matter.
Once the total density has been obtained, to make inferences about the luminous and dark matter separately, we need to introduce assumptions about their parametrizations. While we do not claim that this approach is superior to fitting the kinematics assuming a stellar and dark matter halo as in Model III, the approach of Models I and II is distinctly different from Model III, which allows us to assess the robustness of decomposing the stellar and dark matter profiles. For the dark component, we consider the NFW profile
where r s = 20 kpc for the dark matter profile in Models I and II. The stellar mass is computed by multiplying the stellar luminosity by the M/L inferred from the stellar population via full spectrum fitting (see Section 2.2). Specifically, we take the MGE from Scott et al. (2013) and multiply the peak surface brightness Σ j of the j-th Gaussian (with dispersion σ j ) by the projected radial (M/L) Salp profile, measured at radius R = σ j . In doing this, we account for differences in the stellar mass that arise from variations in age and metallicity across the galaxy. After this multiplication, the MGE provides a description of the stellar mass surface density, for the assumed Salpeter IMF. This MGE is then deprojected using Eqs. (10) and (14) of Cappellari et al. (2013a) , to obtain the intrinsic axisymmetric stellar density. The spherically-averaged stellar density profile is computed from the MGE using Note 11 of Cappellari et al. (2015) :
where M j , σ j , and q j are the deprojected mass, dispersion, and axis ratio, respectively, of the j-th Gaussian of the MGE model. α IMF is a global scaling constant. As described in Section 2.2, the stellar MGE is computed under the assumption of a constant Salpeter IMF. For this reason, any deviation of α IMF from unity can be interpreted as a deviation of the IMF mass normalisation from Salpeter. The only free parameters at this stage are α IMF and ρ DM,s . Thus, we set ρ tot = ρ star + ρ DM , and optimise these remaining free parameters in an independent run of MCMC. The final result of this optimisation for 16 representative galaxies is illustrated in Fig. 1 . These profiles are fitted only in the region 2 ≤ r ≤ r max . The central 2 is excluded from the JAM model to avoid any bias to the stellar velocities due to the presence of a supermassive black hole (however, the mass of the black hole is accounted for according to the M • −σ relation of Gebhardt et al. 2000) . Thus this region should not influence subsequent fits. Furthermore, given that a small subset of the ATLAS 3D sample have r max < R e (where r max is the largest elliptical coordinate in the kinematic data), we avoid extrapolation by using r max , ensuring we fit only where we have kinematic data.
Once we have optimised all parameters, we compute the dark matter fractions and slopes for the objects in our sample. The fraction of dark matter is calculated as
where M(r = R e ) is the mass enclosed in a sphere of radius R e . Posacki et al. (2015) , SD/L Note: The 'best' and 'sample' columns are for the best models (with data quality > 1; see Table 1 , Cappellari et al. 2013a ) and the full sample, respectively. Auger et al. (2010) provide tabulated data on the 59 objects out of their 73 with reliable kinematics. The value for Posacki et al. (2015) was computed by adopting the upper limits where necessary from Table 2 of that work. The type of observation used is provided with the reference, where SD is stellar dynamics, and L is lensing.
Specifically, M tot here corresponds to the integral of the total massdensity profile, ρ tot , which is fit directly to the kinematics. M tot and M DM are analytically integrated from the total-and dark-mass MGEs, respectively (which characterise the surface density, instead of the surface brightness as described in Section 2.3) up to a radius of 1R e using Eq. 1 of Janz et al. (2016):
RESULTS & DISCUSSION
Presented here are the results of our kinematic modelling. Fig. 2 presents the JAM models for a subset of the ATLAS 3D sample, selected to illustrate the range of kinematic structures probed by our models. For an in-depth discussion of the kinematics structures present in the ATLAS 3D sample, see Krajnović et al. (2011) . Similarly, the results of the MCMC process for a subset of the sample are given in Fig. 3 .
Dark Matter Content
The inferred dark matter fractions of the full ATLAS 3D sample for Models I and II are shown in Fig. 4 , and recorded in Table A1 . We extend our sample with data from Posacki et al. (2015) , who conducted a detailed lensing/dynamics analysis on 55 of the SLACS lenses. This data extends our sample to higher velocity dispersions.
Comparisons are presented in Table 1 . The agreement of our models with previous work is interesting on account of the significant differences between the observational techniques and sample size. In the decomposition of the total mass, we attribute any difference between the stellar and total-mass components to dark matter. The resulting dark matter fractions are therefore dependent on the assumed stellar M/L profile. As mentioned above, we take into account the spatial variations in age and metallicity (the star formation history) by computing full spectral fits to each spatially-binned spaxel in the SAURON data, which in turn are converted into M/L values assuming a constant IMF (Section 2.2). We note that, in addition to the overall rescaling of the stellar mass normalisation encapsulated by the parameter α IMF in Eq. 6, the precise shape of The decomposition of the total mass-density profile into the stellar and dark matter components, for 16 galaxies from the ATLAS 3D sample. The profiles are fitted only in the region 2 ≤ r ≤ r max , which is set as the range of each x-axis, where r max is the outer-most elliptical coordinate in the data cube.
the stellar M/L profile for a given star formation history will depend to some extent on the choice of IMF, as the response of the stellar M/L to different age and metallicity distributions depends on the ratio of (short lived) high-mass to (long lived) low-mass stars. Thus, while the IMF itself does not vary in our work, a different choice of fiducial IMF would result in different stellar M/L profiles, with subsequently different stellar slopes and dark matter fractions. To test the impact of this, we re-computed our dark matter fractions for 12 unimodal IMFs, with slopes ranging from 0.30 to 3.30, as well as a broken power-law Kroupa-like (Kroupa 2001) IMF. We are able to exclude unimodal slopes of 2.50 or steeper, as they result in stellar masses in excess of the total dynamical mass for all galaxies. Considering only the IMFs with physically-permitted unimodal slopes or Kroupa-like shape, the dark matter fractions of some galaxies with relatively strong population gradients could change by up to 0.10, while the full-sample median dark matter fraction varied by at most ∼ 0.04 in absolute terms.
Some galaxies in the sample are affected considerably by dust, and so more sophisticated dust correction algorithms may improve the mass model derived from the photometry. A more accurate mass model would improve the accuracy of the stellar profile, and subsequently of the dark matter fractions also. Moreover, dynamics from infrared spectroscopy would further alleviate issues with dust (for example, see Williams et al. 2014 ).
Correlations with the Total Mass-Density Profile Slope
Presented here are the constraints on the scaling relations of the total mass-density slopes found from our analysis. Fig. 5 shows the trends with effective radius, the velocity dispersion within an effective radius, and the total-mass surface density. The surface density is computed by
with M JAM and R e tabulated in Cappellari et al. (2013a) . Overall, we find that the total slopes are quite universal, in agreement with previous results. Moreover some trends do not appear robust and have some dependence on the particular model assumptions. We observe the most significant correlations from Model I. The increased generality of the assumptions in Model II may be the cause of the larger scatter in these correlations, discussed further in Section 3.3. Auger et al. (2010) report a correlation of greater than 3σ significance of the total slope with effective radius. This is in agreement with the models presented by Dutton & Treu (2014) , which show correlations of varying degree. Tortora et al. (2014) computed spherical, isotropic mass models with various assumed dark matter haloes, using data from the SPIDER (La Barbera et al. 2010 ) and ATLAS 3D ETG samples. They found a very clear trend of the total mass-density profile slope with R e , with smaller galaxies having steeper slopes. Here, we find a weak correlation of the total slope (2013a) . The galaxies with data quality ≤ 1 are represented by red crosses, which were flagged for having strong dust, poor kinematic data, or other features that are detrimental to the modelling (see Table 1 , Cappellari et al. 2013a ). The green stars are SLACS data, as published by Posacki et al. (2015) .
with R e only in Model I. Conversely, both Models II and III from this work, as well as Cappellari et al. (2015) , show no significant correlations with R e . All of our models are suggestive of a negative correlation with σ e for galaxies with log 10 (σ e ) < 2.1. We observe a break at log 10 (σ e ) ≈ 2.1, with a weakly-increasing slope for galaxies that have high velocity dispersion. This is interesting, given that it is present in all of our models. We quantify this impression in Fig. 7 for Model I (though the break is strikingly similar in all of our models), using a generic broken power-law of the form
where A 0 is a scale factor, x s is the break value, and α 1 and α 2 are the slopes of each regime. To determine the significance of this, we again make use of MCMC to optimise the free parameters of Eq. 10. It is clear from Fig. 6 that a single power-law relationship (with α 1 = α 2 ) is excluded by the posteriors with 3σ confidence. Importantly, without any prior bias, the optimal value for x s indicates a break at log 10 (σ e ) ≈ 2.1. We explore the significance of this break further in Section 3.3.
Correlations with σ e/2 are also predicted by the models of Dutton & Treu (2014) , which range from weak to strong depending on the model assumptions. Their mass-follows-light model matches best our results when restricted to the region log 10 (σ e ) > ∼ 2.1. However, all other models from that work show steeper trends with σ e/2 , which our data do not support. Moreover, despite the fact that the data presented by Auger et al. (2010) is at the high end of our σ e coverage, they find a weak negative correlation, which causes tension with our results. Tortora et al. (2014) found tentative evidence for steepening total-mass slopes with increasing effective velocity dispersion, supported by their models that test various dark-matter haloes, across a similar range of σ e as used here.
Finally, the correlation of total slope with total-mass surface density from Model I shows a very clear and statistically-significant inverse relationship. All other models in this work, as well as all models from Dutton & Treu (2014) and the data from Auger et al. (2010) , show similar trends of the total slope with the surface density despite, for instance, the added freedom in Model II or the different observational conditions in Auger et al. (2010) . Furthermore, Sonnenfeld et al. (2013) studied the evolution of structure in ETGs over a modest redshift range using lensing observations. They model their objects with a spherical single power-law as done by Auger et al. (2010) . Their results show definite correlations between the total mass-density profile slope and the stellar surface density, with a rate of ∂γ ∂Σ = −0.38 ± 0.07 (accounting for their reversed definition of γ ). This is steeper than the trends shown in Fig. 5 (the b parameter) , though this is likely due to the differences between total and stellar surface densities within 1 R e . Newman et al. (2015) conducted a consistent analysis of ETG lenses, ranging from galaxy-scale objects (taken from SLACS) to cluster-scale lenses. Their results agree with those of Sonnenfeld et al. (2013) , reporting a value of ∂γ ∂Σ = −0.34 ± 0.11. They also find that the total slope depends significantly on the halo mass, M 200 , reporting ∂γ ∂ M 200 = 0.33 ± 0.07. It is perhaps not surprising, then, in light of these dependencies and the size of our galaxy sample, that we find a larger scatter in the total slopes compared to previous work.
In addition to the galactic observables tested above, we investigate the total slope on the mass plane (Cappellari et al. 2013a ), presented in Fig. 8 . The thick red line is the Zone of Exclusion (ZOE), given by Eq. 4 of Cappellari et al. (2013b) . The coloured points have been smoothed by the Locally Weighted Regression technique ( ) of Cleveland (1979) as implemented in the loess_2d 1 Python procedure of Cappellari et al. (2013a) . The aim of is to characterise the underlying distribution of the data, even with relatively small samples. We observe that, below the critical stellar mass M crit ≈ 2 × 10 11 M , the total slope follows lines of constant velocity dispersion in all panels, while the slope decreases above M crit , which is consistent with Fig. 22c of Cappellari (2016) using Model III. This agrees with the correlations detected in Fig. 5. 
Distributions of Mass-Density Profile Slopes
The total and stellar profiles for the full ATLAS 3D sample are presented in Fig. 9 . It can be seen that the total slopes remain nearly-isothermal across the entire radial range of the data, and that indeed the spread of slopes is small. The stellar slopes in this figure are those found by converting the luminosity into mass using the (M/L) Salp (R) profile, namely assuming a Salpeter IMF. The stellar density profiles steepen in the outer regions, such that ρ star (r > R e ) ∝ r −3 . These results are in very good agreement with Cappellari et al. (2015) , who find similar behaviour in both the total and stellar density profiles within similar radial ranges.
Based on our findings in Section 3.2, we investigate the distribution of slopes for galaxies with log 10 (σ e ) > 2.1. This is to avoid any variations of the total slopes with other galactic observables that would skew or otherwise alter the one-dimensional histogram. These distributions are presented in Fig. 10 .
We observe the largest scatter in the distribution of total slopes from Model II. To understand why, we studied in detail some galaxies where the total slope was significantly different between Model II and the other two models. We found that in those cases the large differences were due to the fact that Model II tried to use the extra freedom in the total mass-density profile parametrization to fit the complex kinematics of barred galaxies. This suggests that Model II is less robust than the others against systematic issues in the modelling assumptions. For this reason we ignore the results of Model II in our main conclusions.
The scatter reported in this work is computed as the biweight Figure 5 . The observed trends of total mass-density profile slope with effective radius (left column), velocity dispersion within an effective radius (middle column), and total-mass surface density (right column). The rows from top to bottom are the results from Model I, Model II, and Model III, respectively. The galaxies with data quality ≤ 1 are represented by red crosses, which were flagged for having strong dust, poor kinematic data, or other features that are detrimental to the modelling (see Table 1 , Cappellari et al. 2013a ). The blue points are all other objects from the sample used in this work. The green stars are SLACS data, where γ are published by Auger et al. (2010) , σ e is published by Treu et al. (2010) , R e is published by Posacki et al. (2015) , and the values of Σ e are computed from the MGEs and M/L values of Posacki et al. (2015) . All values from both SLACS and ATLAS 3D are used in the fits and correlation coefficients. The black solid line is the best-fitting line of the general form y = a + b (x − x 0 ), with a, b, and x 0 inset. The dashed and dotted lines are the formal 1 and 2.6σ bounds, enclosing 68% and 99% of the data, respectively. ε y and ∆ are the intrinsic and observed scatter, respectively. The Spearman and Pearson coefficients (top and bottom values, respectively) are also inset. The figure is produced using the Python implementation of the _ procedure of Cappellari et al. (2013a). sigma, which is shown to be more robust to outliers and smallnumber statistics compared to, for instance, the conventional standard deviation (Beers et al. 1990 ). Errors on the mean and variance estimators are computed using bootstrapping techniques. We repeatedly draw a random subset of total slopes from the sample, and compute the mean and biweight sigma. We then find the variance of these subsets of means and biweight sigmas. In addition, as seen in Fig. 10 , we compute kernel density estimations for all distributions, assuming a Gaussian kernel. We then fit a Gaussian to this density estimation in order to gauge how well the distributions are described by Gaussians, and consequently which variance estimators are appropriate. Table 2 are the properties of our distributions, along with the results of other works. Again, these results show close agreement with previous work, which use different observational techniques and samples. There is a clear tendency towards an isothermal total slope for the ETGs studied in the above works. By virtue of the models run in this work, our results are free from any assumptions or biases about the stellar population or dark matter (these are introduced at a later stage of the analysis), since we model The results here are for the 142 galaxies from the ATLAS 3D sample with log 10 (σ e ) > 2.1. The (observed) scatter reported for our models is given by the biweight sigma of Beers et al. (1990) . In addition, we compute the observed scatter using biweight sigma from the data of Auger et al. (2010) . The r column contains the median radius probed by each work, in units of R e . The type of observation used is provided with the reference, where SD is stellar dynamics, L is lensing, and GD is gas dynamics.
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the total mass directly. This is similarly the case with the data from Auger et al. (2010), though with less-detailed models. The correlations of the total slope with velocity dispersion (as in Fig. 5h ). The blue points are our good data, while the red crosses are for galaxies with data quality ≤ 1, which were flagged for having strong dust, poor kinematic data, or other features that are detrimental to the modelling (see table 1 of Cappellari et al. 2013a ). The green stars are SLACS data, where γ is published by Auger et al. (2010) and σ e is published by Treu et al. (2010) . The black curve is the best-fit generic broken power-law given in Eq. 10, which is fit to all SLACS and ATLAS 3D data, with the optimal values inset.
We similarly characterise the slopes of the stellar-only component within each galaxy. These results are presented in Table 3 . The inclusion of the (M/L) Salp profiles during the decomposition of the stellar and dark mass components has only a small impact on the resulting distribution of stellar slopes. While the peak is shifted to steeper slopes when taking into account the stellar populations, the magnitude of the shift is within the observed scatter.
Our posterior distributions indicate small errors in our total slopes, but the true errors are likely dominated by systematic uncertainties in the modelling assumptions, rather than by purely statistical errors. The availability of these different sets of models allows Scott et al. (2013) deprojected at the inclination determined by Cappellari et al. (2013a) . This corresponds to Model III.
us to perform a more conservative estimate of the errors, including these systematics, by comparing the results between the three different models. This comparison is shown in Fig. 11 . The data sets from all models are compared using _ , which subsequently estimates the intrinsic scatter. We find that Model I agrees with both Model II and Model III, with an observed scatter of ∆ = 0.13. As we are measuring the same quantity on both axes, we attribute this scatter to our measurements uncertainties, including systematic errors. Assuming these are comparable on both axes, we infer a measurement error of ε γ = ∆/ √ 2 = 0.09 on our total slopes. We additionally find that the correlation between Model I and Model III has a slope of unity, within the errors, while both correlations involving Model II are significantly different from unity. This provides further evidence for the negative impact of the systematic issues on Model II. and stellar (bottom panel) mass density. Very high transparency is used here to emphasise the highest density of curves. The total mass-density profiles remain nearly isothermal across the entire radial range. The stellar profiles are mildly steeper than isothermal in the inner region, then steepen further in the outer regions. All stellar profiles have been scaled by their corresponding (M/L) Salp profiles. Each curve is plotted on the fitted interval [2 , r max ], so that any visible trends are based on constrained data, rather than extrapolated curves. This is also why the curves have different lengths.
Both the mean and scatter of this distribution agree quite well with the determinations within R e /2 by Auger et al. (2010) . They are also in remarkable agreement with the independent measurements at the much larger radii of 4 and 6 R e from Cappellari et al. (2015) and Serra et al. (2016) , respectively. We see that the scatter in both the total and stellar distributions remains relatively small across all models, given our sample size. Adopting the result of either Model I or Model III, from the observed scatter of σ tot γ ≈ 0.174 and the measured errors of ε γ ≈ 0.09, we infer an intrinsic scatter of σ intr γ ≈ 0.15. This value is smaller, but consistent within the errors with the smallest scatter σ star γ ≈ 0.169 we measure directly from the photometry for the constant-M/L model. The scatter is significantly smaller than σ star γ ≈ 0.192 that we measure for the stellar profiles when accounting for M/L variations caused by age and metallicity gradients.
These results indicate the following: (i) remarkably, the accuracy in our total slopes, using complex dynamical models, is at least comparable to the accuracy in measuring stellar slopes directly from the photometry (ii) the addition of dark matter to the stellar densities does not increase the scatter in the density slopes. This is not inconsistent with the previously claimed conspiracy between the stellar and dark components. However, we cannot make strong Figure 10 . The distribution of the mass-density profile slopes for the 142 galaxies from the ATLAS 3D sample with log 10 (σ e ) > 2.1. The black dotdashed line is a kernel density estimation of the underlying distribution, using a Gaussian kernel. The orange solid line is a Gaussian fit to this kernel density estimation. The parameters and errors of the fitted Gaussians are inset. These values can be compared directly to the biweight estimates in Table 2 . The left, centre, and right columns are Models I, II, and III, respectively. The top and bottom rows are the mass-density profile slopes of the total and stellar-only components, respectively. Figure 11 . Comparisons between every model in this work of the total-mass density profile slope. The black solid line is the best-fitting line of the general form y = a + b (x − x 0 ), with a, b, and x 0 inset. The dashed and dotted lines are the formal 1 and 2.6σ bounds, enclosing 68% and 99% of the data, respectively. ∆ is the observed scatter. The figure is produced using the Python implementation of the _ procedure of Cappellari et al. (2013a) . The green diamonds are galaxies that are considered outliers by _ , and the blue points are all other objects.
claims in this direction as the dark matter contributes only a small fraction of the total mass within the region we sample with our kinematics. For this reason, even a perfect conspiracy would have a minor effect on our scatter.
CONCLUSIONS
We have investigated the dark matter content and total mass-density profiles of ETGs covering a broad range of stellar masses in the local Universe. We have compared model assumptions concerning the spatial arrangement of matter and the stellar populations within early-type galaxies. We found generally consistent results for the dark matter fractions using different assumptions.
We have characterised the distribution of total and stellar massdensity profile slopes. We found that the slopes of the total-mass profiles tend towards a nearly-isothermal value of γ tot = −2.193 ± 0.016 with an observed scatter of only σ tot γ = 0.174 ± 0.015, which is even smaller than previous work with strong lensing at similar radii. We found the scatter of the total mass-density profile slopes to be marginally smaller than what we measured for the stellar-only profiles. This illustrates that the accuracy of our measurements of the total mass-profile slopes from the kinematics is at least comparable to the measurements of the stellar slopes from the photometry. The inclusion of dark matter does not increase the scatter of the total mass-density profile slopes, which is consistent with the previous claims of a bulge-halo conspiracy.
We have studied possible correlations of the total-mass slopes with galactic observables. We found that the most significant correlations of the total slope are those with mass surface density, Σ e , and effective velocity dispersion, σ e . Interestingly, we found evidence of a break in the relation between the total slope and the velocity dispersion. The total slope varies with velocity dispersion for log 10 (σ e ) < ∼ 2.1 and is nearly universal for log 10 (σ e ) > ∼ 2.1. Similarly, we confirmed that the total slopes for masses below M crit < ∼ 2 × 10 11 M follow lines of constant velocity dispersion, as illustrated on the mass plane and found by previous authors.
This work has shown that the effects of the stellar population and assumptions about the dark matter do not dramatically alter the distributions of the mass-density profile slopes. We have shown that the implementation of our total-mass methodology is able to accurately reproduce observed IFU kinematics, making it a generally-applicable method well suited to the newest generation of large IFU surveys, such as SAMI (Croom et al. 2012) and MaNGA (Bundy et al. 2015) . Column (1) is the name of the galaxy. Columns (2), (3), and (4) are the mean logarithmic slopes, γ tot = ∆ log 10 (ρ tot ) ∆ log 10 (r), of the total-mass density profile for Model I, II, and III, respectively, with typical measurement errors on these values of 0.09. Columns (5) and (6) are the mean logarithmic slope of the stellar-only mass density profile, applying the (M/L) Salp profiles, and assuming a constant M/L, respectively. Columns (7) and (8) are the dark matter fractions for Model I and II, respectively. The corresponding dark matter fractions column for Model III was published as Column (3) of Table 1 in Cappellari et al. (2013b) . An electronic version of this table is available from http://purl.org/atlas3d
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