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Abstract
This work concerns the numerical solution of a coupled system of self-consistent
reaction-drift-diffusion-Poisson equations that describes the macroscopic dynamics of
charge transport in photoelectrochemical (PEC) solar cells with reactive semiconduc-
tor and electrolyte interfaces. We present three numerical algorithms, mainly based
on a mixed finite element and a local discontinuous Galerkin method for spatial dis-
cretization, with carefully chosen numerical fluxes, and implicit-explicit time stepping
techniques, for solving the time-dependent nonlinear systems of partial differential
equations. We perform computational simulations under various model parameters
to demonstrate the performance of the proposed numerical algorithms as well as the
impact of these parameters on the solution to the model.
Key words. Photoelectrochemical cell modeling, solar cell simulation, drift-diffusion-Poisson
systems, reactive interfaces, interfacial charge transfer, mixed finite element method, local discon-
tinuous Galerkin method, domain decomposition, implicit-explicit (IMEX) time stepping.
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1 Introduction
The phenomena of reaction and transport of charged particles in spatial regions with semi-
conductor and electrolyte interfaces has been extensively investigated in the past few decades [12,
49, 50, 66, 74, 86, 91, 94, 95, 105]; see [75] for recent reviews on the subject. There are three
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main components in any such semiconductor-electrolyte interface problem: the physical
processes inside the semiconductor, the physical processes inside the electrolyte and the
mechanisms of charge transfer across the interface. While the physical mechanisms and
mathematical modeling of charge generation, recombination, and transport in both semi-
conductors and electrolytes are well-understood [1, 11, 14, 44, 46, 48, 55, 61, 62, 65, 68,
79, 81, 82, 83, 84, 92, 99, 100, 101, 104] by now, the physics of the charge reaction and
transfer processes on the semiconductor-electrolyte interface is still under intensive stud-
ies [49, 50, 74, 86, 91], and the mathematical modeling and numerical simulation of these
processes is far less studied [60, 105].
In recent years, the fast development in the field of photoelectrochemical (PEC) solar
cell design has greatly boosted research interests in charge transfer across semiconductor-
electrolyte interfaces. There are many different versions of PEC cells with very different
specifics, but their working mechanism are all very similar [56, 57, 66]. When sunlight
shines on the semiconductor, photons are absorbed. Electron-hole pairs are then generated.
An applied electric field splits the electron-hole pair which causes a build up of charges at
the interface. Electrons are then transferred across the interface from the semiconductor to
the electrolyte or vice versa. The transfer of electrons across the interface induces the gener-
ation and elimination of reductant-oxidant (redox) pairs in the electrolyte. The transport of
charged particles within each domain and their transfer across the interface leads to a con-
tinuous current throughout the device. There are many possible semiconductor-liquid com-
binations; see for instance, [45] for Si/viologen2+/+ junctions, [96] for n-type InP/Me2Fc
+/0
junctions, and [47, Tab. 1] for a summary of many other possibilities.
Computational simulations of PEC cells have been used extensively by researchers to
study macroscopic behaviors, such as current-voltage characteristics, of PEC cells. Accurate
simulations of PEC cells requires not only good understanding of the complex electrochemi-
cal processes involved in the cells, but also accurate mathematical models that can describe
the macroscopic effects of these electrochemical processes. There have been great efforts in
constructing such mathematical models for different types of PEC cells. In most of the pre-
vious studies [47, 67, 105], the complicated interface processes are replaced with empirical
approximations, such as the “Shottky approximation”. In [60], a new mathematical model
is proposed to more accurately model the interface charge transport process. Numerical
simulations showed that the new model can produce more accurate simulations in regimes
where classical approximations are not valid.
In this paper we propose numerical algorithms for the simulation of semiconductor-
electrolyte PEC cells based on the mathematical model developed in [60]. To simplify
the presentation, we will only consider the half-cell setup which has three components:
the semiconductor, the electrolyte, and the interface between the two; see the sketch in
Fig. 1. To simulate the full cell, we only need to apply the same procedure to the second
semiconductor-electrolyte interface at the other electrode.
The rest of this work is structured as follows. We first review briefly in Section 2 the
mathematical model for the dynamics of charge transport in PEC cells. We then propose
in Section 3 a coupled discretization scheme based on a mixed finite element method and a
local discontinuous Galerkin method for the spatial component of our mathematical model.
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Figure 1: Left: Two-dimensional sketch of a typical semiconductor-electrolyte PEC cell.
Right: The half-cell geometry, the semiconductor and electrolyte components are separated
by the interface Σ.
In Section 4 we combine our spatial discretization methods with some implicit-explicit time-
stepping strategies to complete our numerical schemes for the system. We then present in
Section 5 numerical simulations under various conditions to demonstrate the performance
of the algorithms we proposed. Concluding remarks are offered in Section 6.
2 The mathematical model
We review in this section the mathematical model we constructed for the simulation of
semiconductor-electrolyte interfaces in photoelectrochemical cells in the half cell setup de-
picted in Fig.1. The model consists of three main components: a system of equations for
transport of electrons and holes in the semiconductor ΩS, a system of equations for charge
transport in the electrolyte ΩE and a set of interface conditions on the semiconductor-
electrolyte interface Σ. We will present the model directly in nondimensionalized form so
that we do not need to keep repeating the equations. The characteristic scales used in the
nondimensionalization process are (see, for instance, [69, 71, 72, 89, 94]),
l∗ = 10−4 (cm), t∗ = 10−12 (s), Φ∗ = 25.85 (mV), C∗ = 1016 (cm−3),
where l∗ is the characteristic length scale of the device, t∗ is the characteristic time scale,
Φ∗ is the characteristic voltage, and C∗ is the characteristic charge density. The unit for
each quantity is given in the corresponding parenthesis. We refer interested reader to [60]
for detailed discussions on the model and its nondimensionalization.
The semiconductor equations. In the semiconductor component the transport of elec-
trons and holes is described by a standard system of drift-diffusion-Poisson equations. Let
ρn and ρp denote the (nondimensionalized) densities of the electrons and holes respectively,
and Φ denote the electric potential field. Then we have,
∂ρn
∂t
+ ∇ · µn (−αnρn∇Φ − ∇ ρn ) = − R(ρn, ρp) + γ G(x), in (0, T ]× ΩS,
∂ρp
∂t
+ ∇ · µp (−αpρp∇Φ − ∇ ρp ) = − R(ρn, ρp) + γG(x), in (0, T ]× ΩS, (1)
−∇ · (λ2S∇Φ) = N (x) + αpρp + αnρn, in (0, T ]× ΩS.
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Here the coefficients µn and µp are the mobilities of the electrons and holes, respectively.
The Einstein relation between the mobilities and the diffusivity has been used. The coef-
ficients αn = −1 and αp = 1 are respectively the charge numbers of the electrons and the
holes. λS =
1
l∗
√
Φ∗εS
qC∗ is the (rescaled) Debye length inside the semiconductor with εS being
the permittivity of the semiconductor and q being the charge of an electron. The doping
contribution consists of a component ND from the donor and a component NA from the ac-
ceptor and N = ND −NA. The function R(ρn, ρp) describes the rate at which electron and
hole pairs are eliminated through recombination (when it is positive) and generated (when
it is negative) due to thermal excitation. In this paper, we use Shockley-Reed-Hall recombi-
nation [103] function which is believed to be the most dominant recombination mechanism
in real materials [89]. The function reads,
R(ρn, ρp) =
ρnρp − ρ2i
τn (ρn + ρi) + τp (ρp + ρi)
,
where ρi denotes the intrinsic electron density (again rescaled), while τn and τp are the
rescaled electron and hole lifetimes.
The generation of electrons and holes due to excitation of sunlight is modeled using the
macroscopic source function G(x). The parameter γ ∈ {0, 1} is used here to control the
on (γ = 1) and off (γ = 0) condition of the sunlight illumination. The exact form of the
function G depends on the illumination geometry. In most of the applications, it is assumed
that photons from sun light travel inside the device in straight lines (i.e., without being
scattered). Therefore, G takes the following form:
G(x) = σa(x)G(x0) exp
(− ∫ s
0
σa(x0 + s
′θ0)ds′
)
, x = x0 + sθ0
where the point x0 is the photon’s incident location and θ0 is the incident direction. The
function G(x0) represents the surface photon flux at the point x0 and the function σa(x) is
the absorption coefficient at x.
On the portion of the semiconductor boundary where an Ohmic metal contact is located,
ΓC , the charge densities take on their equilibrium values, while the potential is the sum of
the applied voltage Φapp and the so-called “built-in” potential Φbi. That is,
ρn|ΓC = ρen , ρp|ΓC = ρep , Φ|ΓC = Φbi + Φapp , on (0, T ]× ΓC . (2)
We assume that the rest of the semiconductor boundary, ΓsN ≡ ∂ΩS\(Σ ∪ ΓC) is insulated.
Therefore, we have the following conditions,
n ·µn(−αnρn∇Φ−∇ρn) = 0, n ·µp(−αpρp∇Φ−∇ρp) = 0, n ·∇Φ = 0, on (0, T ]×ΓsN ,
(3)
where n is the unit outward normal vector to the semiconductor domain.
The electrolyte equations. In the electrolyte component the transport of reductants
and oxidants is described by a similar system of reaction-diffusion-Poisson equations. Let
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ρr and ρo be the (nondimensionalized) densities of the reductants and oxidants respectively,
then we have,
∂ρr
∂t
+ ∇ · µr (−αrρr∇Φ − ∇ ρr ) = 0, in (0, T ]× ΩE,
∂ρo
∂t
+ ∇ · µo (−αoρo∇Φ − ∇ ρo ) = 0, in (0, T ]× ΩE, (4)
−∇ · (λ2E∇Φ) = αoρo + αrρr, in (0, T ]× ΩE.
Here µr and µo are respectively the reductant and oxidant mobilities, and λE =
1
l∗
√
Φ∗εE
qC∗
is the rescaled Debye length inside the electrolyte with εE being the permittivity of the
electrolyte. The charge carriers numbers αr and αo for the reductants and oxidants are their
oxidation numbers respectively. For our model here to conserve the total charges in the
system, we have to have αo − αr = 1. We have assumed that besides the local imbalance of
reductants and oxidants, the electrolyte is charge neutral. Therefore, we do not have a fixed
background charge density (i.e. doping profile N ) in the Poisson equation for the electrolyte.
Moreover, our model does not include any generation or recombination mechanisms in the
electrolyte domain since we are only considering so-called “heterogeneous reactions”. That
is to say that chemical reactions can only occur at the interface and not within the bulk of
the electrolyte. However, we can indeed generalize a bit in that direction; see, for instance,
the more complete model in [60].
On the electrolyte boundary ΓA, the location of the anode, the reductant and oxidant
densities as well as the electric potential take their bulk values [8]. That is,
ρr|ΓA = ρ∞r , ρo|ΓA = ρ∞o , Φ|ΓA = Φ∞, on (0, T ]× ΓA (5)
We assume that the rest of the electrolyte boundary, ΓeN ≡ ∂ΩE\(Σ ∪ ΓA) is insulated.
Therefore, we have the following conditions,
n·µr(−αrρr∇Φ−∇ρr) = 0, n·µo(−αoρo∇Φ−∇ρo) = 0, n·∇Φ = 0, on (0, T ]×ΓeN , (6)
where again n(x) is the unit outward normal vector to the electrolye domain.
The interface conditions. The third component of the mathematical model is the condi-
tions for the unknown variables on the semiconductor-electrolyte interface. For the electric
potential, the usual continuities of the potential and the electric flux are imposed as follows,
Φ|ΣS − Φ|ΣE = 0, nΣS · λ2S∇Φ + nΣE · λ2E∇Φ = 0, on (0, T ]× Σ, (7)
where ΣS and ΣE are respectively the semiconductor and the electrolyte sides of Σ, while
nΣS and nΣE are the unit normal vector of the semiconductor and the electrolyte domain on
the interface. The conditions for the densities of electron-hole pairs and reductant-oxidant
pairs on the interface are determined by the electron transfer dynamics across the interface.
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More precisely, we have the following Robin type of interface conditions,
nΣS · µn (−αnρn∇Φ−∇ρn) = Iet(ρn − ρen, ρo), on (0, T ]× Σ, (8)
nΣS · µp (−αpρp∇Φ−∇ρp) = Iht(ρp − ρep, ρr), on (0, T ]× Σ, (9)
nΣE · µr (−αrρr∇Φ−∇ρr) = Iht(ρp − ρep, ρr)− Iet(ρn − ρen, ρo), on (0, T ]× Σ, (10)
nΣE · µo (−αoρo∇Φ−∇ρo) = −Iht(ρp − ρep, ρr) + Iet(ρn − ρen, ρo), on (0, T ]× Σ, (11)
where the functions Iet(x, y) = ketxy, Iht(x, y) = khtxy, and the constants ket and kht are
the rescaled electron and hole transfer rates respectively.
The current density for each carrier is defined as the total flux of that carrier,
Ji = µi (−αiρi∇Φ−∇ρi) , for i = {n, p, r, o}. (12)
The total current density through the device will then be defined as,
J(x) =
{
αnJn + αpJp, x ∈ ΩS
αrJr + αoJo, x ∈ ΩE (13)
Now using the fact αr − αo = 1, then substituting (8), (9), (10) and (11) into (13) we can
see that we have a continuous current through the interface Σ.
The system of equations in (1) and (4), together with the interface conditions (7), (8)-
(11) and the boundary conditions can now be complemented with an initial condition to get a
complete mathematical model for the charge transport process in semiconductor-electrolyte
system. More complicated effects can be included in this model. However, all key ingredients
are included here. Moreover, the current model is more general than the commonly-used
Butler-Volmer model [8, 90] in the electrochemistry literature. Indeed, we can derive the
Butler-Volmer model from our model in the setting where the Butler-Volmer model is valid.
We refer interested reader to [60] for detailed discussions on this model and some preliminary
simulations of one-dimensional devices based this model.
The initial-boundary value problem associated to system (2)-(11), modeling an interface
reaction across an interior surface whose transfer condition is determined by the non-linear
by the system (8)-(11) on such surface interface, is a strictly parabolic problem. These
type of parabolic problems with such reaction terms are expected to have a comparison
principle in the sense that any two solutions ρ1i (t, x) and ρ
2
i (t, x), i = n, p, o, r, satisfying
ρ1i (t, x) ≤ ρ2i (t, x) in the set ΩT := [0, T )× (ΩS ∪ ΩE), can not have a contact point (t0, x0)
where ρ1i (t, x) = ρ
2
i (t, x) in the interior of the set ΩT since the relations (8)-(11) on the
normal derivatives at the transmission surface Σ yield monotone relations. In fact, for a
given external electric field, these conditions are expected to be sufficient for an existence
and uniqueness theory in a variational formulation, or by means of the classical continuity
method. Details of these results will be given in a forthcoming paper. In addition, such
results on existence and uniqueness would yield error estimates for the proposed DG Method
generated by the implicit-explicit-explicit alternating Schwarz (AS-IMEXEX ) scheme algo-
rithm to be presented in Section 4.
However, the main challenges in constructing a numerical algorithm that produces a
reliable approximating numerical solution to system (1)-(4) and (8)-(11) are due to the non-
linearities arising, not only, from the coupling of the corresponding drift diffusion (transport)
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equations for the pairs ρn, ρp and ρo, ρr to their corresponding Poisson equations for charges
in both the semiconductor region ΩS and the electrolyte region ΩE, respectively, but also,
with a nonlinear interface condition on the common interface set Σ = ΩS ∩ ΩE as well as
recombination-generation mechanisms added to the corresponding transport equations.
While there have been many contributions in the last forty years on the approximations
to solution of a single drift-diffusion-Poisson system in the semiconductor region, there is no
previous work, to the best of our knowledge, that deals with the whole coupled system that
incorporates the nonlinear interface conditions such as (8)-(11). In addition the evolution
problem under consideration is effectively multi-scale in the sense that the evolution of the
system in the semiconductor and the corresponding one in the electrolyte evolve at different
time scales due to the quantitative scaling differences in the relevant physical parameters
such as mobilities or characteristic charge densities.
In particular, in order to ensure computational stability, the size of the time step (chosen
for any time discretized scheme) is dominated by the value in the fast-varying component,
that is, the semiconductor component. Using small time steps in the numerical simulations
for the problem in the whole domain results in regions of stiffness caused by boundary
layer formation where sharp transitions in densities and electric potential occur (i.e. near
interfaces). This problem can be tackled by using fine enough meshes around the interface
that would resolve those boundary layers. Such considerations limit even further the time
step sizes on the employed computational method.
3 Mixed schemes for spatial discretization
We consider in this section the discretization of the system of nonlinear drift-diffusion-
Poisson equations in the spatial variable. There are many different discretization strategies
for such systems in the literature; see, for instance, [7, 10, 16, 19, 20, 22, 25, 26, 37, 38, 39,
42, 41, 51, 63, 64, 70, 73, 80, 83, 85, 88, 101, 106, 109, 111] and references therein. In this
work, we take a hybrid discretization strategy for our problem. To be precise, we discretize
the drift-diffusion components of the system using a local discontinuous Galerkin (LDG)
method [20, 29, 30, 31, 114, 115] and discretize the Poisson equation in the system with a
mixed finite element method (MFEM) [4, 15, 17, 18, 52, 54, 98]. Such a hybrid discretization
strategy has also been employed by many other authors in solving coupled reactive transport
problems [27, 36, 53, 113].
In the rest of the paper, we denote by (·, ·)Ω and 〈·, ·〉∂Ω the L2 inner products over the
domain Ω and its boundary ∂Ω respectively. We denote by Th a finite element triangulation
of the domain Ω, with Eh the set of its faces (or edges in two dimension). We assume that
the partition is non-degenerate and quasi-uniform. Moreover, we assume that no element
of the partition intersects the interface, and at most one face of an element can lie along
the interface. We denote by E ih the union of all interior faces in the partition that do not
intersect the interface or boundaries. Let K+ ∈ Th and K− ∈ Th be two adjacent elements
that have a common face e ∈ Eh, we denote by n+ and n− respectively their unit outward
normal vectors on e, and we denote by f+ and f− respectively traces (when they exist) of
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the function f on e from the interiors of the elements. We define the usual average and jump
of a function across a face of an element as,
{f} = 1
2
(f− + f+) and JfK = f+n+ + f−n−,
where f is a scalar function, and
{f} = 1
2
(f− + f+) and JfK = f+ · n+ + f− · n−,
when f is vector-valued.
3.1 Mixed finite element discretization of Poisson
To use the mixed finite element method on the Poisson equation, we first introduce an
auxiliary variable E and rewrite equation in the following mixed form: for any t ∈ (0, T ],
λ−2E +∇Φ = 0, in (0, T ]× Ω,
∇ · E = f, in (0, T ]× Ω,
nΣS · E|ΣS + nΣE · E|ΣE = 0, Φ|ΣS − Φ|ΣE = 0, on (0, T ]× Σ,
Φ = ΦO, on (0, T ]× (ΓC ∪ ΓA),
n · E = 0, on (0, T ]× (ΓsN ∪ ΓeN),
(14)
where we have used the notations,
λ(x) =
{
λS, x ∈ ΩS
λE, x ∈ ΩE , ΦO(x) =
{
Φapp + Φbi, x ∈ ΓC
Φ∞, x ∈ ΓA ,
and f(t,x) =
{ N (x) + αpρp + αnρn, x ∈ ΩS,
αoρo + αpρp, x ∈ ΩE. .
Note that this formulation combines the Poisson equations in (1) and (4) together so that
the new equation is posed in domain Ω = ΩS ∪ ΩE.
We employ a standard Raviart-Thomas mixed finite element discretization of (Φ,E). Let
Wh,k(Ω) and Wh,k(Ω) be the continuous, piecewise polynomial approximating spaces
Wh,k(Ω) =
{
w ∈ L2(Ω) : w|K ∈ Pk(K), ∀K ∈ Th
}
,
and
Wh,k(Ω) =
{
w ∈ (L2(Ω))d : w|K ∈ RTk(K), ∀K ∈ Th} ,
where Pk (k ≥ 1) denotes the space of complete polynomials of degree k and RTk(K) (k ≥ 1)
denotes the standard Raviart-Thomas element of degree k [98]. It is known that Wh,k(Ω)
is a subspace of H(div,Ω). Functions in Wh,k have a continuous normal component across
faces of elements. Let WNh,k(Ω) = Wh,k(Ω) ∩ {w : n · w = 0, on ΓsN ∪ ΓeN}. The Raviart-
Thomas mixed finite element method seeks an approximation (Φ,E) ∈ C ((0, T ];Wh,k) ×
C
(
(0, T ]; WNh,k
)
that satisfies(
w, λ−2E
)
Ω
− (∇ ·w,Φ)Ω = −〈n ·w,Φapp + Φbi〉ΓC − 〈n ·w,Φ∞〉ΓA , ∀w ∈WNh,k (15)
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(w,∇ · E)Ω = (w, f)Ω , ∀w ∈ Wh,k (16)
for any t ∈ (0, T ]. Here we have assumed that the functions in the boundary conditions
Φapp + Φbi ∈ L2(ΓC) and Φ∞ ∈ L2(ΓA).
This Raviart-Thomas mixed finite element discretization leads to the so-called “saddle
point problem” in the MFEM literature. It results in the following linear system for the
degree of freedom vectors (which we denote by the same symbols),[
A BT
B 0
] [
E(t, ·)
Φ(t, ·)
]
=
[
H(t, ·)
F (t, ·)
]
, ∀t ∈ (0, T ], (17)
where H and F are vectors that incorporate the boundary conditions and right-hand side of
Poisson’s equation respectively. It has been verified that this saddle point problem with our
choice of approximation spaces satisfies the Babuska-Brezzi inf-sup conditions [4, 17] and is
therefore well-posed.
The system matrix in (17) is symmetric but indefinite. More importantly, it is indepen-
dent of time. Therefore, this matrix is assembled and factorized only once at the beginning
of the time evolution. The right hand side vector, [H, F ]T, depends on time and has to be
assembled at every time step using the current values of the charge densities.
3.2 Local discontinuous Galerkin discretizations
We use a local discontinuous Galerkin (LDG) method [20, 29, 30, 31, 114, 115] to discretize
the drift-diffusion equations for charge transport. To simplify the presentation of the dis-
cretization, we consider in this section only the drift-diffusion equation for the electrons in
the system:
∂tρn +∇ · µn (−αnEρn −∇ρn) = −R(ρn, ρp) + γG(x), in (0, T ]× ΩS, (18)
nΣS · µn (−αnEρn −∇ρn) = Iet(ρn − ρen, ρo), on (0, T ]× Σ, (19)
n · µn (−αnEρn −∇ρn) = 0, on (0, T ]× ΓsN , (20)
ρn = ρ
e
n, on (0, T ]× ΓC , (21)
where αn is now the new notation for αn/λ
2
S. Equations for other charge carriers are dis-
cretized in the same way.
As in the mixed finite element formulation, the LDG discretization requires the drift-
diffusion equation be written as a first-order system. We do this by introducing an auxiliary
variable, which we call the current-flux variable, qn:
∂tρn +∇ · qn = −R(ρn, ρp) + γG(x), in (0, T ]× ΩS, (22)
µ−1n qn = −αnEρn −∇ρn, in (0, T ]× ΩS, (23)
nΣS · qn = Iet(ρn − ρen, ρo), on (0, T ]× Σ, (24)
n · qn = 0, on (0, T ]× ΓsN , (25)
ρn = ρ
e
n, on (0, T ]× ΓC . (26)
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We define the function space W˜h,k(ΩS) =
(
Wh,k(ΩS)
)d
. The LDG method consists of
finding approximations ρn ∈ C((0, T ];Wh,k) and qn ∈ C((0, T ]; W˜h,k) such that, for all
t ∈ (0, T ], for all (w,w) ∈ Wh,k × W˜h,k, we have,
(w, ∂tρn)ΩS − (∇w,qn)ΩS + 〈JwK, q̂n〉Ei,sh + 〈w,n · q̂n〉∂ΩS = − (w,R(ρn, ρp)− γG)ΩS , (27)(
w, µ−1n qn
)
ΩS
− (∇ ·w, ρn)ΩS + (w, αnEρn)ΩS + 〈JwK, ρ̂n〉Ei,sh + 〈n ·w, ρ̂n〉∂ΩS = 0, (28)
where E i,sh refers to the interior faces in the semiconductor domain, excluding the interface Σ
which is part of ∂ΩS. The terms ρ̂n and q̂n are the numerical fluxes to be selected to ensure
uniqueness, stability and accuracy of the solution to the resulting system. Boundary condi-
tions are also imposed through the definition of the numerical fluxes. In our implementation,
we take the flux ρ̂n on ∂K as
ρ̂n =

{ρn} + β · JρnK, ∂K ∈ E i,sh
ρn, ∂K ∈ Σ
ρn, ∂K ∈ ΓsN
ρen, ∂K ∈ ΓC
(29)
and the flux q̂n on ∂K as,
q̂n =

{qn} − JqnKβ + τJρnK, ∂K ∈ E i,sh
Iet(ρn − ρen, ρo)nΣS , ∂K ∈ Σ
0, ∂K ∈ ΓsN
qn + τ (ρn − ρen) n, ∂K ∈ ΓC
(30)
Here the term β is a constant unit vector which does not lie parallel to any element face
∂K ∈ E i,sh . The penalty parameter that is defined as,,
τ =
{
τ˜ min
(
h−11 , h
−1
2
)
x ∈ 〈K1, K2〉
τ˜ h−1 x ∈ ∂K∩ ∈ ΓC (31)
where τ˜ is a postive number and h is the diameter of the element K.
We can now substitute (29) and (30) into (27) and (28) to obtain the solution pair
(ρn,qn) to the semi-discrete LDG approximation for the drift-diffusion equation given by
the following problem: find (ρn,qn) ∈
(
C ((0, T ];Wh,k)× C((0, T ]; W˜h,k)
)
such that,
(w, ∂tρn)ΩS + Ln (w,w; ρn,qn) + 〈w, Iet(ρn − ρen, ρo)〉Σ = −
(
w, R˜(ρn, ρp)
)
ΩS
(32)
Mn (w,w; ρn,qn) + (w, αnEρn)ΩS = −〈n ·w, ρen〉ΓC , (33)
for all (w,w) ∈ Wh,k×W˜h,k, where the quad-linear forms Ln(w,w; ρn,qn) andMn(w,w; ρn,qn)
are defined as
Ln = 〈JwK, τJρnK〉Ei,sh − (∇w,qn)ΩS + 〈JwK, {qn} − JqnKβ〉Ei,sh + 〈w,n · qn〉ΓC , (34)
Mn = − (∇ ·w, ρn)ΩS + 〈JwK, {ρn}+ β · JρnK〉Ei,sh + 〈n ·w, ρn〉ΓsN∪Σ + (w, µ−1n qn)ΩS , (35)
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with the function R˜(ρn, ρp) = R(ρn, ρp)− γG(x).
We note that in our formulation the auxillary variable qn is defined as the total flux
since our boundary and interface conditions are all directly given in terms of the total flux.
This choice of auxillary variable eliminates the need to introduce the up-winding numerical
fluxes for the drift component. However, choosing the value of β properly one can recover
the up-winding flux for the drift component.
4 Implicit-explicit time stepping algorithms
We can combine the mixed finite element discretization of the Poisson equation (15)-(16)
with the semi-discrete LDG discretization of the drift-diffusion equation (32)-(33) to get a
discretization scheme for the whole system of coupled equations in (1) and (4). The resulting
system will be nonlinear due to the various nonlinearities in the PDE system, including for
instance, the nonlinear recombination-generation effects, the coupling between the drift-
diffusion components of the densities through drift terms such as αnEρn, as well as the
nonlinear interface transfer conditions.
To deal with the nonlinearities in the system, we combine different time-stepping schemes
with domain decomposition techniques. More precisely, we use explicit time-stepping to
treat the recombination-generation nonlinearity, use a “time lagging” technique [2, 28, 101,
102, 108] to treat the coupling between the densities and the electric potential, and use
a Schwarz domain decomposition technique [23, 24, 76, 77, 78, 87, 97, 112], coupled with
explicit stepping, to treat the coupling between the semiconductor and electrolyte domains.
To overcome the limitation on the size of the time steps imposed by the Courant-Friedrichs-
Lewy (CFL) condition when an explicit time stepping scheme is used, we use implicit scheme
on the diffusion terms whenever it is possible. Therefore, our marching in time is done by
an overall implicit-explicit (IMEX) time stepping scheme [101].
We present two classes of time stepping algorithms that are based on IMEX time stepping
and domain decomposition methods. The first class, in Sections 4.1 and 4.2, uses the
alternating Schwarz method. The second class, in Sections 4.3 and 4.4, uses the parallel
Schwarz strategy. The main difference between the two classes of methods lies in how they
treat the carrier densities on the semiconductor-electrolyte interface. We remark that in this
work we only consider first-order time discretization schemes. The reason being is that we
are interested in the steady state characteristics of PECs and the accuracy of the temporal
discretization did not appreciably affect the accuracy of the steady state numerical solutions.
4.1 The implicit-implicit-explicit alternating Schwarz scheme
In the implicit-implicit-explicit alternating Schwarz (AS-IMIMEX) scheme, we first use a
“time lagging” technique to decouple the Poisson equations from the drift-diffusion equa-
tions. We then apply an implicit scheme on the diffusion terms, an implicit scheme on the
drift terms, and an explicit scheme on the recombination-generation terms. To decouple
11
the equations in the semiconductor domain from these in the electrolyte domain, we use a
strategy based on the alternating Schwarz domain decomposition method.
The algorithm works as follows. At time step k, we first solve the Poisson equation for
the electric potential (and therefore the electric field) using charge densities at the previous
time step k − 1. That is, we solve for (Φk−1,Ek−1) from the Poisson equation:(
w, λ−2Ek−1
)
Ω
− (∇ ·w,Φk−1)
Ω
= −〈n ·w,Φapp + Φbi〉ΓC − 〈n ·w,Φ∞〉ΓA ,(
w,∇ · Ek−1)
Ω
=
(
w, fk−1
)
Ω
,
(36)
where fk−1 is evaluated with the densities (ρk−1n , ρ
k−1
p , ρ
k−1
r , ρ
k−1
o ). We then use E
k−1 in the
drift-diffusion equations for the charge densities to find updates of these densities. This
time lagging technique is called the IMPES (implicit pressure, explicit saturation) method
in the subsurface flow simulation literature [2, 28, 101, 102, 108], and is conceptually the
same as the Gummel iteration method [13, 21, 70] which is often used semiconductor device
simulations to decouple the Poisson component and the drift-diffusion component of the
system in steady state.
To update the charge densities using the drift-diffusion equations, we use a alternating
Schwarz domain decomposition idea [23, 24, 76, 77, 78, 87, 97, 112] to decouple the equations
in the semiconductor domain with those in the electrolyte domain. To be precise, we first
update the electron and hole densities. This would require the densities of the reductant
and the oxidant at the semiconductor-electrolyte interface Σ, in the interface conditions (8)
and (9). We use the k− 1 step values of these densities, ρk−1r and ρk−1o . Therefore, we solve
for (ρkn, ρ
k
p) from:
(w, ρkn)ΩS + ∆tkLn
(
w,w; ρkn,q
k
n
)
+ ∆tk〈w, Iet(ρkn, ρk−1o )〉Σ
= (w, ρk−1n )ΩS + ∆tk〈w, Iet(ρen, ρk−1o )〉Σ −∆tk(w, R˜(ρk−1n , ρk−1p ))ΩS , (37)
Mn
(
w,w; ρkn,q
k
n
)
+
(
w, αnE
k−1ρkn
)
ΩS
= −〈n ·w, ρen〉ΓC , (38)
(w, ρkp)ΩS + ∆tkLp
(
w,w; ρkp,q
k
p
)
+ ∆tk〈w, Iht(ρkp, ρk−1r )〉Σ
= (w, ρk−1p )ΩS + ∆tk〈w, Iht(ρep, ρk−1r )〉Σ −∆tk(w, R˜(ρk−1n , ρk−1p ))ΩS , (39)
Mp
(
w,w; ρkp,q
k
p
)
+
(
w, αpE
k−1ρkp
)
ΩS
= −〈n ·w, ρep〉ΓC . (40)
Here the diffusion terms are treated implicitly, the drift terms are treated implicitly, while
the recombination-generation terms (which is now incorporated into the function R˜) are
treated explicitly.
Now that we have obtained the electron and hole densities at step k, (ρkn, ρ
k
p), we can use
these values in the interface conditions (10) to update the reductant density:
(w, ρkr)ΩE + ∆tkLr
(
w,w; ρkr ,q
k
r
)
+ ∆tk〈w, Iht(ρkp − ρep, ρkr)〉Σ
= (w, ρk−1r )ΩE + ∆tk〈w, Iet(ρkn − ρen, ρko)〉Σ, (41)
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Mr
(
w,w; ρkr ,q
k
r
)
+
(
w, αrE
k−1ρkr
)
ΩE
= −〈n ·w, ρ∞r 〉ΓA . (42)
With the updated values (ρkn, ρ
k
p, ρ
k
r), we can now update the oxidant density following the
equations:
(w, ρko)ΩE + ∆tkLo
(
w,w; ρko ,q
k
o
)
+ ∆tk〈w, Iet(ρkn − ρen, ρko)〉Σ
= (w, ρk−1o )ΩE + ∆tk〈w, Iht(ρkp − ρep, ρkr)〉Σ, (43)
Mo
(
w,w; ρko ,q
k
o
)
+
(
w, αoE
k−1ρko
)
ΩE
= −〈n ·w, ρ∞o 〉ΓA . (44)
The flow of the AS-IMIMEX algorithm is summarized in Algorithm 1. Our experience
in the numerical experiments is that the use of implicit time stepping for the diffusion terms
allows us to use time steps that are a few order of magnitude greater than what an explicit
scheme, for instance the adaptive forward Euler scheme, on the diffusion terms would allow.
However, treating the drift term implicitly is very expensive. This is because the electric field
changes at every time step. Therefore, we have to update the LDG matrices at each time
step of the calculation. Assembling and factorizing the LDG matrices take up a significant
portion of the run-time.
Algorithm 1 The AS-IMIMEX [resp. AS-IMEXEX] Algorithm
1: Initialize the density data (ρ0n, ρ
0
p, ρ
0
r, ρ
0
o); set t0 = 0; set k = 1;
2: while not reaching steady state do
3: Solve the Poisson problem (36) for (Φk−1, Ek−1) using (ρk−1n , ρ
k−1
p , ρ
k−1
r , ρ
k−1
o ) as data.
4: Determine ∆tk from the CFL condition with E
k−1 and (ρk−1n , ρ
k−1
p , ρ
k−1
r , ρ
k−1
o ).
5: Update electron and hole densities from (37)-(40) [resp. (45)-(48)].
6: Update reductant density from (41)-(42) [resp. (49)-(50)] using (ρkn, ρ
k
p).
7: Update oxidant density from (43)-(44) [resp. (51)-(52)] using (ρkn, ρ
k
p, ρ
k
r).
8: tk = tk−1 + ∆tk, k = k + 1
9: end while
4.2 The implicit-explicit-explicit alternating Schwarz scheme
The implicit-explicit-explicit alternating Schwarz (AS-IMEXEX) scheme is similar to the
AS-IMIMEX scheme in the previous section. The only difference is that here we treat the
drift terms in the drift-diffusion equations explicitly in time. That is, the charge densities
in the drift terms are taken as there values at the previous step k − 1, not the current k.
The algorithm works as follows. At time step k, we first solve the Poisson equation (36)
for (Φk−1,Ek−1). We then update the electron and hole densities as in the AS-IMIMEX
scheme, but treat the drift terms explicitly to get (ρkn, ρ
k
p):
(w, ρkn)ΩS + ∆tkLn
(
w,w; ρkn,q
k
n
)
+ ∆tk〈w, Iet(ρkn, ρk−1o )〉Σ
= (w, ρk−1n )ΩS + ∆tk〈w, Iet(ρen, ρk−1o )〉Σ −∆tk(w, R˜(ρk−1n , ρk−1p ))ΩS , (45)
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Mn
(
w,w; ρkn,q
k
n
)
= − (w, αnEk−1ρk−1n )ΩS − 〈n ·w, ρen〉ΓC , (46)
(w, ρkp)ΩS + ∆tkLp
(
w,w; ρkp,q
k
p
)
+ ∆tk〈w, Iht(ρkp, ρk−1r )〉Σ
= (w, ρk−1p )ΩS + ∆tk〈w, Iht(ρep, ρk−1r )〉Σ −∆tk(w, R˜(ρk−1n , ρk−1p ))ΩS , (47)
Mp
(
w,w; ρkp,q
k
p
)
= − (w, αpEk−1ρk−1p )ΩS − 〈n ·w, ρep〉ΓC . (48)
Now that we have obtained the electron and hole densities at step k, (ρkn, ρ
k
p), we can use
these values to update the reductant density:
(w, ρkr)ΩE + ∆tkLr
(
w,w; ρkr ,q
k
r
)
+ ∆tk〈w, Iht(ρkp − ρep, ρkr)〉Σ
= (w, ρk−1r )ΩE + ∆tk〈w, Iet(ρkn − ρen, ρko)〉Σ, (49)
Mr
(
w,w; ρkr ,q
k
r
)
= − (w, αrEk−1ρk−1r )ΩE − 〈n ·w, ρ∞r 〉ΓA . (50)
Note again that the drift term is treated explicitly here. With the updated values (ρkn, ρ
k
p, ρ
k
r),
we can now update the oxidant density following the equations:
(w, ρko)ΩE + ∆tkLo
(
w,w; ρko ,q
k
o
)
+ ∆tk〈w, Iet(ρkn − ρen, ρko)〉Σ
= (w, ρk−1o )ΩE + ∆tk〈w, Iht(ρkp − ρep, ρkr)〉Σ, (51)
Mo
(
w,w; ρko ,q
k
o
)
= − (w, αoEk−1ρk−1o )ΩE − 〈n ·w, ρ∞o 〉ΓA . (52)
The overall flow of the AS-IMEXEX algorithm is identical to that of the AS-IMIMEX
algorithm, and is summarized in Algorithm 1, in the brackets. As discussed in Section 5,
numerical experiments showed that treating the drift term explicitly saves significant com-
putational cost overall.
4.3 The implicit-explicit-explicit parallel Schwarz scheme
In the implicit-explicit-explicit parallel Schwarz scheme, we treat the diffusion terms im-
plicitly, the drift terms explicitly, and the recombination-generation term explicitly, in the
same way as in the AS-IMEXEX scheme. What is different here is that we now treat the
reaction interface conditions explicitly in all drift-diffusion equations. This way, all four
drift-diffusion equations are decoupled from each other and can be solved simultaneously
in parallel. To be precise, we use the values of all the densities at time step k − 1 in the
functions Iet and Iht in interface conditions (8)-(11) to update the values of the densities
simultaneously to the current time step:
(w, ρkn)ΩS + ∆tLn
(
w,w; ρkn,q
k
n
)
= (w, ρk−1n )ΩS −∆t〈w, Iet(ρk−1n − ρen, ρk−1o )〉Σ −∆t(w, R˜(ρk−1n , ρk−1p ))ΩS , (53)
Mn
(
w,w; ρkn,q
k
n
)
= − (w, αnEk−1ρk−1n )ΩS − 〈n ·w, ρen〉ΓC , (54)
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(w, ρkp)ΩS + ∆tLp
(
w,w; ρkp,q
k
p
)
= (w, ρk−1p )ΩS −∆t〈w, Iht(ρk−1p − ρep, ρk−1r )〉Σ −∆t(w, R˜(ρk−1n , ρk−1p ))ΩS , (55)
Mp
(
w,w; ρkp,q
k
p
)
= − (w, αpEk−1ρk−1p )ΩS − 〈n ·w, ρep〉ΓC , (56)
(w, ρkr)ΩE + ∆tLr
(
w,w; ρkr ,q
k
r
)
= (w, ρk−1r )ΩE −∆t〈w, Iht(ρk−1p − ρep, ρk−1r )− Iet(ρk−1n − ρen, ρk−1o )〉Σ, (57)
Mr
(
w,w; ρkr ,q
k
r
)
= − (w, αrEk−1ρk−1r )ΩE − 〈n ·w, ρ∞r 〉ΓA , (58)
(w, ρko)ΩE + ∆tLo
(
w,w; ρko ,q
k
o
)
= (w, ρk−1o )ΩE −∆t〈w, Iet(ρk−1n − ρen, ρk−1o )− Iht(ρk−1p − ρep, ρk−1r )〉Σ, (59)
Mo
(
w,w; ρko ,q
k
o
)
= − (w, αoEk−1ρk−1o )ΩE − 〈n ·w, ρ∞o 〉ΓA . (60)
The PS-IMEXEX algorithm is summarized in Algorithm 2. Note that due to the fact
that all the nonlinear terms are treated explicitly, we do not need to adjust the size of the
time step ∆t during the time evolution. Moreover, we only need to factorize the system
matrix once at the beginning of this algorithm.
Algorithm 2 The PS-IMEXEX Algorithm
1: Initialize the density data (ρ0n, ρ
0
p, ρ
0
r, ρ
0
o); set t0 = 0; set k = 1;
2: Determine ∆t from the CFL condition;
3: while not reaching steady state do
4: Solve the Poisson problem (36) for (Φk−1,Ek−1) using (ρk−1n , ρ
k−1
p , ρ
k−1
r , ρ
k−1
o ) as data;
5: Update the densities from (53)-(60) using Ek−1 and (ρk−1n , ρ
k−1
p , ρ
k−1
r , ρ
k−1
o ) as data;
6: tk = tk−1 + ∆t, k = k + 1;
7: end while
4.4 The two-scale PS-IMEXEX scheme
In the PS-IMEXEX algorithm, we choose a fixed time step ∆t even though it can be cal-
culated in an adaptive manner. In our numerical experiments, we observe that we can take
a ∆t that is much larger than the one that we calculated using the CFL condition for the
drift-diffusion equations in the semiconductor system (mainly based on the operator pairs
(Ln,Mn) and (Lp,Mp). Intuitively, this is due to the fact that the characteristic time scale
for the semiconductor drift-diffusion system and that for the electrolyte drift-diffusion sys-
tem are quite different. In general, the electrolyte system evolves in a much slower pace than
the semiconductor system. To take advantage of this scale separation, we implemented the
two-scale PS-IMEXEX (TsPU-IMEXEX) algorithm. The main idea here is to update quan-
tities in the semiconductor domain more frequently than the quantities in the electrolyte
domain.
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Let ∆ts and ∆te be the time steps given by the CFL conditions in the semiconductor
and electrolyte domains respectively. Let K be the positive integer such that ∆te = K∆ts.
At time step k, we first solve the Poisson equation (36) to get (Φk−1,Ek−1). We then
perform K time steps for the semiconductor system, starting with the initial condition
(ρ˜0n, ρ˜
0
p) = (ρ
k−1
n , ρ
k−1
p ):
(w, ρ˜jn)ΩS + ∆tsLn
(
w,w; ρ˜jn, q˜
j
n
)
= (w, ρj−1n )ΩS −∆ts〈w, Iet(ρ˜j−1n − ρen, ρk−1o )〉Σ −∆ts(w, R˜(ρ˜j−1n , ρ˜j−1p ))ΩS , (61)
Mn
(
w,w; ρ˜jn, q˜
j
n
)
= − (w, αnEk−1ρ˜j−1n )ΩS − 〈n ·w, ρen〉ΓC , (62)
(w, ρ˜jp)ΩS + ∆tsLp
(
w,w; ρ˜jp, q˜
j
p
)
= (w, ρ˜j−1p )ΩS −∆ts〈w, Iht(ρ˜j−1p − ρep, ρk−1r )〉Σ −∆ts(w, R˜(ρ˜j−1n , ρ˜j−1p ))ΩS , (63)
Mp
(
w,w; ρ˜jp, q˜
j
p
)
= − (w, αpEk−1ρ˜j−1p )ΩS − 〈n ·w, ρep〉ΓC , (64)
Note that the values for the densities of the reductants and the oxidants are kept unchanged
during this iteration.
We then set (ρk−1n , ρ
k−1
p ) = (ρ˜
K
n , ρ˜
K
p ), and update the density values of the reductants and
the oxidants using time step ∆te following (49)-(52), that is:
(w, ρkr)ΩE + ∆teLr
(
w,w; ρkr ,q
k
r
)
= (w, ρk−1r )ΩE −∆te〈w, Iht(ρk−1p − ρep, ρk−1r )− Iet(ρk−1n − ρen, ρk−1o )〉Σ, (65)
Mr
(
w,w; ρkr ,q
k
r
)
= − (w, αrEk−1ρk−1r )ΩE − 〈n ·w, ρ∞r 〉ΓA , (66)
(w, ρko)ΩE + ∆teLo
(
w,w; ρko ,q
k
o
)
= (w, ρk−1o )ΩE −∆te〈w, Iet(ρk−1n − ρen, ρk−1o )− Iht(ρk−1p − ρep, ρk−1r )〉Σ, (67)
Mo
(
w,w; ρko ,q
k
o
)
= − (w, αoEk−1ρk−1o )ΩE − 〈n ·w, ρ∞o 〉ΓA . (68)
The algorithm is summarized in Algorithm 3. In the numerical simulations, we are
relatively conservative on the selection of K. We take a K that is smaller than the one
determined by ∆ts and ∆te. We are able to significantly achieve faster simulations with K
between 5 and 10, without sacrificing the accuracy and stability of the algorithm.
5 Numerical experiments
We now present some numerical simulations in one and two dimensions to demonstrate the
performance of the algorithms we developed in this work. We also intend to investigate the
characteristics of PEC solar cells under various conditions. In our implementation of the
algorithms in one dimension, we use the SparseLU [40] direct solver provided by the Eigen
Library [43] for the inversion of the MFEM and LDG matrices. In two dimensions we use
the deal.ii finite element library [5, 6] and the UMFPACK [34, 35, 32, 33] direct solver for
the inversion of the MFEM and LDG matrices.
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Algorithm 3 The TsPS-IMEXEX Algorithm
1: Initialize the density data (ρ0n, ρ
0
p, ρ
0
r, ρ
0
o); set t0 = 0; set k = 1;
2: Determine ∆ts from (Ln,Mn); determine ∆te from (Lr,Mr); set K = ∆te/∆ts;
3: while not reaching steady state do
4: Solve the Poisson problem (36) for (Φk−1,Ek−1) using (ρk−1n , ρ
k−1
p , ρ
k−1
r , ρ
k−1
o ) as data;
5: Set (ρ˜0n, ρ˜
0
p) = (ρ
k−1
n , ρ
k−1
p );
6: for j=0, · · · , K do
7: Update the densities (ρ˜n, ρ˜p) according to (61)-(64);
8: end for
9: Set (ρk−1n , ρ
k−1
p ) = (ρ˜
K
n , ρ˜
K
p );
10: Update the reductant and oxidant densities according to (65)-(68);
11: tk = tk−1 + ∆te, k = k + 1;
12: end while
5.1 Benchmark on spatial discritizations
To benchmark the algorithms for the semiconductor-electrolyte interface simulation, we
plot L2 errors in the steady-state electron densities in Fig. 5.1 (a) in one dimension. In our
numerical experiments we did not notice any difference between the accuracy of the steady
state solutions computed by any of the four stepping algorithms. The results in Fig. 5.1
(a) we obtained using the TsPS-IMEXEX algorithm. Note that since we do not have a
manufactured analytical solution here, we use the numerical solution on an extremely fine
mesh as the true solution. In Fig. 5.1 (a) we show the results for linear and quadratic
LDG approximations. The results show almost optimal convergence rates. The reason for
plotting only the L2 error of the steady-state electron density and not the steady-state
current distributions is that the steady-state currents in one dimension are constants and
therefore the L2 error plots would not reveal the convergence rate.
(a) L2 error plots for steady-state electron densities
in 1D.
(b) L2 error plots for u in problem (69) and (70).
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In the two dimensional code we tested all the individual solvers and coupling procedures
that will be used in simulations of the semiconductor-electrolyte interface. We present here
a benchmark on the underlying LDG discretization for reactive-interfaces on a simplified
problem. We take u : (0, T ] × ΩS → R and v : (0, T ] × ΩE → R and solve the coupled
parabolic problems,
ut −∆u = f1(x, t) in (0, T ]× ΩS,
nΣS · (−∇u) · = u(x, t)v(x, t)− I(x, t) on (0, T ]× Σ,
u = g1,D(x, t) on (0, T ]× ΓC ,
u = u0(x) in {t = 0} × ΩS,
(69)
and,
vt −∆v = f2(x, t) in (0, T ]× ΩE,
nΣE · (−∇v) = u(x, t)v(x, t)− I(x, t) on (0, T ]× Σ,
v = g2,D(x, t) on (0, T ]× ΓA,
v = v0(x) in {t = 0} × ΩE.
(70)
We take the domain to be Ω = [0, 1]×[0, 1] with ΩS = [0, 1/2]×[0, 1] and ΩE = [1/2, 1]×[0, 1].
Let x = (x, y). The interface is Σ = {x = 1/2}× [0, 1] and the boundaries are ΓC = ∂ΩS \Σ
and ΓA = ∂ΩE \ Σ. The manufactured solutions for this problem are,
u(x, y, t) = v(x, y, t) = e−t + cos(2pix) + cos(2piy). (71)
The corresponding right hand side functions are,
f1(x, y, t) = f2(x, y, t) = −e−t + 4pi2 cos(2pix) + 4pi2 cos(2piy) + 2pi sin(2pix). (72)
The Dirichlet boundary conditions g1,D(x, y, t) and g2,D(x, y, t) are taken to be u(x, y, t) on
ΓC and v(x, y, t) on ΓA respectively. The interface function is,
I(x, y, t) =
(
e−t + cos(piy)− 1)2 . (73)
The initial conditions u0(x, y) and v0(x, y) are taken to be the L
2 projection of the solutions
u(x, y, 0) and v(x, y, 0) onto the DG basis. To perform time stepping we use a first-order
PS-IMEXEX method and an end time of T = 1. In order to obtain the underlying errors of
the LDG method we take time step to be ∆t = hk+1 when using basis functions of order k.
The results can be seen in Fig. 5.1 (b) and show that we obtain optimal convergence rates
for the LDG method. We note that h will be the same value for both of the triangulations
of ΩS and ΩE, that is hS = hE = h.
5.2 Performance of time stepping algorithms
We now look at the performance of the four time stepping algorithms. Our focus will be
on the comparison between the four algorithms. We take the domain Ω = (−1,+1) where
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Figure 2: Run time performance results of key subroutines provided by the GRVY library.
the interface Σ is located at x = 0. The semiconductor domain is ΩS = (−1, 0) with ΓC
being at x = −1. The electrolyte domain is ΩE = (0, 1) with ΓA being at x = +1. We
used 100 linear elements on a Dell Precision T1700 Workstation (i5-4590 Processor, Quad
Core 3.30GHz). We use the GRVY library to monitor the computational time that is spent
on each major subroutines in the algorithms. In Fig. 2 we show a typical example of the
information provided by the GRVY library.
AS-IMIMEX AS-IMEXEX PS-IMEXEX TsPS-IMEXEX
Fact. LDG 2,322 2,421 < 1 < 1
Drift Term 9,133 48 92 51
Recom. Term 307 326 293 286
Sol. LDG 265 265 258 141
Sol. MFEM 73 73 71 7
Run Time 12,498 3,529 766 518
Table 1: Time in seconds spent in the subroutines of the time stepping algorithms. Note:
Total time includes time in other subroutines that were not recorded in this table.
In Tab. 1, we summarize the performance information of the four algorithms provided
by GRVY. Besides the total run time of each algorithm, we showed, for each algorithm, the
portion of the computational time spent on (i) assembling the drift term (first row), (ii)
assembling the recombination term (second row), (iii) factorizing the LDG matrices (third
row), (iv) inverting the LDG matrices (fourth row), and (v) inverting the MFEM matrices
(fifth row).
The difference between the AS-IMIMEX algorithm and the AS-IMEXEX algorithm is
that AS-IMIMEX uses implicit density values to assemble the drift term while AS-IMEXEX
uses explicit density values to assemble the drift term. Using implicit density values to
assemble the drift term is prohibitively expensive. In this case assembling the matrix cor-
responding to the drift term alone takes up nearly 73% of the run time. We see that the
AS-IMEXEX method is about 3.5 times faster than the AS-IMIMEX method (in total CPU
time). This is because using explicit density values to assemble the drift term we never com-
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pute the matrix that is used in AS-IMIMEX. Instead we assemble a right hand side vector
corresponding to the drift term by performing local quadrature over each cell. It should
be noted that the time step size needed to maintain stability for the AS-IMEXEX method
was about one half of that needed for the AS-IMIMEX algorithm. This loss of stability is
consistent with the choice of an explicit method instead of an implicit method.
We see from Tab. 1 that the main bottle neck in the AS-IMEXEX algorithm is due to
the factorization of the LDG matrices. If we treat all the densities on the interface using
explicit density values then the LDG matrices will remain constant in time. All the matrices
can then be factorized in the beginning of the simulation and only a linear solve must be
performed at every time step. This is the reason that the PU-IMEXEX algorithm is about
4.5 times faster (in total CPU time) than the AS-IMEXEX algorithm.
Finally, we observe from Tab. 1 that using a TsPU-IMEXEX method over PU-IMEXEX
method results in a total speed up of approximately 1.5. The faster run time is a result
of the reduction in the total number of linear solves performed in TsPU-IMEX. As noted
previously, this method uses two time steps, one for the semiconductor systems and one for
the electrolyte system. In our simulations we found that time step for the electrolyte system,
∆te, is almost 100 bigger than the time step for the semiconductor system, ∆ts. Therefore
the choice of K ≤ 10 mentioned in Section 4.4 could be relaxed and one might obtain even
more savings from TsPU-IMEXEX.
5.3 Device simulations under various model parameters
We now present some numerical studies on the behavior of the model solutions under dif-
ferent model parameters. We are mainly interested in studying the impact of (i) device
size, (ii) charge transfer rates on the interface, (iii) variations in the doping profile and (iv)
interface geometry on the performance of the device. We use silicon as our semiconductor
since it is the most commonly used semiconductor material for terrestrial photovoltaic de-
vices. The choice of redox system is rather arbitrary as most simulation studies neglect the
semiconductor electrode’s interaction with it all together. Therefore we choose values that
are computationally convenient, but are still representative of realistic electrolytes. The
material parameters values used in all simulations are recorded in Tab. 2 and come from
[58, 86, 101, 110]. Other parameters such as the size [47], doping profile [47] and charge
transfer rates [75] will be introduced when necessary.
Besides the accuracy of the solutions to the mathematical model, we introduce two
parameters to measure device performances: efficiency and fill factor. In order to define the
efficiency and fill factor we introduce some necessary notations. The short circuit current,
labeled JSC, is defined as the absolute value of current when Φapp = 0 and the device is
illuminated. The open circuit potential, labeled ΦOC, is the value of the applied potential
that produces zero current when the device is illuminated. We label the applied potential
and absolute value of current that maximize the power output of the cell as Φm and Jm
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Parameter Value Parameter Value
µn 3.4911× 10−3 µr 5.172× 10−4
µp 1.24128× 10−3 µo 5.172× 10−4
Φbi 15.85 Φ
∞ 0.0
λ2S 1.70215× 10−3 λ2E 1.43038× 10−1
τn 5× 107 - -
τp 5× 107 - -
ρi 2.564× 10−7 - -
σa 17.4974 - -
G0 1.2× 10−11 - -
Table 2: Non-dimensionalized material parameters used in numerical simulations.
respectively. The efficiency ηeff. and fill factor ff of a solar cell are then defined as,
ηeff. =
ΦmJm
Psun
, ff =
ΦmJm
ΦOCJSC
(74)
where Psun is the power provided by the sun. We remark that 0 < Φm < ΦOC and 0 < Jm <
JSC, so therefore 0 < ff < 1.
In the next four subsections, namely Sections 5.3.1- 5.3.4, we focus on one-dimensional
simulations with different model parameters. The last subsection, Section 5.3.5, is devoted
to two-dimensional simulations that focus on the impact of change of interface geometry on
the performance of the device.
5.3.1 Effects of device size
We consider two devices here: (i) D-I, Ω = (−1, 1) and (ii) D-II, Ω = (−0.2, 0.2). Besides
their sizes, the other model parameters of the two devices are identical and are recorded in
Tab. 3 (left table). The parameters are chosen to better visualize the effects of illumination.
The steady state characteristics of the devices under dark and illuminated conditions are
presented in Fig. 3 (for D-I) and Fig. 4 (for D-II).
In ΩS In ΩE and On Σ
ρen 2× 1016 ρ∞r 5× 1016
ρep 0 ρ
∞
o 4× 1016
Φapp. 0 ket 10
−11
- kht 10
−8
In ΩS In ΩE and On Σ
ρen 2 ρ
∞
r 30
ρep 0 ρ
∞
o 29
- - ket 10
−11
- - kht 10
−6
Table 3: Left: Parameter values for devices D-I and D-II; Right: Parameter values for
devices D-III and D-IV.
Comparing the results of the two devices it is evident that device characteristics vary
greatly depending on its size. Indeed, the size of the device can have significant impact
on the device’s energy conversion rates. To see that, we perform simulations on two more
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(a) Dark densities (b) Illuminated densities
(c) Dark current (d) Illuminated current
Figure 3: Steady state characteristics of device D-I.
devices: (iii) D-III and (iv) D-IV. D-III and D-IV have the same dimensions as D-I and
D-II respectively. The model parameters, however, are very different; see the values listed
in Tab. 3. Devices D-III and D-IV use higher concentrations of reductants and oxidants
and also have faster minority transfer rates (kht). We apply a range of applied biases to
the devices and record their steady state currents under illumination. The results of these
simulations are displayed in Fig. 5 and the performance of the devices are summarized in
Tab. 4. From Tab. 4 it is observed that device D-IV has a lower efficiency and fill factor
than D-III. Fig. 5 shows that this is because both the short circuit current and the open
circuit voltage have been reduced when using a smaller devices.
5.3.2 Impact of interfacial charge transfer rates
The charge transfer dynamics across the semiconductor-electrolyte interface is controlled
mainly by the electron and hole transfer rates ket and kht. There has been tremendous
progress in recent years on the theoretical calculation and experimental measurement of
these rate constants [75]. Here we study numerically the impact of these parameters on the
performance of the PEC cell.
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(a) Dark densities (b) Illuminated densities
(c) Dark current (d) Illuminated current
Figure 4: Steady state characteristics of device D-II.
Figure 5: Illuminated current-voltage curves
for devices D-III and D-IV.
Device Efficiency Fill Factor
D-III 4.3% 0.524
D-IV 3.1% 0.411
Table 4: Performance characteristics of de-
vices D-III and D-IV.
In Fig. 6, we show the current-voltage curves of devices D-III and D-IV under different
rates constants. For simplicity, we fix the electron transfer rate ket, varying only the hole
transfer rate kht to see its effect. The values of kht and the corresponding performance
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Figure 6: Illuminated current-voltage curves for devices D-III (left) and D-IV (right) different
interfacial minority charge transfer rates.
indicators are summarized in Tab. 5. It is clear from the data that the value of the minority
transfer rate greatly effects the efficiency and fill factor of a PEC solar cell. Specifically it is
observed that faster minority rates increase both the solar cell efficiency and fill factor. While
the values of kht that we considered here might be relatively high, they are still within the
upper limit of its value given in [75]. In fact, the large amount of efforts in practical studies
focus on how to select the combination of the semiconductor material and the electrolyte so
that the transfer rate is high.
Case kht Efficiency Fill Factor
1 10−4 6.3% 0.671
2 10−6 4.3% 0.524
3 10−8 2.2% 0.280
Case kht Efficiency Fill Factor
1 10−4 4.8% 0.561
2 10−6 3.1% 0.411
Table 5: Performance of devices D-III (left) and D-IV (right) under different minority trans-
fer rates.
5.3.3 Impact of the doping profile
We now study the impact of the doping profile on the performance of PEC cells. We focus
on the doping profile of the majority carrier. We perform simulations on device D-V which
has the same size as device D-I, that is, Ω = (−0.2, 0.2), but different model parameters
that are listed in Tab. 6 (left). We consider four different majority doping profiles that are
given as:
N 1D = 2.0, x ∈ [−0.2, 0]; N 2D =
{
10.0 x ∈ [−0.2,−0.07)
2.0 x ∈ [−0.07, 0]
N 3D =
{
10.0 x ∈ [−0.20,−0.13)
2.0 x ∈ [−0.13, 0] ; N
4
D =
{
20.0 x ∈ [−0.20,−0.13)
2.0 x ∈ [−0.13, 0]
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The values of ρen is then given as ρ
e
n = ND since the minority carrier doping profile is set as
NA = 0.
Parameter Value
ρep 0
ρ∞r 30
ρ∞o 29
ket 10
−11
kht 10
−4
Majority Doping Efficiency Fill Factor
N 1D 4.8% 0.561
N 2D 4.9% 0.626
N 3D 4.9% 0.617
N 4D 4.9% 0.634
Table 6: Left: model parameters for device D-V; Right: device performance of D-V with
different majority carrier doping profiles.
The simulation results are displayed in Fig. 7 and Tab. 6 (right). It seems that by adding
variations to the doping profile we greatly improve the fill factor. It is evident in Fig. 7 that
the improvement of the fill factor is caused by a decrease in open circuit voltage. We see
that a doping profile that has a thin, highly doped layer near the Ohmic contact has the best
fill factor of all four cases. Interestingly, in Fig. 7 the introduction of non-constant doping
profiles causes the electric field to switch signs within the semiconductor domain for certain
applied biases. This could be the reason for the reduction in the cells’ open circuit voltage
and the subsequent increase in the cell’s fill factor. The phenomenon we observe here are
consistent with what is known in the literature; see, for instance, the discussions in [47, 89].
5.3.4 Comparison with the Schottky approximation
In most previous simulation-based studies of PECs, the impact of the electrolyte solutions
on the performance of the system has been modeled in a simpler manner. Essentially,
the simulations are only performed on the semiconductor component. The impact of the
electrolyte component comes in from the so-called “Schottky boundary conditions” on the
interface [47, 83, 89]. The Schottky boundary conditions on the interface are:
nΣS · (−αnµnρn∇Φ − µn∇ρn) = vn(ρn − ρen),
nΣS · (−αpµpρp∇Φ − µp∇ρp) = vp(ρp − ρep),
(75)
where vn and vp are respectively the electron and hole recombination velocities. It is clear
that when the densities of the reductants and oxidants do not change overall applied biases,
these Schottky boundary conditions are simply the interface conditions (8) and (9) with
vn = ketρo and vp = khtρr. If the densities of the reductants and oxidants change with
applied biases, then the Schottky approximation fails to faithfully reflect the impact of the
electrolyte system on the performance of the device.
We compare here the simulation results using our model in this paper with these using
the Schottky approximation. We consider the comparison for a device with Ω = (−0.1, 0.1)
with two different sets of parameters: D-VI, listed in Tab. 7 (left) and D-VII, listed in Tab. 7
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(a) I-V curves (b) Φapp = 12
(c) Φapp = 15.47 (d) Φapp = 19.34
Figure 7: Device characteristics under different majority carrier doping profiles for D-V.
In ΩS and On Σ In ΩE
ρnp 2 ρ
∞
r 30
ρep 0 ρ
∞
o 29
ket 10
−11 - -
kht 10
−4 - -
vn 3× 10−9 - -
vp 2.9× 10−2 - -
Φapp. 0 - -
In ΩS and On Σ In ΩE
ρnp 2 ρ
∞
r 5
ρep 0 ρ
∞
o 4
ket 10
−11 - -
kht 10
−4 - -
vn 3× 10−9 - -
vp 2.9× 10−2 - -
Φapp. 0 - -
Table 7: Model parameters for devices D-VI (left) and D-VII (right).
(right). The main difference between the two devices are their redox pair concentrations.
The comparison of current densities between simulations of the full system and the Schottky
approximation for the two devices are displayed in Fig. 8.
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(a) D-VI (b) D-VII
Figure 8: Comparison of of an illuminated device’s current densities resulting from simula-
tions of the full semiconductor-electrolyte system and its Schottky approximation.
It can be observed from Fig. 8 that the Schottky approximation produces results which
are acceptable when the concentration of redox species are high compared to the densities
of electrons and holes. However, when the redox concentrations are comparable with the
density of electrons and holes the Schottky approximation produces results that deviate
appreciably from those computed with the full system. Specifically, in device D-VII, the
current density computed with the full system is are much smaller than the current density
computed with the Schottky approximation. Deviations in current calculations can yield
erroneous estimates of solar cell efficiency and fill factors. We demonstrate this as by plotting
the current-voltage curves for both devices in Fig. 9. The Schottky approximation over
estimated the efficiency (3.58%) and fill factor (0.5) compared to the simulation with the
full reactive-interface conditions (efficiency = 3.01% and fill factor = 0.42) by over 0.5%
and 0.08 respectively. We can see that it would be much more accurate to use the full
semiconductor-electrolyte systems in such instances.
5.3.5 Two-dimensional simulations: impact of interface geometry
We now turn to the two-dimensional simulations to investigate the dependence of the
numerical solution on geometry of the nanowire. The simulations for a two-dimensional
semiconductor-electrolyte interface use the domain in Fig. 10 (b) to represent a cross sec-
tion of the nanowires depicted in Fig. 10 (a). Specifically we aim to investigate the effect
the radii lengths R1 and R2 have on a PEC solar cell’s characteristics. The parameter values
for the two-dimensional simulations are the same as those for device D-I and recorded in
Tab. 3 (left table). These values were chosen to better visualize the dynamics of the charge
densities under illumination.
The top (y = H) and bottom (y = 0) of the electrolyte domain will always be insulated
and the right boundary of the electrolye domain (y = L) will have bulk redox and bulk
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(a) I-V curves (b) Zoomed in I-V curves
Figure 9: Comparison of current-voltage curves resulting from simulations of the full
semiconductor-electrolyte system and the Schottky approximation with low redox concen-
trations.
(a) Nanowire shapes [47] (b) 2D domain for nanowires
Figure 10: The domain for two dimensional nanowire simulations.
potential values. That is we define the boundaries of the electrolyte to be,
ΓA = {x = L} × [0,H],
ΓeN = ([R2,L]× {y = 0}) ∪ ([R1,L]× {y = H}) .
(76)
The boundary conditions of the semiconductor are the top and bottom of the domain are
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insulating and the left boundary of the domain is an Ohmic contact. That is,
ΓC = {x = 0} × [0,H],
ΓsN = ([0,R2]× {y = 0}) ∪ ([0,R1]× {y = H}) .
(77)
This choice of boundary conditions for semiconductor domain corresponds to the top of the
device (y = H) being covered by glass. Light enters the device through the glass and travels
straight downwards into the semiconductor. Light will not be able to enter the bottom
(y = 0) or the left boundary (x = 0) of the semiconductor domain. We use the design of
device D-VIII to simulate a cylindrical nanowire with dimensions that are summarized in
Tab. 8 (left). The other device we investigate, D-IX, is used to simulate a conic nanowire
design and its parameter values are summarized in Tab. 8 (right).
The densities of electron, holes, reductants and oxidants under an applied bias Φapp. =
0.0] and an applied bias of Φapp. = 0.5 are displayed in Fig. 11. We can see that under zero
applied bias electrons are mostly forced away from the interface and under a large applied
bias they are forced toward the interface. This can also be verified from Fig. 12 (a) and
Fig. 13 (a) which show the electron current density, Jn, for Φapp. = 0.0 and Φapp. = 0.5
respectively. From Fig. 12 (b) and Fig. 13 (b), we can see that the photo-generated holes
are mostly forced towards the interface for the case of Φapp. = 0.0 and mostly forced away
from the interface for Φapp. = 0.5.
Table 8: D-VIII (left) & D-IX (right) domains.
Parameter Value Parameter Value
R1 0.5 R1 0.3
R2 0.5 R2 0.7
H 1 H 1
L 1 L 1
Similarly, we can observe from Fig. 11, Fig. 12 and Fig. 13 that reductants and oxidants
are forced towards or away from interface depending on the value of the applied bias. It is
important to note that in Fig. 11 (b) the reductant and oxidant densities at the interface
deviate appreciably from their bulk values. Indeed, the bulk density of the oxidants is lower
than the bulk density of the reductants, however, at the interface the density of oxidants
is higher than the density of reductants. In such instances, the validity of the assumption
used for the Schottky approximations that the density or redox species remains constants is
clearly not true.
The densities of electrons, holes, reductants and oxidants of D-IX under illumination with
an applied bias Φapp. = 0.0 and Φapp. = 0.5 are displayed in Fig. 14. We can immediately
see the behavior of device D-IX is very different from the behavoir of device D-VIII. The
densities values of carriers in D-VIII were uniform y-axis, however, in device D-IX, the
densities are not even uniform along the interface. Indeed, in Fig. 14 we can observe local
increases and decreases in the densities of carriers; specifically at the corners ends of the
interface, that is the points (R1, H) and (R2, 0).
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(a) Φapp = 0.0 (b) Φapp = 0.5
Figure 11: Densities of charge carriers in D-VIII. Note: Densities are in 101.
6 Conclusion and further remarks
In this paper we proposed some numerical algorithms for solving systems of drift-diffusion-
Poisson equations that arise from the modeling of charge transport in semiconductor-electrolyte
based PEC solar cells. In our algorithm, we used a mixed finite element discretization for
the Poisson equation and a local discontinuous Galerkin discretization for the correspond-
ing drift-diffusion equations. For the temporal variable, we developed some implicit-explicit
time stepping methods to alleviate the stability constraints imposed by the CFL conditions
as well as to decouple the equations in the semiconductor domain from the equations in
the electrolyte domain. We calibrated our implementation with manufactured solutions and
presented numerical simulations to show the impact of various device parameters on the
performance of the PEC cells.
The stability and convergence of some of the numerical algorithms we proposed can be
proved in slightly simplified setting. Detailed stability and convergence analysis will appear
in forthcoming work. On the application side, we are interested in the implementation of our
algorithms on parallel processors for simulations in higher dimensional problems. Moreover,
we are currently working on the usage of the model for optimal design of PEC cells that
maximizing the performance of the cell over various achievable cell parameters.
Let us finish this paper by mentioning that even though our algorithms are designed
for the simulation of PEC solar cells, they can be easily adapted to many other problems
where charge transport through semiconductor-electrolyte interfaces have to be simulated.
One such an application is in mathematical neuroscience where researchers are interested
in studying performance of two-way communications between (sometimes organic) semicon-
ductor chips and neural cells [3, 9, 93, 107]. In this situation, a similar system of drift-
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(a) Jn (b) Jr
(c) Jp (d) Jo
Figure 12: Carrier currrents in device D-VIII with Φapp = 0.0 for D-VIII.
diffusion-Poisson model can be derived for the charge transport process. Therefore, our
numerical algorithms can be useful there.
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Figure 13: Carrier currrents in device D-VIII with Φapp = 0.5.
(a) Φapp = 0.0 (b) Φapp = 0.0
Figure 14: Densities of charge carriers in device D-IX. Note: Densities are in 101.
[2] T. Arbogast, M. Juntunen, J. Pool, and M. F. Wheeler, A discontinuous Galerkin
32
(a) Jn (b) Jr
(c) Jp (d) Jo
Figure 15: Carrier currrents for device D-IX with Φapp = 0 .
method for two-phase flow in a porous medium enforcing h(div) velocity and continuous
capillary pressure, Comput. Geosci., 17 (2013), pp. 1055–1078.
[3] J. Aziz, R. Genov, B. Bardakjian, M. Derchansky, and P. Carlen, Brain-silicon
interface for high-resolution in vitro neural recording, IEEE Trans. Biomed. Circuits Syst., 1
(2007), pp. 56–62.
[4] I. Babuska, The finite element method with Lagrange multipliers, Num. Math., 20 (1973),
pp. 179–192.
[5] W. Bangerth and R. Hartmann and G. Kanschat, deal.II – a General Purpose Object
Oriented Finite Element Library, ACM Trans. Math. Softw., 33 (2007), pp. 24/1–24/27.
[6] W. Bangerth and T. Heister and L. Heltai and G. Kanschat and M. Kronbichler and M. Maier
and B. Turcksin, The deal.II Library, Version 8.3, preprint, (2015)
[7] R. E. Bank, D. J. Rose, and W. Fichtner, Numerical methods for semiconductor device
simulation, SIAM J. Sci. and Stat. Comput., 4 (1983), pp. 416–435.
[8] A. J. Bard and L. R. Faulkner, Electrochemical Methods: Fundamentals and Applica-
tions, Wiley, New York, 2nd ed., 2000.
33
(a) Jn (b) Jr
(c) Jp (d) Jo
Figure 16: Carrier currrents for device D-IX with Φapp = 0.5.
[9] R. Baronas, F. Ivanauskas, I. Kulis, and J. Kulys, Mathematical Modeling of Biosen-
sors: An Introduction for Chemists and Mathematicians, Springer, 2009.
[10] S. Baumgartner and C. Heitzinger, A one-level FETI method for the drift-diffusion-
Poisson system with discontinuities at an interface, J. Comput. Phys., 243 (2013), pp. 74–86.
[11] M. Z. Bazant, K. Thornton, and A. Ajdari, Diffuse-charge dynamics in electrochemical
systems, Phys. Rev. E, 70 (2004). 021506.
[12] J. Bell, T. Farrell, M. Penny, and G. Will, A mathematical model of the
semiconductor-electrolyte interface in dye sensitised solar cells, in Proceedings of EMAC
2003, R. May and W. F. Blyth, eds., Australian Mathematical Society, 2003, pp. 193–198.
[13] N. Ben Abdallah, M. J. Ca´ceres, J. A. Carrillo, and F. Vecil, A deterministic
solver for a hybrid quantum-classical transport model in nanoMOSFETs, J. Comput. Phys.,
228 (2009), pp. 6553–6571.
[14] P. M. Biesheuvel, Y. Fu, and M. Z. Bazant, Electrochemistry and capacitive charging
of porous electrodes in asymmetric multicomponent electrolytes, Russian J. Electrochem., 48
(2012), pp. 580–592.
34
[15] D. Boffi, F. Brezzi, and M. Fortin, Mixed Finite Element Methods and Applications,
Springer, 2013.
[16] F. Bosisio, S. Micheletti, and R. Sacco, A discretization scheme for an extended drift-
diffusion model including trap-assisted phenomena, J. Comput. Phys., 159 (2000), pp. 197–
212.
[17] F. Brezzi, On the existence uniqueness and approximation of saddle-point problems arising
from Lagrange multipliers, R.A.I.R.O., 8 (1974), pp. 129–151.
[18] F. Brezzi and M. Fortin, Mixed and Hybrid Finite Element Methods, Springer, 1991.
[19] F. Brezzi, L. D. Marini, and P. Pietra, Two-dimensional exponential fitting and appli-
cations to drift-diffusion models, SIAM J. Numer. Anal., 26 (1989), pp. 1342–1355.
[20] D. Brinkman, K. Fellner, P. A. Markowich, and M. T. Wolfram, A drift-diffusion
reaction model for excitonic photovoltaic bilayers: asymptotic analysis and a 2D HDG finite
element scheme, Math. Model Methods Appl. Sci., 23 (2013), pp. 839–872.
[21] M. Burger and R. Pinnau, A globally convergent Gummel map for optimal dopant profil-
ing, Math. Models Methods Appl. Sci., 19 (2009), pp. 769–786.
[22] G. Cassano, C. de Falco, C. Giulianetti, and R. Sacco, Numerical simulation of
tunneling effects in nanoscale semiconductor devices using quantum corrected drift-diffusion
models, Comput. Methods Appl. Mech. Engrg., 195 (2006), pp. 2193–2208.
[23] S. Cauley, V. Balakrishnan, G. Klimeck, and C.-K. Koh, A two-dimensional domain
decomposition technique for the simulation of quantum-scale devices, J. Comput. Phys., 231
(2012), pp. 1293–1313.
[24] S. Chen, W. E, Y. Liu, and C.-W. Shu, A discontinuous Galerkin implementation of a
domain decomposition method for kinetic-hydrodynamic coupling multiscale problems in gas
dynamics and device simulations, J. Comput. Phys., 225 (2007), pp. 1314–1330.
[25] Z. Chen, Finite element analysis of the one-dimensional full drift-diffusion semiconductor
model, SIAM J. Numer. Anal., 32 (1995), pp. 455–483.
[26] Z. Chen and B. Cockburn, Analysis of a finite element method for the drift-diffusion
semiconductor device equations: the multidimensional case, Numer. Math., 71 (1995), pp. 1–
28.
[27] P. Chidyagwai and B. Rivie`re, On the solution of the coupled NavierStokes and Darcy
equations, Comput. Methods Appl. Mech. Engrg., 198 (2009), pp. 3806–3820.
[28] K. H. Coats, Impes stability: Selection of stable timesteps, SPE Journal, 8 (2003), pp. 181–
187.
[29] B. Cockburn and C. Dawson, Some extensions of the local discontinuous Galerkin method
for convection-diffusion equations in multidimensions, in Proceedings of the Conference on
the Mathematics of Finite Elements and Applications: MAFELAP X, J. R. Whiteman, ed.,
Elsevier, New York, 2000, pp. 225–238.
35
[30] B. Cockburn and C.-W. Shu, The local discontinuous Galerkin methods for time-
dependent convection-diffusion systems, SIAM J. Numer. Anal., 35 (1998), pp. 2440–2463.
[31] , Runge-Kutta discontinuous Galerkin methods for convection-dominated problems, J.
Sci. Comput., 16 (2002), pp. 173–261.
[32] T. A. Davis, A column pre-ordering strategy for the unsymmetric-pattern multifrontal
method, ACM Transactions on Mathematical Software, 30 (2004), pp. 165–195.
[33] T. A. Davis, Algorithm 832: UMFPACK, an unsymmetric-pattern multifrontal method,
ACM Transactions on Mathematical Software, 30, (2004), pp. 196–199.
[34] T. A. Davis and I. S. Duff, An unsymmetric-pattern multifrontal method for sparse LU
factorization, SIAM Journal on Matrix Analysis and Applications, 1 (1997), pp. 140–158.
[35] T. A. Davis and I. S. Duff, A combined unifrontal/multifrontal method for unsymmetric
sparse matricesA, ACM, 25 (1999), pp. 1–19.
[36] C. Dawson, S. Sun, and M. F. Wheeler, Compatible algorithms for coupled flow and
transport, Comput. Methods Appl. Mech. Engrg., 193 (2004), pp. 2565–2580.
[37] C. de Falco, J. W. Jerome, and R. Sacco, Quantum-corrected drift-diffusion models:
Solution fixed point map and finite element approximation, J. Comput. Phys., 228 (2009),
pp. 1770–1789.
[38] P. Degond and A. El Ayyadi, A coupled Schro¨dinger drift-diffusion model for quantum
semiconductor device simulations, J. Comput. Phys., 181 (2002), pp. 222–259.
[39] P. Degond, S. Gallego, and F. Me´hats, An entropic quantum drift-diffusion model for
electron transport in resonant tunneling diodes, J. Comput. Phys., 221 (2007), pp. 226–249.
[40] J. W. Demmel and S. C. Eisenstat and J. R. Gilbert and X. S. Li and J. W. H. Liu,
A supernodal approach to sparse partial pivoting, SIAM J. Matrix Analysis and Applications,
20 (1999), pp. 720-755.
[41] J. Douglas and I. M. Gamba and M. C. J. Squeff, Simulation of the transient behavoir
of a one dimensional semicondcutor device, Mat. Apl. Comput., 5 (1986), pp. 103–122.
[42] J. Douglas and T. J. Russell, Numerical methods for convection-dominated diffusion
problems based on combining the method of characteristics with finite element or finite dif-
ference procedures, SIAM J. Numer. Anal., 19 (1982), pp. 871–885.
[43] The Eigen Library. http://eigen.tuxfamily.org, 2010.
[44] B. Eisenberg, Ionic channels: Natural nanotubes described by the drift diffusion equations,
Superlattices and Microstructures, 27 (2000), pp. 545–549.
[45] A. M. Fajardo and N. S. Lewis, Free-energy dependence of electron-transfer rate constants
at Si/liquid interfaces, J. Phys. Chem. B, 101 (1997), pp. 11136–11151.
[46] W. R. Fawcett, Liquids, Solutions, and Interfaces: From Classical Macroscopic Descrip-
tions to Modern Microscopic Details, Oxford University Press, New York, 2004.
36
[47] J. M. Foley, M. J. Price, J. I. Feldblyum, and S. Maldonado, Analysis of the
operation of thin nanowire photoelectrodes for solar energy conversion, Energy Environ. Sci.,
5 (2012), pp. 5203–5220.
[48] M. Galler, Multigroup equations for the description of the particle transport in semicon-
ductors, World Scientific, 2005.
[49] Y. Gao, Y. Georgievskii, and R. Marcus, On the theory of electron transfer reactions
at semiconductor electrode/liquid interfaces, J. Phys. Chem., 112 (2000), pp. 3358–3369.
[50] Y. Gao and R. Marcus, On the theory of electron transfer reactions at semiconductor
electrode/liquid interfaces. II. A free electron model, J. Phys. Chem., 112 (2000), pp. 6351–
6360.
[51] I. M. Gamba and M. C. J. Squeff, Simulation of the transient behavoir of a one dimen-
sional semicondcutor device II, SIAM J. Numer. Anal., 2 (1989), pp. 539–552.
[52] G. N. Gatica, A Simple Introduction to the Mixed Finite Element Method, Springer, 2014.
[53] V. Girault, S. Sun, M. F. Wheeler, and I. Yotov, Coupling discontinuous Galerkin
and mixed finite element discretizations using mortar finite elements, SIAM J. Numer. Anal.,
46 (2008), pp. 949–979.
[54] R. Glowinski and M. F. Wheeler, Domain decomposition and mixed finite element meth-
ods for elliptic problems, in Domain Decomposition Methods for Partial Differential Equa-
tions, R. Glowinski, G. H. Golub, G. A. Meurant, and J. Pe´riaux, eds., SIAM, Philadelphia,
1988, pp. 144–172.
[55] T. Grasser, ed., Advanced Device Modeling and Simulation, World Scientific, 2003.
[56] M. Gra¨tzel, Photoelectrochemical cells, Nature, 414 (2001), pp. 338–344.
[57] , Dye-sensitized solar cells, J. Photochem. Photobiol. C, 4 (2003), pp. 145–153.
[58] M. A. Green and M. J. Keevers, Optical properties of intrinsic silicon at 300 k, Prog.
Photovoltaics, 3 (1995), pp. 189–192.
[59] The GRVY Library. http://users.ices.utexas.edu/∼csim/grvy/html/index.html, 2008.
[60] Y. He, I. M. Gamba, H. C. Lee, and K. Ren, On the modeling and simulation of
reaction-transfer dynamics in semiconductor-electrolyte solar cells, SIAM J. Appl. Math., 75
(2015), pp. 2515–2539.
[61] T. L. Horng, T. C. Lin, C. Liu, and B. Eisenberg, PNP equations with steric effects:
A model of ion flow through channels, J Phys Chem B., 116 (2012), pp. 11422–11441.
[62] J. W. Jerome, Analysis of Charge Transport: A Mathematical Study of Semiconductor
Devices, Springer-Verlag, Berlin, 1996.
[63] J. W. Jerome and T. Kerkhoven, A finite element approximation theory for the drift-
diffusion semiconductor model, SIAM J. Numer. Anal., 28 (1991), pp. 403–422.
[64] S. Jin and L. Pareschi, Discretization of the multiscale semiconductor Boltzmann equation
by diffusive relaxation schemes, J. Comput. Phys., 161 (2000), pp. 312–330.
37
[65] A. Ju¨ngel, Transport Equations for Semiconductors, Springer, Berlin, 2009.
[66] P. V. Kamat, K. Tvrdy, D. R. Baker, and J. G. Radich, Beyond photovoltaics: Semi-
conductor nanoarchitectures for liquid-junction solar cells, Chem. Rev., 110 (2010), pp. 6664–
6688.
[67] B. M. Kayes, H. A. Atwater, and N. S. Lewis, Comparison of the device physics
principles of planar and radial p-n junction nanorod solar cells, J. Appl. Phys., 97 (2005).
114302.
[68] M. S. Kilic, M. Z. Bazant, and A.Ajdari, Steric effects in the dynamics of electrolytes
at large applied voltages: II. modified Nernst-Planck equations, Phys. Rev. E, 75 (2007).
021503.
[69] R. Kircher and W. Bergner, Three-Dimensional Simulation of Semiconductor Devices,
Berkha¨user Verlag, Basel, 1991.
[70] A. A. Kulikovsky, A more accurate Scharfetter-Gummel algorithm of electron transport
for semiconductor and gas discharge simulation, J. Comput. Phys., 119 (1995), pp. 149–155.
[71] D. Laser and A. J. Bard, Semiconductor electrodes: VII digital simulation of charge
injection and the establishment of the space charge region in the absence of surface states, J.
Electrochem. Soc., 123 (1976), pp. 1828–1832.
[72] , Semiconductor electrodes: VIII digital simulation of open-circuit photopotentials, J.
Electrochem. Soc., 123 (1976), pp. 1833–1837.
[73] P. Lee, B. E. Griffith, and C. S. Peskin, The immersed boundary method for advection-
electrodiffusion with implicit timestepping and local mesh refinement, J. Comput. Phys., 229
(2010), pp. 5208–5227.
[74] N. S. Lewis, Mechanistic studies of light-induced charge separation at semiconductor/liquid
interfaces, Acc. Chem. Res., 23 (1990), pp. 176–183.
[75] , Progress in understanding electron-transfer reactions at semiconductor/liquid inter-
faces, J. Phys. Chem. B, 102 (1998), pp. 4843–4855.
[76] P.-L. Lions, On the Schwarz alternating method. I., in Domain Decomposition Methods,
SIAM, Philadelphia, 1988, pp. 1–42.
[77] , On the Schwarz alternating method. II. stochastic interpretation and order properties.,
in Domain Decomposition Methods, SIAM, Philadelphia, 1989, pp. 47–70.
[78] , On the Schwarz alternating method. III. a variant for nonoverlapping subdomains., in
Domain Decomposition Methods, SIAM, Philadelphia, 1990, pp. 202–223.
[79] W. Liu, One-dimensional steady-state Poisson-Nernst-Planck systems for ion channels with
multiple ion species, J. Diff. Eqn., 246 (2009), pp. 428–451.
[80] B. Lu, M. J. Holst, J. A. McCammon, and Y. C. Zhou, Poisson-Nernst-Planck equa-
tions for simulating biomolecular diffusion-reaction processes I: Finite element solutions, J.
Comput. Phys., 229 (2010), pp. 6979–6994.
38
[81] B. Lu and Y. C. Zhou, Poisson-Nernst-Planck equations for simulating biomolecular
diffusion-reaction processes II: Size effects on ionic distributions and diffusion-reaction rates,
Biophysical Journal, 100 (2011), pp. 2475–2485.
[82] S. Mafe´, J. Pellicer, and V. M. Aguilella, A numerical approach to ionic transport
through charged membranes, J. Comput. Phys., 75 (1988), pp. 1–14.
[83] P. A. Markowich, C. A. Ringhofer, and C. Schmeiser, Semiconductor Equations,
Springer, New York, 1990.
[84] S. R. Mathur and J. Y. Murthy, A multigrid method for the Poisson-Nernst-Planck
equations, Int. J. Heat Mass Transfer, 52 (2009), pp. 4031–4039.
[85] A. J. Mauro, J. K. Sigurdsson, J. Shrake, P. J. Atzberger, and S. A. Isaacson,
A first-passage kinetic monte carlo method for reaction-drift-diffusion processes, J. Comput.
Phys., 259 (2014), pp. 536–567.
[86] R. Memming, Semiconductor Electrochemistry, Wiley-VCH, New York, 2nd ed., 2001.
[87] S. Micheletti, A. Quarteroni, and R. Sacco, Current-voltage characteristics simula-
tion of semiconductor devices using domain decomposition, J. Comput. Phys., 119 (1995),
pp. 46–61.
[88] I. Moyles and B. Wetton, A numerical framework for singular limits of a class of reaction
diffusion problems, J. Comput. Phys., 300 (2015), pp. 308–326.
[89] J. Nelson, The Physics of Solar Cells, Imperial College Press, London, 2003.
[90] J. Newman and K. E. Thomas-Alyea, Electrochemical Systems, Wiley-Interscience, New
York, 3rd ed., 2004.
[91] A. J. Nozik and R. Memming, Physical chemistry of semiconductor-liquid interfaces, J.
Phys. Chem., 100 (1996), pp. 13061–13078.
[92] J. H. Park and J. W. Jerome, Qualitative properties of steady-state Poisson–Nernst–
Planck systems: Mathematical study, SIAM J. Appl. Math., 57 (1997), pp. 609–630.
[93] I. Peitz and P. Fromherz, Electrical interfacing of neurotransmitter receptor and field
effect transistor, Eur. Phys. J. E, 30 (2009), pp. 223–231.
[94] M. Penny, T. Farrell, and C. Please, A mathematical model for interfacial charge
transfer at the semiconductor-dye-electrolyte interface of a dye-sensitised solar cell, Solar
Energy Materials and Solar Cells, 92 (2008), pp. 11–23.
[95] M. A. Penny, T. W. Farrell, G. D. Will, and J. M. Bell, Modelling interfacial charge
transfer in dye-sensitised solar cells, J. Photochem. Photobiol. A, 164 (2004), pp. 41–46.
[96] K. E. Pomykal and N. S. Lewis, Measurement of interfacial charge-transfer rate constants
at n-type InP/CHOH junctions, J. Phys. Chem. B, 101 (1997), pp. 2476–2484.
[97] A. Quarteroni and A. Valli, Domain Decomposition Methods for Partial Differential
Equations, Oxford Science Publications, Oxford, 1999.
39
[98] P. Raviart and J.-M. Thomas, A mixed finite element method for second-order elliptic
problems, in Mathematical Aspects of Finite Elment Methods, I. Galligani and E. Magenes,
eds., Springer, Berlin, 1977, pp. 292–315.
[99] D. Schroeder, Modelling of Interface Carrier Transport for Device Simulation, Springer-
Verlag, Wien, 1994.
[100] Z. Schuss, B. Nadler, and R. S. Eisenberg, Derivation of PNP equations in bath and
channel from a molecular model, Phys. Rev. E, 64 (2001). 036116.
[101] S. Selberherr, Analysis and Simulation of Semiconductor Devices, Springer, Vienna, 2001.
[102] J. W. Sheldon and W. T. Cardwell Jr., One-dimensional, incompressible, noncapil-
lary, two-phase fluid flow in a porous medium, Trans. SPE AIME, 216 (1959), pp. 290–296.
[103] W. Shockley and W. T. Read, Statistics of recombination of holes and electrons, Physical
Review, (1952).
[104] A. Singer and J. Norbury, A Poisson-Nernst-Planck model for biological ion channels-
an asymptotic analysis in a three-dimensional narrow fun, SIAM J. Appl. Math., 70 (2009),
pp. 949–968.
[105] D. Singh, X. Guo, J. Y. Murthy, A. Alexeenko, and T. Fisher, Modeling of subcon-
tinuum thermal transport across semiconductor-gas interfaces, J. Appl. Phys., 106 (2009).
024314.
[106] F. Spill, P. Guerrero, T. Alarcon, P. K. Maini, and H. Byrne, Hybrid ap-
proaches for multiple-species stochastic reaction-diffusion models, J. Comput. Phys., 299
(2015), pp. 429–445.
[107] A. Stett, B. Muller, and P. Fromherz, Two-way silicon-neuron interface by electrical
induction, Phys. Rev. E, 55 (1997), pp. 1779–1782.
[108] H. Stone and A. O. Gardner Jr., Analysis of gas-cap or dissolved-gas reservoirs, Trans.
SPE AIME, 222 (1961), pp. 92–104.
[109] G. Stracquadanio, V. Romano, and G. Nicosia, Semiconductor device design using
the BiMADS algorithm, J. Comput. Phys., 242 (2013), pp. 304–320.
[110] S. M. Sze, Physics of Semiconductor Devices, John Wiley & Sons, 1981.
[111] D. Thangaraj and A. Nathan, A rotated monotone difference scheme for the two-
dimensional anisotropic drift-diffusion equation, J. Comput. Phys., 145 (1998), pp. 445–461.
[112] A. Toselli and O. B. Widlund, Domain Decomposition Methods - Algorithms and Theory,
Springer-Verlag, 2005.
[113] D. Vassilev and I. Yotov, Coupling Stokes-Darcy flow with transport, SIAM J. Sci. Com-
put., 31 (1998), pp. 3661–3684.
[114] H. Wang, C.-W. Shu, and Q. Zhang, Stability and error estimates of local discontinu-
ous Galerkin methods with implicit- explicit time-marching for advection-diffusion problems,
SIAM J. Numer. Anal., 53 (2015), pp. 206–227.
40
[115] Y. Xu and C.-W. Shu, Local discontinuous Galerkin methods for high-order time-dependent
partial differential equations, Comm. Comput. Phys., 7 (2010), pp. 1–46.
41
