Abstract-We present a theoretical comparison of the stateof-the-art sufficient conditions required for pathwise (almost sure type of) convergence between grid based and particle approximate filters, as well as discuss the implications of these conditions on the specific mode of convergence achieved. Focusing on general Markov processes observed in conditionally Gaussian noise, we have recently shown that a sufficient condition for pathwise convergence of grid based filters is conditional regularity of stochastic kernels. The respective condition for almost sure convergence of particle filters is the well known Feller property. While our analysis shows that the comparison between the aforementioned conditions may be indeed inconclusive, we identify a large class of systems for which conditional regularity may hold true, whereas the Feller property cannot. This is achieved through a structural analysis of both sufficient conditions. This work can be summarized in that there provably exist system classes supported by either grid based or particle filtering approximations, but not necessarily by both; for systems supported by both, grid based filters exhibit a theoretical advantage in terms of convergence robustness.
I. INTRODUCTION
It is well known that except for a few very special cases such as those involving linear transition models (the GaussMarkov case), or Markov chains with discrete and finite state spaces [1] - [5] , general nonlinear filters of partially observable Markov processes (or Hidden Markov Models (HMMs)) do not admit finite dimensional (recursive) representations [6] , [7] . Adopting the Minimum Mean Square Error (MMSE) as the standard optimality criterion, in most cases, the nonlinear filtering problem results in a dynamical system in the infinite dimensional space of measures, making the need for robust approximate solutions imperative.
The literature concerning the development of such approximate methods is considerably rich and old. Approximate nonlinear filters can be categorized into several groups, including Gaussian approximations and related heuristics (see, for example, [8] , [9] ), Monte Carlo approaches (particle filters and related methods [10] ) and grid based filters (relying on proper quantizations of the state space of the state process [11] - [13] ). Each of the aforementioned approaches has its † Corresponding Author. This work is supported by the National Science Foundation (NSF) under grant CNS -1239188. advantages and disadvantages, both regarding accuracy and computational complexity (see, for instance, [14] - [17] ).
In this paper, we focus on approximate filtering of general Markov processes observed in conditionally Gaussian noise and, in particular, grid based and particle filtering schemes. We provide a theoretical comparison of the state-of-theart sufficient conditions required for pathwise (almost sure type of) convergence between the aforementioned filtering approximations, as well as the implications these conditions have on the specific mode of convergence achieved. Such a comparison is of importance, since both types of filters have been successfully employed in many real world applications.
For grid based filters, a condition which provides satisfying convergence guarantees is conditional regularity of stochastic kernels [18] . Under the assumption of conditional regularity, grid based filters converge to the optimal MMSE state estimator in a relatively strong sense, i.e., compactly in time and uniformly in a set of outcomes of probability measure almost 1. In the case of particle filters, the condition which ensures pathwise (almost sure) convergence of the respective filtering approximations is the Feller property [19] - [21] , which is a form of continuity of the corresponding stochastic kernel(s) of the Markov process under consideration.
In this work, although it is analytically shown that the comparison between conditional regularity and the Feller property may be inconclusive, we identify a large class of systems for which conditional regularity is possible to hold true, whereas the Feller property cannot. Additionally, we study analytically under which sense conditionally weak convergence constitutes a necessary condition for both conditional regularity and the Feller property. The main outcome of this work, is that there provably exist system classes supported by either grid based or particle approximate filters, but not necessarily by both. However, when a system is theoretically supported by both filtering approximations, grid based filters exhibit a theoretical advantage in terms of convergence robustness.
The paper is organized as follows. In Section II, we introduce the model of the class of partially observable systems under consideration. Section III introduces grid based filters, conditional regularity, particle filters, the Feller property, along with the respective convergence theorems. Section IV is devoted to the comparison between grid based filters and particle filters and contains the main contributions of the paper. Finally, Section V concludes the paper.
II. SYSTEM MODEL
We assume that all stochastic processes considered are fundamentally generated on a common complete probability space (the base space), defined by the usual triplet (Ω, F , P), at each time instant taking values in a Borel measurable state space. The state process X t ∈ R M ×1 is assumed to be Markov with known dynamics, that is, with known, possibly nonstationary stochastic kernel
completely describing its stochastic behavior. Generically, the state is also assumed to be confined to a compact strict subset of R M ×1 , that is, ∀t ∈ N, X t ∈ Z ⊂ R M ×1 , almost surely. The state X t is partially observed through the process
where, conditioned on X t and for each t ∈ N, the sequence 
The observation process (1) can also be rewritten in the canonical form y t ≡ μ t (X t ) + C t (X t )u t , ∀t ∈ N, where u t ≡ u t (ω) constitutes a standard Gaussian white noise process and, for all x ∈ Z, C t (x)
In what follows, without loss of generality and in order to facilitate the presentation, we will drop the subscript "t" from the stochastic kernels governing the evolution of X t , therefore assuming stationarity of the state. Additionally, let us also present some typical technical assumptions adopted hereafter, ensuring stability of the observations process.
Assumption 1: (Boundedness) Each of the quantities λ min (C t (x)), λ max (C t (x)) and μ t (x) 2 is uniformly and finitely bounded for all t ∈ N and for all x ∈ Z. If x is substituted by the stochastic process X t (ω), then the above statements are understood in the essential sense. For technical reasons, it is also true that λ inf inf t∈N inf x∈Z λ min (C t (x)) > 1, a requirement which can always be satisfied by appropriate normalization of the observations. 
If x is substituted by X t (ω), then the above statements are understood in almost sure sense.
III. APPROXIMATE FILTERING OF MARKOV PROCESSES
In the following, let {Y t } t∈N be the complete natural filtration generated by the process y t .
Adopting the MMSE as an optimality criterion for inferring X t on the basis of the observations, one would ideally like to discover an efficient way for evaluating the conditional expectation or filter of the state, given the available information encoded in Y t ,
sequentially in time.
As stated in the Introduction, one must resort to cleverly designed and robust approximations in order to effectively treat the general nonlinear filtering problem, hoping to result to well behaved, finite dimensional (in particular, recursive) approximate filtering schemes. Two such examples are grid based filters and particle filters.
A. Grid Based Filters
Without loss of generality, assume that
The l-th cell and its respective center of mass are denoted as Z
is defined as the bijective and measurable function which uniquely maps the l-th cell to the respective reconstruction point (3) that is, X t is approximated by its nearest neighbor on the cell grid. Additionally, define the quantizer
contains as elements the complete standard basis
constitutes the respective reconstruction matrix. We also define the likelihood matrix
where
all t ∈ N, with N (x; μ, C) denoting the multivariate Gaussian density as a function of x, with mean μ and covariance matrix C. Further, define the column stochastic matrix
Under these considerations, the MMSE optimal nonlinear filter X t can be approximated by the expression
where the process E t ∈ R L S ×1 can be evaluated through the linear recursion E t ≡ Λ t P E t−1 , for all t ∈ N. The filter is initialized setting
It will be instructive to provide an equivalent description of the grid based approximate filter described above, in terms of the classical predict-update equations of nonlinear filtering [7] , [20] . In particular, denote as π
t|t−1 (·) the approximations to the posterior probability measures given Y t and Y t−1 , for all t ∈ N, respectively. Then, it can be very easily shown that, for all t ∈ N, the dynamic equations for the grid based filtering scheme take the form
, which constitutes the prediction part of the filter, and
, which forms the update part of the filter. Under this framework, the approximations to the optimal filter of the state can be evaluated as
for all t ∈ N, where [A] (:, i) extracts the i-th column of the matrix A of arbitrary dimensions. In order to analytically study the asymptotic consistency of the approximate filter defined above, the simple notion of conditional regularity was recently introduced in [18] . The respective definition follows. Hereafter, for any process X t , we will say that a sequence of functions {f n (·)} n is P X t − UI, if {f n (·)} n is Uniformly Integrable with respect to the pushforward measure induced by X t , P X t , for all t in some subset of N ∪ {−1} (to be clear by the context), i.e.,
, associated with the process
Conditionally Regular of Type I (CRT I), if, for almost all
If, additionally, for almost all x ∈ R M ×1 , the Borel probability measure K ( ·| x) admits a stochastic kernel density κ :
, suggestively denoted as κ ( y| x) and if there exists another nonnegative
is satisfied, then we say that K ( ·| ·) is Conditionally Regular of Type II (CRT II). In any of the two cases, we will also say that Y t is conditionally regular, interchangeably.
Remark 1. Essentially, CRT II constitutes a stronger form a conditionally weak convergence of conditional distributions, due to the uniformity in y and the uniform integrability of δ
. This fact will be useful in Section IV.
Then, the following fundamental result is true, showing pathwise convergence of the marginal quantization based approximate filter, in a certain sense.
Theorem 1. (Convergence of Grid Based Filters [18])
Pick any natural T < ∞ and suppose that the state process X t is conditionally regular. Then, there exists a measurable subset Ω T ⊆ Ω with P-measure at least 1 − (T + 1)
for any free, finite constant C ≥ 1. In other words, the convergence of the respective approximate filtering operators is compact in t ∈ N and, with probability at least
B. Particle Filters
Since the particle filtering schema is well-known in the literature [10] , the discussion in this subsection will be brief. In this work, we are interested on pathwise convergence of particle filters. Out of the many variations of the particle filtering approach, which exist in the literature, we will consider the "vanilla" particle filter thoroughly analyzed in [20] (see also [21] ), where the resampling step is achieved via multinomial sampling. Before the resampling step, the operation of the filter is briefly described as follows.
Essentially, a particle filter constitutes a grid based filter with randomly chosen quantizations of the state space of X t . Given a set of (random) particles
, approximately distributed according to the true posterior measure π t−1|t−1 (·) (say), the prediction part of the grid based filter expressed by (8) and (9) is replaced by
The rest of the filtering schema remains the same, plus the resampling step, whose aim is to obtain an "unweighted" approximation to the posterior measure π t|t (·), to be used in the next filtering iteration, and so on [20] . Pathwise convergence of particle filters (of the form considered above) is ensured via the so called Feller property, presented below. In the following, C b (A) denotes the set of all bounded and continuous functions on A. 
is associated with the process
Under the assumption of a Feller stochastic kernel, almost sure convergence of particle filters is ensured, as the following theorem suggests. In the following, let π t|t (·) denote the true posterior measure of X t given Y t . [20] , [21] ) Pick any natural T < ∞ and suppose that the state process X t is Feller. Then, for all t ∈ N T , the posterior probability measure generated by the particle filter, π L S t|t (·), converges weakly to π t|t (·), almost surely with respect to P.
Theorem 2. (Convergence of Particle Filters

IV. FELLER VS CONDITIONAL REGULARITY
In this section, we provide a comparison of the respective conditions required for pathwise convergence between grid based and particle filters presented in Section III, as well as discuss the implications these conditions have on the type of convergence achieved.
A. Comparison of Sufficient Conditions
From the sequential definition of continuity 1 , we know that
Kφ ( x). In order to connect the Feller property with Conditional Regularity of Type I (CRT I) (CRT II can be easily seen to imply CRT I -see Definition 1), define the sequence of operators
for all x ∈ R M ×1 and where φ ∈ C b R M . Hereafter, we will
x, almost surely. As one can easily see, the Q L S -PreFeller property is strictly weaker than the Feller property. This is due to the fact that the sequence Q L S ( x) L S ∈N + constitutes just a single candidate demonstrating convergence to Kφ ( x), which is not enough in order to ensure sequential continuity, which in turn would be equivalent to Kφ being in
Now, the way to connect the Q L S -PreFeller property to CRT I is the following. For each fixed x ∈ R M ×1 , let us consider the sequence of probability mea-
It is then true that the Q L S -PreFeller property is by definition equivalent to (conditionally [22] - [24] ) weak convergence [25] 
which, by the Portmanteau Theorem [24] , [25] , is in turn equivalent to
for all A ∈ B R M such that K ( ∂A| x) ≡ 0, where ∂A denotes the boundary set of the Borel set A. Apparently, (22) is the same as
for some sequence
On the other hand, CRT I requires that the approximation error scales strictly faster than O L
for some nonnegative sequence δ
we get exactly the respective statement in the definition of conditional regularity.
In general, the discussion above indicates that CRT I may be stronger than weak convergence of the aforementioned sequences of probability measures. Indeed, although we will show later that conditional regularity implies the existence of at least one conditionally weakly convergent subsequence of the respective sequence of measures, the converse is not necessarily true. Because of this fact, a direct comparison between conditional regularity and the Feller property is most probably inconclusive. However, we can compare the two sufficient conditions for convergence based on specific types of systems that each of the former can support. In particular, it would be interesting if we could identify system classes "tied" to each of the sufficient conditions under consideration. This would reveal the usefulness of both the grid based and particle filtering approaches, of course on the basis of the respective sufficient conditions for convergence. One such useful, structurally simple class of systems is treated next. It is easy to see that for a globally absolutely continuous K ( ·| x), for almost all x, CRT II implies CRT I, since, for
Of course, the above also holds locally, in each subinterval where Q L S (·) is as a uniform quantizer. Then, the superlinear in L S convergence rate is defined as the maximum of all the rates among all corresponding intervals. On the other hand, for all finite x such that Q L S ( x) ≡ x, the condition implying CRT I holds trivially, since, for any Borel A the approximation error between K A| Q L S ( x) and K ( A| x) is identically zero. Putting it altogether, we have
where the complexity index of Q L S (·) takes values in the set
The proof is complete. Although the particular class of systems Proposition 1 refers to may be convenient, it may not be clear whether such type of systems actually exist. And even if such systems exist, do they constitute a class that is not supported by the Feller property, revealing the practical usefulness of the grid based approach?
Regarding the first question, consider simply the probability of X t being in the Borel set A, P (A). Then, for all t, it is true that
Now, suppose that, as in Proposition 1, there exist one (for simplicity) point x ∈ R M ×1 occurring with positive probability, that is, the measure P X t−1 (dx) contains one delta mass concentrated at x. Then, for some 0 < γ ≤ 1, we can write (28) or, making the relevant definition,
From (29), it is apparent that for each Borel A, K ( A| x) may be chosen arbitrarily. Also, K ( A| x) at the rest of x s in R M ×1 can be selected to be absolutely continuous with respect to the Lebesgue measure. Another equally important fact is that the model allows for any (finite) number of discontinuities of the stochastic kernels with respect to x, as long as the quantizer Q L S (·) is properly selected (see Proposition 1). Now, regarding the second question, it is easy to show that there exists a quantizer Q L S (·), forming a sequence of points converging to each x ∈ R M ×1 , such that (22) fails to hold. Indeed, let M ≡ 1, pick a point x ∈ R and suppose that Q L S (·) is chosen such that Q L S ( x) = x and Q L S ( x) → x from the left (say). Also, suppose that the event {ω ∈ Ω |X t (ω) ≡ x } occurs with positive probability and that
, where the Borel set A constitutes a K ( ·| x)-continuity set, that is, K ( ·| ·) is discontinuous at a point of positive measure. Then, for this particular A,
This simple example shows that the Q L S -PreFeller property is not satisfied for the particular choice of Q L S (·). Therefore, neither the Feller property is satisfied, even if we relax continuity to hold P-almost everywhere.
As we have already seen, the Feller property implies the existence of at least one sequence of (random) probability measures converging to K ( dx| x). Interestingly, it can be shown that, in a sense, CRT I also implies conditionally weak convergence of the sequence
Proof of Theorem 3: See Appendix. Theorem 3 implies that the existence of a (sub)sequence of Q L S ( x)'s such that K ( ·| ·) is conditionally weakly convergent is a necessary condition for conditional regularity. This interesting fact provides a "bare minimum" of properties that a Markov process must satisfy in order to ever be able to satisfy conditional regularity: If one conditionally weakly convergent subsequence Q L S ( x) s is identified, then there is hope for K ( ·| ·) to be CRT I, since L S may at least be chosen to belong to the index set corresponding to the members of the subsequence under consideration. In fact, if it is additionally assumed that the set of the respective conditional cumulative
constitute an equicontinuous family, for almost all x ∈ R M ×1 , then it can be shown that the corresponding sequence of measures is conditionally weakly convergent in the usual sense. The proof of this result is not trivial, but it will be presented elsewhere, mainly due to space limitations. The above is in direct contrast to the Feller property, for which it is necessary and sufficient that, for all x's, K ( ·| ·) must be conditionally weakly convergent for all sequences converging to the x picked each time.
Useful facts we can infer from the discussion presented above are the following: 1) In general, conditional regularity does not imply the Feller property. This cannot happen, since the former refers to convergence of sequences, whereas the latter refers to continuity of functionals. 2) CRT I is strictly weaker than the Feller property, in the sense that it can be constructed starting from the Q L S -PreFeller property (implied by the Feller property), defined above. 3) CRT I is potentially stronger than the Feller property, in the sense that, for each fixed x ∈ R M ×1 , the convergence rate of the approximation error on the LHS of (24) is required to be at least as fast as implied by the RHS (second line) of (24) , plus the uniform integrability assumption.
B. Practical Implications
The discussion above reveals that there exist classes of systems for which conditional regularity may hold, but the Feller property cannot. Of course, the same also happens in the other way around. It is well known [19] that the class of systems where the state can be expressed as
and for some white noise process W t , satisfies the Feller property as long as the transition mapping F (·, ·) is continuous in its first argument, that is, in "X t−1 ". Obviously, such a system may or may not be conditionally regular. This fact indicates that there exist system classes that are supported by either grid based or particle filters, but not necessarily by both, revealing the importance of both filtering approximations, both in theory and practice. More specifically, the class described in Proposition 1 includes multimodal systems stationary or not, such as:
• Mixed systems with an absorbing discrete mode. The stochastic kernels of these systems are absolutely continuous (say) until a pathological state occurring with possibly positive measure is hit. Then the system jumps into a nonescaping discrete mode.
• Mixed systems with a nonabsorbing mixed mode. When a pathological state is hit, the system either jumps to another such state, or returns to absolute continuity (say).
• Systems with absolutely continuous kernels, where K ( A| x) admits a density for all pathological x's. Again, it is important to note that a multiple number of discontinuities is allowed in the structure of the stochastic kernels of all these systems, with nonlinear filtering being possible by properly selecting quantizers. Also, as shown in the previous subsection, the types of systems mentioned above cannot be Feller.
In any case, conditional regularity, either of type I or type II, can be heuristically or experimentally verified much more easily than the Feller property. In particular, the verification of the Feller property would always require explicit knowledge of the internal nonlinear dynamics of the hidden system under consideration. In contrast, it is possible to (at least approximately) verify conditional regularity based even on experimental data (using the Law of Large Numbers), constituting an advantage over the Feller property, at least for practical purposes.
C. Comparison of Implications on Pathwise Convergence
As stated in Section III.A, under the assumption of conditional regularity, convergence of grid based approximate filters is compact in time and, most importantly, uniform in a set of almost full probability measure, purely characterized in terms of system parameters, depending explicitly on T , the prescribed period of operation of the estimators, and N , the number of channel measurements in the network. In favor of the particle filtering approach, Egoroff's Theorem [26] states that almost sure convergence implies almost uniform convergence, that is, there exists a measurable set of arbitrarily small measure, such that the convergence is uniform in the complement of this set (almost uniform convergence). However, Egoroff's Theorem constitutes a purely abstract result, being of rather small practical importance, since it does not explicitly specify the set where the convergence is uniform, neither its potentially special characteristics. As a result, the fact that almost sure convergence implies almost uniform convergence for particle filtering does not provide any practically useful theoretical guarantee.
On the other hand, for the case of grid based filters, Egoroff's Theorem is purely quantitatively justified. In fact, for fixed T , convergence to the MMSE optimal nonlinear filter occurs uniformly in a set of outcomes that approximates the certain event, at an exponential rate in N (for more details, see [22] and [18] ). In this way, the approximation error is characterized for almost all possible paths of the observations process, providing a strong convergence guarantee, which enhances filter performance, at least in theory. As a result, the dimensionality of the observations process stochastically stabilizes the proposed approximate filter [22] . This is practically important because it shows that the proposed estimators would behave better with a larger number measurements. To the best of our knowledge, such type of results do not exist in the case of particle filters.
V. CONCLUSION
We have presented a comparison of the sufficient conditions guaranteeing pathwise convergence for grid based and particle approximate filters. We also discussed the implications of these conditions on the specific type of convergence achieved for each of the two aforementioned types of approximate filters. We have shown that, if one focuses on a Markov process hidden in conditionally Gaussian noise, there exists a large class of systems for which conditional regularity, associated with grid based filters, may hold true, whereas the Feller property, associated with particle filters, cannot. This fact indicates that there exist system classes that are supported by either grid based or particle filters, but not necessarily by both, revealing the importance of both filtering approximations, with a theoretical advantage of grid based filters in terms of convergence robustness. Additionally, we have investigated in which sense conditionally weak convergence constitutes a necessary condition for both conditional regularity and the Feller property, showing potentially greater versatility of the former compared to the latter.
APPENDIX PROOF OF THEOREM 3
In order to prove Theorem 3, we will need a definition and a theorem, as follows. [25] ) Consider a sequence {P n } n∈N and the "limit" P of probability measures on the measurable space (S, B (S)), where S is a metric space. Let A P be a collection of subsets of S and suppose that
• A P is a π-system.
• Each open set of S can be expressed as a countable union of members in
We shall work with the compact set Z, since, for almost all x ∈ R M ×1 , K ( ·| x) is identically zero outside Z. Also, for the sake of simplicity and without loss of generality, we will assume that Z ≡ [a, b] , that is M ≡ 1. With additional complexity in the subsequent analytical arguments, everything holds for any finite M > 1.
The result will follow as an application of Theorem 4. Given a (for simplicity) uniform quantizer Q L S (·) on Z, let our (eventually) convergence determining class A K be defined as the countable collection of sets Indeed, for sufficiently large but finite number of cells/quantization points, L S (being a power of 2), A can be written as a union of L S ≤ L S cells, plus two parts that "do not fit", one with left endpoint equal to α and one with right endpoint equal to β. Define the index set
Then, A can be expressed as the finite union
∈ I (L S ) , and (34)
implying that, for all
and respectively for Z ). Then, it is true that A can be written as the countable union of possibly overlapping sets
Consequently, the assumptions of Theorem 4 are true choosing A K as the required π-system. As a result of the discussion above, it suffices to show that
for all A ∈ A P and for almost all x ∈ R, when L S belongs to a countable subset of N + .
Suppose that K ( ·| ·) is CRT I, choose an x, fix an ε > 0 and consider any member of the π-system
. Then, it is easy to show that for L S ≡ M L S , for all M ∈ 2, 2 2 , 2 3 , . . . , it is true that 
showing pointwise convergence, for all Z i L S ∈ A P and for each qualifying x, for L S being power of 2. QED.
