Spoken dialogue systems that assist users to solve complex tasks such as movie ticket booking have become an emerging research topic in artificial intelligence and natural language processing areas. With a well-designed dialogue system as an intelligent personal assistant, people can accomplish certain tasks more easily via natural language interactions. Today there are several virtual intelligent assistants in the market; however, most systems only focus on single modality, such as textual or vocal interaction. A multimodal interface has various advantages: (1) allowing human to communicate with machines in a natural and concise form using the mixture of modalities that most precisely convey the intention to satisfy communication needs, and (2) providing more engaging experience by natural and human-like feedback. This paper explores a brand new research direction, which aims at bridging dialogue generation and facial expression synthesis for better multimodal interaction. The goal is to generate dialogue responses and simultaneously synthesize corresponding visual expressions on faces, which is also an ultimate step toward more human-like virtual assistants.
Introduction
The recent advance of deep learning has inspired many applications of neural dialogue systems (Wen et al., 2017; Bordes et al., 2017) . A typical dialogue system pipeline can be divided into several components: a speech recognizer that transcribes a user's speech input into texts, a natural language understanding module (NLU) to classify the domain along with domain-specific intents and fill in a set of slots to form a semantic frame (Hakkani-Tür et al., 2016) . Following a dialogue state tracking (DST) module that predicts the current dialogue state according to the multiturn conversations, then the dialogue policy determines the system action for the next step given the current dialogue state (Su et al., 2018a) . Finally the semantic frame of the system action is then fed into a natural language generation (NLG) module to construct a response utterance to the user.
NLG is a key component in a dialogue system, where the goal is to generate natural language sentences conditioned on the given semantics from the dialogue manager. As the endpoint of interacting with users, the quality of generated sentences is crucial for better user experience. The common and mostly adopted method is the rulebased (or template-based) method (Mirkovic and Cavedon, 2011) , which can ensure the natural language quality and fluency. Considering that designing templates is time-consuming and the scalability issue, data-driven approaches have been investigated for open-domain NLG tasks. In spite of robustness and adequacy of the rule-based methods, frequent repetition of identical, tedious output makes talking to a template-based machine unsatisfactory. Furthermore, scalability is an issue, because designing sophisticated rules for a specific domain is time-consuming. Recurrent neural network-based language model (RNNLM) have demonstrated the capability of modeling longterm dependency in sequence prediction by leveraging recurrent structures (Mikolov et al., 2010) . Previous work proposed an RNNLM-based NLG that can be trained on any corpus of dialogue actutterance pairs without hand-crafted features and any semantic alignment (Wen et al., 2015) . The following work based on sequence-to-sequence (seq2seq) further obtained better performance by employing encoder-decoder structure with linguistic knowledge such as syntax trees (Su et al., 2018b; Su and Chen, 2018) .
Recently, several virtual intelligent assistants show up in the market, such as Apple Siri, Google Assistant, Microsoft Cortana, and Amazon Alexa. However, most of these systems only focus on single or monotonous modality, such as textual or vocal interaction. Although the existing systems have shown capability of enabling users to perform basic information inquiries and helping simple daily activities, real human-human conversation actually involve multiple modalities of information. Communication between humans is complex and often requiring mixture of expression mode to easily precisely exchange information, for example, using both gestures and voice. Multimodal dialogues reflect more human-like behavior, however, this research topic of is barely explored due to its difficulty in data collection, crossmodality reasoning, and various aspects. Previous work (Saha et al., 2018) first created a dataset of multimodal conversations in the fashion domain which explores the direction of crossmodality reasoning within dialogue contexts, and (Liao et al., 2018) further presents a knowledgeaware multimodal dialogue model to address the limitation of text-based dialogue systems.
Recent trends towards intersection of computer vision and natural language processing brought various resarch direction. For instance, the goals of visual question answering (VQA) (Antol et al., 2015) and video question answering (Yang et al., 2003) tasks are to answer questions based on image or video, while image captioning (Kulkarni et al., 2013) and video captioning (Rohrbach et al., 2013) try to generate description of visual content. Beyond independent question-answer pairs, visual dialog task (Das et al., 2017) aggregates multiple question-answer pairs to form a dialog, which requires exploitation of visual information and reasoning in dialog contexts. In this paper, we explores a brand new research direction, which aim to bridge dialogue generation and facial expression synthesis. The goal is to generate dialogue responses and simultaneously synthesize corresponding faces, which is also an ultimate step toward more human-like virtual assistants. Inspired by talking head tasks (Suwajanakorn et al., 2017) , the line of research in synthesizing talking faces from speech, in which the face is animated to mimic the continuous time-varying context (i.e. talking) and affective states carried in the speech.
The proposed task is to generate natural language utterances and then construct realistic faces based on the generated sequences. In other words, the synthesized facial expression should be relevant to certain semantic concept in the generated sentences, in this paper, we model the shared semantics of the two modalities by emotion. Since emotions are expressed through a combination of verbal and non-verbal channels, like gestures, facial expression, speech, and spoken content, therefore it could be viewed as the intersection of various modes. In spoken language, emotion detection has been a widely explored field, there are two types of analysis available to detect emotion: sentiment analysis and emotion analysis. In sentiment analysis (Socher et al., 2013) , the goal is to detect sentiment from the given user input text, which is generally a bipolar or tri-polar (positive, negative and neutral) feeling, while in emotion analysis we can detect types of generic feelings such as happy, sad, anger, disgust, fear and surprise from the given input.
For human, one of the most straight-forward ways to express emotions is by facial expression. In computer vision research community, face synthesis has also been one of the most popular research fields. Most of the recent methods are based on deep generative models, especially generative adversarial networks (GAN) (Goodfellow et al., 2014) . The generative adversarial networks (GANs) are a powerful class of generative models, a typical GAN optimization pipeline consists of simultaneously training a generator network to produce realistic fake samples and training a discriminator network to distinguish between real and fake data. Recent work has shown improved stability by incorporating Earth Mover Distance metric (Wasserstein Distance), which is also used in this paper to train our model. GANs have been shown to produce very realistic image samples with rich details and have been successfully used for image translation , face generation (Karras et al., 2017) , superresolution imaging (Ledig et al., 2017) . Recent work (Karras et al., 2018) proposed an alternative generator architecture for generative adversarial networks inspired by style transfer techniques, enabling intuitive and scale-specific control of the synthesis. In this paper, we introduce a framework based on (Pumarola et al., 2018) , which is a GAN conditioning scheme based on Action Units (AU) annotations, allowing controlling the magnitude of activation of each AU and combine several of them.
In this work, we set out to bridge dialogue generation and facial expression synthesis, by combining the two functions, the dialogue agent could automatically generate utterances along with corresponding facial expressions. The proposed concept is a new research direction of multimodal dialogues and also an ultimate step towards more human-like virtual assistants. Furthermore, a dataset preparation strategy and a training framework are also introduced.
Proposed Framework
In this section, we first describe the proposed task, and then introduce the data preparation strategy and a training pipeline.
Task Description
Given a dialogue consisting of n sentence-level
sampled from a set of dialogues D. The core goal of dialogue generation is to generate proper next responses based on preceding dialogue contexts. A typical strategy for the optimization problem is based on maximum likelihood estimation (MLE) of the parameterized conditional distribution by the learnable parameters θ formulated as below:
The proposed task is to generate natural language utterances, predict the emotion information of the spoken content, and then construct realistic faces based on the emotion distribution. Because of such multimodal scenario, the sentencelevel features x contains not only utterances but emotion information and corresponding facial expression, x = (s, e, f ). In other words, the goal of the generative model is to estimate joint probability of spoken content s, emotion distribution e, and facial expression f . The MLE objective is hereby reformulated as:
Data Preparation
In this work, we focus on dialogue generation, however, most of the textual emotional datasets consist of emotion labels of only individual words, sentences or documents, which makes it challenging to discuss the contextual flow of emotions. IEMOCAP database (Busso et al., 2008) provides emotion labels for each utterance, however, it carries the risk of overacting because of being created by actors performing emotions . In the labeling process of IEMOCAP, the annotators only watch the videos instead of reading the transcripts, which means they may make the decisions only base on the facial expression or the prosodic features without realizing the actual meaning of the words. Considering such potential bias, we decide to combine separate vision and language datasets according to our needs.
For language part, we choose EmotionLines , which contains a total of 29245 labeled utterances from 2000 dialogues. Each utterance in dialogues is labeled with one of seven emotions, six Ekmans basic emotions plus the neutral emotion. Each labeling was accomplished by 5 workers, and for each utterance in a label, the emotion category with the highest votes was set as the label of the utterance. Those utterances voted as more than two different emotions were put into the non-neutral category. Therefore the dataset has a total of 8 types of emotion labels, anger, disgust, fear, happiness, sadness, surprise, neutral, and non-neutral.
On the other hand, Radboud Faces Database (RaFD) (Langner et al., 2010 ) has 8 binary labels for facial expressions, namely sad, neutral, angry, contemptuous, disgusted, surprised, fearful and happy. In total, the set contains 67 models: 20 Caucasian male adults, 19 Caucasian female adults, 4 Caucasian male children, 6 Caucasian female children, and 18 Moroccan male adults. All models in the dataset show the above eight facial expressions with three gaze directions, photographed simultaneously from five different camera angles. The photos were taken in a highly controlled environment. All displayed facial expressions were based on prototypes from Facial Action Coding System (FACS) (Ekman and Friesen, 1976) . FACS was developed for describing facial expressions in terms of the so-called Action Units (AUs), which are anatomically related to the contractions of specific facial muscles. We select frontal images, crop the head regions, and use OpenFace 2.1.0 (Baltrusaitis et al., 2018) to recognize Action Units from the images. the dialogue with emotion label dataset could be chosen or collected at will.
Note that either the facial expression dataset or

Pipeline
In this section, we design a pipeline composed of two components: (1) a multi-task NLG model based on gated recurrent unit (GRU) (Cho et al., 2014) and (2) a GAN-based model for facial expression generation (Pumarola et al., 2018) .
Multi-task NLG Model
The framework of the proposed NLG model is illustrated in Figure 1 , where the model architecture is based on an encoder-decoder (seq2seq) structure (Sutskever et al., 2014) . In the encoderdecoder architecture, a typical generation process includes encoding and decoding phases: Firstly, a given word sequence x is fed into a RNN-based encoder to capture the temporal dependency and project the input to a latent feature space, where the recurrent unit of the encoder is bidirectional gated recurrent unit (GRU) (Cho et al., 2014) :
Secondly, the encoded semantic vector, h enc , is then fed into an RNN-based decoder as the initial state to decode word sequences:
where h t is the t-th hidden state, o t is the t-th output logit, and y w,t is the t-th predicted word. To predict the emotion signal, we pass the encoded vector h enc through a fully-connected layer.
where o is the output logit and y e is the predicted emotion tag.
To facilitate training and improve the performance, the training strategy scheduled sampling is also utilized. Teacher forcing (Williams and Zipser, 1989 ) is a strategy for training RNN which typically uses model output from a prior time step as the input, and it works by using the expected output at the current time stepŷ t as the input at the next time step rather than the output generated by the network. The teacher forcing techniques can also be triggered only with a certain probability, which is known as the scheduled sampling approach (Bengio et al., 2015) . The scheduled sampling methods are adopted in our experiments:
Both sequence and emotion prediction are classification problem. Therefore we use the cross entropy loss as our training objective for optimization, which is to optimize the conditional probability p(y | x), so that the difference between the predicted distribution and the target distribution, q(ŷ | x), can be minimized:
where N is the number of samples, N is the number of classes, and the labelsŷ are the labels.
Action Units Mapping
To bridge the two models, we further design a tabular mapping from emotion signal predicted by equation (1) to the target attribute, which is activation of Action Units, based on the anatomical information in RaFD paper (Langner et al., 2010) .
Facial Expression Generator
We utilize the GAN-based model (Pumarola et al., 2018) as our face generator. As illustrated in Figure 1 , the face generator is composed of two main modules: (1) a pair of generators (G A and G C ) is trained to change the facial expression in image I according to the given desired attributes z and (2) a pair of WGAN-GP-based discriminators (D I and D z ) to examine the photo-realism and desired expression fulfillment of the generated images.
Since our goal is to manipulate the facial expression in the image I , the generator should focus only on those regions of the image that are relevant to constitute facial expressions and keep the rest elements of the image such as hair, glasses, hats or background untouched. For this purpose, instead of directly regressing a full image, the generators predict two masks, a color mask C and an attention mask A, by G A and G C respectively. Rather than directly constructing a full image as in the typical GANs, the image is now obtained by the following formula:
where z d and z o represent the desired and original attributes of facial expressions respectively, and the subscripts d and o denote the words desired and original. Note that the desired attributes z d are mapped from the predicted emotion tag as mentioned in the previous section. Both the color mask and the attention mask are predicted based on the original input image and the given desired attributes,
The generated attention A is a single-channel mask, indicating the preserved region from the original image. On the other hand, the color mask C is a RGB, three-channel mask, determining the actual facial movements. By (2), the model could focus on the pixels defining the facial movement and preserve the static region from the original image, which leads to sharper and more realistic synthesis.
Original GAN training utilizes Jensen-Shannon (JS) divergence as the loss function, which aims to maximize the probability of correctly distinguishing between real and generated data. Since the divergence is potentially not continuous hence resulting in vanishing gradients, in order to address the issue, we use WGAN-GP (Gulrajani et al., 2017) as our adversarial framework, which replaces JS divergence with Earth Mover Distance (Wasserstein Distance) along with a gradient penalty term. The gradient penalty term is an alternative way to enforce the Lipschitz condition, which directly constrains the gradient norm of the critics output with respect to its input. The adversarial objective is hereby formulated as below:
where λ gp is the penalty coefficient, P o and P i represent original data distribution and the distribution of sampling uniformly along straight lines between pairs of points sampled from the original data distribution. The attention mask A and the color mask C are both learned by direct end-to-end training driven by the signals provided by the discriminator. Because the discriminator would assess the photorealism, the attention mask would tend to saturate to all 1, leading to a complete copy of the original input image. To circumvent the potential issue and improve smoothness of transformation, regularization L A is performed over attention mask distribution:
where i and j stand for the indexes of the attention mask matrices. The first term enforce the smoothness, while the second term is the standard l 2 norm penalty.
As the training scheme is based on conditional GANs, the generators should learn to synthesize realistic data and simultaneously satisfy the given attributes z, which are activation of Action Units. Specifically, the discriminators should identify z d from generated examples and z o from original data. Another condition loss L z is hereby formulated as below: The preliminary results generated by our proposed model. For each speaker, a random-sampled face with neutral emotion is assigned; the utterances and facial expression is then generated as described in the section 2.3.
The above described objectives encourage the generators to render realistic facial expression I z d according to desired attributes z d . However, the generated face is not guaranteed to correspond to the same person in the input original image I zo . In this work, the cycle consistency loss ) is utilized to regularize the learning inclination to preserve the identity in the original input:
Markovian discriminator (PatchGAN) ) is introduced to restrict attention to the structure in local image patches to model highfrequency region, while l 1 norm it utilized to capture low-frequency structure. Next, equations (3) to (6) with their corresponding coefficients are combined into the full objective:
where λ A , λ z , and λ cycle are the hyperparameters controlling the importance of each loss term. Finally, we aim to solve the following minimax problem:
Preliminary Results
The generated example of our proposed pipeline is shown in Figure 2 , demonstrating the ability of generating sentences and facial expressions grounding to the same emotion signals.
In the experiments, we use mini-batch Adam as the optimizer with each batch of 256 examples, 100 training epochs were performed without early stop. For the sentence generator, the hidden size of network layers is 200, and word embedding is of size 50 and trained by end-to-end learning. On the other hand, the implementation details of the facial expression generator are same as the original work (Pumarola et al., 2018) .
Conclusions
In this paper, we introduce a new multimodal task which aims to generate natural language sentences and simultaneously synthesize corresponding facial expression. To bridge these two problem, we further propose to model the shared semantics of the two modalities by emotion signals. Furthermore, a dataset preparation strategy and a training framework are also introduced. The proposed concept is a new research direction of multimodal dialogues and also an ultimate step towards more human-like interfaces of virtual assistants.
