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ABSTRACT 
Unmanned Aerial Vehicles (UAVs) have become popular alternative for wildlife monitoring and 
border surveillance applications. Elimination of the UAV’s background noise and classifying the 
target audio signal effectively are still a major challenge. The main goal of this thesis is to 
remove UAV’s background noise by means of acoustic denoising techniques. Existing denoising 
algorithms, such as Adaptive Least Mean Square (LMS), Wavelet Denoising, Time-Frequency 
Block Thresholding, and Wiener Filter, were implemented and their performance evaluated. The 
denoising algorithms were evaluated for average Signal to Noise Ratio (SNR), Segmental SNR 
(SSNR), Log Likelihood Ratio (LLR), and Log Spectral Distance (LSD) metrics. To evaluate the 
effectiveness of the denoising algorithms on classification of target audio, we implemented 
Support Vector Machine (SVM) and Naive Bayes classification algorithms. Simulation results 
demonstrate that LMS and Discrete Wavelet Transform (DWT) denoising algorithm offered 
superior performance than other algorithms. Finally, we implemented the LMS and DWT 
algorithms on a DSP board for hardware evaluation. Experimental results showed that LMS 
algorithm’s performance is robust compared to DWT for various noise types to classify target 
audio signals. 
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CHAPTER I: INTRODUCTION 
1.1 Overview 
Recently various Unmanned Aerial Vehicles (UAVs) application in urban and non-urban 
scenarios are being employed. One such application is in remote monitoring of wildlife and 
humans. Commonly, vision-based sensors and techniques are used for wildlife, human 
monitoring. However, these techniques require a clear line of sight, uniform illumination, and 
occlusion-free environments for effective operation. The use of acoustic techniques overcomes 
these problems that vision-based sensors encounter. However, acoustic techniques have different 
constraints such as noisy environments, cluttering of audio signals, etc. Audio signals are usually 
corrupted by environment noise, equipment noise, wind noise etc. Audio denoising techniques 
aim at minimizing these noise while retaining the required signals. The basic idea behind this 
thesis is to explore denoising algorithm to extraction target audio signals from the noisy signals. 
There are various are various denoising algorithm to help restore/extract an audio signals from 
noisy signals. Selecting the appropriate algorithm plays a major role in detection and 
classification of the target signal. The denoising algorithm tend to be specific. For example, a 
algorithm that is used to denoise vehicle audio signals may not be suitable or providing optimum 
performances for denoising of bird or any other class of audio signals. In this thesis, a study of 
various denoising algorithms and their performance are evaluated for various classes. In order to 
evaluate the performance of various denoising algorithms, an audio dataset with four classes: 
animals, humans, birds and vehicles and a noise dataset contains Additive White Gaussian Noise 
(AWGN), UAV Propeller and Motor (PM) noises and DJI drone noises were developed.                             
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Major audio signal denoising methods are based on reduction in time-frequency signal domain. It 
has been suggested by Marmaroli and Falourd [1], due to low Signal to Noise Ratio (SNR) 
caused by the wind, vibration and UAV’s own propeller noise when UAV operates, the acoustic 
denoising process encounters a number of substantial challenges in order to detect and classify 
target class. 
In this research, we implement and evaluate four popular denoising algorithms; time-frequency 
Block-Thresholding (BTH), Wiener Filter (WF), Least Mean Square (LMS) and Discrete 
Wavelet transform (DWT) denoising algorithm due to their robust performance and low 
complexity of implementation [2-4]. These denoising algorithms are evaluated based on the 
following performance criteria: 1) Average Signal to Noise Ratio (SNR) value,  2) Segmental 
SNR, 3) Log Likelihood Ratio (LLR) and 4) Log Spectral Distance (LSD) [4]. The noise sources 
considered are Additive White Gaussian Noise (AWGN) as well as actual recordings of a UAV 
propeller noise and on-board motor noise.  
Initial simulations shows that the use of adaptive noise cancelling algorithm LMS and DWT 
offer better performance hence were implemented in hardware Texas Instrument’s 
TMS320C5535 DSP board implementation is feasible [5]. The use of adaptive denoising 
algorithm will reduce the noise of the target audio and will improve classification accuracy for 
target class of UAV. 
MATLAB simulation of various denoising algorithms show performance in SNR, SegSNR, LSD 
and LLR with respect to various noise sources and noise levels.            
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1.2 Motivation 
The motivation behind this thesis is the growth in adoption of UAV in wildlife monitoring, 
border patrol and residential surveillance application, in order to recognize and classify the target 
object accurately based on their acoustic signature. However, due to interference of surrounded 
acoustic sources, UAV faces substantial challenges during detection, classification and 
localization. Moreover, passive denoising techniques like as barriers, enclosure and silencers to 
reduce the surrounding unwanted noise are expensive. This led us to focus on active denoising 
by employing some active denosing methods.  
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1.3 Objective 
This research focuses on several aspects of acoustic denoising and its applications. The major 
objective of this thesis is as follows: 
 Theory and study of the existing acoustic denoising algorithms. 
 Adopt existing denoising algorithms to improve SNR and quality of the target signal. 
 Implement and evaluate denoising algorithm in MATLAB software and hardware 
implementation on Texas Instrument’s TMS320C5535 DSP board. 
 Finally, evaluating denoising algorithm performance on acoustic classification 
application, before and after denoising.   
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1.4 Organization of Thesis 
The thesis is organized as follows:  
Chapter 2 discuss background and literature review of the existing denoising algorithms. A brief 
explanation of audio signal fundamentals, audio features extraction and classification methods 
for audio signals is introduced.   
Chapter 3 discuss the theory of selected audio denoising algorithms and metrics used for 
performance evaluation.  
Chapter 4 explains the software implementation details of denoising algorithms is MATLAB, 
Texas Instrument’s TMS320C5535 DSP environment and implementation for classification 
respectively.  
Chapter 5 presents the software simulation and hardware implementation result.     
The thesis concludes with chapter 6 which summarizes the results, conclusions and discussions 
for future work. 
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CHAPTER II: BACKGROUND AND LITERATURE REVIEW 
2.1 Audio Signal 
In this section, an overview of audio signal basics and time-frequency approach to represent 
acoustic signals is discussed. Audio signals consist of complex waveforms. Signals are 
combinations of different fundamental frequencies with unique harmonic content created by 
particular instruments or other audio sources. It is nearly impossible to extract the harmonic 
content of an audio signal from the time-domain waveform. However, taking the Fourier 
Transform (FT) of the signal, and looking at the spectrum reveals the frequency components that 
make up the signal. Frequency spectrum is the basis for distinguishing the desired signal from 
the noise [3]. In many cases, most harmonic information is hidden in the frequency content of the 
signal. Basically, the frequency spectrum of a signal is the frequency components, also called the 
spectral components of the signal. Frequency spectrum reveals what frequencies exist in the 
signal. In the context of audio processing, signals are irregular and non-stationary, but temporally 
stationary over a short period of time. However, the FT gives no information regarding where in 
time those spectral components appear. Therefore, the FT is not a suitable technique for a non-
stationary signal. To circumvent this lack of locality property, the Short-Time Fourier transform 
(STFT) is applied to represent the signal both in time and frequency domain [3-4]. STFT is a 
revised version of Fourier transform where the signal is divided into small segments (portions) 
that are small enough to be assumed as stationary segments of the signal. STFT is defined as: 
      




 dtetwtfftSTFT ftj2,  (1) 
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The only difference between FT and STFT is that the audio signal f(t) in the STFT is multiplied 
with a sliding window function w(t). The window function, w(t) to set chunks of the stationary 
signal. To analyze non-stationary signals when there is a need for information of the time 
localization, a spectrogram is widely used.  The spectrogram is a joint time-frequency two-
dimensional plot. The spectrogram uses the STFT to take Fourier transform of a small enough 
time segments of the signal [3]. The spectrogram is defined as: 
     2,, ftSTFTftPsp   (2) 
The length of the time segments is chosen so that the signal hopefully is stationary within each 
frame. The spectrum for each time segment is the absolute value squared to get the energy 
distribution of the signal.  
2.2 Noise 
Noise can be defined as any unwanted component inside a signal, either random or deterministic. 
Noise interferes with the optimal reproduction of desired signal in a system. These unwanted 
signals arises from a variety of sources. Some examples of noise are a UAV’s propeller, engine 
motor noise, or environmental noise such as wind. A certain degree of noise is always present in 
any electronic device that transmits or receives a signal. Furthermore, White noise is a random 
signal with a flat power spectral density for which the frequency and power spectrum are 
constant and independent of frequency. The name “white noise” comes from the similarity to the 
white light which has equal quantities of all colors. Gaussian noise is statistical in nature. Its 
probability density function is equal to that of a normal distribution, which is otherwise called a 
Gaussian distribution. A special case of Gaussian noise is white Gaussian noise, in which the 
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values are always statistically independent. In this research, the Additive White Gaussian Noise 
(AWGN), UAV’s propeller, and engine noise when operating are considered [1-5]. 
2.3 Audio Denoising Algorithms 
Audio denoising aims at removing noise while retaining the underlying original signals. Some 
applications of audio denoising include music and speech restoration. Audio denoising 
techniques are basically divided into two groups: Diagonal estimation techniques and non-
diagonal estimation techniques. To attenuate the noise from audio signals diagonal time-
frequency audio denoising algorithms process each spectrogram coefficient independently. The 
drawback of these algorithms is they have a limited performance, denoised signal contain noise, 
denoised sound is contaminated and the audio perception is degraded due to the superposition of 
noise. To overcome these drawbacks non-diagonal estimation techniques are required. There are 
various types denoising algorithm exist such as Spectral Subtraction, LMS, Recursive Least 
Square (RLS), DWT, BTH, WF etc. However, in this work we select to LMS, DWT, BTH and 
WF due to ease of implementation and robust performance [2-4]. 
 
Least Mean Square (LMS) is an adaptive iterative algorithm. There are numerous adaptive 
algorithms available for audio denoising applications such as Recursive Least Square (RLS), 
LMS, Normalized Least Mean Square (NLMS), etc. Several authors [6-8] propose many variants 
of adaptive  denoising algorithms. Furthermore, a number of adaptive algorithms have been 
proposed to improve the convergence rate, tracking speed, and weight adjustment.  LMS 
adaptive algorithm has been chosen in this work due to its algorithmic simplicity, better stability, 
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low computation time, swift convergence rate and adaptive weight adjustment [9-11]. Figure. 
2.3.1. Illustrates the system block diagram of the LMS adaptive denoising. 
 
Figure 2.3.1 Block diagram of LMS adaptive denoising algorithm 
Technically, an adaptive filter is a system that uses previously captured filter parameters to 
adjust and update the new parameter values for adapting to unknown statistical properties of 
signals and noises. The goal is to achieve optimal filtering over time. In the case of processing 
observed signals with unknown statistical properties, an adaptive filter can achieve satisfying 
results that are far better than other fixed parameter filters designed with universal methods. 
Adaptive filters are extensively applied in the field of communication to removing background 
noise in radar, sonar, control engineering, and biomedical science [12-13]. 
In time-frequency domain analysis of an audio signal, the windowed short-time Fourier 
transform (STFT) provides temporal information about the frequency content of signal. A 
drawback of the STFT is its fixed time resolution due to a fixed window length. The Wavelet 
Transform (WT), with its flexible time-frequency window, is an appropriate tool for the analysis 
of nonstationary signals like human speech. Wavelets have been utilized in a large number of 
fields including: acoustic, speech and music processing, image processing, telecommunications, 
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seismology, medicine, and biology. WT decomposes signals over translated and dilated mother 
wavelets. A mother wavelet is a function of time with finite energy and fast decay. The 
mathematical and detailed explanation of wavelet transform, optimum wavelet functions 
selection, wavelet decomposition level, proper threshold selection and reconstruction algorithm 
can be found in [14-18]. The CWT is computed by changing the scale of the mother wavelet, 
shifting the scaled wavelet in time, multiplying by the signal, and integrating over all times. The 
difference between the mother wavelet functions (e.g., Haar, Daubechies, Symlets, Coiflets, 
Biorthogonal, etc.) depend on how these scaling signals and the wavelets are defined.  The 
representation of the signal is often redundant and that’s the major drawback of CWT. To 
overcome this situation, researchers have proposed and discovered Discrete Wavelet Transform 
(DWT). Due to the orthonormal properties there is no information redundancy in DWT. In DWT 
decomposition, two wavelet decomposition (Analysis) filters, e.g., High Pass Filter and Low 
Pass Filter, are created, followed by down sampling by two, producing half of input data point of 
High and Low frequency [19-20].  The detailed coefficients represent the high frequency 
coefficients, and approximation coefficients represent the low frequency coefficients. On the 
other side, thresholding can be done in two different ways. The soft and hard thresholding 
methods are the most popular, and widely used to estimate wavelet coefficients in wavelet 
threshold denoising [21].  Figure. 2.3.2, presents the hard and soft thresholding signals.   
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Figure 2.3.2 From the left, Hard and soft thresholding signals 
For DWT hard thresholding sets all wavelet coefficients below the given threshold value equal to 
zero and exhibits artifacts. Soft thresholding smoothen the signal by reducing the wavelet 
coefficients by a quantity equal to the threshold value and modifies the signal energy [15-19]. 
The wavelet function and decomposition level also play an important role in the quality of the 
denoised signal. 
The Wiener Filter (WF) was introduced by Norbert Wiener in the 1940s. A major feature was the 
use of a statistical model to estimate the signal. The WF algorithm developed by Lim and 
Oppenheim can reduce noise based on minimizing the Mean Squared Error (MSE) criterion in 
the frequency domain. WF is one of the most widely used tools in signal processing, especially 
for applications in signal denoising and source separation [22]. There are many improved 
algorithms based on Wiener filtering. However, WF algorithm has some practical deficiency 
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since the power spectrum of clean audio signal and additive noise cannot be obtained directly. In 
the Iterative Wiener Filter (IWF) algorithm, the power spectrum of the signal is estimated 
through the Linear Predictive Coding (LPC) analysis of noisy signals. IWF estimates the power 
spectrum of noise by processing the clean signal segments. The estimated noise power spectrum 
can thus be used to design the WF. Then LPC analysis is applied to the enhanced target signal. 
The steps above are repeated in iterations to obtain a more accurate speech power spectrum and 
design the optimal WF. However, there is one significant drawback of the IWF algorithm which 
is the lack of proper convergence criteria [23-24]. This will induce serious distortion to the 
estimated clean signal. The performance of these filtering techniques depends on the distortion 
level of the processed audio signal. 
The Time-frequency Block Thresholding (BTH) algorithm was initially introduced by Cai and 
Silverman to statistically improve the asymptotic decay of diagonal thresholding estimators [25-
27]. Depending upon the SNR considered, the audio signal denoising techniques are basically 
divided into two categories [26-27]: 
 Diagonal Estimation Technique 
 Non-Diagonal Estimation Technique 
Diagonal time-frequency audio denoising algorithms reduce the unwanted noise by treating each 
window Fourier coefficient independently, with empirical power subtraction or thresholding 
operators. The drawback of this Diagonal Estimation Technique is that 
the denoised signal contains musical noise, the denoised signal is contaminated, and the audio 
perception is degraded due to the superposition of musical noise. To overcome these drawbacks, 
non diagonal estimation techniques are required [27]. In this work, non-diagonal block 
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thresholding audio denoising procedure is implemented. This block thresholding algorithm 
processes the STFT coefficient of a noisy signal. This algorithm reduces the Short Time Fourier 
Transform (STFT) coefficient of noisy signals by blocks through an identical attenuation factor 
over each block by using Stein Unbiased Risk Estimator (SURE) theorem [28-29]. The time-
frequency audio denoising algorithms perform a parameterized filtering of spectrogram 
coefficients with empirically fixed parameters. In addition, block size and thresholding level in 
time-frequency signal representations are studied. 
Next we discusses two concepts in acoustic application: feature extraction and classification. The 
common approach of audio classification is to extract discriminatory features from the audio data 
and feed them into a pattern classifier [30-31]. The better and more effective features that are 
extracted from audio signals, the higher the performance that will be achieved in the audio 
classification procedure. Therefore, feature extraction is the most important phase of the 
classification process. In feature extraction, some transformations are used to extract/select 
features that best represent the characteristics of the source of audio signal. A set of these 
extracted features is called a feature vector. Feature vectors may be represented in time, 
frequency, or time-frequency domain. The time-domain features are simply extracted by 
sampling the audio signal. Analyzing audio signals with time-domain features can be simple, 
although it is usually necessary to also analyze complex features in frequency-domain. 
Frequency based feature extraction methods include Fast Fourier Transform (FFT) and Mel-
frequency cepstral coefficients (MFCC). MFCCs have been widely used in speech recognition, 
musical genre classification, speaker clustering, and in many other audio analysis applications. In 
this work, we extract MFCC based audio features [32]. Then classifiers allow division of the 
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feature space into regions, where each region corresponds to a certain class. The effectiveness of 
the overall classification procedure depends strongly on the choice of the optimal classifier with 
the ability to adapt to various classification problems. We use Support Vector Machine (SVM) 
and Naïve Bayes (NB) based classifier in this work, due to its generalization ability, and superior 
performance in various pattern classification tasks. SVM has been extensively used in many 
applications of pattern recognition such as image analysis, text and audio classification, speech 
recognition and speaker identification [33-34]. SVM uses a nonlinear kernel function to map a 
sample of classes. SVM maps classes into a high dimensional feature space. SVM learns to find 
the optimal separating hyper-plane, thus maximizing the margin of classes [35]. Compared to 
other classifiers that separate the data in its original space, such as DT (decision tree), Neural 
Network (NN), and Naive Bayes, SVM maps non-linear separable data into higher dimensional 
space, and performs separation in that space. To compare SVM classifiers performance, we 
implement Naïve Bayes (NB) classification algorithm [36-38]. NB classifier is one such 
framework that has been widely used in text and image classification. NB classification 
technique based on divide and conquer strategy. It assumes that each feature vector in the feature 
set is independently generated with identical distribution. Class labels are then predicted by 
maximizing the likelihood function for the posterior probability [39-41].  
The effectiveness of the above mentioned MFCC features along with SVM and Naive Bayes 
based audio classification techniques are discussed in chapters III and implemented in IV.  
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In our evaluation of the above implemented denoising algorithms performance, four metrics 
were used. The first two are non-perceptual group in time-domain measures are respectively the 
SNR and Segmental SNR (SSNR) is defined by equation (3) and (4) respectively: 
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Where x(i) is defined as original clean audio signal, y(i) is noisy audio signal, M represents the 
number of frames and N denoted as  number of  samples per frame in the audio signal. The SNR 
is very sensitive to the time alignment of the original and distorted audio signal.  
The rest two are perceptual group in frequency domain measures such as Log Likelihood Ratio 
(LLR) and Log Spectral Distance (LSD). The LLR considers an all-pole linear predictive coding 
(LPC) model of audio segments.  
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The LLR is defined as: 
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Where ax is the LPC coefficient of clean audio signal of X[n], ay is the corresponding vector of 
corrupted noisy audio signal with corresponding covariance matrices Rx and Ry. 
The LSPD is referred to as log-spectral distortion, is a distance measure between two spectra, 
expressed in dB.  Hence the LSPD is defined as: 
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Where P(ω) and  Pˆ  are power spectra of audio signal. 
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CHAPTER III: DENOISING ALGORITHMS 
3.1 Least Mean Square 
LMS adaptive filter mainly consist of two parts: (1) filtering process generating the output signal 
and error estimation error, and (2) adaptive process responsible for the automatic adjustment of 
filter tap weights [6-7]. If the reference signal is denoted as X(n), filter output  is Y(n), error signal 
represents as e(n) and d(n) refers as expected signal. Consequently transversal filter order is M 
and the reference signal is X(n), at time n then the filter output can be written as: 
      


M
m
m mnxnwny
1
1  (8) 
Where Wm (n,m=1,2,..M) refers to each weighting coefficient for the input. Define w(n) and x(n) 
respectively as the weighting coefficient vector and reference signal vector of the adaptive filter. 
Equation (8) can be expressed in vector form [8-9]: 
          nxnwnwnxny TT   (9) 
 
Consequently the error signal can be expressed as: 
 
            nxnwndnyndne T  (10) 
 
Then the weight updating recursive formula can be expressed as: 
 
        nxnenwnw 21   (11) 
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Where µ is defined as step factor which is also known as convergence factor. This factor 
determines the rate of convergence of the filter. An initial filter output is calculated from the 
input response and an initial weighting coefficient. The error signal, which is the difference 
between the output and desired signal, is estimated. Then the weighting coefficient vector is 
updated using previous weighting coefficient, step factor, error and input response. The goal is to 
achieve better filtering over time which the noise statistically reduces to minimum level after 
some time. Thus equation (9), (10) and (11) represents as a full mathematical expression of LMS 
adaptive filter denoising algorithm. 
3.2 Discrete Wavelet Transform 
Wavelet denoising algorithm is popular method for audio denoising. The algorithm is different 
from parametric procedures in which all parameters must be estimated for a specific model 
which must be assumed a priori [14]. Discrete Wavelet Transform (DWT) is chosen in this 
research due to signal structure variations such as long harmonics and short transient [15]. A 
DWT of the noisy signal is computed by the time-frequency audio denoising procedures and 
processes the resulting coefficient to attenuate noise [18]. Consider the observe data: 
      tNtStX   (12) 
Where additive white noise is represents as N(t) with clean audio signal is S(t) as a function of 
time t. Let W-1(.)  and W (.) indicate the inverse and forward wavelet transform operator. Next 
assume D(.λ), which indicates the denoising operators with soft thresholds λ. Then the goal of 
this algorithm is to wavelet denoise X(t) in order to recover Ŝ(t) as an estimate of S(t). The 
following steps summarize the complete procedure: 
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  xWY   (13) 
  ,YDZ   (14) 
  ZWS 1ˆ   (15) 
 
Then the continuous–time wavelet transform f(t) can be written as: 
       dt
a
bt
tfaabWbafCWT f 








 
 
2
1
,,  (16) 
Where, the dilating and translating coefficients are denoted as a, b∈ R, a≠ 0 individually. In order 
to receive the transformed signal with same energy at every scale, |a-1/2 | is multiplied for energy 
normalization purpose. The mother wavelet function ψ(t) is considered as a analysis function 
with a requirement that this function has a zero net area which implies that the transformation 
kernel of the wavelet transform is a absolutely support function [18-19]. Since a and b are 
continuous over R, the representation of signal is often redundant and this is a major drawback of 
CWT. However the original signal can be reassembled by sample version of Wƒ(b,a). However 
by sample version of Wƒ (b,a) the original signal can be reassembled. In dyadic grid, the signal is 
typically sample as Wƒ (b,a), i.e., b=n2
-m, m,n∈Z. Then substituting the last one into equation 
(16), we obtained: 
      dtttfbafDWT 


  ,  (17) 
Where ψm,n (t)=2-m ψ(2mt-n) is dilated and translated version of mother wavelet ψ(t). In this 
research, Daubechies mother wavelet function with soft thresholding is used [18]. By decreasing 
 20 
 
 
 
 
 
the wavelet coefficient with an amount equal to the threshold value and adapting the signal 
energy, soft thresholding can be smoothen the signal. 
3.3 Wiener Filter 
The Wiener Filter (WF) is a well-known tool in audio signal denoising and source separation 
[22]. WF denoising algorithm has some disadvantages where the power spectrum of clean audio 
signal and noisy can not be obtained directly. To overcome these issues, Iterative Wiener 
Filtering (IWF) algorithm is employed. IWF estimates power spectrum of the original and noisy 
signal individually using LPC approach [23]. 
The noisy signal can be represented: 
      ndnxny   (18) 
Where  x(n) represents as clean signal and d(n) is characterized as additive white noise that is 
Gaussian distributed with zero mean and variance [23]. IWF algorithm is based on 
autoregressive process which effectively estimates clean audio signal from noisy signal by 
iteratively employing non-causal WF method [24]. Resulting WF can be written as: 
  
 
   wPwP
wP
wH
ddxx
xx

  (19) 
From equation (18) and (19) the filter can be written as: 
      wYwHwX   (20) 
Where w defined the frequency indices for X(w), Y(w) and H(w) and these functions are discrete 
Fourier transform of clean audio signal, noisy audio signal and Wiener filter, consequently. Pxx 
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(w) and Pdd (w) are power spectral of x(w) and d(w). After that Pxx (w) in IFW algorithm is 
computed as follows: 
  
2
1
2
1 
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ea
g
wP
 (21) 
Where P represents as the number of all pole coefficient ak that can be achieved by LPC 
analysis.  Then the gain of the system g is derived by: 
 
 












2
1
1
0
22
2
1
1
2
2
p
i
jkw
i
N
n
d
ea
ny
N
g


 (22) 
The accuracy of power spectral estimation of noise signal and clean signal relays on the 
performance of IWF algorithm. 
3.4 Block Thresholding Algorithm 
Time-frequency block thresholding algorithm was initially introduced by Cai and Silverman [25-
28]. The state-of- the art non-diagonal block thresholding audio denoising procedure with further 
rigorous mathematical treatment of this topic can be found [26]. This algorithm reduces the Short 
Time Fourier Transform (STFT) coefficient of noisy signal by blocks through identical 
attenuation factor over each block by using Stein Unbiased Risk Estimator (SURE) theorem [26]. 
In order to compute the signal attenuation factor over separate time-frequency block.  The time-
frequency block thresholding estimator stabilizes power subtraction estimation.  Then time 
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frequency plane {l,k} is segmented in I and Bi. In this case estimator f is computed from the noisy 
data y with a constant attenuation factor ai over each block Bi. 
       nklgklYanf
kl
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
  (23) 
To clearly understand how to calculate every ai, from the risk ‘r’, to frame energy conversion: 
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Since we know that Y[l,k]=F[l,k]+ε[l,k]. Hence, we can demonstrate that upper bound is 
reduced by selection: 
 
1
1
1


i
ia

 (25) 
Where ξi =Fi2/σi2 is represented as average a priori SNR in Bi. Then it is calculated directly from 
equation (24) and (25): 
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Where the noise energy and average signal energy is Bi# and Bi. This block thresholding 
estimator estimates SNR over each Bi by an average of the noisy signal energy. 
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If σ[l,k]=σi for all (l,k) ∈Bi then  ξÎ is an unbiased estimator of  ξi. From a power subtraction 
estimator, the resulting attenuation factor ai is measured. 
 

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1
i
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

 (29) 
Hence, the Block-thresholding technique can be inferred as a non-diagonal estimator which is 
resulting from averaged SNR estimations over each block. From all co-efficient in each block, 
each attenuation factor is calculated and which is normalizes the time-frequency coefficient 
estimations: 
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3.5 MFCC  Feature Extraction 
MFC analysis has been a popular signal representation method used in many audio classification 
tasks, especially in speech recognition systems [30-31]. Obtaining the MFCCs involves 
processing of the acoustic signal according to the following steps [32]: 
 Divide the signal into frames and apply the Hamming window function. 
 Get the amplitude spectrum of each frame. 
 Take the log of these spectrum of each frame. 
 Convert the mel-frequency scale using triangular shaped filters. 
 Apply the discrete cosine transform: 
  
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Where K defines the number of band-pass filters, Sk defines the Mel-weighted spectrum after 
passing k-th triangular shaped filter and n=1,2…L is the dimension coefficients. The log spectral 
coefficients are perceptually weighted by a non-linear map of the Mel-frequency scale, which is 
derived from audio dataset.  In addition, Figure 3.5.1 represents as a system block diagram of 
MFCC feature extraction process.  
 
Figure 3.5.1 Block diagram of MFCC feature extraction 
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The transform formula for the Mel-frequency scale and linear frequency scale is defined as: 
   






700
1log2595 10
f
fMel  (31) 
Where f  represents the frequency Hertz.  
3.6 SVM Classification 
SVM performs multi-class classification with one-versus-the-rest, pairwise comparison, and 
multiclass objective functions. During the one-versus-the-rest procedure, classifiers are trained to 
separate one class from the rest. The multi-class classification is then carried out according to the 
maximal output of these classifiers. In pairwise comparison, a classifier is trained for each 
possible pair of classes and the observation in question is assigned to the class getting the highest 
number of classification "votes" among all the classifiers. In the multi-class objective-function, 
the objective function of SVM is directly modified to allow the simultaneous computation of a 
multi-class classifier [34]. SVM attempts to find the hyperplane separating two classes of data 
that will generalize best to future data [35]. Such a hyperplane is then so called maximum margin 
hyperplane which maximizes the distance to the closest point from each class. More concretely, 
given data points {X0,...,XN} and class labels {yo,..,yN}, yi  {-1,1}, any hyperplane separating the 
two data classes has the form 
   0 bXwy iTi  for any i (32) 
Let {wk} be the set of all such hyperplanes. The maximum margin hyperplane is denoted by 
  
N
i iii
Xyw
0
  (33) 
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Where {a0, a1,…aN} maximize, 
     
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Corresponding to 
 0
0
  i
N
i i
y  αi≥ 0 for any i (36) 
For linearly separable data, only a subset of the a, will be non-zero. These points are called the 
support vectors and all classifications performed by the SVM depend only on these points. SVM 
systems can accurately identify critical samples that will become the support vectors, training 
time and labeling effort which, in the best case, can be reduced with no impact on classifier 
accuracy. Since the data points X only enter calculations via dot products, one can transform 
them to another feature space via a function F(x). The representation of the data in this feature 
space need never be explicitly calculated if there is an appropriate Mercer kernel operator for 
which 
     )(., jiji XXXXK   (37) 
Data not linearly separable in the original space may become separable in this feature space. In 
our implementations, a radial basis classifier kernel 
   ),(
2
,
ji XXD
ji eXXK
  (38) 
Thus the space of possible classifier functions consists of linear combinations of weighted 
Gaussians around key training instances.  
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3.7 Naive Bayes Classification 
In this section we first explain the general form of the NB classification framework. Let X 
={x1,……..,xn} denote the set of local feature vectors obtained from a target audio, we want to 
find its class C. This can be formulated as a Maximum-a-Posteriori (MAP) problem, where 
feature set X is assigned to the class that maximizes the posterior probability p(C|X). Assuming 
equal class prior p(C), the MAP problem then reduces to Maximum Likelihood (ML) estimation 
of the conditional probability p(X|C) [36-37]. The NB assumption specifies a simple probability 
model that the feature vectors x1…..xn. extracted from each target audio are generated 
independently from each class C with identical distribution.  So that we have the following 
classification rule, 
  CXpC
C
|maxarg

 (39) 
  
j
j
C
CXp |maxarg   
      
j
j
C
CXp |logminarg   
Hence, the problem is converted to the estimation of p(x|C), the conditional probability of local 
feature for xj each class C. Depending on how p(xj|C) is modeled, different NB classifiers can be 
defined. Note that Equation-39, describes an extension of the standard NB framework, which is 
used for the classification of features by assuming each attribute is generated independently 
given the class label. Here we have generalized the NB framework to deal with the classification 
of collections of feature vectors. 
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CHAPTER IV: IMPLEMENTATION 
4.1 Software Implementation 
The performance analysis of the aforementioned denoising algorithms is initially implemented in 
the MATLAB software for computer simulation. Our test data set contains four different classes 
of audio data: animal, bird, human, and vehicle. Each class contains 100 different audio files. 
The length of each audio file (*.wav files) is 3s and sampled at 8 KHz. Figure. 4.1.1. shows the 
typical human speech waveform in time-domain and frequency-domain (spectrogram). On left 
human speech waveform in time domain and right side represents corresponding waveform 
spectrogram with frequency domain. 
 
Figure 4.1.1 Human speech waveform in time-domain and frequency-domain 
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To test the algorithm performance, initially we added AWGN noise to each audio file, and then 
sequentially added the UAV’s propeller and motor noise. Moreover, the noise sources are added 
to the clean audio signal in six particular SNR levels: (3dB, 6dB, 9dB, 12dB, 15dB, 20dB). After 
that, the clean audio signal is corrupted by White Gaussian noise or PM or DJI noise with 
different amplitudes. Then the resulting noisy signals are used for evaluating the performance of 
denoising algorithms. 
LMS: In this implementation, we applied the sum of the noise and the clean signal as the input of 
the channel. Moreover, equations (3)-(6), summarize the software implementation process of the 
LMS denoising algorithm. The rate of convergence of LMS algorithm is mainly controlled by 
step size µ. This factor determines the rate of convergence of the filter. We selected the filter 
length as 30 samples, and number of samples delay typically as 200 for single input LMS 
implementation, and the step size typically as 0.017. An initial output filter is calculated from the 
input response and an initial weighting coefficient. The error signal, which is the difference 
between the output and desired signal, is estimated. Then, the weighting coefficient vector is 
updated using the previous weighting coefficient, step factor, error, and input response. Then, we 
employed performance measure metrics to evaluate the denoised signal. 
DWT: To determine the SNR of the target audio signal, initially we added noise sources (AWGN 
or PM or DJI) to the clean audio signal to produce a noisy signal. After that, we took this noisy 
signal as an input to the DWT algorithm. Then, we applied thresholding to estimate the noise 
level. We used the soft thresholding approach. After that, we applied inverse DWT to reconstruct 
the signal. Then, we obtained the denoised signal. Finally, we employed performance measure 
metrics to evaluate the performance of this implemented algorithm. We used Daubechies (db) 
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wavelet as a mother wavelet function. To select the optimum decomposition level, an experiment 
is done to evaluate the performance of the wavelet transform with different levels of 
decomposition. We observed that at 6 level of decomposition results in the best performance, and 
that is explicitly demonstrated in Fig. 4.1.2. 
 
Figure 4.1.2 Levels of decomposition 
BTH: To implement this algorithm, we summed noise sources with the clean signal to generate 
the noisy audio signal.  STFT with half-overlapping windows were used. After that, we 
employed a non-diagonal BTH estimation algorithm. Optimum block sizes are calculated by 
minimizing the estimation risk. We computed the threshold level λ as 4.7 and block sizes were 4, 
8, 16, 32, etc. Then, a non-diagonal BTH estimator is derived from averaged SNR estimation 
over blocks. The implementation of the BTH algorithm is summarized by eqns. (18)-(24). 
Similarly, we applied other performance measure metrics to evaluate this algorithm. 
To obtain a better denoised signal, we applied a noisy audio signal as the input of the WF 
algorithm, and then used LPC analysis. The IWF algorithm is implemented as summarized by 
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eqns. (13)-(17). The smoothing factor G=0.9 and margin is set 0.01. The IWF process is repeated 
in order to obtain a cleaner audio signal. Thus, this algorithm operates in the short-time segment 
of the audio signal due to the non-stationary nature of the target audio signal. 
Simulation results of the implemented denoising algorithms are explained in detail in the 
software results section of Chapter V. 
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4.2 Hardware Implementation 
For these experiments, the Texas Instruments (TI) TMS320C5535 was chosen as the hardware 
testing platform of our project. This is because of TI’s prominence in the development and 
production of Digital Signal Processors (DSP), and in education/training. It is a high 
performance device with rich features that is widely used in industry. The C5535 eZdsp is an 
evaluation tool for the TI TMS320C535 DSP series [43]. The block diagram of C5535 eZdsp is 
shown in Figure. 4.2.1.  
 
Figure 4.2.1 Block diagram of the TMS320C5535 DSP board 
The USB bus powered tool allows the user to evaluate the TMS320C5535 DSP with the 
TLV320AIC3204 codec and the Code Composer Studio (CSS) IDETM software development 
tools. Figure. 4.2.2 and 4.2.3. represent the key features of the TMS320C5535 DSP board on top 
and bottom view. 
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Figure 4.2.2 Key Features of the TMS320C5535 DSP board on top view 
 
Figure 4.2.3 Key Features of the TMS320C5535 DSP board on bottom view 
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The C5535 eZdsp has the following features:  
 Texas Instrument’s TMS320C5535 Digital Signal Processor 
 Texas Instruments TLV320AIC3204 Stereo Codec (stereo in, stereo out) 
 Micro SD card connector 
 USB 2.0 interface to C5535 processor 
 8 Mbytes SPI flash 
 2 user readable push button switches 
 Embedded USB XDS100 JTAG emulator 
 I2C OLED display 
 Compatible with Texas Instruments Code Composer Studio v4 
 USB cable. 
 Power provided by USB interface. 
For this work, the system hardware and software are introduced, and the tasks of the project are 
detailed as well. How the system is implemented, and how it works are explained. The initial 
step is to properly connect the system hardware and then set up the communication interface via 
USB cable, and necessary wires between the hardware and computer. Next, we employ 
individually LMS and DWT denoising algorithms through CSS [44]. When the system is 
running, the noisy audio signal is passing to the C5535 DSP board via the audio line in port, then 
the signal is processed with a denoising based algorithm based on our predefined denoising 
method. The RTDX (real time data exchange) function of the CCS allows the C5535 DSP chip 
to interconnect and exchange information with the PC via a USB interface. Therefore, the DSP 
chip could directly exchange information with PC without discontinuing the execution of the 
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current job. Figure. 4.2.4. Presents the complete hardware experimental setup in laboratory. The 
resulting signal after denoising is passed out through the audio line out port from the C5535 DSP 
board. It is then captured and further analyzed in audacity software to measures its optimum 
performance. The performance of the denoised signal is explained in detail in the hardware 
results section of chapter V. 
 
Figure 4.2.4 Hardware experimental platform in laboratory 
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4.3 Classification Implementation 
Waikato Environment of Knowledge Analysis (WEKA) toolkit is used to implement the SVM 
and Naive Bayes classifier. It contains modules like data preprocessing, classification, clustering 
and association rule extraction. It has 49 data preprocessing tools, 76 classification algorithms, 
and 3 graphical user interface and algorithms for association rules [45]. It contains different 
types of data formats namely Attribute Relation File Format (AREF), and Comma Separated 
Values (CSV). SVM and NB are very well suited for this problem because of the small number 
of classes and huge amount of training data per class. Initially we employed SVM with a linear 
kernel and complexity 1.0. Choosing the kernel function is the trickiest part of using SVM. The 
kernel function is important because it creates the kernel matrix, which summarizes all the data. 
Many principles have been proposed. However, in this research we employed a low degree 
polynomial kernel. They are trained with the sequential minimal optimization (SMO) algorithm 
using the windowed training data. Fig.  4.3.1 Illustrates the parameter setting for SVM classifier 
in software platform. The buildLogisticModels option determines whether or not to fit logistic 
models to the outputs for proper probability estimates. We set it to the True condition in our 
case. The number of folds for cross validation are used to generate training data for logistic 
models. C is defined as a complexity parameter, and it is the upper bound of alpha’s. The filter 
type determines, how and if the data will be transformed, so we decide to use normalize training 
data in filter type. However, we do not change the rest of the parameters including epsilon, 
checks turnoff, and toleranceParamer, etc. We kept them at default settings. After setting all the 
parameters properly, we then inserted our .arff training and testing data and then run SVM in 
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software. Figure. 4.3.2. and Figure. 4.3.3  explain the necessary steps for complete 
implementation procedures of SVM classifier in software platform.   
 
Figure 4.3.1 SVM/SMO parameter selection 
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Figure 4.3.2 SVM/SMO parameter selection  
 
Figure 4.3.3 SVM/SMO evaluation of training set  
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For comparison, a Naive Bayes classifier is implemented and tested. The Naive Bayes method 
provides probabilistic outputs. Figure. 4.3.4 illustrates the parameter setting for Naive Bayes 
classifier in software platform. We set almost every parameters by default option.This means that 
Naive Bayes models can assess the value of the probability (varying from 0 to 1) that a given 
compound can be predicted as active. By moving the threshold from 0 to 1, and imposing that a 
compound can be predicted as active, if the corresponding probability exceeds the current 
threshold, one can build the ROC (Receiver Operating Characteristic) curve. We set almost 
every parameter to the default option. 
 
Figure 4.3.4 Naive Bayes classifier parameter selection in software platform 
Moreover, Figure. 4.3.5.  and 4.3.6., illustrates the ROC curve characteristic for noise and 
denoisied animal wave file in AWGN noise condition with SVM and NB classifier.  
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Figure 4.3.5 ROC curve of animal AWGN noise scenario with SVM and NB classifier 
 
Figure 4.3.6 ROC curve of animal, denoised scenario with SVM and NB classifier 
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Evaluation of classification is a very essential since results and conclusions are always based on 
the evaluation so that all the results are grouped into the many sub items. The classification in the 
table for correctly and incorrectly classified instances and mean absolute error will be partitioned 
in percentage value and subsequently. Appendix B represents complete classification results 
data. Simulation results of above implemented classification is explained details in results 
section in Appendix C. 
 
 42 
 
 
 
 
 
CHAPTER V: RESULTS AND DISCUSSION 
5.1 Simulation Results 
In this section, the resulting computer simulations that verify the optimum performance of the 
implemented denoising algorithms are presented. Initially, we evaluated the denoising algorithms 
performance with four different classes. Figure. 5.1.1 depicts and compares the algorithms’ 
performance for four different audio classes with respect to the SNR metric. 
 
(a)                                                                            (b) 
 
(c)                                                                            (d) 
Figure 5.1.1 Denoising algorithms comparison with four audio classes in SNR scenario: 
(a) Animal, (b) Bird, (c) Human and (d) Vehicle. 
From Figure. 5.1.1. one can observe that the LMS algorithm performance is superior to DWT, BTH, 
and WF in all class scenarios. SNR gain level reached up to 13 dB, when noise level 20dB. The 
greater its value, the cleaner signal is, and the better the sound quality is. In addition, both the DWT 
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and BTH algorithm also linearly increased as the noise level increased. However, WF did not offer 
good performance in this analysis. Similarly, we evaluated the algorithms’ performance in the SSNR 
case, in order to more rigorously analyze the performance. Figure. 5.1.2 illustrates and compares the 
algorithms‘ performance with all target audio classes in the SSNR aspect. It calculates the SSNR 
value every 20ms from the denoised signal. 
 
(a)                                                                      (b) 
 
(c)                                                                      (d) 
Figure 5.1.2 Denoising algorithms comparison with four audio classes in SSNR scenario: 
(a) Animal, (b) Bird, (c) Human and (d) Vehicle. 
From the above graph we noticed that LMS is better compared to DWT, BTH and WF. We noticed 
that its SSNR gain increased as the noise level increased but after a 9 dB level, it started decreasing. 
Moreover, DWT and BTH also increased, but after 12 dB level of noise, both algorithms’ SSNR gain 
decreased. WF increased a little but it mostly offered a negative gain, meaning this did not provide a 
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good denoised signal. Figure. 5.1.3 compares the denoising algorithms’ performance with respect to 
AWGN, Propeller and Motor (PM) noise, and DJI drone noise in SNR metrics.  
 
(a)                                                                               (b) 
 
(c) 
Figure 5.1.3 Denoising algorithm comparison with respect to noise with SNR scenario: 
(a) AWGN Noise, (b) Propeller and Motor (PM) Noise, (c) DJI Drone Noise. 
From the above graph, we observed that the LMS performance in SNR improvement is higher than 
DWT, BTH and WF except for AWGN noise. In the AWGN noise case, the DWT and BTH 
algorithms’ SNR gain increased linearly as the noise level increased. BTH performed better than 
DWT in AWGN, but in PM noise, DWT offered improved SNR compare to BTH. Thus, in these two 
noise scenarios, WF did not offer optimum performance compared to the other algorithms but had 
consistent performance in all noise cases. In the DJI drone noise scenario, WF had better SNR values 
compared to the DWT and BTH algorithms. The SNR gain reached up to 7 indicating a constant 
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level. The DJI drone noise scenario is the one with the strongest noise (most difficult to remove). 
This is supported by observing that the SNR gains for BTH and DWT algorithms drastically falls to 0 
dB in the DJI noise case. Figure. 5.1.4 compares the denoising algorithms’ performance with respect 
to AWGN, Propeller and Motor (PM) noise, and DJI drone noise in SSNR characteristic 
  
                                       (a)                                                                           (b)  
 
                                                                               (c) 
Figure 5.1.4 Denoising algorithm comparison with respect to noise with SSNR scenario: 
(a) AWGN Noise, (b) Propeller and Motor (PM) Noise, (c) DJI Drone Noise 
From the above graph, we see that LMS is better for SNR improvement compared to DWT, BTH, 
and WF. It’s important to notice that in all three noise cases, the LMS algorithm’s SNR value started 
decreasing when the noise level reached 9 dB. Similarly, we saw that in AWGN noise, BTH 
performed better than DWT, but in PM noise, DWT achieved better SNR values compared to BTH 
and WF. Hence, in these two noise scenarios, WF did not offer optimum performance compared to 
the other algorithms. But in the DJI drone noise scenario, surprisingly, WF gave a higher SNR value 
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compared to the DWT and BTH algorithms. It again confirms that in DJI drone noise scenario, it is 
hard to eliminate the noise compared to the AWGN and PM noise cases. When the noise level is 3dB, 
both DWT and BTH offered negative SNR gain, but these gain improve slightly as the noise level 
increased to 20 dB. Figure. 5.1.5 demonstrates the overall performance of our implemented denoising 
algorithm with respect to SNR metric. 
 
Figure 5.1.5 Overall SNR comparison within denoising algorithms 
From Figure. 5.1.5, it is obvious that the adaptive filter model based LMS algorithm is more suitable 
for denoising signals and raising the SNR gain as compared to the DWT, BTH and WF algorithms. 
Before denoising (BD) the signals, one can notice that the SNR gain decreases as the noise level 
increases. But after employing a denoising algorithm, we obtain a denoised signal and a higher SNR 
gain, clearly indicated in the graph. 
Figure. 5.1.6 demonstrates the overall performance of our implemented denoising algorithms with 
respect to SSNR metric. 
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Figure 5.1.6 Overall SSNR comparison within denoising algorithms 
A significant improvement of SSNR gains with the LMS algorithm is observed from the above 
graphical representation. The SSNR gain of 15 dB can be reached. Figures. 5.1.7 and 5.1.8 explain 
the overall performance of our implemented denoising algorithm with respect to LLR and LSPD 
metrics 
 
Figure 5.1.7 Overall LLR comparison within denoising algorithms 
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Figure 5.1.8 Overall LSPD comparison within denoising algorithms 
From the above two figures, LMS has the lowest gains in both LLR and LSPD. Unlike SNR and the 
SSNR, the lower gain in LLR and LSPD, the higher performance the algorithm has define. Therefore 
we summarize that the performance of the LMS algorithm is better than the other implemented 
algorithms. 
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5.2 Hardware Test Results 
Based on the results of the software implementations of the previous section, we concluded that the 
adaptive LMS and DWT algorithms’ performance is superior compared to the rest. Thus, we 
implement these two algorithms in the C5535 DSP board for hardware testing. Figure. 5.2.1 
compares the algorithms’ performance with four different audio classes in SNR metric. 
 
(a)                                                                               (b) 
 
(c)                                                                             (d) 
Figure 5.2.1 Hardware SNR comparison within denoising algorithms with four audio classes: 
(a) Animal, (b) Bird, (c) Human and (d) Vehicle 
As can be seen from Figure. 5.2.1, the adaptive LMS algorithm’s performance is marginal superior 
compared to the DWT algorithm. Here, the achieved SNR level reaches up to 9 dB for the LMS 
algorithm for the animal and bird classes, but in the human class, it offers an even higher SNR gain at 
20 dB noise level. Both algorithms linearly increased as the noise level increased. With respect to the 
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vehicle class, it offered a lower SNR gain, which is 7dB at 20 dB noise level. Thus, among all the 
four classes, only in the human class do both the algorithms provide improved SNR gains.  Similarly, 
we evaluate the algorithms’ performance in the SSNR case, to more rigorously analyze the 
performance. Figure. 5.2.2 compares the algorithms’ performance with four different audio classes in 
the SSNR metric. 
  
                                      (a)                                                                           (b) 
  
                                       (c)                                                                          (d) 
Figure 5.2.2 Hardware SSNR comparison within denoising algorithms with four audio classes: 
(a) Animal, (b) Bird, (c) Human and (d) Vehicle 
From figure. 5.2.2 we see that the LMS algorithm performance is better compared to the DWT 
algorithm. Most importantly, notice that the LMS only offers improved SSNR performance over the 
DWT algorithm in animal, bird, and human classes, but not in the vehicle class. However, in the 
vehicle class both algorithms perform almost same, as depicted in Figure. 5.2.2 (d). In summary,  
better results can be attained in the animal class compared to the bird, human, and vehicle classes. 
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Figure. 5.2.3 represents the hardware implementation of the denoising algorithms’ performance with 
respect to the AWGN, PM, and DJI drone noise for the SNR metric. 
    
(a)                                                                          (b) 
 
(c) 
 
Figure 5.2.3 Hardware noise comparison within denoising algorithms with SNR scenario: 
(a) AWGN Noise, (b) Propeller and Motor (PM) Noise, (c) DJI Drone Noise 
Figure. 5.2.4 presents the hardware implementation of the denoising algorithms’ performance with 
respect to the AWGN, PM, and DJI drone noise in the SSNR metric. In AWGN and PM noise 
scenarios, both the LMS and DWT algorithms’ SSNR gains increased linearly up to 9 dB, and then 
were constant. However, in the DJI drone noise scenario, we observed that both algorithms offered 
negative SSNR, 3 dB at 9 dB noise level, and after that the SSNR gain became positive and started 
increasing linearly. 
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(a)                                                                             (b) 
 
(c) 
Figure 5.2.4 Hardware noise comparison within denoising algorithms with SSNR scenario: 
(a) AWGN Noise, (b) Propeller and Motor (PM) Noise, (c) DJI Drone Noise 
From the hardware results, we conclude that the DJI drone noise source contains much stronger 
harmonics compared to AWGN and PM noise scenarios. Figures. 5.2.5 and 5.2.6 show the 
overall performance of our implemented denoising algorithm with respect to SNR and SSNR 
metrics. 
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Figure 5.2.5 Hardware overall SNR comparison within denoising algorithms 
 
Figure 5.2.6 Hardware overall SSNR comparison within denoising algorithms 
Figures. 5.2.5 and 5.2.6, it is clear that the LMS algorithm noise cancellation technique is better than 
the DWT algorithm. From figure. 5.2.5, we notice that both algorithms obtained negative SNR gain 
up to 12 dB noise level. But after 12 dB of noise level, both algorithms started offering better SNR 
gains. Similarly, from figure. 5.2.6, we observe that both algorithms obtain negative SSNR values up 
 54 
 
 
 
 
 
to 9 dB level of noise. But after 9 dB of noise level, both algorithms  started offering better SSNR 
gains. Figures. 5.2.7. and 5.2.8 explain the overall performance of our implemented denoising 
algorithms with respect to the LLR and LSPD metrics. LMS shows similar performance compare to 
DWT in both LLR and LSPD metrics. 
 
Figure 5.2.7 Hardware overall LLR comparison within denoising algorithms 
 
Figure 5.2.8 Hardware overall LSPD comparison within denoising algorithms 
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Figure 5.2.9 Hardware vs. software SNR comparison within denoising algorithms 
 
 
Figure 5.2.10 Hardware vs. software SSNR comparison within denoising algorithms 
 
From figures. 5.2.9 and it is obvious that, software implementation of LMS-2 algorithm performance 
is better than to hardware LMS-1 and software LMS-1 denosing algorithm with respect to SNR. 
From Figures. 5.2.10. It is clear that hardware DWT algorithm performance is slightly less than 
software DWT. However, from above comparison it’s clear that LMS is an efficient and better 
denoising algorithm compare to DWT. 
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5.3 Classification Results 
We now present the results of the software implementation classification experiments conducted 
to demonstrate the performances of the implemented SVM and NB classifiers. The database is 
partitioned into a training set and a testing set. For evaluation, 10-fold cross validation is 
performed. The accuracy of classification is measured by rates of correctly classified samples for 
testing samples. Figure. 5.3.1 shows the performance of the SVM and NB classifiers with respect 
to the AWGN noise case, before and after denoising. 
   
(a)                                                                           (b) 
   
(c)                                                                              (d) 
Figure 5.3.1 SVM vs NB classifier performance analysis with respect to AWGN noise in before and after 
denoising: 
(a) LMS with SVM, (b) LMS with NB, (c) DWT with SVM, (d) DWT with NB. 
From figure. 5.3.1, we can conclude that the SVM classifier performance is superior compared to  
the NB classifier, in both the DWT and LMS based denoising conditions. Since the LMS 
denoising algorithm offered a better denoised signal, meaning a much cleaner signal, this 
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significantly helped for classification. From figure. 5.3.1 (a), we notice that in the training set, 
for the SVM classifier, the accuracy reached almost 80%, and that is also perfectly validated by 
cross validation results. From figure. 5.3.1 (b), we summarize that in the training set, for the NB 
based classifier, the accuracy reached at almost 68%, and that is also perfectly validated by cross 
validation results. However, compared to the SVM classifier, the results were not as good. 
Similarly, from Figure. 5.3.1 (c), for the DWT algorithm, the SVM classifier provided almost 
69% accuracy, and that is validated by cross validation results. Thus, we can conclude that LMS 
based denoised audio signal offered better accuracy for both SVM and NB classifiers compare to 
DWT based denoised signals. Figure. 5.3.2 illustrates the SVM vs NB classifier performance 
with respect to UAV’s own propeller and motor noise. 
   
(a)                                                                             (b) 
   
(c)                                                                             (d) 
Figure 5.3.2 SVM vs NB classifier performance analysis with respect to PM noise: 
(a) LMS with SVM, (b) LMS with NB, (c) DWT with SVM, (d) DWT with NB. 
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From figure. 5.3.2 we can see that the SVM classifier performance is superior compared to the 
NB classifier both the DWT and LMS algorithms. Since the LMS denoising algorithm offered a 
better denoised signal, meaning a much cleaner signal, this significantly improves classification 
accuracy. From figure. 5.3.2 (a), we notice that in the training set, for the SVM classifier, after 
denoising, the accuracy reached at almost 78%, and that is also completely validated by cross-
validation results. But the performance of classification accuracy decreases as the noise level 
increases. Before denoising, the classification accuracy reached 71%. The LMS algorithm is a 
better denoising algorithm compared to the DWT algorithm. From Figure. 5.3.2 (b), we 
summarize that in the training set, for the NB based classifier, after denoising, the accuracy 
reached almost 62%, and that is also perfectly validated by cross validation. But before 
denoising, it offered 59% accuracy. In this, the SVM classifier is better than the NB classifier. 
Similarly, from Figure. 5.3.2 (c), the SVM classifier after the DWT based denoising provided 
almost 70 % accuracy, and that is validated by cross-validation results. For Figure 5.3.2 (d) the 
NB classifier offered 62% accuracy. Thus, we can determine that LMS based denoised audio 
signals offer better accuracy for both SVM and NB classifiers compare to DWT based denoised 
signals. Hence, with the above analysis we reach a conclusion that, SVM is an efficient classifier 
compared to NB, and that the  LMS algorithm is better as a denoising algorithm compared to the 
DWT algorithm. Moreover, complete WEKA simulation results data and their corresponding 
graphical representations is provided in Appendix-B and Appendix-C consequently. 
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CHAPTER VI: CONCLUSION 
 
In this work, we implement and evaluate four different denoising algorithm performances. 
Simulation result shows that the LMS adaptive denoisng and DWT algorithm performance are 
superior compare to BTH and WF denoising algorithms. We have also implement the LMS and 
DWT denoising algorithms in C5535 DSP board for hardware test and evaluated their 
performances. In addition, we have evaluated and analyzed the performance of these algorithms 
for varying noise power levels and three different noise sources related to UAV operation. 
Finally, we have implemented and evaluated two classifiers, namely, support vector machines 
and naive bayes to evaluate the performance of denoising algorithms in target classification 
application. The SVM classifier outperforms the Naïve Bayes classifier on denoised target audio 
sources. It is also observed that LMS based denoising algorithm results offered better accuracy 
compare to DWT based denoised signal during classification. 
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Appendix A. List of Abbreviations and Acronyms 
Unmanned Aerial Vehicles (UAVs) 
Signal to Noise Ratio (SNR) 
Segmental SNR (Seg-SNR) 
Least Mean Square (LMS) 
Discrete Wavelet Transform (DWT) 
Continuous Wavelet Transform (CWT) 
Wiener Filter (WF) 
Iterative Wiener Filtering (IWF) 
Block Thresholding (BTH) 
Additive White Gaussian Noise (AWGN) 
Log Likelihood Ratio (LLR) 
Log Spectral Distance (LSD) 
Short Time Fourier Transform (STFT) 
Stein Unbiased Risk Estimator (SURE) 
Digital Signal Processing (DSP) 
Linear Predictive Coding (LPC) 
Mel Frequency Cepstral Coefficient (MFCC) 
Support Vector Machine (SVM) 
Naïve Bayes (NB) 
Code Composer Studio (CCS) 
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Appendix B. Classification Results 
TABLE.1 DWT classification results of propeller and motor noise scenario 
TRAINING 
SVM-DWT-PM Naive Bayes-DWT-PM 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 70.758 29.242 59.8537 40.1463 
6 67.9455 32.0545 56.7952 43.2048 
9 65.1995 34.8005 52.7327 47.2673 
12 63.1981 36.8019 49.8072 50.1928 
15 61.1769 38.8231 46.5891 53.4109 
20 57.7593 42.2407 41.7952 58.2048 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 69.0027 30.9973 57.7793 42.2207 
6 66.004 33.996 56.762 43.238 
9 61.0705 38.9295 54.2354 45.7646 
12 57.2141 42.7859 49.2952 50.7048 
15 53.0253 46.9747 42.5931 57.4069 
20 45.9574 54.0426 32.0013 67.9987 
CROSS-VALIDATION 
SVM-DWT-PM Naïve Bayes-DWT-PM 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 70.359 29.641 59.8338 40.1662 
6 67.5399 32.4601 56.6356 43.3644 
9 64.7074 35.2926 52.6729 47.3271 
12 62.9654 37.0346 49.7207 50.2793 
15 60.8577 39.1423 46.5359 53.4641 
20 57.0745 42.9255 41.8152 58.1848 
     
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
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3 68.7566 31.2434 57.7527 42.2473 
6 65.7314 34.2686 56.5891 43.4109 
9 60.8511 39.1489 54.1822 45.8178 
12 56.7487 43.2513 49.0559 50.9441 
15 52.7859 47.2141 42.4202 57.5798 
20 45.7048 54.2952 32.1941 67.8059 
TESTING 
SVM-DWT-PM Naïve Bayes-DWT-PM 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 51.3032 48.6968 50.4787 49.5313 
6 51.25 48.75 48.9628 51.0372 
9 49.9734 50.0266 45.7713 54.2287 
12 46.7287 53.2713 44.7074 55.2926 
15 42.4734 57.5266 41.8085 58.1915 
20 34.6011 65.3989 34.7606 65.2394 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 60.0266 39.9734 54.1489 45.8511 
6 58.1383 41.8617 52.3404 47.6596 
9 51.1968 48.8032 49.7074 50.2926 
12 46.6489 53.3511 45.2926 54.7074 
15 43.5904 56.4096 37.4734 62.5266 
20 38.1649 61.8351 28.3245 71.6755 
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TABLE.2 DWT classification results of AWGN noise scenario. 
TRAINING 
SVM-DWT-AWGN NaiveBayes-DWT-AWGN 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 65.2327 34.7673 64.5213 35.4787 
6 61.6955 38.3045 60.6316 39.3684 
9 58.8564 41.1436 57.8059 42.1941 
12 51.8218 48.1782 52.7926 47.2074 
15 48.8231 51.1769 46.2766 53.7234 
20 38.1383 61.8617 38.8896 61.1104 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 63.9561 36.0439 57.3737 42.6263 
6 60.6981 39.3019 54.5678 45.4322 
9 54.887 45.113 50.1729 49.8271 
12 49.5213 50.4787 41.7354 58.2646 
15 40.4521 59.5479 36.7553 63.2447 
20 32.9322 67.0678 29.1556 70.8444 
CROSS-VALIDATION 
SVM/SMO-DWT-AWGN NaiveBayes-DWT-AWGN 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 64.9535 35.0465 64.5213 35.4787 
6 61.4761 38.5239 60.3923 39.6077 
9 58.5572 41.4428 57.6463 42.3537 
12 51.4096 48.5904 52.3604 47.6396 
15 48.4907 51.5093 45.6582 54.3418 
20 37.6729 62.3271 37.9521 62.0479 
     
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 63.4973 36.5027 57.3005 42.6995 
6 60.3258 39.6742 54.4415 45.5585 
9 54.4681 45.5319 50.106 49.8936 
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12 49.0359 50.9641 41.5891 58.4109 
15 40.0532 59.9468 36.7886 63.2114 
20 32.3404 67.6596 28.9761 71.0239 
TESTING 
SVM-DWT-AWGN NaiveBayes-DWT-AWGN 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 56.9681 43.0319 58.1383 41.8617 
6 52.1543 47.8457 55.1862 44.8138 
9 47.3936 52.6064 49.2287 50.7713 
12 43.5904 56.4096 46.1436 53.8564 
15 35.3457 64.6543 37.4468 62.5532 
20 25.984 74.016 26.0638 73.9362 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 57.4202 42.5798 55.2394 44.7606 
6 54.0957 45.9043 50.7979 49.2021 
9 51.6755 48.3245 47.2606 52.7394 
12 41.0904 58.9096 40.3989 59.6011 
15 31.1702 68.8298 31.3564 68.6436 
20 25.3989 74.6011 23.0585 76.9415 
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TABLE.3 LMS classification results of propeller and motor noise scenario. 
TRAINING 
SVM-LMS-PM NaiveBayes-LMS-PM 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 70.758 29.242 59.8537 40.1463 
6 67.9455 32.0545 56.7952 43.2048 
9 65.1995 34.8005 52.7327 47.2673 
12 63.1981 36.8019 49.8072 50.1928 
15 61.1769 38.8231 46.5891 53.4109 
20 57.7593 42.2407 41.7952 58.2048 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 77.6862 22.3138 61.4628 38.5372 
6 76.5691 23.4309 61.516 38.484 
9 75.4122 24.5878 61.609 38.391 
12 75.0399 24.9601 61.8351 38.1649 
15 75.1995 24.8005 61.6157 38.3843 
20 74.4827 25.5173 60.7327 39.2673 
CROSS-VALIDATION 
SVM-LMS-PM Naïve Bayes-LMS-PM 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 70.359 29.641 59.8338 40.1662 
6 67.5399 32.4601 56.6356 43.3644 
9 64.7074 35.2926 52.6729 47.3271 
12 62.9654 37.0346 49.7207 50.2793 
15 60.8577 39.1423 46.5359 53.4641 
20 57.0745 42.9255 41.8152 58.1848 
     
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 77.4269 22.5731 61.5226 38.4774 
6 76.3098 23.6902 61.4495 38.5505 
9 75.0731 24.9269 61.4029 38.5971 
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12 74.7074 25.2926 61.7686 38.2314 
15 74.7673 25.2327 61.4894 38.5106 
20 76.0838 23.9162 62.5931 37.4069 
TESTING 
SVM-LMS-PM Naïve Bayes-LMS-PM 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 51.3032 48.6968 50.4787 49.5313 
6 51.25 48.75 48.9628 51.0372 
9 49.9734 50.0266 45.7713 54.2287 
12 46.7287 53.2713 44.7074 55.2926 
15 42.4734 57.5266 41.8085 58.1915 
20 34.6011 65.3989 34.7606 65.2394 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 63.5904 36.4096 57.1543 42.8457 
6 61.0106 38.9894 57.8191 42.1809 
9 60.3457 39.6543 58.2713 41.7287 
12 59.0957 40.9043 58.0319 41.9681 
15 60.7181 39.2819 59.0691 40.9309 
20 56.7287 43.2713 58.0053 41.9947 
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TABLE.4 LMS classification results of AWGN noise scenario. 
TRAINING 
SVM-LMS-AWGN Naïve Bayes-LMS-AWGN 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 65.2327 34.7673 64.5213 35.4787 
6 61.6955 38.3045 60.6316 39.3684 
9 58.8564 41.1436 57.8059 42.1941 
12 51.8218 48.1782 52.7926 47.2074 
15 48.8231 51.1769 46.2766 53.7234 
20 38.1383 61.8617 38.8896 61.1104 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 79.8816 20.1184 67.4774 32.5226 
6 75.7713 24.2287 63.7766 36.2234 
9 75.6184 24.3816 63.4441 36.5559 
12 74.9069 25.0931 63.3112 36.6888 
15 73.9362 26.0638 62.4468 37.5532 
20 72.8324 27.1676 62.1915 37.8085 
CROSS-VALIDATION 
SVM/SMO-LMS-AWGN Naïve Bayes- LMS-AWGN 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 64.9535 35.0465 64.5213 35.4787 
6 61.4761 38.5239 60.3923 39.6077 
9 58.5572 41.4428 57.6463 42.3537 
12 51.4096 48.5904 52.3604 47.6396 
15 48.4907 51.5093 45.6582 54.3418 
20 37.6729 62.3271 37.9521 62.0479 
     
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 79.6822 20.3178 63.4043 36.5957 
6 75.3191 24.6809 63.5971 36.4029 
9 75.2194 24.7806 63.3245 36.6755 
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12 74.5944 25.4056 63.1715 36.8285 
15 73.5838 26.4162 62.4202 37.5798 
20 72.5332 27.4668 63.0718 36.9282 
TESTING 
SVM-LMS-AWGN Naïve Bayes-LMS-AWGN 
Before Denoising (Noisy Data)   
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 56.9681 43.0319 58.1383 41.8617 
6 52.1543 47.8457 55.1862 44.8138 
9 47.3936 52.6064 49.2287 50.7713 
12 43.5904 56.4096 46.1436 53.8564 
15 35.3457 64.6543 37.4468 62.5532 
20 25.984 74.016 26.0638 73.9362 
After Denoising  
dB Correctly 
Classified 
Incorrectly 
Classified 
Correctly 
Classified 
Incorrectly 
Classified 
3 56.8351 43.1649 60.5053 39.4947 
6 56.2766 43.7234 60.3191 39.6809 
9 59.3351 40.6649 59.3617 40.6383 
12 58.2447 41.7553 59.867 40.133 
15 60.4521 39.5479 58.3777 41.6223 
20 58.2713 41.7287 56.5426 43.4574 
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Appendix C. Graphical Representation of Classification Results 
 
 
  
(a)                                                                   (b) 
 
(c) 
C .1- SVM vs NB classifier performance analysis with respect to before and after denoising with 
LMS algorithm: (a) Training data set with SVM vs. NB, (b) Cross-validation data set with SVM 
vs. NB (c) Testing data set with SVM vs. NB. 
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(a)                                                                      (b) 
 
(c) 
C .2- SVM vs NB classifier performance analysis with respect to before and after denoising with 
DWT: (a) Training data set with SVM vs. NB, (b) Cross-validation data set with SVM vs. NB (c) 
Testing data set with SVM vs. NB. 
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(a)                                                                     (b) 
 
(c) 
C.3- SVM vs NB classifier performance analysis with respect to PM noise in before and after 
denoising with LMS: (a) Training data set with SVM vs. NB, (b) Cross-validation data set with 
SVM vs. NB (c) Testing data set with SVM vs. NB. 
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(a)                                                                     (b) 
 
(c) 
C.4- SVM vs NB classifier performance analysis with respect to PM noise in before and after 
denoising with LMS: (a) Training data set with SVM vs. NB, (b) Cross-validation data set with 
SVM vs. NB (c) Testing data set with SVM vs. NB. 
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