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DESINGULARIZATION OF CLIFFORD TORUS AND NONRADIAL
SOLUTIONS TO THE YAMABE PROBLEM WITH MAXIMAL RANK
MARIA MEDINA, MONICA MUSSO, AND JUNCHENG WEI
Abstract. Through desingularization of Clifford torus, we prove the existence of a sequence of
nondegenerate (in the sense of Duyckaerts-Kenig-Merle ([7])) nodal nonradial solutions to the
critical Yamabe problem
−∆u = n(n− 2)
4
|u| 4n−2 u, u ∈ D1,2(Rn).
The case n = 4 is the first example in the literature of a solution with maximal rank N =
2n+ 1 + n(n−1)
2
.
Introduction
Consider the problem
−∆u = γ|u|p−1u in Rn, γ := n(n− 2)
4
, u ∈ D1,2(Rn), (0.0.1)
where n > 4, p = n+2n−2 and D1,2(Rn) is the completion of C∞0 (Rn) with the norm ‖∇u‖L2(Rn).
When u > 0, problem (0.0.1) arises in the classical Yamabe problem or extremal equation for
Sobolev inequality. For positive or sign-changing u Problem (0.0.1) corresponds to the steady
state of the energy-critical focusing nonlinear wave equation
∂2t u−∆u− |u|
4
n−2u = 0, (t, x) ∈ R× Rn. (0.0.2)
These are classical problems that have attracted the attention of many researchers ([8, 9, 15, 16,
18]). The study of (0.0.2) naturally relies on the complete classification of the set of non-zero
finite energy solutions to Problem (0.0.1), which is defined by
Σ :=
{
Q ∈ D1,2(Rn)\{0} : −∆Q = n(n− 2)
4
|Q| 4n−2Q
}
. (0.0.3)
By the classical work of Caffarelli-Gidas-Spruck [2] all positive solutions to (0.0.1) are given
by
Uα,y¯(y) := α
−n−2
2 U
(
y − y¯
α
)
, where U(y) :=
(
2
1 + |y|2
)n−2
2
, α > 0, y¯ ∈ Rn. (0.0.4)
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For sign-changing solutions much less is known. A direct application of Pohozaev’s identity gives
that all sign-changing solutions to Problem (0.0.1) are nonradial. The existence of elements of
Σ that are nonradial, sign-changing, and with arbitrary large energy was first proved by Ding
[6] using Ljusternik-Schnirelman category theory. However no other qualitative properties are
known for Ding’s solutions. Recently more explicit constructions of sign-changing solutions to
Problem (0.0.1) have been obtained by del Pino-Musso-Pacard-Pistoia [4, 5]. In [20], the second
and the third authors established the rigidity of the solutions constructed in [4] by showing that
they are nondegenerate in the sense of Duyckaerts-Kenig-Merle ([7], see definitions below).
The purpose of this work is to give a positive answer to an open question formulated in
the work of M. Musso and J. Wei ([20]): whether there exists a solution that, apart from
nondegenerate, is maximal. To properly explain this framework, let us denote by
Σ :=
{
Q ∈ D1,2(Rn) \ {0} : −∆Q = γ|Q|p−1Q}
the set of nontrivial finite energy solutions of (0.0.1). It can be seen that the equation in (0.0.1)
is invariant under four transformations: translation, dilation, orthogonal transformation and
Kelvin transform. More precisely, if Q ∈ Σ, then:
(i) Q(y + a) ∈ Σ for every a ∈ Rn;
(ii) λ
n−2
2 Q(λy) ∈ Σ for every λ > 0;
(iii) Q(Py) ∈ Σ for every P ∈ On, where On denotes the classical orthogonal group;
(iv) |y|2−nQ(|y|−2y) ∈ Σ.
Denote by M the group of isometries of D1,2(Rn) generated by these transformations. Then,
M derives a family of transformations in a neighborhood of the identity (see [7, Lemma 3.8]) of
dimension
N := 2n+ 1 +
n(n− 1)
2
. (0.0.5)
In particular, M generates the vector space
I˜Q = span
{
(2− n)yαQ+ |y|2∂yαQ− 2yαy · ∇Q, ∂yαQ, 1 6 α 6 n,
(yα∂yβ − yβ∂yα)Q, 1 6 α < β 6 n, n−22 Q+ y ·Q
}
.
Consider the associated linearized operator around Q ∈ Σ, i.e.,
LQ := −∆− γp|Q|p−2Q,
and its kernel
IQ := {f ∈ D1,2(Rn) : LQf = 0}.
Clearly I˜Q ⊆ IQ and, following the work of T. Duyckaerts, C. Kenig and F. Merle ([7]), we can
define the notion of nondegeneracy.
Definition 0.0.1. Q ∈ Σ is said to be nondegenerate if IQ = I˜Q.
Let Q be nondegenerate. Its rank is defined as the dimension of I˜Q, which is at most N. Actually,
the positive solutions Q =W can be proved to be nondegenerate as a consequence of the radial
symmetry, and I˜W , which is
I˜W = span
{
n− 2
2
W + y · ∇W, ∂yαW, 1 6 α 6 n
}
,
has rank n+ 1 ([21]). In this case, the rank is strictly less than N.
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In [20], the authors give the first example of nodal nonradial sign-changing solution satisfy-
ing the nondegeneracy condition. Indeed, they consider the solution uk of (0.0.1) built in [4,
Theorem 1] given by
uk(y) = U(y)−
k∑
j=1
µ
−n−2
2
k U(µ
−1
k (y − ξj)) + o(1),
where
µk :=
cn
k2
, ξj := (e
2jpii
k , 0, . . .), U(y) :=
(
2
1 + |y|2
)n−2
2
,
and they prove that I˜uk = Iuk , where the dimension of these vector spaces is 3n, i.e. the rank is
3n. Also in this case, the rank is strictly less than N.
The purpose of this work is to provide the first example in the literature of a nondegenerate
solution u to (0.0.1) which has the maximal rank N.
Definition 0.0.2. A nondegenerate solution Q ∈ Σ is said to be maximal if
dim(I˜Q) = dim(IQ) = N,
where N was defined in (0.0.5).
Thus, our main result can be formulated as follows.
Theorem 0.0.3. Let n > 4. Then, there exists a sequence of nodal solutions to (0.0.1), with
arbitrarily large energy, which are nondegenerate according to Definition 0.0.1. If n = 4 these
solutions are maximal in the sense of Definition 0.0.2.
To prove this result, we will build a solution in the following way: let k and h be two large
positive integers (not necessarily equal), and
µ :=
δ
2
n−2
k2
, λ :=
ε
2
n−2
h2
, c1 < δ < c
−1
1 , c2 < ε < c
−1
2 , (0.0.6)
for some constants c1, c2 > 0 which are independent of k and h as they tend to infinity. Consider
now the points
ξj :=
√
1− µ2(e 2pii(j−1)k , 0, . . . , 0) ∈ R2 × Rn−2, j = 1, . . . , k,
ηl :=
√
1− λ2(0, 0, e 2pii(l−1)h , 0, . . . , 0) ∈ R2 × R2 × Rn−4, l = 1, . . . , h,
(0.0.7)
which satisfy
|ξj |2 + µ2 = 1, |ηl|2 + λ2 = 1. (0.0.8)
Consider
u(y) = U(y)−
k∑
j=1
Uµ,ξj (y)−
h∑
l=1
Uλ,ηl(y) + φ(y) (0.0.9)
where U is defined in (0.0.4),
Uµ,ξj (y) := µ
−n−2
2 U
(
y − ξj
µ
)
, Uλ,ηl(y) := λ
−n−2
2 U
(
y − ηl
λ
)
, (0.0.10)
and φ is a small function when compared with the other terms (for the sake of simplicity we do
not make explicit the dependence of u in k and h).
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Notice that functions U , Uµ,ξj and Uλ,ηl are invariant under rotation of angle
2pi
k in the (y1, y2)
plane and of angle 2pih in the (y3, y4) angle. Furthermore, they are even in the yα-coordinates,
for α = 2, 4, 5, . . . , n and invariant under Kelvin’s transform (due to (0.0.8)). Assume that φ
also satisfies these properties (we will prove this in Part 1).
Consider the following set of functions:
z0(y) :=
n− 2
2
u(y) +∇u(y) · y, zα(y) := ∂
∂yα
u(y), α = 1, . . . , n, (0.0.11)
zn+1(y) :=− y2 ∂
∂y1
u(y) + y1
∂
∂y2
u(y), zn+2(y) := −y4 ∂
∂y3
u(y) + y3
∂
∂y4
u(y), (0.0.12)
zn+α+2(y) := −2yαz0(y) + |y|2zα(y), α = 1, 2, 3, 4, (0.0.13)
zn+α+4(y) := −yαz1(y) + y1zα(y), z2n+α+2(y) := −yαz2(y) + y2zα(y), α = 3, . . . , n,
(0.0.14)
z3n+α−2(y) := −yαz3(y) + y3zα(y), z4n+α−6(y) := −yαz4(y) + y4zα(y), α = 5, . . . , n.
(0.0.15)
Functions in (0.0.11) are related to the invariance of problem (0.0.1) under dilations and trans-
lations respectively, and (0.0.12) to the rotation in the (y1, y2) and (y3, y4) planes. Likewise,
(0.0.13) arises from the invariance under Kelvin transform, and (0.0.14), (0.0.15) from the ro-
tation in the planes (y1, yα), (y2, yα), for α = 3, . . . , n, and (y3, yα), (y4, yα) for α = 5, . . . , n. If
we denote by L the linearized operator around u associated to (0.0.1), i.e.,
L(ϕ) := ∆ϕ+ pγ|u|p−2uϕ, (0.0.16)
(0.0.11)-(0.0.15) provide N0 := 5(n− 1) elements of the kernel of L.
We will prove that these are indeed all the elements in the kernel, i.e., solution (0.0.9) is a
second example of nodal nondegenerate solution of (0.0.1). But what is more remarkable here
is that if n = 4, then N0 = N, that is, the solution is maximal in the sense of Definition 0.0.2,
which is the first example of a nondegenerate maximal solution in the literature, and answers
the open question formulated in [20].
Remark 0.0.4. When µ ̸= λ, h ̸= k, our solution is different from the ones constructed in [4, 5].
In [5] the symmetric case µ = λ, h = k is considered, which corresponds to the Clifford torus. In
this case the solution has an additional symmetry which reduces the problem to one dimensional.
Because of this symmetry the rank of the solutions constructed in [5] can be shown to be strictly
less than N. Thus our solutions are new. Our construction can be considered as a sort of
desingularization of Clifford torus. For geometric application of desingularization of Clifford
torus, we refer to the recent papers [1, 14] and the references therein.
Remark 0.0.5. The construction can be extended to higher even dimensions, that is, one can
anagolously set bubbles in the (y5, y6), (y7, y8), . . ., planes, in such a way that the solution
is expected to be nondegenerate and the elements corresponding to the invariances generate
a space of dimension exactly N. Therefore, this type of construction presumably provides a
sequence of nodal nondegenerate and maximal rank solutions of (0.0.1) for any even dimension
n > 4. The existence of a maximal solution for odd dimensions is still an open question.
Remark 0.0.6. Nondegenerate solutions to (0.0.1) play an important role in the analysis of
possible singularity formations in energy-critical wave equations. We refer to [7, 8, 9, 15, 16, 18]
and the references therein.
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Remark 0.0.7. The existence of sign-changing solutions for critical exponents in other contexts
has been studied in [13, 22, 23].
Remark 0.0.8. There exist many works on the uniqueness and nondegeneracy of positive solutions
to semilinear equations, whether or not for classical nonlinear Schrodinger equations [19] or for
nonlinear fractional equations [10, 11]. The rank of the positive solutions is at most n+ 1. For
sign-changing solutions the nondegeneracy question is in general quite difficult without knowing
the precise behavior of the solution. Our result is the first of the type for sign-changing solutions
with maximal rank.
Along the work we will denote points y ∈ Rn, n > 4, as
y = (y, yˆ), y := (y1, y2), yˆ := (y3, y4), if n = 4,
y = (y, yˆ, y′), y := (y1, y2), yˆ := (y3, y4), y′ := (y5, . . . , yn), if n > 5,
and we will work with the norms
‖h‖∗∗ := ‖(1 + |y|)n+2−
2n
q h‖Lq(Rn), ‖φ‖∗ := ‖(1 + |y|n−2)φ‖L∞(Rn), (0.0.17)
where n2 < q < n is a fixed number.
Part 1 of the paper is devoted to prove that (0.0.9) solves (0.0.1), and Part 2 concerns the
proof of its nondegeneracy.
Part 1. Construction of the solution
To prove that (0.0.9) is a solution of (0.0.1) we use a Lyapunov-Schmidt reduction method,
following the ideas of [4]. We linearize the equation around a first approximation and take
advantage of the invertibility tools available for this setting. Then, performing a careful analysis
of the error of the approximation and of the non linear terms we solve the problem by a fixed
point argument. Let us point out that the precise scaling of the parameters µ and λ plays a
fundamental role here.
Recalling the definitions given in (0.0.7), (0.0.6) and (0.0.10), the main result of this part can
be stated as follows.
Theorem 1.0.1. Let n > 4, and let k, h be positive integers so that k = O(h). Then, for
sufficiently large k and h there is a finite energy solution of the form
uk,h(x) = U(x)−
k∑
j=1
Uµ,ξj (x)−
h∑
l=1
Uλ,ηl(x) + ok(1) + oh(1),
where ok(1) and oh(1) denote quantities that tend to zero when k and h tend to infinity respec-
tively.
1.1. Error of the approximation
Denote
U∗(y) := U(y)−
k∑
j=1
Uµ,ξj (y)−
h∑
l=1
Uλ,ηl(y),
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and suppose that the solution u we are looking for has the form u = U∗ + φ, where φ is a small
function when compared with U∗. Then solving equation (0.0.1) is equivalent to find φ such
that
∆φ+ pγ|U∗|p−1φ+ E + γN(φ) = 0, (1.1.1)
where
E := ∆U∗ + γ|U∗|p−1U∗, N(φ) := |U∗ + φ|p−1(U∗ + φ)− |U∗|p−1U∗ − p|U∗|p−1φ.
In this section we try to estimate the error term E. In particular,
γ−1E =
∣∣∣∣∣∣U −
k∑
j=1
Uµ,ξj −
h∑
l=1
Uλ,ηl
∣∣∣∣∣∣
p−1U − k∑
j=1
Uµ,ξj −
h∑
l=1
Uλ,ηl
− Up + k∑
j=1
Upµ,ξj +
h∑
l=1
Upλ,ηl
We divide the study of the error in three different regions. Roughly speaking, we will estimate
first the ‖·‖∗∗ norm of the error far from the points ξj and ηl, then around ξj , and finally around
ηl, for any j = 1, . . . , k and l = 1, . . . , h. Indeed, let α and αˆ be positive numbers independent
of k and h. The computations are very close to the ones in [4], so we skip the details.
Exterior region: y ∈ {∩kj=1{|y − ξj | > αk }} ∩ {∩hl=1{|y − ηl| > αˆh}}.
For y in this region we can estimate
|E| 6 C
(1 + |y|2)2
 k∑
j=1
µ
n−2
2
|y − ξj |n−2 +
h∑
l=1
λ
n−2
2
|y − ηl|n−2
 , (1.1.2)
and thus
‖(1 + |y|)n+2− 2nq E‖Lq({∩kj=1{|y−ξj |>αk }}∩{∩hl=1{|y−ηl|> αˆh }}) 6 C(k
1−n
q+h
1−n
q ). (1.1.3)
Interior regions around ξj : y ∈ {|y − ξj | < αk } for some j = 1, . . . , k.
Let j be fixed. For some s ∈ (0, 1) we have
γ−1E = p(Uµ,ξj + s(−
∑
i ̸=j
Uµ,ξi + U −
h∑
l=1
Uλ,ηl))
p−1(−
∑
i ̸=j
Uµ,ξi + U −
h∑
l=1
Uλ,ηl)
− Up +
∑
i ̸=j
Upµ,ξi +
h∑
l=1
Upλ,ηl .
Let us define Ej(y) := µ
n+2
2 E(ξj + µy) for |y| < αµk . Thus,
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γ−1Ej(y) = p
−U(y) + s(−∑
i ̸=j
U(y − µ−1(ξj − ξi)) + µ
n−2
2 U(ξj + µy)
−
h∑
l=1
µ
n−2
2 λ−
n−2
2 U(λ−1(ξj + µy − ηl)
)p−1
(−
∑
i ̸=j
U(y − µ−1(ξj − ξi))
+ µ
n−2
2 U(ξj + µy)−
h∑
l=1
µ
n−2
2 λ−
n−2
2 U(λ−1(ξj + µy − ηl))
− µn+22 Up(ξj + µy)−
∑
i ̸=j
Up(y − µ−1(ξi − ξj))−
h∑
l=1
µ
n+2
2 λ−
n+2
2 Up(λ−1(ξj + µy − ηl).
(1.1.4)
Noticing that h = O(k) we can compute
‖(1 + |y|)n+2− 2nq Ej‖Lq(|y|< α
µk
) 6 Cµ
n
2q 6 Ck−
n
q . (1.1.5)
Interior regions around ηl: y ∈ {|y − ηl| < αˆh} for some l = 1, . . . , h.
The estimates in this region follow analogously to the previous case, but interchanging the role
of µ, k and λ, h. Thus, considering Eˆl(y) := λ
n+2
2 E(ηl + µy) for |y| < αˆλh , we get
‖(1 + |y|)n+2− 2nq Eˆl‖Lq(|y|< αˆ
λh
) 6 Cλ
n
2q 6 Ch−
n
q . (1.1.6)
1.2. Building the solution
Recall from Section 1.1 that to find a solution to (0.0.1) we will prove the existence of a function
φ that solves (1.1.1). We will try to build this function in a special form.
Let ζ(s) be a smooth function such that ζ(s) = 1 for s > 1 and ζ(s) = 0 for s > 2, and let
α, αˆ > 0 be fixed numbers independent of k and h. Define
ζj(y) :=
{
ζ(kα−1|y|−2|y − ξj |y|2|) if |y| > 1,
ζ(kα−1|y − ξj |) if |y| 6 1,
ζˆl(y) :=
{
ζ(hαˆ−1|y|−2|y − ηl|y|2|) if |y| > 1,
ζ(hαˆ−1|y − ηl|) if |y| 6 1.
A function of the form
φ =
k∑
j=1
φj +
h∑
l=1
φˆl + ψ (1.2.1)
is a solution of (1.1.1) if we solve the system
∆φj + pγ|U∗|p−1ζjφj + ζj
[
pγ|U∗|p−1ψ + E + γN(φ)
]
= 0, j = 1, . . . , k, (1.2.2)
∆φˆl + pγ|U∗|p−1ζˆlφˆl + ζˆl
[
pγ|U∗|p−1ψ + E + γN(φ)
]
= 0, l = 1, . . . , h, (1.2.3)
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∆ψ + pγUp−1ψ + [pγ(|U∗|p−1 − Up−1)(1−
k∑
j=1
ζj −
h∑
l=1
ζˆl) + pγU
p−1(
k∑
j=1
ζj +
h∑
l=1
ζˆl)]ψ
+pγ|U∗|p−1
k∑
j=1
(1− ζj)φj + pγ|U∗|p−1
h∑
l=1
(1− ζˆl)φˆl + (1−
k∑
j=1
ζj −
h∑
l=1
ζˆl)(E + γN(φ)) = 0.
(1.2.4)
We assume in addition the following symmetry properties on φj and φˆl,
φj(y, yˆ, y
′) = φ1(e
− 2pi(j−1)
k
iy, yˆ, y′), j = 1, . . . k, (1.2.5)
where
φ1(y1, . . . , yj , . . . , yn) = φ1(y1, . . . ,−yj , . . . , yn), j = 2, 4, 5, . . . , n,
φ1(y) = |y|2−nφ1(|y|−2y), φ1(y, yˆ, y′) = φ1(y, e
2pi(l−1)
h
iyˆ, y′), l = 1, . . . , h,
(1.2.6)
and
φˆj(y, yˆ, y
′) = φˆ1(y, e−
2pi(l−1)
h
iyˆ, y′), l = 1, . . . h, (1.2.7)
where
φˆ1(y1, . . . , yj , . . . , yn) = φˆ1(y1, . . . ,−yj , . . . , yn), j = 2, 4, 5, . . . , n,
φˆ1(y) = |y|2−nφˆ1(|y|−2y), φˆ1(y, yˆ, y′) = φˆ1(e
2pi(j−1)
k
iy, yˆ, y′), j = 1, . . . , k.
(1.2.8)
Assume in addition that
‖φ1‖∗ 6 ρ, φ1(y) := µ
n−2
2 φ1(ξ1 + µy), ‖ ˆˆφ1‖∗ 6 ρ, ˆˆφ1(y) := λ
n−2
2 φˆ1(η1 + λy), (1.2.9)
for ρ > 0 small.
Lemma 1.2.1. There exist constants k0, h0, C, ρ0 such that, for all k > k0 and h > h0, if φj,
j = 1, . . . , k, and φˆl, l = 1, . . . , h satisfy conditions (1.2.5)-(1.2.9) with ρ < ρ0 then there exists
a unique solution ψ = Ψ(φ1,
ˆˆ
φ1) to equation (1.2.4), that satisfies the symmetries
ψ(y1, . . . , yα, . . .) = ψ(y1, . . . ,−yα, . . .), α = 5, . . . , n, (1.2.10)
ψ(y, yˆ, y′) = ψ(e
2pi(j−1)
k
iy, yˆ, y′), j = 1, . . . , k, ψ(y, yˆ, y′) = ψ(y, e
2pi(l−1)
h
iyˆ, y′), l = 1, . . . , h,
(1.2.11)
ψ(y) = |y|2−nψ(|y|−2y), (1.2.12)
and such that
‖ψ‖∗ 6 C
[
‖φ1‖∗ + ‖ ˆˆφ1‖∗ + k1−
n
q + h
1−n
q
]
. (1.2.13)
Moreover, the operator Ψ satisfies
‖Ψ(φ11, ˆˆφ11)−Ψ(φ
2
1,
ˆˆ
φ21)‖∗ 6 C(‖φ
1
1 − φ
2
1‖∗ + ‖ ˆˆφ11 − ˆˆφ21‖∗). (1.2.14)
Proof. We write equation (1.2.4) as
∆ψ + pγUp−1ψ + V (y)ψ + pγ|U∗|p−1(
k∑
j=1
(1− ζj)φj +
h∑
l=1
(1− ζˆl)φˆl) +M(ψ) = 0, (1.2.15)
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where
V (y) := pγ(|U∗|p−1 − Up−1)(1−
k∑
j=1
ζj −
h∑
l=1
ζˆl) + pγU
p−1(
k∑
j=1
ζj +
h∑
l=1
ζˆl) =: V1(y) + V2(y),
M(ψ) := (1−
k∑
j=1
ζj −
h∑
l=1
ζˆl)(E + γN(φ)).
Consider first the problem
∆ψ + pγUp−1ψ = h, (1.2.16)
where h is a function satisfying (1.2.10)-(1.2.11), ‖h‖∗∗ < +∞ and
h(y) = |y|−n−2h(|y|−2y). (1.2.17)
Let
Zα := ∂yαU, α = 1, · · · , n and Z0 = y · ∇U +
n− 2
2
U. (1.2.18)
Due to the oddness of Zα and assumption (1.2.10) on h it yields
∫
Rn Zαh = 0 for all α =
5,...,n. The cases α = 0, 1, 2, 3, 4 also vanish proceeding as in the proof of [4, Lemma 4.1] as a
consequence of (1.2.11)-(1.2.11). Thus we can apply the linear existence result [4, Lemma 3.1]
to ensure the existence of a unique solution ψ to (1.2.16) such that∫
Rn
Up−1Zαψ = 0 for all α = 0, 1, . . . , n,
and ‖ψ‖∗ 6 C‖h‖∗∗. Notice in addition that the functions
ψα(y) := ψ(y, yˆ, . . . ,−yi, . . . , yn), α = 5, · · · , n, ψn+1(y) := |y|2−nψ(|y|−2y),
ψ12j(y) := ψ(e
2pi(j−1)
k
iy, yˆ, y′), j = 1, . . . , k, ψ34l(y) := ψ(y, e
2pi(l−1)
h
iyˆ, y′), l = 1, . . . , h,
also satisfy (1.2.16) and thus, by the uniqueness, ψ = ψα = ψ12j = ψ34l = ψn+1 for all α =
5, . . . , n, j = 1, . . . , k, l = 1, . . . , h, i.e., ψ satisfies (1.2.10)-(1.2.12). Therefore, (1.2.16) has a
unique bounded solution ψ = T (h) satisfying symmetries (1.2.10)-(1.2.12) and
‖ψ‖∗ 6 C‖h‖∗∗
for a constant depending only on q and n.
We will solve (1.2.15) by means of a fixed point argument, writing
ψ = −T (V ψ + pγ|U∗|p−1(
k∑
j=1
(1− ζj)φj +
h∑
l=1
(1− ζˆl)φˆl) +M(ψ)) =:M(ψ),
ψ ∈ X, where X is the space of continuous functions ψ with ‖ψ‖∗ < +∞ satisfying (1.2.10)-
(1.2.12). Thanks to the special form of U∗ and to the symmetry assumptions on φj and φˆl,
V ψ + pγ|U∗|p−1(
k∑
j=1
(1− ζj)φj +
h∑
l=1
(1− ζˆl)φˆl) +M(ψ)
satisfies (1.2.10)-(1.2.11) and (1.2.17) if ψ ∈ X, and M is well defined. Actually, we claim that
M is a contraction mapping in the ‖‖∗ norm in a small ball around the origin in X. Indeed,
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|V1ψ(y)| 6 C‖ψ‖∗Up−1(y)
 k∑
j=1
µ
n−2
2
|y − ξj |n−2 +
h∑
l=1
λ
n−2
2
|y − ηl|n−2
 .
Proceeding as in (1.1.3) we get
‖V1ψ‖∗∗ 6 C‖ψ‖∗(k1−
n
q + h
1−n
q ). (1.2.19)
On the other hand,
‖V2ψ‖∗∗ 6
k∑
j=1
‖pUp−1ψζj‖∗∗ +
h∑
l=1
‖pUp−1ψζˆl‖∗∗ 6 C‖ψ‖∗(k1−
n
q + h
1−n
q ), (1.2.20)
and putting together (1.2.19) and (1.2.20) we conclude
‖V ψ‖∗∗ 6 C‖ψ‖∗(k1−
n
q + h
1−n
q ). (1.2.21)
Assume |y − ξj | > α2k and |y − ηl| > αˆ2h for all j and l. We knew that in this region
‖E‖∗∗ 6 C(k1−
n
q + h
1−n
q ).
Moreover, ∣∣∣∣N
 k∑
j=1
φj +
h∑
l=1
φˆl + ψ
∣∣∣∣ 6 CUp−2
∣∣∣∣ k∑
j=1
φj
∣∣∣∣2 + ∣∣∣∣ h∑
l=1
φˆl
∣∣∣∣2 + |ψ|2
 .
From (1.2.9), we get
|φj(y)| 6 C‖φ1‖∗
µ
n−2
2
µn−2 + |y − ξj |n−2 , |φˆl(y)| 6 C‖
ˆˆ
φ1‖∗ λ
n−2
2
λn−2 + |y − ηl|n−2 .
Moreover, Up−2|ψ|2 6 Up‖ψ‖2∗. Hence, proceeding again as in (1.1.3), we obtain
‖M(ψ)‖∗∗ 6 Ck1−
n
q (1 + ‖φ1‖2∗) + Ch1−
n
q (1 + ‖ ˆˆφ1‖2∗) + C‖ψ‖2∗. (1.2.22)
Likewise, if |y − ξj | > α2k and |y − ηl| > αˆ2h ,
‖|U∗|p−1(
k∑
j=1
φj +
h∑
l=1
φˆl)‖∗∗ 6 Ck1−
n
q ‖φ1‖∗ + Ch1−
n
q ‖ ˆˆφ1‖∗. (1.2.23)
Moreover, for ψ1, ψ2 satisfying ‖ψ1‖ < ρ, ‖ψ2‖ < ρ it follows
‖M(ψ1)−M(ψ2)‖∗∗ 6 Cρ‖ψ1 − ψ2‖∗.
Joining (1.2.21), (1.2.22) and (1.2.23), we see that for ρ small enough the operator M defines a
contraction map in the set of functions ψ ∈ X with
‖ψ‖∗ 6 C[‖φ1‖∗ + k1−
n
q + ‖ ˆˆφ1‖∗ + h1−
n
q ], ‖φ1‖∗ < ρ, ‖ ˆˆφ1‖∗ < ρ,
for ρ small. Therefore, there exists a solution of (1.2.15) satisfying conditions (1.2.10)-(1.2.13).
The Lipschitz condition (1.2.14) easily follows. 
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Consider the operator Ψ(φ1,
ˆˆ
φ1). Equations (1.2.2) and (1.2.3) reduce to solve one of each,
for example for φ1 and φˆ1.
We try to solve first
∆φ1 + pγ|U∗|p−1ζ1φ1 + ζ1
[
pγ|U∗|p−1Ψ(φ1, ˆˆφ1) + E + γN(φ)
]
= 0 in Rn,
or equivalently,
∆φ1 + pγ|Uµ,ξ1 |p−1φ1 + ζ1E + γN(φ1, ˆˆφ1) = 0, (1.2.24)
where N(φ1,
ˆˆ
φ1) := p(|U∗|p−1ζ1 − |Uµ,ξ1 |p−1)φ1 + ζ1
[
p|U∗|p−1Ψ(φ1, ˆˆφ1) +N(φ)
]
. Consider first
a general function h and the problem
∆φ+ pγUp−1µ,ξ1φ+ h = c0U
p−1
µ,ξ1
Z0 in Rn, (1.2.25)
where
Z0(y) := µ
−n−2
2 Z0
(
y − ξ1
µ
)
, c0 :=
∫
Rn hZ0∫
Rn U
p−1
µ,ξ1
Z
2
0
,
with Z0 defined in (1.2.18).
Lemma 1.2.2. Suppose that h is even with respect to each of the variables y2, y4, y5, . . . , yn and
such that
h(y) = |y|−n−2h(|y|−2y), h(y) = h(y, e 2pi(l−1)h yˆ, y′), l = 1, . . . , h. (1.2.26)
Assume that h(y) := µ
n+2
2 h(ξ1+µy) satisfies ‖h‖∗∗ < +∞. Then problem (1.2.25) has a unique
solution φ := T (h) that is even with respect to the variables y2, y4, y5, . . . , yn, invariant under
Kelvin’s tranform, i.e.,
φ(y) = |y|2−nφ(|y|−2y),
and with φ(y) := µ
n−2
2 φ(ξ1 + µy) satisfying∫
Rn
φUp−1Z0 = 0, ‖φ‖∗ 6 C‖h‖∗∗.
Proof. We assume with no loss of generality that
∫
Rn hZ0 = 0, i.e., c0 = 0. Thus, equation
(1.2.25) is equivalent to
∆φ+ pγ|U |p−1φ = −h in Rn.
Due to the evenness of h we know that∫
Rn
hZα = 0, α = 2, 4, 5, · · · , n. (1.2.27)
The proof of
∫
Rn hZ1 = 0 follows exactly as in the proof of [4, Lemma 4.2], so we focus on the
case α = 3. Indeed, denote by wµ(y) := µ
−n−2
2 U(µ−1y), and J(t) :=
∫
Rn wµ(y− ξ1+ te3)h(y) dy.
Notice first that
d
dt
J(t)
∣∣∣∣
t=0
=
∫
Rn
∂y3wµ(y − ξ1)h(y) dy =
∫
Rn
hZ3. (1.2.28)
On the other hand, defining y˜ := (y, e
2pi(l−1)
h yˆ, y′) for some l = 2, 3, . . . , h, it can be checked that
|y˜ − ξ1 + te3|2 = |y − ξ1 + te˜|2, t ∈ Rn,
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where e˜ := (0, 0, cos(2pi(l−1)h ),− sin(2pi(l−1)h ), 0, . . .). Thus, after a change of variables, by (1.2.26),
J(t) =
∫
Rn
wµ(y˜ − ξ1 + te3)h(y˜) dy˜ =
∫
Rn
wµ(y − ξ1 + te˜)h(y) dy.
Differentiating here,
d
dt
J(t)
∣∣∣∣
t=0
= cos
(
2pi(l − 1)
h
)∫
Rn
hZ3 dy − sin
(
2pi(l − 1)
h
)∫
Rn
hZ4 dy.
Applying (1.2.27) and (1.2.28) we conclude that necessarily
∫
Rn hZ3 = 0. Thus, by [4, Lemma
3.1] there exists a unique solution φ satisfying
‖φ‖∗ 6 C‖h‖∗∗,
∫
Rn
φUp−1Zn+1 = 0.
The invariance under Kelvin transform and the symmetries are obtained as a consequence of
the uniqueness. 
Likewise, we write
∆φˆ1 + pγ|Uλ,η1 |p−1φˆ1 + ζˆ1E + γNˆ(φ1, ˆˆφ1) = 0, (1.2.29)
with
Nˆ(φ1,
ˆˆ
φ1) := p(|U∗|p−1ζˆ1 − |Uλ,η1 |p−1)φˆ1 + ζˆ1
[
p|U∗|p−1Ψ(φ1, ˆˆφ1) +N(φ)
]
,
and we consider the problem
∆φˆ+ pγUp−1λ,η1 φˆ+ hˆ = cˆ0U
p−1
λ,η1
Zˆ0 in Rn, (1.2.30)
where hˆ is a general function and
Zˆ0(y) := λ
−n−2
2 Z0
(
y − η1
λ
)
, cˆ0 :=
∫
Rn hˆZˆ0∫
Rn U
p−1
λ,η1
Zˆ20
.
Lemma 1.2.3. Suppose that hˆ is even with respect to each of the variables y2, y4, y5, . . . , yn and
such that
hˆ(y) = |y|−n−2hˆ(|y|−2y), hˆ(y) = hˆ(e 2pi(j−1)k y, yˆ, y′), j = 1, . . . , k.
Assume that h(y) := λ
n+2
2 hˆ(η1+λy) satisfies ‖h‖∗∗ < +∞. Then problem (1.2.30) has a unique
solution φˆ := Tˆ (hˆ) that is even with respect to the variables y2, y4, y5, . . . , yn, invariant under
Kelvin’s tranform, i.e.,
φˆ(y) = |y|2−nφˆ(|y|−2y),
and with
ˆˆ
φ(y) := λ
n−2
2 φˆ(η1 + λy) satisfying∫
Rn
ˆˆ
φUp−1Z0 = 0, ‖ ˆˆφ‖∗ 6 C‖h‖∗∗.
The proof of this result is analogous to the one for Lemma 1.2.2, interchanging the roles of µ
and ξ1 with λ and η1, so we skip it.
We use these lemmas to solve the projected versions of (1.2.24) and (1.2.29), that is,
∆φ1 + pγ|Uµ,ξ1 |p−1φ1 + ζ1E + γN(φ1, ˆˆφ1) = c0Up−1µ,ξ1Z0,
∆φˆ1 + pγ|Uλ,η1 |p−1φˆ1 + ζˆ1E + γNˆ(φ1, ˆˆφ1) = cˆ0Up−1λ,η1 Zˆ0,
(1.2.31)
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in Rn, with
c0 :=
∫
Rn(ζ1E + γN(φ1,
ˆˆ
φ1))Z0∫
Rn U
p−1
µ,ξ1
Z
2
0
, cˆ0 :=
∫
Rn(ζˆ1E + γNˆ(φ1,
ˆˆ
φ1))Zˆ0∫
Rn U
p−1
λ,η1
Zˆ20
.
Proposition 1.2.4. There exists a unique solution φ1 = (φ1,
ˆˆ
φ1) = (φ1(δ),
ˆˆ
φ1(ε)) to (1.2.31)
such that
‖φ1‖∗ := ‖φ1‖∗ + ‖ ˆˆφ1‖∗ 6 C(k−
n
q + h
−n
q ),
and
‖N(φ1, ˆˆφ1)‖∗∗ 6 Ck−
2n
q , ‖Nˆ(φ1, ˆˆφ1)‖∗∗ 6 Ch−
2n
q . (1.2.32)
Proof. Denote by T and Tˆ the linear operators predicted by Lemma 1.2.2 and Lemma 1.2.3
respectively. Thus, solving (1.2.31) is equivalent to solve the fixed point problem
φ1 =
(
φ1
φˆ1
)
=
(
T (ζ1E + γN(φ1,
ˆˆ
φ1))
Tˆ (ζˆ1E + γNˆ(φ1,
ˆˆ
φ1))
)
=
(
M(φ1,
ˆˆ
φ1)
Mˆ(φ1,
ˆˆ
φ1)
)
=:M(φ1).
Let us focus first on M(φ1,
ˆˆ
φ1) := T (ζ1E + γN(φ1,
ˆˆ
φ1)). Recall that
N(φ1,
ˆˆ
φ1) := p(|U∗|p−1ζ1 − |Uµ,ξ1 |p−1)φ1 + ζ1
[
p|U∗|p−1Ψ(φ1, ˆˆφ1) +N(φ)
]
.
Denote in general f˜(y) = µ
n+2
2 f(ξ1 + µy). Consider f1(y) := pζ1(|U∗|p−1 − |Uµ,ξ1 |p−1)φ1. For
|y| < αµk ,
|f˜1(y)| =
∣∣∣∣p((U(y) + k∑
j=2
U(y + µ−1(ξ1 − ξj)) +
h∑
l=1
µ
n−2
2 λ−
n−2
2 U(λ−1(ξ1 + µy − ηl))
− µn−22 U(ξ1 + µy))p−1 − Up−1(y))φ1(y)
∣∣∣∣.
Doing a Taylor expansion we get
|f˜1(y)| 6 Cµ
n−2
2 Up−2(y)|φ1(y)| 6 Cµ
n−2
2 Up−1(y)‖φ1‖∗ (1.2.33)
and, proceeding as in the computations for the interior error, ‖f˜1‖∗∗ 6 Cµ
n
2q ‖φ1‖∗. For the term
f2 := (ζ1 − 1)Up−1µ,ξ1φ1, we have
|f˜2(y)| 6 Up(y)‖φ1‖∗, |y| >
α
µk
, ‖f˜2‖∗∗ 6 Cµ
n
2q ‖φ1‖∗. (1.2.34)
Consider now f3 := ζ1p|U∗|p−1Ψ(φ1, φˆ1). Using (1.2.13) we get that, for |y| 6 αµk ,
‖f˜3‖∗∗ 6 Cµ
n
2q (‖φ1‖∗ + ‖ ˆˆφ‖∗ + k1−
n
q + h
1−n
q ).
Denote f4 := ζ1N(φ), f5 := ζ1E. Notice that
N˜(φ) = |V∗ + φ˜1|p−1(V∗ + φ˜1)− |V∗|p−1V∗ − p|V∗|p−1φ˜1,
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where φ˜1(y) := µ
n−2
2 φ(ξ1 + µy), and
V∗(y) :=− U(y)−
k∑
j=2
U(y + µ−1(ξ1 − ξj))−
h∑
l=1
µ
n−2
2 λ−
n−2
2 U(λ−1(ξ1 + µy − ηl))
+ µ
n−2
2 U(ξ1 + µy).
Hence, for φ = φ1 +
∑k
j=2 φj +
∑h
l=1 φˆl +Ψ(φ1,
ˆˆ
φ1), one has
|φ˜1| 6 Cµ
n−2
2 (‖φ1‖∗ + ‖ ˆˆφ1‖∗) + µ
n−2
2 ‖Ψ(φ1, ˆˆφ1)‖L∞(Rn).
Furthermore, in the region |y| < αµk it holds U(y) ∼ µ
n−2
2 and thus, after a second order Taylor
expansion one has
‖f˜4‖∗∗ 6 Cµ
n
2q (‖φ1‖∗ + ‖ ˆˆφ1‖∗ + k1−
n
q + h
1−n
q ).
Finally, by (1.1.5), we know
‖f˜5‖∗∗ 6 Cµ
n
2q . (1.2.35)
Likewise, one can obtain analogous estimates for Tˆ (ζˆ1E+ γNˆ(φ1,
ˆˆ
φ1)) to conclude that M maps
functions φ1 with ‖φ1‖∗ 6 C(µ
n
2q +λ
n
2q ) into the same class of functions. Besides, one can prove
that the map is indeed a contraction, and thus we conclude the existence of a unique solution
to the system (1.2.31). 
Remark 1.2.5. The symmetry conditions (2.2.16) and (2.2.18) follow straightforward as conse-
quence of the uniqueness.
1.3. Proof of Theorem 1.0.1
Thanks to Proposition 1.2.4 we have φ1 and φˆ1 solutions to (1.2.31). Thus, if we find δ and ε
in (0.0.6) so that c0(δ, ε) = cˆ0(δ, ε) = 0 they actually solve (1.2.24) and (1.2.29). Repeating this
argument for every j = 1, . . . , k − 1 and l = 1, . . . , h− 1 we conclude that
u = U∗ + φ
with φ defined in (1.2.1) is the solution to problem (0.0.1) we were looking for. Thus, we want
to prove the existence of δ and ε so that (we keep the names in an abuse of notation)
c0(δ, ε) =
∫
Rn
(ζ1E + γN(φ1,
ˆˆ
φ1))Z0 = 0, cˆ0(δ, ε) =
∫
Rn
(ζˆ1E + γNˆ(φ1,
ˆˆ
φ1))Zˆ0 = 0.
Indeed, we will prove that
c0(δ, ε) = −An δ
kn−2
[δa1n,k − a2n,k] +
1
kn−1
Θk,h(δ, ε),
cˆ0(δ, ε) = −An ε
hn−2
[εb1n,h − b2n,h] +
1
hn−1
Θk,h(δ, ε).
(1.3.1)
Here An is a fixed positive constant that depends on n, while for i = 1, 2, a
i
n,k, b
i
n,h are positive
constants, of the form ain,k = a
i
n+O(
1
k ), b
i
n,h = b
i
n+O(
1
h), as k, h→∞, with ain and bin positive
constants. Furthermore, Θk,h(δ, ε) denotes a generic function, which is smooth in its variables,
and it is uniformly bounded, together with its first derivatives, in δ and ε satisfying the bounds
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(0.0.6), when k → ∞ and h → ∞. By a fixed point argument one can prove the existence of a
solution (δ, ε) to the system
c¯0(δ, ε) = cˆ0(δ, ε) = 0. (1.3.2)
Thus, if we prove that (1.3.1) holds, we conclude the proof of Theorem 1.0.1.
Both estimates in (1.3.1) follow in the same way, so let us prove the first one. We write
c0(δ, ε) =
∫
Rn
EZ0 +
∫
Rn
(ζ1 − 1)EZ0 + γ
∫
Rn
N(φ1,
ˆˆ
φ1)Z0. (1.3.3)
and we analyze every term independently. For δ and ε satisfying (0.0.6), we have that
Claim 1: ∫
Rn
EZ0 = −An δ
kn−2
[δa1n,k − a2n,k] +
1
kn−1
Θk,h(δ, ε). (1.3.4)
Claim 2: ∫
Rn
(ζ1 − 1)EZ0 =
1
kn−1
Θk,h(δ, ε). (1.3.5)
Claim 3: ∫
Rn
N(φ1,
ˆˆ
φ1)Z0 =
1
kn−1
Θk,h(δ, ε), (1.3.6)
as k and h→∞. It is clear that these claims imply the validity of the first equation in (1.3.1).
Proof of Claim 1. Let us denote
Ext := {∩kj=1{|y − ξj | >
α
k
}} ∩ {∩hl=1{|y − ηl| >
αˆ
h
}}.
For α > 0 independent of k we can write the first term as∫
Rn
EZ0 =
∫
B(ξ1,
α
k
)
EZ0 +
∫
Ext
EZ0 +
∑
j ̸=1
∫
B(ξj ,
α
k
)
EZ0 +
h∑
l=1
∫
B(ηl,
αˆ
h
)
EZ0. (1.3.7)
Considering E1(y) = µ
n+2
2 E(ξ1 + µy) and using (1.1.4) we obtain∫
B(ξ1,
α
k
)
EZ0 =
∫
B(0, α
µk
)
E1(y)Z0(y) dy = −γp
∑
j ̸=1
∫
B(0, α
µk
)
Up−1U(y − µ−1(ξj − ξ1))Z0 dy
+γpµ
n−2
2
∫
B(0, α
µk
)
Up−1U(ξ1 + µy)Z0 dy+γp
∫
B(0, α
µk
)
[(U(y) + sV )p−1 − Up−1]V (y)Z0 dy
−γp
h∑
l=1
µ
n−2
2 λ−
n−2
2
∫
B(0, α
µk
)
Up−1U(λ−1(ξ1 + µy − ηl))Z0 dy − µ
n+2
2
∫
B(0, α
µk
)
Up(ξ1 + µy)Z0 dy
−
∑
j ̸=1
∫
B(0, α
µk
)
Up(y − µ−1(ξj − ξ1))Z0 dy−
h∑
l=1
µ
n+2
2 λ−
n+2
2
∫
B(0, α
µk
)
Up(λ−1(ξ1 + µy − ηl))Z0 dy,
where
V (y) :=−
∑
j ̸=1
U(y − µ−1(ξj − ξ1)) + µ
n−2
2 U(ξ1 + µy)−
h∑
l=1
µ
n−2
2 λ−
n−2
2 U(λ−1(ξ1 + µy − ηl)).
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Doing a Taylor expansion, for j ̸= 1 there holds∫
B(0, α
µk
)
Up−1U(y − µ−1(ξj − ξ1))Z0 dy = c1µ
n−2
|ξj − ξ1|n−2 (1 +
µ2
|ξj − ξ1|2Θk,h(δ, ε)),∫
B(0, α
µk
)
Up−1U(λ−1(ξ1 + µy − ηl))Z0 dy = c1λ
n−2
|ξ1 − ηl|n−2 (1 +
λ2
|ξj − ξ1|2Θk,h(δ, ε)),
where c1 is some positive constant, and, as before, Θk,h(δ, ε) denotes a generic function, which
is smooth in its variables, and it is uniformly bounded, together with its first derivatives, in δ
and ε satisfying the bounds (0.0.6), when k →∞ and h→∞. Proceeding in a similar way,
µ
n−2
2
∫
B(0, α
µk
)
Up−1U(ξ1 + µy)Z0 dy = c2µ
n−2
2 (1 + (µk)2Θk,h(δ, ε)),
for some positive constant c2. On the other hand,∣∣∣∣µn+22 ∫
B(0, α
µk
)
Up(ξ1 + µy)Z0 dy
∣∣∣∣ 6 Cµn+22 ∫
B(0, α
µk
)
1
(1 + |y|)n−2 6 Cµ
n−2
2 k−2, (1.3.8)
∣∣∣∣∑
j ̸=1
∫
B(0, α
µk
)
Up(y−µ−1(ξj − ξ1))Z0 dy
∣∣∣∣ 6 C(µk)−2∑
j ̸=1
µn+2
|ξj − ξ1|n+2 , (1.3.9)
and ∣∣∣∣ h∑
l=1
µ
n+2
2 λ−
n+2
2
∫
B(0, α
µk
)
Up(λ−1(ξ1 + µy − ηl))Z0
∣∣∣∣ 6 Cµn+22 λn+22 hk2. (1.3.10)
Finally, putting together (1.3.8), (1.3.9) and (1.3.10),∣∣∣∣ ∫
B(0, α
µk
)
[(U(y) + sV )p−1 − Up−1]V (y)Z0 dy
∣∣∣∣
6 C
µn−22 k−2 + (µk)−2∑
j ̸=1
µn+2
|ξj − ξ1|n+2 + µ
n+2
2 λ
n+2
2 hk2
 . (1.3.11)
To estimate the second term in (1.3.7) we apply Ho¨lder inequality to get∣∣∣∣ ∫
Ext
EZ0
∣∣∣∣ 6 C‖(1 + |y|)n+2− 2nq E‖Lq(Ext)‖(1 + |y|)−n−2+ 2nq Z0‖L qq−1 (Ext). (1.3.12)
Proceeding as in [4] and using the estimates obtained in Section 1.1 we see that∣∣∣∣ ∫
Ext
EZ0
∣∣∣∣ 6 C
(
µn−2k2(n−2)
kn−1
+
µ
n−2
2 λ
n−2
2 kn−2hn−2
k
n−n
q h
n
q
−1
)
. (1.3.13)
Likewise, ∣∣∣∣∑
j ̸=1
∫
B(ξj ,
α
k
)
EZ0
∣∣∣∣ 6 µn−22(µk)n−4
µn−2∑
j ̸=1
1
|ξj − ξ1|n−2
 , (1.3.14)
∣∣∣∣ h∑
l=1
∫
B(ηl,
αˆ
h
)
EZ0
∣∣∣∣ 6 Cλn−22 h−nq µn−22 (λh)2−nq h. (1.3.15)
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Claim 1 follows from these estimates applying the fact that h = O(k).
Proof of Claim 2. Let us estimate the second term of (1.3.3). Noticing that∣∣∣∣ ∫
Rn
(ζ1 − 1)EZ0
∣∣∣∣ 6 C∣∣∣∣ ∫{|y−ξ1|>αk }EZ0
∣∣∣∣,
the Claim follows from (1.3.13), (1.3.14) and (1.3.15).
Proof of Claim 3. Notice that∫
Rn
N(φ1,
ˆˆ
φ1)Z0 = µ
n+2
2
∫
Rn
N(φ1,
ˆˆ
φ1)(ξ1 + µy)Z0(y),
and thus, from estimates (1.2.33)− (1.2.35) and the fact h = O(k) we conclude∫
Rn
N(φ1,
ˆˆ
φ1)Z0 6 Ck3−n−
n
q
∫
Rn
Up−1|Z0|.
Part 2. Nondegeneracy
As stated before, the goal of this part is to prove the nondegeneracy (see Definition 0.0.1) of
the solution u provided by Theorem 1.0.1 (we drop the dependence on k and h by simplicity).
Recalling the functions zα defined in (0.0.11)-(0.0.15) we can formulate the result in Theorem
0.0.3 as follows.
Theorem 2.0.1. There exists a sequence of solutions u to Problem (0.0.1) among the ones
constructed in Theorem 1.0.1 for which all bounded solutions to the equation
−∆ϕ− γp|u|p−2uϕ = 0 (2.0.1)
are linear combination of the functions zα for α = 0, . . . , N0 − 1. (Recall that N0 := 5(n− 1).)
For later simplification, we introduce the following functions
zβ := zβ, if β ̸= n+ 3, n+ 4, n+ 5, n+ 6,
zn+2+α :=
zα − zn+2+α
2
, if α = 1, 2, 3, 4.
(2.0.2)
Since zβ are linear combinations of the original functions zβ, the statement of Theorem 2.0.1
is equivalent to say that there exists a sequence of solutions among the ones constructed in
Theorem 1.0.1 for which all bounded solutions to (2.0.1) are linear combinations of zβ, for
β = 0, . . . , N0 − 1.
Thus, let ϕ be a bounded solution of (2.0.1), namely L(ϕ) = 0, with L defined in (0.0.16).
We decompose ϕ as
ϕ(y) =
N0−1∑
β=0
aβzβ(y) + ϕ˜(y) with aβ so that
∫
Rn
|u|p−1zβϕ˜ = 0 (2.0.3)
holds. Notice that, since zβ ∈ ker{L}, one has L(ϕ˜) = 0 and thus our goal will be to prove that
actually ϕ˜ ≡ 0.
Recall that our solution u has the form
u(y) = U(y)−
k∑
j=1
Uµ,ξj (y)−
h∑
l=1
Uλ,ηl(y) + φ(y), (2.0.4)
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where φ is defined in (1.2.1) as φ =
∑k
j=1 φj +
∑h
l=1 φˆl + ψ.
We introduce the following functions
Z00(y) :=
n− 2
2
[U + ψ] (y) +∇[U + ψ](y) · y, Zα0(y) := ∂
∂yα
U(y) +
∂
∂yα
ψ(y), α = 1, . . . , n.
(2.0.5)
For j fixed in {1, . . . , k}, we define
Z0j(y) :=
n− 2
2
[Uµ,ξj + φ¯j ](y) +∇[Uµ,ξj + φ¯j ](y) · (y − ξj)
Z1j(y) := ξj · ∇y[Uµ,ξj + φ¯j ](y), Z2j(y) := ξ⊥j · ∇y[Uµ,ξj + φ¯j ](y),
Zαj(y) :=
∂
∂yα
[Uµ,ξj (y) + φ¯j ], α = 3, . . . , n.
For l fixed in {1, . . . , h}, we define
Zˆ0j(y) :=
n− 2
2
[Uλ,ηl + φˆl](y) +∇[Uλ,ηl + φˆl](y) · (y − ηl)
Zˆ3l(y) := ηl · ∇y[Uλ,ηl + φˆl](y), Zˆ4l(y) := η⊥l · ∇y[Uλ,ηl + φˆl](y),
Zˆαl(y) :=
∂
∂yα
[Uλ,ηl(y) + φˆl], α = 1, 2, 5, 6, . . . , n.
In Appendix 2.6 we provide the expressions of the functions zβ, β = 0, . . . , N0−1, in terms of
the functions Zα0, Zαj , j = 1, . . . , k, and Zˆα,l, l = 1, . . . , h, for any α = 0, . . . , n. These relations
will be useful in other parts of our argument.
We write the functions above in (n+1) vector fields as Πα :=
[
Zα0, Zα1, . . . , Zαk, Zˆα1, . . . , Zˆαh
]T
,
α = 0, 1, . . . , n, and, for any given vector d =
[
d0, d1, . . . , dk, dˆ1, . . . , dˆh
]T ∈ R1+k+h we use the
notation
d ·Πα := d0Zα0 +
k∑
j=1
djZαj +
h∑
l=1
dˆlZˆαl.
With this in mind, we write the function ϕ˜ in (2.0.3) as
ϕ˜(y) =
n∑
α=0
cα ·Πα(y) + ϕ⊥(y), (2.0.6)
where cα := [cα0, cα1, . . . , cαk, cˆα1, . . . , cˆαh]
T , α = 0, . . . , n, are (n+ 1) vectors in Rk+h+1 chosen
so that, for any α = 0, 1, . . . , n, j = 1, . . . , k, l = 1, . . . , h,∫
Rn
Up−1Zα0ϕ⊥ =
∫
Rn
Up−1µ,ξj Zαjϕ
⊥ =
∫
Rn
Up−1λ,ηl Zˆαlϕ
⊥ = 0.
Hence, to prove that ϕ˜ ≡ 0 we have to see that cα = 0 for every α and ϕ⊥ ≡ 0. This will be
consequence of the following three facts.
Fact 1: Since L(ϕ˜) = 0, one has that
n∑
α=0
cα · L(Πα) = −L(ϕ⊥), (2.0.7)
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with L defined in (0.0.16). We write ϕ⊥ = ϕ⊥0 +
∑k
j=1 ϕ
⊥
j +
∑h
l=1 ϕˆ
⊥
l , where
−L(ϕ⊥0 ) =
n∑
α=0
cα0L(Zα0), −L(ϕ⊥j ) =
n∑
α=0
cαjL(Zαj), −L(ϕˆ⊥l ) =
n∑
α=0
cˆαlL(Zˆαl),
for any j = 1, . . . , k, and l = 1, . . . , h. Furthermore, let us define
ϕ
⊥
j (y) := µ
n−2
2 ϕ⊥j (µy+ξj), ˆˆϕ
⊥
l (y) := λ
n−2
2 ϕˆ⊥l (λy+ηl), ‖ϕ⊥‖ := ‖ϕ⊥0 ‖∗+
k∑
j=1
‖ϕ⊥j ‖∗+
h∑
l=1
‖ ˆˆϕ⊥l ‖∗.
Thus, as we will prove in Section 2.4, there exists a positive constant C such that
‖ϕ⊥‖ 6 Ck−2+ 2n
n∑
α=0
‖cα‖. (2.0.8)
Fact 2: Condition (2.0.3) is equivalent to
n∑
α=0
cα·
∫
Rn
Πα|u|p−1zβ =
n∑
α=0
cα0 ∫
Rn
Zα0|u|p−1zβ +
k∑
j=1
cαj
∫
Rn
Zαj |u|p−1zβ
+
h∑
l=1
cˆαl
∫
Rn
Zˆαl|u|p−1zβ
]
= −
∫
Rn
ϕ⊥|u|p−1zβ, β = 0, . . . , N0 − 1.
(2.0.9)
Let us denote θj :=
2pi
k (j − 1), θˆl := 2pih (l − 1),
cos :=

1
cos θ2
. . .
cos θk−1
 , sin :=

0
sin θ2
. . .
sin θk−1
 , ˆcos :=

1
cos θˆ2
. . .
cos θˆh−1
 , sˆin :=

0
sin θˆ2
. . .
sin θˆh−1
 ,
(2.0.10)
1 :=
 1. . .
1
 , 1ˆ :=
 1. . .
1
 , 0 :=
 0. . .
0
 , 0ˆ :=
 0. . .
0
 , (2.0.11)
where 1 and 0 are k-dimensional vectors, and 1ˆ and 0ˆ are vectors of dimension h. Likewise,
define
c˜0 :=
 c00. . .
cn0
 , cα :=
 cα1. . .
cαk
 , cˆα :=
 cˆα1. . .
cˆαh
 , c :=
 c0. . .
cn+1
 , cˆ :=
 cˆ0. . .
cˆn
 ,
where c˜0 ∈ Rn+1, cα ∈ Rk, cˆα ∈ Rh, c ∈ R(n+1)k and cˆ ∈ R(n+1)h. Thus,
Proposition 2.0.2. Solving system (2.0.9) is equivalent to solve
c0 ·
 1−1
1ˆ
+ c1 ·
 0−1
0ˆ
+ c3 ·
 00
−1ˆ
 = t0 +Rh,k, (2.0.12)
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c1 ·
 1−cos
−1ˆ
+ c2 ·
 0sin
0ˆ
 = t1 +Rh,k, c1 ·
 0−sin
0ˆ
+ c2 ·
 1−cos
−1ˆ
 = t2 +Rh,k,
(2.0.13)
c3 ·
 1−1
− ˆcos
+ c4 ·
 00
ˆsin
 = t3 +Rh,k, c3 ·
 00
− ˆsin
+ c4 ·
 1−1
− ˆcos
 = t4 +Rh,k,
(2.0.14)
cα ·
 1−1
−1ˆ
 = tα +Rh,k, α = 5, . . . , n, c2 ·
 01
0ˆ
 = tn+1 +Rh,k, c4 ·
 00
1ˆ
 = tn+2 +Rh,k,
(2.0.15)
c0 ·
 0cos
0ˆ
− c1 ·
 0cos
0ˆ
 = tn+3 +Rh,k, c0 ·
 0sin
0ˆ
− c1 ·
 0sin
0ˆ
 = tn+4 +Rh,k,
(2.0.16)
c0 ·
 00
ˆcos
− c3 ·
 00
ˆcos
 = tn+5 +Rh,k, c0 ·
 00
ˆsin
− c3 ·
 00
ˆsin
 = tn+6 +Rh,k,
(2.0.17)
c1 ·
 00
ˆcos
+ c3 ·
 0−cos
0ˆ
 = tn+7 +Rh,k, c1 ·
 00
ˆsin
+ c4 ·
 0−cos
0ˆ
 = tn+8 +Rh,k,
(2.0.18)
c2 ·
 00
ˆcos
+ c3 ·
 0−sin
0ˆ
 = t2n+5, c2 ·
 00
ˆsin
+ c4 ·
 0−sin
0ˆ
 = t2n+6 +Rh,k, (2.0.19)
and, for α = 5, . . . , n,
cα ·
 0−cos
0ˆ
 = tn+α+4 +Rh,k, cα ·
 0−sin
0ˆ
 = t2n+α+2 +Rh,k, (2.0.20)
cα ·
 00
− ˆsin
 = t3n+α−2 +Rh,k, cα ·
 00
− ˆcos
 = t4n+α−6 +Rh,k. (2.0.21)
Here ti, i = 0, . . . , 5n − 6, are fixed numbers such that ‖ti‖ 6 C‖ϕ⊥‖. Moreover, Rh,k =
Rh,k[c0, c1, . . . cn] stands for a function, whose specific definition changes from line to line, which
can be described as follows:
Rh,k[c0, c1, . . . cn] = Θk,hL (c00, . . . , cn0) + Θk,hL (c1, . . . , ck) + Θˆk,hLˆ (cˆ1, . . . , cˆh)
and L : Rn+1 → R, L : Rk(n+1) → R, Lˆ : Rh(n+1) → R are linear functions uniformly bounded
when k, h→∞, and
Θk,h = O(k
1−n
q ), Θk,h = O(k
−n
q ), Θˆk,h = O(k
−n
q ),
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where O(1) denotes a quantity uniformly bounded when k, h→∞, and n2 < q < n is the number
fixed in (0.0.17).
We will prove this result in Section 2.3.
Fact 3: Multiplying (2.0.7) for every Zα0, Zαj , Zˆαl, α = 0, 1, . . . , n, j = 1, . . . , k and l = 1, . . . , h
and integrating in Rn we get a system of the form
M

c0
c1
. . .
cn
 = −

r0
r1
. . .
rn
 with rα :=

∫
Rn L(ϕ
⊥)Zα0∫
Rn L(ϕ
⊥)Zα1
. . .∫
Rn L(ϕ
⊥)Zαk∫
Rn L(ϕ
⊥)Zˆα1
. . .∫
Rn L(ϕ
⊥)Zˆαh

. (2.0.22)
Due to the symmetries, the matrix M has the form M =
[
M1 0
0 M2
]
, where M1 and M2 are
square matrices of dimensions (5× (k + h+ 1))2 and ((n− 4)× (k + h+ 1))2 of the form
M1 =

A˜ B˜ C˜ D˜ E˜
B˜T F˜ G˜ H˜ I˜
C˜T G˜T J˜ K˜ L˜
D˜T H˜T K˜T M˜ N˜
E˜T I˜T L˜T N˜T P˜
 , M2 =

H˜5 0 0 0
0 H˜6 0 0
. . . . . . . . . . . .
0 0 0 H˜n
 ,
with
H˜α =

∫
L(Zα0)Zα0
(∫
L(Zα0)Zαj
)
j
(∫
L(Zα0)Zˆαl
)
l(∫
L(Zαi)Zα0
)
i
(∫
L(Zαi)Zαj
)
i,j
(∫
L(Zαi)Zˆαl
)
i,l(∫
L(Zˆαm)Zα0
)
m
(∫
L(Zˆαm)Zαj
)
m,j
(∫
L(Zˆαm)Zˆαl
)
m,l
 , (2.0.23)
for i, j = 1, . . . , k and m, l = 1, . . . , h. Thus, solving (2.0.22) is equivalent to find a solution of
M1
 c0...
c4
 =
 r0...
r4
 , H˜αcα = rα for α = 5, . . . , n, (2.0.24)
with rα defined in (2.0.22).
Proposition 2.0.3. There exists k0, h0 such that, for all k > k0, h > h0, system (2.0.24) is
solvable. Moreover, the solution has the form
c0 = v0 + t0
 1−1
−1ˆ
+ t1
 00
0ˆ
+ t2
 00
0ˆ
+ t3
 00
0ˆ
+ t4
 00
0ˆ

+ t0
 00
0ˆ
+ t1
 0cos
0ˆ
+ t2
 0sin
0ˆ
+ tˆ0
 00
0ˆ
+ tˆ1
 00
ˆcos
+ tˆ2
 00
ˆsin
 ,
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c1 = v1 + t0
 0−1
0ˆ
+ t1
 1− 1√1−µ2 cos
−1ˆ
+ t2
 0− 1√1−µ2 sin
0ˆ
+ t3
 00
0ˆ
+ t4
 00
0ˆ

+ t0
 00
0ˆ
+ t1
 0−cos
0ˆ
+ t2
 0−sin
0ˆ
+ tˆ0
 00
0ˆ
+ tˆ1
 00
0ˆ
+ tˆ2
 00
0ˆ
 ,
c2 = v2 + t0
 00
0ˆ
+ t1
 01√1−µ2 sin
0ˆ
+ t2
 1− 1√1−µ2 cos
−1ˆ
+ t3
 00
0ˆ
+ t4
 00
0ˆ

+ t0
 01
0ˆ
+ t1
 00
0ˆ
+ t2
 00
0ˆ
+ tˆ0
 00
0ˆ
+ tˆ1
 00
0ˆ
+ tˆ2
 00
0ˆ
 ,
c3 = v3 + t0
 00
−1ˆ
+ t1
 00
0ˆ
+ t2
 00
0ˆ
+ t3
 1−1
− 1√
1−λ2 ˆcos
+ t4
 00
− 1√
1−λ2
ˆsin

+ t0
 00
0ˆ
+ t1
 00
0ˆ
+ t2
 00
0ˆ
+ tˆ0
 00
0ˆ
+ tˆ1
 00
− ˆcos
+ tˆ2
 00
− ˆsin
 ,
c4 = v4 + t0
 00
0ˆ
+ t1
 00
0ˆ
+ t2
 00
0ˆ
+ t3
 00
1√
1−λ2
ˆsin
+ t4
 1−1
− 1√
1−λ2 ˆcos

+ t0
 00
0ˆ
+ t1
 00
0ˆ
+ t2
 00
0ˆ
+ tˆ0
 00
1ˆ
+ tˆ1
 00
0ˆ
+ tˆ2
 00
0ˆ
 ,
and, for α = 5, . . . , n,
cα = vα + tα
 1−1
−1ˆ
+ να1
 0cos
0ˆ
+ να2
 0sin
0ˆ
+ νˆα1
 00
ˆcos
+ νˆα2
 00
ˆsin
 ,
for any t0, t1, t2, t3, t4, t0, t1, t2,tˆ0, tˆ1, tˆ2, and tα, να1, να2, νˆα1, νˆα2 real parameters. The vectors
vα ∈ Rk+h+1 are fixed and satisfy
‖vα‖ 6 C‖ϕ⊥‖, α = 0, 1, . . . , n.
Proof. Proceeding as in [20, Proposition 6.1] it can be checked that, for any α = 0, . . . , n,
‖rα‖ 6 Cµ
n−2
2 ‖ϕ⊥‖, ‖rˆα‖ 6 Cλ
n−2
2 ‖ϕ⊥‖,
and combining this estimate with Lemma 2.1.1 and Lemma 2.2.2 we obtain the result. 
We shall use the following notations: for any α = 0, 1, . . . , n,
c˜α :=
[
cα
cˆα
]
∈ Rk+h, cα :=
 cα1. . .
cαk
 ∈ Rk, cˆα :=
 cˆα1. . .
cˆαh
 ∈ Rh, (2.0.25)
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r˜α :=
[
rα
rˆα
]
∈ Rk+h, rα :=

∫
Rn L(ϕ
⊥)Zα1
...∫
Rn L(ϕ
⊥)Zαk
 ∈ Rk, rˆα :=

∫
Rn L(ϕ
⊥)Zˆα1
...∫
Rn L(ϕ
⊥)Zˆαh
 ∈ Rh.
2.1. Solving the second system in (2.0.24)
Let α be fixed in {5, . . . , n}. This section is devoted to solve
H˜αcα = rα, (2.1.1)
where rα is the vector defined in (2.0.22). Using (2.0.23) and (2.0.5) and the fact that L(zα) = 0
it follows that
row1(H˜α) =
k+h+1∑
l=2
rowl(H˜α).
As a consequence,
[
1 −1 −1ˆ ] ∈ ker(H˜α), and hence H˜αcα = rα has a solution only if
rα ·
[
1 −1 −1ˆ ] = 0. This last orthogonality condition is indeed fulfilled since one has
row1(rα) =
k+1∑
j=2
rowj(rα) +
h+k+1∑
l=k+2
rowl(rα), (2.1.2)
again as consequence of the fact that L(zα) = 0. Thus, the general solution to (2.1.1) has the
form
cα =
[
0
c˜α
]
+ t
 1−1
−1ˆ
 , t ∈ R,
where c˜α solves
Hαc˜α = r˜α, with Hα =
[
Hα γα1k×h
γα1h×k Hˆα
]
, α = 5, . . . , n, (2.1.3)
being H¯α and Hˆα square matrices of dimensions k × k and h× h respectively, defined by
H¯α :=
(∫
L(Z¯α,i)Z¯α,j dy
)
i,j
, Hˆα :=
(∫
L(Zˆα,l)Zˆα,m dy
)
l,m
, γα :=
∫
Rn
L(Zα1)Zˆα1,
with i, j = 1, . . . , k and l,m = 1, . . . , h. By 1s×t we mean a s × t-dimensional matrix whose
entries are all 1. Observe that
|γα| 6 Ck4−2n, (2.1.4)
for some fixed constant C. Arguing as in [20], one can show that H¯α and Hˆα are circulant
matrices of dimensions (k × k) and (h× h) respectively (see [17] for properties). Moreover, [20,
Proposition 5.1] ensures that
Hα[cα] = sα, Hˆα[cˆα] = sˆα, (2.1.5)
has a solution if
sα · cos = sα · sin = 0 and sˆα · ˆcos = sˆα · ˆsin = 0.
Actually, if a solution to (2.1.5) exists, it has the form
cα = wα + ν1cos + ν2sin, cˆα = wˆα + νˆ1 ˆcos + νˆ2 ˆsin,
24 M. MEDINA, M. MUSSO, AND J.WEI
for all ν1, ν2, νˆ1, νˆ2 ∈ R, where wα, wˆα are the unique solutions to
Hαwα = sα, wα · cos = wα · sin = 0, Hˆαwˆα = sˆα, wˆα · ˆcos = wˆα · ˆsin = 0.
Furthermore, in [20, Proposition 5.1] it is proved that there exists a constant C independent of
k so that, for all k large
‖wα‖ 6 Ckn−4‖sα‖ and ‖wˆα‖ 6 Ckn−4‖sˆα‖.
We start with the observation that system (2.1.3) is solvable. Indeed, since L(zn+α+4) =
L(z2n+α+2) = 0, one has that rα ·cos = rα ·sin = 0. Similarly, one gets that rˆα · ˆcos = rˆα · ˆsin = 0,
as consequence of the fact that L(z3n+α−2) = L(z4n+α−6) = 0. Moreover, the vector 1k×hcˆα
is a multiple of 1, and 1h×kcα is a multiple of 1ˆ. Thus 1k×hcˆα · cos = 1k×hcˆα · sin = 0, and
1h×kcα · ˆcos = 1h×kcα · ˆsin = 0. Now we observe that the solution of system (2.1.3) has the form
cα = wα + ν1cos + ν2sin, cˆα = wˆα + νˆ1cos + νˆ2sin, (2.1.6)
for any value for ν1, ν2, νˆ1, νˆ2 ∈ R, where wα and wˆα are the unique solutions to
Hαwα = rα − γα1k×hwˆα, wα · cos = wα · sin = 0,
Hˆαwˆα = rˆα − γα1h×kwα, wˆα · ˆcos = wˆα · ˆsin = 0.
(2.1.7)
Moreover, there exists a constant C so that
‖wα‖ 6 Ckn−4‖rα‖ and ‖wˆα‖ 6 Ckn−4‖rˆα‖. (2.1.8)
Existence and uniqueness of solutions to (2.1.7) satisfying (2.1.8) follows from a contraction
map argument. Indeed,
[
wα
wˆα
]
is a solution if and only if it is a fixed point to Aα
[
wα
wˆα
]
:=
T−1α
([
rα − γα1k×hwˆα
rˆα − γα1h×kwα
])
, where we denote by Tα the linear map Tα
([
wα
wˆα
])
=
([
Hαwα
Hˆαwˆα
])
,
which is invertible for vectors that are orthogonal to cos, sin, in their first components, and to
ˆcos, ˆsin in their second components. Let
Br := {
[
wα
wˆα
]
∈ Kα : ‖wα‖ 6 rkn−4‖rα‖ and ‖wˆα‖ 6 rkn−4‖rˆα‖},
where Kα := {
[
wα
wˆα
]
∈ Rk+h : wα · cos = wα · sin = 0, wˆα · ˆcos = wˆα · ˆsin = 0}. Then, choosing
r large but fixed, and thanks to (2.1.4), one has that Aα is a contraction in Br. This gives the
existence of solutions to (2.1.7), satisfying (2.1.8).
Summarizing the above arguments, we have
Lemma 2.1.1. Let α ∈ {5, . . . , n} be fixed. Then system (2.1.1) is solvable, and the solution
has the form
cα =
 0wα
wˆα
+ t
 1−1
−1ˆ
+ ν1
 0cos
0ˆ
+ ν2
 0sin
0ˆ
+ νˆ1
 00
ˆcos
+ νˆ2
 00
ˆsin
 , (2.1.9)
for any values of t, ν1, ν2, νˆ1, νˆ2 ∈ R. In the above formula
[
wα
wˆα
]
is the unique solution to
(2.1.7), and satisfies (2.1.8).
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2.2. Solving the first system in (2.0.24)
This section is devoted to solve the first system in (2.0.24), namely
M1
 c0...
c4
 =
 r0...
r4
 . (2.2.1)
Using (2.0.23) and (2.0.5) and the fact that L(zα) = 0 for every α = 0, . . . , 4, together with the
result in Section 2.6, we observe that, in the matrix M1,
row1 =
k∑
i=1
row1+i + rowk+h+2+i +
h∑
i=1
rowk+1+i + row4k+3h+4+i,
rowk+h+2 =
1√
1− µ2
[
k∑
i=1
cos θirowk+h+2+i − sin θirow2k+2h+3+i
]
+
h∑
i=1
row2k+h+2+i,
row2k+2h+3 =
1√
1− µ2
[
k∑
i=1
sin θirowk+h+2+i + cos θirow2k+2h+3+i
]
+
h∑
i=1
row3k+2h+3+i,
row3k+3h+4 =
k∑
i=1
row3k+3h+4+i +
1√
1− λ2
[
h∑
i=1
cos θˆirow4k+3h+4+i − sin θˆirow5k+4h+5+i
]
,
row4k+4h+5 =
k∑
i=1
row4k+4h+5+i +
1√
1− λ2
[
h∑
i=1
sin θˆirow4k+3h+4+i + cos θˆirow5k+4h+5+i
]
.
From these facts we deduce that system (2.2.1) is solvable only if[
r0 . . . r4
] · wj = 0, j = 0, 1, . . . , 4, (2.2.2)
where (recall definitions (2.0.10) and (2.0.11))
w0 :=
[
1 −1 −1ˆ 0 −1 0ˆ 0 0 0ˆ 0 0 −1ˆ 0 0 0ˆ ]T ,
w1 :=
[
0 0 0ˆ 1 − 1√
1−µ2 cos −1ˆ 0
1√
1−µ2 sin 0ˆ 0 0 0ˆ 0 0 0ˆ
]T
,
w2 :=
[
0 0 0ˆ 0 − 1√
1−µ2 sin 0ˆ 1 −
1√
1−µ2 cos −1ˆ 0 0 0ˆ 0 0 0ˆ
]T
,
w3 :=
[
0 0 0ˆ 0 0 0ˆ 0 0 0ˆ 1 −1 − 1√
1−λ2 ˆcos 0 0
1√
1−λ2
ˆsin
]T
,
w4 :=
[
0 0 0ˆ 0 0 0ˆ 0 0 0ˆ 0 0 − 1√
1−λ2
ˆsin 1 −1 − 1√
1−λ2 ˆcos
]T
,
(2.2.3)
which all belong to ker(M1). On the other hand, using again that L(zα) = 0 for every α =
0, . . . , 4 one sees that the vectors rα satisfy the following relations
row1(r0) =
k+1∑
j=2
[rowj(r0) + rowj(r1)] +
h+k+1∑
l=k+2
[rowl(r0) + rowl(r3)]
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row1(r1) =
1√
1− µ2
k+1∑
j=2
[
cos θj−1rowj(r1)− sin θj−1rowj(r2)
]
+
h+k+1∑
l=k+2
rowl(r1),
row1(r2) =
1√
1− µ2
k+1∑
j=2
[
sin θj−1rowj(r1) + cos θj−1rowj(r2)
]
+
h+k+1∑
l=k+2
rowl(r2),
row1(r3) =
k+1∑
j=2
rowj(r3) +
1√
1− λ2
h+k+1∑
l=k+2
[
cos θˆl−1rowl(r3)− sin θˆl−1rowl(r4)
]
,
row1(r4) =
k+1∑
j=2
rowj(r4) +
1√
1− λ2
h+k+1∑
l=k+2
[
sin θˆl−1rowl(r3) + cos θˆl−1rowl(r4)
]
.
These facts imply that the orthogonality conditions (2.2.2) are satisfied, and thus (2.2.1) is
solvable. The solution to (2.2.1) has the form
[
c0 c1 c2 c3 c4
]T
=
[
0 c˜0 0 c˜1 0 c˜2 0 c˜3 0 c˜4
]T
+tw0+sw1+rw2+uw3+vw4,
for any values of t, s, r, u, v ∈ R, where c˜α :=
[
cα cˆα
]T
are solutions of
Q
 c˜0...
c˜4
 =
 r˜0...
r˜4
 , r˜α := [ rαrˆα
]
(2.2.4)
Here Q is the square matrix of dimension [5(k + h)× (k + h)]2 defined as
Q :=

A B C D E
BT F G H I
CT GT J K L
DT HT KT M N
ET IT LT NT P
 ,
where every submatrix of Q has dimension (k+h)× (k+h) and entries of the form ∫Rn L(V )W,
where
(i) In A: V,W ∈ {(Z0j)j=1,...,k, (Zˆ0l)l=1,...,h}.
(ii) In B: V ∈ {(Z0j)j=1,...,k, (Zˆ0l)l=1,...,h}, W ∈ {(Z1j)j=1,...,k, (Zˆ1l)l=1,...,h}.
(iii) In C: V ∈ {(Z0j)j=1,...,k, (Zˆ0l)l=1,...,h}, W ∈ {(Z2j)j=1,...,k, (Zˆ2l)l=1,...,h}.
(iv) In D: V ∈ {(Z0j)j=1,...,k, (Zˆ0l)l=1,...,h}, W ∈ {(Z3j)j=1,...,k, (Zˆ3l)l=1,...,h}.
(v) In E: V ∈ {(Z0j)j=1,...,k, (Zˆ0l)l=1,...,h}, W ∈ {(Z4j)j=1,...,k, (Zˆ4l)l=1,...,h}.
(vi) In F : V,W ∈ {(Z1j)j=1,...,k, (Zˆ1l)l=1,...,h}.
(vii) In G: V ∈ {(Z1j)j=1,...,k, (Zˆ1l)l=1,...,h}, W ∈ {(Z2j)j=1,...,k, (Zˆ2l)l=1,...,h}.
(viii) In H: V ∈ {(Z1j)j=1,...,k, (Zˆ1l)l=1,...,h}, W ∈ {(Z3j)j=1,...,k, (Zˆ3l)l=1,...,h}.
(ix) In I: V ∈ {(Z1j)j=1,...,k, (Zˆ1l)l=1,...,h}, W ∈ {(Z4j)j=1,...,k, (Zˆ4l)l=1,...,h}.
(x) In J : V,W ∈ {(Z2j)j=1,...,k, (Zˆ2l)l=1,...,h}.
(xi) In K: V ∈ {(Z2j)j=1,...,k, (Zˆ2l)l=1,...,h}, W ∈ {(Z3j)j=1,...,k, (Zˆ3l)l=1,...,h}.
(xii) In L: V ∈ {(Z2j)j=1,...,k, (Zˆ2l)l=1,...,h}, W ∈ {(Z4j)j=1,...,k, (Zˆ4l)l=1,...,h}.
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(xiii) In M : V,W ∈ {(Z3j)j=1,...,k, (Zˆ3l)l=1,...,h}.
(xiv) In N : V ∈ {(Z3j)j=1,...,k, (Zˆ3l)l=1,...,h}, W ∈ {(Z4j)j=1,...,k, (Zˆ4l)l=1,...,h}.
(xv) In P : V,W ∈ {(Z4j)j=1,...,k, (Zˆ4l)l=1,...,h}.
Let us analize the structure of every matrix, where we will make use of the notation
βα1,α2 :=
∫
L(Zα11)Zˆα21. (2.2.5)
Matrix A. Due to the invariance properties one can check that for i, j = 1, . . . , k and l,m =
1, . . . , h,∫
Rn
L(Z0i)Z0j =
∫
Rn
L(Z01)Z0,|i−j|+1,
∫
Rn
L(Zˆ0l)Zˆ0m =
∫
Rn
L(Zˆ01)Zˆ0,|l−m|+1,∫
Rn
L(Z0j)Zˆ0l =
∫
Rn
L(Zˆ0l)Z0j =
∫
Rn
L(Z01)Zˆ01 = β00.
Thus we can write
A =
[
A A1 := β001k×h
A2 := β001h×k Aˆ
]
,
where A and Aˆ are circulant matrices of dimensions (k × k) and (h× h) (see [17]).
Matrix B. Applying the invariance properties like in matrix A we obtain
B =
 B B1 :=
(∫
L(Z0j)Zˆ1l
)
j=1,...,k, l=1,...,h
B2 :=
(∫
L(Zˆ0l)Z1j
)
l=1,...,h, j=1,...,k
0
 ,
where B is a (k × k) circulant matrix. Rotating in the (y1, y2) and (y3, y4) one obtains∫
L(Z0j)Zˆ1l = cos θjβ01,
∫
L(Zˆ0l)Z1j = cos θjβ10,
for j = 1, . . . , k, l = 1, . . . , h, since β02 = β20 = 0 due to the symmetry properties. Notice that
both expressions are independent of l.
Matrix C. Likewise,
C =
 C C1 :=
(∫
L(Z0j)Zˆ2l
)
j=1,...,k, l=1,...,h
C2 :=
(∫
L(Zˆ0l)Z2j
)
l=1,...,h, j=1,...,k
0
 ,
whith C being a (k × k) circulant matrix and∫
L(Z0j)Zˆ2l = sin θjβ01,
∫
L(Zˆ0l)Z2j = sin θjβ10.
Matrix D.
D =
 0 D1 :=
(∫
L(Z0j)Zˆ3l
)
j=1,...,k, l=1,...,h
D2 :=
(∫
L(Zˆ0l)Z3j
)
l=1,...,h, j=1,...,k
Dˆ
 ,
28 M. MEDINA, M. MUSSO, AND J.WEI
whith Dˆ being a (h× h) circulant matrix and∫
L(Z0j)Zˆ3l = cos θˆlβ03,
∫
L(Zˆ0l)Z3j = cos θˆlβ30.
Matrix E.
E =
 0 E1 :=
(∫
L(Z0j)Zˆ4l
)
j=1,...,k, l=1,...,h
E2 :=
(∫
L(Zˆ0l)Z4j
)
l=1,...,h, j=1,...,k
Eˆ
 ,
whith Eˆ being a (h× h) circulant matrix and∫
L(Z0j)Zˆ4l = sin θˆlβ03,
∫
L(Zˆ0l)Z4j = sin θˆlβ30.
Matrix F.
F =
 F F1 :=
(∫
L(Z1j)Zˆ1l
)
j=1,...,k, l=1,...,h
F2 :=
(∫
L(Zˆ1l)Z1j
)
l=1,...,h, j=1,...,k
Fˆ
 ,
where F and Fˆ are (k × k) and (h× h) circulant matrices respectively and∫
L(Z1j)Zˆ1l =
∫
L(Zˆ1l)Z1j = cos
2 θjβ11 + sin
2 θjβ22.
Matrix G.
G =
 G G1 :=
(∫
L(Z1j)Zˆ2l
)
j=1,...,k, l=1,...,h
G2 :=
(∫
L(Zˆ1l)Z2j
)
l=1,...,h, j=1,...,k
0
 ,
where G is a (k × k) circulant matrix and∫
L(Z1j)Zˆ2l =
∫
L(Zˆ1l)Z2j = cos θj sin θjβ11 − sin θj cos θjβ22.
Matrix H.
H =
 0 H1 :=
(∫
L(Z1j)Zˆ3l
)
j=1,...,k, l=1,...,h
H2 :=
(∫
L(Zˆ1l)Z3j
)
l=1,...,h, j=1,...,k
0
 ,
where, since β14 = β41 = β23 = β32 = β24 = β42 = 0,∫
L(Z1j)Zˆ3l = cos θj cos θˆlβ13,
∫
L(Zˆ1l)Z3j = cos θj cos θˆlβ31.
Matrix I.
I =
 0 I1 :=
(∫
L(Z1j)Zˆ4l
)
j=1,...,k, l=1,...,h
I2 :=
(∫
L(Zˆ1l)Z4j
)
l=1,...,h, j=1,...,k
0
 ,
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where ∫
L(Z1j)Zˆ4l = cos θj sin θˆlβ13,
∫
L(Zˆ1l)Z4j = cos θj sin θˆlβ31.
Matrix J.
J =
 J J1 :=
(∫
L(Z2j)Zˆ2l
)
j=1,...,k, l=1,...,h
J2 :=
(∫
L(Zˆ2l)Z2j
)
l=1,...,h, j=1,...,k
Jˆ
 ,
where J and Jˆ are (k × k) and (h× h) circulant matrices respectively and∫
L(Z2j)Zˆ2l =
∫
L(Zˆ2l)Z2j = sin
2 θjβ11 + cos
2 θjβ22.
Matrix K.
K =
 0 K1 :=
(∫
L(Z2j)Zˆ3l
)
j=1,...,k, l=1,...,h
K2 :=
(∫
L(Zˆ2l)Z3j
)
l=1,...,h, j=1,...,k
0
 ,
where ∫
L(Z2j)Zˆ3l = sin θj cos θˆlβ13,
∫
L(Zˆ2l)Z3j = sin θj cos θˆlβ31.
Matrix L.
L =
 0 L1 :=
(∫
L(Z2j)Zˆ4l
)
j=1,...,k, l=1,...,h
L2 :=
(∫
L(Zˆ2l)Z4j
)
l=1,...,h, j=1,...,k
0
 ,
where ∫
L(Z2j)Zˆ4l = sin θj sin θˆlβ13,
∫
L(Zˆ2l)Z4j = sin θj sin θˆlβ31.
Matrix M.
M =
 M M1 :=
(∫
L(Z3j)Zˆ3l
)
j=1,...,k, l=1,...,h
M2 :=
(∫
L(Zˆ3l)Z3j
)
l=1,...,h, j=1,...,k
Mˆ
 ,
whereM and Mˆ are (k×k) and (h×h) circulant matrices respectively and, since β34 = β43 = 0,∫
L(Z3j)Zˆ3l =
∫
L(Zˆ3l)Z3j = cos
2 θˆlβ33 + sin
2 θˆlβ44.
Matrix N.
N =
 0 N1 :=
(∫
L(Z3j)Zˆ4l
)
j=1,...,k, l=1,...,h
N2 :=
(∫
L(Zˆ3l)Z4j
)
l=1,...,h, j=1,...,k
Nˆ
 ,
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where Nˆ is a (h× h) circulant matrix and∫
L(Z3j)Zˆ4l =
∫
L(Zˆ3l)Z4j = cos θˆl sin θˆlβ33 − sin θˆl cos θˆlβ44.
Matrix P.
P =
 P P1 :=
(∫
L(Z4j)Zˆ4l
)
j=1,...,k, l=1,...,h
P2 :=
(∫
L(Zˆ4l)Z4j
)
l=1,...,h, j=1,...,k
Pˆ
 ,
where P and Pˆ are (k × k) and (h× h) circulant matrices respectively and∫
L(Z4j)Zˆ4l =
∫
L(Zˆ4l)Z4j = sin
2 θˆlβ33 + cos
2 θˆlβ44.
Notice that
Fˆ = Jˆ and M = P .
Henceforth, system (2.2.4) can be decomposed in two different systems in the following way,
A B C 0 0
B
T
F G 0 0
C
T
G
T
J 0 0
0 0 0 M 0
0 0 0 0 P


c0
c1
c2
c3
c4
 =

r0
r1
r2
r3
r4
−

A1 B1 C1 D1 E1
BT2 F1 G1 H1 I1
CT2 G
T
2 J1 K1 L1
DT2 H
T
2 K
T
2 M1 N1
ET2 I
T
2 L
T
2 N
T
2 P1


cˆ0
cˆ1
cˆ2
cˆ3
cˆ4
 , (2.2.6)

Aˆ 0 0 Dˆ Eˆ
0 Fˆ 0 0 0
0 0 Jˆ 0 0
DˆT 0 0 Mˆ Nˆ
EˆT 0 0 NˆT Pˆ


cˆ0
cˆ1
cˆ2
cˆ3
cˆ4
 =

rˆ0
rˆ1
rˆ2
rˆ3
rˆ4
−

A2 B2 C2 D2 E2
BT1 F2 G2 H2 I2
CT1 G
T
1 J2 K2 L2
DT1 H
T
1 K
T
1 M2 N2
ET1 I
T
1 L
T
1 N
T
1 P2


c0
c1
c2
c3
c4
 . (2.2.7)
By [20, Proposition 5.1] we know that the systems
A B C 0 0
B
T
F G 0 0
C
T
G
T
J 0 0
0 0 0 M 0
0 0 0 0 P


c0
c1
c2
c3
c4
 =

s0
s1
s2
s3
s4
 ,

Aˆ 0 0 Dˆ Eˆ
0 Fˆ 0 0 0
0 0 Jˆ 0 0
DˆT 0 0 Mˆ Nˆ
EˆT 0 0 NˆT Pˆ


cˆ0
cˆ1
cˆ2
cˆ3
cˆ4
 =

sˆ0
sˆ1
sˆ2
sˆ3
sˆ4
 ,
are solvable if the orthogonality conditions
s2 · 1 = (s0 + s1) · cos = (s0 + s1) · sin = 0, s3 · cos = s3 · sin = 0, s4 · cos = s4 · sin = 0,
sˆ4 · 1ˆ = (sˆ0 + sˆ3) · ˆcos = (sˆ0 + sˆ3) · ˆsin = 0, sˆ1 · ˆcos = sˆ1 · ˆsin = 0, sˆ2 · ˆcos = sˆ2 · ˆsin = 0,
(2.2.8)
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hold. Moreover, c0c1
c2
 =
 w0w1
w2
+ t1
 00
1
+ t2
 cos−cos
0
+ t3
 sin−sin
0
 , ∀ t1, t2, t3 ∈ R,
 cˆ0cˆ3
cˆ4
 =
 wˆ0wˆ3
wˆ4
+ tˆ5
 00
1ˆ
+ tˆ6
 ˆcos− ˆcos
0
+ tˆ7
 ˆsin− ˆsin
0
 , ∀ tˆ5, tˆ6, tˆ7 ∈ R,
c3 = w3 + t4cos + t5sin ∀ t4, t5 ∈ R,
c4 = w4 + t6cos + t7sin, ∀ t6, t7 ∈ R,
cˆ1 = wˆ1 + tˆ1 ˆcos + tˆ2 ˆsin ∀ tˆ1, tˆ2 ∈ R,
cˆ2 = wˆ2 + tˆ3 ˆcos + tˆ4 ˆsin, ∀ tˆ3, tˆ4 ∈ R,
(2.2.9)
with
[
w0 . . . w4
]
,
[
wˆ0 . . . wˆ4
]
fixed vectors such that
‖
 w0. . .
w4
 ‖ 6 C
knµn−2
‖
 s0. . .
s4
 ‖, ‖
 wˆ0. . .
wˆ4
 ‖ 6 C
hnλn−2
‖
 sˆ0. . .
sˆ4
 ‖. (2.2.10)
We will prove that (2.2.6) and (2.2.7) have a solution
[
c0 cˆ0 . . . c4 cˆ4
]
in the space
X :=
{[
c0 cˆ0 . . . c4 cˆ4
]
:
c3 · cos = c3 · sin = 0, c4 · cos = c4 · sin = 0,
cˆ1 · ˆcos = cˆ1 · ˆsin = 0, cˆ2 · ˆcos = cˆ2 · ˆsin = 0.
}
.
We need the following auxiliar result, whose proof follows straightforward using the same argu-
ment as in Lemma 1.2.2 so we skip it.
Lemma 2.2.1. Let h, g be functions in Rn such that h(y) = h(e
2pi
k
(j−1)y, yˆ, y′) for all j = 1, . . . , k
and g(y) = g(y, e
2pi
h
(l−1)yˆ, y′) for all l = 1, . . . , h. Then,∫
Rn
Zˆ1l(y)h(y) dy =
∫
Rn
Zˆ2l(y)h(y) dy =
∫
Rn
Z3j(y)g(y) dy =
∫
Rn
Z4j(y)g(y) dy = 0,
for all l = 1, . . . , h, j = 1, . . . , k.
Let us focus on (2.2.6). By (2.0.7),
r2 · 1 =
k∑
j=1
∫
L(ϕ⊥)Z2j =
k∑
j=1
[∫
L(
n∑
α=0
k∑
i=1
Zαi)Z2j +
∫
L(
n∑
α=0
h∑
l=1
Zˆαl)Z2j
]
.
Notice that the second term vanishes due to Lemma 2.2.1 since, by the symmetry properties of
the functions,
k∑
j=1
∫
L(
n∑
α=0
h∑
l=1
Zˆαl)Z2j =
k∑
j=1
∫
L(
h∑
l=1
Zˆ2l)Z2j =
h∑
l=1
∫
Zˆ2lL(
k∑
j=1
Z2j),
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and L(
∑k
j=1 Z2j) is invariant under rotation of angle
2pi
k (j − 1) in the (y1, y2) plane. Therefore,
r2 · 1 =
(∫
L(
n∑
α=0
k∑
i=1
Zαi)Z21
)
k∑
j=1
sin θj +
(∫
L(
k∑
α=0
k∑
i=1
Zαi)Z22
)
k∑
j=1
cos θj = 0. (2.2.11)
On the other hand, as a consequence of [20, Lemma 6.1],
(r0 + r1) · cos = (r0 + r1) · sin = 0. (2.2.12)
Using the invariances under rotation in the planes (y1, y2) and (y3, y4) and Lemma 2.2.1 we get∫
L(ϕ⊥)Z3j =
∫
L(
n∑
α=1
k∑
i=1
Zαi)Z3j +
∫
L(
n∑
α=1
h∑
l=1
Zˆαl)Z3j =
∫
L(
n∑
α=1
k∑
i=1
Zαi)Z31,
and thus
r3 · cos =
∫
L(
n∑
α=1
k∑
i=1
Zαi)Z31
 k∑
j=1
cos θj
 = 0. (2.2.13)
Analogously
r3 · sin = r4 · cos = r4 · sin = 0. (2.2.14)
Let us now check the last term in (2.2.6). We expect
(CT2 [cˆ0] +G
T
2 [cˆ1] + J1[cˆ2] +K1[cˆ3] + L1[cˆ4]) · 1 = 0, (2.2.15)
(A1[cˆ0] +B1[cˆ1] + C1[cˆ2] +D1[cˆ3] + E1[cˆ4]
+BT2 [cˆ0] + F1[cˆ1] +G1[cˆ2] +H1[cˆ3] + I1[cˆ4]) · cos = 0, (2.2.16)
(A1[cˆ0] +B1[cˆ1] + C1[cˆ2] +D1[cˆ3] + E1[cˆ4]
+BT2 [cˆ0] + F1[cˆ1] +G1[cˆ2] +H1[cˆ3] + I1[cˆ4]) · sin = 0, (2.2.17)
(DT2 [cˆ0] +H
T
2 [cˆ1] +K
T
2 [cˆ2] +M1[cˆ3] +N1[cˆ4]) · cos = 0, (2.2.18)
(DT2 [cˆ0] +H
T
2 [cˆ1] +K
T
2 [cˆ2] +M1[cˆ3] +N1[cˆ4]) · sin = 0, (2.2.19)
(ET2 [cˆ0] + I
T
2 [cˆ1] + L
T
2 [cˆ2] +N
T
2 [cˆ3] + P1[cˆ4]) · cos = 0, (2.2.20)
(ET2 [cˆ0] + I
T
2 [cˆ1] + L
T
2 [cˆ2] +N
T
2 [cˆ3] + P1[cˆ4]) · sin = 0, (2.2.21)
where cˆ0, . . . , cˆ4 satisfy
cˆ1 · ˆcos = cˆ1 · ˆsin = 0, cˆ2 · ˆcos = cˆ2 · ˆsin = 0. (2.2.22)
Notice that, since C2 and G2 have all their rows identical,
CT2 [cˆ0] · 1 = β10
(
h∑
l=1
cˆ0l
) k∑
j=1
sin θj
 = 0, and likewise GT2 [cˆ1] · 1 = 0.
Using the definition of J1 and Lemma 2.2.1,
J1[cˆ2] · 1 =
(
h∑
l=1
cˆ2l
)∫
L
 k∑
j=1
Z2j
 Zˆ11 = 0,
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since L
(∑k
j=1 Z2j
)
is invariant under rotation of angle θj , and
K1[cˆ3] · 1 = β13(cˆ3 · ˆcos)
 k∑
j=1
sin θj
 = 0, L1[cˆ4] · 1 = β13(cˆ4 · ˆsin)
 k∑
j=1
sin θj
 = 0.
Thus, (2.2.15) follows. Furthermore, again by [20, Lemma 6.1],
(A1 +B
T
2 )jl = (B1 + F1)jl = (C1 +G1)jl = 0,
and thus (A1 + B
T
2 )[cˆ0] = (B1 + F1)[cˆ1] = (C1 + G1)[cˆ2] = 0. Likewise, (D1 + H1)jl = (E1 +
I1)jl = 0, and therefore (D1 +H1)[cˆ3] = (E1 + I1)[cˆ4] = 0. (2.2.17) can be analogously proved.
Furthermore,
DT2 [cˆ0] · cos = β31(cˆ0 · ˆcos)
 k∑
j=1
cos θj
 = 0,
M1[cˆ3] · cos =
[
β33
(
h∑
l=1
cˆ3l cos
2 θˆl
)
+ β44
(
h∑
l=1
cˆ3l sin
2 θˆl
)] k∑
j=1
cos θj
 = 0,
N1[cˆ4] · cos = (β33 − β44)
(
h∑
l=1
cˆ4l sin θˆl cos θˆl
) k∑
j=1
cos θj
 = 0,
and, due to (2.2.22),
HT2 [cˆ1] · cos = β31(cˆ1 · ˆcos)
k∑
j=1
cos2 θj = 0, K
T
2 [cˆ2] · cos = β31(cˆ2 · ˆcos)
k∑
j=1
sin θj cos θj = 0,
so (2.2.18) holds. Identities (2.2.19)-(2.2.21) can be obtained in a similar way, and thus (2.2.6)
is solvable. An analogous reasoning proves the solvability of (2.2.7). Thus, the systems (2.2.6)
and (2.2.7) have a solution in X with the form (2.2.9), where [w0, . . . , w4, wˆ0, . . . , wˆ4] satisfies
(2.2.8). It can be checked that
|βαα| 6 Ck−2n+4, α = 0, 2, 4, |βαα| 6 Ck−2n+6, α = 1, 3,
|βα1α2 | 6 Ck−2n+6, α1, α2 = 0, 1, 3, α1 ̸= α2.
(2.2.23)
where βα1,α2 was defined in (2.2.5), and henceforth, by (2.2.10) and recalling that h = O(k),
‖wα‖ 6 Ckn−4‖rα‖, ‖wˆα‖ 6 Ckn−4‖rˆα‖, α = 0, 1, . . . , 4.
As it was done in the case α > 5, we will solve the systems by means of a fixed point argument.
If we denote
M1 :=

A B C 0 0
B
T
F G 0 0
C
T
G
T
J 0 0
0 0 0 M 0
0 0 0 0 P
 , M1 :=

A1 B1 C1 D1 E1
BT2 F1 G1 H1 I1
CT2 G
T
2 J1 K1 L1
DT2 H
T
2 K
T
2 M1 N1
ET2 I
T
2 L
T
2 N
T
2 P1
 ,
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Mˆ1 :=

Aˆ 0 0 Dˆ Eˆ
0 Fˆ 0 0 0
0 0 Jˆ 0 0
DˆT 0 0 Mˆ Nˆ
EˆT 0 0 NˆT Pˆ
 , ˆˆM1 :=

A2 B2 C2 D2 E2
BT1 F2 G2 H2 I2
CT1 G
T
1 J2 K2 L2
DT1 H
T
1 K
T
1 M2 N2
ET1 I
T
1 L
T
1 N
T
1 P2
 ,
then [w0, . . . , w4, wˆ0, . . . , wˆ4] is a solution of (2.2.6)-(2.2.7) if and only if it is a fixed point of
F

w0
. . .
w4,
wˆ0
. . .
wˆ4
 := S
−1


r0
r1
r2
r3
r4
−M1

wˆ0
wˆ1
wˆ2
wˆ3
wˆ4
 ,

rˆ0
rˆ1
rˆ2
rˆ3
rˆ4
− ˆˆM1

w0
w1
w2
w3
w4

 ,
where
S
 w0. . .
w4
 ,
 wˆ0. . .
wˆ4
 :=
M1
 w0. . .
w4
 , Mˆ1
 wˆ0. . .
wˆ4
 .
Notice that S is a linear map which is invertible for vectors satisfying the orthogonality conditions
(2.2.8). Let
Br := {
 w0. . .
w4
 ,
 wˆ0. . .
wˆ4
 ∈ K : ‖
 w0. . .
w4
 ‖ 6 rkn−4‖
 r0. . .
r4
 ‖, ‖
 wˆ0. . .
wˆ4
 ‖ 6 rkn−4‖
 rˆ0. . .
rˆ4
},
for some fixed r large, where
K := {
 w0. . .
w4
 ∈ R5×k,
 wˆ0. . .
wˆ4
 ∈ R5×h satisfying (2.2.8)}.
Thanks to the particular form of the matrices M1,
ˆˆ
M (all their submatrices are combinations
of sinus and cosinus multiplied by a term βα1,α2) and (2.2.23) it can be checked that F is a
contraction mapping that sends Br into Br. This finishes the proof of the existence of a solution
to (2.2.6)-(2.2.7) satisfying (2.2.8).
Define the vectors
u0 :=
[
0 0 0ˆ 0 0 0ˆ 0 1 0ˆ 0 0 0ˆ 0 0 0ˆ
]T
, (2.2.24)
u1 :=
[
0 cos 0ˆ 0 −cos 0ˆ 0 0 0ˆ 0 0 0ˆ 0 0 0ˆ ]T , (2.2.25)
u2 :=
[
0 sin 0ˆ 0 −sin 0ˆ 0 0 0ˆ 0 0 0ˆ 0 0 0ˆ ]T , (2.2.26)
uˆ0 :=
[
0 0 0ˆ 0 0 0ˆ 0 0 0ˆ 0 0 0ˆ 0 0 1ˆ
]T
, (2.2.27)
uˆ1 :=
[
0 0 ˆcos 0 0 0ˆ 0 0 0ˆ 0 0 − ˆcos 0 0 0ˆ ]T , (2.2.28)
uˆ2 :=
[
0 0 ˆsin 0 0 0ˆ 0 0 0ˆ 0 0 − ˆsin 0 0 0ˆ ]T . (2.2.29)
We can summarize this section in the following lemma.
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Lemma 2.2.2. System (2.2.1) is solvable, and the solution has the form[
c˜0 . . . c˜4
]T
=w + t0w0 + t1w1 + t2w2 + t3w3 + t4w4
+ t0u0 + t1u1 + t2u2 + tˆ0uˆ0 + tˆ1uˆ1 + tˆ2uˆ2,
where
w :=
[
0 w0 wˆ0 0 w1 wˆ1 0 w2 wˆ2 0 w3 wˆ3 0 w4 wˆ4
]T
(w0, . . . , w4, wˆ0, . . . , wˆ4 being the unique solution to the system (2.2.6)-(2.2.7) satisfying (2.2.8)and
(2.2.10)), t0, . . . , t4, t0, t1, t2, tˆ0, tˆ1, tˆ2 ∈ R and c˜0, . . . , c˜4, w0, . . . , w4, u0, u1, u2, uˆ0, uˆ1, uˆ2 are de-
fined in (2.0.25), (2.2.3), (2.2.24)-(2.2.29).
2.3. Proof of Proposition 2.0.2
With this in mind, we observe that Proposition 2.0.2 is a consequence of the following esti-
mates: if k, h→∞∫
|u|p−1Zα0Zβ0 =
∫
Up−1Z200 +O(µ
n−2
2 + λ
n−2
2 ) if α = β = 0,
=
∫
Up−1Z210 +O(µ
n−2
2 + λ
n−2
2 ) if α = β ̸= 0,
= O(µ
n−2
2 + λ
n−2
2 ) otherwise,
(2.3.1)
∫
|u|p−1ZαiZβj =
∫
Up−1Z200 +O(µ
n−2
2 ) if α = β = 0, i = j,
=
∫
Up−1Z210 +O(µ
n−2
2 ) if α = β ̸= 0, i = j
= O(µ
n−2
2 ) otherwise,
(2.3.2)
∫
|u|p−1ZˆαlZˆβm =
∫
Up−1Z200 +O(λ
n−2
2 ) if α = β = 0, l = m,
=
∫
Up−1Z210 +O(λ
n−2
2 ) if α = β ̸= 0, l = m,
= O(λ
n−2
2 ) otherwise,
(2.3.3)
∫
|u|p−1ZαiZβ0 = O(µ
n−2
2 ),
∫
|u|p−1ZˆαlZβ0 = O(λ
n−2
2 ),
∫
|u|p−1ZαiZˆβl = O(µ
n−2
2 λ
n−2
2 ).
(2.3.4)
In the formulas above, i, j = 1, . . . , k, l,m = 1, . . . , h, α, β = 0, . . . , n.
The proof of (2.3.2) and (2.3.3) follows like (8.3) in [20], and (2.3.1), (2.3.4) are obtained
analogously. Let us prove the last integral in (2.3.4).
The key point here is to notice that if y ∈ B(ξi, αk ) then |y−ηl| > C, with C independent of i,
l and k, and |y− ξi| > C whenever y ∈ B(ηl, αˆh ), where C is independent of i, l and h. Consider
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the case α = β = 0. We split the integral into four parts.∫
|u|p−1Z0iZˆ0l =
∫
B(ξi,
α
k
)
|u|p−1Z0iZˆ0j +
∫
B(ηl,
αˆ
h
)
|u|p−1Z0iZˆ0j +
∫
Rn\B(0,2)
|u|p−1Z0iZˆ0j
+
∫
B(0,2)\(B(ξi,αk )∪B(ηl, αˆh ))
|u|p−1Z0iZˆ0j
=: i1 + i2 + i3 + i4,
Firstly, using the definition of Z0i and Zˆ0l,
i1 6C
∫
B(ξi,
α
k
)
|u|p−1Z0i λ
n−2
2
|y − ηl|n−2 6 Cµ
n−2
2 λ
n−2
2
∫
B(0, α
µk
)
Up−1Z00 6 Cµ
n−2
2 λ
n−2
2 ,
where the second inequality follows by the change of variable x = ξi+µy. i2 follows in the same
way only by translating to x = ηl + λy. On the other hand, we have that
i3 6 Cµ
n−2
2 λ
n−2
2
∫
Rn\B(0,2)
1
|y|4|y|n−2|y|n−2 dy 6 Cµ
n−2
2 λ
n−2
2 .
To estimate i4 we take into account that, since ξi and ηl are separated, |y − ξi|−(n−2) and |y −
ηl|−(n−2) cannot be singular at the same time, so the behavior of the integral comes determined
by the singularity of only one of them. That is,
i4 6Cµ
n−2
2 λ
n−2
2
∫
B(0,2)\(B(ξi,αk )∪B(ηl, αˆh ))
|u|p−1 1|y − ξi|n−2
1
|y − ηl|n−2 dy 6 Cµ
n−2
2 λ
n−2
2 .
The case α, β ̸= 0 follows analogously just by noticing that
Zαi ∼ µ
n−2
2
|y − ξi|n−1 , Zˆβl ∼
λ
n−2
2
|y − ηl|n−1 ,
and hence (2.3.4) is proved.
We now need the following result.
Proposition 2.3.1. The functions piα can be decomposed as
piα(y) =
k∑
j=1
piαj(y) +
h∑
l=1
pˆiαl + p˜iα(y),
where
piαj(y) = piα1(e
− 2pi(j−1)
k y, yˆ, y′), pˆiαl(y) = pˆiα1(y, e−
2pi(l−1)
h yˆ, y′).
Furthermore, there exists a positive constant C such that
‖p˜iα‖∗ 6 C(k1−
n
q + h
1−n
q ), ‖piα1‖∗ 6 Ck−
n
q , ‖ˆˆpiα1‖∗ 6 Ch−
n
q , α = 0, 1, . . . , n,
where piα1 := µ
n−2
2 piα1(ξ1 + µy) and ˆˆpiα1 := λ
n−2
2 pˆiα1(η1 + λy).
We omit the proof of this result.
Thanks to Proposition 2.3.1, we get∣∣∣∣ ∫ |u|p−1Zα0piβ∣∣∣∣ 6 C‖p˜iβ‖∗, ∣∣∣∣ ∫ |u|p−1Zαipiβ∣∣∣∣ 6 C‖piβ1‖∗, ∣∣∣∣ ∫ |u|p−1Zˆαlpiβ∣∣∣∣ 6 C‖pˆiβ1‖∗.
(2.3.5)
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Notice next (see (8.5) in [20] for a proof) that
∫
Up−1Z200 =
∫
Up−1Z210 > 0, and thus we can
define
tβ := − 1∫
Up−1Z200
∫
ϕ⊥|u|p−1zβ,
which satisfies |tβ| 6 C‖ϕ⊥‖∗ with C independent of k and h.
Consider (2.0.9) for β = 0. Thus, by using the definition of z0, (2.3.1)-(2.3.4), (2.3.5) and
Proposition 2.3.1 we get
n∑
α=0
cα0 ∫
Rn
Zα0|u|p−1z0 +
k∑
j=1
cαj
∫
Rn
Zαj |u|p−1z0 +
h∑
l=1
cˆαl
∫
Rn
Zˆαl|u|p−1z0

= c00
∫
Up−1Z200 −
k∑
j=1
c0j
∫
Up−1Z200 −
h∑
l=1
cˆ0l
∫
Up−1Z200
−
k∑
j=1
c1j
∫
Up−1Z200 −
h∑
l=1
cˆ3l
∫
Up−1Z200 +O(k
1−n
q + h
1−n
q )L
 c00. . .
cn0

+O(k
−n
q )L
 c0. . .
cn
+O(h−nq )Lˆ
 cˆ0. . .
cˆn
 ,
where L, L and Lˆ are linear functions with coefficients uniformly bounded in k and h. Identity
(2.0.12) follows straightforward from here. (2.0.13)-(2.0.21) are obtained in the same way.
2.4. Proof of (2.0.8)
We proceed as in [20, Section 9]. Indeed, we decompose ϕ⊥0 as
ϕ⊥0 =
n∑
α=0
cα0ϕ
⊥
α0, with L(ϕ
⊥
α0) = −L(Zα0),
which is equivalent to
∆(ϕ⊥α0) + pγU
p−1(ϕ⊥α0) + a0(y)ϕ
⊥
α0 = −L(Zα0), (2.4.1)
where a0(y) := pγ(|u|p−1 − Up−1). Adapting the arguments of [20] it can be seen that a ∈
L
n
2 (Rn),
|y|−n−2L(Z00)(|y|−2y) = −L(Z00)(y), |y|−n−2L(Zα0)(|y|−2y) = L(Zα0)(y), α = 1, . . . , n,
(2.4.2)
and
‖L(Zα0)‖
L
2n
n+2 (Rn)
6 C(µn−1n + λn−1n ). (2.4.3)
We will solve (2.4.1) as a fixed point problem. Let us consider the problem
L0(ϕ) = h− a0(y)φ,
where L0(ϕ) := ∆ϕ + pγU
p−1ϕ and h ∈ L 2nn+2 (Rn) satisfies h(y) = |y|−n−2h(|y|−2y). Let T be
the operator that associates to every φ the solution ϕ to this problem, that is, ϕ = T (h−a0(y)φ).
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Naming A(φ) := T (h− a0(y)φ) we are going to see that this operator is a contraction and that
maps the ball
B := {φ ∈ D1,2(Rn) : ‖φ‖∗ 6 C(µ
n−1
n + λ
n−1
n ), φ(y) = |y|−n+2φ(|y|−2y)},
into herself. Indeed, assume φ ∈ B. Thus,
a0(y)φ(y) = |y|−n−2a0(|y|−2y)φ(|y|−2y),
and, by [20, Proposition 9.1], we know that
‖ϕ‖∗ 6 C‖h− a0(y)φ‖
L
2n
n+2 (Rn)
6 C
(
‖h‖
L
2n
n+2 (Rn)
+ ‖a0(y)φ‖
L
2n
n+2 (Rn)
)
,
and ϕ(y) = |y|2−nϕ(|y|−2y).
We study the last term in two different regions. First, in
Rn \ ({∪kj=1B(ξj ,
α
k
)} ∪ {∪hl=1B(ηl,
αˆ
h
)})
we can estimate a0 as
|a0(y)| 6 CUp−2
 k∑
j=1
µ
n−2
2
|y − ξj |n−2 +
h∑
l=1
λ
n−2
2
|y − ηl|n−2
 ,
and consequently,∫
Rn\({∪kj=1B(ξj ,αk )}∪{∪hl=1B(ηl, αˆh )})
|a0(y)|
2n
n+2 dy 6 C
(
k−(n−1) + h−(n−1)
)
. (2.4.4)
Consider now j ∈ {1, . . . , k} and the ball B(ξj , αk ). Here |a0(y)| 6 C|Uµ,ξj (y)|p−1, and thus
k∑
j=1
∫
B(ξj ,
α
k
)
|a0(y)|
2n
n+2 dy 6 C
k∑
j=1
∫
B(ξj ,
α
k
)
[
µ−
n−2
2
1 + |y − ξj |n−2
](p−1) 2n
n+2
6 Ck−(n−1). (2.4.5)
Likewise,
k∑
l=1
∫
B(ηl,
αˆ
h
)
|a0(y)|
2n
n+2 dy 6 Ch−(n−1). (2.4.6)
Putting (2.4.4), (2.4.5) and (2.4.6) together we conclude that if φ ∈ B, then
‖a0(y)φ‖
L
2n
n+2 (Rn)
6 ‖φ‖L∞(Rn)‖a0(y)‖
L
2n
n+2 (Rn)
6 C(µn−1n + λn−1n ).
Furthermore
‖A(φ1)−A(φ2)‖∗ 6 C‖a0(y)‖
L
2n
n+2 (Rn)
‖φ1 − φ2‖∗ = o(1)‖φ1 − φ2‖∗, (2.4.7)
where o(1) denotes a quantity which goes to zero when k, h tend to infinity. Thus, A defines a
contraction mapping whenever
‖h‖
L
2n
n+2
6 C(µn−1n + λn−1n ).
Hence, considering h = L(Zα0), by (2.4.3) we conclude the existence of a solution to (2.4.1)
satisfying
‖ϕ⊥α0‖∗ 6 C(µ
n−1
n + λ
n−1
n ).
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Consider now j ∈ {1, . . . , k}, l ∈ {1, . . . , h}, and let us write
ϕ⊥j =
n∑
α=0
cαjϕ
⊥
αj with L(ϕ
⊥
αj) = −L(Zαj), ϕˆ⊥l =
n∑
α=0
cαlϕˆ
⊥
αl, with L(ϕˆ
⊥
αl) = −L(Zˆαl).
Performing the change of variables
ϕ
⊥
j (y) := µ
n−2
2 ϕ⊥αj(µy + ξj), ˆˆϕ
⊥
l (y) := λ
n−2
2 ϕˆ⊥αl(λy + ηl),
the previous equations turn into
∆(ϕ
⊥
j ) + pγU
p−1(ϕ⊥j ) + pγaj(y)ϕ
⊥
j = hj(y), ∆(
ˆˆϕ⊥l ) + pγU
p−1( ˆˆϕ⊥l ) + pγaˆl(y) ˆˆϕ
⊥
l = hˆl(y),
where
aj(y) := pγ[(µ
−n−2
2 |u|(µy + ξj))p−1 − Up−1], hj(y) := −µ
n+2
2 L(Zαj)(µy + ξj),
aˆl(y) := pγ[(λ
−n−2
2 |u|(λy + ηl))p−1 − Up−1], hˆl(y) := −λ
n+2
2 L(Zˆαl)(λy + ηl).
Performing an analogous fixed point argument we conclude (2.0.8).
2.5. Final argument
Let
[
c0 c1 . . . cn
]T
be the solution to (2.0.24) provided by Proposition 2.0.3, and let
t0, t1, t2, t3, t4, t0, t1, t2, tˆ0, tˆ1, tˆ2, and tα, να1, να2, νˆα1, νˆα2, α = 5, . . . , n, be the associated pa-
rameters. Thus, it follows straightforward the existence of a unique vector of parameters
(t∗0, . . . , t
∗
4, t
∗
0, t
∗
1, t
∗
2, tˆ
∗
0, tˆ
∗
1, tˆ
∗
2, t
∗
5, ν
∗
51, ν
∗
52, νˆ
∗
51, νˆ
∗
52, . . . , t
∗
n, ν
∗
n1, ν
∗
n2, νˆ
∗
n1, νˆ
∗
n2)
such that
[
c0 c1 . . . cn
]T
solves the system in Proposition 2.0.2 and, equivalently, (2.0.9).
Moreover,
‖(t∗0, t∗1, t∗2, t∗3, t∗4, t∗0, t∗1, t∗2, tˆ∗0, tˆ∗1, tˆ∗2,t∗5, ν∗51, ν∗52, νˆ∗51, νˆ∗52, . . . , t∗n, ν∗n1, ν∗n2, νˆ∗n1, νˆ∗n2)‖ 6 C‖ϕ⊥‖,
and therefore ‖ [ c0 c1 . . . cn ] ‖ 6 C‖ϕ⊥‖. This estimate, together with (2.0.8), allows us
to conclude cα = 0 for all α = 0, . . . , n, and thus ϕ
⊥ ≡ 0. Replacing this in (2.0.6) the proof of
Theorem 2.0.1 is complete.
2.6. Appendix
According to their definitions, see (0.0.11)–(0.0.15) and (2.0.2), it is convenient to rewrite the
functions zα as
z0(y) =Z00(y)−
k∑
j=1
[
Z0j(y) + Z1j(y)
]− h∑
l=1
[
Zˆ0l(y) + Zˆ3l(y)
]
,
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z1(y) =Z10(y)−
k∑
j=1
cos θjZ1j(y)− sin θjZ2j(y)√
1− µ2 −
h∑
l=1
Zˆ1l(y),
z2(y) =Z20(y)−
k∑
j=1
sin θjZ1j(y) + cos θjZ2j(y)√
1− µ2 −
h∑
l=1
Zˆ2l(y),
z3(y) =Z30(y)−
k∑
j=1
Z3j(y)−
h∑
l=1
cos θˆlZˆ3l(y)− sin θˆlZˆ4l(y)√
1− λ2 ,
z4(y) =Z40(y)−
k∑
j=1
Z4j(y)−
h∑
l=1
sin θˆlZˆ3l(y) + cos θˆlZˆ4l(y)√
1− λ2 ,
zα(y) =Zα0(y)−
k∑
j=1
Zαj(y)−
h∑
l=1
Zˆαl(y), α = 5, . . . , n
zn+1(y) = −
k∑
j=1
Z2j(y), zn+2(y) = −
h∑
l=1
Zˆ4l(y),
zn+7(y) = −
√
1− µ2
k∑
j=1
cos θjZ3j(y) +
√
1− λ2
h∑
l=1
cos θˆlZˆ1l(y),
zn+8(y) = −
√
1− µ2
k∑
j=1
cos θjZ4j(y) +
√
1− λ2
h∑
l=1
sin θˆlZˆ1l(y),
zn+α+4(y) = −
√
1− µ2
k∑
j=1
cos θjZαj(y), α = 5, . . . , n,
z2n+5(y) = −
√
1− µ2
k∑
j=1
sin θjZ3j +
√
1− λ2
h∑
l=1
cos θˆlZˆ2l,
z2n+6(y) = −
√
1− µ2
k∑
j=1
sin θjZ4j +
√
1− λ2
h∑
l=1
sin θˆlZˆ2l,
z2n+α+2(y) = −
√
1− µ2
k∑
j=1
sin θjZαj , z3n+α−2(y) = −
√
1− λ2
h∑
l=1
sin θˆlZˆ3l,
z4n+α−6(y) = −
√
1− λ2
h∑
l=1
cos θˆlZˆ4l, for α = 5, . . . , n.
The proof of the above identities follows from straightforward computations, and the symmetry
properties for U(y) + ψ(y), for Uµ,ξj (y) + φj(y) and Uλ,ηl(y) + φˆl(y) respectively.
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A less straightforward computation gives that, for α = n+ 3, n+ 4, n+ 5, n+ 6, we have
zn+3(y) = z1 − 2
√
1− µ2
k∑
j=1
cos θj
[
Z0j(y) + Z1j
]
,
zn+4(y) = z2 − 2
√
1− µ2
k∑
j=1
sin θj
[
Z0j(y) + Z1j
]
,
zn+5(y) = z1 − 2
√
1− λ2
h∑
l=1
cos θˆl
[
Zˆ0l(y) + Zˆ3l
]
,
zn+6(y) = z1 − 2
√
1− λ2
h∑
j=1
sin θˆl
[
Zˆ0l(y) + Zˆ3l
]
.
(2.6.1)
We shall prove the validity of the first identity in (2.6.1). The proofs of the other expressions
are similar. We write
zn+3 = z1 + T (u), T (u) := (|y|2 − 1) ∂u
∂y1
− 2y1(n− 2
2
u(y) +∇u(y) · y).
Thus (2.6.1) follows from (2.0.2) and from
T (u) = −2
k∑
j=1
ξj1
[
Z0j +∇(Uµ,ξj + φj)(y) · ξj
]
. (2.6.2)
From the explicit expression of u in (2.0.4), we get
T (u) = T (U + ψ)−
k∑
j=1
T (Uµ,ξj + φj)−
h∑
l=1
T (Uλ,ηl + φˆl).
We shall first show that T (U + ψ)(y) ≡ 0, and T (Uλ,ηl + φˆl)(y) ≡ 0 for any l = 1, . . . , h.
Observe that, if v is any smooth function and if we define h(z) := ∂∂z1
(
|z|2−nv( z|z|2 )
)
, then
we have
h(z) = − 2z1|z|n
[
n− 2
2
v
(
z
|z|2
)
+∇v
(
z
|z|2
)
·
(
z
|z|2
)]
+
1
|z|n
∂v
∂z1
(
z
|z|2
)
,
and g(y) := 1|y|n−2h(
y
|y|2 ) takes the form
g(y) = −2y1
[
n− 2
2
v(y) +∇v(y) · y
]
+ |y|2 ∂v
∂y1
(y).
With this is mind, one gets that if v is Kelvin invariant v(y) = |y|n−2v
(
y
|y|2
)
, then
1
|y|n−2
∂v
∂y1
(
y
|y|2
)
= −2y1
[
n− 2
2
v(y) +∇v(y) · y
]
+ |y|2 ∂v
∂y1
(y). (2.6.3)
On the other hand, if v is Kelvin invariant (with respect to the origin) and even in y1, then also
the function ∂v∂y1 is Kelvin invariant, that is
∂v
∂y1
(y) = |y|n−2 ∂v∂y1
(
y
|y|2
)
. By (2.6.3), we get that
any function v which is invariant under Kelvin transform (with respect to the origin) and even
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in the y1 direction, one that T (v)(y) ≡ 0. Since the functions (U +ψ)(y), and (Uλ,ηl + φˆl)(y) for
any l = 1, . . . , h are invariant under Kelvin transform and even in y1, we get the proof of our
claim.
Let us fix j ∈ {1, . . . , k}. We write, for v(y) = (Uµ,ξj + φj)(y),
T (Uµ,ξj + φj)(y) = (|y|2 − 1)
∂v
∂y1
(y)− 2(y − ξj)1[n− 2
2
v(y) +∇v(y) · y]︸ ︷︷ ︸
=:Tj(v)
− 2(ξj)1
[
Z0j(y) +∇v(y) · ξj
]
.
We claim that Tj(Uµ,ξj + φj)(y) ≡ 0. To prove this fact, we recall that
v(y) := (Uµ,ξj + φj)(y) = µ
−n−2
2 (U + φ1)
(
y − ξj
µ
)
,
see Section 1.2. Also, µ and |ξ| are related so that Uµ,ξj+φj is invariant under Kelvin transform.
Thus, from (2.6.3), we get
Tj(v)(y) =
1
|y|n−2
∂v
∂y1
(
y
|y|2
)
− ∂v
∂y1
(y) + 2(ξj)1
[
n− 2
2
v(y) +∇v(y) · y
]
.
We note that, in this case, Uµ,ξj + φj is not even in the y1 variable, so that one gets
1
|y|n−2
∂v
∂y1
(
y
|y|2
)
=
∂v
∂y1
(y)− (ξj)1 [(n− 2)v(y) + 2∇v(y) · y] .
This concludes the proof of (2.6.2).
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