The suprathreshold electrophysiological responses of pyramidal cells have been grouped into large classes such as bursting and spiking. However, it is not known whether, within a class, response variability ranges uniformly across all cells or whether each cell has a unique and consistent profile that can be differentiated. A major difficulty when comparing suprathreshold responses is that slight variations in spike timing in otherwise very similar traces render traditional metrics ineffective.
The suprathreshold electrophysiological responses of pyramidal cells have been grouped into large classes such as bursting and spiking. However, it is not known whether, within a class, response variability ranges uniformly across all cells or whether each cell has a unique and consistent profile that can be differentiated. A major difficulty when comparing suprathreshold responses is that slight variations in spike timing in otherwise very similar traces render traditional metrics ineffective.
To address these issues, we developed a novel distance measure based on fiducial points to quantify the similarity among traces with trains of action potentials and applied it together with classification techniques to a set of in vitro patch clamp recordings from CA1 pyramidal cells. We tested if responses to repeated current stimulation of a given cell would cluster together yet remain distinct from those of other cells.
We found that depolarizing and hyperpolarizing current pulses elicited responses in each cell that clustered and were systematically distinguishable from responses in other cells. The fiducial-point distance measure was more effective than other methods based on spike times and voltagegradient phase planes. Depolarizing traces were more reliably differentiated than hyperpolarizing traces, and combining both scores was even more effective.
These results suggest that each CA1 pyramidal cell has unique properties that can be detected and quantified with methods discussed here. This uniqueness may be due to slight variations in morphology or membrane channel densities and kinetics, or to large, coordinated variations in these elements. Ascertaining the actual sources and their degree of variability is important when constructing network models of neural function to ensure that key mechanisms are robust in the face of variations within these ranges. The analytical tools presented here can assist in constructing detailed cell models to match experimental records to elucidate the sources of electrophysiological variability in neurons.
Introduction
Repetitive firing in pyramidal neurons has been described in numerous studies attempting to elucidate the ionic currents that regulate its initiation, timing, termination, repolarization, afterhyperpolarization, and other qualities (Madison & Nicoll, 1984; Storm, 1987 Storm, , 1990 Sah, Gibb, & Gage, 1988) . Over time a picture has emerged of a complex interplay among a multitude of channels having different activation and deactivation voltage and time dependencies, with densities that vary over the cell's morphological axis (Magee & Johnston, 1995; Hoffman, Magee, Colbert, & Johnston, 1997; Magee, 1998) .
The complexity of the processes involved raises the question of whether successive responses are similar or whether elaborate interactions cause dissimilar responses, perhaps via chaotic-like processes. And differences among neurons in terms of cell-specific factors such as morphology and membrane channels raise the question of how different the responses are across cells. Visual inspection of published reports suggests that trains of action potentials may have consistent features when elicited repeatedly (see, e.g., Figures 1 and 4 of Madison & Nicoll, 1984) . At the same time, although traces from different cells exhibit some general common features, trace dissimilarities may be sufficient to systematically differentiate among cells.
To date, there are no reports that systematically quantify the similarities or dissimilarities among traces with trains of action potentials, though spike timing has received some attention (Mainen & Sejnowski, 1995) . Waveforms are frequently compared using the sum of squared differences over the length of their traces. However, action potentials in a train are narrow with slight variations in timing that make direct application of this measure problematic, perhaps explaining the paucity of studies quantifying their similarities. Techniques to compare traces containing action potentials have received more attention in modeling studies (Vanier & Bower, 1999; Keren, Peled, Korngreen, 2005; Achard & De Schutter, 2006; Weaver & Wearne, 2006) , though their application has mostly remained confined to simulations where they are typically used as match or objective functions coupled to automated parameter search methods.
Between-cell variability has received attention recently with the realization that each neuron is constantly rebuilding itself from its constituent proteins, replacing ion channel proteins that turn over in the membrane with half-lives of minutes, hours or longer, and by consideration of how this process may be regulated . Results from experimental and modeling studies have begun to challenge beliefs that held that similar cell behaviors imply similarities in constituent elements. Experimental estimates of channel densities in cells that have similar electrophysiological profiles have shown substantially different ratios of inward Na + and Ca 2+ currents in Purkinje cells (Swensen & Bean, 2005) or among various K + currents in stomatogastric ganglion neurons (Schulz, Goaillard, & Marder, 2006) . Modeling studies have produced analogous results (Prinz, Bucher, & Marder, 2004; Achard & De Schutter, 2006) .
In this study, we asked whether hippocampal CA1 pyramidal neurons exhibit cell-specific profiles in their electrophysiological responses. We collected a number of responses from several neurons to test if, for a given cell, responses group together yet remain distinct from those of other cells. To do this, we developed a novel method based on fiducial points to measure the similarity of traces with trains of action potentials and compared its performance to other published methods. Some of the results presented here have appeared in abstract form (Ambros-Ingerson, Grover, & Holmes, 2005) .
Methods

Experimental Procedures.
The data set of in vitro patch clamp recording used in the study was obtained as described below.
Slice Preparation and
Maintenance. Sprague-Dawley rats (30-60 days old) were sedated by inhalation of a CO 2 /air mixture and decapitated. The brain was removed and placed into chilled artificial cerebrospinal fluid (ACSF, equilibrated with 95% O 2 , 5% CO 2 ), then trimmed with a razor blade, glued to the stage of a vibratome, and sectioned into 400 µm thick slices. Following sectioning, brain slices were dissected further to free the hippocampus from surrounding structures. To prevent spontaneous bursting in the presence of the GABA A receptor antagonist bicuculline (see below), area CA3 was removed by a small cut.
Hippocampal slices were stored in a holding chamber at the interface of ACSF and humidified 95% O 2 , 5% CO 2 , at room temperature. Individual slices were transferred, as needed, to a small volume (∼200 µl) interfacerecording chamber (35
• C), where they were perfused at 1 to 1.5 ml/min with ACSF. The upper surfaces of the slices were exposed to warmed, humidified atmosphere consisting of 95% O 2 , 5% CO 2 .
Electrophysiology.
Intracellular recordings were made using the "blind" whole cell recording technique (Blanton, Lo Turco, & Kriegstein, 1989; Grover, 1998; Grover & Chen, 1999) . The pipette solution was composed of 140 mM potassium gluconate, 10 mM Na-HEPES, 3 mM MgCl 2 , pH 7.2, 280-290 mOsm. Potentials were recorded with an Axoclamp 2B (Axon Instruments). Membrane potentials for the F-5 thru F-11 cells were amplified 10 times, digitized at 100 kHz, stored on a PC, digitally low-pass-filtered at 10 kHz, and digitally downsampled to 20 kHz. The rest were low-passfiltered at 3 kHz, amplified 10 times, digitized at 20 kHz, and stored on a personal computer. Access resistance (compensated using the Axoclamp bridge circuit) and membrane resistance were monitored throughout the recordings. Recordings were terminated if large or abrupt changes in access or membrane resistance occurred.
Recordings of voltage at the soma were made in response to 10 types of stimuli delivered at 5 s intervals: short (2 ms) pulses of +750 pA and +1500 pA, medium (20 ms) pulses of −50 pA and −200 pA, and long (500 ms) pulses of −200 pA, −50 pA, +100 pA, +200 pA, +400 pA, and +800 pA. The complete set was delivered repeatedly at least five times. Only the 500 ms +800 pA, −50 pA, and −200 pA traces were used in the analysis presented in this report.
Recordings were made in the presence of three different media; 11 cells in ACSF (F group), 3 cells with the addition of 10 µM bicuculline, and 1 µM CPG-55485 to block GABA A and GABA B currents, respectively (G group) and 4 cells with both GABA inhibitors plus 50 µM D-AP5 to block NMDA currents (A group). Test stimulation was delivered until a minimum 5 minute period of stable recording was achieved. All membrane potentials were corrected for the calculated liquid junction potential (−10 mV).
Cell Selection
Criteria. Cells were accepted for analysis if their resting membrane potentials were at least −60 mV (after correction for the liquid junction potential) and their input resistance estimated from the voltage change at the end of the 200 ms current pulses was at least 30 M .
Distance Functions.
Comparison of traces was carried out according to the following definitions. The waveform distance D w between traces T a (t) and T b (t) was given by
where t e corresponds to the time of the last point under consideration (assumed the same for both traces) and p ≥ 1 is a parameter typically set at 1 or 2. When p = 2 the waveform distance corresponds to the commonly used sum of squared differences normalized to trace length. The fiducial-point distance D f p was given by
where
are the fiducial points for trace k with q More informally, in calculating the fiducial point distance, we used the time points of action potentials as fiducial (i.e., standard reference) points to break each trace into segments, which were then matched up, one by one, with those of the other trace for comparison (see Figure 1 ). Each pair of segments was then linearly stretched in time to the average of their durations, and their differences computed and aggregated over all matched pairs and normalized to trace length.
Note that the time point of the next-to-last fiducial point q k Ns = max(t a Ns , t b Ns ) is the same for both traces; it corresponds to a spike peak time in one trace that in general is not a spike peak time of the other trace. Thus, the last interval is of equal length on both traces, so that for this interval, the formula reduces to computing the conventional D w distance. Note that when traces have different numbers of spikes (N a = N b ), this last interval will have |N a − N b | spikes in one trace and none in the other, so that the contribution of this interval to the D f p distance will increase with increased discrepancies in the number of spikes between traces. This definition for q k Ns was found to be important; alternative definitions had inferior multilevel nearest-neighbor performance (see below) and sometimes would produce results that violated the triangle inequality (see Table 2 and section 4).
The interspike interval distance D is was based on the differences between the interspike intervals and was given by
and the spike time distance D st was based on the differences between spike times and was given by
The phase plane distance D ph was given by (LeMasson & Maex, 2001 ) 5) where the density matrix M k (i, j) counts the number of times phase-plane points (v,v) of trace T k (t) sampled at frequency t fall within the boundaries of a box of size v × v centered at (i v, j v) , N k sp = t k e / t + 1 is the number of sampled points for trace k, andv = dv/dt is the first time derivative of v. v and v are empirically determined parameters; those used in the tables that follow were obtained by beginning with values similar to those reported in Achard and De Schutter (2006) and optimizing the multilevel nearest-neighbor classification results by twofold multiplications or divisions. The optimization process resulted in parameter values very different from those previously reported for v (0.05-0.1 versus 40 mV/ms); most of the time we report the optimized values but occasionally show the results for the values used in the above report (see Figure 2 and Table 1 ). Closer inspection of the v discrepancy with previously used values suggests that improved classification with optimized parameters is due to fine resolution in the region of spike initiation and regeneration, where the enhanced v resolution makes a difference. However, the fine v grid results in very little overlap between traces in other regions of the M k density matrix. A variable resolution v may be able to reconcile the demand for fine resolution in the region of spike initiation with a coarser grid elsewhere.
More informally, to compute the phase-plane distance, a plot of the trace's magnitude versus its first time derivative (known as a phase-plane in physics) is obtained for each trace, and the density of overlap between the plots is obtained. The trace overlap density is calculated by placing a grid over the plot and comparing the numbers of sampled points in each grid box. Spike trains in the phase-plane typically appear as repeating closed loops, one for each spike.
The spike time alignment distance D spike was given by (Victor & Purpura, 1997) , (Victor & Purpura, 1997) , except that the sequences consist of interspike intervals; S 0 is the sequence of interspike intervals d
Na , and S r is the corresponding sequence of interspike intervals in trace T b . The results reported below are for the best result obtained for q in 0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10, 50, and 100 1/s.
More informally, the interval alignment distances are based on the minimum "cost" of transforming the spike train sequence (spikes times or interspike intervals) of one trace to that of the other. The parameter q represents the cost of moving a spike (or extending an interval) t seconds in relation to the cost of adding or deleting a spike altogether. When q = 0 both alignment distances reduce to the difference in the number of spikes. (See Victor, 2005, for 
Clustering and Classification.
Agglomerative hierarchical clustering techniques are useful to explore for the presence of clusters in the data set, though their quantitative assessment of cluster validity is limited. Hierarchical dendrograms were obtained using agglomerative hierarchical clustering with Ward's method as described in Everitt (1974) using Lance and Williams's flexible method (1966) . Agglomerative methods begin by computing a distance matrix between all pairs in the set and then fuse individuals, or groups of individuals, using a similarity criterion. Ward's criterion minimizes the loss of information that results from the grouping of individuals into clusters as given by the total sum of squared deviations of every point from the mean of the cluster to which it belongs.
To quantitatively assess the presence of trace cell clusters, we estimated the proximity and separation of traces from each given cell by counting how often their nearest neighbors were recordings from the same or different cells. More formally, multilevel nearest-neighbor classification was performed by computing the distance of test traces to all other traces in the set and sorting the results. A correct classification at level i (i < number of traces per cell) was counted if the provenance of the first through ith nearest neighbors all agreed with the provenance of the test trace.
Good scores on the multilevel nearest-neighbor classification test indicate a significant degree of clustering in the data set by providing an estimate of classifier accuracy over all possible training and testing data set partitions. The accuracy of classifiers is frequently measured by partitioning the available data into two sets; one is used for training the classifier, while the classifier's performance on the other is reported as an estimate of classification accuracy. To improve reliability, many studies report aggregate results for a selection of partitions. Ideally, the performance on all possible partitions is sought, though in practice this can be computationally infeasible as the number of possible partitions is generally very large. The accuracy of one of the simplest classifiers-the nearest-neighbor classifieron a data set (n samples per class) with a perfect score on the first level of the described multilevel nearest-neighbor classification test would be perfect on all possible partitions of the data set into n − 1 training samples per class and one testing sample per class. Similarly, a data set with a perfect score at level n − 1 on the multilevel nearest-neighbor classification test translates into perfect nearest-neighbor classifier performance on all possible partitions with one training sample per class and n − 1 testing samples per class. Figure 2 shows voltage recordings from a selection of CA1 pyramidal cells used in the study. Responses were evoked by 500 ms current pulses of −200, −50, and +800 pA in sequence; A B C five sets were obtained approximately 60 s apart. Hyperpolarizing currents evoked a characteristic "sag" originating from cationic h currents; we estimated the input resistance at the peak of the response (R Npk ) and at the end of the pulse after reaching a steady-state amplitude (R Ne ). Depolarizing currents evoked a sustained train of action potentials that, as time progressed, widened, decreased in amplitude, and had longer interspike intervals (often referred to as accommodation). Figure 2A shows all five traces from the cell that had the smallest (left) and largest (right) average fiducial point distance (D f p , p = 1) between traces evoked by depolarizing pulses. Note that even in the best of cases, the agreement in spike shape and timing deteriorates as the train progresses.
Results
Characteristics of Cells Studied.
The following panels illustrate the variability of traces evoked from different cells. Figure 2B shows the traces of cell pairs that had the smallest (left) and largest (right) depolarizing D f p scores. Note the remarkable similarity between the depolarizing traces on the left, where not only spike timing but also spike shape are virtually identical, though at close inspection, spike initiation waveforms past about 150 ms differ slightly. Figure 2C shows traces that had the smallest D ph score for two sets of parameters of this measure. Note that the selection of parameters has a significant impact on D ph scores and on which traces are found more similar.
As noted in section 2, the cells in the study were recorded in three different media; 11 in ACSF (F group), 3 with blockers for GABA A and GABA B receptors (G group), and 4 with both GABA inhibitors plus an NMDA channel blocker (A group). One-factor ANOVAs for 20 measurements, including the resting potential, the peak and steady-state input resistance for the large and small pulse hyperpolarizing traces, and a number of features of the spike trains of depolarizing traces, including the amplitude, width, and interspike intervals for the first, second, and third spike, were computed to determine if the measures were systematically affected by the medium's composition. The results were not significant in all cases, though there was a tendency for the A group to have hyperpolarized resting potentials and reduced spike widths when compared to the F group (F = 3.441, P = 0.06). As there were no statistical differences between groups, and given that these blockers are considered to affect primarily synaptic transmission and intercellular activity is not thought to be involved in the origin of the traces under study (which were evoked by intracellular current injection), we did not differentiate further between the three groups in the rest of our analysis. Figure 3 shows box-and-whisker plots for the resting potential, the input resistance of hyperpolarizing traces, and a number of features of the spike trains of depolarizing traces. The median resting potential was −71 mV, ranging from −65 to −82 mV. "Voltage sag" caused input resistances to decrease at hyperpolarized voltages, indicating the presence of cationic currents. Input resistance estimates at larger currents (R Npk = 59 M , R Ne = 48 M , −200 pA) were invariably smaller than at smaller currents (R Npk = 69 M , R Ne = 56 M , −50 pA).
For depolarizing traces, the median number of spikes during the 500 ms pulse was 28, ranging from 11 to 33. Median peak amplitude for the first spike was 40 mV, which was reduced for subsequent spikes to 20 mV by the 20th spike. In contrast, the median spike width (at −20 mV) increased from 0.9 ms for the first spike to 1.5 ms by the 20th spike. Similarly, median interspike intervals increased from 5.1 ms for the first interval to 20 ms by the 20th interval. The measure that showed the most increase in variability as the train progressed was the interspike interval. The variability in spike width and amplitude remained roughly the same after the third spike. For all the measurements in Figure 3 , the variability for recordings across cells was always larger than the variability of repeated recordings from the same cell (not shown).
Classification of Depolarizing Traces.
To test if responses from a given cell are similar to each other yet distinct from those of other cells, we first used agglomerative hierarchical clustering to assess the existence of cell clusters and then proceeded with a quantitative analysis based on nearest-neighbor classification.
To find the hierarchical relationships, we computed the distances for all possible pairs of traces associated with a given stimulus protocol and constructed dendrograms using agglomerative techniques with Ward's method Figure 2 . The lower three rows show the peak amplitude, spike width, and interspike intervals for the first, second, third, fifth, 10th, and, where present, 20th spikes during 500 ms +800 pA depolarizing pulses. # spikes is the number of spikes during the pulse. Spike width was measured at −20 mV. The lower and upper boundaries of each box correspond to the first and third quartiles of the data set, respectively, the horizontal bar within the box is the median, and the lower and upper whiskers correspond to the min and max values. No attempt was made to identify outliers. (see section 2). The result of applying this procedure to the set of 90 tracesfive +800 pA traces from each of 18 neurons-when using the fiducial point distance D f p is shown in Figure 4 (top). Note that all five traces from each cell join at low height levels before joining traces from other cells. This suggests that responses from individual cells do cluster and that fiducial point distances can be used to systematically distinguish responses from one neuron from those of other neurons. The asterisks correspond to the depolarizing traces shown in Figure 2 ; note that traces from cell A1 join at very low levels, while those from F1 join at slightly higher levels, reflecting the distinctions highlighted in Figure 2A .
The results when using other distance functions did not produce dendrograms where responses from the same cell would separate clearly from those of other cells. For example, the bottom of Figure 4 shows the dendrogram obtained when using the phase-plane distance with optimized parameters. Note that even though the traces for the first 5 cells on the left and the last 9 cells on the right, for a total of 14, show separate clusters, there is an overlap of the responses for cells A2 and G1 and for cells A1 and G3. Similarly deficient results were obtained with all other distance functions described in section 2. For example, the phase-plane distance with unoptimized parameters ( p = 2, v = 2, v = 40) showed overlap on 7 cells and thus had only 11 cells that showed separate clusters (not shown).
While the dendrograms suggest that cell clusters exist, they do not provide a quantitative measure of clustering. To quantify the accuracy with which fiducial point and other distance measures can be used to identify the provenance of neuron traces, we used nearest-neighbor classification at multiple levels (see section 2). Distances from each trace to all other traces were computed and sorted. For each tested trace we determined, among the remaining 89 traces, the provenance of the first, second, third, and fourth nearest neighbors. For each level, a correct classification was counted if all trace provenances up to that level agreed with the provenance of the trace Figure 4 : Dendrograms obtained by hierarchical clustering. Agglomerative hierarchical clustering using Ward's method was applied to the distance matrix that resulted from computing fiducial point distances (p = 1, top), or phase-plane distances ( p = 1, v = 1, v = 0.05, bottom) between all pairs of traces evoked by 500 ms +800 pA pulses. Note that the phase-plane distance dendrogram will vary according to the choices of v and v. The choice illustrated gave best cell separation. The height of each horizontal line marks the distance between the two traces (or group of traces) of the two vertical lines being joined. Each label Nx-y at the bottom of the figure corresponds to a trace, where N identifies the medium group, x indexes the cell, and y indexes the response. Asterisks refer to the depolarizing traces shown in Figure 2 . A label Nx spanning five traces is shown when all five traces from a given cell are grouped together to form a cluster. being tested. For example, a correct classification at the fourth level would require that the traces of the first through fourth nearest neighbors come from the same cell as the test trace. Table 1 shows the results of applying this procedure to the set of 90 +800 pA traces using fiducial point distances and a number of distance functions that have been described in the literature. Fiducial point distance classification with p = 1 had the best performance: it was perfect at the first and second levels, had four errors at level three, and 10 errors at the fourth level. Thus, for any trace, 100% of its two nearest neighbors, 96.6% of its three nearest neighbors, and 88.9% of its four nearest neighbors agreed in their provenance, indicating that when using fiducial point distances, traces from each cell are closely grouped together and are distinct from those of other cells. Phase-plane distance performed second best (p = 1). The worst performers were those based on the timing of spikes, though the spike D spike and interval D interval alignment measures did better than the absolute spike times D st and interspike intervals D is . All distance functions did better in the p = 1 than the p = 2 variant.
Distance Functions and Conditions for a Metric Space.
A match (or distance) function that assigns a numerical value to pairs of traces needs to satisfy four conditions to give rise to what in mathematics is known as a metric space: (1) nonnegativity, (2) identity, (3) symmetry, and (4) triangle inequality. Table 2 lists the results of evaluating the various distance functions from the perspective of the metric space conditions. The nonnegativity and symmetry conditions were satisfied by all tested functions. The 
Note: Cells marked ? √ indicate that our empirical results suggest satisfaction, though we have no pertinent mathematical proofs.
waveform distance is the only distance function that satisfied the identity condition. For the others, when two traces are equal, their distance is zero, but the converse may not hold; it is possible to construct traces with zero distance that are distinct from each other. For example, two traces may agree on their spike times (so that D st and D is are zero) yet have very different waveforms between the spikes.
The waveform distances D w , D spike , and D interval have been shown mathematically to satisfy the triangle inequality (Victor & Purpura, 1997; Rynne & Youngson, 2000) . Mathematical proofs for the other methods are beyond the scope of this letter. Instead we tested the triangle inequality for all possible x-y-z combinations (90 · 89 · 88 = 794, 880) in the distance tables constructed for the p = 1 variants in Table 1 . Only one small violation was found in the fiducial point case (perhaps due to rounding error), and there were zero violations for the phase-plane case. There were, however, substantial violations for the functions based on spike times: 620 and 2181 for the interspike and spike time distances, respectively. Furthermore, we should note that failure to include the 1/p power in the distance definitions invariably produced large triangle inequality violations for D w , D f p , and D ph when p = 1.
Classifying Depolarizing Traces by Combination of Distance
Functions. We explored whether distance function combinations can be constructed to improve on the results so far presented. In particular, we considered the p = 1 variants of
where k > 0 is a mix factor ( p = 1, v = 1, v = 0.05). We found no values of k that would make D f pw improve on the Table 1 results 
before the initiation of the current pulse at time t p was subtracted before comparison, and in
when k > 0, D f pw , D phw and the three-way mix satisfy the second metric space condition (identity), and therefore may satisfy all four metric space conditions.
Classifying Hyperpolarizing Traces.
The results of applying the multiple-level nearest-neighbor analysis to the set of 90 traces (five from each of 18 neurons) obtained when stimulation amplitude was set at −200 pA for 500 ms is shown in Table 3 . Since hyperpolarizing currents did not evoke action potentials, we should note that D w = D f p .
The p = 2 variant of D w had one error at the first level and in general did better than the p = 1 variant. The results for the phase-plane distance D ph were comparable to those of the waveform distance D w .
Neither the resting potential V r nor the input resistances R Npk and R Ne were good classification indices; their multilevel classification errors were substantial.
To isolate the contribution of trace shape to classification, we considered two cases. In the first, we subtracted the baseline recorded before the current pulse from all traces before computing the D w distances. In all cases, these operations increased the number of errors. Application of the nearestneighbor analysis to traces evoked by −50 pA resulted in more classification errors than in the −200 pA case (compare Tables 3 and 4) , though the phaseplane distance performed better than the waveform distance. Subtraction of trace averages increased the number of errors by a large margin (not shown). 
Classifying Depolarizing and Hyperpolarizing Trace Pairs.
To evaluate the degree of redundancy between hyperpolarizing and depolarizing traces, we tested whether the classification results were improved by considering a distance function based on scores from both kinds of traces. Some of the results of this analysis are shown in Table 5 where the distance functions consisted of adding the scores for the traces stimulated by +800 pA pulses to those stimulated by −200 pA or −50 pA.
In general, the combination of depolarizing and hyperpolarizing traces resulted in improved scores across the board; addition of −200 pA traces fared better than addition of −50 pA traces, and the p = 1 variants did better than their p = 2 counterparts. Fiducial point distances scored best; they had 0, 0, 1, 4 and 0, 0, 2, 9 scores when combined with the −200 pA and the −50 pA traces (p = 1 variant), respectively. The p = 1 variants of the phase-plane distances were second best. The worst scores were obtained for the p = 2 variants when the +800 pA phase-plane distances were added to waveform distances of hyperpolarizing traces. Combining the −50 pA and −200 pA waveform hyperpolarizing trace distances did not improve results over those obtained when isolated (not shown).
Discussion
The nature of the variability inherent in the electrophysiology of pyramidal cells in hippocampus and other brain regions has an impact on scientific issues that range from the construction of realistic neuron models to the design of plausible pharmacological interventions. For example, a model for long-term potentiation in a homogeneous neuronal network may fail in a significant portion of cells in a heterogeneous population where the proposed mechanism is ineffective; only if the proposed mechanism is robust in the face of the range of variability of the heterogeneous population would the candidate mechanism be viable. The same argument applies to the design of pharmacological interventions.
Electrophysiological recordings show substantial cell-to-cell variability; whether it arises from experimental or intrinsic causes has received little attention. In this study, we recorded multiple traces from each of several pyramidal cells in hippocampal CA1 and asked whether the variability we observed ranged uniformly over all cells or whether each cell had a consistent profile that varied among cells. Although all recorded waveforms shared general features, we found that each cell had a consistent response profile that could be systematically differentiated from that of other cells.
Traces arising from depolarizing currents were more readily differentiated than those arising from hyperpolarizing pulses, while traces evoked by large hyperpolarizing currents provided better cell discrimination than those evoked by small ones. Combining the scores from depolarized and hyperpolarized responses provided improved discrimination, indicating that the two stimulation conditions are not redundant and suggesting that cell-specific factors are represented in both positive and negative voltage excursions. The finding that adding synaptic receptor-related blockers to the recording medium did not have significant effects on the results indicates that the responses used in the study rely on intrinsic cell properties alone.
Measuring Waveform Similarities. Evaluation of match functions
for traces with trains of action potentials has typically been based on their impact on some aspect in a parameter search of simulated target traces, such as the speed of convergence or the precision with which parameter values are estimated (Vanier & Bower, 1999; Keren et al., 2005; Achard & De Schutter, 2006; Weaver & Wearne, 2006) . This approach fails to separate the effectiveness of the search method from that of the match function, making it difficult to interpret results.
Here we took a different approach. The criterion presented here is based on the notion that the design of the match function should be sensitive to experimentally found regularities. Thus, to the best extent possible, experimental traces from the same cell should be rated closer to each other than to those from other cells. Match functions that perform well under this criterion can be expected to perform well with parameter search methods, as the match function will give shape to a search space where trace variants known to come from a neuron presumably with identical parameter values will form a neighborhood separate from traces known to come from other cells with presumably different parameter values.
Measuring the similarity between recorded waveforms is essential to detecting cell-specific profiles, and it is important to have a method that can do this job well. While the sum of squared differences (D w above) is adequate when comparing most traces, this method is inadequate when action potentials are present. The narrow shape and subtle variation in peak times of action potentials would result in a poor score for a pair of traces shifted by a spike width but otherwise identical.
To address this issue, we developed a novel match function based on fiducial (i.e., standard-reference) points (see section 2 and Figure 1 ). Fiducial point matching D f p outperformed all other methods in identifying cellspecific profiles. Phase-plane matching D ph , where traces are transformed to the voltage-gradient phase plane for comparison, performed second best, even after extensive tuning of its two parameters ( v, v) . Measures based on the timing of spikes were the worst performers.
Interestingly, the p = 1 variants outperformed the p = 2 variants most of the time, suggesting that the common practice of squaring differences may require some scrutiny. In general, when constructing a similarity metric analogous to equation 2.2, the best choice of p may be domain specific. Insofar as 1 ≤ p < ∞ is satisfied, there is no mathematical consideration in measure theory to favor any particular value. A basic difference between the two variants is that differences that are smaller than one get much smaller after squaring when compared to taking their absolute value. It may be that these small differences play an important role in the waveforms of this study.
A match (or distance) function that assigns a nonnegative numerical value to pairs of elements in a set gives rise to a mathematical space, the nature of which varies depending on the definition of the match function. For this space to become a metric space, it has to satisfy the four conditions given in Table 2 . For example, the x-y plane with D( p, q ) = ( p x − q x ) 2 + ( p y − q y ) 2 is a typical metric space. Failure to satisfy any of these four conditions (or combination of them) results in spaces that do not correspond to our intuition and, furthermore, may preclude application of common mathematical tools. Satisfaction of the metric space conditions is considered to be so basic that it is hardly mentioned at all in search method publications. However, most parameter search methods have been developed with the assumption that metric space properties are satisfied, and their rates of convergence, if not the definition of convergence itself, typically rely on having a metric space.
We found that only the waveform distance D w satisfied all four conditions of a metric space; all the rest failed the identity condition. The triangle inequality was satisfied by the spike alignment measures D spike and D interval , perhaps by the fiducial point and phase-plane distances, but not the spikebased distances. Nevertheless, the identity condition can be satisfied by adding the waveform distance to the fiducial and phase-plane distances. This improved the scores of the phase-plane distance function and did not perturb the already very good performance of the fiducial point distance function. Some published reports have used distance function definitions that violate the metric properties; omission of the 1/p power results in triangle inequality violations (Keren et al., 2005; Achard & De Schutter, 2006) , and separate treatment of model and target data violates the symmetry condition (Vanier & Bower, 1999) .
Origin of Cell-Specific Electrophysiological Profiles.
Our findings suggest that CA1 pyramidal cells have unique properties that confer them with a degree of individuality in electrophysiological terms. These unique properties can arise from cell-to-cell differences in morphology, passive electrotonic properties, or active properties (densities and kinetics of membrane channels).
The best-documented source of cell-to-cell variability is morphology. Morphological reconstructions of CA1 pyramidal cells (Ishizuka, Cowan, & Amaral, 1995; Carnevale, Tsai, Claiborne, & Brown, 1997; Pyapali, Sik, Penttonen, Buzsaki, & Turner, 1998; Megias, Emri, Freund, & Gulyas, 2001) show considerable variation, though there is reason to believe that as a whole, these reports overestimate intrinsic morphological heterogeneity due to reconstruction issues that have significant impact on response profiles (Scorcioni, Lazarewicz, & Ascoli, 2004; Szilagyi & De Schutter, 2004; .
Passive electrotonic properties may vary both within a cell and between cells. Direct measurement of C m in four types of neuron or glia has yielded average values ranging from 0.85 to 1.06 (Gentet, Stuart, & Clements, 2000) . Values of R i are likely to be sensitive to the presence of large proteins in organelles and in the cytoplasmic matrix, and thus may vary within and between cells (Rall et al., 1992) . Membrane resistivity (R m ) is a term used to aggregate the effects of all voltage-independent ionic conductances. The variability in resting potentials observed in this and other studies may have its origin in cell-to-cell variability in R m .
The finding that cells were better differentiated by depolarizing pulses than by hyperpolarizing pulses suggests that active properties are important sources of cell-to-cell variability. The list of voltage-activated channels currently thought to generate the currents that give rise to the recordings in our study include the fast and persistent Na + currents, the K + delayed rectifier and A currents, Ca 2+ currents, Ca 2+ -mediated K currents, and the hyperpolarizing-activated cationic h current (Borg-Graham, 1999) . Their interaction is complex and believed to be highly nonlinear, and small variations may result in discernible profiles.
Some insight into the plausible cell-to-cell variability of active parameters can be gleaned from the range of values reported for a common kinetic variable such as the V 1/2 of activation of the fast Na + channel in hippocampal pyramidal cells; reports go from −55 mV (Steinhauser, Tennigkeit, Matthies, & Gundel, 1990) , through −38 mV (Sah et al., 1988) to −30 mV (Magee & Johnston, 1995) . A change of this magnitude would produce radically different results in any computational neuron model. While some of the variability may be attributable to differences in methodology such as rat strain or recording method, the contribution of cell-to-cell variability may be significant.
On the other hand, even large variations in channel densities may result in traces with similar properties; in a remarkable study, different ratios of inward Na + and Ca 2+ currents were found at the same membrane potential in Purkinje neurons with almost identical activity profiles (Swensen & Bean, 2005) . These findings support the notion that substantial coordinated variations in cell-specific factors may be a common occurrence in neurons.
Implications for Hippocampal CA1 Pyramidal Cell Models.
The results from this study suggest that the electrophysiological responses from CA1 pyramidal cells, while having many common features, may not be homogeneous, and that each neuron has a specific response profile. The existence of cell-specific response profiles and the ability to identify them may make it possible to discern whether the underlying factors in the electrophysiology of CA1 pyramidal cells are homogeneous or heterogeneous. Homogeneity predicts that underlying factors such as channel densities and kinetic parameters have small variations around mean values; heterogeneity predicts clustered variations and, possibly, large or abrupt coordinated variation among diverse factors.
The available evidence is insufficient to apportion the relative contribution of passive or active mechanisms to cell-specific profiles. Elucidating the specific mechanisms that modulate cell-specific profiles, and their relative importance, does not appear to be straightforward. A possible avenue is to construct detailed computational models to match the waveforms of several cells and compare the parameter values that achieve this. Automated parameter search methods that perform well in a very large space with many local minima, are able to cope with a large number of parameters, and are parallelizable will surely be needed. Our results indicate that matching several traces at once is likely to improve accuracy and that using the sum of fiducial point D f p and waveform D w distances is the most promising match function to compute and minimize the distance between simulated and experimental traces.
Experimental Database
Resource. The experimental recording data set from this study will be made available at axon.zool.ohiou.edu##.
