Given that dealing with blocking of traditional target tracking algorithm is not enough, a target tracking method fused into dynamic salient features is proposed by simulating human visual mechanism to ensure accuracy and efficiency. First, the salient features of the bottom layer image, such as color, intensity, orientation, and motion, are extracted. These features are considered feature vectors fused into target tracking algorithm. An improved target tracking algorithm is proposed because local regional histogram of target is influenced by the background pixels of the background region. Experiment results show that the proposed target tracking algorithm is more accurate than the traditional tracking algorithm in dealing with blocking, thereby meeting the needs of complex scenes.
Introduction
Target tracking is a challenging topic in the field of computer vision. In addition to video surveillance, it is also widely used in the fields of human-computer interaction, video compression, and medical image processing [1] . Target tracking is used in sequence images to identify the objects while exactly locating them to obtain target motion parameters, such as position, velocity, acceleration, and motion trajectory for further processing and analysis [2] . Many types of target tracking algorithms are available. The first type of target tracking algorithm is tracking technology based on motion model of the filtering, including extended Kalman filtering tracking method and particle filtering target tracking method [3] .
At present, these methods are widely applied to organs of the human body in tracking and vehicle tracking fields. However, particle filters tend to produce particle degradation problem in the iterative process. Thus, many scholars have studied improved particle filter and proposed a particle filtering method based on the regular theory, a particle filtering method based on evolutionary theory, and other improved methods to overcome the natural degradation of particles and plaque spent defects; however, the effect is not particularly well [4] , [5] . The second type of target tracking algorithm is correlation tracking algorithm. Multipoint correlation tracking algorithms based on pixel grayscale and region template correlation algorithm are typical. These methods must not only match the grayscale characteristics of reference template and search the region image but also consider the match result of image landscape location to increase the robustness of the algorithm. When the tracking of sequence image is complete, these algorithms can obtain superior results, and an update and lost locking detection of the template can be achieved; however, these algorithms have larger computational complexity [6] , [7] . The third type of target tracking algorithm is based on the optical flow characteristics of tracking algorithm. This method assumes that the grayscale values of the continuous two frames image pixel are the same. Then, the size and direction of the motion are calculated based on the continuous frames of image pixel, and sports field is used to distinguish background from moving targets. The disadvantage of this method is having excessively large computational complexity [8] . The distribution of optical flow field is not accurate and reliable because of noise, source, and blocking, and the calculation of the majority of optical flow methods is complex and time consuming [9] .
In recent years, many scholars have conducted many works. Savani, et al. [10] presented a processing advantage associated with analytic perceptual tendencies and proposed a European Americans outperform Asians on multiple object tracking method, which improved the accuracy of global motion compensation. The judgment of the target movement direction is reliable. However, the effect is not good when the target moves faster. Hu, et al. [11] researched a single and multiple object tracking using log-euclidean riemannian subspace and block-division appearance model and proposed a fast correlation tracking algorithm for the features of image data through the new encoding method. A new algorithm of crossover and mutation was also defined. However, it was only fit for the obvious profile of target.
In the present paper, targets are located quickly through traditional algorithms based on theory of visual attention. Then, the probability of each feature value of target region is calculated based on the improved algorithm at the current frame of the image containing all pixel points of the target 
Salient features extraction based on visually salient features
Visual attention is a psychological phenomenon, in which visual information is used for attention selectivity [12] , [13] . It can allot in advance the limited processing resources of the system to a few salience visual regions [14] , [15] . The calculation mode of visual attention provides a fast calculation mechanism in selecting some salient regions and in eliminating redundancy [16] , [17] . Visual attention applied to target tracking can establish efficient target tracking algorithm fit for human visual characteristics, thereby contributing to the detection and tracking of moving target; thus, its use has a great significance in intelligent video surveillance system [18] , [19] .
According to visual attention theory, the intensity, color, and orientation features of the image are extracted, and then the center-surround difference operator is used to obtain multiscale features, which are fused into the static saliency map. Dynamic features are extracted from the current frame and previous frame to filter and obtain the multiscale differential map of the two frame images. Finally, the basic saliency map is eventually obtained according to the static saliency map and dynamic saliency map via the different scenes. According to the features of the input video image, the features of static saliency map and dynamic saliency map must be modified properly to generate the basic saliency map by meeting complex scenes. In this paper, two modified factors are defined to adjust static saliency map and dynamic saliency map. Specific models are discussed further in another paper of the author [20] .
Static salient features extraction

Intensity features ( , )
I c s and color features ( , ) C c s can be obtained through Gaussian differential operator to extract static features. Orientation features
O c s θ can be obtained through Gabor filtering. The static saliency map can be obtained by fusing into three feature maps,
where N(.) is normalized function; α , β , and δ are coefficients that meet 1 α β δ + + = ; and I ! , ! C , and ! O are intensity saliency map, color saliency map, and orientation saliency map, respectively.
Dynamic salient features extraction
Dynamic features extraction is performed between two adjacent frames, which are extracted from difference points of local and global motions. Two sequence images apply filtering among different scales, and the image I define other layer images through recursive form as follows, 
where σ is the scale of the image, and the value of γ is 1 or −1.
Moreover, the size of the image meets the following,
where the current frame image is ( , ) t I x y , and the previous frame image is 1 
Target tracking algorithm based on visually salient features
n, which is the given feature of discrete points in the image, i x , exists, where
( ) f x is the gradient of probability density estimation of the kernel function ( )
The sample points along the feature space are iterative, which are repeatedly searched through density gradient direction so that each sample point finally converges to the local density limit point in the approach.
The kernel function is shown as follows,
where C is the normalization constant, and h is the radius of the kernel function.
The derivatives of kernel function are as follows,
In this paper, ( )
where,
( ) S x is consistent with probability density gradient direction, which is a convergence. Then, it is iterated to ( ) 0 S x → or to a specific threshold value.
The sampling points in the model image are represented as 
where 0
x is the vector value of the center point; i x is the vector value of point i in window; m is the number of feature values, which can be matched to understand the number divided by the level of gray in image processing; eigenvalue u is grayscale; and δ is Kronecker delta function. Only the pixels with eigenvalues u must be contributed to the probability distribution. δ can be considered as weighted frequency of u.
In the candidate image, center coordinate location is y of kernel window, and kernel function histogram can be expressed as follows,
C in Eq. 10 and h C in Eq. 11 are obviously the normalization constants that meet In the first frame image, the target model is initialized. In the adjacent sequence image, the location of the target model is searched around the candidate region to maximize the similarity function, which is the position of the tracking target in the current frame.
Bhattacharyya coefficient is used for similarity function between p and q, 10 is substituted into Eq. 11, thereby making ( ) y ρ iterate to maximum, as long as the search direction of y is in accordance with the gradient direction.
Similar to those in Eq. 12, offset coordinates can be obtained as follows, 
where i w is the weighting coefficient.
The iteration of the algorithm is completed when 1 y is obtained. Then, let 0 1 y y ← to the next shift. According to the properties of mean shift, which always moves to the local extreme value of Bhattacharyya coefficient, 0 1 y y ≅ is complete when the target is located. The location of the local extreme value is the location of the target. The improved target tracking algorithm is proposed. When a target model contains few background pixels, traditional algorithm can obtain efficient track effect because the local regional color histogram of the target is influenced by the background pixel of the background region. However, majority of the background pixels cause error in target locating. In this paper, pixel value u is defined as a feature value, and normalization histogram is established according to the feature values of the target and background to reduce the effect of background pixels on the target model. The difference degree of target and background is also defined, and weight coefficient is introduced to weight target model. The smaller the difference degree of the target features and background features is, the smaller the weight of the target pixel is. The greater the difference degree of the target features and background features is, the smaller the weight of the target pixel is 
Equation 11 is redefined as follows:
are the normalized constant meeting The following are the steps of the specific algorithm:
Step 1: The sequence image is inputted.
Step 2: The intensity features, color features, and orientation features of the frame image are extracted, and intensity saliency map I % , color saliency map C % , and orientation saliency map O % are generated.
Step 3: The static saliency map can be obtained by fusing three feature maps, namely, I % , C % , and O % .
Step 4: According to the k-1-frame, the motion features of the k-frame image are extracted by filtering. Then, the dynamic map can be obtained.
Step 5: The basic saliency map S is generated.
Step 6: In S , the focus of attention for the tracking target is extracted.
Step 7: Morphological filtering is applied on the marked target region of the original k-frame image.
Step 8: For marked region HSV transformation, the target border and center point are obtained.
Step 9: The marked region is the template of target tracking algorithm. Then, the template is initialized.
Step 10: The target at each image is tracked, and the similarity measure w , namely, the relative change value, is judged whether it is greater than threshold T . When w T > , go to Step 2. Otherwise, the target at the next frame is tracked until the end.
Experiment results
Three groups of color image sequences of the video are used as a test sample set in the experiment. First, three sets of the image visually salient features are extracted to generate static saliency map and dynamic saliency map through single target tracking and multiple target tracking. The proposed target tracking method is verified and then compared with existing target tracking algorithm.
In the first experiment, visually salient features of the video image are extracted, and parts of the result are shown in Figure 1 . Fig. 1(a), 1(d) , and 1(g) are a frame of the selected video image, which is an original image of the test sample set. Fig. 1(b) , 1(e), and 1(h) are the corresponding static saliency maps of the image sequences. The static saliency map is generated as in Eq. 1, where 1/ 3 α β δ = = = . Fig. 1(b) and 1(c) illustrate that the static saliency map and the dynamic saliency map are the same because the motion features of the players are obvious. However, Fig. 1(e) illustrates that except for the salient features of moving target, trees and the stationary car in scene also have salient features. Fig. 1(h) illustrates that buildings, billboards, and street marking in the scene have salient features. The current frame image and the previous frame image are filtered to extract the moving features effectively. Then, dynamic saliency maps are obtained by making a point-to-point difference for different scales of feature images. Fig. 1 (f) and 1(i) illustrate that the static features in the scene of trees, cars, buildings, and street marking are effectively suppressed, and the dynamic features of the targets are effectively strengthened. Then, the moving targets are detected efficiently and accurately.
In the second experiment, the players are tracked in the video sequences. The size of the image is 256 × 192 pixels with 50 frame images. Similar to that in Eq. 4, the modified matrix is
The parts of tracking results are shown in Figure 2 . The proposed tracking algorithm tracks the targets effectively, particularly in the case of block, by moving the video image sequences to the next. Fig. 2(d) illustrates that the algorithm shows good robustness.
In the third experiment, three targets are tracked in community surveillance video, which is shown in Figure 3 . The size of the video image is 512 × 384 pixels with 100 frame images. Similar to that in Eq. 4, the modified matrix is
The video shows that the marked target has three moves. Fig. 3(c) illustrates that in the 45th frame of the image, the woman who is walking is completely blocked by the riders. However, Fig. 3(d) shows that in the 49th frame of the image, the woman who is walking reappears. The proposed algorithm can continue to track very well. In the fourth experiment, multiple targets are tracked in traffic surveillance video to test the tracking effect at complex scenes, as shown in Figure 4 . The size of the video image is 512 × 384 pixels with 100 frame images. Similar to that in Eq. 4, the modified matrix is
Many moving targets and one rider are shown in the image. Fig. 4(c) illustrates that before the 61st frame of the image, the white car running on the opposite lane is completely blocked. In the 61st frame, the white car appears on the opposite lane, as shown in Fig. 4(c) .
The proposed algorithm begins to track it. The yellow car appears on the right lane, which is ready to be tracked, while the furthest black car on the right lane moves away. The proposed algorithm does not track the black car. In the 90th frame of the image, the yellow car completely appears, as shown in Fig. 4(d) . Then, the proposed algorithm begins to track it. The tracking errors of the three sets of experiments are shown in Figure 5 . Horizontal coordinates are the frame indexes of video sequence images. Vertical coordinates are the average error of the target centroid, and the unit is pixel. The offset pixels are the sum of x-axis offset pixels and yaxis offset pixels, which is the average of the pixel offset of multiple targets. The average error of the target centroid in player video image sequences is shown in Fig. 5(a) . Compared with traditional mean-shift algorithm, the average error of the proposed algorithm does not make a great difference because the moving object in the video sequences is obvious. The average error of the target centroid in closed community surveillance video image sequences is shown in Fig. 5(b) . At the 45th frame of the image, the woman is completely obscured, and the average error of the proposed algorithm is considerably smaller than the average error of the traditional mean-shift algorithm. The average error of the target centroid in traffic video image sequences is shown in Fig. 5(c) . At the 61st frame of the image, the white car target appears on the opposite lane. Then, it is tracked with the proposed algorithm. Compared with the traditional mean-shift algorithm, the average error of the proposed algorithm has improved. At the 90th frame of the image, the yellow car completely appeared. Then, it is tracked with the proposed algorithm. Compared with the traditional mean-shift algorithm, the average error of the proposed algorithm has also improved. 
Conclusions
According to the computer model simulating the human visual mechanism and features of image sequences, a salient feature extraction method is proposed. The static salient features are extracted from the features of color, intensity, and orientation. The dynamic salient features are extracted by filtering and iterated to obtain the motion features. These features are eventually fused into the basic saliency map to determine the position of the expected target. Then, the improved target tracking algorithm is proposed. The experiment results show that the proposed target tracking algorithm is more accurate than the traditional tracking algorithm in dealing with blocking, thereby meeting the needs of complex scenes and real-time requirements. However, the proposed algorithm does not perform well in multiple targets tracking when the targets suddenly appear. This matter is the direction of our next work.
