Abstract. We consider bulk measurements of shear stress in a discrete element simulation of biaxial compression of a densely packed granular assembly in the failure regime in the presence of a single persistent shear band. The strain evolution of the stress ratio is treated as a time series and data based methods from nonlinear dynamical systems theory are applied to characterise the underlying dynamics -assuming a low-dimensional deterministic description.
DEM BIAXIAL COMPRESSION TEST
What can be learned about the physical processes underlying the generation of geomechanical time series data, from the data alone? We apply a variety of both standard and novel methods from nonlinear time series analysis to a single (scalar) bulk measurement of the shear stress ratio as a function of axial strain -which is increasing nearly linearly with time.
The observed time series we study is taken from a discrete element (DEM) simulation, undertaken to study the rheological response of assemblies of spherical particles, constrained to move in a plane, subject to biaxial compression [1, 2, 3] . For the sake of clarity and conciseness, we restrict our attention to a single time series. Nonetheless, the methods are completely generic and should be applicable elsewhere. The particular time series we have chosen is a robust representation of dense granular behavior and has already been subject to extensive study [1, 2, 3] Contact laws modelling interaction between particles and between particles and walls describe resistance to relative motion through a combination of linear springs, dashpots and frictional sliders. Normal and tangential resistive forces, as well as a moment (rolling resistance) act at each contact. The contact moment is introduced to account for the effect of particle shape. Table 1 provides a can slide and roll along them without any resistance; otherwise, all other material properties are identical to those of the particles. The top and bottom walls are assumed to have the same material properties as the particles.
The sample exhibits three distinct regimes of deformation from an initially isotropic state. With respect to Fig. 1 we first observe a period of strain-hardening which can be further identified into two distinct response behaviours. At first there is a relatively rapid rise in the stress ratio while the sample undergoes a volumetric contraction, up to around ε yy = 0.02 at which point volumetric strain reaches a minimum. Secondly, the sample undergoes dilatation, lowering the rate of increase in the stress ratio compared to the preceding phase before a peak value is reached at around ε yy = 0.034. After peak, the second regime can be observed, characterised by a brief period of strain-softening under dilatation. After ε yy = 0.04, a pseudo steady-state regime can be observed whereby stress ratio and volumetric strain essentially taper off to some residual value, modulo fluctuations. This is the region we study here. The deformation in this higher post peak stress regime occurs in the presence of a single persistent shear band [2] . Shear stress fluctuations in this steady-state regime reflect the dissipative dynamics in the band and temporal distributions of micropolar measures of nonaffine deformation have been shown to capture such dissipation [2] . More detailed examination of the spatial and temporal aspects of this dissipation has been tied to the continual formation and collapse by buckling of force chains [2] .
The question we seek to answer here is can a comprehensive black-box modelling approach encompassing nonlinear time series and complex network methods of analysis applied to bulk measurements give useful information to help further refine and develop such approaches to continuum modelling?
NONLINEAR TIME SERIES TOOLS
The principal principle of nonlinear time series analysis is that by observing the behavior of a system over time t through a scalar output, x t , one can reconstruct the deterministic dynamical behavior of the underlying system via a vector state variable v t = (x t , x t−1 , x t−2 ,...x t−d+1 ). Under fairly generic conditions, the evolution of v t in a ddimensional Euclidean space is equivalent to the behavior of the dynamical system (M , φ ) (i.e. φ : M × R → M , where M is locally diffeomorophic to a connected subset of a d-dimensional metric space) from which x t was measured [6] . Unlike statistical time series analysis (which is linear and characterises stochastic behaviour), the basic premise of nonlinear time series analysis is that the underlying process is deterministic.
There is a large suite of techniques to characterize various properties of (M , φ ) from observations of v t . Essentially the techniques fall into two camps (at least as far as we will be concerned here). In the first camp are various quantifications of characteristics of (M , φ ) (often of only lim t→∞ φ (M ,t)): Lyapunov exponents, correlation dimension, and so on [6] . In the second camp are those techniques that require one to first provide an explicit estimate of φ -nonlinear modeling.
For this communication we have implemented our favorite approach to nonlinear modeling [7, 8, 9] and apply this to the data depicted in Fig. 1 treating the horizontal axis as an affine transformation of time. The black box modeling routine provides us with an approximationφ to φ , and a method to generate new data which are realization of that modelφ (·, 1):
Iterating (1) gives a simulated trajectory from the model (e t is a noise term due to the stochastic component of the dynamics and model error) -φ is stationary in the sense that φ (·, s + t) = φ (φ (·,t), s).
There are two questions that we can now usefully ask -(1) which model produces simulated trajectories most similar to the original system, and (2) what are the dynamical properties of this model? To answer the first question we will apply an ensemble of nonlinear time series tools to quantify the dynamics of both the original data (Fig. 1 ) and the output of models of that data (1). Once we are able to quantify which models best match the data, we then move to describing the dynamics of that model in order to better understand the original dynamical system.
RESULTS
The details of the modeling routine are described elsewhere, but the crux of our algorithm is a radial basis modeling scheme [8] with variable basis functions [9] subject to minimum description length model selection [7] . The radial basis function scheme provides a robust functional approximation approach with compact support, the variable basis functions allow for different types of smooth functional approximation in different regions of phase space, and the minimum description length criterion has been shown to efficiently prevent over fitting [6] .
To quantify the nonlinear dynamics of both model and data we have applied a range of algorithms, we only describe the most discriminatory here: correlation dimension, entropy and noise level (estimated with the Gaussian kernel algorithm [4, 10] and a variety of complex network based measures [11] estimated from a complex network constructed from the time series with an algorithm described in [5] -diameter, clustering and assortativity.
From the data in Fig. 1 , we build 100 models with the scheme described above -the modeling algorithm is highly nonlinear and hence involves an efficient stochastic search, the output of each modeling run is a best guess of the underling dynamics. From these 100 independent guesses at the dynamics of the system we generate typical simulated trajectories and then quantify the features of each and finally compare to the original data. The results are summarized in Table 2 . A quick comparison of the numerical estimates shows that the models which exhibit a long-time transient chaotic dynamic also provide the best match to the nonlinear quantitative features of the data.
Hence, we are able to conclude that chaotic dynamical behavior (the transient nature of this chaotic dynamic occurs on a time scale longer than the original data and is therefore of no consequence) provides the most likely model of the behavior of this DEM system in the critical state. Fig. 2 depicts the typical evolution of three such models, along with the original data. Clearly the model Fig. 3 . The network is embedded in in an abstract mathematical space and then mapped to Euclidean space using an energy minimisation algorithm.
simulations look similar and exhibit and similar range of dynamical behavior.
In Fig. 3 we plot just one trajectory of one of the transient chaotic models shown in Fig. 2 , but it is typical. This is a simulation of the model behavior with no noise and we have colored the trajectory (shown here in a pseudo-phase space) according to amplitude. This reveals three distinct basins of attraction: a small amplitude oscillation, a large amplitude exploration, and convergence to a stable fixed point. The small and large amplitude regions have adjacent basins of attraction and a small noise perturbation will cause the dynamics to switch from one to the other. Similarly, the large amplitude oscillation is adjacent to both the small amplitude [4] ), mean path-length (ℓ), clustering (g), and degree-degree assortativity (r). In each case, the mean value and standard deviation are reported. Also reported is the number of simulation (out of 100 attempts) which remained bounded. According to these measures, the transient chaotic dynamics most closely matches the dynamics observed in the data -with only assortativity of the complex network differing by (barely) more than one standard deviation. Asymptotic dynamics of each model was classified as either a stable node ("Node"), a stable focus ("Focus") or long-time transient chaos ("Chaos") according to both direct inspection and the motif super-family criteria [5] . and also the stable fixed point: hence the right noise impulse at the right time will cause the system to drop to one of these other regions. The fixed point, however, has a large basin of attraction and once the trajectory reaches the fixed point it stays there -this is perhaps physically not realistic, but does explain the distinction between true chaos and the chaotic transient we observe in our simulations. Finally, in Fig. 4 we depict the complex network reconstruction of the dynamics which was used to compute various statistics in Table 2 . In this case, this is obtained from a section of the small amplitude trajectory shown in Fig. 3 . The network structure is topologically very similar to both the original data and chaotic dynamical systems -according to the metrics discussed above and also the motif super-family ranking of [5] .
CONCLUSIONS
The characterization, in the previous section, of this system as chaotic really just implies that a lowdimensional dynamical system is capable of explaining most of the observed variability in the system ( Table 2 demonstrated that there is still a non-trivial "noise" component) -combined with more detailed forthcoming analysis [12] we conclude that four degrees of freedom are sufficient. Four degrees (d = 4) is the minimum sufficient dimension to produce useful models, and hence implies the minimum number of first order differential equations necessary to describe the system.
The dynamics of these models is also interesting. Upon closer examination we observe a bistable chaotic system with two close interconnected basins of attraction -one large in extent and one small. These two basins correspond to the small-scale movement in the original system and the large sudden collapses. Large scale collapse can be predicted by tracing the motion of the system in the small scale regime and determining when it approaches the boundary of the basin of attraction. This suggests that during the small amplitude phase, it is the timing and amplitude of noise impulse that determine exactly when the next large deflection will occur.
ACKNOWLEDGMENTS
This work was partially supported by US Army Research Office (W911NF-11-1-0175), the Australian Research Council (DP0986876 and DP120104759) and the Melbourne Energy Institute (AT, DMW). MS is supported by an Australian Research Council Future Fellowship (FT110100896)
