Abstract. We develop real Paley-Wiener theorems for classes S ω of ultradifferentiable functions and related L p -spaces in the spirit of Bang and Andersen for the Schwartz class. We introduce results of this type for the so-called Gabor transform and give a full characterization in terms of Fourier and Wigner transforms for several variables of a Paley-Wiener theorem in this general setting, which is new in the literature. We also analyze this type of results when the support of the function is not compact using polynomials. Some examples are given.
Introduction
As stated in [4] , "A Paley-Wiener theorem is a characterization, by relating support to growth, of the image of a space of functions or distributions under a transform of Fourier type." This relation comes only in terms of a compact and convex set in which the support of the function or distribution is included. In fact, the growth off on C d enables to retrieve the convex hull of the support of f , but no more precise information can be obtained from it (see [4] and the references therein). In the last years, a new type of results called "real Paley-Wiener type theorems" has received much attention, which try to circumvent this theoretical obstruction for the classical Paley-Wiener theorems to "look inside" the convex hull of the support. The word "real" expresses that information about the support of f comes from growth rates associated to the functionf on R d rather than on C d as in the classical "complex Paley-Wiener theorems". This theory was initiated by Bang and Tuan, and here we follow the approach of Andersen and Andersen-De Jeu (see [2, 3, 4, 5, 26] and the references therein), who state results of "real Paley-Wiener" type in spaces of rapidly decreasing functions (the Schwartz class S(R d )) or in L p spaces in their most general version, using polynomials, where the support of the function (or distribution) could be non-compact or even non-convex.
Björck [6] introduced in 1966 global classes of ultradifferentiable functions S ω (R d ) using weights ω in the sense of Beurling to extend previous theorems of Hörmander about interior regularity of linear partial differential operators with constant coefficients. These weight functions permit to treat in a unified way a big scale of classes of functions or (ultra)distributions and are especially suitable for manipulations on the Fourier transform side. We recall here that when the weight function is the logarithm, i.e. ω(t) = log(1 + t), the class S ω is the Schwartz class S. In the last 60 years, the classes of ultradifferentiable functions and their duals have been intensively studied for very different purposes and have become the right setting to study many different problems in analysis in a very general way (partial differential equations, PaleyWiener theorems, Whitney jets, Borel theorems, etc.). We mention [14] as the reference for the modern point of view of the treatment of these classes where the authors get, under some conditions on the weight functions, to relate the growth of the functions in terms of their partial derivatives and the growth of their Fourier transforms, property that has many advantages.
As Andersen and De Jeu mention in [4] , their theorems of "real" type can be extended to other transforms of Fourier type, where the classical theorems cannot. In fact, also to more general spaces of functions as we will show below. Our aim is to study real Paley-Wiener theorems in the spirit of Bang, Andersen and Andersen and De Jeu [2, 3, 4, 5] in the more general S ω -setting and related L p -spaces. Moreover, we show that some transforms coming from the field of time-frequency analysis enter into the game, like the Gabor and Wigner transforms. We also study the case when the support of the Fourier transform is not necessarily compact or convex, extending some results in terms of polynomials in the spirit of [26, 4] .
In Section 2 we give some preliminaries and definitions on weight functions, Fourier type transforms and the space S ω (R d ) especially when the seminorms are given in terms of L p -norms. In Section 3 we extend [5, Theorem 1] for several variables in the S ω -setting in different ways (see Proposition 3.3) . Also in this section we state a general version of [2, Theorem 1] for the ultradifferentiable setting and several variables (Theorem 3.2). Our main result in this section is Theorem 3.17, where we give a full characterization of the known "complex Paley-Wiener theorem" in the Beurling setting (see [14, Proposition 3.4(2) ]) in terms of Wigner transforms; in this result, we assume that the support of the Fourier transform of the S ω -function is inside a hypercube in R d . To obtain it, we need some preparation: to study the behaviour of the Gabor transform of a function f in S ω with respect to a window ψ ∈ S ω , in a suitable weighted mixed L p,q -space, in terms of the support of the function f and the window ψ (Proposition 3.11). As a consequence, the symmetric properties of the Wigner transform give surprising results (Corollaries 3.14 and 3.15). We finish this section with an example about Hermite functions. In Section 4 we treat the case of arbitrary support and, following the lines of [4] , we extend Theorem 2.2 and 2.5 of this paper (these are our Theorem 4.2 and Corollary 4.3). Finally, in Example 4.5 we analyze the relation of the definition of the generalized support (4.1) with the regularity of the corresponding polynomial.
Preliminaries
We begin with the definition of non-quasianalytic weight function in the sense of [14] suitable for the Beurling case, i.e. we consider the logarithm as a weight function also. (α) There exists L ≥ 1 such that ω(2t) ≤ L(ω(t) + 1), ∀t ≥ 0; (β) +∞ 1 ω(t) t 2 dt < +∞; (γ) there exist a ∈ R and b > 0 such that
Then, for ζ ∈ C d , we define ω(ζ) := ω(|ζ|).
Remark 2.2. We recall some well-known properties on weight functions; the proofs can be found in the literature, we recall them here for the sake of completeness.
(i) Condition (α) implies that for every t 1 , t 2 ≥ 0
indeed, since ω is increasing and positive we have
(ii) Since (2.1) trivially implies (α) with 2L instead of L, we have that (α) is equivalent to (2.1) (cf. [14] ). (iii) By condition (α) and (2.1) we easily deduce that for every k ∈ N and t ≥ 0,
By (β) and the fact that ω is increasing, we have that ω(t) = o(t) as t → +∞ (cf. [24] ).
This can be deduced by the fact that
(v) By condition (γ) we have
We denote by ϕ * the Young conjugate of ϕ, defined by
We recall that it is an increasing convex function satisfying ϕ * * = ϕ (see [21] ). We will use throughout the next Lemma (easy to prove; see [14] ). Lemma 2.3. Let ω : [0, +∞) → [0, +∞) be a continuous increasing function such that ϕ(t) := ω(e t ) is convex. Then the following properties hold:
If there exist A ≥ 0 and B ≥ 1 such that ω(et) ≤ A + Bω(t) for all t ≥ 0, then for all λ > 0 and j, n ∈ N 0 = N ∪ {0}:
Note that if ω is subadditive (that means it satisfies ω(t 1 + t 2 ) ≤ ω(t 1 ) + ω(t 2 ) for every t 1 , t 2 ≥ 0), then we can take A = 0 and B = 3.
(iv) If there exist A ≥ 0 and B ≥ 1 such that ω(et) ≤ A + Bω(t) for all t ≥ 0, then for all ρ, λ > 0 and j ∈ N 0 :
[log ρ+1] , where [x] denotes the integer part of x. (v) For all λ > 0 and k ∈ N 0 :
(vi) If there exist a ∈ R and b > 0 such that ω(t) ≥ a + b log(1 + t) for all t ≥ 0, then for all σ, λ > 0 and t ≥ 1:
(vii) If ω(t) = o(t) as t tends to infinity, for every ℓ ∈ N there exists a constant C ℓ > 0 such that
(viii) Assume that there exist A ≥ 0 and B ≥ 1 such that ω(et) ≤ A + Bω(t) for all t ≥ 0, and moreover ω(t) = o(t) as t tends to infinity. Then, for all D, λ > 0 and n ∈ N 0 :
for some C D,λ > 0. (ix) For all j, h, r ∈ N 0 and λ > 0:
In this paper we will consider classes of ultradifferentiable functions of Beurling type in the sense of Braun, Meise and Taylor [14] , which are defined, for a weight function ω and an open subset Ω of R d , by
where
Here, we relax condition (γ) of [14, Definition 1.1] in our Definition 2.1 since we consider only Beurling classes (as Björck [6] , but considering more general weights that are not necessarily subadditive).
Then, the space of ultradifferentiable functions of Beurling type with compact support in Ω is denoted by D (ω) (Ω), and its corresponding dual space by D ′ (ω) (Ω), which is called the space of ultradistributions of Beurling type.
We consider also the Fourier transform of u ∈ L 1 (R d ) denoted by
with standard extensions to more general spaces of functions and distributions. The so-called
Then we write Wig u for Wig(u, u). We refer to [18] for the classical properties of the Gabor and Wigner transforms. The setting of this work is given by the following definition.
The corresponding strong dual of ultradistributions will be denoted by S
By condition (γ) of Definition 2.1 it is easy to deduce that
can be equivalently defined as the set of all u ∈ S(R d ) that satisfy the condition of Definition 2.4. By Björck [6] , we know that the Fourier transform F : [19, 11, 12] . We recall, for the reader convenience, the following result [11, 12] .
and only if one of the following conditions hold:
In the following, it is sometimes more convenient to use
We need the following notation of L p,q -space:
here, we replace the L p or L q norm with the essential supremum if p or q is equal to ∞. We obtain the next extension of Theorem 2.5:
if and only if one of the following conditions is satisfied:
To this aim we shall prove that u satisfies condition (h) of Theorem 2.5, for some fixed 
and because of (c) ′ (i), (2.1) and (2.3). On the other hand (see [18, formula (3.10) 
so that, as in (2.6) with q instead of p, we obtain that also
for some C ′ λ > 0. Then, from (2.6), (2.7) and (2.1): 
′ is trivial, let us suppose that u satisfies (c) ′ ; from the condition (γ) of Definition 2.1, for c = 1/b and C α = e −a|α|/b , we have
Hence, we obtain
In the other direction, if u ∈ S ω (R d ), we have, by Lemma 2.3,
′ is satisfied and we prove (e) ′ . By Lemma 2.
Then condition (g) of Theorem 2.5 is satisfied, and hence for σ ≥ (d + 1)/bp and for every α ∈ N d 0 and µ > 0:
for some C µ,λ > 0 by (g) and (2.3).
In the opposite direction, we have that, using (d)
Soû satisfies (d)(ii) of Theorem 2.5. In the same way, the fact that u satisfies (d)
of Theorem 2.5, and so
In the opposite direction, we prove that (h) ′ ⇒ (e) of Theorem 2.5. From the proof of [12, Proposition 2.10], under condition (2.1) instead of subadditivity, we have
for every σ > 0; using Hölder's inequality for L p,q spaces we get
We observe that Theorems 2.5 and 2.6 provide equivalent systems of seminorms for the space We shall use in the following the notation f, g for the inner product in L 2 when f, g ∈ L 2 , or (more generally) for the duality, that we consider as conjugate linear application of f to g.
Real Paley-Wiener theorems for ω-ultradifferentiable functions
Here, we consider, for R > 0 and a non-quasianalytic weight function ω, the space 
we thus have, for |ξ| ≥ 1 and
Taking the infimum over N ∈ N 0 and applying Lemma 2.3(vi) we have that, for all µ > 0 there exists C µ > 0 such that for all |ξ| ≥ 1:
Since the above inequality is trivial for |ξ| ≤ 1, we finally have (c)(ii) and hence f ∈ S ω (R d ).
In the following result, we denote by
where ξ ∈ R d and |ξ| ∞ is its sup norm.
Theorem 3.2. Let R > 0 and ω a non-quasianalytic weight function. The following conditions are equivalent:
We integrate by parts,
By hypothesis, we have that for every λ > 0 there exists C λ such that
where we denoted D
, there exists C µ,λ > 0 such that, applying Theorem 2.5(g) in (3.5), for |x| ≥ 1 and N ∈ N 0 :
for some C λ > 0, where we have fixed µ ≥ (d + 1)/b. Taking the infimum over N ∈ N 0 and applying Lemma 2.3(vi) we have therefore, for |x| ≥ 2
for a ∈ R, b > 0 as in condition (γ) of Definition 2.1. Let us consider now |x| < 2
Since ω is increasing we have that (3.6) is true also for |x| < 2
), for a constant C λ which depends on λ, a, b, R, d and ω(1). By (3.6) and (2.2) we finally have that for every λ
Let us define, for a function g on R d :
The next result treats two different cases: the first one does not need weight functions and it is a natural extension of Theorem 1 of [5] for several variables; in the other case, we assume two different additional conditions on the weight function: subadditivity (condition (3.9)) or a "mild" condition introduced in [13] that guarantees that the weight does not increase too slowly (condition (3.10)). We shall use in the following the notation
We have:
0 and for some λ > 0, and that the weight function ω satisfies one of the following conditions: (a) It is sub-additive, i.e.,
Remark 3.4. We observe that, in general, Rf ∈ {t ∈ R; t ≥ 0} ∪ {+∞}, so thatf may not have compact support. Moreover, the limit (3.11) does not depend on µ.
Proof of Proposition 3.3. It suffices to see (2) , since (1) can be proved in the same way (it is statement (2) for λ = 0). We can assume that p < ∞, because the same proof is valid for p = ∞ with some small modifications. First, we consider φ ∈ S ω (R d ) such thatφ has compact support. Then, by Theorem 3.2, we have that φ ∈ PW ω Rφ (R d ) and hence, for every 1 ≤ p < +∞, λ > 0, and σ ≥ 2/bp:
we take the maximum when |α| = n and then the limit when n tends to infinity, we deduce lim sup
We observe that f ∈ S ′ (R d ) and hence its Fourier transform is well defined. Assume, for the moment, that suppf is compact, so that Rf ∈ R.
We observe that if the weight satisfies hypothesis (2)(a), i.e., it is sub-additive, we have
for any x, y ∈ R d , λ ≥ 0 and n ∈ N. On the other hand, it is easy to deduce from hypothesis (2)(b) that for each k ∈ N,
for all x, y ∈ R d . Hence, under both hypotheses on the weight function ω, we have, by (3.13) or (3.14), for each x, y ∈ R d and n big enough,
for some constant D λ that depends on λ ≥ 0 and the weight function ω.
Let ε > 0 and choose
Thenf =f ·φ and hence, by the properties of the Fourier transform, f = f * φ. Now, by (3.15), we obtain lim sup
and, by the construction of φ, Rφ ≤ Rf + ε. Now, as ε > 0 is arbitrary, we obtain lim sup
We remark that when suppf is not compact, Rf = +∞ and, in this case, (3.17) is still valid.
Take now 0 = ξ 0 ∈ suppf , and assume w.l.o.g. that 0 < ε < |ξ
and f , ψ = 0, where Π 1 : R d → R is the projection in the first variable.
Then, for ξ ∈ R d with ξ 1 = 0, λ > 0 and 1 ≤ p < +∞ we have:
We have
Therefore, we obtain
We then obtain (|ξ
for a constant C(ψ) that depends on ψ, the support of ψ and its partial derivatives up to the order 2d, and the dimension d. Hence, since
by (3.17).
By the arbitrariness of ε > 0 and then of ξ 0 ∈ suppf :
and, hence, there exists
for λ > 0 and 1 ≤ p < +∞.
Remark 3.5. The condition e λω(
0 and all λ ≥ 0, (3.11) is true without the additional assuptions (3.9) or (3.10). Indeed, in (3.16) we can use (2.1) directly.
As we have already mentioned, Proposition 3.3 in the case λ = 0 is [5, Theorem 1] for several variables, cf. [2, Theorem 3] also. On the other hand, we are interested in the case λ > 0 in order to get Paley-Wiener theorems for ultradifferentiable functions; see Theorem 3.17 below. To this aim, first we prove that, under the assumptions of Proposition 3.3, if (3.11) is satisfied for some Rf ∈ R and for all λ > 0, then u ∈ S ω (R d ). We need some lemmas.
Proof. Since f ∈ S ′ (R d ), we can apply the Fourier transform to f . We fix α, β ∈ N d 0 and choose λ > 0 big enough such that x β−γ e −λω(
, for every γ ≤ min{α, β} and for 1/p + 1/p ′ = 1, and we apply Hölder's inequality to obtain
which finishes the proof.
and for all λ > 0. Iff has compact support, we have
Proof. Assume that ξ = (ξ 1 , . . . , ξ d ) = 0, and that |ξ| ∞ = |ξ 1 |. Given n ∈ N 0 and λ ≥ d+1 bp ′ , where 1/p + 1/p ′ = 1, we can write
3). Sincef has compact support by assumption, by Proposition 3.3 and Remark 3.5, we have that (3.11) is satisfied with Rf ∈ R. Therefore, there exists a constant D ∈ R, depending only on f , such that, for all n ∈ N 0 ,
and hence, by Lemma 2.3(viii),
for someD, C ′ λ > 0. Now, by Lemma 2.3(vi), if we assume |ξ 1 | ≥ 1,
Hence, it is suffices to take λ > 1/b big enough to finish the proof.
and λ > 0. Iff has compact support, then f ∈ S ω (R d ).
Proof. By Lemmas 3.6 and 3.7 we have that f ∈ S(R d ) and, for every λ > 0, there exists
3.1. Relation with the Wigner transform. Proposition 3.3 proves that the radius of the support off can be computed with the limit (3.11) for any λ ≥ 0. Now, we give a characterization of the support off in terms of the Wigner transform. First, we introduce the following real Paley-Wiener space defined by means of the Gabor transform:
Definition 3.9. Let T, R > 0 and define, for ψ ∈ PW
, it is not difficult to see that for every λ > 0 there is
) and, hence, for all µ > 0 there exists C µ > 0 such that
By Theorem 3.2 we have that suppf ⊆ Q R , suppψ ⊆ Q T and hence the projection on ξ of the support of V ψ f satisfies
as it can be deduced for example from [18, formula (3.8) ]. From (3.21) and (3.22) we have that
for all x, ξ ∈ R d , N ∈ N 0 and µ > 0. Combining (3.20) and (3.23) we finally have:
for some C λ,µ > 0 and for all
Given the space defined in (2.5), we have the following result:
Proof. If suppf or suppψ are not compact, then Rf = +∞ or, respectively, Rψ = +∞, so the inequality (3.24) is trivial. So, we can assume that suppf and suppψ are compact, and hence Rf , Rψ ∈ R. By Theorem 3.2 and Proposition 3.10, we have
and hence for σ and τ sufficiently large, from (2.3) we obtain lim sup
for some C λ,µ > 0, if p < +∞. If p = +∞ the proof is similar.
We introduce now the following notation for the translation and modulation operators; for x, ξ, x 0 , ξ 0 ∈ R d we denote
Example 3.12. The inequality (3.24) is strict, in general. Let us consider, for instance, f ∈ S ω (R) with suppf ⊆ [Rf − µ, Rf ] for some 0 < µ < Rf < +∞. Then
On the other hand, for the right choice of the window function we get the equality in (3.24) , as the next result shows. This fact becomes crucial for the analysis of real Paley-Wiener theorems in terms of the Wigner transform. In the next result the number Rf could be +∞.
Proof. By Proposition 3.11 we have lim sup (3.27) sincef (ξ) =f (−ξ) and hence Rf = Rf . Now, we fix ξ 0 ∈ suppf and 0 < ε < 2|ξ
Note that, by [18, formula (3.10) ], 
Let us now remark that 
and from (3.30) we obtain that
By the arbitrariness of 0 < ε < 2|ξ 0 | ∞ and of ξ 0 ∈ suppf , from (3.31) and (3.27), we finally obtain (3.26).
Using the fact that ω is increasing and satisfies condition (α) of Definition 2.1 we have
and so, by (3.33),
Consequently, from Proposition 3.13, we deduce
for 1 ≤ p, q < ∞. If p and/or q is ∞ the proof is similar.
Proof. Formula (3.34) follows from (3.32) with λ = µ = 0. Formula (3.35) follows from [18, Prop. 4.3.2] and (3.34) applied tof :
If we consider formula (3.34) for p = q = 2 in the one-dimensional case, the multiplication by |ξ| N cannot be replaced by the derivatives D N x of the Wigner transform of a real valued function f ∈ S ω (R). Indeed, if we denote by
Now, since f is real valued by assumption,
Hence, by (3.36), lim sup
which can be strictly smaller than Rf , by Example 3.12.
On the other hand, if f =f , by Proposition 3.13,
by hypothesis and (2.3), provided that λ ≥ (d + 1)/bp ′ and µ ≥ (d + 1)/bq ′ . Then, by applying the inverse partial Fourier transform with respect to ξ to Wig f (x, ξ) we get
. Now, suppose that f ≡ 0 (otherwise the result is trivial), and let
and apply the two distributions in (3.37) to the test function Φ; on the right-hand side we can write the application as an integral, and then we obtain
Then by the change of variables x + t/2 = y, x − t/2 = s and by Fubini Theorem we obtain
Wig f y + s 2 , ξ e i ξ,y−s φ 0 (s) dξ ds φ(y) dy, and so we get that f is a function in
In order to prove that f ∈ S ω (R d ) we shall prove that f satisfies condition (c) ′ of Theorem 2.6. Suppose that p < +∞. By (3.38) and Minkowski inequality, cf. for example [17, 6.19] , we have
dξds.
, using Hölder inequality in the ξ-integral and (2.1) we obtain,
by hypothesis and (2.3). In the case p = +∞ the same proof works, with small modifications, so (3.39) holds for every p and q. Now, let φ 1 ∈ S ω (R d ) be such that f , φ 1 = 0, and q < +∞. We apply (3.38) tof and use [18, Prop. 4.3.2] to get
We apply the change of variables (ξ + s)/2 = η in the ξ-integral, −y = x, use condition (α) of Definition 2.1 and (2.1) and Hölder's inequality in the x-integral to obtain, for
by hypothesis, where
3). If q = ∞ the same proof works, with small modifications, so (3.40) holds for every p and q. By (3.39) and (3.40) the function f satisfies Theorem 2.6 (c) ′ .
We can now prove the following theorem that, besides the classical result in ultradifferentiable classes (see [6, 14, 16] ), contains real ultradifferentiable Paley-Wiener theorems in the spirit of [3] and a new equivalent condition on the Wigner transform. Given R > 0, for the compact set Q R , as defined in (3.3), we denote its supporting function H Q R (x) := sup y∈Q R x, y simply by
Theorem 3.17. Let 1 ≤ p, q ≤ +∞ and R > 0. Then the following conditions are equivalent:
(a) f is an entire function in C d and for all k ∈ N 0 there exists C k > 0 such that
0 and λ ≥ 0 and 
Follows from Lemma 3.16 and Corollary 3.14.
with suppf ⊆ Q R if and only if Rf ≤ R and for all λ, µ > 0 there exists
with supp f ⊆ Q R if and only if R f ≤ R and for all λ, µ > 0 there exists C λ,µ > 0 such that
Proof. (a) If f ∈ S ω (R d ) and suppf ⊆ Q R , by Theorem 3.17, we obtain that f ∈ PW ω R (R d ).
From Proposition 3.10 we have f ∈ PWG ω,f R , wheref (x) = f (−x), and hence
It follows from [18, Lemma 4.3 
) and the inequality of (a) is satisfied, then f ∈ S ω (R d ) by Lemma 3.16 and suppf ⊆ Q R by Corollary 3.14, since Rf ≤ R. (b) It follows from (a) because
Proof. It follows directly from Theorem 3.17 with ω(t) = log(1 + t) and the observation that (3.41) and (3.42) can be required just for λ = 0 since we have f ∈ S(R d ).
Note also that we can substitute e λω( x n+1 ) with
Example 3.20. For k ∈ N 0 , let e k be the Hermite function on R defined by
where the Hermite polynomial H k (x) of degree k is given by
The Hermite functions e k ∈ S ω (R) (see [23, Lemma 3.2] and [11, Remark 4.17] ). Then the Wigner transform Wig(e j , e k ) ∈ S ω (R 2 ) and the Fourier-Wigner transform
is the inverse Fourier transform of Wig(e j , e k ) (see [27] ):
Wig(e j , e k )(x, ξ) = F (V (e j , e k ))(x, ξ).
Let us denote by e j,k (y, t) = V (e j , e k )(y, t), j, k ∈ N 0 .
By (3.43)
Wig(e j , e k )(x, ξ) =ê j,k (x, ξ) and, by [27, Thm. 3.4] , for all j, k ∈ N 0 :
where L is the twisted Laplacian defined by
Then
Le j,k = (2k + 1)ê j,k and, by [11, Ex. 5.4 ]:Lê
It is well-known that the Hermite functions are eigenfunctions of the Fourier transform:
for some λ ∈ C. Since e k does not have compact support, we have therefore thatê k does not have compact support, i.e. Rê k = +∞. Since e k ∈ S ω (R), by Corollary 3.14 we have that for all p, q ∈ [1, +∞] and µ, λ ≥ 0:
i.e. the eigenfunctionsê k,k = Wig(e k , e k ) ofL satisfy:
Moreover, Proposition 3.3 and Remark 3.5 imply that the Hermite functions e k satisfy lim n→+∞ e λω(
for all λ ≥ 0 and p ∈ [1, +∞].
Arbitrary support
In order to characterize the support off in terms of the growth of some derivatives of f when suppf is not compact, we substitute, in the definition of PW
n of a linear partial differential operator with constant coefficients and generalize some results of [4] .
Given a polynomial P ∈ C[ξ 1 , . . . , ξ d ] we denote by P (D) the corresponding linear partial differential operator with symbol P , where we use the standard notation D j := −i∂ j . Following [4] , we define for an ultradistribution T on R d and a polynomial P ∈ C[ξ 1 , . . . , ξ d ],
with the convention that R(P, T ) = 0 if T ≡ 0. 
for polynomials P ℓ,k (ξ) independent of n and of degree deg P ℓ,k ≤ ℓ(m − 1).
Proof. Let us prove it by induction on |k|. If |k| = 0 then the statement is trivial with P 0,0 ≡ 1. Assume (4.2) to be valid for |k|, and let us prove it for |k| + 1, i.e. for a multi-index k + e j for some 1 ≤ j ≤ d, where e j is the vector with all entries equal to 0 except the j-th entry equal to 1.
By the inductive assumption
We can thus write
for some polynomials Pl ,k+e j not depending on n and of degree deg Pl ,k+e j ≤l(m − 1).
and let R(P,f ) be defined as in (4.1). Then the following conditions are equivalent:
Proof. Let us first prove that (a) ⇒ (b). Let ξ 0 ∈ R d and ε > 0 such that |P (ξ 0 )| ≥ R + ε > 0. We have to prove thatf (ξ 0 ) = 0.
For every λ > 0 and n ∈ N 0 we have, from (a):
for some C ′ m > 0, choosing λ sufficiently large in such a way that e
Conversely, let us prove that (b) ⇒ (a). By the Fourier inversion formula, for x = 0 and N ∈ N 0 :
for polynomials P ℓ,k (ξ) with deg P ℓ,k ≤ ℓ(m − 1) independent of n, by Lemma 4.1. Sincef ∈ S ω (R d ) we thus have that for every µ, λ > 0 there exists C µ,λ > 0 such that by Lemma 2.3(ii).
We use now (4.5), (4.6) and (4.7) in (4.4) to obtain that for every λ > 0 there exists C λ > 0 such that 
with C = f L 1 (R d ) (observe that C is finite sincef ∈ S ω (R d )). Since ω is increasing, we then have that (4.8) is satisfied for |x| < (4d) m (n + 1)(1 + Now, we assume that R(P,f ) < +∞. By Theorem 4.2, for every R ≥ R(P,f ) and every n ∈ N, we have
We deduce that lim sup
for each R ≥ R(P,f ), which concludes the proof.
Remark 4.4. Let us remark that Theorem 4.2 gives an estimate, in terms of R, of the upper bound of |P (ξ)| for ξ ∈ suppf . This is interesting because {ξ ∈ R d : |P (ξ)| ≤ R} can be not compact, so that we have some estimate on the support off for f ∈ S ω (R d ), with arbitrary support off . Our results should be compared with [22] . See also [8, 9, 10] . Therefore there exists M > 0 such that
and therefore is bounded and hence compact, since its trivially closed. On the contrary, the fact that V R is compact does not imply that P is hypoelliptic. Take, for instance,
