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LOW RANK SYMMETRIC TENSOR APPROXIMATIONS
JIAWANG NIE
Abstract. For a given symmetric tensor, we aim at finding a new one whose
symmetric rank is small and that is close to the given one. There exist lin-
ear relations among the entries of low rank symmetric tensors. Such linear
relations can be expressed by polynomials, which are called generating poly-
nomials. We propose a new approach for computing low rank approximations
by using generating polynomials. First, we estimate a set of generating poly-
nomials that are approximately satisfied by the given tensor. Second, we find
approximate common zeros of these polynomials. Third, we use these zeros to
construct low rank tensor approximations. If the symmetric tensor to be ap-
proximated is sufficiently close to a low rank one, we show that the computed
low rank approximations are quasi-optimal.
1. Introduction
Let m,n > 0 be integers. Denote by Tm(Cn) the space of mth order tensors over
the complex vector space Cn. Under the canonical basis of Cn, each F ∈ Tm(Cn)
can be represented by an array indexed by integer tuples (i1, . . . , im) with 1 ≤ ij ≤
n (j = 1, . . . ,m), i.e.,
F = (Fi1...im)1≤i1,...,im≤n.
Tensors of order m are called m-tensors. When m = 3 (resp., 4), they are called
cubic (resp., quartic) tensors. The tensor F is symmetric if Fi1...im is invariant
under all permutations of (i1, . . . , im). Denote by S
m(Cn) the linear subspace of all
symmetric tensors in Tm(Cn).
For a vector u ∈ Cn, its mth tensor power is the outer product u⊗m ∈ Sm(Cn)
such that it holds for all 1 ≤ i1 . . . im ≤ n that
(u⊗m)i1...im = ui1 · · ·uim .
Tensors like u⊗m are called rank-1 symmetric tensors. For every F ∈ Sm(Cn), there
exist vectors u1, . . . , ur ∈ Cn such that
(1.1) F = (u1)⊗m + · · ·+ (ur)⊗m.
The smallest such r is called the symmetric rank of F , and is denoted as rankS(F).
If rankS(F) = r, F is called a rank-r tensor and (1.1) is called a symmetric rank
decomposition, which is often called a Waring decomposition in the literature. The
rank of a generic symmetric tensor is given by the Alexander-Hirschowitz formula
[2]. We refer to [10] for symmetric tensors and their symmetric ranks, and refer
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to [4, 5, 7, 36, 38] for symmetric tensor decompositions. On the other hand, the
general rank of F , denoted as rank(F), is the smallest k such that
F = F1 + · · ·+ Fk,
where each Fi ∈ Tm(Cn) is rank-1 but not necessarily symmetric. In the literature,
rank(F) is also called the candecomp-parafac (cp) rank of F . Clearly, we always
have rank(F) ≤ rankS(F). It is interesting to know whether or not rank(F) =
rankS(F) for a symmetric tensor F . Comon conjectured that they are equal [37].
Indeed, Friedland [22] proved this is true for some classes of tensors. Throughout
this paper, we only consider symmetric tensors, and their symmetric ranks are just
called ranks, for convenience.
Tensor decomposition is a fundamental question in multilinear algebra. For non-
symmetric tensors, there exist optimization based methods for computing tensor
decompositions. We refer to Acar et al. [1], Comon et al. [12], Hayashi et al. [15],
Paatero [39], Phan et al. [40], Sorber et al. [42], Tomasi and Bro [46]. These methods
can be adapted to computing symmetric tensor decompositions. A survey of tensor
decomposition methods can be found in Comon [9], Kolda and Bader [29]. For
symmetric tensor decompositions, there exist methods that are based on catalec-
ticant matrices [27], Hankel matrices and flat extensions [7], optimization based
methods [30], tensor eigenvectors [38], and generating polynomials [36]. Moreover,
the method in [7] can be generalized to compute nonsymmetric tensor decompo-
sitions [6]. Tensor decompositions have broad applications [29]. For symmetric
tensors, Waring decompositions have broad applications, for instance, in machine
learning [3]. For more introductions about tensors, we refer to [32, 34].
In applications, people often need to approximate tensors by low rank ones. A
symmetric tensor in Sm(Cn) has nm entries, which grows rapidly as n and/or m
increase. This number is big, even for smallm and moderately large n. For instance,
when n = 100 and m = 3, a cubic tensor has one million entries. Computations
with tensors are often expensive, because of the typical huge dimension. So, low
rank approximations are often preferable in applications [11, 24]. A rank-1 tensor
in Sm(Cn) can be parameterized as u⊗m, i.e., by an n-dimensional vector u, which
is significantly smaller than nm. Therefore, if we can find u1, . . . , ur such that
(1.2) F ≈ (u1)⊗m + · · ·+ (ur)⊗m,
then the computations with F can be approximately done with u1, . . . , ur. The low
rank symmetric tensor approximation problem is the following: for a given tensor
F ∈ Sm(Cn) and a given rank r (typically small), find vectors u1, . . . , ur ∈ Cn
such that (1.2) is satisfied as much as possible. This is equivalent to the nonlinear
nonconvex optimization problem
(1.3) min
u1,...,ur∈Cn
∥∥∥(u1)⊗m + · · ·+ (ur)⊗m −F∥∥∥2,
where the Hilbert-Schmidt norm as in (2.2) is used. The problem (1.3) is NP-
hard [25], even for the special case r = 1.
In contrast to the matrix case (i.e., m = 2), the best rank-r tensor approximation
may not exist when m > 2 and r > 1 [17]. This is because the set of tensors of
rank less than or equal to r may not be closed. For r = 1, there exists much work
on rank-1 approximations; see, e.g., [16, 26, 28, 35, 48, 49]. For almost all F , the
best rank-1 approximation is unique [20]. For r > 1, when F is a nonsymmetric
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tensor, there exists various work on rank-r approximations. The classical methods
[1, 12, 15, 39, 40, 42, 46] are often used for nonsymmetric tensor decompositions and
approximations. We refer to [11, 21, 24] for recent work on nonsymmetric low rank
tensor approximations. When r > 1 and F is symmetric, there exists relatively
few work on computing low rank approximations. The classical methods for the
nonsymmetric case could be used by forcing the symmetry in the computation [28],
but their theoretical properties are not well-studied.
Contributions In this paper, we propose a new approach for computing low rank
approximations for symmetric tensors. It is motivated by the existing linear re-
lations among the entries of low rank symmetric tensors. Such linear relations
can be expressed by polynomials, which are called generating polynomials [36]. In
applications of low rank approximations, the tensor to be approximated is often
close to a low rank one. This is typically the case because of measurement errors
or noise, which are often small. This fact motivates us to compute low rank ap-
proximations by finding the hidden linear relations that are satisfied by low rank
symmetric tensors.
Our method of computing low rank symmetric tensor approximations consists of
three major stages. First, we estimate a set of generating polynomials, which can
be obtained by solving a linear least squares problem. Second, we find approximate
common zeros of these generating polynomials; it can be done by computing Schur
decompositions and solving eigenvalue problems. Third, we construct a low rank
approximation from their common zeros, by solving a linear least squares problem.
Our main conclusion is that if the tensor to be approximated is sufficiently close to
a low rank one, then the computed low rank tensors are good low rank approxima-
tions. The proof is build on perturbation analysis of linear least squares and Schur
decompositions.
The paper is organized as follows. In Section 2, we present some basics for
symmetric tensors. In Section 3, we give an algorithm for computing low rank
symmetric tensor approximations, and then analyze its approximation quality in
Section 4. In Section 5, we report numerical experiments. Section 6 concludes the
paper and lists some future work.
2. Preliminaries
2.1. Notation. The symbol N (resp., R, C) denotes the set of nonnegative integers
(resp., real, complex numbers). For any t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest
integer not smaller (resp., the largest integer not bigger) than t. The cardinality of
a set S is denoted as |S|. For a complex matrix A, AT denotes its transpose, A∗
denotes its conjugate transpose, ‖A‖2 denotes its standard operator 2-norm, and
‖A‖F denotes its standard Frobenius norm. For a complex vector u, ‖u‖ :=
√
u∗u
denotes the standard Euclidean norm, and (u)i denotes its ith entry. For two square
matrices X,Y of the same dimension, denote their commutator
(2.1) [X,Y ] := XY − Y X.
The Hilbert-Schmidt norm of a tensor F ∈ Tm(Cn) is defined as:
(2.2) ‖F‖ :=
( ∑
1≤i1,...,im≤n
|Fi1...im |2
)1/2
.
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Symmetric tensors can be equivalently indexed by monomial powers. For conve-
nience, let n¯ := n− 1. For α := (α1, . . . , αn¯) ∈ Nn¯ and x := (x1, . . . , xn¯), denote
|α| := α1 + · · ·+ αn¯, xα := xα11 · · ·xαn¯n¯ .
Denote Nn¯m := {α ∈ Nn¯ : |α| ≤ m}. Let C[x] := C[x1, . . . , xn¯] be the ring of
polynomials in x, with complex coefficients. Each F ∈ Sm(Cn) is indexed by an
integer tuple (i1, . . . , im), with 1 ≤ i1, . . . , im ≤ n. We can equivalently index F by
α ∈ Nn¯m as (let x0 := 1)
(2.3) Fα := Fi1,...,im whenever xα = xi1−1 · · ·xim−1.
Throughout the paper, we mostly use the above monomial power indexing.
2.2. Catalecticant matrices. The Catalecticant matrix1 [27] of a tensor F ∈
Sm(Cn) is defined as
(2.4) Cat(F) := (Fα+β)|α|≤m1,|β|≤m2 ,
where m1 = ⌊m2 ⌋, m2 = ⌈m2 ⌉ and F is indexed as in (2.3). The matrix Cat(F) is
also called the symmetric flattening of F in some references. For a rank r, let σr be
the closure in the Zariski topology [13] of the set of tensors (u1)
⊗m+ · · ·+ (ur)⊗m,
with u1, . . . , ur ∈ Cn. The set σr is an irreducible variety [32, Chapter 5]. It is also
called the rth order secant variety of the degree m Veronese embedding of Cn in
the literature. The symmetric border rank of F is then defined as
(2.5) rankSB(F) = min {r : F ∈ σr} .
It always holds that [36, Lemma 2.1]
(2.6) rankCat(F) ≤ rankSB(F) ≤ rankS(F).
A property P is said to be generically true on σr if it is true in a nonempty Zariski
open subset T of σr [38, Remark 2.1]. For such a property P, we say that w is a
generic point for P if w ∈ T . Interestingly, the inequalities in (2.6) become equalities
if F is a generic point of σr and r does not exceed the smaller size of Cat(F). This
fact was also noted in Iarrobino and Kanev [27, page XVIII]. For convenience of
reference, we give a straightforward proof for this fact.
Lemma 2.1. Let s = min{(n+m1−1m1 ), (n+m2−1m2 )}, the smaller size of Cat(F). For
all r ≤ s, if F is a generic point of σr, then
(2.7) rankCat(F) = rankSB(F) = rankS(F) = r.
Proof. Let φ1, . . . , φk be the r × r minors of the matrix
Cat
(
(x1)⊗m + · · ·+ (xr)⊗m
)
∈ C(n+m1−1m1 )×(n+m2−1m2 ).
Denote x := (x1, . . . , xr), with each xi ∈ Cn, then φ1, . . . , φk are homogeneous
polynomials in x. Let
Z = {x : φ1(x) = · · · = φk(x) = 0}.
Let Y := (Cn)r\Z, a Zariski open set in (Cn)r. Define the mapping:
π : Y → σr, (x1, . . . , xr) 7→ (x1)⊗m + · · ·+ (xr)⊗m.
1 There are several Catalecticant matrices for F , as in the reference [27]. In this paper, we
only use the most square one.
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The image π(Y ) is dense in σr . So, π(Y ) contains a Zariski open subset, say, Y , of
σr [41, Theorem 6,§5,Chap.I]. For each F ∈ Y , we have F = (u1)⊗m+ · · ·+(ur)⊗m
for a tuple u = (u1, . . . , ur) 6∈ Z. At least one of φ1(u), . . . , φk(u) is nonzero, so
rankCat(F) ≥ r. By (2.6), we have rankCat(F) ≤ rankS(F) ≤ r, which implies
that (2.7) is true. 
Lemma 2.1 implies that if r ≤ s, then for generic F ∈ σr we have rankS(F) =
rankCat(F) = r. So, in practice, rankS(F) and rankSB(F) can be estimated
by rankCat(F) when they are smaller than or equal to s. However, for generic
F ∈ Sm(Cn) such that rankCat(F) = r, we cannot conclude F ∈ σr .
2.3. Generating polynomials. This subsection mostly reviews the results in [36].
Let C[x]m be the subset of polynomials in C[x] whose degrees ≤ m. For p =∑
α∈Nn¯m
pαx
α ∈ C[x]m and F ∈ Sm(Cn), define the product
(2.8) 〈p,F〉 :=
∑
α∈Nn¯m
pαFα,
where F is indexed as in (2.3) and each pα is a coefficient. Let deg(p) denote the
total degree of a polynomial p. As defined in [36], a polynomial g ∈ C[x]m is called
a generating polynomial for F if
(2.9) 〈g xβ ,F〉 = 0 ∀β ∈ Nn¯m : deg(g) + |β| ≤ m.
The notion of generating polynomials is equivalent to apolarity for symmetric ten-
sors upon homogenization [36, Proposition 2.2]. Generating polynomials are useful
for computing symmetric tensor decompositions. We consider generating polyno-
mials for rank-r symmetric tensors. Let
(2.10) B0 :=
{
1, x1, . . . , xn¯, x
2
1, x1x2, . . .︸ ︷︷ ︸
the first r
}
,
the set of first r monomials in the graded lexicographic ordering. Let
(2.11) B1 :=
(
B0 ∪ x1B0 ∪ · · · ∪ xn¯B0)\B0.
The set B1 consists of the next k monomials in the graded lexicographic order,
where k ≤ rn but for which no closed expression is known. For convenience, by
writing β ∈ B0 (resp., α ∈ B1), we mean that xβ ∈ B0 (resp., xα ∈ B1). Let CB0×B1
be the space of all complex matrices indexed by (β, α) ∈ B0 × B1. For α ∈ B1 and
G ∈ CB0×B1 , denote the polynomial in x
(2.12) ϕ[G,α](x) :=
∑
β∈B0
G(β, α)xβ − xα.
If all ϕ[G,α] (α ∈ B1) are generating polynomials, then G is called a generating
matrix for F . This requires that F satisfies the linear relations [36, Prop. 3.5]
Fα+γ =
∑
β∈B0
G(β, α)Fβ+γ ,
for all γ ∈ Nn¯ with |γ|+ |α| ≤ m. The above implies that the entire tensor F can
be determined by the matrix G and its first r entries Fβ (β ∈ B0). This observation
motivates the notion of generating polynomials [36, §1.3]. Denote
(2.13) ϕ[G](x) :=
(
ϕ[G,α](x)
)
α∈B1
.
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The relations between generating polynomials and symmetric tensor decompo-
sitions can be summarized as follows. Suppose F has the decomposition
(2.14) F = (u1)⊗m + · · ·+ (ur)⊗m,
with u1, . . . , ur ∈ Cn. Let (ui)j be the jth entry of ui. If each (ui)1 6= 0, let
(2.15) vi =
(
(ui)2, . . . , (ui)n¯
)
/(ui)1, λi =
(
(ui)1
)m
.
Then, (2.14) is equivalent to the decomposition
(2.16) F = λ1
[
1
v1
]⊗m
+ · · ·+ λr
[
1
vr
]⊗m
.
The major part in computing (2.16) is to determine v1, . . . , vr. Once they are
known, the coefficients λ1, . . . , λr can be determined by solving linear equations.
Theorem 2.2. ([36]) Let F ∈ Sm(Cn) be a symmetric tensor.
(i) If G is a generating matrix of F and v1, . . . , vr are distinct zeros of ϕ[G](x),
then there exist scalars λ1, . . . , λr satisfying (2.16).
(ii) In (2.16), if det
(
[v1]B0 · · · [vr ]B0
) 6= 0, then there exists a unique gen-
erating matrix G of F such that v1, . . . , vr are distinct zeros of ϕ[G](x).
(The [vj ]B0 denotes the vector of monomials in B0 evaluated at vj.)
One wonders when ϕ[G] has r common zeros (counting multiplicities). This
question can be answered by using companion matrices. For each i = 1, . . . , n¯, the
companion matrix for ϕ[G](x) with respect to xi is Mxi(G), which is indexed by
(µ, ν) ∈ B0 × B0 and is given as
(2.17)
(
Mxi(G)
)
µ,ν
=

1 if xi · xν ∈ B0 and µ = ν + ei,
0 if xi · xν ∈ B0 and µ 6= ν + ei,
G(µ, ν + ei) if xi · xν ∈ B1.
Then, ϕ[G] has r common zeros (counting multiplicities) if and only if the compan-
ion matrices Mx1(G), . . ., Mxn¯(G) commute [36, Prop. 2.4], i.e.,
(2.18) [Mxi(G), Mxj (G)] = 0 (1 ≤ i < j ≤ n¯).
2.4. Other related work on Waring decompositions. There exist other meth-
ods for computing Waring decompositions, which are related to apolarity and
catalecticant matrices. For binary symmetric tensors, Sylvester’s algorithm can
be used to compute Waring decompositions. For higher dimensional tensors, the
catalecticant matrix method is often used, which often assumes the tensor rank is
small [27]. Oeding and Ottaviani [38] proposed tensor eigenvector methods, which
used Koszul flattening and vector bundles. We also refer to [4, 5, 30] for related
work on symmetric tensor decompositions.
Brachat et al. [7] generalized Sylvester’s algorithm to higher dimensional tensors,
using properties of Hankel (and truncated Hankel) operators. The method is to
extend a given tensor F ∈ Sm(Cn) to a higher order one F˜ ∈ Sk(Cn), with k ≥
m. The new tensor entries are treated as unknowns. It requires to compute new
entries of F˜ such that the ideal, corresponding to the null space of the catalecticant
matrix Cat(F˜), is zero-dimensional and radical. Mathematically, this is equivalent
to solving a set of equations, which we refer to Algorithm 7.1 of [7].
The methods in [7] and [36] are both related to apolarity. They have similar-
ities, but they are also computationally different. To see this, we consider the
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tensor F ∈ S3(C3) in Example 5.1 of [36], whose entries F00, F10, F01, F20, F11,
F02, F30, F21, F12, F03 (labelled by monomial powers as in (2.3)) are respectively
−8, 2, 15,−7, 17,7, 17, 4, 3, 18. It has rank r = 4. To apply the method in [7] with
r = 4, one needs to extend F to F˜ ∈ S4(C3) with new entries Fij (i+ j > 3). Their
values need to be computed by solving the equation C1C2 − C2C1 = 0 where
C1 =

2 −7 17 17
−7 17 4 F˜40
17 4 3 F˜31
17 F˜40 F˜31 F˜50


−8 2 15 −7
2 −7 17 17
15 17 7 4
−7 17 4 F˜40

−1
,
C2 =

15 17 7 4
17 4 3 F˜31
7 3 18 F˜22
4 F˜31 F˜22 F˜41


−8 2 15 −7
2 −7 17 17
15 17 7 4
−7 17 4 F˜40

−1
.
To apply the method in [36] with r = 4, one needs to determine the generating
polynomials, which can be parameterized as follows:
ω1 +
−5800ω1 − 181
7019
x1 +
2057ω1 + 5942
7019
x2 +
−5271ω1 − 4365
7019
x21 − x1x2,
ω2 +
6048 − 5800ω2
7019
x1 +
2057ω2 + 2870
7019
x2 +
859 − 5271ω2
7019
x21 − x22,
ω3 + ω4x1 + ω5x2 +
2ω4 − 8ω3 + 15ω5 − 17
7
x21 − x31,
ω6 + ω7x1 + ω8x2 +
2ω7 − 8ω6 + 15ω8 − 4
7
x21 − x21x2.
The parameters ω1, ω2, . . . , ω8 can be determined by solving the equation M1M2−
M2M1 = 0, where
M1 =

0 0 ω1 ω3
1 0 −5800ω1−181
7019
ω4
0 0 2057ω1+5942
7019
ω5
0 1 −5271ω1−4365
7019
2ω4−8ω3+15ω5−17
7
 ,
M2 =

0 ω1 ω2 ω6
0 −5800ω1−181
7019
6048−5800ω2
7019
ω7
1 2057ω1+5942
7019
2057ω2+2870
7019
ω8
0 −5271ω1−4365
7019
859−5271ω2
7019
2ω7−8ω6+15ω8−4
7
 .
Two of the parameters ω1, . . . , ω8 can be eliminated by adding two generic linear
equations. We refer to §4.1 of [36] for more details about the above.
For generic tensors of certain ranks, the Waring decomposition is unique. In ap-
plications, the uniqueness justifies that the computed decomposition is what people
wanted. Galuppi and Mella [23] showed that for a generic F ∈ Sm(Cn), the Waring
decomposition is unique if and only if (n,m, r) = (2, 2k− 1, 2k), (4, 3, 5) or (3, 5, 7).
When F ∈ Sm(Cn) is a generic tensor of a subgeneric rank r (i.e., r is smaller than
the value of the Alexander-Hirschowitz formula) and m ≥ 3, Chiantini, Ottaviani
and Vannieuwenhoven [8] showed that the Waring decomposition is unique, with
only three exceptions: (n,m, r) = (2, 6, 9), (3, 4, 8) or (5, 3, 9). In all of these three
exceptions, there are exactly two Waring decompositions.
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3. Low rank approximations
For a symmetric tensor that has rank r, Theorem 2.2 can be used to compute
its Waring decomposition, as in [36]. The same approach can be extended to
compute low rank approximations. Given F ∈ Sm(Cn), we are looking for a good
approximation X ∈ Sm(Cn) of F such that rankS(X ) ≤ r. Note that rankS(X ) ≤ r
if and only if there exist vectors u1, . . . , ur ∈ Cn such that
X = (u1)⊗m + · · ·+ (ur)⊗m.
Finding the best rank-r approximation is equivalent to solving the nonlinear non-
convex optimization problem (1.3).
Clearly, if rankS(F) = r, the best rank-r approximation is given by the rank
decomposition of F . When F is close to the set of rank-r tensors, the best rank-r
approximation is given by the rank decomposition of a rank-r tensor that is close
to F . Decompositions of rank-r tensors can be computed by using generating
polynomials as in [36]. This motivates us to compute low rank approximations by
using generating polynomials. Let
n¯ := n− 1.
For u ∈ Cn with (u)1 6= 0, we can write it as
u = λ1/m(1, v), λ ∈ C, v ∈ Cn¯.
Then, u⊗m = λ(1, v)⊗m, and (1.3) can be reformulated as
(3.1) min
v1,...,vr∈C
n¯
λ1,...,λr∈C
‖λ1(1, v1)⊗m + · · ·+ λr(1, vr)⊗m −F‖2.
We propose to solve (3.1) in three major stages:
1) Find a matrix G such that the polynomials ϕ[G,α] as in (2.12) approximate
generating polynomials for F as much as possible.
2) Compute vectors v1, . . . , vr that are approximately common zeros of the
generating polynomials ϕ[G,α](x).
3) Determine λ1, . . . , λr and construct low rank approximations.
3.1. Estimate generating polynomials. For a given rank r, let B0,B1 be the
monomial sets as in (2.10)-(2.11). For a matrix G ∈ CB0×B1 and α ∈ B1, the ϕ[G,α]
as in (2.12) is a generating polynomial for F if and only if
(3.2)
∑
β∈B0
G(β, α)Fβ+γ = Fα+γ
(∀ γ ∈ Nn¯m−|α|),
which is implied by (2.9). A matrix G satisfying (3.2) for all α ∈ B1 generally exists
if rankS(F) ≤ r, but it might not if rankS(F) > r. However, we can always find
the linear least squares solution of (3.2). Indeed, for each α ∈ B1, let the matrix
A[F , α] and the vector b[F , α] be such that
(3.3)
{
A[F , α]γ,β = Fβ+γ , ∀ (γ, β) ∈ Nn¯m−|α| × B0,
b[F , α]γ = Fα+γ , ∀ γ ∈ Nn¯m−|α|.
The dimension of A[F , α] is (n¯+m−|α|
m−|α|
)× r, and the length of b[F , α] is (n¯+m−|α|
m−|α|
)
.
Let G(:, α) denote the αth column of G, then (3.2) is equivalent to
A[F , α]G(:, α) = b[F , α].
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Consider the linear least squares problem
(3.4) min
G∈CB0×B1
∑
α∈B1
∥∥∥A[F , α]G(:, α) − b[F , α]∥∥∥2.
Each summand in (3.4) involves a different column of G. So, (3.4) can be decoupled
into a set of smaller linear least squares problems (for each α ∈ B1):
(3.5) min
g∈CB0
∥∥∥A[F , α] g − b[F , α]∥∥∥2.
When r ≤ (n¯+m−|α|
m−|α|
)
, for generic F , it is expected that A[F , α] has linear in-
dependent columns. For such a case, (3.5) has a unique least squares solution.
When r >
(n¯+m−|α|
m−|α|
)
, the least squares solution to (3.5) is not unique, but it can
be linearly parameterized. Let Nα be a basis matrix for the null space of A[F , α],
if it exists. The optimal solution of (3.5) can be parameterized as
(3.6) gα(ωα) := g
ls
α +Nαωα,
with glsα the minimum norm solution to (3.5) and ωα a parameter. When A[F , α]
has full column rank, Nα and ωα do not exist. Let
(3.7) ω = [ωα]α∈B1
be the vector of all parameters. The optimal solution to (3.4) is the matrix
(3.8) G(ω) := [gα(ωα)]α∈B1 ∈ CB0×B1 .
Our goal is to find ω such that ϕ[G(ω)](x), defined in (2.13), has (or is close to
have) r common zeros. By Proposition 2.4 of [36], this requires that the companion
matrices in (2.17)
Mx1(G(ω)), . . . ,Mxn¯(G(ω))
are as commutative as possible. So, we propose to compute ω by solving the
optimization problem
(3.9) min
ω
∑
1≤i<j≤n¯
∥∥∥[Mxi(G(ω)), Mxj (G(ω))]∥∥∥2
F
.
Let ωˆ be an optimizer of (3.9) and
(3.10) Gls := G(ωˆ).
3.2. Approximate common zeros. Recall that ϕ[G](x) is defined as in (2.13).
By Proposition 2.4 of [36], the polynomial system
(3.11) ϕ[Gls](x) = 0
has r complex solutions (counting multiplicities) if and only if
[Mxi(G
ls),Mxj(G
ls)] = 0 (0 ≤ i, j ≤ n¯).
If no solutions are repeated, they can be computed as follows. Denote
(3.12) L(ξ) := ξ1Mx1(G
ls) + · · ·+ ξn¯Mxn¯(Gls),
where ξ := (ξ1, . . . , ξn¯) ∈ Cn¯ is generically chosen. Compute the Schur decomposi-
tion
Q∗L(ξ)Q = T,
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where Q = [q1 . . . qr] is unitary and T is upper triangular. Then, it is well-known
that the vectors(
q∗iMx1(G
ls)qi, . . . , q
∗
iMxn¯(G
ls)qi
)
(i = 1, . . . , r)
are the solutions to (3.11). We refer to [14] for the details.
When F is not a rank-r tensor, the equation (3.11) typically does not have a
solution. However, when F is close to σr, (3.11) is expected to have r common
approximate solutions. In such a case, what is the best choice for ξ? We want to
choose ξ such that L(ξ) maximally commutes with each Mxi(G
ls). This leads to
the quadratic optimization problem
(3.13) min
ξ∈Cn¯,‖ξ‖2=1
n¯∑
i=1
∥∥∥[Mxi(Gls), L(ξ)]∥∥∥2
F
.
It can be solved as an eigenvalue problem. Write, for all i,[
Mxi(G
ls), L(ξ)
]
=
n¯∑
j=1
ξjM
i,j.
Note that M i,j is just the commutator [Mxi(G
ls),Mxj (G
ls)]. Let vec(M i,j) denote
the vector consisting of the columns of M i,j and
Vi =
[
vec(M i,1) · · · vec(M i,n¯)] .
Then,
n¯∑
i=1
∥∥∥[Mxi(Gls), L(ξ)]∥∥∥2
F
= ξ∗
( n¯∑
i=1
V ∗i Vi
)
ξ.
An optimizer ξˆ of (3.13) is an eigenvector (normalized to have unit length), associ-
ated to the smallest eigenvalue of the Hermitian matrix
(3.14) V̂ := V ∗1 V1 + · · ·+ V ∗n¯ Vn¯.
As before, we compute the Schur decomposition
(3.15) Qˆ∗L(ξˆ)Qˆ = Tˆ ,
where Qˆ = [qˆ1 . . . qˆr] is unitary and Tˆ is upper triangular. For i = 1, . . . , r, let
(3.16) vlsi :=
(
qˆ∗iMx1(G
ls)qˆi, . . . , qˆ
∗
iMxn¯(G
ls)qˆi
)
.
The vectors vls1 , . . . , v
ls
r can be used as approximate solutions to (3.11).
3.3. Construction of low rank tensors. Once vls1 , . . . , v
ls
r are computed, we can
construct a low rank approximation by solving the linear least squares problem
(3.17) min
(λ1,...,λr)∈C
r
‖λ1(1, vls1 )⊗m + · · ·+ λr(1, vlsr )⊗m −F‖2.
Let λls := (λls1 , . . . , λ
ls
r ) be an optimal solution to (3.17). For i = 1, . . . , r, let
ulsi :=
m
√
λlsi (1, v
ls
i ).
Then, we get the low rank tensor
(3.18) X gp := (uls1 )⊗m + · · ·+ (ulsr )⊗m.
When F is of rank r, the tensor X gp is equal to F . When F is close to a rank-r
tensor, X gp is expected to be a good rank-r approximation. We will show in the
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next section that if F is sufficiently close to σr, then X gp is a quasi-optimal rank-r
approximation, i.e., its error is at most a constant multiple of the optimal error.
Moreover, we can always improve it by solving the optimization problem (1.3).
Generally, this can be done efficiently, because X gp is a good approximation.
3.4. A numerical algorithm. Combining the above, we propose the following
algorithm for computing low rank approximations for symmetric tensors.
Algorithm 3.1. (Low rank symmetric tensor approximations.)
For a given tensor F ∈ Sm(Cn) and a rank r, do the following:
Step 1 Solve the linear least squares problem (3.4) and express its optimal solution
as in (3.8). If the parameter ω exists, use a suitable numerical optimization
method to solve (3.9) and get Gls as in (3.10).
Step 2 Let ξˆ be a unit length eigenvector of V̂ corresponding to its smallest eigen-
value. Compute the Schur decomposition (3.15).
Step 3 Compute vls1 , . . . , v
ls
r as in (3.16), and solve (3.17) for (λ
ls
1 , . . . , λ
ls
r ).
Step 4 Construct the tensor X gp as in (3.18).
Step 5 Use a suitable numerical optimization method to solve (1.3) for an improved
solution (uopt1 , . . . , u
opt
r ), with the starting point (u
ls
1 , . . . , u
ls
r ). Output the
tensor
(3.19) X opt := (uopt1 )⊗m + · · ·+ (uoptr )⊗m.
The complexity of Algorithm 3.1 can be estimated as follows. The linear least
squares problem (3.4) consists of |B1| subproblems (3.5). Solving (3.5) requires
the storage of a
(
n¯+m−|α|
m−|α|
) × r matrix and O(nm−|α|r2) floating point operations
(flops). There are |B1| = O(nr) such subproblems in total. Computing ξˆ requires
a unit eigenvector corresponding to the minimum eigenvalue of V̂ , which requires
the storage of a n × n Hermitian matrix and essentially takes O(n3) flops. The
computation in (3.16) takes O(nr3) flops. The Schur decomposition (3.15) requires
the storage of a r × r matrix and essentially O(r3) flops. The linear least squares
(3.17) requires the storage of a nm × r matrix and O(nmr2) flops. When the
parameter ω in (3.7) exists, the nonlinear least squares problem (3.9) needs to be
solved. After X gp is obtained, the nonlinear least squares problem (1.3) needs to be
solved. The major difficult parts of Algorithm 3.1 are to solve (3.9) in the Step 1
and (1.3) in the Step 5. The cost for solving them depends on the choice of starting
points. Generally, it is hard to estimate the complexity for solving nonlinear least
squares problems. We refer to [47] for a survey of methods for solving nonlinear least
squares. Classical algorithms for solving linear least squares, symmetric eigenvalue
problems and Schur decompositions are numerically stable. We refer to [18] for
complexity and stability issues in numerical linear algebra.
3.5. Some remarks.
The choice of rank r In practice, the rank r is often not known in advance.
Theoretically, it can be very hard to get the best value of r. However, we can
estimate it from the Catalecticant matrix Cat(F). If F = X + E , then
Cat(F) = Cat(X ) + Cat(E).
If X is a generic point of σr and r ≤ s (the smaller size of Cat(F)), then rankS (X ) =
rankCat(X ) = r, by Lemma 2.1. Hence, rankS (X ) can be estimated by rankCat(X ).
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When E is small, rankCat(X ) can be estimated by the numerical rank of Cat(F)
as follows: compute the singular values of Cat(F), say, η1 ≥ η2 ≥ · · · ≥ ηs ≥ 0. If
ηr is significantly bigger than ηr+1, then such r is a good estimate for rankS(X ).
The border rank can also be estimated in the same way. Evaluating the rank of a
matrix numerically is a classical problem in numerical linear algebra. We refer to
the book [18].
The case of real tensors When F is a real symmetric tensor, i.e., F ∈ Sm(Rn),
Algorithm 3.1 can still be applied. However, the computed low rank tensor X gp
(and hence X opt) may not be real any more. This is because, in the Step 2, the
Schur decomposition (3.15) is over the complex field, even if the matrix L(ξˆ) is real.
The reason is that the eigenvalues of a real matrix are often not real. For instance,
the tensors in Examples 5.1 and 5.2 are real, but the low rank approximating tensors
produced by Algorithm 3.1 are not real.
About uniqueness When the least squares (3.4) has a unique solution, i.e., the
parameter ω does not exist, the tensor X gp in the Step 4 is uniquely determined by
F . However, the tensor X opt might not be unique. This is because the optimization
problem (1.3) might have more than one minimizer, or it does not have a minimizer
and X opt is only approximately optimal, which is then not unique. When (3.4) does
not have a unique least squares solution, the tensor X gp is not unique if (3.9) does
not have a unique minimizer. Consequently, X opt might also not be unique. On
the other hand, if both (3.9) and (1.3) have unique optimizers, the approximating
tensors X gp and X opt are unique.
4. Approximation error analysis
We analyze the approximation quality of the low rank tensorsX gp,X opt produced
by Algorithm 3.1. Suppose
(4.1) X bs := (ubs1 )⊗m + · · ·+ (ubsr )⊗m
is the best rank-r approximation for F (if the best one does not exist, suppose X bs
is sufficiently close to be best). Let
(4.2) E = F − X bs and ǫ = ‖E‖.
Let A[F , α], b[F , α] be as in (3.3). They are linear in F . So, for all α ∈ B1,
(4.3)
{
A[F , α] = A[X bs, α] +A[E , α],
b[F , α] = b[X bs, α] + b[E , α].
Suppose all (ubsi )1 6= 0. Then we can scale them as
ubsi = (λ
bs
i )
1/m(1, vbsi ), λ
bs
i ∈ C, vbsi ∈ Cn¯.
The tuple (ubs1 , . . . , u
bs
r ) is called scaling-optimal for F if (λbs1 , . . . , λbsr ) is an opti-
mizer of the linear least squares problem
(4.4) min
(λ1,...,λr)∈Cr
‖λ1(1, vbs1 )⊗m + · · ·+ λr(1, vbsr )⊗m −F‖2.
When X bs is the best rank-r approximation, the tuple (ubs1 , . . . , ubsr ) must be scaling-
optimal. So, it is reasonable to assume that (ubs1 , . . . , u
bs
r ) is scaling-optimal. Oth-
erwise, we can always replace it by a scaling-optimal one, for the purpose of our
approximation analysis.
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Denote by [v]B0 the vector of monomials in B0 evaluated at the point v ∈ Cn¯. The
approximation quality of the low rank tensors X gp,X opt produced by Algorithm 3.1
can be estimated as follows.
Theorem 4.1. Let ξˆ and X gp be produced by Algorithm 3.1, and F ,X bs, E , ubsi , vbsi , λbsi
be as above. Assume the conditions:
i) the vectors [vbs1 ]B0 , . . . , [v
bs
r ]B0 are linearly independent;
ii) each matrix A[F , α] (α ∈ B1) has full column rank;
iii) the tuple (ubs1 , . . . , u
bs
r ) is scaling-optimal for F ;
iv) the matrix L(ξˆ) :=
∑n¯
i=1 ξˆiMxi(G
ls) does not have a repeated eigenvalue.
If ǫ = ‖E‖ is small enough, then
(4.5) ‖X bs −X gp‖ = O(ǫ) and ‖F − X opt‖ ≤ ‖F − X gp‖ = O(ǫ),
where the constants in the above O(·) only depend on F .
Proof. By the condition i) and Theorem 2.2, there exists a generating matrix Gbs ∈
CB0×B1 for X bs, i.e., for all α ∈ B1,
ϕ[Gbs, α](vbs1 ) = · · · = ϕ[Gbs, α](vbsr ) = 0 and A[X bs, α]Gbs(:, α) = b[X bs, α].
By (4.3), for all α ∈ B1, we have∥∥A[F , α]−A[X bs, α]∥∥
F
≤ ǫ and
∥∥b[F , α]− b[X bs, α]∥∥ ≤ ǫ.
By the condition ii), the least square problem (3.5) has a unique minimizer, so there
is no parameter ω in (3.7). Hence, we have
Gls(:, α) =
(
A[F , α])†b[F , α] and Gbs(:, α) = (A[X bs, α])†b[X bs, α],
where the superscript † denotes the Moore-Penrose pseudoinverse [18]. When ǫ is
sufficiently small, we have
‖Gls(:, α)−Gbs(:, α)‖ = O(ǫ).
This follows from Theorem 3.4 of the book [18] or Theorem 3.9 of the book [43].
The constant in the above O(ǫ) only depends on F . Hence,
‖Gls −Gbs‖F = O(ǫ).
Denote the matrix function in ξˆ and G
L(ξˆ, G) := ξˆ1Mx1(G) + · · ·+ ξˆn¯Mxn¯(G).
Then we can see that
‖L(ξˆ, Gbs)− L(ξˆ, Gls)‖F = ‖Σn¯i=1ξˆiMxi(Gbs −Gls)‖F
≤ (Σn¯i=1|ξˆi|) max
i
‖Mxi(Gbs −Gls)‖F ≤
√
n¯‖Gbs −Gls‖F = O(ǫ).
Recall that ξˆ is an eigenvector associated with the least eigenvalue of Vˆ constructed
for Gls. The last inequality follows from Σn¯i=1|ξˆi| ≤
√
n¯‖ξˆ‖ and the definition of
Mxi(G), as in (2.17). For each i, (v
bs
i )1, . . . , (v
bs
i )n¯ are respectively the eigenvalues
of the companion matrices
Mx1(G
bs), . . . , Mxn¯(G
bs),
with a common eigenvector [36, §2]. The eigenvalues of L(ξˆ, Gbs) are
ξˆT vbs1 , . . . , ξˆ
T vbsr .
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By the condition iv), the matrix L(ξˆ, Gbs) does not have a repeated eigenvalue
when ǫ > 0 is small enough. Recall that the unitary Qˆ and upper triangular Tˆ are
from the Schur decomposition (3.15) of L(ξˆ, Gls) = L(ξˆ) as in (3.12). For ǫ > 0
small, there exist a unitary matrix Q1 and an upper triangular matrix T1 such that
Q∗1L(ξˆ, G
bs)Q1 = T1, which satisfy
(4.6) ‖Qˆ−Q1‖F = O(ǫ) and ‖Tˆ − T1‖F = O(ǫ).
This can be derived from [31] or [44, Theorem 4.1]. The constants in the above
O(ǫ) depend on Gls, and then eventually only depend on F .
The matrices L(ξˆ, Gbs) and T1 have common eigenvalues. Because T1 is upper
triangular and its diagonal entries are all distinct, there exists an upper triangular
nonsingular matrix R1 such that Λ1 := R
−1
1 T1R1 is diagonal. This results in the
eigenvalue decomposition
(Q1R1)
−1L(ξˆ, Gbs)(Q1R1) = Λ1.
Since vbs1 , . . . , v
bs
r are pairwise distinct, which is implied by the condition i), the
polynomials ϕ[Gbs, α] (α ∈ B1) do not have a repeated zero. So, the companion
matrices Mx1(G
bs), . . . ,Mxn¯(G
bs) can be simultaneously diagonalized [45, Corol-
lary 2.7]. There exist a nonsingular matrix P and diagonal matrices D1, . . . , Dn
such that
P−1Mx1(G
bs)P = D1, . . . , P
−1Mxn(G
bs)P = Dn,
so that
P−1L(ξˆ, Gbs)P =
∑
i
ξˆiDi.
Since L(ξˆ, Gbs) does not have a repeated eigenvalue, each eigenvector is unique up
to scaling. So, there exists a diagonal matrix D0 such that Q1R1 = PD0. For each
j, the matrix
Q∗1Mxj (G
bs)Q1 = R1D
−1
0 P
−1Mxj(G
bs)PD0R
−1
1
= R1D
−1
0 DjD0R
−1
1 = R1DjR
−1
1 =: Sj
is upper triangular. Note that R1DjR
−1
1 is an eigenvalue decomposition, so that
the diagonals of Dj and Sj are the same. So, for all i, j, we have
Q1(:, i)
∗Mxj(G
bs)Q1(:, i) = P
−1(i, :)Mxj (G
bs)P (:, i).
(P−1(i, :) denotes the i-th row of P−1.) For each i, the vector P
−1(i, :)Mx1(G
bs)P (:, i)
...
P−1(i, :)Mxn¯(G
bs)P (:, i))

is one of vbs1 , . . . , v
bs
r . Up to a permutation of indices, we have
vbsi =
 Q1(:, i)
∗Mx1(G
bs)Q1(:, i)
...
Q1(:, i)
∗Mxn¯(G
bs)Q1(:, i))
 .
By (3.16) and (4.6), the above implies that (up to permutation of indices)
(4.7) vlsi = v
bs
i +O(ǫ) (i = 1, . . . , r).
The constants in the above O(ǫ) eventually only depend on F .
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In Algorithm 3.1, (λls1 , . . . , λ
ls
r ) is an optimizer of
min
(λ1,...,λr)∈Cr
‖λ1(1, vls1 )⊗m + · · ·+ λr(1, vlsr )⊗m −F‖2,
while (λbs1 , . . . , λ
bs
r ) is an optimizer of
min
(λ1,...,λr)∈Cr
‖λ1(1, vbs1 )⊗m + · · ·+ λr(1, vbsr )⊗m −F‖2,
by the condition iii). The tensors (1, vbs1 )
⊗m, . . . , (1, vbsr )
⊗m are linearly indepen-
dent, by the condition i). For ǫ > 0 small enough, by (4.7), we can get
‖λls − λbs‖ = O(ǫ) and ‖X gp −X bs‖ = O(ǫ).
Hence,
‖F − X gp‖ ≤ ‖F − X bs‖+ ‖X bs −X gp‖ = O(ǫ).
The constants in the above O(ǫ) eventually only depend on F . Moreover, X opt is
improved from X gp by solving the optimization problem (1.3). So, ‖F − X opt‖ ≤
‖F − X gp‖, and the proof is complete. 
In the condition i) of Theorem 4.1, we assume the linear independence of the
vectors [vbs1 ]B0 , . . . , [v
bs
r ]B0 , instead of v
bs
1 , . . . , v
bs
r . For r > n, it is still possible that
[vbs1 ]B0 , . . . , [v
bs
r ]B0 are linearly independent. Algorithm 3.1 would still produce good
low rank approximations when r is big. Please see the numerical experiments in
Example 5.5. In the condition ii), each matrix A[F , α] has full column rank only if
its column number does not exceed the row number. This is the case for all A[F , α]
if and only if r ≤ (n+m1−1m1 ) where m1 = ⌊m−12 ⌋. When m = 3, 4, the above requires
r ≤ n; when m = 5, 6, it requires r ≤ (n+12 ). The constants hidden in O(·) of (4.5)
are estimated in Example 5.4. In particular, if ǫ = 0, we can get F = X gp.
Corollary 4.2 ([36]). Under the assumption of Theorem 4.1, if rankS(F) = r,
then X gp given by Algorithm 3.1 gives a Waring decomposition for F .
5. Numerical experiments
In this section, we present numerical experiments for computing low rank sym-
metric tensor approximations. The computations were performed in MATLAB
R2012a, on a Lenovo Laptop with CPU@2.90GHz and RAM 16.0G. In the Step 1
and Step 5 of Algorithm 3.1, the MATLAB function lsqnonlin is used to solve the
nonlinear least squares problems (3.9) and (1.3). In the parameters for lsqnonlin,
MaxFunEvals is set to be 10000, and MaxIter is 1000. The rank r is chosen accord-
ing to the first remark in subsection 3.5.
We display a rank-r tensor X = (u1)⊗m + · · ·+ (ur)⊗m by showing the decom-
posing vectors u1, . . . , ur. Each ui row by row, separated by parenthesises, with
four decimal digits for each entry.
5.1. Some examples.
Example 5.1. Consider the cubic tensor F ∈ S3(Cn) such that
Fi1i2i3 = sin(i1 + i2 + i3).
For n = 6, the 3 biggest singular values of Cat(F) are
5.7857, 5.4357, 7× 10−16.
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As in the subsection 3.5, we consider the rank-2 approximation. When Algo-
rithm 3.1 is applied, we get the errors
‖F − X gp‖ ≈ 5× 10−14, ‖F − X opt‖ ≈ 1× 10−15.
It took about 0.4 second. The computed rank-2 approximation X opt is given as:
(0.7053-0.3640i 0.0748-0.7902i -0.6245-0.4899i -0.7496+0.2608i -0.1856+0.7717i 0.5491+0.5731i),
(0.7053+0.3640i 0.0748+0.7902i -0.6245+0.4899i -0.7496-0.2608i -0.1856-0.7717i 0.5491-0.5731i).
The approximation tensors X gp and X opt indeed give a rank decomposition for F ,
up to a tiny round-off error. The computation is similar for other values of n.
Example 5.2. Consider the quartic tensor F ∈ S4(C5) such that
Fi1i2i3i4 =
√
i1 + i2 + i3 + i4.
The 5 biggest singular values of Cat(F) are respectively
51.9534, 0.9185, 0.0133, 0.0003, 5.6× 10−6.
According to the subsection 3.5, we consider rank-4 approximation and apply Al-
gorithm 3.1. It took about 1.8 seconds. The approximation errors are:
‖F − X gp‖ ≈ 0.1555, ‖F − X opt‖ ≈ 0.0002.
The tensor X opt is given as:
(0.4075 + 0.4779i 0.2553 + 0.3523i 0.1582 + 0.2576i 0.0956 + 0.1869i 0.0563 + 0.1345i),
(0.2889 - 0.0030i 0.1598 + 0.0804i 0.0713 + 0.0886i 0.0165 + 0.0700i -0.0089 + 0.0444i),
(0.8495 + 0.8887i 0.7904 + 0.8412i 0.7351 + 0.7961i 0.6836 + 0.7533i 0.6356 + 0.7127i),
(1.4501 + 0.0209i 1.4664 + 0.0191i 1.4828 + 0.0173i 1.4994 + 0.0154i 1.5162 + 0.0135i).
Example 5.3. Consider the cubic tensor F ∈ S3(Rn) such that
Fi1i2i3 = i1 + i2 + i3.
The catalecticant matrix Cat(F) has rank 2. The symmetric border rank of F is
2, while its symmetric rank is 3 (cf. [10, §8.1]). This is because
F = a⊗ a⊗ b+ a⊗ b⊗ a+ b⊗ a⊗ a = lim
ǫ→0
1
ǫ
(
(a+ ǫb)⊗3 − a⊗3) ,
where a = (1, . . . , 1) and b = (1, 2, . . . , n). The best rank-2 approximation does not
exist, but F is arbitrarily close to a rank-2 tensor. For convenience of discussion,
consider the value n = 5. When r = 2, the monomial sets B0,B1 are
B0 = {1, x1}, B1 = {x2, x3, x4, x21, x1x2, x1x3, x1x4}.
The generating polynomials ϕ[G,α](x) of the format (2.12) are:
ϕ[G, (0, 1, 0, 0)](x) = −1 + 2x1 − x2, ϕ[G, (0, 0, 1, 0)](x) = −2 + 3x1 − x3,
ϕ[G, (0, 0, 0, 1)](x) = −3 + 4x1 − x4, ϕ[G, (2, 0, 0, 0)](x) = −1 + 2x1 − x21,
ϕ[G, (1, 1, 0, 0)](x) = −2 + 3x1 − x1x2, ϕ[G, (1, 0, 1, 0)](x) = −3 + 4x1 − x1x3,
ϕ[G, (1, 0, 0, 1)](x) = −4 + 5x1 − x1x4.
They have a repeated common zero, which is (1, 1, 1, 1). The companion matrices
Mx1(G
ls), Mx2(G
ls), Mx3(G
ls), Mx4(G
ls) are respectively[
0 −1
1 2
]
,
[ −1 −2
2 3
]
,
[ −2 −3
3 4
]
,
[ −3 −4
4 5
]
.
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They have the repeated eigenvalue 1 and are not diagonalizable. We apply Al-
gorithm 3.1 to compute its rank-2 approximation. It took about 0.3 second. At
Step 3, the computed vectors vls1 , v
ls
2 are


1.000000000000008 + 0.000000605979355i
0.999999999999994 + 0.000001211958710i
1.000000000000009 + 0.000001817938065i
1.000000000000005 + 0.000002423917420i

 ,


1.000000000000000 − 0.000000605979355i
1.000000000000000 − 0.000001211958710i
0.999999999999999 − 0.000001817938065i
1.000000000000000 − 0.000002423917420i

 .
They are quite close to (1, 1, 1, 1), but not exactly same, because of round-off errors.
The resulting approximation errors are
‖F − X gp‖ ≈ 8× 10−8, ‖F − X opt‖ ≈ 2× 10−9.
The approximating tensors X gp and X opt are almost same. They are given as
(81.2272-46.8965i 81.2272-46.8964i 81.2273-46.8964i 81.2273-46.8963i 81.2273-46.8963i),
(81.2272+46.8965i 81.2272+46.8964i 81.2273+46.8964i 81.2273+46.8963i 81.2273+46.8963i).
The condition iv) of Theorem 4.1 is not satisfied. However, in the computation,
X gp and X opt are actually high quality rank-2 approximations.
5.2. Approximation quality. We present numerical experiments for exploring
approximation qualities of the low rank tensors X gp, X opt given by Algorithm 3.1.
By Theorem 4.1, if F ∈ Sm(Cn) is sufficiently close to a rank-r tensor, then X gp
and X opt are quasi-optimal rank-r approximations. First, we provide numerical
experiments to estimate the constants hidden in O(·) of (4.5).
Table 1. The relative error bounds and computational time (in
seconds) for rank-r approximations in S3(C10).
r ǫ
err-gp err-opt time
min 25th 50th 75th max min max average
1
10−2 0.961 0.974 0.979 0.983 0.997 0.960 0.996 0.15
10−4 0.959 0.973 0.978 0.983 0.994 0.956 0.993 0.14
10−6 0.954 0.974 0.978 0.985 0.992 0.952 0.992 0.14
2
10−2 0.99 1.7 4.2 10.7 501.0 0.931 0.981 0.23
10−4 0.95 1.6 3.3 13.4 329.9 0.917 0.979 0.23
10−6 1.06 2.1 5.1 14.5 573.1 0.933 0.977 0.23
3
10−2 1.69 8.1 17.4 56.9 1732.0 0.907 0.962 0.32
10−4 1.69 6.6 15.1 60.1 4787.9 0.904 0.969 0.32
10−6 1.17 7.1 18.3 63.1 1152.4 0.915 0.966 0.31
4
10−2 1.38 5.9 12.5 41.2 620.8 0.875 0.953 0.40
10−4 1.76 6.5 15.5 33.8 8374.7 0.879 0.946 0.40
10−6 1.72 5.8 13.3 55.7 9049.8 0.882 0.950 0.39
5
10−2 2.45 7.7 18.0 68.8 5162.0 0.838 0.927 0.49
10−4 1.75 10.1 24.9 69.7 7316.6 0.835 0.933 0.48
10−6 3.51 11.4 22.4 48.6 4483.6 0.849 0.926 0.47
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Table 2. The relative error bounds and computational time (in
seconds) for rank-r approximations in S4(C10).
r ǫ
err-gp err-opt time
min 25th 50th 75th max min max average
1
10−2 0.988 0.992 0.994 0.996 0.998 0.988 0.998 0.66
10−4 0.988 0.993 0.995 0.996 0.999 0.988 0.999 0.67
10−6 0.988 0.992 0.995 0.996 0.999 0.988 0.999 0.66
2
10−2 0.99 1.2 1.7 5.2 1054.7 0.980 0.995 1.12
10−4 0.99 1.1 1.8 5.3 1453.1 0.981 0.997 1.02
10−6 0.99 1.1 1.9 6.3 688.6 0.980 0.996 1.01
3
10−2 1.05 3.2 8.4 20.5 358.6 0.975 0.992 1.47
10−4 1.25 5.5 13.0 45.9 2418.3 0.975 0.990 1.45
10−6 1.01 2.5 8.4 23.6 1651.6 0.972 0.993 1.45
4
10−2 1.19 2.9 7.6 19.1 5722.1 0.965 0.992 1.94
10−4 1.18 2.8 5.8 17.8 3132.5 0.965 0.988 1.92
10−6 1.16 2.3 4.8 14.4 549.6 0.964 0.990 1.92
5
10−2 1.74 3.9 8.3 22.9 3985.6 0.961 0.984 2.40
10−4 1.36 3.8 8.2 20.5 1613.7 0.959 0.983 2.38
10−6 1.26 5.5 12.3 28.1 1876.8 0.961 0.988 2.37
Example 5.4. Generate rank-r tensors of the form
R = (u1)⊗m + · · ·+ (ur)⊗m,
where each ui ∈ Cn has random real and imaginary parts, obeying Gaussian distri-
butions. Then, choose a random tensor E ∈ Sm(Cn), whose entries are all randomly
generated. Scale E to have a desired norm ǫ > 0. Let
F = R+ E .
Approximation qualities of X gp and X opt can be measured by the relative errors
err-gp := ‖F − X gp‖ / ǫ, err-opt := ‖F − X opt‖ / ǫ.
They can be used to estimate the constants hidden in O(·) of (4.5) in Theorem 4.1.
We choose the values of n,m, r, ǫ as
n = 10, m = 3, 4, r = 1, 2, 3, 4, 5 and ǫ = 10−2, 10−4, 10−6.
For each (n,m, r, ǫ), we generate 100 random instances of F . For each instance,
apply Algorithm 3.1 to compute the approximating tensors X gp and X opt, whose
symmetric ranks ≤ r. For these 100 instances, we record the minimum, maximum
and quartiles of err-gp. For err-opt, we record the minimum and maximum,
because the variance is small. The consumed computational time for each instance
also does not vary much, so we record the average (in seconds). For the case
of approximations in S3(C10), the computational results are reported in Table 1.
For tensors in S4(C10), the results are reported in Table 2. In these two tables,
the first column lists the values of r; the second column lists the values of ǫ; the
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columns entitled by err-gp list the relative error bounds err-gp for the minimum,
maximum and quartiles; the columns entitled by err-opt list the relative error
bounds err-opt for the minimum and maximum; the last column lists the average of
computational time of Algorithm 3.1. As one can see, for the majority of instances,
X gp is a good approximation. For a few cases, the relative error err-gp is big, but
the absolute error ‖F − X gp‖ is still small (compared with the tensor norm ‖F‖).
For all instances, the improved tensor X opt (by solving the optimization (1.3) with
X gp as a starting point) gives a high quality rank-r approximation.
A traditional approach for computing low rank tensor approximations is to solve
(1.3) by nonlinear least squares (NLS) methods. NLS requires a starting point for
the approximating tensor. A typical method for choosing starting points is to flatten
F ∈ Sm(Cn) into a cubic tensor F˜ ∈ Sk1(Cn)⊗Sk2(Cn)⊗Cn, where k1+k2+1 = m
and k1 = k2 (m is odd) or k1 = k2 + 1 (m is even). When r ≤
(
n−1+⌊(m−1)/2⌋
n−1
)
and F is rank-r, the methods in [19, 33] can be applied to get a decomposition
for F˜ . Low rank tensors often has unique rank decompositions, so the computed
decomposition often corresponds to the unique symmetric decomposition. For low
rank approximations, this approach can still be applied to get an approximate
Waring decomposition, which then can be used a starting point for solving (1.3)
by NLS. This is the current state-of-the-art. However, when r >
(
n−1+⌊(m−1)/2⌋
n−1
)
,
there are no general methods for choosing good starting points. In computational
practice, people often choose random ones. On the other hand, Algorithm 3.1 does
not depend on the choice of starting points. It has good performance even if the
value of r is large. The following is a computational experiment for this.
Example 5.5. We compare Algorithm 3.1 with the NLS approach for solving (1.3),
i.e., only Step 5 of Algorithm 3.1 is implemented with randomly chosen starting
points. As suggested by a referee, we make the comparison on low rank tensors of
the form
R = τ(u1)⊗m + τ2(u1)⊗m + · · ·+ τr(ur)⊗m,
where u1, . . . , ur are random complex vectors as in Example 5.4 and τ > 0 is a
scaling factor. In the numerical test, we choose
r >
(
n− 1 + ⌊(m− 1)/2⌋
n− 1
)
and τ = 1000
1
r .
We choose E , with ‖E‖ = ǫ, in the same way as in Example 5.4 and let F = R+ E .
Let X opt be the low rank tensor produced by Algorithm 3.1 and the relative error
err-opt is measured in the same way. For the NLS method, we apply the MATLAB
function lsqnonlin with random starting points. For a better chance of success,
we apply lsqnonlin 10 times with different random starting points, and then select
the best low rank approximating tensor that is found, which we denote as Xnls. Its
relative error is similarly measured as
err-nls := ‖F − Xnls‖ / ǫ.
We test for the values n = 10,m = 3,
r = 11, 12, 13, 14, 15 and ǫ = 10−2, 10−4, 10−6.
Use tm-opt to denote the time consumed by Algorithm 3.1, and use tm-nls to de-
note the time of applying lsqnonlin 10 times in total. The ratio err-nls/err-opt
measures the difference of their approximation qualities. The bigger it is, the better
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the approximation quality X opt has. The ratio tm-nls/tm-optmeasures the differ-
ence of their computational time. The bigger it is, the more expensive the NLS is.
For each (r, ǫ) as above, we generate 20 random instances of F , and then compute
X opt, Xnls respectively by applying Algorithm 3.1 and lsqnonlin. We report the
1st, 5th, 10th, 15th and 20th smallest values of the ratio err-nls/err-opt (the
1st one is the minimum and the 20th one is the maximum), and the minimum,
medium and the maximum values of the ratio tm-nls/tm-opt. These ratios are re-
ported in Table 3. The first column lists the values of r; the second column lists the
values of ǫ; the third through seventh columns list the values of err-nls/err-opt;
the last three columns list the values of tm-nls/tm-opt. As one can see, the advan-
tage of Algorithm 3.1 over NLS is quite clear, in terms of both the approximation
quality and the computational time. There are a few cases that err-nls/err-opt
is small. This is because the optimization problem (3.9) was not solved successfully
and X gp is not an accurate estimate for the best low rank approximation.
Table 3. Comparison between Algorithm 3.1 and the NLS for
computing low rank tensor approximations in S3(C10).
r ǫ
err-nls/err-opt tm-nls/tm-opt
1st 5th 10th 15th 20th min med. max
11
10−2 1.0 1.0 0.3 · 104 0.5 · 104 1.2 · 104 3.3 16.1 27.7
10−4 1.0 1.0 2.2 · 105 4.9 · 105 9.5 · 105 1.7 7.3 30.1
10−6 0.7 0.3 · 108 0.4 · 108 0.7 · 108 1.4 · 108 3.0 11.7 31.2
12
10−2 1.0 1.0 0.4 · 104 0.7 · 104 1.1 · 104 1.6 2.4 4.1
10−4 1.0 0.4 · 106 0.5 · 106 0.9 · 106 1.0 · 106 2.3 2.5 10.7
10−6 1.0 0.2 · 108 0.4 · 108 0.6 · 108 1.3 · 108 2.1 2.9 10.6
13
10−2 1.0 1.3 0.6 · 104 0.7 · 104 1.1 · 104 1.1 1.8 4.5
10−4 0.8 0.4 · 106 0.5 · 106 0.7 · 106 1.7 · 106 1.4 1.8 2.7
10−6 1.0 0.3 · 108 0.6 · 108 0.8 · 108 1.2 · 108 1.5 1.8 2.5
14
10−2 2.1 0.3 · 104 0.7 · 104 1.0 · 104 1.6 · 104 1.2 1.4 2.5
10−4 0.5 1.6 0.4 · 106 0.8 · 106 1.3 · 106 0.9 1.4 1.8
10−6 0.9 4.3 0.3 · 108 0.6 · 108 1.2 · 108 1.2 1.3 12.8
15
10−2 0.7 1.4 3.0 0.6 · 104 1.4 · 104 0.8 1.1 1.6
10−4 0.4 1.6 0.4 · 106 0.8 · 106 1.7 · 106 0.8 1.0 1.6
10−6 0.6 3.6 0.5 · 108 1.1 · 108 2.0 · 108 1.0 1.1 1.7
5.3. Waring decompositions. As mentioned in Corollary 4.2, Algorithm 3.1 can
also be applied to compute Waring decompositions, when the tensor F has rank r,
under suitable conditions. For generic tensors of certain ranks, the Waring decom-
position is unique, as shown in [8, 23]. When it is unique, the Waring decomposition
can be computed by Algorithm 3.1. When it is not unique, Algorithm 3.1 can be
applied to get distinct Waring decompositions, if different starting points are used
for solving (3.9) in the Step 1. The following is such an example.
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Example 5.6. Consider the tensor F ∈ S4(C4) that is given as


1
1
1
1


⊗4
+


1
1
2
−3


⊗4
+


1
2
−3
1


⊗4
+


1
−3
2
1


⊗4
+


1
−1
3
2


⊗4
+


1
2
−1
3


⊗4
+


1
3
−1
2


⊗4
+


1
1
2
3


⊗4
.
Clearly, its rank is at most 8. Indeed, the rank equals 8, because rankCat(F) = 8,
which is a lower bound for rankS(F) by (2.6). We apply Algorithm 3.1 with r = 8
to compute its Waring decomposition. In the Step 1, the solution to the least
squares problem (3.4) is not unique, so the optimization problem (3.9) needs to be
solved. For this tensor, the optimizer Gls of (3.9) is not unique. In the Step 1 of
Algorithm 3.1, when random starting points are used, we can get two optimizers,
which gives two distinct Waring decompositions. In addition to the one given above,
we get the second decomposition
∑8
i=1 u
⊗4
i where the vectors ui are:
(0.9702 -3.0822 2.1701 1.0051),
(1.0296 2.2812 -3.0472 1.1889),
(0.8181 0.4112 2.3661 2.6623),
(1.1530 -0.4734 2.7425 2.1675),
(1.2091 2.9379 -0.4232 2.6333),
(0.7692 1.4901 -0.8059 2.9758),
(0.6704 -0.4632 -0.5726 0.4538),
(1.0208 1.0288 2.0039 -2.9538).
Chiantini et al. [8] showed that a generic tensor of rank 8 in S4(C4) has two distinct
Waring decompositions. The above computation confirmed this fact.
In the following, we report more numerical experiments for using Algorithm 3.1
to compute Waring decompositions.
Example 5.7. As in Example 5.4, we generate F in the same way, except letting
E = 0. For each instance of F , we apply Algorithm 3.1 to get X gp. Because of
round-off errors and numerical issues, X gp may not give an exact decomposition for
F . However, the improved tensor X opt usually gives a more accurate decomposition.
Generally, X opt can be computed easily, because X gp is already very accurate. For
each (n,m, r) in Table 4, we generate 100 random instances of F , except for
(n,m, r) ∈ {(40, 3, 30), (25, 4, 25), (30, 4, 30)}.
(For the above 3 cases, only 10 random instance were generated, because of the
relatively long computational time.) For each (n,m, r) with the symbol ∗, it means
that the least squares problem (3.4) has a parameter ω in its optimal solution, and
the nonlinear optimization problem (3.9) needs to be solved. For all the instances,
we get correct rank decompositions (up to tiny round-off errors). For each (n,m, r),
the average of computational time (in seconds) is reported in Table 4. As we can see,
Waring decompositions of low rank symmetric tensors can be computed efficiently
by Algorithm 3.1.
6. Conclusions and Future Work
This paper studies the low rank approximation problem for symmetric tensors.
The main approach is to use generating polynomials. The method is described
in Algorithm 3.1. We showed that if a symmetric tensor is sufficiently close to a
low rank one, the low rank approximating tensors produced by Algorithm 3.1 are
quasi-optimal. Moreover, Algorithm 3.1 can also be applied to compute Waring
decompositions. Numerical experiments for the computation are also given.
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Table 4. Computational time (in seconds) for computing decom-
positions of rank-r symmetric tensors in Sm(Cn).
(n,m, r) time (n,m, r) time (n,m, r) time
(4, 3, 5)∗ 0.42 (3, 4, 5)∗ 0.08 (4, 5, 10) 0.24
(8, 3, 10)∗ 12.73 (5, 4, 10)∗ 0.90 (6, 5, 20) 2.46
(14, 3, 15)∗ 74.23 (8, 4, 15)∗ 6.47 (7, 5, 30)∗ 76.50
(20, 3, 20) 16.67 (10, 4, 20)∗ 74.69 (4, 6, 10) 0.97
(30, 3, 25) 95.01 (25, 4, 25) 528.18 (5, 6, 20) 4.18
(40, 3, 30) 410.74 (30, 4, 30) 1483.65 (6, 6, 30)∗ 25.08
There is still much future work to do for computing low rank symmetric tensor
approximations. When is Algorithm 3.1 able to produce best low rank approxima-
tions? If it does, how can we detect that the computed low rank approximation is
the best? Mathematically, the best low rank approximation might not exist [17].
In such a case, how can we get a low rank approximation that is close to being
best? If a symmetric tensor is not close to a low rank one, Algorithm 3.1 can be
still be applied to get a low rank approximation, but its quality cannot be guaran-
teed. For such a case, how can get better low rank approximations? To the best
of the author’s knowledge, these questions are mostly open. They are interesting
questions for future work.
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