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1 Introduction and main results
A bounded operator T on a Banach space X is called hypercyclic if there exists a vector
x ∈ X such that the orbit {T nx : n ∈ N} is dense in X. Such a vector x is said to be
a hypercyclic vector. The operator is called frequently hypercyclic if there exists
some x ∈ X such that for every non-empty open set U ⊂ X the sequence {n : T nx ∈ U}
has positive lower density. The vector x is called a frequently hypercylic vector in
this case. We recall that the lower density of a discrete set Λ ⊂ C is defined by
lim inf
r→∞
#{λ ∈ Λ : |λ| ≤ r}
r
=: dens(Λ).
In the early stages of the research on these operators, it was shown that a certain
size of the unimodular point spectrum is sufficient for frequent hypercyclicity cf. [3]
and [4]. More precisely, in [3] it is shown that a bounded operator on a Hilbert space
is frequently hypercyclic if it has perfectly spanning set of eigenvectors associated to
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unimodular eigenvalues. A bounded operator T on a Banach space X is said to have
perfectly spanning set of eigenvectors associated to unimodular eigenvalues
if there exists a continuous probability measure µ on T := {z : |z| = 1} so that for every
measurable set A ⊂ T with µ(A) = 1, the linear hull of {ker(T −λI) : λ ∈ A} is dense in
X, where I is the identity operator. This result was recently extended by S. Grivaux [10]
to Banach spaces, i.e. her result states that every bounded operator on a Banach space
that has perfectly spanning set of eigenvectors associated to unimodular eigenvalues is
frequently hypercyclic. Conversely, it is shown by S. Shkarin in [19], that the spectrum
of a frequently hypercyclic Banach space operator cannot have isolated points.
For a bounded Banach space operator T , we denote by σ(T ) the spectrum of T . We
extend the result of S. Shkarin to further necessary conditions on the spectrum of fre-
quently hypercyclic operators.
We apply the properties of numbers α1, ..., αm ∈ R that are linearly independent over
the field of rationals. That is, c1α1 + c2α2 + ...+ cmαm = 0 with c1, ..., cm ∈ Z, implies
that c1 = c2 = ... = cm = 0.
Theorem (Kronecker’s theorem). Let α1, ..., αm ∈ R be linearly independent over the
field of rationals. Then for every choice of β1, ..., βm ∈ R and ε > 0 there exists a real t
such that supj=1,...,m |e
iαjt − eiβj | < ε.
Kronecker’s theorem is an essential tool in the proof of our main result which states as
follows.
Theorem 1. Let T be a bounded linear operator on a complex Banach space X and K a
component of σ(T ) which is closed and open in σ(T ) and so that K ⊂ {z : |z| ≤ 1} and
A = K∩T is a finite set A = {eiα1 , ..., eiαm} such that α1, ..., αm are linearly independent
over the field of rationals. Then T is not frequently hypercyclic.
By means of some deep results on frequent hypercyclicity, we will obtain the following
consequences of the latter theorem.
Corollary 1. Let T be a bounded linear operator on a Banach space X and K a com-
ponent of σ(T ) which is closed and open in σ(T ) and so that K ⊂ {z : |z| ≤ 1} and
A = K ∩ T is a finite set A = {eiα1 , ..., eiαm}.
(1) If there are some n ∈ N and r ∈ R so that α1n + r, ..., αmn + r are linearly
independent over the field of rationals, then T is not frequently hypercyclic.
(2) If for every choice of integers c1, c2, ..., cm with
∑m
j=1 cj = 0 and
∑m
j=1 cjαj = 0, it
follows that c1 = c2 = ... = cm = 0, then T is not frequently hypercyclic.
(3) If A contains at most two elements, then T is not frequently hypercyclic.
(4) If α1/pi, ..., αm/pi are rationals, then T is not frequently hypercyclic.
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It should be noted that [11, Theorem 9.43], which is cited from a first version of [10],
contradicts our main result. However, the author of [10] has withdrawn this result and
it does not appear in the final version of the latter work.
Inspired by the work of S. Shkarin [19], the main result is shown by means of properties
of entire functions at the end of this work. For that purpose we link the dynamics of
the iterates T n with the translations f(· + n), n ∈ N, of an entire function f . This is
done in two steps, each of which establishes the (quasi) conjugacy of two operators. The
following section deals with the first quasi conjugacy.
2 Quasi conjugacy of a shift operator for holomorphic
functions to bounded Banach space operators
Let X, Y be two topological vector spaces and T : X → X, S : Y → Y continuous
operators. Then S is said to be quasi conjugate to T if there exists a continuous
mapping Ψ : X → Y with dense range and such that Ψ◦T = S ◦Ψ. In case that Ψ is an
homeomorphism, that is T is also quasi conjugate to S, S and T are called conjugate.
(Quasi) conjugacy is a concept that is also used in the more general framework of dy-
namical systems and it is straightforward to show that the (frequent) hypercyclicity of
T implies the (frequent) hypercylicity of S in the above situation, cf. [11]. The aim of
this section is to show the quasi conjugacy of a shift operator for holomorphic functions
to bounded Banach space operators under certain conditions on their spectrum.
We start with some notations. For a compact set K ⊂ C we write Ω(K) for the un-
bounded component of C \ K and for an open set Ω ⊂ C, we denote by H0(Ω) the
space of holomorphic functions f on Ω such that |f(z)| → 0 as |z| → ∞ in case that
{z : |z| > R} ⊂ Ω for some R > 0. Endowed with the usual topology of uniform con-
vergence on compact subsets, it is known that H0(Ω) is a Fre´chet space. We use the
common notation H(C) for the space of entire functions endowed with the topology of
uniform convergence on compact subsets.
The following terminology of cycles, introduced in [18, Section 10.34], will be convenient.
In what follows a cycle will always be denoted by Γ, and by |Γ| we mean the trace of Γ.
We further say that Γ is a Cauchy cycle for a compact set K in a domain Ω, where
K ⊂ Ω, if |Γ| ⊂ Ω \ K and IndΓ(u) = 1 for every u ∈ K and IndΓ(w) = 0 for every
w ∈ C \Ω. As usual, IndΓ(u) :=
1
2pi i
∫
Γ
1
ξ−u dξ, u ∈ C \ |Γ|.
For a bounded operator T on a Banach space X and a continuous functional Λ on X
and a vector x ∈ X, consider the holomorphic function
z 7→ Λ((zI − T )−1x) z ∈ Ω(σ(T ))
which is induced by the resolvent mapping. This mapping should be denoted by
ΨΛ,T (x). One observes that ΨΛ,T (x) ∈ H0(Ω(σ(T ))) and that ΨΛ,T : X → H0(Ω(σ(T ))),
x 7→ ΨΛ,T (x) defines a linear and continuous mapping (cf. [18, Theorem 18.5]).
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For every x and Λ, the function ΨΛ,T (x) is known to admit the power series representa-
tion
∞∑
n=0
Λ(T nx)z−(n+1) (1)
for |z| > max{|u| : u ∈ σ(T )} (cf. [13] page 245).
The power series in (1) gives rise to use ΨT,Λ for the quasi conjugacy of the following
shift operator to a bounded Banach space operator. For a domain Ω ⊂ C such that
{z : |z| > R} ⊂ Ω for some R > 0, let B : H0(Ω)→ H0(Ω) be the linear operator defined
by BF (z) := zF (z) − F
′
(∞). This operator coincides with the shift
∞∑
n=0
an
zn+1
7→
∞∑
n=0
an+1
zn+1
.
in the power series representation. For Ω = Ω(σ(T )), one immediately observes that
ΨΛ,TT = BΨΛ,T so that in case that ΨΛ,T has dense range, we obtain that B is quasi
conjugate to T . Our next result gives a sufficient condition for this situation.
Theorem 2. Let X be a Banach space, T a linear operator on X not identical zero and
such that σ(T ) has no isolated points. Then there exists a bounded functional Λ on X
such that ΨΛ,T : X → H0(Ω(σ(T ))) has dense range.
Corollary 2. Let X be a Banach space, T a linear operator on X not identical zero and
such that σ(T ) has no isolated points. Then there exists a bounded functional Λ on X
such that B is quasi conjugate to T via ΨΛ,T .
In the proof of Theorem 2 we will apply the following result due to K. Ball (cf. [2]).
Theorem (Ball). Let X be a Banach space, (xn) a sequence in X such that ||xn|| = 1
for all n ∈ N, and (an) a sequence of non-negative numbers such that
∑∞
n=1 an ≤ 1.
Then there exists a continuous functional Λ on X such that |Λ(xn)| ≥ an for all n ∈ N
and ||Λ|| ≤ 1.
Proof of Theorem 2. We construct a functional Λ such that the linear hull of the images
under Ψ := ΨΛ,T of vectors corresponding to the approximate spectrum of T is dense in
H0(Ω(σ(T ))). Every point on the boundary ∂σ(T ) of σ(T ) is part of the approximate
spectrum (cf. [9, Proposition VII.6.7]). That means, for every λ ∈ ∂σ(T ) and every
ε > 0 we can choose some x ∈ X, ||x|| = 1, such that ||Tx − λx|| < ε. Let (λn) be a
countable dense subset of the approximate spectrum. We choose vectors (xn), n ∈ N,
corresponding to (λn) in a way that ||xn|| = 1, ||Txn − λnxn|| < 1/n
3 for every n ∈ N.
Then the above theorem yields a bounded functional Λ such that |Λ(xn)| ≥ 1/n
2. Now
let L be an arbitrary compact set in Ω(σ(T )). The continuity of Ψ implies the existence
of some M > 0 such that supz∈L |Ψ(y)(z) −Ψ(x)(z)| < M ||y − x|| for all x, y ∈ X. For
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an arbitrary λ ∈ ∂σ(T ) with 2 supz∈L |1/(z − λ)| = C < ∞ and ε > 0, we may choose
λn being so close to λ that
sup
z∈L
∣∣∣∣ 1z − λn
∣∣∣∣ < C, MC 1n <
ε
2
and sup
z∈L
∣∣∣∣ 1z − λ −
1
z − λn
∣∣∣∣ < ε2 . (2)
For the vector xn that corresponds to this λn, the propertyBΨ = ΨT implies supz∈L |BΨ(xn)(z)−
λnΨ(xn)(z)| < M/n
3. With the representation Ψ(xn)(z) =
∑∞
n=0
an
zn+1
, this is
sup
z∈L
|zΨ(xn)(z)− a0 − λnΨ(xn)(z)| < M
1
n3
,
or equivalently
sup
z∈L
|z − λn|
∣∣∣∣Ψ(xn)(z) − a0z − λn
∣∣∣∣ < M 1n3 .
The application of the first inequality of (2) to the above inequality gives
sup
z∈L
∣∣∣∣Ψ(xn)(z) − a0z − λn
∣∣∣∣ < MCn3 .
By construction, |Λ(xn)| = a0 ≥ 1/n
2, so that by means of the second and third inequal-
ity of (2) we can conclude
sup
z∈L
∣∣∣∣Ψ(xn)(z)a0 −
1
z − λ
∣∣∣∣ < MCn +
ε
2
< ε.
Since σ(T ) has no isolated points, span{z 7→ 1/(z − λ) : λ ∈ ∂σ(T )} is dense in
H0(Ω(σ(T ))) by a variant of Runge’s theorem (cf. [14, Theorem 10.2]). Thus the last
inequality proves the assertion.
3 Connection of iterates of bounded operators to translations
of entire functions
In this section we link the spectrum of linear bounded operators with the growth of
entire functions of exponential type. For the sake of completeness, we recall that an
entire function f is said to be of exponential type τ if
lim sup
r→∞
logMf (r)
r
=: τ(f) = τ
and, more general, f is said to be a function of exponential type when the above lim sup
is finite. For a function f of exponential type, Bf(z) :=
∑∞
n=0 f
(n)(0)/zn+1 is called the
Borel transform of f . Obviously, the function Bf is a holomorphic on some neigh-
bourhood of infinity that vanishes at infinity.
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Our proofs are based on the investigation of the possible behaviour of functions of expo-
nential type in the direction of the positive real line under some conditions on a domain
of holomorphy of their Borel transform. For a given entire function of exponential type
f we denote by A(f) the set of compact sets K ⊂ C such that the Borel transform
Bf admits an analytic continuation to Ω(K). We also use the notation Bf for an an-
alytic continuation of the Borel transform. The conjugate indicator diagram of f
is the intersection of all convex sets in A(f) and will be denoted by K(f) in what fol-
lows. The convex hull of a set M ⊂ C is denoted by conv(M). We further remark that
K(f) ⊂ {z : |z| ≤ r}, r ≥ 0, implies that f is a function of exponential type less or
equal than r. The most natural examples of entire functions of exponential type are the
exponential functions z 7→ eαz, α ∈ C, which are abreviated by eα in the following.
For these functions we have {α} = K(eα) ∈ A(eα) and Beα(z) = 1/(α − z).
For a given compact and convex set K ⊂ C we denote by Exp(K) the set of entire
functions f of exponential type that satisfy K(f) ⊂ K. Actually, this set is a vector
space that can be endowed with a natural topology which makes it a Fre´chet space. To
see this, consider the support function defined by
HK(z) := sup{Re(zu) : u ∈ K}, z ∈ C
of the convex set K. The support function of the conjugate indicator diagram gives an
estimate of the growth of its entire function in the following manner. If f is an entire
function of exponential type then the indicator function hf , defined by
hf (θ) := lim sup
r→∞
log |f(reiθ)|
r
, θ ∈ [−pi, pi]
satisfies
r hf (θ) = HK(f)(z) (3)
for z = reiθ (cf. [6]). The topology on Exp(K) is induced by the norms
||f ||K,n := sup
z∈C
|f(z)| e−HK (z)−
1
n
|z|, n ∈ N.
For more detailed information we refer to [15], [16], [6].
We establish a connection between the iterates of bounded operators and the translations
of entire functions of exponential type. For that purpose we introduce a transform
that is studied in more details in [5]. A function f of exponential type admits the
representation
f(z) =
1
2pii
∫
Γ
Bf(ξ) eξz dξ
where Γ is a Cauchy cycle for K(f) in C. This integral formula is known as the Po´lya
representation. Given a function ϕ holomorphic on some open neighbourhood of K(f),
we set
Φϕf(z) =
1
2pii
∫
Γ
Bf(ξ) eϕ(ξ)z dξ
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where Γ is a Cauchy cycle for K(f) in the domain of holomorphy of ϕ. One directly
observes that Φϕf is a function of exponential type. Actually, it is not hard to see that in
the last two integral formulas, Γ can be chosen as a Cauchy cycle for any K ∈ A(f) and
so that |Γ| ⊂ Ω(K), provided that ϕ is holomorphic on some open neighbourhood of K
in the last formula. Thus for all K ∈ A(f) and ϕ holomorphic on some neighbourhood
of K, the transform f 7→ Φϕf is well defined.
Proposition 1. Let f be a function of exponential type, K ∈ A(f) and ϕ a holomorphic
function on some open neighbourhood of K, then ϕ(K) ∈ A(Φϕf).
Proof. For an open neighbourhood U of K, such that ϕ is holomorphic on U , let Γ
be a Cauchy cycle for K in U with |Γ| ⊂ Ω(K). Then for w ∈ C \ ϕ(K) such that
{z : ϕ(z) = w} ∩ U = ∅ we set
Hϕ(w) :=
1
2pii
∫
Γ
Bf(ξ)
w − ϕ(ξ)
dξ.
As U can be arbitrary close to K, we obtain a holomorphic function Hϕ ∈ H0(Ω(ϕ(K))).
Now, given a neighbourhood U of K as above, and Γ a Cauchy cycle for K in U , we
take a Cauchy cycle Γ0 for ϕ(K) ∪ ϕ(|Γ|) in ϕ(U). Then
1
2pii
∫
Γ0
Hϕ(w) e
wz dw =
1
2pii
∫
Γ
Bf(ξ)
1
2pii
∫
Γ0
ewz
w − ϕ(ξ)
dw dξ
=
1
2pii
∫
Γ
Bf(ξ) eϕ(ξ)z dξ
= Φϕf(z)
by the Cauchy integral formula. This proves Hϕ = BΦϕf on Ω(ϕ(K)).
Let us denote by T1 the translation operator that maps an entire function f to f(·+ 1)
and by D the differentiation operator.
Proposition 2. Let f be a function of exponential type and K ∈ A(f) so that a branch
of the logarithm log is defined on some open neighbourhood of K, then we have ΦlogDf =
T1Φlogf .
The assertion of Proposition 2 can be immediately deduced from the following identity
1
2pii
∫
Γ
B(Df(ξ))ξzdξ =
1
2pii
∫
Γ
(ξBf(ξ)− f(0)) ξzdξ =
1
2pii
∫
Γ
Bf(ξ)ξz+1dξ,
where ξz = ez log ξ. For more details we refer to proof of [5, Proposition 3.4 (2)].
Setting F (ξ) := 1/ξ Bf(1/ξ) in the situation of Proposition 2, F is holomorphic off K−1
and vanishes at infinity. The latter result then states that the Taylor coefficients of
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F at the origin coincide with evaluations of Φlogf at the non-negative integers, that
is F (n)(0)/n! = Φlogf(n) for n = 0, 1, ... . In these terms the assertion of the latter
proposition is well known from the theory of analytic continuation, c.f. [7, Theorem
1.3.III].
Corollary 3. Let f be a function of exponential type and α ∈ C, then α+K ∈ A(eαf)
for all K ∈ A(f).
Proof. Making use of the Po´lya representation, we have
(eαf)(z) =
1
2pii
∫
Γ
Bf(ξ) eαz+ξz dξ.
With ϕ(ξ) = α + ξ, this is eαf = Φϕf so that the assertion follows from Proposition
1.
Lemma 1. Let f be an entire function of exponential type and K ∈ A(f). Then for every
finite collection of compact sets K0, ...,Km so that
⋃m
j=0Kj = K, there exist functions
f0, ..., fm of exponential type such that
∑m
j=0 fj = f and Kj ∈ A(fj) for all j = 0, ...,m.
Proof. Due to a classical result of N. Aronszajn [1] (see also [12] or [17] for an alternative
proof), the Borel transform of f can be written as Bf =
∑m
j=0 Fj with Fj ∈ H0(C \Kj),
j = 0, ...,m. The Po´lya representation suggests to define
fj(z) :=
1
2pii
∫
Γj
Fj(ξ) e
ξz dξ
with Γj being a Cauchy cycle for Kj in C for j = 0, ...,m. Obviously, this definition is
independent of the particular choice of the Γj and each fj is a function of exponential
type. The functions Fj , j = 0, ...,m, admit a power series representation at infinity, say∑∞
ν=0 Fν,j/z
(n+1), for |z| sufficiently large. One directly verifies
Fν,j =
1
2pii
∫
Γ
Fj(ξ)ξ
νdξ = f
(ν)
j (0) for all j = 0, ...,m, ν = 0, 1...
so that Fj = Bfj on the unbounded component of Kj .
Our next result gives the connection between (frequently) hypercyclic vectors for a
bounded operator T and (frequently) hypercyclic entire funtions f with respect to the
translation operator T1.
Proposition 3. Let X be a complex Banach space, T a bounded operator on X such that
σ(T ) has no isolated points and such that for some r ∈ (0, 1) a branch of the logarithm
log is defined on an open neighbourhood of σ(T )\{z : |z| < r}. Then, if T is (frequently)
hypercyclic on X, there exists an entire function f of exponential type that is (frequently)
hypercyclic for the translation operator T1 with respect to the topology of H(C) such that
log(σ(T ) \ {z : |z| < r}) ∈ A(f).
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In the following proof it is necessary to consider quasi conjugacy for general dynamical
systems as it is introduced in [11, Definition 1.5]. Let S1 :M1 →M1, and S2 :M2 →M2
be continuous mappings on metric spacesM1,M2. Then, S2 is said to be quasi-conjugate
to S1 if there exists a continuous mapping R : M1 → M2 with dense range such that
R ◦ S1 = S2 ◦R. If for some x ∈M1, the orbit {S
n
1 x : n ∈ N} is dense in M1, then so is
the orbit {Sn1 y : n ∈ N} of y = R(x) in M2 (cf. [11, Proposition 1.19]). It is also obvious
that if {Sn1 x : n ∈ N} is frequently dense in the sense that for every non-empty open
set U of M1 the sequence {n : S
n
1 x ∈ U} has positive lower density, the analog property
holds for Rx = y. Thus, if M2 is a topological vector space and S2 is a continuous
operator, y is a frequently hypercyclic vector for S2 in the latter situation.
Proof. We assume that T is (frequently) hypercyclic. Then necessarily, σ(T ) \ {z : |z| <
r} 6= ∅ since otherwise ||T n|| → 0 as n → ∞. Corollary 2 implies the existence of a
functional Λ such that ΨΛ,Tx = G is (frequently) hypercyclic for the shift operator B on
H0(Ω(σ(T )). The Borel transform B = BK : Exp(K) → H0(C \K) is an isomorphism
for every compact convex set K (cf. first chapter of [16]). We choose K as a convex
set so that G is holomorphic off K. Then G|Ω(K) = G is still (frequently) hypercyclic
on H0(Ω(K)), and setting B
−1
K G = g, we have σ(T ) ∈ A(g). Further, one verifies that
BKD = BBK . Thus B is conjugate to D via BK and hence g is (frequently) hypercyclic
for D with respect to the topology of Exp(K). By means of Lemma 1 we can decompose
g = g0+ g1 such that K0 := {z : |z| ≤ r} ∈ A(g0) and K1 = σ(T ) \{z : |z| < r} ∈ A(g1).
In terms of the Po´lya representation
Dng0(z) =
1
2pii
∫
Γ
Bg0(ξ) ξ
n eξz dξ,
where Γ can be chosen such that |Γ| ⊂ {z : |z| < 1}. An elementary estimation of the
above integral yields ||Dng0||K,m → 0 for every m ∈ N as n tends to infinity. Thus it
turns out that g1 is still (frequently) hypercyclic for D on Exp(K).
We defineM as the set of all h ∈ Exp(K) so that K1 ∈ A(h). Considering the conjugacy
of B and D, one observes thatM is invariant under D. Hence, M endowed with a metric
coming from Exp(K) and D form a dynamical system in the sense of [11, Definition 1.1].
By the Cauchy integral formula and the observation that BKeα = ξ 7→ 1/(ξ − α), one
deduces Φlogeα = elog(α) for every α ∈ K1. Further, since σ(T ) is assumed to have no
isolated points, K1 is an infinite set. By means of [5, Proposition 2.5 (2)] this implies
that Φlog|M → Exp(conv(log(K1))) has dense range.
Finally, with the remark preceding this proof and Proposition 2, Φlogg1 =: f is (fre-
quently) hypercyclic on Exp(conv(log(K1))), and Proposition 1 implies log(σ(T ) \ {z :
|z| < r}) ∈ A(f). The (frequent) hypercyclicity with respect to the topology of H(C)
follows since the latter is weaker than the topology on Exp(conv(log(K1))).
Theorem 3. Let f be an entire function of exponential type and K ∈ A(f) such that
K ⊂ {z : Re(z) ≤ 0} and K ∩ {z : Re(z) = 0} is a finite set {iα1, ..., iαm} such that
α1, ..., αm are linearly independent over the field of rationals. Then f is not frequently
hypercyclic for the translation operator T1 in the topology of H(C).
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Lemma 2. Let α1, ..., αm ∈ R be linearly independent over the field of rationals and
ε > 0. Then there exists a t0 := t0,ε > 0 such that for every choice of β1, ..., βm ∈ [0, 2pi]
and x ∈ R, there exists a t ∈ [x, x+ t0] that satisfies supj=1,...,m |e
iαj t − eiβj | < ε.
Proof. For a given b = (β1, ..., βm) ∈ [0, 2pi]
m, Kronecker’s theorem ensures the existence
of a tb ∈ R such that supj=1,...,m |e
iαjtb − eiβj | < ε. By continuity, it follows that there is
a δb > 0 so that still supj=1,...,m |e
iαjtb − eiρj | < ε for every (ρ1, ..., ρm) in Uδb(b) = {r ∈
[0, 2pi]m : ||r − b||2 < δb}. Due to the compactness of [0, 2pi]
m, there are finitely many
b1, ..., bl ∈ [0, 2pi]
m so that [0, 2pi]m ⊂
⋃l
ν=1 Uδbν and thus t0 := 2max{|tb1 |, ..., |tbl |} has
the claimed property for x = −t0/2. For general x ∈ R the above yields a t ∈ [−t0/2, t0/2]
such that supj=1,...,m |e
iαjt − eiβj−iαj(x+t0/2)| < ε so that t˜ := x + t0/2 + t ∈ [x, x + t0]
has the claimed property.
Proof of Theorem 3. By means of Lemma 2, there is a t0 > 0 such that for any β1, ..., βm ∈
[0, 2pi] and x ∈ [0,∞), there exists a t ∈ [x, x+ t0] that satisfies
sup
j=1,...,m
|eiαjt − eiβj | <
1
2
. (4)
For the purpose of showing the result by contradiction, we assume that f is frequently
hypercyclic. This implies the existence of an increasing sequence N ∈ NN so that
dens(N) = d > 0 and with
sup
x∈[n,n+t0]
|f(x)− 1| <
1
2
for every n ∈ N. (5)
We thin out the sequence N to a sequence N1 in the following manner: Set n1 := min{n :
n ∈ N} and nj := min{n ∈ N : nj−1+ t0 < n} for j > 1. One immediately deduces that
dens(N1) ≥ d/t0. Considering the geometric assumption of K and applying Lemma 1,
we may decompose f into a finite sum of functions of exponential type
∑m
j=0 fj = f
with Kj ∈ A(fj), j = 0, ...,m so that
Kj ⊂ {z : |z − iαj | < d/2t0m} for j = 1, ...,m (6)
and K0 ⊂ {z : Re(z) < 0}. The latter condition implies that hf0(0) < 0, which can be
verified by (3), and that gives |f0(x)| → 0 for x ∈ R as x→ +∞. Hence, for sufficiently
large integers in N1, (5) still holds for
∑m
j=1 fj, i.e.
sup
x∈[n,n+t0]
|
m∑
j=1
fj(x)− 1| <
1
2
for every n ∈ N2, (7)
where N2 := {n ∈ N1 : n > n0 ∈ N} for some n0 ∈ N. It is clear that dens(N2) ≥ d/t0.
Due to Corollary 3, the functions hj = e−iαjfj, j = 1, ...,m are entire functions of
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exponential type with Lj = Kj − iαj ∈ A(hj) and by (6), Lj ⊂ {z : |z| < d/2t0m}. The
last inclusion implies that each hj is a function of exponential type less than d/2t0m.
We show that at least one of Re(hj) or Im(hj), j = 1, ...,m has a zero on [n, n+ t0] for
every n ∈ N2. For this, let us fix an n ∈ N2 and suppose that the following holds:
(A) For all j = 1, ...,m, we have Re(hj(n)) 6= 0, Im(hj(n)) 6= 0 and neither Re(hj) nor
Im(hj) have a change of sign on [n, n+ t0].
We choose b = (β1, ...., βm) ∈ [0, 2pi]
m in the following way
if Re(hj)(n) > 0 and Im(hj)(n) > 0, then βj = 3/4pi
if Re(hj)(n) > 0 and Im(hj)(n) < 0, then βj = −3/4pi (8)
if Re(hj)(n) < 0 and Im(hj)(n) > 0, then βj = 1/4pi
if Re(hj)(n) < 0 and Im(hj)(n) < 0, then βj = −1/4pi.
Then, considering the arcs
S1 := {e
iλ ∈ T : 0 < λ < pi/2},
S2 := {e
iλ ∈ T : pi/2 < λ < pi},
S3 := {e
iλ ∈ T : −1/2pi < λ < 0},
S4 := {e
iλ ∈ T : −pi < λ < −1/2pi},
one verifies that under assumption (A), hj(t)/|hj(t)| stays in S1, S2, S3, S4 for all t ∈
[n, n+ t0] if hj(n)/|hj(n)| is already contained in the respective arc. Using the choice of
b according to (8), this implies that for all θ ∈ R so that |eiθ − eiβj | < 1/2, the rotation
by θ is such that eiθhj(t) is contained in the left half plane.
Considering (4), we can conclude that there exists a t ∈ [n, n+ t0] such that e
iαj thj(t) ∈
{z : Re(z) < 0} for j = 1, ...,m. However, this contradicts (7), so that assumption (A)
must be false. By the intermediate value theorem, we obtain our assertion that one of
Re(hj) or Im(hj), j = 1, ...,m, has a zero on [n, n+ t0].
Setting Rj(z) :=
∑∞
ν=0Re(h
(ν)
j (0))/ν! z
ν and Ij(z) :=
∑∞
ν=0 Im(h
(ν)
j (0))/ν! z
ν we obtain
functions of exponential type less than d/2t0m. This is clear since τ(hj) ≤ d/2t0m and
|h
(ν)
j (0)| ≥ |Re(h
(ν)
j (0))|, |h
(ν)
j (0)| ≥ |Im(h
(ν)
j (0))|. Further, taking into account that
Rj(x) = Re(hj(x)) and Ij(x) = Im(hj(x)) for all real x, we obtain that the product
P :=
∏m
j=1Rj Ij has a zero [n, n + t0] for every n ∈ N2. As a product of 2m functions
of exponential type less than d/2t0m, P is a function of exponential type less than d/t0
(cf. [8]). Since dens(N2) ≥ d/t0, this can only happen if P ≡ 0 (cf. [8, Theorem 2.5.13]).
Consequently, Rj or Ij is constantly zero for at least one j ∈ {1, ...,m}.
Without restriction, say R1 ≡ 0 or I1 ≡ 0. We then proceed in the same way as above
without considering Re(h1) or Im(h1), respectively. In case that R1 ≡ 0 there is no need
to impose a condition on β1 in (8) since h1(t) ∈ iR for every t ∈ R which is sufficient
to obtain the impossibility of (7). If I1 ≡ 0, we start at the beginning and consider if
instead of f .
Inductively, we finally obtain that hj ≡ 0 for all j = 1, ...,m, and have a contradiction
to our assumption that f is frequently hypercyclic.
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Proof of Theorem 1. We suppose that T is frequently hypercyclic. Then the spectrum
of T cannot have isolated points by [19, Theorem 1.2]. As in the proof of [19, Theorem
1.2] we may assume that K = σ(T ). By the condition that the intersection of K and
{z : |z| = 1} is a finite set, there is an 0 < r < 1 such that a branch of the logarithm log
is defined on σ(T ) \{z : |z| < r}. Thus Proposition 3 yields the existence of a frequently
hypercyclic f with respect to the translation operator T1 (in the topology of H(C)) that
is of exponential type and such that L = log(σ(T ) \ {z : |z| < r}) ∈ A(f). But then
{iα1, ..., iαm} = L ∩ {z : Re(z) = 0} so that we have a contradiction to Theorem 3.
Proof of Corollary 1. As in the proof of [19, Theorem 1.2] we may assume that K =
σ(T ). In order to see (1), consider the operator S = eirT n. Then σ(S) ⊂ {z : |z| ≤ 1}
and σ(S)∩{z : |z| = 1} = {eir+iα1n, ..., eir+iαmn}. Now, if T is frequently hypercyclic, the
application of [11, Theorem 9.27, Theorem 9.35] yields that S is frequently hypercyclic.
However, this contradicts Theorem 1 since r+α1n, ..., r+αmn are assumed to be linearly
independent over the field of rationals.
For the proof of (2) we define C as the set of all c = (c1, ..., cm) ∈ Z
m so that
∑m
j=1 cj 6= 0.
For a given r ∈ R the assumption of (2) implies that α1 + r, ..., αm + r are not linearly
independent over the field of rationals if and only if
∑m
j=1 cj(αj + r) = 0 for some
c = (c1, ..., cm) ∈ C. The latter is equivalent to
r = −
1
m∑
j=1
cj
m∑
j=1
cjαj for some c ∈ C.
Since C is countable, there exists an r0 such that the above equality does not hold.
Considering (1), T cannot be frequently hypercyclic.
In the situation of (3) one verifies that the condition of (2) holds in case that A contains
two points. If A is a singleton, it is immediately clear that A+ r is linearly independent
over the fields of rational for some r ∈ R. Thus, in both cases the assertion follows from
(1) and (2).
Under the conditions of (4), there is a positive integer k such that σ(T k)∩{z : |z| = 1} =
{1}. With (3) we can conclude that T k is not frequently hypercyclic and considering
[11, Theorem 9.27], this shows that also T cannot be frequently hypercyclic.
In view of Theorem 1 and Corollary 1 it is natural to ask the following
Question 1. Let T be a frequently hypercyclic bounded operator on a Banach space such
that σ(T ) ⊂ {z : |z| ≤ 1}.
(a) Is it possible that |σ(T ) ∩ T| = 3?
(b) More general, is it possible that |σ(T ) ∩ T| <∞?
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