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Abstract
The discrete tomography problem is to reconstruct a binary function defined on a discrete
lattice from its sums in directions parallel to the axes of the lattice. The problem has multiple
solutions; we wish to determine a solution close, in the least-squares sense, to a specified start-
ing function. We formulate the problem in the Fourier domain, and use the Agarwal–Cooley
fast convolution or Good–Thomas fast Fourier transform to unwrap the multidimensional (2-
D or 3-D) problem into a long 1-D problem, in which the given projection data specify some
values of the DFT of the 1-D sequence of binary values. The z-transform of the DFT values,
evaluated on the unit circle, yields these binary values. The problem is now to determine the
minimum perturbation of the unconstrained DFT values of the starting function which cause
a Toeplitz matrix to lose rank. This type of problem is well-known in spectral estimation. We
obtain a new iterative algorithm which converges to a solution of the discrete tomography
problem close to the starting function. © 2001 Elsevier Science Inc. All rights reserved.
1. Introduction
1.1. Applications
In the discrete tomography problem, we have an object defined on a discrete lat-
tice of points and taking on only two possible values, which without loss of generality
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can be taken to be 0 and 1. We also have projection data at the same number of
angles as the dimension of the problem (i.e., two angles for the 2-D problem and
three angles for the 3-D problem). These projections are various sums of the object
pixels (0 or 1) along the principal axes of the lattice. The goal is to reconstruct the
binary image from its projections. Note that since the projections are sums of zeros
and ones, they are integers; this allows error correction and elimination of noise less
than 0.5 in absolute value.
This problem arises in X-ray tomography, where possible atom locations in the
unit cell of a crystal are defined on a discrete lattice. The presence of an atom at
a specific location corresponds to a pixel value of one at that location; the absence
of an atom corresponds to a pixel value of 0. The X-ray measurements are related
to the number of atoms along a specific direction, i.e., the sum of the pixel values
along that line. Measurements are usually only available along three or so orthogonal
directions. The goal is to reconstruct the locations in the unit cell occupied by atoms,
i.e., reconstruct the pixel value (0 or 1) at each lattice point.
Discrete tomography also arises in nondestructive testing, in which the goal is to
determine flaws (inclusions, bubbles, or hollow regions) inside a block of otherwise
homogeneous material. In this case the 0 or 1 pixel values correspond to presence or
absence of material at a specific location, or to the presence of a different material
at some location. If the absorption at a specific location can take on two possible
values, these can easily be transformed into 0 and 1. Many other applications are
noted in [1,2].
1.2. Discussion of the problem
The discrete tomography problem is clearly more difficult than the usual tomog-
raphy problem, since the number of angles is so small. It is clear that the restriction
of pixel values to 0 or 1 must be exploited. This suggests the use of discrete mathe-
matics, and many algorithms for the 2-D problem have used this approach (see the
various approaches in [1]). Recasting the problem as a network flow problem also
works well in the 2-D case, but this approach evidently cannot be extended to the
3-D case. The 3-D case has proven to be much more intractable than the 2-D case
[1].
Due to the nonuniqueness of the problem in both 2-D and 3-D (see below) an
important problem is to determine a solution that has specific properties. These prop-
erties may include a Markov random field model, convexity or other properties [1,2].
In this paper, the problem is to determine a solution close (in the least-squares sense)
to an initial starting function (or one such solution if there is more than 1). The idea is
that the solution will inherit some characteristics of the starting function (e.g., shape
or smoothness).
We will not attempt to review all of the approaches that have been applied to
discrete tomography here. The reader is referred to the excellent overview in [1], and
the chapters of [1] and papers of [2], and their references, for a wealth of approaches
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and results. The approach taken in this paper is different from all of these, although
the basic algebraic formulation of the problem was introduced by us in [1,3]. The
iterative algorithm presented in this paper is new.
1.3. New approach
Our approach has three main features:
1. We reformulate the problem in the discrete Fourier transform (DFT) domain, and
use the Agarwal–Cooley convolution mapping to transform the 2-D or 3-D prob-
lem into a 1-D problem in the DFT domain. This shows that the only difference
between the 2-D and 3-D problems is the number of DFT values specified. This
is in contrast with many of the methods proposed in [1], which work in 2-D but
not in 3-D.
2. We specify a set of constraints, satisfaction of which ensures that we have ob-
tained a solution to the discrete tomography problem. These constraints consist of
membership in several convex sets and a matrix rank constraint. They are similar
to constraints encountered in many signal processing problems (see below).
3. We propose an iterative algorithm that successively projects on each of these con-
straint sets. By the composite mapping theorem, this iterative algorithm converges
to a solution of the discrete tomography problem. Extensive experience with these
types of constraints and iterative algorithms in signal processing indicates that
convergence to a solution near the starting function is rapid.
1.4. Organization of paper
This paper is organized as follows. Section 2 reviews the formulation of the dis-
crete tomography problem in the DFT domain; some of this was presented in [1,3].
Section 3 specifies the constraints, including a matrix rank constraint, satisfaction
of which ensures that the discrete tomography problem has been solved. It also dis-
cusses implementation of the various projections. Section 4 shows that an iterative
algorithm initialized with the starting function and projecting on the various con-
straint sets will converge, using the composite mapping theorem. Section 5 presents
a trivial but illustrative example, and a larger example. Section 6 concludes with a
summary and suggestions for further research.
2. Problem formulation using the DFT
2.1. Problem statement
The 3-D discrete tomography problem can be formulated as follows. Let x(i1,
i2, i3) = 0 or 1 for 0  ij  Mj − 1, 1  j  3 for some integers M1,M2,M3. The
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M1 ×M2 ×M3 3-D discrete tomography problem is to reconstruct x(i1, i2, i3) from
its projections
p1(i2, i3) =
M1−1∑
i1=0
x(i1, i2, i3),
p2(i1, i3) =
M2−1∑
i2=0
x(i1, i2, i3), (2.1)
p3(i1, i2) =
M3−1∑
i3=0
x(i1, i2, i3).
Note that if M1 = M2 = M3 = M , then we have 3M2 equations in M3 unknowns,
so the problem seems to be underdetermined. In fact, there are dependencies even
among the 3M2 projection values we do have.
The 2-D version of this problem (which is defined analogously to (2.1)) does in
fact have a well-known ambiguity. Let {ia, ib, ja, jb} be four unequal indices such
that
x(ia, ja) = x(ib, jb) = 1, x(ia, jb) = x(ib, ja) = 0. (2.2)
In (2.2) we can exchange “0” and “1” without affecting any of the projections. The
likelihood of a quadruple[
1 0
0 1
]
occurring somewhere in a 2-D object of substantial size is near certain (note that
the rows and columns need not adjoin each other). Every such quadruple creates an
ambiguity in the 2-D discrete tomography problem. These quadruples are termed
“switching functions” in Chapter 1 of [1].
The 3-D version of this ambiguity is much more involved. Let {ia,ja,ka,ib, jb, kb}
be six unequal indices such that
x(ia, ja, ka)=x(ia, jb, kb) = 1, x(ib, ja, kb) = x(ib, jb, ka) = 1, (2.3)
x(ia, ja, kb)=x(ib, jb, kb) = 0, x(ib, ja, ka) = x(ia, jb, ka) = 0.
In (2.3) we can again exchange “0” and “1” without affecting any of the projec-
tions (2.1) (in 3-D this time). The likelihood of an octuple consisting of two parallel
quadruples[
1 0
0 1
]
and
[
0 1
1 0
]
is smaller than in 2-D (see below), but it still happens in practice.
This suggests the following problem: Given a specified starting function x0(i1,
i2, i3), determine the solution x(i1, i2, i3) minimizing
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‖x − x0‖22 =
M1−1∑
i1=0
M2−1∑
i2=0
M3−1∑
i3=0
(x(i1, i2, i3)− x0(i1, i2, i3))2, (2.4)
which satisfies (2.1). This is the problem we wish to solve in this paper. In practice,
we have been unable to prove that the proposed algorithm converges to the closest
solution, but it does converge to a close solution.
2.2. Problem reformulation using the DFT
The condition x(i1, i2, i3) = 0, 1 can be written as
x2(i1, i2, i3)− x(i1, i2, i3) = x(i1, i2, i3)(x(i1, i2, i3)− 1) = 0. (2.5)
Taking the M1 ×M2 ×M3-point 3-D DFT (here j =
√−1)
X(k1, k2, k3)=
M1−1∑
i1=0
M2−1∑
i2=0
M3−1∑
i3=0
x(i1, i2, i3)
e−j2π(i1k1+i2k2+i3k3)/(M1M2M3) (2.6)
of (2.5) gives
X(k1, k2, k3) ∗ ∗ ∗X(k1, k2, k3) = (M1M2M3)X(k1, k2, k3), (2.7)
where ∗ ∗ ∗ denotes a 3-D cyclic convolution of order (M1,M2,M3). Furthermore,
knowledge of the projections (2.1) amounts to knowledge of
P1(k2, k3) = X(0, k2, k3),
P2(k1, k3) = X(k1, 0, k3), (2.8)
P3(k1, k2) = X(k1, k2, 0),
where Pi(·) are the obvious 2-D DFTs of (2.1).
2.3. Unwrapping using Agarwal–Cooley convolution
Assume without loss of generality that M1,M2,M3 are relatively prime. In par-
ticular, if the problem is M0 ×M0 ×M0 for some M0, it may be zero-padded so
M1,M2,M3 are three consecutive integers with M2 even, which ensures that they
are relatively prime. Since the projections of the extra zero-valued rows and columns
are 0, they ensure that any reconstruction will be similarly zero-padded.
Since M1,M2,M3 are relatively prime, we can map the 3-D cyclic convolution
in (2.7) into a 1-D cyclic convolution of order M1M2M3 using the Agarwal–Cooley
convolution [4]. We get
96 A.E. Yagle / Linear Algebra and its Applications 339 (2001) 91–109
X(k) ∗X(k) = M1M2M3X(k), (2.9)
where X(k) maps to X(k1, k2, k3) using a residue number system mapping [4]
k ≡ k1 mod(M1), k ≡ k2 mod(M2), k ≡ k3 mod(M3). (2.10)
Note that X(k) is known for all k that are multiples of M1,M2 or M3. In fact, the
discrete tomography problem in any number of dimensions is equivalent to a 1-D
discrete tomography problem, in which we know various values of the DFT X(k) of
the 1-D signal x(n) = 0, 1, since the inverse M1M2M3-point 1-D DFT of (2.9) is
x(n)2 = x(n)→ x(n) = 0 or 1,
x(n) = 1
M
M−1∑
k=0
X(k) ej2nk/M, M = M1M2M3. (2.11)
Note that our approach works in any number of dimensions, in contrast to some others.
We illustrate the 2-D version of these results with a simple example in Section 5.
Alternatively, we can map directly in the spatial domain. x(n) maps to x(i1, i2, i3)
using (2.10), and the 1-D DFT X(k) of x(n) is related to the 3-D DFT X(k1, k2, k3)
by the residue number system mapping again. This is the Good–Thomas Fast Fourier
Transform (FFT) [4]. Note that k1 = 0 means that k is a multiple of k1, and similar-
ly for k2 and k3. Then (2.8) shows that knowledge of the projections amounts to
knowing X(k) for k a multiple of any of M1,M2,M3.
This also shows that the 3-D problem differs from the 2-D problem in only one
way: the fraction of values of X(k) specified by the projections increases with the
number of dimensions. Compare the 3-D M1 ×M2 ×M3 problem with the 2-D
M1 ×M2M3 problem (the total number of pixels is the same for both problems).
For the 3-D problem X(k) is known for k a multiple of M1,M2 or M3. For the 2-D
problem X(k) is known for k a multiple of M1 or M2M3, not M2 or M3 separately,
so fewer values of X(k) are known. It is not difficult to see why this should be so.
The 3-D problem can be viewed as a set of adjoining 2-D problems, with additional
constraints between the 2-D problems.
In [3] we proposed solving (2.9) as a system of M1M2M3 simultaneous quadratic
equations in (M1 − 1)(M2 − 1)(M3 − 1) unknowns. Unfortunately, systems of si-
multaneous quadratic equations tend to have many local minima, into which gradient
or descent algorithms tend to be trapped. In contrast, the iterative algorithm proposed
below converges.
3. Constraints for new iterative algorithm
3.1. Definitions for Toeplitz matrix rank constraint
The material presented from here on is entirely new, to our knowledge. Through-
out this section we refer to X(k) as defined in Section 2.3. Define
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S(z) =
M−1∑
k=0
X(k)zk; S(ej2n/M) = Mx(n) = 0,M. (3.1)
This simply notes that evaluating the z-transform S(z) of X(k) on the unit circle
|z| = 1 implements the inverse DFT, to a factor of M = M1M2M3.
More importantly, it shows that S(z) has zeros on the unit circle at z = ej2ni/M ,
where n = ni are precisely those arguments of the binary function x(n) at which
x(n) = 0 (as opposed to x(n) = 1). In fact, S(z)−M has zeros at the other points
z = ej2n/M equally spaced on the unit circle, for integers n /= ni . We can combine
these two conditions into the single condition (equivalent to (2.9))
S(z)(S(z)−M) = 0 for z = ej2n/M, n = 0, 1, . . . ,M − 1. (3.2)
But it is more productive to consider these two conditions separately.
Partition the set {0, 1, . . . ,M − 1} into sets Z0 and Z1, where
x(n) = 0 for n ∈ Z0; x(n) = 1 for n ∈ Z1. (3.3)
The set Zi has Ni elements, where i = 0, 1. Note that N0 +N1 = M , and N1 can
be computed by summing all of the projections parallel to any single axis. These
three sums are equal to each other, since each sum is X(0, 0, 0) = X(0); this is one
of many redundancies in the projection data that are not immediately obvious in the
spatial domain but are immediately obvious in the DFT domain [3].
We may then partition the factorization [4, p. 16]) of zM − 1 into a product
zM − 1=
M−1∏
n=0
(
z− ej2n/M
)
=
∏
n∈Z0
(
z− ej2n/M
) ∏
n∈Z1
(
z− ej2n/M
)
= S0(z)S1(z), (3.4)
where the polynomials S0(z) and S1(z) are
S0(z) =
∏
n∈Z0
(
z− ej2n/M
)
=
N0∑
i=0
s0i z
i , (3.5a)
S1(z) =
∏
n∈Z1
(
z− ej2n/M
)
=
N1∑
i=0
s1i z
i . (3.5b)
Note Si(z) has Ni zeros, degree Ni and Ni + 1 coefficients, for i = 0, 1.
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3.2. Derivation of Toeplitz matrix rank constraint
S(z) has zeros at z = ej2n/M , n ∈ Z0, so S0(z) is a factor of S(z). Similarly, S1(z)
is a factor of S(z)−M . We can thus write
S(z) = S0(z)Q0(z), S(z)−M = S1(z)Q1(z) (3.6)
for some polynomials Q0(z) and Q1(z) whose zeros do not lie on |z| = 1. Multiply-
ing (3.6) by S1(z) and S0(z), respectively, and using (3.4) yields
S(z)S1(z) = S0(z)S1(z)Q0(z) = (zM − 1)Q0(z), (3.7a)
(S(z)−M)S0(z) = S1(z)S0(z)Q1(z) = (zM − 1)Q1(z). (3.7b)
Taking (3.7) mod(zM − 1) yields
S(z)S1(z) =
(
M−1∑
k=0
X(k)zk
)(
N1∑
i=0
s1i z
i
)
≡ 0, mod(zM − 1), (3.8a)
(S(z)−M)S0(z) =
(
M−1∑
k=0
X(k)zk −M
) N0∑
i=0
s0i z
i

 ≡ 0, mod(zM − 1).
(3.8b)
Equating coefficients of zi results in the circulant systems (cf. [4, p. 138])


X(0) X(1) X(2) . . . X(M − 1)
X(M − 1) X(0) X(1) . . . X(M − 2)
X(M − 2) X(M − 1) X(0) . . . X(M − 3)
X(M − 3) X(M − 2) X(M − 1) . . . X(M − 4)
...
...
...
...
...
X(1) X(2) X(3) . . . X(0)




s1N1
...
s10
0
...
0


=


0
...
0
0
...
0


,
(3.9a)


X(0)−M X(1) X(2) . . . X(M − 1)
X(M − 1) X(0)−M X(1) . . . X(M − 2)
X(M − 2) X(M − 1) X(0)−M . . . X(M − 3)
X(M − 3) X(M − 2) X(M − 1) . . . X(M − 4)
...
...
... . . .
...
X(1) X(2) X(3) . . . X(0)−M




s0N0
...
s00
0
...
0


=


0
...
0
0
...
0


.
(3.9b)
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We can also reverse this argument. Suppose that {X(k), k = 0, . . . ,M − 1} is
conjugate symmetric X(M − k) = X∗(k), and forms the rank-deficient circulant
matrix in (3.9a). Then S(z)S2(z) ≡ 0 mod(zM − 1) for some polynomial S2(z) of
degree N1 whose coefficients are the elements of the null vector of the leftmost
N1 + 1 columns of the matrix in (3.9a) (we do not know yet that S2(z) = S1(z)).
But this means that zM − 1 divides S(z)S2(z), which has degree M − 1 +N1
and thus has only M − 1 +N1 zeros. M of those zeros lie on the unit circle, and
S2(z) can account for only N1 of them since S2(z) has degree N1. Hence S(z) has
M −N1 = N0 zeros on the unit circle at z = ej2ni/M for N0 values of ni , and the
inverse DFT x(n) of the coefficients X(k) of the polynomial S(z) (as defined in
(3.1)) has x(n) = 0 at those values. 
If we know that x(n) = 0 for exactly N0 values of n (which is the case if x(n)
solves the discrete tomography problem), then S2(z) must have for its zeros the
other N1 zeros on the unit circle not taken by S(z), so that S2(z) = S1(z). That
is, at a solution to the discrete tomography problem the locations of the zeros of
the polynomial with coefficients from the null vector specify the locations where
x(n) = 1.
A similar argument applied to S(z)−M and matrix (3.9b) with N0 and N1 in-
terchanged shows that S(z)−M has M −N0 = N1 zeros on the unit circle. At a
solution to the discrete tomography problem, the polynomial S0(z) with coefficients
from the null vector specify the locations where x(n) = 0.
3.3. Discussion of Toeplitz matrix rank constraint
This means that the matrix A defined as the leftmost N1 + 1 columns of the circ-
ulant matrix in (3.9a) must be rank-deficient. This is both necessary and sufficient
for S(z) to have N0 zeros on the unit circle |z| = 1 at some locations z = ej2n/M ,
n ∈ Z0. Similarly, the matrix B defined as the leftmost N0 + 1 columns of the circ-
ulant matrix in (3.9b), must also be rank-deficient! This is also both necessary and
sufficient for S(z)−M to have N1 zeros on the unit circle |z| = 1 at some loca-
tions z = ej2n/M, n ∈ Z1, distinct from the zeros of S(z). Note that if N0 = N1 then
B = A−M[I, 0]′.
The significance of this approach is that the specific locations n ∈ Z1 at which
x(n) = 1 do not appear explicitly. The null vector of A consists of the coefficients s1i
of the polynomial S1(z) whose zeros specify the values of n at which x(n) = 1. This
is analogous to Prony’s method of spectral estimation [5], in which the goal is not
to estimate directly the frequencies of sinusoids, but rather estimate the coefficients
of the polynomial whose zeros specify these frequencies. Note that in general values
of S(z) close to zero or M need not round to a solution, since we start with a start-
ing function x0(i1, i2, i3) which may be some distance (see (2.4)) from the nearest
solution x0(i1, i2, i3).
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3.4. Determination of Toeplitz matrix rank constraint
The next problem is to determine the nearest matrix to a given M × (N1 + 1)
Toeplitz matrix which is rank-deficient, so that (3.9a) has a solution. Fortunately this
is straightforward to determine and compute.
Recall that the Frobenius or Hilbert–Schmidt norm of the matrix A is [5]
‖A‖2 = Trace[AHA] =
M∑
i=1
N1+1∑
j=1
|ai,j |2. (3.10)
Since A consists of the N1 + 1 leftmost columns of a circulant matrix with first row
{X(k), k = 0, . . . ,M − 1}, we have
‖A‖2 = (N1 + 1)
M−1∑
k=0
|X(k)|2 = (N1 + 1)M
M−1∑
n=0
|x(n)|2. (3.11)
Hence the minimum least-squares perturbation in the spatial domain, as defined in
(2.4), is proportional to the minimum Frobenius norm perturbation of A.
Let A have singular value decomposition A = UDV H, where UHU = V HV = I
[5] and D = diag[σi] is the diagonal matrix of nonzero singular values. Recall that
(AHA)vi = σ 2i vi and (AAH)ui = σ 2i ui . Then
‖A‖2 = Trace[AHA]
= Trace[VDUHUDV H]
= Trace[VD2V H]
=
N1+1∑
i=1
σ 2i , (3.12)
so the nearest (in this norm) rank-deficient matrix to A is
A˜ =
N1∑
i=1
σiuiv
H
i = A− σN1+1uN1+1vHN1+1, (3.13)
where σN1+1 is the smallest nonzero singular value.
Thus we need to find the minimum nonzero singular value σN1+1 and associated
singular vectors uN1+1 and vN1+1 for a given M × (N1 + 1) Toeplitz matrix A.
3.5. Computation of Toeplitz matrix rank constraint
Due to the Toeplitz structure of A, these can be computed as follows:
1. Run the power method on AHA to compute the maximum singular value σ1 of A.
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2. Run the power method on σ 21 I − AHA, whose maximum eigenvalue is σ 21 −
σ 2N1+1 and whose associated eigenvector is the desired minimum right singular
vector vN1+1.
3. Solve (AAH − σ 2N1+1I )uN1+1 = 0 for the desired minimum left singular vector
uN1+1. Since AAH is Hermitian Toeplitz, any iterative method can be implement-
ed rapidly using FFTs. Note that σN1+1 is now known from step 2.
4. Compute A˜ = A− σN1+1uN1+1vHN1+1 (from (3.13)).
Recall that the power method uses the iteration [5]
x[k+1] = Rx[k],
lim
k→∞ x
[k]/‖x[k]‖ = vmax, (3.14)
λmax = (vHmaxRvmax)/(vHmaxvmax),
which converges to the maximum eigenvalue λmax and its associated eigenvector
vmax of the matrix R. Since A is the leftmost N1 + 1 columns of a Hermitian circulant
matrix, the power method with R = AHA can be implemented quickly using FFTs
to compute Ay and AH(Ay).
3.6. Toeplitz structure constraint
The procedure described above results in a rank-deficient M × (N1 + 1) matrix,
but the Toeplitz structure is destroyed. We need to restore this structure by deter-
mining the M × (N1 + 1) Toeplitz matrix which is: (1) the leftmost N1 + 1 col-
umns of a Hermitian circulant matrix; and (2) closest in the Frobenius norm to the
just-computed rank-deficient matrix.
The procedure for doing this is well-known in signal processing, where it is called
“Toeplitzation” [5–9]. The procedure is to replace all of the elements of each diag-
onal of the matrix with their arithmetic mean. At the top and bottom of the matrix,
there are fewer elements along each diagonal to average, which makes an explicit
formula somewhat complicated [9], but the concept is evident. That this procedure
finds the closest (in the Frobenius norm) Toeplitz matrix to the given matrix is proven
in [5–9] (among other places), and will not be repeated here.
The following example illustrates the procedure. Given the matrix A in
A =

1 2 34 5 6
7 8 9

→ T =

5 4 36 5 4
7 6 5

 , (3.15)
the Toeplitz matrix T minimizing ‖A− T ‖2 =∑∑ |ai,j − ti−j |2 is the matrix T in
(3.15).
The Toeplitzation procedure also reduces the Frobenius norm of the matrix, e.g.,
‖T ‖  ‖A‖. To see this, consider the DFT D(k) of a single diagonal {d(n)} =
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{an,j+n} (for a diagonal above the main one) of the matrix A. The act of replac-
ing all of the elements of the diagonal with their average is equivalent to setting
D(k) = 0 for k /= 0 and keeping D(0) =∑ d(n) unaltered. The contribution of this
diagonal to ‖A‖2 is reduced from∑ |D(k)|2 to |D(0)|2 (both divided by the number
of elements in the diagonal), using Parseval’s theorem. For the example in (3.15),
the squared norm is reduced from ‖A‖2 = 285 to ‖T ‖2 = 237. Note that this is a
substantial reduction. This norm-reduction property is important in proving that the
composite iterative algorithm of Section 4 converges to a solution to the discrete
tomography problem.
Since the M × (N1 + 1) matrix must also be the leftmost N1 + 1 columns of a
Hermitian circulant matrix (the circulant matrix is Hermitian since the DFT values
of a real signal satisfy X(−k) = X∗(k)), a further average is required. The diag-
onals corresponding to X(k) and X(−k), which are corresponding distances from
the top and bottom of the matrix, must have their real parts replaced by their av-
erage and their imaginary parts replaced by half of their difference (with opposite
signs for Im[X(k)] and Im[X(−k)]). This procedure is well-known in circulant pre
conditioning.
3.7. Known values constraint
Of course, some of the values of X(k) are known, specifically X(k) for which k is
a multiple of any of M1,M2,M3, since these X(k) map to X(0, k2, k3), X(k1, 0, k3)
or X(k1, k2, 0), which are the DFTs of the projection data. The M × (N1 + 1) Toep-
litz matrix which has these known values along the appropriate diagonals which is
closest (in the Frobenius norm) to a given M × (N1 + 1) Toeplitz matrix is simply
the matrix for which the appropriate diagonals have been replaced by the known
values of X(k), with all other matrix values unchanged. This is immediately evident,
since the Frobenius norm of a matrix is the sum of the square magnitudes of each
individual matrix element. Note that the fraction of diagonals affected is only about
three divided by the size of the object.
3.8. Closed-interval spatial domain constraint
In the spatial domain we know x(n) = 0, 1. This is not a convex set, and repeated
projection onto this set will not in general lead to a solution to the discrete tomogra-
phy problem. However, the constraint 0  x(n)  1 is a convex set. Projection onto
this set can be performed as follows. Recall that we have an M × (N1 + 1) matrix
composed of the leftmost N1 + 1 columns of a circulant matrix. The first column of
the matrix specifies the DFT of x(n), and the DFT is a unitary (length-preserving)
transform. Hence we may do the following:
1. Compute the present iteration x(n) from the first column of the matrix using the
inverse DFT;
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2. Project x(n) onto the convex set 0  x(n)  1 using
x(n)new =


0 if x(n)old < 0,
x(n)old if 0  x(n)old  1,
1 if x(n)old > 1.
(3.16)
3. Compute the DFT of x(n)new and construct the circulant matrix having this DFT
as its top row. Then take the leftmost N1 + 1 columns of this circulant matrix.
The reason for this constraint will become apparent in the following section.
4. New iterative composite mapping algorithm
4.1. Sufficiency of constraints
We make use of the following theorem to show that the constraints given in
Section 3 ensure solution of the discrete tomography problem.
Theorem 1. Let {X(k), k = 0, . . . ,M − 1} satisfy the following:
1. the leftmost N1 + 1 columns of the M ×M circulant matrix with top row
{X(k), k = 0, . . . ,M − 1} form a rank-deficient M × (N1 + 1) matrix;
2. those values of X(k) for which k is a multiple of any of M1,M2,M3 agree with
the DFTs of the known projection data (see (2.1) and (2.8));
3. the inverse DFT {x(n), k = 0, . . . ,M − 1} of {X(k), k = 0, . . . ,M − 1} has the
property 0  x(n)  1.
Then x(n) is a solution to the discrete tomography problem.
Proof. As proven in Section 3, the rank-deficiency condition #1 ensures that the
inverse DFT x(n) of the elements X(k) of the matrix will have x(n) = 0 at N0 lo-
cations, as ensured by the size M × (N1 + 1) of the matrix. N1 and N0 = M −N1
are known directly from the projection data (2.1) since summing all of the projection
data parallel to any single axis gives N1. This says nothing about the values of x(n)
at the remaining N1 = M −N0 values of n. But we have
∑
n∈Z1
x(n) =
M−1∑
n=0
x(n)−
∑
n∈Z0
x(n) = N1 − 0 = N1 (4.1)
and condition #2 makes this true if and only if x(n) = 1 for n ∈ Z1. Hence x(n) =
0, 1 everywhere and x(n) has the proper projections. 
Two comments are in order here:
1. The condition x(n)  0 is not necessary. But it is a convex set, and imposing this
constraint helps speed up convergence of the iterative algorithm.
2. We could replace condition #3 with a second rank-deficiency constraint based
on (3.9b). However, this would double the most computationally intensive part
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of the algorithm. More importantly, such a rank-deficiency condition would not
be a norm-reducing projection, and would not necessarily result in a convergent
iterative algorithm.
4.2. Composite mapping iterative algorithm
Theorem 2. Consider the following iterative algorithm:
Initialize with a starting function x0(i1, i2, i3) by computing its (M1 ×M2 ×
M3)-point 3-D DFT X(k1, k2, k3) using (2.6) and then mapping to X(k) using the
residue number system mapping (2.10).
Recursion: Given an X(k), do the following:
1. Form the M ×M circulant matrix with {X(k), k = 0, . . . ,M − 1} as its top row,
and take the leftmost N1 + 1 columns, where N1 + 1 is the sum of all of the pro-
jections parallel to any single axis.
2. Compute the minimum singular value and vectors using the power method (3.14).
Form the nearest rank-deficient matrix using (3.13).
3. “Toeplitzify” the result of #2 by averaging along diagonals as discussed in Section
3.5. Replace appropriate diagonals with known values of X(k) as discussed in
Section 3.6.
4. Take the inverse DFT ofX(k) as specified by the first column of the matrix. Project
onto 0  x(n)  1 using (3.15). Take the DFT of the result.
5. Go to #1.
Then this algorithm converges to a solution of the discrete tomography problem.
Proof. Convergence follows from the global convergence theorem of Zangwill [10].
This theorem states that if a sequence of mappings closed outside of the solution set
is used to define an iteration, then the iteration converges to a solution if there is a
descent function which is reduced in value at each iteration outside the solution set
(see [5] or [10] for details). In the present case the descent function is the Frobe-
nius norm (3.10) of the matrix A at each iteration. Each of the operations described
above reduces this norm. Rendering A rank-deficient reduces ‖A‖2 from ∑N1+1i=1 σ 2i
to
∑N1
i=1 σ 2i (see (3.12). The other operations listed above (Toeplitzification, etc.)
are all linear projections (onto convex sets), and so they are norm-reducing (in fact,
they can be explicitly written as pseudoinverses; see [5–7] for details). Closure of
the rank-deficient rendering operation is proven in [11], where it is shown that this
mapping is continuous (although it should be noted that the set of rank-deficient
matrices is not convex). Closure of the other operations follows from their evident
continuity. For more details see [5–7]. 
We note that convergence of the iterative algorithm consisting of alternating steps
of Toeplitzification and rendering rank-deficient by suppressing minimum singular
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value components was also shown in [8]; the additional constraints of our algorithm
do not affect this proof.
Two comments are in order here:
1. This algorithm is very similar to algorithms used extensively in signal processing
for spectral estimation. The covariance matrix is estimated from the data, Toep-
litzified to reflect the (assumed) wide-sense stationarity of the data, and rendered
rank-deficient by the (assumed) dimension of the noise. These algorithms have
proven to converge very quickly (around two dozen or fewer iterations [5–9]) to
a solution.
2. The major differences between these algorithms and the algorithm proposed above
(besides the application to discrete tomography, as opposed to spectral estimation)
are as follows:
(i) The rank-deficient matrix is M × (N1 + 1) rather than M ×M .
(ii) Some diagonals of the matrix are assumed to be known.
(iii) The additional projection onto 0  x(n)  1.
Obviously these additional constraints can only aid the convergence and perfor-
mance of the algorithm, since all are projections onto convex sets.
5. Numerical examples
5.1. Simple illustrative example
We present a simple example to show how this works. Consider the 2-D problem
of reconstructing the object
x(i1, i2) =
[
1 0 1
0 1 0
]
from its column [1, 1, 1] and row [2, 1]′ sums.
The first step is to use the 2-D version of (2.8). The 1-D DFTs of the row and
column sums are [3, 0, 0] and [3, 1], respectively. In general these DFTs are complex
numbers, but we wish to keep this as simple as possible.
We have M1 = 2,M2 = 3 and M = M1M2 = 6. The sum of the row sums equals
the sum of the column sums; both are 3. This confirms that the k = 0 (DC) val-
ues of the DFTs of the row and column sums both equal the DC value X(0, 0) of
the (2 × 3) 2-D DFT of x(i1, i2). Any of these show that N1 = 3, so that N1 =
M −N0 = 6 − 3 = 3.
We know X(k) for k = 0, 2, 3, 4 (k a multiple of either 2 or 3). Using (2.8) and
(2.10), we have X(1) and X(5) = X(1)∗ are unknown and
X(0) = 3, X(2) = 0, X(4) = 0 (columns),
X(0) = 3, X(3) = 1 (rows). (5.1)
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The M × (N1 + 1) = 6 × 4 Toeplitz matrix is known at four of six elements in each
column, and is
A =


3 X(1) 0 1
X(1)∗ 3 X(1) 0
0 X(1)∗ 3 X(1)
1 0 X(1)∗ 3
0 1 0 X(1)∗
X(1) 0 1 0


. (5.2)
The value of X(1) corresponding to the given object is X(1) = 1 − j√3, and the
resulting null vector is


3 1 − j√3 0 1
1 + j√3 3 1 − j√3 0
0 1 + j√3 3 1 − j√3
1 0 1 + j√3 3
0 1 0 1 + j√3
1 − j√3 0 1 0




−1
1 + j√3
1 − j√3
−1

√0.1 =


0
0
0
0
0
0


. (5.3)
The zeros of −z3 + (1 + j√3)z2 + (1 − j√3)z− 1 are z = ej2n/6 for n = 0, 1, 2.
As discussed at the end of Section 3.2, these zero locations yield x(n) = 1 for n =
0, 1, 2 since the elements of the null vector are the coefficients of S1(z). More di-
rectly, the inverse 1-D DFT of X(k) yields x(n) = {1, 1, 1, 0, 0, 0}, and rewrapping
this 1-D signal to 2-D using the residue number system mapping (2.10) yields the
original x(i1, i2). Alternatively, mapping X(k) to X(k1, k2) using (2.10) and taking
the inverse (2 × 3) 2-D DFT of this X(k1, k2) yields x(i1, i2).
However, there are two other values of X(1) which make the matrix A in (5.2)
rank-deficient. These correspond to the two quadruples of the form (2.2) present in
the given x(i1, i2). The three solutions having the specified row and column sums
are [
1 0 1
0 1 0
]
,
[
0 1 1
1 0 0
]
,
[
1 1 0
0 0 1
]
(5.4)
and all three can be found by solving for X(1) that make the matrix A rank defi-
cient. Various initializations x0(i1, i2) converged in a few iterations to the nearest (as
defined by (2.4)) of the three solutions.
Although it is very simple, this example illustrates many of the basic features of
this formulation of the discrete tomography problem, including the rank deficiency
and presence of multiple solutions.
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5.2. Larger example
The algorithm was run on a 10 × 10 × 10 3-D discrete tomography problem. The
object was generated using Matlab’s rand function, with output above 0.5 rounded
up to 1 and output below 0.5 rounded down to zero (the output was actually gen-
erated in 1-D). Another similarly generated random signal was used for the starting
function x0(i1, i2, i3). The algorithm typically converged after a couple of dozen
iterations (there was some variation), where each iteration consisted of a complete
cycle through the constraints.
It is difficult to evaluate the results explicitly, other than to note that the iterative
algorithm did indeed always converge to a solution which was binary and satisfied
all of the projection constraints. Convergence to the original function was never ob-
served, which suggests that the switching ambiguity is still significant in 3-D as
well as in 2-D, even though the 3-D problem has more constrained values. There
was some superficial resemblance to the starting function, but no attempt was made
to determine whether the solution to which the algorithm converged was in fact the
closest solution to the starting function, since an exhaustive search would be required
to verify this.
Computational requirements cannot be specified exactly; the algorithm is, after
all, iterative. However, a typical run would consist of about 25 iterations of the above
procedure, where each iteration requires about 50 iterations of the power method
(this varies greatly), where each power method iteration required three FFTs to im-
plement the matrix–vector multiplication. The wealth of solutions to the discrete
tomography problem suggests that there is a solution not too far away from the ini-
tialization.
Herman and Censor and Matej have demonstrated success with binary steering
methods (see Chapter 12 of [1]). These methods essentially implement an iterative
algorithm for non-binary tomography, and round the results of each iteration to 0 or
1 using
xn =


0 if x  α,
1 if x  β,
x otherwise
(5.5)
for some constants α, β. However, as many as 500,000 iterations may be needed to
find a solution [1, p. 290].
Of course, each iteration in this algorithm is much, much simpler than an iteration
in the algorithm proposed in this paper. However, algorithms cannot be parallel-
ized in iteration number; number of iterations is a lower bound on the computation
time, and an algorithm requiring many, many iterations cannot be very fast. This
shows that comparison of algorithms in terms of computation depends heavily on
the computational environment.
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6. Conclusion
We have presented a new iterative composite mapping algorithm for the 3-D dis-
crete tomography problem. Making use of our previous algebraic formulation of
the problem, we define several constraints on the values of the left part of a circulant
matrix whose first row is the DFT of the present iteration in the spatial domain. These
constraints include a rank constraint, a Toeplitz structure constraint, a projection
values constraint which becomes a set of known values of the DFT, and a spatial
domain pixel value restriction to the closed interval [0, 1]. Only the rank constraint
is not a convex set, and it is a norm-reducing constraint. The composite mapping
iterative algorithm consisting of successive projections on each of these constraint
sets converges by the global convergence theorem. The algorithm tends to converge
to a solution close to the starting function, and often inherits some properties of this
starting function.
The numerical behavior of this algorithm deserves further study. Although con-
vergence does not seem to be a major issue, the issue of whether it truly converges
to the solution nearest the starting function seems difficult to settle without exhaus-
tive search. A simpler method of settling this would be preferable. Also, we have
not treated the case where there is not a unique minimum nonzero singular value.
Although we are not explicitly interested in multidimensional noise spaces, as in
spectral estimation, the issue of which singular vector (or which combination) to use
should be settled.
The overall algorithm is a modification of “Toeplitzification” algorithms that have
been used in spectral estimation. The rank constraint and averaging along diagonals
to project to the nearest Toeplitz matrix are well known operations in signal process-
ing. This suggests that other aspects of spectral estimation might be applicable to
discrete tomography. For example, if the projections themselves are noisy, so that the
number N1 of nonzero pixel values is unknown, the problem of estimating N1 from
the noisy data is analogous to the order-selection problem in spectral estimation, to
which the Akaike model order criterion might be used. Other possible topics for
future research include application of methods for analyzing the number of solutions
to the overdetermined system of simultaneous quadratic equations in [1, 3], in order
to pin down the ambiguity without specifying all switching functions (2.2) and (2.3),
and methods for solving them.
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