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Resumen
Se factoriza la transformada de Fourier del nu´cleo de una ecuacio´n integral sin-
gular, al utilizar el me´todo de Wiener-Hopf, como el producto de dos funciones: una
holomorfa en el semiplano superior y otra holomorfa en el semiplano inferior.
Palabras-clave: productos de funciones, transformada de Fourier, mtodo de Wiener-
Hopf.
Abstract
Using the Wiener-Hopf method, we factorize the Fourier Transform of the kernel
of a singular integral equation as the product of two functions: one holomorphic in
the upper semiplan and the other holomorphic in the lower semiplan.
Keywords: function product, Fourier transform, Wiener-Hopf method.
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1 Introduccio´n
El propo´sito de este art´ıculo es el de “factorizar” la tranformada de Fourier del nu´cleo de
una ecuacio´n integral singular de la siguiente forma:
ϕ(x) + µ
∫ +∞
0
ϕ(t)
pi(x− t)dt = f(x), x ≥ 0 (1)
a la hora de usar el me´todo de Wiener-Hopf, para luego utilizar tal factorizacio´n en la
resolucio´n de la ecuacio´n (1).
∗Escuela de Matema´tica, Instituto Tecnolo´gico de Costa Rica, Cartago, Costa Rica.
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Ha de sen˜alarse que la solucio´n de (1) ya ha sido encontrada para varias familias de
funciones. Sin embargo al momento de resolver (1) no queda claro co´mo debe factorizarce
la transformada de Fourier del nu´cleo y adema´s la forma de reolver la ecuacio´n no es clara
tampoco. En este art´ıculo se demuestra la forma en que debe de hacerse esto para un caso
espec´ıfico de nu´cleo singular.
Antes de exponer nuestra idea se explicara´ en que´ consiste el me´todo de Wiener-Hopf
para resolver ecuaciones integrales y en que´ consiste el factorizar el nu´cleo de una ecuacio´n
integral.
1.1 Factorizacio´n de Funciones Holomorfas
La idea de “factorizar” una funcio´n holomorfa es una cuestio´n fundamental en el me´todo
de Wiener-Hopf. Es por ello que pasaremos a definir tal asunto.
Sea Kˆ la transformada de Fourier de cierta funcio´n. Supo´ngase que se tiene lo siguiente
Kˆ(ξ) = Kˆ+(ξ) · Kˆ−(ξ), para ξ real, (2)
donde Kˆ+(ξ) es holomorfa en =(ζ) > 0 y continua en =(ζ) ≥ 0 y Kˆ−(ζ) es holomorfa
en =(ζ) < 0 y continua en =(ζ) ≤ 0 con ζ = ξ + iη. En estas condiciones decimos que
Kˆ se puede factorizar como el producto de dos funciones dotadas de un prolongamiento
holomorfo.
Un ejemplo de esto lo constituye el siguiente. Sea K(x) = 1/2 exp (−|x|), es conocido
que Kˆ(ξ) = (1 + ξ2)−1. Ahora obtenemos una factorizacio´n del tipo (2) si ponemos
Kˆ+(ζ) = (ζ + i)−1 y Kˆ−(ζ) = (ζ − i)−1.
1.2 El Me´todo de Wiener-Hopf
Una ecuacio´n integral de Wiener-Hopf de segunda especie tiene la siguiente forma
φ(x) −
∫ ∞
0
K(x− t)φ(t)dt = f(x), x > 0 (3)
En (3) la funcio´n K es localmente integrable, f una distribucio´n sobre IR y φ es la
funcio´n inco´gnita. Adema´s se pide que el soporte de φ este´ contenido en [0,∞[ y que
1− Kˆ(ξ) 6= 0 para ξ real.
El me´todo de Wiener-Hopf para resolver (3) consiste primero en extender el rango de
integracio´n al intervalo ]−∞,∞[. Para hacer esto se considera la siguiente ecuacio´n
phi(x) −
∫ ∞
−∞
K(x− t)φ(t)dt − f(x) = ψ(x), −∞ < x <∞ (4)
Ahora la ecuacio´n (3) es equivalente a (4) con la condicio´n de que
ψ(x) = 0, siempre que x < 0 (5)
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Aplicando la transformada de Fourier a ambos lados de (4) y teniendo en cuenta que
la trasformada de Fourier de la convolucio´n es igual al producto de las transformadas de
Fourier [5], se concluye que
ψˆ(ξ) = φˆ(ξ) − Kˆ(ξ)φˆ(ξ) − fˆ(ξ) (6)
La ecuacio´n (6) es equivalente a la siguiente ecuacio´n
ψˆ(ξ) = φˆ(ξ){1 − Kˆ(ξ)} − fˆ(ξ) (7)
Es aqu´ı donde se ocupa factorizar el te´rmino 1− Kˆ(ξ) en el sentido de la seccio´n anterior.
Con esto en mano la ecuacio´n (7) se transforma en
ψˆ(ξ)
Kˆ+(ξ)
− Kˆ−(ξ)φˆ(ξ) = − fˆ(ξ)
Kˆ+(ξ)
(8)
Ahora si ψ pertenece a una clase conveniente de funciones, su transformada de Fourier ψˆ
se prolonga como una funcio´n de ζ = ξ + iη, holomorfa en en semiplano =(ζ) > 0. Esto
no es ma´s que una versio´n del teorema de Paley-Wiener [4]. Ahora si ψ es absolutamente
integrable, ψˆ se prolonga como una funcio´n de ζ = ξ + iη, holomorfa en =(ζ) > 0 y
uniformemente en =(ζ) ≥ 0. Si buscamos la funcio´n inco´gnita en una conveniente clase
de funciones se tendr´ıa que φˆ se prolonga como una funcio´n de ζ = ξ + iη y holomorfa en
=(ζ) < 0.
Con la explicacio´n anterior se tiene que la resolucio´n de la ecuacio´n (8) es equivalente
al siguiente problema: encontrar una funcio´n Φ, holomorfa en los semiplanos =(ζ) > 0 y
=(ζ) < 0, verificando cierta condicio´n en el infinito y la ecuacio´n
Φ(ξ + i · 0) − Φ(ξ − i · 0) = − fˆ(ξ)
Kˆ+(ξ)
, para ξ real. (9)
La determinacio´n de tal funcio´n Φ es un asunto conocido como el problema no ho-
moge´neo de Hilbert [2]. Tal funcio´n viene dada por medio de la integral de Cauchy
siguiente
Φ(ζ) =
∫ ∞
−∞
−fˆ(t) dt
K+(t)2pii(t − ζ) (10)
De esto se obtiene que la solucio´n de (8) es dada por
φˆ(ξ) =
1
K−(ξ)
[Φ(ξ + i · 0) + polinomio]
ψˆ(ξ) = K+(ξ)[Φ(ξ − i · 0) + polinomio]
Por u´ltimo observe que la solucio´n se obtiene expl´ıcitamente al tomar la transformada
inversa de Fourier en las ecuaciones del pa´rrafo anterior.
No podemos finalizar esta seccio´n sin indicar que el me´todo de Wiener-Hopf ha sido
resuelto recientemente para una clase ma´s amplia de nu´cleos: los llamados nu´cleos distri-
ucionales.
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2 Factorizacio´n de λ− i µ sgn ξ
En esta seccio´n se expone la parte principal del art´ıculo. Aqu´ı se factoriza la transformada
de Fourier de cierto nu´cleo como el producto de dos funciones que poseen prolongaciones
holomorfas.
Empezamos por encontrar la solucio´n ϕ del sistema:
ϕ(x) = 0 , si x < 0
λ ϕ(x) + µ
∫ +∞
0
ϕ(t)
pi(x− t)dt = f(x) , si x > 0
(11)
donde λ y µ son constantes (reales o complejas), µ 6= 0 y f una funcio´n conocida.
La ecuacio´n (11) se puede considerar como una ecuacio´n de Wiener - Hopf, con lo
cual despue´s de tomar la Transformada de Fourier, deber´ıamos de factorizar la siguiente
funcio´n:
Kˆ(ξ) = λ− i µ sgn ξ
El siguiente lema, cuya demostracio´n es muy sencilla, es la clave del art´ıculo; por medio
de e´l se pudo obtener la factorizacio´n deseada del tipo (2).
Lema 1 Si λ y µ son constantes (reales o complejas) diferentes de cero, entonces es va´lida
la siguiente fo´rmula:
λ− i µ sgn ξ = (λ− iµ)
(
λ+ iµ
λ− i µ
)1− sgn ξ
2
Definicio´n 1 Sea k =
√
λ2 + µ2, donde λ y µ son constantes y esco´jase v tal que se
cumpla que −12 < Re(v) < 12 y tal que cos(v pi) = λ/k y sen(v pi) = µ/k.
El siguiente lema nos permite explicitar la forma que debe tener el nu´mero v que fue
definido anteriormente.
Lema 2 Sean λ y µ constantes (reales o complejas) diferentes de cero, entonces
v =
1
2 pi i
log
(
λ+ i µ
λ− i µ
)
Tenemos que
λ
µ
=
exp(i v pi) + exp(−i v pi)
exp(i v pi)− exp(−i v pi)
Despue´s de unos ca´lculos se obtiene lo siguiente
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(λ− i µ) exp(i v pi) = (λ+ i µ) exp(−i v pi)
exp(i 2 v pi) =
λ+ i µ
λ− i µ
i 2 v pi = log
(
λ+ i µ
λ− i µ
)
v =
1
2 pi i
log
(
λ+ i µ
λ− i µ
)
Lema 3 Sea v definida como en el lema anterior y ξ una variable real, entonces se cumple
la siguiente fo´rmula:
(i ξ)v = exp
[
v log |ξ|+ i v pi
2
sgn ξ
]
(iξ)v = exp[v log(iξ)]
= exp[v log |iξ|+ i v arg(iξ)]
= exp[v log |ξ|+ i v (arg(i) + arg(ξ) + 2 pi n(i, ξ))]
La demostracio´n se dividira´ en dos casos. Primero supondremos que ξ < 0. En este
caso arg(i) =
pi
2
y arg(ξ) = pi, por otro lado [1]
n(z1, z2) =

0 , si −pi < arg(z1) + arg(z2) < pi
1 , si −2 pi < arg(z1) + arg(z2) < −pi
−1 , si pi < arg(z1) + arg(z2) < 2 pi
con lo cual n(ξ, i) = −1, combinando todo esto, obtenemos que:
(iξ)v = exp
[
v log |ξ| − i v pi
2
]
.
Supongamos que ξ > 0. En este caso tenemos que arg(ξ) = 0 y arg(i) = pi2 , adema´s
n(ξ, i) = 0, luego
(i ξ)v = exp
[
v log |ξ|+ i v pi
2
]
Uniendo los resultados de los casos casos anteriores, concluimos que
(iξ)v = exp
[
v log |ξ|+ i v pi
2
sgn ξ
]
.
Como caso particular del lema anterior se tiene la siguiente fo´rmula, la cual se obtiene
al cambiar i por −i
(−i ξ)v = exp
[
v log |ξ| − i v pi
2
sgn ξ
]
.
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Teorema 1 Sean λ, µ constantes (reales o complejas), v como se definio´ antes y ξ variable
real . Entonces la funcio´n λ− i µ sgn ξ puede factorizarse como:
λ− i µ sgn ξ = K+(ξ)K−(ξ)
donde K+(ξ) = (−i ξ)v y K−(ξ) = (λ− i µ) exp[i v pi] (iξ)−v.
En primer lugar debemos observar que
(
λ+ i µ
λ− i µ
)1− sgn ξ
2 = exp[i v pi(1− sgn ξ)]
Adema´s tenemos lo siguiente
exp[i v pi (1− sgn ξ)] = exp
[
i v pi + v log |ξ| − v log |ξ| − i v pi
2
sgn ξ
+i
v pi
2
sgn ξ
]
= exp[i v pi] exp
[
v log |ξ| − i v pi
2
sgn ξ] exp[−v log |ξ|
−i v pi
2
sgn ξ
]
= exp[i v pi](−i ξ)v (i ξ)v
De lo cual se sigue que
exp[i v pi(1− sgn ξ)] = (−i ξ)v exp[i v pi] (i ξ)−v
Ahora de las dos observaciones anteriores y del lema 1 se sigue que
λ− i µ sgn ξ = (λ− i µ) exp[i v pi] (iξ)−v (−i ξ)v.
Obse´rvese que Kˆ se puede factorizar como
K+(ζ) = (−iζ)v =(ζ) ≥ 0
K−(ζ) = (λ− i µ) exp [ivpi](iζ)−v =(ζ) ≤ 0
Adema´s se puede ver que
K+(ξ)K−(ξ) =

λ− i µ ξ > 0
(λ− i µ) exp [2vpii] ξ < 0
Por lo tanto, hemos logrado factorizar la transformada de Fourier de una cierta funcio´n
como el producto de otras dos funciones.
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3 Resolucio´n de la ecuacio´n con nu´cleo singular por el me´-
todo de Wiener - Hopf
Volvamos a la ecuacio´n (11), luego de aplicar la transformada de Fourier obtenemos que:
(λ− i µ sgn ξ) ϕ̂(ξ) = f̂(ξ) (12)
Utilizando las mismas ideas del cap´ıtulo anterior obtenemos que por el teorema 1 la
funcio´n λ− i µ sgn ξ puede ser factorizada como el producto de dos funciones K+ y K−
definidas por:
K− = (λ− i µ) exp[i v pi] (i ξ)−v ; K+ = (−i ξ)v
sustituyendo estas expresiones en (12) obtenemos
(λ− i µ) exp[i v pi] (i ξ)−v = Φ(ξ − i 0) (13)
donde Φ es la integral de Cauchy:
Φ(γ) =
∫ +∞
−∞
(−it)−v f̂(t)
2pi i (t− γ) dt (14)
Ahora procederemos a resolver la ecuacio´n (13), pero antes enunciaremos algunos lemas
que nos facilitara´n la comprensio´n del me´todo.
Lema 4 Si ϕ̂(ξ) = (i ξ)v Φ(ξ), entonces ϕ(x) =
d
dx
∫ +∞
−∞
Φ(ξ) exp[i x ξ]
(i ξ)1−v2 pi
d ξ
Demostracio´n. Utilizaremos la siguiente propiedad de la Transformada de Fourier, la
cual es va´lida para la transformada inversa:
[ ̂(i ξ) φ(ξ)](x) =
d
dx
φ̂(ξ) (15)
Ahora, aplicando la transformada inversa a
φ̂(ξ) = (i ξ)v Φ(ξ),
obtenemos
ϕ(x) =
∫ +∞
−∞
(i ξ)v Φ(ξ) exp[i x ξ]
2 pi
d ξ
=
∫ +∞
−∞
(i ξ) Φ(ξ) exp[i x ξ]
2 pi (i ξ)1−v
d ξ
Aplicando (15) a esta u´ltima integral obtenemos
ϕ(x) =
d
dx
∫ +∞
−∞
Φ(ξ)
(i ξ)1−v
exp[i x ξ]
2pi
d ξ
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Lema 5 Si m ∈ Cl , entonces se cumple que:
(i ξ)−m =
∫ +∞
0
exp[−i µ ξ]
Γ(m)
µm−1 d µ
Demostracio´n. Considere Γ(m) =
∫ +∞
0
exp[−µ] µm−1 d µ
Hagamos el cambio de variable µ = i ξ t, luego
Γ(m) =
∫ +∞
0
exp[−i ξ t] (i ξ t)m−1 (i ξ) dt
=
∫ +∞
0
exp[−i ξ t] (i ξ)m tm−1 dt
Por u´ltimo, obtenemos que:
(i ξ)−m =
∫ +∞
0
exp[−i ξ t]tm−1
Γ(m)
dt
Lema 6∫ +∞
−∞
Φ(ξ) exp[i x ξ]
(i ξ)1−v 2pi
d ξ =
∫ x
−∞
(x− µ)−v
Γ(1− v) d µ
∫ +∞
−∞
Φ(ξ)
2pi
exp[i µ ξ] d ξ
Demostracio´n. Por el lema anterior tenemos que:
(i ξ) =
∫ +∞
−x
exp[−i(µ+ x) ξ] (µ+ x)−v
Γ(1− v) d µ
=
∫ x
−∞
exp[i µ ξ − i x ξ] (x− µ)−v
Γ(1− v) d µ
Por otro lado tenemos que:∫ +∞
−∞
Φ(ξ) exp[i x ξ]
(i ξ)1−v 2pi
d ξ =
∫ +∞
−∞
Φ(ξ) exp[i x ξ]
2pi
d ξ
∫ x
−∞
exp[i µ ξ − i x ξ]
Γ(1 − v) (x− µ)v d µ
=
∫ x
−∞
(x− µ)−v
Γ(1− v) d µ
∫ +∞
−∞
Φ(ξ) exp[i µ ξ]
2pi
d ξ
Lema 7 ∫ +∞
−∞
(−i t)−v f̂(t)exp[i µ t]
2pi
dt =
∫ +∞
µ
(t− µ)v−1f(t)
Γ(v)
dt
Demostracio´n. Haremos uso de la siguiente fo´rmula:
(−i t)−v =
∫ 0
−∞
exp[−i x t]|x|v−1
Γ(v)
dx
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Ahora∫ +∞
−∞
(−i t)−v f̂(t)exp[i µ t]
2pi
dt =
∫ +∞
−∞
{∫ 0
−∞
e−i x t |x|v−1
Γ(v)
f̂(t) exp[i µ t]
2pi
dx
}
dt
=
∫ +∞
−∞
{∫ −µ
−∞
exp[−i (x+ µ) t] |x+ µ|v−1
Γ(v)
f̂(t) exp[i µ t]
2pi
dx
}
dt
=
∫ +∞
−∞
{∫ +∞
µ
exp[i x t] f̂(t)
2pi
|µ− x|v−1
Γ(v)
dx
}
dt
=
∫ +∞
µ
{∫ +∞
−∞
exp[i x t] f̂(t)
2pi
dt
}
|µ− x|v−1
Γ(v)
dx
=
∫ +∞
µ
f(x) |µ− x|v−1
Γ(v)
dx
=
∫ +∞
µ
f(x) (x− µ)v−1
Γ(v)
dx
Con lo cual obtenemos que:∫ +∞
−∞
(−i t)−v f̂(t) exp[i µ t]
2pi
dt =
∫ +∞
µ
(t− µ)v−1f(t)
Γ(v)
dt
Lema 8∫ x
0
(x− µ)−v d µ
∫ +∞
µ
(t− µ)v−1f(t)dt =
∫ x
0
f(t)dt
∫ t
0
(x− µ)−v(t− µ)v−1 d µ
+
∫ +∞
x
f(t)dt
∫ x
0
(x− µ)−v(t− µ)v−1 d µ
Demostracio´n. Lo u´nico que debemos hacer es un cambio en el orden de integracio´n,
pero antes observe que∫ x
0
(x− µ)−v d µ
∫ +∞
µ
(t− µ)v−1f(t)dt =
∫ x
0
∫ +∞
µ
(x− µ)−v(t− µ)v−1f(t)dtdµ
Lema 9
∫ t
0
(x− µ)−v(t− µ)v−1 d µ =
∫ t
x
0
ξv−1
1− ξ d ξ
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Demostracio´n. Hagamos la sustitucio´n µ = x− x− 
1−  observe que∫ t
0
(x− µ)−v(t− µ)v−1 d µ =
∫ t
0
(
t− µ
x− µ
)v−1 d µ
x− µ
=
∫ 0
t
x
ξv−1 − d ξ
1− ξ
=
∫ t
x
0
ξv−1
1− ξ d ξ
con lo cual concluimos que∫ t
0
(x− µ)−v(t− µ)v−1 d µ =
∫ t
x
0
ξv−1
1− ξ d ξ
Lema 10 ∫ x
0
(x− µ)−v(t− µ)v−1 d µ = −
∫ +∞
t
x
ξv−1
1− ξ d ξ
Demostracio´n. Igual que en el lema anterior, hagamos el cambio de variable
µ = x− (x− t)
(1− ξ)
De esto se sigue que∫ x
0
(x− µ)−v(t− µ)v−1 d µ =
∫ x
0
(
t− µ
x− µ
)v−1 d µ
x− µ
=
∫ +∞
t
x
ξv−1 − d ξ
1− ξ
= −
∫ +∞
t
x
ξv−1
1− ξ d ξ
Lema 11
d
dx
{∫ +∞
x
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
}
=
−f(x)
∫ +∞
1
ξv−1
1− ξ d ξ +
∫ +∞
0
tv−1f(t)
xv(x− t)dt
Demostracio´n.∫ +∞
x
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt =
∫ x
0
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
+
∫ +∞
0
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
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por otro lado tenemos que
d
dx
∫ x
0
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt = f(x)
∫ +∞
1
ξv−1
1− ξ d ξ
Observemos tambie´n que:
d
dx
∫ +∞
0
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt =
∫ +∞
0
d
dx
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
= −
∫ +∞
0
f(t)
(
t
x
)v−1
1− ( tx) − tx2dt
=
∫ +∞
0
f(t)
tv−1
xv−1
x
x− t
t
x2
dt
=
∫ +∞
0
f(t)tv−1
xvx− t dt
Lema 12
d
dx
{∫ x
0
∫ t
x
0
f(t)
ξv−1
1− ξ d ξdt−
∫ +∞
x
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
}
=
pi cot(v pi)f(x)− x−v
∫ +∞
0
tv−1f(t)
x− t dt
Demostracio´n.
d
dx
{∫ x
0
∫ t
x
0
f(t)
ξv−1
1− ξ d ξdt−
∫ +∞
x
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
}
=
f(x)
∫ 1
0
ξv−1
1− ξ d ξ + f(x)
∫ +∞
1
ξv−1
1− ξ d ξ −
∫ +∞
0
tv−1f(t)
xv(x− t)dt =
f(x)
∫ +∞
0
ξv−1
1− ξ d ξ − x
−v
∫ +∞
0
tv−1f(t)
x− t dt =
f(x)pi cot(v pi)− x−v
∫ +∞
0
tv−1f(t)
x− t dt
Regresemos ahora a la ecuacio´n (12)
(λ− i µ sgn ξ)ϕ̂(ξ) = f̂(ξ)
Utilizando el teorema 1 y las ideas del me´todo de Wiener - Hopf, expuestas en la
seccio´n anterior se concluye que
(λ− i µ) exp[i v pi](i ξ)−vϕ̂(ξ) = Φ(ξ) (16)
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Aplicando los lemas 4 y 5 a la ecuacio´n (16), obtenemos
(λ− i µ) exp[i v pi] (i ξ)−vϕ̂(ξ) = d
dx
∫ +∞
−∞
Φ(ξ) exp[i x ξ]
(i ξ)1−v2pi
d ξ
=
d
dx
∫ x
−∞
(x− µ)−v
Γ(1− v) dµ (17)∫ +∞
−∞
Φ(ξ) exp[i µ ξ]
2pi
dξ
Es conocido que [4]∫ +∞
−∞
Φ(ξ)
exp[i µ ξ]
2pi
d ξ =

∫ +∞
−∞
(−i t)−v f̂(t)exp[i µ t]
2pi
dt , si µ > 0
0 , si µ < 0
.
Utilizando el lema 5, obtenemos∫ +∞
−∞
(−i t)−v f̂(t)exp[i µ t]
2pi
dt =
∫ +∞
µ
(t− µ)v−1f(t)
Γ(v)
dt
De esto se sigue que (17) se reescribe como
(λ− i µ) exp[i pi v] ϕ(x) = d
dx
∫ x
−∞
(x− µ)−v
Γ(1− v) d µ
∫ +∞
µ
(t− µ)v−1f(t)
Γ(v)
dt (18)
Utilizando el hecho de que Γ(1− v)Γ(v) = pi
sen(v pi)
, obtenemos
(λ− i µ) exp[i pi v] ϕ(x) = d
dx
∫ x
−∞
(x− µ)−v d µ
∫ +∞
µ
(t− µ)v−1f(t)dt (19)
Usando los lemas 8 y 11 en ((19)), se llega a que
pi
µ
(λ2 + µ2) ϕ(x) =
d
dx
∫ x
0
(x− µ)−v d µ
∫ +∞
µ
(t− µ)v−1f(t)dt , si x > 0
=
d
dx
{∫ x
0
f(t)dt
∫ t
0
(x− µ)−v(t− µ)v−1 dµ
+
∫ +∞
x
f(t)dt
∫ x
0
(x− µ)−v(t− µ)v−1 d µ
}
=
d
dx
{∫ x
0
∫ t
0
f(t)(x− µ)−v(t− µ)v−1 dµdt (20)
+
∫ +∞
x
∫ x
0
f(t)(x− µ)−v(t− µ)v−1 d µdt
}
=
d
dx
{∫ x
0
∫ t
x
0
f(t)
ξv−1
1− ξ d ξdt−
∫ +∞
x
∫ +∞
t
x
f(t)
ξv−1
1− ξ d ξdt
}
= f(x) pi cot(v pi)− x−v
∫ +∞
0
tv−1f(t)
x− t dt
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Esta u´ltima igualdad se obtuvo usando los lemas 9, 10 y 12.
En resumen, hemos obtenido que:
pi
µ
(λ2 + µ2)ϕ(x) = f(x) pi cot(v pi)− x−v
∫ +∞
0
tv−1f(t)
x− t dt (21)
(λ2 + µ2)ϕ(x) = λf(x)− µ x−v
∫ +∞
0
tv−1f(t)
x− t dt
Esta fo´rmula coincide con la fo´rmula encontrada en [4] cuando resuelve la ecuacio´n
(12) por otros me´todos.
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