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THE LIMIT SHAPE OF THE LEAKY ABELIAN SANDPILE MODEL
IAN ALEVY AND SEVAK MKRTCHYAN
Abstract. The leaky abelian sandpile model (Leaky-ASM) is a growth model in which n
grains of sand start at the origin in Z2 and diffuse along the vertices according to a toppling
rule. A site can topple if its amount of sand is above a threshold. In each topple a site sends
some sand to each neighbor and leaks a portion 1− 1/d of its sand.
We compute the limit shape as a function of d in the symmetric case where each topple
sends an equal amount of sand to each neighbor. The limit shape converges to a circle as
d→ 1 and a diamond as d→∞. We compute the limit shape by comparing the odometer
function at a site to the probability that a killed random walk dies at that site.
When d → 1 the Leaky-ASM converges to the abelian sandpile model (ASM) with a
modified initial configuration. We also prove the limit shape is a circle when simultaneously
with n → ∞ we have that d = dn converges to 1 slower than any power of n. To gain
information about the ASM faster convergence is necessary.
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1. Introduction
The Abelian Sandpile Model (ASM) is a cellular automaton defined on the lattice Z2.
The input is a sandpile configuration s : Z2 → N which represents the number of chips
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Figure 1. Standard ASM with 107 chips
or grains of sand at each site x ∈ Z2. The sandpile s evolves under the following rule:
If a site x has at least 4 chips then it “fires” or “topples,” giving one chip each to each
of its 4 nearest-neighbors (north, east, south, and west). The sandpile evolves until there
are no more sites that can topple. The word “Abelian” in the name of the model refers
to the fact that the final stable configuration does not depend on the order in which sites
topple. The ASM model was introduced by Per Bak, Chao Tang and Kurt Wiesenfeld in
1987 [BTW87] and has been extensively studied in the decades since. A survey of the ASM
and its connection to the router-router model can be found in [HLM+08]. See [LP10b] and
[LP17] for current overviews of the research on the ASM. A related model was studied earlier
in the mathematical literature [DF91].
The ASM has been studied extensively in the case when the initial configuration consists of
n chips at the origin and zero chips everywhere else. It is known that the stable configuration
has a scaling limit [PS13] which is bounded between circles of radii c1
√
n and c2
√
n [LP09]
(see [LP10a] for a similar statement when the initial configuration has multiple point sources).
Simulations show the emergence of a fractal structure in the limit shape (see Figure 1 for a
simulation of the stable configuration with n = 107 chips). It is known that the boundary
of the limit shape is a Lipschitz graph [AS19]. The fractal structure and the local patterns
have been studied in [LPS16] and [PS20]. However many mathematical questions about the
limit shape remain unanswered. Simulations suggest that the limit shape is convex and that
the boundary has flat regions, but to date no mathematical explanation has been given for
either claim. It has not even been shown that the boundary is not a circle.
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In this paper we obtain exact limit shape results for a one parameter deformation of the
ASM called the Leaky Abelian Sandpile Model (Leaky-ASM). We give an explicit connection
between the set of visited sites for the Leaky-ASM and the death probabilities for the killed
random walk. We then obtain the limit shape of the uniform Leaky-ASM by analyzing
the asymptotic death probabilities of the associated killed random walk. Our model has a
spectral curve similar to the spectral curve analyzed in [KW20].
The Leaky-ASM is a generalization of the standard ASM in three key ways. First, sandpiles
are allowed to take real values, s : Z2 → R, and are not assumed to be integer. Second, each
topple may send a different number of chips in each direction. Let c↑, c→, c↓, c← ∈ R≥0 be
non-negative real numbers. Each time a site topples c↑, c→, c↓, and c← chips are sent in the
north, east, south, and west directions. Thirdly, each time a site topples it “leaks” chips.
Let d ∈ R with d > 1 and let c = c↑ + c→ + c↓ + c←. A site topples whenever it has more
than cd chips and whenever it topples it loses cd chips, c of which are distributed to the
nearest-neighbors and the remaining cd− c = c(d− 1) chips leak. We call d− 1 the leakiness
parameter. Chips which leak disappear from the sandpile. In order for the model to be
abelian it is essential that the parameters c↑, c→, c↓, c← are non-negative. Explicitly if after
n steps the sandpile is given by sn(x) and on the n+1-st step the site u(x1, x2) topples, then
the new sandpile is given by
sn+1(x1, x2) = sn(x1, x2)− cd
sn+1(x1 + 1, x2) = sn(x1 + 1, x2) + c→
sn+1(x1 − 1, x2) = sn(x1 − 1, x2) + c←
sn+1(x1, x2 + 1) = sn(x1, x2 + 1) + c↑
sn+1(x1, x2 − 1) = sn(x1, x2 − 1) + c↓.
The heights at all other sites remain unchanged.
We call the case with c↑ = c↓ = c→ = c← = 1 and d > 1 the uniform Leaky-ASM. When
d = 5/4 a site can topple if it has at least 5 chips. Each time a site topples it sends one chip
to each nearest-neighbor and leaks one chip. The standard ASM corresponds to the uniform
Leaky-ASM with d = 1.
Our first main result is a limit shape theorem for the uniform Leaky-ASM. Let Dn,d be
the set of visited sites for the uniform Leaky-ASM with leakiness parameter d with initial
configuration given by n chips at the origin and no chips elsewhere.
Theorem 1.1. Let d > 1 and r = log n − 1
2
log log n. The boundary of the rescaled set
of visited sites r−1Dn,d of the uniform Leaky-ASM converges as n → ∞ to the dual of the
boundary of the gaseous phase in the amoeba of the Laurent polynomial
(1.1) P (z, w) =
4d− z − z−1 − w − w−1
4(d− 1) .
Moreover, if the limiting curve is scaled by r, then the boundary of Dn,d is within a constant
distance from the scaled curve.
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Figure 2. Limit shapes of the uniform Leaky-ASM with parameters, from
left to right, d = 1.05, d = 2 and d = 100. Each limit shape is equal (up to
rescaling) to the dual of the boundary of the gaseous phase in the amoeba of
(1.1).
Remark 1.2. The curve giving the limit shape can be parametrized as
−
(
1
S(w+)
,
a
S(w+)
)
for 0 ≤ a ≤ 1,(1.2)
and its reflections with respect to the coordinate axes and the diagonal y = x, where
S(w) = S(z+(w), w) with S(z, w) = − log z − a logw, z+(w) is a portion of the spectral
curve P (z(w), w) = 0 given by (5.1) and w+ = w+(a, d) is a critical point of S(w) given by
(5.11).
The limit shape in Theorem 1.1 simplifies when the leakiness converges to the extreme
values of 0 and ∞. When d→∞ the limit shape converges to the L1 unit disk, while when
d → 0 it converges to the unit circle. The limit curves for various values of d are shown in
Figure 2 and simulations of the Leaky-ASM with the same parameters are shown in Figure
3.
The computations greatly simplify in the case of the north-east oriented Leaky-ASM, i.e.
when c↑ = c→ = 1, c↓ = c← = 0 and d > 1. We outline a simple argument giving the limit
shape explicitly in this case.
As the leakiness d−1 converges to 0, each topple in the Leaky-ASM converges to a topple
of the standard ASM. In Theorem 1.6 we show that the stable configuration of the Leaky-
ASM started with n chips at the origin and leakiness parameter dn − 1 = tn, depending on
n, converges to the stable configuration of the standard ASM started with n chips at the
origin and a background height of −1 provided that tn converges to 0 sufficiently fast as
a function of n. Figure 4 shows simulations of the stable configuration of the Leaky-ASM
as tn converges to 0. Figure 5 shows the stable configuration of the standard ASM with
background height −1.
As a consequence of Theorem 1.6, it is of interest to study the limit shape of the Leaky-
ASM when tn → 0 as n→∞. We prove:
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(a) d = 1.05 (b) d = 2 (c) d = 100
Figure 3. Simulations of the uniform Leaky-ASM with parameters, from left
to right, d = 1.05, d = 2 and d = 100
(a) d− 1 = 2.5 · 10−6 (b) d− 1 = 2.5 · 10−7 (c) d− 1 = 2.5 · 10−8
Figure 4. Convergence of the Leaky-ASM to the ASM with background
height −1 and n = 107 chips
Theorem 1.3. Consider the uniform Leaky-ASM with parameter dn = 1 + tn started with n
chips at the origin. If tn → 0 as n→∞, we have the following:
• If tn → 0 slower than any power of n, then the boundary of the region Dn,d scaled
down by log(n)/
√
tn converges to a circle.
• If tn → 0 as 1/n1−α with 0 < α < 1, then the region Dn,d scaled down by log(n)/
√
tn
is bounded between two circles, the ratio of whose radii converges to α.
We obtain all of our limit shape results by relating the Leaky-ASM to the killed random
walk (KRW). In the KRW a random walker starts at the origin and at each step either gets
killed with probability 1 − 1
d
or moves one step in either of the north, east, south, or west
directions with respective probabilities
c↑
cd
, c→
cd
,
c↓
cd
, and c←
cd
. Let Pd(x) be the probability that
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Figure 5. Standard ASM with background height −1 and 107 chips
the walker dies at site x. Let Dn,d be the set of visited sites for the Leaky-ASM started with
n chips at the origin. We show:
Proposition 1.4. For any x ∈ Z2 we have:
(1) If Pd(x) <
c(d− 1)
n
then x 6∈ Dn,d.
(2) if Pd(x) ≥ cd
n
then x ∈ Dn,d.
Remark 1.5. Unfortunately Theorem 1.3 does not give useful bounds for the region visited
by the Leaky-ASM when dn → 1 quickly because the two level curves
Pdn(x) =
c(dn − 1)
n
and Pdn(x) =
cdn
n
of Pdn are too far apart in that regime.
1.1. Relation of the Leaky-ASM to the ASM with Background Height -1.
Theorem 1.6. As d → 1 the Leaky-ASM model converges to the ASM where each site has
background height −1.
Proof. We establish this by coupling two sandpiles.
Consider the following slightly modified version of the ASM: a site topples if it has at least
5 chips. When it topples, it sends 1 chip to each neighbor. Start this model with n chips at
the origin and no chips anywhere else and let mn be the maximum number of times any site
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topples until no sites can topple. Let Bk : Z2 → Z≥0 be the height of the configuration after
k firings.
On the other hand, consider the Leaky-ASM started with a stack of n chips at the origin
and leakiness dn − 1 = tn depending on n. Suppose tn < 14mn . Let Lk : Z2 → R≥0 be the
height of the configuration after k firings.
Of course the functions Bk and Lk depend on the order in which the sites topple. We use
a simple induction argument to show that we can couple the two models by always firing
the same sites. Suppose the first k firings have been done at identical locations. Fix any site
x. Since every neighbor of x has toppled the same amount of times in both models and in
both models each time a neighbor toppled, x received 1 chip, the number of chips x received
from all neighbors up to time k would be the same. On the other hand every time x toppled
in the leaky model it lost 4dn = 4(1 + tn) chips and in the non-leaky case 4 chips. Since x
topples at most mn times in the non-leaky version, we have
Bk(x)− 1 < Bk(x)− 4tnmn ≤ Lk(x) < Bk(x).
This implies that, since the threshold for firing the Leaky-ASM is 4(1 + tn) and for the
modified ASM is 5, site x can topple in either both or neither of the models.
It follows that both models will reach their final configuration at the same time kf and we
will have Bkf (x) = dLkf (x)e for every site x.
Finally, notice that in the modified ASM whenever a site topples, it leaves at least 1 chip
behind, so 1 ≤ Bkf (x) < 5. Subtracting 1 from each site is equivalent to starting the model
with height n−1 at the origin and a well of depth 1 everywhere else and running the standard
ASM.

1.2. Outline. The paper is organized as follows. In Section 2 we introduce the killed random
walk (KRW) and relate death probabilities of the walk to coefficients in a Laurent expansion.
In Section 3 we show the connection between the Leaky-ASM and the KRW by connecting
the values of the odometer function of the Leaky-ASM to the death probabilities of the
KRW. This requires showing the positivity of the matrix elements of a certain operator
related to the graph Laplacian and is established in Section 8. In the short Section 4 we
illustrate simple calculations giving the limit shape in the case of the north-east oriented
Leaky-ASM. Section 5 contains the proof of the main theorem. In the proof we express the
death probabilities of the KRW as a contour integral and compute its asymptotics using the
steepest descent method. This gives us the explicit parametrization of the limit shape given
in Remark 1.2. In Section 7 we discuss the connection of the limit shape to the dual of the
amoeba of the associated spectral curve. Section 6 contains the steepest descent analysis in
the proof of the second main result.
2. The Killed Random Walk
In this section we relate the death probabilities of the killed random walk to the coefficients
in the Laurent series expansion of a rational function. Let X1, X2, . . . be a sequence of
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independent identically distributed random variables with common distribution
P{Xj = (1, 0)} = c→
cd
, P{Xj = (−1, 0)} = c←
cd
,
P{Xj = (0, 1)} = c↑
cd
, P{Xj = (0,−1)} = c↓
cd
,
P{Xj = (0, 0)} = 1− c
cd
= 1− 1
d
.
For notation of transition probabilities we write
px→y = P (Xj = y − x).
We will interpret Xj = (0, 0) to mean that the walk is killed, so we define
Kn :=
n∏
i=1
1Xi 6=(0,0)
to be the indicator whether the walk has been killed by time n or not. Kn = 1 means that
the walker is still alive after the n’th step.
Formally, by the killed random walk (KRW) started at x ∈ Z2 we mean the sequence Sn
of random variables defined by
Sn = x+K1X1 + · · ·+KnXn.
Let
Pd(x) = Probability KRW dies at x = P (Smin{i:Ki=0} = x).
We assume d > 1 and define the Laurent polynomial
(2.1) P (z, w) =
cd− (c↑z + c↓z−1 + c→w + c←w−1)
c(d− 1) .
We connect the death probabilities to coefficients of monomials in a Laurent expansion of
P (x,w)−1.
Lemma 2.1. We have
[P−1(z, w)]ij = Pd(i, j),
where the left-hand side is the coefficient of ziwj in the Laurent series expansion of P−1 in
the region
(2.2)
∣∣∣∣c↑z + c↓z−1 + c→w + c←w−1cd
∣∣∣∣ < 1.
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Proof. First, we expand P−1(z, w) as a Laurent series
P−1(z, w) =
c(d− 1)
cd− (c↑z + c↓z−1 + c→w + c←w−1)
=
c(d− 1)
cd
1
1− (c↑z + c↓z−1 + c→w + c←w−1) /(cd)
=
d− 1
d
∞∑
k=0
(cd)−k
(
c↑z + c↓z−1 + c→w + c←w−1
)k
which converges in the region (2.2).
A path which dies at site (i, j) must pass through the site then die at the next step. For
a site (i, j) ∈ Z2 let Γk(i, j) be the set of paths from (0, 0) to (i, j) with length k. For a
path γ ∈ Γk suppose that it takes nc↑ steps up, nc↓ steps down, nc→ steps right and nc←
steps left. Let the weight of a path w(γ) be the product of the weights along the path, i.e.,
w(γ) = c
nc↑
↑ c
nc↓
↓ c
nc→→ c
nc←← . Since(
c↑z + c↓z−1 + c→w + c←w−1
)k
=
∑
(i,j)∈Z2
∑
γk∈Γk(i,j)
w(γk)z
iwj,
we get
P−1(z, w) =
d− 1
d
∞∑
k=0
(cd)−k
∑
(i,j)∈Z2
∑
γk∈Γk(i,j)
w(γk)z
iwj
=
∑
(i,j)∈Z2
 ∞∑
k=0
d− 1
d
(cd)−k
∑
γk∈Γk(i,j)
w(γk)
 ziwj.
Note that
d− 1
d
(cd)−k
∑
γk∈Γk(i,j)
w(γk) is the probability that the walker dies at site (i, j) on
the (k+ 1)-st step. Summing over all k we find that the coefficient of ziwj is the probability
that the walker dies at site (i, j). 
3. Connection Between The Killed Random Walk and Leaky Sandpiles
In this section we relate the death probabilities of the killed random walk to the region
visited by the Leaky-ASM when started with a single large stack of chips at the origin.
We focus on the case in which n chips start at the origin (0, 0). This initial configuration
corresponds to the point mass nδ(0,0)(x). Let Dn be the set of sites which are visited with
this initial configuration.
A very useful tool to study sandpile models is the odometer function introduced in [Dha06].
It is defined as
u(x) := total mass emitted from x.
Note, that in our interpretation u(x) includes both the mass sent to the neighbors and the
mass leaked.
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Define the operator T by
Tu(x) : =
(∑
y∼x
cy→x
cd
u(y)
)
− u(x)(3.1)
= mass received by x−mass emitted by x,
where y ∼ x means the site y is a neighbor of the site x and cy→x stands for the number of
chips x receives when y topples (e.g. if x is to the east of y, then cy→x = c→), so
cy→x
cd
is the
portion of the chips emitted from y that are sent to x.
Remark 3.1. Note, that we can express the operator T in terms of the weighted Laplacian
∆u(x) =
∑
y∼x ey→xu(y)− u(x), where ey→x would be the weight of the edge between x and
y with
∑
x:y∼x ey→x = 1. We have
T =
1
d
∆−
(
d− 1
d
)
I.
In the case of the ASM we have d = 1 so the identity term disappears and we get T = ∆
with ∆ being the standard Laplacian since all the edge weights are 1/4 in the ASM.
We start the Leaky-ASM with n chips at the origin and run it until it stabilizes to a final
configuration f(x). The odometer satisfies the equation
Tu(x) = f(x)− nδ(0,0)(x).(3.2)
Note, however, that cy→x
cd
= py→x, which gives a probabilistic interpretation to the operator
T given in the next lemma.
Lemma 3.2. Applying the operator T to the death probabilities Pd we obtain
TPd(x) = −d− 1
d
δ(0,0)(x).(3.3)
Proof. Suppose the position of the walker after k steps is Xk.
Let P kd (x) be the probability that the walker dies after k steps at site x. We have Pd(x) =∑∞
k=1 P
k
d (x).
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Assume x 6= (0, 0). If x 6= (0, 0) then the walker cannot die at x in fewer than 2 steps
since it will take at least 1 step to get to x and another to die there, and so we have
Pd(x) =
∞∑
k=2
P (Sk−1 = x,Kk−1 = 1)
d− 1
d
=
∞∑
k=2
∑
y∼x
P (Sk−2 = y,Kk−2 = 1)P (Sk−1 = x|Sk−2 = y,Kk−2 = 1)d− 1
d
=
∞∑
k=2
∑
y∼x
P (Sk−2 = y,Kk−2 = 1)py→x
d− 1
d
=
∞∑
k=2
∑
y∼x
P k−2d (y)py→x =
∑
y∼x
py→x
∞∑
k=2
P k−2d (y) =
∑
y∼x
py→xPd(y)
= TPd(x) + Pd(x).
It follows that TPd(x) = 0 for x 6= (0, 0).
If x = (0, 0) then the walker can die in 1 step with probability d−1
d
and so using the above
computation we have
Pd((0, 0)) =
d− 1
d
+
∞∑
k=2
P (Sk−1 = x,Kk−1 = 1)
d− 1
d
=
d− 1
d
+ TPd(0, 0) + Pd(0, 0),
which implies TPd(0, 0) = −d−1d . 
We can use the fact that the odometer and the death probabilities satisfy similar equations
to relate them to each other.
Lemma 3.3. For any x ∈ Z we have:
(1) If Pd(x) <
c(d− 1)
n
, then u(x) = 0.
(2) If Pd(x) ≥ cd
n
, then u(x) ≥ cd.
Proof. Combining (3.2) and (3.3) and using the fact that T is a linear operator we have
T
(
d− 1
dn
u(x)− Pd(x)
)
=
d− 1
dn
f(x).
Since f(x) is the stabilized configuration, no site can topple, so we have 0 ≤ f(x) < cd,
which implies
0 ≤ T
(
d− 1
dn
u(x)− Pd(x)
)
<
c(d− 1)
n
.(3.4)
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Given m ∈ N, let Bm = Z2 ∩ [−m,m]2 and define the operators Tm and Em on the space
of real-valued functions on Bm by
Tmv(x) =
∑
y∼x
y∈Bm
cy→x
cd
v(y)−
1− 1
d
+
∑
y∼x
y∈Bm
cy→x
cd
 v(x)(3.5)
and Em = T − Tm, where v : Bm → R. Note, that when x is in the interior of Bm, then∑
y∼x
y∈Bm
cy→x
cd
=
∑
y∼x
cy→x
cd
=
1
d
,
so comparing (3.5) to (3.1) we see that Tmv(x) = Tv(x). It follows, that Em is supported
on the functions which vanish on the interior of Bm. Moreover, the operator norm of Em
is bounded above by 1. It follows from Remark 5.3 that Pd(x) decays exponentially fast as
|x|1 → ∞ so for any δ > 0 there exists M > 0 with
∣∣Em′Pd(x)∣∣ ≤ δ for all m′ ≥ M and
x ∈ Bm′ .
Since the Leaky-ASM can only travel a finite distance, there is an m′′n such that u(x) = 0
for all |x|1 ≥ m′′n. Fix m ∈ N with m ≥ max{m′′n,m′}. For such an m we have Emu(x) = 0
for all x ∈ Bm. Thus, restricting to Bm and writing T = Tm + Em, (3.4) gives
0 ≤ Tm
(
d− 1
dn
u(x)− Pd(x)
)
− EmPd(x) < c(d− 1)
n
which, combined with |EmPd(x)| ≤ δ, implies
−δ ≤ Tm
(
d− 1
dn
u(x)− Pd(x)
)
<
c(d− 1)
n
+ δ.(3.6)
It is easy to verify that the constant 1 vector (1, . . . , 1)tr is an eigenvector of Tm with
eigenvalue −d−1
d
. Thus it is also an eigenvector of T−1m with eigenvalue − dd−1 . Applying T−1m
to (3.6) and using this fact along with the fact that T−1m is an operator with all negative
matrix coefficients (see Lemma 8.1), we obtain
δ
d
d− 1 ≥
d− 1
dn
u(x)− Pd(x) > −cd
n
− δ d
d− 1 .
Since δ was arbitrary, by taking the limit δ → 0 we get
dn
d− 1
(
Pd(x)− cd
n
)
< u(x) ≤ dn
d− 1Pd(x).
If Pd(x) ≥ cdn then u(x) > 0. On the other hand, every time a site topples, it emits
mass cd, so if a site has emitted mass then it must have emitted mass at least cd so in fact
u(x) ≥ cd. If dn
d−1Pd(x) < cd or, equivalently, Pd(x) <
c(d−1)
n
then u(x) < cd which implies
that x has not toppled at all and so u(x) = 0.

Remark 3.4. Proposition 1.4 follows immediately from Lemma 3.3
THE LIMIT SHAPE OF THE LEAKY ABELIAN SANDPILE MODEL 13
4. The Limit Shape of the 2-Directional Leaky-ASM
In this section we show how just using Stirling’s approximation the limit shape can be
computed in the much simpler case of the 2-directional Leaky-ASM, where whenever a site
topples, it sends equal number of chips only to its northern and eastern neighbors and leaks
some. In our notation this corresponds to the case c↑ = c→ = 1, c↓ = c← = 0 and d > 1.
In this case we have
P−1(z, w) =
d− 1
d
∞∑
k=0
(2d)−k(z + w)k,
which implies
[P−1(z, w)]ij =
d− 1
d
(
i+ j
i
)
(2d)−(i+j).
Let i = r and j = ra with a ≥ 0. By symmetry, it is enough to compute the shape of the
visited region in the region 0 < x, 0 < y < x, so we can assume 0 ≤ a ≤ 1. By Lemma 2.1
we have
Pd(r, ar) =
d− 1
d
(
r(1 + a)
r
)
(2d)−r(1+a).
Applying Stirling’s approximation, m! ∼ √2pim(m/e)m with m = (1 + a)r gives that when
r is large, we have
Pd(r, ar) ∼ d− 1
d
1√
2pir
√
1 + a
a
(
1
aa
(
1 + a
2d
)a+1)r
.
By Lemma 3.3 to compute the limit shape we need to find r1, r2 such that
Pd(r1, ar1) ∼ cd
n
and Pd(r2, ar2) ∼ c(d− 1)
n
as n→∞. We get r1, r2 = − lognlog g (1 + o(1)) with r2 − r1 = −
log d−1
d
log g
+ o(1), where
g(a) = log
(
1
aa
(
1 + a
2d
)1+a)
.
Thus, if we scale down by log(n) the region visited by the 2-directional Leaky-ASM
started with n chips at the origin, we get the parametric curve consisting of (x, y) =
(−1/g(a),−a/g(a)) for 0 ≤ a ≤ 1 and its reflection about the line y = x.
Graphs of the limit shape curves for d = 1.05, d = 2 and d = 105 are shown in Figure 6.
The shapes in the plots are scaled down not by log(n) but by log(n)/ log(d) so that they are
all of the same scale. Simulations of the sandpile with those same parameters are shown in
Figure 7.
The limit shape is in fact a portion of the dual of the amoeba of the corresponding spectral
curve. See Section 7 for details.
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Figure 6. Limit shapes of the 2-directional Leaky-ASM with parameters,
from left to right, d = 1.05, d = 2 and d = 105. Each limit shape is (up to
rescaling) a certain portion of the dual of the amoeba of P (z, w) = 2d−z−w
2(d−1) .
(a) d = 1.05 (b) d = 2 (c) d = 105
Figure 7. Simulations of the 2-directional Leaky-ASM with parameters, from
left to right, d = 1.05, d = 2 and d = 100.
Remark 4.1. Note, that the limit shape converges to a triangle when d → ∞. A heuristic
explanation of this is that when d is large, every time a site topples, lots of chips leak, so it
is much harder to get an extra step further, so the furthest sites reached all have the same
L1 distance from the origin.
5. The Limit Shape of the Leaky-ASM
5.1. A Contour Integral Representation of the Death Probabilities. In this section
we obtain the limit shape of the Leaky-ASM with parameter d > 1. We have c↑ = c→ =
c↓ = c← = 1.
By Lemma 3.3 we should determine the points x ∈ Z such that Pd(x) is of order 1n . When
n→∞, the x’s for which Pd(x) if order 1n will have ‖x‖2 →∞. By Lemma 2.1, instead, we
can compute coefficients in the Laurent expansion of P−1(z, w), which we will do by writing
the coefficients as contour integrals and using the method of steepest descent.
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First, recall, that we assume (2.2) which in this case becomes
|z + 1/z + w + 1/w| < 4d.
The equation zP (z, w) = 0 is quadratic in z and therefore we can write
P (z, w) = −(z − z+(w))(z − z−(w))
c(d− 1)z
where the roots satisfy z+z− = 1, z+ + z− = 4d−w− 1/w, and are ordered with |z−| < 1 <
|z+|. Explicitly we have
z±(w) =
(4d− w − 1/w)±√(4d− w − 1/w)2 − 4
2
.(5.1)
Note, that, to simplify expressions, we will often write z± for z±(w). In cases where this will
cause ambiguities we will give the argument explicitly.
Lemma 5.1. If |w| = 1 then z−, z+ ∈ R+. In particular 0 < z− < 1 < z+.
Proof. If |w| = 1, then 1
w
= w¯, where the bar stands for complex conjugation. Thus w+ 1
w
=
2<(w). Since |w| = 1, we have <(w) ≤ 1 so
4d− w − 1
w
≥ 4d− 2<(w) ≥ 4d− 2 > 2.
It follows that the expression under the square root in (5.1) is positive so z± are real and
positive. 
First, we extract the coefficient of zj for j ∈ Z.
Lemma 5.2. For j ∈ Z the coefficient of zj is given by
[zj]P−1(z, w) =
c(d− 1)z−|j|+
z+ − z−1+
.
Proof. First, split P−1 as
P−1(z, w) =
−zc(d− 1)
(z − z−)(z − z+) =
−zc(d− 1)
z− − z+
(
1
z − z− −
1
z − z+
)
.
16 IAN ALEVY AND SEVAK MKRTCHYAN
We are interested in the expansion in a neighborhood of (z, w) = (1, 1) so z− < |z| < z+.
We have
P−1(z, w) =
−zc(d− 1)
z− − z+
(
1
z − z− −
1
z − z+
)
=
−zc(d− 1)
z− − z+
(
1
z
∞∑
k=0
(z−
z
)k
+
1
z+
∞∑
k=0
(
z
z+
)k)
=
c(d− 1)
z+ − z−1+
( ∞∑
k=0
(
1
zz+
)k
+
∞∑
k=1
(
z
z+
)k)
=
c(d− 1)
z+ − z−1+
∞∑
k=−∞
zkz
−|k|
+ ,
where we used that z− = 1/z+. 
Remark 5.3. This give a rather simple formula for the probability of dying on the vertical
line Li := {(j, k) ∈ Z2 : k ∈ Z}), since∑
k∈Z
Pd(j, k) = [z
j]P−1(z, 1) =
c(d− 1)z−|j|+ (1)
(z+(1)− z−1+ (1))
=
c(d− 1)z+(1)1−|j|
z2+(1)− 1
,
where z+(1) = 2d− 1 +
√
(2d− 1)2 − 1.
Since we have c↑ = c→ = c↓ = c← = 1, the region reached by the Leaky-ASM will have 8-
fold symmetry. It will be symmetric with respect to the two axes and the lines y = ±x. Thus
it is enough to understand the values of Pd(x) when x = (r, ar) with r > 0 and a ∈ [0, 1].
We will need to find r such that Pd(r, ar) is of order 1/n as n → ∞. Such an r will need
converge to infinity, so next we will compute the asymptotics of Pd(r, ar) when r →∞.
By Lemmas 2.1 and 5.2 we have
Pd(r, ar) = [w
ra]
c(d− 1)z−|r|+
z+ − z−1+
=
c(d− 1)
2pii
∮
C
z−r+
z+ − z−1+
dw
wra+1
=
c(d− 1)
2pii
∮
C
1
(z+ − z−1+ )w
e−r log(z+w
a)dw,
where C is the counter-clockwise contour |w| = 1. From (5.1) we have
z+ − 1/z+ =
√
(4d− w − 1/w)2 − 4
and so we can define
(5.2) G(w) =
1
(z+ − z−1+ )w
=
1
w
√
(4d− w − 1/w)2 − 4
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and
S(w) = − log(z+wa)(5.3)
= log
 2w−a
4d− w − 1
w
+
√(
4d− w − 1
w
)2 − 4
(5.4)
= log
4d− w − 1w −
√(
4d− w − 1
w
)2 − 4
2wa
 .(5.5)
In the newly defined notation we get
Pd(r, ar) =
c(d− 1)
2pii
∮
C
G(w)erS(w)dw.(5.6)
5.2. Asymptotics of the Death Probabilities.
5.2.1. Critical points of the exponent. To apply the steepest descent method we need to
understand the critical points of S(w).
Lemma 5.4. The function S(w) has two real critical points when 0 < a ≤ 1 and d > 1. If
w− is the smaller one and w+ the larger one, then
−1 < w− < 0 < 1 < w+
and S(w+) ∈ R.
Proof. From (5.3) we have
S ′(w) = −
(
z′+
z+
+
a
w
)
,(5.7)
which implies critical points occur when
a = −wz
′
+
z+
=
w − 1
w√(
4d− w − 1
w
)2 − 4 .(5.8)
Squaring this equation we get a degree 4 polynomial equation for w which can, of course,
be solved explicitly, giving
−2a2d+ u± ± 2a
√
d2(1 + a2)− du±
1− a2 ,
where
(5.9) u± = ±
√
4a2d2 + (1− a2)2,
which are necessarily real. We have
(5.10)
(
d2(1 + a2)
)2 − d2u2± = (d2 − 1)((1− a2)2 + d2(1 + a2)2) > 0,
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so all four roots are real. Computing w−1/w we get ±4a√d2(1 + a2)− du±/(1−a2) which,
together with (5.8), implies that only the two roots that have the plus sign in front of the
square root in this expression are actual critical points of S(w). They are
w± =
−2a2d+ u± + 2a
√
d2(1 + a2)− du±
1− a2 .(5.11)
Differentiating w+ with respect to a and simplifying we obtain
dw+
da
=
4ad(d(1 + a2)− u+) +
√
d (d(1 + a2)− u+) (2u+ − 4a2d)
(1− a2)2 u+
.
From the definition of u+ it is clear that u+ ≥ 2ad ≥ 2a2d when 0 ≤ a ≤ 1. On the other
hand (5.10) implies that d(1 + a)2 ≥ u+. These two inequalities together imply that w+ is
an increasing function of a. Since w+ = 1 when a = 0 we get that w+ > 1 for all a > 0.
An identical computation shows that d
da
w− > 0. Since w− = −1 when a = 0, this implies
−1 < w− < 0.
For the last claim, first note that
(2d)2 − u2+ = (1− a2)(a2 + 4d2 − 1) > 0
so 4d > u+. It follows that
(5.12) 4d− w+ − 1
w+
=
2(2d− u+)
1− a2 > 0.
Moreover, from (5.8) and from w+ ∈ R we see that (4d − w+ − 1/w+)2 − 4 > 0. Thus the
expression inside the logarithm in (5.4) is a positive real when w = w+. 
5.2.2. Deformation of contours. To compute the asymptotics of the contour integral (5.6)
as r →∞, we will deform the contour of integration to go through the critical point w+ and
in the vicinity of w+ match the steepest descent contour
C˜ = {z ∈ C : =(S(z)) = =(S(w+)) = 0 and <(S(z)) < <(S(w+))}.
The function S(w) has singularities and branch cuts, and we next show that in the process
of deforming the contour we do not cross any critical points or hit any branch cuts.
First, a simple lemma.
Lemma 5.5. For d > 1 the equation (4d − w − 1/w)2 − 4 = 0 has 4 solutions, w1 < w2 <
w3 < w4, where
w1 = 2d+ 1− 2
√
d(d+ 1) w2 = 2d− 1− 2
√
d(d− 1)
w3 = 2d− 1 + 2
√
d(d− 1) w4 = 2d+ 1 + 2
√
d(d+ 1)
with w1 > 0, w2 < 1, w3 > 1 and w4 > 3 + 2
√
2.
Proof. The arguments are elementary. 
We now determine the locations of the singularities and branch cuts.
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Figure 8. Plots of the branch cuts of S(w) (blue), the contour =(S(w)) = 0
(red), the original contour (brown), the deformed contour C ′ (the part along
the steepest descent contour is red-and-black dashed, the circular part is
black). The parameters are a = 0.5 and d = 1.01.
Lemma 5.6. The branch cuts and singularities of S(w) occur in the following places:
B ={w : eS(w) < 0} ∪ (−∞, 0] ∪ (w1, w2) ∪ (w3, w4)
∪
{
x± i
√
x
4d− x − x
2 : x ∈ (0, 2d−
√
4d2 − 1) ∪ (2d+
√
4d2 − 1, 4d)
}
Figure 8 shows plots of the branch cuts (in blue).
Proof. There are branch cuts which come from the square root term in the denominator in
(5.4). These occur when (4d − w − 1/w)2 − 4 < 0 which, by Lemma 5.5, means w is in
(w1, w2) or (w3, w4).
We have several sources of branch cuts and singularities.
(1) We have a singularity at w = 0.
(2) We have a branch cut from the fractional power wa when w < 0.
(3) We have a branch cut from the square root term in (5.4) when (4d − w − 1/w)2 −
4 < 0. In this case there are two possibilities. Either <(4d − w − 1/w) = 0 or
=(4d− w − 1/w) = 0.
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First suppose =(4d − w − 1/w) = 0. Then writing w = x + iy for (x, y) ∈ R2 we
have
0 = =(4d− w − 1/w) = =
(
4d− x− iy − x− iy
x2 + y2
)
= y
(
−1 + 1
x2 + y2
)
which has 2 solutions, either y = 0 or x2 + y2 = 1. When x2 + y2 = 1 we have
−2 ≤ w + 1/w ≤ 2 so
(4d− w − 1/w)2 − 4 ≥ (4d− 2)2 − 4 > 0
since d > 1. It follows that we, in fact, don’t have branch cuts along the unit circle.
When y = 0 Lemma 5.5 implies that the branch cuts occur when w is in (w1, w2) or
(w3, w4).
Next, suppose <(4d− w − 1/w) = 0. In this case we have
0 = <
(
4d− x− iy − x− iy
x2 + y2
)
= 4d− x
(
1 +
1
x2 + y2
)
.
Since d > 1, it follows that 0 < x < 4d and, solving for y, we get that the branch
cut lies on the curve w = x ± i
√
x
4d−x − x2. Since y must be real, we should have
x
4d−x − x2 > 0, which implies x < 2d −
√
4d2 − 1 or x > 2d +√4d2 − 1. Combining
with 0 < x < 4d we get that either
0 < x < 2d−
√
4d2 − 1
or
2d+
√
4d2 − 1 < x < 4d.
(4) We have a branch cut for the logarithm when eS(w) < 0. It will not be necessary for
us to identify where exactly this occurs, so we do not study this case.

Our deformed contour will go through the critical point w+ and initially follow the steepest
descent curve =(S(w)) = =(S(w+)) = 0, where the last equality was established in Lemma
5.4. We now show that this contour does not approach the set B from Lemma 5.6.
Lemma 5.7. For any w ∈ B \ w+ we have =S(w) 6= 0.
Proof. In order for =S(w) = 0 we must have
(5.13)
4d− w − 1
w
−
√(
4d− w − 1
w
)2 − 4
2wa
> 0.
We consider cases based on the components of B.
(1) Suppose w ∈ R. If w < 0 then the numerator in (5.13) is positive but the denominator
is imaginary which gives a contradiction. If w > 0 then (5.13) implies (4d − w −
1/w)2 − 4 > 0 so we’re not on a branch cut.
(2) If w is such that eS(w) < 0 then =(S(w)) is near ±pi.
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(3) If w = x± i
√
x
4d−x − x2 with x ∈ (0, 2d−
√
4d2 − 1)∪ (2d+√4d2 − 1) then from the
proof of Lemma 5.6 we have that <(4d − w − 1/w) = 0 so the numerator of (5.13)
is purely imaginary so in order for (5.13) to hold we would need wa to be purely
imaginary as well. Since x > 0, the angular component of w is less than pi/2 and
since 0 ≤ a ≤ 1 so is the angular component of wa.

It follows from Lemma 5.4 that if w ∈ R and is near the critical point w+ then =(S(w)) = 0.
Thus the curve =(S(w)) = passing through the critical point w+ has two components -
an interval on the real line and a portion that leaves w+ in the vertical direction. We
now compute the sign of S ′′(w+) to show that the vertical direction is the steepest descent
direction.
Lemma 5.8. We have S ′′(w+) > 0.
Proof. From (5.7) we compute the second derivative at the critical point to be
S ′′(w+) = −
(
z′′+
z+
− z
′2
+
z2+
− a
w2+
)
= −z
′′
+
z+
+
a(1 + a)
w2+
,
where the last equation was obtained from (5.7). From (5.1) we have
z′′+(w+) = −
4(−1 + w−2+ )2(√
4d− w+ − 1w+
)3 − 4z+(w+)
w3+
√
4d− w+ − 1w+
.
Using (5.12) and (5.1) we see that z′′+(w+) < 0, whence S
′′(w+) > 0. 
It follows from Lemma 5.8 that <(S(w)) increases when w moves away from w+ along
the real axis. Thus, <(S(w)) decreases when w moves away from w+ along the vertical
component of the curve =(S(w)) = 0, so that is the steepest descent curve.
When |w| = 1 we have 4d− w − 1/w > 2 so the denominator in (5.4) is a positive real so
=(S(w)) 6= 0 along the unit circle. This, combined with Lemma 5.7 implies that the steepest
descent curve avoids all the branch cuts and singularities, so must escape to infinity. Thus
the steepest descent curve will have points w on it with |w| arbitrarily large.
Before we describe the deformed contour completely, two simple lemmas.
Lemma 5.9. If w is such that =(S(w)) = 0 and |w|  1 then <(w) < 0.
Figure 8 shows the contour =(S(w)) = 0 in red.
Proof. Suppose <(w) ≥ 0. Then √w2 = w so from (5.5) we get
S(w) = log
(
−w −√w2 +O(1)
2wa
)
= log
(−w1−a + o(w1−a)) .
Since =(S(w)) = 0, we must have =(−w1−a) should be small, which implies w1−a must be
close to the negative real line. Since 1− a ≥ 0, that cannot happen when <(w) ≥ 0. 
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Lemma 5.10. If w is such that |w|  1 and <(w) < 0 then <(S(w)) 0.
Proof. From (5.4) it is clear that it suffices to do the case a = 0. In that case we have
<(S(w)) = log
(∣∣∣∣∣ 2−w +O(1) +√w2 +O(1)
∣∣∣∣∣
)
Since <(w) < 0 we have w = veiθ with v > 0 and pi
2
< θ ≤ pi. It follows that √w2 = ve−iθ
and we get
<(S(w)) = log
(
2
|v(e−iθ − eiθ) + o(v)|
)
= − log (|v sin θ + o(v)|) 0.

We deform the integration contour C in (5.6) to the contour C ′ which is obtained as follows.
We start at the critical point w+ and follow the vertical branch of the curve =(S(w)) = 0.
By the discussion before Lemma 5.9 we follow this curve until |w|  1 at which point by
Lemma 5.9 we have <(w) < 0. From that point we follow the circle centered at the origin
until we hit negative real line. The rest of C ′ is the reflection of the first part with respect
to the real line. Figure 8 shows plots of the original and deformed contours.
5.2.3. Proof of the first main theorem.
Proof of Theorem 1.1. From Lemma 5.6 it follows that when deforming the contour of inte-
gration in (5.6) from C to C ′ we do not pick up any residues. From the discussion before
Lemma 5.9 and from Lemma 5.10 we obtain that along the contour C ′ we have that <(S(w))
is maximized at the critical point w+. Thus, as r → ∞, the contribution to the integral in
(5.6) from points of C ′ away from the critical point is going to be exponentially smaller than
the contribution from the vicinity of w+.
Making the change of variable w = w+ + i
y√
r
we obtain
Pd(r, ar) =
c(d− 1)
2pi
√
r
G(w+)e
rS(w+)
∫ ∞
−∞
e−
S′′(w+)y2
2 (1 + o(1))dy.
=
c(d− 1)√
2piS ′′(w+)r
G(w+)e
rS(w+)(1 + o(1)).(5.14)
Based on 3.3, given a direction 0 ≤ a ≤ 1 define the outer and inner radii ro and ri by
Pd(ro, aro) =
c(d− 1)
n
and Pd(ri, ari) =
cd
n
.(5.15)
Solving these equations using (5.14) we obtain
ro =
log n
−S(w+) +
log log n
2S(w+)
+ co,(5.16)
ri =
log n
−S(w+) +
log log n
2S(w+)
+ ci,(5.17)
where co and ci are of constant order as n→∞.
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Since limn→∞ rori = 1 it follows from Lemma 3.3 that if we scale by log n the region visited
by the Leaky-ASM started with n chips at the origin, it will converge to the parametric
curve
−
(
1
S(w+)
,
a
S(w+)
)
for 0 ≤ a ≤ 1,(5.18)
and its reflections with respect to the coordinate axes and the diagonal y = x. This curve is
in fact the dual of the gaseous component of the amoeba of P (z, w). See Section 7 for more
details. 
Remark 5.11. It is straightforward to verify that as d→ 1 we have
S(w+) = −2
√
a2 + 1
√
d− 1(1 + o(1)).
It follows that the curve becomes
1
2
√
d− 1
(
1√
a2 + 1
,
a√
a2 + 1
)
(1 + o(1)),
so it converges to a circle. This is further studied in the next section. See Figures 2 and 3a.
On the other hand, as d→∞ we have
S(w+) = −(1 + a) log(d)(1 + o(1)).
It follows that the curve becomes
1
log d
(
1
1 + a
,
a
1 + a
)
(1 + o(1)),
so it converges to the L1 ball. See Figures 2 and 3c. The heuristic explanation why the L1 ball
should appear in this limit is the same as the one given in Remark 4.1 for the 2-directional
version of the model.
Remark 5.12. Note, that since we obtain the limit shape by reflecting a smooth curve with
respect to various lines, a priori the limit shape might not be differentiable along the axes
of symmetry, however it is easy to verify that the curve (5.18) has slope infinity as a ↓ 0 and
slope −1 as a ↑ 1, so the reflections of it result in a differentiable curve.
6. The Limit Shape of the Leaky-ASM When the Leakiness Vanishes
In this section we give a proof of Theorem 1.3. We let d = 1 + tn and assume that tn → 0
as n → ∞. Note, that Lemma 3.3 still applies, so to compute the limit shape we need to
compute the asymptotic behavior of Pd(rn, arn) as rn →∞ simultaneously with tn → 0. We
can assume we are in the regime rn
√
tn →∞.
As in the previous section we will work with the contour-integral representation of Pd
given by (5.6) where G is given in (5.2) and S in (5.5). As before let w+ = w+ be the larger
critical point of S(w) given by (5.11). A series expansion gives
w+ = 1 +
2a
√
tn√
1 + a2
+
2a2tn
1 + a2
+O(t3/2n ).(6.1)
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We deform the integration contour in the same way as in Section 5. The analysis is exactly
the same. The only difference is in the main contribution coming from the vicinity of the
critical point which we now study.
Proposition 6.1. Let βn =
√√
tn
rn
. In the regime when n → ∞, rn → ∞, tn → 0 with
rn
√
tn →∞ we have the expansions
rn (S(w+ + iβny)− S(w+)) = −y2 (1 + a
2)
3
2
2
+ o(1),(6.2)
G(w+ + iβny) = G(w+) + o(1) =
√
1 + a2
4
√
tn
+ o(1).(6.3)
Proof. We have
rn (S(w+ + iβny)− S(w+)) = −rn log
(
z+(w+ + iβny)
z+(w+)
)
− arn log
(
w+ + iβny
w+
)
,(6.4)
where z+(w) is defined in (5.1). We expand each term separately in a series to identify the
leading order terms as n→∞. For notational purposes let v(w) = 4(1 + tn)−w− 1/w and
v+ = v(w+), so that
z+(w) =
v +
√
v2 − 4
2
.
From (6.1) we get that
v+ = 2 +
4tn
1 + a2
+O(t3/2n )(6.5)
and
v(w+ + iβny) = v+ − iβny
(
1− w−2+
)
+ β2ny
2 +O(β2n
√
tn),
where we used that βn  tn, which follows from rn
√
tn →∞. It follows that√
v(w+ + iβny)2 − 4 =
√
v2+ − 4− 2iyβnv+(1− w−2+ ) + 4β2ny2 +O(β2n
√
tn),
where we used that
1− w−2+ =
4a
√
tn√
1 + a2
+O(tn),
which follows from (6.1). It follows from (6.5) that
v2+ − 4 =
16tn
1 + a2
+O(t2n)
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so v2+ − 4 is the dominant order term in the square root above. Factoring out the dominant
term and expanding the square root gives
(6.6)
√
v(w+ + iβny)2 − 4
=
√
v2+ − 4
(
1− iyβnv+(1− w
−2
+ )
v2+ − 4
+ y2
β2nv+
v2+ − 4
(
1 +
v2+(1− w−2+ )2
4(v2+ − 4)
)
+O
(
β2n√
tn
))
.
=
√
v2+ − 4− iy
βnv+(1− w−2+ )√
v2+ − 4
+ y2
(1 + a2)
3
2
2
β2n√
tn
+O(β2n).
Inserting this series into the equation for z+ gives
2z+(w+ + iβny) =
(
v+ +
√
v2+ − 4
)(
1− iβny(1− w
−2
+ )√
v2+ − 4
)
+ y2
(1 + a2)
3
2
2
β2n√
tn
+O(β2n).
It follows that
z+(w+ + iβny)
z+(w+)
= 1− iβny(1− w
−2
+ )√
v2+ − 4
+ y2
(1 + a2)
3
2
2z+(w+)
β2n√
tn
+O(β2n).
Using z+(w+) = 1 + O(
√
tn), the definition of βn and the fact that at a critical point (5.8)
holds, we get
log
(
z+(w+ + iβny)
z+(w+)
)
= −iyaβn
w+
+ y2
(1 + a2)
3
2
2rn
+O
(√
tn
rn
)
.(6.7)
Expanding the second term in (6.4) gives
log
(
w+ + iβny
w+
)
= iy
βn
w+
+O
(
β2n
)
.
Combining this with (6.7), the expression (6.4) simplifies to (6.2).
For the expansion of G(w+ + iβny) we use (6.6) to obtain
1
G(w+ + iβny)
= (w+ + iβny)
√
v(w+ + iβny)2 − 4
= (w+ +O(βn))
(√
v2+ − 4 +O(βn)
)
=
4
√
tn√
1 + a2
+O(βn) =
4
√
tn√
1 + a2
(1 + o(1)).

We are now ready to give a proof of the second main theorem.
Proof of Theorem 1.3. Deforming the contour of integration in (5.6) as described in section
5.2.2, ignoring the exponentially smaller contribution of the portion of the deformed contour
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away from the critical point, rescaling w as w = w+ + iβny near the critical point and using
the asymptotics obtained in Proposition 6.1, we have
Pd(rn, arn) =
ctn
2pii
ernS(w+)
∮
C′
(G(w+) + o(1)) e
rn(S(w)−S(w+))dw
=
ctnβn
2pi
ernS(w+)G(w+)
∫ ∞
−∞
e−
y2(1+a2)
3
2
2 (1 + o(1)) dy.
Using (6.3) and the expansion
S(w+) = −2
√
(1 + a2)tn + o(
√
tn)
we get
Pd(rn, arn) =
ctnβn√
2pi(1 + a2)
3
4
√
1 + a2
4
√
tn
e−2rn
√
(1+a2)tn (1 + o(1))
=
γtn√
rn
√
tn
e−2rn
√
(1+a2)tn (1 + o(1)) ,(6.8)
where the constant γ = c
4
√
2pi(1+a2)1/4
.
As in (5.15), for a direction 0 ≤ a ≤ 1 we define the inner and outer radii, ro and ri, by
Pd(ro, aro) =
c(d− 1)
n
=
ctn
n
,
Pd(ri, ari) =
cd
n
=
c(1 + tn)
n
.
Comparing these to (5.16),(5.17) and (6.8) to (5.14) we obtain
ro
√
tn =
1
2
√
(1 + a2)
log(n) (1 + o(1))
ri
√
tn =
1
2
√
(1 + a2)
log (ntn) (1 + o(1)) ,
where the last one is valid as long as ntn →∞. Taking ratios of the inner and outer curves
we get
ri
ro
=
(
1 +
log(tn)
log(n)
)
(1 + o(1))
Using Lemma 3.3 we conclude that if tn decays slower than any power of n, say like log(n),
then ri/ro → 1, so we have that the boundary of the visited region of the Leaky-ASM, scaled
down by log(n)/
√
tn converges to a circle.
If tn converges to 0 faster, say tn =
1
n1−α , then
ri
ro
→ α so after scaling we can only bound
the boundary of the visited region between between two circles of different radii. 
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Figure 9. On the left we have the boundary of the amoeba of P (z, w) =
4d−z− 1
z
−w− 1
w
4(d−1) with d = 2. The boundary of the the gaseous component is in
red. On the right we have the dual curve, with the portion corresponding to
the gas boundary, i.e. the limit shape in our model, in red.
7. Limit Shapes and Amoebae
In this section we show that the limit shapes we obtain are in fact certain portions of the
duals of the amoebae of the corresponding spectral curves. The connection between limit
shapes and amoebae in similar models is known to experts in the field, but we present the
details in our case for completeness. See, for example, [KOS06] for a discussion of amoebae
in dimer models. A more general survey of mathematical results related to amoebae can be
found in [Mik04].
Given a polynomial P (z, w) let V = {(z, w) ∈ C2 : P (z, w) = 0} be its spectral curve. The
amoeba of P (z, w) denoted by A(P ) is the image of the spectral curve in C2 under the map
(z, w) 7→ (log |z|, log |w|).
The bounded component of the complement of the amoeba is known as its gaseous phase
(see [KOS06]).
In this section we show that the curve (5.18) is the dual of the gaseous phase of the amoeba
of P (z, w) given by (1.1). Figure 9 shows a plot of the amoeba and its dual when d = 2.
Abusing notation, let S(z, w) = − ln(z) − a ln(w). We have S(w) = S(z+(w), w), where
z+(w) is the solution of P (z+(w), w) = 0 given by (5.1).
For a parametric curve (x(t), y(t)) its dual curve can be parametrized as
1
Q(t)
(y′(t),−x′(t))
where
Q(t) = y(t)x′(t)− x(t)y′(t).
Applying this to the curve (5.18) we obtain
Q(a) = − a
S
Sa
S2
+
1
S
(
aSa
S2
− 1
S
)
= − 1
S2
,
28 IAN ALEVY AND SEVAK MKRTCHYAN
Figure 10. On the left we have the boundary of the amoeba of P (z, w) =
2d−z−w
2(d−1) with d = 2. On the right we have the dual curve. The red portions are
the limit shape (in the plot on the right) and the corresponding section of the
boundary of the amoeba (in the plot on the left).
where we used S for S(z+(w+), w+) and Sa for dS(z+(w+), w+)/da. For the parametrized
dual curve we obtain
(S − aSa, Sa).
Computing the derivative Sa we get
Sa =
∂S
∂a
+
∂S
∂z
(z+(w+), w+)
dz+(w+)
da
+
∂S
∂w
(z+(w+), w+)
dw+
da
= − ln(w+)−
(
1
z+
dz+
dw
+
a
w
) ∣∣∣∣
w=w+
dw+
da
.
From the definition of the critical point w+ we have
0 =
d
dw
S(z+(w), w)
∣∣∣∣
w=w+
=
(
− 1
z+
dz+
dw
− a
w
) ∣∣∣∣
w=w+
,
which implies that Sa = − log(w+). It follows that the dual curve is
(7.1) − (ln(z+(w+)), ln(w+)).
From (2.1) it is evident that boundary of the bounded region of the complement of the
amoeba of P (z, w) is the curve (log(z), log(w)) with z, w > 0, P (z, w) = 0. As we saw in
Section 5 w+ and z+(w+) are positive, so the curve (7.1) is nothing but a reparametrization
(of the reflection with respect to the origin) of the boundary of the gaseous phase of the
amoeba.
Recall, that in the 2-directional case studied in Section 4 the spectral polynomial P is
P (z, w) = 2d−z−w
2(d−1) . Its Newton polygon (see [KOS06] for a definition) does not have integer
points in the interior, so its amoeba does not have a gaseous phase. In fact the boundary
of the amoeba consists of the curves given implicitly by ex + ey = 2d, −ex + ey = 2d and
ex − ey = 2d. In this case the limit shape of the Leaky-ASM is (the reflection with respect
to the origin) of the dual of the portion of the amoeba given by ex + ey = 2d. See Figure 10.
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8. The Graph Laplacian
Fix m ∈ N and let Bm = Z2 ∩ [−m,m]2. Let the operator Tm be defined as in (3.5). In
this section we prove the following lemma used in the proof of Lemma 3.3.
Lemma 8.1. For any function u : Z2 → R≥0 we have T−1m u(x) < 0 for all x ∈ Z2.
We use the all minors matrix tree theorem to prove Lemma 8.1. Before stating the theorem
we introduce some notation. For an acyclic directed graph G with N vertices indexed by
S = {1, . . . , N} and edge weights aij connecting vertices vi and vj, the weighted Laplacian
L is defined by
(L)ij :=
{
−aij if i 6= j,∑
k akj if i = j.
For U,W ⊂ S let L(W¯ |U¯) be the submatrix of L obtained by deleting the rows indexed by
W and columns indexed by U . For a set of edges F in the graph let aF be the product of
all their edge weights. Now we can state the all minors matrix tree theorem.
Theorem 8.2 (All Minors Matrix Tree Theorem [Cha82]). For U,W ⊂ S with |U | = |W |
we have
detL(W | U) = (W,S)(U, S)
∑
F
(pi∗)aF ,
where the sum is taken over all forests F with exactly |W | trees such that
• each tree in F contains exactly one vertex in U and exactly one vertex in W ,
• each edge in F is directed away from the vertex in U containing that edge,
• F defines a bijection pi∗ : W → U such that pi∗(vi) = vj if and only if vi and vj are
in the same tree of F ,
and (pi∗) is the sign of the bijection.
For sets U,W ⊂ S the sign of the bijection pi∗ is defined by
(pi) = (−1)n(pi∗)
where n(pi∗) counts the number of inversions, i.e. pairs i, j ∈ W with i < j but pi(vi) > pi(vj).
For a subset W ⊂ S we also define
(W,S) = (−1)n(W,S)
where
n(W,S) =
∣∣∣{(i, j) : i < j and i ∈ S \W, j ∈ W}∣∣∣
=
∑
k∈W
k − |W | −
(|W |
2
)
.
We are now ready to prove the lemma.
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Proof of Lemma 8.1. Let Hm be the directed graph with vertices in Bm and edges eij con-
necting vertices vi and vj with edge weight pvi→vj . Note, that for every pair of disjoint i, j
there will be edges both from vi to vj and vj to vi. Label the vertices by S = {1, . . . , N}.
Form a new graph Gm from Hm by adding a vertex vN+1 and an edge with weight
d−1
d
from
vertex vi to vertex vN+1 for all i = 1, . . . , N . Let L be the weighted Laplacian for the graph
Gm. Since L({N + 1}|{N + 1}) = −Tm it is sufficient to show that L({N + 1}|{N + 1})−1
has all positive matrix elements.
The matrix L({N + 1}|{N + 1}) is a square matrix and applying Cramer’s rule gives
L({N + 1}|{N + 1})−1 = 1
detL({N + 1}|{N + 1}C
T
where C is the matrix of cofactors. Since L({N + 1}|{N + 1} is the reduced Laplacian,
Kirchoff’s matrix tree theorem implies detL({N + 1}|{N + 1} is the number of spanning
trees, so it is positive.
The entries of the cofactor matrix are given by (−1)i+jCij = detL({i, N + 1}|{j,N + 1}).
We apply the all minors matrix theorem to this determinant. For each forest F satisfying
the conditions of the theorem we have pi∗(N +1) = N +1, and therefore pi∗(i) = j. It follows
that pi∗ has no inversions and so (pi∗) = (−1)0 = 1. We also have n({i, N+1}, S) = i+N−2
and n({j,N + 1}, S) = j +N − 2 which gives
(W,S)(U, S) = (−1)i+j.
Thus, the all minors matrix theorem gives
detL({i, N + 1}|{j,N + 1}) = (−1)i+j
∑
F
aF .
Since
∑
F aF > 0, this implies that L({N + 1}|{N + 1})−1 has all positive matrix elements
from which we conclude that T−1m has all negative matrix elements.

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