A novel polynomial expansion method of symmetric Boolean functions is described. The method is efficient for symmetric Boolean function with small set of valued numbers and has the linear complexity for elementary symmetric Boolean functions, while the complexity of the known methods for this class of functions is quadratic. The proposed method is based on the consequence of the combinatorial Lucas theorem.
Introduction
The polynomial expansion is among the most complex tasks of the discrete mathematics. The polynomial expansion can be used to define the fifty-fifty distribution of 0 and 1 in the Steinhaus triangle, to synthesize modular summators, to find an algebraic immunity in cryptography and to solve various theoretical problems and practical applications.
Because of high computational complexity of generation of the polynomial for an arbitrary Boolean function the universal methods of the polynomial expansion are not effective. Therefore the methods of generation of expansions for various classes of Boolean functions are more effective. One of these classes is symmetric Boolean functions (SBF).
It is known many methods of the polynomial expansion of SBF. One of the most effective methods is the transeunt triangle method [1] . It has the complexity   The article represents the method of the polynomial expansion with the complexity   n O in particular cases. The method could be applied to solve the task of polynomial expansion, as well as the reverse task, i.e. representation of the function described by the polynomial.
The method is based on the consequence of the combinatorial Lucas theorem, since it is referred as the combinatorial method. 
Main definitions
(1)
Positive 
In general case, the polynomial form  
can be represented as:
... 
(
From the other hand PUSBF F of the n variables is characterised by the set of polynomial numbers 
Combinatorial method of generation of the carrier vector
The combinatorial method of the generating of the reduced truth vector   
According to the definition of the ESBF
. Since the factors from the first, second, third and fourth columns of the polynomial (3) are equal 1, then the number of the unity components is the even number. In this case
. According to the definition of the ESBF
. Since the factors from all columns of the polynomial (3) are equal 1, thrn the number of the unity components is the odd number. In this case 1 2 6  E and therefore
As the result the carrier vector of the EPUSBF
. It is worth to pay attention to the fact that the value of the polynomial depends only on the parity number of unity factors.
The reasoning used in the example 1 may be summarized with the theorem.
is calculated by using the formula: (see the first and second cases of the example 1). Therefore
(see the third case of the example 1). In this case
The statement of the theorem is proved.
As a result of Theorem 1 the carrier vector  of the PUSBF b n E corresponds to the following form
Consequence of the Lucas theorem is helpful for calculation using the formula (4 
. For the case a) the binary representations b and n are comparable and satisfy the condition of Theorem 2, as pictured in Figure 1 a) .
For the case b) the binary representations of b and n are not comparable and do not satisfy the condition of Theorem 2, as pictured in Figure 1 Let's generate the carrier vector for the function in above example 1 using Theorem 1 and Theorem 2. The figure 2 is analogous to representation as follows:
As the result the carrier vector is     
. The procedure of calculating of the entries of the carrier vector using consequence of the Lucas theorem is called combinatorial methods. is calculated with the following formula: is the SBF.
Generation of the carrier vector
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Generation of the reduced spectrum
To solve the task of the generating of the reduced spectrum   r a a a n F ,..., , 2 1  Theorem 1 and Theorem 3 can be adapted to the two following forms.  is calculated with the following formula: is calculated with the following formula: (9)
The example of the application of Theorem 5 will be considered. 
As the result the reduced spectrum of the function 
The complexity of the combinatorial method
The complexity of the proposed method can be defined as the number of the binary operations XOR (or OR) and is referred 1 S for the EPUSBF b n E (or ESBF a n F ) and 2 S for the PUSBF q b b b n E ,..., , 2 1 (or SBF r a a a n F ,..., , 2 1 ).
The positive relationship of two binary vectors is     (12)
The complexity of the calculation of   a n F  and   r a a a n
