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Non-ergodic dynamical systems display anomalous transport properties. A prominent example
are integrable quantum systems, whose exceptional property are diverging DC conductivities. In
this Letter, we explain the microscopic origin of ideal conductivity by resorting to the thermo-
dynamic particle content of a system. Using group-theoretic arguments we rigorously resolve the
long-standing controversy regarding the nature of spin and charge Drude weights in the absence of
chemical potentials. In addition, by employing a hydrodynamic description, we devise an efficient
computational method to calculate exact Drude weights from the stationary currents generated
in an inhomogeneous quench from bi-partitioned initial states. We exemplify the method on the
anisotropic Heisenberg model at finite temperatures for the entire range of anisotropies, access-
ing regimes which are out of reach with other approaches. Quite remarkably, spin Drude weight
and asymptotic spin current rates reveal a completely discontinuous (fractal) dependence on the
anisotropy parameter.
PACS numbers: 02.30.Ik,05.60.Gg,05.70.Ln,75.10.Jm,75.10.Pq
Introduction.– Obtaining a complete and systematic
understanding of how macroscopic laws of thermodynam-
ics emerge from concrete microscopical models has always
been one of the greatest challenges of theoretical physics.
Non-ergodic dynamical systems, displaying a whole range
of exceptional physical properties, have a special place in
this context. One of their prominent features is uncon-
ventional transport behaviour which attracted a great
amount of interest after the authors of [1, 2] conjectured
that integrable quantum systems behave as ideal conduc-
tors. Although this has been shown to hold almost uni-
versally [2], spin and charge transport in system with un-
broken particle-hole symmetries instead show normal (or
even anomalous) diffusion [3–7]. Despite long efforts, the
question whether the spin Drude weight in the isotropic
Heisenberg spin chain at finite temperature and at half
filling is precisely zero is still vividly debated [8–10], with
a number of conflicting statements spread in the litera-
ture: while the prevailing opinion is that the spin Drude
weight vanishes [9–15], other studies reach the opposite
conclusion [16–21]. As the question is inherently related
to asymptotic timescales in thermodynamically large sys-
tems, numerical approaches – ranging from exact diag-
onalization to DMRG [9, 14, 15, 17, 18, 21, 22] – are
insufficient to offer the conclusive and unambiguous an-
swer.
In this Letter, we rigorously settle the issue by closely
examining the underlying particle content which emerges
in thermodynamically large systems, and combine it
with symmetry-based arguments to lay down the com-
plete microscopic background of ideal (dissipationless)
conductivity. Moreover, we present an efficient exact
computational scheme for computing Drude weights
with respect to general equilibrium states by employing
a nonequilibrium protocol based on hydrodynamic
description developed in [23, 24]. Applying our method
to the anisotropic Heisenberg model, we find that while
the thermal Drude weight shows continuous (smooth)
dependence on anisotropy parameter, the spin Drude
weight is a discontinuous function which exhibit a
striking fractal-like profile.
Drude weights.– Transport behavior in the linear re-
sponse regime is given by conductivity σ(q)(ω) associated
to charge density q. The real part reads
Reσ(q)(ω) = 2piD(q)δ(ω) + σ(q)reg(ω), (1)
where σ
(q)
reg denotes the regular frequency-dependent part,
whereas the magnitude of the singular part – the so-called
Drude weightD(q) – signals dissipationless (ballistic) con-
tribution. The standard route to express D(q) is via Kubo
formula, using the time-averaged current autocorrelation
function [25, 26]
D(q) = lim
τ→∞ limL→∞
β
2τL
∫ τ
t=0
dt 〈Jˆ (q)(t)Jˆ (q)(0)〉β,h, (2)
where 〈•〉β,h = Tr(• %ˆβ,h), %ˆβ,h ∝ exp (−βHˆ + hNˆ), de-
notes the grand canonical average at inverse temper-
ature β and chemical potential h [27] in a system of
length L, while Jˆ (q) = ∑i jˆ(q)i , where current densi-
ties jˆ(q) are determined from local continuity equations,
∂tqˆi = jˆ
(q)
i − jˆ(q)i+1. While linear response formula (2) is
suitable for efficient numerical simulations with DMRG
techniques [9, 28–30], it poses a formidable task for ana-
lytical approaches. Spin Drude weight is commonly ex-
pressed via Kohn formula [31] (see also [1, 2, 32]) as the
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2thermally averaged energy level curvatures under the ap-
plication of a small twist φ (representing magnetic flux
piercing the ring), D(s) = 12L
∑
n wn∂
2
φEn(φ)|φ=0, with
wn ∝ exp (−βEn) denoting the Boltzmann weights. Al-
though Kohn formula proves convenient for analytic con-
siderations, it necessitates to properly resolve second-
order system-size corrections [12, 20, 33, 34]. Alterna-
tively, Drude weights may be conveniently defined as the
time-asymptotic rates of the total current growth in the
zero-bias limit δµq → 0 (with µe = β and µs = h, cf.
Fig. 2),
D(q) = lim
δµq→0
lim
t→∞ limL→∞
β
2t
〈Jˆ (q)(t; δµq)〉β,h
δµq
. (3)
This formulation was previously employed in [30] to
study thermal transport in XXZ spin chain, and recently
in a DMRG study [9] of spin and thermal Drude weights
in Hubbard and Heisenberg model. A related definition,
with the bias appearing as a Hamiltonian perturbation,
was defined in [35], and shown to be equivalent (under
some mild assumptions) to Kubo formula (2).
In ergodic dynamical systems, D(q) = 0 is a con-
sequence of the decay of dynamical correlations in
Eq. (2). Integrable systems on the other hand feature
stable interacting particles, representing collective
thermodynamic excitations which undergo completely
elastic (non-diffractive) scattering [36], see Supplemental
Material (SM) for further details [37]. Such dynamical
constraints result in a macroscopic number of conserved
quantities Qˆk which prevent generic current-current cor-
relations from completely decaying. This yields Mazur
bounds [38, 39], D(q) ≥ 12L
∑
k〈Jˆ (q)Qˆk〉2β,h/〈Qˆ2k〉β,h,
which formally give exact results if all extensive
conserved quantities, satisfying 〈Qˆ2k〉β,h ∼ O(L), are
included. When Jˆ (q) belongs to a conserved current,
[Jˆ (q), Hˆ] = 0 (e.g. energy current Jˆ (e) in the Heisenberg
1
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FIG. 1. Particle content of the XXZ Heisenberg model for
|∆| ≥ 1 (top) and |∆| < 1 (bottom). While the former con-
sist of infinitely many bound magnons with densities ρa(u),
a ∈ Z≥1, the latter reduces to Np particles (n′ = Np − 2)
whose number depends discontinuously on ∆. Morphology of
the graphs reflects how the particles effectively scatter among
each other. Black and white end nodes label a distinguished
pair which forms a doublet with an effective magnetic moment
(orange arrow), being the only particles in the spectrum which
transform non-trivially under the spin-reversal operation.
model [2, 40]), the Drude weight is trivially finite and
reads D(q) = limL→∞ 12L 〈(Jˆ (q))2〉β,h. Conversely, when
Jˆ (q) is not fully conserved, D(q) > 0 if and only if there
exist at least one extensive conserved quantity Qˆ with a
non-trivial overlap 〈Jˆ (q)Qˆ〉β,h > 0.
Spin transport in the XXZ model.– We proceed by
concentrating on the anisotropic Heisenberg model
Hˆ =
L∑
i=1
Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1 + ∆(Sˆ
z
i Sˆ
z
i+1 − 14 ), (4)
in the entire range of anisotropy parameter ∆ ∈ R.
For |∆| > 1 (|∆| ≤ 1) the thermodynamic spectrum
is gapped (gapless). We focus here on the elusive case
of spin current Jˆ (s). The presence of chemical potential
h 6= 0 which couples to Nˆ = ∑i Sˆzi breaks particle-hole
symmetry, and renders D(s) > 0 for all ∆ ∈ R by virtue
of a non-trivial Mazur bound [2]. At half filling h = 0,
however, the situation becomes more subtle. Since Jˆ (s)
is odd under the spin-reversal transformation Rˆ =
∏
i Sˆ
x
i ,
namely Rˆ Jˆ (s) Rˆ = −Jˆ (s), D(s) can only be finite if
there exists an extensive conserved quantity Qˆ of odd
parity and finite overlap 〈Jˆ (s)Qˆ〉β,h 6= 0 [2]. In spite of
substantial numerical evidence, clearly pointing towards
D(s) > 0 for |∆| < 1, the long search for appropriate
conservation laws only ended recently with a non-trivial
bound obtained in [41], followed by a further improved
bound derived in [42] using a family of odd-parity charges
stemming from non-compact representations of the quan-
tized symmetry algebra Uq(sl2). Specifically, for com-
mensurate values of anisotropy ∆ = (q + q−1)/2, where
q = exp (ipim/`) with m < ` (` > 2) being two co-prime
integers, the high-temperature bound (i.e. in the vicinity
of β → 0) of [42] reads explicitly
D(s) ≥ β
16
sin2 (pim/`)
sin2 (pi/`)
(
1− `
2pi
sin (2pi/`)
)
, (5)
showing an unexpected ‘fractal’ (nowhere-continuous)
dependence on the anisotropy parameter ∆. At this
stage, a few obvious questions come to mind: (i) is the
bound (5) tight, or does it eventually smear out with the
inclusion of extra (yet unknown) conservation laws? (ii)
What is its value precisely at the isotropic point ∆ = 1
where the bound (5) becomes trivial? (iii) What is the
physical origin of the charges found in [41, 42]. We sub-
sequently provide natural and definite answers to these
questions by expressing the Drude weight in terms of bal-
istically propagating particle excitations on the model.
Particle content of the XXZ model.– Thermodynamic
ensembles in integrable models are completely charac-
terized by their particle content [43–45]. Local statisti-
cal properties are encoded in macrostates, corresponding
to a complete set of mode density distributions ρa(u),
where index a labels distinct particle types, and u is
3the rapidity variable which parametrizes particle mo-
menta pa(u). Distinct types of particles in the spec-
trum are intimately linked to representation theory of
the underlying symmetry group. When |∆| > 1, the
thermodynamic spectrum of particles with respect to fer-
romagnetic vacuum consists of magnons (a = 1) and
bound states thereof (a ≥ 2) [44, 45]. As explained in
[46], these particle species are in a one-to-one correspon-
dence with quantum transfer matrices composed of (aux-
iliary) finite-dimensional unitary irreducible representa-
tions of quantum group Uq(sl2), see [37], and also [47–
50]. Spin-reversal invariance of macrostates is a simple
corollary of unitarity, in turn implying that D(s) = 0
at h = 0, in the entire range of anisotropies |∆| ≥ 1.
We note that non-unitary highest-weight representations
are of infinite dimension and do not enter into the de-
scription of magnonic excitations. In the critical regime
|∆| < 1 however, one finds an intricate situation where
the particle content becomes unstable and changes dis-
continuously upon varying ∆ [51]. When q is a root of
unity, representing a dense set of points in the inter-
val |∆| < 1, the number of independent unitary trans-
fer matrices and magnonic particles both become finite.
The latter represent Np =
∑l
i=1 νi bound excitations
classified in [51] with aid of continued fraction represen-
tation, m/` = 1/(ν1 + (1/ν2 + . . .)) ≡ (ν1, ν2, . . . , νl)
(see SM for details [37]), which bijectively correspond
to the finite-dimensional irreducible representations of
Uq(sl2) [46, 52]. It is shown in [52] that the densities of
a distinguished pair of particles ρ•,◦ (see Fig. 1) map to
the spectrum of the odd-parity charges from [42, 53, 54],
providing a link to finite-dimensional non-unitary repre-
sentations of Uq(sl2). The lack of unitary implies that
ρ•,◦(u) transform non-trivially under the spin-reversal
transformation, meaning that a change in the chemical
potential h only explicitly influences macrostates via the
distributions ρ•,◦(u), while other densities get affected
indirectly via interparticle interactions. The absence of
exceptional particles in the |∆| ≥ 1 regime on the other
hand signifies that a macrostate is locally equivalent to its
spin-reversed counterpart, and therefore no balistic spin
transport between two regions with opposite magnetiza-
tion density takes place.
Drude weights from hydrodynamics.– We now de-
scribe a procedure for computing Drude weights us-
ing a nonequilibrium ‘partitioning protocol’ developed in
[23, 24], drawing on the earlier ideas of [55, 56] and re-
cent studies of CFTs [57–59]. A simple way to implement
a thermodynamic gradient is to consider two partitions
representing macroscopically distinct semi-infinite equi-
librium states joined together at the point contact, see
Fig. 2. The imbalance at the junction induces particle
flows between the two subsystems, with a local quasi-
stationary state emerging at late times along each ray
ζ = x/t. The latter is uniquely specified by the set of
distributions ρa(u, ζ), pertaining to all types of particles
1
x
t
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FIG. 2. Partitioning protocol: the initial state is prepared
in two nearly identical grand canonical equilibria %ˆL,R ∝
exp (−βL,RHˆ + hL,RSˆz), representing a q-charged (q = s, e)
domain wall of size δq, with the corresponding chemical po-
tential drop δµq = µq,L − µq,R (where µe = β, µs = h).
The initial defect expands in an inhomogeneous state local-
ized within the ‘lightcone’ vLmax < ζ < v
R
max. In the t → ∞
limit, the state along each ray ζ = x/t relaxes in a quasi-
stationary state which is uniquely characterized by particle
distributions ρa(u, ζ), for a = 1, . . . , Np. Drude weight D(q)
is proportional to the increment of the total current rate
limt→∞ J (q)(t; δµq)/t in the limit δµq → 0.
in the spectrum (labelled by a = 1, . . . , Np), each obeying
a local continuity equation [23, 24]
∂tρa(u, ζ) + ∂x [(va(u, ζ)ρa(u, ζ)] = 0. (6)
Notice that, in distinction to non-interacting systems,
particles’ velocities va(u) are dressed due to interactions
with a non-trivial background (macrostate) [43, 60, 61],
va(u) = ∂ωa(u)/∂pa(u), where ωa(u) and pa(u) are their
dressed energy and momenta, respectively (see SM [37]).
The solution of Eqs. (6) for each ray ζ gives a family of
densities ρa(u, ζ), see Fig. 2.
Computing the Drude weights requires infinitesimal
gradients. We thus consider two thermodynamic sub-
systems prepared in almost identical equilibrium states
which differ by a slight amount δq in the charge den-
sity q and experience a chemical potential jump δµq at
the contact. Transforming (3) to the lightcone frame, we
find
D(q) = lim
δµq→0
β
2 δµq
∫ vRmax
−vLmax
dζ j(q)(ζ; δµq), (7)
where j(q)(ζ; δµq) designates the quasi-stationary expec-
tation value of the current density in the direction of ζ
emanating from the contact. Using the hydrodynamical
approach, we first verified the infinite-temperature re-
sults of Eq. (5), and found perfect numerical agreement
(with absolute precision < 10−4), at ∆ = cos (pim/`) for
different values of ν1, ν2, ν3. We subsequently confirmed
the discontinuous nature of the spin Drude weight as
function of ∆ not only at infinite temperature [42], but
also at finite temperatures β−1. As temperature is low-
ered, the discontinuities of D(s) become less pronounced
(see Fig. 4), while as T → 0 we find a power-law behavior
D(s) − D(s)(T = 0) ∼ T 2/(`/m−1) (see Fig. 3 in [37]).
Moreover, the hydrodynamic description remains ap-
plicable at finite bias δµq, hence allowing to probe
41
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FIG. 3. Asymptotic spin (blue) and energy (red) current rates
R(q) = limt→∞ J (q)(t)/t =
∫ vRmax
−vLmax
dζ j(q)(ζ; δβ, δh), emerg-
ing by joining two equilibrium states with chemical potentials
hL,R = ±1 and inverse temperatures βL,R = 1, 3. Considering
the sequence ∆ = cos (pi/(3 + 1/ν2)) for ν2 = 2, 3, . . . , 20, 10
3
(the points at ν2 = 10
3 are obtained by linearly extrapola-
tion of other ν2-points), we demonstrate that limν2→∞D(s) 6=
D(s)(γ = pi
3
) (open circle). The same holds in general when
approaching a value of γ parametrized by l − 1 integers νi
as the νl → ∞ limit of the order-l sequence of νi. This in-
dicates that spin current is a nowhere-continuous function of
∆ within |∆| < 1 (cf. Eq. (5) for the exact analytic high-
temperature results). Unlike R(s), the thermal current rate
R(e) depends continuously on ∆, as shown for ν1 = 3 (open
square).
quantum transport properties even in the non-linear
regime [23, 24, 52, 62] and revealing that the asymptotic
spin-current rate R(s) = limt→∞ J (s)(t)/t is (unlike e.g.
energy current rate R(e)) an everywhere discontinuous
function of anisotropy ∆, see Fig. 3. Additional fig-
ures, showing low-temperature behaviour of D(s) and its
dependence on chemical potential h, are given in SM [37].
Hubbard model.– A situation analogous to that of
the isotropic Heisenberg model occurs in the (fermionic)
Hubbard model [60, 63], where in spite of solid evi-
dence in favor of the vanishing finite-temperature spin
and charge Drude weights D(c,s) = 0 in the absence of
the respective chemical potentials (see [11, 29, 64, 65]),
the definite conclusion is still lacking [9, 66]. A possi-
bility of having additional (unknown) odd-parity con-
servation laws can however now be quickly ruled out
by invoking group-theoretic arguments along the same
lines of the isotropic Heinsenberg model. In Hubbard
model, the entire space macrostates is in a one-to-one
correspondence with particle-hole invariant commuting
(fused) transfer matrices, pertaining to a discrete family
of unitary irreducible representations of the underlying
quantum symmetry [67]. This readily implies vanishing
finite-temperature charge/spin Drude weights D(c,s) = 0
when the corresponding chemical potentials vanish, ir-
respective of the interaction strength. In the presence
of external potentials the Drude weights are known to
take finite values by virtue of Mazur bounds, cf. [2]. As
the particle content of Hubbard model is robust against
varying the coupling strength, the Drude weights exhibit
a continuous dependence on it.
Conclusions.– We presented a rigorous and intuitive
picture for understanding the phenomenon of ideal con-
ductivity in generic integrable quantum models. Dissi-
pationless transport of generic local charges is shown to
be directly linked to the interacting particles of a theory.
Nonetheless, spin (or charge) Drude weights in particle-
hole symmetric models in the half-filled regimes show
exceptional behavior and require a careful analysis by
examining the particle content of the model.
While our framework is applicable in general, we fo-
cused on the interesting case of the anisotropic Heisen-
berg model. In the gapped phase, |∆| ≥ 1, particles
correspond to an infinite hierarchy of magnonic bound
states which are robust under varying the anisotropy pa-
rameter [44, 45]. The fact that the corresponding parti-
cle density operators are insensitive to flipping the spins
implies that two thermodynamic states which are char-
acterized terms of mode occupation distributions are (lo-
cally) identical, and no ballistic flow of particles across
the magnetic domain wall at zero magnetization density
can occur. Within the interval |∆| < 1 however, the par-
ticle content for commensurate values of ∆ consists of
finitely many particles whose number depends discontin-
uously on ∆ [51]. In this case, ballistic spin transport
1
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FIG. 4. Rescaled spin Drude weight D˜(s) = (16/β)D(s)
obtained from Eq. (7) for various temperatures at ∆ =
cos (pi/(3 + 1/ν2)), for ν2 = {2, 3, . . . , 12, 103} (ν2 = 103 are
obtained by linear extrapolation of other ν2-points), and for
∆ = cos(pi/3) = 0.5 (open circles). For a dense set of com-
mensurate anisotropies ∆ = cos (pim/`), D(s) is found to be
a discontinuous function of ∆ at arbitrary finite temperature
(see explanation in the caption of Fig. 3).
5is enabled by the appearance of a distinguished pair of
particles which are not invariant under the spin rever-
sal and hence allow for chiral (i.e. spin-carrying) states.
It should be stressed that the above qualitative picture
can be established independently from any quantitative
analysis.
By employing a nonequilibrium partitioning protocol,
we presented an exact numerical computation of Drude
weights and applied it on the anisotropic Heisenberg
spin chain. Our results rigorously prove that the formal
infinite-temperature bound derived in [42] is the exact
Drude weight at infinite temperature, and moreover that
the time-asymptotic spin current rate in the XXZ chain
is a nowhere-continuous function of ∆ for any finite tem-
perature and even in the non-linear regime. These ob-
servations indicate that the physics in the gapless regime
|∆| < 1 depends abruptly on the ‘commensurability ef-
fect’, resembling the pattern found in famous Hofstadter
butterfly [68–70] multifractal spectrum. As a future task,
it would be valuable to perform high-precision finite-time
numerical analysis to determine whether the ‘fractality’
can be detected via anomalously large relaxation times.
A number of intriguing open problems remain. Most
notably, understanding the microscopic mechanism un-
derlying normal or anomalous diffusion which typically
coexists with the ballistic channel, see e.g. [15, 71–74]),
and recent work [75, 76]. Another open question is to
explain diffusive behavior in the semi-classical regime of
the Heisenberg ferromagent [77], governed by Landau–
Lifshitz action [78] whose solitons are identified as long-
wavelength macroscopic bound states [79].
Note added. After this work appeared online, an in-
dependent work [80] which partially overlaps with this
Letter also shows that the spin Drude weight could be
obtained from hydrodynamics.
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7Supplemental Material for
“Microscopic origin of ideal conductivity in integrable quantum models”
This Supplemental Material contains a short review of the particle content in the anisotropic Heisenberg model,
along with the description of their dressed energies and momenta, and explicit construction of the corresponding
density operators. A few additional figures, showing temperature and chemical potential dependence of the spin
Drude weight, are provided as well.
Particle content of the anisotropic Heisenberg model
The anisotropic (XXZ) Heisenberg Hamiltonian,
Hˆ =
L∑
i=1
Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1 + ∆(Sˆ
z
i Sˆ
z
i+1 − 14 ), (8)
is diagonalized by Bethe Ansatz. We first assume |∆| > 1 and parametrizing ∆ = cosh (η). Any eigenstate in a
finite system of size L is assigned a unique set of rapidities {uk}Mk=1 (equiv. a set of quantum numbers), defined from
solutions of Bethe equations
eip(u)L
M∏
k=1
S11(u− uk) = −1 for u ∈ {uk}Mk=1, (9)
where M is the number of down-turned spins which relates to magnetization Sz = L/2−M . The (complex) solutions
given by {uk}Mk=1 referred to as the Bethe roots. In the thermodynamic limit, defined by taking L→∞ and M →∞
limits (keeping ratio M/L finite), the solutions to Bethe equations organize into regular patters which indicate the
presence of well-defined particle excitations. Presently, these correspond to magnons and their bound states, known
also in the literature as the Bethe strings [44]. A ‘k-string’ solution reads
{uk,mα } =
{
ukα + (k + 1− 2m) iη2
}
, m = 1, 2, . . . , k, (10)
where label α enumerates distinct k-strings and m runs over their internal rapidities. Scattering amplitudes associated
to magnonic particles are
Sj(u) =
sin (u− j iη2 )
sin (u+ j iη2 )
, Sjk(u) =
k−1
2∏
m=−k−12
j−1
2∏
n=− j−12
S2m+2n+2 = S|j−k|Sj+k
min(j,k)−1∏
m=1
S2|j−k|+2m, (11)
using convention S0 ≡ 0. In the L → ∞ limit, particle rapidities become densely distributed along the real axis
in the rapidity plane. This permits to introduce distributions ρk(u) of k-string particles, along with the dual hole
distributions ρ¯k(u) (holes are by definition solutions to Eq. (9) which differ from Bethe roots uk). The quantization
condition (9) gets accordingly replaced with the integral Bethe–Yang equations [43]
ρj + ρ¯j = aj − ajk ? ρk, (12)
where the kernels are given by the derivatives of the scattering phases,
aj(u) =
1
2pii
∂u logSj(u), ajk(u) =
1
2pii
∂u logSjk(u). (13)
Here and below we use a compact notation for the convolution integral, (f ? g)(u) =
∫
R f(u− t)g(t)dv, and repeated
indices are summed over. On each rapidity interval [u, u+du] there is a macroscopic number of microstates, for which
a combinatorial entropy density per mode reads [43]
sj(u) = ρj log
(
1 +
ρ¯j(u)
ρj(u)
)
+ ρ¯j log
(
1 +
ρj(u)
ρ¯j(u)
)
. (14)
8Isotropic point. The above results are extended to the isotropic point ∆ = 1 after taking a scaling limit u→ uη,
and subsequently sending η → 0.
Gapless regime
Classification of particle types in the gapless regime |∆| < 1 can be found in [51]. Here, in addition to the magnon
type label k, an extra parity label v ∈ ± is required. Importantly, integers k now no longer coincide with the length
of a string, i.e. a number of magnons forming a bound state. Instead, the k-th particle consists of nk Bethe roots and
carries parity vk (see [51] for further details). Setting ∆ = cos (γ), where γ/pi = m/` (with m, ` co-prime integers)
is a root of unity, the number of distinct particles in the spectrum is finite. Changing the parametrization u → iu,
η → iγ and incorporating the additional parity label, the elementary scattering amplitudes and kernels read
Sk(u)→ S(nj ,vj)(u) =
sinh (u− nj iγ2 + (1− vj) ipi4 )
sinh (u+ nj
iγ
2 + (1− vj) ipi4 )
, (15)
whereas the full set of scattering kernels are (likewise for the |∆| > 1 case) obtained by fusion (cf. Eqs. (11) and (13)).
The Bethe–Yang equations for string get slightly modified, reading
σj(ρj + ρ¯j) = aj − ajk ? ρk, (16)
the summation is over all Np types of particles, and σj = sign(qj) depend on nj and vj , see[51].
Dressing of excitations
Besides the particle content, the hydrodynamic approach requires to extract energies and momenta of individual
particles. These are dressed by the interaction with a non-trivial vacuum (a reference macrostate). The dressed
energies ωj(u) and momenta pj(u) of excitations on top of a given macrostate are determined from
ωj = ej + Fkj ? σkekϑk, (17)
pj = θj + Fkj ? σkakϑk, (18)
where ej ' aj and θj = i logSj are the bare single particle energy and momenta, respectively, whereas ϑk =
ρk/(ρk + ρ¯k) are the filling functions pertaining to the reference macrostate. Shift functions Fkj(u, t) encode the
O(1/L) shift of a rapidity u for a particle of type k caused by the injection of a particle of type j carrying rapidity t,
u→ u− 1
L
σkFkj(u, t)
ρk(u) + ρ¯k(u)
, (19)
and obeys the following integral equation
Fjm(u, v) =
1
2pii
logSjm(u− v)−
Np∑
k=1
∫
R
dt σkajk(u− t)ϑk(t)Fkm(t, v). (20)
Particle density operators
Every particle in the spectrum is assigned a particle density operator ρˆj(u), representing (by definition) conserved
operators whose action on thermodynamic eigenstates return Bethe root distributions ρj(u). Particle density operators
can thus be perceived as interacting counterparts of the (momentum) mode occupation numbers in non-interacting
theories [50].
In the |∆| ≥ 1 regime we put ∆ = cosh (η) = 12 (q + q−1). The complete set of ρˆj(u) (j ∈ N, u ∈ R) is constructed
from commuting fused transfer operators Tˆj(u), [Tˆj(u), Tˆj′(u
′)] = 0, constructed in the standard way,
Tˆj(u) = TrVj Lˆ
(1)
j (u)Lˆ
(2)
j (u) · · · Lˆ(L)j (u), (21)
9where the Lax operators read
Lˆj(u) =
1
sinh (η)
(
sin (u+ iηSˆzj ) i sinh (η)Sˆ
−
j
i sinh (η)Sˆ+j sin (u− iηSˆzj )
)
, (22)
with the q-deformed spin-j/2 generators Sˆ±j , Sˆ
z
j fulfilling the deformed algebraic relations (writing Kˆj = q
Sˆzj ),
KˆjSˆ
±
j = q
±1Sˆ±j Kˆj , [Sˆ
+
j , Sˆ
−
j ] =
Kˆ2j − Kˆ−2j
q− q−1 , (23)
acting on (higher-spin) unitary irreducible (j + 1)-dimensional Uq(sl2) modules Vj as
Sˆzj = (j/2−m) |m〉 〈m| , (24)
Sˆ+j =
√
[j −m]q[m+ 1]q |m+ 1〉 〈m| , (25)
Sˆ− =
√
[j −m]q[m+ 1]q |m〉 〈m+ 1| , (26)
for m = 0, 1, . . . , j, and where the q-numbers [x]q = (q
x − q−x)/(q− q−1) have been introduced.
Introducing a set of extensive (local) conserved operators (see [46–49]),
Xˆj(u) =
1
2pii
∂u log
Tˆj(u+
iη
2 )
T0(u+ j
iη
2 )
, (27)
defined for spectral parameter u within the ‘physical strip’ u ∈ P,
P = {u ∈ C; |Im(u)| < η2} , (28)
the particle density operators ρˆj(u) (j ∈ N) are given by [46]
ρˆj = Xˆ
+
j + Xˆ
−
j − Xˆj−1 − Xˆj+1 ≡ Xˆj , (29)
where Xˆ0 ≡ 0 and we have used the compact notation for imaginary shifts, f±(u) ≡ f(u ± iη2 ∓ i0). Notice that
(auxiliary) higher-spin irreducible representations of Uq(sl2) (q ∈ R) are in one-to-one correspondence with the par-
ticle types. Moreover, by virtue of unitarity or Vj , the particle operators ρˆj(u) commute with the spin-reversal
transformation Rˆ =
∏
i Sˆ
x
i , [Rˆ, ρˆj(u)] = 0.
Interval |∆| < 1.
The critical interval is parametrized by ∆ = 12 (q+q
−1) = cos (γ). For γ/pi = m/` being a root of unity, the particle
spectrum truncates to a finite set. Writing the (truncated) continued fraction expansion,
γ
pi
=
1
ν1 +
1
ν2+
1
ν3+...
≡ (ν1, ν2, . . . , νl), (30)
the total number of distinct particle types is Np =
∑l
i=1 νi. The complete classification can be found in [51], see
also [46]. In contrast to the |∆| ≥ 1 case, the number of linearly independent unitary transfer operators Tˆj(u) is now
finite, with j = 1, 2, . . . , Np − 1. Moreover, labels j do no longer directly correspond to the sizes of auxiliary spins,
but are instead non-trivially related to the string lengths and parities (cf. [46]). The mapping between the particle
density operators ρˆj(u) and a family of (extensive) conserved operators Xˆj(u) for arbitrary γ has been derived in [46].
Denoting ρˆNp−1 ≡ ρˆ◦ and ρˆNp ≡ ρˆ•, the density operators can be given in a covariant form
ρˆj = γXˆj , j = 1, 2, . . . Np − 2, (31)
ρˆ◦ − ρˆ• = γXˆ`−1, (32)
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with XNp ≡ 0, and where γ is a γ-dependent discrete wave operator modified introduced in [46]. It is crucial
to stress that the spectra of Xˆj(u), for j = 1, 2, . . . , Np − 1 only allow to determine the densities for ρj(u) with
j = 1, 2, . . . Np − 2, and the difference of the ‘boundary particles’ ρ◦ − ρ•. Therefore, in distinction to |∆| ≥ 1, the
particle content in the interval |∆| < 1 (at q root of unity) is no longer in bijection with unitary (i.e. spin-reversal
invariant) irreducible representations of the corresponding quantum symmetry Uq(sl2). In order retrieve the missing
information and obtain ρˆ◦ and ρˆ• separately, the set Xˆj(u) has to be supplemented with an extra conserved operator
Zˆ(u) (cf. Eq. (36) below) built from non-unitary auxiliary irreducible representations of Uq(sl2) (with q being a root
of unity), constructed first in [41, 42] (see also [53, 54]). The distinguished property of Zˆ(u) is that it flips the sign
under spin-reversal transformation, RˆZˆ(u)Rˆ = −Zˆ(u).
For instance, in the simplest case of γ/pi = 1/ν1 = 1/`, the lengths and parties of particles are
nj = j, vj = 1, j = 1, 2, . . . , ν1 − 1, (33)
nν1 = 1, vν1 = −1. (34)
Here γ coincides with the gapped counterpart , with the imaginary shifts given now by iγ/2. At the boundary
nodes we have [52]
ρˆ• = −1
2
(
Xˆ+`−1 + Xˆ
−
`−1
)
− 1
2γ
∫ γ/2
−γ/2
dz Xˆ ′(u+ iz), (35)
where
Xˆ ′(u) = ∂αXˆ`−1,α(u)|α=0 = Zˆ(u)− γ
2pi cosh2 (u)
. (36)
Here Xˆ`−1,α(u) is defined as a conserved operator built from the (finite-dimensional) non-unitary irreducible repre-
sentation V`−1,α, with the action of q-deformed spin operators reading [52]
Kˆ`−1,α |m〉 = qm+α |m〉 , (37)
Sˆ+`−1,α |m〉 = −[m− `+ 1 + 2α]q |m+ 1〉 , (38)
Sˆ−`−1,α |m〉 = [m+ `− 1]q |m− 1〉 , (39)
where m = − 12 (`−1), . . . , 12 (`−1). The upshot of this is that macrostates for which ρ◦(u) 6= ρ¯•(u) carry non-vanishing
amount of Z-charge, implying that the spin reversal operation yields a (locally) distinguishable macrostate (i.e. a
state with distinct particle densities). In the context of our application, this enables a ballistic drift of particles across
a magnetic domain wall.
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Additional plots
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FIG. 5. Rescaled spin Drude weight D˜(s) = (16/β)D(s) in the high-temperature β → 0 limit as function of anisotropy ∆, given
by analytic expression, equation (5) in the main text. The result was obtained in [42] as a lower bound for the spin Drude
weight. In the Letter we rigorously prove that the bound is optimal and coincides with the exact value of D(s) at infinite
temperature.
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FIG. 6. Rescaled spin Drude weight D˜(s) = (16/β)D(s) at β → 0 as function of anisotropy ∆ for ∆ = 0 and ∆ = cos ( pi
ν1+1/2
)
with ν1 = {2, 3, . . . , 12} and ν2 → ∞ (obtained from the previous ν2-points by linear fitting), shown for various chemical
potentials µs = h.
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FIG. 7. Log-log scale: Spin Drude weight D(s)−D(s)(T = 0) as function of temperature T = β−1 at ∆ = cos (γ). For γ = pi/ν1
we confirm the scaling D(s) −D(s)(T = 0) ∼ T 2/(ν1−1) found earlier in [12], while at γ/pi = 1/(ν1 + 1/(ν2 + 1/ν3)) we observe
the power law D(s) −D(s)(T = 0) ∼ T 2/(γ/pi−1).
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FIG. 8. Spin Drude weight D(s) as function of temperature T = β−1, shown for ∆ = cos (γ) at γ/pi = 1/(3 + 1/ν2) for
ν2 = {2, 3, 4, . . .}. While in the low-T regime D(s) for ∆ = cos (pi/(3 + 4−1)) ≈ 0.568 and ∆ = 0.5 are comparable to each
other, they significantly differ at higher temperatures.
