Latent class models with crossed subject-specific and test(rater)-specific random effects have been proposed to estimate the diagnostic accuracy (sensitivity and specificity) of a group of binary tests or binary ratings. However, the computation of these models are hindered by their complicated Monte Carlo Expectation-Maximization (MCEM) algorithm. In this article, a class of pseudo-likelihood functions is developed for conducting statistical inference with crossed random-effects latent class models in diagnostic medicine. Theoretically, the maximum pseudo-likelihood estimation is still consistent and has asymptotic normality. Numerically, our results show that not only the pseudo-likelihood approach significantly reduces the computational time, but it has comparable efficiency relative to the MCEM algorithm. In addition, dimension-wise likelihood, one of the proposed pseudolikelihoods, demonstrates its superior performance in estimating sensitivity and specificity.
Introduction
Pharmaceutical and regulatory statisticians who work in the fields of developing state-of-the-art medical devices and radiology diagnostic tests have shown tremendous interests in the strategies for accurately estimating diagnostic accuracy of multiple binary medical tests or raters. It has been widely recognized that sensitivity and specificity are two primary measures that characterize the diagnostic accuracy of binary tests. Statistical methodologies have been proposed to estimate sensitivity and specificity of binary tests (Zhou et al., 2002; Pepe, 2003) . When investigators are committed to estimating the average sensitivity and specificity of a group of tests or raters, latent class models (Qu et al., 1996; Hui and Zhou, 1998; Qu and Hadgu, 1998; Albert et al., 2001; Albert and Dodd, 2008) , in which the true disease status is considered as a latent variable, have been proved to be an effective and strategic approach. Qu et al. (1996) and Qu and Hadgu (1998) proposed a random-effects latent class model that characterized conditional dependence between tests through random effects. Albert et al. (2001) proposed a latent class model with a finite mixture structure to account for dependence between tests. Albert and Dodd (2008) extended latent class models in Qu and Hadgu (1998) and Albert et al. (2001) to incorporate information from both the verified and nonverified subjects during estimation. More recently, Zhang et al. (2012) introduced a latent class model with crossed random effects (with both subject-specific and test-specific random effects) for estimating sensitivity and specificity of a group of binary tests or raters. Despite the success of these random-effects latent class models in diagnostic statistics, computational complexity has been the major flaw of the latent class models with crossed random effects. This article is devoted to proposing a competitive pseudo-likelihood approach that reduces the computational burden of crossed random effects latent class models in estimating diagnostic accuracy.
Statistical inference in random-effects models (or mixed-effects models) (Laird and Ware, 1982; McCulloch and Searle, 2001 ) starts from parameter estimation step, in which maximum likelihood estimation (MLE) is achieved via numerical optimization methods, such as Newton-Raphson algorithm and its variants. However, these optimization procedures require numerical approximation of the likelihoods of random-effects models that may involve evaluating high-dimensional integrals. In the latent class models with crossed random effects, as we show in Section 2, this computational issue becomes the major obstacle because the high-dimensional integral in the full likelihood of a crossed random effects latent class model is intractable. Computational strategies have been proposed to overcome the numerical difficulties posed by high-dimensional integrations in random-effects models. Breslow and Clayton (1993) proposed a pseudo quasi-likelihood method that seeks the parameter estimation by maximizing the joint distribution of the observed data and the random effects. Approximate MLE computation using the Laplace approximation also proposed by Steele (1996) and Lee and Nelder (2001) . Yet, these methods cannot provide generally consistent estimation (Lin and Breslow, 1996) . Another option is to develop simulationbased Monte Carlo algorithms for obtaining the MLE, which include Monte Carlo Markov chain (MCMC) algorithms proposed by Zeger and Karim (1991) and McCulloch (1997) and Monte Carlo Expectation-Maximization (MCEM) algorithm proposed by Booth and Hobert (1999) and Booth et al. (2001) . These algorithms have drawbacks that include the computational duration and MCEM convergence assessment, so that they cannot provide instant statistical inference results to practitioners. Statistical inference turns to be even harder in the latent class models with crossed random effects. Unlike the conventional random-effects models with independent between-subject observations, the full likelihood of a crossed random effects latent class model is an integral whose dimension increases with the number of subjects and the number of tests. In a crossed diagnostic design with I subjects and J tests, the full likelihood appears to be a (I × J)-dimensional integral embedded in an I-dimensional summation, which particularly deteriorates the statistical inference procedure when using crossed random effects latent class models.
In this article, we propose a pseudo-likelihood approach as a competitive statistical analysis strategy for the crossed random effects latent class models that estimate the sensitivity and specificity of a group of binary medical tests or raters. A class of pseudo-likelihood functions is created in Section 2, including pairwise likelihood (Bellio and Varin, 2005) , triplewise likelihood, hybrid likelihoods, and dimension-wise likelihood. The benefits of using the proposed pseudo-likelihood approach are enormous. The proposed pseudo-likelihood functions contain the integrations with a reduced dimension and possess more succinct integrands than the full likelihood. The implementation of the pseudo-likelihood approach is rather simple with the aid of a numerical optimization package. Parameter estimates obtained from maximizing the proposed pseudo-likelihoods are consistent and asymptotically follow normal distributions (Lindsay, 1988; Molenberghs and Verbeke, 2005; Varin et al., 2011) . The parameter variance estimation can be achieved by bootstrapping. Estimation efficiency of the estimators obtained from maximizing dimension-wise likelihoods is comparable to the full likelihood maximized by the MCEM algorithm. Yet, the efficiency of pairwise and hybrid likelihoods may not be satisfactory especially when imperfect reference standards do not exist. In Section 5, we analyze a colon cancer detection data published by Zhou et al. (2002) , for the purpose of demonstrating the pseudo-likelihood approach.
Methodology

Crossed random effects models for estimating diagnostic accuracy
Let Y ij denote the binary diagnostic result of a disease (Y ij = 1 for having the disease and Y ij = 0 for not having the disease) for the ith subject from the jth test (rater), i = 1, 2, . . . , I and j = 1, 2, . . . , J. We denote D i , a binary latent variable, as the true disease status of the ith subject. Under the circumstances that there is no gold or imperfect reference standard, we consider the following model with two crossed random effects for Y ij :
whereh −1 (·) denotes the inverse of a general link function (such as a probit link function or a logit link function), b i is the subject-specific random effect with probability density distribution (p.d.f.) g 1 (x), and c j is the test-specific random effect with p.d.f. g 2 (x). The three unobserved latent variables D i , b i , and c j are assumed to be independent of each other. Let
, and π 1 is consequently the prevalence of disease among the subjects. Under the probit link and the normality assumption of b i and c j , (1) can be used to estimate the average sensitivity and specificity of the rater (test) population:
, where Φ(·) denotes the standard normal cumulative density function. Contrast to the latent class models in Qu et al. (1996) and Albert et al. (2001) with a single subject-specific random effect, (1) describes test-specific variation through an additional random effect c j . Investigators usually assume b i and c j follow a standard normal distribution. Yet, one may also consider the case where g 1 (x) and g 2 (x) are two-group mixture normal distributions with p.d.f.: 
Then, the model-based estimates of average sensitivity and specificity can be obtained by marginalizing over the two-group mixture models. Under the circumstances that there is an imperfect reference standard (Qu and Hadgu, 1998; Valenstein, 1990; Whiting et al., 2004; Albert, 2009) , let us denote the binary rating T i as the test result for the ith subject from the imperfect reference standard. Then, S T t i |d i = P(T i = t i |D i = d i ) characterizes the diagnostic accuracy of the imperfect reference standard. In practice, the results from previous studies are used to obtain estimates of S
and specificity S T 0|0 = P(T i = 0|D i = 0) of the imperfect reference standard), which subsequently are used to estimate P(Y ij |D i ), the diagnostic accuracy of the tests or raters. To incorporate the information of the imperfect reference standard, we consider the following model for Y ij :
Note that the model flexibility of (2) 
. The two assumptions combined leads to Zhang et al. (2012) and Albert (2009) . Investigators can further assume that the variation is identical in both disease and non-disease groups, which implies σ d i t i = σ and τ d i t i = τ . The full likelihood of (1) and (2) is complicated by the two crossed random effects b i and c j . (2) is given by
The full likelihood of model (1) can be similarly derived as in (3):
Because of the built-in high-dimensional integration and summation, it is difficult to precisely evaluate (3) and (4) by numerical approximation. Thus, we propose in Section 2.2 a class of pseudo-likelihoods for parameter estimation.
Maximum pseudo-likelihood estimation
In this section, we propose a class of pseudo-likelihoods for estimating diagnostic accuracy with or without an imperfect reference standard. For the fixed positive integers s 1 and s 2 satisfying 2 ≤ s 1 ≤ I and 2 ≤ s 2 ≤ J, the proposed pseudolikelihood for (1) is
In (5), the notation
is a variant of  1≤j 1 <j 2 <···<j s 2 ≤J , representing the product of all such terms satisfying
and
The numerical evaluation process of (6) is composed of conducting s 2 one-dimensional integrations inside for the c j 's and a one-dimensional integration outside for b i . Thus, the computational complexity of (6) is O(s 2 N 2 ), in which N is the size of this computation problem and it is equal to the number of operations in a one-dimensional integration. Similarly, the numerical evaluation process of (7) is composed of conducting 2s 1 one-dimensional integrations inside for the b j 's and a one-dimensional integration outside for c j , which implies its computational complexity is O(s 1 N 2 ). When the probit link is used and the two random effects b i and c j follow standard normal distributions, the one-dimensional integrals inside (6) and (7) have analytical forms. That is, whenh
 , which reduces the computational complexity of (6) and (7) to be O(s 2 N ) and O(s 1 N ), respectively. However, this bonus will disappear if the random effects are not specified to follow standard normal distributions or the probit link is not employed.
where Z + denotes the set of positive integers. When s 1 = s 2 = 2, pseudo-likelihood (5) becomes the pairwise likelihood in Bellio and Varin (2005) :
in which
When s 1 = s 2 = 3, pseudo-likelihood (5) extends (Bellio and Varin, 2005) to the triple-wise likelihood:
for which the probability terms can be similarly derived as in (9) and (10). Some members in the proposed pseudo-likelihood class, such as (8) and (11), suffer from the curse of dimensionality. For example, (8) is the product of I
terms, which implies the computational complexity of (8) 
 probability terms, which implies the computational complexity of (8) is O(max{IJ
large number, the total number of probability terms in (5) becomes unacceptably large and the computational complexity increases exponentially. This makes it not feasible to seek parameter estimates from maximizing such a pseudo-likelihood using the Newton-Raphson algorithm.
There is a solution to the high-dimensional problem. In the empirical applications where there are a moderate number of tests but a large number of subjects, the special case of pseudo-likelihood (5) with s 1 = I and s 2 = 2 can be considered: (10) and
Pseudo-likelihood (12) substitutes the density of an entire row in the data for the product of the pairwise or tripe-wise densities of this row, which avoids evaluating the integrations for I  J s 2  times. In the cases where there are a moderate number of subjects but a large number of tests, the special case of pseudo-likelihood (5) with s 1 = 2 and s 2 = J can be considered:
in which P(Y ij 1 = y ij 1 , Y ij 2 = y ij 2 ; θ ) remains as in (9) and
Further, we can take s 1 = I and s 2 = J to ultimately avoid the curse of dimensionality in (8) and (11):
for which the column-wise and row-wise joint densities are specified in (13) and (15), respectively. We name (16) as ''dimension-wise likelihood'' and (12) and (14) as ''hybrid likelihoods''. Note that the computational complexity of the joint densities (13) and (15) , which avoids increasing exponentially with I or J and therefore avoids the curse of dimensionality. Of course, the pseudo-likelihood methods are expected to be less efficient than the MLE, so we investigated the extent of efficiency loss in Section 3.
For estimating diagnostic accuracy with the imperfect reference standard T i , we similarly propose a class of pseudolikelihoods that can incorporate T i as follows:
In (17),
The methodologies proposed above for PL s 1 ,s 2 (θ; y) can be directly applied to (17) to resolve the high-dimensional problem when the imperfect reference standard is used.
Monte Carlo Expectation-Maximization algorithm
In this section, an MCEM algorithm is developed to obtain the MLE of the unknown parameters θ in (2). Although the MCEM algorithm is developed based upon model (2), it can be easily extended to (1).
We take the latent true disease status
′ , and testspecific random effects c = (c 1 , . . . , c J )
′ the missing data, and
′ the complete data.
E-STEP.
At the (r + 1)th iteration of EM algorithm, the E-step involves calculation of the Q -function
where θ (r) denotes the parameter vector from the rth iteration in the EM algorithm, f (z * |x * , θ (r) ) is the conditional distribution of missing data given the observed data and θ (r) , and
is the complete-data likelihood. In the following, a Monte Carlo numerical integration algorithm is developed for (18) by using Gibbs sampler.
Note that, the full conditional distributions of D i , b i , and c j are
} from the conditional distribution f (z * |x * , θ (r) ) using Gibbs sampler, we start from the starting values z * (0) with f (z * (0) ) > 0. At the nth step of the Gibbs sampling procedure, z * (n) is drawn by sequentially sampling from the conditional distributions. Specifically, if z * (n)
′ , then we run the following updating steps iteratively:
. . , I simultaneously using the Metropolis-Hasting algorithm.
with the probability
. . , J simultaneously using the Metropolis-Hasting algorithm. Samplec j from the proposal distributionf (c j |c
The normal distributions conditional on the previous Gibbs sampler draws are suggested to be used as proposal distributions of b i in Step (II) and c j in Step (III); that is,b 
} is produced. If the first N 0 draws z * (1) , . . . , z * (N 0 ) are discarded as the burn-in period, then the approximation of Q (θ|θ (r) ) is then
= arg θ maxQ (θ|θ (r) ). To obtain the MLE of θ , we consider to run R iterations of the MCEM algorithm until it converges. Convergence of the MCEM algorithm is demonstrated in Section 3.2 by numerical examples.
Numerical studies
Simulation 1: Competition among pseudo-likelihood peers
This subsection aims at comparing the finite sample performance of the four pseudo-likelihoods PL 2,2 (θ; y), PL 2,J (θ; y), PL I,2 (θ; y), and PL I,J (θ; y) for model (1), in estimating sensitivity and specificity and in estimating the relevant parameters. We also compare the pseudo-likelihoods PL 2,2 (θ; y, t), PL 2,J (θ; y, t), PL I,2 (θ; y, t), and PL I,J (θ; y, t) for model (2) with imperfect reference standards. A simulation study was conducted with various combinations of I and J, representing several circumstances with different numbers of subjects and tests (raters). Simulation data were generated from P(
∼ N(0, 1), and π 1 = 0.5. The rest of parameters were specified as either (i) β 1 = 1.795, β 0 = −1.795, σ 1 = σ 0 = 1, τ 1 = τ 0 = 1, or (ii) β 1 = 1.269, β 0 = −1.269, σ 1 = σ 0 = 0.5, τ 1 = τ 0 = 0.5, both of which generated the true average sensitivity 0.85 and true average specificity 0.85. Three (I, J) combinations were examined: (I, J) = (100, 25), (200, 50) , and (500, 25). The total number of simulation replications was set to be 500.
After data generation, each of the simulation data sets was fit to model (1) via the pseudo-likelihoods. In the second part of the simulation study, simulation data was generated from
with the same parameter specifications that are described above. The realizations of the imperfect reference standard T i were generated from S T 1|1 = S T 0|0 = 0.95, given the true disease status D i . After data generation, each of the simulation data sets was fit to model (2) via the pseudo-likelihoods. Here, we make an assumption that, given the true disease status is available, the observed test results (ratings) are independent of the imperfect reference standard. This is an assumption that has been made in Zhang et al. (2012) and Albert (2009) , and is usually true in practice. Table 1 (for σ = τ = 1) and Table 2 (for σ = τ = 0.5) report the estimation biases of sensitivity and specificity, as well as the relevant parameters, obtained from maximizing the pseudo-likelihoods in this simulation study. The empirical standard derivations are reported in the parentheses. Regardless of the true values of σ and τ and the combinations of (I, J), Tables 1   and 2 are delivering the same messages. When the imperfect reference standard T i is not available, the dimension-wise likelihood PL I,J (θ; y) usually has the smallest estimation bias and variance among the four pseudo-likelihoods in estimating sensitivity and specificity, the pairwise likelihood PL 2,2 (θ; y) possesses the largest estimation bias and variance, and the hybrid likelihoods PL 2,J (θ; y) and PL I,2 (θ; y) reside in between. When the imperfect reference standard T i is available, the four pseudo-likelihoods (PL 2,2 (θ; y, t), PL 2,J (θ; y, t), PL I,2 (θ; y, t) , and PL I,J (θ; y, t)) perform equally well in terms of estimation bias and variance of sensitivity and specificity. With the aid of the imperfect reference standard, the estimation biases of the pairwise likelihood and the hybrid likelihoods are decreased considerably while their variances reflect no significant change. This indicates that the imperfect reference verification plays a key role in improving estimation precision when using the proposed pseudo-likelihood approach. In Tables 1 and 2 , dimension-wise likelihood appears to have persistent estimation capacity regardless of whether there is an imperfect reference standard. However, this is generally not true. Previous research (Zhang et al., 2012; Albert, 2009) showed that reliable imperfect reference standards can improve the robustness of diagnostic accuracy estimation in latent class random-effects models. Thus, it is highly recommended to incorporate the imperfect reference verification as long as it is available.
Simulation 2: Pseudo-likelihood versus MCEM
This subsection aims at evaluating the efficiency of MPLE via the Newton-Raphson algorithm and the MLE via the MCEM algorithm in models (1) and (2). Prior to the comparison of estimation efficiency, we took one simulated data set as an example, to assess the convergence of the MCEM algorithm described in Section 2.3 in seeking MLEs. One data set was simulated from (2), as in Simulation 1, with I = 100, J = 25, b i
∼ N(0, 1), π 1 = 0.5, β 1 = 1.795, β 0 = −1.795, σ 1 = σ 0 = 1, and τ 1 = τ 0 = 1. We set N = 2000 and N 0 = 1000 and started the algorithm from three different combinations of parameter initial values. Fig. 1 shows the change of parameter values along with R = 200 MCEM iterations. It is observed in Fig. 1 that the three executions with different initial values converge at around 100th iteration and become stable To assess the relative efficiency of different methods, simulation data were generated from P(Y ij
with the same parameter specifications in Simulation 1. Due to the extended computational duration of the MCEM algorithm, only one combination (I, J) = (100, 25) was examined, and the total number of simulation replications remained to be 500. The realizations of the imperfect reference standard T i were generated from S T 1|1 = S T 0|0 = 0.95, given the true disease status D i . Each of the simulation data sets was fit to the true model by the pseudo-likelihood approach as in Simulation 1 and by the MCEM algorithm. Table 3 reports relative efficiency results for pairwise likelihood, hybrid likelihood and full likelihood (via the MCEM algorithm). The relative efficiency results were calculated as inverse mean squared error ratios to the dimension-wise likelihood that serves as a reference. Table 3 shows that the dimension-wise likelihood is more efficient than other pseudo-likelihoods in estimating sensitivity and specificity. Yet, the dimension-wise likelihood appears to be less efficient in estimating test-specific variation τ and disease prevalence π . Distinction between the pseudo-likelihoods in estimation efficiency is narrowed when the imperfect reference standard is present. The MCEM algorithm mostly possesses higher efficiency than the pseudo-likelihoods. However, compared to the MLE obtained by the MCEM algorithm, the maximum dimension-wise likelihood estimates can provide fairly comparable estimation efficiency.
Additional issues
Subject-specific and test-specific covariates
In diagnostic medicine, auxiliary covariates, either subject-specific or test(rater)-specific, may be the factors that affect the estimation of diagnostic accuracy. The vector of subject-specific covariates, denoted by W i , represents the characteristics of subjects such as their biomarker levels. The vector of test-specific covariates, denoted by U j , represents the characteristics of diagnostic tests or raters. A test-specific covariate can be a binary treatment indicator that distinguishes experimental 
Table 3
Relative efficiency of dimension-wise likelihood to pairwise and hybrid likelihoods, as well as to the MCEM algorithm, obtained in the Simulation 2. tests from the predicate tests. A rater-specific covariate can be an ordinal variable characterizing raters' precision levels. Subject-specific and test-specific covariates can be incorporated into (1) or (2) in the same fashion: and
The pseudo-likelihood approach can be implemented for (19) and (20) as described in Section 2.2 to estimate the covariate effects.
Variance estimation
Inference on θ , whose estimateθ c is derived from maximizing pseudo-likelihood (5) or (17), can be made based on existing asymptotic theories in Lindsay (1988) , Molenberghs and Verbeke (2005) and Varin et al. (2011) . The maximum pseudo-likelihood estimatorθ c can be found by solving the pseudo-likelihood score equations ∇ θ pℓ(θ ) = 0, where pℓ(θ ) is a unified notation that represents log PL s 1 ,s 2 (θ; y) and log PL s 1 ,s 2 (θ; y, t) with various (s 1 , s 2 ) combinations. Supposeθ θ pℓ(θ )} is the sensitivity matrix, A(θ ) = var{∇ θ pℓ(θ )} is the variability matrix, and G(θ ) = B(θ )A(θ ) −1 B(θ ) is the Godambe information matrix (Godambe, 1960) . Note that, the score statistic ∇ θ pℓ(θ ) cannot be written as a sum of independent random components.
Yet, the asymptotic normality can still be proved as in Appendix 2 in Lin (1997) . To obtain the parameter variance estimation, we need to separately estimate A(θ ) and B(θ ). As discussed in Bellio and Varin (2005) , B(θ ) can be estimated by the Hessian of −pℓ(θ ) evaluated byθ c . However, it is impossible to find a close-form estimator for A(θ ) due to the correlation data structure in (1) and (2). Bellio and Varin (2005) 
T .
However, a rather simple approach is to estimate the sampling variance ofθ c using a parametric bootstrap approach. To implement the parametric bootstrap, we generate M parametric bootstrap samples Y * (1) , . . . , Y * (M) from (1) or (2) with the true parameter θ replaced byθ c . Specifically, the true disease status is generated according the estimate of π d i . And, b i and c j are generated from standard normal distribution. Then, the response values can be subsequently generated from (1) (2005), which also requires Monte Carlo simulation under the estimated model, this parametric bootstrap is simpler and its implementation is more straightforward because it does not require calculating the Hessian of −pℓ(θ ) anymore.
Partial imperfect reference standards
The evaluation of imperfect reference standards may be expensive, time consuming, or unethical to perform on all patients. This is why in some circumstances it is difficult to obtain imperfect reference standards for all subjects. Alternatively, investigators may be able to obtain an imperfect reference standard on a sub-group of subjects, or equivalently, to obtain a ''partial imperfect reference standard''. We extend the pseudo-likelihood approach in Section 2.2 to estimate diagnostic accuracy with a partial imperfect reference standard, and report the details in the Appendix.
Application: Colon cancer detection data
Colorectal cancer is one of the leading causes of cancer-related deaths in the United States (ACS, 2013; Jemal et al., 2003) . The American Cancer Society has estimated that approximately 142,820 new cases of colon cancer and 50,830 deaths from the disease occurred in 2013 (ACS, 2013) . Because most colorectal cancers arise from benign or malignant polyps, detection and removal of polyps have been proved to reduce the incidence and the mortality of colorectal cancer (Mandel et al., 1993) . Virtual colonoscopy, or CT colonography, has been shown very appealing as a computer-aided screening tool for polyp detection (Perumpillichira et al., 2005) . Zhou et al. (2002) reported a case study on colon cancer detection, in which each of the 14 readers (physicians) made diagnosis on whether a colon segment from a patient had polyps (0 for no polyp; 1 for having polyps). Totally 130 colon segments were evaluated. Among 14 readers, 7 of them were using conventional colonoscopy, whereas other 7 physicians were using computer-aided CT colonography. In addition to the scores given by 14 readers, the reference standard diagnosis was included for the each colon segment, where ''F'' represents that no polyp existed in the segment, and ''T'' denotes one or more polyps were present in the segment.
In this section, we report the numerical results from analyzing the colon cancer detection data, for the purpose of demonstrating the proposed methodologies. Model (1) (without the aid of the reference standard diagnosis) and model (2) (with the reference standard diagnosis) with a probit link were applied to the colon cancer detection data with linear predictor
in which b i and c i were assumed to follow standard normal distributions, σ and τ were assumed to be independent of latent disease classes, and U j was the indicator for the use of colonography technology (U j = 1 if the jth reader used computer-aided CT colonography; U j = 0 if the jth reader used conventional colonoscopy). The linear predictor representation can help to test whether there was distinction in diagnostic accuracy between using the conventional and new colonography technologies. Parameter estimation was achieved by the Newton-Raphson algorithm that maximized the proposed pseudo-likelihood functions, including pairwise likelihood, dimension-wise likelihood, and two hybrid likelihoods from Section 2. Parametric bootstrap with 100 bootstrap samples was applied for variance estimation. Table 4 reports the analysis results for colon cancer detection data, including estimated sensitivities and specificities for conventional colonoscopy and computer-aid CT colonoscopy and related parameter estimates (standard errors in the parentheses). The data analysis results effectively confirm the conclusions in Section 3 regarding the performance of the pseudolikelihoods. The diagnostic measures estimated by the pseudo-likelihood methods without using the reference standard evaluation show some discrepancy from one another. Compared to the scenario with no imperfect reference standard, the sensitivities and specificities estimated by the pseudo-likelihood approach with the aid of the imperfect reference verification are more consistent with each other. Benefits of using the imperfect reference standard are very limited in the bootstrap variance estimation. The sensitivity from using conventional colonoscopy is generally higher than computer-aided CT colonography, while the specificity of computer-aided CT colonography is higher than conventional colonoscopy. However, this conclusion is limited to the current colon segment sample, and therefore cannot be generalized.
Discussion
This article proposes a class of pseudo-likelihoods for estimating diagnostic accuracy of a group of tests or raters when using crossed random effects latent class models. It has been shown that the maximum pseudo-likelihood estimates possess satisfactory relative efficiency, compared to the maximum likelihood estimates obtained by the MCEM algorithm. The maximum pseudo-likelihood estimation and the MCEM algorithm for maximum likelihood estimation proposed in this article were implemented in R, and the R code is available upon request. The proposed methodologies to obtain maximum pseudo-likelihood estimates are not limited to latent class models (1) and (2) for estimating sensitivity and specificity. The methods can also be applied to other crossed random effects models that fit to the data collected from a crossed design. For instance, we may apply the strategies of constructing the pseudo-likelihoods to multireader, multicase receiver operating characteristic analysis (Obuchowski et al., 2004) as an aid in estimating the area under the curve from a model with crossed random effects. However, flexible model specification in the pseudo-likelihoods may require more sophisticated maximization algorithm such as the composite likelihood EM algorithm in Gao and Song (2011) . Noticeably, Molenberghs et al. (2011) proposed a partitioned pseudo-likelihood (PPL) approach for partitioning highdimensional correlated data to achieve the goal of reducing the computational complexity. This method can also be adopted to prevent (5) and (17) from suffering the high-dimensional curse. Suppose we split I subjects into κ I subgroups and split J tests into κ J subgroups. The PPL approach breaks the original I × J data frame into κ I κ J blocks. Then, the pseudo-likelihood approach proposed in this article can be directly applied to each block. Denoteθ Combined with the PPL approach, the pseudo-likelihoods discussed in this article can manage the diagnostic data with large dimensions. Molenberghs et al. (2011) showed that the PPL approach is fully efficient for independent partitions, which is not the case for the diagnostic data collected from a crossed design. They also showed, with dependent partitions, the PPL estimators are sometimes, but not always, fully efficient. Data analyst is advised to study efficiency loss, perhaps using a simulation study designed after the real application at hand. More details on the efficiency loss from using the PPL approach can be found in Section 5 in Molenberghs et al. (2011) , where the authors carefully discussed the strategies to adjust the number of subsamples in the partition, to achieve the goal of only having mild efficiency loss when using the PPL approach.
Although this article has discussed several aspects on the pseudo-likelihood approach, there are still related issues that have not been tackled. More recently, it has been shown that latent class models for estimating diagnostic accuracy may be problematic in many practical situations (Albert and Dodd, 2004; Pepe and Janes, 2006; Xie et al., 2013) . Albert and Dodd (2004) showed that with a small number of binary tests, estimates of diagnostic accuracy with random-effects latent class models are biased under a misspecified dependence structure. Zhang et al. (2012) showed that imperfect reference standards can substantially increase the robustness of these models. Further investigation is necessary on whether the proposed pseudo-likelihood approach enjoys the similar robustness when an imperfect reference standard is used. Furthermore, in some diagnostic studies, investigators fail to collect all the data that they expect. Missing data can be response or covariate values, potentially mixed with complex missing mechanism. Whether the proposed pseudo-likelihood approach can appropriately adopted to handle the missing data problems is another area that requires further investigation. 
If the evaluation mechanism of the partial imperfect reference standard is completely random (i.e., the patients are randomly assigned to be evaluated), then p = P(V i = 1) is the proportion of subjects that are evaluated by the imperfect reference standard, and P(V = v|Y = y, T
1−v i . Another type of verification process occurs, when the probability of verification on the ith subject depends on Y i ; that is, P(V = v|Y = y, T
A special case of this verification process is verification biased sampling (Pepe, 2003) , in which the probability of imperfect reference standard evaluation depends on the number of positive tests:
Another important special case is extreme verification biased sampling (Albert and Dodd, 2008; Walter, 1999; van der Merwe and Maritz, 2002) , in which the imperfect reference standard test is obtained only for the subjects that received all positive test results or ratings. Extreme verification biased sampling usually occurs when the imperfect reference verification is an invasive procedure that is unethical to perform on all subjects if any test result is negative. If we follow the same format of (17), then the pseudo-likelihood with a partial imperfect reference standard should be proposed as 
