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Abstract—In this paper, we study the monitoring and control
of long-term voltage stability considering load tap-changer (LTC)
dynamics. We show that under generic conditions, the LTC dy-
namics always admit a unique stable equilibrium. For the stable
equilibrium, we characterize an explicit inner approximation of
its region of attraction (ROA). Compared to existing results,
the computational complexity of the ROA characterization is
drastically reduced. A quadratically constrained linear program
formulation for the ROA characterization problem is proposed.
In addition, we formulate a second-order cone program for online
voltage stability monitoring and control exploiting the proposed
ROA characterization, along with an ADMM-based distributed
algorithm to solve the problem. The efficacy of the proposed
formulations and algorithms is demonstrated using a standard
IEEE test system.
Index Terms—Voltage stability, load tap changer, region of
attraction, distributed optimization.
I. INTRODUCTION
POWER systems have traditionally been designed withsufficient margins against disturbances and contingencies.
However, with ever increasing power demand and competitive
electricity market, they are being operated closer to the opera-
tional boundaries, in other words, their loading margins to the
operational boundaries are shrinking. Systems with insufficient
loading margins run the risk of resulting in catastrophic
outcomes such as cascading failure and large-scale blackouts.
Voltage collapse events have been the main culprits in several
major blackouts worldwide.
The destabilizing behavior of load tap-changer (LTC) is one
of the prime mechanisms of voltage collapse in bulk power
systems. The post-disturbance secondary voltage restoration
by LTC leads to load power restoration, which may exacer-
bate the already impaired post-disturbance transfer capability
and accelerate long-term voltage collapse. Traditionally, long-
term voltage instability is generally modeled by saddle-node
bifurcation of the underlying quasi-steady-state model. It is
therefore customary in long-term voltage stability analysis
to adopt steady-state power flow model with constant power
loads and examine conditions associated with the singularity
of power flow Jacobian. Most online voltage stability indices
are derived based on this model [1]–[6]. While constant power
load model captures the stability margin and its sensitivities
to system parameters when the system loses its stability
through the loss of equilibrium of the long-term dynamics
[7], it is not capable of modeling the other common instability
mechanism: the instability through a lack of attraction towards
the stable long-term equilibrium [8, Sect. 8.2.2]. To capture
both mechanisms, load model with explicit modeling of LTC
dynamics should be employed. In this work, we study the long-
term voltage stability problem incorporating LTC dynamics.
Long-term voltage stability of networked LTCs has been
studied in the seminal work [9] using a continuous-time
approximation model where the stability of equilibria has been
identified and the region of attraction (ROA) of the stable
equilibrium was characterized. Further, characterization of the
ROA for discrete-time LTC model appears in [10]. However,
explicit characterization is only given for radial three-bus
systems excluding mesh structures that are evident in the vast
majority of transmission networks.
To restore a long-term equilibrium after system disturbance,
emergency voltage stability control is needed, which can be
done at generation side (generator terminal voltage boosting),
transmission side (reactive power compensation), or load side
(load reduction) [8, Sect. 8.6]. Emergency control countermea-
sures at both the generation and transmission sides assume
the availability of certain reactive power reserve, which may
be nonexistent in emergency scenario with degraded system
condition. On the other hand, load control can be realized
either through direct load shedding, or through emergency
LTC controls including tap blocking, set-point reduction, and
tap reversing [11], all of which cause power/voltage quality
degradation for end-users.
The proliferation of distributed energy resources (DER) in
distribution system provides an alternative, where recent ad-
vancement in control technologies has made real-time coordi-
nation of massive amount of DERs a reality [12]. With proper
coordination, the aggregated DERs are able to provide various
transmission-level services such as frequency regulation and
voltage support [13]–[15]. It is hypothesized in [16] that they
can be viewed as ‘mini-static var compensator’ and provide
local reactive power support to the grid by compensating reac-
tive power demand. In fact, there is plausible reason for DERs
to participate in emergency voltage stability control: a case
study has shown that the DER controllers can contribute to
bulk power system voltage collapse if they are agnostic about
the emergency condition and not properly controlled under
such circumstances [17]. A similar approach of coordinated
distributed load shedding and LTC control has been shown
to be effective in emergency control [18]. In this work, we
assume the availability of distributed DER controllers which
command required reactive power support at the secondary
level and focus on the determination of optimal aggregated
reactive power support at the transmission system level.
In this paper, we analyze the stability properties of net-
2worked LTCs including the stability of equilibria and explicit
characterization of ROA of the stable equilibrium. The novelty
of the paper is two-fold. First, two new technical results
concerning the stability of networked LTC system are given:
1) We show that the stable equilibrium is unique generically;
and 2) we provide a novel ROA characterization of the
stable equilibrium which can be efficiently computed. Both
conditions are built on and improve those in [9]. Second, based
on the technical results, a distributed optimization algorithm
is proposed for stability monitoring and emergency reactive
power support computation.
The remainder of the paper is organized as follows. The
notations, system modeling, and problem statement are given
in Section II. Novel stability results, i.e., uniqueness of stable
equilibrium and characterization of its ROA are presented in
Section III. Optimization formulation of the stability moni-
toring and control problem as well as its distributed imple-
mentation are discussed in Section IV. Finally, case studies
coroborating the efficacy of the proposed approaches are
demonstrated in Section V.
II. NOTATION AND SYSTEM MODELING
A. Notation
The set of real, positive real, and complex numbers are
denoted by R, R>0, and C, respectively. Scripted capital letters
A,B, . . . are used to represent other sets. The interior, closure,
and boundary of a set A are denoted by int(A), cl(A), and
∂A, respectively. Vectors and matrices are represented by
boldface letters while scalars are represented by normal ones.
For matrix A ∈ Rm×n, A⊤ is the transpose of A. ai denotes
the vector formed by the ith row of A and Ai denotes the
vector formed by the ith column ofA. For real square matrices
M,N, the expression M > 0 (resp. M > N) means M (resp.
M−N) is an element-wise positive matrix. For vector x ∈ Rn,
‖x‖p denotes the ℓp norm of x where p ∈ [1,∞) ∪ {∞} and
[x] ∈ Rn×n denotes the associated diagonal matrix. The n-
dimensional open ball of ‖ · ‖p centered at c with radius r
is Bp(c, r) = {x ∈ Rn : ‖x − c‖p < r}. 0 and 1 are the
vectors of all 0’s and 1’s of appropriate sizes. The cardinality
of a set or the absolute value of a (possibly) complex number
is denoted by | · |. j = √−1 is the imaginary unit. Re(·) and
Im(·) denote the real and imaginary part of a complex number.
B. System Modeling
We consider a connected and phase-balanced power system
with n + m buses operating in steady-state. The underlying
topology of the system can be described by an undirected
connected graph G = (V , E), where buses are modeled as
vertices V and lines are represented by edges E ⊆ V × V .
The buses are categorized into two mutually exclusive sets:
generators (VG) and loads (VL), such that VG ∪ VL = V and
VG ∩ VL = ∅. The load buses are numbered from 1 to n and
the generator buses are numbered from n+ 1 to n+m, i.e.,
VL = {1, . . . , n} and VG = {n+ 1, . . . , n+m}. Every bus i
in the system has voltage Vi. We assume the induced subgraph
of G with vertex set VL is connected, i.e., removing vertex set
VG and the incident lines from G does not disconnect G.
Each load bus i is modeled as a constant admittance behind
an LTC with tap ratio ri : 1 where ri > 0 is normally around
1. The voltage on the secondary side of the LTC is denoted by
Vs,i, so we have Vi/Vs,i = ri. The admittance at the secondary
side of the LTC is −jbs,i. We assume the loads are inductive
so that bs,i > 0 for all i ∈ VL. When ri is fixed, load bus i is
equivalent to a constant admittance bus with admittance −jbi
where bi = bs,i/r
2
i . We adopt the continuous-time dynamics
approximation in [8, Sect. 4.4] and model LTC dynamic at
load bus i is
r˙i =
1
Ti
(Vs,i − V0,i). (1)
On the other hand, generator buses are modeled as constant
voltage sources with fixed Vi for all i ∈ VG.
Since transmission systems have negligible r/x ratio, we
assume the network is lossless so that line (i, k) has admittance
yik = −jbik where the line susceptance bik is positive. Let
bik = 0 for (i, k) /∈ E . The bus admittance matrix is defined
as −jB, where the susceptance matrix B ∈ R(n+m)×(n+m)
is
Bik =


−bik, i 6= k∑n+m
k=1 bik, i = k and i > n
bi +
∑n+m
k=1 bik, i = k and i ≤ n
(2)
If we partition the susceptance matrix based on load and
generator buses as
B =
[
BLL BLG
BGL BGG
]
, (3)
then based on Ohm’s and Kirchhoff’s law, the load voltages
are determined by
BLLVL = h, (4)
where h = −BLGVG ≥ 0;VL collects the load voltages; and
VG collects the generator voltages. Note that h is a constant
vector while the diagonal elements of BLL depend on r (the
vector of tap ratios). By definition, −BLL is an irreducible
Hurwitz M-matrix, so Z := B−1LL > 0, i.e., Z is element-wise
positive.
Given tap ratios, we can solve for the voltages at load bus
i as
Vi(r) = z
⊤
i h, Vs,i(r) =
Vi
ri
=
z⊤i h
ri
, (5)
where z⊤i is the ith row of the impedance matrix Z.
In this paper, we study the following dynamical system of
LTCs:
r˙i =
1
Ti
(Vs,i(r)− V0,i), ∀i ∈ VL. (6)
Let the set of positive equilibria of (6) be M, which are
solutions to the system of algebraic equations r˙i = 0, ∀i ∈ VL:
M = {r ∈ Rn>0 : r˙i(r) = 0, ∀i ∈ VL} . (7)
Definition 1. Let φ(t; r) be the solution of (6) that starts at
initial state r at time t = 0 and let r∗ be an equilibrium that is
asymptotically stable. The ROA of r∗ is defined as a positively
invariant set under (6) such that limt→∞ φ(t; r) = r
∗.
3C. Problem Statement
We are interested in stability monitoring and control of a
network hosting multiple interacting LTCs. Specifically, we
address the following two problems in the paper:
• For a given network with fixed secondary voltage set-
points and load admittance, develop a computationally-
efficient characterization of the ROA of the stable equi-
librium of (6).
• For a given network with fixed secondary voltage set-
points and tap position, develop an efficient algorithm to
determine the minimum secondary support (in terms of
reduction in load admittance bs) such that the tap position
lies in the ROA of the stable equilibrium of (6).
The two problems are addressed in Sections III and IV,
respectively.
III. CHARACTERIZATION OF ROA
We first note that there is a one-to-one correspondence
between equilibria of (6) and power flow solutions of a
corresponding set of power flow equations:
Proposition 1. There is a one-to-one correspondence between
elements in the setM defined in (7) and power flow solutions
of a corresponding set of power flow equations.
Proof. The point r∗ ∈ Rn+ is an equilibrium of (6) if and only
if the reactive power demand is Q∗i = V
2
0,ibs,i for all i ∈ VL.
Said differently, r∗ is an equilibrium of (6) if and only if
V∗L = [r
∗]V0,L is a power flow solution to the following
power flow equations:
[VL]
(
B˜LLVL +BLGVG
)
= −Q∗L, (8)
where B˜ is the load susceptance submatrix BLL in which all
bi = 0 (i.e., the load susceptance is absent in the susceptance
matrix).
We make the following assumption on the set M:
Assumption 1. The set M is a discrete set.
The assumption implies the set of power flow equations
corresponding to the algebraic equations describing M are
generic so that they do not share common components.
Be´zout’s theorem then ensures that the number of equilibria
are finite and they are isolated, i.e., every equilibrium is unique
in a sufficiently small neighborhood. This is a very mild
technical assumption which holds almost always. Moreover, it
has been shown in [19] that for a more simplified power flow
model where bus voltages are fixed, the power flow solution set
is composed of finite number of isolated points with measure
one on the set of system parameter.
We define the set of tap positions whose corresponding
secondary voltages are higher than their set-points by P :
Definition 2. The set P is defined as
P = {r ∈ Rn>0 : r˙i(r) ≥ 0, ∀i ∈ VL} . (9)
Note that P contains all the equilibria, that is, M⊆ P .
Some known results regarding the dynamical system (6) are
presented in Appendix A. The theorems certify the existence
of a maximum equilibrium α ∈ Rn>0 such that α ≥ r∗
for all r∗ ∈ M. In addition, α is asymptotically stable as
long as the Jacobian of (6) is nonsingular at α. The same
result for power flow equations (i.e., the existence of a stable
high-voltage power flow solution) has been obtained in recent
papers [20], [21], along with algorithm that provably finds the
solution.
We are interested in explicitly characterizing the ROA of
α. Our characterization improves upon the existing one in
[9], which is slightly paraphrased as below:
Theorem 1 ([9, Prop. 3]). For any
¯
r ∈ Rn>0, the set A(¯r) :={r : r ≥
¯
r} is an ROA of α if: (i) Vs(
¯
r) ≥ V0 and (ii) α is
the only equilibrium in A(
¯
r).
The ROA characterization provided in Theorem 1 is implicit
and the main obstacle to directly apply the theorem lies in
certifying the non-existence of equilibria other than α in
A(
¯
r). While computational algebraic geometry approaches
exist to locate all power flow solutions (which, as we have
noted, is equivalent to locating all equilibria of (6)), they are
computationally intensive and are not scalable to systems of
realistic size [22]. However, the following result shows no
extra effort is needed to check equilibrium uniqueness:
Lemma 1. There is a unique equilibrium of (6) in A(r) (other
than possibly r itself) for any r ∈ P \ {α}.
Proof. See Appendix C.
By combining Theorem 1 and Lemma 1, we obtain the
following characterization of ROA which is computationally
attractive:
Theorem 2. The set A(
¯
r) := {r : r ≥
¯
r} is an ROA of α for
any
¯
r ∈ P .
The theorem implies that the only information needed to
characterize an ROA is the availability of a point in P . We
address the problem of finding such a point in the next section.
The next theorem shows that among all possible equilibria,
it suffices to study α alone, since it is the only stable
equilibrium:
Theorem 3. All equilibria of (6) other than α are unstable.
Proof. See Appendix D.
Remark. The equilibria are classified into “high tap ratio” ones
and others in [9], and it is shown therein that only “high tap
ratio” equilibria, α included, can be stable. While it makes
engineering sense to focus on α since it corresponds to the
stable high-voltage operating point at which normal system is
operated, the result in [9] does not preclude the possibility of
the existence of other stable equilibria. With the mild technical
Assumption 1, we establish that α is in fact the only stable
equilibrium. Therefore, we can be certain that this is the
equilibrium that a nominal system would operate around.
IV. STABILITY MONITORING AND INSTABILITY
MITIGATION
In this section, we address the problems of computing ROA
and stability monitoring & control by formulating two efficient
4optimization problems, leveraging the analytical characteriza-
tion of ROA developed in Section III. We show that the ROA
computation problem can be formulated as a quadratically
constrained linear program, whereas the stability problem of
determining the minimum secondary support to restore system
stability admits a safe second-order cone program (SOCP)
approximation, whose approximation quality will be validated
through numerical experiments in Section V.
A. Characterization of ROA
Given network with fixed secondary voltage setpoints and
load admittance, the problem of finding a tap position
¯
r ∈ P
to characterize the ROA of α based on Theorem 2 can be
formulated as follows:
min
V,r
c⊤r (10a)
s.t.
(
B˜LL + [bs][r]
−2
)
V = h (10b)
V ≥ [r]V0 (10c)
r ≥ 0. (10d)
Recall B˜LL is the load susceptance matrix defined in (8),
bs,i is the positive load susceptance at bus i ∈ VL and the
‘weighted generator voltage’ vector h appeared in (4). To
maximize the volume of the ROA, we design the objective
function to find the minimum r ∈ P along some direction
c ≥ 0 per Theorem 2. Constraint (10b) enforces Ohm’s law
and Kirchhoff’s law over the network, while constraints (10c)
and (10d) require that r ∈ P .
If we denote the optimal solution of problem (10) by
(V∗(c), r∗(c)), then A(r∗(c)) is an ROA. Each direction c
determines a (possibly distinct) inner approximation of the true
ROA, and their union therefore characterizes a maximal inner
approximation of the ROA:
A∪ :=
⋃
c≥0
c
⊤
1=1
A(r∗(c)). (11)
For practical implementation considerations, a few represen-
tative cost vectors c can be chosen based on specific system
characteristics.
B. Online Stability Monitoring and Control
In this section, we formulate a second-order cone program
for the problem of stability monitoring and control. To certify
that the tap position r0 is in the ROA of the stable equilibrium,
it suffices to ensure that r0 ∈ A(r) for some r ∈ P , which is
equivalent to achieving a zero cost for the following problem:
min
r,V
‖B˜LLV + [bs][r]−2V − h‖22 (12a)
s.t. V ≥ [r]V0 (12b)
0 ≤ r ≤ r0. (12c)
The above problem can be reformulated as an SOCP, and
hence, it becomes amenable to distributed implementation with
convergence guarantee by the standard ADMM algorithm [23,
Sect. 5.4]. To see this, we first reformulate (12) as
min
r,V
‖B˜LLV + [bs][r]−2V − h‖22 (13a)
s.t. [r]−2[V]V ≥ [V0]V0 (13b)
[r]−2V ≥ [r0]−2V (13c)
V ≥ 0. (13d)
Introducing a new variable u := [r]−2V, (13) can be refor-
mulated as the following SOCP:
min
u,V
‖B˜LLV + [bs]u− h‖22 (14a)
s.t. [u]V ≥ [V0]V0 (14b)
u ≥ [r0]−2V (14c)
V ≥ 0. (14d)
Problem (14) is an SOCP since it minimizes ℓ2-norm over lin-
ear constraints (14c)–(14d) and constraint (14b), which is SOC
representable as it can be written as ‖[V0,i, (ui − Vi)/2]‖2 ≤
(ui + Vi)/2, ∀i ∈ VL.
A related problem is to determine the corrective actions
to mitigate instability when r0 does not lie in the ROA.
Given network with fixed secondary voltage setpoints and tap
position r0, we want to determine the minimum reduction
in load admittance d such that r0 returns to the ROA of
the stable equilibrium. The minimum amount of aggregate
secondary reactive power support (in terms of ℓ2-norm of
reduction in secondary load susceptance) can be determined
by the following optimization problem:
min
V,r,d
‖d‖22 (15a)
s.t.
(
B˜LL + [bs − d][r]−2
)
V = h (15b)
[r]−1V ≥ V0 (15c)
0 ≤ r ≤ r0 (15d)
0 ≤ d ≤ bs. (15e)
Similar to (14), problem (15) can be reformulated as
min
V,u,d
‖d‖22 (16a)
s.t. B˜LLV + [bs]u− [d]u = h (16b)
(14b), (14c), (14d), (15e).
However, the above problem is still nonconvex due to the
bilinear term diui in (16b). To get a safe estimate of the
minimum secondary support tractably, we formulate a convex
surrogate of (16) by treating [d]u in (16) as a single variable
to be minimized. By (16b), minimizing ‖[d]u‖2 is the same
as minimizing ‖B˜LLV + [bs]u− h‖2, we therefore arrive at
the following convex program:
min
u,V
‖B˜LLV + [bs]u− h‖22 (17a)
s.t. B˜LLV ≤ h (17b)
(14b), (14c), (14d).
The susceptance reduction d∗ can be solved for from the
optimal solution (u∗,V∗) of the above problem as d∗ =
5[u∗]−1(B˜LLV
∗ + [bs]u
∗ − h). This is a feasible solution
to the original problem (15) and therefore provides an upper
bound on the global minimum of (15). In addition, (u∗,V∗)
is feasible for (17) as long as (u∗,V∗,d∗) is feasible for
(16). Since the original problem (15) is always feasible for
sufficiently small r when setting d = bs, the feasibility of the
convex surrogate (17) can be guaranteed.
Problems (14) and (17) are the same except for the ad-
ditional constraint (17b) in (17). We see that (14) achieves
zero optimal cost if and only if the same holds true for
(17). Therefore, solving problem (17) serves dual purposes:
when the optimal cost is zero, the tap position r0 is certified
stable; otherwise, the optimal solution determines the amount
of reactive power support to steer r0 back to ROA.
C. Distributed Implementation
Solving the optimization problem (17) in an online fashion
for a large-scale system requires network-wide knowledge
of the tap positions and voltages. We opt for a distributed
algorithm for solving this problem due to the following two
reasons. First, utilities may not be willing to share local infor-
mation to a central system operator due to privacy concerns;
and second, a distributed solver can better adapt to time-
varying system conditions and reject disturbances.
To facilitate the design, suppose the underlying graph G of
the system is partitioned into ns connected induced subgraphs
(agents). Let Ni be the bus set of the ith agent, N ai be the set
of buses adjacent to the ith agent, and B be the set of boundary
buses, that is, buses with at least one adjacent bus in a different
agent. Let xi =
({Vj}j∈Ni , {uj}j∈Ni , {W ij}j∈Nai ) collect
the optimization variables of agent i. In particular, {Vj}j∈Ni
are voltages of agent i, {uj}j∈Ni are scaled voltages of agent
i, and {W ij}j∈Na
i
are voltages of buses adjacent to agent i.
We can then reformulate problem (17) as
min
x,z
ns∑
i=1
fi(x
i) (18a)
s.t. xi ∈ Xi, i = 1, . . . , ns (18b)
W ij = zj, Vj = z
j , i = 1, . . . , ns, j ∈ N ai (18c)
where z is the consensus variable used to enforce consensus
in (18c);
fi(x
i) =
∑
j∈Ni

∑
k∈Ni
B˜jkVk +
∑
k∈Na
i
B˜jkW
ik + bs,juj − hj


2
;
(19)
and
Xi =
{
x = (V,u,W) : ujVj ≥ V 20,j , r20,juj ≥ Vj ,
∑
k∈Ni
B˜jkVk +
∑
k∈Na
i
B˜jkW
ik ≤ hj, j ∈ Ni
}
. (20)
The corresponding augmented Lagrangian of problem (18)
with penalty parameter ρ is given by
Lρ(x, z,λ,µ) =
ns∑
i=1
fi(x
i)
+
∑
i∈B
(
λi(Vi − zi) + ρ
2
(Vi − zi)2
)
+
ns∑
i=1
∑
j∈Na
i
(
µij(W ij − zj) + ρ
2
(W ij − zj)2
)
. (21)
The ADMM performs the following iterative updates:
xik+1 = arg min
xi∈Xi
{
fi(x
i) +
∑
j∈B∪Ni
(
λjkVj +
ρ
2
(Vj − zjk)2
)
+
∑
j∈Na
i
(
µijk W
ij +
ρ
2
(W ij − zjk)2
)}
, (22a)
zik+1 = argmin
{ ∑
j:i∈Na
j
(
−µjik zi +
ρ
2
(W jik+1 − zi)2
)
− λikzi +
ρ
2
(Vi,k+1 − zi)2
}
, ∀i ∈ B (22b)
λik+1 = λ
i
k + ρ
(
Vi,k+1 − zik+1
)
, ∀i ∈ B (22c)
µijk+1 = µ
ij
k + ρ
(
W ijk+1 − zjk+1
)
, ∀i, ∀j ∈ N ai (22d)
Note that the minimization problem (22b) admits the following
closed-form solution since the objective is an unconstrained
quadratic function in zi:
zik+1 =
λik + ρVi,k+1 +
∑
j:i∈Na
j
(
µjik + ρW
ji
k+1
)
ρ(1 + ni)
, (23)
where ni is the number of neighbors of agent i.
In each iteration of the above ADMM algorithm, each agent
solves one optimization problem, shares information with its
neighbors, and updates multipliers. We can explicitly write
out the local communication in each step of the distributed
algorithm:
1) Each agent i receives the multipliers {µijk }j∈Nai and
voltage estimates {zjk}j∈Nai from its neighbors, solves
problem (22a), and broadcasts the resulting voltages
{W ijk+1}j∈Nai to its neighbors.
2) Each agent i uses its updated voltages {Vℓ,k+1}ℓ∈Ni∩B,
multipliers {λℓk}ℓ∈Ni∩B, and received bus voltages
{W jℓk+1}ℓ∈Ni∩Bj:ℓ∈Na
j
and multipliers {µjℓk }ℓ∈Ni∩Bj:ℓ∈Na
j
to com-
pute {zℓk+1}ℓ∈Ni∩B and broadcasts them to its neigh-
bors.
3) Each agent i updates its multipliers using its own
updated bus voltages {Vj,k+1}j∈Ni∩B, {W ijk+1}j∈Ni∩B,
estimated voltages {zjk+1}j∈Ni∩B, as well as received
voltage estimates {zjk+1}j∈Nai .
V. SIMULATION RESULTS
This section demonstrates the effectiveness of the proposed
optimization formulations for ROA characterization as well
as stability monitoring and reactive power support through
numerical simulations on IEEE 39-bus system [24]. We also
examine the proposed methods on more general system models
(discrete-time LTC model with constant step-size and dead-
band, and full power flow model).
6Throughout the simulations, base load admittance is as-
sumed to be such that the load power under rated secondary
voltage matches the specified base power. The reference sec-
ondary voltages are set to be 1 p.u. for all load buses. For
simulations using the reactive power model in Sections V-A
and V-B, line reactance values are retained while transformers,
line resistance and charging capacitance are ignored. The
reactive power loads are scaled up by 280% to emulate stressed
system condition.
Nonconvex problems are solved by IPOPT v0.5.4 [25] with
MUMPS linear solver. The convex ADMM algorithm is solved
using MOSEK v9.1.4 [26] with CVX [27] interfaced through
MATLAB. All computations were done on a laptop with 2.2
GHz 6-Core Intel Core i7 processors and 16GB of memory.
A. Characterization of ROA
In this section, we demonstrate the characterization of the
ROA on IEEE 39-bus system using (10). We examine the
impact of system contingency on the ROA characterization.
Fig. 1 shows the characterized ROAs of the 39-bus system
projected on bus 3 and 4 before and after line (8,9) is
tripped. The projected ROAs are characterized by solving three
instances of (10) with cost vector set to e3, e4, and e3 + e4
(where ei is the ith canonical basis in Rn) under each scenario.
Each optimal tap ratio ri, i = 1, 2, 3 provides a distinct inner
approximationA(ri) of the true ROA. It is clear that the union⋃
iA(ri) is also an ROA. In Fig. 1, the blue shaded region
enclosed by black solid lines shows the ROA Qpre before line
tripping, while the green shaded region enclosed by red dashed
lines shows the ROA Qpost after line tripping. As expected,
the projected ROA shrinks significantly after the contingency.
We take a point that lies inside Qpre but outside Qpost and
examine its dynamics before and after line (8,9) is tripped.
The chosen point is denoted by r∗ and is shown in Fig. 1. The
detailed tap values of r∗ are given in Table IV in Appendix
E. The evolution of tap position dynamics at bus 8 is shown
in Fig. 2. It is seen that the system collapses after the line is
tripped but is stable otherwise.
B. Distributed Stability Monitoring and Control
We next examine the performance of the distributed al-
gorithm for stability monitoring and control introduced in
Sections IV-B and IV-C. We test the ADMM algorithm on
the following four scenarios:
1) Steady-state after line (8, 9) outage where the initial tap
position is inside Qpost;
2) Tap position r∗ after line (8, 9) outage;
3) Tap position r∗ after line (8, 9) outage with additional
load increase (300% higher than base load);
4) Tap position r∗ after line (3, 4) outage with additional
load increase (300% higher than base load).
The system is partitioned into three agents as shown in
Fig. 3. The algorithm terminates when the objective values
settle to relative error (or absolute error when the optimum
is 0) of less than 10−4 with respect to the global optimum
obtained by MOSEK. We set the penalty parameter to be
r7
r8
Qpre
Qpost
r
∗
Fig. 1. ROA Characterizations for IEEE 39-bus system before and after
contingency. The blue shaded region enclosed by black solid lines shows the
ROA Qpre before line tripping, while the green shaded region enclosed by
red dashed lines shows the ROA Qpost after line tripping. The black dot r∗
shows a point lying outside Qpost but inside Qpre.
0 5 10 15 20 25 30
0
0.2
0.4
0.6
0.8
1
Pre-contingency
Post-contingency
Fig. 2. Comparison of tap changer dynamics at bus 8 before and after
contingency. Initial tap position is marked by black dot in Fig. 1.
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Generator bus
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Fig. 3. Partition of IEEE 39-bus system.
ρ = 200. Each variable is initialized to be 0.1 p.u. larger than
their optimal values, which is reasonable considering system
operators generally have good knowledge of typical system
conditions. The performance of ADMM algorithm is tabulated
in Table I. It is seen that the algorithm typically converges
7TABLE I
PERFORMANCE OF ADMM ALGORITHM FOR STABILITY MONITORING
AND CONTROL
Scenario
Optimal # of
Time (sec.)
Time per
objective iterations subsystem (sec.)
1 0 39 33.01 11.00
2 4.1870 89 73.52 24.51
3 12.3824 83 65.35 21.78
4 20.4829 113 109.72 36.57
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Fig. 4. Relative error of objective value as a function of number of iterations
for distributed ADMM solver of (17) under scenario 4.
TABLE II
REACTIVE POWER SUPPORT TO RESTORE SYSTEM STABILITY
Scenario Total load Total support Percentage
1 55.10 0 0%
2 55.10 1.93 3.50%
3 58.004 3.31 5.70%
4 58.004 4.68 8.07%
in around one hundred iterations, taking tens of seconds for
each agent in total. Considering the time-scale of LTC actions
in the minute range, the computational complexity is quite
reasonable and is well suited for online application.
The convergence property of the ADMM solver is shown
more clearly in Fig. 4, which presents the evolution of the
relative error of the ADMM iterations under scenario 4.
Roughly speaking, the relative error is one order of magnitude
smaller every 25 iterations or so, and it reduces to less than
1% in less than 50 iterations.
Table II shows the percentage of system-wide reactive
power reduction in p.u. to restore stability. The reactive powers
refers to the power consumption at the equilibrium, i.e., when
the secondary voltages are 1 p.u.. Around 5% of load need to
be reduced to restore stability for the simulated scenarios. In
addition, the reactive power support at individual load level is
shown in Fig. 5 for scenario 3.
C. Extensions to More General Models
In this section, we study the effectiveness of the proposed
formulation for stability monitoring and instability mitigation
under more realistic system models. Two sets of computational
1 3 4 7 8 9 12 15 16 18 20 21 23 24 25 26 27 28 29
0
1
2
3
4
5
6
7
8
Original reactive power
Reduced reactive power
Fig. 5. Comparison of original reactive power load and load reduction to
restore system stability for scenario 3.
experiments are performed. First, we rerun the stability sim-
ulations in the last section using discrete-time LTC dynamics
model with constant step size and and deadband, as opposed
to the continuous-time approximation (6). Second, we extend
the instability evaluation and mitigation formulation (17) to a
full-fledged power flow model and examine its performance
using the discrete-time LTC model.
1) Discrete-time LTC dynamics: In this section, we exam-
ine the continuous-time approximation of the LTC dynamics
by comparing it with the discrete-time one. The discrete-time
model for bus i ∈ VL is given by [8, Sect. 4.4]
r
(k+1)
i =


r
(k)
i +∆ri, if Vs,i > V0,i + di,
r
(k)
i −∆ri, if Vs,i < V0,i − di,
r
(k)
i , otherwise,
(24)
in contrast to the continuous-time approximation in (1). For
the simulation, we set the deadband di = 0.01 and tap ∆ri =
0.0125 for all load bus i.
The stability behavior of the LTC dynamics described by the
discrete-time model (24) and its continuous-time counterpart
(1) under the four scenarios in the last section are tabulated
in Table III. Two cases are examined in each scenario: for
scenarios 2–4, we simulate LTC dynamics with and with-
out the minimum reactive power support needed to restore
system stability based on the continuous-time model; since
the continuous-time model is stable post-contingency with no
reactive power support in scenario 1, we also include pre-
contingency condition for stability evaluation in addition to
the post-contingency one.
It is seen from the table that the stability behaviors are
consistent for seven out of eight cases. For the inconsistent
one (marked in bold in the table), the continuous-time approx-
imation is unstable whereas the discrete-time one is stable, so
the approximation yields conservative yet feasible strategy.
2) Full power flow model: In this section, we examine the
performance of the natural extension of the proposed main
formulation (17) to full power flow model. Let tap position r0,
reference secondary side voltage V0, base load conductance
gs and susceptance bs, real power generation setpoints P
sp
and voltage magnitude setpoints Vsp for generator buses be
given. Denote the power flow equations at bus i by Pi(V, θ)
and Qi(V, θ), and the squared secondary side voltage mag-
8TABLE III
COMPARISON OF STABILITY BEHAVIOR BY DISCRETE-TIMEMODEL AND
ITS CONTINUOUS-TIME APPROXIMATION
Case
Stability
Continuous Discrete
Scenario 1
Pre-contingency Stable Stable
Post-contingency Stable Stable
Scenario 2
With support Stable Stable
Without support Unstable Stable
Scenario 3
With support Stable Stable
Without support Unstable Unstable
Scenario 4
With support Stable Stable
Without support Unstable Unstable
nitudes by u, then the instability monitoring and mitigation
problem can be formulated as
min
u,bsup
V,θ
∑
i∈VL
( |gs,i + jbs,i|
bs,i
bsup,i
)2
(25a)
s.t. Pi(V, θ) = ui
gs,i
bs,i
(bs,i − bsup,i), i ∈ VL (25b)
Qi(V, θ) = ui(bs,i − bsup,i), i ∈ VL (25c)
Pi(V, θ) = P
sp
i , i ∈ VG \ Vref (25d)
|Vi| = V spi , i ∈ VG (25e)
ui ≥ V 20,i, i ∈ VL (25f)
|Vi|2 ≤ uir20,i, i ∈ VL (25g)
− b−s,i ≤ bsup,i ≤ b+s,i, i ∈ VL (25h)
Equations (25b)–(25c) model the power flow equations of load
buses (with LTC), where the loads are modeled by constant
admittance models with constant power factor. Equations
(25d)–(25e) fix the real powers and voltage magnitudes of
generator buses at their set-points as these quantities are
not regulated at the load side. Equations (25f)–(25g) ensure
r0 ∈ P . Finally, (25h) guarantees the load type (generation
or consumption) stays the same, where b+s,i = max{bs,i, 0}
and b−s,i = max{−bs,i, 0}. The problem is formulated as an
extended optimal power flow problem in MATPOWER [28] and
is solved by IPOPT.
Tests are carried out on the 39-bus system with 9 p.u. shunt
capacitance added at buses 5, 6, 11, 14, and 17 to keep voltage
profile high even under stressed loading condition — a sce-
nario prone to system instability. We scale all load admittance
and generator real powers to 2.89 times of their base values
and calculate the steady-state primary side voltages, which
we define to be the initial tap position r0. The average load
voltage is 0.92 p.u., with only two voltages below 0.85 p.u.,
which looks fairly healthy. We simulate system stability under
this loading condition subject to line outage contingencies.
Out of 46 lines in the system, we tested all 35 line outages
whose removal does not disconnect the network. All 14 cases
deemed stable by the optimization problem (25) (with zero
optimal cost) are verified to be indeed stable by numerical
simulations of the discrete-time dynamics (24). For the 21
cases whose stability behaviors are undecided by (25a), 10
of them turn out to be unstable. For the 21 indefinite cases,
minimum load side support determined by (25) are provided
and their stability are reevaluated. Three cases are still unstable
even after applying the support (marked by bold in the table),
all of which are unstable before load side support. This
suggests the proposed stability condition can be inexact for full
power flow model. One can derive more conservative load side
support strategies to ensure system stability. Simulation results
show that stability can be restored for all three cases by solving
(25) with r′0,i = r0,i − 0.1, i.e., by forcing stability condition
(25g) to hold for more conservative tap positions. Detailed
simulation results are summarized in Table V in Appendix E.
In this subsection, we have briefly examined the generaliz-
ability of the proposed approach to discrete-time dynamics and
full power flow model with promising results, but a thorough
and rigorous analysis is subject to future work as it requires
significantly different mathematical development.
VI. CONCLUSION
In this paper, we have studied the monitoring and control of
long-term voltage stability considering LTC dynamics. It has
been shown that for reactive power model, the networked LTC
dynamics admit a unique stable equilibrium genericsdally and
a large ROA can be characterized in a computationally efficient
fashion. An ADMM-based distributed algorithm leveraging
the developed ROA characterization is capable of monitoring
system voltage stability and computing secondary reactive
power support in emergency conditions. Simulation results
suggest the extension of the proposed stability monitoring
and control approach to more general models is empirically
sound. Future research will study such generalization in a more
thorough and rigorous way.
APPENDIX A
SOME KNOWN RESULTS ON STABILITY OF LTC SYSTEM
Theorem 4 ([9, Lem. 3]). P is an invariant set of the dynamical
system (6).
Theorem 5 ([9, Prop. 2]). Assume that the set P defined in
(9) is non-empty. Then P has a largest element α, i.e., α ≥
r, ∀r ∈ P . Furthermore, α ∈ M.
Theorem 6 ([9, Prop. 3]). If the set
Pα = {r : r ∈ P \ {α}, and there is no equilibrium e
with r ≤ e < α} (26)
is non-empty then α is asymptotically stable and the union
A =
⋃
¯
r∈Pα
{r : r ≥
¯
r} (27)
is an ROA of α.
Theorem 7 ([9, Prop. 4]). If the Jacobian matrix of the
dynamical system (6) is nonsingular at α then the set Pα
as defined by (26) is nonempty.
9APPENDIX B
SUPPORTING LEMMAS
We first present a slightly generalized version of the result
concerning uniqueness of complex fixed point in [29]:
Lemma 2 ([29, Thm. C.4]). Given X = Πni=1Xi where each
Xi is a non-empty simply connected open proper subset of
C. Let f : cl(X) → X be a function holomorphic in X and
continuous on cl(X), and cl(f(X)) is contained in X . Then
f has exactly one fixed point in X . Moreover, the sequence
{zn} defined as zn+1 = f(zn), n = 0, 1, 2, . . . converges to
the unique fixed point w given any z0 ∈ X .
Lemma 3. Given X = Πni=1Xi where Xi = (ai, bi) ⊂ R>0.
Let parameters ci, dik ∈ R>0 for all i, k ∈ {1, . . . , n}. Then
the mapping f : cl(X)→ X defined as
fi(x) = ci −
n∑
k=1
dik
xk
, ∀i ∈ {1, . . . , n} (28)
has a unique fixed point in X .
Proof. Since cl(X) is a convex and compact subset of Rn and
f(x) is continuous on cl(X), f(x) has a fixed point in cl(X)
by Brouwer fixed-point theorem [30, 6.3.2]. Furthermore,
since f(cl(X)) ⊆ X , all the fixed points lie in X .
Define
Yi =
{
y ∈ C : ai < Re(y) < bi,
− ǫ−
n∑
k=1
dik
ak
< Im(y) < ǫ+
n∑
k=1
dik
ak
}
, (29)
where ǫ is some given positive number. The mapping f is
holomorphic on cl(Y ) where Y = Πni=1Yi. In addition, we
claim that f(cl(Y )) ⊆ Y . To see this, note that for y ∈ cl(Y ),
we have
Re(fi(y)) = Re
(
ci −
n∑
k=1
dik
yk
)
= ci −
n∑
k=1
Re
(
dik
yk
)
≥ ci −
n∑
k=1
dik
|yk| ≥ ci −
n∑
k=1
dik
ak
> ai (30)
and
|Im(fi(y))| =
∣∣∣∣∣Im
(
ci −
n∑
k=1
dik
yk
)∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
Im
(
dik
yk
)∣∣∣∣∣
≤
n∑
k=1
∣∣∣∣Im
(
dik
yk
)∣∣∣∣ ≤
n∑
k=1
∣∣∣∣dikyk
∣∣∣∣ ≤
n∑
k=1
dik
ak
< ǫ+
n∑
k=1
dik
ak
. (31)
Since Yi, i = 1, . . . , n are simply connected (since they are
convex) open proper subsets of C, Lemma 2 ensures that there
exists a unique fixed point in Y .
Since X ⊂ Y and there is at least one fixed point in X ,
there is exactly one fixed point in X .
Lemma 4. Suppose {α} is a proper subset of P , then for
any r ∈ P and any open proper superset B of r, we have
{r} ⊂ B ∩ P .
Proof. It suffices to show P is connected. To see this, suppose
an open proper superset B of r exists such that B∩P = {r}, it
then follows that {r} and P\{r} are separated, a contradiction.
Given s, t ∈ P , we want to show the existence of a path
from s to t defined by a continuous mapping f : [0, 1] → P
with f(0) = s and f(1) = t. Define the convex set
S={(V,u) : BLLV + [bs]u = h, [u]V ≥ [V0]V0} . (32)
Let Vs and Vt be the load voltages corresponding to s and t,
respectively. Then it is easy to verify that both (Vs, [s]
−2Vs)
and (Vt, [t]
−2Vt) are in S. In addition,
√
[u]−1V ∈ P
for any (V,u) ∈ S. Since S is convex, (V(λ),u(λ)) :=(
(1− λ)Vs+λVt, (1− λ)[s]−2Vs + λ[t]−2Vt
) ∈ S for 0 ≤
λ ≤ 1. The function f(λ)=√[u(λ)]−1V(λ) is as desired.
APPENDIX C
PROOF OF LEMMA 1
Proof. We left multiply [VL]
−1 on both sides of (8) ([VL]
−1
is well-defined since r,V0 > 0), move BLGVG to the right,
and left multiply Z on both sides to yield
Vi(r) = Ei −
∑
k∈VL
Zik
Qk(r)
Vk(r)
, ∀i ∈ VL, (33)
where both E = −B˜−1LLBLGVG and Z = B˜−1LL are indepen-
dent of r. By replacing VL and QL with [r]Vs and [Vs]
2bs,
(33) can be rewritten as
Vs,i(r)ri = Ei −
∑
k∈VL
Zik
Vs,k(r)bk
rk
, ∀i ∈ VL. (34)
Dividing both sides by Vs,i, we get a fixed-point form of r:
ri =
1
Vs,i(r)
(
Ei −
∑
k∈VL
Zik
Vs,k(r)bk
rk
)
, ∀i ∈ VL. (35)
Note that any r ∈ Rn>0 is a fixed point of (35). Define the
function f(r) : Rn>0 → Rn as
fi(r) :=
1
V0,i
(
Ei −
∑
k∈VL
Zik
V0,kbk
rk
)
, ∀i ∈ VL (36)
then the fixed-point mapping (35), when Vs(r) = V0, can be
rewritten in a compact manner as
ri = fi(r), ∀i ∈ VL. (37)
The fixed points of (37) correspond to the equilibria of (6),
and our goal is to show that there is a unique fixed point to
(37) that lies in A(r) for any r ∈ P .
Let
¯
r ∈ P be given. If
¯
r /∈ M, there exists some ℓ ∈ VL
such that Vs,ℓ(
¯
r) > V0,ℓ. The RHS of (35) is strictly decreasing
with respect to Vs since 1) 1/Vs,i strictly decreases with
Vs,i; 2) Ei−
∑
k∈VL
(ZikVs,k(r)bk/rk) strictly decreases with
Vs since each Zikbk/rk term is strictly positive; 3) both
1/Vs,i and Ei−
∑
k∈VL
(ZikVs,k(r)bk/rk) are positive. Since
Vs(
¯
r) ≥ V0 with at least one strict inequality and
¯
r is a fixed
point of (35), we have
¯
ri <
1
V0,i
(
Ei −
∑
k∈VL
Zik
V0,kbk
¯
rk
)
, ∀i ∈ VL. (38)
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We define the following set
I(r) = {x ∈ Rn>0 : ¯ri < xi < ri, ∀i ∈ VL} . (39)
The facts that fi(r) is a strictly increasing function in R
n
>0
which is upper bounded by Ei/V0,i and
¯
ri < fi(
¯
r) imply
¯
ri < fi(r) < Ei/V0,i as long as r ≥
¯
r, which further implies
¯
ri < fi(r) < r¯i as long as r¯ ≥ [V0]−1E. In other words, we
have f(cl(I(r))) ⊂ I(r) as long as r ≥ [V0]−1E. Lemma
3 can then be invoked which ensures that there is a unique
fixed point in I(r) for all r ≥ [V0]−1E. This shows there is a
unique fixed point in int(A(
¯
r)). In addition, there can not be
any equilibrium on ∂A(
¯
r) since f is increasing in Rn>0 and
¯
r < f(
¯
r). Therefore, there is a unique equilibrium in A(
¯
r).
Now we assume
¯
r ∈ M. Based on similar argument as
above, there is no equilibrium in ∂A(
¯
r), so the distance
d = minr∈M\{
¯
r}mini∈{1,...,n} |ri − ¯ri| is positive. Lemma
4 ensures that for any given ǫ ∈ (0, d), there exists a point
r˜ distinct from
¯
r such that r˜ ∈ P ∩ B∞(
¯
r, ǫ). Leveraging
the result for the case when
¯
r /∈ M above, we know there
is a unique equilibrium in A(r˜). To show there is a unique
equilibrium in A(
¯
r) other than
¯
r, it only remains to show there
are no equilibrium in the set A(
¯
r) \A(r˜) other than
¯
r, where
the set can be represented as
A(
¯
r) \ A(r˜) = {r ≥
¯
r : ri < r˜i for some i ∈ VL}. (40)
Suppose the set is non-empty, then for every r ∈ A(
¯
r) \A(r˜)
distinct from
¯
r, there is an index i such that
¯
ri ≤ ri < r˜i,
which means |ri −
¯
ri| < |r˜i −
¯
ri| < ǫ < d, so r /∈M.
APPENDIX D
PROOF OF THEOREM 3
Proof. Take an equilibrium r∗ ∈ M distinct from α. Since
the points in M are finite and isolated, the minimum dis-
tance between r∗ and other equilibria is positive. Denote the
minimum distance by d := minr∈M\{r∗} ‖r∗ − r‖2, then we
know from Lemma 4 that for any open ball B2(r∗, ǫ) with
ǫ ∈ (0, d), there is a point r˜ ∈ B2(r∗, ǫ) ∩ P which is not an
equilibrium. We claim that r˜i > r
∗
i for at least one i. Assume
on the contrary that r˜ ≤ r∗, then it follows from Lemma 1 that
there is a unique equilibrium in A(r˜), contradicting the fact
that both r∗ and α are in A(r˜), so the claim is proven. Since
P is invariant (Theorem 4), bounded above by α (Theorem
5), and r˙ ≥ 0 for r ∈ P , the trajectory through r˜ converges to
an equilibrium. Since r˜i > r
∗
i for at least one i, it converges
increasingly to some equilibrium other than r∗, with distance
at least d from r∗. Since this holds for any ǫ ∈ (0, d), the
equilibrium r∗ is unstable.
APPENDIX E
ADDITIONAL SIMULATION RESULTS
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