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In t h i s  d i s s e r t a t i o n  s e v e r a l  s p e c i f i c  problems a r e  c o n s id e re d  
in  the  d es ig n  and im plem enta t ion  o f  d i g i t a l  computer  c o n t r o l  a p p l i e d  
to  chemical  p r o c e s s e s  with  emphasis  p laced  on economics and the  e f ­
f i c i e n t  u t i l i z a t i o n  of  bo th  computer t ime and s t o r a g e .  No e x p e r i ­
mental  d a ta  were t ak en  and the  e n t i r e  s tu d y  was done u s in g  d i g i t a l  
s im u la t io n  on an IBM 7040.
F i r s t ,  g e n e r a l i z e d  graphs  a r e  p r e se n ted  from which the  dynamic 
c o n t r i b u t i o n  o f  a c o n t r o l  loop hardware element can be gauged and 
h o p e f u l ly  used in  the  economic s e l e c t i o n  a n d /o r  d e s ig n  o f  c o n t r o l  loop 
hardware .
Second, i t  i s  dem ons t ra ted  t h a t  in  most s i t u a t i o n s  the  dynamic 
e f f e c t  o f  a sampler  and zero  o r d e r  ho ld  i s  s i m i l a r  to  the dynamic 
e f f e c t  of a pure  dead time of  one h a l f  the  sampling  t im e .  For p ro ­
c e s s e s  a l r e a d y  c o n t a i n i n g  a dead t ime term, t h i s  r e s u l t s  in  a s i g n i f i ­
c a n t  s i m p l i f i c a t i o n  in  the  d e s ig n  a n d /o r  s e l e c t i o n  o f  c o n t r o l  loop 
hardware  and in  th e  im plem enta t ion  of  c o n t r o l l e r  tu n in g .
T h i r d ,  a p r a c t i c a l  method to  implement t ime o p t im a l  c o n t r o l  o f  
a h igh  o rd e r  p ro c e ss  i s  dem ons t ra ted .  The method c o n s i s t s  o f  c h a r a c ­
t e r i z i n g  the  h igh  o r d e r  p ro cess  a s  a second o r d e r  lag  p lus  dead time 
and implementing th e  r e s u l t i n g  second o r d e r  t ime o p t im a l  s w i tc h in g  
curve  a long  w i th  a Smith p r e d i c t o r  to  e l i m i n a t e  th e  dead t ime.
F o u r th ,  a method i s  p r e se n te d  f o r  fo rm u la t in g  th e  c o n v e n t io n a l  
n o n - l i n e a r  l e a s t - s q u a r e  r e g r e s s i o n  which r e s u l t s  in  s u f f i c i e n t  r e d u c ­
t i o n  in  bo th  computer  t ime and s to r a g e  such t h a t  t r u e  " o n - l i n e "  a n a l ­
y s i s  i s  p o s s i b l e .
xv
F i f t h ,  a method i s  shown by which the  m u l t id im en s io n a l  s earch  
used by most n o n l in e a r  l e a s t - s q u a r e  r e g r e s s i o n  programs can be reduced 
in  many cases  to a one-d imensional  s e a rc h .  Also, shown i s  a m o d i f i c a ­
t i o n  of  the  l e a s t  square  r e g r e s s i o n  such t h a t  the  summation of  the  
c r o s s  product  and product  terms a r e  r e p la c ed  by a weighted  average  
e s t im a te  o f  the  v a lu e s .  The r e s u l t  i s  a f a s t  e f f i c i e n t  program which 
can be a c t u a l l y  used to  co n t in u o u s ly  an a ly se  e i t h e r  c lo s e d  loop or  
n o i s e  d a t a .
F i n a l l y ,  a p r e d i c t o r  a lg o r i th m  i s  developed s p e c i f i c a l l y  fo r  the  
c o n t r o l  of  a f i r s t  o rd e r  lag  p lus  dead time under d i r e c t  d i g i t a l  con­
t r o l .  The r e s u l t  i s  an a lg o r i th m  which performs much b e t t e r  than  the 
con v en t io n a l  o n e - ,  two- ,  and three-mode c o n t r o l l e r s  even under such 
n o n - id e a l  c o n d i t i o n s  as  c o n s t r a i n t s  on the  a l lo w ab le  c o n t r o l  a c t i o n  




In r e c e n t  y e a r s  the  d i g i t a l  computer has  had a r e a l  impact in  the 
des ign  and implementa t ion  of  p ro cess  c o n t r o l  systems in  the  chemical  
p ro c e ss  i n d u s t r y .  Improved computer technology in c lu d in g  a n a lo g - to -  
d i g i t a l  i n t e r f a c e  now make i t  p o s s i b l e  to  d i r e c t l y  use  the  d i g i t a l  
computer to  c o n t r o l  chemical  p ro c e s s e s .  The memory, lo g ic  c a p a b i l i ­
t i e s  and g e n e ra l  f l e x i b i l i t y  o f  the  d i g i t a l  computer over  the  conven­
t i o n a l  ana log  c o n t r o l l e r  o f f e r s  the  c o n t r o l  e n g in ee r  much more power 
and freedom in  the  des ign  and implementat ion o f  p rocess  c o n t r o l .
This  d i s s e r t a t i o n  w i l l  examine and study s e v e r a l  a s p e c t s  of  the  
d i r e c t  c o n t r o l  o f  chemical  p rocesse s  u s in g  d i g i t a l  computa t ion ,  Funda­
m enta l  in  each s tudy  i s  the  r e c o g n i t i o n  t h a t  a long with  the tremendous 
v e r s a t i l i t y  and power of  the  d i g i t a l  c o n t r o l l e r  comes a c o n s id e ra b le  
i n c r e a s e  in  ex p e n d i tu re  f o r c in g  the  c o n t r o l  eng ineer  to be p r im a r i ly  
concerned about u s in g  the p o t e n t i a l  of  the  computer e f f e c t i v e l y  and 
e f f i c i e n t l y .
I n  the  second c h a p te r  the problem of  the  economic s e l e c t i o n  of  
accompanying hardware  e lem en ts ,  such as c o n t r o l  v a lv es  and sens ing  
d e v ic e s ,  on the b a s i s  of dynamics as  w e l l  as c a p i t a l  c o s t ,  i s  con­
s id e re d ,  r ecogn iz ing  the  f a c t  t h a t  the  performance o f  the  c o n t r o l  
system i s  l im i t e d  by th e  dynamics o f  bo th  the p rocess  and the  c o n t r o l  
loop hardware .  In  some cases  the  system performance can be s i g n i f i ­
c a n t l y  improved by s imply  spending the  money n e c e s sa ry  to  i n s t a l l  a 
" f a s t "  hardware e lement .  In  o t h e r  c a s e s , r e g a r d l e s s  o f  the a t t e n t i o n
and money sp en t  on the  e lem en t ,no  s i g n i f i c a n t  improvement can be made 
i n  system performance.
In  o rd e r  to  gauge t h e  e f f e c t  o f  hardware  dynamics on system 
performance a c o n t r o l  loop c o n s i s t i n g  o f  a p r o p o r t i o n a l  p lu s  i n t e g r a l  
c o n t r o l l e r ,  a f i r s t  o r d e r  lag  p lu s  dead time process* and a hardware  
element  d e s c r ib e d  as  a pure  f i r s t  o r d e r  l a g  was s t u d i e d  f o r  b o th  con­
t in u o u s  and sampled d a ta  c o n t r o l .  The r e s u l t s  o f  th e  s tu d y  a r e  p r e ­
s e n te d  in  s e v e r a l  p l o t s  which can be used to g iv e  a f a i r l y  a c c u r a t e  
e s t i m a t e  o f  t h e  economic " c o s t "  o f  th e  hardware  i n  terms o f  system 
p e r fo rm an ce .
In  C h ap te r  I I I  th e  fundamental  d i f f e r e n c e  between th e  c o n v e n t io n a l  
a n a lo g  loop and the  sampled d a ta  loop a s s o c i a t e d  w i th  the  d i g i t a l  con­
t r o l l e r  i s  i n v e s t i g a t e d .  The b eh av io r  o t  the d i g i t a l  i n t e r f a c e  i s  
shown to  be very  s i m i l a r  in  n a t u r e  to  the  b eh av io r  o f  a pure dead 
time o f  one sampling t im e .  This  ap p rox im a t ion  i s  shown to  g r e a t l y  
s i m p l i f y  the  hardware  s i z i n g  p rocedure  f o r  computer c o n t r o l  a s  o u t ­
l i n e d  in  C hap te r  I I  and i s  a l s o  e f f e c t i v e  i n  r e d u c in g  the  com plex i ty  
o f  t u n in g  d i g i t a l  a lg o r i t h m s  by e n a b l in g  the  u se  o f  v a r io u s  tu n in g  
e q u a t io n s  developed fo r  co n t in u o u s  c o n t r o l .
I n  Chap te r  IV the  t ime o p t im a l  c o n t r o l  o f  t h e  t y p i c a l  h igh  o r d e r  
overdamped systems en coun te red  in  the  chemical  p ro c e ss  i n d u s t r i e s  i s  
c o n s id e re d .  The t h e o r e t i c a l  t ime op t im a l  c o n t r o l l e r  deve loped  u s in g  
the  minimum p r i n c i p l e  i s  n o t  p r a c t i c a l  t o  implement due to  th e  u n c e r ­
t a i n t i e s  i n h e r e n t  i n  th e  c o n t r o l  o f  chemical  p ro c e s s  and due to  the  
tremendous co m p u ta t io n a l  r e q u i re m e n ts  inv o lv ed .  I n  t h i s  c h a p t e r ,  how­
e v e r ,  a p r a c t i c a l  approach  to  th e  problem i s  dem ons t ra ted  by the  
c h a r a c t e r i z a t i o n  o f  th e  p ro c e s s  by a second o r d e r  la g  p lu s  dead time
and the implementat ion  of  a s econd-o rde r  feedback sw i tch in g  curve  u s in g  
the  "Smith P r e d i c t o r "  (1) to  remove the e f f e c t i v e  dead time from the  
process  loop.
Chapters  V and VI i n v e s t i g a t e  the  problem o f  o n - l i n e  p rocess  
model d e te rm in a t io n .  Much of  the modern c o n t r o l  t e c h n iq u e s ,  in c lu d in g  
the time-optimal contro ller  In  Chapter IV and the predlctor-algorlthm  
pre se n ted  on Chapter  V I I ,  depend h e a v i l y  on a f a i r l y  a c c u r a t e  mathe­
m a t i c a l  d e s c r i p t i o n  o f  the  p rocess  under c o n t r o l .  In  o r d e r  to  u t i l i z e  
the  f u l l  p o t e n t i a l  of  the techn ique  t h e r e  i s  a s t r o n g  need to  i d e n t i f y  
and fo l low a c t u a l  changes in  p rocess  param eter .  Convent ional  methods 
fo r  de te rm in ing  model parameters  a r e  bulky fo r  use in  an o n - l i n e  r e a l  
t ime environment y e t  in  the p a s t  they  have been used even a t  the  ex­
pense o f  both  v a lu a b le  computer t ime and s to r a g e .
Chapter  V dem onstra tes  how the  co n v e n t io n a l  l e a s t - s q u a r e  model 
r e g r e s s i o n  can be formulated  to an a ly se  p u lse  d a ta  o n - l i n e  w i th  con­
s i d e r a b l e  r e d u c t io n  in  both computer t ime and computer s to r a g e  over  
co n v en t io n a l  fo rm u la t io n s .
Chapter  VI on the  o t h e r  hand dem onstra tes  how fo r  most common 
models used in  the  chemical  p rocess  i n d u s t r i e s  the  m u l t id im ens iona l  
sea rch  c h a r a c t e r i s t i c  o f  the  c o n v en t io n a l  l e a s t - s q u a r e  t echn ique  can 
be reduced to  a much f a s t e r  one-d im ensiona l  s e a rc h .  I t  a l s o  demon­
s t r a t e s  how the  summation terms in  the  co n v en t io n a l  l e a s t -  — 
square  problem can be r ep la ce d  by a "w e igh ted -average"  e s t i m a t e  o f  
the  product  and c r o s s  product  te rms.  This  s u b s t i t u t i o n  r e s u l t s  in 
the  e l i m i n a t i o n  of  the long d a ta  t a b l e s  and p e rm its  f a s t ,  con t inuous  
o n - l i n e  a n a l y s i s  of  c lo se d  loop da ta  which can a c t u a l l y  be used with  
good success  f o r  an in p u t  o f  pure n o i s e .
In  an a t t em p t  to  b reak  f r e e  o f  t h e  c o n v e n t io n a l  o n e - ,  two- ,  and 
three-mode c o n t r o l l e r s  Chapte r  VII deve lopes  a g e n e ra l  d i r e c t  d i g i t a l  
c o n t r o l  a lg o r i t h m  d es igned  s p e c i f i c a l l y  f o r  t h e  c o n t r o l  o f  a f i r s t  
o r d e r  lag  p lus  dead time p r o c e s s .  The r e s u l t s  a r e  a r e l a t i v e l y  s im ple  
a l g o r i t h m  which i s  a com bina t ion  o f  a n o n - i n t e r a c t i n g  p r o p o r t i o n a l  and 
r e s e t  feedback modes and a dynamic feed fo rw ard  mode. The a lg o r i t h m  
fo r  bo th  p e r f e c t  model ing and fo r  s ev e re  modeling e r r o r s  perform 
much b e t t e r  than  th e  c o n v e n t io n a l  a lg o r i t h m s  to  both changes  in  s e t -  
p o in t  and to  changes  in  load .
In  summary the  purpose  o f  t h i s  d i s s e r t a t i o n  i s  to  focus  on s e v e r a l  
a s p e c t s  o f  the  d i g i t a l  computer c o n t r o l  and p r e s e n t s  i n  t h e s e  a rea  
p r a c t i c a l  approaches  to  the  d e s ig n  and im plem enta t ion  o f  th e  d i g i t a l  
computer in  the  c o n t r o l  o f  chemical  p r o c e s s e s .
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CHAPTER II
EFFECT OF CONTROL ELEMENT/SENSOR DYNAMICS ON SYSTEM PERFORMANCE 
I n t r o d u c t i o n
With th e  advent  o f  the  h ig h  speed d i g i t a l  computer working as  a 
c o n t r o l l e r  much work has been done on c o n t r o l  s t r a t e g i e s  and a lg o r i t h m s  
which were p r e v i o u s l y  i m p r a c t i c a l  o r  im poss ib le  to  implement u s in g  con­
v e n t i o n a l  an a lo g  c o n t r o l  t e c h n iq u e s .  Such c o n cep ts  a s  p a ram ete r  o p t i ­
m i z a t i o n ,  o n - l i n e  t u n i n g ,  o p t im a l  c o n t r o l ,  e t c . ,  have made i t  p o s s i b l e  
to  e f f e c t i v e l y  e l i m i n a t e  a n d /o r  o p t im iz e  th e  dynamics a s s o c i a t e d  w i th  
the  c o n t r o l l e r  and in  some c a s e s  to  g r e a t l y  t i g h t e n  th e  o v e r a l l  c o n t r o l  
loop. This  has  fo rced  the  c o n t r o l  e n g in ee r  to  be i n c r e a s i n g l y  more 
concerned  abou t  th e  dynamic c o n t r i b u t i o n  o f  th e  o t h e r  hardware  compo­
n e n t s  in  th e  c o n t r o l  loop. C o n t ro l  e n g in e e r s  have a l s o  become much 
more concerned  w i th  o p t im iz in g  the  d e s ig n  o f  c o n v e n t io n a l  an a lo g  c o n t r o l  
l o o p s .
This  c h a p t e r  examines s e v e r a l  a s p e c t s  o f  hardware dynamics and 
p r e s e n t s  q u a n t i t a t i v e  r e s u l t s  which can be a p p l i e d  in  th e  s e l e c t i o n  
a n d /o r  d e s ig n  o f  su p p o r t in g  hardware to  more econom ica l ly  u t i l i z e  the  
p o t e n t i a l  o f  the  d i g i t a l  computer a s  a c o n t r o l l e r .  The r e s u l t s  a l s o  
w i l l  p rov ide  i n s i g h t  to  the  more p r a c t i c a l  d e s ig n  o f  c o n v e n t io n a l  an a ­
log  c o n t r o l  lo o p s .
Hardware Lags i n  th e  C o n t ro l  Loop
The c o n t r o l  v a l v e ,  f i n a l  m a n ip u la to r ,  o r  f i n a l  c o n t r o l  e lement  i s
6
7
one o f the f i r s t  areas o f concern when con sid erin g  hardware dynamics.
One q u e s t io n  worthy o f  concern i s  the ’’speed" o f  t h i s  clement - -  h e r e ­
a f t e r  r e f e r r e d  to as a v a lv e .  An i n c r e a s i n g l y  l a rg e  range o f  va lve  
dynamics a re  becoming a v a i l a b l e  to the  c o n t r o l  e n g in ee r ,  rang ing  from 
the  co n v en t io n a l  pncumat ic-diaphram a c t u a t i o n  to  the s o p h i s t i c a t e d  
s te p p in g  motor and f a s t  h y d r a u l i c  p o s i t i o n e r s .  However, a long with  the 
improved va lve  dynamics th e re  i s  a co r respond ing  in c r e a s e  in  c o s t .
Thus the q u e s t io n  - -  when can a s i g n i f i c a n t  improvement in  system r e ­
sponse be r e a l i z e d  to  j u s t i f y  the  a d d i t i o n a l  c o s t  a s s o c i a t e d  w i th  the  
f a s t e r  valve?
S im i la r  concern  a r i s e s  over  o th e r  hardware dev ices  such as the  
sensor  element  in  the  feedback loop. I n t u i t i v e l y  the  lag  a s s o c i a t e d  
w ith  a thermocouple w i l l  c o n t r i b u t e  e r r o r  to  the o v e r a l l  c o n t r o l  o f  the  
system, bu t  how much e r ro r ?
The ge n e ra l  q u e s t i o n  becomes, "When do hardware lag s  in  the  c o n t r o l  
loop become c r i t i c a l  to  the  o p e r a t i o n  of  the  system?”
Typica l  Contro l  Loop
To b e t t e r  un d e rs tan d  q u a n t i t a t i v e l y  the  r o l e  of the  c o n t r o l  v a lv e ,  
s ens ing  e lement ,  and o th e r  dynamic hardware d e v ic e s ,  a t y p i c a l  c o n t r o l  
loop was s tu d i e d .  The system c o n s id e red  i s  shown in  F igure  2 .1 .  I t  
c o n s i s t s  of  a p r o p o r t i o n a l - p l u s - i n t e g r a l  c o n t r o l l e r ,  a hardware e l e ­
ment c h a r a c t e r i z e d  by a pure f i r s t - o r d e r  l a g ,  and a process  c h a r a c t e r ­
ized by a pure f i r s t - o r d e r  lag  p lus  dead time.  A sampler  and a ze ro -  
o rd e r  hold  a re  a l s o  inc luded  fo r  the  sampled d a ta  ca se .
In  r e a l i t y  the  p rocess  w i l l  p robably  be much more com pl ica ted ;  
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( T y p ic a l ly  a 
c o n t r o l  v a lv e )
Figure  2.1 Typica l  Process  and Control  System w ith  Hardware Lag Before t h e  P rocess .
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encounte red  in  p r a c t i c e  by a f i r s t  o rd e r  lag  p lus  dead time i s  comnon 
( 1) .
Mathematica l  D e s c r ip t io n
The response  o f  the  system f o r  the con t inuous  case  can be c h a r a c ­
t e r i z e d  by the  fo l low ing  t r a n s f e r  fu n c t io n :
C(s)
G1( s )  D(s)
1 + Gc ( s )G1( s )G2( s ) ( 2 . 1)
where s -  dummy Laplace  v a r i a b l e
Gc ( s > -  Ko , 1 + —
L_ C _
( c o n t r o l l e r )
G ^ s ) V
-0 s o
1 +  T
(p rocess )
G2 ( s )
K„
I  +  T 2 s
(hardware element)
D(s) ( u n i t  s t e p  d i s tu r b a n c e )
The system parameters  a t e  d e f in ed  as  follows:
K -  C o n t r o l l e r  ga in  o
■ Process  ga in
K2 ■ Hardware element ga in
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K -  Loop g a in  (K -  K K.K„)C C O i /
■ Reset  t ime i n  c o n t r o l l e r
T^ ■ Time c o n s t a n t  of  p ro cess
t 2 ■ Time c o n s t a n t  o f  hardware  element
0 ■ T r a n s p o r t  lag  ( t im e  d e la y )  o f  p ro cess
L ik ew ise ,  f o r  th e  sampled d a t a  case  i t  i s  c o n v e n ien t  to d e s c r i b e  the  
system r e sp o n se  by z - t r a n s f o r m s .
C (z)
G ^ z )
1 + G (z)G.G„H(z) c l  i
( 2 . 2 )
where  G ^ z )  -  Z[G1(s)D(s>]
G ^ H l z } = z[G1(s)G2 ( s ) H ( s ) ]
G ( z )  = K 1 + ^  c c z - 1 (P I  C o n t r o l l e r )
Throughout  t h i s  a r t i c l e ,  the  h o ld  e lem ent  w i l l  a lways be a z e r o - o r d e r  
h o l d ,  th e re b y  making
-sT
H(s) 1-e
Without  s o lv in g  th e s e  two e x p r e s s io n s  i t  i s  p o s s i b l e  to  say in  
g e n e r a l  t h a t  the  t ime r e s p o n s e ,  c ( t ) ,  o f  th e  system i s  a f u n c t i o n  o f  
the  sytem p a ra m e te r s ,  t h e  hardware  p a ra m e te r s ,  th e  c o n t r o l l e r  param­
e t e r s ,  th e  sampling t im e ,  and th e  i n i t i a l  c o n d i t i o n s .  S e t t i n g  a l l  
i n i t i a l  c o n d i t i o n s  to  ze ro  th e  r e sp o n se  can  be ex p re s se d  m a th e m a t i c a l ly  
as :
c ( t )  -  0 ( V V V W V (2 .3 )
where c ( t )  r e p r e s e n t s  the  e n t i r e  t ime response  from t  ■ 0 to  t  ■ °>.
Index of  Performance
In  o rd e r  fo r  the  s tudy  to be meaningful  a c r i t e r i o n  i s  needed to 
q u a n t i t a t i v e l y  de te rm ine  when one response c ^ ( t )  i s  " b e t t e r "  than  
ano the r  response  c 2 ( t ) .  S e l e c t in g  such a c r i t e r i o n  i s  a d i f f i c u l t  
t a s k  because i t  I n v a r i a b l y  f a l l s  back on the  q u es t io n  o f  what i s  th e  
" b e s t "  re sponse .  Recognizing the  f a c t  t h a t  t h e r e  i s  no u n i v e r s a l  c r i ­
t e r i o n  fo r  "good" re sp o n se ,  one must be s e l e c t e d .
A sound b a s i s  on which to  d e f in e  a "good" response  i s  economics. 
The b e s t  response  i s  the  response  which y i e l d s  the  h i g h e s t  p r o f i t  o r  
which r e s u l t s  in  the  lowest  o p e r a t i n g  c o s t .  T y p ic a l ly  in  most process  
o p e r a t i o n s  i t  i s  d e s i r a b l e  to m a in ta in  the  system o u tp u t  a t  some f ix e d  
v a lu e .  In  r e a l i t y  u p s e t s  e n t e r  the  system f o rc in g  the  o u tp u t  away from 
the d e s i r e d  v a lu e .  A c o n t r o l  loop i s  u s u a l l y  inc luded  to  t ak e  c o r r e c ­
t i v e  a c t i o n ;  however,  as  long as  the  d e s i r e d  ou tpu t  i s  o f f  s p e c i f i c a ­
t i o n  some economic p en a l ty  w i l l  be pa id  u n t i l  the  o u tp u t  r e t u r n s  to  i t s  
d e s i r e d  v a lu e .
In  many cases  a convenien t  way to  d e f in e  a performance index which 
approximates  the  economics i s  by an i n t e g r a l  c r i t e r i a  o f  th e  form;
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J(K ,T ,T ,9 )c ’ i ’ V  1* 2* o (2 .4 )
where L i s  some economic fu n c t io n  o f  th e  o u tp u t  e r r o r  and time.  J  i s  
the  economic " c o s t "  a s s o c i a t e d  w ith  a p a r t i c u l a r  r e sp o n se ,  c ( t ) ,  and
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i s  t h e r e f o r e  a f u n c t io n  o f  a l l  the  system pa ram e te rs .  ( J  i s  a l s o  a 
fu n c t io n  o f  th e  d i s t u r b a n c e ,  d ( t ) ;  however, th roughout  t h i s  ch ap te r  
on ly  a u n i t  s t e p  i s  c o n s id e re d . )
No doubt the  unique economics o f  i n d i v i d u a l  systems would d i c t a t e  
numerous d i f f e r e n t  f u n c t io n s  L, some o f  which could be dependent  on 
system v a r i a b l e s  o t h e r  than  those  which a r e  r e q u i r e d  to  s p e c i f y  e ( t )  
( e . g .  the  manipu la ted  v a r i a b l e  to inc lude  th e  c o s t  o f  f u e l ) .  Never the­
l e s s ,  t h r e e  c r i t e r i a  which a re  r e p r e s e n t a t i v e  o f  t y p i c a l  system econom-
2
i c s  a r e  | e ( t ) | , e ( t ) ,  and t | e ( t ) |  ( 1 ) .  Note t h a t  | e ( t ) |  assumes t h a t
the  c o s t  i s  a fu n c t io n  on ly  o f  the  magnitude o f  the  o u tp u t  d e v i a t i o n ,
2
whereas e ( t )  p e n a l i z e s  l a r g e  d e v i a t i o n s  much more s e v e re ly  than  fo r  
small  d e v i a t i o n s .  S i m i l a r l y ,  t | e ( t ) |  weighs the  e r r o r  w i th  time to  
p e n a l i z e  s e v e re ly  fo r  even small e r r o r s  t h a t  p e r s i s t  a t  l a r g e  v a lu e s  o f  
t ime a f t e r  the  u p se t  has  e n te re d  the  system.
The i n t e g r a l  c r i t e r i a  c o r re spond ing  to the  th r e e  fu n c t io n s  men­
t io n e d  above were chosen fo r  t h i s  s tu d y  and a r e  d e f in e d  i n  the  fo l lo w ­
ing manner:
ISE -  j- " e 2 ( t ) d t
o
(2 .5 )
IAE ( 2 . 6 )
o
ITAE =» j* t |  e ( t )  | d t (2 .7 )
Other such c r i t e r ia  could be d efin ed , the only r e s tr ic t io n  being th at
they must be p o s it iv e  for a l l  t and e ( t ) .  However, th ese three have
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r e ce iv e d  most o f  th e  a t t e n t i o n  In the  l i t e r a t u r e .
Optimum C o n t r o l l e r  Parameters
Before any v a l i d  response  comparisons can be made fo r  d i f f e r e n t  
hardware  elements  the  c o n t r o l l e r  must be w el l  tuned .  I n  ge n e ra l  the
In  the  p rev ious  s e c t i o n  "good" response  was de f ined  in  terms of  an 
index o f  performance,  J ,  which was r e p r e s e n t a t i v e  of  the  economic c o s t  
paid  f o r  being o f f  s p e c i f i c a t i o n .  The "optimum" c o n t r o l  p a ram e te rs ,  
t h e r e f o r e ,  co r respond  to  the  minimum c o s t  o r  the  minimum o f  the  s e l e c t e d  
index of  performance.  M athem atica l ly  a t  the  minimum index o f  p e r f o r ­
mance the fo l lo w in g  r e l a t i o n s h i p s  ho ld :
optimum g a in ,  K *, and r e s e t  t im e ,  T * ,  a r e  both f u n c t io n s  o f  the  pro-C L
c e s s ,  the  hardware e lement ,  and the  sampling t ime.  That I s ,
( 2 . 8 )
(2 .9 )
^ JU
T h e re fo re ,  f o r  each case  i n v e s t i g a t e d  K and T. must be r e - e v a l u a t e d .c i
-  0 ( 2 . 10)
J  - J




o r  in  terms o f  th e  system param eters
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J min *
Note t h a t  the  index of performance,  J ,  in  gen e ra l  i s  a fu n c t io n  o f  a l l  
the  system v a r i a b l e s  but  the  optimum index of  performance,  J * ,  i s  d e ­
pendent  on ly  on the  p rocess  parameters  ( i n c lu d in g  the  sampling t ime) and 
i s  n o t  a f u n c t io n  o f  the  c o n t r o l l e r  param eters .
Assuming the  above equa t ions  can be so lved ,  th e  problem o f  compar­
ing r esponses  i s  s im p l i f i e d  by combining e i t h e r  Equa tion  ( 2 .1 )  and (2 .2 )  
w ith  Equa t ions  ( 2 .8 )  and ( 2 .9 ) .  Th is  r e s u l t s  i n  a new f u n c t io n  d e s c r i b ­
ing the re sp o n se ,  c ( t ) ,  which i s  independent  o f  K̂, and T p  namely,
c ( t )  = 0 (Ts ,T1 ,T2 ,eo )
The problem can be f u r t h e r  s i m p l i f i e d  by w r i t i n g  the  above f u n c t io n  in  
terms o f  normalized  o r  d im en s io n le s s  v a i r a b l e s .  One conven ien t  s e t  of  
v a r i a b l e s  i s  o b ta in e d  by d iv i d i n g  a l l  the  independent  v a r i a b l e s  by t ^,  
g iv ing :
( t /T ^ )  =» d im ens ion le s s  time
(Ts / Ti )  = d im ens ion le s s  sampling time
(t 2/ T i )  “ d im ens ion less  hardware  time c o n s ta n t
( 0 o / T 1 ) *  d i m e n s i o n l e s s  t r a n s p o r t  l a g
(Ti / t i ) « d im ens ion le s s  p ro cess  time c o n s t a n t  ■ 1
Since the  d im ens ion les s  p rocess  time c o n s ta n t  i s  always u n i t y ,  the  
s y s t e n  can be com ple te ly  d e s c r ib e d  by th e  fo l low ing  f u n c t io n :
c ( t / T x )  -  02CT8/ t  t , ( O q / t ! ) ]  (2 .12)
Likew ise ,  t h e  o p t i m u m  i n d e x  o f  p e r f o r m a n c e  c a n  b e  s i m p l i f i e d  a n d
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e x p ressed  In  th e  same manner.
J»ln  -  ] *l [ W >  ( t 2/ t 1>> < V t 1>3 <2' 13>
The problem i s  now in  a conven ien t  form to  s tudy  the  e f f e c t  o f  the
hardware  time c o n s t a n t ,  f o r  v a r i o u s  combinat ions  o f  (Tfl/T^) and
(e0/Tl) on bo th  the system response  c ( t / T ^ )  and the  minimum index of  
performance,  J* .
D i g i t a l  S im ula t ion
A num erica l  method was s e l e c t e d  to  so lve  the  n e c e s sa ry  e q u a t io n s .
The e x i s t e n c e  of  the  t r a n s p o r t  lag  in  the c lo se d  loop t r a n s f e r  fu n c t io n
(Equa t ions  2.1 and 2 .2 )  and the  n o n l in e a r  index of  performance ren d e r
a n a l y t i c a l  approaches  i m p r a c t i c a l .  A lso ,  w ith  the  absence o f  e x p l i c i t
a n a l y t i c a l  s o l u t i o n s ,  d e t e r m in a t io n  o f  the  optimum c o n t r o l l e r  parameters
becomes a two d imensional  s ea rch  fo r  d i f f e r e n t  v a lu e s  o f  K and T. whichc 1
minimize the  index o f  performance J .  The lo g ic  involved  to conduct  such 
a sea rch  lends  i t s e l f  to  th e  d i g i t a l  computer over  o t h e r  methods such 
as pure ana log  s im u la t i o n .
The d i g i t a l  s im u la t io n  of  the  c o n t r o l  loop i s  a c t u a l l y  a co n v en i ­
en t  way to  approach th e  problem. The e n t i r e  c o n t r o l  loop ,  in c lu d in g  
the  c o n t r o l l e r ,  the  sampler  and ho ld  e lem ent ,  the  p ro c e s s ,  and the 
hardware  d e v ice ,  i s  e a s i l y  s im u la ted  u s in g  f i n i t e  d i f f e r e n c e  a p p r o x i ­
m at ion .  In  t h i s  manner c ( t )  can be gen e ra ted  and the  i n t e g r a l  c r i ­
t e r i a  c a l c u l a t e d  fo r  a u n i t  s t e p  d i s t u r b a n c e  and a g iven  s e t  o f  con­
t r o l l e r  and p ro cess  p a ra m e te r s .  O p t im iza t io n  o f  th e  c o n t r o l l e r  param­
e t e r s  can be e a s i l y  accomplished by us ing  an o p t i m i z a t i o n  su b ro u t in e  
which, by a t r i a l - a n d - e r r o r  p rocedure ,  de te rm ines  v a lu e s  o f  Kc and T^
which minimize Che s e l e c t e d  index of  performance.
In  t h i s  s tudy  a p a t t e r n  sea rch  s t r a t e g y  was used to  de term ine  the  
c o n t r o l l e r  parameters  (2) (see  Appendix A). S e le c te d  p o in t s  were 
checked u s in g  optimum g r a d i e n t  (3) to  i n s u r e  t h a t  the  c r i t e r i o n  was 
a c t u a l l y  be ing  minimized. A l l  work was done on an IBM 7040 d i g i t a l  
computer and the  t o t a l  s tudy  r e p r e s e n t s  about 100 hours o f machine time.
System Response to  a S tep  Dis tu rbance
To q u a l i t a t i v e l y  de te rm ine  the  e f f e c t  o f  the  hardware element on 
system performance i t  i s  i n s t r u c t i v e  t o  observe  the  a c t u a l  response  of  
a system to  a s t e p  d i s t u r b a n c e .
In  t h i s  s tudy  i t  was i n t e r e s t i n g  to  no te  t h a t  except  a t  h igh  sam­
p l i n g  t imes the  g e n e ra l  shape o f  th e  response  fo r  a f ix e d  i n t e g r a l  
c r i t e r i a  remained about the  same; however,  each response  was e a s i l y  
d i s t i n g u i s h a b l e  by a d i f f e r e n c e  i n  ampli tude and pe r iod  ( see  F ig u re  2.2)i 
In  g e n e ra l  i t  appears  t h a t  the  ampli tude  and p e r io d  in c r e a s e  almost  
d i r e c t l y  with  an i n c r e a s e  i n  hardware lag  an d /o r  an i n c r e a s e  i n  sam­
p l in g  t ime.  To s tudy  t h i s  e f f e c t  a p ro cess  o f  ®0/ T  ̂ m *20 was i n v e s t i ­
ga ted  fo r  the  con t inuous  case  (Ts /t  ̂ * 0) and f o r  t h e  sampled da ta  case  
a t  v a r io u s  sampling t imes (T / t . )  between 0 .1  and 0 .5  the  system r e -S X
sponse was o b ta in e d  f o r  v a lu e s  o f  hardware lag  rang ing  from t  ̂ “  0 
to  t 2/ t « 1 .0 .
F igu re  2.2 i s  an example o f  one such p l o t  o b ta in e d  in  t h i s  s tudy .
I t  d e p i c t s  the e f f e c t  o f  v a r io u s  v a lu e s  o f  r 2̂ r I ^o r  t *ie c a s e  when the  
p rocess  (0O/T  ̂ “ .20) i s  co n t in u o u s ly  c o n t r o l l e d .  For each th e
c o n t r o l l e r  param eters  were chosen ( tuned)  to  minimize IAE. O ther  p l o t s  
o b ta in e d  in  t h i s  s tudy  can be found i n  d e t a i l  in  Appendix B. At l a rg e  
sampling times  and low hardware lag s  the  expected  shape o f  the  response
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changes somewhat s in c e  a t  very  l a r g e  sampling t imes  th e  system becomes 
"sampling time l i m i t e d " .  I n  e f f e c t  the  sampling I n t e r v a l  i s  so l a rg e  
t h a t  the  dynamics of  the system tend  to  d ie  out  between each change in  
c o n t r o l  a c t i o n ,  r e s u l t i n g  in  a rough,  j e r k y  response  cu rve .
In  th e  con t inuous  case  the  p l o t s  c o r re spond ing  to  F igure  2 .2  a l s o  
were o b ta in e d  f o r  ISE and ITAE in  a d d i t i o n  to  IAE, E ssen tia lly  th e
same e f f e c t  due to  t „ / t , and T / t . was observed f o r  each c r i t e r i o n .L 1 s i
However, the  g e n e ra l  shape o f  t h e  system response  was c h a r a c t e r i s t i c a l l y  
d i f f e r e n t  fo r  each c r i t e r i o n .  As would be expected  ISE y i e l d s  th e  low­
e s t  i n i t i a l  ove rshoo t  o f  the  t h r e e  but  by f a r  the  l a r g e s t  s e t t l i n g  
t ime.  ITAE on the  o t h e r  hand,  g e n e r a l l y  gave the  most r a p i d  s e t t l i n g  
time bu t  by f a r  the  l a r g e s t  i n i t i a l  o v e r sh o o t .  IAE tu rned  ou t  to  be a 
compromise between th e  two, y i e l d i n g  a s e t t l i n g  time much s h o r t e r  than  
ISE and an overshoo t  somewhat l e s s  than  ITAE.
Q u a n t i t a t i v e  Study
A knowledge o f  the  genera 1 system response  i s  most h e l p f u l  i n  de ­
v e lo p in g  an " i n t u i t i v e  f e e l "  f o r  the  e f f e c t s  o f  the  hardware e lement ;  
however, i t  would be d e s i r a b l e  to  approach the  problem q u a n t i t a t i v e l y ,
i . e . , to  be a b le  t o  o b j e c t i v e l y  say how much economic ga in  could  be 
o b ta in ed  from improved response  by u s in g  one hardware element as  op­
posed to  an o th e r .
I n  an a t t e m p t  to  p rov ide  such an approach,  th e  t h r e e  i n t e g r a l  c r i ­
t e r i a  p r e v io u s ly  d i s c u s s e d  were assumed to  be a i n d i c a t i o n  o f  economic 
c o s t .  The v a r io u s  i n t e g r a l  c r i t e r i a  were thus  e v a lu a te d  f o r  numerous 
combinat ions  o f  T / t . , 0 / T i i  and t „ / t . .8 1 O 1 a 1
Two methods, e r r o r  r a t i o  and p e rc en t  i n c r e a s e  i n  e r r o r ,  were 
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be d e s c r ib e d  and d i s c u s s e d  in  d e t a i l  i n  th e  fo l lo w in g  s e c t i o n s .  Both 
methods c o n t a i n  the  same in fo rm a t io n  bu t  p rov ide  two d i f f e r e n t  v iew­
p o i n t s  from which to  s tu d y  the  r e s u l t s .  For th e  sake o f  b r e v i t y  o n ly  
the  co n t in u o u s  c ase  w i th  IAE i n t e g r a l  c r i t e r i a  i s  i l l u s t r a t e d  by th e  
E r r o r  R a t io  p l o t  (F ig u re  2 .3 )  and o n ly  a s e l e c t  few o f  t h e  P e r c e n t  I n ­
c r e a s e  i n  E r ro r  p l o t s  (F ig u re s  2 .4  and 2 .5 )  a r e  in c lu d e d .  The a c t u a l  
s tudy  i n v e s t i g a t e s  bo th  methods f o r  a range o f  sampling times  i n c l u d i n g  
T /t . = 0 . 0 ,  0 . 1 ,  0 . 2 ,  0 . 3 ,  0 .4  and 0 . 5 .  In  the  c o n t in u o u s  c ase  a l l
S X
t h r e e  i n t e g r a l  c r i t e r i a  a r e  i n v e s t i g a t e d  w h i le  the sampled d a ta  c a s e  
i n c lu d e s  on ly  IAE. A complete  s e t  o f  p l o t s  f o r  each method can  be 
found in  Appendix B.
E r ro r  R a t io  Method
One co n v e n ien t  way to  look a t  th e  r e s u l t s  i s ,  f o r  a g iven  p ro c e ss  
and sampling  t im e ,  to  d e f i n e  the  e r r o r  r a t i o  to  be t h e  index o f  p e r ­
formance J*  e v a lu a t e d  a t  d iv id e d  by the  index o f  performance
e v a lu a t e d  a t  t  ̂ * 0 (no lag  o r  p e r f e c t  e l e m e n t ) .  M a th em a t ica l ly :
as  i n  F ig u re  2 .3 .
The fo l lo w in g  a r e  s e v e r a l  o b s e r v a t i o n s  and c o n c lu s io n s  which can
be drawn from th e  s tudy  o f  t h e  e r r o r  r a t i o .
E f f e c t  o f  Dead Time: The most o u t s t a n d i n g  r e s u l t  which i s  obvious
from F ig u re  2 .3  i s  th e  l a r g e  e f f e c t  o f . t h e  dead t ime on th e  s e n s i t i v i t y
o f  the  system to  a hardware  l ag .  At very  l a r g e  dead t im es  th e  system
i s  r e l a t i v e l y  i n s e n s i t i v e  to  changes  i n  t 0/t , ; however,  f o r  sm al l  6 / t ,/  1 0 1
E r r o r  Rat io
J *  [ ( t s / t 1) . ( 0 - 0 ) » ( ® o/ t 1)]
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Figure 2 .3  Error R atio Versus D im ensionless Hardware Lag
for Continuous System Tuned by IAE.
th e  system becomes ex t rem ely  s e n s i t i v e .  Note t h a t  i n  F ig u re  2 .3  f o r  a 
sm al l  a hardware l a g  o f  o n ly  one t e n t h  t h e  va lue  o f  the  p ro ce ss
lag  w i l l  i n c r e a s e  th e  i n t e g r a l  o f  the  e r r o r  squared  by a f a c t o r  o f  
e i g h t  over  the  c a s e  where the  hardware  lag  i s  n e g l i g i b l e .  This  i s  the  
r e s u l t  o f  the  e f f e c t i v e  i n c r e a s e  i n  o r d e r  o f  the  system w i th  the  i n ­
c r e a s e  i n  dead t im e .  At v e ry  low dead t im es  t h e  p ro c e s s  ( i n c l u d i n g  th e  
hardware  l a g )  i s  e s s e n t i a l l y  second o r d e r  and much more s e n s i t i v e  to  a
change in  p o s i t i o n  o f  one o f  the  p o le s  o f  the  t r a n s f e r  f u n c t i o n  than  a
much h ig h e r  o r d e r  system (c o r r e sp o n d in g  to  h ig h  dead t i m e s ) .
E f f e c t  o f  C r i t e r i o n  Func t ion :  The t h r e e  i n t e g r a l  c r i t e r i a  d i f f e r
i n  d eg ree  o f  s e n s i t i v i t y  to  th e  hardware  l ag .  ITAE i s  by f a r  th e  most 
s e n s i t i v e  f o r  a l l  v a lu e s  o f  dead t ime.  IAE i s  th e  l e a s t  s e n s i t i v e  o f  
th e  t h r e e  e s p e c i a l l y  a t  low v a lu e s  o f  dead t im e .  (This  i s  a f a c t o r  
which might  w e l l  be c o n s id e re d  in  s e l e c t i o n  o f  t h e  p roper  performance 
c r i t e r i a  f o r  a p a r t i c u l a r  s y s t e m . )
E f f e c t  o f  Sampling Time: The e r r o r  r a t i o  was a l s o  used to  show
the  e f f e c t  o f  the  hardware  la g  a t  v a r i o u s  sampling i n t e r v a l s .  I t  was 
n o ted  t h a t  a t  h i g h e r  sampling t im es  the  s e n s i t i v i t y  a t  lower dead t imes  
d e c re a se d  c o n s id e r a b l y  whereas  a t  v e ry  h ig h  dead t imes  i t  remained 
about  the  same. Again t h i s  can  i n t u i t i v e l y  be e x p la in e d  by th e  e f f e c ­
t i v e  i n c r e a s e  in  o r d e r  due to  an i n c r e a s e  i n  dead t ime.  The h i g h e r -  
o r d e r  system i s  n o t  as  s e n s i t i v e  t o  sampling  time as  a s im p le ,  low- 
o r d e r  system.
I t  was i n t e r e s t i n g  t o  n o t e  i n  the  s tudy  o f  t h e  sampled d a t a  c a se  
a t  v e ry  l a r g e  sampling t imes  and low dead t im es  t h e  p l o t s  ap pear  to  be 
ou t  o f  p la c e  ( Judg ing  from th e  shape o f  th e  o t h e r  p l o t s  a t  lower  sam­
p l i n g  r a t e s ) .  A c t u a l l y  what i s  dem ons t ra ted  i s  the  t r a n s i t i o n  between
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a system which i s  dynamics l i m i t e d  to  a system which i s  sampling time 
l i m i t e d .  At h igh  sampling times  and low dead times  the  system i s  a lmost  
r e ach in g  a s tea d y  s t a t e  v a lu e  between sampling t im es .
P e rcen t  In c r e a s e  i n  E r r o r  Method
Another  and perhaps more meaningful  way to c o n s id e r  the  e f f e c t  of
the  hardware la g  i s  a s e r i e s  of  p l o t s  o f  t „/t , v e r su s  9 /t , f o r  a f ix e dz i  0 1
i n c r e a s e  in  performance in d ex ,  d e f i n e d ,
% I n c re a s e  i n  E r r o r  * (E r ro r  R a t io )  x 100
The most i n s t r u c t i v e  o f  the  p l o t s  o b ta in e d  in  t h i s  manner a r e  i l l u s ­
t r a t e d  i n  F ig u re s  2 . A and 2 .5 .  E s s e n t i a l l y  the  same g e n e ra l  c o n c lu ­
s io n s  can be drawn from o b se rv in g  the  p e r c e n t  i n c r e a s e  in  e r r o r  as  were 
d i s c u s s e d  in  t h e  p rev ious  s e c t i o n .  However, in  the d i s c r e t e  sampling 
case  an i n t e r e s t i n g  phenomenon o ccu rs  which i s  no t  ap p a ren t  when th e  
r e s u l t s  a r e  observed  in  terms o f  the  E r ro r  R a t io  p l o t s .  As demonstra ted  
in  F ig u re  2 .5  i n  th e  sampled d a ta  case  the  p l o t s  a r e  no t  th e  smooth 
f u n c t io n  as  observed  fo r  th e  con t inuous  case  (F ig u re  2 . 4 ) .  I n s t e a d  a 
c u r io u s  break appears  in  each l i n e .  The c u r io u s  p a r t  about  th e  b reak  i s  
t h a t  i t  occu rs  in  each l i n e  a t  p r e c i s e l y  the  dead- t ime equal  to  a d i s ­
c r e t e  i n t e g e r  m u l t i p l e  of  the  sampling time.  In  gene ra l  th e  e f f e c t  was 
observed to be much more pronounced a t  h ig h e r  sampling t imes and s c a rc e ly  
d e t e c t a b l e  a t  the  lower more r e a so n a b le  sampling t im es .  In e f f e c t  t h i s  
means t h a t  the  system,  e s p e c i a l l y  a t  l a r g e  sampling t im es ,  i s  l e s s  s en ­
s i t i v e  to  dynamics o f  th e  hardware  lag  when th e  dead t ime happens t o  be 
an i n t e g e r  m u l t i p l e  o f  the  sampling t ime.
Use of  the  P e rc e n t  I n c r e a s e  in  E r ro r  P l o t s
The p e rc e n t  i n c r e a s e  i n  e r r o r  p l o t s ,  i l l u s t r a t e d  i n  F igu res  2 .4
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and 2 .5  prov ide  a convenien t  means by which to  compare the  e f f e c t s  of  
v a r io u s  hardware e lem en ts .  For a g iven process  (0q and t ^ )  the  d e t e r i ­
o r a t i o n  of  the  system performance due to  a p a r t i c u l a r  hardware element 
( t 25 can be de termined d i r e c t l y  by read in g  the  p e rcen t  i n c r e a s e  in  
e r r o r  from the  a p p r o p r i a t e  p lo t  (determined by the  sampling time o f  the
system and the d e s i r e d  index o f  performance) .  The pe rc en t  in c r e a s e  in
e r r o r  approximates  the  inc rem en ta l  i n c r e a s e  i n  " c o s t "  o f  system o p e ra ­
t i o n  with  the  hardware element over  the  co r re spond ing  c o s t  o f  o p e ra ­
t i o n  i f  the  hardware element were " p e r f e c t "  in  the  sense  o f  an i n s t a n ­
taneous re sponse .
The fo l lo w in g  s e c t i o n  more c l e a r l y  i l l u s t r a t e s  the  use  o f  t h e se  
p l o t s  by s e v e r a l  s p e c i f i c  examples. However, b e fo re  t h i s  d i s c u s s io n  
one i n t e r e s t i n g  s i m p l i f i c a t i o n  should be examined.
Consider  the  re sponse  of  th e  zero  o rd e r  h o ld  shown by the  s o l i d  
l i n e  in  F igu re  2 .6 .  I f  t h i s  o u tp u t  i s  averaged  over  each sampling time 
an average  response  can be f a i r l y  w e l l  r e p re s e n t e d  by the d o t t e d  l i n e  
co nnec t ing  the  midpoin t  o f  each h o ld in g  p e r io d .  In  most p ro cess  a p p l i ­
c a t i o n s  in v o lv in g  such a sample and ho ld  dev ice  i t  i s  r e a so n ab le  to
e x p e c t - th e  " p l a n t "  to  be rea so n ab ly  "slow" responding  to  s h o r t  s te p s  
c h a r a c t e r i s t i c  o f  the  zero  o rd e r  h o ld .  T h e re fo re ,  i t  seems l o g i c a l  to  
expec t  th e  "average"  s i g n a l  to  be d e s c r i p t i v e  of  the  h o ld  in  terms of  
the e f f e c t  on the  p rocess  o u tp u t .  Note, from F igure  2 .6  the  average 
s i g n a l  can be d e s c r ib ed  s imply as  the  input  s ig n a l  to  th e  sample and 
ho ld  element de layed  by o n e - h a l f  th e  sampling i n t e r v a l .  I f  such i n t u i ­
t i v e  lo g i c  i s  c o r r e c t ,  the  d i g i t a l  I n t e r f a c e  ( th e  sample and h o ld  e l e ­
ment) can be r e p la c e d  s imply by a pure t r a n s p o r t  lag  o r  dead t ime.  I t  





I npu t  S ig n a l ,  Y( t )
Output o f  Ze ro -O rder  Hold,  Y ( t ) *  
"Average"  Outpu t  o f  Zero -Order  Hold
Sampling Time = 1.0
5.0 10.0 15.0
TIME
Figure  2 .6 .  Actual  and "Average" Output o f  Zero-Order  Hold.
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t h i s  s tudy  seems to  suppor t  t h i s  s i m p l i f i c a t i o n  ( see  Table  2 . 1 ) .
Even a t  f a i r l y  l a r g e  sampling t imes  (T / t . ■ .3 and t 7/ t -  .9 )
8 1 4 1
the  approximation  appears  to  be adequate  excep t  when the p rocess  dead 
time 0O/ T|  i s  l e ss  than 0 .1  to  0 .2 .  I n  g e n e ra l  i t  appears  t h a t  the  
approximation  f a i l s  to  d e s c r i b e  th e  system a d e q u a te ly  on ly  f o r  th e  
c a s e s  i n  which th e  system becomes sampling time l i m i t e d  in s t e a d  of 
dynamics l im i t e d .
Th is  o b s e r v a t i o n  p rov ides  a conven ien t  b a s i s  on which to  s im p l i fy  
the use o f  the  P e rc e n t  I n c r e a s e  i n  E r r o r  p l o t s .  For most a p p l i c a t i o n s  
the  con t inuous  p l o t s  a re  a l l  t h a t  i s  needed to  e v a lu a te  a p a r t i c u l a r  
hardware element even f o r  t h e  c a se  when th e  mode o f  c o n t r o l  Is  a c t u a l l y  
d i s c r e t e .
In o rd e r  to  use the  con t inuous  p l o t s  f o r  the  sampled d a ta  case  the
same procedure  i s  used except  an " e q u i v a l e n t "  dead time (6 h i so 1
used in s t e a d  o f  the  a c t u a l  dead time where the  e q u i v a l e n t  dead
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P r a c t i c a l  Examples
The fo l lo w in g  s e c t i o n  c o n t a i n s  s e v e ra l  examples to  i l l u s t r a t e  how 
the r e s u l t s  p re se n te d  in  the  p rev ious  s e c t i o n  can be h e l p f u l  in  the  
economic d es ig n  o f  c o n t r o l  systems.
Example 1 - E f f e c t  o f  Transm iss ion  Line Lag on a Reactor  Under D i rec t  
D i g i t a l  C on t ro l
Consider the fo llo w in g  h y p o th etica l problem in  the d esign  o f  a
rea cto r . I t  i s  d esired  to co n tro l the temperature o f  a 200 g a llo n
E qu iva len t  
Dead Time
Percen t  I n c re a s e  in  E r ro r  









0.1 0.2 0 .3 0.4
.20 330 330 340 very  la rge
Not oi 
P lo t
.30 198 198 197 230 300
.40 140 140 143 140 170
.50 108 108 108 111 111
.60 87 87 87 88 85
.70 71 71 72 73 73
.80 62 60 61 60 64
Table 2 .1 .  Comparing A ctua l  Sampled Data R esu l t s  with
R esu l t s  o f  Continuous Dead Time Approximation.
r e a c t o r  by m a n ip u la t in g  the j a c k e t  c o o l in g  w a te r  make-up r a t e  (as  shown 
in  F igu re  2 . 7 ) .  The c o n t r o l  i s  t o  be implemented u s in g  d i g i t a l  compu­
t e r  lo c a ted  i n  a c e n t r a l  c o n t r o l  room about  700 f e e t  from the  r e a c t o r .
At the  p r e se n t  s ta g e  o f  d e s ig n  some q u e s t io n  e x i s t s  concern ing  how th e  
va lve  p o s i t i o n  s ig n a l  should  be t r a n s m i t t e d  from the  computer to  the
c o n t r o l  v a l v e ,  lo c a ted  a t  the  r e a c t o r .  C u r r e n t ly  both pneumatic and■*
e l e c t r o n i c  t r a n s m is s io n  a r e  be ing  c o n s id e re d ,  bu t  i t  i s  no t  known which 
would be the  b e s t  fo r  t h i s  a p p l i c a t i o n .
Based on hardware c o s t  a lone  i t  was determined t h a t  i t  would be 
cheaper  to  make the  e l e c t r o n i c  to  pneumatic co n v e r s io n  a t  the  computer 
and run a pneumatic s ig n a l  from the  c o n t r o l  room to  the  v a lv e .  However, 
i t  i s  f ea red  t h a t  the  lag  a s s o c i a t e d  w i th  the  long t r a n sm is s io n  l i n e  
would reduce the  e f f e c t i v e n e s s  o f  the  c o n t r o l  system to  such a degree  
t h a t  th e  more expens ive  e l e c t r o n i c  t r a n s m is s io n  l i n e  would be n e c e s ­
s a ry .
Before the  c o r r e c t  d e c i s io n  can be made the  r e s u l t i n g  d e g r a d a t io n  
in  system performance u s in g  a pneumatic l i n e  must be de termined .  F ig ­
u re  2 .4  p rov ide s  a conven ien t  way to  r e a d i l y  de te rm ine  t h i s  deg rada ­
t i o n .  The on ly  p r e l im in a ry  work which must be done i s  to  e v a lu a t e  the  
time c o n s t a n t s  in  F igure  2 .7 -b .
Assuming the  r e a c t o r  i s  w el l  mixed and the  tem pera tu re  drop a c r o s s  
the  j a c k e t  i s  low so t h a t  an average  j a c k e t  tem pera tu re  can be u sed ,  
the  r e l a t i o n s h i p  between r e a c t o r  tem p era tu re  and j a c k e t  t em pera tu re  i s  
a f i r s t  o rd e r  l a g .  The time c o n s ta n t  can be expressed  a s :
T « M c /UA 
1 P
where M -  mass o f  r e a c t o r  -  900#
R ea c ta n t s  Temperature
Sensor
J a c k e t
C e n t r a l
M u l t i - l o o p
D i g i t a l
Computer




Cool ing  Water *■ 
C i r c u l a t i o n  Pump
Figure  2 . 7 - a .  Example 1 - P h y s i c a l  D e s c r i p t i o n .
D i s t u r b a n c e
Dead Time in
C i r c u l a t i o n
System
Z e r o - o r d e r
Hold
T r a n s m i s s i o n  
Line Lag
R e a c to r - J a c k e t
Lag______
-sT1-e
(t s + 1)
D i g i t a l  C o n t r o l l e r
K*(l  + Set p o i n t
F igure  2 . 7 - b .  Example 1 -  M athematica l  D e s c r i p t i o n .
Cp -  h e a t  c a p a c i t y  o f  r e a c t o r  « 0.7Bt\i/#*F
2
U a h e a t  t r a n s f e r  c o e f f i c i e n t  ■ 95 B tu /h r  f t  °F
3
A -  h e a t  t r a n s f e r  a r e a  -  200 f t
T he re fo re :
Tl -  .0331 h r  -  1.99 min.
The dead time of  the p rocess  a r i s e s  from th e  t r a n s p o r t  o f  c o o l in g  
w a te r  from the  p o in t  where the  make-up w a te r  e n t e r s  the  system to  some 
r e p r e s e n t a t i v e  p o in t  i n s i d e  the  r e a c t o r .  From the  c i r c u l a t i o n  r a t e  o f  
the  j a c k e t  w a te r ,  the  len g th  o f  the  dead time i s  e s t im a ted  to  be approx­
im a te ly  20 seconds.  T h e re f o re ,  the  dead time r a t i o  i s
0q/ t  ̂ = 20 s e c / ( 1 . 9 9 ) (60) s e c .  * .167 min.
For the  e l e c t r o n i c  t r a n s m is s io n  l i n e  the  t r a n sm is s io n  i s  e s s e n ­
t i a l l y  in s t a n t a n e o u s  and the  v a lv e  a c t i o n  i s  very  f a s t ,  t h e r e f o r e  
T2 = 0. For the pneumatic t r a n s m is s io n  l i n e  the time c o n s ta n t  i s  
approx im ate ly  10 s ec .  T h e re fo re ,  the  lag  r a t i o  i s
T2/T l  = ( l °  s e c ) / < 12*0 s e c > * -083
Before F ig u re  2 .4  can be used a performance c r i t e r i o n  must be 
chosen.  For t h i s  p a r t i c u l a r  system, s in c e  l a r g e  d e v i a t i o n s  i n  tempera­
t u r e  w i l l  r e s u l t  i n  perhaps  even l a r g e r  d e v i a t i o n s  in  the  com posi t ion
of  the p ro d u c ts ,  l e t s  assume t h a t  ISE b e s t  d e s c r i b e s  th e  d e s i r e d  p e r ­
formance.
Assuming th e  sampling time to  be 15 seconds ( t h e r e f o r e  T / t . ■8 1
.125) the  c o r r e c t  dead t ime r a t i o  to  use  i n  F ig u re  2 .4 - a  i s :
(0o /T l )# "  igo/ j iy + t 1/ 2>(’r 8/T2> " *228
The p e rce n t  i n c r e a s e  in  e r r o r  co r re spond ing  to  “ *228 and
(T2̂ Tl* * *8 88^* This  means t h a t  f o r  a s t e p  d i s tu r b a n c e  the
pneumatic t r a n s m is s io n  l i n e  would y i e l d  88% more e r r o r  than  would a 
co r respond ing  e l e c t r o n i c  l i n e .  On th e  su r f a c e  i t  would appear  t h a t  
the  d eg ra d a t io n  would be f a i r l y  s ev e re ;  however the  f i n a l  d e c i s io n  on 
which i s  b e s t  w i l l  depend on the  economic p e n a l ty  a s s o c i a t e d  w i th  the 
in c r e a se d  e r r o r .
Example 2 - E f f e c t  of  Valve Speed on Composition Con t ro l  Via Chromato­
g ra p h .
Two i d e n t i c a l  d i s t i l l a t i o n  columns a r e  c u r r e n t l y  be ing  c o n t r o l l e d  
by m an ip u la t in g  th e  r e f l u x  r a t i o  by a c o n v e n t io n a l  tem p era tu re  c o n t r o l  
scheme. Plans  a r e  underway to  i n s t a l l  a c o n t r o l  system as shown in  
F igure  2 .8 .  A s i n g l e  chromatograph w i l l  be shared  between two columns. 
The q u e s t io n  which a r i s e s  concerns  the  c o n t r o l  v a lv e  which i s  used to 
r e g u l a t e  th e  r e f l u x  r a t e .  The va lve  which i s  c u r r e n t l y  in  o p e r a t i o n  i s  
r a t h e r  slow ( time c o n s ta n t  - 4 s e c . ) ;  however, s in c e  a shu t  down and 
m o d i f i c a t i o n s  a r e  a l r e a d y  scheduled  i t  would be conven ien t  to i n s t a l l  
a f a s t e r  v a lv e  ( t im e c o n s ta n t  =* .5 sec)  i f  s i g n i f i c a n t  improvement in  
system response  w i l l  be r eco g n ized .  Again,  F ig u re  2 .4  p rov ides  a con­
v e n ie n t  way to  de te rm ine  the  a c t u a l  improvement which cou ld  be r e a l i z e d .
The chromatograph which w i l l  be i n s t a l l e d  w i l l  r e q u i r e  20 seconds 
per  a n a l y s i s .  I t  w i l l  a l t e r n a t e  between the  two columns a t  a r a t e  of 
one c y c le  per  minute (one a n a l y s i s  w i l l  be performed f o r  bo th  columns 
per  m in u te ) .  The r e s u l t s  w i l l  be fed to  a zero  o rd e r  ho ld  which f u r ­
n i sh e s  the  in p u t  i n t o  a co n v en t io n a l  p r o p o r t i o n a l  p lus  i n t e g r a l
Convent ional  
2 Mode C o n t r o l l e r
Hold
Chromatograph




z r  _________
Leads to  Column 42
Figure  2 . 8 - a  Example 2 - P h y s ic a l  D e s c r ip t i o n .
d i s tu r b a n c e
Hold C o n t r o l l e r Valve Column




Figure  2 .8 -b  Example 2 - Mathematical  D e s c r ip t i o n .
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c o n tr o lle r  (se e  Figure 2 .8 -b ) .
By frequency response  techn iques  the  t r a n s f e r  fu n c t io n  r e l a t i n g  
overhead com posi t ion  to  r e f l u x  r a t e  y i e l d s  th e  fo l lo w in g  time c o n s ta n t  
and dead t ime.
■ 10 minutes
9 =  0 . 0o
The f a c t  the  dead t ime of  th e  column i s  n e g l i g i b l e  might  g ive  the  
im press ion  t h a t  F igure  2 .4  does no t  app ly ;  however, c o n s id e r a b l e  dead 
time a c t u a l l y  a r i s e s  from th e  use  o f  the  chromatograph.  Note t h a t  20 
seconds a r e  r e q u i r e d  to  p rocess  each sample and must be inc luded  as  
dead time in  a d d i t i o n  to  one h a l f  the  sampling time) to  t ak e  i n t o  a c ­
count  the  d i s c r e t e  n a tu re  o f  th e  c o n t r o l  sys tem ).  T h e re fo re ,
(9o/ t ^ ) ; ** (0 + 23 sec .  + 30 s e c . ) / 6 0 0  sec .  *> .0915
The hardware lag  r a t i o  f o r  both  the  slow and the  f a s t  v a lv e  a r e
(t ^ / t ^) slow v a lv e  ■ 4 sec /600  sec ■ .00666
(t 2/ t l )  f a s t  v a lv e  = .5 sec /600  sec ■ ,00834
I f  we now look up th e  c o r re spond ing  p e rce n t  i n c r e a s e  in  e r r o r  fo r  
each v a lv e ,  we f in d  t h a t  r e g a r d l e s s  o f  th e  performance c r i t e r i o n ,  th e  
r e s u l t s  a r e  the  same. The pe rc e n t  i n c r e a s e  i n  e r r o r  (over  an h y p o th e t ­
i c a l  I n s t a n tan e o u s  va lv e )  i s  very  low i n  bo th  c a s e s .  T h e re f o re ,  w i th  
r ea so n a b le  s a t i s f a c t i o n  we can say t h a t  the  v e ry  s l i g h t  ( i f  any) im­
provement r e a l i z e d  by the  f a s t e r  v a lv e  does no t  w a r ran t  the  a d d i t i o n a l  
expense invo lved .
Summary
T h is  c h a p t e r  t r i e s  to  h e l p  answer  the  g e n e ra l  q u e s t i o n  co n c e rn in g  
the  e f f e c t  o f  hardware  lag s  in  th e  c o n t r o l  loop.  The r e s u l t s  o f  an 
e x t e n s iv e  s tudy  o f  a g e n e r a l i z e d  c o n t r o l  loop a r e  p r e s e n te d  and can be 
e a s i l y  a p p l i e d  i n  the  s e l e c t i o n  a n d /o r  d e s ig n  o f  hardware  e lem ents  such 
as  c o n t r o l  v a l v e s ,  pneumatic t r a n s m i s s i o n  l i n e s ,  thermocouples  and 
o t h e r  a c t u a t i n g  a s  s e n s in g  e le m e n t s .  The r e s u l t s  a r e  p r e s e n t e d  in  such 
a way t h a t  h o p e f u l ly  the  economic e f f e c t  o f  a p a r t i c u l a r  hardware  e l e ­
ment can  be f a i r l y  a c c u r a t e l y  gauged and c o n s id e re d  w i th  o t h e r  economic 
f a c t o r s ,  which a r e  more c l e a r l y  de te rm in e d .
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CHAPTER I I I
SIMPLIFYING DIGITAL CONTROL DYNAMICS FOR CONTROLLER 
TUNING AND HARDWARE LAG EFFECTS
I n t r o d u c t i o n
With t h e  growing use  o f  t h e  d i g i t a l  computer  in  the  p ro ce ss  in d u s ­
t r i e s  th e  c o n t r o l  e n g in e e r  i s  fo rced  to  d e a l  w i th  two fundam enta l ly  d i f ­
f e r e n t  c o n t r o l  systems:  t h e  c o n v e n t io n a l  ana log  loop and th e  more r e ­
c e n t  d i g i t a l  ( sa m p le d -d a ta )  c o n t r o l  loop .  From the  s t a n d p o i n t  o f  c l a s s i ­
c a l  c o n t r o l  t h e o ry  the  main t h e o r e t i c a l  d i f f e r e n c e  between th e  two loops 
a r i s e s  from th e  d i s c r e t e  n a t u r e  of  th e  d i g i t a l  c o n t r o l l e r .  The an a lo g  
c o n t r o l l e r  o p e r a t e s  c o n t in u o u s ly  i n  d e te rm in in g  the  m an ipu la ted  o u tp u t  
whereas th e  d i g i t a l  makes ad ju s tm e n t s  on ly  p e r i o d i c a l l y .
The o b j e c t i v e s  o f  t h i s  c h a p t e r  i s  an a t t e m p t  to  show how p r i n c i p l e s
and p r a c t i c e s  f o r  one o f  th e se  types  of  c o n t r o l  systems can be a p p l i e d  
to  the  o t h e r .  S p e c i f i c a l l y ,  i t  w i l l  be shown t h a t  many o f  th e  t e c h ­
n iques  ( f o r  example,  c o n t r o l l e r  tu n in g  t e c h n iq u e s  and hardware  lag  e f ­
f e c t s )  p r e s e n t l y  used fo r  co n t in u o u s  c o n t r o l  systems a l s o  can  be a p p l i e d  
d i r e c t l y  to  d i g i t a l  systems w i th  o n ly  minor m o d i f i c a t i o n .  Th is  w i l l  be 
u n d e r tak en  v ia  an "equipment dead t ime" (1) f o r  the sample and ho ld  
e lem en t .  Thus , i t  i s  r e a s o n a b le  to  b eg in  by showing when a sample and
h o ld  element may be approximated  by a dead t im e .
Development o f  Approximation
To focus  on th e  problem and a p o s s i b l e  s o l u t i o n  c o n s id e r  t h e  b lo ck  
d iagram ,  shown in  F ig u re  3.1,  of  a t y p i c a l  c o n t r o l  loop found i n  the
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G (s)Sampler Sampler H(s) p
Set
Poin t  -
Zero Order 
Hold
C o n t r o l l e r
1-e -aT -0  s
Figure 3 . 1 - a .  Block Diagram o f  a Typica l  D i g i t a l  Control  
Loop w i th  a Sample and Zero Order  Hold.
Set
Poin t
C o n t r o l l e r Approximation Process
-T/2s
( l + T . e X l + T . s )
- 0 s
F igure  3 . 1 - b .  Block Diagram o f  an Equ iva len t  Continuous 
Contro l  Loop in  Which Ga(s) Approximates 
t h e  Behavior  o f  t h e  D i g i t a l  I n t e r f a c e .
p ro c e s s  I n d u s t r y .  The loop c o n s i s t s  o f  a feedback c o n t r o l  a lg o r i t h m  
( e . g . ,  p r o p o r t i o n a l  p lu s  i n t e g r a l )  and a p ro cess  d e s c r i b e d  by a second 
o rd e r  lag  p lus  dead t im e .  The problem i s  to  f in d  a c o n t in u o u s  t r a n s f e r  
f u n c t i o n ,  G ( s ) , which approx im ates  t h e  dynamic b e h a v io r  o f  the  sample 
and ho ld  d ev ice  l o c a t e d  between the  c o n t r o l l e r  and p l a n t  in  t h e  d i s ­
c r e t e  system (F ig u re  3 . 1 - a ) .  This  would e f f e c t i v e l y  reduce  the  sampled 
d a ta  loop to  an e q u i v a l e n t  co n t in u o u s  loop (F ig u re  3 . 1 - b ) .
I n t u i t i v e l y  an i n s p e c t i o n  o f  t h e  r e sp o n se  o f  the  sample and ho ld  
dev ice  p ro v id e s  a c l u e  to  one p o s s i b l e  a p p ro x im a t io n .  F ig u re  3 .2  i l l u s  
t r a t e s  th e  r e sp o n se  o f  sample and zero  o r d e r  h o ld  to  an a r b i t r a r y  in p u t  
In  most c a s e s  the  h o ld  i s  fo l low ed  by a p ro cess  w i th  a l a r g e  time con­
s t a n t  which e f f e c t i v e l y  smooths o r  av e rag es  th e  o u t p u t .  Note t h a t  the  
"average"  o u tp u t  o f  th e  h o ld  (shown by the  dashed l i n e  i n  F ig u re  3 .2 )  
i s  s imply  the  o r i g i n a l  s i g n a l  d e la y e d  by one h a l f  th e  sampling t im e .  
When th e  "av e rag e"  o u tp u t  o f  th e  h o ld  i s  r e p r e s e n t a t i v e  o f  the a c t u a l  
o u tp u t  i t  ap p ea rs  t h a t  a pure t ime d e la y  ( t r a n s p o r t a t i o n  lag )  o f  one 
h a l f  th e  sampling t ime would a d e q u a te ly  d e s c r i b e  t h e  b e h a v io r  of  the  
i n t e r f a c e  ( i . e . ,  G ( s )  ** ed
C o n s id e r in g  the  b e h av io r  o f  the  sample and ho ld  d ev ic e  i n  th e  f r e ­
quency domain p ro v id e s  some i n s i g h t  i n t o  th e  s t r e n g t h s  and weaknesses 
o f  the dead time a p p ro x im a t io n .  The open loop t r a n s f e r  f u n c t i o n  f o r  a 
sample and ze ro  o rd e r  ho ld  fo l low ed  by an a r b i t r a r y  p ro c e ss  can  be de­
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Figure  3 . 2 ,  "True" and "Average" Response o f  a Zero Order Hold 




H(juu) -  z e r o -o r d e r  hold  
Gp(jw) ■ process
T * sampling time
uj ■ sampling frequency 8
uu •  a r b i t r a r y  frequency
The H (jut + jnu) ) term can be ev a lu a ted  by c o n s id e r in g  the  Laplace  8
t r a n s f e r  f u n c t io n  fo r  the  zero  o rd e r  ho ld  c i r c u i t :
H(s) ■ l - e - sT
S u b s t i t u t i n g  s « ju> the t r a n s f e r  f u n c t io n  can be w r i t t e n
-fcjwT + gjiuT - £ju>T 
. w . 2e e -e
-  ----------------------2j : -----------------
- £ju)T
T s i n  (^ujT) e______
fcuiT
T h e r e f o r e :
ntu + mi \ -I
T s i "Ll 2 - 1 ) 9H(ju) + jnu> ) «     es r/U) + ntu ' -Hu u> \ *1T - *) T]







* I *  U g  + ^  " ■ijfa + ™>.)T
HGp(Jw) -  -  E  j * | 5 T 7 i P  6 Gp (Jo>+jnu)a )
( 3 .5 )
Note by assuming the  ang le  £ —  i s  smal l  and assuming th e  p rocess  i s
s
i n s e n s i t i v e  to  h igh f requency  terms such as  uu , the  fo l low ing  simpll<
8
f i c a t i o n  can be made:
1. When £ uu/tu i s  sm a l l ,  i . e . ,  fo r  f r e q u e n c ie s  much lower 8
than  the sampling f requency:
, i n [ i  ( i i r  +  ■ * ) ]
S , 1 ^ 1  ( 3 .6 )
I? (5; + -E
2. When G ( s )  i s  i n s e n s i t i v e  to  the  h igh  f requency term ui : 
p s
-j(ju)T + jnu) T) -fcJuuT
e G„(3U> + -  e G (ju>) (3 .7 )p s p
T h e re fo re  under th e se  c o n d i t i o n s  the  d i s c r e t e  t r a n s f e r  f u n c t io n  reduces  
to  t h e  same pure dead time fu n c t io n  p re v io u s ly  developed:
* -4ju»T G (jiu)
HGp ( »  =  e H (3 .8 )
* *STs
HGp(s) e Gp (s )  (3 .9 )
On th e  s u r f a c e  t h e  a ssum pt ions  n e c e s sa ry  i n  t h i s  development  do 
n o t  appear  t o  be s ev e re  fo r  the  t y p i c a l  p ro cess  o p e r a t i o n .  In  g e n e r a l  
most p l a n t s  found in  th e  p ro c e ss  i n d u s t r i e s  a r e  low pass  f i l t e r s  by 
n a t u r e ,  and t h e r e f o r e  they  a r e  n o t  s e n s i t i v e  to  the h ig h  f requency  
terms g e n e ra te d  by th e  sampler  (u>g) .  A lso ,  under  most o p e r a t i n g  con­
d i t i o n s  th e  fundamental  f requency  o f  the  system response  (uu) w i l l  be 
much lower than  the  sampling f requency  (jm ) ;  t h e r e f o r e ,  uu/uu w i l l  uau-
S 8
a l l y  be sm a l l .
To s u b s t a n t i a t e  the  v a l i d i t y  o f  the  above assum pt ions  and e v a l u a t e  
th e  a c t u a l  performance o f  the  a p p ro x im a t io n ,  a t y p i c a l  p l a n t  was s e ­
l e c t e d  and s tu d i e d  both  i n  tfre f requency  and i n  th e  time domain. F i g ­
u r e s  3 . 3 - 3 . 5  a r e  the  r e s u l t s  o f  t h i s  s tu d y  conducted  w i th  th e  second 
o r d e r  p l a n t ,
G ( s )  - --- 1----- r  (3 .1 0 )
p (t s + i r
p
where t = time c o n s t a n t  o f  t h e  p l a n t .
P
I l l u s t r a t e d  a r e  the  open loop r e s p o n s e ,  c lo s e d  loop re sp o n se  ( u s in g  a
PI c o n t r o l l e r ) , and f requency  re sp o n se  f o r  th e  c a s e  t » 1 .0 .
P
I n  F ig u re s  3 .3  and 3 .4  the  open loop and c lo s e d  loop r esponse  a r e  
i l l u s t r a t e d  a t  a r a t h e r  l a r g e  sampling time (T «* t ■ 1 . 0 ) .  Only t h i s  
extreme v a lu e  i s  shown because  a t  lower ,  more r e a s o n a b le  sampling t imes  
th e  r e sp o n se  of  th e  a c t u a l  d i s c r e t e  system and the  response  o f  the  con­
t in u o u s  ap prox im a t ion  a r e  e s s e n t i a l l y  i n d i s t i n g u i s h a b l e .  P a r t  o f  the  
r ea so n  the  t ime r e sp o n se  comparisons  look so w e l l  can  be u n d e r s to o d  by 
look ing  a t  t h e  f requency  re sp o n se  p l o t s  shown in  F ig u re  3 . 5 .  The f r e ­
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Figure  3 . 3 .  Comparison o f  Open Loop Response o f  a D is c re te  
System w ith  a Sample and Zero Order Hold to  the  
Continuous System Using th e  Dead Time Approxi­
mation.
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Figure  3 . 4 .  Comparison o f  Closed Loop Response o f  a D i s c re t e  System with  a 
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Figure 3 .5 .  Comparison o f  Frequency Response o f a D iscrete
System with a Sample and Zero Order Hold to the
Continuous System Using a Dead Time Approximation.
f a c t o r  de te rm in in g  the  e f f e c t i v e n e s s  o f  the  approx im at ion  i s  the " f o l d -  
over** f requency ( p r e d i c t e d  by Shannon’ s sampling theorem) which says 
t h a t  the  sampling r a t e  must be a t  l e a s t  twice  the  h i g h e s t  f requency 
component o f  the  re sp o n se .  I f  sampling i s  below t h i s  c r i t i c a l  f r e ­
quency th e  f requency response  " f o l d s  over"  and becomes d i s t o r t e d  as  i s  
v i v i d l y  demonstra ted  i n  F ig u re  3 .5 .  Below t h i s  c r i t i c a l  f requency the  
d i f f e r e n c e  between the  d i s c r e t e  system and the  con t inuous  approximation  
i s  very  low in  both the  magnitude p l o t  and in  the  phase p l o t .  Above 
the  c r i t i c a l  f requency  the  d i f f e r e n c e  i s  q u i t e  l a rg e  as  would be ex­
pec ted .
From t h i s  s tudy  the p o s s i b i l i t y  o f  u s in g  the dead time approxima­
t i o n  looks indeed encouraging  a t  l e a s t  f o r  r ea so n ab ly  low sampling 
t imes and under normal o p e r a t i n g  c o n d i t i o n s .  The nex t  l o g i c a l  q u e s t i o n  
which should be answered i s  what g e n e r a l i z a t i o n s  can be made about  the 
d i s c r e t e  system u s in g  t h i s  s i m p l i f i c a t i o n .  The remainder  o f  t h i s  chap­
t e r  w i l l  concern  s e v e r a l  p o s s i b l e  g e n e r a l i z a t i o n s .  Each w i l l  be d i s ­
cussed  both  to  more c l e a r l y  d e f i n e  the  g e n e ra l  e f f e c t i v e n e s s  o f  the 
approximation  and to  i l l u s t r a t e  a r e a s  where the  approximat ion  cou ld  be 
v a lu a b le .
A p p l i c a t i o n s  and Examples
Assuming the  above approximation  i s  a c c e p t a b l e ,  a s tudy  o f  the 
c o n t r o l  loop shown in  F igure  3 .1 - a  i s  g r e a t l y  s i m p l i f i e d .  F i r s t ,  the 
f a c t  t h a t  the d i s c r e t  problem i s  reduced to  an e q u iv a l e n t  con t inuous  
problem i s  encourag ing ,  bu t  perhaps  more im por tan t  than  t h i s  s i m p l i f i ­
c a t i o n  i s  the f a c t  t h a t  in  loops a l r e a d y  c o n t a i n i n g  a dead time ( q u i t e  
common), the  number o f  parameters  r e q u i r e d  to  d e s c r ib e  the  system i s  
reduced by one.  Note in  F igu re  3 . 1 - a ,  i f  the  c o n t r o l l e r  used i s  a two
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mode c o n tr o l le r  ( i . e . , G ( s )  ■ K [l +('+ v )  > t h e number of parameters
r e q u i r e d  to  s p e c i f y  the  d i s c r e t e  system i s  as  fo l low s :
C o n t r o l l e r  parameters
Process  time c o n s t a n t s
6 Process  dead time
T Sampling time
In  a l l  a t o t a l  of  s ix  parameters  a r e  r e q u i re d  fo r  the  d i s c r e t e  c a s e ,  
b u t ,  f o r  the e q u iv a l e n t  con t inuous  c a s e ,  by combining th e  dead t ime o f  
th e  p l a n t  and the  r e s u l t i n g  dead time o f  the  approx im ation  i n t o  an
p l e t e l y  d e s c r ib e  th e  system.
Perhaps one o f  the  most f r u i t f u l  a r e a s  of  a p p l i c a t i o n  of  the ap­
p rox im at ion  l i e s  in  c o n t r o l l e r  tu n in g .  Much work has  been done in the  
p a s t  in  the a rea  o f  tun ing  the  one ,  two, and t h r e e  mode cont inuous  
c o n t r o l l e r s .  Numerous procedures  have been developed based on the  
f i r s t  o rd e r  lag  plus  dead time model o f  the  p rocess  ( 2 ) ,  ( 3 ) ,  ( 4 ) ,  ( 5 ) ,  
( 6 ) i ( 7 ) .  One of  the  b e t t e r  tu n in g  r e l a t i o n s  which i s  developed to  
y i e l d  minimum IAE ( I n t e g r a l  o f  th e  Absolu te  E r r o r )  i s  g iven below f o r  
bo th  the  p r o p o r t i o n a l  (Gc ( s )  * K ) and p r o p r o t l o n a l  p lu s  I n t e g r a l
e q u iv a l e n t  dead t ime ( 9 # * 0 + T /2 )  on ly  f iv e  terms a r e  needed to  com-s
a lg o r i th m  (7 ) :
P r o p o r t io n a l :
KK -  0.9023 —
- .9 8 5
C T (3 .1 1 )
P
Proportional + Integral:
0 0.986KK -  .984 (3 .1 2 )c T
P
0.707





where K « C o n t r o l l e r  Gain c
T. » C o n t r o l l e r  Resetl
K ■■ Process  Gain
t  m Process  Time Cons tan t
P
9 = Process  Dead Time
L i t t l e  e f f o r t  has been made to  extend the  use o f  th e se  and o t h e r  
w e l l  developed r e l a t i o n s h i p s  to  the  sampled d a ta  c a se  o t h e r  than  fo r  
ve ry  f a s t  sampling r a t e s ,  a t  which the  con t inuous  tun ing  param eters  can 
be d i r e c t l y  a p p l i e d  to  the d i s c r e t e  c o n t r o l  system (9 ) .  Based on the
demonstra ted  e f f e c t i v e n e s s  o f  the dead time approx imation  under normal
o p e r a t i n g  c o n d i t i o n s  i t  would appear  to  be a v e ry  good way to  e x t r a p o ­
l a t e  con t inuous  tun ing  to  the  sampled d a ta  c a se .  Note, a l l  t h a t  would 
be r e q u i r e d  to  use  the  above eq u a t io n s  f o r  a d i s c r e t e  c o n t r o l l e r  i s  to  
d e f in e  an e q u iv a l e n t  dead time 9 '  where,
9 '  = <9 + T/2)
9 = a c t u a l  dead time o f  p rocess
T « sampling time
To t e s t  the  v a l i d i t y  o f  such an e x t r a p o l a t i o n  an e x t e n s iv e  s tudy  o f
sampled d a ta  c o n t r o l l e r  tun ing  r e c e n t l y  conducted ( 8 ) was con s id e red  
and the approximation  was used and the  r e s u l t s  compared to  th e  f in d in g s  
o f  t h i s  s tudy .  F igu re  3.6 ( p r o p o r t i o n a l  c o n t r o l l e r )  and F ig u re  3.7 
( p r o p o r t i o n a l  p lus  i n t e g r a l  c o n t r o l l e r )  i l l u s t r a t e  the tun ing  param eters  
found by t h i s  s tudy  (u s in g  minimum IAE) a t  s e v e r a l  v a lu es  o f  sampling 
t imes  in c lu d in g  th e  case  of  con t inuous  sampling.  The s o l i d  l i n e s  i l l u s ­
t r a t e  the  co r respond ing  parameters  p r e d i c t e d  by u s in g  on ly  th e  r e s u l t s  
o f  the  con t inuous  p l o t .  Note in  bo th  f i g u r e s  a t  r easonab ly  low v a lu e s  
o f  sampling time (T £ .4 )  the  d i f f e r e n c e  between t r u e  optimum c o n t r o l l e r  
s e t t i n g s  and s e t t i n g s  p r e d i c t e d  by th e  dead time approximation  i s  sm a l l ,  
and in  f a c t ,  they  a r e  e s s e n t i a l l y  ze ro  a t  r e l a t i v e l y  la rg e  v a lu e s  o f  
dead t im e .  In  g e n e r a l ,  even in  the r eg io n  where the  agreement  i s  the  
p o o re s t  (low dead times  and low sampling r a t e s ) ,  the  p e r c e n t  e r r o r  i s  
s t i l l  low and probably  w i th in  the  a c t u a l  accu racy  o f  the  model param­
e t e r s .
A nothe r  s u c c e s s f u l  a p p l i c a t i o n  o f  t h e  c o n t in u o u s  a p p r o x im a t io n  i s  
i n  p r e d i c t i n g  t h e  e f f e c t  o f  ha rdw are  l a g  on sys tem  pe r fo rm ance  i n  a 
sampled d a t a  e n v i ro n m e n t .  T h i s  u s e  i s  d e m o n s t r a t e d  by t h e  r e s u l t s  o f  
an  e x t e n s i v e  s tu d y  c o n d u c ted  i n  b o th  th e  c o n t in u o u s  and d i s c r e t e  c a s e  
( s e e  C h ap te r  I I ) .
The s tudy  c o n s id e re d  a system c o n s i s t i n g  o f  a PI c o n t r o l l e r ,  Gc (s)
= Kc ( l  + 1/T^s) , a hardware e lement ,  G^(s) » 1 / (1  + T v s ) ;  and a p ro c e s s ,  
Gp(s) -  e 8 / ( I  + TpS). The c o n t r o l  system was s u b je c te d  to  a d i s t u r ­
bance f o r  v a r io u s  combinat ions  o f  T / t  , 9 / t  and T / t  (where T ■
v P P P
sampling t im e ) .  For each combinat ion the  system performance was e v a lu ­
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Figure 3 .6 .  Comparison o f  Optimum Proportional C ontroller Gains o f
a D iscre te  System with Gains Predicted by Dead Time
Approxlma t io n .
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Figure 3 .7 - a .  Comparison o f  Optimum PI C ontroller  Gains o f  a D iscrete
System with Gains Predicted by Dead Time Approximation.
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Figure 3 .7 -b .  Comparison o f  Optimum PI C ontro ller  Reset o f  a D iscrete
System with Reset Predicted by Dead Time Approximation.
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IAE -  J o | x - S P | d t  (3 .1 4 )
where x -  system o u tp u t  
SP ■ s e t  p o in t
The r e s u l t s  a r c  p r e s e n te d  in  terms o f  a X i n c r e a s e  i n  e r r o r  d e f in e d  a s :
» .  „ IAE x  1 0 0L I n c r e a s e  in  E r r o r  ■ -------IAE @ (t /t -  0) v p (3 .1 5 )
c o n s t
T / t  ,  9 / t  
P P
F ig u re  3 .8  shows two such "7. I n c r e a s e  in  E r r o r  P l o t s " ,  t a k e n  a t
T / t  = 0 . 2  and T / t  » 0 . 0 .  The two p l o t s  a r e  s h i f t e d  by a dead time a t  
P P
0 .2  and superimposed to  i l l u s t r a t e  the e f f e c t  o f  t h e  app ro x im a t io n .
Note the  p l o t s  a r e  a lmost  i d e n t i c a l  a t  a l l  c o n b in a t io n s  o f  t /t andv p
0 / t ^ .  Comparison o f  p l o t s  a t  sampling times g r e a t e r  than  0 . 2  does  no t
g ive  q u i t e  as  good r e s u l t s ;  however,  even a t  sampling  t imes  as  l a r g e  a s
0 . 4  the  on ly  n o t i c e a b l e  d e v i a t i o n  o c cu r s  a t  low v a l u e s  o f  9 / t  where
P
th e  p l o t s  a r e  t h e  most s e n s i t i v e .
The n e t  r e s u l t  i s  t h a t  w i th  r e a so n a b le  a c cu ra cy  t h e  e n t i r e  fam i ly  
o f  7. I n c r e a s e  in  E r ro r  p l o t s  (one f o r  each p o s s i b l e  sampling t ime)  can 
be d e s c r i b e d  by a s i n g l e  p l o t .  To p r e d i c t  th e  e f f e c t  o f  th e  hardware  
lag  a t  any sampling f requency  i t  i s  n e c e s s a r y  o n ly  to  d e f i n e ,  a s  b e f o r e ,  
an e f f e c t i v e  dead time ( 0 7 -  0 + T/2)  and use  th e  co n t in u o u s  p l o t  d i ­
r e c t l y .
F i n a l l y ,  one a r e a  in  which th e  app rox im a t ion  a p p e a r s  to  be v e ry  
poor i s  i n  t h e  a r e a  o f  c lo s e d  loop s t a b i l i t y .  F ig u re  3 .9  p r e s e n t s  an
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Figure  3 . 7 - b .  Comparison o f  Optimum PI C o n t r o l l e r  Reset o f  a D is c r e te  
System with  Reset  P re d ic te d  by Dead Time Approximation.
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IAE -  J o | x - S p | d t  (3 .14 )
where x “ system o u tp u t  
SP » s e t  p o in t
The r e s u l t s  a r c  p re sen te d  in  terms o f  a % i n c r e a s e  in  e r r o r  d e f in e d  aa:
oy T . IAE x 100U I n c r e a s e  in  E r ro r  ■ - —IAE 0 (t /t -  0) v p ' ( 3 . 1 5 )
c o n s t
T / t  ,  9 / t  
P P
F igu re  3.8 shows two such "7. I n c r e a s e  in  E r r o r  P l o t s " ,  taken  a t
T /t “ 0. 2 and T/t « 0 .0 .  The two p l o t s  a r e  s h i f t e d  by a dead time a t  
P P
0 .2  and superimposed to  i l l u s t r a t e  the e f f e c t  o f  the  approx im ation .
Note the p l o t s  a r e  almost  i d e n t i c a l  a t  a l l  co n b in a t io n s  of  t /t andv p
0 / t ^. Comparison o f  p l o t s  a t  sampling t imes  g r e a t e r  than  0 .2  does not
g ive  q u i t e  as  good r e s u l t s ;  however,  even a t  sampling times as  l a r g e  as
0 . 4  t h e  o n l y  n o t i c e a b l e  d e v i a t i o n  o c c u r s  a t  l o w  v a l u e s  o f  9 / t  w h e r e
P
the p l o t s  a r e  the  most s e n s i t i v e .
The n e t  r e s u l t  i s  t h a t  w ith  rea so n ab le  accuracy  th e  e n t i r e  family  
o f  7. I n c r e a s e  in  E r ro r  p l o t s  (one fo r  each p o s s i b l e  sampling time) can 
be d e s c r ib e d  by a s i n g l e  p l o t .  To p r e d i c t  the  e f f e c t  o f  the  hardware 
lag a t  any sampling f requency i t  i s  n e ce s sa ry  on ly  to  d e f i n e ,  as  b e f o r e ,  
an e f f e c t i v e  dead time (0* ■ 9 + T/2)  and use the  con t inuous  p l o t  d i ­
r e c t l y .
F i n a l l y ,  one a r e a  in  which the  approximation  appears  to  be very  
poor i s  i n  th e  a r e a  o f  c lo se d  loop s t a b i l i t y .  F igu re  3 .9  p r e s e n t s  an
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F igure  3 .8 .  Comparison o f  True P ercen t  I n c r e a s e  In  Erro r  Due to  
Inc reased  Hardware Lag a t  Sampling Time * 0 .2  to  th e  








U lt im a te  Gain o f  D i s c r e t e  System ( 8)
U l t im a te  Gain P r e d i c t e d  by Dead Time 
Approximation
2.0
F igure  3 . 9 .  Comparison o f  U l t im a te  Gain o f  a D i s c r e t e  System with  
U l t im a te  Gain P r e d i c t e d  by Dead Time Approximation.
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u l t i m a t e  g a in  comparison fo r  t h e  d i s c r e t e  and th e  co r re s p o n d in g  c o n t i n ­
uous p r o p o r t i o n a l  c o n t r o l  o f  a pure f i r s t  o r d e r  system. Note t h e  u l t i ­
mate g a in  o f  t h e  d i s c r e t e  system I s  a lways lower th an  th e  g a in  p r e d i c t e d  
by the  co n t in u o u s  ap p ro x im a t io n .  The f a c t  th e  ap p ro x im a t io n  i s  n o t  p a r ­
t i c u l a r l y  good in  t h i s  a p p l i c a t i o n  i s  n o t  s u r p r i s i n g  c o n s id e r i n g  the  
u n u s u a l ly  h ig h  f requency  th e  system re sp o n se  i s  fo rced  to  undergo .  One 
assum pt ion  fundamental  to  th e  development o f  th e  ap p ro x im a t io n  i s  t h a t  
th e  sampling f requency  be much l a r g e r  than  th e  fundamenta l  f requency  o f  
the  system r e sp o n s e .  This  assum pt ion  i s  o b v io u s ly  poor under  t h e se  
extreme c o n d i t i o n s .
Summary
In  suranary, excep t  a t  ve ry  h igh  sampling t im es  ( r e l a t i v e  to  the
time c o n s t a n t  o f  the  system) o r  when under  extreme o p e r a t i n g  c o n d i t i o n s
(such as  o p e r a t i n g  a t  o r  n ea r  th e  s t a b i l i t y  l i m i t s  o f  the  s y s te m ) ,  a 
d i s c r e t e  c o n t r o l  system c o n t a i n i n g  a sampler  and zero  o r d e r  h o ld  can  be 
s u c c e s s f u l l y  approximated  by an e q u i v a l e n t  co n t in u o u s  system c o n t a i n i n g  
a pure dead t ime o f  one h a l f  t h e  sampling t im e .  The v a lu e  o f  t h e  a p ­
p rox im at ion  l i e s  i n  the  f a c t  i t  p ro v id e s  a b a s i s  fo r  a p p ly in g  many o f
the  t e c h n iq u e s  c u r r e n t l y  used on ly  i n  c o n t inuous  c o n t r o l  systems to  the  
d i s c r e t e  c o n t r o l  system as  w e l l .  Two s u c c e s s f u l  t e c h n iq u e s  a r e  demon­
s t r a t e d  i n  t h i s  c h a p t e r  ( c o n t r o l l e r  t u n in g  and p r e d i c t i n g  th e  e f f e c t  o f  
hardware  l a g s )  a long  w i th  an u n s u c c e s s f u l  te c h n iq u e  ( s t a b i l i t y  l i m i t s  
o f  a c o n t r o l  s y s te m ) .  H opefu l ly  t h e  suc c e ss  and l i m i t a t i o n s  o f  the  
ap p rox im a t ion  dem ons t ra ted  in  t h i s  a r t i c l e  w i l l  p rov ide  th e  b a s i s  f o r  
f u r t h e r  g e n e r a l i z a t i o n  o f  th e  t e c h n iq u e s  and methods used  i n  bo th  d i s ­
c r e t e  c o n t r o l  and i n  co n t in u o u s  c o n t r o l .
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CHAPTER IV
CONTROL OF A HIGH ORDER PLANT USING A TIME-OPTIMAL 
SECOND ORDER SWITCHING CURVE
I n t r o d u c t i o n
The a p p l i c a t i o n  o f  minimum time c o n t r o l  to a l a r g e  c l a s s  of  chemi­
c a l  p ro cesses  p rov ides  s e v e ra l  unique problems no t  normally  encountered  
in  o t h e r  f i e l d s  ( 2 ) ,  ( 3 ) ,  ( 4 ) ,  The n a tu r e  o f  the  problems e s s e n t i a l l y  
r u l e s  ou t  any s t r a i g h t - f o r w a r d  a p p l i c a t i o n  o f  the  minimum p r i n c i p l e  ( 5) 
and should be a t  l e a s t  recognized  b e fo re  any workable c o n t r o l  s t r a t e g y  
can be des igned  u t i l i z i n g  the  p o t e n t i a l  o f  op t im al  c o n t r o l .  This  chap­
t e r  w i l l  d i s c u s s  some of the  p r a c t i c a l  problems involved  with  d i r e c t l y  
a pp ly ing  minimum-time c o n t r o l  and w i l l  o f f e r  a workable des ign  o f  a 
" t im e -o p t im a l"  c o n t r o l l e r ,  a p p l i c a b l e  to  the  c l a s s  o f  chemical  p ro ­
c e s s e s  under  c o n s id e r a t i o n .
The p rocesses  which w i l l  be co n s id e red  in  t h i s  c h a p te r  w i l l  be 
the  complex la rg e  s c a l e  chemical  p ro cesse s  commonly found in  the chemi­
c a l  i n d u s t r y .  T y p ic a l ly  th e se  p rocesses  can be d e s c r ib e d  as  h i g h - o r d e r ,  
over-damped systems u s u a l l y  o p e r a t i n g  w i th in  l i m i t s  on the  a l lo w ab le  
c o n t r o l  a c t i o n .  Due to  the  dynamic n a tu r e  o f  t h e  environment t h i s  con­
t r o l  system i s  u s u a l l y  r e q u i re d  to  fo l lo w  p e r io d ic  changes in  the  s e t -  
p o in t  as w e l l  as  to  c o r r e c t  f o r  numerous d i s t u r b a n c e s  which f r e q u e n t l y  
e n t e r  the  loop. To meet th e se  dua l  needs some form o f  feedback compen­
s a t i o n  has  t y p i c a l l y  been used .
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With the  use  o f  th e  v e r s a t i l e  bu t  expens ive  d i g i t a l  c o n t r o l  com­
p u t e r  i n  the  chemical  p ro ce ss  i n d u s t r i e s  t h e r e  i s  an i n c r e a s e d  demand 
to  r e p l a c e  c o n v e n t io n a l  c o n t r o l  s t r a t e g i e s  w i th  more s o p h i s t i c a t e d  t e c h ­
n iques  i n  c a s e s  where some r e a l  economic advantage  can  be g a in ed .  The 
c l a s s  o f  chemical  p r o c e s s e s  to  be c o n s id e re d  in  t h i s  a r t i c l e  o f f e r s  one 
such a r e a .  The o n e - ,  two- ,  o r  three-mode an a log  c o n t r o l l e r s  conven­
t i o n a l l y  used i n  the  c o n t r o l  o f  most chemical  p r o c e s s e s  perform w e l l  i n  
most a p p l i c a t i o n s ;  however,  f o r  th e  h i g h - o r d e r  over-damped p ro ce sse s  
under  c o n s i d e r a t i o n  t h e i r  e f f e c t i v e n e s s  r a p i d l y  d e t e r i o r a t e s  when the  
m an ip u la ted  v a r i a b l e  becomes s a t u r a t e d .  The nar row er  t h e  o p e r a t i n g  
l i m i t s  o f  a l lo w a b le  c o n t r o l  a c t i o n ,  th e  l e s s  e f f e c t i v e  w i l l  be th e  con­
v e n t i o n a l  c o n t r o l l e r .  R ep lac ing  th e  c o n v e n t io n a l  c o n t r o l l e r  w i th  a 
t im e -o p t im a l  c o n t r o l l e r ,  t a k in g  i n t o  c o n s i d e r a t i o n  a l l  t h e  c o n s t r a i n t s ,  
ap p ea rs  to  be a s y s t e m a t i c  approach to  h a n d l in g  th e  problem. However, 
s e v e r a l  problems a r i s e  due to  th e  n a t u r e  o f  t h e  environment  i n  which th e  
c o n t r o l  system must o p e r a t e .
Complex S o l u t i o n
The high o r d e r  o f  t h e  system poses  one major  problem. Like any
o t h e r  h igh  o r d e r  sys tem ,  th e  e x a c t  s o l u t i o n  o f  th e  n e c e s s a r y  e q u a t io n s
p r e s c r i b e d  by the  minimum p r i n c i p l e  can  be r a t h e r  complex. In  g e n e r a l  
thfo r  an n o r d e r  l i n e a r  system the  e x ac t  s o l u t i o n  r e q u i r e s  a t  b e s t  an 
i t e r a t i v e  s o l u t i o n  o f  an n ^  o r d e r  tw o -p o in t  boundary v a lu e  problem.
Such a s o l u t i o n  i s  in  g e n e r a l  p o s s i b l e ;  however ,  f o r  s e v e r a l  r e a so n s  i t  
i s  n o t  p a r t i c u l a r l y  a p p l i c a b l e  to  the  c lo s e d  loop environment  in  which 
i t  must o p e r a t e .
The most obvious  re a so n  i s  s imply  th e  s h e a r  com pu ta t ion  power and 
t ime r e q u i r e d  f o r  each s o l u t i o n .  I f  the  system i s  o p e r a t i n g  in  a t r u e
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c lo s e d  loop f a sh io n  (which seems a lmost  n e c e s sa ry  to  s a t i s f y  the r e g u ­
l a t o r  f u n c t io n  o f  th e  d e s i r e d  c o n t r o l  system) the  problem must be r e ­
so lved  a t  every sampling i n s t a n t .  Gran ted ,  i t  i s  p o s s i b l e  t h a t  i n  some 
s i t u a t i o n s  the  computer s o l u t i o n  may be f a s t  enough t h a t  f o r  v e ry  slow 
p ro cesses  the  c o n t r o l  could  be Implemented in  t h i s  f a s h io n ,  bu t  i t  i s  
a t  a s a c r i f i c e  o f  bo th  computer s to r a g e  and time which would normally  
be a v a i l a b l e  to  o t h e r  p rocess  loops  o r  o th e r  c o n t r o l  f u n c t io n s .
Methods have been developed to  determine a n o n - l i n e a r  c o n t r o l l e r  
based on sw i tch ing  curves  so t h a t  t ime op t imal  c o n t r o l  can be a p p l i e d  
i n  a feedback manner w i th o u t  hav ing  to  r e - s o l v e  the  problem a t  every 
sampling i n s t a n t .  The d i f f i c u l t y  involved  with  implementing t h i s  idea 
to  the problems under  c o n s id e r a t i o n  i s  fo r  h igh  o rd e r  systems the  p h y s i ­
c a l  s i g n i f i c a n c e  o f  the  sw i tch in g  curve  i s  l o s t  and sw i tch in g  i s  based 
on the  s o l u t i o n  o f  n -1 h ig h ly  n o n l i n e a r  e qua t ions  with  n unknowns and 
s e v e ra l  i n e q u a l i t y  c o n s t r a i n t s .  Once a g a in ,  f o r  h igh  o r d e r  systems 
much o f  the  c a p a c i t y  of  the  p rocess  computer would be r e q u i r e d  fo r  t h i s  
s i n g l e  c o n t r o l  f u n c t io n .
Unmeasurable S t a t e  V ar iab le
Another  s e r i o u s  problem encountered  in  u s in g  the exac t  s o l u t i o n  in  
a feedback manner i s  the  need f o r  in fo rm a t io n  on a l l  the  s t a t e s  o f  the  
system. In  most p ro cesses  the  s t a t e s  o f  the  system do n o t  co r respond  
to  any p h y s ica l  v a r i a b l e  which could  be d i r e c t l y  measured,  and conse ­
q u e n t ly ,  they must be determined from the  ou tp u t  o f  the  p ro c e s s .  Even 
u s in g  s o p h i s t i c a t e d  f i l t e r i n g  techn iques  the  r e s u l t s  a r e  poor f o r  h ig h -  
o rd e r  s t a t e s .  A knowledge o f  the  complete s t a t e  o f  the  system i s  e s se n ­
t i a l  i f  an exac t  s o l u t i o n  i s  to  be implemented in  a feedback f a s h i o n .
The lack  o f  such knowledge y i e l d s  an ex ac t  s o l u t i o n  im poss ib le  excep t  i n
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th e  open loop f a sh io n  which has a l r e a d y  been deemed u n s a t i s f a c t o r y .
Model E r r o r s  and S i m p l i f i c a t i o n s
In  c o n s id e r in g  the  problems Involved in  o b t a i n i n g  an ex ac t  s o l u t i o n ,  
the  f a c t  should  be recogn ized  t h a t  even the  b e s t  system model i s  probably  
an o v e r - s i m p l i f i c a t i o n  o f  r e a l i t y .  The chemical p rocess  i s  in  gen e ra l  
u n l ik e  o t h e r  systems in  which the  b a s ic  m athem at ica l  d e s c r i p t i o n  c o r r e ­
sponds d i r e c t l y  to  the  phys ics  o f  the  problem. T y p ic a l ly  a model o f  the  
p rocess  i s  determined by em p i r ic a l  means such as  f requency response  
a n a l y s i s  o r  by a n o n l in e a r  r e g r e s s i o n  on a s e t  o f  t ime response  d a t a .
The r e s u l t  u s u a l l y  o b ta in ed  i s  a l i n e a r  t r a n s f e r  fu n c t io n  which i s  a s ­
sumed to  be the  model o f  the. system. The a c t u a l  p rocess  may be e i t h e r  a 
v e ry  h ig h -o r d e r  system o r  a d i s t r i b u t e d  parameter  system fo r  which the  
model i s  only  a "good" approx im ation .  The r e a l  p rocess  may a l s o  c o n t a i n  
any number o f  n o n l i n e a r i t i e s  no t  inc luded  in  the  model.  The n e t  r e s u l t  
o f  a l l  the  e r r o r s  and s i m p l i f i c a t i o n s  in  the  p rocess  model may o r  may 
n o t  be s i g n i f i c a n t ;  however, they  do render  h o p e le s s  the p o s s i b i l i t y  o f  
a t r u l y  ex ac t  s o l u t i o n .  Regard less  o f  the  amount o f  t ime and e f f o r t  
spen t  to implement an ex ac t  s o lu t i o n  i t  t u rn s  out  to  be based on a p ro ­
cess  model which does n o t  d e s c r i b e  the  system e x a c t l y .
Unknown E q u i l ib r iu m
Another  d i f f i c u l t y  which a r i s e s  in  u s in g  the  " e x a c t"  s o l u t i o n  i s  
the  f a c t  t h a t  the  complexi ty  o f  the problem may be such t h a t  the  e q u i ­
l ib r iu m  p o in t  o f  the m anipu la ted  v a r i a b l e  may no t  be known and might be 
im poss ib le  o r  i m p r a c t i c a l  to  de term ine  (such as the steam r a t e  to  the  
r e b o i l e r  o f  a d i s t i l l a t i o n  column). A lso ,  due to  th e  dynamic n a tu r e  o f  
the  process  environment,  th e  a c t u a l  e q u i l i b r iu m  p o in t  may a c t u a l l y  be 
changing w i th  time.
To be concerned  about, an e x a c t  s o l u t i o n  when th e  p roper  s t a t i o n a r y  
p o in t  i s  n o t  known would seem to  be a  g ro s s  wa6t e  o f  t ime and e f f o r t .
I n  l i g h t  o f  the  problems d i s c u s s e d ,  the  p o s s i b i l i t y  o f  t ime op t im al  
c o n t r o l  ap p ea rs  remote .  A feedback  d e s ig n  i s  a lm ost  e s s e n t i a l ,  n o t  o n ly  
t o  c o r r e c t  f o r  unknown d i s t u r b a n c e s  b u t  a l s o  to  compensate f o r  modeling 
e r r o r s  and e r r o r s  in  the  e s t im a te d  s t a t i o n a r y  p o s i t i o n  o f  the  system.
Due to  th e  h igh  o r d e r  o f  th e  p ro ce ss  under  c o n s i d e r a t i o n  any d i r e c t  
im plem enta t ion  o f  an ex ac t  s o l u t i o n  in  t h i s  manner would b e ,  to  say  th e  
l e a s t ,  c o s t l y  i n  te rms o f  computer  t ime and memory. The l o g i c a l  r o u te  
i s  t o  abandon th e  idea  o f  an ex ac t  t ime o p t im a l  c o n t r o l l e r  and make 
s e v e r a l  s i m p l i f i c a t i o n s  which would y i e l d  a workable  and h o p e f u l ly  a 
" n e a r - o p t i m a l "  c o n t r o l l e r .  The rem ainder  o f  t h i s  c h a p t e r  w i l l  be con­
ce rned  w i th  two such s i m p l i f i c a t i o n s  based on a seco n d -o rd e r  approxima­
t i o n  to  the  system e q u a t i o n s .
Second Order  Feedback
C o n s id e ra b le  s i m p l i f i c a t i o n  i s  o b t a in e d  i f  the  system e q u a t io n s  can 
be assumed to  be second o r d e r .  One c o m p u ta t io n a l  advan tage  l i e s  in  the 
need to  c a l c u l a t e  on ly  one a d d i t i o n a l  s t a t e  from the  system o u t p u t ,  b u t  
by f a r  th e  g r e a t e s t  advan tage  l i e s  i n  t h e  s i m p l i c i t y  o f  the  feedback 
c o n t r o l  scheme. F igu re  4 .1  i l l u s t r a t e s  such a c o n t r o l  scheme. Note the  
c o n t r o l l e r  c o n s i s t s  o f  t h r e e  e lem ents :  a f i l t e r  to  d e te rm in e  th e  d e r i v ­
a t i v e  o f  t h e  o u t p u t ,  a n o n l i n e a r  s w i tc h in g  curve  and a bang-bang  e l e ­
ment ,  a l l  o f  which can be implemented e a s i l y  on the  d i g i t a l  computer .
The key to  th e  e n t i r e  system i s  th e  sw i tch in g  c u rv e .  The sw i tc h in g  
c u rv e  can  be de te rm ined  d i r e c t l y  from th e  s e c o n d -o rd e r  model w i th  no 
d i r e c t  r e f e r e n c e  to  the  minimum p r i n c i p l e  as  such .  The system e q u a t io n  









y ( t )
C o n t r o l l e r
F igure  4 .1  Time Optimal C o n t r o l l e r  f o r  a Second Order P lan t ,
O'
O'
c o n d i t i o n s  which lead  to  th e  o r i g i n  f o r  both  the  maximum and the minimum 
c o n t r o l .  For  th e  s eco n d -o rd e r  system,
y ( t )  + (Tj + t 2) + t^ 2 -  -  u (4 .1 )
(t  ̂ and t j  a t e  r e a l  c o n s t a n t s  and U i s  the  c o n t r o l  a c t i o n  which can as*
sume to  be e i t h e r  u n o r  u . . )  The g e n e ra l  s o l u t i o n  i s  a s  fo l lowsmax min
f o r  both  the  ca s e  where ^ T2 an<* t *ie case  ■ t :
Case I  ^ T2
( l 9T9-Hi1-U) - t / T  ( £ t . H . - U )  - t / T .y(t> - • v +-777775-v +u
( 4 . 2 )
d v f t )  « 2W » >  ^ 2 T l ^ r U) - t / T 2
d t  (T2 ' T1) " <t 2 ' t 1) '
Case I I  T ^ •  t 2 ■ T
y ( t )  -  ( S j - u J d + t / T )  + S2t  e " t /T  + u (4 .4 )
-  ( § l - U ) ( l + t / T ) ( l / T )  +  S 2 t / r  e ' t / T  ( 4 . 5 )
where = i n i t i a l  c o n d i t i o n s  on y ( t )
§2 = i n i t i a l  c o n d i t i o n s  on ^  y ( t )
I n  de te rm in in g  the  sw i tch ing  curve  fo r  Case I  i t  i s  conven ien t  to  so lv e  
the  eq u a t io n s  f o r  an<i w i th  y ( t )  ■ 0 and ■ 0. A f t e r  some
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a l g e b r a i c  m an ip u la t io n s  time can be e l im in a t e d  from the  r e s u l t i n g  equa­
t i o n s  to  y i e l d  the  fo l low ing  sw i tch in g  curve (5 ) :
x2 "  1 + ( 4 *6)
where
T!
a “ 7 “ ( t 2 > t 1) (4 .7 )
2
t /T ,
X1 "  ^ 2  + U)e U <4 ' 8> 
t /T 2
X2 -  (§2 + U)e - U (4 .9)
U -  + I (4 .10)
For Case I I  the  n o n l i n e a r i t y  o f  t h e  e q u a t io n s  p r e v e n t s  a f u n c t io n a l  form 
of  the  sw i tch in g  cu rv e .  However, th e  curve  can he  e a s i l y  implemented by
s o lv in g  the  eq u a t io n s  in  r e v e r s e  time f o r  -  0 and ^ 2 " ® an<* s t o r i n g
the v a lu e s  in  a t a b l e .
t  + t / r
y L -  U ^  - 1 e + 1 (4 .11)
t  + t /T
y 2 “ y l “  ‘  U 7  e (4 .12)
Second-Order Approximation
I n  an a t t em p t  to  u t i l i z e  the s i m p l i c i t y  o f  the  second-order  t ime-  
o p t im a l  c o n t r o l l e r  the  obvious p rocedure  would be t o  f i t  a second-order  
model to  th e  h ig h e r  o r d e r  system and de te rm ine  th e  time c o n s t a n t
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n e ce s sa ry  to c o n s t r u c t  a s econd-o rde r  sw i tch in g  cu rve .  To t e s t  the  e f ­
f e c t i v e n e s s  o f  such an approximat ion  the  fo l low ing  6 th  o r d e r  p rocess  
was s e l e c t e d :
G(s) -  -------— 7  (4 .13)
(1 + 8)°
In  o rd e r  to  de termine  the second-o rde r  system which g iv e s  th e  
" b e s t  f i t "  a n o n l in e a r  r e g r e s s i o n  was used to  f i t  th e  s t e p  response  
over  the  range o f  t ime t  ■ 0 to  t  ■ 20, g iv in g  the r e s u l t s  ■
3.032.  From F igure  4 .2  i t  i s  obvious the  second-orde r  approximat ion  l a  
poor ,  a t  l e a s t  in  open-loop performance.  F igure  4 ,3  and F igu re  4 .4  
i l l u s t r a t i n g  the  behav io r  of  th e  c o n t r o l  loop both in  t h e  time domain 
and in  the p h a s e -p la n e ,  only  conf irm  the s u s p i c io n  about the  c lo s e d - lo o p  
performance o f  the  c o n t r o l  system. Note a r a t h e r  s evere  l i m i t  c y c le  i s  
reached w i th  the  magnitude o f  o s c i l l a t i o n  almost  equal  to  th e  o r i g i n a l  
d i sp lacem en t .  I t  i s  e v id en t  t h a t  a s imple second-o rde r  approximat ion  
i s  no t  s u i t a b l e  f o r  the  h ig h -o r d e r  p rocess  be ing  c o n s id e re d .
Second-Order Plus Dead Time Approximation
From o b s e rv a t io n  o f  the  t r a n s i e n t  response  da ta  i t  appears  t h a t  a 
much b e t t e r  approximation  could  be o b ta in e d  i f  a pure dead time i s  i n ­
cluded  with  the  second-o rde r  model. Indeed ,  a f t e r  performing a non­
l i n e a r  r e g r e s s i o n ,  the  t ime response  f i t  appears  to  be v e ry  good (see  
F igure  4 . 5 ) .  The on ly  problem i s  how to  t r e a t  the  dead- t im e .  The 
second-orde r  t ime op t im a l  c o n t r o l  d i s c u s s e d  up to  now has  not  inc luded  
any n o n l in e a r  term in  the  system eq u a t io n s .
One conven ien t  way to  e l i m i n a t e  the  problem i s  to  use  the Smith 
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2nd Order Switching Curve
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Figure 4 .4 .  Phase P lo t; Tine Optimal Control o f  a 6th Order Plant
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Figure  4 . 5 .  Second Order  P lus  Dead Time Model -  Minimum E r ro r  -  Squared F i t .
e l im i n a t e  dead t ime from a t y p i c a l  p ro cess  loop in  which the p rocess  
t r a n s f e r  f u n c t io n  and th e  dead t ime a r e  p r e c i s e l y  known. This  t e c h ­
n ique in c lu d es  a p ro cess  and dead t ime model i n  t h e  c o n t r o l l e r  in  such 
a way t h a t  the n e t  e f f e c t  i s  to  e l im in a t e  the dead time from the  loop 
dynamics. F igure  4 , 6 - a  shows in  b lock  diagram form how th e  p r e d i c t o r  
i s  implemented. The c lo se d  loop s o l u t i o n  i s :
- 8TPG (s)G ( s ) e
Y(s) -  ------------------------£-------2-------    R(g)
l+Gc(a)Gp(s)4Gc(a)Gpia)e p-Gc (s)Gm( s ) e  “
(4 .14)
where Gc ( s )  ■ c o n t r o l  a lg o r i th m
Gp(s) * p ro cess  t r a n s f e r  f u n c t io n  
Tp * p rocess  dead time
G (s)  ■ model t r a n s f e r  f u n c t io n
ID
T * model dead time m
-sT -sT
Mote in  the  i d e a l  case  G ( s ) e  ■ G ( s ) e  m th e  s o l u t i o n  s lmpl i -p m
f i e s  t o  ( see  F ig u re  4 .6 -b ) :
_ s T n
G (s)G ( s ) e
Y(*> ■ l+C !.)0 (.) (4-l6)C p
The reduced ex p re s s io n  does n o t  c o n t a i n  a dead time term in  the  c h a ra c ­





F igure  4 . 6 - a .  Compensating f o r  Dead Time Using a Smith P r e d i c to r
Y(s)-sT
F igure  4 . 6 - b .  Equ iva len t  Block Diagram Using a P e r f e c t  Smith
P r e d i c t o r  (G ( s )  -  G ( s ) ;  T -  T ) .m p m a
In app ly ing  t h i s  technique  to  the time op t im al  feedback c o n t r o l  
the  phi losophy  i s  t o  e f f e c t i v e l y  reduce the  o rd e r  o f  the  c o n t r o l  system 
by s u b t r a c t i n g  ou t  the  dead time (F ig u re  4 . 7 ) .  Note t h a t  the  a c t u a l  
p rocess  does no t  c o n ta in  a dead time.  However s in c e  the  p rocess  behaves 
much l i k e  a second-orde r  p lus  dead time system i t  i s  hopefu l  t h a t  s u f ­
f i c i e n t  " c a n c e l l a t i o n "  w i l l  r e s u l t  t h a t  t h e  o v e r a l l  system behaves much 
l i k e  a second-o rde r  system.
F igure  4 .8  and 4 .9  show the  r e s u l t s  o f  such a c o n t r o l  system. In  
l i g h t  o f  how poor th e  r e s u l t s  were f o r  the  pure s eco n d -o rd e r  a p p ro x i ­
m at ion ,  the  r e s u l t s  appear  to  be very  good. The system o u tp u t  was, in  
an encourag ing ly  s h o r t  p e r io d  o f  t ime,  brought  and h e ld  c l o s e  to  the
d e s i r e d  v a l u e .  F igu re  4 .9  i s  the  phase p l o t  of  th e  p r e d i c t o r  o u tp u t .
Note the  l i m i t  c y c le  has  c o n s id e r a b l e  magni tude;  however ,  i t  should  be 
noted  t h a t  t h i s  i s  n o t  the  a c t u a l  'system o u tp u t  bu t  th e  o u tp u t  o f  the  
p r e d i c t o r .  The l i m i t  c y c le  i s  no t  n o t i c e a b l e  i n  th e  a c t u a l  o u tp u t  of 
the  system.
Another  s tudy  was made u s in g  the second-o rde r  la g  p lu s  dead time
approx im ation  over  the  reg io n  o f  th e  s t e p  response  from t  ■ 0 to  t  ■ 5
( i n s t e a d  of  t  ■ 20) .  F ig u re  4 .10  i l l u s t r a t e s  the  r e s u l t s ,  and n o te  the 
f i t  i s  c lo s e  over  the  f i r s t  p a r t  o f  the  curve  bu t  poor f o r  the  remain­
de r .
The system response  i n  F ig u re s  4 .11 and 4 .12 show the  r e s u l t s  ob­
t a i n e d .  Note the  response  has  a much f a s t e r  i n i t i a l  r i s e  t ime bu t  a 
longer  s e t t l i n g  time.  In  f a c t  i t  looks very  s i m i l a r  to  th e  q u a r t e r  
d e la y  r a t i o  o f t e n  used as a b a s i s  f o r  tu n in g  co n v en t io n a l  c o n t r o l l e r s .  
This  approximation  a l s o  appears  to  be a s u c c e s s f u l  c o n t r o l  s t r a t e g y .
S w itc h in g  Curve 
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Figure  4 . 7 .  Smith P r e d i c t o r  w i th  Time Optimal C o n t r o l l e r .
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F ig u re  4 . 8 .  Time Response:  Time O ptimal  C o n t r o l  o f  a  6 t h - 0 r d e r  P l a n t  U s in g  a  2nd Order





















2nd Order Switching Curve
Phase T r a j e c t o r y  o f  P r e d i c to r  
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F igure  4 . 9 .  Phase P l o t  o f  P r e d i c t o r  Output:  Time Optimal Contro l
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Figure  4 .1 0 .  Second Order Plus Dead Time Model -  Minimum E r ro r  Squared F i t .
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F i g u r e  4 . 1 1 .  Time Response:  Time Opt imal  C o n t r o l  o f  a  6 t h  O rder  P l a n t  U s ing  a 2nd Order




2nd Order Switching Curve
O<n«.
Phase T r a j e c t o r y  o f  
P r e d i c t o r  Output
( P r e d i c t o r  Output)
F igure  4 .1 2 .  Phase P lo t  o f  P r e d i c t o r  Output:  Tine Optimal Contro l
o f  a 6 th 'O rd e r  P l a n t  Using a  2nd Order  P lu s  Dead Time 
Model. • •
Summary
This  i n v e s t i g a t i o n  has  shown t h a t  th e  op t im a l  c o n t r o l  s t r a t e g y  
d e r iv e d  from a s imple model can be s u c c e s s f u l l y  used to  c o n t r o l  a more 
complex p ro c e ss .  This  i s  a t t r a c t i v e  as  (1)  a d e t a i l e d  model need no t  
be developed,  (2) the  com puta t ions  invo lved  would n o t  burden the  com­
p u t e r ,  (3) e q u i l ib r iu m  p o in t s  need not  be de termined  a c c u r a t e l y ,  and 
(A) the  hardware needed to  implement t h i s  p rocedure  i s  s im ple .  Tech­
n iques  such as  t h i s  appear  to  be one ro u te  by which op t im al  c o n t r o l  
th e o ry  can be a p p l i e d  to  p ro cess  systems.
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CHAPTER V
FORMULATING THE NONLINEAR LEAST-SQUARE MODEL 
REGRESSION FOR FAST ON-LINE ANALYSIS
I n t r o d u c t i o n
I t  I s  becoming widely  accep ted  t h a t  the  i n s t a l l a t i o n  of  a d i g i t a l  
computer f o r  p ro cess  c o n t r o l  cannot  be e a s i l y  j u s t i f i e d  on the  economics 
o f  s imply r e p l a c i n g  c o n v e n t io n a l  ana log  equipment.  More and more empha­
s i s  i s  be ing  p laced  on e x p l o i t i n g  the  f l e x i b i l i t y  and lo g ic  c a p a b i l i t i e s  
of  the  d i g i t a l  computer by implementing advanced c o n t r o l  concep ts  such 
as  p l a n t  s e t p o i n t  o p t i m i z a t i o n ,  n o n - i n t e r a c t i n g  c o n t r o l  o f  m u l t i v a r i a b l e  
p l a n t s ,  feedforward c o n t r o l ,  cascade c o n t r o l ,  n o n l in e a r  c o n t r o l ,  e t c .
One common requirem ent  fo r  a l l  the  above techn iques  i s  a reasonab ly  
a c c u r a t e  mathemat ica l  d e s c r i p t i o n  o f  th e  process  under  c o n t r o l .  I f  the 
p ro cess  model i s  poor ,  the f u l l  p o t e n t i a l  o f  the t echn iques  mentioned 
above w i l l  no t  be r e a l i z e d .  This problem i s  even more com plica ted  by 
the  f a c t  t h a t  many p rocesses  encountered  in  the  p rocess  i n d u s t r i e s  a re  
n o n - s t a t i o n a r y , t h a t  i s ,  the  " c o r r e c t "  or  " b e s t "  model a c t u a l l y  changes 
w i th  time due to  changes in  such f a c t o r s  as  o p e r a t i n g  l e v e l ,  c a t a l y s t  
age ,  env ironmenta l  c o n d i t i o n s ,  e t c .  As a r e s u l t  some form of  a d a p t iv e  
c o n t r o l  i s  needed to measure the  changes in  process  param eters  and com­
pensa te  by a d j u s t i n g  the c o n t r o l  pa ram ete rs .
Numerous techn iques  have been developed to  adap t  to  changes  in  
p rocess  pa ram e te rs .  The most g e n e ra l  o f  the techn iques  i s  v i a  a d i r e c t  
model d e t e r m in a t io n  which c o n s i s t s  o f  t h r e e  Bteps:
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(L) p e r io d ic  d a ta  c o l l e c t i o n
(2) d e te rm in a t io n  o f  new model param eters  from p ro cess  da ta
(3) upda t ing  of  c o n t r o l  param eters  based on the  new model 
parameters
This  t echn ique  i s  v e ry  a t t r a c t i v e  i n  a complex system which c o n ta in s  
numerous loops and s e v e r a l  l e v e l s  o f  c o n t r o l ,  a l l  o f  which might be con­
t r o l l e d  by a d i f f e r e n t  a lg o r i th m  or  s t r a t e g y .  In such cases  a s i n g l e  
r e g r e s s i o n  program could  be used in  c o n j u c t i o n  w i th  a l l  the  loops and 
c o n t r o l  l e v e l s  to  adap t  to  changes in  p rocess  pa ram e te rs .
This  c h a p te r  w i l l  be p r im a r i l y  concerned w i th  th e  f i r s t  two s te p s  
in  t h i s  apporach to  a d a p t iv e  c o n t r o l .  The problems a s s o c i a t e d  w ith  
s t e p  3, u p d a t in g  c o n t r o l  s e t t i n g s  f o r  a g iven  s e t  of  p rocess  p a ram e te r s ,  
a r e  f a i r l y  s t r a i g h t - f o r w a r d  in  most c a s e s .  Most advanced c o n t r o l  con­
c e p t s  a r e  des igned  around some assumed p rocess  model;  and once the 
parameters  o f  the model a r e  known, the  c o n t r o l l e r  i s  s p e c i f i e d  ( 1 ) ,  ( 2 ) .  
Even f o r  the  c l a s s i c a l  o n e - ,  two- ,  and three-mode c o n t r o l l e r s ,  numerous 
tun ing  t a b l e s  and eq u a t io n s  a r e  a v a i l a b l e  which p r e s e n t  the  g a in ,  r e s e t ,  
and r a t e  parameters  as  f u n c t io n s  o f  sampling time and model param eters  
( 5 ) ,  ( 6 ) ,  ( 7 ) ,  ( 8 ) ,  ( 9 ) ,  (1 0 ) .
The d a ta  c o l l e c t i o n  and model r e g r e s s i o n  s t e p s  a r e  no t  so w e l l -  
developed.  Long d a ta  t a b l e s  a r e  o f t e n  r e q u i r e d  to  c o l l e c t  and s t o r e  
the  d a ta  and the program which performs the  r e g r e s s i o n  i s  g e n e r a l l y  long 
and time-consuming.  This  a r t i c l e  w i l l  d i s c u s s  t h i s  problem and p r e s e n t  
a g e n e ra l  way to  fo rm ula te  the  d a ta  c o l l e c t i o n  and parameter  r e g r e s s i o n  
to  g r e a t l y  reduce s to r a g e  requ irem en ts  and running time over  conven­
t i o n a l  " o f f - l i n e "  programs and f r e e  t h e  computer to  perform a d d i t i o n a l  
t a s k s  which perhaps  co u ld  no t  be e a s i l y  implemented u s in g  c o n v e n t io n a l
ana log  equipment .
"L eas t -Squa re"  R egress ion
One popular  t echn ique  fo r  both  o n - l i n e  and o f f - l i n e  parameter  id en ­
t i f i c a t i o n  i s  s imply a " l e a s t - s q u a r e "  f i t  o f  e i t h e r  the  a c t u a l  p rocess  
o u tp u t  ( 8 ) ,  the d e r i v a t i v e  o f  the  p rocess  o u tp u t  ( 4 ) ,  o r  the  i n t e g r a l  
o f  the  p rocess  o u tp u t  ( 4 ) .  This  techn ique  i s  very  g e n e ra l  and can be 
employed with  no g r e a t  d i f f i c u l t y  w i th  most models commonly used to  
d e s c r ib e  chemical  p r o c e s s e s .  I t  i s  s t a t i s t i c a l  by n a tu r e  and i s  p a r ­
t i c u l a r l y  s u i t a b l e  fo r  p rocess  d a ta  which i s  t y p i c a l l y  accompanied by 
n o i s e .  I t  i s  e a s i l y  unders tood  and can be e a s i l y  programmed; however, 
i t  should be noted  t h a t  t h e r e  i s  a c o n s id e ra b l e  d i f f e r e n c e  in  program 
requ irem ents  f o r  an e f f e c t i v e  o n - l i n e  program as  opposed to the  more 
con v en t io n a l  o f f - l i n e  program. For a program which i s  o p e r a t i n g  in  a 
r e a l  t ime environment in  which many d i f f e r e n t  o p e r a t i o n s  must be e s s e n ­
t i a l l y  performed s im u l t a n e o u s ly ,  com puta t ion  t ime i s  a t  a premium. 
Fur therm ore ,  th e  numerous f u n c t io n s  a s i n g l e  computer i s  expected  to 
perform, coupled  w i th  a r a t h e r  l im i t e d  core  s i z e ,  demand t h a t  the  leng th  
o f  a l l  o n - l i n e  programs and da ta  t a b l e s  be minimized. While i t  would be 
n ic e  to  have a f a s t ,  e f f i c i e n t  o f f - l i n e  program, i t  i s  no t  so e s s e n t i a l .  
The premium f o r  an o f f - l i n e  program i s  p robably  more p r o p e r ly  p laced  on 
f l e x i b i l i t y  and g e n e r a l i t y .  These d i s t i n c t i o n s  a r e  f a i r l y  obvious;  
however,  when th e  time comes to  i n i t i a t e  o n - l i n e  i d e n t i f i c a t i o n  the  
g e n e ra l  tendency a t  p r e s e n t  i s  to  e s s e n t i a l l y  use  th e  o f f - l i n e  v e r s i o n  
o f  th e  program. I f  c a r e  i s  taken  in  fo rm u la t in g  the  i d e n t i f i c a t i o n  
program s p e c i f i c a l l y  f o r  o n - l i n e  u s e ,  s i g n i f i c a n t  Improvements can  be 
made bo th  i n  terms o f  e x e c u t io n  time and c o re  s to r a g e .
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Development of  a N on l inea r  "L eas t -Squa re"  Regress ion
To i l l u s t r a t e  the d i f f e r e n c e  between a co n v en t io n a l  r e g r e s s i o n  
program and one w r i t t e n  s p e c i f i c a l l y  f o r  o n - l i n e  u s e ,  c o n s id e r  th e  
development o f  a n o n l in e a r  l e a s t - s q u a r e  program to  f i t  a s e t  o f  in p u t -  
o u tp u t  d a ta  t o  a second-o rde r  lag  p lus  dead time model o f  th e  form;
Process  Parameters  
K -  g a in
t ^ , t 2 = time c o n s t a n t s  ( r e a l ,  d i s t i n c t )
9 = dead time ( r e a l )
The f i r s t  s t e p  in  develop ing  a r e g r e s s i o n  program i s  to  d e f in e  a 
c r i t e r i o n  f u n c t io n  o r  measure o f  f i t  by which to  judge which param eter  
v a lu e s  b e s t  f i t  the  d a t a .  The c r i t e r i o n  fu n c t io n  used by a l l  " l e a s t -  
square"  programs i s  d e f in e d  as  fo l low s :
-9s
Ke___
(5 .1 )( 1  +  T 1 S ) ( 1  +  T 2 S )
M 2E -  E (x t  -  5ci )
i -1
(5 .2 )
where E « f i t  e r r o r
x^ “  a c t u a l  p rocess  o u tp u t  a t  p o in t  i
x^ -  p r e d i c t e d  p rocess  o u tp u t  a t  p o in t  i
M ■ t o t a l  number o f  d a ta  p o in t s
Th is  e x p re s s io n  can be expanded by e x p re s s in g  x^ in  terms o f  the p u lse
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tr a n sfe r  fu nction  corresponding to the dynamic model.




E " 1̂ 1 V Cl Xi - l  + C2Xi -2  ' BlUi-(iH-l) + B2Ui-(n+2)
+ B3Ui- (n + 3 ) (5 .4 )
The c o n s t a n t s  In  th e  above e q u a t io n  a r e  f u n c t io n s  o f  th e  p a ra m e te rs  o f  
t h e  sy s tem  (t ^,  t ^> 8 ,  and K) d e f in e d  by th e  fo l lo w in g  e q u a t io n s :
- T / t 1 -T /t ;
* e + e (5 .5 )
-T /t 1 -T / t 2 '
e e
I
- m T /t .
B, •» K
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(5 .8 )
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T -  sampling time 
n -  i n t e g e r  d e lay  ( i n t e g e r  o f  G/T) 
m -  1 - G/T - n
no te  0 * (1-m) T + n
The o b j e c t  of  t h i s  r e g r e s s i o n  i s  to  f i n d  v a lu e s  of  t ^ ,  t ^ ,  Q, and K 
which g ive  the  minimum f i t - e r r o r ,  E*, s u b je c t  to  the  c o n s t r a i n t s  t h a t  
T ^ , T2 and G a r e  p o s i t i v e  and r e a l .
I n  deve lop ing  an o f f - l i n e  r e g r e s s i o n  program, the  fo rm u la t io n  i s  
e s s e n t i a l l y  complete .  The m in im iza t ion  i n d i c a t e d  above can be e a s i l y  
implemented by performing a d i r e c t  s ea rch  o f  T^, K, and G to  f in d  
E* by the  use  o f  one o f  the many m u l t id im en s io n a l  s ea rch  tech n iq u es  c u r ­
r e n t l y  a v a i l a b l e  (1 2 ) .  In  c e r t a i n  o t h e r  c a s e s ,  t h i s  can be reduced to  a 
one-d imensiona l  search  ( see  Chap te r  VI) .  No r e s t r i c t i o n s  have been 
imposed on the  parameter  r e g r e s s i o n ,  and v i r t u a l l y  any type  of  d a t a ,  
g iven  enough d a ta  p o i n t s ,  cou ld  be analyzed ( in c lu d i n g  c lo se d  loop d a t a ) .
However, c o n s id e r  the  program requ i rem en ts  bo th  in  terms o f  computa­
t i o n  time and co re  s to r a g e .  One c h a r a c t e r i s t i c  o f  even the b e t t e r  s ea rch  
tech n iq u es  i s  the  requ irem ent  of  a l a r g e  number o f  f u n c t io n a l  e v a lu a ­
t i o n s  (number o f  t imes  the  " f i t - e r r o r "  must be de termined)  b e fo re  the  





com puta t ion  time when the  eq u a t io n s  d e f i n i n g  the  f i t - e r r o r  a r e  con­
s id e r e d .  For each f u n c t io n a l  e v a l u a t i o n  the  computation i n d i c a t e d  in  
Equa t ions  ( 5 .4 - 5 .9 )  must be performed.  Note the  summation in d i c a t e d  in  
Equa t ion  (5 .4 )  c o n ta in s  M x 6 terms and could  be q u i t e  t ime consuming 
i f  M, the  number o f  d a ta  p o i n t s ,  i s  r e a so n ab ly  l a r g e  (as  i s  g e n e r a l l y  
demanded to  i n s u r e  a good e s t im a te  o f  the  p a ram e te r s ) .  In  terms o f  
co re  s to r a g e  the  requ i rem en ts  f o r  program lo g ic  a lone  a r e  no t  s e v e re ,  
prov ided  a r e a so n a b ly  s imple sea rch  tech n iq u e  i s  s e l e c t e d .  However, 
in  o rd e r  to  c a r r y  ou t  the  r e g r e s s i o n  the  e n t i r e  i n p u t - o u t p u t  d a ta  must 
be s t o r e d .  T h e re fo re ,  two long da ta  t a b l e s  a r e  r e q u i r e d  and c o n t r i b u t e  
c o n s id e r a b ly  to  t h e  t o t a l  pr.ogram re q u i rem en t .  The demands made on 
computer t ime and s to r a g e  a r e  o f t e n  v e ry  l a r g e  with  the r e g r e s s i o n  p ro ­
gram form ula ted  as  shown above. However, f o r  o f f - l i n e  a n a l y s i s  the  d e ­
mands a r e  n o t  s e r i o u s ,  and in  f a c t  they  a r e  a r e l a t i v e l y  cheap p r i c e  to  
pay fo r  g e n e r a l i t y .  For o n - l i n e  r e g r e s s i o n  on the  o t h e r  hand the  formu­
l a t i o n  i s  very c o s t l y .
Data C o l l e c t i o n
Before i n v e s t i g a t i n g  the  p o s s i b i l i t i e s  o f  modifying the  o f f - l i n e  
program to  emphasize speed and e f f i c i e n c y ,  c o n s id e r  (from a programming 
p o in t -o f - v ie w )  how da ta  might t y p i c a l l y  be o b t a in e d  f o r  o n - l i n e  r e g r e s ­
s io n .  F igu re  5.1 i l l u s t r a t e s  a t y p i c a l  approach to  the  problem. A 
m as te r  program i n i t i a t e s  and d i r e c t s  the  d a ta  c o l l e c t i o n .  Upon e i t h e r  
an o p e r a t o r  r e q u e s t  o r  a p e r io d ic  command th e  program would s e l e c t  the  
a p p r o p r i a t e  loop and check o p e r a t i n g  c o n d i t i o n s .  I f  o p e r a t i n g  c o n d i ­
t i o n s  a r e  w i t h i n  l i m i t s  the  a p p r o p r i a t e  c o n t r o l l e r  would be p laced  on 
manual and a p u l se  o f  h e i g h t  and d u r a t io n  T^ would be g en e ra ted  in
Master  program to  i n i t i a t e  and c o n t r o l  da ta  c o l l e c t i o n .
I t  s e l e c t s  the  a p p r o p r i a t e  loop,  s e t s  the  c o n t r o l l e r  on 
manual,  g en e ra te s  a pu lse  in  the c o n t r o l l e r  o u tp u t ,  holds  
th e  c o n t r o l l e r  on manual for  a s p e c i f i e d  per iod  of t ime,  
and n o t i f i e s  the r e g r e s s i o n  program when the da ta  c o l le e *  
t i o n  i s  complete.  ________________________Analog input  
i n t e r f a c e
Control  
Algorithm N
Contro l  
Algorithm 2
Contro l  
Algorithm 1
Analog ou tpu t  
i n t e r f a c e ____
Data c o l l e c t i o n  r o u t in e  
which s t o r e s  process  da ta  
in  a u sab le  format fo r  the 
i d e n t i f i c a t i o n  program.___
Figure 5 .1 .  Micro-Flow Chart  f o r  On-Line Data C o l l e c t i o n .
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the  m anipu la ted  v a r i a b l e  f o r  the r e s p e c t i v e  loop. A s e p a r a t e  program 
would s t o r e  the r e s u l t i n g  d a ta  c o l l e c t e d  dur ing  the t e s t  p e r io d  fo r  
l a t e r  use  by the  r e g r e s s i o n  program. I t  should  be no ted  t h a t  t h e r e  i s  
a s u b t l e  d i f f e r e n c e  between d a ta  c o l l e c t e d  in  t h i s  manner and d a ta  c o l ­
l e c t e d  fo r  o f f - l i n e  i d e n t i f i c a t i o n .  In  o f f - l i n e  i d e n t i f i c a t i o n  the 
purpose i s  to  i d e n t i f y  the  param eters  o f  a p a r t i c u l a r  p ro cess  (such as  
a r e a c t o r  in  which a model i s  d e s i r e d  to  d e s c r ib e  th e  r e a c t o r  tempera­
t u r e  as  a f u n c t io n  o f  the flow r a t e  of  the j a c k e t  make-up w a te r ) .  Typ­
i c a l l y ,  s p e c i a l  s en so r s  and r e c o rd e r s  a re  needed to  c o n v e r t  the  process  
v a r i a b l e s  to  d a ta  which can be used by th e  o f f - l i n e  program. Data i s  
c o l l e c t e d  o n - l i n e  from a d i f f e r e n t  p o in t -o f - v ie w .  I t  i n c lu d es  no t  only  
the  re sponse  o f  the process  to  changes made in  some p rocess  v a r i a b l e  
( i . e .  make-up w ater  r a t e ) ,  but  a l s o  i n c lu d e s  the  dynamics o f  th e  a c t u ­
a t o r ,  the  s e n s o r ,  t r a n s m is s io n  l i n e s  and the  d i g i t a l  i n t e r f a c e  (A/D and 
D/A). Not on ly  does t h i s  model provide  a much more a c c u r a t e  d e s c r i p ­
t i o n  o f  what the  a c t u a l  c o n t r o l l e r  " s e e s "  (and h o p e f u l ly  a more accu ­
r a t e  b a s i s  from which to  de te rm ine  new c o n t r o l  p a r a m e te r s ) ,  bu t  i t  a l s o  
p rov ides  a b a s i s  from which c o n s id e r a b l e  improvements can be made in  a 
r e g r e s s i o n  program to  ana lyze  o n - l i n e  d a t a .
Note t h a t  f o r  the o f f - l i n e  a n a l y s i s  the  in p u t  to  th e  p rocess  i s  
u s u a l l y  c o n s id e re d  to  be a p h y s ic a l  v a r i a b l e  in  the  system and ,  t h e r e ­
f o r e ,  governed by Newton's  laws of  motion.  A p e r f e c t  p u l se  would be an 
i d e a l  in p u t  to  d i s t u r b  the  dynamics o f  a system; however i t  i s  not 
p h y s i c a l l y  p o s s i b l e  to  i n s t a n t a n e o u s l y  change any p ro cess  v a r i a b l e ,  
be i t  va lve  p o s i t i o n ,  flow r a t e ,  t e m p e ra tu re ,  c o n c e n t r a t i o n ,  e t c .  The 
in pu t  f o r  o f f - l i n e  r e g r e s s i o n ,  t h e r e f o r e ,  has  to g e n e r a l l y  be measured 
and recorded  in  a d d i t i o n  to  the  o u tp u t .  However, th e  Input  to  the
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pro cess  fo r  an o n - l i n e  a n a l y s i s  i s  q u i t e  d i f f e r e n t .  The in p u t  f o r  on­
l i n e  a n a l y s i s  i s  the  o u tp u t  o f  a d i g i t a l  a lg o r i th m  and i s ,  t h e r e f o r e ,  
no th in g  more th an  a program v a r i a b l e .  The v a r i a b l e  can in  e f f e c t  be 
changed i n s t a n t a n e o u s l y  and a p e r f e c t  p u l se  e a s i l y  i n i t i a t e d .  I t  i s  
m ean ing less  t o  sample the  in p u t  i n  t h i s  case  because i t  i s  a known 
f u n c t io n ,  f r e e  o f  bo th  measurement and r e c o rd in g  e r r o r s  as  w e l l  a s  p ro ­
c e s s  n o i s e .  The r e a l  advantage  o f  t h i s  d i s t i n c t i o n  i s  n o t  c l e a r  a t  
t h i s  p o i n t ,  bu t  i t  w i l l  become a p p a re n t  in  the  fo l lo w in g  development 
o f  an o n - l i n e  r e g r e s s i o n  program.
On-Line Regress ion
To pursue the  development of  an o n - l i n e  r e g r e s s i o n  program, con­
s i d e r  the f i t - e r r o r  e q u a t io n  used by th e  o f f - l i n e  program (Equat ion  
5 . 4 ) .  This  e q u a t io n  can be expanded by s q u a r in g  the  terms in  b r a c k e t s  
to y i e l d :
E -  SXX + 2SXU + SUU (5 .11)
o r  in  terms o f  the  m in im iza t io n  problem.
[SXX + 2SXU + SUU] (5 .12 )
where the  terms in  th e  above e q u a t io n  a r e  d e f in e d  as  fo l lows:
2 2 2 
SXX ■ + 2C^£x^_jX^ + 2 C 2 ?x ^ 2 x i  + ^ x i - l
+ 2C C,Ex2 1 i - 2 Xi - l (5 .13)
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SXU -  + B2Eu1. ii. 2x1 + B / u 1. n. 3x l  + C ^ L u ^ x ^
+ Cl B2Eul - n - 2 Xi - l  + Cl B3^Ul - n - 3 Xl - l
+ C2B2Eui - n - l Xl - 2  +  C2B3Eul - n - 2 Xl -2
+ C2B3E“ i - n - 3 x l - 2  (5 .1 4 )
SUU -  B,Su, _ + 2B_B.Su _u, , + 2b_B1Eu . , u ,1 i - n - 1  2 1 i - n - 2  i - n - 1  3 1 i - n - 3  i - n - 1
+ B„^Eu + 2B BXu.  «u2 i - n - 2  ? 3r i - n - 3  i - n - 2
+  B3 ^ u l - n - 3 2 ( 5 - l 5 )
As b e fo re  the  m in im iza t io n  i n d i c a t e d  in  Equation (5 .1 2 )  can be im­
plemented u s in g  a m u l t id im en s io n a l  s ea rch  techn ique  performed on Equation
( 5 .1 1 ) .  Judg ing  from th e  number of  summation terms in  Equa t ions  ( 5 .1 3 ) ,
( 5 .1 4 ) ,  and ( 5 .1 5 ) ,  i t  might appear  t h a t  i n s t e a d  of  s h o r t e n in g  the  time 
r e q u i re d  fo r  each e v a l u a t i o n ,  i t  has  i n s t e a d  been g r e a t l y  in c r e a se d .  
However, i t  w i l l  be shown t h a t  each summation term can be reduced to  a 
c o n s ta n t  which remains the  same th roughout  the  s e a r c h ,  th e reb y  g r e a t l y  
reduc ing  the  computa t ion  r e q u i r e d  f o r  each i t e r a t i o n .
Immediately i t  i s  p o s s i b l e  to reduce th e  summation terms c o n ta in e d  
in  Equa t ions  (5 .1 3 )  and (5 .15 )  to  c o n s t a n t s .  They a r e  in  no way depen­
dent on any o f  the  sea rch  param eters  (T^» T2 * an<* *0, and need on ly
be e v a lu a te d  a t  the  beg inn ing  o f  the  s e a rc h .  The 
2 » e t c * terms can e a s i l y  be accumulated in  th e  da ta  c o l ­
l e c t i o n  program d u r in g  th e  a c t u a l  t e s t  p e r io d .  Since  u i s  a p e r f e c t
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p u l s e ,  the  summation terms inv o lv in g  only  p roduc ts  o f  u can be d e t e r ­
mined by th e  fo l lo w in g  r a t h e r  s imple  e q u a t io n s :
E“ l - n - l 2 ‘  Eu1 - o- 22 -  E u l - n - 3 2 '  0 0  x Hp2 ( 5 ’ U  *>
E“ l - p - l ut-n-2  ’  S V » - 2 u l-n-3  ‘  (N‘ l )  x *r <5.16-b)
E u i - n - l u i - n - 3  -  (N' 2> x Hp2 <5 - l 6 - c >
Where ■ h e i g h t  of  pu lse
N = d u r a t i o n  of  p u lse  in  terms o f  sampling pe r iod
The summation terms co n ta in ed  i n  Equa tion  (5 .14)  cannot  be reduced 
t o  c o n s ta n t s  q u i t e  as  e a s i l y  as  the  terms above. Note t h a t  a l l  the 
te rms in  Equa tion  (5 .14 )  c o n t a i n  c r o s s  p roduc ts  o f  x and u (Eu^ n jX^, 
e t c . ) .  Unlike  the summation terms c o n ta in in g  on ly  x o r  u, 
th e  num er ica l  v a lu e  o f  summations in v o lv in g  c r o s s - p r o d u c t s  depend on the  
va lue  o f  n (de termined by th e  dead time) which v a r i e s  from i t e r a t i o n  to 
i t e r a t i o n  in  the  m u l t id im e n s io n a l  s e a rc h .  However, th e  f a c t  t h a t  u i s  
a p e r f e c t  p u l se  en ab le s  t h i s  a p p a ren t  problem to  be c i rcumvented very  
n i c e l y .
Cons ider  th e  computat ion  o f  th e  c r o s s  p roduc t  term f o r  th e
case  when u i s  a p e r f e c t  pu lse  a s  d e f in ed :
-  0 @ ( i - j )  < 0 (5 .1 7 -a )
ui _i -  H 0  O S  ( i - j )  < N (5 .1 7 -b )
u i _J -  0 @ N S ( i - j )  ( 5 .1 7 - c )
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(where u and x a r e  both exp ressed  as d e v i a t i o n s  about a r e f e r e n c e  p o in t
v  V-
The sum can be broken i n t o  i n t e r v a l s  of  c o n s ta n t  u^  ̂ and expressed  
e n t i r e l y  in  terms of  the  x da ta
M j  j+N M
£  x u -  0 E x. + H £  x .  + 0 E x .  ( 5 .1 8 -a )
i « l  J i - 1  P i - j + l  1 i - J -W f l  1
M „ j+N
E x .u  -  H E x .  (5 .1 8 -b )
i - i 1 ‘ - i  p i . j + i  1
The above e q u a t io n  can be f u r t h e r  s i m p l i f i e d  by d e f i n i n g  a v e c t o r  S such 
t h a t  each element i s  d e f in e d  as fo l low s ;
M
S -  E x u  (5 .19)
J i - i  1 1 J
f o r  a pu lse  o f  h e ig h t  and len g th  N
2 j+N
S, -  H E x. (5 .20)
J P i - j + l
SJ ‘  Sj - 1  + Hp2 (l,j+ n - ,‘j ) <5 ' 21>
Note the  v e c t o r  S can  be very  e a s i l y  computed d u r in g  th e  t e s t  pe r iod  
b e fo re  the  a c t u a l  r e g r e s s i o n  by the  use  to  th e  eq u a t io n  above. Once 
th e  v e c t o r  S has  been e v a lu a te d  by the d a ta  c o l l e c t i o n  program f o r  a l l  
p o s s i b l e  v a lu e s  o f  j ,  none o f  the  c r o s s -p r o d u c t  summation terms need to  
be e v a lu a te d  by th e  r e g r e s s i o n  program because a l l  can be r e l a t e d  to  S 
in  the  fo l lo w in g  manner:
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Eui - n- l Xl - 2  -  S„ , l  <5 - 22" »
E V n - l Xl - l  "  E u 1- „ - 2 Xi - 2  ’  S„  ( 5 ’ 22' b>
E V n - l Xi  ‘  EV n - 2 Xl - l  '  Eu1-o- 3X1-2 '  V l  <5' 22‘ c)
E u i - n - 2 x l  ■ E u l - n - 3 x i - l  '  S„ -2  ( 5 - 22- d>
Eui - n - 3 x i  ’  S„ -3  ( 5 - 22’ e)
At t h i s  p o in t  the  development o f  a f a s t ,  e f f i c i e n t  r e g r e s s i o n  program i s  
e s s e n t i a l l y  com ple te .  A l l  the  summation terms in d i c a t e d  in  Equa t ions
( 5 .1 3 ) ,  ( 5 . 1 4 ) ,  and (5 .15 )  have been reduced to  c o n s t a n t s  th e re b y  
g r e a t l y  r educ ing  the  time r e q u i r e d  f o r  each i t e r a t i o n  in  the  s e a rc h .
The need fo r  leng thy  d a t a  t a b l e s  has  a l s o  been e l i m i n a t e d ,  r e q u i r i n g  
i n s t e a d  a v e c t o r  S which i s  c o n s id e ra b ly  s h o r t e r  in  l e n g th .  In  g e n e r a l ,  
the  form of  the  r e g r e s s i o n  appears  to be more in  l i n e  w i th  the  r e q u i r e ­
ments demanded by o n - l i n e  a p p l i c a t i o n s .
General  On-Line Approach
The approach dem onstra ted  in  the p rev ious  s e c t i o n  fo r  a second o rd e r  
lag  p lu s  dead t ime i s  p e r f e c t l y  g e n e ra l  and can be a p p l i e d  to  any model 
w i th  a p u lse  t r a n s f e r  f u n c t io n  o f  the  form:
V 1 K2
X1 * kE j °k+lx l - k  + kE l  V l - n - k  (5>23>
o r  i n  terms o f  th e  f i t  e r r o r
K1 K2 
E ’  kE t V l - k  + ^ V l - a - k  <5‘ 24>
where
Kj “ number o f  x terms in the pulse tran sfer  function
Kg “ number o f  u terms in  the  p u lse  t r a n s f e r  f u n c t io n
C^* » c o n s t a n t s  determined by the  g a in ,  d e la y ,  and time
c o n s t a n t s  of  the  p rocess  model
To summarize the  g e n e r a l  method, c o n s id e r  the  computat ions  and program 
req u i rem en ts  n e c e s sa ry  to  implement an o n - l i n e  parameter  r e g r e s s i o n  f o r  
a p rocess  model d e s c r ib e d  by th e  above eq u a t io n s  ( see  F igure  5 . 2 ) .
Data C o l l e c t i o n  Program: The d a ta  c o l l e c t i o n  program plays  a s i g ­
n i f i c a n t  r o l e  in  the  o v e r a l l  s t r a t e g y .  I t  no t  on ly  reads  and r e c o rd s  
the  d a ta  but  s im u l ta n eo u s ly  sums th e  a p p r o p r i a t e   ̂ terms and evalu*
a t e s  the  S v e c t o r .  This  o r g a n i z a t i o n  not  on ly  e l i m i n a t e s  th e  need fo r  
d a ta  t a b l e s  bu t  a l s o  removes two f a i r l y  long summation terms from the 
a c t u a l  r e g r e s s i o n  program. The computat ion  r e q u i r e d  each time a new 
d a t a  p o in t s  i s  c o l l e c t e d  i s  as  fo l low s :
Sk-N “ Sk-N-1 + Hp *Xk '  xk - N - l J (5 .25 )
and
x x t  j  -  xx t  + x ^  i  -  1 , 2 ,  K^, j - 1 , 2 , ------ Kg (5 .26)
Where
k * number o f  d a ta  p o in t s  c o l l e c t e d
N ■ len g th  o f  pu lse
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Figure 5 .2 .  Micro-Flow Diagram: On-Line I d e n t i f ic a t io n
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Ex x
i  i - 1
Ex .xi  i-K 1
(5 .27)
E x .xi i - K 1
R egress ion  Program: The r e g r e s s i o n  program i s  o rgan ized  as  a main
program, s ea rch  r o u t i n e ,  and a " f i t - e r r o r "  r o u t i n e .  The main program 
i n i t i a l i z e s  th e  s ea rch  and up d a te s  model param eters  once th e  search  i s  
completed .  The a c t u a l  c o n te n t  o f  the  main program w i l l  to  a l a r g e  ex­
t e n t  depend on the  sea rch  r o u t i n e  chosen and on the  i n d i v i d u a l ' s  own 
o v e r a l l  programming ph i lo sophy .  However, one c a l c u l a t i o n  which should 
l o g i c a l l y  be in c lu d ed  in  the main program i s  the  fo l lo w in g  computat ion 
of  the  m a t r ix  [UU]
Note the  above e q u a t io n  i s  the  s i m p l i f i e d  v e r s i o n  of  the  fo l lo w in g  ex ­
p r e s s i o n  t a k in g  advantage  o f  the  f a c t  u i s  a p e r f e c t  p u l se .
UU. . -  N ( l + i - i )  H
i . j  J P
2 i  -  1 , 2 , ------ K2 ; j - 1 , 2 , -------K2 (5 .28)
Eu 2i - n - 1 u u i - n -  l i - n - K ,1





The sea rch  r o u t i n e  conducts  th e  se a rc h  based on the  m in im iza t io n  
o f  the c r i t e r i o n  f u n c t io n  c a l c u l a t e d  by th e  " f i t - e r r o r ” r o u t i n e .  I t  
does no t  r e q u i r e  any programming p e c u l i a r  to  the o n - l i n e  r e g r e s s i o n  
problem, and can be any one o f  many te c h n iq u es  c u r r e n t l y  a v a i l a b l e .  
However, c a re  should  be taken  in  s e l e c t i n g  th e  t echn ique  to  be used .  
Emphasis should  be p laced  on core  s to r a g e  req u i rem en ts  and t o t a l  runn ing  
t im e .  There a r e  numerous programs which invo lve  very  s o p h i s t i c a t e d  
te ch n iq u e s ;  however, th e se  programs g e n e r a l l y  r e q u i r e  c o n s id e ra b l e  room 
in  co re  and because  o f  the  complex l o g i c ,  r e q u i r e  a co m p ara t iv e ly  l a rg e  
average  i t e r a t i o n  time.  The s im p le r  t e c h n iq u e s  a r e  u s u a l l y  more e f f e c ­
t i v e  in  an o n - l i n e  environment.  P a t t e r n  Search ( 1 4 ) ,  (17) i s  one such 
techn ique  which has  been found to  be v e ry  e f f e c t i v e .
The su b ro u t in e  which e v a lu a t e s  the  ” f i t - e r r o r ” i s  the  h e a r t  o f  the  
s e a rch .  Based on the sea rch  param eters  and on the  p rocess  d a ta  ( p r e ­
sen ted  in  terms o f  XX, UU and S) th e  program c a l c u l a t e s  a " f i t - e r r o r ” 
o r  c r i t e r i o n  fu n c t io n  which i s  used by th e  sea rch  r o u t i n e  to  f i n d  the  
" b e s t ” pa ram eters .
The f i r s t  com puta t ion  r e q u i r e d  i s  to  e v a lu a t e  the  m a t r ix  UX de­





(5 .3 0 )
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R eca l l  the  each element o f  [UX] i s  a f u n c t io n  o f  the dead time and can 
be computed each i t e r a t i o n  in  which the  dead time has  been changed as  
f o l l o w s :
UXi , j  " Sf r t - i - j - l  1 " V  J -  1 . 2 , - — K2 (5 .31)
The nex t  s t e p  i s  to  e v a lu a t e  the  c o n s t a n t s  in  Equa t ion  (5 .24 )  
based on the  t r i a l  p ro cess  pa ram e te rs .  I n  g e n e ra l  t h i s  i s  done in  the 
fo l low ing  manner:
Ci  -  (K, 9 ,  t  ̂  j  ) i  -  1 , 2 , --( 5 .3 2 - a )
-  gj (K, 9,  T l , t 2 ,  ) j  -  1 , 2 , ------- K (5 .3 2 -b )
The fu n c t io n s  f^ and depend e n t i r e l y  upon th e  p rocess  t r a n s f e r  func­
t i o n  model ( r e f e r  to  eq u a t io n s  which i l l u s t r a t e  the  eq u a t io n s  which r e ­
s u l t  from a s econd-o rde r  plug dead time model) .  In  g e n e r a l ,  the  n ec e s ­
s a ry  eq u a t io n s  can be developed f a i r l y  e a s i l y  from "modif ied"  or  " a d ­
vanced" z - t r a n s fo r m s  (1 6 ) .
The f i n a l  s t e p  i s  the  a c t u a l  d e t e r m in a t io n  o f  the  " f i t - e r r o r " .  The 
n e c e s sa ry  com puta t ions  a r e  as  fo l low s :
Ci C^XXi   ̂ ( 5 .3 3 - a )
UUi ( j  ( 5 .3 3 -b )
U X ^  ( 5 .3 3 - c )
SXX -  £ £
i -1  j - 1
K2 k2
suu -  £ £
i - i  j - i
SXU -  £  £
i - 1  j - 1
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E -  SXX + 2SXU + SUU (5 .34 )
I t  should  be no ted  t h a t  the  c a l c u l a t e d  va lue  o f  E I s  g e n e r a l l y  s e v e r a l  
o r d e r s  of magnitude s m a l le r  than each i n d i v i d u a l  term above. There* 
f o r e ,  i t  i s  a d v i s a b le  in  most computers to  u se  extended p r e c i s i o n  in  
the computat ion  o f  Equa tions  ( 5 . 3 3 - a ) ,  ( 5 . 3 3 - b ) ,  ( 5 .3 3 - c )  and ( 5 .3 4 ) .
On-Line R egress ion  with  F i l t e r i n g :
Since i n  many c a s e s  i t  i s  d e s i r a b l e  to  f i l t e r  the  d a ta  b e fo re  
parameter  r e g r e s s i o n ,  c o n s id e r  the  p o s s i b i l i t y  of  in c lu d in g  t h i s  o p t io n  
in  the  o n - l i n e  tech n iq u e  developed in  th e  p rev ious  s e c t i o n .  In  conven­
t i o n a l  o f f - l i n e  a n a l y s i s  f i l t e r i n g  can be e a s i l y  accomplished by f i l ­
t e r i n g  no t  on ly  th e  p ro cess  o u tp u t  but  a l s o  the  p ro cess  i n p u t .  P ro ­
v ided  the  f i l t e r  used on both the  in p u t  and o u tp u t  d a ta  a re  i d e n t i c a l ,  
the  r e g r e s s i o n  a n a l y s i s  can be a p p l i e d  on the  new d a ta  j u s t  as  i f  the  
d a ta  were n o t  f i l t e r e d  ( 4 ) .  However, in  th e  o n - l i n e  t echn ique  p r e v i ­
ou s ly  developed ,  t h i s  procedure  cannot  be r e a l i z e d .  The p ro cess  o u tp u t  
d a ta  can be e a s i l y  f i l t e r e d ;  y e t  f i l t e r i n g  the  in p u t  d a ta  i s  no t  pos­
s i b l e .  The input  i s  r e s t r i c t e d  by th e  development to  be a p e r f e c t  
p u l se  and any f i l t e r i n g  of  U would d e s t r o y  t h i s  p u l s e .  On the  s u r f a c e  
t h i s  r e s t r i c t i o n  appears  to  p rec lu d e  f i l t e r i n g  f o r  o n - l i n e  a n a l y s i s ;  
however,  i t  i s  p o s s i b l e  to  c i rcumvent  th e  need to  f i l t e r  u by in c lu d in g  
the  dynamics o f  th e  f i l t e r  in  the  p ro cess  model.
To i l l u s t r a t e  the  p rocedure  c o n s id e r  the  fo l lo w in g  r e g r e s s i o n  
problem. I t  i s  d e s i r e d  to  f i t  a f i r s t  o rd e r  l ag  p lus  dead time model 




K e (5 .3 5 )(1 + T ^ )
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Due Co p rocess  n o i s e  i t  has  been found h e l p f u l  t o  n u m er ic a l ly  c o n d i t i o n  
the  d a ta  b e fo re  th e  r e g r e s s i o n  by the  fo l low ing  f i l t e r :
H<8> * < f +  Tf . )  <5 ' 36>
Combining the  o r i g i n a l  model and the  f i l t e r  y i e l d s  th e  fo l low ing  c o r ­
r e c t e d  model:
-0s
HG<8> -  (T + t i , ) ( i  + t f ») <*•” >
Using the  p u l s e  t r a n s f e r  f u n c t io n  o f  the above model,  the  r e s u l t i n g  
m in im iza t io n  problem i s  a s  fo l low s :
E* ■ mi n i/ C.x .  + C-x. , + C„x. „ + B.u. .1 i  2 i - 1  3 i - 2  1 i - n - 1
+ B2Ui - n - 2  + B3Ui - n - 3  (5 .38)
Where the c o e f f i c i e n t s  in  the  e x p re s s io n  above (C^,Ĉ , C ^ , B ^ , B ^ )  a re  
fu n c t io n s  o f  the  p rocess  param eters  T ^ , 9,  K as  w e l l  a s  t h e  f i l t e r  con­
s t a n t  Tp. The e q u a t io n s  n e c e s sa ry  to  e v a lu a t e  the  c o e f f i c i e n t s  above 
a re  i d e n t i c a l  to  the  eq u a t io n  n e c e s sa ry  to  f i t  a s econd-o rde r  p lu s  dead
time model ( se e  Equa t ions  5 . 4 - 5 . 9 ) ;  however, th e  f i l t e r  c o n s ta n t  (t „ ■r
t ^) i s  no t  a s ea rch  param eter  and i s ,  t h e r e f o r e ,  h e ld  c o n s ta n t  th rough­
ou t  the  s e a rc h .
This  same procedure  can be a p p l i e d  to  any p rocess  model and f i l t e r  
combinat ion  in  which an a n a l y t i c a l  s o l u t i o n  can be o b ta in e d .  Th is  i s  
g e n e r a l l y  p o s s i b l e  because  low o rd e r  models w i th  dead time u s u a l l y  
s a t i s f a c t o r i l y  r e p r e s e n t  the  p ro cess  and a f i r s t - o r d e r  f i l t e r  p rov ides
s u f f i c i e n t  d a ta  c o n d i t i o n i n g  in  most c a se s  (A).
Comparison o f  Convention and On-Line Regress ion
To q u a n t i t a t i v e l y  compare the  c o n v e n t io n a l  o f f - l i n e  r e g r e s s i o n  to  
th e  techn ique  developed in  t h i s  a r t i c l e  a s tudy  was conducted on an 
IBM 7040. Both t e c h n iq u es  were programmed and used to  an a ly z e  s e v e r a l  
s e t s  o f  d a ta  f o r  a f i r s t - o r d e r  lag  p lus  dead time model. To be r e a l ­
i s t i c  a f i r s t  o r d e r  f i l t e r  was inc luded  in  both  programs. In  every  
case  the  two methods converged to  e s s e n t i a l l y  the  same answer and r e ­
q u i r e d  about  the  same number of  t o t a l  f u n c t i o n a l  e v a l u a t i o n s .  The on­
l i n e  t echn ique  however showed c o n s id e r a b l e  improvement in  terms of  
runn ing  t ime.  Using 500 d a ta  p o in t s  the  average  running  t ime per  func­
t i o n a l  e v a l u a t i o n  was about 0 .70  sec fo r  the  c o n v e n t io n a l  techn ique  and
about  0 .043 sec fo r  the  o n - l i n e  t e c h n iq u e ;  an improvement of  about  18/1.  
This  improvement i s  even more exag g e ra ted  when more da ta  p o in t s  a r e  used 
(35/1  @ 1,000 p t s ) .
The sav ings  i n  c o re  s to r a g e  by u s in g  the  o n - l i n e  t echn ique  i s  not  
as  e a s i l y  de te rm ined  because  i t  depends a l o t  on the  i n d i v i d u a l  computer 
and on how the  d a ta  i s  s t o r e d  bu t  g e n e r a l l y  about  2-4 words of  co re  a r e  
r e q u i r e d  f o r  each d a ta  p o in t  p a i r  ( i n p u t  - o u tp u t )  fo r  a c o n v e n t io n a l  
program. T h e re f o re ,  i f  500 d a ta  p o i n t s  a r e  to  be a n a ly zed ,  the  con­
v e n t i o n a l  te ch n iq u e  r e q u i r e s  about  1000-2000 more words o f  c o r e .
I n  Summary
This  c h a p t e r  dem ons t ra tes  how s i g n i f i c a n t  improvements can be 
made in  bo th  program len g th  and com puta t ion  time f o r  the  n o n l i n e a r  
l e a s t - s q u a r e s  r e g r e s s i o n  problem by r e s t r i c t i n g  th e  p ro cess  in p u t  to  
be a " p e r f e c t "  square  p u l s e .  This  r e s t r i c t i o n  may be s e r i o u s  in
t y p i c a l  o f f - l i n e  a p p l i c a t i o n s  where the  Inpu t  term i s  a p h y s ic a l  
v a r i a b l e  and cannot  be changed i n s t a n t a n e o u s l y ;  however ,  i t  conforms 
n i c e l y  with  an o n - l i n e  a p p l i c a t i o n  where the  in p u t  term i s  u s u a l l y  a 
v a r i a b l e  i n  a d i g i t a l  program. The c h a p te r  a l s o  dem ons t ra tes  how th e  
tech n iq u e  can a l s o  be e a s i l y  used to  an a ly ze  d a ta  i n  which f i l t e r i n g  




Time c o n s t a n t s
F i t  e r r o r  
Optimal  g a in  
Optimal dead time 
Optimal t ime c o n s t a n t s
Minimum f i t - e r r o r  
F i l t e r  c o n s t a n t
Process  o u tp u t  da ta
Process  model o u tp u t  d a ta
Process  in p u t  d a ta
Sample time
I n t e g e r  number of  sampling t imes  i n  0 
Length o f  pu lse  
Height  of  p u lse
T o ta l  number o f  d a ta  p o in t s  
C o e f f i c i e n t s  o f  pu lse  t r a n s f e r  fu n c t io n s
Maxtr ix  o f  S x , x ,  terms 
i  J
Matr ix  o f  terms
M atr ix  o f  terms
Vector  c o n t a i n i n g  c r o s s  p roduc t  summation terms
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CHAPTER VI
FORMULATING THE LEAST-SQUARE REGRESSION FOR CONTINUOUS ANALYSIS 
I n t r o d u c t i o n
With the  advent  o f  d i g i t a l  c o n t r o l  an  i n c r e a se d  emphasis has 
been p laced  on such advanced c o n t r o l  concep ts  as  p l a n t  s e t - p o i n t  op­
t i m i z a t i o n ,  n o n - i n t e r a c t i n g  m u l t i v a r i a b l e  c o n t r o l ,  feedforward  con­
t r o l ,  cascade  c o n t r o l ,  e t c .  I n  o r d e r  to  s u c c e s s f u l l y  implement such 
co n cep ts  t h e  c o n t r o l  e n g in ee r  i s  becoming more and more concerned 
w i th  p ro cess  modeling and p rocess  i d e n t i f i c a t i o n .  This  concern i s  
com pl ica ted  by the  f a c t  t h a t  many p ro ce sse s  encountered  in  the  p ro ­
c e s s  i n d u s t r i e s  a re  n o n - s t a t i o n a r y ,  t h a t  i s ,  the " c o r r e c t "  or  " b e s t "  
model a c t u a l l y  changes w i th  time due to  changes in  such f a c t o r s  as 
o p e r a t i n g  l e v e l ,  c a t a l y s t  age ,  env ironmenta l  c o n d i t i o n s ,  e t c .  Hence, 
i f  the f u l l  p o t e n t i a l  o f  the  tech n iq u es  mentioned above a r e  to  be 
r e a l i z e d ,  a f a i r l y  a c c u r a t e  p ro cess  model must no t  on ly  be determined 
bu t  must be r e -d e te rm in e d  and up -da ted  as  the  changes  in  the  p rocess  
occu r .
Numerous t e c h n iq u es  have been developed to  adap t  to  changes in  
p ro c e ss  p a ra m e te r s ,  most o f  which r e q u i r e  the  system to  be taken  o f f  
c o n t r o l  and d i s t u r b e d  so t h a t  d a ta  may be c o l l e c t e d  fo r  e i t h e r  o n - l i n e  
o r  o f f - l i n e  a n a l y s i s .  These te ch n iq u e s  i n  many c a s e s  cannot  be j u s t i ­
f i e d  even though a d a p t iv e  model ing i s  needed.  The requ i rem en t  t h a t  
th e  p ro c e ss  be i n t e n t i o n a l l y  d i s t u r b e d  in  most c a s e s  i s  u n d e s i r a b l e  
and f r e q u e n t l y  com ple te ly  i m p r a c t i c a l .  A lso ,  the  a c t u a l  computer
programs r e q u i r e d  to  perform the  a n a l y s i s  a r e  g e n e r a l l y  long both  in
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e x e c u t io n  t i n e  and computer s t o r a g e .  Th is  c h a p te r  w i l l  dem onstra te  
t h a t  In  most c a s e s  th e se  requ i rem en ts  a r e  n o t  n e c e s sa ry  f o r  e i t h e r  
o n - l i n e  o r  o f f - l i n e  a n a l y s i s  and t h a t  the  r e g r e s s i o n  problem can be 
fo rm ula ted  so t h a t  changes  In  model pa ram ete rs  can be c o n t i n u a l l y  
monito red  under  normal c o n t r o l l e d  o p e r a t i o n  w i th o u t  e x t e n s iv e  use  o f  
v a lu a b le  computer t ime o r  s to r a g e .
Developing General  N on l inea r  R egress ion
The g e n e ra l  t echn ique  to  be co n s id e red  In  t h i s  c h a p te r  i s  the  
l e a s t - s q u a r e  parameter  r e g r e s s i o n .  Many forms o f  t h i s  te c h n iq u e  have 
been used s u c c e s s f u l l y  f o r  u p - d a t in g  model pa ram eters  (1) ( 2 ) .  The 
tech n iq u e  Is  very  g e n e ra l  and can be a p p l i e d  to most models conmonly 
used  to  d e s c r i b e  chemical  p r o c e s s e s .  I t  i s  s t a t i s t i c a l  by n a tu r e  and 
p a r t i c u l a r l y  s u i t a b l e  fo r  p ro cess  d a ta  which i s  accompanied by n o i s e .
Consider  the  development o f  a c o n v en t io n a l  l e a s t - s q u a r e  a n a l y s i s  
u s in g  a f i r s t  o rd e r  l a g  p lus  dead time model ( f o r  s i m p l i c i t y  the dead 
t ime i s  c o n s id e re d  to  be an i n t e g e r  m u l t i p l e  of  th e  sampling t im e ) .
™0s
V ’ ■ (6-1)
Process  Parameters :
K ■ g a in
t ■ time c o n s t a n t
9 ■ dead t ime * nT ( i n t e g e r  x sampling t ime)
The f i r s t  s t e p  i n  d eve lop ing  a r e g r e s s i o n  program i s  to  d e f i n e  
a c r i t e r i o n  o r  measure o f  f i t  by which to  judge which parameter  
v a lu e s  b e s t  d e s c r ib e  th e  d a t a .  The c r i t e r i o n  f u n c t io n  used by a l l
" l e a s t - s q u a r e "  programs I s  d e f in ed  as  fo l low s :
s  (x - x ) (6 .2 )
1-1  1 1
where
E -  f i t  e r r o r
x^ -  a c t u a l  p ro cess  o u tp u t  a t  p o in t  1
-  p r e d i c t e d  p ro c e ss  o u tp u t  a t  p o i n t  1 
m » t o t a l  number o f  d a ta  p o in t s
Th is  e x p r e s s io n  can be expanded by e x p r e s s in g  In  terms o f  the  p u lse
t r a n s f e r  fu n c t io n  co r re sp o n d in g  to  the  dynamic model:
- T / t - T / t
"  x l - l e + K ( 1 - e  -t ( 6 - 3 )i  i i  i -n - 1
o r
-T /t - T / t 2
E -  £  x t  -  x ^ e  -K (1-e  <6 *4 >
where
T -  sampling time
The o b j e c t  o f  the  r e g r e s s i o n  i s  to  f in d  v a lu e s  o f  t , 9 ,  and K which 
y i e l d  th e  minimum f l t - e r r o r  E* s u b je c t  to  the  c o n s t r a i n t  t h a t  t ^  and 
H a r e  p o s i t i v e s :
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The m in im iza t io n  I n d ic a t e d  above can be e a s i l y  implemented by p e r ­
forming a d i r e c t  s e a rch  o f  K, and n to  f in d  E* by u s in g  one of 
t h e  many m u l t id im en s io n a l  s e a rc h  tech n iq u e s  c u r r e n t l y  a v a i l a b l e  (3), (4).
Reducing Order o f  S e a rc h :
I n  the  example above i t  should  be no ted  t h a t  the  m u l t id im en s io n a l  
s ea rch  can be reduced to  a much s im p le r  one-d im ensiona l  s e a rc h .  Con- 
s i e r  r e - w r i t i n g  Equa t ion  ( 6 .5 )  such t h a t
E* mln 
^ 1 >B1
t(V ciVi ( 6 .6 - a )
where
- T / t
- T / t
C2 -  K ( l - e  )
(6 .6 -b )
( 6 .6 - c )




C1 ’B1 (6 .7 )
E*n i n  t h e  above e x p r e s s io n  r e p r e s e n t s  the  r e s u l t s  o f  an s u b -o p t im i ­
z a t i o n  o f  the f l t - e r r o r  a t  a f ix e d  v a lu e  o f  dead t ime.  Note E* can
ft
a c t u a l l y  be de te rm ined  a n a l y t i c a l l y  s in c e  th e  e q u a t io n  i s  l i n e a r  a t  
c o n s t a n t  dead t im e .  D i f f e r e n t i a t i n g  En with  r e s p e c t  t o  both Cj and 
and s e t t i n g  equal  to  ze ro  r e s u l t s  in  two a l g e b r a i c  e q u a t io n s  which 
can  be so lved  f o r  and
a e__ j
d C.
n m2 V i - l  “ C11=1 1 1 1 i=l i - 1
- B,
m
2  x 
i= l
.u1-1 i - n - l
(6 .9 )
115
dE w m m a
■ 2 E 1 “ C. E x .  , u  . -  B £  u .  . AoB^ 1 i - n - 1  1 1-1 1 - n - l  1 i - n - 1  ■ 0
So lv ing  f o r  and y i e l d s :
(6 .9 )
in m 2 ® m
iV 1'"*1 * <Vi-lVn-l
C, -   *=*----------— -----------------  (6 .10)
1 m £ m 7 m
E x. . E u. . - 2 E x. ,u. , 1-1 . , i - n - 1  . . 1-1 1 - n - l1*1 1*1 1*1
01 m 2
x i x i - i '  c i  .s . x i - i
B, -   i=J - (6 .11)1 m
£ * .  , u , i1=1 1-1 1 - n - l
Using th e  above s i m p l i f i c a t i o n  th e  n o n l in e a r  r e g r e s s i o n  now I n ­
vo lves  o n ly  a one-d im ens iona l  s ea rch  fo r  th e  op t im a l  dead time (n ) .  
Each i t e r a t i o n  in  the  s ea rch  involves '  c a l c u l a t i n g  the  b e s t  and B̂  
f o r  t h a t  p a r t i c u l a r  v a lue  o f  n u s in g  Equa t ions  (6.10) and ( 6 .1 1 ) .  The 
f i t  e r r o r  co r re sp o n d in g  to  a p a r t i c u l a r  v a lu e  o f  dead time can be 
c a l c u l a t e d  from the  expans ion  o f  th e  c r i t e r i o n  fu n c t io n
m .  m m
E* -  E x -  2C.. E x  -x - 2B E x  u . 
n i - i  1 1 i - i  t ‘ 1 1 1 i - i  1 1" 1' 1
+ A  »  + 2 V , E
1*1 i “ l
+  b , 2  2 ,  < ‘ - 1 2 >1 . . i -n - 1  1*1
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Once th e  dead time sea rch  on th e  above e q u a t io n  la  complete  the  p ro ­
c es s  param eters  can be de termined d i r e c t l y  from th e  optimum search  
param eters  by r e a r r a n g in g  Equa t ions  (6 .6 - b )  and ( 6 .6 - c )  such t h a t
-  - T / l i n  (CL*) (6 .1 3 -a )
K* -  Bj* / ( l - C ^ )  (6 .1 3 -b )
0* -  (n*)T (6 .1 3 -c )
In  g e n e ra l  the  above s i m p l i f i c a t i o n , p o s s i b l e  fo r  the  f i r s t  o rd e r  
l a g  p lu s  dead time^ i s  a l s o  p o s s i b l e  f o r  any p rocess  where the  number 
o f  ze roes  o f  the  t r a n s f e r  fu n c t io n  i s  one l e s s  than  the  number o f  
p o l e s .  U n fo r tu n a te ly  t h i s  does no t  in c lu d e  one model which i s  com­
monly used in  the  chemica l  p rocess  i n d u s t r y ,  namely the  second o rd e r  
lag  p lu s  dead t ime.
Gm <8) " (1 + t iS)(1 + t 2s ) (6*14)
Consider  the  d i f f i c u l t y  encounte red  when Implementing a l e a s t  square  
a n a l y s i s  o f  th e  second o rd e r  l a g .
Again r e s t r i c t i n g  the  dead t ime to  be an i n t e g e r  m u l t i p l e  o f  th e  
sampling t im e ,  the  p u l s e  t r a n s f e r  fu n c t io n  and the  r e s u l t i n g  f i t  e r r o r  
e q u a t io n  a r e  as  fo l lows:
Xi  "  Cl Xi - l  + C2x i - 2  + Bl Ui - n - l  + B2Ut - n - 2  (6*15)
or
n




-T / t 1 + e (6 .1 7 -a )1 e
■T/t t  - T / t  2'
)
C2 e ( 6 .1 7 -b )
-T /t 2 -T / t !
Bx ■ K (1-e ) / t 1 - (1 -e ( 6 .1 7 - c )
(6 .1 7 -d )
I t  I s  p o s s i b l e  to  a g a in  fo rm ula te  the  r e g r e s s i o n  such t h a t  the  
dead time i s  a s e p a r a t e  sea rch  and a l s o  to  so lv e  a n a l y t i c s 11 f o r  the  
c o n s ta n t s  i n  the p u lse  t r a n s f e r  f u n c t io n .  However in  t h i s  c a s e  l i t -
On th e  s u r f a c e  i t  would appear  t h a t  th e  on ly  way to  h an d le  the  
second o r d e r  model i s  to  conduct  a four  d im ensional  s ea rch  o f  Equa­
t i o n s  (7 .17  and (7 .1 6 )  f o r  th e  optimum t ^, t ^ ,  K, and n .  However, 
with  o n ly  a few assumptions  i t  i s  p o s s i b l e  to  ag a in  s im p l i f y  th e  prob­
lem and avoid  the  very  t ime consuming m u l t id im e n s io n a l  s e a rc h .
I n s te a d  o f  u s in g  the  p u lse  t r a n s f e r  f u n c t io n  as  a b a s i s  f o r  the  
model i t  i s  p o s s i b l e  f o r  low v a lu e s  o f  sampling t ime to  use  a d i f ­
fe re n ce  approx imation  such as  the  fo l lowing:
t i e  can be gained from t h i s  procedure  because the  knowledge o f  ,
^2 ’ Bl ' an<* ®2 canno t  be r e l a t e d  back to  the  d e s i r e d  model param-
'to tit tite t e r s  K , t ^  , and t 2 . (Note r e a r r a n g i n g  Equa t ions  (6 .1 7 - a  - 6 .1 7 -d )  
w i l l  n o t  y i e l d  an unique s e t  of  eq u a t io n s  d e f i n in g  t ^ *  and T2**)
Which when solved  for  x^ y ie ld s  the fo llo w in g  model equation
Xi  " Cl Xi - l  + V i - 2  + V i - n - 1  (6 .1 9 - a )
2T.T,  + (T + T )T + T2 
C  -------- *---------------------------------- ( 6 . 19-b)
(T + T )T + T T
c 2 -  — — h— —  <6 - 19- c >
1 2
KT^B -  (6 .19 -d )
1 1 2
The above eq u a t io n s  d e f i n i n g  C^, and can fo r  t h i s  fo rm u la t io n
•jf JU JL
be r e a r r a n g e d  so t h a t  once , C2 and a re  found a n a l y t i c a l l y ,  
th e  co r re sp o n d in g  v a lu e s  of  th e  p rocess  c o n s t a n t s  can be found.
Program Requirements Due to  Summation Terms:
I f  the  p rev ious  s i m p l i f i c a t i o n s  a r e  a p p l i c a b l e  t o  th e  r e g r e s s i o n  
problem, c o n s id e ra b l e  sav ings  a r e  r e a l i z e d  in  terms of  e x e c u t io n  time 
due to  the  r e d u c t io n  o f  the  m u l t id im en s io n a l  s ea rch  in v o lv in g  on ly  one 
p a ram ete r .  In  g e n e ra l  even the  b e t t e r  m u l t id im e n s io n a l  s ea rch  t e c h ­
n iques  requ re  a c o n s id e ra b l e  number o f  f u n c t io n  e v a l u a t i o n s  ( i . e .  the  
number o f  t imes the  f i t - e r r o r  f u n c t io n  i s  e v a lu a te d )  b e fo re  the  op­
timum can be i d e n t i f i e d .  The one d im ensiona l  search  problem on the  
o t h e r  hand r e q u i r e s  much fewer f u n c t io n  e v a lu a t io n s  but  i s  l im i t e d
in  speed by the time required for each eva lu a tio n .
' • 'onsider t h e  computa t ion  involved  when a s i n g l e  d imensional  
s ea rch  fo rm u la t io n  i s  p o s s i b l e .  For each i t e r a t i o n  In  the  search  
the o n ly  e q u a t io n s  which must be e v a lu a te d  a r e  the  c o e f f i c i e n t  equa­
t i o n s  ( i . e .  6 .10  and 6 .11)  and th e  f i t  e r r o r  e q u a t io n  ( i . e .  6 .1 2 ) .
Note,  however,  fundamental  i n  each e q u a t io n  a r e  the  v a r io u s  p roduc t
m m
and c r o s s - p r o d u c t  summation terms ( E x . x ,  , E x .x  . , ------ ;
i * l  1=1 1 1 -1
m m m m
^ -  1 *  E U J O -------; £  X . U J  E x .  , u  ,1 - n - l  i - n - 1  i - n - 1  i - n - 2  i  i - n - 1  i - 1  i - n - 1
- - — . )  which must be e v a lu a te d  over  the  m da ta  p o in t s  c o l l e c t e d  fo r  
the  r e g r e s s i o n .  I t  i s  n e c e s sa ry  to  on ly  e v a lu a t e  the  o u tp u t  p roduc t
terms Xi Xi - 2 ----  ̂ once ,  b e fo re  the  f i r s t  i t e r a t i o n  in  the
se a rc h ;  however,  a l l  o t h e r  terms vary  depending on dead t ime and must 
be r e - e v a l u a t e d  each i t e r a t i o n .  This  no t  on ly  means t h a t  the  running  
time w i l l  be long e s p e c i a l l y  i f  c o n s id e ra b l e  d a ta  i s  taken  (as  I s  
u s u a l l y  r e q u i r e d  in  o r d e r  to  In su re  a good f i t )  b u t  a l so  means the  
e n t i r e  d a ta  must be s to r e d  d u r ing  the  a n a l y s i s  r e s u l t i n g  in  a q u i t e  
l a r g e  co re  r eq u i rem en t .
E l im in a t in g  Summation Terms:
C on t inu ing  the  development  o f  the  f i r s t  o r d e r  lag  p lu s  dead 
time r e g r e s s i o n  c o n s id e r  the  I m p l i c a t i o n s  when each term in  Equa t ions
( 6 .1 0 ) ,  ( 6 . 1 1 ) ,  and (6 .1 2 )  a r e  d iv id ed  and m u l t i p l i e d  by m, the  num­
b e r  o f  d a ta  p o i n t s .  Using th e  d e f i n i t i o n  o f  the  s t a t i s t i c a l  mean 
the r e s u l t i n g  e q u a t io n s  can be expressed  in  terms o f  "average"  v a lu e s  
o f  the  product  and c r o s s  product  terms such t h a t
Where in  terms o f  th e  s t a t i s t i c a l  mean o r  a r i t h m e t i c  average
x . x .  « -  E x .x  i  i  m i  i
1
x i - i x i  ■ i  ,e , x i - i x ii * l
i - n - 1  i - n - 1  m i - n - 1  1 - n - l
L i t t l e  o f  any a c t u a l  s i m p l i f i c a t i o n  r e s u l t s  from the  above r e p r e ­
s e n t a t i o n  however c o n s id e r  the  p o s s i b i l i t y  o f  u s in g  an weighted e s t i ­
mate o f  t h e  "average"  o f  th e  p roduc t  and c r o s s  p roduc t  terms i n s t e a d
o f  the true ar ithm etic  average as ind icated  above ( 4 ) .
The g e n e ra l  d e f i n i t i o n  o f  a weighted  average  o f  a t ime f u n c t io n  
over  th e  I n t e r v a l  t o  i s  as  fo l low s
J 2 f ( t ) 0 ( t ) d t
f ( t )  -
r T 2J 0 ( t ) d t
(6 .23 )
Note i f  the  w e igh t ing  f u n c t io n ,  0 ( t ) ,  i s  chosen to  be the  ex p o n e n t ia l
T h is  e x p r e s s io n  i n d i c a t e s  t h a t  th e  e x p o n e n t i a l l y  weigh ted  e s t im a te d  
o f  f ( t )  i s  n o th in g  more than  the  o u tp u t  of  a f i r s t  o r d e r  f i l t e r  with  
a f i l t e r  c o n s t a n t  of  1/cr and can be e a s i l y  implemented n u m e r ic a l ly  to  
e s t im a te  the  n e c e s sa ry  terms in  Equa t ions  ( 6 . 2 0 ) ,  ( 6 .2 1 ) ,  and (6 .22) .
Advantage o f Weighted Average F orm ula t ion
F igu re  6 .1  i l l u s t r a t e s  a flow diagram o f  one p o s s i b l e  means o f  
implementing the  f i r s t  o r d e r  lag  p lus  dead t ime r e g r e s s i o n  us ing  the  
weighted ave rage .  Note t h a t  in  terms o f  the program requ i rem en ts  i t  
i s  a b ig  Improvement over  c o nven t iona l  l e a s t  square f o rm u la t io n s .  In
and T^ i s  s e l e c t e d  to  be - ®, the  above e q u a t io n  reduces  to  the  
fo l low ing :
( 6 .2 3 - a )
o r
f ( t ) (6 .23 -b )
Data C o l l e c t i o n  and F i l t e r i n g  
I--------------------------------------------------------1
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--------------------------------------------------------------------------------------- 1
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F igure  6 .1  S im p l i f i e d  Flow Diagram o f  "Weighted-Average" On-Line Leas t -Square  A n a ly s is  o f  
Process  Data f o r  a F i r s t  Order Lag Plus  Dead Time Model.
F ig u re  6 .1  t h e  need f o r  long d a te  t a b l e s  c h a r a c t e r i s t i c  o f  conven 
t i o n a l  programs have been  e l i m i n a t e d .  I n s t e a d  a r e l a t i v e l y  s h o r t  s e t  
o f  t a b l e s  a r e  used  i n  which t o  s t o r e  a s h o r t  r e c o rd  o f  t h e  c o n t r o l  
a c t i o n ,  U(N), and th e  w eigh ted  a v e rag e  o f  t h e  c r o s s  p ro d u c t  and p rod ­
u c t  terms in v o lv in g  th e  c o n t r o l  a c t i o n ,  UU(N), XOU(N), X1U(N). The 
l e n g th  o f  t h e s e  t a b l e s  need on ly  be s u f f i c i e n t  to  in c lu d e  th e  range  
o f  expec ted  dead t im e .
The ru n n in g  t ime o f  the  weigh ted  av e rage  f o rm u la t io n  i s  a l s o  a 
s i g n i f i c a n t  Improvement over  th e  c o n v e n t io n a l  f o rm u la t io n .  Note t h e  
r e g r e s s i o n  e q u a t io n  i n  F ig u re  6 .1  i s  f r e e  o f  the  long summation terms 
and can be ex ecu ted  q u i t e  f a s t  compared to  c o n v e n t io n a l  a n a l y s i s .
The w e igh ted  a v e rag e  fo rm u la t io n  a l s o  r e q u i r e s  no s p e c i f i c  t e s t  
p e r io d  a s  i n  c o n v e n t io n a l  r e g r e s s i o n .  The d a t a  can  be f i l t e r e d  con­
t i n u o u s l y  and e i t h e r  p e r i o d i c a l l y  o r  c o n t in u o u s ly  an a ly sed  fo r  new 
p aram ete rs  w i th o u t  the  need to  i n i t i a l i z e  o r  r e - s t a r t  t h e  d a ta  c o l l e c ­
t i o n .
Another  advan tage  to  the  "weigh ted  av e rag e"  f o rm u la t io n  i s  t h a t  
when i n t e g e r  a r i t h e m a t i c  i s  used  ( a s  i s  t y p i c a l l y  t h e  c a s e  i n  p ro c e ss  
c o n t r o l  a p p l i c a t i o n )  the  n u m er ica l  problem o f  i n t e g e r  o ve r f low  does 
n o t  e x i s t  l i k e  i t  does when th e  te rms a r e  a c t u a l l y  summed.
Performance o f  th e  Weighted Average F o rm u la t io n :
To i l l u s t r a t e  the  performance o f  t h e  r e g r e s s i o n  when th e  weigh ted  
average  s i m p l i c i a t l o n  i s  used the  fo l lo w in g  f i r s t  o r d e r  la g  p lu s  dead 
time p ro c e s s  was s im u la te d  and s t u d i e d  by a d i g i t a l  s im u la t io n .
- .5 s
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Figure  6 . 2 .  Performance o f  the "Continuous" Leas t -Square  Regress ion  to  a Closed Loop Change
in  S e t - P o i n t  (G ( s )  = e * • ^s / ( l + s ) ) .
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Figure  6 . 4 - a .  Dynamic Response of  the  "Continuous" Leas t -Square  Regress ion  to  a Step  Change
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Figure  6 .4 -b .  Dynamic Response of  the "Continuous" Leas t -Square  Regress ion  to a S tep  Change
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Figure  6 .4 - c .  Dynamic Response o f  the  "Continuous" Leas t -Square  Regress ion  to a Step  Change
in  Process  Dead Time.
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In  every  case  I n v e s t i g a t e d  a sampling time o f  0 .1  and a f i l t e r  con­
s t a n t  o f  5 .0  were used .
The r e s u l t s  o f  the  f i r s t  s tu d y  I s  i l l u s t r a t e d  In  F igure  6 .2 .
In  t h i s  s tudy  th e  con t inuous  response  o f  th e  r e g r e s s i o n  to  a c lo se d  
loop s t e p  change In  s e t - p o l n t .  Note from F igu re  6 .2  the  a n a l y s i s  Is 
q u i t e  s a t i s f a c t o r y  and y i e l d s  the  c o r r e c t  va lue  o f  g a in ,  t ime con­
s t a n t ,  and dead t ime th roughou t  the  e n t i r e  r e sp o n se .  This a b i l i t y  
to  o p e r a t e  s a t i s f a c t o r i l y  under c lo se d  loop o p e r a t i o n  i s  an im portan t  
Improvement over  c o n v e n t io n a l  o n - l i n e  r e g r e s s i o n  programs which n o r ­
m al ly  r e q u i r e  th e  c o n t r o l l e r  to  be taken  o f f - l i n e  and the system manu­
a l l y  d i s t u r b e d  w i th  a s t e p  o r  pu lse  in p u t .
F ig u re  6 ,3  i l l u s t r a t e s  th e  behav io r  o f  the  " con t inuous"  r e g r e s ­
s io n  to  d a ta  g en e ra ted  by an Input  c o n s i s t i n g  o f  pure n o i s e .  Note the  
r e g r e s s i o n  a c t u a l l y  performs q u i t e  w el l  under  th e se  extreme c o n d i t i o n s .  
The ga in  tends  to d r i f t  in  time; however , the  dead time and time con­
s t a n t  parameters  a r e  q u i t e  good th roughout  the  re sponse .
To de te rm ine  how " f a s t "  th e  r e g r e s s i o n  responds to  changes in 
p rocess  parameters  th e  d i g i t a l  s im u la t io n  was a g a in  s tu d i e d  with a 
pure n o i s e  i n p u t .  At t ime one, s im u la ted  v a lu e s  o f  time c o n s t a n t ,  g a in ,  
and dead time were changed in  t h r e e  s e p a r a t e  runs  i l l u s t r a t e d  in F i g ­
u re  6 . 4 - a ,  6 . 4 - b ,  and 6 . 5 - c .  Note in  each c ase  th e  r e g r e s s i o n  does no t  
e x a c t l y  fo l low  the  parameter  v a lu e s  but  does over  a p e r io d  o f  t ime 
a d j u s t  very  w e l l  c o n s id e r in g  the  in p u t  o u tp u t  da ta  which i s  used to  
make the  a n a l y s i s .
Example - Non-Ideal  Plug Flow Reactor
To I l l u s t r a t e  the  performance o f  the  con t inuous  l e a s t - s q u a r e  r e ­
g r e s s i o n  on a p r a c t i c a l  example th e  h y p o t h e t i c a l  r e a c t o r  i l l u s t r a t e d
In  F ig u re  6 .5  was s im u la te d  In  d e t a i l e d  on the  d i g i t a l  computer .  The 
system c o n s i s t s  o f  a non I d e a l  p lug  f low r e a c t o r  In  which the fo l l o w ­
ing  second o r d e r  r e a c t i o n  I s  t a k in g  p lac e
k . ( T )
A + B ------  -► R
Flowing I n to  th e  r e a c t o r  I s  a r e c y c l e  s t r eam  e n r i c h e d  w i th  t h e  r e -
3
a c t a n t  B a t  th e  r a t e  o f  20 f t  /mln .  The r e a c t i o n  I s  c o n t r o l l e d  by a
3
s t ream  of  pure  A which can  be v a r i e d  between 0 .0  and 12 f t  /m ln .
F ig u re  6 .6  I l l u s t r a t e s  how th e  g a i n ,  t ime c o n s t a n t ,  and dead 
t ime o f  th e  r e a c t o r  model v a ry  g r e a t l y  over  th e  range  o f  p o s s i b l e  
c o n t r o l  a c t i o n s .  These pa ram ete r  p r o f i l e s  were c a l c u l a t e d  u s in g  the  
co n t in u o u s  l e a s t - s q u a r e  r e g r e s s i o n  program deve loped  In  t h i s  c h a p t e r .  
The o n ly  m o d i f i c a t i o n  which was n e c e s s a r y  i n  t h i s  a p p l i c a t i o n  was to  
l i m i t  the  change in  each c a l c u l a t e d  v a lu e  of  the  p a ram ete r  so t h a t  the  
sha rp  changes  which o c c u r re d  w i th  each change in  o p e r a t i n g  l e v e l  would 
be damped o u t .  These s h a rp  changes  a r e  the  r e s u l t  o f  th e  f a c t  the  
r e a c t o r  I s  much more complex th a n  th e  s imple  f i r s t  o r d e r  l a g  p lus  
dead time model assumed i u  t h e  r e g r e s s i o n .  Note from F ig u re  6 .6  t h a t  
th e  I n i t i a l  r e sp o n se  o f  th e  r e a c t o r  to  an i n c r e a s e  in  th e  c o n t r o l  
v a r i a b l e  i s  to  a c t u a l l y  d e c r e a s e  t h e  c o n v e r s io n  f o r  a s h o r t  p e r io d  o f  
t ime due to  th e  i n i t i a l  c o o l i n g  e f f e c t  o f  an i n c r e a s e  in  flow r a t e .  
Th is  f a c t  a lo n e  i s  enough to  t e m p o r a r i l y  u p s e t  th e  c a l c u l a t i o n s .  A l l  
i n  a l l ,  however ,  the  r e g r e s s i o n  seems to  i n d i c a t e  th e  g e n e r a l  t r e n d  
o f  model p a ram ete r  which would be a n t i c i p a t e d  based  on th e  s t e p  r e ­
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In  Summary t h i s  c h a p te r  dem ons t ra tes  t h a t  f o r  most common models 
the  n o n l in e a r  l e a s t - s q u a r e  parameter  r e g r e s s i o n  can be fo rm ula ted  to  
avoid  th e  need f o r  more than  a s i n g l e  d im ensiona l  s e a rc h .  Also p r e ­
sen te d  i s  a method f o r  fo rm u la t in g  the  n o n l in e a r  l e a s t  square  r e g r e s ­
s io n  so t h a t  an a c t u a l  " co n t in u o u s"  o n - l i n e  a n a l y s i s  i s  p o s s ib l e  and 
can be a p p l i e d  to  bo th  c lo se d  loop d a ta  and to  da ta  c o n s i s t i n g  o f  




Dead t ime 
Time c o n s t a n t s
F i t  e r r o r  
Optimal g a in  
Optimal  dead time 
Optimal t ime c o n s t a n t s
Minimum f i t - e r r o r  
P rocess  o u tp u t  d a ta
P ro cess  model o u tp u t  d a ta
P ro cess  Input  d a ta
Sample time
I n t e g e r  number o f  sampling t im es  i n  9 
T o t a l  number o f  d a t a  p o i n t s  
C o e f f i c i e n t s  o f  p u l s e  t r a n s f e r  f u n c t io n s
Optimum c o e f f i c i e n t s  o f  p u l s e  t r a n s f e r  f u n c t io n
A r b i t r a r y  t ime f u n c t io n  
Genera l  w e ig h t in g  f u n c t io n  
















P ro c e ss  o u t p u t  sampled a t  t ime z e ro .
M an ipu la ted  v a r i a b l e  c a l c u l a t e d  a t  t ime z e ro .
Tab le  o f  p a s t  v a lu e s  o f  the  m an ip u la ted  v a r i a b l e
T a b le  c o n t a i n i n g  th e  w eigh ted  a v e rag e  o f  u^ ^
u,  f o r  v a r i o u s  v a lu e s  o f  t h e  dead time n.i - n -  i
T a b le  c o n t a i n i n g  t h e  w eigh ted  a v e rag e  o f  n ^
f o r  v a r i o u s  v a lu e s  o f  t h e  dead t ime n.
Tab le  c o n t a i n i n g  t h e  w eigh ted  a v e rag e  o f  ^u^
f o r  v a r i o u s  v a lu e s  o f  th e  dead t ime n.
* i x i
Xi Xi - l
C o e f f i c i e n t s  o f  t h e  p u l s e  t r a n s f e r  f u n c t io n  
F i t  e r r o r
Time c o n s t a n t  de te rm ined  by th e  r e g r e s s i o n  
Gain de te rm ined  by th e  r e g r e s s i o n  
Delay de te rm ined  by the  r e g r e s s i o n
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CHAPTER VII
PREDICTOR ALGORITHMS FOR DIRECT DIGITAL CONTROL 
I n t r o d u c t i o n :
In  r e c e n t  y e a r s  the h igh  speed d i g i t a l  computer has made an im­
p ac t  i n  the  a rea  o f  p rocess  c o n t r o l .  Many s o p h i s t i c a t e d  computer 
c o n t r o l  concep ts  and systems have been des igned  to  u t i l i z e  the  t r e ­
mendous c a p a b i l i t y  and the f l e x i b i l i t y  o f  the d i g i t a l  computer .  Yet 
s u r p r i s i n g l y ,  on ly  a l i t t l e ,  o f  t h i s  e f f o r t  has  been a c t u a l l y  d i r e c t e d  
to  the  f i r s t  l ev e l  o f  c o n t r o l  where the p rocess  v a r i a b l e  i s  d i r e c t l y  
measured and d i r e c t l y  c o n t r o l l e d .  Most have been concerned  w i th  the  
second l e v e l  o f  c o n t r o l  in c lu d in g  concepts  such as  s e t - p o i n t  o p t im i ­
z a t io n  ( i . e .  su p e rv i s o ry  c o n t r o l ) ,  m u l t i v a r i a b l e  n o n i n t e r a c t i n g  con­
t r o l ,  a d a p t iv e  c o n t r o l ,  cascade c o n t r o l ,  feedforward  c o n t r o l ,  e t c .  
This  c h a p te r  w i l l  i n v e s t i g a t e  the  f i r s t  l e v e l  o f  c o n t r o l  and p r e s e n t  
a ge n e ra l  techn ique  fo r  improving "o ld  r e l i a b l e "  co n v e n t io n a l  c o n t r o l  
a lg o r i th m s  fo r  feedback compensat ion with  a d i g i t a l  computer .
Paradox o f  D i g i t a l  Computer C on t ro l
Cons ider  the  fo l low ing  q u e s t io n :  What i s  to  be ga ined  i f  any­
th in g  by simply r e p l a c i n g  t h e  co n v en t io n a l  an a log  c o n t r o l l e r ,  such as  
the p r o p o r t i o n a l  ( P ) , p r o p o r t i o n a l - i n t e g r a l  ( P I ) ,  and p r o p o r t i o n a l -  
i n t e g r a l - d e r i v a t i v e  (P ID ) , w i th  a co r respond ing  d i g i t a l  c o n t r o l l e r ?  
F igu re  7.1  i s  the  r e s u l t  o f  a s tudy o f  a three-mode (PID) d i g i t a l







Figure 7 .1 .  E f fe c t  o f  Sampling Time on System Performance (1)*
At v a r io u s  combinat ions  o f  sampling time T and process  time con­
s t a n t  t , the  optimum process  response  to  a change in  s e t p o i n t  was 
determined by tu n in g  the  c o n t r o l l e r  parameters  to  minimize ISE 
( i n t e g r a l  o f  square  e r r o r ) .  Note from F igu re  7.1 I f  one were to  
choose the  optimum sampling time the obvious r e s u l t  would be T ■ 0 .0  
o r  con t inuous  sampling.  For each v a lu e  o f  t ime c o n s ta n t  the  system 
performance d e t e r i o r a t e s  (ISE i n c r e a s e s )  as  the  sampling time becomes 
l a r g e r .
This  would i n d i c a t e  an ap p a ren t  paradox in  the  a p p l i c a t i o n  o f  
d i r e c t  d i g i t a l  c o n t r o l  (DDC). One would expect  t h a t ,  because of  the  
tremendous expense and e f f o r t  involved  with  a d i g i t a l  c o n t r o l  system, 
r a t h e r  s i g n i f i c a n t  improvements in  p rocess  performance would be n e c e s ­
s a ry  in  o r d e r  to j u s t i f y  the  d i g i t a l  computer .  However, from F igure
7.1 i t  i s  obvious  t h a t  i n s t e a d  o f  improving th e  process  response  the  
d i g i t a l  computer a c t u a l l y  p e n a l i z e s  the  system when conven t iona l  a l ­
gorithms a r e  used .  The answer to  th e  paradox i s  o f  course  t h a t  th e  
computer system must be j u s t i f i e d  by improved o v e r a l l  p l a n t  performance 
o r  on the  b a s i s  o f  th e  need f o r  some c o n t r o l  s t r a t e g y  which would be 
d i f f i c u l t  o r  expens ive  to  implement u s in g  ana log  equipment.  A com­
p u te r  system cannot  be j u s t i f i e d  s imply on the  b a s i s  o f  r e p l a c in g  a 
co n v e n t io n a l  feedback ana log  c o n t r o l  scheme. However, one p a r t i a l  
answer to  t h i s  problem of  j u s t i f i c a t i o n  i s  to  b reak  f r e e  o f  th e  con­
v e n t i o n a l  a lg o r i th m s  and use  i n s t e a d  a lg o r i th m s  s p e c i f i c a l l y  des igned  
f o r  d i g i t a l  computer c o n t r o l .
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Dynamics o f  th e  D i g i t a l  I n t e r f a c e ;
In  o r d e r  t o  u n d e r s tan d  why c o n v e n t io n a l  c o n t r o l  d e t e r i o r a t e s  
when implemented in  a sampled d a ta  env ironm ent ,  c o n s id e r  th e  d i f f e r e n c e  
between an ana log  loop and t h e  co r re s p o n d in g  d i g i t a l  loop ,  The b a s i c  
p h y s ic a l  d i f f e r e n c e  i n  th e  two systems i s  t h e  i n t e r f a c e  r e q u i r e d  to  
connec t  th e  d i s c r e t e  d i g i t a l  computer to  a co n t in u o u s  p ro c e s s .  I f  
th e  same a l g o r i t h m  i s  used  in  b o th  systems th e  d i f f e r e n c e  i s  e s s e n ­
t i a l l y  t h e  dynamic c o n t r i b u t i o n  o f  th e  d i g i t a l  i n t e r f a c e ,  which in  
most p ro cess  a p p l i c a t i o n s  i s  much th e  same as  a pure dead time o r  
t r a n s p o r t  lag  equa l  to  one h a l f  the  sampling t ime.  T h e re f o re ,  t h e  
d i g i t a l  a l g o r i t h m  must no t  o n ly  c o n t r o l  th e  o r i g i n a l  p ro cess  bu t  a l s o  
an a d d i t i o n a l  dead t im e .  S ince  c o n v e n t io n a l  a lg o r i t h m s  a r e  a l l  ve ry  
s e n s i t i v e  to  dead t im e ,  i t  i s  u n d e r s t a n d a b le  why d i g i t a l  c o n t r o l  p ro ­
duces p o o re r  system performance .
Compensation fo r  I n t e r f a c e  Dynamics - Simple Case
In  d e v e lo p in g  a feedback  c o n t r o l  a l g o r i t h m  which does no t  p e n a l ­
i z e  th e  sampled d a ta  ( d i s c r e t e )  c o n t r o l  system so s e v e r e l y  a s  do t h e  
c o n v e n t io n a l  a l g o r i t h m s ,  i t  i s  h e l p f u l  to  c o n s i d e r  the  s i m p l i f i c a t i o n  
t h a t  th e  d i g i t a l  i n t e r f a c e  a c t s  much l i k e  a pure  dead t ime.  Using 
t h i s  f a c t  i t  i s  p o s s i b l e  t o  e l i m i n a t e  the  e f f e c t  o f  th e  i n t e r f a c e  
u s in g  a c o n v e n t io n a l  c o n t r o l  loop w i th  an " a n a l y t i c a l  p r e d i c t o r "  in  
th e  feedback as  i l l u s t r a t e d  in  F ig u re  7 .2 .  The a n a l y t i c a l  p r e d i c t o r  
a t t e m p t s  to  e l i m i n a t e  the  e f f e c t i v e  dead time o f  th e  i n t e r f a c e  by 
a n a l y t i c a l l y  p r e d i c t i n g  the  v a lu e  o f  the  p ro c e s s  o u tp u t  a t  o n e - h a l f  
sampling time in  the  f u t u r e .  C o r r e c t i v e  a c t i o n  i s  based on t h i s  p r e ­
d i c t e d  v a lu e  i n s t e a d  o f  on th e  a c t u a l  v a lu e .
I
A n a l y t i c a l  P r e d i c to r  Scheme
SP
C o n t r o l l e r
Holdf-------- Process
Pred.
F igure  7 .2 .  Compensating fo r  D i g i t a l  I n t e r f a c e  Using A n a l y t i c a l  P r e d i c t o r  Scheme 
f o r  E l im in a t in g  Dead Time.
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To i l l u s t r a t e  the  a n a l y t i c a l  p r e d i c t o r  co n cep t  c o n s id e r  th e  
s imple  ca se  o f  c o n t r o l l i n g  a p ro cess  d e s c r i b e d  by a pure  f i r s t - o r d e r  
lag :
x ( t )  + T -  K u ( t )  ( 7 .2 )
Using a s imple  p r o p o r t i o n a l  c o n t r o l l e r ,  t h e  c o n v e n t io n a l  c o n t r o l  law 
fo r  t h i s  system,  based on th e  p ro c e ss  o u tp u t  sampled a t  t ime z e ro  (xQ) , 
i s :
uo * Kc <Ro -  V  <7 ' 3>
To e l i m i n a t e  the  e f f e c t i v e  dead time ( e q u a l s  T /2 )  o f  th e  I n t e r f a c e ,  
the  f o l l o w in g  c o n t r o l  law would be n e c e s s a r y :
"o -  Kc <Ro • V  <7 -4 >
Where x i s  th e  v a lu e  th e  p ro ce ss  o u tp u t  w i l l  r e a c h  o n e - h a l f  sampling
£
t ime in  the  f u t u r e .  Although i t  i s  n o t  a v a i l a b l e  a t  t ime z e r o ,  a good
ap p ro x im a t io n  o f  x can be p r e d i c t e d  from the  a n a l y t i c a l  s o l u t i o n  o fis
th e  system E q u a t io n  ( 7 . 2 ) .
-T /2 t . -T /2 t
1 - e J G u + x e ( 7 .5 )/ o o
E qua t ion  ( 7 .4 )  and ( 7 .5 )  can be so lv ed  s im u l t a n e o u s ly  t o  e l i m i n a t e
x. , y i e l d i n g  an e x p r e s s io n  f o r  u which c o n t a i n s  bo th  th e  p r e d i c t o r  
2  °
and the  p r o p o r t i o n a l  modes combined to  form a complete  d i g i t a l  a l g o ­




I + K G (1-A) c
-T /2 t
uo (7 .6 )
P r o p o r t i o n a l  P r e d i c t o r  A lgor i thm  f o r  a F i r s t - O r d e r  Lag Plus  Dead Time 
Th is  s e c t i o n  w i l l  c o n s id e r  th e  development o f  a p r e d i c t o r - c o n -  
t r o l l e r  based  on a f i r s t - o r d e r  l a g  p lu s  dead time model ,  which i s  much 
more r e p r e s e n t a t i v e  o f  the  t y p i c a l  p r o c e s s e s  found in  t h e  chemical  
i n d u s t r y :
Although t h i s  model i n  many c a s e s  may be a d r a s t i c  over  s i m p l i f i c a t i o n ,  
most p r o c e s s e s  y i e l d  a h i g h l y  overdamped response  which can be a p p r o x i ­
mated by t h i s  model (2)
To i l l u s t r a t e  th e  b a s i c  d i f f e r e n c e  i n  the  development o f  th e  p r e ­
d i c t o r  a l g o r i t h m  when the  p ro c e s s  c o n t a i n s  a dead t im e ,  c o n s id e r  the  
p ro ce ss  d a ta  i n  F igu re  7.3 I l l u s t r a t e d  i s  an a r b i t r a r y  sequence o f  
c o n t r o l  a c t i o n s  and the  c o r re s p o n d in g  r e sp o n se  o f  a f i r s t  o r d e r  system. 
Note the  e f f e c t  o f  th e  p ro c e ss  dead t ime i s  to  s h i f t  the  sample o u tp u t  
back in  time so t h a t  the a c t u a l  v a lu e  o f  t h e  p ro c e s s  sampled a t  t ime 
ze ro  i s  xq i n s t e a d  o f  (which would have been sampled i f  th e  p ro c e s s  
c o n ta in e d  no dead t im e ) .  The p r e d i c t o r  t h e r e f o r e  must n o t  on ly  p r e d i c t  
over  o n e - h a l f  th e  sampling t ime b u t  must a l s o  p r e d i c t  o ve r  the  dead 
t ime o f  th e  p r o c e s s .  From F ig u re  7 .3  a t  t ime ze ro  the  a l g o r i t h m  i s  
ex p ec ted  to  c a l c u l a t e  the  c o n t r o l  u on the  b a s i s  o f  xx . . „ .
G -9sG(s)
( 1  +  T S )  C




F ig u re  7 .3 .  E f f e c t  o f  Dead Time on Sampled P ro cess  
I n fo rm a t io n .
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where 8 * f r a c t i o n a l  sampling t ime d e lay  
N -  I n t e g e r  sampling time d e l a y  
0 ■ (N+$T ■ t o t a l  p ro c e ss  d e la y
In  t h e  p r e d i c t i o n  o f  x^ ^^(^ t h e  system e q u a t io n s  can be so lved  a n a ­
l y t i c a l l y  over  th e  n e c e s s a r y  sampling t ime to  y i e l d  th e  fo l lo w in g  
e q u a t io n :
N L u
x i i L u i  -  (l-A)Gu + A(1-B)G 2 B u .  + AB G ( i -C )u„  . + Cx 
a+p+w o ” *■ -N-1 o
(7 .9 )
. A -T /2 twhere: A ** e
B -  e ' T/T
C -  e ' iT/T
As b e f o r e ,  E q u a t io n  ( 7 .8 )  and ( 7 .9 )  can be so lv ed  s im u l t a n e o u s ly  to  
e l i m i n a t e  x^+^+N to  g ive  th e  fo l lo w in g  a lg o r i t h m :
Uo " 1 + Kc ( l -A )  r 0 "a ( 1”b )G ^ B 1u i  - AB G ( l-C )  u ^  + x(
( 7 . 10-a)
KCG + 1
where R ■ — rr~z—  SP ( n e c e s s a r y  to  fo rc e  th e  c l o s e d  loopo R_l> o
g a in  t o  be u n i t y )
(7 .1 0 -b )
The a l g o r i t h m  i s  o f  t h e  g e n e ra l  form:
“o ■ ° l SPo - V o  - V h- 1 ■ ° 4 * i _ l  S i
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Designing fo r  Load D is tu rbances
Consider  the  development of  a p r e d i c t o r  a lg o r i th m  to  take  i n to  
c o n s id e r a t i o n  the p o s s i b i l i t y  t h a t  load d i s tu r b a n c e s  e n t e r  th e  process  
l o o p ,a s  shown in  F igure  7 . 2 , as  a s t e p  in p u t  o f  u n i t  h e i g h t .
Recogniz ing t h a t  a load change w i l l  a l s o  f o rc e  th e  system the  
c o n t r o l  law becomes
uo + 2o - Kc Ro - W r t .  <7 - U >
t h e  a n a l y t i c a l  p r e d i c t i o n  o f  x becomes
$+p+N
N i -1
X£46+N "  C( l"A)(u  +*o )+A(l-B)G £  B ( i^+z  ^  +
i « l
G ( 1 * C ) ( u n < i  +  z ^ p  +  C x q  ( 7 . 1 2 )
Solv ing  Equa tion  ( 7 . 1 1 )  and ( 7 . 1 2 )  y i e l d s  an a lg o r i th m  of  the  form:
“ o ■ C1SP0 -  C2Xo * S ' V l  + 5n- l> -  C4 j j  ^ ' ^ S i  + * i>  *
( 7 . 1 3 )
For th e  many a p p l i c a t i o n s  where the load changes can be d i r e c t l y  
measured and recorded  the above a lg o r i th m  i s  i d e a l .  However in  r e a l i t y  
even in  such c a se s  where a l l  the  major  load  changes can be measured, 
i t  i s  p robab le  t h a t  o t h e r  unmeasurable  d i s t u r b a n c e s  terms w i l l  e n t e r  
the  loop ,  a f f e c t i n g  the  system performance. Cons ider  modifying the  
p r e d i c t o r  a lg o r i th m  to  take  i n t o  c o n s i d e r a t i o n  such unmeasured d i s ­
tu rb a n c es  .
At t ime zero  i t  i s  p o s s i b l e  to de te rm ine  i f  an a d d i t i o n a l
d i s t u r b a n c e  has  e n t e r e d  th e  system by comparing th e  a c t u a l  sampled 
p ro cess  o u t p u t ,  x q  , w i th  a p r e d i c t e d  o u t p u t ,  x q . When th e  two d i f f e r  
s i g n i f i c a n t l y  t h i s  can be assumed to  be an i n d i c a t i o n  t h a t  an  a d d i ­
t i o n a l  d i s t u r b a n c e ,  n o t  c o n s id e re d  in  p r e d i c t i n g  x , has  e n t e r e d  theo
loop. Th is  r e a so n in g  can be used v e ry  n i c e l y  i n  t h e  c o n s t r u c t i o n  o f  
an " i n t e g r a l "  type  mode f o r  th e  p r e d i c t o r  a l g o r i t h m  to  e l i m i n a t e  o f f ­
s e t  due to  such unknown d i s t u r b a n c e s .
The i n t e g r a l  mode c o n s i s t s  o f  n u m e r ic a l ly  i n t e g r a t i n g  th e  d i f ­
f e r e n c e  between t h e  a c t u a l  o u tp u t  and t h e  p r e d i c t e d  o u tp u t  i n  the  
f o l lo w in g  manner:
A
xo “ Bxl + g( 1' b/ c ^ “n - i  +  5n- 1 + - P  " B O - l / C M u ^  + ; N + d p
(7 .1 4 )
do -  + Kr <xo ‘ * o )T <7- l5)
The p r e d i c t o r  a l g o r i t h m  (E q u a t io n  7 .13)  must be m od if ied  o n ly  s l i g h t l y  
to  in c lu d e  t h i s  c a l c u l a t e d  d i s t u r b a n c e  term
N iu -  C.SP - C„x - C_(u„ . + z„  , + d ) - C. E B (u .+ z .+ d  ) o 1 o 2 o 3 -N -l  -N - l  o 4  ̂ - i  - i  o
- (z + d ) (7 .1 6 )' o o'
Note the  " i n t e g r a l "  mode d e s c r ib e d  above i s  ve ry  s i m i l a r  to  t h e  
i n t e g r a l  o r  r e s e t  mode used  in  c o n v e n t io n a l  a l g o r i t h m s .  However, one 
b a s i c  d i f f e r e n c e  e x i s t s  which i s  im p o r tan t  i n  terms o f  system p e r ­
formance. The c o n v e n t io n a l  i n t e g r a l  mode i s  based  on th e  i n t e g r a l  o f  
the  d i f f e r e n c e  between th e  s e t - p o i n t  and th e  sampled o u tp u t  and i s
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t h e r e f o r e  always " a c t i v e "  as  long as an e r r o r  e x i s t s .  On the  o th e r  
hand the  i n t e g r a l  mode d e s c r ib e d  above i s  " a c t i v e "  on ly  when an ad­
d i t i o n a l  d i s tu r b a n c e  e n t e r s  the  loop and,  t h e r e f o r e ,  does not  i n t e r ­
a c t  w i th  the  p r o p o r t i o n a l  mode. This  " s e p a r a t i o n "  o f  th e  modes becomes 
im por tan t  when c o n s id e r in g  the  response  o f  a system to  both  s e t - p o i n t  
changes and load  changes as  w i l l  be dem onstra ted  when the  a c t u a l  p e r ­
formance o f  the p r e d i c t o r  a lg o r i th m  i s  c o n s id e re d .
Tuning the  P r e d i c t o r  Algori thm
In  g e n e ra l  s p e c i f y i n g  the  c o n t r o l  parameters  fo r  a con v en t io n a l  
o n e - ,  two- ,  o r  three-mode a lg o r i th m  i s  q u i t e  a problem e s p e c i a l l y  in  a 
sampled d a ta  environment.  However, fo r  the  p r o p o r t i o n a l  mode o f  the 
p r e d i c t o r  a lg o r i th m  " tu n in g "  can be done q u i t e  simply. Cons ider  the  
fo l lo w in g  c r i t e r i o n  fo r  good c o n t r o l .  S ince  the  p rocess  dynamics a r e  
assumed to  be f i r s t  o r d e r  and s i n c e ,  f o r  the moment, p h y s ica l  con­
s t r a i n t s  a r e  no t  be ing  c o n s id e re d ,  i t  i s  p o s s i b l e  to  r e q u i r e  the  con­
t r o l l e r  to  fo rce  the  system to  respond to  a change in  s e t - p o i n t  in  one 
samping time w i th o u t  overshoo t  o r  o s c i l l a t i o n .  In  g e n e r a l ,  t h i s  c r i ­
t e r i a  i s  n o t  p o s s i b l e  to implement u s in g  co n v en t io n a l  a lg o r i th m s  except  
f o r  the  case  where th e  p rocess  dead time i s  ze ro .  However, i t  i s  pos­
s i b l e  to  r e a l i z e  u s in g  the  p r o p o r t i o n a l - p r e d i c t o r . When the  p rocess  
model i s  a c c u r a t e ,  the  loop ( r e g a r d l e s s  o f  the  magnitude o f  dead time) 
behaves l i k e  a loop c o n ta in in g  no dead t ime.
C o n ce n t ra t in g  on the  case  where the  dead time i s  z e r o ,  c o n s id e r  
th e  s o l u t i o n  o f  Equa t ion  ( 7 .2 )  from time zero  to  time T.
x. -  G(l-B)u + Bx (7 .17)l o o
149
where uq I s  d e s c r ib e d  by the  p r o p o r t l o n a l - p r e d i c t o r  a lg o r i t h m
Kc
uo 1 + K G(l-A)
(K G + 1) 
k" g  SPo - xoA (7 .1 8 )
Using th e  t u n in g  c r i t e r i a  above r e q u i r e s
x. -  SP (7 .1 9 )1 o
The t h r e e  e q u a t io n s  above can be so lved  s im u l t a n e o u s ly  and a f t e r  a 
l i t t l e  a l g e b r a i c  m a n ip u la t i o n  w i l l  y i e l d  the  fo l lo w in g  e x p r e s s i o n
- T / r
K‘  -  <7.70,
The i n t e g r a l  p r e d i c t o r  mode can a l s o  be tuned in  s i m i l a r  manner.
R equ i r ing  the  system to  r each  th e  d e s i r e d  s e t - p o i n t  i n  one sampling 
t im e ,  i t  becomes n e c e s s a r y  f o r  th e  i n t e g r a l  mode to  r e a c t  immedia te ly  
to  " e l i m i n a t e "  t h e  d i s t u r b a n c e  from the  p ro c e ss  loop so t h a t  t h e  p ro ­
p o r t i o n a l  mode can b r in g  the  system back as  d e s i r e d .  The v a lu e  o f  
r e q u i r e d  to  c a l c u l a t e  the  d i s t u r b a n c e  in  one sampling time can be found 
by a g a in  c o n s id e r i n g  the ca se  o f  no dead t im e .
Suppose a f i r s t  o r d e r  p ro c e ss  i s  o p e r a t i n g  under s t e a d y - s t a t e  
c o n d i t i o n s  a t  the  d e s i r e d  s e t - p o i n t  when a s t e p  d i s t u r b a n c e ,  q ,  e n t e r s  
th e  loop a t  t ime -T u n d e t e c t e d ,  so t h a t  o v e r  one sampling p e r io d  th e  
system responds  i n  t h e  f o l l o w in g  manner:
xo « G ( l -B )(u ^  + q) + Bx1 (7 .2 1 )
S ince  a t  t ime - T the  d i s t u r b a n c e  was c a l c u l a t e d  to  be z e r o  (d^ -  0 .0 )
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t h e  p rocess  v a lu e  p r e d i c t e d  by the  c o n t r o l l e r  (E qua t ion  7 .14)  I s  a s  
f o l l o w s :
x -  G(1-B)(u + 0 .0 )  + Bx. (7 .2 2 )
o  - 1 - 1
S u b s t i t u t i n g  the  above e q u a t io n s  i n t o  th e  " i n t e g r a l "  e q u a t i o n  r e s u l t s  
i n  t h e  fo l lo w in g  p r e d i c t i o n  o f  th e  d i s t u r b a n c e
dQ -  d j  + Kr  (xQ-xo) T -  0 .0  + Kr  G(l-B)q  T (7 .23 )
S ince  the  t u n in g  c r i t e r i o n  r e q u i r e s  t h a t  the  c a l c u l a t e d  d i s t u r b a n c e  
be equa l  to  t h e  a c t u a l  d i s t u r b a n c e  t h e  s u b s t i t u t i o n  dQ ■ q can be made 
and th e  r e s u l t i n g  e x p r e s s io n  so lv ed  f o r  K̂ ,.
K - .   U2--- a  24,
Performance of  th e  P r e d ic to r - A l g o r i t h m  - -  I d e a l  C o n d i t io n s
Before  p roceed ing  to  th e  " r e a l  w or ld"  c o n s id e r  the  performance o f  
th e  p r e d i c t o r n a  Ig o r i th m  when i d e a l  p ro c e ss  m odel ing  i s  p o s s i b l e .  For 
i l l u s t r a t i o n  c o n s id e r  th e  fo l lo w in g  p ro c e s s :
1 0 - 0 . 5 s
V 8) ' (TfOo e <7'25)
c o n t r o l l e d  by a p r o p o r t i o n a l - p r e d i c t o r  a l g o r i t h m  w i th  a sampling time 
o f  T * 0 .1 .
S e t - P o l n t  Response: F ig u re  7 .4 - a  i l l u s t r a t e s  th e  r e sp o n se  o f  the
p r e d i c t o r - a l g o r i t h m  (P-A) to  a s t e p  change in  s e t - p o i n t  and compares 
the  re sp o n se  o f  the  c o n v e n t io n a l  p r o p o r t i o n a l  (P) and p r o p o r t i o n a l  p lu s  
i n t e g r a l  c o n t r o l l e r s  ( P I ) .  ( I t  should  be n o te d  t h a t  t h e  r e a so n  no 
" o f f - s e t "  a s  such i s  observed  in  t h e  two p r o p o r t i o n a l  a lg o r i t h m s
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(P and P-A) i s  because  In b o th ,  the s e t - p o i n t  was c a l i b r a t e d  by Equa­
t i o n  ( 7 .1 0 -b )  so t h a t  the  c lo s e d  loop g a in  would be 1 , 0 . )  The P-A 
a lg o r i t h m  responds  i n  one sampling  t ime w i th  no ove rsh o o t  and no o s c i l ­
l a t i o n  (as  s p e c i f i e d  by th e  g a in  c a l c u l a t e d  u s in g  Equa t ion  7 .1 8 ) .  The 
c o n v e n t io n a l  a lg o r i t h m s  on the  o t h e r  hand ,  y i e l d  bo th  o v e r sh o o t  and o s ­
c i l l a t i o n  and r e s u l t  i n  a l a r g e  s e t t l i n g  time (20 to  40 t imes  as  l a r g e  
as  t h a t  r e q u i r e d  by th e  P-A c o n t r o l l e r ) .
D is tu rb an c e  Response: F ig u re  7 ,4 -b  i l l u s t r a t e s  t h e  performance
o f  the  t h r e e  a lg o r i t h m s  to  a s t e p  change in load .  Three  ca s e s  a r e  
in c lu d ed  f o r  t h e  p r e d i c t o r - a l g o r i t h m ,  one f o r  each p o s s i b l e  way o f  
h a n d l in g  d i s t u r b a n c e s  e n t e r i n g  th e  system:
Case 1 - d i s t u r b a n c e  igno red  i n  th e  P-A a l g o r i t h m  (E q u a t io n  7 .10)  
Case 2 - d i s t u r b a n c e  measured and fed forward to  th e  P-A a l g o ­
r i th m  (E qua t ion  7 .13)
Case 3 - d i s t u r b a n c e  c a l c u l a t e d  from feedback d a t a  a lone  
(E q u a t io n s  7 .1 4 ,  7 . 1 5 ,  and 7 .16)
Note ,  i n  F ig u re  7 .4 -b  th e  c o n v e n t io n a l  a lg o r i t h m s  do no t  compare even 
to  the  w ors t  c a s e  o f  t h e  P-A a lg o r i t h m .  Both PI and P r e q u i r e  con­
s i d e r a b l e  t ime to  r e s t o r e  the  system to  s t e a d y - s t a t e  o p e r a t i o n .  As 
would be ex p ec ted  th e  P I  c o n t r o l l e r  i s  a b l e  t o  f i n a l l y  o b t a i n  th e  de ­
s i r e d  s e t - p o i n t .  However, the  P c o n t r o l l e r  reac h e s  i n s t e a d  a s t e a d y -  
s t a t e  w i th  a r a t h e r  l a r g e  v a lu e  o f  " o f f - s e t " .
I n  comparing the  d i f f e r e n t  P-A c a s e s  a s  would be ex p ec ted  t h e  b e s t  
r e sp o n se  o cc u r s  when th e  d i s t u r b a n c e  i s  a c t u a l l y  measured and fed  f o r ­
ward (Case 2 ) .  Only a s l i g h t  "bump" i s  obse rved  a t  TIME -  0 . 6 .  This  
o c c u r re d  because  the  d i s t u r b a n c e  e n t e r e d  th e  system immediate ly  a f t e r  
one sampling time and cou ld  n o t  be c o r r e c t e d  u n t i l  t h e  nex t  sampling
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t ime.  Th is  r e p r e s e n t s  the w o rs t  p o s s i b l e  performance.  I f  the d i s ­
tu rb a n c e  had e n t e r e d  th e  system j u s t  b e f o r e  a sampling time th e  d i s ­
tu rb a n ce  cou ld  have been c o r r e c t e d  b e f o r e  i t  u p s e t  the  system.
The n ex t  b e s t  method i s  Case 3 where the  d i s t u r b a n c e  was c a l c u ­
l a t e d  from th e  p ro cess  d a ta  by th e  i n t e g r a l - p r e d i c t o r  mode. Note t h a t  
the  e f f e c t  o f  th e  d i s t u r b a n c e  i s  much g r e a t e r  th an  f o r  Case 2. T h is  
i s  because  t h e  d i s t u r b a n c e  must go co m p le te ly  th rough  th e  p ro ce ss  and 
dead time b e f o re  the  c a l c u l a t i o n  can be made and c o r r e c t i v e  a c t i o n  
tak en .  Once th e  d i s t u r b a n c e  has  been c a l c u l a t e d  and e f f e c t i v e l y  r e ­
moved from th e  p ro c e ss  loop t h e  system r e q u i r e s  o n ly  one sampling t ime 
to  respond and r e t u r n  w i th o u t  o v e r sh o o t  o r  o s c i l l a t i o n  to  the  d e s i r e d  
s e t - p o i n t .
As would be expec ted  t h e  w ors t  o f  th e  t h r e e  P-A methods i s  th e  
c ase  where t h e  d i s t u r b a n c e  i s  c o m p le te ly  ignored  in  the  a lg o r i t h m  
(Case 1) .  Note f o r  t h i s  c a s e  th e  c o n t r o l  c a l c u l a t e s  th e  c o n t r o l  a c t i o n  
n e c e s s a r y  to  r e t u r n  th e  system to  th e  s e t - p o i n t  i f  no d i s t u r b a n c e  were 
in  the  loop and i s  t h e r e f o r e  o n ly  s u f f i c i e n t  to  s to p  th e  d r i f t .  This  
a c t i o n  r e s u l t s  in  o f f - s e t  which i s  a f u n c t i o n  o f  the  dead t ime in  the  
system.
Performance o f  the  P r e d ic to r - A l g o r i t h m  - -  "Real World" C o n d i t io n s
In  t h e  p rev io u s  s e c t i o n  th e  P r e d ic to r - A lg o r i t h m  was shown to  be 
q u i t e  e f f e c t i v e  under  i d e a l  c o n d i t i o n s .  C o n s id e r  now the  performance 
o f  the  a lg o r i t h m  in  the  " r e a l  wor ld"  where i t  i s  v i r t u a l l y  n ever  pos­
s i b l e  to  o b t a i n  th e  i d e a l  s i t u a t i o n  assumed in  the  p re v io u s  s e c t i o n .
P h y s i c a l  C o n s t r a i n t s : One o f  th e  f i r s t  problems w i th  implement­
ing  th e  p r e d i c t o r - a l g o r i t h m  in  the  r e a l  world  would seem to  be p h y s i ­
c a l  c o n s t r a i n t s  on th e  a l l o w a b le  c o n t r o l  a c t i o n .  To demand t h a t  the
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system respond to a change In  s e t - p o i n t  i n  one sampling t ime i s  f i n e ;  
however i n  many (and perhaps  most) c a s e s  t h i s  demand i s  p h y s ic a l ly  
im p o ss ib le .  In  g e n e r a l ,  t h e r e  a r e  a lways p h y s ic a l  l i m i t s  on how fa r  a 
v a lv e  can be opened o r  c l o s e d ,  t h e r e  a r e  l i m i t s  on the  r a t e  a t  which 
h e a t  can be added to  o r  t ak en  away from a system,  e t c .  To i l l u s t r a t e  
the  e f f e c t  o f  th e  c o n s t r a i n t s  on the  p r e d i c t o r - a l g o r i t h m ,  t h e  magni­
tude  o f  the  a l l o w a b le  c o n t r o l  a c t i o n  f o r  t h e  system d e s c r i b e d  by Equa­
t i o n  (7 .2 4 )  was c o n s t r a i n e d  to  be l e s s  th an  o r  equa l  to  1 .5 .  The r e ­
sponse  o f  th e  v a r i o u s  c o n t r o l l e r s  to  a u n i t  change in  s e t - p o i n t  i s  
shown i n  F ig u re  7 .5 .  Because o f  t h e  c o n s t r a i n t s  th e  P-A a lg o r i t h m  i s  
n o t  a b l e  to  r each  the  new s e t - p o i n t  i n  one sample t im e;  however,  i t  
does respond as  f a s t  a s  p h y s i c a l l y  p o s s i b l e  and as  b e fo re  does  no t  
o v e r sh o o t  o r  o s c i l l a t e  about  the  s e t - p o i n t .  I t  e s s e n t i a l l y  performs 
as  a bang-bang c o n t r o l l e r  when n e c e s s a r y .  This  i s  a s i g n i f i c a n t  im­
provement o ver  c o n v e n t io n a l  methods which r e q u i r e  two s e p a r a t e  modes, 
one to h and le  sm al l  d i s t u r b a n c e s  which r e s u l t  in  r e l a t i v e l y  smal l  c o r ­
r e c t i v e  a c t i o n  and one to  h an d le  l a r g e  d i s t u r b a n c e s  (such  as  s e t - p o i n t  
changes)  which r e s u l t  i n  s a t u r a t i o n .  The P-A a lg o r i t h m  h a n d le s  both  
ca s e s  e a s i l y  w i th  no s p e c i a l  modes o r  o t h e r  r e q u i r e m e n t s  such as  non­
l i n e a r  s w i tch in g  c u r v e s .  The o n ly  r eq u i rem en t  i s  t h a t  th e  " a c t u a l "  
v a lu e  t h a t  the  m an ip u la ted  v a r i a b l e  was a b l e  to  o b t a i n  be used  i n  the  
a l g o r i t h m  i n s t e a d  o f  the  c a l c u l a t e d  v a l u e s .  In  c a s e s  where i t  i s  
p r a c t i c a l  th e  b e s t  way to  accom pl ish  t h i s  req u i rem e n t  i s  to  feed  back 
th e  c o n t r o l  d a t a  a s  w e l l  a s  t h e  p ro c e ss  d a t a .  I n  c a s e s  where t h i s  i s  
n o t  p o s s i b l e  good r e s u l t s  w i l l  be o b t a in e d  by a c t u a l l y  p u t in g  s a t u r a ­
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Figure 7 .5 . E ffec t  o f  Hard Constraints on the Predictor-  
Algorithm.
156
Modeling E r r o r s : Even though a f i r s t - o r d e r  lag  p lus  dead time i s
r e p r e s e n t a t i v e  o f  most p r o c e s s e s  found in  t h e  chem ica l  i n d u s t r y ,  in  
r e a l i t y  an  a c t u a l  pure f i r s t  o r d e r  lag  p lu s  dead time i s  r a r e .  The 
p rocess  w i l l  p ro b ab ly  be e i t h e r  a ve ry  h ig h  o r d e r  system o r  a d i s t r i b ­
u t e s  pa ram ete r  system. To i l l u s t r a t e  the  e f f e c t  t h a t  modeling e r r o r  
o f  t h i s  type  has  on th e  performance o f  the  loop c o n s id e r  t h e  fo l lo w in g  
h igh  o r d e r  p r o c e s s .
GP ( , )  ■  ( 7 - 2 8 >P ( 1 + 0 .5s)
The above p ro ce ss  can be r e p r e s e n t e d  by th e  fo l lo w in g  f i r s t  o r d e r  lag  
p lus  dead t ime (based  on a - " l e a s t - s q u a r e "  f i t ) :
- 3 .2 4
1.0G (a)  -
( 1+2 . 2 s)
The dead t ime term in  the  model i s  q u i t e  l a r g e  bu t  th e  a c t u a l  p ro cess  
c o n t a i n s  no dead t im e .
F ig u re  7 .6  i l l u s t r a t e  th e  re sp o n se  o f  the  system to  a change in  
s e t - p o i n t  and to  a change in  load .  As shown in  F ig u re  7 . 6 - a ,  f o r  a 
change in  s e t - p o i n t  the  P-A a lg o r i t h m  i s  no t  a b le  to  respond i n  one 
sample t ime as  in  th e  c a s e  o f  p e r f e c t  model ing;  however ,  i t  does show 
c o n s i d e r a b l e  improvement over  t h e  c o n v e n t io n a l  a lg o r i t h m s  d e m o n s t r a t in g  
a much f a s t e r  i n i t i a l  r i s e  and a s h o r t e r  s e t t l i n g  time.
For a load change ,  as  b e f o r e ,  t h e  performance o f  t h e  p r e d i c t o r  
a l g o r i t h m  depends on th e  method o f  h a n d l in g  the  load  change.  When th e  
load  i s  c o m p le te ly  ignored  (Case 1) th e  system r e s u l t s  in  o f f - s e t ;  
however ,  when th e  load  i s  in c lu d e d  (Cases  2 and 3) th e  o f f - s e t  a c t u a l l y  
measured and fed forward  (Case 2) o n ly  a s l i g h t  u p - s e t  i s  o b se rv ed ;
a
P-A (Case 1, Case 2, Case 3
- PI
3.33 13.336.66 10.CO 16.66 20.00
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Figure  7 .6 - a  E f f e c t  of  Severe Modeling E r ro rs  on the  P re d ic to r -A lg o r i th m  - -  
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y e t ,  when th e  d i s t u r b a n c e  i s  removed by the  i n t e g r a l - p r e d i c t o r  mode 
the  system i s  u p - s e t  but  responds v e ry  r a p i d l y  to  e l im in a t e  the  o f f ­
s e t .
The a c t i o n  o f  the  v a r io u s  c o n t r o l l e r s  under  th e se  two c o n d i t i o n s  
i l l u s t r a t e  the  s i g n i f i c a n c e  of  " s e p a r a t i o n "  o f  the  p r o p o r t i o n a l  and 
the  i n t e g r a l  modes. Due to  the  s e p a r a t i o n  o f  the  modes, the  p r e d i c t o r -  
a lg o r i th m  performs th e  same to  a change in  s e t - p o i n t  r e g a r d l e s s  whether  
the  i n t e g r a l - p r e d i c t o r  mode i s  inc luded  (Case 3) o r  no t  inc luded  
(Case 1 ) .  But,  f o r  the c o n v e n t io n a l  c o n t r o l l e r ,  the  a d d i t i o n  o f  an 
i n t e g r a l  mode (PI)  a c t u a l l y  p e n a l i z e s  the  performance o f  a pure p ro ­
p o r t i o n a l  c o n t r o l l e r  (P ) .  This  i s  due to  the  i n t e r a c t i o n  o f  the  con­
v e n t i o n a l  i n t e g r a l  and r e s e t  modes. The " o f f - s e t "  which r e s u l t s  from 
a s e t - p o i n t  change can be e l im in a t e d  immediately in  the  p r o p o r t i o n a l  
c o n t r o l l e r  by c a l i b r a t i o n  bu t  must be t aken  out  w i th  time in  the  PI 
c o n t r o l l e r .
The e f f e c t  o f  severe  modeling e r r o r s  on tu n in g  parameters  should  
be mentioned.  In  t h i s  problem, in  s p i t e  o f  the  modeling e r r o r s ,  the 
p r o p o r t i o n a l - p r e d i c t o r  mode could  be tuned q u i t e  w e l l  by u s in g  the  
a n a l y t i c a l  e x p re s s io n  shown in  Equat ion  ( 7 .2 0 ) .  In  f a c t ,  t h e  pro-  
p o r t i o n a l - p r e d i c t o r  mode responded w e l l  and was q u i t e  s t a b l e  r e g a r d ­
l e s s  th e  g a in  u sed ,  in c lu d in g  v a lu e s  o f  K approach ing  I n f i n i t y .  Thec
i n t e g r a l  Diode, on the  o t h e r  hand, was v e ry  s e n s i t i v e .  I t  was found 
t h a t  due to  t h e  severe  modeling e r r o r s  Equa tion  (7 .24 )  y i e ld e d  v a lu e s  
o f  which r e s u l t e d  in  an u n s t a b l e  response  to  both  a change in  s e t -  
p o in t  and to  a change in  load .  For t h i s  problem i t  was n e c e s sa ry  to  
use  a v a lu e  o f  o n e - t e n t h  th e  v a lu e  p r e d i c t e d  assuming p e r f e c t  
model ing.
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Example - Non I d e a l  Plug Flow Reac tor
To i l l u s t r a t e  the  performance o f  th e  p r e d i c t o r  a lg o r i t h m  on a 
p r a c t i c a l  example t h e  h y p o t h e t i c a l  r e a c t o r  i l l u s t r a t e d  i n  F ig u re  7 .6  
was s im u la te d  in  d e t a i l  on a d i g i t a l  computer and c o n t r o l l e d  u s in g  
both  the  P-A a l g o r i t h m  developed  in  t h i s  c h a p t e r  and th e  PI  a l g o r i t h m  
c o n v e n t i o n a l l y  used .
The p ro c e s s  c o n s i s t s  o f  a j a c k e t e d ,  n o n - id e a l  p lug  f low r e a c t o r  
i n  which th e  fo l lo w in g  second o r d e r  r e a c t i o n  occu rs
k -50Q/T
A + B  R -  175 e
3
The r e a c t o r  i s  fed  a t  t h e  f a t e  o f  18 f t  /min by a r e c y c l e  s t ream  en­
r i c h e d  w i th  r e a c t a n t  B and c o n t r o l l e d  by m a n ip u la t i n g  a s t ream  o f  pure
3
A which can be v a r i e d  between 0 . 0  and 12.0 f t  /min .
In  o r d e r  to  r e p r e s e n t  the  r e a c t o r  a s  a f i r s t  o r d e r  la g  p lu s  dead 
time as  r e q u i r e d  In  the  development o f  the  p r e d i c t o r  a l g o r i t h m  a p ro ­
c e s s  r e a c t i o n  cu rv e  was o b ta in e d  a t  the d e s i r e d  o p e r a t i n g  l e v e l  and 
used to  d e te rm in e  v a lu e s  o f  g a in  t ime c o n s t a n t  and dead t ime ( 3 ) .
These v a lu e s  were used  to  b o th  implement th e  p r e d i c t o r  a l g o r i t h m  and 
to  tune  the  PI c o n t r o l l e r  ( 2 ) .
F ig u re s  7 .7 - a  and 7 .7 -b  i l l u s t r a t e  th e  performance o f  the  two
c o n t r o l l e r s  to  bo th  a s t e p  change in  th e  d e s i r e d  c o n c e n t r a t i o n  o f  the
3 3
produc t  R (from 3 5 . 0 # / f t  to  4 0 . 0 # / f t  ) and to  a s t e p  change i n  load
3 3(CAq ■ O.m/ft  to  CAq ■ 1 . 0 # / f t  ) .  ( I n  both  c a s e s  th e  complete  p r e ­
d i c t o r  a l g o r i t h m  i n c lu d in g  bo th  th e  measured and c a l c u l a t e d  d i s t u r ­
bance terms ad i n d i c a t e d  by E q u a t io n  (7 .1 6 )  was u s e d . )  Note i n  bo th  
c a s e s  th e  p r e d i c t o r  a l g o r i t h m  performs much b e t t e r  th a n  th e  conven-
\
0 .1  min
Computer
React ion:
175 . - 500/I
Hold J a c k e t  Cooling Water 
TV 55®F
---------- -C>1<1------------------




Pure B Non-Ideal  Plug Plow R eac to r
18 f t  /min
20 f tRecycle
0 .00  # / f t  
CBrt = 58.0  # / f t 3
CA
CRQ -  2 .0  # / f t 3
Figu re  7 .7 .  Computer C on t ro l  of  a Non-Ideal  Plug Flow Reactor .
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t i o n a l  c o n t r o l l e r .  T h is  suc c e ss  o f  the  p r e d i c t o r  a l g o r i t h m  occu rs  
i n  s p i t e  o f  the f a c t  t h a t  th e  a c t u a l  p ro c e ss  i s  much more complex th an  
th e  assumed f i r s t  o r d e r  l a g  p lu s  dead t im e .  The co m p lex i ty  i s  i n d i ­
c a t e d  by the  f a c t  t h a t  th e  i n i t i a l  r e sp o n se  to  an I n c r e a s e  i n  manipu­
l a t e d  v a r i a b l e  ( c o n c e n t r a t i o n  o f  A) i s  a d e c r e a s e  i n  t h e  r e a c t i o n  r a t e  
(due to  th e  r e d u c t i o n  i n  r e s i d e n c e  t im e  and c o o l i n g  e f f e c t  o f  th e  c o r ­
r espond ing  i n c r e a s e  i n  f low r a t e ) .
Summary
T h is  c h a p t e r  d e m o n s t ra te s  some o f  th e  p o t e n t i a l  which e x i s t s  in  
d i r e c t  d i g i t a l  c o n t r o l  by th e  use o f  a lg o r i t h m s  des ig n ed  s p e c i f i c a l l y  
f o r  im p lem en ta t ion  on a d i g i t a l  computer  i n s t e a d  o f  u s in g  th e  conven­
t i o n a l  o n e - ,  two- ,  and three-mode c o n t r o l l e r s .
The p r e d i c t o r  a lg o r i t h m  developed and i l l u s t r a t e d  in  t h i s  c h a p t e r  
make use  o f  the  computer  memory c a p a b i l i t i e s  and computing power o f  a 
d i g i t a l  computer  to  e f f e c t i v e l y  e l i m i n a t e  the  d e t r i m e n t a l  e f f e c t  o f  
the  p ro c e ss  dead t ime and th e  sampled d a t a  i n t e r f a c e  f o r  th e  c o n t r o l  
o f  a p ro cess  d e s c r i b e d  by a  f i r s t  o r d e r  l a g  p lus  dead t im e .  The r e ­
s u l t s  a r e  a d i g i t a l  a lg o r i t h m  which has  t h e  fo l lo w in g  ad v an tag es  over  
c o n v e n t io n a l  c o n t r o l :
1. A s i n g l e  a l g o r i t h m  performs b o th  dynamic f eed fo rw ard  and 
feedback c o n t r o l .
2. The r e sp o n se  i s  n o t  e f f e c t e d  by th e  p ro cess  dead t im e .
3. The r e sp o n se  behaves  much th e  same r e g a r d l e s s  t h e  sampling 
t ime.
4. The p r o p o r t i o n a l  and r e s e t  inodes a r e  " s e p a r a t e d "  r e s u l t i n g
in  i n t e g r a l  a c t i o n  on ly  when an unmeasured d i s t u r b a n c e  e n t e r s  
t h e  system.
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5.  The performance does n o t  d e t e r i o r a t e  w ith  th e  p re sen ce  o f  
p h y s ic a l  c o n s t r a i n t s  on th e  a l lo w a b le  c o n t r o l  a c t i o n .
6 . The p r o p o r t i o n a l - p r e d i c t o r  and the  i n t e g r a l - p r e d i c t o r  
modes can be " tuned"  a n a l y t i c a l l y  from a knowledge o f  th e  
p ro c e ss  p a ram e te rs .
7.  The performance i s  q u i t e  good even w i th  th e  p resence  o f  
s ev e re  modeling e r r o r s .
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NOMENCLATURE
Process  g a in  
Process  t ime c o n s t a n t s  
Process  dead time 
Sampling time
I n t e g e r  number o f  sampling  t imes  i n  0
P o r t i o n  o f  dead time 9 which canno t  be ex p re s sed  in
terms o f  N
S e t - p o i n t
C a l i b r a t e d  s e t - p o i n t
S e t - p o i n t  c a l i b r a t i o n
C o n t r o l l e r  p r o p o r t i o n a l  g a in
C o n t r o l l e r  i n t e g r a l  g a in
P ro cess  o u t p u t  sampled a t  t ime iT
M anipu la ted  v a r i a b l e  c a l c u l a t e d  a t  t ime iT
Measurable  d i s t u r b a n c e  e n t e r i n g  the  system a t  t ime IT
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CHAPTER VIII
CONCLUSION
In  t h i s  work the  emphasis has  been upon the  p r a c t i c a l  a p p l i c a t i o n  
o f  the d i g i t a l  computer to  the  c o n t r o l  o f  chemical  p ro c e s s e s .  In 
Chapter  I I  a g r a p h ic a l  method i s  p re se n ted  from which to  determined 
the  economic e f f e c t  o f  p a r t i c u l a r  hardware element on the  system p e r ­
formance. Hopeful ly  t h i s  f a c t o r  can be c o n s id e red  a long w i th  c a p i t a l  
c o s t  i n  the  s e l e c t i o n  an d /o r  d es ig n  o f  c o n t r o l  loop hardware .
Chapter  I I I  focuses  on ano the r  a s p e c t  o f  the  d i g i t a l  c o n t r o l  
loop.  I t  c o n s id e r s  the  d i g i t a l  i n t e r f a c e  and dem ons t ra tes  t h a t  
under  normal o p e r a t i o n s  the  i n t e r f a c e  can be approximate  by 
a pure dead time o f  one h a l f  the  sampling time.  This  approximation  
i s  s i g n i f i c a n t  in  t h a t  i t  en a b le s  con t inuous  d es ign  p rocedures  such 
as hardware s i z i n g  and c o n t r o l l e r  tun ing  to  be a p p l i e d  to  t h e  sampled 
d a ta  c o n t r o l  loop.
Chapte rs  IV and VII dem onstra te  two a lg o r i th m s  des igned  f o r  chemi­
c a l  p rocess  a p p l i c a t i o n s .  Chapter  IV shows t h a t  the  h igh  o r d e r  u nde r ­
damped system with  c o n s t r a i n t s  can  be c o n t r o l l e d  s u c c e s s f u l l y  by ap­
prox im at ing  the  system by a second o rd e r  l a g  p lus  dead time and ap p ly ­
ing th e  S m i th -p r e d i c to r  and a second o r d e r  t im e-o p t im a l  sw i tch in g  
cu rve .
Chapter  VII on the  o t h e r  hand p r e s e n t s  a g e n e ra l  d i g i t a l  c o n t r o l  
a lg o r i th m  des ign  s p e c i f i c a l l y  f o r  the  c o n t r o l  o f  a f i r s t  o rd e r  lag  
p lus  dead t ime.  The te ch n iq u e s  dem onstra tes  t h a t  a r a t h e r  s o p h i s t i ­
c a t e d  combinat ion  o f  feedforw ard  and feedback c o n t r o l  can be des igned
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and r e p r e s e n t e d  by a r e l a t i v e l y  s im ple  d i g i t a l  a l g o r i t h m .  Th is  a l ­
go r i thm  r e s u l t s  i n  a s i g n i f i c a n t  Improvement over  th e  c o n v e n t io n a l  
o n e - ,  two- ,  and three-mode a l g o r i t h m ,  which i n  th e  p a s t  have been th e  
main s t a y  f o r  b o th  a n a lo g  and d i g i t a l  feedback  c o n t r o l .
R ec en t ly  much emphasis  has  been p laced  on model r e g r e s s i o n  b o th ,  
o n - l i n e  and o f f - l i n e .  Chap te r  V and VI bo th  c o n s id e r  t h i s  problem and 
i l l u s t r a t e  two d i f f e r e n t  methods by which th e  n o n - l i n e a r  l e a s t  square  
r e g r e s s i o n  can  be fo rm u la ted  fo r  o n - l i n e  a n a l y s i s .  C hap te r  V i l l u s ­
t r a t e s  how s p e c i f y i n g  the  system to  be fo rc e d  by a p e r f e c t  p u l s e  r e ­
duces  th e  r e g r e s s i o n  program re q u i re m e n ts  b o th  i n  terms o f  runn ing  
time and computer  s o t r a g e .  Chap te r  VI d e m o n s t ra te s  how f o r  most models 
t h e  m u l t i d im e n s io n a l  s e a rc h  can  be e l i m i n a t e d  and how th e  use  o f  the  
"weigh t  av e ra g e"  e s t i m a t e  o f  th e  p roduc t  and c r o s s - p r o d u c t  terms w i l l  
r e s u l t  i n  a r e g r e s s i o n  which can  be a p p l i e d  c o n t in u o u s ly  t o  c lo se d  
loop d a t a .  Both methods co u ld  be used w i th  th e  a lg o r i t h m s  d e s c r ib e d  
in  Chap te r  IV and VII  t o  u p d a te  th e  system f o r  changes  i n  p ro cess  
p a r a m e te r s .
APPENDIX A
MULTIDIMENSIONAL OPTIMIZATION USING PATTERN SEARCH
This  appendix  c o n t a i n s  a d e s c r i p t i o n  o f  t h e  im plem enta t ion  and 
use o f  s u b r o u t in e  PATERN. T h is  s u b ro u t in e  was w r i t t e n  to  s u p p o r t  th e  
m u l t i d im e n s io n a l  o p t i m i z a t i o n  r e q u i r e d  i n  th e  p r ev io u s  s t u d i e s .  The 
program i s  a v a i l a b l e  through IBM Share L i b r a r y ,  t i t l e d  M ult id im en­
s i o n a l  O p t im iz a t io n  Using P a t t e r n  S e a r c h , PID no. 6248, 1968.
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S u b ro u t in e  PATERN
Purpose
PATERN i s  a com ple te  n u m er ic a l  s ea rc h  t e c h n iq u e  employing e s s e n ­
t i a l l y  a P a t t e r n  Search  s t r a t e g y  (Wilde ,  Optimum Seeking  Methods, 
P r e n t i c e - H a l l , 1964).  I t  can be used to  minimize a unimodal  f u n c t io n  
o f  as  many as  1000 Independent  v a r i a b l e s  and s u b j e c t  to  an  u n l i m i t e d  
number o f  n o n l i n e a r  c o n s t r a i n t s .
D e s c r i p t i o n
PATERN i s  a d e c e p t i v e l y  s imple  program f o r  u se  i n  a n um er ica l  
s e a r c h .  Unl ike  o t h e r  more s o p h i s t i c a t e d  t e c h n iq u e s  i t  does not  e v a lu ­
a t e  o r  a t t e m p t  to  e v a l u a t e  th e  g r a d i e n t  o f  th e  f u n c t i o n  b e in g  s e a rc h e d ,  
nor  does  i t  eve r  perform a one d im ens iona l  s e a rc h  a lo n g  th e  g r a d i e n t  
o r  any c o o r d i n a t e  d i r e c t i o n  as  do most o t h e r  t e c h n iq u e s .  I t  s imply 
moves from p o i n t - t o - p o i n t  i n  a somewhat c rude  f a s h io n  a s k in g  on ly  one 
q u e s t i o n  a f t e r  each f u n c t i o n  e v a l u a t i o n .  "Does t h i s  p o in t  y i e l d  an 
improvement"? However, much to  the  dismay o f  the  exponents  o f  the  
m a th e m a t i c a l ly  o r i e n t a t e d  te c h n iq u e s  t h e  p a t t e r n  s e a rc h  s t r a t e g y  con­
s i s t e n t l y  p ro v id e s  a r e l i a b l e ,  f a s t ,  e f f i c i e n t  means to  s e a r c h  com­
p lex  f u n c t i o n s .  The s t r e n g t h  o f  PATERN seems to  be e n t i r e l y  i n  i t s  
s i m p l i c i t y .  The v e ry  f a c t  i t  does  n o t  ever  r e q u i r e  a g r a d i e n t  s u r ­
p r i s i n g l y  seems t o  o f f e r  c o n s id e r a b l e  advan tage  in  most complex fu n c ­
t i o n s  and e s p e c i a l l y  f o r  a s e a rc h  in v o lv in g  more th an  two v a r i a b l e s .
The p r i n c i p l e  hand icap  p la c e d  on the  g r a d i e n t  t e ch n iq u e s  i s  the  sh e a r  
number o f  f u n c t io n  e v a l u a t i o n s  r e q u i r e d  to  n u m e r ic a l ly  e v a l u a t e  the  
g r a d i e n t  a t  a p o i n t .  PATERN, on th e  o th e r h a n d ,  does  no t  t a r r y  a t
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any one p o i n t ;  w h i le  t h e  g r a d i e n t  t e c h n iq u e s  a r e  busy e v a l u a t i o n g  th e  
g r a d i e n t , PATERN i s  f r e e  t o  move toward th e  optimum. G ran ted ,  i f  the  
v a lu e  o f  t h e  g r a d i e n t  p rov ided  a r e a l  c l u e  t o  th e  l o c a t i o n  o f  t h e  op­
timum th e  e f f o r t  s p e n t  e v a l u a t i n g  th e  g r a d i e n t  would be w e l l  w o r th ­
w h i l e .  However,  i f  t h e  f u n c t i o n  c o n t a i n s  v a l l e y s  and r i d g e s  th e  v a lu e  
o f  the  d i r e c t i o n  o f  s t e e p e s t  d e s c e n t  ( th e  d i r e c t i o n  o f  the  g r a d i e n t )  
becomes q u e s t i o n a b l e .  I f  t h e  v a l l e y s  and r i d g e s  a r e  ve ry  s t e e p  the  
d i r e c t i o n  p r e d i c t e d  by th e  g r a d i e n t  might be co m p le te ly  e r ro n e o u s .  
PATERN, i n  g e n e r a l ,  i s  i n s e n s i t i v e  t o  th e  s e v e r i t y  o f  th e  c o n to u r s .  
S teep  v a l l e y s  which no rm a l ly  g iv e  g r a d i e n t  t e ch n iq u es  f i t s  a r e  g e n e r ­
a l l y  hand led  w i th  r e l a t i v e  e a se  by p a t t e r n  l o g i c .
The s i m p l i c i t y  o f  PATERN a l s o  e n a b le s  th e  h a n d l in g  o f  h a rd  con­
s t r a i n t s  on the  s e a rc h  p a ram e te r s  w i th  r e l a t i v e  e a s e .  G ra d ie n t  t e c h ­
n iq u e s  which have h a rd  c o n s t r a i n t s  must i n v a r i a b l y  d e te rm in e  a g r a d i e n t  
on th e  boundary.  Th is  c a u s e s  r a t h e r  s e v e re  num er ica l  problems which 
must somehow be c i r c u m v e n te d .  T y p i c a l l y ,  t h e  a d d i t i o n a l  l o g i c  r e q u i r e d  
to  accom pl ish  t h i s  becomes q u i t e  invo lved  and sometimes even s u rp a s s e s  
th e  o r i g i n a l  u n c o n s t r a in e d  problem i n  co m p lex i ty .
Im plem en ta t ion  o f  a D i g i t a l  Search Using PATERN
In  o r d e r  t o  u s e  PATERN in  a d i g i t a l  s e a r c h ,  t h r e e  programs a r e
r e q u i r e d  b e s id e s  s u b ro u t in e  PATERN as  shown in  t h e  Macro f low c h a r t  on
the  fo l lo w in g  page.  A main program i s  r e q u i r e d  to  d e f i n e  a l l  th e  n ec ­
e s s a r y  s e a rc h  pa ram e te rs  and to  c a l l  PATERN. S u b ro u t in e  PATERN then  
c onduc ts  a com ple te  sea rch  r e t u r n i n g  to  th e  main program on ly  a f t e r  
th e  optimum has  been found.  The f u n c t io n  to  be s ea rched  by PATERN i s  
c o n ta in e d  in  th e  s u b r o u t i n e  PROC. Th is  s u b r o u t in e  must be w r i t t e n
MACRO FLOW CHART -PATTERN SEARCH
O p t im iz a t io n  S u b ro u t in e  which 
conduc ts  th e  sea rch  s p e c i f i e d  in 
the main program and RETURNS o n ly  
a f t e r  the  optimum answer  has  been 
d e t e r m in e d .
PATERN
MAIN PROGRAM
C o n ta in s  the  o v e r a l l  l o g i c  
p e c u l i a r  t o  th e  p a r t i c u l a r  
s tu d y  b e in g  made. I t  a l s o  
d e f i n e s  a l l  the  I n i t i a l  s ea rch  
p a ram e te rs  and c a l l s  su b ro u t in e  
PATERN
PROC
S u b ro u t in e  c a l l e d  by PATERN. 
I t  c o n t a i n s  t h e  p a r t i c u l a r  
f u n c t i o n  t o  be s e a rc h e d .
Given a va lue  f o r  a s e t  of  
s e a rc h  p a ram e te r s  PROC c a l ­
c u l a t e s  a c o r re sp o n d in g  v a lue  
o f  c o s t .
BOUNDS
Su b ro u t in e  c a l l e d  by 
PATERN to  de te rm ine  I f  a 
p a r t i c u l a r  s e t  o f  s e a rc h  
p a ram e te rs  has  v i o l a t e d  
any c o n s t r a i n t .  I t  con­
t a i n s  a l l  the  c o n s t r a i n t  
e q u a t io n s  and on ly  answers  
the  q u e s t i o n  " y e s ” o r  "no"
Note:
Su b ro u t in e  PATERN c o n t a i n s  a l l  th e  n e c e s s a r y  l o g i c  r e q u i r e d  to  
per form  a p a r t i c u l a r  o p t i m i z a t i o n .  I t  a l s o  p ro v id e s  s e v e r a l  
o u tp u t  o p t i o n s  which may be used to  p r i n t  the  f i n a l  r e s u l t  o r  
may be used to  fo l lo w  th e  s ea rch  in  d e t a i l .  I t  i s  e s s e n t i a l l y  
s e l f - c o n t a i n e d  and i s  in  r e a d y - t o - u s e  form. However,  PROC and 
BOUNDS a r e  b o th  s u b r o u t i n e s  which must be w r i t t e n  f o r  the  
p a r t i c u l a r  problem under  s tu d y .
F ig u re  a *1* Macro Flow Char t  -  M u l t id im ens iona l  O p t im iz a t io n  us 
Su b ro u t in e  PATERN.
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s p e c i f i c a l l y  f o r  each  I n d i v i d u a l  s tu d y .  The on ly  c o n v en t io n  which must 
be n e t  in  w r i t i n g  th e  program i s  t h a t  i t  w i l l ,  g iven  a p a r t i c u l a r  s e t  
o f  Independent  v a r i a b l e s ,  c a l c u l a t e  the  co r re s p o n d in g  c o s t  (o r  v a lu e  
o f  th e  s e a rc h  c r i t e r i o n ) .  S u b ro u t in e  BOUNDS i s  a l s o  a s u b r o u t i n e  which 
must be w r i t t e n  s p e c i f i c a l l y  f o r  each i n d i v i d u a l  s tu d y .  I t  should  con­
t a i n  a l l  t h e  e q u a t io n s  and should  th en  t e l l  PATERN simply i f  the  bound­
a ry  h a s  been v i o l a t e d .
C a l l  S ta tem en t  N ecessa ry  P aram ete rs
The fo l lo w in g  i s  a g e n e r a l  c a l l  s t a t e m e n t  used  to  i n i t i a t e  PATERN 
CALL PATERN (NP, P, STEP, N PASS, 10, COST)
NP - Number o f  p a ram e te r s  to  be sea rch ed
The maximum p o s s i b l e  i s  1000.
P - A v e c t o r  w i th  NP e lements  which c o n t a i n s  independen t  v a r i ­
a b l e s  which a r e  v a r i e d  d u r in g  the  s e a rc h .
STEP -  A v e c t o r  w i th  NP e lem en ts  which c o n t a i n  t h e  i n i t i a l  s t e p  
s i z e  c o r re s p o n d in g  to  each p a ram e te r .
NPASS -  Each t ime PATERN f in d s  an optimum f o r  a p a r t i c u l a r  s t e p
s i z e  t h e  program can  e i t h e r  a c c e p t  t h e  answer as  the  
optimum o r  reduce the  s t e p  s i z e  f o r  each param eter  and
r e - i n i t i a t e  t h e  s e a rc h .  NRD co r re sp o n d s  t o  th e  number
of  p as se s  th rough  PATERN b e f o r e  th e  answer i s  a c ce p ted  
as  optimum.
10 - S p e c i f i e s  th e  p r i n t  ou t  o p t i o n  a v a i l a b l e  i n  PATERN
0 - No o u tp u t
1 - Only t h e  F i n a l  answer
2 - The r e s u l t s  o f  each i t e r a t i o n  a r e  p r i n t e d
t
3 - The r e s u l t s  o f  each p ro c e ss  e v a l u a t i o n  a r e  p r i n t e d
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COST - The coat corresponding to  the minimum c o s t  found by PATERN
Note: The param eters  NP, P, STEP, NPASS and 10 a l l  must be de f in ed
b e fo re  PATERN i s  c a l l e d .  The i n i t i a l  v a lu e  o f  the  v e c t o r  P should  be 
th e  b e s t  guess of  the  optimum and w i l l  be the  p o in t  around which the 
search  w i l l  beg in .  The v a lu e s  g iven  STEP and NPASS w i l l  va ry  from prob- 
lem to  problem. For a problem in  which l i t t l e  i s  known about where the 
optimum w i l l  l i e  STEP should  be l a r g e  and NPASS l a r g e .  I f  the  s t a r t i n g  
p o in t  i s  known to  be c lo s e  to  the  optimum i t  would be b e t t e r  to  s t a r t  
w i th  small  v a lu e s  o f  bo th  NPASS and the  v e c t o r  STEP. The r e l a t i v e  
va lu es  o f  the  elements  of  STEP w i l l  depend on some p r i o r  knowledge o f  
the  r e l a t i v e  e f f e c t  o f  each parameter  on th e  f u n c t io n  to  be minimized.
I f  no p r i o r  knowledge e x i s t s  a l l  e lements  should  be made equa l .
W r i t in g  PROC and BOUNDS
The on ly  requ irem en t  in  w r i t i n g  S u b ro u t in e  PROC i s  t h a t  g iven  the  
v e c t o r ,  P, i t  c a l c u l a t e s  t h e  co r re spond ing  c o s t .  The c a l l  s ta tem en t  
used by PATERN i s  t h e  fo l low ing
CALL PROC (P,  COST)
P i s  the  v e c to r  c o n t a i n i n g  the  se a rc h  parameters  
COST i s  the  v a lu e  o f  th e  fu n c t io n  to  be minimized where 
COST -  f (P )
S ubrou t ine  ROUNDS must be w r i t t e n  to  c o n t a i n  a l l  the  c o n s t r a i n t s .  
I t  s imply checks each c o n s t r a i n t  e q u a t io n  and t e l l s  PATERN "yes  a con­
s t r a i n t  has  been v i o l a t e d "  o r  says "no v i o l a t i o n " .  The c a l l  s ta tem en t  
used by PATERN i s  th e  fo l lowing
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CALL BOUNDS (P, IOUT)
I f  IOUT -  l a  v i o l a t i o n  has  occur red  
I f  IOUT ■ 0 no v i o l a t i o n  has  occu rred
Even in  s tu d i e s  in  which th e  search  i s  unbounded, s u b ro u t in e  BOUNDS i s  
s t i l l  n e c e s sa ry  and should  be as fo l lows:
SUBROUTINE BOUNDS (P,  IOUT)





The fo l low ing  i s  a s imple example to  h e lp  i l l u s t r a t e  how to  w r i t e  
the  n e ce s sa ry  programs.
Consider  the fo l low ing  th r e e  d im ensiona l  s e a rch .  The problem i s  
t o  minimize th e  fo l low ing  fu n c t io n
2 2 2 
COST -  X j +  X2 +  X3
s u b je c t  to  the  fo l low ing  c o n s t r a i n t s  
Xt  a 0
x 2 < 10
Xl + X3 a x 2
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COST - The coat corresponding to the minimum c o s t  found by PATERN
Note: The parameters  NP, P, STEP, NPASS and 10 a l l  must be d e f in ed
b e fo re  PATERN I s  c a l l e d .  The i n i t i a l  va lue  of  the  v e c to r  P should  be 
th e  b e s t  guess o f  the  optimum and w i l l  be the  p o in t  around which the  
search  w i l l  beg in .  The va lues  given STEP and NPASS w i l l  vary  from prob­
lem to  problem. For a problem in  which l i t t l e  i s  known about where the  
optimum w i l l  l i e  STEP should  be l a rg e  and NPASS l a r g e .  I f  the s t a r t i n g  
p o in t  i s  known to  be c lo s e  to  the  optimum i t  would be b e t t e r  to s t a r t  
w i th  smal l  v a lu e s  o f  both  NPASS and the v e c to r  STEP. The r e l a t i v e  
va lu e s  o f  the e lements  of  STEP w i l l  depend on some p r i o r  knowledge of  
the  r e l a t i v e  e f f e c t  of  each parameter  on the  f u n c t io n  to  be minimized.
I f  no p r i o r  knowledge e x i s t s  a l l  e lements  should  be made eq u a l .
W r i t in g  PROC and BOUNDS
The only  requ irem en t  in  w r i t i n g  S ubrou t ine  PROC i s  t h a t  g iven the  
v e c t o r ,  P, i t  c a l c u l a t e s  the co r respond ing  c o s t .  The c a l l  s ta tem en t  
used by PATERN i s  the fo l low ing
CALL PROC (P, COST)
P i s  the  v e c to r  c o n ta in in g  the  s e a rc h  parameters  
COST i s  the  va lue  o f  the  f u n c t io n  to  be minimized where 
COST = f (P )
Subrout ine  BOUNDS must be w r i t t e n  to  c o n t a i n  a l l  the  c o n s t r a i n t s .  
I t  simply checks each c o n s t r a i n t  equ a t io n  and t e l l s  PATERN "yes a con­
s t r a i n t  has been v i o l a t e d "  or  says "no v i o l a t i o n " .  The c a l l  s ta tem en t  
used by PATERN i s  the  fo l lowing
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Main Program:
DIMENSION P ( 3 ) ,  STEP (3)
P ( l )  -  5 .0
P(2) « 5 .0  S t a r t i n g  Poin t
P(3) » 5 .0
STEP (1)  -  1.0
STEP (2) ■ 1.0 I n i t i a l  s t e p  s i z e
STEP (3) -  1.0
CALL PATERN (3 ,  P, STEP, 3,  2,  COST)
STOP
END
SUBROUTINE PROC (P, COST)
DIMENSION P(3)
COST = P ( l )**2  + P(2)**2 + P(3)**2
RETURN
END
SUBROUTINE BOUNDS (P, IOUT)
DIMENSION P(3>- 
IOUT -  0
IF (P (1) .LT .  0 .0 )  IOUT -  I
IF(P(1) .GT.  10 .)  IOUT -  1
I F ( ( P ( 1) + P (3)) .LT.  P ( 2 ) . )  IOUT -  1
RETURN
END
C o n s t r a i n t s
SUBROUTINE PATERN!NP.P,STEP,NPASS,10,COST)
PATTERN SEARCH
GENERAL MULTIVARIABLE SEARCH PROGRAM TO MINIMIZE A COST FUNCTION 
USING PATTERN SEARCH MODIFIED TO INCLUDE CONSTRAINTS.
DEFINITIONS
NP--- NUMBER OF PARAMETERS TO BE SEARCHED (INTEGER)
p---- PARAMETERS TO BE SEARCHED (VECTOR OF LENGTH NP)
STEP— INITIAL STEP SIZE OF EACH PARAMETER (VECTOR OF LEMTH NP) 
NPASS-NUMBER OF PASSES THROUGH PATTERN WITH THE STEP SIZE OF EACH 
PARAMETER REDUCED BY A FACTOR OF 10
10 OUTPUT OPTION AVAILABLE IN SUBROUTINE PATERN
10=0....NO OUTPUT
10=1....FINAL ANSWER ONLY, PRINTED 
10=2....RESULTS OF EACH ITERATION PRINTED 
10=3....RESULTS OF EACH STEP PRINTED 
COST— CURRENT VALUE OF THE CRITERION FUNCTION BEING M I N I M U E O
SUPPORTING PROGRAMS WHICH MUST BE WRITTEN BY USER
BOUNDSIP,IOUT) SUBROUTINE WRITTEN BY USER TO CHECK. FOR BOUNDARY
VIOLATIONS FOR A PARTICULAR VALUE OF THE VECTOR P. PROGRAM 
SHOULD BE WRITTEN SO WHEN A VIOLATION OCCURS IOJT IS SET E3JAL 







C * PROCtP.COST)---- SUBROUTINE WRITTEN BY USER TO CALCULATE A VALUE
C * OF COST FOR A PARTICULAR SET OF PARAMETERS, P. *
C * •
C * * * * *  * ................ .. . .  .......... .. ..................
c
DIMENSION PtNP).STEPINP),B111O O O ),B 2 (1000),T11000),S (1000)
*****NOTE***VECTORS Bl,B2,T,S NEED ONLY BE DIMENSIONED BY A NUMBER 
EQUAL TO THE NUMBER OF PARAMETERS, NP.
STARTING POINT
NRD=NPASS 
L = 1 
ICK*2 
ITTER*0 
DOS 1 * 1 ,NP 
Bit I )-P(I)
B 2 (I)-P( I )
T(I)=P(I)
5 S ( I)* STEP(I )* 10.











C------ BEGINNING OF PATTERN SEARCH STRATEGY
11 DQ99 INRD=1,NRO
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D O 12 1*1»NP
12 S(I)=S(I)/10.
If ( IO.LF. D G O T O 2 0  
WRITE(6*1003)
WRITE(6,1 0 0 0 ) IJ,S(J),J*1,NP)
20 IFAIL*0*0


































Bill)= B 2 (I )
PtI)=B2(1)














































WRITE(6,1004)L ,C 1 
WRITE ( 6 , I 000) (J,P(J),J=1,NP)
RETURN
FORMAT(10X,5*I7,E13.6)/)
FORMAT!//1X14HITTERATI0N NO* ,I5/5X,5HC0ST* ,E15.6,20X,
1 10HPARAMETERS)
FORMAT*10X3HN0.,14, 8X5HC0ST=,E15.6)
FORMAT(/1X28HSTEP SIZE FOR EACH PARAMETER )
FORMAT(1H113HANSWERS AFTER ,13,2X,23HFUNCTIONAL EVALUATIONS 
1 5X5HCOST=,E15.6,20X,18H0PTIMAL PARAMETERS )
FORMAT*IH135HINITIAL PARAMETERS OUT OF BOUNDS )
END
APPENDIX B 
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Figure  B - l .  E f f e c t  of  Dimensionless  Hardware Lag on System Response fo r  a Continuous






SRMPLING TIME - CONTINUOUS 
INTEGRAL CRITERIA - ITAE 
0O/T, z 0.201 . 0 0  
, .80
.  .60  - T J T i
w  A0
vC *ao Jn oo
o
n -  -
o
n
a. oo 1 .5 0 3 .0 0 7 .5 0 12.00
T I M E / T i
Figure  B-2. E f f e c t  o f  Dimensionless  Hardware Lag on System Response fo r  a Continuous
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Figure  B -3. E f f e c t  o f  Dimensionless  Hardware Lag on System Response f o r  a Continuous
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INTEGRAL CRITERIA - IAE 
9 o / T |  -  0 . 2 0
.00
,.ao





0.00 1 .5 0 7 .5 0 1 0 .5 03.QQ 6 .00TIME/T. 12.
F igure  B-4. E f f e c t  o f  Dimensionless  Hardware Lag on System Response fo r  a Sampling
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Figure  B-5. E f f e c t  of  Dimensionless Hardware Lag on System Performance fo r  a
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F igu re  B-6. E f f e c t  o f  Dimensionless  Hardware Lag on System Performance fo r  a









SAMPLING TIME - .40*T,
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Figure  B-7.
3 .0 0 7.50 9.004.50 6.00
t i m e / t ,
E f f e c t  o f  D im ensionless Hardware Lag on System Response fo r  a Sampling 







SAMPLING TIME - -50*T,
INTEGRAL CRITERIA - IAE 
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TIME/T,
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Figure  B-8. E f f e c t  of  Dimensionless  Hardware Lag on System Response fo r  a Sampling
Time o f  0 .50 x T ^ , Tuned by IAE.
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SRMPLING TIME - CONTINUOUS ' 
INTEGRRL CRITERIR - ISE
.00 .20 1.00.60
Figure B-9. Error R atio Versus D im ensionless Hardware Lag for a


















SAMPLING TIME - CONTINUOUS 
INTEGRAL CRITERIA - ITAE
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Figure B-10. Error R atio Versus D im ensionless Hardware Lag for a








l l g  










SAMPLING TIME - CONTINUOUS 
INTEGRAL CRITERIA - IAE
.00 .60 1.00
Figure B - l l . Error Ratio Versus D im ensionless Hardware Lag for a





























SRMPLING TIME - . 1 0 * T
INTEGRRL CRITERIA - IRE
.00 .20
Figure B-12, Error Ratio Versus D im ensionless Hardware Lag for a






























SRMPLING TIME - .20xTt 
INTEGRRL CRITERIR - IRE
a. 00 ,2 0  .qaTa/Ti
Figure  B -13. E r ro r  R a tio  Versus d im ension less  Hardwa 
Sampling Time o f  0 .20  x T j ,  Tuned by IAE.
Hardware Lag fo r  a
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SRMPLING TIME - .30*^1
INTEGRRL CRITERIR - IRE
.?□ -80.*10 -60 
t x / t ,
Figure B-14. Error Ratio Versus D im ensionless Hardware Lag for a
















SRMPLING TIME - .HOxT, 
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F ig u re  B-15. E r ro r  R a tio  Versus D im ensionless Hardware Lag fo r  a
.6 0 1.00













SRMPLING TIME - .50*T
INTEGRRL CRITE-IR - IRE
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? * / T
F ig u re  B-16. E r ro r  R a tio  Versus D im ensionless  Hardware Lag fo r  a
1.00
Sampling Time o f  0 .4 0  x T^, Tuned by IAE,
SAMPLING TIME - CONTINUOUS 
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Figure B-17. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t Constant Increase In Error fo r  a Continuous
System Tuned by ISE.
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SAMPLING TIME - CONTINUOUS 
INTEGRAL CRITERIA - ITAE
1 .00
Figure B-18. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t Constant Increase in  Error for a Continuous
System Tuned by ITAE.
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s
SAMPLING TIME - CONTINUOUS 
INTEGRAL CRITERIA - IAE
1 .03
Figure B-19. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t  Constant Increase in  Error for a Continuous
System Tuned by IAE.
SAMPLING- TIME - .10*T#
INTEGRAL CRITERIA - IAE8
1 .0 0
Figure B-20. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t Constant Increase in  Error for a Sampling Time
of 0 .1 0  x T^, Tuned by IAE.
203
SAMPLING TIME - . 2 0 * %  
INTEGRAL CRITERIA - IAE8
l.QO
Figure B-21. D im ensionless Hardware Lag Versus D im ensionless Dead
Time ac Constant Increase in Error for  a Sampling
Time o f  0 .2 0  x t ^, Tuned by IAE.
SAMPLING TIME - .30*T,
INTEGRAL CRITERIA - IAE
S..
.00 .60
Figure B-22. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t Constant Increase in  Error for a Sampling
Time o f 0 .3 0  x Tuned by IAE.
SAMPLING TIME -  . U O - T ,  






Figure B-23. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t Constant Increase in  Error for a Sampling




5 0 * %
- IRE
SAMPLING TIME -  
INTEGRAL CRITERIA
o
10 -  -
o
.60 1.00.00 .BO
Figure B-24. D im ensionless Hardware Lag Versus D im ensionless Dead
Time a t Constant Increase in  Error fo r  a Sampling

















PROGRAM 1 1 - 1
HARDWARE DYNAMICS STUDY
THIS PROGRAM CO-ORDINATES THE STUDY OF HARDWARE DYNAMICS IN THE 
CONTROL LOOP. THE STUDY INVOLVES SEARCHING FOR THE OPTIMUM SYSTEM 
RESPONSE BASED ON IAE,ISE,AND ITAE FOR VARIOUS COMBINATIONS OF 
SAMPLING TIME, DEAD TIME,AND HARDWARE TIME CONSTANT.
DIMENSION X L (2),U(2),PAR(2),STEP(2)
DIMENSION D U MK I O O )  ,DUM2 ( IGO, 10 J ,DUM3< 100)
COMMON DUMI,DUM2•DUM3



























IF I TOP ■ LE••11)NOEL 1 = 2 
IF I TOP .L E •.06}NOELIs 1 
0 * 1 .0  
PRINT9999
9999 FORMAT(1H21X3HTDP.18X3HTLV,16XAHGAIN.I5X5HRESET,17X3HPHI,1SX.5HRAT 











IFIISTRT.EQ.O )PAR 11}= PAR1 











STEP <1 ) =. 1 







IFl ISR.EQ.2ICALL OPTGRO(XL,U,P A R ,PHI,N L X )
IF CISR.EQ.I)CALL PATERN(NPARMT,XL,U,PAR,NSTEP»STEP,PHI) 
IFPLOT=l
IFC ILAG.EQ.1ICALL PROC (NXL . PAR ,CFUN)
IFCILAG.EQ.6) CALL P R OC (NXL,PAR,CFUN)








PUNCH 1001,TOP,TLV,PAR(1),P A R (2),P H I ,ERATO









PROGRAM 1 1 - 2
SUBROUTINE PROC(NLX,P A R ,CFUN)
* PROCESS LOOP— HARDWARE DYNAMICS STUDY
•
•THIS SUBROUTINE CONTAINS THE PROCESS LOOP USED IN THE HARDWARE 
•DYNAMICS STUDY. IT CONSISTS OF A DISCRETE PI CONTROLLER, A PJRE 
•FIRST ORDER LAG PLUS DEAD TIME PROCESS. THE PROGRAM ALSO CALCULATES




DIMENSION P( 1000), PAR( 10)
COMMON O U M K 100),DUM2(100,10)»DUM3(LOO)
COMMON NPARMT,TLV,TLP.TDP,SP.TE,D,IFPLOI,I PLOT.HSLOPE,HFIRST 
1 ,TL.TD,IFFIT.TMP,ST.HLAST
















R l - 0 . 0  

























C IF USING EQUIVALENT FIRST ORDER LAG PLUS DEAO TIME,
IF(IFFIT.EQ.l) TLP=TL 
IFUFF1T.EQ.1) TLV=H 
1F (IFFIT.EQ. 1) TDP = TD
IFF I T = 1
212
o o
C CALC. OF OELAY TIME
IFCTOP.GT.HJ GOTO30 
K l  = K - I  
0026 1=1,20 


















IJI = I - 1





POLY= C P tICOUN )-P(IC0UN1)» *(TME-TMEXP»/DTMEX+P(ICOUNl)
COMPARATOR - ACCUMULATED ERROR






I F ( E S Q . G E . 1 . 0 E 1 0 I G 0 T 0 6 6
SAMPLE AND HOLD 
I F C S T . L E . H ) S T = H  
S T I * S T I * H  
I F C S T - S T I 1 4 1 , 4 1 , 4 5  
ST 1 * 0 . 0
CONTROLLER 




I F ( T L V - H ) 4 6 , 4 6 , 4 7  
VOUT*VIN 
GOT050
VOUT = VOUT+(VIN-VOUT »*H/TLV
0 1 STRUBANCE 
PIN*VOUT*D
PROCESS
I F ( T L P - H ) 5 6 » 5 6 * 5 7
POUT=PIN
G 0 T 0 6 0
P O U T = P O U T ♦( P I N - P O UT ) * H / T L P  
KK=K
0 0 5 8  1 * 1 , 2 0  
I J  I = I -  1






C---- PROCESS DEAD TIME CALC. IN COMPARATOR
C













70 IFdCFUN.EQ. 1JCFUN=ERA 
IFCICFUN.EQ.2 )CFUN~ERAT 
IF(ICFUN.EQ.3)CFUN=E SQ







PROGRAM I I - 3
SUBROUTINE PRPLOT(T ,P .P O .PM,TITLE.NAME,VALJE.N,IOUMI
1401 PLOTTER
THIS SUBROUTINE IS USED TO PLOT THE SYSTEM RESPONSE RESULTING FROM 
THE TUNING SEARCH, ON THE 1401 PRINTER.
OATA BLANK,STAR,DASH,DOT,ZERO,ONE,X,U 
X /1H ,1H*»1H-,1H.,1H0,1HI,1H+,1HU/
DIMENSION C H A R (120),NAME(N),VALUE IN),TITLE(5)
™ - T  = TIME (X AXIS)
 N = NUMBER OF PARAMETERS TO BE IDENTIFIED
 IDUM = DUMMY VARIABLE TO INITIATE RUUTINE
 p = FUNCTIONAL VALUE TO BE PLOTTED (FULL SCALE=PM)
 NAME = 5 LETTER NAMES OF PARAMETERS TO BE IDENTIFIED
 VALUE = VALUE OF PARAMETER TO BE IDENTIFIED
 DRAWING TIME=0 AXIS
IF IIDUM.GT.I )GOT040 
10 C H A R (1)=ZERO




33 CHARt K 2 )=DASH
IF0RMT=1
G0T090
C---- DRAWING RESPONSE AXIS
40 004I K3=l,120
41 C H A R (K3)=BLANK 
MT=MT+1
0045 K4S 10«120»10 
45 C H A R (K 4 )=DOT
C---- DRAWING R E S P O N S E S  AXIS
KO*PO«.l  
CHAR IKO)=2ER0





I F U . G T .  120) G0T056 
CHAR I I ) = X 
G0T060
55 CHARI 2)=U 
G0T060
56 CHARI120)=U
C---- LABLING KEY AT 1 TIME UNIT










71 D075 K 5 = 100,120
75 CHAR IK5)=STAR
IF0RMT=1
C---- LABLING TIME AXIS
80 IF!MT-10)90»85»90





IF( IF0RMT.EQ.2)PRINT 102.T ,(CHAR IJ2) , J2 = 9,120)
IFCIFORMT.EQ.3)PRINT 103,tCHAR!J 3 ),J3=l,99),NAME(IN),VALUE(IN)
IFCIFORMT.EQ )PRINT10A,T»(CHARIJA), J<»=9,99),NAME I IN),VALUE I IN)
101 FORMAT!120A1)
102 FORMAT(1X,F7.3,112AI)
103 FORMAT I99A1,2H* ,A6,1H=,E 10.3,2H *)





DIMENSION NAME I 7 ) .VALUE I 7),TITLE15 ) ,TITLEiI 5),TITLE2I 5),TITLE3I5) 
COMMON D U M1I100),DUM2(100,10).DUM3I100)
COMMON NPARMT,TLV,TLP,TDP,SP,TE,D,IFPLOT,I PLOT,HSLOPE,HFIRST 
1 ,TL,TD,IFFIT,TMP,ST,HLAST 
DATA NAME/42HLAGV LAGP DELAY PROP RESET ERROR STIME /
DATA TITLE 1/30H PROCESS RESPONSE /
DATA TITLE2/30H CONTROLLER RESPONSE /
DATA TITLE3/30H VALVE RESPONSE /
VALUE!1)“ TLV 








0 0 1 0 1  =  1 1200
10 IF(ABS(PST0RE(2»1))-ABSI P M ).G T .0.)PM=PST0RE{2,I}
N=7 
P0=50 
D020I = 1«5 
IFfI PLOT.EQ.l}TITLECI)=TITLE1f I )
IF!I PLOT *EQ«2)TITLE(I) = TITLE2 <I)












SUBROUTINE OPTGRD(X L , U , P,P H I,NLX)
* OPTIMUM GRADIENT SEARCH
♦THIS SUBROUTINE CONTAINS THE LOGIC FOR OPTIMUM GRADIENT SEARCH. IT 
♦IS USED TO SPOT CHECK THE RESULTS OF THE OPTIMIZATION USING PATTERN 
♦SEARCH




OPTIMIZATION BY GRADIENT SEARCH 
P VECTOR IS PARAMETER VECTOR
U VECTOR CONTAINS UPPER BOUND ON PARAMETER VECTOR 
XL VECTOR CONTAINS LOWER BOUNDS ON PARAMETER VECTOR 
GPHI=GRADIENT VECTOR OF CRITERION FUNCTION 
P ( 1)=CONTRQLLER GAIN 
PI 2)“RESET TIME
DP VECTOR CONTAINS CHANGES IN P VECTOR 
W VECTOR IS WEIGHTING FACTOR FOR CRITERION FUNCTION 
ASSUME ALL INTERVALS ARE WEIGHTED EQUALLYt WITH WEIGHT 1 
NOTE— IF UPPER AND LOWER BOUND ON PARAMETER ARE EQUAL THEN 
PARAMETER IS KEPT CONSTANT.
NOTE— DO NOT INITIALIZE PARAMETERS OUTSIDE BOUNDS 
TEPS=.0001
220




C DESIRED RESPONSE DATA GENERATION
C AND GENERATION WEIGHT FUNCTION







IF(NI.EQ.O) GOTO 1111 
IF(ABS(STO-PHII/STU.LT.TEPSIGO TO I 
1111 STO=PHI
C
C CALCULATION OF GRADIENT ANO MAGNITUDE OF GRADIENT SQUARED 
C
DO 21 1*1»NPARMT
21 P 2(I)= P ( I)
XMAG2*0.




IF(P 2 ( D.GT . U I  I ) )G0 TO 22




22 P 2 (I)=P(I)
GOTO!23* 2 4 1 * ID







CALCULATION OF OPTIMUM STEP SIZE
26 DO 30 1*1*NPARMT
DPI I)=-PHI*GPHII I )/I 2*•*N*XMAG2I 
30 P21 I )=PII)+ D P (I )
CALL PARBODlU.XL.P2)
CALL PROCINLX.P2.PHI2)
40 DO 50 1*1,NPARMT 
DPI I) = .5*DPl I)
50 PllI)=P(I)+DPI1 )
CALL PARBODIU.XL.Pl)
CALL PROCINLXfPl,PHI 1 1 
IF I PH11-PHI 2•L E •0.)GO TO 171 
IFIPHI2-PHI.LT.0 , JGO TO 60 
PH12*PHIi 
N=N+l 
GO TO 40 
60 IFIN.LE.OIGO TO 250 
DO 70 1=1,NPARMT 
70 DPII)=4.*DPlI)







IFIPHI1-PHI2.LT.0.)G0 TO 160 




GO TO 60 
130 PHI=PHI2 
140 DO 150 1=1,NPARMT 
150 PCI)=P(I)♦DP CI)
CALL PARBOD(U,XL,P)
GO TO 10 
160 N=N*1
DO 170 1=1,NPARMT
170 DPI I) = .5*DPt I)
GO TO 210
171 N = N+ 1
DO 172 1*1,NPARMT 







GO TO 171 
190 IFCPHIl— PHI.GT.O.)G0 TO 180 
DO 200 1=1,NPARMT 
200 DPI I)=2.*DP11)
210 DO 220 1=1,NPARMT
DPMC I ) = •75*DPCn*CPHI2-5.*PHIl+4.*PHlO)/(PHI2-3.*PHI1+2.»PHI0) 
220 PMCI)*P(I)+DPM(I)
CALL PARBOD(U , XL ,P M )
CALL PROCCNLX,PM,PHIM)
IFCPHIM-PHU.GE.O. )G0 TO 240 
DO 230 1=1,NPARMT 
230 PI 11=PCI)♦DPMI I I
CALL PARBOD(U ,XL,P )
PHI=PHIM
223
GO TO 10 
240 PHI=PHI1 
GO TO 140 
250 PHl=.PHI2
DO 260 1=1,NPARMT 
260 P(I)=PlI)+2.»DP!I)
CALL PARBOO(U,XL,P)
GO TO 10 
999 FORMAT!I 3/(3F10.0))
997 FORMAT!15H0ITERATION NO. 13,5X19HCRI TERI ON FUNCTION E26.5/





993 FORMAT I/ /54X,20HBOUNDS ON PARAMETERS//46X,E 11.5,I X ,14HG.E . XC L.





C THIS SUBROUTINE KEEPS PARAMETERS WITHIN THEIR SPECIFIED BOUNDS.
DIMENSION U ( 10),XLt10),PT!10)
DO 10 1=1,NPARMT






PROGRAM I I I - L
•f OPEN LOOP RESPONSE - OEAD TIME APPROXIMATION
•
•THIS PROGRAM COMPARES. AT VARIOUS SAMPLING TIMES. THE OPEN LOOP 
•RESPONSE OF THE SAMPLER AND ZERO ORDER HOLD WITH THE RESPONSE OF 
•A PURE DEAD TIME OF ONE-HALF THE SAMPLING TIME. IN EACH CASE THE 
•OUTPUT IS FILTERED BY A FIRST ORDER LAG. •

























TIME C I ) = T
XO=XO+H/TAUl*(l.O-XO) 
X1=X1+H/TAU1*(X0-X1)






20 X S (I)=XH
IH0LD=IH0L0+1
C---- CONTINIOUS APPROXIMATION
YC0=.YC0 + H/TAU2* ( XC ( I) -YCO)
YC(I ) = YCO
C---- SAMPLED DATA
YSO*YSO+H/TAU2*(XS(IJ-YSO)
Y S CI )*YSO 






























PROGRAM 1 1 1- 2
* CLOSED LOOP RESPONSE - DEAD TIME APPROXIMATION *
•THIS PROGRAM COMPARES THE CLOSED LOOP RESPONSE OF THE SAMPLER AND *
•ZERO ORDER HOLD WITH THE RESPONSE OF A PURE DEAD T I ME OF ONE-HALF *
•THE SAMPLING TIME. THE LOOP CONSIST OF A PURE FIRST ORDER LAG *
•CONTROLLED BY A PI CONTROLLER. THE PROCEDURE INCLUDES TUNING THE PI * 
•CONTROLLER USING PATTERN SEARCH. *
COMMON IRUN*IMAX.TAUI.TAU2,DEL,TS.H.X(2000).TIME(2000) 




















20 S T E P (1)s . 1 
S T E P (2)=• 1 
NRD= 2
30 CALL PATERN(2,P,STEP,NRD,2,CFUN)
CALL P R O C (P » C F U N )
IMAXS 1200
CALL A X I S ( 0 . 0 , 0 . 0 , 8 H R E S P O N S E , 8 , 4 . 0 , 9 0 . ,0.0,•50,10.) 
CALL A X IS ( 0 . 0 ,0 . 0 , 4 H T I M E , - 4 , 6 . 0 , 0 . 0 , 0 . 0 , 2 . 0 , 1 0 . )
X C I M A X * 1)=0.0
X I I M A X + 2 ) =• 5
TIME!IMAX+1)=0.0
TIME*lMAX+2)=2.0
CALL LINEC TIME,X,I M A X ,1,0,1)
I F I I R U N . EQ . 1 )CALL P L O T (0.0,4.5,-3)






COMMON I R U N , I M A X ,T A U l ,T A U 2 ,D E L ,T S ,H , X ( 2 0 0 0 ) . T IM E (2000) 





N D E L l = T S / ( H * 2 . ) ♦ • 5
IFCIRUN.EQ.I)ND=NDEL
IF I I R U N . E Q . 2)N0 = NDEL + NDEL1

















T IKE( I ) = T 
E*SP-XtI)
IAE=IAE+ABS(E)*H
20 IF ( I HO' 0 . I.T . NHOLD) G0T02 1 
IHOL T ■G
SUH*K;v+P< 2> S 












PROGRAM 1 1 1 - 3
FREQUENCY RESPONSE - DEAD TIME APPROXIMATION
THIS PROGRAM COMPARES THE FREQUENCY RESPONSE OF A SAMPLER AND ZER3- 
ORDER HOLD WITH THE RESPONSE OF A PURE DEAD TIME OF ONE-HALF THE 
SAMPLING TIME. IN BOTH CASES THE OUTPUT IS FILTERED BY A FIRST ORDER 
LAG.
COMPLEX 2fGtGCfStZi»Z2




















00500 1 = 1 * N 
WL*WL+DW 











THC*ATAM(A I M A G (G C ),REAL(GC)}

















IF(G1( D . G T .  1. J G 1 ( I ) - 1.
1F(G2( ll.GT.L. ! G 2 « n  = I.
IF(G1(I).LT..01 )G 1 (I)=.01
232
I F I G 2 !  D . L T . . 0 1  ) G 2 ! I > = . 0 1  
5 0 0  CONTINUE 
N01=N+1 
N02=N+2 
G l ! N O i ) * . 0 l  
G 2 I N 0 1 )  = . 0 l  
W P ( N 0 1 ) = * 0 I  
G 1 I N 0 2 ) * l . / 3 .
G 2 ( N 0 2 ) = 1 . / 3 .
W P I N 0 2 ) = 1 . / 3 .
T H l ( N O l ) = - 2 7 0 .
T H 2 I N 0 1 ) = - 2 7 0 .
T H l ! N 0 2 ) * 4 5 . / . 9  
T H 2 ( N 0 2 J - 4 5 . / . 9  
CALL FACTOR! 1 . 0 )
CALL A X I S I O . O , 0 . 0 , 1 1HPHASE ANGLE, 1 1 , 3 . , 9 0 . , - 2 7 0 . , 9 0 . . 1 0 . )  
CALL LGAXI S ( 0 . 0 , 0 . 0 , 9 H F R E Q U E N C Y , - 9 , 5 . 0 , 0 . 0 , . 1 , 3 . 0 / 5 . 0 )  
CALL F A C T 0 R I 5 . / 9 . )
CALL L G L I N E ( W P , T H I , N , 1 , 0 , 1 , - 1 )
CALL L G L I N E I W P . T H 2 . N , 1 , 0 , 1 , - 1 )
CALL FACTOR! 1 . 0 )
CALL PLOT( 0 . 0 ,  3 . 8 , - 3 )
CALL L G A X l S ( 0 . 0 , 0 > O f 9 K M A G N I T U D E , 9 , 1 . 0 / . 3  , 9 0 . , . 0 1 , 3 . / 5 . )  
CALL L G A X I S ( 0 . 0 , 0 . 0 , 9 H F R E Q U E N C Y , - 9 , 5 . 0 , 0 . 0 , . l , 3 . / 5 . )
CALL F A C T O R ! 5 . / 9 . )
CALL L G L I N C ( W P , G I , N , 1 , 0 , 1 , 0 )
CALL L G L I N E ( W P , G 2 , N , 1 , 0 , 1 , 0 )
CALL FACTOR! 1 . 0 )
CALL PLOT( 9 . , - 3 . 8 , - 3 )
I F ! I 0 U T . E Q . 0 1 G 0 T 0 1  
CALL P L O T I O . 0 , 0 . 0 , 9 9 9 )
9 9  STOP 
END
FUNCTION ATAP( Y, X)
233









TIME OPTIMAL CONTROL OF A HIGH ORDER PROCESS
THIS PROGRAM INVESTIGATES SEVERAL METHODS FOR IMPLEMENTING A 
PRACTICAL TIME OPTIMAL CONTROL OF A HIGH ORDER OVER DAMPED PTOCESS
DIMENSION Y(8),YY1(1002),YY2(1002),UU(1002)*TC1002),BUFFER!5000) 
DIMENSION YX1(1002)tYX2(1002)







I U C * l







IFII STUDY.E0.2)T1 = 3.032 
IF CI STUDY.EQ.3)T 1 = 1.850 
T2*Ti 
DEL*2.38 
IF(I STUDY.EQ.4JT1 = 2.2*1
IFtISTUDY.EQ.A)T2=2.663 
IF(I STUDY.EQ.4 )DEL=1.80 
IF(I STUDY*EQ«5)Tl=4*96l 
IF CI STUDY.EQ. 5)T2-3.803 
















CALL SWITCHt T1,T 2 )
CALL PLOTtO.0,0.0,-3)
CALL P L OT (-2.5,0.0,3)




Y 1 1)=U 










IF* I Il.GT.lOOOI I 1 = 1 II-IOOO 
IF*ISTUDY.EQ.11Y7=YM1 
IF*I STUDY.EQ.2 )Y7=Y*7)






CALL PLOT t Z1f Z2 * 2)
YXI*I)=Y1 
YX2*II-Y2
:---- CONTROL CHECK - CONVENTIONAL CONTROLLER
Y72*tY*71-Y7l)/H 
Y71*Y(7)
Y Y 1 * I )*Y71 
YY2*I)*Y72
IF * I STUDY.EQ*I)YYliI>— Y1 
IF*ISTUDY.EQ.I)YY2*I)=Y2 
IF(ABS* Y 1 )*GT.CHECK1)G0T050 
IF(ABS(Y2).GT.CHECK21G0T050 
SUM— RESET*Y1 +SUM 
U — 1.*GAIN*YUSUM-RATE*Y2 
















U U I N L )=0*0 
YYlIN2»*1.0/2.5 
UU(N2)=1.0/2.5 
T ( N 1 )= 0 -0  
T(N2)=2.5
CALL P L OT (10.f0.0t-3)











TIME OPTIMAL - 2N0 ORDER SWITCHING CURVE
THIS SUBROUTINE GENERATES AND STORES THE SECOND ORDER SWITCHING 
CURVE TO BE USED IN THE TIME OPTIMAL STUDY.
DIMENSION BUFFER(5000)
COMMON BUFFER
CDMMON Y Y 1 (500)» Y Y 2 (500)
U= I
CALL AXISl-3.5,-3.5,2HY2, 2,7.0,90.,-.7,.2*20.> 
CALL PLOTIO.Of0*0t3)
00101  J J J = 1 , 2



























PROGRAM I V -3
TIME OPTIMAL - CONTROLLER
THIS SUBFUNCTION CONTAINS THE LOGIC NECESSARY TO USE THE SWITCHING 




‘.-'UNCTION Z I Y 1» Y » U )
DIMENSION BUFFER I5000)
COMMON BUFFER 
COMMON Y Y 1 (500)#YY21500)
Y2=ABS(Y)
Z Z s Y Y K l )
ISTRT=1


















TIME OPTIMAL - CURVE FIT •
THIS SUBROUTINE PERFORMS THE REGRESSION USED TO FIT THE VARIOUS 
SECOND ORDER MODELS REQUIRED IN THE STUDY OF TIME OPTIMAL CONTROL OF 
A HIGH ORDER OVER-DAMPED PROCESS.
COMMON IDUMI100)tDUMMC1100)























D O 101=2» 7
10 x m = x ( l  )+DT/TAU( I )*( X( I - n - X l  IJ )
XA(J)=X( 7)
30 CONTINUE
X A (2001)=- . 1 
XA(2002)*.025 
X T (2001)*-.1 





UL t J )=10000.
AO STEP(J)=.l 
X L (3)=0.0 
UL(3)*4.0 
S TEP(3) = . 1
CALL PATERNt 3,X L ,U L ,Q,2,STEP,P H I )
PRINT 32,Q
CALL PROC(NXL,0,CFUN)
32 FORMAT(1H 10H ANSWERS ,5E20.6)
CALL AXIS(0.0,0.0,4HTIME,-4,8.0,0.0,0.0,2.5,10.)
CALL AXIS!0.0,0.0,0HRESPONSE,8,5.0,90.,-.1,.025,10.) 



















SUBROUTINE P ROC(NXL,Q O ,CFUN) 
DIMENSION XAI2002).XTI2002I 
DIMENSION T M (2002 I 
DIMENSION QI 3),QQ<3)
COMMON IOUM(IOO).DUMM(llOO)




































PROGRAM V - l
FAST REGRESSION OF FILTERED PULSE DATA
THIS PROGRAM DIRECTS THE STUDY OF FORMULATING THE NONLINEAR LEAST- 
SOUARE FOR FAST ON-LINE ANALYSIS. IT INITILIZES THE NECESSARY 
PARAMETERS REQUIRED BY EACH METHOD OF FORMULATION AND CALLS THE 
APPROPRIATE SUBROUTINE.
C—  PROGRAM TO PERFORM A FAST REGRESSION OF FILTERED PJLSE DATA
EXTERNAL PROC1,PROC2,PROC3







DIMENSION P P (3)
1 IPR0C=0
READ1000»NORDER,DEL»TFIL* (TAU(I)* 1*1tNORDER) 
PRlNTlOOO.NOROER.DEL.TFILt(TAUII).1=1.NORDER)
1000 F0RMAT(iHl,I4,l4F5.2)







0 0 3 1 = 1 , 2




I F( IPROC.GT•1 )G0T060
C OUTPUT CORRELATION TERM$(XII)+X{I-1)*X(1-2) )* * 2
D010J=1»3  
10 X X ( 1 , J ) = 0 . 0
0 0 2 0 1 = 1 , NT 
D015J=1»3 








C INPUT CORRELATION TERMStUlI) + Utl-l>♦ U t 1-2))**2
XNP=NP 
DO3 0 1 = 1 , 3  
D030J=I,3 
XJI =J- I  
30 U U ( I , J ) = ( X N P - X J n * U 2  
0 0 4 0 1 = 1 , 3  
D0 4 0 J = I , 3  
XX(J,I)=XX(I,J1 
40 UU(J , I ) = U U ( I , J )
C - ~ COMPUTING CROSS PRODUCT TERMS AS A FUNCTION OF DEAD TIME
s x m = o . o












1 1 = 1 - 1
SX*I+1J=SX(I)+X(INP)
IF IIl.GE.l>SX(1 + 1 )=SX(I + 1 )-X(11)
CONTINUE 
CALL C L O C K U T 2 )
ITEST=0
N0ELR=-100





FORMAT(1H013HANSWERS AFTER ,I 3,2X,23HFUNCTIDNAL EVALUATIONS // 












FORMAT(/1X25HEXECUTION TIME-TOTAL = ,F10.3,7HSEC0NDS/
L 1X25HEXECUTI0N TIME-MAIN = ,F10.3,/
L 1X25HEXECUT10N TIME-SEARCH = ,F10.3,/










FAST REGRESSION - PROCESS OATA
THIS SUBROUTINE GENERATES AND FILTERS THE DATA USED IN THE FAST 
REGRESSION STUDY.
COMMON NP.NT.NORDER,TS,D E L ,TFIL,T A U (10> ,X (1000),TI1000),Ut1000) 
COMMON XX(3,3),UU13,3)tSX(IOOO)
COMMON LCOUNT 
























11 = 0 . 0  
1=1  











1 1 1 = 1 1 1 + 1  
Ut 111 ) =SP 
X1III)=XY(N2)
















FAST REGRESSION - SIMPLIFIED FORMULATION
THIS SUBROUTINE CONTAINS THE SIMPLIFIED FORMULATION OF THE NON-LINEAR 
REGRESSION.
COMMON N P f N T ,NORDER,TS,DEL,TFIL,TAU( 10) , X (1000) , T (1000 ),UI 1000) 





C COMPUTING CROSS CORRELATION TERMS FOR DEAT TIME.NDEL
LCOUNT*LCOUNT*1 
NDEL*P13)/TS 



























IF{I.GT.3.AND.J.GT.3)Q ( I ,J)=UU<1-3,J-3) 
IF(I.LE.3.AND.J.GT.3)QtI,J) = XU(1 ,J-3) 
















FAST REGRESSION - CONVENTIONAL FORMULATION 1
THIS SUBROUTINE CONTAINS THE CONVENTIONAL FQUMULATI ON IN WHICH THE 
UNEXPANOED ERROR TERM IS EVALUATED EACH ITERATION.



























D 0 7 5 K = 1»NT 
X O * X (K )
IF(K.GT.1)X1=X(K-1)
I F 4 K « G T . 2 ) X 2 = X ( K - 2 )
KN=K-ND6L
IF(K N . G T •1)U 1 = U ( K N - 1 )
IF t K N . G T •2)U 2 = U ( K N - 2 )
I F (K N . G T • 3 IU3=U(KN— 3)
XH« -IX1*C(2) + X2*C(3)♦UI*CC^>+U2*Ct 5 ) + U 3 * C ( 6 ) )






THIS SUBROUTINE CONTAINS THE CONVENTIONAL FORMULATION IN WHICH EACH 
SUMMATION TERM IN THE EXPANDED FIT-ERROR EQUATION IS EVALUATED.
■SUBROUTINE TO CALCULATE ERROR BY EVALUATINE ALL THE SUM 
■TERMS OF THE EXPANSION OF THE ERROR EXPRESSION 
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CONTINUOUS LEAST-SQUARE REGRESSION STUDY - MAIN PROGRAM
THIS PROGRAM DIRECTS THE STUDY OF THE FORMULATION 3F THE NON-LINEAR 
LEAST-SOUARE REGRESSION FOR CONTINUOUS ON-LINE ANALYSIS.
COMMON XXII,XX00,YX01tX0U(50),XIU(50),U U (50),U Z (50J,F I ,F2 
COMMON 10,IMAX,IPROC,I RUN,H ,TS,TMAX,TO 
COMMON TIMEl1000),X(10Q0),U(1000)
COMMON AAI50I,BB(50),EE(50)
DIMENSION T M U O O O )  ,GM< 1000),D ELM(1000)





















X X U = 0 . 0  
XX00*0.0 
XX01-0.0 
00501 = 1»50 















CALL F I L T R C X l .X d  » ,U(I1) 
M* I
IF( I.GT.11TMII)=TM(I-11 
IFC I*GT*11 C M ( I)=GM( I - U  



































IFCKK.EQ.1IPRINT69.TIMEU) *X(1),U<I),TM(11,G MtI),DELMI I),E
I F ( ABStOELMI I ) ) .GT.ZMlJDELMiI)=DELM(1 ) / ABSI  DELHI I 
I F (A B S ( T M i m . G T . Z M 2 )  TM{I)* TM(I)/ABS( TM(I
I F (A B S ( G M ( I ) ).GT.ZM3) G M ( I }* G M U ) / A B S i  GM( I
i F t A B S l  X ( I ) I.GT.ZM4) X( I ) = X ( I ) / A B S <  XI I







1 1 0  CONTINUE
TM(IMAX+2)a2.0
G Ml I MA X * 2 ) = 2 . 0
DELMI IMAX+2) = 2 • 0
X ( I M A X + 2 ) * 2 . 0
U f I M A X + 2 ) * 2 . 0
DELMIIMAX*I)*-8.0
GM( IMAX+1) = - 5 * 5
TMI IMAX+1J = - 3 . 5
X I I M A X + l ) * - 2 . 5
U( I MAX+1) = - 1 . 2 5
T1ME( IMAX*2 ) * TMAX/ 10.
T I M E ! I M A X + l ) = T I M E I 1)
I F I  I P L O T . E Q .  U G O T O l O l  
CALL P L O T I 1 8 . , 0 . 0 , - 3 )
CALL AXISIO.O,0.0,4HTIME,-4,10.,0.0,0.0,TMAX/10.,10.) 
CALL PLOT(0.00t0.00f3)
CALL P L 0 T 1 0 . 0 0 , 1 . 7 5 , 2 )
CALL PLOT 1 0 . 0 0 . 2 . 0 0 »3)
CALL PLOT( 0 . 0 0 , 2 . 7 5 , 2 )
CALL PLOTI0.00t3.00f3)
CALL P L O T < 0 . 0 0 , 3 . 7 5 , 2 )
CALL P L O T I O . 0 0 , 4 . 0 0 , 3 )
CALL PLOT1 0 . 0 0 , 4 . 7 5 , 2 )
CALL P L OTI 0 . 0 0 , 4 . 0 0 *  3)
CALL P L O T U O . 0 * 4 . 0 0 * 2 )
CALL P L O T ! 1 0 . 0 , 3 . 0 0 , 3 )
CALL PLOT1 0 . 0 0 * 3 * 0 0 * 2 )
CALL PLOT( 0 . 0 0 , 2 . 0 0 , 3 )
CALL P L O T I 1 0 . 0 , 2 . 0 0 , 2 )
CALL P L O T I 1 0 . 0 , 2 . 0 0 , 3 )












CALL PLOT(TIME(I+ll*T2t(U(I )-U 1) *U2 »2). 
CONTINUE
CALL LINE(TIME,TM,IMAX,1,0,1)








PROGRAM V I - 2
SUBROUTINE FILTRI XI , XO,UO>
CONTINUOUS LEAST-SQUARE - FILTER
THIS SUBROUTINE MAINTAINS A RUNNING ESTIMATE DF THE PRODUCT AND CROSS 
PRODUCT TERMS BY WAY OF A FIRST ORDER FILTER. *


















PROGRAM V I - 3
SUBROUTINE PARtNMIN,AI, B I , E I )
CONTINUOUS LEAST-SQUARE PARAMETER. CALCULATIONS
THIS SUBROUTINE MAINTAINS AN RUNNING ESTIMATE OF THE PROCESS 
PARAMETERS BASED ON THE PRODUCT AND CROSS PRODUCT TERMS CALCULATED BY 
PROGRAM VI-2
COMMON XXII,XXOO,XXQI.X0U150),X1U(5 0 ) ,UUt50).U Z (50),FI,F2 
COMMON 10,I MAX,IPROC,I RUN,H,TS,TMAX,TO 
COMMON TIME( 1000),X(1000),U(1000)

























PROGRAM V I - 4
SUBROUTINE OATAI
CONTINUOUS LEAST-SQUARE - GENERAL PROCESS
THIS SUBROUTINE CONTAINS A SIMULATION OF A FIRST ORDER LAG PLJS DEAD 
TIME WITH SEVERAL OPTIONS OF BOTH CONTROLLED AND UNCONTROLLED INPUTS 
TO EVALUATE THE PERFORMANCE OF THE REGRESSION UNDER VARIOUS 
CONDITIONS.







































IF(IR.EQ.l) Z! I ) *RAND(Al,A2)/60.+Z!I)




G O T O ! 110,120,130,140,150,160,170,180,190,200,210,220),I RUN













C---- OPEN LOOP NOISE
140 U0=RAND(Al»A2)/3.
GOT060





















C---- OPEN LOOP NOISE —  DEAD TIME CHANGE
200 IFIT.GE.0.0)NOEL 1 = 50
U0=RAND(Al,A2)/3.
GOT060





















IF (NOEL. EQ.NOEL D G 0 T O 8 0  
D075K=1,25 
INDELl*K*NDEL+I -I 





1* 1 * 1











PROGRAM V I - 5
SUBROUTINE DATA2( WAM)
CONTINUOUS LEAST-SQUARE - REACTOR
THIS SUBROUTINE CONTAINS A SIMULATION OF A N3N-IDEAL PLUG FLOW 
REACTOR TO EVALUATE THE CONTINIOUS LEAST-SQUARE REGRESSION ON A 
REALISTIC PROCESS.
DIMENS ION P (2)
COMMON XX11,XXOO,XX01,XOU(50),X1U(50),UU(50),U Z(50),F I ,F2 



















H C =5 0 . *60. 
H V = 5 0 0 . 
CP1*1.0 
CP2-1.0
OATA CA/ 0.000, 0.000, 0.000
1 0.000, 0.000, 0.000
DATA CB/ 58.000, 58.000, 58.000
1 58.000, 58.000, 5 8.000
DATA CR/ 2.000, 2.000, 2.000
1 2.000, 2.000, 2.000
DATA TR/ 70.000, 59.757, 59.031
i 58.975, 58.975, 58.975
DATA IS/ 55.000, 58.693, 58.955
1 58.975, 58.975, 58.975
USTRT = 0. 0000
XSTRT=2.0 
$ P 0 0 = 5 .
T S ( 1 )=55-



























L * L + l  
T = T+H 
X 1 1 = 11 
WA-UO+USTRT 
IF(IRUN.EO.1 )WA=WAM












C---- MATERIAL BALANCE - REACTOR
RATE(I)=VR*CA(l)«CBiI)*KO»ExP(-EO/TR(I))
AI *FR1»ICA(I-1)-RATE(I)/WR)+FR2*CA(I)
CBII)*FR1*(CB(I-1)-RATE I I)/ M R )♦FR2*CB(I)
C A l I ) — A 1
I F C C A I I ) . L T . 0 . 0 ) C A ( I ) = 0 . 0  
I F ( C 6 ( I ) . L T . 0 . 0 ) C B ( I ) = 0 . 0  
C R< I ) = MAS S 1 - CA( I J - C B I I )
C---- ENERGY BALANCE - REACTOR
TR(I)=FR1*(TRII-1)MRATECI)•HV-HC*S* CTRCI1—T SCI)))/(MASSi»WR*CPI)I 
1 ♦FR2*TRII)
C---- ENERGY BALANCE - SHELL
TS(I) = FS1*(TS(Irl)*HC*S*lTRI11 — TS11 I)/(MASS2*WS*CP2))♦FS2»TSt11 
150 CONTINUE































IF IUO+USTRT.G E •12.)U0*12.-USTRT 
IFIUO+USTRT.LE.0.0)UO=-USTRI 
CALL SSWTCHI3»KK)
IFIKK.EQ.DPRINT6900,(K,CA(K),C B IK ),C RIK) , TR I K ) ,TS(K ) ,K = 











FORMAT!6X8H0ATA C A / ,5!F 8.3,1H ,),/5X1H1,8X5(F 8 .3,1H , )»F8.
t  U )
11 H / )
276
7002 FORMAT16X8HDATA C B / ,51F8.3,1H,),/5X1H1,8X51F8.3,1H , ) ,F8.3s1H/)
7003 FORMAT*6X8HDATA C R / ,5*F8.3,1 H ,),/5X1H1,eX5(F8.3,1M,),F8.3,1H/)
7004 FORMAT(6X8HDATA TR/f5 1F8.3,1H ,),/5X1H1,8X5(F8.3, 1H,>,F 8. 3*1H / )






PROGRAM VI I - 1
PREDICTOR ALGORITHM STUDY - MAIN PROGRAM
THIS PROGRAM DIRECTS THE STUDY OF THE PREDICTOR ALGORITHM
COMMON NORDER,ICONT.IRUN,IMAX,IPRINT
COMMON TM.DELM,TAUI10),D E L ,T S ,H ,X (3000),TIME(3000)
DIMENSION P (3)»STEP 13)
DIMENSION BUFFER(5000)
CALL PLOTS(BUFFER»5000)
1 READ1000,IPL0T,ICONT,IRUN,ISERCH,T S ,TM,DELM,P (1),P(2),TMAX

















IF(ISERCH.EQ.1)CALL G O LDN(XMAX,XMIN,.100,P (1 1,CFUN)












IF(I.l OT.EQ.21CALL PLOT I 8.0,0.0,-3)










PROGRAM V I 1 - 2
SUBROUTINE PROC(P,IAE)
PREDICTOR ALGORITHM - GENERAL PROCESS LOOP
THIS SUBROUTINE CONTAINS THE SIMULATION OF A GENERAL PROCESS LOOP 
CONTAINING THE PREDICTOR ALGORITHM AS WELL AS THE CONVENTIONAL P AND 
PI ALGORITHMS FOR THE PURPOSE OF EVALUATION AND COMPARISON.
C---- PROGRAM TO EVALUATE 1ST ORDER PREDICTOR ALGORITHMS AND COMPARE WIT
C---- CONVENTIONAL PROPORTIONAL AND PROPORTIONAL ♦ INTEGRAL CONTROLLERS
C
































I F ( I C O N T . E Q . 9 ) 1C0NT=1 
G A I N l * P l / t l . + P l * l i . - A )>
C INITIAL CONDITION
SPT*0.0
G O TO (2 »3),IRUN
2 0 1 STRB=0.0
IF ( ICONT.LE•3 )SPO*(P 1+1 . )/ P 1 




























0 0 5  L = 1 » 1 0 0  
D ( L ) * 0 . 0  
U l L ) * 0 . 0  
I A E * 0 . 0 
D06 L*1 , ND 
X ( L ) = 0 . 0  
D 0 7 L = i • 1 1  
XXC ) = 0 . 0  
GM= . 0  
I T S * -  1 
- P ROCESS LOOP 
I T S = I T S + l  
XTS=I TS
D0200 11*1,NPS 
1 = 1 + 1
IF(I.GT. IMAX)G0TQ999 





























x o = x i i )
J*J+l






































UO=GAINI* t SPO-A*XBN)-DO 
G0T0199












C PROPORTIONAL ♦ INTEGRAL CONVENTIONAL
50 SUM*SUM*(SPO-XO)*HTS






XT = XO 
SPT-SPO







PROGRAM V I 1 - 4
SUBROUTINE GOLDNtXM.XN.FTf X.CFUN)
PREDICTOR ALGORITHM - ONE-DIMENSIONAL SEARCH
THIS SUBROUTINE CONTAINS THE GOLDEN SECTION ONE-DIMENSIONAL SEARCH 




DIMENSION E R (2)» P (2)
DIMENSION PRt 3)









C---- SEQUENTIAL SEARCH LOOP
13 IFIER1-ERI2)>15,15,14
14 ER1 = ER12 I 
P1*PI 2)



















-DECIDING WHERE TO PLACE NEXT EXPERIMENT 
IFCERC1)-ERC2))40,40,30 
XMIN=P(I)
PC 11-PI 21 
ER(1)= E R (2 >
GOT050 
XMAX=P(2)
IF C XMAX-XMIN.LE. FINTJG0T09Q 
PXX*CPt1 >-XMIN)/(XMAX-XMIN) 
IF(PXX.GE..50)PC2)=XMIN+.382*(XMAX-XMIN) 
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