While dealing with the nontrivial task of classifying Mueller matrices, of special interest is the study of the degenerate Mueller matrices (matrices with vanishing determinant, for which the law of multiplication holds, but there exists no inverse elements). Earlier, it was developed a special technique of parameterizing arbitrary 4-dimensional matrices with the use of a four 4-dimensional vector (k, m, l, n). In the following, a classification of degenerate 4-dimensional real matrices of rank 1, 2, and 3 is elaborated. To separate possible classes of degenerate matrices of ranks 1 and 2, we impose linear restrictions on (k, m, l, n), which are compatible with the group multiplication law. All the subsets of matrices obtained by this method, form either subgroups or semi-groups. To obtain singular matrices of rank 3, we specify 16 independent possibilities to get the 4-dimensional matrices with zero determinant MSC2010: 15A66, 78A25, 35Q60, 78A99, 81V10.
introduction
In polarization optics, an important issue is to classify possible classes of the Mueller matrices. In particular, of special interest are degenerate Mueller matrices (with vanishing determinant).
There is known a special technique of parameterizing arbitrary 4-dimensional matrices from GL(4, C) with the use of four 4-dimensional vector (k, m, l, n). In the following, a classification of degenerate 4-dimensional real matrices of rank 1, 2, 3 is elaborated. To separate possible classes of degenerate matrices of ranks 1 and 2, we impose linear restrictions on (k, m, l, n), which are compatible with the group multiplication law. All the subsets of matrices obtained by this method form either subgroups or semigroups. To obtain singular matrices of rank 3, we specify 16 independent possibilities to get the 4-dimensional matrices with zero determinant 1 . In Weyl spinor basis, an arbitrary (4 × 4)-matrix can be parameterized by four 4-dimensional vectors (k, m, l, n)
(1.1)
The matrices G will be real if the second components of parameters are imaginary k and all remaining components are real. The law of multiplication in explicit form is
Now we will study the degenerate 4-dimensional matrices of rank 1, 2, 3. To separate possible classes of degenerate matrices of ranks 1 and 2, we impose linear restrictions on (k, m, l, n), which are compatible with the multiplication law (1.2). All the subsets of matrices obtained by this method, form either sub-groups or semigroups. Below, only final results will be presented.
One Independent Vector: Variant I(k)
First, we consider the variants with one independent vector.
Variant I(k):
The group multiplication law takes the form
Let us impose the relations (2.1) for the double primed parameters:
We get the equations: We are able now to find all the solutions for this system. First, let us consider the system (2.2) with three vanishing blocks -we obtain only it is a set of non-degenerate matrices with a group structure. so we obtain
this is a set of degenerate matrices of the rank 2 with a semi-group structure. Now, let it be
it is a set of matrices of the rank 2 and with a semi-group structure. Let us consider cases with one vanishing block. The first possibility is A = α = 0 ; (2.11) the system (2.2) reads
These equations lead to already known ones:
The second possibility is D = t = 0 ; (2.14) the system (2.2) leads to
The equations (2.15) leads to already known ones:
The third possibility is
Here there arise the already known solutions:
Now, let us consider the cases in which all the blocks are non-vanishing
then the system (2.2) gives
By eliminating B and β by B = AD , β = αt, the remaining independent equations are
First, let us study the case A = α; the system (2.22) takes the form
We get two new solutions:
it is a set of degenerate matrices of rank 4 with semi-group structure. As easily verified, the multiplication law holds indeed:
they are sets of degenerate matrices of rank 2 with semi-group structure. Let us verify the multiplication law in the case K − 6:
the result is presented via blocks:
Let us turn back to the system (2.22) and consider the case
the equations (2.22) give only
this is a set of degenerate matrices of rank 2 with semi-group structure. Let us verify the multiplication law:
the result is presented by blocks
so we get
Thus, the analysis of the variant I(k) is completed.
One Independent Vector: Variant I(m)
Let us consider variant I(m):
We require
By collecting together these results, we obtain the equations
The system (3.2) has a trivial solution with three vanishing blocks:
Let us construct the solutions with two vanishing blocks. There are three possible variants. The first is
the system (3.2) gives
The equations (3.5) have only already known solutions:
Now let us examine the variants with two vanishing blocks. The first is
so we get only one
This is a set of degenerate matrices of rank 2 with semi-group structure. The second set is This system has two solutions:
14)
These equations (3.16) have two solutions:
Consider the last variant with one vanishing block
These equations have two solutions:
Now, let us consider the case where all the blocks are non-vanishing
The system (3.2) reads
which is equivalent to
There exist two possibilities. The first is
we get two solutions:
The second possibility is
it leads to
4 One Independent Vector: Variant I(n)
Consider variant I(n):
The multiplication law gives
We further require
Thus, we have obtained the system
By eliminating the variables D and t, we get
the remaining independent equations are
First, assume that
Here, there arise two solutions:
Now, let it be
correspondingly to (4.9) it follows
Two solutions are possible:
5 One Independent Vector: Variant I(l)
Let us examine the variant I(l):
The multiplication law takes the form
By collecting the results together, we get
The system (5.4) is equivalent to
By excluding the variables t and D via
Because these equations coincide with (4.9), we may use yet the known results:
Let us examine the variant II(k,m):
By requiring αk
we obtain
(6.2)
We further require sk
and we find
(6.3)
we find
We collect the results together:
(6.4)
While analyzing this system, we will assume that the blocks
can be vanishing or not. The simplest possibility is
which leads to solution (KM − 1),
One may separate 4 different cases with one non-vanishing block:
Moreover, there are six possible cases with two non-vanishing blocks (two of them marked by asterisk were considered in previous sections)
There exist four cases with three non-vanishing blocks:
Finally, there is possible the case when all the four blocks are non-zero. Let it be (see (6.8))
the system (6.4) becomes simpler and leads to the already known solution (6.7). Let it be (see (6.8))
the system (6.4) again gives the known solution (6.7). Let it be (see (6.8))
again we arrive at the solution (6.7).
Let it be (see (6.8))
it leads to the known solution (6.7). Now, let it be (see (6.9)) Thus, we obtain
Let us consider the case (see (6.9)) 
Now, we are able to consider the four possibilities with three vanishing blocks (see (6.10)). Let it be which leads to the already known solution (KM − 1). It remains to examine the case of four non-zero blocks
The system (6.4) can be simplified to
(6.30)
By eliminating the variables
we get the system 0 = 0 , 0 = 0 , 0 = 0 , 0 = 0 ,
From this it follows
which describes the following
Let us verify by direct calculation that the matrices with such structure form a group:
7 Two Independent Vectors: Variant II(l,n)
Let us examine variant II(l,n):
The equation
takes the form
whence it follows
from which we obtain l ′ 0 l :
from which we obtain l ′ 0 l 0 :
We further collect the equations together, and infer αβ + 1 = αs + βt , A 2 = αA + αD , B 2 = βB + βC , AB = αB + βA , AB + 1 = αC + βD ; (7.12)
We see that variants 3), 4), 5), 6) are not consistent with the additional equations (7.10)-(7.13). Therefore, we shall further examine only the variants 1) and 2).
In the case 1), we have
the equations (7.10)-(7.13) give
the last system has only one solution
so we arrive at
This is a set of degenerate matrices of rank 2. For the case
2)
A, α = 0 , C, s = 0 the equations (7.10)-(7.13) give
which has only one solution
so we obtain
This is a set of degenerate matrices of rank 2. The analysis of the variant II(l,n) is completed.
Two Independent Vectors: Variant II(k,l)
Let us examine the variant II(k,l):
Further, we obtain the system
this infers k
further we obtain k
whence it follows k
Let us collect the equations together:
For s, only two values are possible: s = 0, 1. For s = 0, the system has only one solution, namely
For s = 1, the system also has only one solution:
9 Two Independent Vectors: Variant I(n,m)
Let us examine variant II(n,m):
Here we get only
10 Two Independent Vectors: Variant II(k,n)
Let us examine variant II(k,n):
is equivalent to
this leads to k
We collect results together, and yield α + sA = A , αC = 0 , βD = βA + tB , tB = AB + BD , sB = B ,
We see that for s, C there are possible only the following values
If C = s = 0, we get only one
In the case C = s = +1, we also get only one
11 Two Independent Vectors: Variant II(m,l)
Let us examine variant II(m,l):
Here there arise only
12 Three Independent Vectors: Variants I(k,m,n) and I(m,k,l)
Now consider the case of three independent vectors
First, let us examine the simpler second restriction in (12.1). The formulas for k
We set
or, equivalently,
which results in Evidently, we should check only the type II -it takes the form
and further reduces to
which turns to be an identity. Thus, we have constructed two solutions:
solution (KM N − 1), These are sets of degenerate matrices of rank 2. It remains to verify the multiplication law for the case (12.9):
(12.10)
With the notations
Thus, the set (12.9) has semi-group structure
(12.11)
For the variant II(k,m,l) one has the similar solutions:
solution (KM L − 2), where the corresponding matrices have the structure
This is a set of degenerate matrices of rank 2. We verify now the multiplication law:
The block (22) in the matrix (13.7) is
we get
and we obtain the claimed relation
Therefore we have
