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Hybrid physics-machine learning models are increasingly being used in simulations of fluid flows.
Many complex multiphysics systems relevant to fluid dynamics include multiple spatiotemporal
scales and comprise a multifidelity problem sharing an interface between various formulations. To
this end, we present a robust hybrid analysis and modeling approach combining a physics-based full
order model (FOM) and a data-driven reduced order model (ROM) to form the building blocks of an
integrated approach among mixed fidelity descriptions toward predictive digital twin technologies.
At the interface, we introduce a long short-term memory network to bridge these high and low fidelity
models in various forms of interfacial error correction or prolongation. The proposed interface
learning approaches are tested as a new way to model ROM/FOM coupling problems solving a
nonlinear advection-diffusion equation with a bifidelity setup that captures the essence of a broad
class of transport processes.
Numerical simulations are the workhorse for the de-
sign, testing, and implementation of scientific infrastruc-
ture and engineering applications. While immense ad-
vances in computational mathematics and scientific com-
puting have come to fruition, such simulations always suf-
fer a curse of dimensionality limiting turnaround. The
field of multifidelity computing, therefore, aims to ad-
dress this computational challenge by exploiting the re-
lationship between high-fidelity and low-fidelity models.
One such multifidelity approach becomes crucial, espe-
cially for multi-query applications, such as optimization,
inference, and uncertainty quantification, that require
multiple model evaluations in an outer-workflow loop.
To this end, sampling-based approaches have been of-
ten introduced to leverage information from many eval-
uations of inexpensive low-fidelity models fused by only
a few carefully selected high-fidelity computations. An
excellent review of the state-of-the-art multifidelity ap-
proaches for outer-loop contexts can be found in [1].
In this letter, we focus on a different type of multifi-
delity formulation targeting domain decomposition type
problems that consist of multiple zones with different
characteristics. Another key aspect of such a zonal mul-
tifidelity approach is its ability to handle intrinsic hetero-
geneous physical properties, varying geometries, and un-
derlying governing dynamics. This heterogeneity can be
mild as in aerospatial applications with spatially varying
states. However, in media where there is a permittivity
such as in electrostatics or porous media, this might be
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more pronounced. For example, fluid flow in rock often
follows Darcy’s law, whereas flow in a fracture is modeled
as Poiseuille flow. Moreover, a related process in subsur-
face flows might include a high fidelity approach around
wells (that drive the flow) and a low fidelity model for
subdomains in the interior [2, 3]. This discussion can
also be extended to an active flow control problem to
elucidate the concept of the zonal multifidelity approach
that we tackle in this work. In general, boundary-layer
control poses a grand challenge in many aerospace ap-
plications including lift enhancement, noise mitigation,
transition delay, and drag reduction. Among many other
actuator technologies, blooming jets [4–6] and sweeping
jets [7–9] offer new prospective solutions in improving
the aerodynamics efficiency and performance of the fu-
ture air vehicle systems. However, the size of these ac-
tuators is usually orders of magnitude smaller than the
length scales of the entire computational domain (e.g.,
an aircraft wing or tail). Including the full represen-
tations of each controllers internal flow dynamics in a
comprehensive numerical analysis of the entire system
is an extremely daunting approach [10]. Moreover, the
effective flow physics of these actuators often can be ac-
curately characterized in a latent reduced order space
due to the existence of strong coherent structures such
as quasi-periodic or time-periodic shedding, pulsation, or
jet actuation. Therefore, in practice, those flow actuators
can be modeled by considering a reduced order surrogate
coupled and tied to the global simulation of the whole
wing or tail [11, 12].
The above examples illustrate that different levels of
models and descriptions can be devoted to different zones
and components of the problem in order to allocate com-
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2putational resources more effectively and economically.
This might be the case for many other coupled multi-
physics systems relevant to fluid dynamics, such as ge-
ometric multiscale [13–18] and heterogeneous multiscale
[19, 20] problems, fluid-structure interaction [21], gas tur-
bine [22, 23], and wind farm applications [24]. Since var-
ious zones in these systems are connected through inter-
faces, data sharing, and consistent interface treatment
among respective models are inevitable. Likewise, mul-
tirate and locally adaptive stepping methods can yield a
mismatch at the space-time interface, and simple interpo-
lation or extrapolation might lead to solution divergence
or instabilities [25]. Meanwhile, even if we are interested
in simulating just one portion of the domain correspond-
ing to simpler dynamics, we still need to specify the phys-
ically consistent interface conditions. Running a high fi-
delity solver only to provide the flow state at the interface
seems to be unreasonable. Therefore, we consider formu-
lating an interface modeling approach as a key enabler for
emerging digital twin technologies in many sectors [26].
However, just like any technology, it comes with its own
needs and challenges [27–32]. In practice, two modeling
paradigms are in order.
Physics-based modeling: This approach involves care-
ful observation of a physical phenomenon of interest, de-
velopment of its partial understanding, expression of the
understanding in the form of mathematical equations,
and ultimately, solution of these equations. Due to the
partial understanding and numerous assumptions along
the steps from observation to the solution of the equa-
tions, a large portion of the essential governing physics
might be, intentionally or unintentionally, ignored. Even
the applicability of high fidelity simulators with mini-
mal assumptions has so far been limited to the offline
design phase only. Despite this significant drawback,
what makes these models attractive are sound founda-
tions from first principles, interpretability, generalizabil-
ity, and existence of robust theories for the analysis of
stability and uncertainty. However, most of these mod-
els are generally computationally expensive, do not adapt
to new scenarios automatically, and can be susceptible to
numerical instabilities.
Data-driven modeling: With the abundant supply of
big data, open-source cutting edge and easy-to-use ma-
chine learning libraries, cheap computational infrastruc-
ture, and high quality, readily available training re-
sources, data-driven modeling has become very popu-
lar. Compared to the physics-based modeling approach,
these models thrive on the assumption that data is a
manifestation of both known and unknown physics and
hence when trained with an ample amount of data, the
data-driven models might learn the full physics on their
own. This approach, involving in particular deep learn-
ing, has started achieving human-level performance in
several tasks that were until recently considered impossi-
ble for computers. Notable among these are image classi-
fication [33], dimensionality reduction [34], medical treat-
ment [35], smart agriculture [36], physical sciences [37–
39] and beyond. Some of the advantages of these models
are online learning capability, computational efficiency
for inference, accuracy even for very challenging prob-
lems as far as the training, validation and test data are
prepared properly. However, due to their data-hungry
and black-box nature, poor generalizability, inherent bias
and lack of robust theory for the analysis of model sta-
bility, their acceptability in high stake applications like
digital twin and autonomous systems is fairly limited.
In fact, the numerous vulnerabilities of deep neural net-
works have been exposed beyond doubt in several recent
works [40–42].
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FIG. 1. The proposed zonal multifidelity concepts toward
hybrid ROM/FOM coupling. Dashed blocks refer to the in-
terface learning approaches introduced in the present work:
(a) Direct Prolongation Interface (DPI), (b) Prolongation fol-
lowed by a machine learning Correction Interface (PCI), (c)
machine learning Correction followed by a Prolongation In-
terface (CPI), and (d) Uplifted Prolongation Interface (UPI)
where the latent space is enhanced through machine learning
before we apply the prolongation operator.
In this work, we put forth a hybrid analysis and mod-
eling (HAM) framework as a new paradigm in modeling
and simulations by combining the strengths and elimi-
nating the weaknesses of physics-driven and data-driven
modeling approaches. Our HAM approach combines the
generalizability, interpretability, robust foundation and
understanding of physics-based modeling with the accu-
racy, computational efficiency, and automatic pattern-
identification capabilities of advanced data-driven mod-
eling technologies. In particular, we advocate and exploit
the utilization of long short-term memory (LSTM) neural
network to bridge low-fidelity and high-fidelity descrip-
tions. To form the building blocks of our HAM approach
for coupling reduced order models (ROMs) and full or-
der models (FOMs), we introduce an array of interface
modeling paradigms as depicted in FIG. 1.
The Direct Prolongation Interface (DPI) approach uti-
lizes standard projection based ROMs, where the sys-
tem’s state at the interface is obtained by the recon-
struction of a Galerkin projection ROM solution. How-
ever, traditional Galerkin ROM often yields an inaccu-
3rate solution in the case of systems with strong nonlin-
earity. Therefore, we utilize machine learning to correct
and augment ROM solution in a hybrid framework. In
the Prolongation followed by machine learning Correc-
tion Interface (PCI) methodology, an LSTM is used to
rectify the field reconstruction from Galerkin ROM at
the interface by learning the correction in the higher di-
mensional space. Although this seems to be a reason-
able choice, it might amount to learning a high dimen-
sional correction vector, especially for two- and three-
dimensional domains. To mitigate the potential com-
putational challenges dealing with excessively large in-
put/output vectors, a machine learning Correction fol-
lowed by Prolongation Interface (CPI) approach can be
employed to provide a closure effect to remedy the insta-
bilities and inaccuracy of Galerkin ROM due to modal
truncation. For CPI, the LSTM learns the correction
terms in ROM space, defined by the number of modes
in ROM approximation. As a result, the reconstruc-
tion quality will eventually be limited by the Galerkin
ROM dimension. Therefore, the Uplifted Prolongation
Interface (UPI) framework not only corrects the Galerkin
ROM solution, but also expands the ROM subspace to
enhance the reconstruction quality. Our primary motiva-
tion in this letter is to describe those four interface mod-
eling approaches to tackle ROM/FOM coupling problems
and show how we can elucidate these multifidelity mech-
anisms within the HAM framework.
Setup — In order to demonstrate the capability of the
HAM approach in FOM/ROM coupling frameworks, we
describe a fluid flow scenario over a bizonal domain with
heterogeneous physical properties. In particular, we con-
sider the following one dimensional (1D) viscous Burgers
problem,
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
− γu, (1)
(ν, γ) =
{
(10−2, 0) for 0 ≤ x ≤ xb
(10−4, 1) for xb < x ≤ 1, (2)
where xb is the spatial location of the interface defin-
ing the physical heterogeneity. For the given setup, the
stiffness and physical properties in the left part dictates
higher spatial and temporal resolutions than those re-
quired for the right part. If we opt to a global unified
solver over the whole domain, the quality of the solution
will be dominated by stiffness of the left zone. In other
words, a smaller time step would be required to satisfy
numerical stability while using an explicit temporal inte-
gration scheme. Specifically, assuming we utilize the for-
ward in time and central in space finite difference scheme
to solve Eq. 1 with a spatial grid resolution of 4096, a time
step of approximately 2.5 × 10−6 would be required for
the left part of domain, while a time step of 2.5 × 10−4
can be sufficient for the right part. Therefore, domain
decomposition approaches might be adopted to segregate
partitions with varying numerical requirements. Despite
the effectiveness and efficiency of these approaches, idle
delays can arise in order to accommodate information
transfer from the left zone to the right one through their
common interface. Instead, proxy models can be utilized
to avoid such lags by approximating the effective dynam-
ics of stiff regions and providing sound interface boundary
conditions to the rest of the computational domain.
In particular, we exploit the advances and develop-
ments of ROM techniques to build surrogate models to
economically resolve portions of domain. ROM solution
can thus be used to infer flow conditions at the interface
so that a FOM solver can be efficiently employed for the
sub-domains of interest. In the following, we formulate
the four methodologies depicted in FIG. 1 with empha-
sis on the bizonal 1D Burgers problem. For all cases, a
ROM representation is adopted for the left zone of the
domain, which can be economically solved to compute an
estimate of the interface flow condition. A FOM solver
is thus utilized to resolve the flow field in the right zone
of the domain, considering the velocity estimate at the
interface (from ROM) as a boundary condition at x = xb.
(i) DPI: Direct Prolongation Interface. In order to de-
scribe the DPI approach, we briefly visit the standard
projection based reduced order modeling. First, a set of
basis functions are constructed, usually using proper or-
thogonal decomposition (POD) [43–45]. Then, the flow
field in the left zone (i.e., 0 ≤ x ≤ xb) can be approxi-
mated as a superposition of the time dependent contri-
butions of these modes as follows,
u(x, t) ≈
r∑
k=1
ak(t)φk(x), (3)
where φk(x) denotes the k
th spatial mode, with a tem-
poral coefficient of ak(t), and r is the number of modes
retained in the ROM approximation. The basis func-
tions are often built a priori, and assumed to be fixed
in time and hence only the modal coefficients a =
[a1, a2, . . . , ar]
T need to be computed. In order to ex-
press the dynamical evolution of these modal coefficients
a, a Galerkin projection of the governing equation (i.e.,
Eq. 1) onto the subspace spanned by {φk}rk=1 can be
performed. The following system of ordinary differen-
tial equations (ODEs), known as Galerkin ROM, can be
obtained,
at = La + a
TRa, (4)
where L is an r × r matrix and R is an r × r × r tensor,
representing the model coefficients. The entries of L and
R can be computed a priori as
[L]ik = 〈ν ∂
2φi
∂x2
;φk〉, [R]ijk = 〈φi ∂φj
∂x
;φk〉,
where 〈·; ·〉 stands for a standard inner product.
After Eq. 4 is solved for the modal coefficients a,
the reconstruction map (Eq. 3) is utilized to estimate
the velocity at the interface location as u(xb, t) ≈∑r
k=1 ak(t)φk(xb). This shall be seen as a mapping from
4the ROM space (represented by a(t)) to the FOM space
(represented by u(xb, t)). It is, therefore, denoted here
as a direct prolongation interface (DPI) approach in the
current study.
(ii) PCI: Prolongation followed by Correction Inter-
face. Since the ROM approximation is built upon the
assumption of representing the flow within a low order
subspace, the approximation given by Eq. 3 basically in-
troduces a projection error. This error can be significant
for complex systems, where the flow dynamics are char-
acterized by a wide spectrum while only few modes are
considered. Moreover, the nonlinear interactions as well
as the modal truncation usually cause Eq. 4 to yield er-
roneous predictions of the coefficients a(t). Therefore,
the solution from the DPI approach can be inaccurate
[46]. For the PCI framework, we utilize a long short-term
memory (LSTM) neural network to correct the DPI pre-
dictions of u(xb, t). In other words, an LSTM is fed with
u(xb, t) obtained by DPI and approximates the deviation
of this value from the true velocity. Hence, this deviation
estimate can be added as a correction term. In PCI, both
inputs and outputs of the LSTM lie in the FOM space
and the LSTM map can be considered as nudging scheme
from the ROM prolongation to the FOM solution [47].
The PCI approach can be feasible for one-dimensional
(1D) problems (where the interface is just a single point).
However, for two-dimensional (2D) problems (where the
interface is a line) and three-dimensional (3D) problems
(where the interface is represented by a surface), the sizes
of input and output vectors can be huge (unless a too
coarse resolution is adopted). For such cases, PCI be-
comes prohibitive, and learning and correction should be
done in a reduced latent space instead.
(iii) CPI: Correction followed by Prolongation Inter-
face. The CPI methodology works by introducing the
correction in the latent subspace, rather than the FOM
space. This is especially critical for 2D and 3D configu-
rations. In particular, the CPI aims at curing the devi-
ation in modal coefficients predicted through solving the
Galerkin ROM equations, known as closure error. Due to
the modal cut-off in ROM approximation, Eq. 4 does not
necessarily capture the true projected trajectory of a(t).
Therefore, we introduce an LSTM mapping to provide
a closure effect to adjust the Galerkin ROM trajectory.
Specifically, the CPI LSTM takes the values of modal
coefficients acquired from integrating Eq. 4 in time and
predicts the discrepancy between these values and their
optimal values. Those are defined by the true projec-
tion (TP) of the FOM solution onto the respective basis
functions as follows,
aTPk (t) = 〈u(x, t);φk(x)〉. (5)
Once the modal coefficients are corrected, they are pro-
longed from ROM space to FOM space using the recon-
struction map (Eq. 3). For all results, we also show the
velocity at the interface obtained from the true projec-
tion of FOM solution onto the ROM subspace as,
uTP(xb, t) =
r∑
k=1
aTPk (t)φk(xb). (6)
We highlight that uTP(x, t) represents the best approxi-
mation of the true flow field that can be achieved using
an r-dimensional linear subspace.
(iv) UPI: Uplifted Prolongation Interface. Although
the CPI methodology cures the closure error and provides
a stabilized solution, it does not address projection error.
Unless a large number of modes are resolved, the projec-
tion error can be significant, especially for problems with
discontinuities and shocks. To deal with those situations,
an uplifting ROM has been proposed [46], where both
closure and projection errors are taken care of. For clo-
sure, similar to CPI, the Galerkin ROM predictions are
tuned to match their true projection values. In addition,
following Galerkin ROM solution, the ROM subspace is
expanded to capture some of the smaller scales missing in
the initial subspace. To accomplish this, a mapping from
the first r modal coefficients to the next q modes is as-
sumed to exist and LSTM is used to learn this map. This
enhances the quality of prolonged solution by providing
a superresolution effect. In particular, the UPI architec-
ture is trained to read the Galerkin ROM prediction for
the first r modal coefficients as input, and return the true
coefficients of the first r + q modes. Thus, it provides a
closure effect for the first r modes and a superresolution
effect for the next q modes, simultaneously in a single
network. We note here that the first r+ q spatial modes
have to be built and stored beforehand, which introduces
slightly more storage costs. For the present study, we ex-
plore the specific case where q = r, but a generalization
is straightforward.
Results — For demonstration, we solve the 1D Burgers
equation (Eq. 1) over the entire domain using a spatial
mesh resolution of 4096 and time step of 2.5× 10−6. For
initial condition, we consider a square wave defined as,
u(x, 0) = 0.5− 0.5 tanh x− xb

, (7)
where a value of xb = 0.75 is considered as a location of
the interface and  = 0.005 is used to define the sharpness
of the shock at xb. Dirichlet boundary conditions are as-
sumed at both boundaries (i.e., u(0, t) = u(1, t) = 0). We
compute the evolution of the velocity field for t ∈ [0, 2],
and collect snapshots every 100 time steps. For ROM
construction, we consider the truncated solution snap-
shots for the left part of the domain (i.e., 0 ≤ x ≤ 0.75)
for t ∈ [0, 1]. For POD basis generation, we use only 200
snapshots distributed evenly from t = 0 to t = 1, to re-
duce the computational cost of solving the corresponding
eigenvalue problem. Once ROM (Eq. 4) is constructed,
it is integrated in time with a time step of 2.5× 10−4 to
match the time step in the right part of the domain (to
be treated using a FOM solver).
The LSTMs are trained using data for t ∈ [0, 1], while
testing of the proposed schemes is performed for t ∈ [0, 2],
5corresponding to an extrapolation behavior. In FIG 2, we
plot the velocity at the interface obtained from adopt-
ing ROM for the left part of the domain, and corrected
with machine learning architectures as described before
for r = 2 and r = 4. We note that FOM solution corre-
sponds to the velocity at the interface obtained by using
FOM solver all over the domain using a time step of
2.5×10−6, while the true projection (TP) represents the
projection of the truncated velocity field in the left zone
onto the POD subspace. The shaded area in FIG 2 stands
for the time interval utilized for POD basis generation,
ROM construction, and LSTMs training.
It can be seen that DPI results, especially for r = 2,
are not very accurate due to the coupled effect of modal
truncation and model nonlinearity in Galerkin ROM. On
the other hand, the PCI solution gives almost perfect
match with FOM. As the PCI approach nudges the pro-
longed ROM solution to its FOM counterpart, it gives
even higher accuracy than TP. TP is limited by the maxi-
mum quality that can be obtained using a rank-r approx-
imation. For CPI, since the LSTM introduces a closure
effect, it steers ROM results to match the TP solution.
Finally, the UPI recovers some of the smaller scales (trun-
cated modes) so it yields better reconstruction than TP
since it spans a larger subspace. For r = 2, UPI uplifts
the solution to a rank-4 approximation, while for r = 4,
it is uplifted to a rank-8 approximation.
For quantitative assessment, we document the `2 norm
of the deviation of the predicted velocity at the interface
compared to the FOM solution in Table I. Results are re-
ported for r ∈ {2, 4, 8}. We see that the error in CPI case
almost matches that of TP, while PCI gives the highest
accuracy since it is trained to learn the correction with
respect to the FOM solution. Another interesting obser-
vation is that UPI quality at a given value of r is equiva-
lent to TP with twice that value. This indicates that UPI
is able to give a superresolution accuracy up to 2r (since
we select q = r). Also, we notice that UPI for r = 4
yields slightly lower `2 norm than TP for r = 8. This is
because TP solution is obtained by the projection of the
FOM solution onto the POD subspace generated using
data at t ∈ [0, 1]. So, this subspace is optimal only for
t ∈ [0, 1], while testing is performed up to t = 2. There-
fore, TP solution no longer represents the best rank-r
approximation beyond t = 1.
TABLE I. `2 norm for the deviation of the velocity at the
interface with respect to its FOM value for t ∈ [0, 2].
Setup r = 2 r = 4 r = 8
TP 4.19 0.99 0.36
DPI 3.72 2.38 0.50
PCI 0.47 0.07 0.08
CPI 4.26 1.01 0.42
UPI 1.03 0.31 0.18
Finally, we investigate the solution on the right part
(i.e., 0.75 ≤ x ≤ 1) using a high fidelity solver applied
only onto this subdomain. This is fed with a boundary
condition u(0.75, t) from the low fidelity interface learn-
ing approaches described before. FIG 3 shows the spa-
tiotemporal velocity profile with r = 2, compared to the
FOM solution. Again, we observe that the solution with
PCI boundary is similar to the FOM solution. Also, CPI
matches the TP results although they smooth-out the
surface peak because of the low rank limitations.
Conclusions — In this letter, we have provided an in-
terface learning approach via ROM-FOM coupling for
zonal multifidelity simulations. This learning paradigm is
built with a hybrid analysis and modeling (HAM) frame-
work to enhance the ROM approximation of interface
conditions. A demonstration with a bizonal 1D Burg-
ers problem is considered to assess the performance of
the introduced learning schemes. For 1D problems, we
find that a prolongation followed by a machine learning
correction interface (PCI) yields very good predictions.
However, this might be unfeasible for 2D and 3D cases,
where a correction in ROM subspace is essential. For
such, a machine learning correction in ROM space fol-
lowed by a prolongation interface (CPI) can produce suf-
ficient accuracy. For complex systems where the projec-
tion error is significantly large, an uplifted prolongation
interface (UPI) methodology can be adopted to recover
some of the truncated scales. Owing to the relative sim-
plicity, robustness and ease of these interface learning
methods, we expect a growing number of applications
in a large variety of interfacial problems in science and
engineering.
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