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Abstract 
This project seeks to explain suicide rates in the United States at the county level using 
demographic, economic, and environmental factors. The study explores whether the 
quality of the natural environment of a county has a statistically significant impact when 
predicting suicide rates. The findings are consistent with previous research in terms of 
demographic, economic, and gun law variables. Statistical analysis reveals that the natural 
environment is a statistically significant predictor of county-wide suicide rates, however 
further inferences from the model are inconclusive. That is, no inference can be made on 
whether the quality of the natural environment is enough to dissuade an individual from 
committing suicide. More sensitive metrics are needed to assess the levels of the quality 
of the natural environment and reach reliable conclusions.  
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“There's a crack in everything, that's how the light gets in.” 
Leonard Cohen, 1992 
 
1. Introduction  
Cracks are oddly similar to scars – they remind us of the battles we fought and 
lessons we learned; they are also how the poetry gets through, and they remind us no path 
is linear. Their presence is mostly welcome in humans. The cracks in the system, 
however, have an additional function – they let humans fall through. Society’s system, 
together with its institutions, by its construction, ignores human aspects which are crucial 
to an individual’s wellbeing, but which do not necessarily lead to increased productivity, 
efficiency, and other industrialized metrics we use to define success. Many human 
suicides are a symptom and a consequence of these cracks. Wanting to take one’s life 
often means that something, somewhere along the line, went wrong and there were no 
resources to fix it. This work seeks to explore methods that could possibly prevent these 
cracks from becoming gaping holes.  
Respect for human life can be thought of through multiple perspectives. Both 
allowing one to end their life if they want to and helping the individual stay alive if that is 
their wish fall under the idea of “respecting human life.” However, this work will focus 
on (somewhat forcibly) keeping everyone alive, regardless of their wishes, which is the 
goal of most public policies throughout the Western world. There are multiple other 
aspects of suicide, but for the sake of space and logical coherence, this project will only 
investigate the anthropocentric view in which every human life is valuable and in which 
the importance of human life trumps all other species lives. Concluding, this work has an 
inherent anthropocentric bias, which will become obvious in the upcoming sections; it 
cannot be changed or erased, but it needs to at least be mentioned.  
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A. Suicide as an Idea 
Suicide is an interesting phenomenon to study on a large scale because it can be 
explained, at least partially, by certain factors and socioeconomic characteristics1 which 
are transferable across time and space.2 While it is possible to extract trends and reasons 
at a macro level, as well as back them up with data and empirical models, it becomes 
harder to do so when dealing with an individual, due to the complexity of the human 
mind.3 It becomes doubly complicated to grasp the intentions and the meaning when 
dealing with the suicide of a friend or a family member, or even a person one tangentially 
knows, so to maintain objectivity this study will deal exclusively with suicides at a large 
scale and with the suicide of a hypothetical stranger when thinking on a smaller scale.  
Extensive studies have shown that exposure to nature and green spaces improves 
a variety of aspects of the human brain, which then leads to an individual’s increased and 
improved mental wellbeing. This project aims to show through empirical means that the 
presence of nature can decrease suicides in a human population. 
B. Definitions and Setting the Ground for my Work  
As defined by the National Institute of Mental Health, a “suicide” occurs when a 
person directs violence at themselves with the intent to end their lives, and they die 
because of their actions. A “suicide attempt” occurs when a person harms themselves 
with the intent to end their life, but they do not die. The empirical work of this project 
will exclude suicide attempts,4 since they are more difficult to quantify.   
                                                          
1 Such as poverty level, race, education, economic class, and others.  
2 The transferability of these characteristics is partially due to how predictable the western values have 
become, as guided by societal norms which are relatively uniform across most western countries; on a more 
intuitive level, the transferability shows how making inferences for a population from a sample truly works.   
3 And because that is not how data analysis works (that is, one cannot make inferences for a population 
from one single data point – which is, in this case, our hypothetical stranger). 
4 Thus, only including suicides that indeed lead to the cessation of one’s life. 
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According to the World Health Organization, suicide was the 18th leading cause 
of death in 2016; suicides happen across all cultures and socioeconomic backgrounds. 
Despite the similarity in trends, different non-Western societies and religions have 
different perceptions of suicide. Additionally, certain socioeconomic and demographic 
factors make some individuals more prone than others to commit suicide – most suicides 
throughout the world occur among low- and middle-income countries. 
C. Suicide as a Cultural Institution and Throughout the World  
Some societies have regarded suicide as normal and even obligatory in some 
circumstances. One such example is the Japanese Seppuku – 切腹. Seppuku is a form of 
ritual suicide, originally reserved for the samurai, to restore honor for themselves or for 
their family. Seppuku was used voluntarily by samurai to die with honor instead of 
falling into their enemies’ hands and thus be subjected to torture. It was also used as 
capital punishment for samurai who had committed serious offenses (Di Marco, 2013). 
Another form of acceptable suicide are suicide attacks, during war also described as a 
weapon of psychological warfare. These acts are used to instill fear in the target 
population, as well as to demonstrate how far the perpetrators are willing to go to achieve 
their goals. 
In stark contrast to “honorable” or “patriotic” suicide, the concept of suicide 
became the focus for discussion when thinking of the soul, free will and determinism, as 
well as the physical and the spiritual in nineteenth century Russia (Paperno, 1997). 
Fyodor Dostoevsky wrote “Killing myself was a matter of such indifference to me that I 
felt like waiting for a moment when it would make some difference” (Dostoevsky, 1877). 
While it is unclear whether the narrator of “The Dream of a Ridiculous Man” is a 
reflection of the author’s person, the idea had certainly come from Dostoevsky’s mind, 
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hence he must have entertained this thought on some level, no matter how distant, at one 
point. After such a cynical and detached description of death, one can only ask what the 
Russian social climate was around that time, since Dostoevsky was likely not the only 
one to ponder such thoughts.  
Alongside these pockets of society so accepting of suicide, others have regarded it 
as a sign of mental illness or other deviance (Baumeister, 1990). Most of the Western 
world considers suicidal tendencies to be a major public health problem and a 
phenomenon to be discouraged as much as possible. In most psychological theories, 
suicide has been regarded as an expression of mental illness, although to some extent this 
is tautological because suicide is also regarded as proof of mental illness (Baumeister, 
1990). The literature and evidence is divided regarding the thought process that leads to 
one’s suicide attempt. Some survivors regret their decision to jump off a bridge midair 
(Friend, 2003), thus contributing to the idea that it is an impulsive act; other sources 
claim that people who commit suicide undergo a lengthy process of mental deterioration 
first (Baumeister, 1990). While the processes and their lengths are different, the desired 
result is the same – cessation of life. This project seeks to explore and understand the 
reasoning behind this “desired result.”  
D. Previewing the Data 
This work will analyze suicide in the United States because of the available data. 
Additionally, the United States’ suicide trends are anomalous when compared to the 
world and to regions with similar characteristics. Figure 1 contains a brief snapshot of 
suicide rates for years 2000-2016. In particular, Figure 1 shows decreasing suicide trends 
across the world, as well as across other developed regions, which are comprised of 
countries chosen by the United Nations based on their adherence to Millennium 
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Development Goals (MDG).5 Yet, despite being a developed region and a huge economic 
power, the United States appears to have an increasing suicide rate. The only other 
developed country with increasing suicide rates is the Netherlands, however their suicide 
rate does increase does not appear to be as high as the United States’. Between 2000 and 
2016, the Netherlands saw an increase from 7.9 percent to 8.2 percent (a grand total of 
0.3 percent change), whereas the rate in the United States increased by almost 3 percent, 
from 10.4 to almost 14 percent.  
Figure 1. Suicide Number per 100,000 Individuals for Years 2000-2016. 
 
                                                          
5 The eight MDGs are: (1) to eradicate extreme poverty and hunger; (2) to achieve universal primary 
education; (3) to promote gender equality; (4) to reduce child mortality; (5) to improve maternal health; (6) 
to combat HIV/AIDS, malaria, and other diseases; (7) to ensure environmental sustainability; and (8) to 
develop a global partnership for development.  
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Data sources: Global Health Organization (World, Developed Regions) and 
Center for Disease Control and Prevention (United States).  
Although it may be purely coincidental, it is interesting to note that the United 
States number of suicides per 100,000 individuals rose above the worldwide suicide rate 
during the financial crisis of 2007-2008. Since then, suicide numbers have continued to 
increase in the United States, but to otherwise fall throughout the world. This point of 
intersection could be a mere coincidence, but it is still worth a mildly more 
comprehensive discussion.  
From a macroeconomic perspective, the increase of deaths by suicide in both the 
United States and the Netherlands might be explained by increasing income inequality. 
The GINI index, a standard measure that varies between zero (no inequality) and one (a 
hypothetical scenario where one single household receives all available income), placed 
most developed countries within “no inequality” metrics. The only exceptions to this 
trend were two countries. The Netherlands scored about 10% higher on the inequality 
scale than comparable countries, and the United States scored about 23% higher on the 
inequality scale than comparable countries (Stack, 2018). Whether it is pure coincidence 
that only these two countries saw an increase in suicide numbers across the past decade is 
debatable. However, the important take-away from this brief assessment is that the 
problem lies deeper than that, and that the macro-level picture is also much bigger than 
that.  
Another economic factor which might also be strongly linked to the increase of 
suicide rates in the Netherlands and the United States, is each country’s social welfare 
expenditure (Zimmerman, 2002). Both the United States and the Netherlands spent, on 
average, less on social welfare than comparable countries. Between 2005 and 2010, the 
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United States spent an average of 17 percent of its Gross Domestic Product (GDP) on 
social welfare. Similarly, the Netherlands spent 19 percent of its GDP on social welfare. 
For comparison, Austria and France spent between 25 and 30 percent of their respective 
GDP on social welfare and appear to have lower suicide rates when contrasted with 
comparable countries. Thus, the increase in suicide rates in the United States and the 
Netherlands could possibly be a consequence of this decision.  
E. Population at Risk 
According to the National Institute of Mental Health, the main factors that make a 
person at higher risk of committing suicide are: 
(1) A prior suicide attempt 
(2) Depression and other mental health disorders 
(3) Substance abuse disorder 
(4) Family history of a mental health or substance abuse disorder 
(5) Family history of suicide 
(6) Family violence, including physical or sexual abuse 
(7) Having guns or other firearms in the home 
(8) Being in prison or jail 
(9) Being exposed to others’ suicidal behavior, such as a family member, peer, or 
media figure 
 
Factors (1)-(3) are related to an individual’s state of mental health, (4)-(6) are 
related to one’s family circumstances and background. Gun accessibility, represented in 
(7) is conceptually connected to the state or county the individual resides in, since each 
state has different gun laws and has different ways to implement each law. Gun 
accessibility must be considered when analyzing suicide, since 51 percent of suicides in 
the United States are attempted by firearm. Factors (8)-(9) reflect the messages an 
individual receives from sources such as mass media, societal norms, and others.  
It is worth noting that even among people who are at risk, not all will commit 
suicide, in fact hardly any will, and thus it remains difficult to predict with certainty who 
will act on suicidal thoughts. While removing one or more of these factors might help a 
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person in the short term, a sustainable way of thinking about suicide prevention, on an 
individual level but also for a society, is accomplished by thinking about how to improve 
one’s wellbeing.  
Upon analyzing existing data on suicide rates across the United States, a few 
demographic categories stand out in terms of high suicide rates: American Indian and 
Alaska Native populations have the highest rate of suicide, followed by non-Hispanic 
White middle-aged adult males. The American Indian and Alaska Native populations 
have suicide rates 3.5 times higher than those among racial and ethnic groups with the 
lowest rates (Leavitt et. al., 2018). Non-Hispanic White adult males have the second-
highest suicide rate after the Native population. The suicides in the indigenous 
communities can be attributed to the historical and current systemic oppression, as well 
as the higher probability of drug addiction, compared to other demographic groups, due 
to genetic and environmental factors (Sahota and Kastelic, 2014). The high suicide rates 
among White males, the majority of whom happen to be poorly educated and living in 
rural areas, can be attributed to an erosion of the privileged status of white men, but also 
to the opioid epidemic in the United States (Deaths of Despair: America’s Rising Suicide 
Rate, 2018).  
F. Research Question  
This project seeks to explain suicide rates in the United States at the county level, 
using demographic, economic, and environmental factors. Not only does the project seek 
to identify statistically significant predictors of suicide rates, but it also seeks to 
determine whether the quality of the natural environment one lives in has an impact on a 
person’s wellbeing and, by extension, on their choice to continue or end their life. Put 
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broadly, the research question is “Is the natural environment a statistically significant 
predictor of suicide rates in a given county?” 
Many studies suggest that, on an individual level, being exposed to nature 
contributes to a person’s wellbeing. This project will use county-level data to test whether 
this is also true at a larger scale. The existing literature leans heavily towards using 
demographic and economic characteristics, thus the current work will also include these 
variables in the statistical analysis. Extensive research has been done to quantify the 
positive effect of the natural environment on the population of a region. This project 
seeks to find a connection between the quality of nature in a county and the suicide rates 
in that county. The logical chain envisioned is as follows: 
High quality natural environment ➔ increased mental wellbeing ➔ lower suicide rates 
 
A region’s natural environment has profound social effects for an area. Previous 
research has connected the environment and its quality to tourism, migration rates, 
community attachment, economic outcomes, and even religious adherence (Ferguson and 
Tamburello, 2015). The quality of the environment can be assessed based on the natural 
amenities a region possesses, as they are considered valuable resources for an area 
(Missouri Department of Economic Development). Coastlines, lakes, forests, and even 
good weather add value to a region. Areas with more natural amenities have higher 
economic growth rates, per capita income, costs of living, and level of quality of life. At 
the same time, surprisingly, amenity-rich areas also experience lower employment rates. 
This is important to note because employment rates have been strongly correlated with 
10 
 
depression rates (Brown et. al., 2003) thus making an individual more likely to commit 
suicide if they are unemployed and, likely, depressed. 
A way to quantify the quality of the environment is the Natural Amenities Scale, 
which accounts for the physical characteristics of a county that enhance the location as a 
place to inhabit. The scale was constructed with the assumption that most people prefer 
warm and sunny winters, temperate and low-humidity summers, and having bodies of 
water in their proximity. The scale combines six measures of climate, topography, and 
water that reflect environmental qualities most people prefer (United States Department 
of Agriculture). The statistical model employed in this project will test whether the 
presence of these preferred environmental qualities is enough to lower the suicide rate in 
a given county.  
2. The Importance of the Natural Environment for an Individual 
A. Attention Restoration Theory 
When he designed Central Park in New York City in the nineteenth century, 
Frederick Law Olmsted claimed that he was aware of nature’s positive psychological 
impact, and he even went as far as to say the claim was a scientific fact. Olmsted said, 
“the occasional contemplation of natural scenes […] is favorable to the health and vigor 
of men” (1865). However, despite there being brief previous references such as the one 
mentioned above, to the positive effects of the natural environment, Stephen Kaplan is 
the first to empirically analyze and quantify the effects natural environment on the human 
brain. In 1985, Stephen Kaplan constructs an idea called “Attention Restoration Theory 
(ART).”  
According to ART, “people deprived of nature will display behaviors caused by 
weary minds” (Jaffe, 2009), and a study by Frances Kuo and William Sullivan (2001) 
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empirically confirms this claim. They test this hypothesis on 145 female residents of a 
public housing complex in urban Chicago and divide their sample into natural control and 
study groups. Some residents lived in buildings that overlooked pockets of green, while 
others had a view of only bleak concrete. The researchers then report significantly lower 
levels of aggression and violence in residents with apartments in closer proximity to the 
natural environment when compared with residents with apartments overlooking 
concrete. Kuo and Sullivan’s study focuses on handling disputes among couples, finding 
that women in the nature group used fewer psychologically aggressive conflict tactics 
than those who lived in apartments without direct access to nature. 
Additionally, “people deprived of nature’s restorative qualities would be overly 
aggressive,” and this claim is tested by another study by Kuo and Sullivan (2002). This is 
important since aggressiveness has been linked to impulsivity. In studying 169 females 
living in the same housing complex but, again, overlooking greenery versus concrete, 
Kuo and Sullivan (2002) find that the nature group scored higher on tests of 
concentration, inhibited impulsivity, and ability to delay gratification. As a model of 
“empirical rigor,” both studies have room for improvement, but as a symbol of 
ecopsychology’s maturation, a concept defined in a further subsection of this work, both 
studies reflected a “move toward greener pastures” (Jaffe, 2009).  
An earlier study by Ulrich (1984), concludes that patients whose hospital window 
overlooked nature recorded shorter postoperative stays, required less potent pain 
medication, and evaluated their nurses more positively after gall bladder surgery than 
patients who looked onto a brick wall. These smaller-scale studies set the groundwork for 
more comprehensive empirical analyses. Additionally, these studies set the ground for 
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subsequent research that is more closely connected to the topic I explore – namely, the 
role of the natural environment in human wellbeing.  
A more recent study by James et. al. (2016) claims that women living in the 
highest quintile of cumulative average greenness around their home had a 12% lower rate 
of all-cause nonaccidental mortality. This death metric includes suicides, but since such a 
small fraction of the general population attempts and is successful at suicide, the article 
mainly focuses on respiratory and cancer mortality, thus focusing on the idea of physical 
health. The authors then conclude that policies to increase vegetation in urban 
environments may provide opportunities for physical activity, reduce harmful exposure, 
increase social engagement, and improve mental health (James, et. al, 2016). 
The last series of experiments to be discussed are also connected to Stephen 
Kaplan and Attention Restoration Theory. The goal of the study is to explain the 
difference between the restorative effects on human cognitive functioning after 
interactions with natural versus urban environments. First, Kaplan dissects the concept of 
attention into two parts: involuntary and voluntary (or directed). Subsequent research 
validates this distinction: involuntary attention is captured by “inherently intriguing or 
important stimuli,” (Fan, et. al., 1981; Fan, et. al., 2005) whereas voluntary attention is 
“directed by cognitive-control processes” (Berman, et. al., 2008). The last claim in the 
premise is that voluntary attention plays a prominent role in successful cognitive and 
emotional functioning. Kaplan et. al.’s study consists of two experiments:  
(1) the first experiment explores how interactions with nature and urban areas 
would affect cognitive performance, measured by a backwards digit-span task, and  
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(2) the second experiment identifies three different attentional functions – 
alerting, orienting, and executive attention – and predicts that interactions with nature 
would only improve executive attention, as opposed to all three attentional functions.  
For the first experiment, the 38 participating subjects were divided into two 
groups: one that would interact with the natural environment, and another one that would 
interact with an urban environment. The participants had their mood assessed, they 
performed the backwards digit-span task, and then were given a directed-forgetting task 
the role of which was to suppress the information in their short-term memory. The 
backwards digit-span task measures working memory and consists of presenting a 
number, then asking the participant to repeat it back backwards. Each of the 38 
participants performed the task 144 times, for a total of 35 minutes. The repetition aimed 
to put pressure on the participants’ directed-attention abilities. The participants were then 
randomly assigned to take a 50-minute walk either in a nearby park or in the downtown 
of the location. After the walk, the participants returned to the lab and performed the 
digit-span task again, had their mood assessed again, and answered a few questions about 
their walk. The procedure was then repeated a week later, except this time the 
participants walked in the complementary location.  
The second experiment used 8 subjects, with a mean age of 24.25 years, and the 
same mood assessment test and backwards digit-span task were used to assess the 
participants’ cognitive and emotional state. For experiment 2, however, instead of 
walking in a given environment, the subjects viewed pictures of either nature or urban 
areas. The hypothesis for the second experiment, therefore, was that merely viewing 
pictures of nature can have restorative effects on the human brain.  
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Kaplan et. al. use a repeated measures analysis of variance (ANOVA) and paired 
t-tests to explore the main effects of their findings. For the first experiment, performance 
on backwards digit-span had a statistically significant improvement when participants 
walked in nature, but not when they walked downtown. Additionally, these results were 
not affected by different weather conditions (that is, the season in which subjects were 
tested had no impact), nor by the participants’ changes in mood. The authors conclude by 
saying nature is of “vital importance” to effective cognitive functioning and, by 
extension, to humans (Kaplan, et. al., 2008).  
Despite the different timeframes and varying methodologies of these experiments, 
one common idea emerges – the natural environment enriches human life and poses great 
benefits to one’s wellbeing. Whether these benefits are enough to dissuade an individual 
from committing suicide it is still unclear, yet it is certain that if one is, on average, 
physically and mentally healthy, one will most certainly benefit from interactions with 
the natural environment – be it by looking at it through pixels gathered together on a 
monitor in the shape of some natural element, or by taking walks in an area with natural 
amenities.  
The theoretical understanding of the positive influence of the environment on the 
human is roughly divided into two schools of thought. One emphasizes stress reduction 
and how a connection with the natural environment facilitates stress reduction. The 
second school of thought is concerned with the recovery of the human capacity to focus 
attention (Kaplan, 1995). Attention Restoration Theory (ART) primarily concerns, as 
suggested by its name, positive changes in a human’s attention which are caused by 
human interactions with nature. 
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An important source for the attention constructs central to ART is the work of 
William James, “The Principles of Psychology” (1892), which addresses the concept of 
“voluntary attention,” the kind which is captured when something in and of itself does 
not attract one’s attention, but it needs to be attended to nonetheless. James’ work 
emphasizes the effort in the employment of this kind of attention and is heavily 
philosophical, as it supports itself on the concept of “human will,” which he found of 
considerable interest. It is worth mentioning, however, that James’ work is arguably 
fragmented, as it does not explicitly link together his discussions of human will and 
voluntary attention.6 The overarching idea that encompasses these concepts is that of 
focus and of supporting functioning mental activity as a conscious process, but noticing 
the link between the two sub-concepts is left as an exercise for the reader. Note however, 
that James does not recognize that this mechanism of the human mind is susceptible to 
fatigue. This missing piece of the puzzle is brought to the table by the landscape architect 
Frederick Law Olmsted who not only understood that the human capacity to focus might 
be fatigued, but also recognized how important it is for urban dwellers to recover this 
capacity in the context of nature.  
Finally, Kaplan (2008) synthesizes the two concepts into a mechanism with the 
following properties:  
(1) it requires effort  
(2) it plays a central role in achieving focus 
(3) it is under voluntary control  
(4) it is susceptible to fatigue  
(5) it controls distraction using inhibition  
In other words, Kaplan refers to the brain’s neural capacity of focusing, but 
combines it with the idea of cognition and with a human’s awareness of themselves and 
                                                          
6 Note that William James called it “voluntary attention,” however this work will further refer to it as 
“directed attention,” since that is the term of choice for this concept in academia today.  
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the ongoing processes within their mind. Kaplan then goes on to argue that any prolonged 
mental effort leads to directed attention fatigue.  
It might seem strange that a mechanism so enmeshed with human effectiveness 
and productivity could be so faulty. From an evolutionary perspective this makes perfect 
sense though: being able to pay attention to (i.e. focus on) one single thing for a 
prolonged period would make one vulnerable to surprises. Being alert to one’s 
surroundings was perhaps far more important for our ancestors than was their ability to 
sit down and think about things or intently concentrate on something for an extended 
period (Kaplan, 2008). Additionally, a lot of what was important for evolving Homo 
sapiens – things such as wild animals, danger, blood – are innately fascinating to our 
brain and thus do not require directed attention. It is only recently, as of the creation of 
the modern world, that the gap between what is important and what is interesting has 
become so large. The problem of directed attention fatigue is a relatively recent issue the 
human population has had to deal with; nonetheless, its recency does not make it any less 
important.  
Kaplan adds that not only is directed attention a key ingredient in human 
effectiveness, but its lack is also a key ingredient in ineffectiveness and human error. This 
is important to think about and attempt to find a solution for, as human error is sometimes 
responsible for changes and consequences in the lives of more than just the humans 
affected by their own lack of attention. Airplane pilots, ship captains, and operators of 
nuclear or chemical plants are the most widely cited examples, since for each of these 
positions at least one major accident has occurred at times when directed attention would 
be predicted to be low. A study of airline crashes when equipment was not at fault found 
that in every such instance there were disruptions of sleep schedules for key personnel 
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(Wolfe, 1992). This is not to say that the concept of human error is entirely 
interchangeable with lack of directed attention, but there is a solid overlap between the 
two.  
Therefore, the restoration of human effectiveness is dependent on human recovery 
from directed attention fatigue. Kaplan developed two approaches that would facilitate 
recovery: (1) sleep and (2) finding some other basis, besides directed attention, for 
maintaining one’s focus. Number (1) is obvious and crucial – humans cannot function 
without getting enough sleep. When fleshing out approach number (2), it is important to 
understand that finding another basis for maintaining one’s focus cannot be used as a 
substitute for sleep, but rather as a complement of the first approach. Kaplan remarked 
that the resource for implementing the second idea is, “fortunately, widely available,” and 
called it a “restorative environment.” Before explicitly saying what he refers to, he 
defines the idea of a restorative environment, firstly abstract and then with a concrete 
example, and characterizes it as a space that has extent – in other words, it must be a 
space that is rich enough and coherent enough by its construction so that it constitutes a 
whole other world (Kaplan, 2008). Additionally, Kaplan adds that this environment must 
have compatibility with the purposes and inclinations of the individual that seeks refuge 
in it; that is, the space must fit what one is trying to do and what one wishes to do.  
How does the natural environment relate to attention restoration? There are four 
characteristics which make nature an ideal restorative environment: 
(1) It offers an individual the possibility of being away 
(2) It offers fascinating characteristics 
(3) It contains extent 
(4) It is compatible with the human pursuits 
Nature allows an individual to be away. The seaside, the mountains, lakes, 
streams, forests, and other such idyllic places are perfect for getting away. “Away” is just 
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a term, as it does not signify physical distance but rather just a setting that is so very 
different from the one that previously captured the individual’s capacity to maintain 
focus.  
Secondly, nature is fascinating in its essence; that is, it offers many processes that 
people find engrossing – watching the movement of clouds, watching rays of sun gleam 
through tree branches, nature offers snow patterns, sunsets, the movement of leaves and 
grasses, all of which hold an individual’s attention but in a non-dramatic fashion, thus 
allowing the human to rest.  
A third idea is extent. The depth of a fragment of nature is often difficult to 
measure, as it is filled with various forms of life: starting with the larger “objects” such as 
trees and charismatic mammals and moving onto to the mycorrhizal fungi present in the 
soil, as well as the variety of insects and mosses that inhabit it. Nature not only provides 
another device for teleporting into a different world, but it can also make the individual 
feel more connected to past eras. Some natural settings include historic artifacts which 
can make an individual feel more connected to the broader world as well as to older 
civilizations. Lastly, nature’s compatibility with the human is indisputable, as the setting 
resonates in a special way with human inclinations.  
Kaplan goes on to say that, for many people, functioning in the natural setting 
seems to require less effort than functioning in more “civilized” settings, despite our 
familiarity with civilization. The above list – being away, fascination, extent, and 
compatibility – is not exhaustive, as there are multiple ways and “patterns” (as Kaplan 
describes them) of relating to the natural environment.  
Earlier in this section, two approaches of understanding the influence of the 
natural environment on the human were introduced. One of them is attention restoration, 
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described above, and the second one is stress reduction. While the natural environment 
has positive effects on both, it is important to distinguish between these two classes of 
experiences – fatigue and stress – as they can feel very different and are produced by 
different factors as well. Stress is commonly used to describe a wide assortment of 
circumstances – pressure, anxiety, exasperation – and can lead to a sense of ineptitude 
and being distraught. By synthesizing the two ideas and framing the natural environment 
as an aide in dealing with both, Kaplan hopes to guide his readers to a relatively more 
coherent life as well as to the identification of worthwhile purposes. Additionally, his 
work contributes to the larger theory of how humans relate to their environment and how 
they cope with challenges. Kaplan concludes that “experience in natural environments 
can not only help mitigate stress,” but also “prevent it.” 
ART is an invaluable tool, both for policymaking as well as for people in the 
larger population, in drawing attention to the importance of natural environments for 
human wellbeing (Yannick and Dewitte, 2018). It is important to understand that, since 
ART is a framework, it is not all-encompassing, and it does not fit reality perfectly, 
sometimes being reductionist in its premises and conclusions.  
While the benefits of nature to overall human wellbeing are not contested, it is 
still debatable whether ART itself is a viable description of how the natural environment 
offers these benefits. In a study published in 2018, authors Yannick and Siegfried list 4 
unresolved issues of ART: 
(1) How do fleeting episodes of being in nature support restoration? The authors 
claim that attention restoration is commonly interpreted as a process that 
needs time to unfold, and in the ART framework, Kaplan only refers to brief 
periods of being in nature (i.e. he does not suggest that one move into the 
wilderness to benefit from it, but rather that even a short interaction with 
nature is helpful)  
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(2) Why does fascination with objects such as wild animals or blood prevent 
reflection? ART suggests that because fascinating objects in nature are only 
moderately distracting, they leave room for reflection about important life 
issues and thus allow individuals to reach full restoration. The authors then 
question the necessity for lacking fascination, as implied by ART, as a 
premise for reflection.  
 
(3) Why is a lack of fascinating objects, such as wild animals, required for ART? 
Kaplan’s premise is that ART is an autonomous and self-replenishing process, 
thus the necessity of any other conditions for ART to happen is not necessary. 
 
(4) Why are fascinating stimuli relatively effortless rather than effortful? While 
fascination is automatic, processing the stimulus (or stimuli) offered by it 
requires cognitive resources. Kaplan’s premise is that being in nature should 
be effortless, yet he then claims that nature is full of intriguing stimuli, and 
Yannick and Siegfried point out this contradiction in the argument.  
None of these arguments are so compelling as to discard ART entirely, however 
awareness of potentially pitfalls in the argument can bring further understanding of the 
theory.  
To conclude, the natural environment is good for humans, and we now even have 
a theoretical framework through the lens of which we can process and dissect this claim. 
Lastly, ART is certainly not the only theory that offers insight into how the human 
connects with the natural environment. While the implications of ART reflect changes an 
individual can make in their own life, the following theory to be discussed, Biophilia, is 
primarily applied to architectural choices. Its premises, similarly to ART, stem from 
assessing human cognitive needs. Lastly, both ART and Biophilia will show insights into 
benefits of the natural environment on a healthy human. These two theories construct 
frameworks for understanding how the natural environment enriches and improves 
human lives, however both theories are based on the premise that the humans analyzed 
are, on average, physically and mentally healthy, that is, they are not depressed nor do 
they have other ailments that impair their lives severely.  
 
21 
 
B. The Biophilia Hypothesis 
The Biophilia Hypothesis, also referred to as BET, suggests that humans have an 
innate tendency to seek and create connections with nature and non-human forms of life. 
The hypothesis was introduced and popularized by Edward O. Wilson (1984). The term 
“biophilia” means “love of life” or “love of living systems.” It is comprised of two parts: 
“bio,” which means “living systems” and “philia,” loosely meaning friendship, an idea 
dating back to Aristotle. Philia can be conceptually thought of as the antonym of phobias. 
While phobias are aversions and fears that people have of things in their environment, 
philias are the attractions and positive feelings of people toward organisms, species, 
habitats, processes, and objects in their natural surroundings. The term “philia” is related 
to Aristotle’s idea of reciprocity and to how friendships are beneficial to all parties that 
participate in them.   
 Human preferences toward things in nature are refined by their experiences and 
by their culture. The western disgust at the idea of eating dogs or crickets, as well as our 
preference for oysters and our growing love for eating raw fish in the form of sushi or 
sashimi are products of culture. One’s dislike for spiders or centipedes usually starts after 
an intimate but unplanned interaction with the insect, generally based on an 
unwillingness to share one’s space with these species. This is an example of our 
preferences being refined by our experience.  
Additional to culture and experience, human preferences toward things in nature 
are also the result of human biological evolution across the centuries (Kellert, 1993). This 
mechanism is embedded in every individual and cannot be erased. While an individual 
can renounce their culture and try to forget certain experiences, one cannot definitively 
remove the manifestations of biological evolution from their mind and body. This 
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mechanism is responsible for a variety of choices humans make, but the one analyzed by 
Wilson through the lens of biophilia is human habitat selection and, by extension, human 
architectural choices.  
Wilson asks himself: “Where would people go if given a completely free choice?” 
And the answer, in his eyes, is stunningly simple, as it is the place the human species 
started in – a savanna. Wilson then reasons through the choice every species must make 
to ensure its survival: habitat selection. “If you get to the right place, everything else is 
likely to be easier,” he claims, and he supports this idea by isolating a common 
characteristic of all living species, which also happens to be a product of biological 
evolution. This characteristic is described as follows: many complex structures in the 
sense organs and the brain which characterize each species serve the primary function of 
habitat selection, as they determine the external stimuli individuals receive and the 
sequences of responses these stimuli, such as sound, smell, or sights, evoke (Wilson, 
1984).  
It is often said that humans can live anywhere, and this is at least partially true 
due to technological advances that have been made and to the human capacity to engineer 
artificial environments which can sustain life. A hydroponic garden or even a simple 
greenhouse illustrates the point. Another example is astronauts bringing chive seeds to 
space (Meinen, et. al., 2018) – if we can do that, we can most certainly do anything else, 
therefore, in theory, we could also live anywhere we desire on Earth. While theoretically, 
we could live anywhere we wanted, the truth is we still gravitate toward certain kinds of 
spaces in terms of our home (or habitat) choices, and this will continue being true for as 
long as we keep living on Earth, and for as long as we maintain the framework of  
thinking about and understanding the world that we currently have.  
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Human habitat choices throughout history have been analyzed to better 
understand the Homo sapiens species. Archeological evidence suggests human beings 
lived for most of the two million years on the savannas of Africa and, subsequently, on 
those of Europe and Asia. The savannas were “vast, parklike grasslands dotted by groves 
and scattered trees,” as Wilson so eloquently puts it. Humans have avoided the equatorial 
rain forests on one side and the deserts on the other, even though both habitats have no 
striking qualities to deny themselves to primates; most monkeys and apes flourish in the 
rainforest. In fact, two species, the hamadryas baboon (Papio hamadryas) and gelada 
(Theropithecus gelada),7 are specialized for life in the barren semideserts of Africa 
(Wilson, 1984).  
From an evolutionary perspective, this choice makes sense. Most scholars who 
study early human evolution agree that “the bipedal locomotion and free-swinging arms 
fitted [human ancestors] very well to the open land, where they were able to exploit […] 
fruits, tubers, and game.” Yet there is more to a human than a physical body, and a 
human’s lifestyle choices are governed by more than mere physical needs.  
What is the mind’s role in habitat selection for humans? Note, the concept of 
“mind” does not refer to chemical processes that occur in our brains and which influence 
our moods and behavior. Instead, it references the more comprehensive structure which 
allows us to mull over ideas, be aware of our own ongoing cognitive processes, as well as 
the structure which allows us to express thoughts using language (Descartes, 1633). 
Scholarly literature agrees that the mind holds the power of imagination, recognition, 
                                                          
7 Geladas are not actually baboons (as baboons are all taxonomic members of the genus Papio) but rather 
the only living members of the genus Theropithecus. 
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appreciation, and is responsible for processing emotions, which then result in attitudes 
and action (Schlegel, et. al., 2013). 
The influence of the mind in habitat selection becomes more obvious once 
humans leave their hunter-gatherer lifestyle and they start building cities. At that point, 
human habitat choices began to include an aesthetic quality, as opposed to being simply a 
necessity, and these choices are reflected in the way humans design recreational spaces. 
When people are confined to crowded cities or featureless land, they “go to considerable 
lengths to recreate an intermediate terrain,” also called by Wilson “a savanna gestalt” 
(1984).  
At Pompeii, the Romans built gardens next to most inns, restaurants, and private 
residences. Most of these gardens had a few basic elements in common: “carefully spaced 
trees and shrubs, beds of herbs and flowers, and occasional pools and fountains” (Wilson, 
1984). If this sounds familiar, it is because that is how most recreational green spaces are 
designed and built nowadays. Sometimes space limitations would make it impossible for 
the Romans to have all of these elements, so when the courtyards were too small for a 
garden, owners would resort to painting “attractive pictures of plants and animals” and 
arranging them in aesthetically pleasing geometric shapes. 
The Romans do not provide an isolated example of such landscape design. 
Japanese gardens, 日本庭園, dating from the Heian period starting in the twelfth century 
so, technically, in origin Chinese gardens, emphasize orderly arrangements of plants 
among open space and pockets of water. The English landscape park, which emerged in 
the 18th century and then spread across Europe as a replacement for the French Formal 
Garden, Jardin à la française, included “gently rolling” lawns, bridges, usually a lake, as 
well as temples or ruins, the combination of which was meant to recreate an idyllic 
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pastoral landscape (Boults and Sullivan, 2010). “Open space” and “gently rolling lawns” 
point not-very-subtly toward an attempt to recreate a resemblance of savanna, the 
landscape humans lived in throughout most of the history. Wilson agrees that this could 
be a mere, although very large scale, coincidence. He acknowledges that it is entirely 
possible these choices reflect something other than the human response to a “deep genetic 
memory of mankind’s optimal environment.”  
The last historical example Wilson uses to illustrate his point is the moment in 
time when, on the western frontier of what we now know as the United States, explorers 
were given a brief opportunity to select the landscape which they preferred. Wilson bases 
his conclusion on explorers’ journals he read, namely Captain R. B. Marcy (1849) and his 
colleagues’ journals written during a United States government expedition through the 
southern plains. The precise location of the expedition is today known as Brazos County, 
in the state of Texas. Wilson gives the reader a very brief excerpt from Marcy’s journal, 
yet Wilson’s own conclusions upon reading the journal are quite telling.  
“In their journals and memoirs, they made clear the habitat they most valued. Not 
the dark forest, waiting to be cut back and replaced with a pastoral landscape of 
crops and hedges. Not the empty desert flats, good only if irrigated and planted in 
grass and trees. But the intermediate habitat already in place, a terrain that we 
ourselves can instantly appreciate: a savanna, rolling gold and green, dissected by 
a sharp tracery of streams and lake, with clean dry air and clouds dappling a blue 
sky.” 
This journal entry dates from the Land Rush in the United States, and a possible 
counterargument for Wilson’s idea can be attributing the human choice to settle in 
savanna to economic efficiency. Humans may have been drawn to savannas as it was 
easier to farm on plains, as opposed to having to cut down a forest and make the land 
arable. Similarly, humans may have been drawn to rivers as they serve as a transportation 
method. Therefore, Wilson’s conclusion should be treated with some degree of 
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skepticism, as he uses the journal excerpt to illustrate his point, thus making his bias 
obvious.  
This does not necessarily discredit Wilson’s theory nor his example, but one must 
be aware of the possibility of Wilson, perhaps inadvertently, being overly optimistic in 
interpreting Marcy’s journal. One could make the argument that some environments are 
just “nice,” and humans happen to like nice things, similarly to how our brains are wired 
to enjoy sugar or be repulsed by the idea of eating other humans. That is perfectly 
acceptable and, most importantly, is true. However, Wilson suggests that biophilia is 
necessary to understand human preferences, especially because these preferences seem to 
be ingrained in the human mind and human seem to carry them across time and space. 
Wilson allows space for potential answers, and leaves “Why do we choose to live in the 
places that we do?” as an open-ended question toward the end of his book.  
Lastly, Wilson poses a premise to his argument. He entertains the possibility that 
humans are simply attracted to ideal features of an environment sought out by other 
creatures as well, which he then discards as it would make the question trivial. Thus, the 
premise which he only finds suitable to mention at the very end is that humans cannot 
make inferences about biophilia, and by extension human habitat choice inferences, from 
other species. Unlike the necessity for eating to sustain ourselves, which is shared by 
most if not all multicellular eukaryotic organisms in the kingdom Animalia, biophilia is 
not shared between us and other such members.  
There is, of course, habitat selection choice guided by physical necessities, but 
Wilson claims that biophilia is more than that. He claims biophilia is “richly structured, 
quite irrational,” and thus largely reliant on the human mind for its framing and existence. 
Wilson’s final claim is that we cannot make sense of our morality and art until we 
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reconstruct our genetic history, by extension including the human innate tendency to seek 
and create connections with nature among the two. Lastly, it is important to consider, 
even if briefly, Charles Darwin’s theory of evolutionary biology for a more 
comprehensive understanding of the human motivation behind our habitat choices.   
Potential pitfalls of biophilia are as follows. Nowhere in the argument does 
Wilson quantify the effect of the environment on the human, as the biophilia theory is 
largely argument-based. Additionally, his definitions are open to various and sometimes 
even conflicting interpretations. Upon empirically testing Wilson’s claims, the defined 
version of BET can be accounted for by alternative hypotheses and, lastly, the 
evolutionary reasoning behind the biophilia hypothesis seems unclear and largely based 
on Wilson’s own observations and experience, as opposed to rooted into theoretical and 
empirically tested frameworks constructed by Charles Darwin.  
Whether human habitat choices across history and, more recently, architectural 
decisions can be explained exclusively by biophilia remains unclear, but what we do 
know with certainty is that throughout time humans have established a pattern of choices 
they consistently make. Whether this pattern is a coincidence or has an explanation 
remains debatable.   
The empirical section of this work seeks to explain how the presence of “higher 
quality” environments in various counties may contribute to lower suicide rates. Thus, 
biophilia is one of the pieces of scaffolding on which the theoretical framework for the 
empirical analysis is built. Now that we have established that throughout history humans 
have lived in places with certain characteristics, this work can test empirically whether 
counties in the United States with the same characteristics happen to have lower suicide 
rates. This is taking Wilson’s claim of humans “being more comfortable in environments 
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similar to what they or their ancestors grew up in” a step further, to more thoroughly 
understand humans.  
Similarly to Attention Restoration Theory, Biophilia seeks to “explain” an 
averagely healthy individual. The theory does not consider the mentally ill nor the 
population with chronical illnesses. Rather, Biophilia makes the broader claim that the 
natural environment is a positive influence for all humans. So positive, in fact, that 
humans seek to recreate it any time they find themselves in its absence, yet biophilia does 
not imply drastic outcomes. In other words, according to biophilia, the absence of the 
natural environment with certain characterisitcswill not make an individual’s mental or 
physical state worsen beyond repair nor will the presence of the environment “fix” an 
individual.  
 The next concept, called Ecopsychology, combines ART and biophilia. 
Ecopsychology is a recently articulated concept, discussed in scholarly literature only as 
of the last decade of the twentieth century. As a field of study, Ecopsychology seeks to 
develop and understand ways of expanding the emotional connection between individuals 
and the natural world. Not only does Ecopsychology use ART and BET as theoretical 
scaffolding, but it also seeks to assist individuals to develop sustainable lifestyles and 
thus remedy human alienation from nature.  
C. Ecopsychology 
Ecopsychology synthesizes Attention Restoration Therapy and the Biophilia 
Hypothesis under one overarching idea, which extends beyond being a theoretical 
concept. Ecopsychology is, rather, an embodiment of techniques used to remedy human 
alienation from the natural environment. As a branch of psychology, it studies the 
relationship between human beings and the natural world through ecological and 
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psychological principles (Doherty, 2009). The idea emerged from and is credited to 
Theorode Roszak, who first coined the term in his book “The Voice of Earth” (1992).  
 The central premise of ecopsychology is that while the human mind is affected 
and shaped by the modern social world, since the human mind primarily responds to 
stimuli originating in the social world, the mind’s deeper structure is inevitably adapted 
to the natural environment it evolved in, as described by Wilson’s biophilia hypothesis 
(1984). Other names used to refer to ecopsychology include deep ecology, Gaia 
psychology, ecotherapy, environmental psychology, global therapy, and ecosophy. What 
all of these names ultimately mean is that:  
(1) the environment is a resource which could be used to improve human 
wellbeing, thus, it can be a “counselor”  
(2) since the environment is a resource beneficial to us, we must be aware of the 
behaviors we engage in which could be damaging to it  
(3) developing bonds with nature is beneficial for humans8  
 A central idea of ecopsychology is to remove the individual from the interior of 
office buildings and homes and to place the individual outdoors. According to 
ecopsychology, a walk in the woods or in a city park is refreshing and poses benefits to 
humans because it is what humans evolved to do (Tacey, 2009). Note how 
ecopsychology builds on previously described biophilia. Most empirical and qualitative 
research on ecopsychology is done on adults, however a few scholars study how exposure 
of children to nature is also beneficial, both throughout childhood, but also extending its 
benefits to when the child matures. Richard Louv’s “Last Child in the Woods” (2005) 
discusses in detail how the exposure of children to nature can assist in treating 
neurodevelopmental mental disorders, including attention deficit disorder (2005).  
                                                          
8 Note, this theoretical framework removes the conditional form of the verb and instead of saying “the 
natural environment may have positive effects,” it acknowledges the certainty that interacting with the 
environment does, indeed, have benefits for humans, and that the existence of these benefits is 
incontestable.  
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Interacting with the natural environment can also be used as a preventive measure 
against mental health issues stemming from rumination. Rumination is a faulty coping 
mechanism most individuals have which consists of focusing one’s attention on the 
symptoms of their distress, as opposed to constructively finding solutions for the problem 
in question (Nolen-Hoeksema, et. al., 1998). Interacting with the natural environment can 
help alleviate these symptoms and perhaps even re-wire a human’s brain to seek 
productive solutions to the problem they are experiencing.  
To empirically test this claim, a group of participants was sent on a walk in the 
natural environment (Stevens, 2010). Afterwards, the participants self-reported lower 
levels of rumination. Additionally, as part of the study, the participants’ neural activity 
was assessed. The findings were that neural activity in the subgenual prefrontal cortex, an 
area tied to mental illness, was diminished, thus making the individuals less prone to 
rumination and its consequences, both physical and mental. The control group was 
comprised of the participants who walked through urban settings and who experienced no 
changes in either respect (Stevens, 2010). 
Lastly, a synthesis of the three concepts discussed above – biophilia, attention 
restoration theory, and ecopsychology – is warranted. The connecting link is John Muir’s 
remarkably illustrative quote from 1912 about the role of nature for humans:  
“only in homes and hotels were colds caught; […] nobody ever was known to 
take cold camping in these [Yosemite] woods, […] there was not a single cough 
or sneeze in all the Sierra.”  
Muir was part of a generation and on the side of the scholarly spectrum which did 
not put as much emphasis on empirically testing claims, for one’s own personal example 
was sufficiently persuasive in establishing the truth of a claim. Regardless of its empirical 
status, the claim is true, and we can find reasons for its truth within the human nature and 
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within how humans seek and benefit from connections with the environment. Not only 
does the natural environment improve the mental health of an individual, but nature also 
helps improve an individual’s physical health. 
3. Empirical Analysis 
A. Statistically Significant Predictors of Suicide 
Suicidal behavior is considered a public health problem in most countries. To 
adjust policymaking to be more efficient in decreasing suicide rates, empirical studies 
have attempted to predict which characteristics make an individual, as well as a 
population of individuals, more prone to committing suicide. The hope is that once these 
factors are isolated, communities and societies can be restructured through policymaking 
to either contain the things that are missing or to remove the things which make 
individuals more prone to want to end their lives.  
A variety of studies find a statistical relationship between suicide and normative 
religious beliefs, indicated by church membership and church attendance. Torgler and 
Schalteger (2012) find that Catholics are less likely to commit suicide compared to 
Protestants. The difference still stands even after controlling for factors such as social and 
religious networks. The strength of the paper is that it uses two data sets: a 20-year panel 
for Switzerland and a cross-sectional analysis of alternative religious concepts in 414 
European regions (Torgler & Schaltegger, 2012). The authors find that religious beliefs 
reduce social acceptance of suicide, thus making the individuals who ascribe to any 
religious beliefs less likely to attempt suicide. 
A study by Kelleher et. al. (1998) investigates whether there is a relationship 
between the existence of religiously-justified social penalties and aggregate national 
suicide rates reported to the World Health Organization. Note that some countries such as 
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Bolivia, Taiwan, Kenya, or Indonesia do not report comprehensive data on suicides. 
Kelleher et. al.’s analysis revealed that the average reported suicide rates for countries 
with such penalties are lower than those for countries without religious penalties, with a 
particularly significant difference for females. Kelleher et al (1998) conclude that there 
appears to be an inverse relationship between the reported suicide rates and countries 
with religious sanctions. Despite some logical pitfalls of the model, this study serves as 
another example for how aspects of religion can be statistically significant predictors of 
suicide rates. There is a lot of space for discussion on how to quantify and assess religion, 
but the idea is there. 
Populations with higher divorce rates tend to have higher suicide rates. 
Qualitatively, and even intuitively this makes sense, as a divorce is usually an unplanned 
and unpleasant event in an individual’s life. Yet there is also an array of quantitative 
studies which serve as further back up of the claim. Overholser et. al. (2013) seek to 
identify high risk groups of population which are more likely to commit suicide. The 
authors define divorce as a “stressful life event” and build an argument by 
conceptualizing the stressor as a “significant life event instead of a form of psychiatric 
illness” (Overholser et. al., 2013). They claim that demographic variables alone provide 
only a “preliminary, but crude” assessment of suicide risk and that we should, instead, 
expand the suicide prediction model to improve the identification of high-risk groups. 
The study defines significant life events to include job loss, financial stress, and 
relationship problems (the culmination of which would be divorce, where applicable). 
The study devises a new approach called a “psychological autopsy,” which includes: 
(1) demographic variables 
(2) stressful life events 
(3) psychiatric diagnoses 
(4) a previous suicide attempt  
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Overholser et. al.’s study concludes that individuals who died by suicide were 
more likely than individuals who died of other causes unrelated to suicide, to be divorced, 
separated, or widowed.  
In a related study, Everett (1997) measures a similar correlation based on 1985 
data from Hungary that includes marriage, divorce, birth, suicide, and death, as well as 
the percentage of residents in each county who migrated internally that year. The same 
study also includes a comparable data set for the 48 contiguous states of the United States 
for 1980. The findings focus on divorce rate as the independent variable. The results 
confirm that indices of “social instability, such as suicide rates […]” are associated with 
divorce rates in the United States. Similarly, the same associations are found for Hungary 
(Everett, 1997).  
Maybe somewhat surprisingly, it has been empirically assessed that nations with 
relatively high literacy rates tend to have higher suicide rates (Durkheim 1952). 
Durkheim investigates the question of the depressed intellectual, which in and of itself, is 
an interesting discussion and speculation point. However, for the sake of academic 
coherence let us not assume that high intelligence necessarily implies a higher potential 
for mental illness and thus higher likelihood of an individual to commit suicide. As the 
first exemplar of modern scientific sociology, Émile Durkheim (1952) employed 
multivariate statistical analysis to explain “existential issues of the day,” by developing 
an original and sophisticated theoretical argument. The author defined literacy as an all-
encompassing concept, sometimes but not always influenced by an individual’s degree of 
education (1952) and eloquently agrees with Mark Twain that “[one must] never let 
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schooling interfere with [one’s] education.”9 Durkheim performed statistical analysis on 
an array of European countries and concluded that countries with higher average literacy 
rates, also tended to have higher suicide rates. He also noted that women tended to 
commit suicide at a much lower rate than men while also, coincidentally, receiving on 
average less education (Durkheim, 1952). Whether this is a compelling enough analysis 
to guarantee deeper insights into the nature of suicide remains debatable, yet the 
empirical correlation is certainly existent.  
Radhakrishnan and Andrade (2012) also seek to provide insight into the 
connection between literacy and suicide rates. They analyze data from 16 principal states 
in India between 1984 and 1994. Their analysis establishes that suicide rates rose by 76% 
in the 10 years and attributes the change in male suicide rates to equal life expectancy for 
men and women. The percentage change in female suicide rates is correlated with 
measures of equal education for men and women.  
Voracek and Formann (1998) add to the discussion by documenting that more 
extreme geographic latitudes are associated with higher suicide rates. In particular, in the 
United States, northern states tend to have higher suicide rates when contrasted with 
comparable southern states. The variation in suicide rates, however, is gradual, rather 
than abrupt (Voracek and Formann, 1998). A different author, Lester (2004) shows that 
within Europe suicide rates also tended to increase with latitude, with the highest suicide 
rates being around northeastern Europe. Lastly, Lawrynowics et. al. focused on Argentina 
and showed that the country’s southern regions tended to have higher suicide rates 
compared to its northern regions (Lawrynowics et al, 2005). Lawrynowicz et. al. (2005) 
                                                          
9 The quote is generally attributed to Mark Twain, although its attribution is yet to be verified with absolute 
certainty.  
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explain, also, the variation in suicide across Argentinian regions by socioeconomic 
differences, race, and temperature. Lawrynowicz et. al. also offer a possible 
neurophysiological explanation for the suicide-latitude link, which is attributed to Beaule 
(2003): the recent discovery of retinal melanopsin receptors directly linked to the 
circadian rhythm center in the suprachiasmatic nucleus. The meaning of these technical 
terms is that human brain depends on light for establishing a circadian rhythm, upon 
which the human sleep schedule and other activities are based, and that the systematic 
presence and absence of sunlight is important in establishing a healthy rhythm. 
 Other statistically significant positive predictors of suicide are:  
(1) higher wealth  
(2) higher IQ scores  
(3) higher percentage of women in the labor force  
(4) greater alcohol consumption  
(5) greater cancer mortality rates  
(6) greater firearm availability  
(7) greater perceived income inequality  
(9) lower fertility rates  
Most of these factors will be discussed as variables in the “Data Description” 
section, however the statistical analysis of this project will not extend to:  
(1) IQ scores 
(2) percentage of women in the labor force 
(3) alcohol consumption 
(4) cancer mortality rates 
(5) fertility rates 
 
This is in part due to limitations of the data collection process, and in part because 
some of the existing variables are highly collinear with the above factors. For example, 
education level can account for IQ scores, unemployment can account for depression and 
thus, by proxy, for alcohol consumption. Additionally, assessing the correlation between 
these factors and suicide rates extends beyond the scope of this project, as the omitted 
variables are not connected with the natural environment.  
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B. Hypotheses and Data Description 
The expectation is that enough statistical evidence will be found to warrant 
concluding that the individual-level benefits of the environment can be transferred onto a 
larger population. An additional expectation is to establish that not only does the natural 
environment help on average healthy individuals, but that the natural environment also 
improves the state of individuals with deteriorating mental health who are considering 
suicide. Put simply, the research question is whether county-level suicides in the United 
States can be predicted by the quality of a county’s natural environment. Limitations of 
the model as well as steps taken to improve its robustness will be discussed later.  
The data used for this analysis can be divided into two broad categories: 
anthropocentric and environmental variables. Previous studies suggest that suicide rates 
can be, at least in part, explained by socioeconomic characteristics, thus a set of 
economic, demographic, and education variables are used. As each of these ideas can be 
measured with more than one variable, these ideas will be referred to as vectors.  
The vector of demographic variables includes a county’s percentage of African-
American, Asian, Caucasian, Hispanic, and Native American population. The set 
excludes “Other,” however when summing up the averages of the demographic 
categories listed below, the sum is 98.2%, therefore it can be inferred that the percentage 
of other demographic categories in the sample is 1.8%. The data was retrieved from a 
2010 county-level data set published by the United States Department of Agriculture, 
Economic Research Service. It is expected that the correlation of the demographic 
variable vector is consistent with previously done studies. 
The second vector of anthropocentric variables represents the economic state of a 
county, with the expectation that a more impoverished county is likely to have more 
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suicides. The vector of economic variables includes the unemployment rate for the 
working age and able-bodied non-institutionalized population in a county. 
Unemployment is positively correlated with depression rates (Brown et. al., 2003), and 
since depression is difficult to quantify due to the nature of the illness, unemployment 
will be used as a proxy for a variable to quantify depression and thus predict suicide 
numbers. The unemployment data is retrieved from a county-level data set available from 
the United States Census Bureau and represents a sample from 2009.  
Other variables to measure the economic state of a county are poverty percentage 
and rurality of a county. An individual (or family) is considered to live below the poverty 
line when the individual earns below $12,488 per year ($25,094 for a family of four). The 
poverty variable is calculated as the number of individuals living below the poverty line 
divided by the total population of a county and represents data from 2009, isolated from a 
county-level data-set available from the United States Census Bureau. The poverty metric 
ranges from 3.3 to 45.3 and its endpoints are represented by the following counties: 
Douglas (Colorado) at 3.3 and Todd (South Dakota) at 45.3. About 114 counties across 
33 states out of the total 1758 counties included in the analysis score right at the average 
poverty level of 15.39. The rurality of a county is measured as the percentage out of the 
total county population living in rural areas as of the 2010 Census. The rurality of a 
county ranges from 0 to 100, with a mean of 44.17. Some counties with low rurality are 
Maricopa (Arizona), Milwaukee (Wisconsin), and Philadelphia (Pennsylvania). That is, 
these counties have few individuals living in rural areas and a larger percent of their 
population living in urban areas. On the opposite end of the spectrum, counties with a 
high rurality percentage are Coosa (Alabama), Fulton (Pennsylvania), and Lamoille 
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(Vermont). Note, these two variables are not included in the statistical analysis nor in the 
list of summary statistics, but rather they are used to create other variables.   
To better understand the relationship between suicides and a county’s economic 
characteristics, the interaction between poverty and rurality has been considered. It is 
expected the newly modeled interaction variable will be a statistically significant 
predictor of suicide rates. Additionally, a binary variable to measure extreme rurality has 
been modeled from the rurality metric – if 50% or more of a county’s population lives in 
rural areas, the county will receive a score of 1; otherwise it will receive a score of 0 and 
will not be considered as extremely rural. Out of the sample of 1758 analyzed counties, 
422 of them qualify as extremely rural counties. Some examples of extremely rural 
counties are as follows: Okanogan (Washington), Duchesne (Utah), Addison (Vermont), 
and Somerset (Maine).         
To further strengthen the model, the vector of economic variables will also 
contain county divorce rates. The divorce rate is expressed per each 10,000 adults in a 
county and is isolated from a 2010 data set on County-Level Marriage and Divorce Data 
published by the National Center for Family and Marriage Research. It is expected that 
counties with higher divorce rates will experience more suicides.  
The last addition to the economic variable vector is the average county education 
level. Specifically, percentages are included containing the county population with less 
than a high school diploma and the percentage of the population with a Bachelor of Arts 
(and its equivalents) or higher. On average, across all counties, about 13 percent of the 
population does not hold a high school degree, and across each individual county this 
metric ranges from 2.1 percent (Douglas, CO) to 37.1 percent (Hidalgo, TX). About 23 
percent of the population analyzed holds a bachelor’s degree or higher, with the 
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distribution ranging from 5.2 percent (McDowell, WV) to 73.7 percent (Arlington, VA) 
across individual counties. This indicator comes from a county-level educational 
attainment data set compiled by the United States Department of Agriculture, Economic 
Research Service and is for the year 2000. Consistent with previous research, it is 
expected that counties where individuals attain higher levels of education will have 
higher suicide rates.  
Except for one variable to be discussed at the end of this section, all other 
variables are of environmental nature, and thus they will be part of the vector of 
environmental variables. The environmental variables are included in the analysis under 
two different approaches. The first approach was to individually add each variable to the 
data set and to use it separately in the empirical test. The second approach is to use all 
variables from the environmental vector as an aggregate, namely as the natural amenity 
index of a county.  
Going back to the previously introduced logical chain, 
High quality natural environment ➔ increased mental wellbeing ➔ lower suicide rates 
it was necessary to find metrics for the quality of the natural environment. One important 
aspect of the environment is its climate. Thus, precipitation and average air temperature 
are included in the analysis. The data was collected for year 2009 from a set of climate 
metrics retrieved from the Center for Disease Control and Prevention website, compiled 
by the North America Land Data Assimilation System. The average temperature is 
measured in Fahrenheit degrees and precipitation levels are measured in millimeters of 
rainfall. Table 1 below represents a translation of these metrics from numbers into 
conceptual representations of counties.  
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Table 1.  
Lowest, Highest, and Median Values for Temperature and Precipitation Amounts.  
County State Temperature   County State Precipitation 
Summit CO 40.39   Imperial CA 0.07 
Laclede MO 63.66   Carroll MD 3.45 
Hidalgo TX 88.64   Clark AZ 6.75 
The incipient phases of this project drew upon a scale compiled by the United 
States Department of Agriculture, used to measure the “physical characteristics of a 
county area that enhance the location as a place to live” (United States Department of 
Agriculture Economic Research Service). The natural amenities scale was constructed by 
combining measures of climate, topography, and water area that reflect environmental 
qualities most people prefer. In its original state, the natural amenities scale includes 
climatic data from the Area Resource File maintained within the Health Resources and 
Services Administration of the US government, and topographical factors compiled from 
the National Atlas of the United States of America by the Department of Interior, using 
information from the US Geological Survey of 1970. Model 2, to be described later in 
this section, makes use of the natural amenities scale. Broadly, the scale operates with the 
assumption that environmental qualities preferred by most people are:  
(1) warm winter  
(2) winter sun  
(3) temperate summer  
(4) low summer humidity  
(5) topographic variation  
(6) large water area 
The scale quantifies and standardizes these six measures, assigning each county 
an amenity scale score and a corresponding natural amenity rank from 1, a county with 
the least amount of natural amenities, to 7, a county with a high amount of natural 
amenities. The data distribution is as follows, 0.28% of the counties have an amenity rank 
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of 1, 11.72% of counties have an amenity rank of 2, 38.17% score 3, 34.13% score 4, 
8.87% score 5, 5.06% of the counties score 6, and 1.76% receive the maximum rank of 7. 
For example, Champaign (Illinois) has an amenity rank of 1, whereas Amador 
(California) scores 7. An amenity rank of 1 does not mean a lack of natural amenities, but 
rather fewer natural amenities when compared to other counties.  
Several things need to be mentioned. First, water area had to be corrected for 
errors – coastal counties have boundaries that extend 3 miles out to sea, and counties 
bordering the Great Lakes include large tracts of water. To remove this distortion, each 
county was limited to a maximum of 250 square miles of water area, thus removing any 
outliers. To correct for a non-normal distribution, the logarithmic term (base 10) was also 
computed and used in the analysis. Lastly, the water area variable was standardized, and 
in its final version in the natural amenity index dataset, water area ranges between -2.35 
and +2.37, with zero being the mean, and anything below or above measured in standard 
deviations away from the mean.  
Another metric used in the Natural Amenities Scale is topographic variation. It 
delineates topography into five broad formations: plains, tablelands, plains with hills or 
mountains, open hills or mountains, and hills or mountains. Within each of these 
categories, land was distinguished by its degree of variation. For example, the plains 
category ranged from flat plains to irregular plains, and the mountain category ranged 
from hills to high mountains. As a result, counties were assigned to one of 21 categories. 
It is important to note that, while the topography is indeed divided into categories, the 
numerical value of the topographical variable does not convey any additional information 
other than the category this county belongs to. Inferences such as “the highest (or the 
lowest) a county is on this topography scale, the better (or worse) it is” cannot be made.  
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After assigning each county to a specific point on the scale, the county was given 
a rank from 1 to 7, based on how desirable it is to live there (1 is the least desirable, 7 is 
the most desirable). For example, Champaign (IL) has an amenity rank of 1, Sullivan 
(NH) has an amenity rank of 3, and Cochise (AZ) has an amenity rank of 7. Figure 2 
illustrates the geographic distribution of the natural amenity scores assigned to each 
county in the United States. There is an obvious pattern of higher ranked amenities in the 
West and on the coasts, and lower ranked amenities elsewhere.    
Figure 2. Natural Amenities Scale.  
 
Source: USDA, Economic Research Service.  
Notes: Since the legend is broken down into seven categories, one can infer that 
each color refers to one of the seven assigned ranks. 
Finally, since suicides by firearm account for 51% of the total suicides (American 
Association of Suicidology), metrics for gun accessibility must be included in the 
analysis. Three binary variables measure gun accessibility and the strength of gun laws in 
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the counties analyzed. Each variable equals 1 if the characteristic applies to the 
considered county and 0 if it does not. The variables are as follows:  
(1) background checks are required for all gun purchases 
(2) stores are required to implement security measures to prevent gun theft from 
their property and/or dealers must report lost/stolen weapons  
(3) guns are restricted by law from severely mentally ill individuals who are 
dangerous to themselves or others 
It is expected that fewer suicides occur in counties with these characteristics. Out of the 
1758 counties included in the dataset, 667 have zero of these three characteristics – that 
is, for the purposes of this project, they will be defined as counties with the least stringent 
gun laws. The remaining 1081 counties have varying combinations of these three 
characteristics. Out of the counties which do have at least one gun law, the distribution of 
the laws is as follows: 186 counties require background checks, 267 counties require 
security measures for guns, and 1014 counties restrict guns from severely mentally ill. 
Out of the dataset, only 64 counties have laws for all three characteristics, 52 of them 
being in the state of California. A large proportion of the counties with the least stringent 
gun laws are in Texas (16.79 percent out of the 667 counties), Tennessee (10.49 percent), 
North Carolina (11.84 percent), Georgia (11.69 percent), Indiana (8.85 percent), and 
Kentucky (7.95 percent).   
The dependent variable measures how many people from the total population of 
each county, per 100,000 individuals, committed suicide in a given year. Calculations 
will be performed both on the suicide rate per 100,000 individuals, as well as on the 
computed natural logarithm of the number of suicides per each 100,000 individuals. 
Several independent variables are used to predict the expected suicide rate in a county. 
The dataset contains information on 1758 counties in all states except for Alaska and 
Hawaii. Summary statistics of the data are in Table 2. 
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Two approaches have been used for the environmental analysis. The first 
approach consists of adding each variable to the data set and using each of them as part of 
the empirical test. Thus, the empirical model ascribed to this approach will test whether 
the vectors of demographic, economic, and environmental variables contain statistically 
significant predictors of suicide rates in a county. Note that the demographic vector 
contains the percentage of African-American, Asian, Hispanic, and Native-American 
population of a county, omitting Caucasian; the economic vector contains the divorce 
rate, the average educational attainment in a county as measured by percentage of the 
population without a high school diploma and percentage of the population with a 
Bachelor of Arts degree (or its equivalent) and higher, the interaction between a county 
being rural and its poverty level, information on whether the county is extremely rural, 
and the unemployment rate in a county; the environmental variable factors used include 
each county’s precipitation levels, the binary-quantified presence of hills or mountains, 
the presence of plains, the percentage of water area, and the average temperature 
observed in a county.  
The second approach uses environmental factors as an aggregate, in the form of 
the Natural Amenities Scale, while all other variable vectors remain unchanged from the 
approach described above, to predict suicide rates. This method will use the original 
natural amenities scale rankings from 1 to 7 and all other variables described as the 
vectors of demographic, economic variables, environmental, and gun variables.  
To begin, a statistical analysis will be performed solely on the vectors of 
demographic, economic, and gun variables. Before further discussion on the employed 
models and their results, it is necessary to briefly assess the capacity of any statistical 
model to study the phenomenon of suicide. Despite the necessity and scholarly 
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motivation to study suicide, as it offers insight into the human mind as well as into larger 
trends that occur in the human society, suicide remains a rare event, thus making it 
difficult to study using conventional approaches (Gibbons, 2013). The average annual 
suicide rate in the United States is 12 per each 100,000 individuals, and due to the nature 
of suicide, it is impossible to study in a lab environment or in any artificially created 
environment.  
C. Statistical Models 
The reader must consider again the previously mentioned framework:  
High quality natural environment ➔ increased mental wellbeing ➔ lower suicide rates 
The anthropocentric part of the empirical analysis seeks to study the demographic, 
educational, racial, economic, and gun law strength characteristics of a county and their 
statistical significance in predicting suicide rates. The anthropocentric data is modeled as 
vectors of demographic variables, economic variables, and gun variables, containing 
information on the racial componence, divorce rates, the interaction of poverty with 
rurality, educational attainment, unemployment rates, and gun law strength of the 
analyzed counties.  
The anthropocentric model can be symbolically represented as follows: 
 
(1)    SuicideRatei =  β0 + β1 XDemographici +  β2XEconomici + β3XGuni + εi   
          
where “i” indicates a county. XDemographic is a vector of demographic variables, 
including the percentage of African American, Asian, Caucasian, Hispanic, and Native 
American population, XEconomic is a vector of economic variables, including divorce rate, 
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educational attainment, the rurality of a county, the interaction of rurality with a county’s 
level of poverty, and, lastly, unemployment rate; XGun is a vector containing three binary 
variables to relay information on the gun law strength: whether background checks are 
required for all gun purchases, whether stores are required to implement security 
measures to prevent gun theft from their property and/or dealers must report lost/stolen 
weapons, and whether guns are restricted by law from severely mentally ill individuals 
who are dangerous to themselves or others. Finally, ε represents the error term. This will 
be further referred to as Model 1.  
The environmental conceptual analysis is further broken down into two more 
approaches, as previously described. The difference between the two models is that 
Model 2 uses the environmental factors as an aggregate, whereas Model 3 uses each 
variable separately. Both Model 2 and Model 3 can be symbolically represented as 
follows: 
 
(2)      SuicideRatei = β0 + β1XDemographici +  β2XEconomici + β3XGuni + β4XEnvironmenti + εi 
 
where XEnvironmenti is a vector containing environmental factors. All other variable 
vectors are as described for Model 1. The symbolic representation of Model 3 will be 
identical to equation (2) listed above, as it measures the same vectors of variables. Unlike 
Model 2, however, in Model 3 the environmental vector contains all environmental 
metrics as separate variables, thus precipitation, topography, temperature, and water area 
will be listed separately, and their coefficients will be interpreted separately in the 
analysis.  
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Finally, the three models described above have been employed to additionally test 
the research questions using the computed natural logarithm of suicide rates as the 
dependent variable. The expectation is that the statistical analysis will reveal answers to 
the previously stated question: “Is the environment a statistically significant predictor of 
county-wide suicide rates?” One hypothesis is that the environmental factors will be 
statistically significant. Another hypothesis is that, as backed up by theoretical research 
outlined in section 3, counties with better natural amenities will have lower suicide rates. 
In terms of numerical analysis, this translates into: 
(1) having negative correlation coefficients for the environmental variables; and  
(2) having statistical significance for these coefficients.  
D. Empirical Results and Discussion 
Tables 3 and 4 report all regression results. The dependent variable predicted by 
the coefficients in Table 3 is the number of suicides per 100,000 individuals. Table 4 uses 
the computed natural logarithm of the number of suicides per 100,000 individuals as the 
dependent variable. The estimates have been corrected for heteroskedasticity by weighing 
by the county population. The vector of demographic variables acted as anticipated. 
Across all three models, using both ways of quantifying the dependent variables, it was 
consistently estimated that as the Native American population of a county increases by 
1% and the Caucasian population decreases by 1%, the number (or percent) of suicides 
will increase; the reported results are statistically significant at the 1% level across all 
estimated models.  
The vector of economic variables, similarly, yielded mostly expected results. That 
is, the more impoverished a county is, the more suicides will the county witness. An 
increase in the divorce rate and unemployment rate of a county was positively correlated 
with an increase in the suicide rates per 100,000 individuals in that county. The results 
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are statistically significant at the 5% level. Upon investigating whether a county’s level of 
extreme rurality is a predictor of suicides in that county, the statistical analysis reveals 
that a county’s characteristic of being extremely rural (that is, with more than 50 percent 
of its population living in rural areas) will increase suicide rates – the result is statistically 
significant at the 1% level across all models except for Model 2 (Table 4) where it is 
significant at the 5% level. Additionally, including the interaction between a county’s 
level of poverty and rurality creates another statistically significant positive predictor of 
suicides across counties in the united states.  
An inconsistent outcome in estimating the economic variables emerged from the 
analysis of county-wide educational attainment and its relation to suicide rates. Previous 
empirical research estimates suicides to increase as the education level of a population 
increases (Durkheim 1952). Hence, as education level decreases, it is implied that suicide 
rates decrease as well. The estimated coefficients were as expected; however, they were 
not consistently statistically significant, thus rendering inconclusive results. The 
discrepancy between previous empirical research and the findings of these models can be 
attributed to differences in how the education was quantified. Durkheim analyzes 
“literacy,” which is a broader concept that educational attainment.  
Finally, including the gun variable vector in the analysis offered expected results. 
That is, counties which have laws to make guns more difficult to obtain also experience a 
decrease in suicide numbers. The results are statistically significant at the 1% level for all 
gun variables, except for the variable which measures requiring background checks to 
purchase guns. The estimated coefficients were negative; however, they did not exhibit 
statistical significance.  
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The most interesting part of this research emerges from analyzing the vector of 
environmental variables. When quantifying the environmental factors as an aggregate 
(Model 2), by using the natural amenities index, suicides appear to be positively 
correlated related to the Amenity Rank of a county. This is unexpected, as it is the 
opposite of the hypothesis of this paper. Upon further thought this can be explained using 
premises and ideas already explored. The natural amenity rank of a county is attributed to 
an array of factors which are dependent on latitude to some extent. As outlined earlier, 
latitude is a statistically significant predictor of suicide (Voracek and Formann, 2004; 
Lester, 2004; Lawrynowics et. al., 2005). Figure 3 illustrates the distribution of the 
quartiles of suicide rates across the United States counties against latitude. 
Figure 3. Suicide Quartiles by Latitude. 
 
Notes:   No available suicide data  
 Less than 9 suicides per 100,000 individuals 
 Between 10 and 18 suicides per 100,000 individuals  
 Between 19 and 27 suicides per 100,000 individuals 
 More than 28 suicides per 100,000 individuals 
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Thus, one can isolate latitude and think about latitude as a predictor of suicides, 
since it is latitude that influences most of the components included in the Natural 
Amenities Scale. One example is sunlight amount. Sunlight amount is a statistically 
significant predictor of suicide. It is expected that places with less sunlight will have 
higher suicide rates, as described by previous empirical research (Beaule, 2003).  
Counties in the United States with a higher Natural Amenity Rank are in areas which 
receive more sunlight. This falsely portrays that it is the amenity rank itself which is 
positively connected with suicide rates, when it is in fact a constituent of the amenity 
rank which makes this phenomenon occur.  
Lastly, it is important to note that while the constituents of the natural amenity 
index are somewhat cohesive in terms of their expected statistical significance and 
relation to suicide rates, they measure different things, which have different and 
sometimes opposing effects on suicide rates. This does not render the natural amenity 
index as an unusable predictor of suicide rates, nor does it imply that a county with 
higher quality natural environment will necessarily have higher suicide rates. However, it 
is important to be aware of how this index was compiled and what the implications of its 
methodology are.  
Model 3 treats the variables described in the natural amenity index as separate. 
Thus, it analyzes each variable as a separate potential predictor for suicide rates. The 
statistical analysis reveals that precipitation levels are negatively correlated with an 
increase in suicide rates. As the average precipitation level of a county increases by 1 mm 
on average, suicide rates are expected to decrease, and the result is statistically significant 
at the 1% level. As the average temperature of a county increases by 1 degree Fahrenheit, 
suicide rates tend to increase as well. Model 3 yielded results inconsistent with the 
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project hypothesis in terms of topography. As the water area of a county increases, the 
suicide rates are expected to increase; additionally, counties with hills or mountains are 
expected to have higher suicide rates than comparable counties without hills or 
mountains. The overarching conclusion that Model 3 yields is that the natural 
environment and the characteristics chosen to represent it numerically are in fact positive 
predictors of suicide.  
Therefore, the reader can infer that different metrics for the natural environment 
must be employed to reach reliable conclusions. While the metrics employed are good 
quantitative estimates of the natural environment, they do not measure its quality, and 
they are not sensitive enough to distinguish between various levels of environmental 
quality.  
4. Conclusion   
This project had two goals: to show that the natural environment has a positive 
effect on the human individuals and to show that the impact of the natural environment 
on the individual is enough to dissuade an individual from attempting suicide. The first 
goal has been successfully accomplished by the theoretical section. ART, Biophilia, and 
Ecopsychology serve as theoretical indicators of the positive impact of the natural 
environment on the human individual. Note, however, that all three theories are rooted in 
the idea that the natural environment has a positive impact on an individual who happens 
to be on average healthy, both physically and mentally. Despite the necessity of premises, 
all three theories offer a good understanding of how the human interacts with the natural 
environment and what the individual derives from such interactions.  
 The empirical analysis, the second established goal, remains inconclusive. 
Therefore, one cannot infer whether the impact of the natural environment on an 
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individual is enough to dissuade the individual from attempting suicide. Shortcomings of 
the model are primarily generated by the attempt to study a small sample of the general 
population (the average suicide rate in the United States is 12 out of 100,000) by 
attributing characteristics which pertain to the general population, when these 
characteristics may not, in fact, apply to this sub-population. Finally, suicides are driven 
by mechanisms which originate in the human mind and thus are difficult to quantify.  
Despite its shortcomings, the statistical model employed in this project has 
demonstrated that the natural environment of a county is a statistically significant 
predictor of suicide rates. The sign of the statistical relationship is positive or negative 
depending on how the natural environment is quantified, as well as on which 
environmental characteristics are being included in the analysis. Additionally, the 
statistical analysis revealed that it is not always the obvious factors which help predict 
suicide, but rather factors which are more deeply embedded in the geography and the 
environment of a place. For example, latitude serves as a much better predictor of suicide 
than precipitation levels, since precipitation levels are dependent on latitude whereas 
there is no additional layer of variables latitude depends on.  
An exercise for further research would be finding better metrics for the natural 
environment to predict suicide rates. A suggestion is to find metrics for the natural 
environment which do not have additional layers of variables they depend on. Finally, 
this study reveals new questions, such as “What is an optimal way to quantify the natural 
environment when using it to predict suicide rates?” and “How to best frame complex 
concepts such as suicide and its statistical predictors into a statistical model without 
losing vital information?”  
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Even though the theoretical section has proven the positive impact of the natural 
environment on the individual, it is difficult to make any recommendations in terms of 
policymaking since the empirical section has not yielded conclusive results in terms of 
the natural environment’s impact on suicide rates. However, the demographic, economic, 
and gun law variables have been strong predictors of suicide rates – thus predicting that a 
decrease in a county’s poverty level and an increase in a county’s gun law strength will 
lead to fewer suicides. Suitable adjustments can be made to county-wide policies to 
incorporate these ideas. A further recommendation is for counties to adopt at least one 
law that makes guns less accessible to individuals contemplating suicide, since currently 
there are 667 counties in this data set which do not have any law pertaining to this aspect.  
Finally, it is important to understand that the cracks in the system may never be 
fully patched. Even if they are successfully patched, other cracks may appear elsewhere 
and the human society we will continue to have individuals who commit or attempt 
suicide. An individual’s decision to commit suicide depends on more than the support 
networks available to an individual, and despite our best efforts as a society, as 
individuals, as families, and as friends, we will continue witnessing suicides, no matter 
how well our empirical models explain the phenomenon.  
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Table 2.  
Summary Statistics for Demographic, Economic, Environmental, and Gun Variables. 
 
Mean 
Standard 
Deviation 
Minimum Maximum 
Log of Suicides per 100,000 individuals 2.679 0.366 1.609 4.682 
Annual Suicides Per 100,000 individuals 15.65 6.698 5.000 108.0 
Demographic Variables 
Percent African American Population 8.878 12.30 0.074 72.54 
Percent Asian Population 1.571 2.596 0.068 33.10 
Percent Caucasian Population 77.93 17.70 3.334 98.68 
Percent Hispanic Population 8.483 11.79 0.394 95.74 
Percent Native American Population 1.344 5.239 0.038 86.32 
Economic Variables 
Annual Divorces per 10,000 Individuals 0.143 0.265 0.000 10.99 
Percent Population with BA or higherα 23.33 10.08 5.200 73.70 
Percent Population without HS Diplomaα 13.36 5.580 2.100 37.10 
Percent Population Living in Rural Areas  44.17 27.23 0.000 100.0 
Unemployment Rate per 100,000 9.465 2.869 2.500 27.40 
Extremely Rural County 0.240 0.427 0.000 1.000 
Rural x Poverty 722.3 574.5 0.000 4530 
Gun Variables     
Background check for all gun purchases 0.106 0.308 0.000 1.000 
Security measures for guns 0.152 0.359 0.000 1.000 
Guns restricted to severely mentally ill  0.577 0.494 0.000 1.000 
Environmental Variables 
Natural Amenity Rankβ  3.618 1.087 1.000 7.000 
Precipitation Levels 3.170 1.166 0.070 6.750 
Presence of Hills or Mountains 0.162 0.369 0.000 1.000 
Presence of Plains 0.452 0.498 0.000 1.000 
Standardized Log Percentage Water Area 0.215 0.956 -2.351 2.372 
Temperature 64.72 9.731 40.39 88.64 
 
Notes: County-level analysis based on n = 1758 observations. The Greek letter  
superscripts indicate that the data was collected for a year other than 2009 or 2010, as 
follows: α – 2000, β – 1941-1970. 
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Table 3.  
Regression Results using suicides per 100,000 individuals as the dependent variable.  
 Model 1 Model 2 Model 3 
Demographic Variables    
Percent African American Population -0.0920a 
(0.0082) 
-0.0780a 
(0.0072) 
-0.0877a 
(0.009) 
Percent Asian Population -0.1552a 
(0.0189) 
-0.1738a 
(0.0166) 
-0.1721a 
(0.0179) 
Percent Hispanic Population -0.0315a 
(0.0106) 
-0.1088a 
(0.0099) 
-0.1216a 
(0.0114) 
Percent Native American Population 0.2582a 
(0.0315) 
0.1973a 
(0.0277) 
0.2171a 
(0.0299) 
Economic Variables   
Annual Divorces per 10,000 Individuals 4.2836a 
(0.8573) 
2.7624a 
(0.7533) 
2.5723a 
(0.7940) 
Percent Population without HS Diploma -0.0771b 
(0.0314) 
0.0271 
(0.0279) 
-0.0333 
(0.0292) 
Extremely Rural County 1.5488a 
(0.5028) 
1.5221a 
(0.4401) 
1.9642a 
(0.4636) 
Unemployment Rate per 100,000 0.2400a 
(0.0384) 
0.1042a 
(0.0341) 
0.1760a 
(0.0364) 
Rural x poverty  0.0018a 
(0.0004) 
0.0014a 
(0.0003) 
0.0010a 
(0.0004) 
Gun Variables    
Background check for all gun purchases -0.2390 
(0.2330) 
-1.6837a 
(0.2133) 
-0.3783 
(0.2377) 
Security measures for guns -0.9939a 
(0.2092) 
-1.7060a 
(0.1856) 
-1.4771a 
(0.1983) 
Gun access restricted to severely mentally ill  -0.8080a 
(0.2092) 
-0.7930a 
(0.1831) 
-0.4809a 
(0.1982) 
Environmental Variables   
Natural Amenity Rank 
 
 1.6252a 
(0.0703) 
 
Precipitation Levels 
 
  -0.6487a 
(0.0866) 
County has hills or mountains   1.2613a 
(0.2366) 
County has plains 
 
  -1.0424a 
(0.1809) 
Standardized Log Percentage Water Area 
 
  0.1925b 
(0.0905) 
Temperature 
 
  0.1403a 
(0.0096) 
Constant Term 12.937 8.3752 7.4732 
R-squared 0.3980 0.5390 0.4947 
 
Notes: County-level analysis based on n = 1758 observations. Statistical significance:  
a – 1%, b – 5%, c – 10%. Standard Errors are reported in parentheses and have been 
corrected for heteroskedasticity by weighing by county population. 
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Table 4.  
Regression results using natural logarithm of suicides per 100,000 individuals as the 
dependent variable.  
 Model 1 Model 2 Model 3 
Percent African American Population -0.0076a 
(0.0006) 
-0.0064a 
(0.0005) 
-0.0073a 
(0.0006) 
Percent Asian Population -0.0142a 
(0.0015) 
-0.0160a 
(0.0012) 
-0.0157a 
(0.0013) 
Percent Hispanic Population -0.0315a 
(0.0106) 
-0.0096a 
(0.0007) 
-0.0117a 
(0.0008) 
Percent Native American Population 0.0146a 
(0.0024) 
0.0095a 
(0.0021) 
0.0111a 
(0.0022) 
Economic Variables   
Annual Divorces per 10,000 Individuals 0.3555a 
(0.0664) 
0.2269a 
(0.0566) 
0.1862a 
(0.0583) 
Percent Population without HS Diploma -0.0079a 
(0.0024) 
0.0009 
(0.0021) 
-0.0037c 
(0.0021) 
Extremely Rural County  0.0716a 
(0.0389) 
0.0693b 
(0.0331) 
0.1162a 
(0.0341) 
Unemployment Rate per 100,000 0.0203a 
(0.0300) 
0.0088a 
(0.0026) 
0.0144a 
(0.0027) 
Rural x poverty 0.0001a 
(0.0003) 
0.0001a 
(0.001) 
0.0001c 
(0.0001) 
Gun Variables    
Background check for all gun purchases -0.0295 
(0.0181) 
-0.1516a 
(0.0160) 
-0.0310c 
(0.0174) 
Security measures for guns -0.0596a 
(0.0162) 
-0.1198a 
(0.0140) 
-0.1002a 
(0.0146) 
Gun access restricted to severely mentally ill  -0.0830a 
(0.0162) 
-0.8169a 
(0.0138) 
-0.0471a 
(0.0146) 
Environmental Variables   
Natural Amenity Rank 
 
 0.1374a 
(0.0053) 
 
Precipitation Levels 
 
  -0.0593a 
(0.0064) 
County has hills or mountains   0.1127a 
(0.0174) 
County has plains 
 
  -0.0852a 
(0.1331) 
Standardized Log Percentage Water Area 
 
  0.0099 
(0.0067) 
Temperature 
 
  0.0139a 
(0.0007) 
Constant Term 2.5548 2.1692 1.9906 
R-squared 0.4144 0.5779 0.5573 
 
Notes: County-level analysis based on n = 1758 observations. Statistical significance:   
a – 1%, b – 5%, c – 10%. Standard Errors are reported in parentheses and have been 
corrected for heteroskedasticity by weighing by county population.
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