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ABSTRACT
The development of the tensi-volumetric apparatus has
been traced to its current position of significance in
studies relating to oxide non-stoichiometry.

Components of

the tensi-volumetric apparatus, especially the capacitance
membrane manometer, were examined in detail as were the
parameters affecting the performance of such an apparatus.
Based on a careful consideration of components and performance, a tensi-volumetric apparatus has been designed,
built, and its operation theoretically justified for its
particular physical configuration.

Results of existing

studies of the oxygen non-stoichiometry of barium titanate
have been used to predict its behavior during a tensivolumetric study.
Specific analytical procedures developed for use with
the present tensi-volurnetric system were applied to pure,
polycrystalline barium titanate powder at 900°C over the
pressure range 10 -4 rnm Hg to 740 mm Hg in a pure oxygen
atmosphere.

Results of the application of these procedures

exhibit a p-n transition in the region of 1 mrn Hg.

The

maximum oxygen non-stoichiometry at 900°C and 3 rnm Hg was
found to correspond to BaTi0 3 +o where 8

=

1.1 x 10- 5 .

The

diffusion coefficient for the predominent diffusing species
on the p side of the transition was found to equal 1.9 x 10
cm 2
These results and the performance of the system are

sec·

discussed.

-15
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I.

INTRODUCTION

In much-simplified terms, the tensi-volumetric
apparatus is a means of studying the non-stoichiometry
of a compound by changing the activity of one of the
components in the gas phase over the sample and monitoring
the ensuing behavior of the sample as a new equilibrium
with the gas phase is approached.

It is assumed that

activities may be replaced with partial pressures.

The

sample of the compound is held in a vacuum tight enclosure
and the equilibrium mentioned above is monitored by observing the change in pressure over the sample as exchange
processes occur during equilibration.

This observation of

pressure is accomplished with an ultrasensitive differential
capacitance manometer.

Measurements can be taken under

conditions very close to actual equilibrium.
The terms tensi-volumetric apparatus and tensi-volumetric
system will be used synonomously in this paper.

Tensi-

volumetric method or technique will apply to the specific
procedures of measurement and analysis which are used to
obtain useful information from the apparatus.
Barium titanate will be referred to specifically in
this study, but the method and apparatus are generally
applicable to other oxide and non-oxide compounds.
The major objective of this study was to design, build,
and justify the operation of a tensi-volumetric system
based on the parameters involved in the operation of the
system.

It was also necessary to develop the required
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procedures for the use of the apparatus and for the
analysis of data taken from the apparatus.

As a final

objective, it was desireable that enough data should be
collected for the application of the technique to BaTi0 3
so that the operation of the system could be confirmed.
The reader should not get the impression that the specific
results for the BaTi0 3 are not significant in their own
right.

However, the object was not to draw any firm con-

clusions about the behavior of BaTi0 3 .

This study was

intended to be a pilot study for those which follow.
A word should be mentioned about the terminology used
in describing the point defect structure of BaTi0 3 •

It

must be realized that both a metal deficiency (barium and
titanium) and an oxygen deficiency are possible.

For

convenience, we will describe the presence of both cation
deficiency and oxygen deficiency in terms of oxygen nonstoichiometry only.

Thus, BaTi0 3 ± 8 refers to all stoichio-

metric variation possible in BaTi0 3 since +8 applies equally
well to oxygen surplus or metal deficiency just as -8
refers to oxygen deficiency or metal surplus.
The reader is referred to Appendix 9 should any other
questions arise as to the use of terms, units of measurement, or variables if these questions are not resolved in
the text.
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II.

A BRIEF REVIEW OF CAPACITANCE MANOMETRY

The heart of the tensi-volumetric apparatus is the
sensitive capacitance manometer with which the exchange of
oxygen by an oxide sample with the atmosphere is monitored.
This being the case, it is in order to discuss the basic
principles and considerations involved in capacitance
manometry and to trace a brief history of the evolution
of capacitance manometry to its current state of development.
A metal membrane manometer designed to yield pressure
readings from variations of capacitance was first mentioned
by Somrnerrneyer [1] in 1931.

The basic principle is the same

now as it was then {see Figure 1).

A differential pressure

across a vacuum-tight metal membrane constituting one
electrode of a capacitor causes the membrane to deflect and
change its position relative to the other nearby electrode
which is stationary.

The change in capacitance, which

is inversely proportional to the separation of the electrodes,
is monitored by a capacitance bridge calibrated to give
readings in units of pressure.
The capacitive response of the membrane to pressure
changes has been found to be very linear.

Many modern gauges

position the diaphragm between two stationary electrodes.
Such a design has the advantage of linearity for both
positive and negative pressure-induced deflections.
The gauges described above which measure pressure with
a calibrated capacitance bridge are called open loop types.
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More recently, closed loop types of gauges have been
developed.

These types provide for a feedback signal in

response to the capacitance change in the gauge.

The

feedback automatically applies a nulling voltage across the
metal diaphragm to return it to its undeflected position.
Pressure values are then obtained from a calibration of the
voltage values necessary to restore the null position.

The

range of the closed loop gauges is extended relative to
that of the open loop types since the membrane is never
far from its null position.

In open loop models, on the

other hand, the maximum measureable pressure differential is
limited by the contact of the membrane with the stationary
electrode.
Several excellent works on capacitance manometer theory
are available by Brombacher [2] , Cope [3] , Drawin [4], and
Lamers and Rony [5].

Brombacher gives a good historical

account of the multitude of special purpose modifications
made in capacitance gauges over the years.

The Lamers

and Rony reference is a two part treatise and the last part
(by Rony) also contains a survey of the characteristics and
performance specifications of commercially available
manometer units.
Simplicity of theory does not, however, make the
capacitance manometer immune to disadvantages.
problem is that of temperature stability.

The chief

Excellent

theoretical treatments of temperature effects can be found
by Pressey [6] and Drawin [7].

According to Pressey, the
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influence of temperature will occur through one or more of
three mechanisms:

1)

changes in gap width and membrane

area due to differential thermal expansion; 2) failure to
satisfy the assumption that the membrane is stress-free when
installed; 3) changes in stray capacitance or in the
dielectric constant of the atmosphere in the gap with temperature.
Another problem that may be encountered is the condensation on the membrane of molecules which have a permanent
dipole moment.

Though most theoreticians neglect this as

insignificant, Milazzo [8] concludes that errors of several
percent may result from the capacity change induced.
If the gauge design makes no provision for overpressure
protection, the membrane may be ruptured by sudden pressure
fluctuations.
An additional disadvantage of the capacitance manometer
is its limited range.

Even though the range of the closed

loop types is increased by nulling the diaphragm, there is
still a limit to the range over which the response of
the membrane will be linear.
It should be pointed out that most of the major problems
with capacitance manometers discussed have been eliminated
or reduced to insignificance by continual design improvements.
Adverse temperature effects have been engineered out
of the picture by the use of materials with low or equal
coefficients of thermal expansion, by the use of symmetrically stressed taut metal membranes, and by proper electrical
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design and shielding which reduce stray capacitance.

In

addition, most modern units are calibrated to be operated
in thermostated heater jackets which hold thermal fluctuations and gradients to an absolute minimum.
For the majority of applications (this study included),
vapors in the gauge are either not condensable or are nonpolar.

Thus, no correction need be made for adsorption

of polar molecules.
Overpressure protection is commonly provided in modern
gauges by allowing the stationary electrodes to act as
stops for the metal diaphragm.

No damage is suffered from

sudden pressure fluctuations.
The range of pressure over which an individual gauge
may be used is still limited.

Most manufacturers, however,

offer a variety of interchangeable sensor units for various
pressure ranges all of which may be used with the same
bridge circuit.
Nearly all metal membrane capacitance manometers can
be baked at high enough temperatures that they can be
made as

11

clean 11 as the system to which they are to be

attached.
no pumping.

The gauge is also passive and does absolutely
Thus, it may be placed anywhere in a vacuum

system and left operating continuously without effect.
The capacitance gauge measures pressure in the true
sense of the word since the membrane deflection is a direct
result of the momentum of impinging molecules.

Pressure

readings thus obtained are completely independent of gas
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composition and readings may even be taken with condensable
vapors (provided they are non-polar) .
The linearity of the capacitive response of the membrane is, in itself, a great advantage.

It not only allows

very reproducible data to be taken, but also permits the
manometer to be used as a measure of absolute pressure so
long as one side of the diaphragm is continuously pumped
to 10- 6 rom Hg or less
[7]).

(Utterback and Griffith [9] and Drawin

Utterback has found the capacitance manometer to be

superior to the McLeod gauge for this purpose since it is
free of the typical McLeod errors caused by the streaming
of mercury from the gauge to the cold trap and by anomalous
mercury capillary wetting effects.
The capacitance manometer system used in this study is
the same as that employed by Utterback in the work cited
above.

The manufacturer is MKS Instruments [10] •

Having traced capacitance manometry to its current
state of development, it must now be placed into the context of point defect study.
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III.

FACTORS CONTRIBUTING TO THE

DEVELOPMENT AND SIGNIFICANCE OF THE TENSI-VOLUMETRIC METHOD
The methods employed to study the point defects present
in oxides have been far too numerous to review here.

An

excellent comprehensive examination of existing methods has
been performed by Geru [11] and the reader is referred to
that work for a general review.
Of more pertinence to this study, is the fact that
certain technical developments over the years in the field of
oxide non-stoichiometry have led progressively to the birth
of the tensi-volumetric method.

Several closely related

methods in particular have lent considerable impetus to the
development and significance of the tensi-volumetric technique.

It is the purpose in this section to trace not only

the developments leading to the appearance of the tensivolumetric method, but also to introduce those allied
studies which contribute to the worth of this new technique
as an analytical tool.

In this way, the reader should gain

some appreciation for the place of the tensi-volumetric
method within the framework of other current methods employed
to study non-stoichiometry .

In keeping with the preoccupa-

tion with BaTi0 3 , studies pertaining to this material will
be cited where they have been performed.
In 1926, Centnerszwer and Krustinson [12] described an
apparatus which was used to monitor the dissociation pressure
over silver carbonate as a function of temperature.
differential pressure of

co 2

The

between two symmetrical chambers
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contained in a furnace (one holding a sample and one empty)
was measured by a liquid differential manometer.

This, in

essence, was the first tensi-volumetric apparatus.
Just five years later, in 1931, Sommermeyer [op. cit.]
designed and built his capacitance manometer and claimed
superior accuracy over existing liquid manometers.

He did

not report taking any measurements of the tensi-volumetric
type with his new device even though he suggested its use
for such a purpose.

As will be shown, nearly four decades

elapsed before the ideas of Centnerszwer and Krustinson and
those of Sommermeyer were fused into the tensi-volumetric
apparatus.

This was largely a matter of evolving a capacit-

ance manometer which was sufficiently sensitive to usurp
the places of eminence taken by other methods of studying
non-stoichiometry which had appeared in the interim.
The forerunner of the modern tensi-volumetric method
as applied to oxide non-stoichiometry appeared in 1954 in
two sister studies by Eyring, et al.

[13] and by Eyring and

Guth [14] on praseodymium and terbium oxides, respectively.
These studies utilized the dissociation pressure technique.
This involved the establishment of an equilibrium between
an oxide sample and a given partial pressure of oxygen.
After equilibration, the ambient partial pressure of oxygen
was changed to a new value and the ensuing re-equilibration
(which involved an oxygen loss or uptake in the sample) was
followed by relatively crude liquid manometric techniques.
This constituted a direct determination of changes in oxygen
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vacancy concentration by monitoring the pressure of the
. gas phase over the sample.
To combat the insensitivity of the original liquid
manometers, studies of the dissociation pressure type have
been repeated using McLeod gauges.
Kusunoki, et al.

As recently as 1969,

[15] studied non-stoichiometry in ferric

oxide using a McLeod gauge in conjunction with an omegatron
mass spectrometer.

They admittedly still suffered from

poor reproducibility of their data.

No dissociation pressure

work has been reported for BaTi0 3 •
Methodologically, the dissociation pressure method is
identical to the tensi-volumetric except that in the latter,
the sample equilibrations are monitored with the more sensitive and reproducible capacitance manometer.
Returning to the year 1958, Blackburn [16] performed a
study of uranium dioxide which linked the failing dissociation pressure method to the newly-awakened thermogravimetric
methods of studying oxide non-stoichiometry.
Knudsen effusion technique.

He used the

Dissociation pressures were

calculated from rates of effusion obtained from weight
change data taken on one of the new, ultrasensitive microbalances.
The further shift of confidence to the purely gravimetric techniques is exemplified by the study of praseodymium
oxide by Bevan and Eyring [17] which was a duplication of
the earlier work [13] on the same material by dissociation
pressure methods.

Eror and Smyth [18] were responsible for
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the first thermogravimetric work on pure BaTi0 3 in 1969.
More recently, 1971, Panlener and Blumenthal [19] have also
completed gravimetric studies on titanium-rich BaTi0 3 •
The thermogravimetric methods, like the dissociation
pressure methods, constitute a direct determination of
changes in vacancy concentrations.

The thermogravimetric

approaches obtain this information directly from sample
weight changes.

Thermogravimetric analyses are of interest

here for two reasons.

First, they presently claim the

sensitivity most nearly comparable (though inferior) to
that of the tensi-volumetric method.

Second, the

thermogravimetric techniques, as will be shown, provide
certain mathematical analyses almost directly applicable
to the tensi-volumetric data.
Even at the time of Blackburn's work in 1958, Drawin
[20] had sketched and described an apparatus utilizing a
capacitance manometer which was essentially identical to
what has currently become known as the tensi-volumetric
apparatus.

It combined dissociation pressure methodology

with capacitance manometer sensitivity.

He proposed its

use in studies of adsorption, desorption, and chemisorption,
but he reported no such work.

While Blackburn's work

seemed to herald the predominance of thermogravimetric
techniques, Drawin's suggestion went unheeded for more than
a decade.
Beginning in 1953 [21], an interest in the dielectric
properties of BaTi0 3 had branched-off into primitive
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electrical conductivity studies.

Since that time, the

profusion of conductivity work performed on BaTi0 3 has
become such that no attempt can be made to be comprehensive
in this paper.

Suffice it to say that the conductivity

studies were of little significance until the middle
nineteen-sixties when studies of electrical conductivity
as a function of both temperature and ambient atmosphere
became common.

A representative study from this period is

one by Ikegami and Ueda [22] in 1964.

They studied the con-

ductivity of hydrogen-reduced single crystals of BaTi0 3 .
Most recently (1971), Long and Blumenthal [23] have completed
electrical conductivity studies of titanium-rich BaTi0 3 •
As will be explained, the results of electrical conductivity studies, even though less directly related to
vacancy concentrations, can be used in conjunction with
tensi-volumetric data to yield significant results.

Con-

ductivity data, like the mathematics of the thermogravimetric studies, enhances the value of the tensi-volumetric
data.
Until the year 1969, the events described thus far
resulted in this situation:

Three major methods of point

defect study had developed almost completely independently
and simultaneously beginning in the middle nineteen-fifties.
These methods were the dissociation pressure, thermogravimetric, and electrical conductivity methods.
The dissociation pressure method, although a very
fundamental type of measurement, eventually faltered due to
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the limited capabilities of the existing manometric methods.
Thermogravimetric measurements are also fundamental and are
still widely used and perfectly adequate in many cases.

How-

ever, they have a sensitivity below that of the tensi-volumetric method (see Appendix 1) and thus exclude many compounds from consideration.

Electrical conductivity measure-

ments, though easily made, cannot determine defect concentration directly as can the dissociation pressure and
thermogravimetric measurements.

In most cases, an assump-

tion about the state of defect ionization must be made in
order to link carrier concentration to defect concentration.
It was at this point in the state-of-the-art that
Meurer [24], in 1969, reported a study of non-stoichiometry
in a variety of gas-solid systems using a tensi-volumetric
apparatus.

This was, in fact, the first equipment to bear

the tensi-volumetric label.

As similar as Meurer's

apparatus was to that suggested earlier by Drawin [20],
he cited only Centnerszwer and Krustinson [12] as the
source of his design.
Also in 1969, Greskovich and Schmalzried [25] performed
the only widely published study of non-stoichiometry using
a tensi-volumetric apparatus.

Their work was done on the

co 2 sio 4 and CoA1 2 o 4 -MgA1 2 o 4 systems.

It was stated that

their apparatus was constructed according to Meurer [op. cit.].
The history of the tensi-volumetric method ends here
at present.

From its rather brief existence, the reader

should be able to see that the method is in its infancy.
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Some further studies are apparently under way, but an
exhaustive literature survey failed to turn any additional
published work to light.
Existing techniques of capacitance manometry were
united with the conceptual and mathematical elements of
existing methods of point defect study to forge the tensivolumetric method.

This method combines the methodology

and fundamentality of the dissociation pressure method
·with a simplicity and sensitivity not currently attainable
by other means.

At the same time, existing methods of

data analysis drawn from thermogravimetric and conductivity
methods are quite compatible with the tensi-volumetric type
of data.

The specific components of the tensi-volumetric

apparatus used in this particular study will now be con-sidered.
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IV.

DESCRIPTION OF SYSTEM COMPONENTS

A most important task at this stage of the treatise is
to justify the particular system configuration which has been
adopted.

In order that the reader may have some apprecia-

tion of the reasons for the general physical form of the
tensi-volumetric apparatus, some of the physical and
procedural characteristics of a tensi-volumetric system as
discussed by Greskovich and Schmalzried [25] will be reviewed.
The tensi-volumetric apparatus (see Figure 2) will
generally consist of two symmetrical chambers; separate
and vacuum-tight, but with provision for interconnection.
One chamber is the sample side while the other is the
reference side.

In practice, an oxide sample is sealed

into the sample side and the reference side is left empty
as a standard.

That part of the sample side which surrounds

the immediate vicinity of the sample is held at an appropriate elevated temperature as is the symmetrically corresponding part of the reference side.

An atmosphere of known

oxygen partial pressure is admitted to both sides and an
equilibrium is established with the sample.

After changing

both the sample and reference sides to a new value of oxygen
partial pressure, the two sides are separated.

The attainment

of a new equilibrium with the sample is followed with the
capacitance manometer by monitoring the pressure change (caused
by an oxygen loss or uptake) in the sample side of the system
relative to the reference side.
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Figure 2.

Basic Schematic of a Tensi-Volumetric System
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With these characteristics in mind, the following
criteria will govern the design of such a system:
A.

The sample and reference sides of the system must

be as symmetrical as possible so that any surface effects
arising from the interior of the system will occur equally
on both sides thus resulting in cancellation.

Tubulation

and valving must also be provided as needed so that the
sides may be interconnected or separated.
B.

Sensitivity to pressure changes stemming from a

change in defect concentration in the sample is favored by
a small system volume.

c.

Immunity to pressure changes occurring as a result

of unavoidable leaks (assumed, as will be explained later, to
-9 cm 3
be on the order of 10
is favored by a large system

sec>

volume.
D.

Satisfaction of thermal transpiration criteria [26]

dictates that the volume at elevated temperature should be
the same order of magnitude in size as the volume at the
lower (room) temperature.

Also, the volumes should be

connected by a small aperture (20 mm or less) with a sharp
break between the two temperatures in the region of the
aperture.

The reason for this preoccupation with approximat-

ing conditions where the ideal thermal transpiration ratio may
be applied will become apparent during the discussion of
system calibration.
E.

Sensitivity to pressure changes resulting from a

change in sample defect concentration is favored by a large
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conductance between the volume at elevated temperature and
the volume at room temperature where the gauge is located.
F.

Thermal fluctuations and gradients must be minimized

both inside and outside the furnace since they could well
support pressure gradients and fluctuations.
G.

A means of adjusting system pressure to desired

values must be provided.

Working pressures will generally

be well below atmospheric pressure so that a vacuum system
must be used.
H.

The ever-present constraints upon size, avail-

ability, and cost must be dealt with.
It is apparent that the first consideration must be
that of choosing an optimum total volume for the system and
then dividing it equally between the sample and reference
sides.

This volume was found approximately by preparing

two plots.
One plot was of the log of the volume of the system
(cm 3 ) versus the log of the gauge deflection (mm Hg).
Various sample weight losses were assumed and the correspending number of moles of oxygen calculated (assuming the
weight loss was purely oxygen-associated) •

For several

selected hypothetical system volumes, the resulting gauge
pressure was then calculated assuming the evolved gas to
behave ideally in the volume of the sample side.
The second plot was of the log of the volume of the
system (cm 3 ) versus the log of the maximum tolerable leak

· en? ·

rate <sec> which could occur and cause no greater meter
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deflection than 10- 5 mrn Hg.

The value 10

-5 mm Hg lies at

the lowest level of meter sensitivity and . was deemed a
tolerable deflection.

Again, the leaking gas was assumed

ideal.
These two plots were graphed simultaneously (see Figure

3).

The three lines of positive slope are log (volume)

versus log (gauge deflection) plots for assumed sample
-7 gm, 10 -6 gm, and 10 -5 gm. The line
weight losses of 10
of negative slope is the log (volume) versus log (tolerable
leak rate) plot for a maximum induced gauge deflection of
10- 5 mrn Hg.
The very minimum sample weight change that might be
expected from BaTi0 3 (see Appendix 2) is on the order of
10- 7 gm.

The lower horizontal dashed line of Figure 3

extends from the 10- 7 gm curve to the volume which would give
a 10 -4 mm Hg pressure differential in response to that weight
change.

The value 10- 4 mm Hg was chosen since it affords

a measureable quantity an order of magnitude greater than
the best sensitivity of 10- 5 mrn Hg.
The very maximum leak rate that could be expected is
-9 cm 3
(see explanation below) • The upper
on the order of 10

sec

horizontal dashed line of Figure 3 extends from the leak
3
protection curve at 10- 9 ·~ to the volume which would
sec
protect the system from measureable pressure changes induced
by such a leak rate.
For system volumes below the lower horizontal line of
Figure 3, the sensitivity of the system is adequate.

Volumes
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above the upper horizontal line give adequate leak protection.
Volumes in the region between the two horizontal lines represent a reasonable compromise which will offer an acceptable
measure of leak protection and sensitivity (especially in
view of the facts that leak rates will probably be less
than 10- 9 cm 3 and sample weight changes will probably be
sec
-7
greater than 10
gm) . A round value of 2000 cm 3 total
volume was finally selected and divided equally between the
two sides.
By way of explanation, it should be stated that the
allowance for a tolerable leak rate mentioned above had
nothing to do with a lack of confidence in the vacuum system.
The manufacturer of the capacitance gauge [10] reported an
-9 cm3
approximate leak rate of 10
sec across the metal diaphragm.
10- 9

Manufacturers of the various valves also stated
3

~
as a maximum probable leak rate.
sec

Therefore, i t is

desireable to have some form of protection from leaks of
this order of magnitude.
One inch diameter, 12 inch long, fused silica tubes
were chosen as sample tubes.

Only these parts of the sample

and reference sides of the system were to be held at
furnace temperature.

This size tube was deemed sufficient

to allow easy insertion and removal of samples.

Fused

silica was perfectly adequate for the range of temperature
in this study, but mullite tubes may be substituted for
future, higher temperature studies.
This choice of tubes did not, however, quite adequately
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satisfy the small aperture condition of the thermal transpiration requirements.

To accomplish this and to reduce

the radiant heat transmission through the tubes, stainless
steel radiation shields were inserted at the ends of the
tubes adjoining the remainder of the system.

The shields

were fashioned so that the effective aperture size was
reduced while the conductance was not adversely affected.
The sample tubes may be seen as components SR and
schematic of Figure 4.

s5

in the

The reader should refer to this

schematic throughout the remainder of this discussion.
Rotatable Varian "Conflat" flanges {F) were used to
connect the sample tubes to the system.

The flanges were

also flush-mounted to a copper plate {P) which was watercooled to better satisfy the thermal transpiration condition
calling for a sharp temperature break at the aperture.
All other tubulation of the system was fashioned from
type 316 stainless steel and heliarc welded.

Volumes

VR and Vs are merely "holding" volumes which are present to
provide the correct total volume for each side of the
system as previously determined.
Valves A, B, and C are Nupro type 4BK bellows valves
and valves T are Nupro type 4BKT toggle bellows valves.
The larger valves L, M, and N are Veeco forged b"rass angle
valves.
Element G is the capacitance sensor head, one leg of
which goes into each side of the system.

The gauge system

consists of an MKS type 94H-1E sensor head, a type 1090-1
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Schematic of the Present System
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temperature control unit with heater covers for the sensor
head, a type 170M-7 capacitance bridge, and a type 170M-26
digital readout unit reading directly in millimeters of
mercury.
The sensor head is the open loop, taut metal membrane
type with a range of 10 -5 rom Hg to 1 mm Hg. If necessary,
the head may be baked up to 450°C.

The internal design is

of the two-electrode type and 'linearity of response may be
assumed over the entire range (positive or negative) with
a maximum reported error of 0.50%.

The recommended control

temperature of the head is 49.0°C, and the control unit will
maintain this value to ±O.l°C.
are utilized throughout.

Solid state electronics

The capacitance bridge has

internal voltage stabilization, but to further avoid the
effects of line voltage fluctuations, the unit was operated
from a constant voltage transformer.

The digital readout

unit affords very fast response and reproducibility up to
0.1%.
The serious problem of thermal gradients inside the
furnace was dealt with by using a three-section, Kanthalwound, tube furnace each section of which was controlled
individually (see Figures 5, 6, and 7).

Approximate voltage

settings for each temperature were made with Powerstat
variable transformers.

West "Gardsman", on-off, type J

controllers were employed to control heating element
current.

The furnace temperature was controlled to

approximately ±3°C with a minimal gradient.
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To prevent furnace temperatures from disturbing room
temperature, the jacket of the furnace was water-cooled
and insulated.

A transite radiation barrier (R of Figure

4) was inserted between the furnace face and the system
at the point where the sample tubes entered the furnace.
The vacuum pumping system consisted of a Welch "DuoSeal" mechanical pump and a small (2 inch throat) Consolidated Vacuum Corporation oil diffusion pump.

A water-cooled

baffle over the diffusion pump was the only provision made
for trapping.

Little attention really had to be given to

the vacuum system since it is only an accessory vehicle
which moves the system to a desired working pressure.

The

only stringent criterion was that the ultimate pressure
should be 10 -6 mm Hg or lower.

When vacuum measurements

were needed, they were taken on a Varian ion tube and ion
gauge combination.
Having discussed the criteria governing system design
and having examined the resulting choice of actual system
parameters and components, the reader is referred to
Appendices 1, 2, and 3 for approximate calculations verifying the satisfactory performance of the system and the
feasibility of the method.
meant to be estimates.

These calculations are only

Care has been taken to make all

assumptions as pessimistic as is realistically possible
in order to be fairly rigorous in testing expected performance.

It should be noted, though, that the actual

behavior of the sample of BaTi0 3 may not be as assumed.
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Since no exactly analogous measurements have been made,
reasonable assumptions are the best guidelines.
The calculations show that the system should be roughly
100 times more sensitive to changes in the sample oxygen
concentration than other current methods of study employed
on BaTi0 3 .

Based on the use of a ten gram sample and an

assumed one microgram per gram of sample weight change,
the meter deflection should be on the order of 10- 3 mm Hg.
This is well within the precision of the gauge.

In

addition, the system is protected against unavoidable leaks
3
on the order of 10- 9 cm
Such leaks would cause a meter

sec·

deflection of only about 10

-5

mm Hg over an eight hour sus-

tained period.
Once the entire system was operational, an attempt
was made to check the stability of the capacitance manometer
monitoring equipment as observed in the integrated system.
To do this, twenty trial runs were performed with all
system components used exactly as they were to be used
during an actual experiment with the exceptions that both
the sample and reference sides of the system were empty
and the entire system was at room temperature.
Ten trial runs were made with both sides of the system
being continuously pumped to about 10- 6 rnm Hg.

Another

ten trials were performed with the sides of the system
isolated from the vacuum and from each other after having
been pumped to 10- 6 mm Hg.

The times of the runs were

varied from 8 to 24 hours.

Data was recorded continuously
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on a strip chart recorder.

In either case, it would be

desireable to find either no deviation with time from the
zero differential pressure across the manometer or to find
that the deviation is of a simple nature.
Results for both sets of ten trials showed that the
deviation was of a slowly varying sinusoidal nature.

With

the sides interconnected, the average deviation from the
zero value was ±5 x 10

-5

mm Hg.

When the sides were

isolated, this value increased to an average of ±7 x 10- 5
mm Hg.

The period of the sinusoidal waves for both cases

averaged to approximately 8 hours.
Such deviations are most likely the result of a complex interaction chiefly between the effects of changes in
room and furnace temperatures, meter drift in the capacitance
bridge, and the effect of the tiny, unavoidable leaks discussed earlier.

The larger deviation in the case in which

the sides are isolated can probably be directly associated
with leaks that were negligible when both sides were being
pumped continuously.

Conceivably, there are many more

minor effects contributing to the observed behavior.

Such

an interaction of many factors could well be expected to
yield the random values that would be witnessed if values of
the drift from zero at arbitrary times were to be recorded.
Similar measurements were repeated under the same
conditions, but with furnace temperature added as a variable.
No additional effect was noted over the temperature range
of interest.

Any outgassing that may have been occurring
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seems to have been cancelled by the symmetry of the system.
Since the meter deflection expected from the sample is
on the order of 10 -3 nun Hg, the sinusoidal drift that has
been observed (on the order of 10- 5 rnrn Hg) should cause
nothing but a negligible, random error.

33
V.

EXPECTED BEHAVIOR OF BaTi0 3

The parameters of the tensi-volumetric system have
been considered.

Just as a theoretical check of the

performance of the system was necessary to confirm the
feasibility of this study, so was a theoretical prediction
of the behavior of BaTi0 3 under the conditions of the
investigation.
An experiment by Arend and Coufova [27]

in 1961

demonstrated that the oxygen non-stoichiometry of BaTi0 3
is, indeed, controllable through the use of elevated temperatures and a controlled oxygen atmosphere.
Such a result could have easily been anticipated since
a truly stoichiometric compound is in equilibrium with some
precise partial pressures of its components for a given
temperature.

At any other partial pressures, equilibrium

must be established with the compound varying from ideal
stoichiometry.

The steps occurring in such a stoichiometric

adjustment are not unlike those in many solid-gas reactions
and several distinct steps may be recognized [281 :
A.

A surface step involving chemisorption or desorption

of gaseous reactants.

If oxidation-reduction is occurring

(as it may be in this study), it will probably occur even at
temperatures too low to activate diffusion.

Thus, only

surface atoms may act as donors or acceptors and a nonequilibrium concentration of defects at the surface may
result.
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B.

At high enough temperatures, the next step will

be that of diffusion of the surface defects to the solid
interior under the action of the prevailing concentration
gradient.
C.

Lastly, the random concentration of defects will

rise uniformly throughout the solid as a result of diffusion
until a level of tolerance is reached.

At this point,

defect interaction becomes more likely and defect aggregates
of widely varying properties may appear.
These three reaction stages should serve to emphasize
the importance of the sample surface in such solid-gas
processes.

It should be noted here that the measurement

of defect concentration by the tensi-volumetric method is
relatively insensitive to the possible existence of a
non-uniform concentration of defects at the sample surface.
Only if the surface concentration of defects should rise to
such a saturated point that the kinetics of exchange would
be impeded could an effect on the tensi-volumetric type
of measurement be expected.

In addition, any reaction

occurring by the solid-gas mechanism described above should
be greatly aided by the fact that the tensi-volumetric
apparatus allows the use of powdered polycrystalline samples
which implies a large surface area and shortened diffusion
times.
The principles of defect chemistry dictate that at
partial pressures of the components of a compound not
corresponding to the stoichiometri c pressures, there will
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be an equilibrium concentration of non-stoichiometric point
defects.

Consideration of the reaction stages at the

beginning of this section has given reason to believe that
the attainment of such an equilibrium concentration of
defects will be diffusion-controlled.

It is of interest to

estimate how long such an equilibration might take under
the conditions of this study.

Excessively lengthy observa-

tions would tend to be conducive to additional error.
George and Grace [29] and Walters and Grace [30], in
conductivity work on CaTi0 3 and SrTi0 3 , respectively used
small variations in the hydrogen content of a wet hydrogen
reducing atmosphere to influence the concentration of oxygen
vacancies.

It must be remembered that the nature of the

latter work is such that the equilibration of charge carrier
concentration is followed.

This process implies that

ionization of neutral vacancies has occurred.

The CaTi0 3

and SrTi0 3 samples were single crystals whereas the BaTi0 3
for this study will be a polycrystalline powder.

An

estimate of equilibration time for BaTi0 3 extrapolated from
this information on CaTi0 3 and SrTi0 3 should be a pessimistic
one and thus afford a reasonable ceiling for the time to
attain equilibrium.
George and Grace reported an equilibration time of
about 75 minutes for CaTi0 3 .

Walters and Grace reported

about 30 minutes for SrTi0 3 •

The difference was attributed
0

to the fact that the Ti-0 bond length is 1.92A in CaTi0 3
0

while it is 1.95A in SrTi0 3 as calculated from data found
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in Wyckoff [31] .

Using the same data, the Ti-0 bond
0

length is calculated to be 2.02A in cubic BaTi0 3 .

An

absolute maximum equilibration time of about 30 minutes
could then be expected.
For the sake of completeness, it is wise to characterize
the crystallographic state of a BaTi0 3 sample under the
conditions of this study.

Although DeVries [32] gives no

quantitative data, he has qualitatively observed that firing
pure BaTi0 3 under reducing conditions may lower the normal
Curie temperature of 120°C.

Glaister and Kay [33] report

that the cubic-hexagonal phase transition for pure BaTi0 3
may be lowered from 1460°C to 1325°C under reducing conditions.
More recently, Arend and Kihlborg [34] confirmed this observation and found a lowering to 1265°C.

All these studies

confirm that pure BaTi0 3 should definitely be in the cubic
phase region for temperatures of 400-900°C and reducing
conditions.

This has been verified by Panlener and

Blumenthal [19] in high temperature x-ray studies of
Ti-rich BaTi0 3 •
Until about five years ago, most of the profuse conductivity work done on BaTi0 3 was performed using single
crystals grown from potassium flouride or barium chloride
fluxes.

Such crystals invariably had a high impurity

content from the fluxing materials.

Recently, however,

Kosek and Arend [35] observed the conductivity of relatively
pure, polycrystalline BaTi0 3 over the range of temperatures
which are planned for this study, but at oxygen partial

37

pressures of 15 :mm Hg to 760 mm Hg.
conductivity.

They found p-type

Long and Blumenthal [23] found n-type

conductivity in the upper region of temperatures planned for
this study and for oxygen partial pressures of less than
about 10- 2 rom Hg.

Th e~r
. rna t

but was titanium-rich.

. 1 was a 1 so po 1ycrysta11'~ne,

er~a

None of their data, however, indicated

any effect from the titanium excess.
Extrapolating on these studies, temperatures of 4009000C and oxygen partial pressures of 10- 5 mm Hg to 1 mm Hg
might be expected to result in the observation of the p-n
transition for pure, polycrystalline BaTi0 3 •
The BaTi0 3 actually used for this study was a nearly
equiaxed, polycrystalline powder of unusually high purity
and narrow grain size distribution [36] prepared according
to a patent registered by M.P. Pechini [37].
the utmost importance.

Purity is of

The BaTi0 3 must be as nearly

stoichiometric in barium and titanium as possible so that the
observed behavior is characteristic of non-stoichiometry
induced by changes in ambient oxygen pressure.

Impurity

levels also have to be minimal since they can alter the
oxygen non-stoichiometric behavior significantly.
et al.

Arend,

[38] found, for instance, that the presence of

Fe+ 3 as an impurity in BaTi0 3 caused a much greater loss of
oxygen during reduction than would be expected for pure
BaTi0 3 •

This is presumably because the Fe+ 3 is such a ready

electron acceptor.

The effects of numerous dopants on the

oxygen non-stoichiometry have been investigated thoroughly,
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but the effects of accidental impurity inclusion have not.
At this point, this is all that can be justifiably
speculated about the behavior of a BaTi0 3 sample during this
study.

This brief consideration has, at least, given some

idea of what to expect and has also indicated that no
anomalous behavior is likely.
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VI.
A.

CALIBRATION OF THE SYSTEM

Theory
Two alternatives exist for maintaining the oxide sample

in a tensi-volumetric system at the desired elevated ternperature.

One alternative is to contain the entire function-

al volume of the system in an oven at the chosen temperature.
If this were done, the pressure change read at the capacitance
manometer would be the true pressure change resulting from
the defect concentration change in the sample.

No correction

for thermal transpiration would be necessary since the gauge
would be at the same temperature as the target gas.

Such an

approach is possible as long as the working temperatures are
tolerable by the valving in the system and the capacitive
sensor.

In this case, the maximum bake-out temperature of

the sensor is 450°C which lies below the desired range of
temperatures.

This approach is, therefore, not feasible.

The second alternative is to elevate only the temperature of the relatively small volume of the system immediately
surrounding the sample.

Fortuitously, the thermal trans-

piration conditions discussed in Section IV might be met.
Then the classical correction could be applied in the
form

where P 2 is the pressure at the elevated temperature T 2 and
P 1 is the gauge pressure at the lower temperature T 1 .
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As is pointed out in Appendix 4, the exact fulfillment
of the thermal transpiration conditions is highly unlikely.
Nevertheless, i t is obvious that some type of correction
factor will be necessary.

The work of Edmonds and Hobson

[26] gives the results of data for two limiting cases
bounding the system configuration of this study.

The ideal

thermal transpiration ratio proves to be valid for two
equisized bulbs connected by a small (20 mm) aperture with
a sharp temperature break at the aperture.

Only a small

error results when the ideal ratio is applied to data from
two equisized bulbs connected by a long (24 em) tube of 19 mm
diameter.

Therefore, the basic form of any correction factor

found in this study should not be extremely distorted from
some fractional ratio of temperatures.
Having encountered a calibration problem in dissociation
pressure work similar to the one here, Roberts and Walter
[39] consulted the literature to find a mathematical
expression that would correct for their thermal transpiration
effect.

One look at the equation they decided upon using

would convince even the skeptical that it is worth the effort
to try at least to approxima·te conditions where a correction
close to the form of the ideal ratio is valid.
There are basically two ways of calibrating a capacitance
manometer to correct for thermal transpiration effects in a
constant volume system.

Holding temperature and the number

of moles of gas in the system constant, the volume can be
changed by a small, known amount and the resulting pressure
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change monitored.

Or, holding temperature and volume

constant, the number of moles of gas in the system can be
changed by a small, predetermined amount and the resulting
pressure change monitored.

Repeating either of these pro-

cedures for a number of temperatures constitutes a calibration in terms of a temperature-depen dent correction factor.
Suetin and Volobuev [40] chose to use a change of
volume for their calibration as did Meurer [24] .

This

technique was particularly applicable to their experiments
since it not only affords a calibration, but also allows
the system volume to be found.
System volume was of no consequence to Greskovich and
Schmalzried [25] and they chose to calibrate by means
of changing the number of moles of gas in the system.

This

was accomplished by varying the oxygen partial pressure over
a sample of nickel oxide and making use of its well-characterized non-stoichiometry to compare the actual defect-associated pressures over the sample with those measured on their
capacitance manometer.

The resulting correction factor was

found to be only a function of their furnace temperature
(with gauge temperature constant) and was, therefore, a
constant for any given temperature.
The original intent in this study had also been to
use a nickel oxide calibration.

Dr. Walter Tripp (Systems

Research Laboratories) was kind enough to provide a sample
of NiO as it was used in his earlier gravimetric study [41] •
In that study was an equation which he stated would best
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describe the concentration of metal vacancies (oxygen
excess).

The equation was
I

I

[Vm ]

=

All other factors being held constant, the limited confidence in the exponential term could possibly lead to as
much as a 16% error.

Therefore, a more fundamental method

of calibrating was sought which would also involve changing
the number of moles of gas in the system.
A relatively simple method was finally decided upon.
Sample calculations showed that the admission of a volume
of air on the order of one cubic centimeter (at room ternperature and pressure) to the sample side of the system
would induce an acceptably measureable pressure differential
across the capacitive membrane.

Short lengths of small bore

glass tubing (about 5 mm diameter) were cut, sealed at one
end, and their volumes determined by filling with mercury
and weighing on an electrobalance.

Experimentation proved

that such tubes could easily be fashioned as to induce a
measured pressure change on the order of several tenths of
a millimeter of mercury upon admission of their volumes
to the system.
Certainly tnese pressure deflections are of very large
magnitude compared to the pressure changes that might be
expected to arise from a defect concentration change in a
sample.

According to Utterback [9] and the manufacturer's

data [10], the extremely good linearity of the instrument
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makes the use of such large magnitude values valid to a
maximum error of 0.5% over the range of smaller pressure
values expected.

In addition, efforts to reduce the

magnitude of the calibration pressures by using capillary
tubing showed that such small volumes were likely to be
of the same order of magnitude as discrepancies in the dead
volumes of the valves used in the calibration (as will be
discussed shortly) •
To get a mathematical feeling for the factors involved
in the calibration factor which is sought, assume that the
gas in the sample side of the system is ideal.

Then

PV = n(RT)
where P is pressure, V is the volume of the sample side, n
is the number of moles of gas in the sample side, R is the
gas constant, and T is the temperature of the sample side.
Rearranging and changing the form to correspond to the
pressure change resulting from an isothermal change in the
number of moles of gas in the constant volume system,

It has already been acknowledged that the expression for
the observed pressure change will not be so simple where
the temperature of the system is not uniform (that is, the
gauge and the . gas are at different temperatures) .

The

expression will, instead, involve some multiplicative
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correction factor arising from thermal transpiration
considerations.

The corredtion factor will probably be

only a function of furnace and gauge temperatures and
should be a constant for any fixed temperature.
Thus, the measured pressure change can be described as
t.p = C [t.n RT]

v

where t.p is the sample-induced pressure change and C is
the correction "constant" at some fixed furnace temperature.
(It is assumed that the gauge temperature is a constant since
the gauge is thermostatically heated) •

Since R and

v are

also constants, they may be combined with all the temperature dependences to write
t.p = [K(T)] b.n
where K(T) is a temperature dependent correction factor containing the gas constant R, the sample side volume V, and
some function of gauge and furnace temperatures.
The knowledge of room temperature, room pressure, and
the volumes of the prepared glass tubes mentioned earlier
makes it possible to calculate a value of t.n which results
from the admission of each tube volume to the sample side
of the system.

The resulting value of t.p can be measured

by the capacitance gauge.

The ratio t.p/t.n should yield the

value of K(T) for any fixed set of furnace and gauge ternperatures.
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The assumptions involved in this approach are twofold.
First, i t is assumed that the change in sample side volume
with the connection of the calibrated tube is negligible.
This is reasonable since the sample side volume is roughly
one liter while the average calibrated tube volume is about
half a cubic centimeter.

Secondly, it is assumed that the

gas in the calibrated glass tube will distribute itself
so as to cause a pressure change measured at the gauge which
is representati ve of the total volume of gas in the calibrated
tube.

10

Since the pressure in the system is on the order of

-6 mm Hg and the gas in the calibrated tube is at atmos-

pheric pressure, it is a good approximatio n to assume that
essentially all the gas adrnjtted from the tube distributes
itself in the functional volume of the system.

The density

gradient of this distribution will, of course, reflect
the fact that temperature is non-uniform in the system.
B.

Procedure
The actual calibration sequence proceeded as follows.

The sample and reference sides of the system were both
pumped down to about 10
Figure 4.

-6 rnrn Hg.

Refer to the schematic of

Valve A was plugged and one of the sealed and

calibrated glass tubes was inserted into valve C after
having recorded room temperature and pressure in the
proximity of the tube.

"Swagelok" fittings with teflon

front ferrules were used for these connections and pr0ved
to be ideal.
While still pumping both sides, the capacitance gauge
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was adjusted to read a zero differential pressure.

The

sides of the system were then separated first by closing
valves L and M and then valve B.

Closing the small valve

B last was found necessary because even a small difference
in the snugness of large valves L and M could effect a
differential pressure across the gauge.
The gauge was then zeroed again if necessary.

Valve

A was plugged with a solid rod in the same position that
the calibrated tube occupied in valve

c.

It was hoped that

this precaution would cancel any induced pressure differential
arising from the gas contained in the unknown dead volume of
valve

c.

Valves A and C were then opened simultaneously.

In actuality (as is discussed in the next part of this section), a difference in the sizes of the dead volumes of
valves A and C led to a small pressure differential anyway.
The bulk of the pressure difference was, however, caused by
the gas in the calibrated tube.
After the resulting pressure difference was read from
the gauge, valves L, M, and B were opened: and the system
was pumped down again.

The glass tube and the plug had to

be removed before repeating each measurement so that they
could be exposed to atmospheric pressure.

It was found that

half an hour was sufficient time for the gas in the system
to equilibrate after the admission of the calibration gas.
Pumpdown times of ten minutes after each run were sufficient
-6
to restore a gauge pressure of 10
mm Hg in the system.
{It was found later that the . gauge was reading slightly
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lower than the actual system pressure due to its position
in the vacuum system.)
Originally, six different calibration tubes were used
for each carefully controlled isotherm.

The consistency of

the results showed, however, that the use of only four tubes
for each isotherm would give adequate coverage at a great
savings in time.

c.

Results
The values of the volumes of the calibration tubes are

listed in Table I along with the equations used to find the
number of moles of gas in each as a function of room temperature and pressure.
In Appendix 5, the calculated values of K(T) are
tabulated for the range of temperatures studied.

The data

pertinent to the calculation of the K(T) values is also
included.

Table II is a condensation of Appendix 5.

Since the dead volumes of valves A and C were not
identical, the procedure described in part B above led to
an effect on the differential pressure even when both
valves were plugged with solid rods and opened to the
system.

This necessitated an indirect approach for finding

the values of

~p

reported in Appendix 5.

gas law, the differential pressure

~p

According to the

should be linear with

respect to the volumes of the calibration tubes for fixed
temperature and initial system pressure.

Experimentation

with several methods of measuring the pressure differential
induced by the dead volume discrepancy revealed a simple
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TABLE I

Calibration Tube Data
T·u he Number

Tube Volume

1

• 3210 em

2

.4346

p
6.969 X 10- 6

3

.4325

6.935 X 10- 6

.5978

p
9.586 X 10- 6

.5925

p
9.501 X 10- 6

.7175

p
X 10- 6

4
5
6

*

3

lm

5.147 X 10- 6

p

T
T
p

T
T
T

11.51

P is room pressure in millimeters of mercury.
T is room temperature in degrees Kelvin.

T

*
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TABLE II
Condensed K(T) Data
Furnace ;T t

Avg. · K(T.)*

Largest K (T) *

400°C

2.46

2.49

2.44

450

2.49

2.50

2.48

500

2.51

2.53

2.49

550

2.51

2.53

2.50

603

2.51

2.54

2.49

650

2.51

2.53

2.49

700

2.52

2.54

2.49

750

2.52

2.53

2.52

800

2.53

2.57

2.52

845

2.54

2.55

2.53

918

2.55

2.57

2.54

950

2.56

2.57

2.56

Smallest K(T)*

t

Gauge temperature is assumed constant at 49°C.

*

All values of K(T) are multiplied by 10 4
The maximum observed standard deviation in any of the

isothermal sets of K(T) data was found to be 0.01 x 10 4 .
Each average K(T) is the result of four data points.
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way to correct for it.

For each isotherm, a plot was

prepared of the observed ·flp values read on the gauge (after
admission of the calibration gas) versus the volumes of the
calibration tubes.

The resulting plots were very linear

and, when extrapolated to a zero tube volume, they yielded
values of the correction pressure at each isotherm.

These

values were consistent with the values measured directly
within the accuracy of reading the graphical values of
the extrapolation.

Large plots were prepared for this

purpose to enhance the accuracy.

The graphical correction

pressures were then subtracted from the observed values of
Llp to obtain the reported values of Llp for each isotherm.
A sample plot used to obtain the correction pressure is
included in Appendix 5.
The observed value of K(T) is seen to vary over the
range 2.44 x 10 4 to 2.56 x 10 4 with units of

m~e

•

The

effect of temperature upon the calibration factor is seen
to be very weak.

No simple temperature dependence was

found so that it is suggested that the values of K{T) be
used only on an empirical basis for the particular isotherms
of concern.
Even though the exact temperature dependence was not
found, some inkling as to the nature of the behavior of the
system at temperature may be gained from a deeper analysis.
Consider the basic equation ideally describing K(T) which
is valid in the region where the ideal postulates of thermal
transpiration are met,

K (T)
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*

= =(~l)(:~) ~

where R is the gas constant, T 1 is the gauge temperature,
V is the sample side volume, .and T 2 is the furnace ternperature.
The value of V is fixed at approximately one liter.
Using the value of V and the measured values of K(T) for
known furnace temperatures T 2 , an "effective" value of the
temperature T 1 can be back-calculated.

Ideally, this

should be the gauge temperature which'has been fixed at
49°C.
In Table III, the values of furnace, room, gauge,
and "effective" temperature are given.

Also tabulated is

an average temperature which has been calculated as a
weighted value using the fact that about 15% of the one
liter sample side volume is at furnace temperature and
the remaining 85% is near room temperature.
Although an examination of these temperatures does
not lead to any better quantification of the temperature
dependence of K(T), it may help to explain the weak
nature of this dependence.

Note that while furnace tem-

peratures span a 550°C range, the average temperatures
span only 86.8°C and the "effective" temperatures span
120°C.

This can be taken as evidence that the portion of

the system at room temperature is probably acting as a
"temperature ballast".

The volume at the relatively constant
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TABLE III
Relevant Temperatu res
Furnace T

Room T*

Gauge T

Avg. T

Effective T

400°C

25.0°C

49.0°C

81.2°C

198°C

450

29.0

49.0

92.1

213

500

25.0

49.0

96.2

227

550

25.0

49.0

104.

238

603

25.0

49.0

112.

248

650

31.0

49.0

124.

258

700

27.0

49.0

128.

267

750

26.0

49.0

136.

278

800

28.0

49.0

144.

289

845

30.0

49.0

152.

299

918

28.0

49.0

162.

312

950

30.0

49.0

168.

318

*Where room temperatu re varied over the course of an
isotherma l run, an average is reported. Variation never
~xceeded a span of 4°C.
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room temperature comprises 85% of the system volume.
This ballast effect

reduce~

the variation with furnace

temperature of the temperature to which K(T) actually
responds (approximated by the "effective" temperature) .
Thus, a weak temperature dependence of K(T) is found.
Another observation should be made about the values
of K(T).

Over the course of an isothermal calibration run,

the successive admission of volumes of atmospheric gas
caused the filling of surface adsorption sites in the
system.

This was evidenced by a differential pressure effect

which was observed when either side of the system was shut
off from the vacuum while the other was pumped.

The result

of this action was a rise in pressure in the isolated
side.

The value of the symmetrical nature of the system

was demonstrated by the fact that the pressures arising
from these surface effects in either side were equal over
any timed interval.
The more important implication of these surface effects
is that they caused the system pressure to vary over the
range 10

-6 mrn Hg to 10 -4 mm Hg as the surface sites filled.

In spite of this, no systematic variation in the values of
K(T) is observed in the isothermal calibrations.

This is

taken as evidence that K(T) is independent of system pressure.
Deliberate attempts to investigate the pressure dependence
failed to be conclusive because the method of calibration
itself broke down when system pressure was above about 10- 3
mrn Hg.

Above this pressure, too much of the gas remains in
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the glass calibration tubes after their admission to the
system (see Appendix 4).

The result was that the llp

observed above 10 -3 nun Hg was much smaller for any given
tube than at lower pressures.
In sununary, K(T) was found to follow no simple ternperature dependence, but was dependent only on temperature.
It is suggested at this time that the calibration factors
K(T) be used only as empirical factors for specific isotherms.
The method employed did not allow determinatio n of whether
or not the temperature dependence might undergo a discontinuous change at system pressures greater than 10 -3 mrn Hg
(see Appendix 4).
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VII.

ANALYSIS OF THE TENSI-VOLUMETRIC DATA

The mathematical expressions will now be developed
which should, in theory, allow interpretation of the data
available from the tensi-volumetric treatment of an oxide
sample within the system.

Throughout this discussion,

BaTi0 3 will be referred to specifically.

The reader should

keep in mind that the treatment should be equally valid
(with minor modifications) for any oxide whose oxygen
non-stoichiometry can be measureably altered by changes in
temperature and/or oxygen partial pressure.

Keep in mind

also during these developments that the measureable
quantities are the sample temperature, the absolute oxygen
pressure over the sample, and the changes in oxygen pressure
over the sample in response to gross changes of the ambient
oxygen pressure.
The goals of these measurements are twofold.

First,

the dependence of oxygen non-stoichiometry upon oxygen
partial pressure for BaTi0 3 under the conditions of this
study must be investigated.

From this, the nature of the

underlying defect structure might be found.

A plot of

absolute vacancy concentration (cation or oxygen) as a function of oxygen pressure at fixed temperature can also be
derived.
Secondly, a value for the diffusion coefficient may
be found for the species in the sample whi ch migrate t o
maintain equilibrium with the changing oxygen atmosphere.
Only a knowledge of the exact defect structure will allow
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a conclusive statement of exactly what the diffusing species
may be.
A.

Defect Pressure Dependence
The problem of defect pressure dependence in BaTi0 3

has been considered in detail by Long and Blumenthal [23,
42].

Their analyses were based on electrical conductivity

measurements but are applicable to this work since carrier
concentration is directly proportional to the defect
concentration.

Based on the results of a treatment suggested

by Kroeger and Vink [43], Long and Blumenthal found that
for the limiting cases of oxygen surplus and deficit

(1)

where cr is the conductivity, P
is the oxygen partial
02
pressure and x is dependent on the type of underlying defect.
Values for x taken from Long and Blumenthal [23] are presented in Table IV along with their corresponding defect
types.

In reality, the point defect structure of BaTi0 3

proved to be more complex than these limiting cases and
a further analysis was necessary (Long and Blumenthal [42]).
A

method for obtaining the pressure dependence of defect

concentration from the tensi-volumetric data must now be
found.

Recall that, in Section VI, a calibration factor

had been derived such that

~p

= K(T)

~n
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TABLE IV

Defect Pressure Dependences in BaTi0 3

x in a

ex:

Px
02

Defect Type

-0.166

v·.

-0.250

v·0

+0.374

v'Ba'

+0.500

V'
Ba

+0.250

VI

I

+0.300

V

I

+0.374

VI

+0.500

0

I

Ti
I

Ti
I

Ti

I

I
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or,
lm

=

m-r =
6.

K I (T) 6p

(2)

where 6n is the defect-associated change in the number of
moles of oxygen over the sample, 6p is the defect-associated
change in pressure, and K' (T) is a temperature dependent
calibration factor (the inverse of K(T)).
For oxygen non-stoichiometric barium titanate, BaTiOJ±o'
changes in the parameter 6

{call them 66) can be related

to changes in 6n by
66 = 26n M = 2K' (T)6p M
m

{3)

m

where M is the molecular weight of stoichiometric BaTi0 3 and
m is the mass of the sample.

The factor of two arises since

lattice oxygen is atomic while pressure measurements are
made on the diatomic species.

The quantity 6n represents

the defect-associated change in oxygen concentration in the
sample.

M

The quantity m represents the number of moles of

BaTi0 3 present.

The use of the value of M for stoichiometric

BaTi0 3 and the treatment of m as a constant both involve
the assumption that 6 is negligibly small.
The thermogravimetric analogy discussed in Section III
will now be used for further development.
ment set forth by Tripp, et al.

Parts of a treat-

[44] for use with a thermo-

microbalance will be modified for use with the tensi-volumetric
technique.
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First, the non-stoichiometric defect concentration
can be related to the parameter

[defect] =

o

by

o~

(4)

where [defect] represents the mole concentration (moles)
3
em
of some atomic defect in a notation according to Kroeger
[45], p is the density, and M is the molecular weight of
BaTi0 3 •

To remain as general as possible, the exact nature

of the defect need not be specified at this time.
Using equation (1) and the fact that a is also proportional to defect concentration as given by equation (4),
it can be stated that

(5)

[defect]

where P

is the oxygen partial pressure, x is an exponent
02
taking on positive and negative real values in accord with

the defect structure, and C(x) is a constant for any fixed
value of x.
Comparing equations (4) and (5) ,

iE. = C(X)

M

or,

0

C (x)
=M
p

Px

02

Px

02

= C' (x} Px

02

(6)
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where C 1 (x) is a new constant.
Now, differentiating equation (6) with respect to p

,

02

= X C 1 (X) p x-1

(7)

02

and taking logarithms

deS

log~=

(x-1) log P

02

02

+ constant.

Thus, over any range of pressure where x is

~

(8)

constant

(as is temperature), the defect concentration pressure
dependence could be found from the slope of a plot of

do
log dP

02

vs. log P

However, these quantities cannot

02

be plotted because of the unknown nature of the

o

deS

curve necessary to obtain values of ~
02
this difficulty, let

o
where

o0

=

o0

+ del

To get around

o

(9)

is the initial non-stoichiometry parameter at some

arbitrary reference value of P

and del cS is the increo2
mental change in the defect parameter added to o0 for
successive values of P
the reference P

02
is a function of P

02

moving unidirectionally away from

Note that

02
diS

o0

is a constant while del

cS

Thus,

= d(del

o)

(10)
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and, since 8 and del 8 are both functions of p

=

02

d (del o)

dP

(11)

02

Equation (11) states that the values

do
ap--

which are

02

needed to plot equation (8) could be found from the slope
of a del

o

vs. P

02

plot.

According to the definition of

terms {see equation (9)), d(del o) is identical to the
readily measureable quantity
For small enough changes in P
be approximated by

~P

02

~o

defined by equation (3) •
over the sample, dP

02

02

can

and

{12)

Combining equations (8),

do

~

log ""~'d=po2

(11), and (12),

(x-1) log P

It is seen that a plot of log

~~

02

+ constant.

vs. log P

02

02

{13)

will yield

the value of x from the slope and thus reveal the pressure
dependence of the defect concentration as well as yielding
information about the underlying defect structure.
It is with equation (13) that a distinct advantage is
realized over the microbalance techniques.
of Tripp, et al.

The treatment

[44] which was followed involves a few

more steps and a more indirect approach because of an inability to use the dP 0

2

= ~P 02

approximation (that is revealed
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in another reference [46]).
Some difficulty may arise, however, in the use of
equation (13) to determine conclusively the value of the
exponent x.

Since the quantity (x-1) is the actual visible

slope of the plot, the reader will note that all the exponents
of Table IV will yield an apparent negative slope on the log
b. a
t:,p 0

2

vs. log p

graph.

02

Small changes in the absolute value

of the slope of a log-log plot are always difficult to detect,
but in this instance information from the (x-1) slope term
could even be misleading in regard to the sign of the actual
exponent x.

This could mask the p-n transition.

As a supplementa ry step in determining the value and
sign of x, i t is recommended that an adaptation of the method
of Dunwald and Wagner [47] also be applied.

The development

of this method is parallel to that described above up to
equation (7).

At this point, Dunwald and Wagner simplify

by a multiplicati on of both sides of equation (7) by P

02

obtaining
P

...,.d..,..o_ = xC' (x) P X

o 2 dP

(14)

02

02

or more simply

do

~-----

dlog P 0

2

=

xC' (x)P

x

(15)

o2

This eliminate s the use o f the ambiguous
do
An approximatio n is then made that diog
P

(x- 1) t e rm.
b.

02

a

so
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that
(16)

and
~J.c

~

log l'llog P

x log P

02

02

+ constant.

(17)

The exponent x may thus be found unambiguously from a
plot of log l'llog Po

vs. log P02

The term /J.log P

02
be recognized as th~ change in the logarithms of the
pressures over the sample which induce the observed

should

IJ.c.

This method should assure a readily visible sign change in
slope with a sign change in x.
B.

Absolute Defect Concentration
Having found the pressure dependence by the above pro-

cedure, the next step should be to try to infer from this
data a plot of absolute defect concentration as a function
of oxygen partial pressure.

Realize that any such inference

is only an extension of Part A above and is thus only valid
over a range where the exponent x is a constant.
Some workers arrive at an absolute concentration plot
by assuming that a perfectly stoichiometric compound exists
at some reference P

value, P 0 . Meurer [24] used this
02
method in his tensi-volumetric approach as did Panlener and
Blumenthal [19] in their thermogravimetric work.
changes which are then made in the P

02

All

over the sample are
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made relative to this single reference, P 0 •

Even though the

stoichiomet ric reference point, P 0 , is usually chosen with
some good reason in mind, it is still a dubious practice.
In addition, the particular design of the apparatus used
in this study made it much easier to make each change in
P

over the sample relative not to a common reference, but
02
to the immediately preceeding P
value resulting from the
02
prior change in P . For these reasons, this apparatus
02
is more compatible with the determinatio n of absolute
defect concentratio ns according to methods described by
Greskovich and Schmalzried [25] or by Vest, et al. [46].
The method of Greskovich and Schmalzried involves an
iterative curve fitting technique based on assumptions of
the value of
x, for

o

~ Px

o0

in equation (9).
can be found.

The pressure dependence,

A plot of

o vs. PX

02
a straight line according to equation (6).

assumptions are made for the value of

o0 •

should be
02
Successive

The correct

value is that which allows the best linear fit when the
incremental values

~o

are added to

their correspondin g intervals ~P

02

o0

sequentially for

in a plot of

o vs.

Px

02

The method of Vest involves a knowledge of the p-n
transition point of the sample.

In Section V, i t was

predicted that this study may span the transition region
so that the method is especially attractive in this case.
If the pressure dependence plots reveal a change of sign

o

~ Px , it is simply assumed that
02
the sample is stoichiomet ric (o = 0) at that value of

of the exponent x in
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P0

for which the transition occurs.

The plotting of

2
6 vs. Px

is then greatly simplified since, in effect,
02
a reasonable value for 8 0 has been found.
C.

Diffusion Coefficient
As outlined at the beginning of this section, the

next task should be to describe a means by which a diffusion
coefficient for the predominant defect species may be
determined.

Such a procedure will, of necessity, involve

the concept that the equilibration of samples under a
changing oxygen atmosphere is diffusion-controlled.

The

change in pressure with time over a sample during equilibration can be used to obtain the variation in sample
defect concentration with time.

It is this piece of infer-

mation around which a means for calculating the diffusion
coefficient will be developed.
It was mentioned near the end of Section V that the
BaTi0 3 which has been prepared for this study is a polycrystalline powder of nearly equiaxed grains with a very
narrow size distribution.

This set of properties allows

the grains to be treated as spheres and characterized by
some average "diameter" with little error.

A reasonable
0

0

estimate of the grain size of this material is 800 A ( ±200 A)
[361 based on a knowledge of its method of preparation and
thermal history.
Assuming spherical grains and a uniform concentration
of non-stoichiometric defects throughout, the following
equation from Jest [48] should relate defect concentration in
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the sample to time and to the diffusion coefficient at
constant temperature.
c-cf

(18)

ci-cf

The quantity

c

is the average concentration at some time

t, ci is the initial concentration, cf is the final concentration, D is the diffusion coefficient and r 0 is the
radius of the "spherical" grains.

The equation is valid

for the general boundary conditions of c
0 < r < r

0

at t

=

0 and c

=

cf

~

0 for r

= c.l.
= r0

~

0 for

at t > 0.

In terms of quantities which are measureable with
the tensi-volumetric apparatus, the concentrations of
equation (18) may be equally well expressed as defect
concentrations in the sample or oxygen concentrations over
the sample.
Having made this conceptual shift, a look at equation
(5) indicates that defect concentration is directly proportional to px so that equation (18) may just as well
02
be written

~

6 exp [ -7Tr2D2~
TI2

l

(19)

0

where P is the average absolute oxygen pressure over the
sample at some time t, Pi is the initial pressure, and Pf
is the final pressure.

The equation is, once again, only

valid over ranges where x is constant and for constant

.....
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temperature.
A plot of ilp vs. t is already available from monitoring the equilibratio n of the sample.

It is a simple

matter to measure the initial and final absolute oxygen
pressures over the sample and convert the ilp vs. t plot to
a P

02

vs. t plot.

The values P will then be taken from

the ordinate for various abscissal values of time t between
t

=

ti and t

=

tf where equilibrium is attained.

Assuming

a parabolic rate law to hold, the situation may be depicted
by Figure 8.

The diffusion coefficient may be found from

the slope of a plot of

ln

D.

P.x.-Px
f

P~-P~

vs. t.

Incorporatio n of Conductivity Data
It was mentioned briefly in Section III that electrical

conductivity data could be used profitably to extend the
tensi-volum etric analysis.

The object of such an extension

is the determinatio n of charge carrier mobility.

The lack

of sufficient conductivity data for barium titanate as
prepared for this study at temperatures below about 1000°C
precludes the use of this extended technique here.
reader is referred to Tripp, et al.

The

[44] for a discussion

of the method which can be applied to tensi-volum etric data
almost without modification were it is appropriate.
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Critical Values in Diffusion Coefficient Measurement
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VIII.
A.

EXPERIMENTAL PROCEDURES

Preparation of the BaTi0 3
The BaTi0 3 powder was prepared according to a method

patented by Pechini [37].

Mixing of the components of the

compound is achieved on an intimate scale in the liquid
state.
Titanium is used in the form of the soluble ester
tetraisopropyltitanate.

This reagent, however, hydrolizes

easily and is better used in the form of the water-soluble,
bidentate chelate formed by mixing the tetraisopropyltitanate (TPT), citric acid, and ethylene glycol.
of Baco 3 may be made to this acidic solution.

Additions

The resulting

liquid is evaporated to dryness and the resin intermediate
which remains is calcined above about 700°C to obtain a
BaTi0 3 powder of extreme purity (in excess of 99.9% pure
[36]} .
For the purposes of this study, a chelate solution was
prepared from commercially available TPT (Dupont) , Fisher
reagent grade citric acid (A-104, lot 785663), and Fisher
reagent grade ethylene glycol (E-178, lot 713908).

The

solution was then analyzed for its equivalent concentration
of Ti0 2 •

To a known volume of this solution of known

concentration, the properly calculated amount of Baco 3
(Johnson Matthey, lot s.7254} was weighed and added.

All

analytical weighing was performed on a Sartorius electrobalance.

Weighing and mixing were done under conditions of

extreme care and cleanliness.

The solution was then covered
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and evaporated to dryness under a hood.

The remaining

resin was converted to BaTi0 3 by heating at 700°C for
two hours.

To assure the removal of volatile impurities

at temperatures as high as those to be used in the study,
the BaTi0 3 powder was heated at 1000°C in air for an
additional twelve hours.
This procedure yielded an adequate sample of white,
free-flowing, barium titanate powder.

A portion of the

powder was x-rayed and found to contain only the BaTi0 3
phase of the Ba0-Ti0 2 system.

Under the given conditions

of heat treatment, the best estimate of the grain size of
0

0

the material is BOO A(± 200 A)
B.

[36].

Choice of the Final Procedures
As the apparatus has been described thus far, there

has been no provision for an independent measure of absolute
pressure in the system.

To obtain as accurate a measure

of absolute pressure as possible, it was proposed that
the capacitance manometer be used for this purpose.

The

range of this instrument is limited to a maximum of 1 mm
Hg system pressure when used in an absolute mode.

This

explains the tentative choice of working pressures of
about 10 -5 mm Hg up to about 1 mm Hg for this study.
The problem with this type of absolute pressure measurement is that one side of the capacitance gauge must be
pumped to at least 10 -6 mm Hg for an absolute reading to
be taken.-

The present vacuum system rarely pumps better

than 10- 5 nun Hg even after lengthy pumpdowns.

Worse yet,
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and evaporated to dryness under a hood.

The remaining

resin was converted to BaTi0 3 by heating at 700°C for
two hours.

To assure the removal of volatile impurities

at temperatures as high as those to be used in the study,
the BaTi0 3 powder was heated at 1000°C in air for an
additional twelve hours.
This procedure yielded an adequate sample of white,
free-flowing, barium titanate powder.

A portion of the

powder was x-rayed and found to contain only the BaTi0 3
Under the given conditions

phase of the Ba0-Ti0 2 system.

of heat treatment, the best estimate of the grain size of
0

0

the material is 800 A (± 200 A)
B.

[36].

Choice of the Final Procedures
As the apparatus has been described thus far, there

has been no provision for an independent measure of absolute
pressure in the system.

To obtain as accurate a measure

of absolute pressure as possible, it was proposed that
The

the capacitance manometer be used for this purpose.

range of this instrument is limited to a maximum of 1 mm
Hg system pressure when used in an absolute mode.

This

explains the tentative choice of working pressures of

-5 mm Hg up to about 1 mm Hg for this study.
about 10
The problem with this type of absolute pressure measurement is that one side of the capacitance gauge must be

-6 mm Hg for an absolute reading to
pumped to at least 10
be taken..

The present vacuum system rarely pumps better

than 10- 5 mm Hg even after lengthy pumpdowns.

Worse yet,
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the pumping of one side of the system makes the system
susceptible to adverse differential pressure effects caused
by assymmetrical pumping over the internal surfaces of each
side of the apparatus.
An attempt was made to devise several methods by which
the absolute pressure could be measured with the capacitance
gauge without inducing assymmetrical surface effects.

All

these methods involved a lengthy equilibration (in hopes
of

11

healing

11

the assymmetry of the pumping} .

The events

occurring during the equilibration proved to affect the
stability of the system even more intolerably.
Fortunately,·preliminary results of actual measurements on BaTi0 3 showed that the induced pressure change
over the sample,

~p,

would be large enough in most cases

to swamp any surface-associated pressure effects.
In an attempt to further escape some of the problems
of pressure measurement, the upper range of pressures used
in the study was extended from 1 rom Hg to about 740 mm Hg
(atmospheric pressure}.

This permitted the addition of a

mercury u-tube manometer to the system for the independent
determination of absolute pressures.

The manometer was

connected to the system through valve C of Figure 4.
open, it contributed a volume of only about 50 em
system.

3

When

to the

However, since the manometer was carefully back-

filled with oxygen and since valve C was never left open
during an actual sample equilibration, no adverse effects
were found to result from the addition of the manometer.
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The liquid manometer, in spite of its relative inaccuracy, allowed the measurement of absolute pressure
independentl y of the capacitance gauge and thus permitted
symmetrical treatment of the sample and reference sides of
the apparatus at pressures above 1 mm Hg.

Thus, the data

could be expected to be slightly better in this region.
There was one major disadvantage to be found with the
use of the system at pressures in excess of 1 mm Hg.

The

behavior of the capacitance gauge proved to be very erratic
even in the differential mode at pressures in excess of
1 mm Hg.

As a result, the step changes in the oxygen

pressure in the system could be established from any
initial pressure P 1 , but they all necessarily terminated
at a final pressure P 2 near 1 mm Hg (actually 3-5 mm Hg
was found sufficient).

Some of the pressure steps

~P

02
will then be considerably larger for the high pressure
region than for the low pressure region where they may be
held to an order of magnitude or less.

Such large

~P

02

will violate the assumption in equation (12) that dP

02
Wagner's assumption in equation (16) that dlog P

can be approximated by
vulnerable to error.

~log

P

02

should be slightly less

02
Thus, the treatment of Wagner [49]

could be expected to yield more reliable results in the
higher pressure region in this particular study.
Bearing in mind the fact that there must be slight
differences in technique above and below 1 mm Hg, the final
procedures may be described as used.

In this description
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and throughout the remainder of the paper, P 1 will refer
to the initial pressure of oxygen over the sample and P 2
to the final pressure.

The reader is referred to Figure

4 wherever specific components of the system are mentioned.
The general procedure used to collect data for the
vacancy concentration pressure dependence plots (Section
VII, Part A) was as follows:

i)

From a system pressure of about 10 -5 mm Hg, an

oxygen pressure P 1 of one atmosphere was established in
both the sample and reference sides of the system by the
admission of pure oxygen through valve T.

This step was

performed with valves L, M, B, and C open and with valve
N closed.

The oxygen admitted to the system was passed

through a delivery system consisting of a liquid nitrogen
cold trap followed by tubes of "Ascarite" and activated
alumina.
ii)

Pressure was monitored with the mercury manometer.
Valve C was then closed and the sample was allowed

to equilibrate.

After this equilibration was complete,

valve C was opened and the exact initial pressure P 1 was
recorded as read from the liquid manometer.
iii)

At this time, the capacitance gauge was zeroed

since no differential pressure was present.

Valve N was

then opened a small amount and the system pressure was
monitored with the liquid manometer through a pressure drop
down to a pressure P 2 of 1-5 mm Hg.
iv)

As soon as the pressure P 2 was reached, it was read

from the liquid manometer and recorded and valves N and
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C were closed.

Then valves L and M were closed quickly

followed by valve B.

Any pressure change P 1 to P 2 could

be effected in 60 seconds maximum.

The ensuing equilibra-

tion of the sample was monitored with a strip chart
recorder.

It was important that valve B be closed after

valves L and M at these high pressures.

If this were not

done, any difference in snugness of L and M could induce
a considerable differential pressure across the manometer.
v)

After the equilibration of the sample, valves L

and N were opened and the reference side was pumped to
about 10-S mm Hg as if in preparation for an absolute pressure measurement.

A ten minute pumping time was found to

be sufficient to stabilize the absolute readings at lower
pressures so this time was adhered to in this step as a
matter of consistency.

The pressure in the sample side

was then read with the liquid manometer by opening and
closing valve C.
P1 .

This was taken as a new initial pressure

Then the pressure was adjusted to a new. value of P 2

(between 0.1 and 1.0 mm Hg) by bleeding oxygen through
valve B very carefully until the pressure on the sample
side came into the range of the capacitance gauge.

The

pressure P 2 was read from the capacitance gauge, valve L
was closed, valve B was closed, and the equilibration of
the sample was monitored visually using the digital readout
of the capacitance gauge.

This visual step was necessary

since the initial pressure in the sample side was large
enough that the small Ap induced by sample equilibration

75

could not be followed accurately with a recorder.

Abso-

lute pressures in the sample side were small enough for all
subsequent steps that the recorder could be used.
vi)

After the equilibratio n of the sample, valves L

and N were again opened.

The new value of P 1 was read

directly from the capacitance gauge for this and all following pressure steps after about ten minutes of pumping.
The value of P 2 was adjusted just as in (v) above.
the following steps were essentially the same.

All

The accuracy

of the gauge allowed a movement to a minimum P 2 value in
the range of 0.0001 to 0.0010 mm Hg.
This general procedure was fairly straightforw ard.

The

only mentionable complication was that P 2 values had to
be corrected to include the

~p

induced from the sample
when P 2 was below about 5 x 10 -3 mm Hg. This was necessitated because the
of magnitude.

~p

was found to be on this same order

The actual final pressure over the sample

at such low absolute pressures is, properly, the sum
~p

+ P 2 and is recorded as such in all subsequent data

tabulations.
In several regions of pressure, an adequate number of
data points were not obtained by the standard procedure.
Such points were filled in independentl y by establishing
the proper pl and P 2 values and taking care to be consistent in the pumping and equilibratio n times allowed.
The procedure used for the determinatio n of a diffusion
coefficient was similar to the general procedure above.
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For reasons which will be discussed, it was found that
a much more clearly defined equilibration resulted when
the diffusion data run was made at pressures above 1 mm Hg.
A pressure step from 718 to 5 mm Hg was eventually used.
This was accomplished by exactly the same procedure explained in items (i) through (iv) above.
A furnace temperature of 900°C was used for the
collection of both the pressure dependence and the diffusion
coefficient data.

This furnace temperature never varied

more than ± 3.0°C.

Room temperature was constant to

within ± 1.0°C over the course of any equilibration.
Gauge temperature was never seen to vary from its control
point of 49.0°C.
The furnace temperature of 900°C should assure a
maximum measureable vacancy-associated pressure change
within the temperature capabilities of the system (400°9000C).

This temperature is also at the lower limit of the

temperatures at which other workers have been able to study
non-stoichiometry-related phenomena.

Significant data at

this temperature would speak highly of the capabilities of
the system.
C.

The Inert Sample
Before an actual BaTi0 3 sample was placed into the

apparatus, it was thought wise to run a

11

blank

11

,

a sample

with essentially no band of stoichiometric variation.
It would be expected that any bp over such a sample induced
by a change in absolute pressure would be associated solely
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with a sample or system surface phenomenon.
oxide was chosen as the inert material.

Aluminum

The use of alumina

in trial runs of the procedures described in Part B above
will assure that surface effects will not have any otherwise unknown consequences on later measurements.
A 10 gram sample of Fisher Al 2 o3 (A-591) was heated
at 1300°C for 12 hours to drive off any volatile impurities.
The powder was then reweighed and poured carefully into
the cleaned and dried sample tube of the apparatus.
container was used.

No

The tube was shaken to distribute the

powder evenly along the most uniform hot zone of the furnace.

Then the sample tube was reattached to the system

and the alumina was baked at 900°C and pumped at 10- 5 mm
Hg for another 12 hours.

The procedures discussed above

were then applied at 900°C.

In order to gain a bit more

insight, the same procedures were also applied at 450°C.
The results of these experiments are discussed in Section

IX.
D.

The BaTi0 3 Sample
After calibration and study of the inert sample, a

13.8511 gram sample of the BaTi0 3 powder discussed in Part
A above was poured into the cleaned and dried sample tube
of the system.

Care was taken to distribute the powder

evenly along the most uniform hot zone of the furnace.
After the sample tube was affixed to the system, the BaTi0 3
was baked at 900°C and 10 -5 mrn Hg vacuum for 12 hours to
assure a clean, well-reduced powder.

The procedures of
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Part B above were then applied at 900°C.

The results of

these experiments are discussed in Section IX.
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IX.
A.

RESULTS AND DISCUSSION

Inert Al 2 o3 Sample
Selected data from the application of the standard

procedures to alumina are presented in Table

v.

These

data were not collected from one experimental run, but are,
instead, a tabulation of the maximum effects observed for
each pressure step over several runs.
values of

It is these maximum

induced from sample or system surface desorp-

~p

tion phenomena which are cause for concern.

The equili-

bration times required for the pressures over the sample
to stabilize are also included in Table V.

The alarming

fact is that the surface effects seem to be of the same
magnitude as the predicted vacancy-asso ciated pressure
changes (see Appendix 2) .
As one might expect, the larger the step change
in absolute pressure over the sample, the larger
the resulting
to hold the

~p.

~p 0

where possible.

This serves as an additional stimulus
values to an order of magnitude or less

2

That the surface effects are intensified

by assymrnetric al pumping of the sample and reference
sides of the system was shown qualitativel y when it was
observed that the sign of the induced

~p

could be reversed

(though of slightly smaller magnitude) by pumping on the
sample side longer than the reference side rather than the
reverse (as would be done in an absolute pressure measurement during an experimental run) .

Another interesting
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TABLE V
Surface Effects With Inert Sample
Pl rran

b.p rnm

P2 nun

Equilib ration Time

740.0

4.0

1.6

X

10- 3

55 minutes

567.0

3.0

1.1

X

10- 3

65 minutes

344.0

3.0

1.0

X

lo- 3

60 minutes

104.0

4.0

0.6

X

10- 3

50 minutes

0.1028

0.0103

0.4

X

10- 3

70 minutes

0.0273

0.0021

0.3

X

10- 3

90 minutes

P1

= initial

P2

=

pressur e

final pressur e

b.p = pressur e rise induced over the sample
Note that the first step in pressur e, 740 to 4 rnrn Hg correspond s to the approxim ate pressur e step used for the
collect ion of diffusio n coeffic ient data.
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qualitati ve observati on was that the surface effects were
essential ly the same at 450°C as they were at 900°C.

This

suggests that the surface effects observed are dominated
by the system surface at the relativel y constant temperatu re
outside the furnace.
It seems as though a considera ble number of qualitative observati ons about these surface effects are being
made.

However, the most striking thing was that their

magnitude s and equilibra tion times were closely tied to
procedure .

Such behavior eliminate s any element of

practica lity from the thought of a quantific ation or
calibrati on of the surface effects.

The best course of

action seemed to be to adopt an optimum procedure which
minimized the surface disturban ce, to be consisten t in
the applicati on of that procedure , and to hope that any
residual effects could be justifiab ly neglected .
The procedure s which were described in Section VIII,
Part B have been optimized with the surface effects in mind.
A number of alternate procedure s designed to eliminate the
surface effect proved to be highly impractic al.

All such

procedure s were minor variation s of a procedure which was
developed to eliminate the assyrnmetr y of pumping during the
measurem ent of absolute pressure with the capacitan ce
gauge.

The basic element of these procedure s was to measure

the initial pressure P 1 with the reference side of the
system at high vacuum; to separate the reference side from
vacuum; to interconn ect the sample and reference sides and
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allow a long equilibrium; and to use a value calculated as
one half the original value of P 1 measured above as the
actual P 1 over the sample.

The final pressure P 2 could

be established and then measured after equilibratio n of
the sample.

Such procedures failed because the

~p

induced

by the halving of P 1 became significantl y large at some
pressures.
As was mentioned briefly in the previous section,
the first results of the BaTi0 3 measurements showed that the
~p

induced over BaTi0 3 associated with a change in oxygen

stoichiometr y were large enough that the surface effects
could be neglected.

The surface effects are still some-

thing to be reckoned with and their influence will be
encountered again shortly.
At this point, the skeptical might postulate that the
large pressure effects noted with BaTi0 3 may merely be
sample surface effects of a larger magnitude than the sample
and/or system surface effects noted with Al 2 o3 •

A detailed

examination of the BaTi0 3 behavior over the entire spectrum
of p

02

values studied will make such a suggestion highly

unlikely.
B.

BaTi0 3 Sample
The raw data resulting from the application of the

defect concentratio n pressure dependence procedures are
reported in Appendices 6 and 7.

The reason for the separa-

tion of this data into two distinct units will become
apparent shortly.

A total of three complete runs from high
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pressure to low were made.

The remainder of the data points

were filled in independently as needed.
of the

~o

The reproducibility

values can be seen to be quite good for nearly

equivalent steps in pressure.
It is at this point that a phenomenon which is believed
to be explained by system surface effects may be mentioned.
The reader is referred to Table V to note again the approximate times for equilibration of the surface-induced pressures.

It was found empirically that the equilibration

times for BaTi0 3 varied from 10 to 15 minutes for pressure
changes of

i

to 1 } orders of magnitude.

This agrees well

with the maximum time predicted in Section V of 30 minutes.
These equilibration times were determined for step changes
in pressure above 1 mm Hg.

Little error should be intro-

duced in the measurements due to the time required to
effect the step change in pressure over the sample.

This

time never exceeded 60 seconds and can be neglected in
relation to the equilibration times.

In this pressure

region, the points of equilibrium were very clear as in
panel (a) of Figure 9.
equilibrium where

~p

Below 1 mm Hg, the exact points of

leveled with time became less and less

discernible with decreasing pressure.

Below about 0.0100 mm

Hg, the equilibrium point was completely masked.
There is no reason to believe that the equilibration
time should change markedly for BaTi0 3 at lowe r pre ssures.
This behavior is taken as evidence that the assymmetrical
pumping below 1 mm Hg increases susceptibility to surface-
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induced disturbances whereas this is not encountered at
higher pressures where pumping is symmetrical.

The masking

of the low pressure equilibria can be explained by the
superposition of panels (b) and (c) of Figure 9.

The much

longer equilibration time of the surface effect masks the
BaTi0 3 equilibrium point.

For experimental runs 22, 23, 24

and 25 of Appendix 7, the equilibrium points had to be
estimated using the strip chart recording and an equilibration time extrapolated from known times at higher pressures.
These data points also had to have their P 2 values corrected
to include

~p

as discussed earlier.

The two methods of analysis discussed in Section VII,
Part A were both applied to the raw data of Appendices
6 and 7.

The two resulting plots are depicted in Figures

10 and 11.
where

Figure 10 is a plot of log

~0

~

vs. log Pavg

02

is the average absolute pressure of oxygen over
avg
the sample during a step from initial pressure P 1 to final
p

pressure P 2 •
log P

Figure 11 is a plot of log

~A~lo-~g-6 ~P~- vs.
02

avg
As can be seen in Figure 10, it is difficult to

ascertain if the change in slope is due to a change in
defect structure.

In a log-log plot, a change in slope

of this nature is too subtle to allow a firm conclusion
to be drawn.
Figure 11, on the other hand, clearly shows a change
in slope from negative to positive with increasing P avg
in the re. gion where P avg = 1 mm Hg. According to equation
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(17), this slope change conclusively indicates the change

corresponds to the p

P~ •

This change in sign
2
(x positive) to n (x negative) transi-

of sign of the exponent x in 6

tion point predicted in Section

oc

v.

The value of the plot in Figure 11 is readily apparent.
Knowing conclusively that a change in slope does occur,
provides the insight to treat the data used for Figure 10
as two separate units.

The data for each side of the

transition in Figure 11 should also be treated separately
since each side of the transition corresponds to a different
type of defect.

The results of a least squares analysis
The

for both Figures 10 and 11 are presented in Table VI.

"slope" values reported for Figure 10 are not the actual
graphical slopes which correspond to (x-1), but are,
instead the values of x.
For the purposes of this slope analysis, the data lent
itself well to the assumption that the transition from p
to n type behavior occurred at P avg

~

1 mm Hg.

This agrees

favorably with the transition point reported by Long and
Blumenthal [23] which is calculated to be at about 2-3 mm
Hg when interpolated between the 807°C and 1016°C temperatures of their study.
According to Table VI, the validity of the dP

~

~P

02
02
assumption does break down at higher pressures to a greater
• This was anticipated
~ ~log P
02
02
and is evidenced by thegreater standard deviation of the
e xtent than does dlog P

slope value for the p side of Figure 10 as opposed to
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TABLE VI

Slope Data

Figure

p Side Slope

Standard
Deviation

n Side
Slope

Standard
Deviation

10

+0.678

0.315

-0.598

0.026

11

+0.623

0.262

-0.665

0.083

90
Figure 11.

The reader is cautioned at this time to recall,

however, that these assumptio ns do not break down simply
because the absolute pressure is greater than 1 mm Hg.
The problem is associate d with the fact that the current
apparatus is limited to the use of large (greater than
order of magnitude ) step changes in absolute pressures
above 1 mm Hg.
This point is supported by the fact that both methods
of analysis yielded standard deviation s of very acceptabl e
magnitude s in the region of oxygen pressures below 1 mm Hg.
The dP

02

~

~P

02

approxim ation seems to have been upheld

slightly better than the dlog P

02

~

~log

P

02

approxim ation.

It would be hazardous to make a conclusiv e decision
about the defect structure of BaTi0 3 under the condition s
of this study based on such a small amount of data.

The

reader has probably noticed that the exponent x which has
been found does not match any of the exponents of Table
IV exactly.

This is not alarming since such a match

would likely be only extremely fortuitou s.
The standard deviation s of the p side slopes of both
Figures 10 and 11 are so large that any of the positive
slopes of Table IV could be matched with the exception s
of the +0.250 and +0.300 values.

A very likely defect

structure could result from the defect reaction involving
un-ionize d barium and titanium vacancies .

According to

the Kroeger-V ink treatment [43], this reaction may be
written using the notation of Kroeger [45] as:
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where the activity of lattice oxygen has been assumed equal
to unity and the activities of barium and titanium vacancies
have been assumed equal to the molar concentration.
According to this reaction, o in BaTiOJ±o refers to
cation vacancies and is related to oxygen partial pressure
by

o

ex

[V

Ba

]

ex

p3/4
o2
Considering the standard

so that the exponent x is 0.750.

deviations of the p side slopes, this is also a valid
exponent although no more conclusive than those values in
Table IV.

The formula for non-stoichiometric barium

titanate may be written as Ba1 _ 0Ti 1 _ 6 o3 in the p region.
On the n sides of Figures 10 and 11, the results are
more conclusive.

The low standard deviations of both the

slopes allow a more plausible correlation with the presence
of un-ionized oxygen vacancies.
reaction is ( [43],

The equation for this

[45]):

1
= ~2(g) +

vo
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where lattice oxygen has again been assumed to have unit
activity and oxygen vacancies have been assumed to have
activity equal to molar concentration.
The

o of

BaTi0 3 ±o now refers to oxygen vacancies

and is related to oxygen partial pressure by

so that the exponent x is -0.500.

This is a good fit to

the slopes of the n region where the formula for barium
titanate may be written as BaTi0 3 _ 0 •
In looking at the defect concentration pressure dependency data of Appendices 6 and 7, the reader will notice
that all step changes in absolute pressure over the sample
were made in a reducing direction; that is, from higher
to lower pressures.

This choice was due solely to the

fact that the apparatus was difficult to use for steps in
the opposite direction, equilibration time was lengthened,
the equilibrium points were masked to a greater extent,
and the range of the capacitance gauge prevented pressure
steps in an upward direction above 1 mm Hg system pressure.
Trial changes in pressure which were made in an oxidation
direction below 1 mm Hg did show qualitatively, however,
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that the reaction was reversible.

The two data points

recorded quantitatively corresponded to pressure steps
from .0257 rmn Hg to .2271 nun Hg and from .0362 rnm Hg to

.4434 mm Hg.

The corresponding 6p values were -1.31 x 10- 3

'
1y.
rnm Hg an d - 1 • 47 .x 10- 3 ~
u~" Hg respec t 1ve

Th ese va 1 ues

correlate reasonably with the reducing pressure steps of
runs number 20 and 17 respectively.
The parameter
concentration.

a measure of the absolute vacancy

To obtain a plot of 8 as a function of

oxygen pressure P
be known.

o is

02

over the sample, the values of 8 must

Only values of 68 have been measured; changes

in o between two oxygen pressures.

However, by equation

{9), 8 can be related to 68 by

o = o 0 + del 8

where del o can be found either of two ways.
First, if all measurements of 68 are made for absolute
pressure changes of varying size but with either the final
th
or the initial pressures all the same, then for the n-- step
relative to this constant reference pressure (del 8)
(~o)n.

Second, if each

~o

n

=

is measured for perfectly

sequential step changes in absolute pressure (that is, P 2
for one step becomes P 1 for the next step), the the nth del

o

relative to an arbitrary reference P 1 is given by
n
(del o)n = E(~o)n.
1
The manner in which it was necessary to measure absolute
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pressures below 1 mm Hg prevented the knowledge of del 0
through either of these means.

At absolute pressures

above 1 mm Hg, however, all step changes were made from
various P 1 values to be essentially constant value of
P 2 which can be approximated for all such steps by 3.0 mm
. th
. - step in pressure, on= o 0 +
Hg. Therefore, for then(~o)n.

Furthermore, within the accuracy of the plots in

Figures 10 and 11, the p-n transition may be assumed to
occur at 3.0 mm Hg.

This allows the assumption of

8 0 = 0 at 3.0 rnm Hg as discussed in methods of Section

VII, Part B.
According to equation (6), the o vs. Px plot should
02
be a straight line where x is known and is constant. Since
the method of Wagner [49] yielded a seemingly better plot
for the p region, the slope value of +0.623 was used as the
value for x.
0.623
plot are reported in
02
Table VII along with the slope and intercept information
The data for the o vs. P

obtained by a least squares analysis.
Figure 12.

The plot appears in

Notice that the least squares intercept does

not coincide with the origin as predicted by equation (6)
of Section VII.

This can be taken to imply that the

guess of 8 0 = 0 at P 0

As a first

= 3 mm Hg was in error.
2

approximation, the negative of the value of the intercept,
1. 07 x 10-S, is probably a better estimate for

o0

Hg since this would force the plot through zero.
value of

o on

at 3 mm
This

the p side of the transition implies that
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TABLE VII
Absolute Defect Concentration Data
Pl rom

P2 rnm

P0.623
2

3.0

3.0

1.9

0.00

28.0

3.0

8.0

4.13 X 10- 6

32.0

3.0

8.7

5.17 X 10- 6

0

3.0

18.1

6.62 X 10- 6

~09.0

3.0

18.6

6.59 X 10- 6

72.0

3.0

24.7

3.17 X 10- 5

0

3.0

25.3

3.34 X 10- 5

542 .o

3.0

50.5

5.94 X 10- 5

743.0

3.0

61.5

7.96 X 10- 5

~04.

~

~ 79

0

slope of plot = 1.61 x 10- 6
standard deviation of slope= 0.14 x 10- 6
intercept of plot = b = -1.07 x 10- 5
standard deviation of intercept= 0.432 x 10- 5
standard deviation of
values 6 along the ordinate= 0.79 x 10- 5
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Ill

0

X
.0

e-623

~

Figure 12.

Plat of 6 vs. Px
02

97

the formula for oxygen non-stoichiometric barium titanate
at 3 mm Hg oxygen pressure could be written as BaTi0 3 . 00001 .
The raw data taken for the determination of the diffusion coefficient are reported in Appendix 8.

Because of

the greater reliability of the adjustment of absolute pressures above 1 rom Hg and to avoid the masking of the
equilibrium point by surface effects, the experimental
run was made for a pressure step of 718.0 mm Hg down to
5.0 mm Hg.
mm Hg.

The induced

~p

from the sample was 66.0 x 10

-3

Thus, in the expression
-X
p

-

pf

p~

-

Px

~

X

,

f

Pi assumed the value 5.0000 rom Hg and Pf became 5.0660 rnrn
Hg.

Again, the value +0.623 was chosen for x for the

reasons mentioned earlier.

The equilibration of the sample

was monitored on a strip chart recorder and the values of
P were read graphically for various times t.

The behavior

of the equilibration was exactly as depicted in Figure 8
with a total equilibration time of about 2200 seconds or
37 minutes.
The data were treated according to the methods of
Section VII, Part
a ssumed [36].

c.

0

A grain

11

diameter" of 800 A was

The plot o f

ln

-x
x
p . - P.f

P~ - Px
~

f

vs. t
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is shown in Figure 13.

Least squares analysis yielded a

slope of 1.18 x 10- 3 •

Using equation (19) , the diffusion
2
coefficient was found to be 1.91 x lo- 15 em
sec w~'th a
standard deviation of 0. 20 X 10 -15 .
The data taken in this study does not permit a conelusive statement to be made as to what the diffusing
species may be.

For purposes of comparison, tracer diffusion

data by Lindner [49] yields a value for the diffusion
coefficient of Ba (ionization state uncertain) in BaTi0 3
. 2
18
on the order of l0~
at 900°C. The same study [49] gives
sec
a preliminary result for the diffusion coefficient of Ti
(ionization state uncertain) in BaTi0 3 on the order of
2
15
10~
at 920°C. Calculations based on the data of Long
sec
2
[50] yield a value on the order of 10-ll em for the
sec
diffusion coefficient of doubly ionized oxygen in BaTi0 3
at 900°C.

Further work must be done before any certain

correlation can be made.
The necessity of working in the pressure region above
1 mm Hg prevented making a diffusion coefficient run with
a step change in oxygen pressure from a lower to a higher
value (oxidation).

Based on lower pressure behavior, no

difference would be expected for such a step in pressure.
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CONCLUSIONS

To lend order to the enumeration of the various conelusions to which this study has led, the conclusions will
be subheaded according to the section of the body of the
thesis to which they apply.
A.

System Components
The use of the differential capacitance manometer as

the sensing device in a tensi-volumetric system has been
shown to be both theoretically and experimentally justified.
The instability of the particular gauge used for this
study at pressures above 1 mm Hg was the only undesireable
behavior noted.

The zero stability and reproducibility of

the gauge were adequate for all measurements.
found, however, that the 10

-5

It was

rnm Hg sensitivity claimed

for the gauge could not be realized fully because of
instability in the last decimal place of the digital readout.

This is possibly the result of mechanical vibration.

Such precision was not found necessary for this study
anyway.
All tubulation, valving, and flanges behaved ideally.
The same was true of the furnace and other miscellaneous
supportive apparatus.
The vacuum system was found inadequate both in terms of
its pumping speed and its ultimate pressure.

A better system

is needed.
The addition of an absolute pressure measuring sensor
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to the system would eliminate virtually all the errors
associate d with the indirect technique which had to be
applied in this study.

Such a sensor is available and is

compatibl e with the electroni cs used for the differen tial
capacitan ce sensor.

The addition of a different ial head

which is operative at higher pressures would also enhance
system performan ce.
In light of the fact that no leakage problems were
observed and equilibra tion times for samples proved to be
hours shorter than expected, the system volume could have
possibly been made a bit smaller.

An extra order of magni-

tude of sensitivi ty might have been gained this way, but
this was unforseea ble.
It most likely would also be a good idea to increase
the maximum temperatu re range of the system through the
use of mullite sample tubes.
temperatu re performan ce.

This would not hamper low

It would, however, allow better

compariso n with previousl y performed studies all of which
have been done at higher temperatu res.

Such compariso n

would lend more substanti al reason for confidenc e in the
system.

Then lower temperatu re work could be performed

with more confidenc e.
B.

Calibrati on of the System
The empirical calibrati on of the system in terms of a

solely temperatu re dependen t calibrati on factor was found
possible.
strong one.

The temperatu re dependenc e was by no means a
The major factor in the weak temperatu re
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dependence of K(T) seems to have been the fact that the
largest part of the system volume is exposed to relatively
constant room temperatures.

The factor, K(T), varied

from 2.44 x 10 4 to 2.56 x 10 4 over the range 400°C to
The factor was independent of system pressure
-3
mm Hg and most likely above. It is suggested
below 10
950°C.

that the calibration factors reported be used only on an
empirical basis for specific isotherms.

Their small range

of variation makes exacting use of their values unnecessary.
C.

Behavior of BaTi0 3
The pure, polycrystalline, powdered BaTi0 3 used for

the study was very well behaved exhibiting the predicted
Stoichio~ 1 mm Hg.
o2
metric changes in the sample appeared to be reversible and
p-n transition in the region of P

the powder looked the same when taken out of the system
as when it was put in.
No firm conclusion can be drawn in regard to the
defect structure of the BaTi0 3 on the p side of the transition.

On the n side, however, every indication seems

to be that the dominant defect may be un-ionized oxygen
vacancies.
A study of the absolute value of the non-stoichiometry
parameter

o

in BaTi0 3 ±o for the p side of the transition

showed the non-stoichiometry at 900°C and 3 rnrn Hg to
correspond to BaTio 3 • 00001 .

This confirms the very narrow

band of stoichiometry which would be predicted for a very

pure sample.
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The diffusion coefficient for the diffusing species
2

was found to be 1.91 x lo- 15 em at 900°C. This value is
sec
quite plausible although no studies on pure BaTi0 3 exist
for comparison.

This value agrees well with Lindner's

value for diffusion of titanium in BaTi0 3 though no firm
conclusions can be drawn.
D.

Analysis of Data
All the proposed methods of data analysis performed

exceptionally well except where the assumptions involved in
their derivation were violated.

No problem is anticipated

with these techniques as soon as proper modifications of
the apparatus allow more suitable data to be taken.

The

apparatus was used most closely in accord with its design
at pressures below 1 rnm Hg in this study.
the approximation that dP

02

~ ~P

02

In these regions,

appeared to be superior

to dlog P

~ ~log P
•
02
02
The only question that might justifiably arise about

the analysis employed here is the question of the applicability of the methods used to plot

o vs. Px

02
used to investigate the diffusion coefficient.

and those
In light

of the fact that the data for this particular study fell
in the region of the p-n transition, i t is obvious that the
exponent x is not a constant.

However, the extension of

the data to plots of the magnitude of the defect parameter

o or

to the determination of a diffusion coefficient

involves the assumption that x is constant.

The range of

the transition seems to be restricted to a disturbance over
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a narrow enough band of pressure values that little error
should result from assuming a constant x for either side
of the actual transition point.
E.

Experimental Procedures
Because of the manner in which absolute pressures below

1 mm Hg had to be measured and because the upper limit of
operation of the differential capacitance gauge was 1 mm
Hg, the procedures used in this study for the vacancy
concentration pressure dependence were a compromise.

With

the addition of an absolute pressure gauge and a differential
gauge of the proper range, no problem is anticipated.

This

modified apparatus would allow symmetrical treatment of
the sample and reference sides at all pressures.

Assymmetri-

cal pumping of the two sides seems to have been the major
cause of surface disturbances in the system for pressure
changes of an order of magnitude or less.

Fortunately,

such surface effects proved to be negligible in this study.
The modified apparatus would also allow the step changes in
absolute pressure to be held to an order of magnitude or
less for all pressures.

Once the apparatus is so modified,

the procedure for all pressures can be greatly simplified
and made uniform so that the collection of very reliable
and reproducible data should be possible.
The diffusion coefficient procedure was probably little
disturbed by the errors affecting the pressure dependence
procedures.

These data are probably the most reliable

collected in the entire study for this reason.
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As a final remark, this study has conclusively shown
that reliable measurements of oxygen non-stoichiometry
and associated phenomena are possible using the apparatus
and analytical techniques developed.

The prospects for

significant results in subsequent studies seem excellent.
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Appendix 1
ESTIMATED MAXIMUM SYSTEM SENSITIVITY
Based on a total system volume of roughly two liters,
the volumes of the sample and reference sides are assumed to
each be one liter.

The minimum pressure difference which

the manometer can detect is on the order of 10-S mm Hg.
Using the ideal gas law, it is seen that for a system of
constant volume and constant temperature the change in number of moles corresponding to a change in pressure is given
by

where V

=

1 liter, R

=

1~

62.361 mo 1e

6

K,

For the minimum detectable
system will be sensitive to a

~n

If this

~n

= 5.34

~n

~p

and T is assumed to

= 10 -5

mm Hg, the

of

x 10-lO moles.

is considered to consist of pure oxygen origi-

nating from the sample, then

~w

= 1.71 x 10

-8

Panlene r a nd Blume n t ha l

~n

corresponds to

gm of oxygen.

[1 9] c laimed an accu racy o f

±10 micrograms in their gravimetric work on BaTi0 3 .

Novak
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and Arend [51] claimed to be sensitive to an equivalent
weight change of 10 -4 % (or 10 -6 gm in a one gram sample)
using their colorimetric titration on BaTi0 3 .
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Appendix 2
EXPECTED MINIMUM SAMPLE-INDUCED METER DEFLECTION
Error [18] and Novak and Arend [51] claim the maximum
oxygen non-stoichiometry of barium titanate in a reducing
atmosphere at 1000°C to correspond to BaTio 2 • 998 • This
-4
implies an approximate weight loss of 10
gm per gm of
BaTi0 3 •

Since the temperatures are considerably lower in

this study and reducing conditions not so severe, a
pessimistic estimate of weight loss of 10- 6 gm per gm of
sample will be used.
The method will allow the use of about a ten gram
powdered sample so that the minimum weight loss should be
on the order of 10

-5

gm.

Assuming all the weight loss to

consist of oxygen, this loss corresponds to a change in
moles of gas in the sample side of the system of

~n

= 3.12

x 10

-7

moles 0 2 •

Neglecting a thermal transpiration correction, the
approximate meter deflection,

~p,

caused by this

~n

is

given by
~p

where R

= 62.361

be 300°K.

~nRT
= -v

lmm
mole 6 K' V

The result is

=1

liter, and T is assumed to
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~p

= 5.85

X

10- 3 mm Hg.

To go one step further, it can be assumed that the
thermal transpiration conditions are met exactly so that
the ideal thermal transpiration correction may be applied.
This is an extrapolation which is hardly justifiable when
the crudeness of these estimates is considered, but it
does serve to give the reader some physical notion of
the effect of the thermal transpiration phenomenon within
the context of the system.
Assume that the previously mentioned sample weight
change and corresponding change in the number of moles
of oxygen occur only in the sample tube proper.

This is,

in effect, assuming a small aperture between the sample tube
and the volume of the system to which the gauge is attached.
The sample tube volume is about 15% of the sample side
volume, or 0.15 liter.
3.12 x 10- 7 moles.

Recall that

~n

was given by

~n

=

Using the ideal gas law, the change in

pressure in the sample tube,

~p 2 ,

is given by

where T2 is the temperature of the sample tube which is
assumed to be 700°C (about the center of the range), R

lnun and
62.361 ~'
values,

v2

= .15 liter.

=

Then, substituting these
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= 3.89

X 10

-2

rom Hg

T )~pplication of the ideal thermal transpiration ratio,
(

T~

, where T 1 is the gauge temperature (which is controlled

at 49°C), results in a value for ~p 1 , the pressure measured
by the gauge, of

1.36 X 10

-2

rom Hg.

Since the assumptions of an ideal thermal transpiration
situation are not fulfilled exactly, the measured

~p

value

would be expected to fall somewhere between the two crude
estimates above (provided the assumption about the sample
weight change was reasonably correct).

These figures, even

though crude, confirm the feasibility of the method theoretically since the gauge measures accurately to
of about 10-S rom Hg.

~p

values
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Appendix 3
ESTIMATED EFFECTS OF UNAVOIDABLE LEAKS
Assume a leak rate of 10

-9

reasons discussed in the text.

3
12 . 1
for the
.
sec
sec
Assume that an experi~ = 10-

mental run with the sides of the system isolated from
each other and from vacuum lasts a total of eight hours
(very pessimistic on the basis of the predictions in
Section

V) •

Then the volume of gas leaking in from the

atmosphere would be

/J.V == 10-12

1 60 sec 60 min 8
hr
1 hr
m1n
sec

= 2.88

X

10 -8 1.

This corresponds to a change in the number of moles of
gas in the system of

!J.n

= 1.28

x 10- 9 moles.

The resulting pressure deflection of the capacitance gauge
would be found from the ideal gas law

lllllli

where R = 62.361 mole
be 300 °K.

6 K'

V

=1

liter, and T is assumed to

Then, substituting,
!J.p = 2.40 x 10-S mm
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Such a deflection lies on the lower edge of sensitivity and
should be swamped by the Ap contributed by the sample according to Appendix 2.
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Appendix 4
ON THE ASSUMPTION OF MOLECULAR FLOW
According to Edmonds and Hobson [26], there are two
criteria which must be satisfied in order to attain a condition where the ideal thermal transpiration correction
may be applied to pressure readings taken in a system.
These are:

1)

The naperture" condition whereby the

volumes at the temperatures T 1 and T 2 are separated by a
small aperture with a sharp delineation of temperature;
and

2)

The condition that dictates that the gas flow in

the system must be in a region of molecular flow where
· A
A
is the Knudsen number, A is the mean
The quantity - > 1.

a

a

free path of a molecule, and a is the diameter of the
tubulation in the part of the system under scrutiny.
The text has already discussed the attempt to approximate the aperture condition.

The circumstances under which

the molecular flow condition will be satisfied must now be
found.

Using the Knudsen number,

to find a limiting condition.

A
a'

equate A to a in order

To further fix the condition

at an extremum, let a represent the smallest tube diameter
in the system, a

=

2.54 ern.

Using an expression [52] for

the mean free path,

A=a

=

.f27TNd 2

02

where N is the concentration of molecules and d

02

is the
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molecular diameter of oxygen.

~
a

which will allow
Dushman [53], d

02

N

The maximum value of N

> 1 to hold must now be found.

= 3.68

= 6 _55

From

0

A.

Solving for N,

x 10 13 molecules
3
em

This value may be converted to a pressure equivalent by the
ideal gas equation

where R is the gas constant, T is assumed to be 300°K, V
is the sample side volume of 1 liter, N

=

6.55 x 10 13

L
molecules
=Avogadro's number, and Vm is the standard
----~
3 ---,
em
1
molar volume of 22.4 /mole. Solving for P,

P

= 2.28

X 10- 3

mm Hg.

The system must be below this pressure to expect molecular flow to prevail.

Since the range of measurement will

-5 mm Hg, the possible use
extend from about 1 mm to 10
of an ideal thermal transpiration correction could only be
justified over a small portion of the range.

This cal-

culation makes obvious the need for an empirical calibration
of the apparatus.
The calculation does not, however, lead to any conelusion about whether a system pressure in excess of 10

-3
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mm Hg will cause a discontinuou s change in the temperature

dependence of K(T) or whether an actual pressure dependence
will manifest itself above 10- 3 mm Hg in the form of K(T,P)
where K is the calibration factor.
There is some definite evidence to support the theory
> 1 is not necesthat the requirement of molecular flow ~
a
sary for the absence of a pressure dependence in the ther-

mal separation effect.

According to Grew and Ibbs [54],

studies at pressures up to 80 atmospheres have failed to
induce a pressure dependence in thermal separation (transpiration).
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Appendix 5
CALIBRATION DATA
fj,n X 10 5

fj,p

Room P

Room T

Gauge T

1

733.3 mm

26.0°C

49.0°C

400°C

1.262

.3140 mm

2.49

3

733.8

25.5

49.0

400

1.705

.4218

2.47

5

734.3

25.0

49.0

400

2.341

.5713

2.44

6

735.1

24.0

49.0

400

2.848

.6952

2.44

1

740.2

29.0

49.0

450

1.262

.3132

2.48

3

740.2

29.0

49.0

450

1.700

.4220

2.48

5

740.2'

29.0

49.0

450

2.329

.5812

2.49

6

740.2

29.0

49.0

450

2.820

.7010

2.48

1

729.2

23.5

49.0

500

1.266

.3157

2.49

2

730.0

25.0

49.0

500

1.707

.4317

2.53

4

730.5

25.0

49.0

500

2.350

.5909

2.51

6

731.3

25.0

49.0

500

2.824

.7087

2.51

1

740.4

25.0

49.0

550

1.279

.3240

2.53

2

740.4

25.0

49.0

550

1.731

.4353

2.51

Tube
-

Furnace T

K (T)

X

10- 4
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Appendix 5 Continued
Room P

Room T

Gauge T

Furnace T

Lln x 10 5

4

740.4 mm

24.0°C

49.0°C

550°C

2.390

.5986 mm

2.50

6

740.4

24.0

49.0

450

2.868

.7162

2.50

1

728.0

26.0

49.0

603

1.253

.3188

2.54

3

728.0

25.0

49.0

603

1.694

.4243

2.50

5

728.0

25.0

49.0

603

2.321

.5790

2.49

6

728.0

24.0

49.0

603

2.821

.7048

2.50

2

724.9

31.0

49.0

650

1.662

.4206

2.53

3

724.9

31.0

49.0

650

1.654

.4151

2.51

4

724.7

31.0

49.0

650

2.285

.5764

2.52

5

724.9

30.0

49.0

650

2.273

.5667

2.49

2

728.0

28.0

49.0

700

1.685

.4259

2.53

4

728.0

27.0

49.0

700

2.326

.5919

2.54

6

728.0

26.5

49.0

700

2.797

.6958

2.49

1

736.8

26.0

49.0

750

1.268

.3196

2.52

3

736.8

26.0

49.0

750

1.709

.4309

2.52

5

737.1

25.0

49.0

750

2.350

.5939

2.53

Tube

Llp

K {T)

X

10- 4
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Appendix 5 Continued

Tube

5

Room P

Room T

Gauge T

Furnace T

lin x 10

6

737.4 mm

25.0°C

49.0°C

750°C

2.847

0

1

730.5

28.0

49.0

800

1.249

.3214

2.57

3

730.8

28.0

49.0

800

1.684

.4237

2.52

5

730.2

28.0

49.0

800

2.305

.5798

2.52

6

729.5

28.0

49.0

800

2.789

.7069

2.53

1

725.2

30.0

49.0

845

1.232

.3121

2.53

2

724.9

30.0

49.0

845

1.667

.4230

2.54

5

725.2

30.0

49.0

845

2.274

.5792

2 . 55

6

725.4

30.0

49.0

845

2.755

.7030

2.55

1

731.5

28.0

49.0

918

1.251

.3218

2.57

2

733.8

29.0

49.0

918

1.693

.4302

2.54

4

733.0

27.0

49.0

918

2.342

.5965

2.55

1

726.2

29.0

49.0

950

1.238

.3170

2.56

3

726.4

30.0

49.0

950

1.662

.4275

2.57

5

726.7

31.0

49.0

950

2.271

.5821

2.56

6

727.7

31.0

49.0

950

2.754

.7042

2.56

lip
7191 rom

K (T)

X

2.52

10- 4
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* tube

numbers

.2

.4 volume(cc)
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Appendix 5 Continued
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Appendix 6
HIGH PRESSURE DATA

Run

P1 mm

P2 mm

p

avg

mm

ilp

X 10+ 3 mm

t.o

t.o

-r;p02

t.o
t.1og p

02

1

743o

4o

373o

60o30

7o96 X 10- 5

1o07 X 10- 7

3o50 X 10- 5

2

731o

3

367o

67o90

8o93 X 10- 5

1o23 X 10- 7

3o74 X 10- 5

3

542o

4o

273

45o21

5o94 X 10- 5

1o10 X 10- 7

2o79 X 10- 5

4

179

4

91o5

25o38

3o34 X 10- 5

1o91 X 10- 7

2o02 X 10- 5

5

172o

5o

88o5

24o06

3o17 X 10- 5

1o89 X 10- 7

7o02 X 10- 6

6

109o

7o

58o0

5o01

6o59 X 10- 6

6o46 X 10- 8

5o 54 X 10- 6

7

104o

3

53o5

5o04

6o62 X 10- 6

6o56 X 10- 8

4o30 X 10- 6

8

32o

3o

17o

3o94

5o17 X 10- 6

1o79 X 10- 7

5o03 X 10- 6

9

28o

4.

16o

3.15

4o13 X 10- 6

1o73 X 10- 7

4o86 X 10- 6

10

15.

Oo0924

7o5

2.12

2o79 X 10- 6

1o88 X 10- 7

1o26 X 10- 6

11

8.

0.0435

4.

1o69

5o28 X 10- 6

6o62 X 10- 7

2o34 X 10- 6

12

5.

0.0855

2o

2.74

3o60 X 10- 6

7o34 X 10- 7

2o04 X 10- 6

0

0

0

0

0
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Appendix 7
LOW PRESSURE DATA

Run

P1 mm

P2 mm

p

avg

mm

f1p

X

10+ 3 mm

11o
111og p

11o

11o

~

02

02

13

1.0602

0.0965

0.5783

0.64

8.42

X

10- 7

8.68

X

1 0- 7

8.1 0

X

10- 7

14

1.0587

0.1028

0.5807

0.68

8.93

X

10- 7

9.30

X

1 0- 7

8.85

X

10- 7

15

0.5297

0.0633

0.2965

1.94

2.56

X

10- 6

5.49

X

1 0- 6

2.77

X

10- 6

16

0.5083

0.0259

0.2671

1.78

2.34

X

10- 6

4.88

X

10- 6

1.81

X

10- 6

17

0.4671

0.0432

0.2551

1.63

2.14

X

10- 6

5.05 x .10- 6

2.0 7

X

10- 6

18

0.2386

0.0305

0.1345

0.84

1.10

X

10- 6

5.46

X

10- 6

1.2 4

X

10- 6

19

0.2089

0.0218

0.1153

1.93

2.54

X

10- 6

1.36

X

10- 5

2.59

X

10- 6

20

0.2024

0.0242

0.1133

1.20

1.58

X

10- 6

8.86

X

1 0- 6

1.71

X

10- 6

21

0.1101

0.0084

0.0592

1.12

1.47

X

10- 6

1.45

X

1 0- 5

1.32

X

10- 6

22

0.0740

.0080

.0410

4.37

5.74

X

10- 6

8.70

X

1 0- 5

5.94

X

10- 6

23

0.0311

.0071

.0191

5.35

7.04

X

10- 6

2.93

X

1 0- 4

1. 1 0

X

10- 5

24

0.0230

.0059

.0145

5.14

6.76

X

10- 6

3.98

X

1 0- 4

1.14

X

10- 5

25

0.0221

.0073

.0147

6.79

8.93

X

10- 6

6.03

X

10- 4

1.86

X

10- 5
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Appendix 8
DIFFUSION DATA

t

p

t

p

5.0000 mrn

780 sec

5.0485 mrn

60

5.0090

840

5.0499

120

5.0150

900

5.0517

100

5.0203

960

5.0527

240

5.0250

1020

5.0540

300

5.0290

1080

5.0552

360

5.0323

1140

5.0561

420

5.0356

1200

5.0572

480

5.0383

1260

5.0580

540

5.0407

1320

5.0590

600

5.0430

1380

5.0598

660

5.0450

1440

5.0604

720

5.0468

1500

5.0610

0 sec
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Appendix 9
DEFINITION OF TERMS IN THE TEXT
P
= partial pressure of oxygen over a sample.
02
~P
= change in partial pressure of oxygen over a
02
sample.
= initial partial pressure of oxygen over a sample.
= final partial pressure of oxygen over a sample.
=

~p

02
= change in number of moles of oxygen over a

sample due to a change

~p

•
02
= change in the oxygen pressure over a sample due
to a change

~P

.
02
K(T) = temperature dependent calibration factor.
K(T) =
K I (T)

~P

~p
~n

1
~n
= =-K T~) = ~ p
'7":(

8 = the non-stoichiometry parameter in BaTi0 3 ± 8 .
~8

= change in

8 in a sample due to a change

~P

02

•

t = time
p,

~

=

initial pressure over a sample during determination of the vacancy diffusion coefficient.

Pf

=

final pressure over a sample during determination of the vacancy diffusion coefficient.

P = pressure at the time t over a sample during
determination of the vacancy diffusion coefficient.
All pressures in this study were measured and recorded in
millimeters of mercury (rnm Hg) •

