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Two-dimensional Weyl superconductor is the most elusive member of a group of materials with
Weyl fermions as low-energy excitations. Here, we propose to realize this state in a heterostructure
consisting of thin films of half-metal and spin-singlet superconductor. In particular, for the d-wave
case, a very robust two-dimensional Weyl superconductor (dWSC) is realized independent of the
orientation of the spontaneous magnetization of the half-metal. The quasiparticle spectra of the
dWSC show interesting evolution with the direction of the magnetization, featured by a series of
Lifshitz transitions in the zero-energy contour of the quasiparticle spectrum. In addition, we find a
transition between type-I and type-II Weyl nodes. This is also the first example of a two-dimensional
type-II Weyl node in the presence of superconducting correlation. For a general magnetization
orientation of the half-metal, the state is a combination of a superconducting component and a
normal fluid component and is different from all known forms of pairings. The symmetries and
topological properties of the system are analyzed. We also study the phases in the heterostructure
with the half-metal replaced by a ferromagnetic metal with a partially spin-polarized Fermi surface.
I. INTRODUCTION
Searching for new materials with nontrivial topologi-
cal properties is a forefront research field of condensed
matter physics. Following the theoretical prediction and
experimental discovery of two-dimensional and three-
dimensional topological insulators [1–9], the fully-gapped
topological insulators and topological superconductors
have been classified according to their symmetries [10–
16]. One focus of recent research is on a class of
materials with discrete degeneracy points in the band
structure [17–19]. These Dirac and Weyl semimetals
are analogies or generalizations of graphene, which is
a prototypical two-dimensional (2D) Dirac semimetal
[20]. The three-dimensional (3D) Weyl semimetals re-
alize the chiral anomaly which results in several novel
transport properties, including the anomalous Hall effect
and the chiral magnetic effect [21–25]. The interest in 3D
Weyl semimetal is soon extended to 2D Dirac and Weyl
semimetals [26–31] and 3D Dirac and Weyl superconduc-
tors [32–35].
The 2D Weyl superconductor, which is also a member
of this new family of materials characterized by the pres-
ence of Weyl fermions, has however till now received very
little attention. This is partly because of the difficulty in
realizing such a phase. On one hand, accidental band de-
generacy is known to be very unlikely in 2D [36–39]. In a
superconductor, at least one particle band and one hole
band (which are related to each other by charge conjuga-
tion) cross each other and thus invert in a certain region
of the wave vector space, which makes possible the occur-
rence of nodal points as the parts of the crossing curve
between the particle and hole bands that are not gapped
out. However, by opening a full gap the superconduc-
tor can usually gain more condensation energy and so
naturally occurring nodal superconductors are rare. On
the other hand, the realization of Weyl nodes requires
non-degenerate Fermi surface. This requires the break-
ing of at least one of the time-reversal symmetry and
the inversion symmetry [25]. While the former requires
the persistence of magnetic order in the superconducting
phase, the latter point to noncentrosymmetric materials.
In bulk materials, the competition with other symme-
try breaking tendencies makes the superconducting phase
less favored as compared to the simple time-reversal in-
variant and inversion symmetric materials. Therefore,
the 2D Weyl superconductor appears to be the most elu-
sive member of the Weyl materials.
In this work, we propose that a 2D Weyl supercon-
ductor can be created in a very inclusive system, a het-
erostructure consisting of a half-metal (HM) with Rashba
spin-orbital coupling (RSOC) and a spin-singlet super-
conductor. The combination of a single nondegenerate
Fermi surface [40, 41], the transmutation between spin-
singlet and spin-triplet pairing by the RSOC [42–47], and
the possible existence of nodes in the order parameter
of the spin-singlet pairing, make the HM layer of the
proposed heterostructure a unique platform to realize
the 2D Weyl superconductor. An important tunability
of the system, sketched in Fig.1, is the orientation of
magnetization of the HM. Earlier, the heterostructure
with an s-wave superconductor was found to give a 2D
Weyl superconductivity phase (sWSC) when the sponta-
neous magnetization of the HM lies along a mirror sym-
metric direction within the film plane [48]. In the het-
erostructure with a d-wave superconductor (such as the
cuprates), on the other hand, a 2D Weyl superconductor
(dWSC) is realized for an arbitrary magnetization orien-
tation (the case with purely out-of-plane magnetization
was also studied by Sato and Fujimoto in a slightly differ-
ent setting [49], see also related works in Ref.[50]). The
bulk and edge state spectra and their evolution with the
magnetization direction show distinct differences from
those for the sWSC. For example, besides the type-I Weyl
2nodes which are realized in sWSC, we also find type-II
Weyl nodes in a dWSC. In Weyl semimetal, type-I and
type-II Weyl nodes are defined separately as Weyl point
with a point-like Fermi surface and Weyl point appear-
ing at the contact of electron and hole pockets [51–54].
Here, we define type-I and type-II Weyl nodes in a su-
perconductor analogously. Namely, for type-I Weyl node
the constant energy surface (not necessarily the Fermi
surface) crossing the Weyl point spans a single point,
whereas for type-II Weyl node the constant energy sur-
face crossing the Weyl point forms an electron-like and
a hole-like quasiparticle ‘Fermi surface’ and connect to
each other at the Weyl point. The transition between
type-I and type-II Weyl nodes is achieved in a dWSC by
varying the direction of the spontaneous magnetization of
the HM. In addition, for a general magnetization orienta-
tion, the state studied consists simultaneously of normal
and superfluid components. In terms of the zero-energy
quasiparticle spectrum, the varying magnetization orien-
tation drives the system to go through a series of Lifshitz
transitions, which is usually encountered in a metal in
the normal phase [55]. It is also shown to be qualita-
tively different from all known types of pairings, includ-
ing the BCS pairing [56], the FFLO pairing [57, 58], and
the breached pairing state (Sarma phase) [59–62].
The organization of this paper is as follows. In Sec.
II, we define the model and parameters for the proposed
heterostructure. In Sec. III, we report the energy spec-
tra of the system. These include the energy spectra for
bulk and a strip of the system, the spectral functions and
density of states for the two edges of a strip, the clarifi-
cation of the nature of proximity-induced superconduct-
ing state, and the Lifshitz transitions in the quasiparti-
cle spectrum. The transition between type-I and type-II
Weyl nodes is also studied in this section. (The analytical
analyses are put to Appendix A.) In Sec. IV, we study
the symmetry and topological properties of the system.
In Sec. V, we show the energy spectra for the heterostruc-
ture with the HM replaced by an ordinary ferromagnetic
material having a partially polarized Fermi surface. Fi-
nally, we summarize our results in Sec. VI.
II. MODEL
Figure 1 is a schematic plot of the system that we will
study. It consists of a HM (or, highly polarized ferromag-
netic metal) thin film grown on an insulating substrate
and capped with a spin-singlet superconductor with s-
wave or d-wave pairing symmetry. To elucidate the prin-
ciple more clearly, we consider the simplest model for the
system. We describe the HM thin film by a one-orbital
model defined on a square lattice. Perfect interfaces be-
tween the HM and the substrate and the spin-singlet su-
perconductor are assumed, so that we will ignore the ef-
fect of impurity and disorder. Denoting the basis vector
as φ†
k
= [d†
k↑, d
†
k↓], the model Hamiltonian for the HM
thin film, with a RSOC term induced by the formation
                                                                 
                                                                
FIG. 1: (Color online)Schematic drawing of a heterostructure
consisting of a half-metal (HM) thin film sandwiched between
an s-wave or d-wave spin-singlet superconductor and an insu-
lating substrate, viewed laterally. m and θ represent the mag-
nitude and direction of the exchange field (magnetization) in
the HM, which is assumed to lie on the xz plane.
of the heterostructure, is Hˆ0 =
∑
k
φ†
k
h0(k)φk, where
[41, 46]
h0(k) = ǫkσ0+mxσ1+mzσ3+λ(sin kxσ2−sinkyσ1). (1)
σ0 is the two-dimensional unit matrix, σi (i = 1, 2, 3) are
Pauli matrices in the spin subspace. ǫk = −2t(coskx +
cos ky) − µ. t is the hopping amplitude and we assume
t > 0, µ is the chemical potential, λ is the strength of
the RSOC. In writing down Eq.(1), we have assumed the
magnetization to be fixed on the xz plane. In terms of m
(m > 0) and θ (0 ≤ θ < 2π, with respect to the positive
direction of the z axis), which are separately the magni-
tude and polar angle of the magnetization (see Fig.(1)),
we have mx = m sin θ, mz = m cos θ. To describe a HM
with Hˆ0, we set m to be of the same order of magni-
tude as t, and is much larger than the externally induced
λ. The chemical potential is tuned to make sure that
it crosses only the lower spin-split band of h0(k), which
amounts to µ ≃ −4t.
The proximity-induced superconductivity in the HM
arising from coupling with an s-wave or d-wave spin-
singlet superconductor is described by
Hˆp =
1
2
∑
k
φ†
k
∆(k)φ†−k +H.c., (2)
where ∆(k) = ∆0(k)iσ2 [43, 46, 48]. ∆0(k) = ∆0η(k)
is a multiplication of the pairing amplitude ∆0 and a
symmetry factor η(k). For the sake of simplicity, we
take η(k) = 1 for s-wave superconductor and η(k) =
cos kx − cos ky or η(k) = sin kx sin ky for d-wave su-
perconductor [43, 46, 49]. The two latter cases can
be realized by growing the same d-wave superconduc-
tor (e.g., cuprates) on the top of the HM film along
two special directions, respectively. The x-axis, which
is the projection of the magnetization plane (xz) onto
the plane of the films (xy) in the heterostructure, is
along the antinodal direction of the d-wave pairing gap
for η(k) = cos kx − cos ky and along the nodal direction
of the d-wave pairing gap for η(k) = sin kx sin ky. The
heterostructure formed by growing the d-wave supercon-
ductor along more general (less symmetric) directions,
3while possible in principle, can be understood in terms of
a combination of the results for these two special cases.
In the Nambu basis, ϕ†
k
= [φ†
k
, φT−k], the full model is
written as Hˆ = 12
∑
k
ϕ†
k
h(k)ϕk, where the Bogoliubov-
de Gennes (BdG) Hamiltonian with proximity-induced
pairing term and RSOC is
h(k) = ǫkτ3σ0 +mxτ3σ1 +mzτ3σ3
+λ(sin kxτ3σ2 − sinkyτ0σ1)−∆0η(k)τ2σ2.(3)
τi (i = 1, 2, 3) are Pauli matrices in the Nambu space.
Diagonalizing Eq.(3) gives the four quasiparticle bands
En(k), with n=−2, −1, 1, 2 and larger n means higher
energy.
In the HM thin film, only the spin-polarized band
crossing the chemical potential is important to the low-
energy properties of the system. To facilitate the analy-
sis, we construct the low-energy effective model by pro-
jecting to the subspace containing only information of
the band contributing to the Fermi surface. First, we di-
agonalize the model defined in Eq.(1) by a unitary trans-
formation U †(k)h0(k)U(k) = hd(k). hd(k) is a diagonal
matrix with the two diagonal elements storing the eigen-
values of h0(k),
Eα(k) = ǫk + α
√
m2z + (mx − λ sin ky)
2 + λ2 sin2 kx
= ǫk + αE˜(k), (4)
where α = ±. Notice that, Eα(k) (α = ±) are the elec-
tronic energy bands in the normal state (i.e., without
the proximity-induced pairing term) and should be dis-
tinguished from the quasiparticle bands En(k) (n =-2,
-1, 1, 2) defined as eigenvalues of Eq.(3). The unitary
matrix U(k) containing the eigenvectors of h0(k) is writ-
ten as
U(k) =
(
u+(k) u−(k)
v+(k) v−(k)
)
. (5)
The normalized eigenvectors are chosen as(
uα(k)
vα(k)
)
=
1
Dα(k)
(
mx − λ sin ky − iλ sin kx
αE˜(k) −mz
)
, (6)
where α = ± and Dα(k) =
√
2E˜(k)(E˜(k)− αmz). E˜(k)
is defined in Eq.(4). In the eigenbasis, the pairing term
is rewritten as
∆˜(k) = U †(k)∆(k)U∗(−k). (7)
For µ ∼ −4t that we will focus on, only the E−(k) band
contributes to the low-energy properties. We thus retain
only this band and the pairing term within this band to
construct the low-energy effective model. In the reduced
Nambu space defined by the basis ϕ˜†
k
= [d†
k,−, d−k,−], the
low-energy effective model is written as
H˜ =
1
2
∑
k
ϕ˜†
k
(
E−(k) ∆˜−−(k)
∆˜∗−−(k) −E−(−k)
)
ϕ˜k
=
1
2
∑
k
ϕ˜†
k
h˜(k)ϕ˜k. (8)
The intra-band pairing amplitude is
∆˜−−(k) = ∆0η(k)[u∗−(k)v
∗
−(−k)− u
∗
−(−k)v
∗
−(k)]
=
2∆0η(k)
D−(k)D−(−k)
[λ∗
k
m˜z(k) + m˜x(k)]
≡ ∆0η(k)f(k), (9)
where we have introduced the abbreviations λk =
λ(sin ky + i sinkx), m˜z(k) = mz −
1
2 (E˜(k) + E˜(−k)),
and m˜x(k) = mx(E˜(−k)− E˜(k)). The effective paring is
therefore determined by two symmetry factors, η(k) and
f(k). The eigenstates of h˜(k) will be used as approxima-
tions for the two low-energy quasiparticle bands, E−1(k)
and E1(k), in the following analytical analysis.
III. ENERGY SPECTRUM
For the heterostructure with s-wave superconductor
and in-plane exchange field (θ = π/2 or θ = 3π/2), the
proximity-induced superconducting phase in the HM thin
film is an sWSC with a single pair of Weyl nodes located
on the mirror invariant line of the 2D Brillouin zone (BZ)
[48]. It has also been verified that, the sWSC is a direct
result of an emergent mirror reflection symmetry that
exists only for an in-plane exchange field [48].
The heterostructure with a d-wave superconductor,
however, supports a dWSC phase independent of the θ
angle of the exchange field. This is understandable from
the intraband pairing amplitude in Eq.(9). Namely, be-
cause of the presence of the η(k) factor, there are always
point nodes inherited from those of the d-wave supercon-
ductor. The remaining wave-vector dependence of the ef-
fective pairing amplitude, contained in f(k), is the same
as that in the heterostructure with s-wave superconduc-
tor. In particular, f(kx = 0, θ =
pi
2 ) = 0 [48]. From the
positions of the nodes resulting from the η(k) factor and
from the f(k) factor, we know that as θ varies the num-
ber of pairs of Weyl nodes vary between two and three for
η(k) = cos kx−cos ky and remains to be two in the whole
range of θ for η(k) = sin kx sin ky. We study the energy
spectra of the two cases separately in what follows.
A. Quasipaticle spectrum for η(k) = cos kx − cos ky
Two kinds of topological phase transitions were iden-
tified in the heterostructure with s-wave superconduc-
tor, as we vary θ [48]. One is between a fully gapped
phase and a bulk gapless phase with ubiquitous local gap.
Another is between the bulk gapless phase with ubiqui-
tous local gap and the sWSC phase with a pair of Weyl
nodes connecting the two low-energy quasiparticle bands
E−1(k) and E1(k). For the heterostructure with d-wave
superconductor, the persistence of the Weyl nodes for
all θ angles makes exact analogies of the corresponding
phase transitions nonexistent. However, we can still de-
fine several critical angles around which to expect some
4qualitative changes in the quasiparticle energy spectrum
for the system in bulk and strip configurations. In this
respect, for η(k) = cos kx − cos ky, we can define three
critical angles in the range θ ∈ [0, π/2] as follows.
The critical angles are defined in terms of the quasi-
particle energies of the four Weyl nodes and those for
two special Fermi points. For the model parameters of
interest to us (|λ/m| ≪ 1), the positions of the reference
wave vectors keep almost unchanged as θ varies. The four
Weyl nodes are at (±1,±1)kx0 with kx0 > 0 determined
by
cos kx0 =
−2µt
8t2 + λ2
[1−
√
1−
(8t2 + λ2)(µ2 −m2 − 2λ2)
8µ2t2
].
(10)
The two special Fermi points are chosen as (0,±1)ky0,
with ky0 > 0 determined by
cos ky0 =
2mt
λ2
[1−
√
1 +
λ2(2m2 + λ2 + 2mµ+ 4mt)
4m2t2
].
(11)
The critical angle θc1 is determined by the condi-
tion E1(kx0, kx0) = E−1(kx0, kx0) = Esgn(λ)1(0,−ky0),
where sgn(x) is the sign function. The critical angle
θc2 is determined by the condition E−sgn(λ)1(0, ky0) =
Esgn(λ)1(0,−ky0). Making use of the low-energy effec-
tive model defined by Eqs.(8) and (9), θc1 and θc2 are
determined approximately by
| tan θc1| =
|∆0|
m
(1− cos ky0)
| sin ky0|
2| sin kx0|
, (12)
and
| tan θc2| =
|∆0|
m
(1− cos ky0). (13)
The third critical angle is θc3 = π/2, at which the number
of Weyl nodes changes from two pairs to three pairs. For
small |λ|/m, (0,±1)ky0 gives the approximate positions
of the two additional Weyl nodes.
We proceed to show the numerical results for the en-
ergy spectra of the dWSC in both bulk and strip config-
urations, for several typical values of θ ∈ [0, π/2]. The
bulk energy spectra are shown along several lines with
fixed values of kx ≥ 0, since the bulk quasiparticle spec-
trum is symmetric with respect to kx. We focus on a
typical set of parameters as t = 1, m = t, µ = −4.6t,
λ = 0.2t, and ∆0 = 0.5t. A relatively large value of ∆0
is adopted to see the qualitative features of the spectra
more clearly.
Figure 2 shows the quasiparticle energy spectra for
η(k) = cos kx − cos ky in both the bulk [2(a) to 2(e)]
and strip [2(f) to 2(j)] configurations. Five values of θ,
including 0 [2(a) and 2(f)], θc1 [2(b) and 2(g)], θc2 [2(c)
and 2(h)], pi4 [2(d) and 2(i)], and
pi
2 [2(e) and 2(j)] are
considered. For the bulk spectra, we plot for each θ the
quasiparticle bands E−1(k) and E1(k) along four lines
in the 2D BZ with correspondingly fixed values of kx,
FIG. 2: (Color online)Bulk (a, b, c, d, e) and edge (f, g, h, i,
j) state spectra of the dWSC with η(k) = cos kx − cos ky, for
a typical set of parameters, m = t = 1, λ = 0.2t, ∆0 = 0.5t,
µ = −4.6t. For the bulk system, the dispersions of the E−1(k)
and E1(k) bands are shown along four lines in the 2D BZ with
fixed kx values at 0 (black lines),
1
2
kx0 (blue lines), kx0 (red
lines), and 5
4
kx0 (green lines). kx0 > 0 is defined by Eq.(10).
The edge state spectra correspond to a strip with 1500 unit
cells along the x direction. θ = 0 for (a) and (f), θ = θc1 for
(b) and (g), θ = θc2 for (c) and (h), θ = 0.25pi for (d) and (i),
θ = 0.5pi for (e) and (j).
which are 0, 12kx0, kx0, and
3
2kx0. From Fig.2(b) and
Fig.2(c), the critical angles θc1 and θc2 determined by
Eq.(12) and Eq.(13) are very close to the exact values ac-
cording to their definitions. As θ varies from 0 to pi2 , the
positions of the Weyl nodes determined by the symme-
try factor η(k) = cos kx − cos ky keep almost unchanged.
At θ = π/2, it is clear from Fig.2(e) that, besides the
four Weyl nodes determined by η(k) = 0 that are always
5present, two additional nodes emerges along kx = 0 as a
result of f(kx = 0, θ =
pi
2 ) = 0 [48].
In the strip configuration (with two edges parallel to
the y-axis), a pair of Weyl nodes with the same ky (equal
to kx0 or −kx0) and energy project to the same point
of the edge BZ. The breaking of translational symme-
try along the x direction gives a finite coupling between
the two Weyl nodes. It is thus natural to expect that
the Weyl nodes will be gapped out for a strip of finite
width. Besides, it is known that there are edge modes
for η(k) = 1. It is interesting to see whether the edge
states persists and how they are modified by the ubiq-
uitously existing Weyl nodes. These questions are an-
swered partly by the results in Figs. 2(f) to 2(j) for strips
with 1500 unit cells along the x direction. Clearly, a gap
opens at the Weyl nodes. The edge modes persist but
the dispersion is changed from the crossing-like structure
to a shape similar to an ∞ symbol but then connected
again to the edge modes beyond the projection of the
Weyl nodes [48]. Interestingly, the two edge modes are
nondegenerate. This means that there are no additional
edge modes associated with the Weyl nodes arising from
the symmetry factor η(k). For θ = pi2 , a third pair of
Weyl nodes along kx = 0 emerges. Same as the case for
the sWSC [48], the edge modes become Majorana Fermi
lines connecting the two new Weyl nodes. In this case,
since the edge modes pass through the projection of the
two pairs of bulk Weyl nodes resulting from η(k) = 0,
the bulk nodes extending throughout the bulk of the sys-
tem act as channels coupling the edge modes. Therefore,
close to the projection of the bulk Weyl nodes at the edge
BZ, the edge modes are re-hybridized.
B. Quasipaticle spectrum for η(k) = sin kx sin ky
For η(k) = sin kx sinky , there are always two pairs of
Weyl nodes for an arbitrary θ ∈ [0, 2π). One pair is along
kx = 0 and the other pair is along ky = 0. Since Weyl
nodes exist along both of the two special high symme-
try lines, there are no simple analogies to θc1 and θc2
defined for η(k) = cos kx − cos ky. Nevertheless, we can
still define two critical angles in a manner similar to the
above discussions. For λ > 0 that we focus on in this
work, the three special reference wave vectors for defining
the two critical angles are chosen as (0, ky0), (kx0, kx0),
and (kx0,−kx0). kx0 > 0 and ky0 > 0 are determined
by Eq.(10) and Eq.(11), respectively. At the first criti-
cal angle θ = θ′c1, we have E−1(0, ky0) = E1(0, ky0) =
E1(kx0,−kx0). At the second critical angle θ = θ
′
c2, we
have E−1(kx0, kx0) = E1(kx0,−kx0). There are no simple
analytical expressions for θ′c1 and θ
′
c2. We obtain them
numerically by the definition.
The energy spectra of the system in the configurations
of a bulk material and a strip are shown in Figure 3.
The parameters as chosen as t = 1, m = t, µ = −4.6t,
λ = 0.2t, and ∆0 = 0.5t. We show the results for five
values of θ, including 0 [3(a) and 3(f)], θ′c1 [3(b) and
3(g)], θ′c2 [3(c) and 3(h)],
pi
4 [3(d) and 3(i)], and
pi
2 [3(e)
and 3(j)]. For the bulk spectra, we plot for each θ the
quasiparticle bands E−1(k) and E1(k) along three lines
in the 2D BZ with correspondingly fixed values of kx,
which are 0, kx0, and kxc. kx0 > 0 is still determined by
Eq.(10). kxc > 0 is determined by
cos kxc =
−2µ˜t
4t2 + λ2
[1−
√
1−
(4t2 + λ2)(µ˜2 −m2 − λ2)
4µ˜2t2
],
(14)
where µ˜ = µ + 2t. The persistence of two pairs of bulk
Weyl nodes and their locations are confirmed by the re-
sults presented in Figs.3(a) to 3(e). A qualitative differ-
ence between the present case and those for the sWSC
and the dWSC with η(k) = cos kx − cos ky is, however,
clear from the dispersions along lines with kx = kxc on
Figs.3(d) and 3(e). Namely, the Weyl nodes located at
(±kxc, 0) change from the first type (type-I) to the sec-
ond type (type-II) as θ increases and becomes larger than
a critical value. This change in the character of the Weyl
nodes has not been noticed in either the sWSC or the
dWSC with η(k) = cos kx− cos ky. The pair of nodes lo-
cated at (0,±ky0), on the other hand, keeps to be type-
I as θ changes. From Appendix A with more detailed
analyses, the Weyl nodes at (0,±ky0) are the only Weyl
nodes in the present heterostructure (Fig.1) that can be-
come type-II. This is the first case where type-II Weyl
nodes are predicted in a 2D system and in the presence
of superconducting correlation. It is also the first exam-
ple of type-II Weyl nodes in all 2D systems, as far as we
know.
The energy spectra for a strip are shown in Figs.3(f)
to 3(j), for five typical angles defined above. While
the two Weyl nodes at (±kxc, 0) still project to the
same point (i.e., ky = 0) of the edge BZ, the two
Weyl nodes at (0,±ky0) remain well separated from each
other. The broken translational invariance along the x
direction couples the two Weyl nodes at (±kxc, 0) and
opens a gap in the nodes, similar to the situation for
η(k) = cos kx − cos ky. The edge modes also hybridize
and open a gap at ky = 0 which is where the two Weyl
nodes at (±kxc, 0) projects.
C. Experimental features of the edge state spectra
The energy spectra of the edge states can be probed
by angle-resolved photoemission spectra (ARPES) [63]
and scanning tunneling spectroscopy (STS) [64]. Instead
of the quasiparticle energy spectrum, the experimentally
relevant quantity is the spectral function along the edge
of a strip, which is defined as the imaginary part of the
retarded Green’s function for the edge layer of the strip
[48]. We have calculated the retarded Green’s functions
G(nx, ky) for the left (nx = 1) and right (nx = Nx) edges
of a strip with Nx layers, in terms of standard itera-
tive Green’s function method.[48, 65] As shown in Figs.4
and 5 are results separately for η(k) = cos kx − cos ky
6FIG. 3: (Color online)Bulk (a, b, c, d, e) and edge (f, g, h,
i, j) state spectra of the dWSC with η(k) = sin kx sin ky , for
a typical set of parameters, m = t = 1, λ = 0.2t, ∆0 = 0.5t,
µ = −4.6t. For the bulk system, the dispersions of the E−1(k)
and E1(k) bands are shown along three lines in the 2D BZ
with fixed kx values at 0 (black lines), kx0 (blue lines), and
kxc (red lines). The edge state spectra correspond to a strip
with 1500 unit cells along the x direction. θ = 0 for (a) and
(f), θ = θ′c1 for (b) and (g), θ = θ
′
c2 for (c) and (h), θ = 0.25pi
for (d) and (i), θ = 0.5pi for (e) and (j).
and η(k) = sin kx sin ky, corresponding to five θ values
taken separately in Figs.2 and 3. While the correspon-
dences between the spectral functions in Figs.4 and 5 and
the quasiparticle energy spectra in Figs.2 and 3 are very
clear, the spectral functions contain important new in-
formation on how the edge states are distributed on the
two edges. In addition, the Green’s functions obtained in
terms of the iterative Green’s function method can be re-
garded as corresponding to a very wide strip (Nx →∞),
FIG. 4: The spectral functions for the left (a, c, e, g, i) and
right (b, d, f, h, j) edges of a strip of the heterostructure
with η(k) = cos kx − cos ky . Five values of θ are considered,
including θ = 0 for (a) and (b), θ = θc1 for (c) and (d),
θ = θc2 for (e) and (f), θ = 0.25pi for (g) and (h), θ = 0.5pi for
(i) and (j). The parameters are taken as m = t = 1, λ = 0.2t,
∆0 = 0.5t, µ = −4.6t. The darker the color, the larger the
spectral weight.
there is thus no finite-size effect in the results. As a re-
sult, there is no gap opening in the spectral function at
the Weyl nodes at ky = ±kx0 for η(k) = cos kx − cos ky
and at ky = 0 for η(k) = sinkx sin ky.
While the direct observation of the edge states in
terms of ARPES requires very high resolution or large
proximity-induced pairing amplitude in the HM film, the
STS spectrum can be used as a more sensitive probe
to detect the edge states. For clean samples with ideal
edges, the STS detects the density of states (DOS) on
the edge of the sample, defined as an integration of the
7FIG. 5: The spectral functions for the left (a, c, e, g, i) and
right (b, d, f, h, j) edges of a strip of the heterostructure with
η(k) = sin kx sin ky. Five values of θ are considered, including
θ = 0 for (a) and (b), θ = θ′c1 for (c) and (d), θ = θ
′
c2 for (e)
and (f), θ = 0.25pi for (g) and (h), θ = 0.5pi for (i) and (j).
The parameters are taken as m = t = 1, λ = 0.2t, ∆0 = 0.5t,
µ = −4.6t. The darker the color, the larger the spectral
weight.
spectral function over the edge momenta in the 1D edge
BZ [48]. As shown in Fig.6 are the results for both
η(k) = cos kx − cos ky and η(k) = sin kx sin ky. Promi-
nent fine structures in the DOS are found, which show
striking evolutions with θ and are related directly to the
evolutions in the energy spectra of the strip. There are
qualitative differences in the behavior of the DOS be-
tween those for η(k) = cos kx − cos ky and those for
η(k) = sinkx sin ky. The behaviors of the two are also
very different from the results for the heterostructure
with an s-wave superconductor [48].
FIG. 6: (Color online) Density of states (DOS) on the two
edges of a strip for η(k) = cos kx − cos ky (a, b, c, d, e) and
for η(k) = sin kx sin ky (f, g, h, i, j). Results for the left and
right edges are assigned respectively with a label of nx = 1
and nx = Nx. In the calculation, the width of the strip (Nx)
is assumed as infinite so that there is no finite-size effect.
Parameters are taken as m = t = 1, λ = 0.2t, ∆0 = 0.5t,
µ = −4.6t. The angles used are (a) θ = 0, (b) θ = θc1, (c)
θ = θc2, (d) θ =
pi
4
, (e) θ = pi
2
, (f) θ = 0, (g) θ = θ′c1, (h)
θ = θ′c2, (i) θ =
pi
4
, and (j) θ = pi
2
. See main text for the
definitions of the angles.
The DOS follows closely the evolution of the edge state
spectrum. We emphasize here two most interesting fea-
tures in the results. The first point is the striking differ-
ences in the DOS at θ = 0 for the three choices of η(k).
In contrast to η(k) = cos kx − cos ky and η(k) = 1 which
both have well-defined zero-energy edge states, the zero-
energy edge states for η(k) = sin kx sin ky merge with
the bulk Weyl nodes and therefore have vanishing weight
8on the edge. This explains the finite DOS at ω = 0 for
η(k) = cos kx − cos ky and η(k) = 1 [48] and the vanish-
ing zero-energy DOS for η(k) = sin kx sin ky. In addition,
the edge states for η(k) = cos kx − cos ky are distorted
and have two finite-energy critical points with zero slope
[Figs. 4(a) and 4(b)]. They in turn give the two low-
energy Van Hove singularities in Fig.6(a). The two low-
energy Van Hove singularities in Fig.6(f) are also related
to the presence of finite-energy critical points with zero
slope in the edge states, as is clear from Figs.5(a) and
5(b). The second feature is the existence of a critical
angle at which the edge states on one edge becomes com-
pletely (the s-wave case) or partly (the two d-wave cases)
flat. In this aspect, the results for η(k) = cos kx − cos ky
are similar to those for η(k) = 1 [48]. The appear-
ance of a nearly flat portion in the edge state disper-
sion shown in Figs. 4(d) and 4(f) manifest as a promi-
nent zero-energy DOS peak in Figs. 6(b) and 6(c). For
η(k) = sin kx sin ky, a portion of the edge state dispersion
for one edge also becomes flat at the transition point from
the type-I Weyl node to the type-II Weyl node, which
would also give a zero-energy Van Hove singularity in
the DOS. From Figs. 3(h) and 5(e), θ′c2 is very close to
but slightly smaller than this transition point. Corre-
spondingly, we get in Fig.6(h) a not fully developed zero-
energy Van Hove singularity. In addition, the Van Hove
singularity for η(k) = sinkx sin ky occurs on the oppo-
site edge as compared to those for η(k) = cos kx − cos ky
and η(k) = 1. This is understood from the fact that, for
the edge states close to ky = 0 on the same edge (e.g.,
the left edge with nx = 1) and at θ = 0, their velocity
for η(k) = sin kx sin ky is opposite in sign to those for
η(k) = cos kx − cos ky and η(k) = 1.
D. Comparison of energy spectra for three ηk
Here, we summarize the main differences between the
energy spectra of the heterostructures with d-wave form
factors [η(k) = cos kx − cos ky and η(k) = sin kx sin ky]
and those for the heterostructure with s-wave form factor
[η(k) = 1] [48].
For the s-wave case, there are three different phases as
we change the direction of the magnetization, the fully-
gapped phase, the phase without a full gap but has a
ubiquitous local gap, and the sWSC phase with a pair
of nodes between the two low-energy quasiparticle bands
when the magnetization lies along an in-plane direction.
For both η(k) = cos kx−cos ky and η(k) = sin kx sin ky of
the d-wave cases, the energy spectra always have nodes
and thus describe 2D dWSC.
In terms of the number of Weyl nodes, there is a sin-
gle pair of Weyl nodes in the sWSC. The two nodes
have opposite nonzero quasiparticle energies. For η(k) =
cos kx − cos ky, when a nonzero out-of-plane component
of the magnetization exists, there are four Weyl nodes.
When the magnetization lies completely along an in-
plane direction, an additional pair of Weyl nodes emerge
and so there are in total three pairs of Weyl nodes. The
quasiparticle energies for the nodes are zero for com-
pletely out-of-plane magnetization, but are nonzero when
an in-plane component of the magnetization exists. For
η(k) = sin kx sin ky, there are always two pairs of Weyl
nodes in the quasiparticle energy spectrum. The energies
of the pair of nodes along (kx, 0) are fixed at E = 0 for
an arbitrary orientation of the magnetization. For the
other pair of nodes along (0, ky), the energies are zero for
purely out-of-plane magnetization but is nonzero in the
presence of a finite in-plane magnetization component.
As regards the type of Weyl nodes, only type-I Weyl
nodes are possible for sWSC and dWSC with η(k) =
cos kx− cosky. For η(k) = sin kx sinky , the pair of nodes
fixed at zero energy along (kx, 0) change between type-I
and type-II as the direction of the magnetization varies.
E. Nature of the proximity-induced state in the
HM
In this subsection, we make some comments on the
nature of the phases described by Eq.(3), for a HM with
spin-singlet pairing term and RSOC. For purely out-of-
plane magnetization, the quasiparticle spectrum is sim-
ilar to a conventional BCS superconductor: A full gap
opens for the s-wave case which is effectively a spinless
p + ip superconductor [48], whereas for the two d-wave
cases the spectrum consists of four isolated nodes and
is gapped everywhere else. As we tune the magneti-
zation away from the out-of-plane direction, a nonzero
in-plane component of the magnetization (i.e., mx 6= 0)
cooperates with the RSOC to tilt the quasiparticle spec-
trum continuously along the ky direction. For the s-wave
case, along with the transition from the fully-gapped
phase to the phase without a full gap but has a ubiq-
uitous local gap, the E1(k) and E−1(k) quasiparticle
bands begin to overlap in energy [48]. The ‘Fermi sur-
face’ of the quasiparticle bands, constituted by states
with quasiparticle energy E = 0, consists of two discon-
nected pockets: One ‘hole’-like pocket from E−1(k) and
one ‘electron’-like pocket from E1(k). For the two d-wave
cases, while the spectra have nodes for all magnetization
orientations, the energy overlap between the E1(k) and
E−1(k) quasiparticle bands also increases as the magne-
tization tilts continuously to the in-plane direction. For
η(k) = cos kx − cos ky, the ‘hole’-like and ‘electron’-like
pockets are always disconnected, similar to the case of
η(k) = 1. For η(k) = sin kx sin ky, on the other hand,
the ‘hole’-like and ‘electron’-like pockets begin to be con-
nected through the two Weyl nodes lying along the kx
axis once they turn into type-II.
As shown in Fig.7 is an illustration of the evolution
of the E = 0 Fermi contour explained above, for five
typical values of θ in the range [0, pi2 ]. They are in-
terpreted naturally as a series of Lifshitz transitions
[55]. Namely, as the magnetization orientation varies,
the E = 0 Fermi contour undergoes transitions between
9four and three topologically distinctive configurations for
η(k) = cos kx − cos ky and η(k) = sin kx sin ky, respec-
tively. Similar analysis can be applied to the case of
η(k) = 1. It is important to note that the Lifshitz tran-
sition is usually encountered and discussed in the normal
phase of a metal, as an abrupt change in the Fermi sur-
face topology of the metal [55, 66]. Its revelation in the
presence of pairing indicates the essential difference be-
tween the state of the present system and other more
well-known types of pairings. Also note that, only the
Weyl nodes in Figs. 7(i) and 7(j) connect the n = −1 and
the n = 1 quasiparticle bands and are type-II, whereas
Figs. 7(a)-7(h) contain only type-I Weyl nodes. There-
fore, Fig. 7 supplements the definition in Sec. I for the
type-I and type-II Weyl nodes.
Now, we compare the quasiparticle spectrum for the
present state and those for several well-known types of
pairings, including the BCS-like pairing [56], the FFLO
pairing [57, 58], and the so-called breached pairing (or,
Sarma state) [59–62]. The BCS pairing naturally occurs
in a system with a centro-symmetric Fermi surface. The
pairing between states of equal and opposite momenta
thus gives a spectrum in which the E1(k) quasiparticle
band is completely empty and the E−1(k) quasiparticle
band is fully occupied. For our case, the pairing is also
between states of equal and opposite momenta. But the
energy spectrum deviates significantly from the conven-
tional BCS spectrum that is symmetric with respect to
E = 0 for each k. In the FFLO pairing, the net momen-
tum of a pair is nonzero. A simplest case where this phase
might be found is when the Fermi surface is asymmetric
with respect to the center of the BZ. In our case, while the
Fermi surface is asymmetric in the presence of an in-plane
component of the exchange field, the net momentum of a
Cooper pair is always zero. Finally, in the breached pair-
ing state, the pairing gap between two bands of unequal
Fermi momenta opens at nonzero energy. For our system,
in the presence of an in-plane component of the exchange
field and away from ky = 0, the pairing gap between the
E1(k) and E−1(k) bands also opens at nonzero energy
and is similar to the breached pairing state. However, on
one hand the present system consists of only one Fermi
surface in the normal phase, on the other hand the states
on the Fermi surface with ky ≃ 0 are usually gapped at
E = 0. Only for η(k) = sin kx sin ky and when the two
nodes along (kx, 0) have turned from type-I to type-II,
would the full Fermi surface be gapless and the spectrum
be most similar to the breached pairing state. However,
the E = 0 states in this case consist of both ‘electron’-
like states from E1(k) and ‘hole’-like states from E−1(k),
rather than from a single quasiparticle band in the case
of a standard breached pairing state.
From the above comparisons, we see that the appear-
ance of the unique pairing state in the present system
is caused by a synergic action of two factors: The BCS-
like pairing correlation induced through proximity effect,
and the asymmetry of the Fermi surface in the HM. The
first aspect of the model is a result of conservation of
FIG. 7: The E = 0 equal-energy contours for the bulk quasi-
particle bands. η(k) = cos kx − cos ky for (a, b, c, d, e) and
η(k) = sin kx sin ky for (f, g, h, i, j). Parameters are taken
as m = t = 1, λ = 0.2t, ∆0 = 0.5t, µ = −4.6t. The angles
used are (a) θ = 0, (b) θ = θc1, (c) θ = θc2, (d) θ =
pi
4
, (e)
θ = pi
2
, (f) θ = 0, (g) θ = θ′c1, (h) θ = θ
′
c2, (i) θ =
pi
4
, and (j)
θ = pi
2
. See main text for the definitions of the angles. The
numberings of the quasiparticle bands to which the pockets
belong are indicated in the figures.
the parallel component of the momentum through the
interface which is assumed to be perfectly translational
invariant. The second factor results from a combination
of the in-plane component of the magnetization and the
RSOC.
In our treatment of the pairing in the HM, we have as-
sumed that it arises completely from the proximity cou-
pling with the spin-singlet superconductor. If instead
we assume that there is an intrinsic pairing tendency in
the HM, then a self-consistent calculation is necessary
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in addition to the proximity effect. In this case, in the
presence of an in-plane component of the magnetization
which drives the Fermi surface asymmetric with respect
to the BZ center, the pairing term obtained in a self-
consistent manner could also possibly be the FFLO pair-
ing [67–71].
IV. TOPOLOGICAL PROPERTIES
In Ref.[48] focusing on the heterostructures with s-
wave superconductor, we have characterized the phases
and phase transitions driven by θ in terms of four
topological quantities: A Pfaffian Z2 invariant defined
based on the particle-hole symmetry of the model, the
TKNN number defined in terms of the occupied quasi-
particle states, the band-wise Chern numbers associated
with separate nondegenerate quasiparticle bands, and the
Zak phase which is a Berry phase defined along one-
dimensional subspace of the 2D BZ [48]. The band-wise
Chern numbers in the s-wave case are motivated from
the ubiquitous local gaps in the quasiparticle spectrum,
except for θ = pi2 and θ =
3pi
2 which correspond to the 2D
Weyl superconductivity phase [48]. In the case of het-
erostructure with d-wave superconductor, however, there
are always nodes between the two low-energy quasipar-
ticle bands E−1(k) and E1(k). Therefore, the band-wise
Chern number cannot be defined for the dWSCs. In addi-
tion, the zero-energy nodes existent for out-of-plane mag-
netization for η(k) = cos kx − cos ky and always existent
for η(k) = sin kx sin ky also cause difficulty in calculating
the TKNN number. Thus, we focus on the Pfaffian Z2 in-
variant and the Zak phase to characterize the topological
properties of the phases in dWSCs.
Before studying the topological invariants, we list
the relevant symmetries (or, broken symmetries) of the
model defined by Eq.(3). One important aspect of the
model is the absence of time-reversal symmetry, Θ =
−iτ0σ2K, where K denotes complex conjugation. Once
m 6= 0, no matter what the value of θ is, we have
Θ−1h(k,mx,mz)Θ = h(−k,−mx,−mz) and thus the
time-reversal symmetry is broken. Besides, the inver-
sion symmetry, which for the present single-orbital model
is simply the operation bringing k to −k, is broken by
the RSOC since we have h(−k, λ) = h(k,−λ) 6= h(k, λ).
However, the model defined by Eq.(3) always has the
particle-hole symmetry, Ξ = τ1σ0K. That is,
Ξ−1h(k)Ξ = −h(−k) (15)
holds for all three η(k) and for all values of θ. The next
relevant symmetry is the mirror reflection symmetry. For
the mirror reflection with respect to the plane perpen-
dicular to the x axis, the corresponding mirror reflection
operator is M˜x = iτ3σ1. Similarly, we have M˜y = iτ0σ2
and M˜z = iτ3σ3, for mirror reflections with respect to
the planes perpendicular to the y axis and z axis. For
η(k) = cos kx − cos ky and η(k) = 1, we have
M˜−1x h(k)M˜x = h(−kx, ky,−mz), (16)
M˜−1y h(k)M˜y = h(kx,−ky,−mx,−mz), (17)
and
M˜−1z h(k)M˜z = h(−kx,−ky,−mx). (18)
For η(k) = sinkx sin ky, by redefining the mirror reflec-
tion operator for x and y directions as M˜ ′x = iτ0σ1 and
M˜ ′y = iτ3σ2, it is easy to see that the BdG Hamilto-
nian h(k) satisfies the same transformation properties
as the other two pairing channels. From Eqs.(16)-(18),
the model has the mirror symmetry along x only when
mz = 0. No mirror symmetry along y exists, oncem 6= 0.
When mx = 0, M˜z acts effectively as an inversion sym-
metry of the model. This effective inversion symmetry
ensures that each pair of Weyl nodes having opposite
wave vectors can share the same quasiparticle energy for
θ = 0 or π. Finally, the model has the four-fold rotation
symmetry around the z axis when mx = 0, namely
S˜−1z h[Rpi2 (k)]S˜z = h(k). (19)
Rpi
2
(k) = (ky,−kx). S˜z = e
ipi
2
τ3σ3
2 = 1√
2
(τ0σ0 + iτ3σ3)
for η(k) = 1. S˜z = τ3e
ipi
2
τ3σ3
2 = 1√
2
(τ3σ0 + iτ0σ3) for
η(k) = cos kx − cos ky and η(k) = sin kx sin ky. As a
result of this four-fold rotation symmetry, all four Weyl
nodes share the same quasiparticle spectrum for θ = 0
and π. Other symmetries (e.g., the so-called magnetic
mirror reflection symmetries [72]) of the model, while on
one hand can be defined as a combination of several of
the above symmetries, on the other hand are not directly
relevant to the following discussions. Therefore, we do
not list them here.
A. Pfaffian Z2 invariant
From the particle-hole symmetry of the model defined
by Eq.(3), the Pfaffian Z2 invariant for the dWSCs can
be defined as [48, 73]
P = sgn[|∆(k = (0, 0))|2 + ǫ2
k=(0,0) −m
2], (20)
where ǫk=(0,0) = −4t − µ, the function sgn(x) gives the
sign of a real number x. For both η(k) = cos kx − cos ky
and η(k) = sin kx sin ky, we have ∆(k = (0, 0)) = 0.
For the present parameters with large m and a single
nondegenerate Fermi surface, we have m > |µ + 4t|, the
phase is therefore always nontrivial (P = −1) from the
Pfaffian Z2 invariant.
If the energy spectrum of the particle-hole symmet-
ric BdG Hamiltonian, for example Eq.(3) with η(k) = 1
and θ = 0, is fully gapped, the Pfaffian Z2 invariant
was shown by Ghosh et al to give the parity of the
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Chern number [73]. In another work based on a model
which can be considered as the θ = 0 case of Eq.(3) with
η(k) = cos kx − cos ky or η(k) = sin kx sinky , Sato and
Fujimoto pointed out that although the spectrum is gap-
less, the parity of the Chern number is still well-defined
and determined by the same formula [i.e., Eq.(20)] for
the Pfaffian Z2 invariant [49, 74]. Therefore, for both of
the two choices of η(k) for the dWSCs and for purely out-
of-plane magnetization, the parity of the Chern number
is well-defined and is odd for the parameters considered
in Sec.III. From the topological nature of P , it is then
natural to expect that the system described by Eq.(3)
retains a certain topological character as θ deviates from
0 and π. This is confirmed from the persistence of the
edge states shown in Sec.III, except for Fig.3(j) where the
edge modes are merged to the bulk bands. From the anal-
ysis of the Zak phase in Sec.IV C, however, there should
be hidden edge states for the parameters of Fig.3(j).
B. Chiral edge states
The edge states for a general θ evolve continuously
from those for θ = 0. So, it is important to define the
chirality of the edge states for θ = 0. In the simplest case
of a p + ip superconductor, the edge states are linearly
dispersive and counter-propagating on the two opposing
edges. The chirality of the edge state can be defined in
terms of the sign of the velocity of the edge modes. The
HM layer of the heterostructure with s-wave supercon-
ductor is equivalent to a p+ip superconductor, the chiral-
ity of the edge states can thus be defined in this manner
[48]. In the heterostructures with d-wave superconduc-
tors, however, the edge states is curvous and the velocity
changes sign several times (see Figs. 2 and 3). Nonethe-
less, we can still define the chirality of the edge states in
terms of the velocity of the edge modes in the following
manner. On an edge with a unique edge state, we divide
the full dispersion of it into several segments connected
together through points with zero velocity. Each segment
is assigned a chirality, positive or negative, equal to the
sign of the velocity in this section of the dispersion. The
overall chirality is defined simply as a multiplication of
the chiralities of all the segments. In this manner, it is
straightforward to see from Figs. 4 and 5 in Sec. III C
(and, Fig. 5 in Ref.[48] for the s-wave case) that the edge
states on the same edge and for θ = 0 have the same chi-
rality for all three η(k). In addition, as θ increases, the
chirality of the edge states on the left edge (nx = 1) keeps
unchanged, whereas the chirality of the edge states on the
right edge (nx = Nx) change sign. The θ-dependence of
the (generalized) chirality of the edge states for all three
pairings are thus qualitatively the same.
C. Zak phase
The Zak phase is a Berry phase defined as a line in-
tegral over the Berry connection along a 1D loop of the
2D BZ [75, 76]. In calculation, one component (i.e., kx
or ky) of the wave vector is fixed as a parameter, integra-
tion over the wave vector along the orthogonal direction
then traces a 1D loop, as a result of the periodicity of the
BZ. For example, by taking ky as a parameter, the Zak
phase for the n-th (n = −2, −1, 1, 2) quasiparticle band
is defined as
Zn(ky) =
∫ pi
−pi
dkxA
(x)
n (kx, ky), (21)
where A
(x)
n (kx, ky) is the x component of the Berry con-
nection for the n-th quasiparticle band, An(k) = i <
un(k)|∇kun(k) >. |un(k) > is the eigenvector of the n-
th quasiparticle band. Another set of Zak phase, Zn(kx),
is defined in the same manner by reversing the roles
of kx and ky. When the effective 1D model is inver-
sion symmetric, the Zak phase can only take two val-
ues (0 or π), otherwise the Zak phase can take any
value between 0 and 2π [75, 76]. For the sWSC de-
fined by η(k) = 1 and mz = 0, the relevant symmetry
is M˜−1x h(k)M˜x = h(−kx, ky). The positions of the two
Weyl nodes of the sWSC can be captured by a jump in
the Zak phase between 0 and π [48]. In addition, on an
edge running along y (so that ky is still a good quan-
tum number but kx is not), there are edge states in the
segment of ky for which the Zak phase is π [48].
From Eqs.(16)-(18), the dWSCs with η(k) = cos kx −
cos ky and η(k) = sin kx sin ky have the same mirror
symmetry (or, modified mirror symmetry, for η(k) =
sin kx sin ky) as η(k) = 1. As a result, the cases in which
the Zak phase can take a well-defined quantized value of
0 or π are still associated with θ = pi2 or
3pi
2 , when the
magnetization has only an in-plane component. In this
case, the quantization of Zn(ky) follows from Eq.(16).
In addition, by combining the particle-hole symmetry Ξ
and M˜x, we can see that the model has a ‘inversion-like’
symmetry along ky for fixed kx. More exactly, we have
Ξ−1M˜−1x ih(k)M˜xΞ = ih(kx,−ky,−mz). (22)
Therefore, the Zak phase defined along ky loops should
also take quantized values (0 or π). On the other hand,
once the out-of-plane component of the magnetization
(mz) is nonzero, no ‘inversion-like’ symmetry can be de-
fined along an arbitrary 1D loop with one wave vector
fixed at a general value. A few exceptions to this con-
clusion are for mx = 0 and for those loops with the fixed
wave vector taking time-reversal-invariant values (i.e., 0
and ±π). For these special loops, the 1D effective model
has an ‘inversion-like’ symmetry enforced by the symme-
try of M˜z defined by Eq.(18).
We have calculated explicitly the Zak phases Zn(kx)
and Zn(ky) for both η(k) = cos kx − cos ky and η(k) =
sin kx sin ky, at θ = 0 and θ = π/2. In agreement with
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FIG. 8: (Color online) Nonzero Zak phases for the two low-
energy quasiparticle bands E±1(k), at θ = pi/2. η(k) =
cos kx − cos ky for (a), and η(k) = sin kx sin ky for (b). The
parameters are the same as those used in Sec.III.
the above expectation based on symmetry, Zn(kx) and
Zn(ky) take quantized values of 0 or π for θ = π/2.
For θ = 0, the Zak phases are quantized only when
the fixed wave vector takes 0 or ±π. We show in Fig-
ure 8 the nontrivial results for the Zak phase, which are
Zn(ky) for η(k) = cos kx − cos ky [Fig.8(a)] and Zn(kx)
for η(k) = sin kx sin ky [Fig.8(b)], both at θ = π/2.
Only the Zak phases for the two low-energy quasipar-
ticle bands (namely, n = ±1) are shown since the results
for the two high energy bands are always zero. Fig.8(b)
does not contain results for kx = 0 since the integra-
tion loop for kx = 0 contain two nodes between E−1(k)
and E1(k) which makes the Zak phase ill defined. In
Fig.8(a), results for the loops containing the nodes are
also excluded. In addition, we have obtained (at θ = π/2)
Zn(kx) = 0 for η(k) = cos kx− cos ky and Zn(ky) = 0 for
η(k) = sin kx sin ky.
Comparing Fig.8(a) with the Zak phase calculated for
the sWSC [48], it is clear that they are essentially the
same. Although the pairing amplitudes are taken at
different values, the positions of the Weyl nodes of the
sWSC and the new pair of Weyl nodes for the dWSC
with η(k) = cos kx − cos ky are identical to each other,
because they are determined by the vanishing of the ef-
fective pairing amplitude. And, though there are two
additional pairs of Weyl nodes from η(k) = 0, the Zak
phase do not see them. This is also a very natural result,
though, because each node contributes π or 0 to the Zak
phase, so the net change of the Zak phase upon cross-
ing the line with two Weyl nodes is zero (modulo 2π).
In addition, it is clear that the region with a nontrivial
Zak phase of π is also characterized by the presence of
edge modes connecting the two additional pairs of Weyl
nodes emerging from the emergent mirror symmetry of
the model. On the other hand, the fact that Zn(kx) = 0
for all kx is consistent with the fact that the change in
the number of Weyl nodes over which the integration loop
sweeps is always an even number, zero or two. Therefore,
even if each node contributes π, the total change in the
Zak phase defined modulo 2π is still zero.
The Zak phase for η(k) = sin kx sin ky is however
more peculiar. Namely, Zn(ky) = 0 although the two
Weyl nodes along (0, ky) are separated from each other
and thus the integration loop sweeps only a single Weyl
node. This result can be understood from the low-
energy effective models for the two nodes along (0, ky)
for η(k) = sin kx sin ky: They are real symmetric [see
Eqs. (A11)-(A13) in Appendix A] and thus the wave
function can be taken as purely real. As such, no non-
trivial phase factor can be collected when we traverse the
nodes. On the other hand, the low-energy effective mod-
els for the two Weyl nodes of η(k) = sinkx sin ky along
(kx, 0) (which are type-II for θ = π/2) are complex. This
explains why the Zak phase Zn(kx) shows a jump of π
when the integration path traverse one node. Zn(ky) = 0
is also in agreement with the absence of well-defined edge
states in Fig.3(j) for edges running along the y direction.
On the other hand, from the nontrivial wave vector de-
pendence of Zn(kx), it is natural to expect the presence
of edge states on the edges running along x-direction.
This in turn can account for the nontrivial result of the
Pfaffian Z2 invariant. However, since the bulk quasiparti-
cle spectrum is completely gapless from the kx direction,
the edge states, even if they exist, would merge to the
bulk spectra and become undiscernible. However, it is
still possible that the nontrivial Zak phase Zn(kx) can
have some influence on the properties of the system. We
leave the analysis over this interesting possibility to later
works.
Finally, we consider the case of θ = 0. Consistent
with the symmetry analysis, we have found that the Zak
phase Zn(ky) [Zn(kx)] for θ = 0 does not take quantized
value for a general ky (kx). On the other hand, the Zak
phase corresponding to wave vectors 0 and ±π do take
quantized values (0 or π). These quantized Zak phase
can be utilized to define a new Z2 invariant,
P ′α = e
iZ1(kα=0)eiZ1(kα=pi), (23)
where α = x or y when considering an edge running
along α direction. P ′α = −1 and 1 corresponds to the
existence and nonexistence of well-defined edge state at
kα = 0. This connection can be verified easily by making
a comparison between the energy spectra shown in Sec.III
and the following numerical results for the Zak phase,
at θ = 0: For η(k) = cos kx − cos ky, Z1(ky = π) =
Z1(kx = π) = 0 and Z1(ky = 0) = Z1(kx = 0) = π.
For η(k) = sin kx sin ky, Z1(ky = π) = Z1(kx = π) =
Z1(ky = 0) = Z1(kx = 0) = 0. For η(k) = sinkx sin ky,
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this result is consistent with the fact that since for both
edges running along x and y, there are always projections
of two Weyl nodes to the origin of the 1D BZ, which act
as bulk channels coupling the two edges together, no well-
defined edge states can be defined at the center of the one
dimensional edge BZ.
In previous works, the edge states of a two-dimensional
superconductor have also been characterized by a one-
dimensional winding number [77]. The winding number
is defined only in the presence of the chiral symmetry.
Our model breaks explicitly the time-reversal symme-
try and therefore does not have chiral symmetry. How-
ever, for the special cases (purely in-plane or purely out-
of-plane magnetization) where the Zak phase can have
quantized values (0 or π), we can combine mirror reflec-
tion and time-reversal symmery and define the so-called
magnetic mirror reflection symmetry [72]. This, in com-
bination with the particle-hole symmetry of the model,
gives us a generalized chiral symmetry which can be used
to define the corresponding winding number. In this re-
gard, the Zak phase and the one-dimensional winding
number should give equivalent topological characteriza-
tions to the system.
V. EFFECT OF PARTIAL SPIN
POLARIZATION
In the above discussions, we have focused on het-
erostructures in which the HM has a single nondegen-
erate Fermi surface. It is interesting to ask what if the
spin polarization is not complete, namely what if the two
spin-split bands both contribute to the Fermi surface [78].
This is relevant since ferromagnetic materials with par-
tially polarized Fermi surface is more commonly found
than HM. This problem is also relevant if we turn our
attention from the HM layer to the layer of spin-singlet
superconductor. It is clear that the same model can be
used to describe this layer. The only qualitative differ-
ence is just in the magnitude of the exchange field, since
the proximity-induced exchange field in the d-wave su-
perconductor is in general not large enough to split com-
pletely one spin component off the Fermi surface.
Consider a ferromagnetic metal with a Fermi surface
consisting of two sheets with opposite spin-polarization
and different volumes. The two sheets with opposite spin
polarizations would naturally be separated from each
other. Replacing the HM in the heterostructure studied
above with such a partially polarized ferromagnet, we
can expect to apply the previous analyses separately to
each spin component. As such, we can expect to get two
sets of low-energy effective models with similar proper-
ties but related separately to the two spin-split bands. In
particular, for each band, there will be a pair of counter-
propagating chiral Majorana edge states. It is then in-
teresting to ask whether or not the two sets of chiral edge
modes are always separated from each other. Or, in cases
where they coexist in some parameter ranges, how would
they interact with each other.
FIG. 9: Spectral functions for the two edges of a strip of the
system described by Eq.(3), with η(k) = 1. (a) θ = pi/2
which corresponds to an sWSC, results for the two edges are
the same. (b) and (c) are spectral functions on the left (nx =
1) and right (nx = Nx) edges of the strip for θ = 0. The
parameters used are t = 1, m = t, λ = 0.2t, ∆0 = 0.2t,
µ = −2.6t. The darker the color, the larger the spectral
weight.
To answer the above question, we have studied the
changes in the properties of the Weyl superconductiv-
ity phase brought by increasing the chemical potential so
that it crosses both of the two spin-polarized subbands of
the ferromagnet. As shown in Fig.9(a) are the spectral
functions for the edge layers (results for the two edges
are the same) of a strip for η(k) = 1 and θ = π/2,
namely the sWSC. While on one hand the edge modes
for the two spin species keep largely independent of each
other, a hybridization gap opens at (ky = 0, ω = 0).
Besides, because the Fermi sheets of the two spin chan-
nels open gaps independently, the edge modes in the
non-overlapping regions of the pairing gaps of the two
pin-split bands will be masked by the bulk states of the
opposite-spin band. Overall, the chiral edge modes ap-
pear in three disconnected regions of the local energy gap
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of the energy spectrum. In Fig.10, we show the spec-
tral functions on the two edges of a strip of the dWSC
at θ = 0 for η(k) = cos kx − cos ky [10(a) and 10(b)]
and η(k) = sin kx sin ky [10(c) and 10(d)]. The results
for η(k) = 1 at θ = 0 are shown as Figs.9(b) and 9(c).
For η(k) = cos kx − cos ky, we observe similar coexis-
tence of two chiral edge states and the opening of a hy-
bridization gap at (ky = 0, ω = 0) between the two edge
states belonging separately to the two spin-subbands.
For η(k) = sin kx sinky, the two copies of edge states
simply superimpose together and no hybridization gap
opens. In Ref.[49], it was pointed out that the topological
phase with a single Majorana edge state can be obtained
for vanishingly small exchange field when the chemical
potential is at the band bottom (µ = −4t). While that
case still has a single band crossing the chemical poten-
tial, our present case has two bands contributing to the
Fermi surface. From the numerical results in Fig.10 and
comparing it with Fig.9 for the s-wave case, we see that
while the edge states exist when the Fermi surface con-
sists of two sheets, there is a pair of counter-propagating
edge modes on each edge which usually hybridize and
open a gap. The physical picture for the d-wave case is
therefore of no essential difference from the s-wave case
as regards the number of edge states and their hybridiza-
tion. Since there are even number of edge states on each
edge, they are not topologically protected. This is con-
sistent with the Pfaffian Z2 invariant defined in Eq.(20),
which gives the topologically trivial result of P = 1 for
the present set of parameters. The phase on the super-
conductor side of the heterostructure is therefore topolog-
ically trivial. Topologically nontrivial physics are located
in the HM layer.
FIG. 10: Spectral functions for the left (a, c) and right (b,
d) edges of a strip of the heterostructure described by Eq.(3),
with η(k) = cos kx − cos ky (a, b) and η(k) = sin kx sin ky (c,
d). The angle is taken as θ = 0. The parameters are chosen
as t = 1, m = t, λ = 0.2t, ∆0 = 0.5t, µ = −2.6t. Darker color
means larger spectral function.
VI. SUMMARY
In summary, we have predicted the realization of two-
dimensional Weyl superconductivity phases in a het-
erostructure consisting of a half-metal (or a highly spin-
polarized ferromagnet) clamped in between an insulating
substrate and a spin-singlet superconductor. When the
superconductor has d-wave symmetry (with a symmetry
factor of dx2−y2 or dxy), the two-dimensional Weyl su-
perconductivity phase is realized for an arbitrary magne-
tization direction in the half-metal. Quasiparticle energy
spectra are studied which exhibit interesting variations
with the direction of the magnetization. In particular, we
have predicted the transition between type-I and type-II
Weyl nodes by changing the magnetization orientation.
In addition, the evolution of the phase with the magneti-
zation orientation is unveiled through the Lifshitz tran-
sitions in the zero-energy quasiparticle spectrum. The
phases are shown to be qualitatively different from sev-
eral well-known types of pairings. We characterize the
topology of phases by the Pfaffian Z2 invariant and the
Zak phase.
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Appendix A: realization of type-II Weyl node
In this section, we perform an analysis on the Weyl
nodes that are supported in the present system defined
by Fig. 1 and Eq.(3) of the main text. In particu-
lar, as Fig.3 has shown the transition from Type-I Weyl
node to type-II Weyl node, it is interesting to investigate
the possibility of realizing type-II Weyl nodes in other
cases. From the analysis presented below, the type-II
Weyl nodes found in Fig.3 for η(k) = sin kx sin ky are the
only cases where type-II Weyl nodes can be realized in
the proposed system. We also point out the possibility
of realizing semi-Weyl nodes.
The low-energy effective model for a single Weyl node
can be written generally in terms of the relative momenta
15
q as [51]
hν(q) =
2∑
i=1
v0νiqiτ0 +
2∑
i=1
3∑
j=1
qiA
ν
ijτj
=
2∑
i=1
v0νiqiτ0 +
3∑
j=1
(
2∑
i=1
qiA
ν
ij)τj
= vν0(q)τ0 +
3∑
j=1
vνj(q)τj , (A1)
where ν is a label for the specific Weyl node under con-
sideration, τ0 is the second-order unit matrix. The two
eigenvalues of the model are
εν±(q) = vν0(q)±
√√√√ 3∑
j=1
v2νj(q) = vν0(q)± vν(q). (A2)
h(q) describes a type-II Weyl node if and only if there
exists a direction qˆ along which |vν0(q)| > vν(q). Oth-
erwise, the Weyl node is type-I.
For the heterostructure with s-wave superconductor,
the Weyl superconductivity phase (sWSC) appears only
when the magnetization lies along in-plane directions
(θ = π/2 and 3π/2). From the low-energy effective model
of the Weyl nodes for θ = π/2 [48], the Weyl nodes can
become type-II only when the strength of the RSOC (λ)
is of the same order of magnitude as the hopping ampli-
tude t. Since this is unrealistic, the Weyl nodes in the
sWSC can only be type-I.
For the dWSC with η(k) = cos kx − cos ky, the two
Weyl nodes emerging for in-plane magnetization are qual-
itatively the same as the Weyl nodes for sWSC. Follow-
ing the same analysis as above, they can only be type-I
for realistic model parameters. The remaining four Weyl
nodes exist for all θ angles. Their positions in the 2D
BZ are nearly θ-independent and are kαβ = (α, β)kx0
(α = ±, β = ±). kx0 is defined by Eq.(10). For a general
θ, we have
vαβ0(q) =
λmx
m
(β sin kx0 + qy cos kx0), (A3)
vαβ1(q) = (αqx − βqy)
−2βλ∆0 sin
2 kx0
m(m+mz)
·(mz −m+
2m2x − λ
2 sin2 kx0
m
), (A4)
vαβ2(q) = (αqx − βqy)
−2αλ∆0 sin
2 kx0
m(m+mz)
(mz −m−
λ2 sin2 kx0
m
), (A5)
and
vαβ3(q) = (αqx + βqy)(2t sin kx0 −
λ2 sin 2kx0
2m
). (A6)
The constant term in vαβ0(q) gives the energy of the
Weyl node but is irrelevant to the type of the Weyl node.
vαβ0(q) only gives a velocity along the qy direction, of the
order no larger than λ. vαβ3(q), on the other hand gives
a velocity of the same order as t along qy. As a result,
the four Weyl nodes kαβ (α = ±, β = ±) are type-I for
realistic model parameters and all θ values.
For the dWSC with η(k) = sin kx sin ky, there are al-
ways four Weyl nodes located approximately at kαβ =
α(1+β2 ,
1−β
2 )kxc (α = ±, β = ±). To simplify nota-
tion, we introduce the following abbreviations: smβ =
sin 1−β2 kxc, cmβ = cos
1−β
2 kxc, spβ = sin
1+β
2 kxc, cpβ =
sin 1+β2 kxc, s2mβ = 2smβcmβ , s2pβ = 2spβcpβ . For a gen-
eral θ, the effective low-energy model for the Weyl nodes
are
vαβ0(q) =
λmx
m
(αsmβ + qycmβ), (A7)
vαβ1(q) = (smβcpβqx + spβcmβqy)
2λ∆0smβ
m(m+mz)
·(mz −m+
4m2x − λ
2(s2pβ + s
2
mβ)
2m
),(A8)
vαβ2(q) = (smβcpβqx + spβcmβqy)
2λ∆0spβ
m(m+mz)
·(mz −m−
λ2(s2pβ + s
2
mβ)
2m
), (A9)
and
vαβ3(q) = αqx(2tspβ −
λ2s2pβ
2m
) + αqy(2tsmβ −
λ2s2mβ
2m
).
(A10)
Again, because vαβ0(q) only gives the quasiparticle a
velocity along qy, only if the velocity along qy from
vαβ(q) =
√∑3
i=1 v
2
αβi(q) is smaller than that from
vαβ0(q), can the Weyl node become type-II. Note that
sm+ = sp− = 0, the effective model for the two Weyl
nodes kα− = α(0, 1)kxc becomes
vα−0(q) =
λmx
m
(α sinkxc + qy cos kxc), (A11)
vα−1(q) = qx
2λ∆0 sin
2 kxc
m(m+mz)
(mz−m−
λ2 sin2 kxc − 4m
2
x
2m
),
(A12)
vα−3(q) = αqy(2t sin kxc −
λ2 sin 2kxc
2m
), (A13)
and vα−2(q) = 0. From the above effective model, the
two Weyl nodes at kα− = α(0, 1)kxc can only be type-
II when λ is of the same order as t, which is unrealistic
in the present setting. An interesting critical case for
these two nodes is when the coefficient of qx in Eq.(A12)
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becomes zero. When this happens, the linear in qx term
vanishes, we have to add the term quadratic in qx. The
nodes thus become linear in qy but quadratic in qx, and
is thus semi-Weyl [79, 80]. In a HM with large magnetic
anisotropy energy, this critical point corresponding to a
general θ angle should be very difficult to attain. If the
magnetic anisotropy energy is small so that we can tune
θ through the full 2π range, it is still possible to turn the
two Weyl nodes at kα− = α(0, 1)kxc to be semi-Weyl.
The effective model for the other pair of Weyl nodes,
kα+ = α(1, 0)kxc, are
vα+0(q) =
λmx
m
qy, (A14)
vα+2(q) = qy
2λ∆0 sin
2 kxc
m(m+mz)
(mz −m−
λ2 sin2 kxc
2m
),
(A15)
vα+3(q) = αqx(2t sinkxc −
λ2 sin 2kxc
2m
), (A16)
and vα+1(q) = 0. For experimentally relevant parame-
ters satisfying |λ/t| ≪ 1, |∆0/t| ≪ 1, and |m/t| ∼ 1, the
type-II Weyl node is clearly achievable. In the limiting
cases of |λ|/m≪ 1 and |∆0|/m≪ 1, we can also get an
analytical expression for the critical angles marking the
transition between type-I and type-II Weyl nodes,
| sin θC | ≃
|∆0|
2m
(
λ
m
)2 sin4 kxc. (A17)
Overall, we have verified both numerically and an-
alytically that a transition between type-I and type-II
Weyl nodes can be achieved in our proposed experimen-
tal configuration, related to the pair of Weyl nodes lying
along (kx, 0) for η(k) = sin kx sin ky. Finally, we reem-
phasize that the two cases, η(k) = cos kx − cos ky and
η(k) = sinkx sin ky, can be realized by growing the same
d-wave superconductor on the HM thin film along two
inequivalent special directions.
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