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Abstract
My research has been focused on time-dependent aspects of nuclear physics both at the mean-field and
at the beyond-mean-field level. At the mean field level, the objective of my PhD has been to understand
how the introduction of the tensor part of the Skyrme interaction affects heavy ion collisions and giant
magnetic resonances, in a self consistent and symmetry unrestricted manner. The introduction of the
tensor force redistributes the strength of the giant magnetic resonances within the same energy range.
Within the study of heavy ion collisions of 16O+16O the introduction of the tensor decreased the amount
of dissipation in the system. At the beyond mean field level, the objective of my PhD was to implement a
time dependent density matrix (TDDM) theory, self consistently, without symmetry restrictions using the
full Skyrme force. TDDM allows an order by order truncation of the Bogoliubov-Born-Green-Kirkwood-
Yvon (BBGKY) hierarchy, which relates the evolution of many body densities. If two-body correlations
are assumed to dominate the dynamics of the system, the resulting equations incorporate one-particle-
one-hole and two-particle-two-hole correlations. A variety of different nuclei below A=40 were chosen to
study the formation of correlations for different nuclear ground states. Two body correlations were found
to have a noticeable effect on the ground state properties of these nuclei. For example on average 4 - 5 %
of the total energy is due to correlations. When time dependent calculations were performed with these
correlated nuclei, computational limitations led to problems with conservation laws.
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Chapter 1
Introduction
Nuclear theory is the study of the underlying physics which governs the nucleus at the centre of an atom,
whether that be how it is structured or the dynamics of a projectile and target in a reaction. The nucleus
is a small dense object which consists of protons and neutrons which in turn are made up of quarks [2,3].
This picture of a nucleus has been developed over many decades by examining the results of scattering
data. The nucleus was first discovered in 1911 by Ernest Rutherford by examining an experiment where
alpha particles were impinged upon a gold foil target for back scattering [4]. If the charge had been evenly
distributed as was thought previously by the plum pudding model then the alpha particles should have
moved through the gold target undisturbed. This led him to formulate the idea that the centre of the
atom was a densely charged object. The idea that nucleus could be further broken down into protons and
neutrons was first theorised by Dmitri Ivanenko [5] and Werner Heisenberg [6], shortly after the neutron
was discovered in 1932. The experimental evidence that the nucleus being made of constituents quickly
lead to the question, could the nuclei be split apart or fused together. The answer was found to be yes,
and would eventually revolutionise the energy sector by the construction of reactors based on nuclear
fission. There is currently a proof of concept experiment been conducted (ITER) to show that nuclear
fusion can also be harnessed as an energy source, by showing it can produce more useful energy that is
required to ignite the reaction [7].
Since the discovery of the neutron, several other particles have been found which play a role in our
understanding of nuclear physics. These have included but not limited to ρ±,ρ0,pi± (1947)1,pi0 (1950)
mesons and more exotically the Σ− (1953) and Λ (1947) baryons [8, 9]. The characteristic difference
between a baryon and a meson is the number of quarks, 2 for mesons and 3 for baryons, with a quark
1The number in the brackets refers to the the year of the discovery.
1
CHAPTER 1. INTRODUCTION 2
Figure 1.1: A diagrammatic representation of the applicability of different nuclear theories to the chart
of nuclides. This figure is taken from Ref. [10] (DOE/NSF Nuclear Science Advisory Committe, The
Frontiers of Nuclear Science: A Long-Range Plan, 2007). As can be seen ab initio methods are currently
constrained to lower mass nuclei while energy density functional theory can be applied across the chart
of nuclides.
being a subatomic particle which can not be split into further constituents. These quarks can never be
found in isolation and are bound together by a fundamental force of nature called the strong force. It
is a residual effect of this strong force which binds nucleons together into a nucleus. A diagrammatic
representation of the various scales involved in a nucleus is shown in figure 1.2. Nuclear theory inherently
deals with a quantum many-body problem with two species of fermions (neutrons and protons). Tackling
the aforementioned many body problem posed above by the nucleus analytically is unfeasible, so over
the years many techniques have been developed to approach it numerically. Some of the methods that
have been used included Hartree-Fock theory, the shell model, coupled cluster theory, many body Greens
functions, to name but a few [11]. Certain methods can be mathematically found to be related to each
other when certain limits are taken. Each of the theories mentioned above generally use different nuclear
forces/interactions.
Considering its significance to nuclear physics, surprisingly little is still known about the exact form of
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the force that binds nucleons together into composite systems. At the forefront of research attempts are
being made to construct the nuclear force from the fundamental underlying quantum chromodynamics
interaction (strong force), but these calculations are both extremely cumbersome and computationally
intensive [12]. Therefore phenomenological forces are employed in many modern calculations, which have
been created to satisfy the known properties on the nuclear force even if the exact form is not known,
while also being economical in terms of the computational power. Properties that are desirable for these
phenomenological forces are that they respect the symmetries of the strong force, and reproduce experi-
mental observables such as binding energies and radii amongst other observables [13]. Phenomenological
forces cannot in general be derived from first principles, although their structure can be justified. Chapter
2 will partially discuss how certain symmetries can help reduce the number of variables needed to describe
the nuclear force. Recently there have been attempts to produce a generator 2 from first principles, which
can be used to create a universal energy density functional to cover the whole chart of nuclides [14]. In
the lowest order of this interaction, it has a form similar to the Skyrme force. This research is currently
being pursued as parameterisations of the Skyrme force are reaching a point where refits are unable to
improve upon predictions of observables. An alternative to expanding the interaction to a higher order
is to use the same interaction but implement it into a new theory that contains the mean-field approach
as a specific case. This thesis will show the results of looking into the latter using a theory called Time
Dependent Density Matrix Theory (TDDM), self consistently and symmetry unrestricted.
1.1 Objective of the thesis
After the use of an interaction to construct an energy density functional, one can make use of the varia-
tional principle to find single particle potentials which can be utilised in Hartree-Fock calculations, which
is a mean field description of the nucleus. A mean field theory assumes that instead of an individual
interaction between every pair of nucleons, that the interaction is approximately the same for all the
nucleons and that it can averaged over the whole nucleus. In essence, the variational principle attempts
to find the minimum solution within this potential by varying the individual single particle wavefunc-
tions. This solution corresponds to the Hartree-Fock solution, that is then used as the starting point in
Time-Dependent Hartree-Fock (TDHF) calculations. The solution of the TDHF equation corresponds
to a trajectory along the potential energy surface produced by the interaction [11, p. 489]. Previous
studies have shown that TDHF has many useful applications in the area of nuclear physics [15–17] from
2A generator is not an interaction, but whose purpose is purely to generate a specific EDF.
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Figure 1.2: This image is taken from Ref. [2]. It shows the nucleus is made up on nucleons, i.e. protons
and neutrons which are in turn made up of quarks and gluons. The gluons are the force carriers for
the fundamental quantum chromodynamics (QCD) interaction which binds quarks into nucleons. The
strong interaction which binds nucleons together is a residual effect of the QCD interaction thought to
be mediated by mesons like the pion.
electric giant dipole resonances [18] to modelling fission [19]. Recently the full Skyrme force including
the tensor force was implemented in a symmetry unrestricted case [20] within TDHF. An extension to
TDHF called Time Dependent Density Matrix Theory (TDDM) has not been so extensively studied in
such a regime. TDDM was first developed by Cassing and Wang in 1980 [21] and is the next order
truncation above TDHF in the Bogoliubov–Born–Green–Kirkwood–Yvon (BBGKY) hierarchy. Figure
1.3 shows how theories of TDHF, TDDM and the BBGKY hierarchy are all related to each other. This
next order truncation includes two body correlations into the TDHF formalism. Providing an analysis
of the results of implementing this next order truncation self consistently and symmetry unrestricted are
the objective of this thesis. A partial derivation of the hierarchy is given in appendix E based upon the
work within [22].
1.2 The Mean Field
Ab initio methods attempt to reproduce experiment nuclear properties from a fundamental nucleon-
nucleon interaction, namely quantum chromodynamics. With the advent of modern computational power,
lattice QCD calculations can now be performed which are able to replicate a physical pion masses. These
interactions can in turn be used to calculate interesting properties of various nuclei, for example doubly
magic [23]. Although computational algorithms are becoming more efficient, the region of the nuclear
chart that these calculations can investigate is still limited to lower mass nuclei. The upper limit on
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Figure 1.3: A Venn diagram showing how TDHF, TDDM and the BBGKY hierarchy are all related.
TDHF assumes all the particles are independent of each other while TDDM is achieved by integrating
collisions into the theory of TDHF. The assumption that TDDM makes that is different to the BBGKY
hierarchy is that these collisions can only make up to two body correlations. These correlations allow
one to go beyond the Slater determinant approximation. The BBGKY hierarchy allows correlations of
infinite order.
the size of nuclei that these methods can tackle is approximately A=100 if a soft core interaction is
involved and A=40 if a hard core interaction is used. Near these upper limits, the convergence of these
calculations is hard to test [24,25]. The applicability of different theories to parts of the chart of nuclides
is approximately shown in figure 1.1. The mean field which uses an average interaction can however cover
the entire nuclear chart, allowing one to investigate regions which would otherwise be inaccessible to other
methods [26]. A mean field theory such as Hartree-Fock can use a variety of interactions, such as the
Skyrme (zero range) or Gogny (finite range). This work uses a Skyrme interaction which will be discussed
in a later section. A physical understanding of why the mean field is a suitable approximation comes
from experimental evidence. For a considerable number of nuclei it has been shown that the density is
approximately constant within the nucleus [27], i.e. there is no abrupt changes in the density. There are
of course known exceptions to this rule of constant density. Generally these are light systems with A ≤ 16.
Halo nuclei for example would not be applicable to a mean field calculations, or the alpha particle. A
halo nucleus is a system where one or possible two of the nucleons are not contained within the bulk of
the nucleus, but orbit a nucleus core. 11Li is an example of a halo nucleus with 2 neutrons orbiting a
9Li core. The disparity between the alpha particle and the concept of a mean field can clearly be seen in
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Figure 1.4: A diagrammatic representation of one of the most noticeable differences between the theories
of TDHF and TDDM. The nucleus shown above is 16O but this difference applies to any nucleus. In the
theory of TDHF a level is either occupied (full black circles) or unoccupied (empty white circles), whereas
in TDDM there is a probability that a nucleon will be found in any given level. Generally when going
from TDHF to TDDM the probability to be in the levels below the Fermi energy stay close to 1, while
those levels above the Fermi energy are small but non zero.
figure 8 of Ref. [27].
1.3 TDDM and correlations
TDHF has deficiencies such as not being able to model quantum tunnelling in collective space (without
modification). It also makes the approximation that the true nucleon-nucleon interactions between nuclei
can be averaged over the nucleus, to give an effective interaction that assumes that all nucleons move
independently of each other. The latter assumption is a good approximation where the kinetic energy of
two particles is small compared to the Fermi energy, as the Pauli exclusion principle forbids nucleons to
scatter into an already occupied state [11,22]. TDDM attempts to partially rectify problems incurred by
this assumption, by allowing 2p2h and 1p1h excitations of nucleons which eventually lead to significant
two body correlations. Therefore theories have been developed which go beyond the mean field, including
but not limited to, many body Green’s functions, coupled cluster theory and TDDM each based upon
their own hierarchy. For example, the many body Green’s function method is based upon the Martin-
Schwinger hierarchy [28] while TDDM is based upon the BBGKY hierarchy. These beyond mean field
theories allow nucleons to scatter off each other via interactions, which in turn create correlations of
infinite order. These correlations are intrinsic to the system and can not be separated into one body
effects. The approximation that is made within this work is that anything above two body correlations are
negligible. This approximation allows the complete set of differential equations of the BBGKY hierarchy
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to become closed while still obeying conservation laws [29]. These correlations can be seen as a measure
of the independence of the probability distributions of two particles [30]. The differential equation for
the time evolution of the two body correlation tensor can be put in a form which shows that three types
of interactions are responsible for creating the correlations. These are a particle-particle, higher order
particle-particle and higher order particle-hole interactions [29], the most dominant of these being the
particle-particle interactions. An interesting effect that these correlations cause that differentiate it from
TDHF is that they allow the occupation of individual levels not to be static, and not be either fully
occupied or unoccupied. A diagram of this difference is shown in figure 1.4.
There have been many developments in TDDM since its first inception in 1980. Computationally it is not
possible to include three body correlations self consistently but they can be approximated as a product
of two body correlations [31, 32]. The addition of pairing [33] into TDDM have also been investigated
and is of current theoretical interest. TDDM has been used to study various phenomenon from giant
resonances [34, 35] to nuclear fusion of both light [36] and super heavy nuclei [37] but always simplifying
assumptions are made. An example of an assumption that is often made is that the beyond mean field
interaction (often called the residual interaction in the literature) is assumed to be a delta function
multiplied by a constant, in order to reduce the computational cost required to calculate this interaction.
This approximation ignores the self consistency between the mean field interaction and residual interaction
which should use the same effective interaction, and will be discussed in more detail within Chapter 5. In
the TDDM calculations mentioned above extra dissipation was available due to the introduction of two
body correlations. This is shown by the fact that the giant resonances dampen quicker and the fusion
window is increased. These dissipation effects depend directly on the residual interaction that is used,
and the extent to which they are physical can be put into question as long as residual and mean-field
interactions are different.
1.4 The Skyrme Force
The phenomenological potential used in this work is the Skyrme potential [38, 39] , which was originally
discussed within Refs. [20, 40] to construct an energy density functional (see Appendices A and B for
a detailed derivation of the EDF). The Skyrme interaction is zero range and assumes that the nuclear
potential can be expanded in terms of relative momentum operators between particles. The different pa-
rameterisations of the Skyrme force come from fitting results of Hartree-Fock calculations to experimental
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data. Several different parameterisations were used in this report in TDHF, including Sly5, Sly5t, SKM*,
T12 and T22 [41–44]. The parameterisations used in this work for TDDM are SV [45] and SHZ2 [46].
Only these two parameterisations were used as they do not contain the density dependent two body term,
which can cause energy conservation problems when implemented. It is also worth noting that all the
parameterisations of the Skyrme force were fitted to observables at the Hartree-Fock level so the intro-
duction of correlations affects these observables therefore a refit would be beneficial for future work on
this topic.
A previous disregarded part of the Skyrme force in many calculations was its tensor components. This
was due to a belief that it would generally have little effect of the properties of the majority of nuclei [20].
When discrepancies began to arise between experimental data and theoretical predictions, this idea was
revisited and found to be false. The tensor force was found to have an effect on how the structure of single
particle energy levels evolves with nucleon number [47,48]. As part of the work of this thesis, I built upon
a previous PhD student’s work to implement the full Skyrme force to perform symmetry unrestricted time
dependent Hartree-Fock calculations of 16O+16O collisions at the mean field level. No parameterisation
of the Skyrme force exists that contains the tensor force but not the density dependent two body term so
it could not be included in the work within TDDM.
1.5 Fusion
Fusion is the process by which two nuclei which significant kinetic energy collide forming a larger nuclei.
Examples of this process occurring in nature can be found within the cores of stars. The approximate
minimum energy required to initiate this process is the Coulomb barrier of the two nuclei and is called
the lower fusion threshold in the literature. If the kinetic energy of the two fragments is too high then
deep inelastic scattering will occur, or the two nuclei will temporary fuse and then the resultant nucleus
will fission. This maximum energy is called the upper fusion threshold within the literature. A graph of
the centre of mass energy against impact parameter (the impact parameter is the perpendicular distance
between the projectile path and target centre) of two 40Ca nuclei is shown in figure 1.5, with lines showing
where the upper and lower fusion thresholds are for this particular reaction, within a TDHF simulation.
Initial investigations into the use of TDHF to model fusion found that this upper threshold was too low
when compared to experiment [49]. Therefore new mechanisms were required to increase the dissipation
within TDHF to increase this threshold. The introduction of the spin orbit part of the Skyrme force
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was found to significantly increase the dissipation within 16O+16O collisions to agree with experiment.
Other examples that can allow for extra dissipation are removing symmetry restrictions so the system can
rotate and deform. Recently the introduction of the tensor part of the Skyrme force was also found to
increase the dissipation of 16O+16O collisions [50], the results of which are given in chapter 3. TDDM has
found to also have a noticeable effect upon dissipation within 16O+16O [36] as well as in the production
of super heavy elements [37] when compared with TDHF. These works, as well as this study have found
that although collisions can be studied within this framework, energy conservation is not strictly adhered
to. The collision process studied within this work (Chapter 6) is 4He + 4He due to limited computational
power. Attempts were made to use slightly larger nuclei to fuse, but the Hartree-Fock cases used to get
a correlated eigenstate would not converge.
Fusion
Coulomb Excitation
Fusion-Fission or 
Deep Inelastic
Reaction
Figure 1.5: A diagrammatic representation of the upper fusion threshold taken from Ref. [51], involving
the collision of two 40Ca using the T12 parameterisation of the Skyrme force. The above diagram shows
that as the centre of mass energy is increased for a particular impact parameter, one goes through three
distinct regions. At low energies the nuclei do not have enough energy to fuse and are excited purely
through the Coulomb interaction. At intermediate energies the nuclei fuse. At high energies the nuclei
may temporary fuse but will eventually separate for example through fission, or inelastically scatter off
each other.
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1.6 Giant Magnetic Resonances
A giant magnetic resonance is a collective out-of-phase response between the protons and neutrons in
a nucleus due to spin and orbital magnetism [52]. These can be probed experimentally in a variety of
ways, including (e,e’), (p,p’) and nuclear resonance fluorescence (NRF) scattering experiments [53]. These
probes have been shown to induce two effects within the nucleus, scissor modes and spin flip transitions.
Scissor modes are associated to protons rotating with respect to the neutrons and are experimentally
observed in deformed nuclei [54]. A spin flip transition flips the proton/neutron from a spin-up state
to a spin-down state and vice-versa [53]. It has been shown via RPA calculations that the particle-hole
interaction is strong and repulsive on the spin part of a giant magnetic resonance, while having a weak
effect on the orbital part [55]. This strong repulsion pushes spin flip transitions to higher excitation
energies [53]. As RPA is a special case of TDHF, it was chosen that giant magnetic resonances would
be investigated within the TDHF framework, to how the strength distribution is affected. 52Cr was
investigated in the TDHF regime as it has been extensively studied both theoretically and experimentally
using different techniques so there is a variety of data to compare to. Giant magnetic resonances were
investigated within this framework to look for any possible shifts in strength caused by the introduction
of 2p2h and 1p1h interactions as was found with electric dipole resonances in [34]. Computationally 52Cr
was inaccessible so it was decided 20Ne would be the test case for a comparison between the magnetic
resonance produced in the cases of both TDHF and TDDM. There is no experimental data on the strength
on the M1 strength in 20Ne, but previous work using a relativistic Hartree-Bogoliubov (RHB) + RQRPA
model has been done which can be compared to.
1.7 Structure of the Thesis
This thesis is laid out as follows. As the Skyrme force is phenomenological in nature, Chapter 2 will start
out with a brief justification of the form of the Skyrme potential using symmetry arguments. This will
then be followed by a derivation/a discussion how the variational principle and its application using a
Skyrme potential allow for the use of the construction of the Kohn-Sham equation which can be solved
for the single-particle wavefunctions. This chapter will also summarise a list of useful results which can
be derived by following detailed discussions in Appendix A and Appendix B. This will be followed by
the results obtained for strength functions for magnetic dipole transitions for 52Cr in Chapter 3 and
new predictions for possible transitions. Chapter 4 will discuss the results obtained from the TDHF
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calculations for heavy ion collision of two 16O and their physical relevance. This will include the individual
contribution of different gauge invariant terms (see Appendix D) present in the energy density functional
to the total energy of the system and the upper fusion threshold. Chapter 5 gives a brief overview
of the next order truncation (TDDM). Chapter 6 will provide a breakdown of some of the properties
of the correlated eigenstates, following by an analysis of the results obtained by using these correlated
eigenstates within dynamical calculations, specifically giant magnetic resonances and heavy ion collisions
respectively. Chapter 7 will provide a summary of the main results of this thesis within both TDHF and
TDDM, concluding with possible extensions to this work.
Chapter 2
The Skyrme Force and TDHF
The overarching objective of this chapter is to explain what approximations are made in the derivation of
the TDHF equation, culminating in a general discussion of results obtained when this theory is applied
with a Skyrme interaction to solve the many body problem. This will be achieved by first describing
what aspects the nuclear potential has in terms of symmetries it obeys, which allow for a simplification
of number of variables required to describe it, in section 2.1. A break down of the individual terms of
the Skyrme force will then be given and their importance to the single particle structure of the properties
of a nucleus will be highlighted, in section 2.2. The next part of this chapter is dedicated to the TDHF
equation, by explaining the difference between the Hartree and Hartree-Fock approximations alongside
how they are solved self consistently, in section 2.3. The chapter will then be finished by a summary of
the important results derived in Appendix A and Appendix B when TDHF is applied alongside a Skyrme
force, and the importance of individual terms present within the equation, in section 2.4.
2.1 Symmetry restrictions on the nuclear potential
Through experimental observation it was deduced that the the interaction between two nucleons in general
depends on the positions (r1, r2), momenta (p1, p2), spin (σ1, σ2) and isospin (q1, q2) of the two particles
involved in the interaction (primed reference to the quantities after the interaction) [56, p. 207], i.e. the
nuclear potential in general is
v = v(r′1, r
′
2, p
′
1, p
′
2, σ
′
1, σ
′
2, q
′
1, q
′
2, r1, r2, p1, p2, σ1, σ2, q1, q2). (2.1.1)
12
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When known symmetries of the strong force are taken into account, this potential can be reduced to a
function of fewer variables. The strong force respects the following symmetries: translational, Galilean,
rotational, isospin, parity and time reversal (in even-even nuclei) and the way in which they are useful in
restricting the nuclear potential is explained below 1. These symmetries can also be shown to be related
to conservation laws [57].
Translational
Translational invariance is the idea that the laws of physics are independent of the position of the system.
This means the laws of physics cannot depend of the origin of a frame of reference, but rather the relative
distance between two points. Therefore the number of variables required to define the nuclear potential
is reduced to
v(r′1, r
′
2, p
′
1, p
′
2, σ
′
1, σ
′
2, q
′
1, q
′
2, r1, r2, p1, p2, σ1, σ2, q1, q2)⇒ v(r′, p′1, p′2, σ′1, σ′2, q′1, q′2, r, p1, p2, σ1, σ2, q1, q2)
(2.1.2)
where r = r1 − r2 and r′ = r′1 − r′2. The conservation law which arises from translational invariance is
momentum conservation.
Galilean
Galilean invariance is based upon Galileo’s principles of relativity which states that the laws of physics are
the same for two frames of reference that differ only by a constant momentum. This means that that the
laws of physics cannot only depend upon the velocity of any individual frame but rather the momentum
difference between them. Therefore again the number of variables required to define the nuclear potential
is reduced to
v(r′, p′1, p
′
2, σ
′
1, σ
′
2, q
′
1, q
′
2, r, p1, p2, σ1, σ2, q1, q2)⇒ v(r′, p′, σ′1, σ′2, q′1, q′2, r, p, σ1, σ2, q1, q2), (2.1.3)
where p = p1 − p2 and p′ = p′1 − p′2. The conservation law which arises from Galilean invariance leads to
the conservation of linear momentum.
1The explanations here follow those laid out in Ref [56]
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Rotational
The result of an experimental measurement on a system should be unchanged if that system is rotated.
In order to see which conservation law this symmetry leads to, a useful result relating a rotation θ about
an axis k to the total angular momentum along that axis is needed. The rotation operator about an axis
k and a rotation angle θk is given by the expression [56, p. 15]
R(θk) = e
−iθkJk k ∈ x, y, z. (2.1.4)
A Hamiltonian should be invariant with respect to rotation, as a result of this the rotation operator should
commute with the Hamiltonian. Writing this out explicitly2
[R(θk), Hˆ] = 0
[
e−iθkJk , i
d
dt
]
= 0, (2.1.5)
and then making a small rotation dθk leads to the equation
[
1− idθkJk, i d
dt
]
= 0 ⇒
[
dθkJk,
d
dt
]
= 0. (2.1.6)
Using a test wavefunction ψ(r, t) (assuming the rotation is independent of time)
⇒ dθkJk dψ
dt
− dθk dJkψ
dt
= 0 ⇒ dθkJk dψ
dt
− dθkJk dψ
dt
− dθkψdJk
dt
= −dθkψdJk
dt
= 0.
(2.1.7)
The only non trivial solution to this expression is Jk =constant (e.g. conservation of total angular
momentum). This puts the constraint that the potential should not affect the total angular momentum
of the particles involved.
Isospin
The constraints created by isospin symmetry are more subtle. They require that only terms linear in
q1 · q1, q2 · q′2 q1 · (q2 − q′2), etc need to be included as any product of these two terms e.g (q1,2 · q′1,2)2
can be written as a sum of zeroth and first order terms. In order to see this, the commutation and anti
2In the second step the Hamiltonian has been replaced with its derivative equivalent.
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commutation relations for two isospin components (e.g. qi, qj) must be used.
3
[qi, qj ] = 2i
∑
k
ijkqk {qi, qj} = 2δij . (2.1.8)
Adding these two relations together one finds
qiqj = δij + i
∑
k
ijkqk. (2.1.9)
The square of the product of two isospin operators can now be found to be
(
q · q′
)2
=
∑
ij
(
δij + i
∑
k
ijkqk
)(
δij + i
∑
k′
ijk′ q
′
k′
)
. (2.1.10)
Therefore (
q · q′
)2
= 3− 2
(
q · q′
)
(2.1.11)
and powers of (q · q′) are linearly dependent on q · q′ .
Parity
Respecting parity as a symmetry requires that the equations of motion remains unchanged by a change
of sign of r (r → −r). Under this change relative momentum p→ −p. As the strong force is invariant of
parity, given a potential which represents the strong force v(r′, p′, σ′1, σ′2, q′1, q′2, r, p, σ1, σ2, q1, q2) then
v(r′, p′, σ′1, σ
′
2, q
′
1, q
′
2, r, p, σ1, σ2, q1, q2) = v(−r′,−p′, σ′1, σ′2, q′1, q′2,−r,−p, σ1, σ2, q1, q2), (2.1.12)
i.e. only even mixtures of powers of r,r′,p and p can be considered,r2,p2,rp etc.
Time Reversal
Time Reversal Invariance requires that the equation of motion of a system remains unchanged by the
change of sign of t (t → −t). Under this change in time, the position, momentum and spin change
respectively as follows
r → r p→ −p σ → −σ. (2.1.13)
3Following the argument from Ref. [56, p. 208], and the subscript 1 and 2 have been dropped for the below derivation as
the result is independent of particle index
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As the strong force is invariant under time reversal, given a potential which represents the strong force
v(r′, p′, σ′1, σ′2, q′1, q′2, r, p, σ1, σ2, q1, q2) then due to time reversal invariance this requires
v(r′, p′, σ′1, σ
′
2, q
′
1, q
′
2, r, p, σ1, σ2, q1, q2) = v(r
′,−p′,−σ′1,−σ′2, q′1, q′2, r,−p,−σ1,−σ2, q1, q2), (2.1.14)
i.e. only even mixtures of powers of p,p′,σ and σ′ can be considered,σ2,σ′2,pσ etc.
2.2 The Skyrme Interaction
The effective potential that is used throughout this work is the Skyrme interaction. It is the composed of
a sum of two body interactions between particles i and j, and a sum of three body interactions between
particles i, j and k 4. The ansatz for the form of the potential chosen in the original Skyrme paper was [39]
V =
∑
i<j
υ
(2)
ij +
∑
i<j<k
υ
(3)
ijk. (2.2.1)
The two and three body Skyrme interactions are represented by
υ
(2)
12 = t0(1 + x0Pσ)δ(r1 − r2) +
t1
2
(
1 + x1Pσ
)[
δ(r1 − r2)k2 + k ′2δ(r1 − r2)
]
+ t2
(
1 + x2Pσ
)
k ′ · δ(r1 − r2)k + iW0(σ1 + σ2) ·
(
k ′ × δ(r1 − r2)k
)
+
te
2
{[
3(σ1 · k ′)(σ2 · k ′)− (σ1 · σ2)k ′2
]
δ(r1 − r2)
+
[
3(σ1 · k)(σ2 · k)− (σ1 · σ2)k2
]
δ(r1 − r2)
}
+ to
{[
3(σ1 · k ′)(σ2 · k)− (σ1 · σ2)k ′ · k
]
δ(r1 − r2)
}
υ
(3)
123 = t3δ(r1 − r2)δ(r2 − r3)
(2.2.2)
where (k ′ operates on functions to the left of it):
k =
1
2i
(∇1 −∇2) and k ′ = − 1
2i
(∇′1 −∇′2) (2.2.3)
〈φ|k ′ |φ〉 =
∫
d3rφ∗k ′φ = − 1
2i
∫
d3r
[
(∇1 −∇2)φ∗
]
φ. (2.2.4)
4The symmetries shown for two body interactions must also hold for interchange of any two of the three particles when
considering three body interactions
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The 11 parameters present in the Skyrme interaction are found by fitting observables produced from
Hartree-Fock calculations to experimental data. These observables may include the total energy, radii,
incompressibility, etc. The term proportional to t0 is a purely contact term. The addition of the t1 and
t2 terms adds a momentum exchange dependence to the Skyrme force. The term proportional to the
parameter Wo is the spin-orbit term. The terms proportional to te and to are the tensor parts of the
Skyrme interaction. The exact form of the spin exchange operator Pσ labelled throughout the Skyrme
force will be presented within the next section. The three body interaction is often replaced with a two
body density dependent interaction in many modern calculations. A new parameter α was introduced to
allow a more accurate reproduction of the incompressibility of nuclei, etc [58]. The extra two body force
used instead of the three body force in this work is [59]
t3
6
(1 + x3Pσ)ρ
α(
r1 + r2
2
)δ(r1 − r2). (2.2.5)
In the limit α→ 1, the density-dependent two-body force becomes a three-body interaction averaged over
a third particle [60].
Skryme Interaction to Hamiltonian
Given the two body and three body interactions terms from the Skyrme force, they are related to the
expression for the total energy of the many-body system via the expression [56]:
E =
∑
iσq
〈iσq| pˆ
2
2m
|iσq〉 + 1
2
∑
ijσσ′qq′
〈ijσσ′qq′| υ˜(2) |ijσσ′qq′〉
+
1
6
∑
ijk
σσ′σ′′
qq′q′′
〈ijkσσ′σ′′qq′q′′| υ˜(3) |ijkσσ′σ′′qq′q′′〉+ Ecoul, (2.2.6)
where (the exact form of the exchange operators PM ,Pσ and Pq will be detailed below)
υ˜(2) = υ
(2)
ij (1− P1↔2) (2.2.7)
υ˜(3) = υ
(3)
ijk(1 + P1↔2P2↔3 + P1↔3P2↔3 − P2↔1 − P2↔3 − P3↔1). (2.2.8)
Pi↔j exchanges particles i and j and can be written as follows
Pi↔j = PMPσPq = (−1)l δqq
′
2
(1 + σ1 · σ2). (2.2.9)
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ECoul above represents the Coulomb energy contribution given by the expression:
ECoul ≈ e
2
2
∫∫
ρp(r)ρp(r
′)
|r − r ′| drdr
′ − 3e
2
4
(
3
pi
)1
3
∫
ρp(r)
4
3dr. (2.2.10)
The Coulomb contribution is not included exactly due the “exchange” term which will be explain later in
the section on the Hartree-Fock equation [61]. The exchange of two particles involves changing position,
spin and isospin. The spin exchange operator Pσiσj is
Pσiσj =
1
2
[
1 + σ i · σj
]
. (2.2.11)
The interaction should not change the isospin of the particle involved and therefore
Pq = δqq′ . (2.2.12)
The position exchange operator (also known as the Majorana operator) PM exchanges the positions of
the particles without affecting the spin or isospin [62, p. 136]. By exchanging the positions twice then
one should return to the same state, i.e.
PMψ(r1, r2) = ψ(r2, r1) = −ψ(r1, r2)
P 2Mψ(r1, r2) = ψ(r1, r2).
(2.2.13)
The eigenvalue associated with PM can be ±1 due to the above. The Majorana operator only exchanges
positions r1 and r2, not r
′
1 and r
′
2 therefore another useful property to look at is the effect of the exchange
of positions r1 and r2 on combinations of the operators k and k
′5
PMk = −k, PMk ′ = k ′,
PMk
2 = k2, PMk
′2 = k ′2,
PMk · k ′ = −k · k ′, PMk × k ′ = −k × k ′, (2.2.14)
or in general
PMk
l · k ′m = (−1)lk l · k ′m , PMk l × k ′m = (−1)lk l × k ′m (2.2.15)
5These quantities appear in the definition of the Skyrme interaction.
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where l and m are the order of the operators k and k ′ respectively.
Densities in the Skyrme energy density functional
After the construction of the energy density functional above from the single particle wavefunctions
and Skyrme potential several useful densities emerge, which can be combined to make gauge invariant
quantities. Gauge invariant quantities within an energy density functional are desirable as they allow one
to “turn-off” different sections of the mean field produced from the interaction (e.g. one can ignore the
tensor force as it is made of several gauge invariant quantities). Gauge invariance is the property that
a quantity is independent of local phase changes. For a more detailed description of the usefulness of
gauge invariance, I direct the reader to Ref. [63]. These useful densities (both scalar and vector) can be
constructed starting from the complete density matrix shown below (ν = x, y, z)
ρq(rσ, r
′σ′) =
∑
k
Φk(rσq)Φ
∗
k(r
′σ′q) =
1
2
[
ρq(r, r
′)δσσ′ +
∑
ν
〈σ|σν |σ′〉 sq,ν(r, r′)
]
. (2.2.16)
The three Pauli matrices are defined by
σx =
0 1
1 0
 σy =
0 −i
i 0
 σz =
1 0
0 −1
 , (2.2.17)
and 〈σ| σˆν |σ′〉 is equal to the components of the Pauli matrix σν with indices σσ′. The scalar part of this
density is
ρq(r, r
′) =
∑
σ
ρq(rσ, r
′σ) (2.2.18)
and the vector part of this density is
sq(r, r
′) =
∑
σσ′
ρq(rσ, r
′σ′) 〈σ′| σˆ |σ〉 . (2.2.19)
The densities that arise in the calculation of the total energy of the system starting from a Skyrme force
read:
Particle density
ρq(r) = ρq(r, r
′)|r=r′ (2.2.20)
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Kinetic energy density
τq(r) = [∇ · ∇′ρq(r, r′)]r=r′ (2.2.21)
Spin density
sq(r) = sq(r, r
′)|r=r′ (2.2.22)
Momentum density
jq(r) =
1
2i
[(∇−∇′)ρq(r, r′)]r=r′ (2.2.23)
Spin current tensor
Jq,µν(r) =
1
2i
[(∇µ −∇′µ)sq,ν(r, r′)]r=r′ (2.2.24)
Kinetic energy density (tensor part)
Tq,µ(r) = [∇ · ∇′sq,µ(r, r′)]r=r′ (2.2.25)
Pseudovector tensor-kinetic density
Fµ(r) =
1
2
∑
ν
(∇µ∇′ν +∇′µ∇ν)sν(r, r′)|r=r′ (2.2.26)
Time Reversal Invariance and the densities
The objective of this section is to show which nuclei satisfy time reversal invariance and why it is a useful
property when considering an energy density functional. For example, it will help with understanding
why in the ground state of 16O, any contribution to the energy density functional which depends upon
the spin density will be 0. In order to study this, a representation of the time reversal operator must be
found. The derivation of its form shown below follows the same steps as in [56, p. 43-46]. The first useful
object that must be looked at is the commutation relation between x and px
[x, px] = ih¯. (2.2.27)
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Applying the time reversal operator (Tˆ ) to this commutation relation
Tˆ [x, px] = Tˆ ih¯
= (Tˆ x)(Tˆ px)− (Tˆ px)(Tˆ x)
= x(−px)− (−px)x = [x,−px] = −ih¯. (2.2.28)
This implies that time reversal has something to do with taking the complex conjugate of the function it
is being applied to. Operators that are of the form Tˆα = α∗Tˆ are called anti linear operators. The next
property of the operator Tˆ that must be found are its eigenvalues. Assuming that |φ〉 are the eigenvectors
of the operator Tˆ with eigenvalues γ, then the eigenvalues can be found by the eigenvalue equation for
Tˆ 2 by
Tˆ 2 |φ〉 = Tˆ γ |φ〉 = γ∗Tˆ |φ〉 = |γ|2 |φ〉 eigenvalue of Tˆ = eiδ, (2.2.29)
then the eigenvalue of Tˆ is dependent on the phase of the wavefunction. Therefore one can also add a
phase onto an eigenvector of the operator Tˆ such that the newly created eigenvector has an eigenvalue of
1. A useful property of the time reversal operator is that it commutes with both square of total angular
momentum J and the z component of total angular momentum [56, p. 44] when combined with a rotation
Rˆ which inverts the z axis, e.g.
[RˆTˆ , J2] = 0 [RˆTˆ , jz] = 0. (2.2.30)
Given
RˆTˆ |J〉 = |J〉 (2.2.31)
and the convention for the rotation that inverts the z axis as R = R(piy), then ones finds given equation
(2.1.4) and equation (2.2.30) that
(RˆTˆ )2 |J〉 = |J〉 = R(2piy)T 2 |J〉 = (−1)2JyT 2 |J〉 =
 Tˆ
2 |J〉 Jy integer
−Tˆ 2 |J〉 Jy half integer
. (2.2.32)
To achieve this result one uses the fact that R = R(piy) and Tˆ commute, as both invert Jy and take the
complex conjugate of the function they are applying to. R(2piy) has been directly substituted in last step.
The above results shows that for Tˆ 2 to have the eigenvalue 1, the total spin must be integer otherwise it
can not satisfy time reversal symmetry. This requirement stipulates that one needs pairs of half integer
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spin particles to satisfy time reversal invariance, e.g. even-even nuclei. The third and final property of
the time reversal operator are its eigenvalues in terms of the total angular momentum quantum number
J and spin σ. Including the spin quantum number, the matrix elements for a rotation pi about the y axis
can be shown to be
〈J, σ′|R(piy) |J, σ〉 = (−1)J−σδσ,−σ′ . (2.2.33)
Therefore the inverse of R(piy) applied to |J, σ〉 is
R−1(piy) |J, σ〉 = (−1)J−σ |J,−σ〉 . (2.2.34)
Using the fact that R−1R = I then
Tˆ |J, σ〉 = Rˆ−1(RˆTˆ ) |J, σ〉 = R−1 |J, σ〉 ⇒ Tˆ |J, σ〉 = (−1)J−σ |J,−σ〉 . (2.2.35)
Using the above property of Tˆ and the property that applying it to a function produces the conjugate
function, it will be shown that (C∗ will be used to represent an operation which takes the complex
conjugate of the function it is applied to)
Tˆ = −iσyC∗. (2.2.36)
Starting from equation (2.2.35) and applying it to the spin up |+〉 and spin down |−〉 states respectively
one finds:
Tˆ |+〉 = |−〉 , Tˆ |−〉 = − |+〉 . (2.2.37)
This translates to Tˆ being represented by the following matrix
Tˆ =
 0 1
−1 0
 = −iσy. (2.2.38)
Now that a form of the time reversal operator Tˆ has been found, it can now be applied to a single particle
wavefunction φ(r, σ, q). The procedure for finding the result is shown below [56, p. 233] (the identity
matrix I =
∑
σ′ |σ′〉 〈σ′| has been used, 〈r, σ, q|φi〉 = φi(r, σ, q) as it projects |φi〉 onto 〈r, σ, q|).
Tˆ φi(r, σ, q) = −iσy 〈r, σ, q|φi〉∗ = −i 〈r, σ, q|σy |φi〉∗ = −i
∑
σ′
〈r, σ, q|σy |σ′〉 〈σ′|φi〉∗ (2.2.39)
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= −i(−2i)
∑
σ′
σ′δσ,−σ′ 〈r, σ′, q|φ∗i 〉 = −2σφ∗i (r,−σ, q) (2.2.40)
The above result can now be used to expand the following expression
∑
i
φ∗i (r, σ, q)φi(r, σ
′, q) =
1
2
∑
i
[φ∗i (r, σ, q)φi(r, σ
′, q) + 4σσ′φi(r,−σ, q)φ∗i (r,−σ′, q)]. (2.2.41)
It has been assumed in the above result that in the ground state that of an even-even spin saturated
nucleus, that if a particular state is occupied then so is its time reversed state. If σ = −σ′ then the above
expression is equal to (due to orthogonality of a spin up and spin down state in a given level)
∑
i
φ∗i (r, σ, q)φi(r,−σ, q) = 0 (2.2.42)
while if σ = σ′ then one finds (σσ′ = 14)
∑
i
φ∗i (r, σ, q)φi(r, σ, q) =
1
2
∑
i
[|φ∗i (r, σ, q)|2 + |φ∗i (r,−σ, q)|2] =
1
2
ρq(r). (2.2.43)
Combining these two results together one finds
∑
i
φ∗i (r, σ, q)φi(r, σ
′, q) =
1
2
δσ,σ′ρq(r). (2.2.44)
Multiplying both sides of the expression by the expectation value of the spin operator and summing over
σ and σ′, one finds
∑
iσσ′ν
φ∗i (r, σ, q) 〈σ| σˆν |σ′〉φi(r, σ′, q) =
1
2
∑
σσ′ν
δσ,σ′ 〈σ| σˆν |σ′〉 ρq(r) = 0 (2.2.45)
which is 0 due to the fact that the trace of the Pauli matrices is 0. Therefore any densities based on the
spin density (time-odd densities) are zero in the case of time-reversal invariance.
2.3 Hartree, Hartree-Fock and Time-Dependent Hartree-Fock
The objective of this section is to explain some of the approximations involved in the development of the
TDHF equation. This will be done by looking at some of the historic developments which lead to its
inception, e.g. the Hartree and Hartree-Fock approximations.
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2.3.1 Hartree Approximation
The Hartree approximation was first developed by D. Hartree in 1928 to find an approximate solution
to the Schro¨dinger equation with a central potential which was not the Coulomb potential [64]. The
Hartree approximation ignores the fact one is dealing with identical particles, and stipulates that they do
not directly interact but rather move under a mean field generated by all the particles. Let us suppose
one has two particles, particle one goes from position x1 to position x
′
1 with probability ρ(x1, x
′
1), while
particle two goes from position x2 to x
′
2 with probability ρ(x2, x
′
2). Then the probability that both occur
ρ1,2 (ρ12 = ρ(x
′
1, x
′
2, x1, x2)) is [65] (equation 2.2.16)
ρ12 = ρ1(x1, x
′
1)ρ2(x2, x
′
2). (2.3.1)
This leads to the Hartree equation for the single particle wavefunctions
ψα(x) =
[
− ∇
2
2m
+
∫
dx′ν(x, x′)ρ(x′, x′)
]
ψα(x). (2.3.2)
The potential present in the above is known as the Hartree potential.
2.3.2 Hartree-Fock Approximation
Shortly after the publication by Hartree, in 1930, independent of each other J. C. Slater [66] and V.
Fock [67] noted that the solution of the Hartree equation by virtue of its construction did not satisfy the
necessary anti symmetrisation required by Fermionic wavefunctions. The Hartree approximation therefore
needed to be further refined to take this into account, and the paper by Fock derived the new “Hartree-
Fock” equation with this approximation included. The anti symmetric many body wavefuntion used the
Slater determinant solution introduced by Slater in 1929. Writing this out explicitly, the solution of the
N particle Hartree-Fock equation is assumed to be the following determinant:
Ψ(x1, x2, .., xN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · · ψN (x1)
ψ1(x2) ψ2(x2) · · · ψN (x2)
...
...
. . .
...
ψ1(xN ) ψ2(xN ) · · · ψN (xN )
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.3.3)
CHAPTER 2. THE SKYRME FORCE AND TDHF 25
As the particles are now identical, the process in which particle one now goes from x1 to x
′
2 and particle
two goes from x2 to x
′
1 is indistinguishable from the original Hartree case. Therefore the probability ρ1,2
now becomes
ρ1,2 = ρ1(x1, x
′
1)ρ2(x2, x
′
2)− ρ(x1, x′2)ρ(x2, x′1). (2.3.4)
The symmetry property of ρ1,2 that ρ(x
′
1, x
′
2, x1, x2) = −ρ(x′1, x′2, x2, x1) has been used. This leads to the
Hartree-Fock equation for the single particle wavefunctions [65]
ψα(x) =
[
− ∇
2
2m
+
∫
dx′ν(x, x′)ρ(x′, x′)
]
ψα(x)−
∫
dx′ν(x, x′)ρ(x, x′)ψα(x′) (2.3.5)
The requirement that the wavefunction be anti symmetric with respect to exchange of particles has caused
the addition of a non local potential in the equation which governs the single particle wavefunctions, on
top of the “Hartree” potential given in the previous section. This non local potential is often referred to
as the “Fock” or “exchange” potential in the literature. Due to the non linear nature of the Hartree-Fock
equation it has to be solved both iteratively and self consistently. A brief outline of the main features of
this process will be explained in the section below.
Self Consistency
The non linear Hartree-Fock equations are generally solved by the self consistent field method [68]. One
starting point for solving the Hartree-Fock equations is a set of trial single-particle wavefunctions. This
basis is then used to construct the densities present within the Hartree-Fock potential. The Hartree-Fock
equation will then be solved for eigenvectors of this potential which minimise the total energy. This process
is then iterated until a certain level of convergence has been achieved. One measure of this convergence
could be how well the single particle wavefunctions represent the single particle energy eigenstates of the
system. If for example ψα is a single particle eigenstate of the Hamiltonian hˆ with eigenvalue α then
∫
d3rψ∗α(r)hˆ
2ψα(r)−
(∫
d3rψ∗α(r)hˆψα(r)
)2
= 0. (2.3.6)
Therefore if the measure above is not 0, then one is not in a true single particle eigenstate of the Hamil-
tonian hˆ. A well converged solution will stop a loss of energy as nuclei translate through a grid, such as
in heavy ion collisions [69].
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2.3.3 Pairing
The inclusion of paring into the Hartree-Fock approach can be achieved in a variety of ways. Two ways in
which this can be done is Hartree-Fock-Bogoliubov (HFB) or Hartree-Fock + Bardeen–Cooper–Schrieffer
(HF+BCS) theory. Some of the differences between HF and HFB are the establishment of a self consistent
pairing field, and that occupations of individual levels are not required to be 0 or 1 6. It should be noted
that although the Sky3d code [1] which this thesis used can include pairing at the non time dependent
level via HF+BCS, to be consistent across all work presented in this thesis this functionality was not used.
For a detailed discussion of pairing and Hartree-Fock theory I direct the reader towards Refs. [11,70,71].
2.3.4 Time-Dependent Hartree-Fock
The time dependent Hartree-Fock equation is an extension to the Hartree-Fock equation which allows
one to tackle dynamical problems. After the single particle wavefunctions have been obtained by self
consistently solving the Hartree-Fock equation, these wavefunctions are then used as the the initial t = 0
solution of the dynamical calculation. The time-dependent Schro¨dinger equation that the solutions are
used in is as follows
ih¯
dψα(x, t)
dt
=
[
− ∇
2
2m
+
∫
dx′ν(x, x′)ρ(x′, x′)
]
ψα(x, t)−
∫
dx′ν(x, x′)ρ(x, x′)ψα(x′, t) = hˆψ(x, t)
(2.3.7)
The solution of this differential equation is solved by7
ψα(x, t+ dt) = e
−
−i dt hˆ
h¯ ψα(x, t)
=
(
1− idt hˆ
h¯
− dt
2 hˆ2
2h¯2
+ i
dt3 hˆ3
6h¯3
+ · · ·
)
ψα(x, t). (2.3.8)
where hˆ represents the single particle Hamiltonian governing the TDHF equation for wavefunction ψα.
The difficulty in this is trying the approximate the single particle Hamiltonian at the midpoint. This is
performed numerically by the Euler midpoint method by one of two methods. The way it is done in this
work is as follows. Firstly the wavefunction ψ(x, t) is used to calculate the densities at time t. Secondly
6Although in the case of HFB particle number conservation can be violated
7The exponential is expanded up to 6th order in the Sky3D code.
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the wavefunction is evolved in time to t+dt according to
ψα(x, t+ dt) = e
−
−i dt hˆ
h¯ ψα(x, t) (2.3.9)
This approximation for the wavefunction at time t + dt is then used to calculate the densities at t + dt.
By taking an average of the densities calculated at time t and t + dt, one gets an approximation for the
densities at the midpoint. These densities are then used in the construction of hˆ at the midpoint for
equation 2.3.8.
2.3.5 Energy Density Functional
The derivation of the energy density functional produced when using a Skyrme interaction is given in
Appendix A. This was first performed in [40] for non spherical nuclei. The non tensor H contribution to
the energy density functional is
H = a0τ + a1ρ
2 + a2
∑
q
ρ2q + a3s
2 + a4
∑
q
s2q + a5(ρτ − j2) + a6ρ∇2ρ+ a7s∇2s
+ a8
∑
q
(ρq∇2ρq + sq∇2sq) + a9
∑
q
(ρq∇2ρq) + a10
[
s · T −
∑
µν
J2µν
]
+ a11
∑
q
[ρqτq − j2q + sq · T q −
∑
µν
J2q,µν ] + a12
∑
q
(ρqτq − j2q)
+ ρα
[
a13ρ
2 + a14
∑
q
ρ2q + a15s
2 + a16
∑
q
s2q
]
+ a17
[(∇× j) · s + ρ∇ · J]
+ a18
∑
q
[(∇× jq) · sq + ρq∇ · J q] (2.3.10)
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and the tensor Hte+to contribution is
Hte+to = a19(∇ · s(r))2 + a20
∑
q
(∇ · sq(r))2
+ a21
(
s(r) · T (r)−
∑
µν
Jµν(r)
2
)
+ a22
∑
q
(
sq(r) · T q(r)−
∑
µν
Jq,µν(r)
2
)
+ a23
(
s(r) ·F (r)− 1
2
∑
µν
Jµν(r)Jνµ(r)− 1
2
∑
µ
Jµµ(r)
2
)
+ a24
∑
q
(
sq(r) ·F q(r)− 1
2
∑
µν
Jq,µν(r)Jq,νµ(r)− 1
2
∑
qµ
Jq,µµ(r)
2
)
+ a25s(r) · ∇2s(r) + a26
∑
q
sq(r) · ∇2sq(r). (2.3.11)
where
J κ =
∑
µν
κµνJµν . (2.3.12)
The densities above are given in terms of single-particle wavefunction in equations 2.2.20-2.2.26 and
equation 2.2.16. The index q denotes particle species (neutrons or protons). The densities without a
subscript q refer to the total density. The following coefficients are for the non tensor parts of the Skryme
energy density functional.
a0 =
h¯2
2m
a1 =
t0
2
(1 +
x0
2
)
a2 = − t0
2
(x0 +
1
2
) a3 =
t0x0
4
a4 = − t0
4
a5 =
1
4
(t1 + t2 +
t1x1 + t2x2
2
)
a6 =
1
16
(t2 − 3t1 − 3t1x1
2
+
t2x2
2
) a7 =
3t2x2
2
− 3t1x1
2
a8 =
1
32
(t2 + 3t1) a9 =
3t1x1 + t2x2
16
a10 =
t1x1 + t2x2
8
a11 =
1
8
(t2 − t1)
a12 =
t2x2
4
− t1x1
4
a13 =
t3
12
(1 +
x3
2
)
a14 = − t3
12
(x3 +
1
2
) a15 =
t3x3
12
a16 = − t3
12
a17 =
W0
2
a18 =
W0
2
(2.3.13)
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The following coefficients are for the tensor parts of the Skryme energy density functional.
a19 =
3
16
(3te − to) a20 = − 3
16
(3te + to)
a21 = −1
4
(te + to) a22 =
1
4
(te − to)
a23 =
3
4
(te + to) a24 = −3
4
(te − to)
a25 =
1
16
(3te − to) a26 = − 1
16
(3te + to) (2.3.14)
The coefficients show that certain parameters are intrinsically linked. The gauge invariant quantities that
are present in this energy density functional are shown in Appendix D.
Terms in the energy density functional
Different terms of the EDF have been neglected in the past for a variety of reasons. For example, imposing
certain symmetry restrictions greatly reduces the contribution of time-odd densities. Depending on the
symmetry of the problem at hand, most of the terms in the spin-current density are zero [72]. Terms
may also have been neglected in the past as they were computationally intensive to include and were
assumed to have little effect for the majority of nuclei. Neglecting certain terms can in some cases reduce
the number of parameters which need to be fitted to experimental data (e.g. neglecting the tensor term
reduces the number of parameters from 11 to 9). Some of these assumptions have been proven to be
wrong after extensive comparison between theory and experiment [47, 48, 73]. The only approximation
made with regards to the energy density functional presented here, is that the terms ∇2s and ∇ · s are
ignored unless specifically stated otherwise, due to instabilities noted in Ref. [74]. This is consistent with
the idea that the interaction does not necessarily have to be considered the fundamental object, but
rather the energy density functional is. Instead of the interaction parameters defining the energy density
functional, the contribution of every term present could be controlled by a variable coupling constant. In
this way of thinking, the ai (i = 1 · · · 26) are the parameters which are fitted to data, not the parameters
of the interaction. This is one of the reasons why the objects which create energy density functionals are
now often called generators instead of interactions.
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2.4 The variational method
The variational principle is a method for attempting to reach the minimum energy solution of a given
potential. One way this can be achieved is by first assume a trial wavefunction dependent on a few
parameters, one can then adjust these parameters to find an upper bound on the ground state energy
for that particular potential. The closer ones wavefunction matches the true ground state wavefunction,
the closer ones predicted ground state energy will be to the true value. In the context of energy density
functional theory, one tries to achieve the end goal, by trying to find the minimum energy solution from
a given energy density functional with respect to the densities to which is composed of8. The below
derivation will illustrate the point that although one may not have the exact ground state wavefunction,
if one first assumes that one has the following eigenvalue problem [56, p. 218] [75]
Hˆ |φk〉 = Ek |φk〉 , (2.4.1)
then one can achieve an upper bound on the ground state energy. Given the complete set of eigenfunctions
of the Hamiltonian φk, one can construct a general wavefunction |Φ〉 via
|Φ〉 =
∞∑
k=0
ck |φk〉 . (2.4.2)
If one now constructs the expectation value for Hamiltonian for |Φ〉 assuming k increases with energy
level then (where Ek>0 ≥ E0 has been used)
〈Φ|H |Φ〉 =
∑
k
Ek|ck|2 = |c0|2E0 +
∑
k>0
Ek|ck|2 = E0
(
|c0|2 +
∑
k>0
Ek
E0
|ck|2
)
≥ E0. (2.4.3)
Therefore
E0 ≤ 〈Φ|H |Φ〉 (2.4.4)
which means any variation from the true ground state wavefunction will increase the minimum energy.
This derivation assumes the wavefunction is already normalised but it can be performed without this
caveat. In the case of the energy density functional produced from the Skyrme interaction, it would be
very cumbersome to minimise it with respect to the wavefunction, therefore a more useful approach is to
minimise it with respect to the densities. This is equally valid as one can write these densities explicitly
8Rather than the wavefunctions themselves
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in terms of the wavefunction. This is equivalent to writing the variation with respect to the total energy
E as
δE =
∑
q
∫
d3r
{
∂H
∂τq
δτq +
∂H
∂ρq
δρq +
∑
µν
(
∂H
∂Jq,µν
δJq,µν) +
∑
µ
( ∂H
∂Jq,µ
δJq,µ
+
∂H
∂jq,µ
δjq,µ +
∂H
∂Tq,µ
δTq,µ +
∂H
∂sq,µ
δsq,µ +
∂H
∂Fq,µ
δFq,µ
)}
.
(2.4.5)
Writing the partial derivatives as coefficients allows for a more compact form. This allows δE to be
written as
δE =
∑
q
∫
d3r
{
h¯2
2m∗q
δτq + Uqδρq +
∑
µν
(γq,µνδJq,µν) +
∑
µ
(
Bq,µδJq,µ
+ Iq,µδjq,µ + Cq,µδTq,µ + Σq,µδsq,µ +Dq,µδFq,µ
)}
. (2.4.6)
A Lagrange multiplier is used to constrain the energy of the system. The parameter eα is used to constrain
the single particle wavefunction φα [60]. This constraint is such that
δ
(
E −
A∑
α=1
eα
∫
d3rφ∗α(r)φα(r)
)
= 0. (2.4.7)
The physical significance of the parameter eα can be explained through the the result of Koopmans
theorem. This theorem states that the value of eα can be approximately identified as the removal energy
of nucleon i if one assumes that the energy levels remain mostly unchanged as one goes from a nucleus
with N nucleons to N-1 nucleons [76, p. 209]. After deriving equation 2.4.6 and making comparisons with
equation 2.4.7, one finds a Schro¨dinger-like equation which can be solved self consistently by performing
the procedure set out in 2.3.2. In the nuclear density functional context, this equation was first derived
in Ref. [40] 9. This equation is as follows10
[
−∇ ·
(
h¯2
2m∗q(r)
∇
)
+ Uq +
1
2i
∑
µν
σσ′
(
(∇ · σ)γq,µν + γq,µν(∇ · σ)
)
+
1
i
Bq ·
(
∇ × σ
)
−∇ ·
(
(σ ·C q)∇
)
+ σ ·Σq + 1
2i
(
∇ · I q + I q · ∇
)
− 1
2
∑
µν
σσ′
σν,σσ′
(
(∇νDq,µ)∇µ + 2Dq,µ∇ν∇µ + (∇µDq,µ)∇ν
)]
φα = eαφα. (2.4.8)
9A derivation is given in Appendix B
10σν,σσ′ is the σσ
′ matrix element of Pauli matrix σν
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with the coefficients given below
h¯2
m∗q
=
h¯2
2m
+
1
4
(
t1 + t2 +
t1x1 + t2x2
2
)
ρ+
1
8
(
t2 − t1 + 2t2x2 − 2t1x1
)
ρq (2.4.9)
Uq(r) = t0
[(
1 +
x0
2
)
ρ−
(
x0 +
1
2
)
ρq
]
+
1
4
(
t1 + t2 +
t1x1 + t2x2
2
)
τ
+
1
8
(
t2 − 3t1 − 3t1x1
2
+
t2x2
2
)
∇2ρ+ 1
16
(t2 + 3t1 + 6t1x1 + 2t2x2)∇2ρq
+
1
8
(t2 − t1 + t2x2 − t1x1)τq − W0
2
∇ · (J + J q)
+
t3
12
ρα−1
[
(α+ 2)
(
1 +
x3
2
)
ρα+1 −
(
x3 +
1
2
)
(αρα−1ρ2q + 2ρ
αρq)− x3αρα−1s2
]
(2.4.10)
Bq =
W0
2
∇(ρ+ ρq) (2.4.11)
γq,µν = −1
4
(t2 − t1)Jq,µν − t1x1 + t2x2
4
Jµν +
1
2
[
(te + to)Jµν − (te − to)Jq,µν
]
− 3
4
[
(te + to)Jνµ − (te − to)Jq,νµ
]
− 3
4
[
(te + to)Jµνδµν − (te − to)Jq,µνδµν
]
(2.4.12)
I q = −1
2
(
t1 + t2 +
t1x1 + t2x2
2
)
j − 1
4
(t2 − t1 + 2t2x2 − 2t1x1)jq − W0
2
(∇× (s + sq)) (2.4.13)
.Cq =
1
8
(t2 − t1)sq + t1x1 + t2x2
8
s − 1
4
[
(te + to)s(r)− (te − to)sq(r)
]
(2.4.14)
Σq =
t0
2
(x0s − sq) + 1
16
(3t1 + t2)∇2sq + (3t2x2 − 3t1x1)∇2s
+
t1x1 + t2x2
8
T +
1
8
(t2 − t1)T q + t3
6
(x3ρ
αs − ραsq)− W0
2
(
∇× (j + jq)
)
− 3
8
[
(3te − to)∇
(
∇ · s(r)
)
− (3te + to)∇
(
∇ · sq
)]
− 1
4
[
(te + to)T (r)− (te − to)T q(r)
]
+
3
4
[
(te + to)F (r)− (te − to)F q(r)
]
+
1
8
[
(3te − to)∇2s(r)− (3te + to)∇2sq(r)
]
(2.4.15)
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Dq,µ =
3
4
[
(te + to)sµ(r)− (te − to)sq,µ(r)
]
. (2.4.16)
The derivation above provides the Kohn-Sham equations in nuclear physics.
Chapter 3
Giant Magnetic Resonances
The main purpose of this chapter is to investigate the use of the TDHF method with different Skryme
force interactions in the prediction of the strength function associated with 52Cr, in particular the tensor
part of the Skyrme force. A breakdown of some of the properties of 52Cr predicted from HF calculations
will first be given with a comparison to known experimental data, in section 3.1. This will then be followed
by a definition of the M1 operator with a description of the procedure on how it is used within the TDHF
approach, in section 3.2. Alongside this links will be made between the orbital and spin parts of the M1
operator and the responses a nuclei has been found to exhibit experimentally. After this, an explanation
will then be given on how these giant magnetic resonances are experimentally detected in 3.3, thereby
giving some insight as to why 52Cr was chosen. This will be followed by the results of different simulations
to illustrate the effect of the tensor terms in magnetic resonances, in section 3.4. A comparison of these
results with those using different methods and Shell Model calculations [52] to predict these resonances
will also be given in section 3.5. This chapter will conclude with a summary of the importance of M1
resonances and possible other nuclei which can be studied, in section 3.6.
All calculations in this section were performed on a Cartesian grid with spacing of 1 fm in all directions
from -11.5 fm to 11.5 fm with 52Cr at the centre of the grid. A finer grid spacing of 0.5 fm was tested but
found to have a negligible effect on both the ground state properties and the results of dynamical calcu-
lations. In the dynamical calculations a time step of 0.2
fm
c
was used. The single particle wavefunctions
at the boundary were assumed to be 0 in both static and dynamical case, and the nucleus was assumed
isolated.
34
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Force B.E./A [MeV] Charge β2
(without correction) Radius [fm]
Sly5 -8.427 3.708 0.157
Sly5t -8.509 3.700 0.148
SKM* -8.411 3.710 0.160
T12 -8.423 3.706 0.156
T22 -8.426 3.705 0.156
Experiment -8.7762 3.643(3) 0.211
Table 3.1: Table of the B.E./A (without the centre of mass correction discussed in Chapter 4), charge
radius and β2 obtained from Hartree-Fock calculations using various various Skyrme forces for
52Cr,
compared with experimental data. (Experimental Results taken from [77–79]).
3.1 HF Eigenstate
This section will provide a breakdown of the various ground state properties of 52Cr predicted from
Hartree-Fock calculations for a variety of Skyrme forces, alongside a comparison with known experimental
data. The results of the calculations are summarised in table 3.1. The Skyrme forces used in this
Chapter are SKm* [43], Sly5 [42], Sly5t [41] and various TIJ forces [44]. Although all of the forces both
simultaneously underestimate the binding energy per nuclei (on average by ≈ 3.9%) while overestimating
the rms charge radius (on average by ≈ 1.7%), they are in general agreement with experiment. The HF
code outputs the proton rms radius (< r2rms >p) and the experimental data examined the charge radius
(rrms). One reason why there is a difference between the proton radius outputted by the code and the
charge radii is because it treats each individual proton as a point-particle instead of taking the proton
finite size into account. The following equation was used to relate the two quantities [80]
r2rms = < r
2
rms >p +r
2
p. (3.1.1)
where rrms is the rms charge radius,< r
2
rms >p is the point-like rms proton radius and r
2
p is the square of
the mean square radius of the free proton. In Ref. [80] it is assumed that r2p = 0.64. Although this value
is currently contested due experiments that have been conducted using muonic hydrogen to measure the
proton radius, the discrepancy between these two values is not enough to explain the difference between
the experiment radii and those obtained here theoretically. As 52Cr is a deformed nuclei the β2 values are
summarised in the table 3.1. The β2 deformation parameter can be related to the average radius (Ravg)
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and the difference (∆R) between the semi-major and semi-minor axis by [81]
β2 =
4
3
√
pi
5
∆R
Ravg
. (3.1.2)
The sign of β2 is representative of the shape of the nucleus. A negative value of β2 means an oblate
shape, 0 represents a spherical shape while a positive value means a prolate shape. The experimental β2
value stated in table 3.1 was determined in Ref. [82], using the following formula which relates the β2
deformation to the strength of the electric quadrupole B(E2) value
β2 =
4 pi
3 Z R20
(B(E2))1/2, (3.1.3)
where R0 represents an approximate value of the nuclear radius for nuclei of constant density and was
calculated using the following formula
R0 = 1.2 A
1/3. (3.1.4)
Z and A are the number of protons and nucleons respectively. The deformation predicted from the HF
calculations was significantly smaller than what has been experimentally observed for all the forces tested.
This may have the effect of pushing the orbital contribution of the giant magnetic resonances to lower
energies. Equation 11 in Ref [83] provides an estimate of the position of the M1 scissor mode that is
directly proportional to β2 within their model, i.e.
EM1 = 80|β2|A−1/3. (3.1.5)
Exactly what a scissor mode is will be explained in the next section. Substituting in a representative
values of β2 from the Hartree-Fock calculations of β2 = 0.15 then EM1 = 3.2 MeV, whereas the value
of β2 = 0.21 from experiment gives EM1 = 4.5MeV. This difference of about ≈ 1 − 1.5 MeV will be
important later when considering a prediction a new transition produced in the TDHF Calculations.
3.2 M1 operator
The magnetic dipole (M1) operator that has been used for this work is standard, as derived in Ref. [11,
p. 583-584], and reads:
Mˆ10 = µN
A∑
i=1
{
g(i)s sˆz,i + g
(i)
l lˆz,i
}
. (3.2.1)
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gs and gl are the free spin and orbital factors respectively, sz,i and lz,i are the spin and orbital z components
respectively and µN is the nuclear magneton given by
eh¯
2mp
. The i index within equation 3.2.1 states this
single-particle operator only applies to particle i (could be either proton or neutron). The magnetic dipole
operator can be modified to include rare magnetic dipole events which allow M1 transitions between levels
with different l quantum numbers but this is beyond the scope of my thesis analysis. [11, p. 63]. To see
the effect of a magnetic transition all frequencies of this transition need to be excited at once. This can
be done by performing the following operation on the wavefunction at the start of the calculation
ψnew(t = 0) = e
iηMˆ10ψold(t = 0) (3.2.2)
A variable η is added to control the strength of the boost to the wavefunction. To keep within the
linear response regime, η is chosen such that the boost is small. Within the linear response regime, the
expectation value of the operator over time will vary linearly with respect to the value of η. As the spin
and orbital z components commute then the exponential can be separated into a product, i.e.1
ψnew,neutron(t = 0) = e
iηµNgnsˆzψold,neutron(t = 0) (3.2.3)
ψnew,proton(t = 0) = e
iηµNgpsˆzeiηµN lˆzψold,proton(t = 0). (3.2.4)
By virtue of the fact that the orbital and spin components commute, the spin and orbital boosts can be
applied separately to see their individual effects. The expectation value of the spin only boost was an
order of magnitude higher than the expectation value of the orbital only boost. The expectation value of
the spin boost is (sums over both proton and neutron states)
〈M〉s (t) =
∑
i
µNgs,i
∫
d3rψ∗i (t)sˆz,iψi(t). (3.2.5)
The expectation value of the orbital boost is (sums over all proton states)
〈M〉l (t) =
∑
p
µNgl,p
∫
d3rψ∗p(t)lˆz,pψp(t). (3.2.6)
1gl for the neutron is 0.
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When both the spin and orbital angular momentum boosts are applied together2, interference occurs
between them3 so one can get responses unavailable if either boost had been applied alone. Those
responses which are caused by interference are most clearly seen through comparison of the strength
functions with the two boosts, in contrast to when only one boost is applied. In experiments different
probes are used which attempt to separate out which parts of the strength of an M1 transition comes
from the spin and which comes from the orbital contribution, so by being able to do this within the
theory of TDHF is advantageous. After the simulation has been run, one can relate the expectation value
of the M10 operator to the strength (S)
4 of any excitation as a function of energy E, by the following
equation [84]
S(E) = − 1
piη
Im(M(E)), (3.2.7)
where M is the Fourier transform of the expectation value of M10 over time. This formula linking the
strength function to expectation value in equation 3.2.7 is only valid within the linear regime. The value
of η which was used in these calculations was found by repeating the calculation for various values of η
and then comparing the expectation value for these calculation. By comparing these expectation values,
one can find where the response is non linear. The strength experimentally usually is split into two
distinct energy regions, each region representing a different response from the nucleus. The spin and
orbital angular momentum excitations energy regions for a variety of nuclei is shown in figure 3.1. These
two responses are scissor modes and spin-flip transitions shown in figure 3.2. As can be seen from figure
3.1 the spin-flip transitions5 tend to be located at higher energies than scissor modes6.
3.3 Experimental detection
The following description on how M1 transitions are experimental detected is based upon Chapter 7 of
Ref. [53]. M1 transitions can be measured experimentally in variety of different ways. This section will
discuss three ways to measure the strength of the transition from inelastic scattering, namely electron
scattering, proton scattering and nuclear resonance fluorescence (NRF) scattering. The technique that is
used depends on whether one is probing the orbital or spin part of the M1 transition and at what energy.
For example proton scattering at forward angles is only weakly affected by the orbital part of an M1
2When the M10 operator is used for the boost.
3Them refers to the Ml and Ms operators (M10 = Ml +Ms).
4The strength function gives prediction of how likely a transition is likely to occur for a given frequency or energy
5From the spin part of the M1 resonance.
6From the orbital part of the M1 resonance.
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Figure 3.1: Diagram showing that spin excitations are generally at higher energies, than those excitations
which come from the orbital angular momentum part of the M1 resonance. This image is taken from
Ref. [52], originally source Ref. [85]
Figure 3.2: Diagrammatic representation of the different responses that can occur for M1 resonance,
inspired by figure 7.2 of [53, p. 337]. The first is a scissor mode in which protons rotate with respect to
the neutrons. The second is a spin flip flip transition where the spin of a proton or a neutron flips as a
result of the resonance.
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resonance [86]. In low forward angle intermediary energy inelastic proton scattering, the Vστ part of the
nucleon-nucleon interaction dominates which in turn makes spin responses more likely [86]. Both electron
scattering and proton scattering are affected by the spin-flip transitions so by making a comparison the
effect of the orbital can be deduced. This can be seen by comparing excited states from both experiments,
those excitations which appear weak in the proton scattering experiments but not weak in the electron
scattering are mainly due to the orbital part of the transition. Those excitations which appear to have
different strength in both experiments can be attributed to interference between the orbital and spin
parts.
The NRF technique is generally used for examining the lower energy scissor modes than spin flip transi-
tions. NRF involves impinging a continuous Bremsstrstralung spectrum off a target and then observing
the angular cross section of the scattered photons. A difficulty with all these techniques is that they
can produce a variety of resonances such as M1,E1 and E2. A determination of the parity is needed to
separate these different resonances. This can be done in the NRF method by polarising the photons. The
energy of the photon must be below the neutron emission threshold.
The experimental techniques used to probe M1 transitions in 52Cr which I will compare to are electron
scattering [87], unpolarised [88] and polarised [89] photon experiments. The investigation in [87] was
motivated by the prediction by the independent particle model prediction that the pronounced M1 spin-
flip transition observed in 48Ca at 10.23 MeV is a neutron 1f−17
2
1f 5
2
particle-hole excitation. The authors
wanted to know if this excitation persists in other higher N=28 isotones (i.e. 52Ti, 52Cr and 52Fe). In table
1 of [88], it is stated that dipole transitions have been observed in the region 5-7 MeV but the authors
could not conclusively assign these transitions to magnetic dipoles. Recently these transitions have been
reexamined in this energy range using polarised photons and have assigned most of those found, to be
electric dipole transitions with only a relatively small magnetic dipole being observed at approximately
5.1MeV [89].
3.4 Strength functions from TDHF
This section contains the analysis of the strength functions produced from the TDHF calculations for 52Cr,
a summary of some of the main features for the variety of forces is given in table 3.2. All calculations
were stopped after a period of time due to an instability incurred by the spin-orbit part of the Skyrme
force. This instability caused particle number and the total energy to diverge. The time at which each
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calculation was stopped is outlined in table 3.2. The stopping time was chosen such that the expectation
value of the operator was close to zero. This helps to reduce unavoidable negative strength produced by
a finite ending time in calculations of the strength functions. A modified version of Sly5 [90] was found to
be unaffected by this instability for 52Cr, it should be noted though that for other nuclei, the instability
still existed. Due to this instability the resolution in the strength function that could be achieved was
limited. The strength function produced by the simulation were scaled so that the data laid on top of
each other. This is because the main objective of this investigation was to see how well the simulation
predicted the range of the energies of the transitions and not necessarily their amplitude. A particular
interesting feature of all the strength functions is that they all predict a low energy transition transition in
a region which has not been experimentally investigated. The authors of Ref. [87] could not conclusively
say whether or not a resonance found was definitely a magnetic dipole transition, so it was decided that
only what the authors denoted as category A & B transitions would be chosen from the data to be
compared to in this work. These categories were labelled as the most likely candidates for a magnetic
dipole transition. The magnetic dipole transitions were looked for in the region of 7 MeV to 12 MeV,
some attempts were made to find transitions in the region 12 MeV to 15 MeV but nothing appreciable
was found.
Range of Lowest energy Highest energy Time calculation
Force energy [MeV] transition [MeV] transition [MeV] stopped
[
fm
c
]
Sly5 9.0 3.00 12.00 2689.2
Sly5t 10.0 3.00 13.00 3551.0
Sly5t 10.0 3.00 13.00 3303.0
(effective g factor)
Sly5t SF off 9.5 3.00 12.50 2286.0
Sly5t ST off 10.0 3.00 13.00 3049.4
SKM* 9.0 2.50 11.50 3075.6
T12 9.5 3.00 12.50 3767.0
T22 9.5 3.00 12.50 3254.8
Experimental 6.55 5.1 11.65
Table 3.2: A summary of some of main features of the M1 strength functions produced for 52Cr using
TDHF. The stopping time chosen has the effect of limiting the minimum frequency which can be resolved,
in the Fourier analysis of the expectation value of the M1 operator. The larger the value of the stopping
time, the smaller the frequency which can be resolved. The values for the minimum and maximum energy
transitions values were obtained by inspection of the obtained strength functions.
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Sly5 and Sly5t
The strength functions that this section discusses are shown in figure 3.3. The effect of the tensor part of
the Skyrme force to the strength function of an M1 resonance can be studied by a comparison between the
results of both Sly5 and Sly5t. These two parameterisations share exactly the same non tensor Skyrme
force parameters, while Sly5t includes the tensor force parameters te and to
7. Comparing the strength
functions for SLy5 (top right panel of Fig. 3.3) and for SLy5t (top left panel of Fig. 3.3), it can be see
that the effect of adding the tensor force is to redistribute the strength over a larger energy range. For
example the maximum energy where there is any appreciable strength is approximately 12 MeV for Sly5
whereas for Sly5t this energy is approximately 13 MeV. This is interesting as the tensor term has been
disregarded in the past due to computational costs. This work seems to suggests that the tensor term
has a non negligible effect in the predictions of strength distribution for magnetic dipole transitions. The
individual effect of removing the s ·T and s ·F gauge invariant terms was also investigated for the Sly5t
parameterisation. The data appears to suggest that the majority of the strength in the region 12-13 MeV
comes from the gauge invariant s ·F term. The s ·T term seems to have the effect of reducing the overall
strength of the transitions8. A modified Sly5 force was tested (bottom right panel of figure 3.5) which
was less prone to the instability incurred by all other forces. The force Sly5* was fitted in Ref [90] using
linear response theory to avoid instabilities that can be incurred by the introduction of the s · ∇s term
present in the EDF. It should be noted though the calculations shown for Sly5* do not include the s · ∇s
so that all calculations are using the same EDF. This allowed a high resolution strength function to be
found. The range of energies found for this force were unsurprisingly very similar to the Sly5. Sly5*
allows one to see that that the isolated peak around 3MeV has a small width. For Sly5* the increased
energy resolution which is gained from it being able to run longer without encountering an instability
allows one to discern features in the strength function which other forces can not. One such feature is
that the single peak around 5MeV in the other forces is split into one main peak and a smaller peak.
7i.e. Sly5 does not include the tensor force.
8As all TDHF are all scaled by the same amount, one is comparing relative magnitude here rather than absolute magnitude.
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Figure 3.4: The strength functions from the TDHF calculation using Sly5t with an effective g value.
Comparison of Effective g factors results against those obtained with a Free g factor
In all calculations so far the spin g factors for the neutrons and protons have been the free nucleon factors.
Inside the nucleus these g factors are altered and have an effective value compared to the free values. This
is due to a variety of reasons including but not limited to ground state correlations, meson exchange
effects and δ-isobar excitations [11, 91]. The amount of quenching of these factor will depend on which
nucleus is being considering, it is usually a factor between 0.6-0.8. For the shell model calculations9 that
this thesis compares to, the authors used the following formula relating the free spin g value (gs,free) to
the effective value (gs,effective) [92]
gs,effective = 0.75gs,free. (3.4.1)
The quenching factor of 0.75 was chosen as this paper was specifically looking at the N=28 isotones.
The orbital g value remains unchanged. It is stated in Ref. [92] that to obtain this result10, they assumed
the magnetic dipole transition is mostly dominated by the spin excitation, and therefore the authors just
modified the spin g factor. The effect of this transformation on the strength function is shown in figure
3.4, where the SLy5t parameterisation was used. The effective value of g has little to no effect on energy
range predicted via this method. As the effective g factor reduces the overall contribution of the spin
excitation, the orbital can now contribute more through interference between the two excitations. The
locations of the different excitations does not change with the effective g value, the change only has the
9See Ref. [52]
10The equation linking the free and effective g values
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effect of quenching the strength differently at different energies so that they are all approximately the
same strength.
Different Skyrme forces
The strength functions that this section discusses are shown in figure 3.5. By analysing this figure it
can be seen that Different Skyrme forces produce different strength distributions within the same energy
region. The SKM* (bottom left panel of figure 3.5) parameterisation appears to most closely replicate the
energy region that has been experimentally examined. Unlike all other forces, SkM* correctly predicts the
distinctive peak around 9 MeV. The T12 (top left panel of figure 3.5) and T22 (top right panel of figure
3.5) parameterisations give similar strength functions. One noticeable difference occurs at ≈ 12 MeV
where T12 predicts ≈ 50% more strength. The predicted strength distribution varies quite dramatically
depending on the particular parameterisation of the force chosen.
3.5 Comparison to shell model calculations
The shell model comparison to the experimental data is mentioned in Ref. [52] and compares the predicted
strength function from shell model calculations using both a KB3G [93] and a GXPF1 [94] interaction.
Figure 3.6 shows the results of the shell model calculations. The two shell model calculations are relatively
good at replicating the energy range also predicted in the experiment. The KB3G interaction more
accurately replicates the experimental data in both and strengths for each energy. This may be for
many reasons but it was pointed out in Ref. [94] that calculations made with the GXPF1 interaction
had deficiencies in calculating the binding energies of Z ≈ 24 neutron rich nuclei. They suggest that this
could be rectified by the introduction of the g 9
2
orbit into later calculations which would help with large
deformations.
When comparing the results of the TDHF calculations to those of the shell model with both interactions,
one of the differences is that when the GXFP1 interaction was used in shell model calculations, a small
amount of the strength is predicted to be in the region 12-14 MeV, which is not predicted by this work or
the other shell model calculation. The peak with the largest strength experimentally11 is not predicted in
that location for both TDHF12 and shell model calculations. For shell model calculations a single larger
peak is predicted at a lower energy. In TDHF the peak around 9 MeV is usually split into two peaks
11At approximately 9 MeV
12The exception is SkM*
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Figure 3.6: The produced strength functions of shell model calculations performed using KB3G and
GXPF1 interactions compared with experimental results, taken from [52].
around this energy. One prediction that the TDHF calculations makes, is a lower energy transition at
E ≈ 3 MeV. One assumes due to the lower relative energy of this transition compared to others, it is
suspected that this may be a scissor mode response. One plans in the future to try to excite the nucleus
specifically at this energy to see if one can see any particular patterns in say the spin density, to try and
determine whether this assertion is correct. Experimental searches have not been conducted at this energy
for 52Cr, so it can not be determined whether it is a genuine resonance or an artefact of the method. As
the shell model strength functions only show the region E > 5 MeV, it is unknown if they make a similar
prediction or not. Discluding this excitation, the range predicted for these excitation is similar between
all the calculation.
3.6 Future Work
Studies of strong M1 1f−17
2
1f 5
2
particle-hole excitations in medium mass nuclei help with our understanding
of the quenching of spin strength in a nucleus13, the relation of M1 resonances to Gamow-Teller transitions
13Giving one an understanding what of what the effective g factor gs,eff is inside nuclei, in comparison to its free value
gs,free.
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and associated astrophysical problems14, and as such a variety of nuclei around this shell have been studied.
One such connection between M1 resonances and astrophysical problems was shown with 52Cr in Ref. [96],
when an M1 strength function which came from shell model calculations was used to deduce the inelastic
total and differential neutral-current neutrino-nucleus cross sections at supernova neutrino energies, and
found relative agreement with experiment. This is due to the spin component of M1 resonances being
related to part of the Gammow-Teller σ · τ operator [53]. This work could be expanded to include the
other N=28 isotones 52Ti and 52Fe mentioned in Ref. [87]. There has also been experimental interest in
the M1 scissor mode in fp shell deformed nuclei such as 50Cr [95], 56Fe [97] and 46,48Ti [98] which this
work could possibly address.
14For a variety of other reasons why M1 resonances are investigated in medium mass nuclei see Ref. [95]
Chapter 4
Tensor components in nuclear collisions
of 16O + 16O
Heavy ion collisions have been studied many times throughout the history of the TDHF method with
Skyrme forces [99–101]. These calculations have all had a degree of approximation when it comes to the
energy density functional that is used. The majority of these approximations were done due to limited
computational power at the time. For example the collision may have only been looked at as a head-on
1-dimensional collision or different gauge invariant terms may have been neglected. Relatively recently
the majority of the tensor terms were implemented in a modern symmetry unrestricted code where all
time-odd densities could be investigated [20]. I implemented the final higher order term of the energy
density functional (the s · F gauge invariant term derived in Appendix D) and used it to examine the
effect of the tensor force on the upper fusion threshold energy. The Hartree-Fock calculations in this
chapter were performed on a Cartesian grid with a grid spacing on 1fm in all directions from -11.5 to
11.5 fm with 16O at the centre of the grid. The dynamical calculations in this section were performed on
a Cartesian grid with grid spacing 1fm from -23.5 to 23.5 fm in the x direction, -11.5 to 11.5 fm in the
y and z direction. The x, y, z co-ordinates of the two 16O nuclei at t = 0 were (-11.5,0,0) and (11.5,0,0)
respectively, so that the wavefunctions of the two fragments did not have any overlap at the start of the
calculation. The energy interval chosen to find the upper fusion threshold was 1 MeV. The time step of
the calculations was 0.2
fm
c
. A finer grid spacing of 0.5 fm was tested but found to have a negligible
effect on both the ground state properties and the results of dynamical calculations. This chapter is
broken down as follows, firstly the various ground state properties of 16O predicted from Hartree-Fock
calculations for a variety of Skyrme forces, alongside a comparison with known experimental data in
49
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section 4.1. This will then be followed by a description of how the 16O+16O calculation is initiated in
section 4.2. An analysis will then be given on how the prediction of the upper fusion threshold is affected
by the Skyrme force parameterisation chosen in section 4.3. This chapter will conclude with section 4.4,
which provides an analysis of how the consistent introduction of the higher order terms of the tensor
terms in the functional affects the contribution different gauge invariant quantities make to the total
energy. Some of the results presented in this Chapter come from a publication in Physical Review C (see
Ref. [50]), which I contributed to.
4.1 HF Eigenstate
This section will provide a breakdown of the various ground state properties of 16O predicted from Hartree-
Fock calculations for a variety of Skyrme forces, alongside a comparison with known experimental data.
The predictions of the B.E./A and charge radius from the HF calculations are summarised in table 4.1.
The Skyrme forces used in this Chapter are SkM* [43], Sly5 [42], Sly5t [41] and various TIJ forces [44].
When the parameters for a Skyrme force are found by fitting the experimental data they include a centre
of mass correction to the total energy. The values stated in table 4.1 are shown with and without this
correction. For consistency when performing time dependent calculations, one has used the solution
without this correction. With the correction the average deviation of the B.E./A from the experimental
value is ≈ 0.12%. The centre of mass correction is found by finding the self consistent Hartree-Fock
solution with the effective mass changed using the following formula
meff,new = meff,old
(
1− 1
A
)
, (4.1.1)
where A is the mass number. Without the centre of mass correction all of the forces both simultaneously
underestimate the binding energy per nuclei (on average by ≈ 11.5%) while overestimating the rms charge
radius(on average by ≈ 5.7%). The charge radius is calculated in the same manner as is described in
Chapter 3 using equation 3.1.1.
4.2 Momentum boost
In the case of collisions, a more complicated set up of the problem is required to initiate the simulations.
The first thing that should be done is that the two nuclei are placed on a grid, such that the Slater
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Force B.E./A [MeV] B.E./A [MeV] Charge
(without correction) (with correction) Radius [fm]
SkM* -7.068 -7.972 2.8602
Sly5 -7.103 -8.015 2.8480
Sly5t -7.104 -8.016 2.8481
T12 -7.098 -8.010 2.8457
T22 -7.058 -7.967 2.8504
T24 -7.072 -7.982 2.8498
T26 -7.091 -8.003 2.8483
T42 -6.972 -7.874 2.8622
T44 -6.998 -7.901 2.8604
T46 -7.020 -7.924 2.8600
Experiment -7.976 -7.976 2.6991
Table 4.1: Table of the B.E./A and charge radius obtained from Hartree-Fock calculations using various
various Skyrme forces for 16O, compared with experimental data. (Experimental Results taken from
[79,102]).
determinants calculated from the HF calculations do not overlap. Once this has been completed, one
needs to give kinetic energy to both fragments. This can be done by giving the following boost to each
fragment at t = 0 [103]
ψnew(t = 0) = e
ik·Rψold(t = 0), (4.2.1)
where R is the vector representing the centre of mass co-ordinate of the fragment. k represents the
momentum boost vector of the fragment. The momentum boost given to the two fragments was chosen
such that their trajectory stayed within the x− z plane. A diagram of the collision is given in figure 4.1.
The centre of mass co-ordinate of fragment j is calculated by
Rj =
1
Aj
∑
i
ri (4.2.2)
where Aj is the mass of the fragment j and ri are the single particle positions of each nucleon of fragment
j. TDHF does not work with the positions of individual nuclei so the centre of mass has to be calculated
in a different way. In the code the centre of mass of a given fragment is found by using the density, i.e.
if the density at position r is calculated to be ρ(r), then the centre of mass R is given by
R =
∫
dr rρ(r)∫
drρ(r)
(4.2.3)
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For the correct relative momentum of the two fragments to be given by k1 − k2, the two fragments are
arranged such that
A1R1 +A2R2 = 0 (4.2.4)
For the collision of two 16O nuclei which have the same mass then this means at the start of the calculation
R1 = −R2 (4.2.5)
4.3 Upper Fusion Threshold
There is classically a lower fusion threshold1 between two nuclei, which is dominated by the Coulomb
barrier between them, but due to quantum tunnelling the centre of mass energy could theoretically be
below this energy and still fuse. TDHF does not without modification take this quantum tunnelling into
account, i.e. the results of the calculation are not probabilistic, if one runs a calculation at one energy, one
always obtains the same result. The fact that there is a lower fusion threshold raises the question whether
there is such thing as the upper fusion threshold, which would be the maximum centre of mass energy at
which the nuclei fuse. Above this energy there is not enough dissipation within the system to convert the
collision energy energy into internal energy of the resultant nucleus, and deep inelastic scattering occurs.
Experimentally studies have found that if an upper fusion threshold does exist then it must be at a much
higher angular momentum and energy than that has been predicted by TDHF [49]. In this work the
upper threshold energy varied from 61 to 87 MeV depending on the parameterisation chosen as shown in
table 4.2 [50]. The predictions are very different for the various forces as they change the evolution of the
density, and by extension of the EDF as the collisions evolves. The results for SkM* are split into three
categories, SkM* (full) which includes all the terms of the EDF, SkM* (basic) excludes the J2 part of
the EDF and SkM* (Inc J2) includes the time-even part of J2 term. The results of this work have been
compared with those present in Ref. [99] with the full SkM∗ force, and within a systematic error present
in Ref. [99] (private communication mentioned in [50]) the results were in agreement. The introduction of
the time-even J2 decreases the upper fusion threshold significantly by 6 MeV, while the time-odd terms
increase it by 2 MeV. It was also found that adding the tensor force had a noticeable effect of reducing the
upper fusion threshold, by approximately 5 % when comparing the Sly5t [41] parameterisation against the
Sly5 [42] parameterisation. By comparing the various results for the TIJ forces, one finds a large range
1The minimum energy needed to fuse
CHAPTER 4. TENSOR COMPONENTS IN NUCLEAR COLLISIONS OF 16O + 16O 53
of 25 MeV for the upper fusion threshold. This shows that the prediction for the upper fusion threshold
can be highly dependent on the choice of tensor parameters found.
Figure 4.1: Diagram of the set up of the two fragments. The centre of masses of each of the two nuclei are
placed on the x axis equidistant from the origin. The momentum vectors k1 and k2 are directed towards
the origin.
Force Threshold (MeV)
SkM∗ (basic) 77
SkM∗ (inc. J2) 71
SkM∗ (full) 73
SLy5 (full) 68
SLy5t 65
T12 61
T14 69
T22 64
T24 71
T26 82
T42 69
T44 79
T46 87
Table 4.2: Upper fusion threshold energies for the 16O + 16O collision using various parameterisations of
the Skyrme interaction. This table is taken from Ref. [50].
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Figure 4.2: Different time-odd contributions to the energy density functional at 100MeV for both Sly5
and Sly5t parameterisations. This figure is taken from Ref. [50].
4.4 Individual contributions to the energy density functional during
the collision
For the Sly5 and Sly5t cases, the individual contributions of certain terms to the energy density functional
were investigated, well above the upper fusion threshold (100 MeV). An energy that was much larger than
the upper fusion threshold was chosen so that after the collision the two 16O emerge from the collision in
an excited state. With the two nuclei emerging in an excited state, it was expected that any differences
between the two functionals would be enhanced. The results of these calculations are shown in figure 4.2.
The analysis of the s2 density dependence of the functional was split into the purely two body (t0) and
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density dependent two body (t3) contributions. It is worth noting these terms are present irrespective of
whether the tensor term is active or not. As discussed in subsection 2.2, the spin-density of an even-even
spin saturated nucleus is zero. Therefore as expected when the two 16O nuclei are separate and in their
ground states, the s2 terms (top right panel of Fig. 4.2) do not contribute to the energy density functional.
These contributions only change significantly (≈ a few MeV) when the two nuclei first come into contact
with each other 2. This is due to spin currents being set up within the system. Figure 4.2 [50] shows that
initially the introduction of the tensor tensor does not affect how much s2 contributes to the EDF. As the
coupling constants to the s2 density are independent of the tensor parameters, it is only once the tensor
has had significant time to affect the density s itself that a difference can be noticed. The s · T term
is interesting in comparison to the previously investigated terms in that its coupling constant contain
both tensor and non tensor terms. The introduction of the tensor term serves to significantly reduce
the overall contribution of the s · T term term (shown in the bottom left panel 4.2)to the EDF, for this
parameterisation at least. To understand why this is the case, one can look at the contributions of the
spin current tensor dependent terms make to EDF, with and without the tensor term. The contributions
that this density makes to the EDF in a 100 MeV collision of two 16O nuclei are shown in figure 4.3.
As can be seen the introduction of tensor term reduces by approximately, by an order of magnitude the
contribution of the
∑
µν J
2
µν term to the EDF (This contribution is shown in the 2
nd column and 2nd row
of figure 4.3). The s · F contribution in comparison to the two previous terms on the other hand is not
present unless the tensor term is included. When it is active, its contribution to EDF overall is of the
order of several hundred keV to the system, when the collision is taking place. As can be seen from figure
4.3 the contribution of the
∑
µ J
2
µµ term to the EDF (This contribution is shown in the 2
nd column and
1st row of figure 4.3), that makes up the s ·F gauge invariant term is negligible throughout the collision.
The
∑
µν J µνJ νµ contribution is almost double the total s ·F gauge invariant quantity, therefore the effect
of the s ·F density is repulsive in nature and acts to decrease the dissipation.
2The time at which the surfaces of the two nuclei touch can be seen in figure 4.2 at ≈ 70fm
c
. At this point there is a
dramatic change in the contributions that the t0 and t3 terms make to the energy density functional.
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Figure 4.3: Contributions to the total energy from the J2 terms following the Cartesian decomposition
as in the paper by Lesinski [44] (right column) or following the coupled form given by Perlinska [63] (left
column). The bottom frames show the total contribution in both cases. The case is 100 MeV collisions
of 16O on 16O. This figure is taken from Ref. [50]
Chapter 5
Theory overview of TDDM
The overarching goal of this Chapter is to set out how one can implement numerically a theory known
as time dependent density matrix (TDDM) theory, to go beyond the mean field in a self consistent and
symmetry unrestricted manner. This theory allows one to go beyond the mean field by truncating the
BBGKY at successively higher orders. TDDM as implemented in this work includes two body correlations
which go beyond the Slater determinant approximation which was outlined in Chapter 2. As part of this
discussion some of the biggest differences between TDHF and TDDM will be outlined. One will first start
with a discussion on how two body correlations change the mean field picture of a nucleus, in section
5.1. After this has been done, an overview will be given on how TDDM leads to a set of three coupled
differential equations linking an occupation matrix, correlation tensor and single particle wavefunctions,
also in section 5.1. The evolution of the one and two body densities are derived in detail within Appendix
E, and within this Chapter the differential equations obtained from this derivation will be shown to
reduce to a simpler form in the HF basis. A derivation will then be given to show that TDDM respects
the conservation of total energy, and particle number, in section 5.2 . The correlated ground state was
found through the use of the Gell Mann Low theorem. Therefore a discussion of the main assumptions of
this theorem will be given in section 5.3, followed by how it was implemented practically in section 5.4.
This Chapter will be finished with a discussion of what theoretical and experimental evidence exists that
show ground state correlations effect dynamical processes such as giant magnetic resonances and heavy
ion fusion, in sections 5.5 and 5.6.
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5.1 Correlations and the differential equations of TDDM
One way of going beyond the Slater determinant approximation would be to take many body correlations
into account. These correlations can be incorporated in a variety of ways, for example instead of using
a single Slater determinant, one may use a many body wavefunction that is a superposition of multiple
Slater determinants [104]. TDDM as it is called within nuclear physics makes an approximation about
how the overall magnitude of higher order many body correlations compare to lower order ones, to
truncate the BBGKY hierarchy, order by order. Within quantum Chemistry, condensed matter Physics
amongst other areas of Physics, this theory is commonly referred to as reduced density matrix functional
theory [105–109]. The assumption made in this work is that any many body correlations greater than 2
are negligible. After deriving the BBGKY hierarchy, one finds that by making this approximation, one
now has a closed set of coupled differential equations between the evolution of the one body density and
two body densities. A detailed derivation is given in Appendix E. The inclusion of three body correlation
self consistently is currently computationally unobtainable. These coupled differential equations as they
stand in Appendix E are in co-ordinate space, so they are very difficult to solve in 3D. After an overview
of density matrices is provided in this section, the equations will be transformed to a time-dependent
single-particle basis where they become tractable.
The N body problem posed by the the nucleus is a solution of the following Schro¨dinger equation
ih¯
∂ |Ψ(t)〉
dt
= H |Ψ(t)〉 . (5.1.1)
The Hamiltonian Hˆ can be represented in second quantised form by
Hˆ =
∑
ij
tij aˆ
†
i aˆj +
1
4
∑
ijkl
vijklaˆ
†
i aˆ
†
j aˆlaˆk (5.1.2)
up to 2 body interactions, where (∇1 acts to the right)
tij = − h¯
2
2m
∫
dx1ψ
∗
i (x1)∇21ψj(x1) (5.1.3)
represents the kinetic energy term, and 1
vijkl =
∫
dx1dx2 ψ
∗
i (x1)ψ
∗
j (x2)ν(x1, x2)
(
ψk(x1)ψl(x2) − ψl(x1)ψk(x2)
)
(5.1.4)
1ν(x1, x2) is the Skyrme interaction in this work.
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represents the two body interaction term. These interaction matrix elements vijkl for the Skyrme force
are derived in appendix F. This problem is analytically intractable for the majority of interactions, but
by considering density matrices and making approximations it can be put in a form which can be tackled
numerically. The starting point is to construct an N body density ρN from the wavefunction
ρN (t) = |Ψ(t)〉 〈Ψ(t)| , (5.1.5)
where N is the total number of particles in the system. The evolution of this N-body density follows the
von Neumann equation
ih¯
dρN
dt
=
[
Hˆ, ρN
]
. (5.1.6)
Instead of considering ρN one may consider lower order densities ρn (reduced density matrices) by taking
the trace (Tr) over particles n+ 1 · · ·N ,
ρn =
1
(N − n)!Trn+1,...,NρN . (5.1.7)
For example going from the two particle density to the one particle density [110]
Tr2
(
ρ12
)
=
∫
dx2Ψ
∗(x′1, x2)Ψ(x1, x2). (5.1.8)
An important result of density matrix theory is that the expectation value of a one body operator Oˆ1 is
〈Oˆ1〉 = Tr1
(
ρ1Oˆ1
)
=
∑
αα′
∫
dx nαα′ψ
∗
α′(x)Oˆ1ψα(x). (5.1.9)
Two-body correlations can be incorporated entirely into the so-called correlation term (C(x′1, x′2, x1, x2))
of the two-body density matrix (ρ12):
ρ12(x
′
1, x
′
2, x1, x2, t) = ρ(x1, x
′
1, t)ρ(x2, x
′
2, t)− ρ(x1, x′2, t)ρ(x2, x′1, t) + C(x′1, x′2, x1, x2, t). (5.1.10)
In TDHF the one body density is written in the following form
ρ1(x1, x
′
1, t) =
∑
α
nαψ
∗
α(x
′
1, t)ψα(x1, t), (5.1.11)
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where nα represents the probability of a particle being in the eigenstate ψα. The fact that it is considered
diagonal ensures that there are no correlations. In TDDM the one body density is instead written as
ρ1(x1, x
′
1, t) =
∑
αβ
nαβ(t)ψ
∗
β(x
′
1, t)ψα(x1, t), (5.1.12)
and the correlation tensor is written as follows
C(x′1, x
′
2, x1, x2, t) =
∑
αβα′β′
Cαβα′β′(t)ψ
∗
α′(x
′
1, t)ψ
∗
β(x
′
2, t)ψα(x1, t)ψβ(x2, t). (5.1.13)
In TDHF, the correlation term of the two-body density is zero, i.e. C=0. From now, all quantities will
depend explicitly on time as per the definitions above. I omit any explicit time dependence for brevity.
The symmetries of the elements nαβ and Cαβγδ are
2
nβα = n
∗
αβ (5.1.14)
and
Cαβδγ = −Cαβγδ = Cβαγδ = C∗γδαβ (5.1.15)
respectively. The use of these symmetries can dramatically reduce computational time. Using the de-
composition of the one body density (equation 5.1.12) and correlation tensor (equation 5.1.13) , the total
energy is written as
E =
∑
ij
tijnji +
1
2
∑
ijkl
νijklnkinlj +
1
4
∑
ijkl
νijklClkji, (5.1.16)
which can be split into two parts, the mean field energy
EMF =
∑
ij
tijnji +
1
2
∑
ijkl
νijklnkinlj (5.1.17)
and correlation energy
ECOR =
1
4
∑
ijkl
νijklClkji. (5.1.18)
As the occupation matrix is no longer diagonal then one must derive a new equation describing the time
evolution of single-particle states. The objective of the below derivation is to show that the variational
principle on the mean field energy does not necessarily lead to the correct result for the evolution of the
2For proofs of these symmetries see Ref. [65]
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single-particle wavefunctions. As before in Chapter 2 one will perform the following variational derivative
δ
δψ∗α
(
EMF −
∑
ij
eijnji
∫
dx1ψ
∗
i (x1)ψj(x1)
)
= 0. (5.1.19)
Inserting equation 5.1.17 one finds
δ
δψ∗α
(∑
ij
tijnji +
1
2
∑
ijkl
νijklnkinlj −
∑
ij
eijnji
∫
dx1ψ
∗
i (x1)ψj(x1)
)
= 0. (5.1.20)
Substituting νijkl (equation 5.1.4) into the above equation, one finds
δ
δψ∗α
(∑
ij
eijnji
∫
dx1ψ
∗
i (x1)ψj(x1)
)
=
δ
δψ∗α
(
−
∑
ij
h¯2
2m
nji
∫
dx1ψ
∗
i (x1)∇2jψj(x1)
+
1
2
∑
ijkl
nkinlj
(∫
dx1dx2 ψ
∗
i (x1)ψ
∗
j (x2)ν(x1, x2)
(
ψk(x1)ψl(x2) − ψl(x1)ψk(x2)
))
.
(5.1.21)
Performing the variational derivative in the above equation, one finds
0 =
∑
p
npα
[
− h¯
2
2m
∇21ψp(x1) +
∑
il
nli
∫
dx2ψ
∗
i (x2)ν(x1, x2)ψp(x1)ψl(x2)
−
∑
il
nli
∫
dx1ψ
∗
i (x1)ν(x1, x2)ψp(x1)ψl(x2)− eαpψp(x1)
]
. (5.1.22)
In TDHF one works in a basis which diagonalises nαβ, therefore
0 =
[
− h¯
2
2m
∇21ψα(x1) +
∑
γ
nγγ
∫
dx2ψ
∗
γ(x2)ν(x1, x2)ψα(x1)ψγ(x2)
−
∑
γ
nγγ
∫
dx1ψ
∗
γ(x1)ν(x1, x2)ψα(x1)ψγ(x2)− eααψα(x1)
]
. (5.1.23)
Within TDDM, the above equation will not suffice as it is specifically assumed the occupation matrix is
non-diagonal. Also even if one starts with a diagonal occupation matrix, it will not stay so. This work
will start with the equation below for the evolution of the single particle wavefunctions, which has been
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used by previous researchers in this field [29,31,34,36].
ih¯
d
dt
ψq(x1) =
[
− h¯
2
2m
∇21ψq(x1) +
∑
il
nli
∫
dx2ψ
∗
i (x2)ν(x1, x2)ψq(x1)ψl(x2)
−
∑
il
nli
∫
dx1ψ
∗
i (x1)ν(x1, x2)ψq(x1)ψl(x2)
]
. (5.1.24)
After making the above assumption about the evolution of the single particle wavefunctions, as well
as equations 5.1.12 and 5.1.13 on the decomposition of the one body density and correlation tensor
respectively, one finds the evolution of nji follows
ih¯
dnji
dt
=
∑
γδσ
[
Cγδiσνjσγδ − Cjδγσνγσiδ
]
(5.1.25)
and the evolution of Cklji is
ih¯
Cklji
dt
=
1
2
∑
op
νlkop(noinpj − nojnpi + Cpoji) + 1
2
∑
mn
νmnji(nlmnkn − nlnnkm + Cklnm)
− 1
2
∑
mop
νlmop
(
noi(npjnkm − nkjnpm + Cpkjm)− nojCpkim − npiCokjm + npjCokim + nkmCopij
)
+
1
2
∑
mnp
νmnip
(
nln(npmnkj − nkmnpj − Ckpmj) + nlmCkpnj − nkmClpnj + nknClpmj + npjClkmn
)
+
1
2
∑
nop
νknop
(
noi(npjnln − nljnpn + Cpljn)− nojCplin − npiColjn + npjColin + nlnCopij
)
− 1
2
∑
mno
νmnjo
(
nln(nomnki − nkmnoi − Ckomi) + nlmCkoni − nkmCloni + nknClomi + noiClkmn
)
.
(5.1.26)
One can split the RHS of equation 5.1.26 into 3 terms of decreasing significance. These three terms in
order of decreasing importance are the Born term (Bαβα′β′), higher order p-p correlations (Pαβα′β′) and
higher order p-h correlations (Hαβα′β′). A diagrammatic representation of these three terms is given in
figure 5.1. For insight into these three terms one refers the reader to Ref. [29]. The 3 coupled differential
equations between the occupation matrix, correlation tensor and single particle wavefunctions (equations
5.1.25,5.1.26,5.1.24 respectively) dictate the evolution of the system, and they are solved perturbatively.
CHAPTER 5. THEORY OVERVIEW OF TDDM 63
Figure 5.1: This figure is taken from Ref. [29], and is a diagrammatic representation of the different terms
which create two body correlations. The Born term is the lowest order approximation and is essentially the
inclusion of 1p1h and 2p2h interactions. The next order correction includes interactions between nucleons
and the correlated states. The smallest correction is where nucleons interact with an intermediary state.
In the majority of previous studies only the Born term is included when using the Gell-Mann Low theorem
to calculate the correlated eigenstate.
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5.2 Conservation Laws
This section will provide a proof that particle number and the total energy are conserved in TDDM up to
two body correlations. In the next Chapter it will be shown that although these quantities are conserved
in theory, in practice within time-dependent calculations the may not be numerically, due to truncations
in the basis size. These discussions are based upon section 2.4 of Ref. [29].
Particle number
The total particle number is simply the sum of the diagonal elements of the occupation matrix nαβ, i.e.
N =
∑
α
nαα. (5.2.1)
Substituting in equation 5.1.25 one finds
d N
dt
=
∑
α
dnαα
dt
=
1
ih¯
∑
αβγδ
[
Cαβγδνδγαβ − Cδβαγναγδβ
]
= 0. (5.2.2)
Thus the total particle number is conserved.
Total energy
The total energy of the many body system is
E =
∑
ij
tijnji +
1
2
∑
ijkl
νijklnkinlj +
1
4
∑
ijkl
νijklClkji. (5.2.3)
This can be decomposed into two parts, the mean field and the correlation energy which are outlined
in equations 5.1.17 and 5.1.18 respectively. The evolution of both of this quantities will be considered
separately. The evolution of the mean field energy is as follows
dEMF
dt
=
d
dt
(∑
ij
tijnji +
1
2
∑
ijkl
νijklnkinlj
)
=
∑
ij
d tij
dt
nji +
∑
ij
tij
d nji
dt
+
1
2
∑
ijkl
d νijkl
dt
nkinlj +
1
2
∑
ijkl
νijkl
d nki
dt
nlj +
1
2
∑
ijkl
νijklnki
d nlj
dt
.
(5.2.4)
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Using the following formula for the evolution of the single particle wavefunctions
ih¯
d
dt
ψλ =
∑
α
αλψα (5.2.5)
where
ij = tij +
∑
kl
νikjlnlk, (5.2.6)
one finds this can be written as
dEMF
dt
=
(
−
∑
ijα
iαtαjnji +
∑
ijα
αjtiαnji +
∑
ij
tij
d nji
dt
− 1
2
∑
ijklα
ναjklnkinljiα − 1
2
∑
ijklα
νiαklnkinljjα
+
1
2
∑
ijklα
νijαlnkinljαk +
1
2
∑
ijklα
νijkαnkinljαl +
1
2
∑
ijkl
νijkl
d nki
dt
nlj +
1
2
∑
ijkl
νijklnki
d nlj
dt
)
.
(5.2.7)
Using symmetries of the anti symmetric interaction matrix elements as well as relabelling of dummy
variables, it can be seen that this can written as
dEMF
dt
=
∑
λλ′
λλ′
dnλ′λ
dt
. (5.2.8)
To make the derivation easier to follow, the matrix elements 〈ij| ν |kl〉 will be used instead of the anti
symmetrised matrix elements νijkl, where
νijkl = 〈ij| ν |kl〉 − 〈ij| ν |lk〉 . (5.2.9)
The evolution of the correlation energy then becomes
dECOR
dt
=
1
2
∑
ijkl
d νijkl
dt
Clkji +
1
4
∑
ijkl
νijkl
d Clkji
dt
(5.2.10)
as a result of this. Upon inserting the equation of the evolution of Clkji then the second term is found to
be 0. After the use of equation 5.2.5 then one finds the first term can be written as
dECOR
dt
=
1
2 i h¯
∑
αβγλ
Cαβγλ
(
− γλ 〈λδ| ν |αβ〉 − δλ 〈γλ| ν |αβ〉+ λα 〈λδ| ν |λβ〉+ λβ 〈λδ| ν |αλ〉
)
.
(5.2.11)
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After rearrangement one finds
dECOR
dt
= −
∑
λλ′
λλ′
dnλ′λ
dt
. (5.2.12)
Therefore one finds that dEtotdt =
dEHF
dt +
dEcor
dt = 0 and thus energy is conserved. As we have used
the completeness relation in the above derivation, the total energy is not strictly conserved in numerical
calculations as the basis is truncated. If one uses a basis which is significantly large, than the total energy
it is effectively conserved. Certain cases such as the collision of two nuclei will be discussed in the next
chapter where total energy was found not to be conserved numerically.
5.3 Gell–Mann Low Theorem
In this section, the technique that has been used to obtain ground states within TDDM is discussed.
The ground state of TDDM is obtained numerically through the use of the Gell–Mann Low (GML)
theorem. The GML theorem allows one to go from an exact known eigenstate to an unknown one. The
GML theorem can be stated as follows. Assume that one has the following explicitly time dependent
Hamiltonian
H0 + e
−|t|ν with  > 0, (5.3.1)
where
lim
t→0
H = H0 + ν and lim
t→±∞H = H0. (5.3.2)
The question now arises if one time evolves the ground state solution Φ0 of Hamiltonian H0 from t = −∞
to t = 0, then how well does this wavefunction at t=0 represent the ground state solution of H0 + ν. The
Gell-Mann Low Theorem states than provided one perturbs the system slowly then one should reach an
eigenstate of H0 + ν, just not necessarily a ground state solution
3. In the derivation discussed below, the
known eigenstate will be the Hartree-Fock solution and the unknown one will be the correlated TDDM
ground state. In TDDM the Hamiltonian can be decomposed as follows
Hˆ = HˆMF + VˆRES , (5.3.3)
3For a detailed proof of the Gell-Mann Low theorem, I direct the reader to Ref. [65, p. 197].
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where VRES represents the residual interaction. In the case of TDDM this is the part of the interaction
matrix elements which describe 1p1h and 1p2h excitations, i.e.
να,β,γ,δ where α 6= γ or β 6= δ. (5.3.4)
An assumption of the Gell-Mann low theorem is that one can exactly solve the following differential
equation
HˆMF |Ψ(t)〉 = EMF |Ψ(t)〉 . (5.3.5)
To find the solution of equation 5.3.3 one may consider the following alternative Hamiltonian
HˆGML = HˆMF + VˆRESγ(t), (5.3.6)
where γ(t) is a suppression factor for the residual interaction and obeys the following limits
lim
t→0
γ(t) = 0 lim
t→∞ γ(t) = 1, (5.3.7)
and is bounded by
0 ≤ γ(t) ≤ 1. (5.3.8)
These conditions are enforced to ensure that as t → ∞ then HˆGML → Hˆ. Although in theory γ(t) → 1
and t→∞ in practice a function is chosen which satisfies the conditions above but γ(t) is set to 1 after a
significant enough time has elapsed. A proof will not be given here, but one can prove that by considering
the Hamiltonian in equation 5.3.6 then the wavefunction will change from one which is an eigenstate of
HˆHF , to one that is an eigenstate of Hˆ [65]. As the Hamiltonian is now explicitly time-dependent
dHˆ
dt
=
∂Hˆ
∂t
6= 0. (5.3.9)
and therefore the total energy will change as one evolves from the Hartree-Fock eigenstate to the correlated
eigenstate.
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Adiabatic turning on of the residual interaction
The suppression factor γ(t) usually used within TDDM to perturbatively turn on the residual interaction
is
γ(t) = 1− e−
t
τ . (5.3.10)
The larger the value of τ that is chosen, the closer one gets to the true correlated eigenstate as t → ∞.
After consideration of some of the features that this suppression factor has, another suppression factor
was chosen for this work.
γ(t) = 1− e
−
t2
τ2 . (5.3.11)
One advantage to this different suppression factor is that the derivative is 0 at the start of the calculation,
therefore evolution from the HF eigenstate to the correlated eigenstate is less abrupt. The previously
used suppression factor is most abrupt during the initial evolution. The derivative of the new suppression
factor is
dγ(t)
dt
= −2t e
−
t2
τ2
τ2
. (5.3.12)
The value of 32000
fm2
c
was chosen for τ2 in equation 5.3.12 by trial and error, by comparing the
oscillations found in the final total energy against computational time required. This Gaussian suppression
factor and its derivative are shown in figure 5.2 as a function of time.
5.4 Numerical Implementation
This section will lay out how the Gell-Mann Low theorem alongside a 4 point explicit Runge-Kutta
method are used to go from the Hartree-Fock eigenstate to the correlated eigenstate. This method was
used instead of the midpoint method discussed for TDHF, as the midpoint method was unstable unless
a small time step was used. A diagrammatic representation of how it is implemented to help the reader
visualise the process, is shown in figure 5.3 which will follow the description. Runge-Kutta is a numerical
procedure for solving a differential equations which can also be applied to coupled equations. To illustrate
the procedure the following simpler problem will first be considered
dy
dt
= f(t, y) . (5.4.1)
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Figure 5.2: The Gaussian suppression factor γ(t) (a) and its derivative
dγ(t)
dt
(b) used in this work (solid
lines), alongside the exponential suppression factor used in previous work (dashed lines). The values τ
and τ2 were chosen such that both curves intersect when γ(t) = 1 − 1
e
. Some of the most prominent
features of the Gaussian suppression factor are that the derivative is 0 at t=0, and that the suppression
factor is for all purposes 1 after t = 400
fm
c
.
Given an initial condition (tn, yn), one can evaluate successive values (tn+1, yn+1) by iterating the following
procedure
yn+1 = yn +
dt
6
(
k1 + 2k2 + 2k3 + k4
)
(5.4.2)
tn+1 = tn + dt, (5.4.3)
where the coefficients k1 · · · k4 are given by
k1 = f(tn, tn) (5.4.4)
k2 = f
(
tn +
dt
2
, yn +
dt
2
k1
)
(5.4.5)
k3 = f
(
tn +
dt
2
, yn +
dt
2
k2
)
(5.4.6)
k4 = f(tn + dt, yn + dt k3), (5.4.7)
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and dt is the time step used. The method calculates a weighted average of the gradients at both the
start (k1), end (k4) and midpoints (k2 and k3) to better approximate the next point yn+1. In all the
calculations performed in this work any value of dt below 0.2
fm
c
was found to be acceptable. The error
associated with 4th order Runge-Kutta is of the order dt4. During the adiabatic transition technique used
in this work to find the correlated eigenstate t is a dummy variable, and that they are not time dependent
calculations. In the case of TDDM one has the following coupled differential equations for the evolution
of the single particle wavefunctions (equation 5.1.24), occupation matrix elements (equation 5.1.25) and
correlation tensor elements (equation 5.1.26),
d ψ
dt
= i(t, ψ, n, C)
d n
dt
= j(t, ψ, n, C)
d C
dt
= k(t, ψ, n, C), (5.4.8)
but the same procedure can be applied, with iterative values of the three quantities found by
ψ(tp+1) = ψ(tp) +
dt
6
(
d1 + 2d2 + 2d3 + d4
)
(5.4.9)
nαβ(tp+1) = nαβ(tp) +
dt
6
(
e1 + 2e2 + 2e3 + e4
)
(5.4.10)
Cαβγδ(tp+1) = Cαβγδ(tp) +
dt
6
(
f1 + 2f2 + 2f3 + f4
)
, (5.4.11)
where the coefficients d1 · · · d4 are given by
d1 = i(tp, ψ(tp), n(tp), C(tp)) (5.4.12)
d2 = i
(
tp +
dt
2
, ψ(tp) +
dt
2
d1, n(tp) +
dt
2
e1, C(tp) +
dt
2
f1
)
(5.4.13)
d3 = i
(
tp +
dt
2
, ψ(tp) +
dt
2
d2, n(tp) +
dt
2
e2, C(tp) +
dt
2
f2
)
(5.4.14)
d4 = i(tp + dt, ψ(tp) + dt d3, n(tp) + dt e3, C(tp) + dt f3) (5.4.15)
where e1 · · · e4 and f1 · · · f4 are found using the replacements i → j and i → k respectively. As well as
the single particle wavefunctions, occupation matrix and correlational tensor other quantities (such as
densities and mean-fields) need to be recalculated as one perform the Runge-Kutta process.
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Figure 5.3: A diagrammatic representation of the implementation of the 4th order Runge-Kutta method
used to solve the set of 3 coupled differential equations of TDDM. The process is iterative so af-
ter calculating ψ(tp+1),nαβ(tp+1) and Cαβγδ(tp+1), one sets ψ(tp) = ψ(tp+1),nαβ(tp) = nαβ(tp+1) and
Cαβγδ(tp) = Cαβγδ(tp+1). The coefficients d1−4,e1−4 and f1−4 are explained in detail within the main
text above. At the end of each of the 4 steps the densities and interaction matrix elements change, and
this must be taken into account as well. The quantities change due to the changing of the single particle
wavefunctions over the time step.
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Building the interaction matrix elements
In order to be consistent over the time step which the Runge-Kutta process is performed, consideration
that the interaction matrix elements ναβγδ change should be taken into account. Therefore one must also
recalculate ναβγδ at each point. For a small basis of up to 28 states total, the calculation of the interaction
matrix elements, equation 5.1.4 and Appendix F, takes most of the computational time. For larger basis
sizes, calculation of Cαβα′β′ is where the bottleneck in the computational cost comes from.
Building the densities
In order to be consistent over the time step which the Runge-Kutta process is performed, consideration
that the densities (which are used to create the single particle potentials) change must also be taken into
account at each point. Irrespective of the number of levels PNT in the calculation, generally calculating
the densities at each point was not found to affect computational time.
5.5 Heavy ion fusion
Heavy ion fusion has been studied within the TDDM regime, this has included investigating the fusion
window problem [36] which was the the topic of Chapter 4. The effect correlations have on the synthesis
of super heavy elements has also been investigated within the TDDM formalism [37]. Each of the previous
studies have made approximations to make the calculations simpler. These approximations have included
but are not limited to, cylindrical symmetry and ignoring the direct connection between the interaction
used in the mean field and that used for the residual interaction [36, 37]. For instance, the authors
of Ref. [36] revisited the fusion window problem between two 16O nuclei, the following simple contact
interaction was used for the residual interaction
ν
(
r − r ′
)
= ν0δ
3
(
r − r ′
)
. (5.5.1)
The value of ν0 is somewhat arbitrary and different values have been chosen to study different time-
dependent problems. A value of ν0 = −350 MeV fm3 was used in Ref. [36], whereas the SkII parametri-
sation (with and without the spin-orbit term) was chosen to determine mean-field. Cylindrical symmetry
was imposed on the single particle wavefunctions. The authors found an 11 MeV increase in the upper
fusion threshold compared with TDHF with a spin orbit term, and a 36 MeV increase without the spin
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orbit term. This procedure however disregards the self consistency between the residual interaction and
the mean field interaction.
5.6 Giant resonances
Giant electric dipole and quadrupole resonances have been studied in the past using TDDM. The residual
interaction is again reduced to a simple contact interaction regardless of the mean field interaction, with
values of ν0 ranging from -230 MeV fm
3 to -330 MeV fm3 [34]. The expectation value of the M1 operator
allowing for off diagonal elements of nαβ is
〈ψ| Mˆ10 |ψ〉 =
∑
αβ
nαβ
∫
dxψ∗β(x)
(
gssˆz + gl lˆz
)
ψα(x) (5.6.1)
One may use the above operator to determine the strength associated with the M1 resonance. An exact
formula linking these two quantities is
S(E) =
∑
Eµ>0
|〈Ψµ|M10 |Ψ〉|2δ
(
E − Eµ
)
, (5.6.2)
where Eµ is the excitation energy of the eigenstate |Ψµ〉. It is preferable thought that one still uses the
following formula
S(E) = − 1
piη
Im(M(E)) (5.6.3)
which is correct in the linear regime.
Chapter 6
TDDM correlated nuclear eigenstates
The objective of this chapter is to provide analysis of the results obtained for TDDM correlated eigenstates
and associated dynamical calculations. This will start with a comparison of charge radii and binding
energy per particle (B.E./A) from Hartree Fock calculations alongside experimental results. This will
then be followed by a comparison between charge radii, neutron radii and B.E./A obtained from TDDM
correlated eigenstates in contrast to those of the Hartree Fock eigenstates. One will then outline the results
obtained by performing time dependent calculations within the TDDM formalism, namely investigating
giant magnetic resonances of 20Ne and heavy ion collisions of two 4He nuclei. In the case of giant magnetic
resonances other theoretical calculations were available to be compared to.
6.1 Hartree-Fock Eigenstate
This section will provide an analysis of some of the various properties of nuclei chosen for TDDM cal-
culations using the SV and SHZ2 Skyrme forces. Not all nuclei were tested with both forces. This is
because they are very similar in the parameters, and both forces were only used to gauge whether there
is any noticeable difference between the nuclei once they are in the correlated eigenstate. The predictions
of the B.E./A and charge radius from the Hartree-Fock (HF) calculations are summarised in table 6.1,
alongside experimental data where it is known. All HF calculations shown in this section were performed
on a Cartesian grid with spacing of 1 fm in all directions from −9.5 fm to 9.5 fm with the respective nuclei
being considered at the centre of the grid. In the case of 4He a smaller grid spacing of 0.5 fm was tested
but was found to have a negligible effect on both the ground state properties of the nucleus as well as
properties of the correlated nucleus. For 4He, the initially unoccupied single-particle states had positive
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energies and hence were unbound. This means that the single-particle energies were highly dependent on
the size of the box. The HF results will be unaffected by this, but the time dependent TDDM results
may have been.
The charge radius is calculated in the same manner as is described in Chapter 3 using equation 3.1.1.
Discluding 4He the charge radius provided in column 2 of table 6.1 is overestimated with respect to
the experimental results (column 3) by about 2.9 % on average. The charge radius prediction for 4He
differs significantly from the experimental value, as expected since the HF method cannot capture the
many-body dynamics of this strongly correlated system. including 4He the binding energies per nucleon
provided in column 4 are underestimated with respect to experiment (column 5) by about 12.1 %. This
is partially due to the fact that the centre of mass correction is not included as discussed in Section 4.1.
The β2 deformation values obtained from the HF calculations are in the last column. As can be seen
the nuclei investigated contain a good mix of both deformed and spherical nuclei. The β2 deformation is
positive for all those which are deformed, one plans to try and find some oblate nuclei to study in the
future. As one does not include pairing and no three body force/density dependent two body force, the
number of nuclei which could be investigated was limited.
6.2 Correlated TDDM Eigenstate
This section will provide an analysis of some of the observables of the nuclei as they are evolved from the
Hartree-Fock eigenstate state to the correlated eigenstate of TDDM, the results of which are summarised
in tables 6.2, 6.3 and 6.4. Table 6.2 contains the proton and neutron radii from the HF calculations which
allow for direct comparison to the results obtained for the correlated eigenstates. Table 6.2 also contains
the HF energy for comparison. All calculations in this section were performed on a Cartesian grid with
spacing of 1 fm in all directions from −9.5 fm to 9.5 fm with the respective nuclei being considered at the
centre of the grid.
6.2.1 PNT notation and bottlenecks
This section will explain some of the notation/terminology used throughout this section. In HF calcu-
lations the number of nucleons is typically chosen to be equal to the number of levels present in the
calculation, i.e. 16O has 8 neutrons and 8 protons and therefore HF calculations have 16 levels. These
correspond to the 1s1/2 (2 levels), 1p3/2(4 levels) and 1p1/2 (2 levels) for both the protons and neutrons
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SV
Charge B.E./A (without β2
Radius [fm] correction) [MeV] deformation
Nucleus HF Experimental HF Experimental HF
4He 2.182 1.6755 3.620 7.073 0.0000
12C 2.724 2.4702 5.786 7.680 0.3095
16O 2.765 2.6991 7.096 7.976 0.0000
20Ne 3.058 3.0055 6.943 8.032 0.3634
21Ne 3.046 2.9695 6.990 7.971 0.3540
21Na 3.129 3.0136 6.806 7.765 0.3566
22Na 3.109 2.9852 6.983 7.915 0.3480
24O 2.800 N/A 6.023 7.040 0.0000
40Ca 3.475 3.4776 8.155 8.551 0.0000
SHZ2
Charge B.E./A (without β2
Radius [fm] correction) [MeV] deformation
Nucleus HF Experimental HF Experimental HF
16O 2.762 2.6991 7.103 7.976 0.0000
20Ne 3.054 3.0055 6.957 8.032 0.3606
40Ca 3.469 3.4776 8.212 8.551 0.0000
Table 6.1: Table of bulk properties obtained from Hartree-Fock calculations using the SV and SHZ2
Skyrme forces for various nuclei used in TDDM calculations, compared with experimental data (Exper-
imental Results taken from Refs. [79, 102]). For the case of 24O an experimental value for the charge
radius could not be found, therefore it is labelled N/A. These B.E./A is generally underestimated while
the charge radius is generally overestimated.
present in the shell model. As nucleons are allowed to scatter off each other in TDDM, then the number
of levels is greater than the number of nucleons. In the calculations present in this section the number of
levels will be given PNT1. Tables 6.2, 6.3 and 6.4 were performed with 14,20 and 28 levels PNT (PNT)
respectively. The exploration of the correlation energy as a function of levels PNT was to investigate if
one had enough levels, whether the correlation energy eventually becomes a constant and adding more
levels does not add any more correlations. This requirement to have more levels than nucleons is what
causes a bottleneck in the calculations. For larger numbers of levels, the calculation of the correlation
tensor Cα′β′αβ (equation 5.1.26) becomes difficult to compute. For large box sizes/fine grid spacing the
calculation of να′β′αβ (equation 5.1.4) causes a bottleneck. If one doubles the number of points in each
direction, the calculation of να′β′αβ takes 8 times longer.
1Type refers to either protons or neutrons.
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SV
Proton Neutron
Radius [fm] Radius [fm] Energy [MeV]
Mean Correlation (%)
Nucleus HF TDDM HF TDDM HF Field Total Correlation Total
12C 2.604 2.644 2.587 2.627 -69.43 -65.7 -71.2 -5.5 7.72
16O 2.647 2.660 2.629 2.640 -113.54 -111.3 -115.4 -3.1 2.69
20Ne 2.951 2.955 2.927 2.930 -138.87 -137.7 -139.8 -2.1 1.50
21Ne 2.939 N/A 2.991 N/A -146.8 -146.2 -147.5 -1.3 0.88
21Na 3.025 N/A 2.919 N/A -142.92 -142.2 -143.6 -1.4 0.97
22Na 3.004 N/A 2.978 N/A -153.63 N/A -154.2 N/A N/A
SHZ2
Proton Neutron
Radius [fm] Radius [fm] Energy [MeV]
Mean Correlation (%)
Nucleus HF TDDM HF TDDM HF Field Total Correlation Total
16O 2.644 2.657 2.624 2.636 -113.65 -111.4 -115.5 -4.1 3.55
20Ne 2.947 2.950 2.919 2.222 -139.14 -138.1 -140.1 -2.0 1.43
Table 6.2: Comparison of various properties of nuclei investigated with the TDDM formalism using 14
Proton and 14 Neutron levels. If a value failed to converged when evolving into the correlated eigenstate
then N/A has been used.
6.2.2 Asymptotic convergence of correlation energies
In the case of 28 levels PNT the calculations are very computational intensive. This limiting factor
requires one to estimate the values of the mean field and total energies of the system via the method
which will be outlined below. Once one had performed a few of the calculations involving 14 levels PNT,
the correlation energy as the nucleus evolves from the Hartree-Fock eigenstate to the correlated eigenstate,
was found to approximately follow the behaviour
Ecor = C0γ(t)
2, (6.2.1)
where C0 is a constant which asymptotically becomes the correlation energy at the end of the calculation,
and γ(t) is the suppression factor introduced in equation 5.3.12. In view of the limitation imposed by
basis sizes, I explored the possibility of obtaining ground state correlation energies without simulations
requiring a very large time evolution. To this end, one can see that if the Born term is dominant, then the
correlation tensor (equation 5.1.26) is directly proportional to the residual interaction matrix elements,
i.e.
C ∝ VRES . (6.2.2)
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SV
Proton Neutron Mean Field Total Correlation Correlation (%)
Nucleus Radius [fm] Radius [fm] Energy [MeV] Energy Energy Total
12C 2.72 ± 0.01 2.67 ± 0.01 -64.0 -72.1 -8.1 11.23
16O N/A N/A -110.6 -115.8 -5.2 4.50
20Ne 2.980 2.946 -134.4 -141.7 -7.3 5.15
21Ne N/A N/A -143.3 -149.4 -6.1 4.08
21Na N/A N/A -139.5 -145.4 -5.9 4.05
22Na 3.04 ± 0.005 3.025 ± 0.005 -149.1 -156.1 -7.0 4.48
24O (2) N/A N/A -142.0 -146.6 -4.6 3.14
SHZ2
Proton Neutron Mean Field Total Correlation Correlation (%)
Nucleus Radius [fm] Radius [fm] Energy [MeV] Energy Energy Total
16O N/A N/A -110.8 -115.9 -5.1 4.40
20Ne 2.969 2.938 -135.6 -141.5 -5.9 4.17
Table 6.3: Comparison of various properties of nuclei investigated with the TDDM formalism using 20
Proton and 20 Neutron levels. If a value failed to converge when evolving into the correlated eigenstate
then N/A has been used. In one case these values have been extrapolated via the method explained in
the main text (labelled by (2)).
Thus as the correlation energy is equal to
ECOR =
1
4
∑
ijkl
νijklClkji, (6.2.3)
one can equate the correlation energy as being approximately proportional to the square of the interaction
matrix elements, i.e.
ECOR ∝ C VRES ≈ V 2RES ∝ γ(t)2. (6.2.4)
Similarly the mean field and total energies at the end of the calculation were found to be the Hartree-Fock
energies plus the same function with a different constant. The reason these quantities change is because
is Hamiltonian is explicitly time dependent during the evolution of the eigenstate, and therefore using the
result proved in the previous chapter on the evolution of the mean field one finds
dEMF
dt
=
∑
λλ′
λλ′
dnλ′λ
dt
, (6.2.5)
which again in a naive manner can be seen to proportional to a V 2RES , upon substitution of equation
5.1.25.
Due to this if a significant enough amount of time has elapsed in the calculation then one can approximate
the constants involved. An example is given in figure 6.1. The dashed line in figure 6.1 shows the full
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SV
Mean Field Total Correlation Correlation (%)
Nucleus Energy [MeV] Energy [MeV] Energy [MeV] Total
12C (1) -64.0 -72.1 -8.1 11.23
16O (1) -110.6 -115.8 -5.2 4.50
20Ne (1) -134.4 -141.7 -7.3 5.15
24O (1,2) -142.0 -146.6 -4.6 3.14
40Ca (2) -323.2 -329.2 -6.0 1.82
SHZ2
Mean Field Total Correlation Correlation (%)
Nucleus Energy [MeV] Energy [MeV] Energy [MeV] Total
16O (1) -110.8 -115.9 -5.1 4.40
20Ne (2) -135.5 -141.6 -6.1 4.31
40Ca (2) -325.5 -331.5 -6.0 1.81
Table 6.4: Comparison of various properties of nuclei investigated with the TDDM formalism using 28
Proton and 28 Neutron levels. If a value failed to converged when evolving into the correlated eigenstate
then N/A has been used. It should be noted that due to the length of these calculations the values in
this table are estimates based on comparison with calculations 20 levels in the majority of cases (labelled
by (1)). In other cases these values have been extrapolated where possible via the method explained in
the main text (labelled by (2)).
TDDM correlation energy of 20Ne with a total of 14 single-particle neutron and 14 single-particle proton
states as a function of time. The approximation of equation 6.2.1 with C0 = −2.1 MeV is given by the
solid line. As can be seen this approximation works well. The small deviation may be due to the effect
of higher order terms on correlations. The value of C0 for all calculations in this work is found by fitting
the curve by eye.
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Figure 6.1: A comparison of the computationally calculated correlation energy against the approximation
given in the main text with C0=-2.1. The origins of why that approximation works so well in the majority
of cases is given within the main text.
6.2.3 General Properties of Correlated Nuclei
This section will point out some of various patterns observed in the obtained correlated nuclei. This
involves an analysis of the results of tables 6.2, 6.3 and 6.4. The correlation energy is obtained by the
subtraction of the mean-field energy from the total energy. Although its exact size can be a useful measure
of the amount of correlation with a system, another useful quantity is its ratio as a percentage of the total
energy. I will start by discussing the percentage of correlated energy compared to the total energy, as
this provides a measure of many-body correlations. The results for this quantity are provided in the final
column of Tables 6.2, 6.3 and 6.4. In most cases, the percentage of the total energy which is correlated
for the most nuclei tends to be between 4 and 5 %. The majority of this correlation energy comes from
the change in the mean field energy as it evolves from the Hartree-Fock eigenstate to the correlated one.
Nuclei such as 4He and 12C have been found to break this general rule of thumb and this will be discussed
further in their respective subsections. Due to computational limitations on the number of levels PNT
that can be used in a calculation, it is unknown as far what the correlation energy as a percentage of
the total energy would converge to for 40Ca, if one had enough levels. The energies2 are only stated to
1 decimal place as oscillations in the final state do not allow for a more accurate determination. The
2Mean field, total and correlation energies
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oscillations could be further reduced in the future by a slower turning on of the residual interaction, i.e.
a larger τ2 in equation 5.3.12.
Although the energies converge albeit with oscillations, for the majority of nuclei, the neutron and proton
radii do not generally converge. Those that converge show that the radii get larger as one evolves the
eigenstate which is to be expected. One possible reason for this lack of converge of the radii is that the
ρ density does not appear to completely converge at the end of the calculation. This can be seen by
inspecting the time even t0 term in the EDF as the system evolves. Figures 6.5 and 6.6 show that for
20Ne although the mean field converges at the end of the calculation, the t0 time even term still oscillates
noticeably.
4He
4He+4He collisions at energies around the Coulomb barrier were studied within the TDDM model as a
benchmark of the computational framework. A problem arose with these simulations at the touching point,
in that energy was not perfectly conserved. 4He is probably too light to be treated in a Skyrme mean-field
picture, but provide a test bed of the method and so I report the results for future benchmarks. Unlike
the other cases in this chapter a smaller number of levels was used in the calculation of the correlated
eigenstate, this was due to the much smaller mass of 4He and to reduce the overall number of levels used
when two fragments were used for the collision. The calculations were performed with 4 and 6 proton and
neutron levels each. Due to the speed of this calculation in comparison with others, a slower changing
suppression factor was also used as well as equation 5.3.11. This suppression factor was chosen to be
equation 5.3.12 with τ2 = 64000
fm
c
. The same result was found at the end of the calculations with both
suppression factors, thus providing confirmation that the adiabatic switching technique is implemented
correctly. This new suppression factor was also tested due to previous work showing that the eigenstate
is better converged by a higher suppression as would be expected from the Gell-Mann Low theorem. The
calculations were performed with the SV Skyrme force and found that for 4 levels PNT that 4He had 0.4
MeV of correlation energy, and 1.3 MeV of correlation energy for 6 levels PNT. The mean field energy and
total energies for 4He with 4 levels PNT are −14.2 and −14.6 MeV respectively. The mean field energy
and total energies for 4He with 6 levels PNT are −13.7 and −15.0 MeV respectively. Looking at the energy
levels obtained for 8 levels PNT a significant gap was observed in the energy levels for the additional levels.
This large gap based on experience with other nuclei suggests that they are noticeably less likely to be
scattered into. Therefore adding more levels above 6 PNT should not affect the amount of correlation
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energy significantly. These results suggest 4He is a highly correlated system with the correlation energy
making up almost 9 % of the total energy.
Another measure of how correlated a system is by its correlation entropy. The correlation entropy can be
calculated by the following formula [111,112]
Scor = − 1
A
∑
k
nk ln
(
nk
)
. (6.2.6)
where A is the number of nucleons and nk is the occupation of level k. It should be noted from a
thermodynamic point of view this quantity is strictly not an entropy, but rather an approximation of
one as the occupation matrix is non diagonal [112] 3. This quantity should be 0 for the Hartree-Fock
state and increase as one goes towards the correlated eigenstate. A graph of this quantity as a single 4He
nucleus goes from the HF eigenstate to the correlated eigenstate, for both 4 and 6 levels PNT is shown
in figure 6.2. As expected both start with no entropy in the HF eigenstate, and as one can clearly see,
adding more levels increases the correlation in final state. An interesting aspect is that this entropy does
not quite converge at the end of the calculation. This is due to the lack of convergence of the nk values at
the end of the calculation. Increasing the amount of suppression did not visually appear to improve this
convergence. Although it must be noted that due to the computational cost the level suppression used in
previous work in this research field could not be achieved. o
12C
12C was initially chosen as the triple alpha process was going to be used as an initial application of the
TDDM method. Although this did not end up being investigated, the correlation energy in 12C was found
to make up a significant proportion of the total energy. As can be seen from tables 6.2, 6.3 and 6.4, the
correlation energy as a percentage of the total energy is over twice that of any other nuclei tested. A graph
of the mean field and total energy of 12C as it evolves from the Hartree-Fock eigenstate to the correlated
eigenstate, for various numbers of proton and neutron levels is given in figure 6.3. Within TDHF the
protons and neutrons completely fill the 1s 1
2
and 1p 3
2
shells. This picture is still mostly true in 12C for
the correlated eigenstate as the occupation above these levels is approximately 10−2. Therefore the off
diagonal elements of the occupation matrix appear to play a significant role in 12C being so correlated.
By looking at the off diagonal elements it is found that while the majority of the elements are very small
3nαβ being non diagonal means that the diagonal elements are not strictly probabilities.
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Figure 6.2: The figure shows the Correlation entropy of 4He as a function of time. As expected the
system starts with 0 entropy as the system is uncorrelated and increases as it evolves to the correlated
eigenstate. The entropy does not completely converge at the end of the calculation. This is due to the
lack of convergence of the values nk, which in turn is due to the relatively small value of the adiabatic
switching time. .
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Figure 6.3: The mean field (MF) and total energy of 12C as it evolves from the Hartree-Fock eigenstate
to the correlated eigenstate for 14 and 20 levels PNT. The values converge as a function of time for both
14 and 20 levels PNT, but small oscillations can be found in the mean field energy at the end of the
calculation.
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Figure 6.4: The mean field (MF) and total energy of 16O as it evolves from the Hartree-Fock eigenstate
to the correlated eigenstate for 14 and 20 levels PNT. The values converge as a function of time for both
14 and 20 levels PNT, and do not show noticeably oscillations at the end of the calculations.
in comparison to the diagonal elements of the initially unoccupied levels, some are in fact very close in
magnitude. As off diagonal elements are used in the calculation of the mean field energy, then this means
they are significant in understanding why the correlation energy is large in certain nuclei.
16O
16O was chosen as it is represents an often chosen test case of an even-even spin saturated nucleus. A
graph of the mean field and total energy of 16O with the SV Skyrme force parameterisation as it evolves
from the Hartree-Fock eigenstate to the correlated eigenstate, for various numbers of proton and neutron
levels is given in figure 6.4. The calculation of the correlated eigenstate for 16O was calculated using
two similar Skyrme forces, SV and SHZ2 (see Tables 6.2 to 6.4 for a summary of results). Although
they are similar in terms of parameters there is a 1 MeV difference in the calculated correlation energy
with 14 neutron and proton levels, −3.1 MeV of correlation energy for SV and −4.1 MeV of correlation
energy for SHZ2. As one increases to 20 levels, this difference in correlation energy reduces considerable
to approximately 0.1 MeV, −5.2 MeV of correlation energy for SV and −5.1 MeV of correlation energy
for SHZ2.
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24O
It is of modern experimental interest as to exactly where drip lines for nuclei are located. Exotic nuclei far
from stability are now being produced regularly within radioactive beam experiments. The exact location
of the drip line for oxygen is up for debate. It is located between 25O and 28O [79, 113, 114]. 24O was
chosen as a test case of a nucleus far from stability with a significant asymmetry between proton and
neutrons [115–118]. It is situated near the neutron drip line. The neutron drip line represents the area of
the chart of nuclides where the nuclear force is unable to bind any extra neutron which impinges upon it.
Nuclei near the drip line have short half lives, with 24O having a half-life of approximately 72 ms. The
calculations were performed with just the SV parameterisation of the Skyrme force with 20 and 28 levels
PNT. The amount of correlation energy predicted in 24O is approximately 4.6 MeV for both 20 and 28
levels PNT, as discussed in tables 6.3 and 6.4. There being little difference between these calculations is
unsurprising as with 20 levels PNT there is already a significant number of levels for both the protons
and neutrons to scatter into. The majority of the levels which were unoccupied for neutrons in the HF
case are unbound by a considerable amount, but 4 levels are close to being bound (≈ 0.25 MeV). When
comparing the relative amount of occupation of these levels they are almost two orders of magnitude
greater than the other levels.
20Ne
20Ne was chosen alongside 21Ne,21Na and 22Na, to see what affect the addition of either a proton or
neutron has on how a nucleus evolves from the Hartree-Fock solution to the correlated eigenstate. For
example the comparison of 20Ne and 21Ne allows one to analyse how the addition of a neutron affects
different terms present in the EDF, as they evolve from one eigenstate to another. A graph of the mean
field and total energy of 20Ne with an SV Skyrme force parameterisation, for various numbers of proton
and neutron levels is given in figure 6.5. For the case of 20Ne, as well 21Ne and 21Na which are the
subject of the following subsections, the contribution that different terms make to the mean-field EDF
was analysed.
Figure 6.6 shows the t0 mean-field term. The energy associated to this term increases by 2.5 MeV as
correlations are switched on. Since t0 is a pure zero-range term with no momentum-dependence, this
energy represents a volume integral of the density and its increase reflects the fact that the nucleus
expands. This is further confirmed by the radii presented in table 6.2. Fig. 6.7 shows the corresponding
mean-field spin-orbit term, which decreases by ≈ 0.3 MeV as correlations are turned on. The different
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Figure 6.5: The mean field (MF) and total energy of 20Ne as it evolves from the Hartree-Fock eigenstate
to the correlated eigenstate for 14 and 20 levels PNT. The values converges a function of time for both
14 and 20 levels PNT, and do not show noticeably oscillations at the end of the calculations.
trends of these two terms as well as their sizes indicate that the overall increase of mean-field energy as
correlations are switched on is the result of a series of cancellations. Furthermore, these individual terms
appear to oscillate in time in the final state even if the total energy does not. The correlated eigenstate
for 20Ne was calculated using two similar Skyrme forces, SV and SHZ2. For 14 proton and neutron levels
these two parameterisations are almost indistinguishable in terms of correlation energy. As one increases
the number of levels to 20 levels the amount of correlation in the system increases substantially from
-2.1 MeV to -7.4 MeV for the SV Skyrme force, and -2.0 MeV to -6.0 MeV for the SHZ2 Skyrme force.
This increase can be partially attributed to large off diagonal elements of the occupation matrix. When
looking at the occupation matrix for 20Ne with 20 levels PNT, it is found that some off diagonal elements
are of the same magnitude as the diagonal ones. This is not the case with 14 levels PNT.
21Ne
21Ne was chosen as a case where one could examine a nucleus with an odd number of neutrons. With the
addition of one neutron on top of 20Ne the correlation energy drops by 0.8 MeV, in the case of 14 available
levels for each nucleon. A drop is expected by simply a reduction in the number of levels available to
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Figure 6.6: The contribution that the time even t0 terms make to the EDF in
20Ne as one goes from the
Hartree-Fock eigenstate to the correlated eigenstate, when using the SV parameterisation of the Skyrme
force.
scatter into. In the case of 21Ne with both 14 and 20 levels PNT, the proton and neutron radius did
not converge. The data of the t0 component of the mean-field (for 14 levels PNT) energy for
21Ne (not
provided here for brevity) indicate that, unlike this component for 20Ne, which increases over 3MeV, 21Ne
increases by only ≈ 2 MeV. This shows that the simple addition of a neutron can change significantly
how different components of the Skyrme force change as one goes beyond the mean field. Looking at the
spin orbit component of the mean field one finds that it decreases by ≈ 0.15 MeV, almost half that of the
20Ne case which can be seen in figure 6.7.
21Na
21Na was chosen as a case where one could examine a nucleus with an odd number of protons. It was
also chosen as it is the mirror nucleus to 21Ne. Due to the isospin symmetry of the Skyrme force they
produce similar of correlation energy. Looking at table 6.3, it can be seen that with 20 levels PNT
that 21Ne produces 6.1 of correlation energy, while 21Na produces 5.9 MeV of correlation energy. This
is approximately a 3.4 % difference between the two amounts of correlation energy. It should be noted
Coulomb is only included at the mean-field level. At the HF level, the contribution that the Coulomb
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Figure 6.7: The contribution that the spin orbit terms make to the EDF in 20Ne as one goes from the
Hartree-Fock eigenstate to the correlated eigenstate, when using the SV parameterisation of the Skyrme
force.
interaction makes to the EDF is calculated via equation 2.2.10. At the TDDM level, every proton-proton
interaction matrix element is given an equal proportion of this contribution. Comparing the correlation
energy obtained for 20Ne with that of 21Na for 14 levels PNT, one sees that the addition of one proton
reduces the magnitude of the correlation energy by 0.7 MeV. This is to be expected, as there is a reduction
in the number of levels available for the nucleons to scatter into. In the case of 21Na with both 14 and
20 levels PNT, the proton and neutron radius did not converge. By looking at time even t0 component
of the mean field (with 14 levels PNT) it can be seen that it increases by ≈ 2 MeV. Looking at the spin
orbit component of the mean field one finds that it does not converge.
22Na
22Na was chosen as a case where one could examine a nucleus with both an odd number of neutrons and
protons. An intriguing characteristic that was found with 22Na in contrast to other nuclei was that the
Born-term in the calculation of two body correlations, although dominant was not sufficient to describe
them. Another way of putting this, is that the approximation for the correlation energy as the eigenstate
evolves given in subsection 6.2.2 (equation 6.2.1) was found not to be valid for 22Na. The solution found
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after the Gell-Mann Low procedure had been applied was found to be non convergent in this case if an
insufficient number of levels was used. Energy level crossing occurred in the case of 22Na which is an
indication that the eigenstate that was reached was not the ground state. As these levels neared each
other the occupations of both levels approached 0.5 . As the correlations are significantly changeing the
single-particle structure of the nucleus, this suggests that for 22Na the correlated eigenstate found may in
fact be a correlated excited state rather than a correlated ground state. This provides a case for the need
for a true minimisation process to be implemented for TDDM versus the use Gell-Mann Low theorem. A
possible starting point for this type of extension will be outlined in the conclusion.
40Ca
40Ca was chosen to get an understanding of the ground state correlations of a doubly magic nucleus of
interest to giant magnetic resonances. It is also representative of the upper limit in terms of mass number,
which could be computed with the present numerical scheme in a local cluster, with no symmetry restric-
tions and self consistency between the interaction used for the mean field and the residual interaction. The
calculation of the correlated eigenstate for 40Ca was calculated using two similar Skyrme forces, SV and
SHZ2 with 28 levels PNT. The asymptotic method discussed earlier in this chapter was used to extract
the correlation energy in both cases, and no discernible difference in the amount of predicted correlation
energy in the system was found, for the two forces. The predicted correlation energy for both forces was
−6 MeV.
6.2.4 Occupation of levels for correlated eigenstate
The total particle number (trace of the occupation matrix) was found numerically to be conserved to a
high degree of accuracy (14 decimal places). An anomaly was found with the individual values of the
diagonal elements. Physically the diagonal elements of the occupation tensor should be between 0 and
1, i.e. either unoccupied or completely occupied. This was not found to be case numerically in the work
carried out in this thesis for some nuclei. Some of the initially occupied levels attain ”occupations” greater
than 1, and some of the initially unoccupied levels attain ”occupations” levels less than 0. When this
occurs the diagonal elements of the occupation matrix have lost physical meaning. This has been found
to be the case in previous studies and some of the reasons for this are detailed in Ref. [113]. Forcing the
diagonal elements to be bounded between these values can break other relations. To properly constrain
the values one must add a extra condition when performing a true minimisation process, this is outlined
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briefly in the final chapter.
6.3 Time Dependent Calculations
This section will now outline results obtained from time dependent calculations. Various problems which
were encountered from the output of these calculations will be discussed as they are topics of further
investigation.
6.3.1 Giant Magnetic Resonances
Giant magnetic resonance calculations were performed within the TDDM formalism for 20Ne, to see how
two body correlations affect the response of a nucleus to an M1 resonance. All TDDM calculations in this
section were performed on a Cartesian grid with spacing of 1 fm in all directions from −9.5 fm to 9.5 fm
with 20Ne at the centre of the grid. The time step for the dynamical calculation displayed is 0.2
fm
c
. All
frequencies of the giant magnetic resonance are initiated in the same manner as outlined in Chapter 3,
i.e. equation 3.2.2. These results are then compared to previous theoretical studies that used Relativistic
Hartree-Bogoliubov (RHB) + RQRPA calculations.
The response of the nuclei to the M1 resonance is calculated using equation 5.6.1. I performed several
TDDM calculation with different number of levels PNT. All results tend to be similar to TDHF unless one
has a significant number of levels PNT. As calculations with larger numbers of levels PNT take significant
time to perform and little so far can be extracted from the small difference, I will take the TDHF results
as proxy for TDDM results. Figure 6.8 was constructed using the result of a TDHF calculation. The
expectation value of the M1 operator does not show any sign of decay. Therefore when one performs
a Fourier transform of the expectation value to obtain the strength, the amplitudes obtained for the
frequencies get larger and larger. A non nuclear physics example one can think of is the Fourier transform
of a finite sine wave in contrast to that of an infinite sine wave. The Fourier transform of the infinite sine
wave results in a delta function4, while the Fourier transform of the finite sine wave results in a Gaussian
with a finite width. This means that the predicted strength of the resonance is not a useful quantity, the
only useful quantity that can be extracted from the strength functions is the location of the strength.
Using the expectation value from TDHF calculations to calculate the strength, it is found that almost all
of the strength is located between 8.2 and 9.6 MeV. This width is not expected is to be reduced much
by a longer running time, as the resolution is already smaller than this width. There is also a very small
4Infinite amplitude, zero width
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Figure 6.8: The strength function produced from 20Ne M1 resonance calculations in TDHF calculations.
As the strength is directly proportional to the Fourier transform of the expectation value of the M1
operator, the amplitude of the strength given is not a useful quantity due to the expectation value of the
M1 resonance not decaying with time. The predicted energy region is still a useful quantity.
amount of strength located between 13.4 and 14.4 MeV. These predictions are noticeably different to a
previous study and a comparison with this results is the topic of the next section.
Relativistic Hartree-Bogoliubov + Random Quasi Random Phase Approximation
Relativistic Hartree-Bogoliubov (RHB) is a relativistic extension to Hartree-Fock Bogoliubov theory. In
Ref. [119], this method has been used together with the Random Quasi Random Phase Approxima-
tion(RQRPA) approximation to compute the M1 strength for 20Ne. The results are shown in figure 6.9.
The authors of Ref. [119] chose to investigate 20Ne as is a very deformed nuclei with an experimental β2
value of 0.720 [79] with a relatively low nucleon number. The β2 deformation value obtained by the au-
thors of Ref. [119] was ≈ 0.5, while in this work the β2 deformation value obtained is 0.3634. The authors
used the NL3 parameterisation [120, p. 21] of the interaction originally proposed within Ref. [121]. Figure
6.9 also shows the resultant strength if only the spin (dotted lines) and orbital (dashed lines) components
of the resonance are included respectively. The authors of Ref. [119] found that although the range of the
response was 4-12 MeV, the majority of the response was dominated by a peak at approximately 6 MeV.
The spin component was mostly responsible for this peak, but a non negligible contribution comes from
the orbital component. The orbital and spin components destructively interference above 8 MeV in such
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Figure 6.9: The strength function produced for 20Ne from RHB+RQRPA calculations (figure taken from
Ref. [119]). Although the range of excitation energy ranges from 4-12 MeV, the majority of the strength
is situated on one peak at approximately 6 MeV. Above approximately 8 MeV the spin and orbital
components of the M1 resonance destructively interfere with each to reduce the overall strength in this
region.
a way that the strength is approximately 0. A similar result was found using another parameterisation of
the interaction PC-F1 [120]. Within both TDHF and TDDM a single excitation energy also appears to
dominate the response of the nucleus, but it is found at a different energy. This single response appears
at a higher energy when compared with the RHB+RQRPA calculations at approximately 9 MeV. Shell
model calculations performed in 1988 found a single large M1 response at ≈ 11 MeV for 20Ne [122]. This
suggests at least in the case of 20Ne the position of the M1 peak is highly dependent on the interaction
and theory used to investigate it.
Future Possible calculations
Calculations are currently limited to lower mass nuclei due to computing limitations. In the future
one plans to possibly investigate larger mass nuclei such as 40Ca. When the M1 strength for 40Ca is
calculated using the independent particle shell model (IPM) the strength comes out exactly zero for all
energies [53,123,124]. This is because in a doubly magic such as 40Ca spin-orbit partners should both be
filled and therefore spin flip transitions should be inhibited [53,123,124]. Experimentally strong non zero
strength is found at 8.9 MeV and 10.32 MeV [123,124]. This suggests that ground state correlations may
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Figure 6.10: This plot shows
dEHF
dt
and −dEcor
dt
as a function of time, calculated numerically during the
collision of the two 4He particles at a centre of mass energy of 15 MeV (courtesy of K. Wen, University
of Surrey). As the Coulomb energy is not included in the beyond mean field interaction matrix elements,
the only stipulation on the centre of mass energy was that it was above the Coulomb barrier. According
to theory derived in the previous chapter if one is working with a complete basis, all three quantities
should lie on the same line.
play a role in this strength being non zero [53, p. 340].
6.3.2 Collision TDDM
Collisions of 4He+4He nuclei were performed within TDDM, using the SV Skyrme force. The dynamical
calculations were performed on a Cartesian grid with grid spacing 1fm from -19.5 to 19.5 fm in the x
direction, -9.5 to 9.5 fm in the y and z direction, with both 8 and 12 levels PNT total between the 2
fragments. The x, y, z co-ordinates of the two 4He nuclei at t=0 were (-9.5,0,0) and (9.5,0,0) respectively,
so that the single-particle wavefunctions of the two fragments did not have any overlap at the start of the
calculation. Each fragment was given 7.5 MeV5 of kinetic energy at the start of the calculation which
directed them towards the origin and the time step for the dynamical calculation displayed is 0.2
fm
c
.
The calculations were found to violate energy conservation. The problem with energy conservation did
not occur until the fragments surfaces touched. A plot of the rate of change of the Hartree-Fock and total
5The exact value did not matter as long as it was above the Coulomb barrier, as this calculation was only to try and
prove a proof of concept.
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energy are shown in figure 6.10, alongside
∑
ij ij
d nij
dt
. According to the derivation of energy conservation
(equations 5.2.4 and 5.2.10) in the previous Chapter all these quantities should lie on the same line, if
one is using a complete basis. The surfaces of the two nuclei touch at approximately 60
fm
c
.
dEHF
dt
and
dEcor
dt
fail to cancel each other out after this time. Another way to put this is that Etot = EHF +Ecor so
if energy is conserved
dEtot
dt
= 0, (6.3.1)
and therefore
dEHF
dt
= −dEcor
dt
. (6.3.2)
The oscillations in the mean field and total energies were considerable and eventually led to a divergence
in both quantities. It should be noted that these oscillations occurred within the TDHF calculations but
if the time step was the reduced, the size of the oscillations reduced accordingly. This was not the case
for the TDDM calculations.
The mean field energy can be calculated in 3 different ways: from the interaction matrix elements, the
energy density functional and from the single particle energy levels. The 3 quantities provide similar (to
the level of 0.1 %) values during the calculations. Different parts of the Skyrme force were also ignored in
calculations in an effort to isolate the problem, but to no avail. An attempt was made to reduce the size
of the oscillations in the total energy by reducing the time step, reducing the grid spacing and increasing
the size of the box, but the oscillations were found to be insensitive to all 3 of these changes. A previous
study involving 16O+16O collisions also found problems with energy conservation [29]. The authors of
Ref. [29] used the Bonche-Koonin-Negele force for the mean field, and simple contact interaction for the
residual interaction. During the collision of two O16 nuclei the total energy increased by 60 MeV during
the collision.
Chapter 7
Summary and Future Work
7.1 Summary of the thesis
Within the framework of TDHF the effect of introducing of the tensor part of the Skyrme force was
investigated within a symmetry unrestricted + tensor framework, for giant magnetic resonances and
heavy ion fusion. For giant magnetic resonances 52Cr was studied due to recent experimental interest of
strong M1 1f−17
2
1f 5
2
particle-hole excitations in the N=28 isotones. The introduction of the tensor part of
the Skyrme interaction shifts the strength of individual excitations. All forces tested predicted a possible
excitation at approximately 3 MeV which is within a region which has not been experimentally tested,
and has not been predicted by previous theoretical studies. This response most likely corresponds to a
scissor mode given the energy of the excitation.
In heavy ion collisions the introduction of the tensor part of the Skyrme interaction reduces the upper
fusion threshold for 16O+16O collisions. This was seen by a comparison of the Sly5 and Sly5t forces. The
range of upper fusion thresholds predicted from the Skyrme forces used was 61 to 87 MeV. This shows
that the predicted upper fusion threshold is highly dependent on the Skyrme interaction used to generate
the energy density functional, and by extension the single-particle potentials. It should be noted that
the upper fusion threshold is purely a result of the theory, and is not observed experimentally for low l
collisions of two 16O nuclei. The components of the mean field were also found to react differently with the
introduction of the tensor force. This was again found by comparing the Sly5 and Sly5t parameterisations
of the Skyrme force, using collisions of 16O+16O at a centre of mass energy of 100 MeV, i.e. well above
the upper fusion threshold.
Within the framework of TDDM the effect of correlations (up to two body correlations) beyond the
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Slater determinant approximation were considered. The following isotopes were investigated here: 4He,
12C, 16O, 20Ne, 21Ne, 21Na, 22Na, 24O and 40Ca, thereby covering a variety of regions of the nuclear chart.
The correlated eigenstate was achieved via an adiabatic switching technique to perturb the HF eigenstate
towards the correlated one. After one had performed this technique, correlations generally accounted
for between 4 and 5 % of the total energy. The contribution that two body correlations made to the
total energy was more significant in some cases, such as 12C where correlations made up 11.23 % of the
total energy. In the case of 22Na an energy level crossing was observed, this indicates that the found
eigenstate was most likely an excited correlated eigenstate. 40Ca is representative of the upper limit on
the mass number for which the correlated eigenstate can currently be investigated, on the Surrey cluster
self consistently and symmetry unrestricted. Some of these correlated eigenstates were then used within
giant magnetic resonances and heavy ion collisions. For heavy ion collisions, 4He+4He collisions at low
energies were studied to try and provide a proof of principle but a problem with energy conservation was
encountered. A solution that resolved this problem could not be found, with some of the attempts to
resolving the problem included reducing the time step, decreasing the grid spacing, increasing the size of
the box and increasing the number of levels nuclei can scatter into. This could mean that a different set
of boundary conditions should be assumed and that a large basis is needed in order to perform heavy ion
collisions in future.
7.2 Future Work
This chapter will now conclude with various ways in which the work within this thesis could be expanded.
These extensions are the introduction of pairing, a three body force, a tensor force or calculating the
correlated ground state through a minimisation condition of the densities and finally the use of a finite
range interaction/pseudo potential. It should be noted that each extension would require a noticeable
amount of work work to implement them, and that each section will only provide a brief explanation of
how one would start each respective extension.
7.2.1 Pairing
Although making approximations for the correlation tensor allows one to write the equations of TDDM
in the same form as HFB [33], pairing is not explicitly included in the formalism. By including pairing
explicitly from the onset, one produces a set of 5 differential equations which layout Extended Time
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Dependent Hartree-Fock-Bogoliubov (ETDHFB) theory [33], instead of the 3 required by TDDM. The
extra two differential equations concern the evolution of the pairing tensor and a higher order pairing
correlation tensor. A starting point to study this theory self consistently would require one to use a 3d
Hartree-Fock-Bogoliubov (HFB) solver such as HFODD [125] to find an initial eigenstate, before one used
an adiabatic technique to include correlations from equations 4,7,8,9 of Ref. [33]. By including pairing the
number of nuclei open to this method should increase. In the work presented in this thesis the possible
nuclei was limited to those which would converge to a well defined HF eigenstate. A previous study in
this area has found pairing correlations are screened by approximately 10% [33] in comparison to HFB
and HF+BCS results [33].
7.2.2 Three body force
The BBGKY hierarchy which TDDM is based upon explicitly assumes one is only using two body inter-
actions. Therefore this work could possibly be expanded upon by the inclusion of a three body force, i.e.
the many body Hamiltonian in second quantised form is now
Hˆ =
∑
ij
tij aˆ
†
i aˆj +
1
4
∑
ijkl
vijklaˆ
†
i aˆ
†
j aˆlaˆk +
1
6
∑
ijk
lmn
Wijknmlaˆ
†
i aˆ
†
j aˆ
†
kaˆlaˆmaˆn, (7.2.1)
where
Wijknml =
∫
dx1dx2dx3ψ
∗
i (x1)ψ
∗
j (x2)ψk(x3)W (x1, x2, x3)×(
1 + P1↔2P2↔3 + P1↔3P2↔3 − P2↔1 − P2↔3 − P3↔1
)
ψn(x1)ψm(x2)ψl(x3).
(7.2.2)
This would require a re-derivation of the BBGKY hierarchy to take this into account. This would then
be followed by checking whether the approximations used in the past to truncate the hierarchy would still
suffice to still form a closed set of differential equations, while still conserving conservation laws. If not,
one would be required to devise a new truncation scheme to achieve this, which would be an intriguing
result on its own. Three body interactions may contribute differently to two body correlations than an
”equivalent” two body density dependent interaction may contribute [126]. No previous studies could
be found investigating this possible extension, so the effect of its introduction is unknown. Within HF
calculations using a true three body force instead of a two body density dependent term does not allow
one to obtain the correct incompressibility [11]. It would be interesting to see this problem is reduced as
one goes beyond the mean field.
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7.2.3 Three Body Correlations
Three-body correlations have not been explicitly included in TDDM studies in the past. A first step
towards this direction could be achieved by approximating three-body terms as quadratic products of
two body correlations. Previous studies have found that in strongly interacting systems, neglecting three
body correlations can lead to overestimates of ground state correlations and instabilities in the final
solution [127]. The authors of Ref. [127] found that by making the above approximation about three
body correlations while correcting for normalisation effects, then one obtains numerical results closer to
the exact results for the Lipkin model, compared to if one had only included two body correlations.
7.2.4 True minimisation
A problem with the current method is that although one will find an eigenstate of TDDM, it does not
guarantee that this eigenstate represents the true correlated ground state. An example where this was
likely not to be the case was 22Na. Based on work which has been performed in quantum Chemistry and
condensed matter physics, a starting point to finding a better approximation for the correlated ground
state is to construct the following functional (µ is the Lagrange multiplier and N is the total particle
number)
F
(
ρ(x, x′)
)
= E
(
ρ(x, x′)
)
− µ
(∫
dxρ(x, x)−N
)
, (7.2.3)
and then minimise this quantity with respect to the one body density
δF
δρ(x, x′)
=
∑
i
[
δF
δnj
δnj
δρ(x, x′)
+
∫
dy
(
δF
δψj(y)
δψj(y)
δρ(x, x′)
+ c.c.
)]
. (7.2.4)
The equation above assumes diagonal occupation numbers, but a generalisation to non-diagonal occupa-
tions is straightforward. One interesting aspect of this minimisation condition is that unlike in Chapter
2 for TDHF, this is not the same as minimising with respect to the single-particle wavefunctions. This
should ensure one gets a better approximation for the correlated ground state of the nucleus. Following
this procedure should also ensure that occupations stay between 0 and 1. Another way one can incorporate
correlations of the type TDDM does by including two-body density matrices explicitly in the minimisation
procedure. This is done in practice by minimising the following many body Hamiltonian [128–131]
Hˆ =
∑
i<j
k<l
Hijklρijkl. (7.2.5)
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with respect to the two body density tensor elements.
7.2.5 Tensor force
This work could be expanded upon by the inclusion of the tensor part of the Skyrme interaction. Due
to instabilities incurred by the introduction of a two body density dependent term into beyond mean-
field calculations, this will likely require one to perform the work needed on the introduction of a true
3 body interaction first. After its introduction and an understanding of what causes the lack of energy
conservation in heavy ion collisions within TDDM has been made, it would be interesting to revisit the
upper fusion threshold calculations performed in Chapter 4. As nucleon nucleon collisions within TDDM
provide a new mechanism for dissipation, it is my understanding that the upper fusion threshold obtained
in Chapter 4 would be increased with the introduction of the tensor force in TDDM.
7.2.6 Finite range forces/Pseudo potentials
One way this work could possible be extended is to use a finite range interaction such as the Gogny
interaction, i.e.
V (~r) =
∑
i=1,2
(
Wi +Bi Pσ −Hi Pτ −Mi Pσ Pτ
)
e
− r2
µi
+
∑
i=1,2
ti0
(
1 + xi0 Pσ
)
ραi δ(~r)
+ iW0(σ1 + σ2)[~k
′ × δ(~r)~k] . (7.2.6)
A finite range provides a natural cut off in the maximum momentum transfer between two colliding nucle-
ons. Due to the computational intensity of performing these calculations, the size of the nuclei attainable
via this method would be very limited. One advantage of using the Gogny finite range interaction is that
it has parameterisations specifically designed for beyond mean field calculations such as D1M. The density
dependent term shown above is zero range but currently parameterisations are being made which allow
for a finite range one [132]. Another possibility is to use a pseudo potential which has been developed
to be used in beyond mean field calculations such as the one outlined in Refs. [133, 134], while avoiding
finite size instabilities present within the Skyrme force. A limitation of this route is that currently these
pseudo potentials do not include a three body interaction, but rather the two body density dependent
term. Also current parameterisations of these pseudo potentials have only been made within spherical
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symmetric nuclei. These kinds of potential are also advantageous as they can be expanded order by order.
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Appendix A
Skyrme energy density functional
The total energy E is related to the energy density functional H by
E =
∫
d3rH(τ, ρ, j , Jµν ,J ,s,T ,F ). (A.0.1)
The majority of the derivation in this Appendix and the next follows the steps laid out in [40] but some
of the terms follow the derivation in [20].
Energy density contribution from terms proportion to t0 and x0
Substituting in the terms proportional to t0 and x0 one finds (l = 0 for this interaction term)
V0 =
t0
2
∑
ijσσ′qq′
〈ijσσ′qq′| δ(r1 − r2)(1 + x0Pσ)(1− PMPσPq)δ(r1 − r ′1)δ(r2 − r ′2) |ijσσ′qq′〉 (A.0.2)
V0 =
t0
2
∑
ijσσ′qq′
〈ijσσ′qq′| [1 + x0
2
(1 + σ1 · σ2)][1− δqq
′
2
(1 + σ1 · σ2)]δ(r1 − r2)δ(r1 − r ′1)δ(r2 − r ′2) |ijσσ′qq′〉 .
(A.0.3)
Using equation (2.1.11), then one finds ((2.1.11) is also true for Pauli spin matrices σi(σ) and σj(σ
′), use
it for (σ1 · σ2)2)
V0 =
t0
2
∑
ijσσ′qq′
〈ijσσ′qq′| δ(r1 − r2)[1 + x0
2
+ δqq′
σ1 · σ2
2
x0 − δq,q
′
2
− σ1 · σ2
2
δqq′
− x0δqq′
4
(1 + σ1 · σ2)2]δ(r1 − r ′1)δ(r2 − r ′2) |ijσσ′qq′〉 (A.0.4)
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V0 =
t0
2
∑
ijσσ′qq′
〈ijσσ′qq′| δ(r1 − r2)[1 + x0
2
+ δqq′
σ1 · σ2
2
x0 − δq,q
′
2
− σ1 · σ2
2
δqq′
− x0δqq′
4
(
1 + 2σ1 · σ2 + (σ1 · σ2)2
)
]δ(r1 − r ′1)δ(r2 − r ′2) |ijσσ′qq′〉 (A.0.5)
V0 =
t0
2
∑
ijσσ′qq′
〈ijσσ′qq′| δ(r1 − r2)[1 + x0
2
− δqq′(x0 + 1
2
)
+
σ1 · σ2
2
(x0 − δqq′)]δ(r1 − r ′1)δ(r2 − r ′2) |ijσσ′qq′〉 . (A.0.6)
Below φi(r1) = φi(r1, σ, q),φj(r2) = φj(r2, σ
′, q′), etc this shorthand has been used to minimise the length
of the expression.
∑
ijσσ′
〈ijσσ′qq′|δ(r1 − r2)δ(r1 − r ′1)δ(r2 − r ′2)||ijσσ′qq′〉 =
∑
ijσσ′
∫
d3r1d
3r2φ
∗
i (r1)φi(r1)φ
∗
j (r2)φj(r2)δ(r1 − r2)
=
∫
d3rρq(r)ρq′(r). (A.0.7)
This allows the terms not proportional to the Pauli matrix elements in equation A.0.6 to be written as
t0
2
∑
qq′
∫
d3rρq(r)ρq′(r)[1 +
x0
2
− δq,q′(x0 + 1
2
)]. (A.0.8)
Completing the sum over q, q′, one finds this becomes
t0
2
∫
d3r
(
1 +
x0
2
)(
ρp(r)ρp(r) + ρp(r)ρn(r) + ρn(r)ρp(r) + ρn(r)ρn(r)
)
−
(
x0 +
1
2
)(
ρp(r)ρp(r) + ρn(r)ρn(r)
)
.
(A.0.9)
The term proportional to σ1 · σ2 can be found in a similar manner
=
1
2
∑
ijσσ′
qq′νν′
∫
d3r1 d
3r2d
3r′1d
3r′2 δ(r1 − r2)
[
σν,σ,σ′σν′,σ,σ′φ
∗
i (r
′
2)φi(r2)φ
∗
j (r
′
1)φj(r1)
]
(xo − δqq′)δ(r1 − r ′1)δ(r2 − r ′2)
=
1
2
∑
qq′
∫
d3r
[
sq(r)sq′(r)
]
(xo − δqq′)
=
1
2
∫
d3r
[
xo
(
sp(r)sp(r) + sp(r)sn(r) + sn(r)sp(r) + sn(r)sn(r)
)
−
(
sp(r)sp(r) + sn(r)sn(r)
)]
=
∫
d3r
1
2
[
xos
2(r)−
(
s2p(r) + s
2
n(r)
)]
. (A.0.10)
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This gives the energy density (see (A.0.1) for denfinition of energy density) contribution from terms
proportion to t0 and x0 as
H0 =
t0
2
[(1 +
x0
2
)ρ2(r)− (x0 + 1
2
)(ρ2n(r) + ρ
2
p(r)) + xos
2(r)−
(
s2p(r) + s
2
n(r)
)
]. (A.0.11)
Energy density contribution from terms proportion to t1
The contribution (V1) from terms proportional to t1 and x1 can be written as
V1 = − t1
16
∫
d3r1d
3r2d
3r′1d
3r′2
∑
q1σ1σ′1
q2σ2σ′2
[
1 +
x1
2
− δq1q2(x1 +
1
2
) +
σ1 · σ2
2
(x1 − δq1q2)
]
×
[
(∇21 +∇22 − 2∇1 · ∇2 +∇′21 +∇′22 − 2∇′1 · ∇′2)ρq1(r1, r′1)ρq2(r2, r′2)
]
δ(r1 − r2)δ(r1 − r ′1)δ(r2 − r ′2).
(A.0.12)
This expression can be split into direct terms (no δq1q2 term) and exchange terms. To calculate the terms
for both direct and exchange, one requires the following identities
[(∇2 +∇′2)ρq(r, r′)]r=r′ = ∇2ρq(r) − 2τq(r) (A.0.13)
[∇ρq(r, r′)]r=r′ = [∇′ρq(r, r′)]∗r=r′ =
1
2
∇ρq(r) + ijq(r) (A.0.14)
[(∇2 +∇′2)sq,ν(r, r′)]r=r′ = ∇2sq,ν(r) − 2T q,ν(r) (A.0.15)
[∇µsq,ν(r, r′)]r=r′ = [∇′µsq,ν(r, r′)]∗r=r′ =
1
2
∇µsq,ν(r) + iJq,µν(r).
(A.0.16)
These allow one to write the direct term as
V1D = − t1
16
∫
d3r(1 +
x1
2
)[2ρ(∇2ρ− 2τ)︸ ︷︷ ︸
*1
− 2(1
2
∇ρ+ ij)2︸ ︷︷ ︸
*2
− 2(1
2
∇ρ− ij)2︸ ︷︷ ︸
*3
]
+
t1x1
16
∫
d3r
[
s · (2T −∇2s) +
∑
µν
[
(
1
2
∇µsν(r) + iJµν(r))2 + (1
2
∇µsν(r)− iJµν(r))2
]
.
(A.0.17)
∗1 = (∇21 +∇22 +∇′21 +∇′22 )ρq1ρq2 ∗ 2 = (2∇1 · ∇2)ρq1ρq2 ∗ 3 = (2∇′1 · ∇′2)ρq1ρq2
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To reduce this expression further, terms of the form (∇ρ)2 need to be integrated by parts. The general
integral is (ρ→ 0 on the boundary)
∫
∇ρ∇ρd3r = −
∫
ρ∇2ρd3r
= −
∫
ρ∇2ρd3r.
(A.0.18)
Using equation A.0.18, one finds
V1D = − t1
16
∫
d3r(1+
x1
2
)(3ρ∇2ρ−4ρτ+4j2) + t1x1
16
∫
d3r(−3
2
s∇2s+2s ·T −2
∑
µν
Jµν ·Jµν). (A.0.19)
Using the identities above, one finds the exchange term to be
V1E = − t1
8
∫
d3r
∑
q
(
(x1 +
1
2
)
{
−3
2
ρq∇2ρq + 2τqρq − 2j2q︸ ︷︷ ︸
*1
}
− sq · (∇2sq − 2T q) +
∑
µν
[
(
1
2
∇µsq,ν(r) + iJq,µν(r))2 + (1
2
∇µsq,ν(r)− iJq,µν(r))2
]
︸ ︷︷ ︸
*2
)
. (A.0.20)
∗1 = − δq1q2
2
[
(∇21 +∇22 − 2∇1 · ∇2 +∇′21 +∇′22 − 2∇′1 · ∇′2)ρq1ρq2
]
∗2 = − δq1q2
2
[
(∇21 +∇22 − 2∇1 · ∇2 +∇′21 +∇′22 − 2∇′1 · ∇′2)sq1sq2
]
Expanding this expression and performing the an integral by parts of ∇µsν · ∇µsν one finds
V1E = − t1
8
∫
d3r
∑
q
[
(x1+
1
2
)
{−3
2
ρq∇2ρq+2ρqτq−2j2q
}−3
2
sq∇2sq+2sq·T q−2
∑
µν
Jq,µν ·Jq,µν
]
. (A.0.21)
Energy density contribution from terms proportional to t2
When the V2 term is expanded, one gets
V2 =
t2
4
∫
d3r1d
3r2d
3r′1d
3r′2
∑
q1q2
σ1σ′1σ2σ
′
2
[
(1 +
x2
2
) + δq1q2(
1
2
+ x2) +
σ1 · σ2
2
(δq1q2 + x2)
]
×
[
(∇′1 · ∇1 −∇′2 · ∇1)ρq1(r1, r′1)ρq2(r2, r′2)
]
r1=r′1=r2=r
′
2
. (A.0.22)
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The direct term is calculated like previously
V2D =
t2
4
∫
d3r
[
(1 +
x2
2
)
{
ρτ︸︷︷︸
*1
− (1
2
∇ρ− ij)(1
2
∇ρ+ ij)︸ ︷︷ ︸
*2
}
+
x2
2
(s · T −
∑
µν
(
1
2
∇µsν − iJµν)(1
2
∇µsν + iJµν))
]
. (A.0.23)
∗1 = ∇′1 · ∇1ρq1ρq2 ∗ 2 = ∇′2 · ∇1ρq1ρq2
Performing an integration by parts using equation (A.0.18) one finds
V2D =
t2
16
∫
d3r(1 +
x2
2
)(4ρτ + ρ∇2ρ− 4j2) + t2x2
8
∫
d3r(s · T + 1
4
s · ∇2s −
∑
µν
Jµν · Jµν). (A.0.24)
The Exchange term can be seen through symmetry
V2E =
t2
4
∫
d3r
∑
q
[
(
1
2
+ x2)
{1
2
ρqτq − 1
2
(
1
2
∇ρq − ijq)(1
2
∇ρq + ijq)
}
+
1
2
sq · T q − 1
2
∑
µν
(
1
2
∇µsqν − iJq,µν)(1
2
∇µsqν + iJq,µν)
]
. (A.0.25)
Performing an integration by parts using equation (A.0.18) one finds
V2E =
t2
8
∫
d3r
∑
q
(
(
1
2
+x2)
{
2ρqτq +
1
2
ρq∇2ρq−2j2q
}
+sq ·T q + 1
4
sq ·∇2sq−
∑
µν
Jq,µν ·Jq,µν
)
. (A.0.26)
Energy density contribution from terms proportional to t3 (Three body
force term)
The three body term includes more exchange terms e.g. Pi↔j as there are more possible combinations
to have the three particles (6 combinations). Considering υ˜(3) and using the symmetry between indices
(l=0 for this term) one gets
υ˜(3) = t3δ(r1−r2)δ(r2−r3)δ(r1−r ′1)δ(r2−r ′2)δ(r3−r ′3)
[
1+2Pσ(12)Pσ(23)Pq(12)Pq(23)−3Pσ(12)Pq(12)
]
.
(A.0.27)
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Starting from equation (A.0.27)
υ˜(3) =
t3
6
[
1 +
1
2
(1 + σ1 · σ2)(1 + σ2 · σ3)δq1q2δq2q3
− 3
2
(1 + σ1 · σ2)δq1q2
]
δ(r1 − r2)δ(r2 − r3)δ(r1 − r ′1)δ(r2 − r ′2)δ(r3 − r ′3). (A.0.28)
Expanding the product and using the identity (Cross product term will be 0 when integral is performed
so will be ignored, because two of the spin densities created will be the same so this function will be 0)
(σ1 · σ2)(σ2 · σ3) = σ1 · σ3 − iσ1 · (σ2 × σ3) (A.0.29)
one finds
υ˜(3) = t3δ(r1 − r2)δ(r2 − r3)
[
1 +
1
2
(1 + σ1 · σ2 + σ2 · σ3 + σ1 · σ3︸ ︷︷ ︸
*
)δq1q2δq2q3
− 3
2
(1 + σ1 · σ2︸ ︷︷ ︸
*2
)δq1q2
]
δ(r1 − r ′1)δ(r2 − r ′2)δ(r3 − r ′3). (A.0.30)
Therefore
V3 =
t3
6
∫
d3r
[
1 +
1
2
(1 + σ1 · σ2 + σ2 · σ3 + σ1 · σ3)δq1q2δq2q3 −
3
2
(1 + σ1 · σ2)δq1q2
]
ρq1ρq2ρq3
=
t3
6
∫
d3r
[
ρ3 +
1
2
(ρ3p + ρ
3
n)−
3
2
ρ(ρ2n + ρ
2
p) +
1
2
(3ρps
2
p + 3ρns
2
n)︸ ︷︷ ︸
*
−3
2
ρ(s2n + s
2
p)︸ ︷︷ ︸
*2
]
=
t3
4
∫
d3r
[
ρp(ρ
2
n − s2n) + ρn(ρ2p − s2p)
]
. (A.0.31)
The energy density contribution from terms proportion to t3 is therefore
H3 =
t3
4
[
ρp(ρ
2
n − s2n) + ρn(ρ2p − s2p)
]
. (A.0.32)
Using the two body force representation of the three body force and using the results on the derivation
of terms proportional to t0 and x0, it is easy to see (this is the representation for the contribution used
in total Hamiltonian density)
H3 =
t3
12
[(1+
x3
2
)ρα+2(r)−(x3+ 1
2
)ρα(r)(ρ2n(r)+ρ
2
p(r))+x3ρ
α(r)s2(r)−ρα(r)
(
s2p(r)+s
2
n(r)
)
]. (A.0.33)
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Energy density contribution from terms proportional to W0 (Spin orbit
force term)
For this particular example PM = −1, Pσ = 1, Pq = δqq′
VSO =
1
2
∑
ijσσ′qq′
〈ijσσ′qq′|VLS(1 + δqq′)δ(r1 − r2) |ijσσ′qq′〉 (A.0.34)
where
VLS =
iW0
4
(σ1 + σ2) ·
[
(∇′1 −∇′2)× δ(r1 − r2)(∇1 −∇2)
]
VLS =
iW0
4
[
σ1 · (∇′1 ×∇1)− σ1 · (∇′1 ×∇2)− σ1 · (∇′2 ×∇1) + σ1 · (∇′2 ×∇2)
+ σ2 · (∇′1 ×∇1)− σ2 · (∇′1 ×∇2)− σ2 · (∇′2 ×∇1) + σ2 · (∇′2 ×∇2)
]
. (A.0.35)
In order to reduce this to four terms the symmetry between indices 1 and 2 is needed plus the identity
a.(b × c) = b.(c × a). σ2 · (∇′1 × ∇1) and σ1 · (∇′2 × ∇2) give the same result due to the symmetry
between indices 1 and 2. Using the identity and the symmetry between indices 1 and 2, it can be shown
−σ1 ·(∇′2×∇1) and −σ2 ·(∇′1×∇2) both contribute the same result∇′2 ·(∇1×σ1). Using the identity and
the symmetry between indices 1 and 2 it can be shown −σ2 ·(∇′2×∇1) and −σ1 ·(∇′1×∇2) both contribute
the same result −(∇′1 ×∇2) · σ1. Also due to the symmetry between indices 1 and 2 σ1 · (∇′1 ×∇1) and
σ2 · (∇′2 ×∇2) both contribute the same amount. Therefore VLS can be reduced to
VLS =
iW0
2
[
(∇′1 ×∇1) · σ2︸ ︷︷ ︸
*1
+∇′1 · (∇1 × σ1)︸ ︷︷ ︸
*2
− (∇′1 ×∇2) · σ1︸ ︷︷ ︸
*3
−∇′2 · (∇1 × σ1)︸ ︷︷ ︸
*4
]
. (A.0.36)
To calculate the contribution from the spin orbit term, the integral must be written in component form.
Substituting equation (A.0.36) into equation (A.0.34) one finds
VSO =
iW0
4
∑
q1q2
(1 + δq1q2)
∫
d3r1d
3r2d
3r′1d
3r′2
∑
λµν
λµν
[
∇′1λ∇1µρq1(r1, r′1)sqν(r2, r′2) +
(∇′1λ∇1µ −∇′1λ∇2µ −∇′2λ∇1µ)sqν(r1, r′1)ρq2(r2, r′2)
]
r1=r′1=r2=r
′
2
. (A.0.37)
The first two terms can be written back into a cross product while the last two terms will require
equations (A.0.14) and (A.0.16). Using these results one will find (after performing integral over r′2 to
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remove δ(r2 − r ′2))
VSO =
iW0
4
∑
q1q2
(1 + δq1q2)
∫
d3r1d
3r2d
3r′1
[(∇′1 ×∇1ρq1(r1, r′1))|r1=r′1 ·sq2(r2) +∇′1 · (∇1 × sq1(r1, r′1))|r1=r′1ρq2(r2)
−
∑
λµν
λµν
(1
2
∇1λsq2ν(r1, r′1)− iJq2,µν(r1, r′1)
)
︸ ︷︷ ︸
*
(1
2
∇1µρq1(r1, r′1) + ijq1,µ(r1, r′1)
)
︸ ︷︷ ︸
*2
−
∑
λµν
λµν
(1
2
∇1λρq2(r1, r′1)− ijq2λ(r1, r′1)
)
︸ ︷︷ ︸
*3
(1
2
∇1µsq1ν(r1, r′1) + iJ q1,µν(r1, r′1)
)
︸ ︷︷ ︸
*4
]
r1=r′1=r2
.
∗1 = ∇′1λsqν(r1, r′1)
∗2 = ∇2µρq2(r2, r′2)
∣∣
r1=r′1=r2=r
′
2
∗3 = ∇′2λρq2(r2, r′2)
∣∣
r1=r′1=r2=r
′
2
∗4 = ∇1µsqν(r1, r′1) (A.0.38)
(A.0.39)
Expanding the sum one finds (in the second sum the indices λ and µ have been swapped introducing a -
sign due to the properties of λµν and the sum over q has been performed to remove cross terms)
VSO =
iW0
4
∑
q1q2
(1 + δq1q2)
∫
d3r1d
3r′1
{(∇′1 ×∇1ρq1(r1, r′1))|r1=r′1 ·sq2(r1) +∇′1 · (∇1 × sq1(r1, r′1))|r1=r′1 ·ρq2(r1)
− i
∑
λµν
λµν
(1
2
∇1λsq2ν(r1, r′1)jq1µ(r1, r′1) +
1
2
∇1λsq1ν(r1, r′1)jq2µ(r1, r′1)
− Jq2,λν(r1, r
′
1)
2
∇1µρq1(r1, r′1)−
Jq1,λν(r1, r
′
1)
2
∇1µρq2(r1, r′1)
)}∣∣
r1=r′1
. (A.0.40)
To reduce this expression further, the following identities are required
[(∇′ ×∇)ρq(r, r′)]r=r′ = i∇× jq(r) (A.0.41)
[∇′ · (∇× sq(r, r′))]r=r′ = i
∑
λµν
λµν∇λJq,µν . (A.0.42)
Using these two identities it can easily be seen that the new energy density contribution from the spin
orbit interaction is
HSO = −W0
2
[(∇× j) · s + ρ∇ · J]− W0
2
∑
q
[(∇× jq) · sq + ρq∇ · Jq] (A.0.43)
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where
∇ · J q =
∑
λµν
µνλ∇λJq,µν . (A.0.44)
Energy density contribution from tensor terms
A useful Identity needed to derive the contribution from the tensor terms is
∑
µν
sµ(r, r
′)(∇′µ∇′ν +∇µ∇ν)sν(r, r′)|r=r′ = −
(
2s(r) ·F (r) + (∇ · s(r))2
)
. (A.0.45)
Terms proportional to te
The first step in the derivation is to write the tensor force in terms of the∇i and∇′i operators. Expanding
out the (σ1 · σ2)(k2 + k ′2) term, one finds
(σ1 · σ2)(k2 + k ′2) = −1
4
(σ1 · σ2)(∇21 +∇22 +∇′21 +∇′22 − 2∇′1∇′2 − 2∇1∇2). (A.0.46)
Using symmetry between indices 1 and 2
(σ1 · σ2)(k2 + k ′2) = −1
2
(σ1 · σ2)(∇21 +∇′21 −∇′1∇′2 −∇1∇2). (A.0.47)
Expanding out the (σ1 · k)(σ2 · k) and (σ1 · k ′)(σ2 · k ′) terms, one finds
(σ1 · k)(σ2 · k) = −1
4
[
(σ1 · (∇1 −∇2))(σ2 · (∇1 −∇2))
]
= −1
4
[
(∇1 · ∇1)(σ2 · (∇1 −∇2))− (σ1 · ∇2)(σ2 · (∇1 −∇2))
]
= −1
4
[
(σ1 · ∇1)(σ2 · ∇1)− (σ1 · ∇1)(σ2 · ∇2)− (σ1 · ∇2)(σ2 · ∇1) + (σ1 · ∇2)(σ2 · ∇2)
]
(A.0.48)
(σ1 · k ′)(σ2 · k ′) = −1
4
[
(σ1 · ∇′1)(σ2 · ∇′1)− (σ1 · ∇′1)(σ2 · ∇′2)− (σ1 · ∇′2)(σ2 · ∇′1) + (σ1 · ∇′2)(σ2 · ∇′2)
]
.
(A.0.49)
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Using symmetry between indices 1 and 2
[
(σ1 · k)(σ2 · k) + (σ1 · k ′)(σ2 · k ′)
]
=
1
4
[
(σ1 · ∇1)(σ2 · ∇2) + (σ1 · ∇2)(σ2 · ∇1)− 2(σ1 · ∇1)(σ2 · ∇1)
+(σ1 · ∇′1)(σ2 · ∇′2) + (σ1 · ∇′2)(σ2 · ∇′1)− 2(σ1 · ∇′1)(σ2 · ∇′1)
]
.
(A.0.50)
Using
∑
kσ1σ′1
σ1ρqi(r1, r
′
1, σ1, σ
′
1) = sqi(r1, r
′
1)
∑
kσ2σ′2
σ2ρqi(r2, r
′
2, σ2, σ
′
2) = sqi(r2, r
′
2). (A.0.51)
Substituting these expressions into equation (2.2.6) and writing in component form one finds
Hte =
∫ {
3te
16
∑
q1,q2,
µ,ν
(1− δq1q2)
[(
∇1µsµ(r1, r′1)
)(
∇2νsν(r2, r′2)
)
︸ ︷︷ ︸
*
+
(
∇′1µsµ(r1, r′1)
)(
∇′2νsν(r2, r′2)
)
︸ ︷︷ ︸
*1
+
(
∇1µsν(r1, r′1)
)(
∇2νsµ(r2, r′2)
)
︸ ︷︷ ︸
*2
+
(
∇′1µsν(r1, r′1)
)(
∇′2νsµ(r2, r′2)
)
︸ ︷︷ ︸
*3
−2sµ(r2, r′2)
(
∇1µ∇1ν +∇′1µ∇′1ν
)
sν(r1, r
′
1)︸ ︷︷ ︸
*4
]
+
te
8
∑
q1,q2,
µ,ν
(1− δq1q2)
[
sν(r2, r
′
2)
(
∇21µ +∇′21µ
)
sν(r1, r
′
1)︸ ︷︷ ︸
*5
−
(
∇1µsν(r1, r′1)
)(
∇2µsν(r2, r′2)
)
︸ ︷︷ ︸
*6
−
(
∇′1µsν(r1, r′1)
)(
∇′2µsν(r2, r′2)
)
︸ ︷︷ ︸
*7
]}
d3r1d
3r′1d
3r2d
3r′2
∣∣∣∣∣
r1=r′1=r2=r
′
2
. (A.0.52)
Terms proportional to to
Expanding (σ1 · σ2)kk ′ one finds
(σ1 · σ2)kk ′ = 1
4
[∇1 −∇2][∇′1 −∇′2]
=
(σ1 · σ2)
4
[∇1∇′1 +∇2∇′2 −∇1∇′2 −∇2∇′1]. (A.0.53)
Using symmetry between indices 1 and 2
(σ1 · σ2)kk ′ = (σ1 · σ2)
2
[∇1∇′1 −∇1∇′2]. (A.0.54)
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Similarly it can be shown
(σ1 ·k ′)(σ2 ·k) = 1
4
[
(σ1 ·∇′1)(σ2 ·∇1)+(σ1 ·∇′2)(σ2 ·∇2)−(σ1 ·∇′1)(σ2 ·∇2)−(σ1 ·∇′2)(σ2 ·∇1)
]
. (A.0.55)
Substituting these expressions into equation (2.2.6) (also using (A.0.51)) and writing in component form
one finds (after relabelling 1↔ 2 in the second term in the first sum)
Hto =
∫
d3r1d
3r′1d
3r2d
3r′2
∣∣∣∣∣
r1=r′1=r2=r
′
2
{
3to
8
∑
q1,q2,
µ,ν
(1 + δq1q2)
[
sµ(r2, r
′
2)
(
∇1µ∇′1ν +∇′1µ∇1ν
)
sν(r1, r
′
1)︸ ︷︷ ︸
*8
−
(
∇′1µsµ(r1, r′1)
)(
∇2νsν(r2, r′2)
)
︸ ︷︷ ︸
*9
−
(
∇1νsµ(r1, r′1)
)(
∇′2µsν(r2, r′2)
)
︸ ︷︷ ︸
*10
]
− to
4
∑
q1,q2,
µ,ν
(1 + δq1q2)
[
sν(r2, r
′
2)∇′1µ∇1µsν(r1, r′1)︸ ︷︷ ︸
*11
−
(
∇1µsν(r1, r′1)
)(
∇′2µsν(r2, r′2)︸ ︷︷ ︸
*12
)]}
. (A.0.56)
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te term Energy density in terms of known densities
After Hte was derived, each term was labelled with a particular * number. Below I give a detailed
derivations of each term in terms of the densities.
∗ =
(1
2
∇µsq1,µ + iJq1,µµ
)(1
2
∇νsq2,ν + iJq2,νν
)
=
1
4
∇µsq1,µ∇νsq2,ν +
i
2
(∇µsq1,µ)Jq2,νν +
i
2
(∇µsq2,µ)Jq1,νν − Jq1,µµJq2,µµ (A.0.57)
∗1 =
(1
2
∇µsq1,µ − iJq1,µµ
)(1
2
∇νsq2,ν − iJq2,νν
)
=
1
4
∇µsq1,µ∇νsq2ν −
i
2
(∇µsq1,µ)Jq2,νν −
i
2
(∇µsq2,µ)Jq1,νν − Jq1,µµJq2,µµ (A.0.58)
∗ + ∗1 = 1
2
∇µsq1,µ∇νsq2,ν − 2Jq1,µµJq2,µµ (A.0.59)
∗2 =
(1
2
∇µsq1,ν + iJq1,µν
)(1
2
∇νsq2,µ + iJq2,νµ
)
=
1
4
∇µsq1,ν∇νsq2µ +
i
2
(∇µsq1,ν)Jq2,µν +
i
2
(∇νsq2,µ)Jq2,νµ − Jq1,µνJq2,νµ (A.0.60)
∗3 =
(1
2
∇µsq1,ν − iJq1,µν
)(1
2
∇νsq2,µ − iJq2,νµ
)
=
1
2
∇µsq1,ν∇νsq2,µ −
i
2
(∇µsq1,ν)Jq2,µν −
i
2
(∇νsq2,µ)Jq2,νµ − Jq1,µνJq2,νµ (A.0.61)
∗2 + ∗3 = 1
2
∇µsq1,ν∇νsq2,µ − 2Jq1,µνJq2,νµ (A.0.62)
∗4 = 4sq1(r) ·F q2(r) + 2(∇ · sq1(r))(∇ · sq2(r)) (A.0.63)
∗5 = ∇2sq1,ν − 2T q1,ν (A.0.64)
∗6 =
(1
2
∇µsq1,ν + iJq1,µν
)(1
2
∇µsq2,ν + iJq2,µν
)
=
1
4
∇µsq1,ν∇µsq2,ν +
i
2
(∇µsq1,ν)Jq2,µν +
i
2
(∇µsq2,ν)Jq1,µν − Jq1,µνJq2,µν (A.0.65)
∗7 =
(1
2
∇µsq1,ν − iJq1,µν
)(1
2
∇µsq2,ν − iJq2,µν
)
=
1
4
∇µsq1,ν∇µsq2,ν −
i
2
(∇µsq1,ν)Jq2,µν −
i
2
(∇µsq2,ν)Jq1,µν − Jq1,µνJq2,µν (A.0.66)
∗6 + ∗7 = 1
2
∇µsq1,ν∇µsq2,ν − 2Jq1,µνJq2,µν (A.0.67)
Including all these terms, performing an integration by parts on equation (A.0.67) ∇ term and using
s =
∑
ν
sννˆ (A.0.68)
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one finds
Hte =
∫
d3r
(
3te
16
[
3(∇ · s(r))2 + 4s(r) ·F (r)− 2
∑
µ
J2µµ − 2
∑
µν
JµνJνµ
]
(A.0.69)
− 3te
16
∑
q
[
3(∇ · sq(r))2 + 4sq(r) ·F q(r)− 2
∑
µ
J2q,µµ − 2
∑
µν
Jq,µνJq,νµ
]
+
te
8
[(3
2
s · ∇2s − 2s · T
)
− 2
∑
µν
J2µν
]
− te
8
∑
q
[(3
2
sq · ∇2sq − 2sq · T q
)
− 2
∑
µν
J2q,µν
])
.
to term Energy density in terms of known densities
After Hte was derived, each term was labelled with a particular * number. Below gives detailed derivation
writing each term in terms of the density functions. Particular terms can not be removed until the sum
over q has been performed (e.g. i2(∇µsq1,µ)Jq2,νν 6= i2(∇µsq2,µ)Jq1,νν until the sum over q1, q2 has been
performed)
∗8 = 2F q1,µ(r) (A.0.70)
∗9 =
(1
2
∇µsq1,µ − iJq1,µµ
)(1
2
∇νsq2,ν + iJq2,νν
)
=
1
4
∇µsq1,µ∇νsq2,ν +
i
2
(∇µsq1,µ)Jq2,νν −
i
2
(∇νsq2,ν)Jq1,µµ + Jq1,µµJq2,νν (A.0.71)
∗10 =
(1
2
∇νsq1,µ + iJq1,νµ
)(1
2
∇µsq2,ν − iJq2,µν
)
=
1
4
∇νsq1,µ∇µsq2,ν −
i
2
(∇νsq1,µ)Jq2,µν +
i
2
(∇µsq2,ν)Jq1,νµ + Jq2,µνJq1,νµ (A.0.72)
∗11 = T q1,ν(r) (A.0.73)
∗12 =
(1
2
∇µsq1,ν + iJq1,µν
)(1
2
∇µsq2,ν − iJq2,µν
)
=
1
4
∇µsq1,ν∇µsq2,ν −
i
2
(∇µsq1,ν)Jq2,µν +
i
2
(∇µsq2,νJq1,µν) + Jq1,µνJq2,µν (A.0.74)
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Combining the above results, one finds the time odd terms in the tensor expression to be
Hto =
∫
d3r
{
3to
8
[
2s(r) ·F (r)− 1
2
(∇s(r))2 −
∑
µ
J2µµ −
∑
µν
JµνJνµ
]
(A.0.75)
+
3to
8
∑
q
[
2sq(r) ·F q(r)− 1
2
(∇sq(r))2 −
∑
µ
J2q,µµ −
∑
µν
Jq,µνJq,νµ
]
− to
4
[
s(r) · T (r) + 1
4
s(r) · ∇2s(r)−
∑
µν
JµνJµν
]
− to
4
∑
q
[
sq(r) · T q(r) + 1
4
sq(r) · ∇2sq(r)−
∑
µν
Jq,µνJq,µν
]}
.
Appendix B
Kohn-Sham equation
The objective of this Appendix is to derive quantities necessary to define the HF/Kohn-Sham equa-
tion. In order to derive the Schro¨dinger type equation for the HF case, variational changes and function
combinations must be derived. The variation of density j is as follows
j =
1
2i
∑
kσ
[
Φ∗k(∇Φk)− (∇Φ∗k)Φk
]
(B.0.1)
δj =
1
2i
∑
kσ
[
(δΦ∗k)∇Φk + Φ∗k∇(δΦk)− (∇δΦ∗k)Φk − (∇Φ∗k)δΦk
]
. (B.0.2)
Taking the dot product with j
j · δj = 1
2i
∑
kσ
[
(j · ∇Φk)δΦ∗k − (j · ∇δΦ∗k)Φk + Φ∗k(j · ∇δΦk)− (j · ∇Φ∗k)δΦk
]
(B.0.3)
and then integrating by parts
−
∫
(j · ∇δΦ∗k)Φkd3r =
∫
δΦ∗k
[
(∇ · j)Φk + j · (∇Φk)
]
d3r =
∫
δΦ∗k
[
∇ ·
(
j Φk
)]
d3r (B.0.4)
one finds
j · δj = 1
2i
∑
kσ
[
δΦ∗k[j · ∇+∇ · j ]Φk − δΦk[j · ∇+∇ · j ]Φ∗k
]
(B.0.5)
j · δj ⇒ 1
2i
(j · ∇+∇ · j). (B.0.6)
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The same procedure occurs with combinations with δτ
τ =
∑
kσ
(∇Φk)(∇Φ∗k) (B.0.7)
δτ =
∑
kσ
[
(∇δΦk)(∇Φ∗k) + (∇Φk)(∇δΦ∗k)
]
. (B.0.8)
Taking the product with ρ and then integrating by parts one finds
ρδτ =
∑
kσ
[
ρ(∇δΦk)(∇Φ∗k) + ρ(∇Φk)(∇δΦ∗k)
]
ρδτ = −
∑
kσ
[
δΦk(∇ · ρ∇)Φ∗k + δΦ∗k(∇ · ρ∇)Φk
]
ρδτ ⇒ −∇ · ρ∇. (B.0.9)
The same procedure occurs with combinations with δρ, but as it turns out to be 1 then one does not need
to work out the result of it with combinations of ρ, τ , etc
ρ =
∑
kσ
ΦkΦ
∗
k
δρ =
∑
kσ
(δΦk)Φ
∗
k + (δΦ
∗
k)Φk
δρ ⇒ 1. (B.0.10)
The same procedure occurs with combinations with δsν
sν =
∑
kσσ′
ΦkσΦ
∗
kσ′ 〈σ′| σˆν |σ〉 (B.0.11)
δsν =
∑
kσ
σν,σ,σ′
[
(δΦkσ)Φ
∗
kσ′ + (δΦ
∗
kσ′)Φkσ
]
(B.0.12)
δsν = σν,σ,σ′ . (B.0.13)
APPENDIX B. KOHN-SHAM EQUATION 118
Combinations involving Jµν can be found in a similar manner (using integral by parts like in equation
(B.0.3))
Jµν =
1
2i
∑
kσσ′
µν
〈σ′| σˆ |σ〉
[
Φ∗kσ′(∇µΦkσ)− Φkσ(∇µΦ∗kσ′)
]
(B.0.14)
δJµν =
1
2i
∑
kσσ′
µν
σν,σ,σ′
[
(δΦ∗kσ′)(∇µΦkσ) + Φ∗kσ′(∇µδΦkσ)− (δΦkσ)(∇µΦ∗kσ′)− Φkσ(∇µδΦ∗kσ′)
]
(B.0.15)
Jµν · δJµν ⇒ 1
2i
∑
µν
σσ′
σν,σ,σ′
[
∇µJµν + Jµν∇µ
]
. (B.0.16)
The steps to derive combinations involving δJ follow the same steps as before (starting by looking at the
components of J )
J κ =
∑
µν
κµνJµν
δJ κ =
∑
kσσ
µν
κµνδJµν
δJ κ =
1
2i
∑
kσσ
µν
κµνσν,σ,σ′
[
(δΦ∗kσ′)(∇µΦkσ) + Φ∗kσ′(∇µδΦkσ)− (δΦkσ)(∇µΦ∗kσ′)− Φkσ(∇µδΦ∗kσ′)
]
.
(B.0.17)
Multiplying by ∇κρ and using an integration by parts trick similar to (B.0.4) (showing only term propor-
tional to δΦ∗kσ′ )
∇κρ · δJ κ = 1
2i
∑
kσσ′
µν
κµνσν,σ,σ′∇κρ
[
(δΦ∗kσ′)(∇µΦkσ)− Φkσ(∇µδΦ∗kσ′)
]
(B.0.18)
=
1
i
∑
kσσ′
µν
κµνσν,σ,σ′(∇κρ)δΦ∗kσ′(∇µΦkσ) (B.0.19)
∇ρ · δJ ⇒ 1
i
(∇ρ) · (∇ × σ). (B.0.20)
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The steps to derive combinations involving δT follow the same steps as before
T =
∑
kσσ′µ
(∇µΦk(r, σ, q))(∇µΦ∗k(r, σ′, q)) 〈σ′| σˆ |σ〉 (B.0.21)
δT =
∑
kσσ′µ
〈σ′| σˆ |σ〉
[(∇µδΦk(r, σ, q))(∇µΦ∗k(r, σ′, q))+ (∇µΦk(r, σ, q))(∇µδΦ∗k(r, σ′, q))] (B.0.22)
s =
∑
ν
sννˆ . (B.0.23)
Taking the dot product with s one finds
s · δT =
∑
kσσ′
µν
sν 〈σ′| σˆ |σ〉
[(∇µδΦk(r, σ, q))(∇µΦ∗k(r, σ′, q))+ (∇µΦk(r, σ, q))(∇µδΦ∗k(r, σ′, q))]
(B.0.24)
s · δT =
∑
kσσ′
µν
sνσν,σ,σ′
[(∇µδΦk(r, σ, q))(∇µΦ∗k(r, σ′, q))+ (∇µΦk(r, σ, q))(∇µδΦ∗k(r, σ′, q))]
∫
sν∇µδΦ∗k∇µΦk d3r = −
∫
d3r δΦ∗k
[
(∇µsν)(∇µΦk) + sν∇µ∇µΦk
]
s · δT ⇒ −
∑
µν
σν,σ,σ′∇µsν∇µ. (B.0.25)
To calculate the variation in F (r) one perform the following steps
F µ(r) =
1
2
∑
ν
(∇µ∇′ν +∇′µ∇ν)sν(r, r′)|r=r′ (B.0.26)
F µ(r) =
1
2
∑
ν
σσ′
σν,σ,σ′(∇µ∇′ν +∇′µ∇ν)ρ(r, r′, σ, σ′)|r=r′
F µ(r) =
1
2
∑
νk
σσ′
σν,σ,σ′
[
(∇µΦk)(∇νΦ∗k) + (∇µΦ∗k)(∇νΦk)
]
δF µ(r) =
1
2
∑
νk
σσ′
σν,σ,σ′
[
(∇µδΦk)(∇νΦ∗k) + (∇µΦk)(∇νδΦ∗k) + (∇µδΦ∗k)(∇νΦk) + (∇µΦ∗k)(∇νδΦk)
]
(B.0.27)
s · δF = 1
2
∑
µνk
σσ′
σν,σ,σ′
[
sµ(∇µδΦk)(∇νΦ∗k) + sµ(∇µΦk)(∇νδΦ∗k) + sµ(∇µδΦ∗k)(∇νΦk) + sµ(∇µΦ∗k)(∇νδΦk)
]
.
(B.0.28)
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Looking just at the the δΦ∗k term
=
1
2
∑
µνk
σσ′
σν,σ,σ′
[
sµ(∇µΦk)(∇νδΦ∗k) + sµ(∇µδΦ∗k)(∇νΦk)
]
. (B.0.29)
Using the same integral technique shown in equation (B.0.24), one finds
= −1
2
∑
µνk
σσ′
σν,σ,σ′δΦ
∗
k
[
(∇νsµ)∇µ + sµ∇ν∇µ + (∇µsµ)∇ν + sµ∇µ∇ν
]
Φk (B.0.30)
= −1
2
∑
µνk
σσ′
σν,σ,σ′δΦ
∗
k
[
(∇νsµ)∇µ + 2sµ∇ν∇µ + (∇µsµ)∇ν
]
Φk. (B.0.31)
Another term which need to be calculated is F q,q′ · δsq, which is trivially
F q,q′ · δsq ⇒ −σ ·F q,q′ . (B.0.32)
This gives the coefficients of the Schro¨dinger like equation describing the mean field (equation 2.4.8) as
h¯2
m∗q
=
h¯2
2m
+
1
4
(t1 + t2 +
t1x1 + t2x2
2
)ρ+
1
8
(t2 − t1 + 2t2x2 − 2t1x1)ρq (B.0.33)
Uq(r) = t0
[
(1 +
x0
2
)ρ− (x0 + 1
2
)ρq
]
+
1
4
(t1 + t2 +
t1x1 + t2x2
2
)τ
+
1
8
(t2 − 3t1 − 3t1x1
2
+
t2x2
2
)∇2ρ+ 1
16
(t2 + 3t1 + 6t1x1 + 2t2x2)∇2ρq
+
1
8
(t2 − t1 + t2x2 − t1x1)τq − W0
2
∇ · (J + J q)
+
t3
12
ρα−1
[
(α+ 2)(1 +
x3
2
)ρα+1 − (x3 + 1
2
)(αρα−1ρ2q + 2ρ
αρq)− x3αρα−1s2
]
(B.0.34)
Bq =
W0
2
∇(ρ+ ρq) (B.0.35)
γq,µν = − 1
4
(t2 − t1)Jq,µν − t1x1 + t2x2
4
Jµν +
1
2
[
(te + to)J µν − (te − to)Jq,µν
]
− 3
4
[
(te + to)J νµ − (te − to)Jq,νµ
]
− 3
4
[
(te + to)J µνδµν − (te − to)Jq,µνδµν
]
(B.0.36)
I q = − 1
2
(t1 + t2 +
t1x1 + t2x2
2
)j − 1
4
(t2 − t1 + 2t2x2 − 2t1x1)jq − W0
2
(∇× (s + sq)) (B.0.37)
C q =
1
8
(t2 − t1)sq + t1x1 + t2x2
8
s − 1
4
[
(te + to)s(r)− (te − to)sq(r)
]
(B.0.38)
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Σq =
t0
2
(x0s − sq) + 1
16
(3t1 + t2)∇2sq + (3t2x2 − 3t1x1)∇2s
+
t1x1 + t2x2
8
T +
1
8
(t2 − t1)T q + t3
6
(x3ρ
αs − ραsq)− W0
2
(
∇× (j + jq)
)
− 3
8
[
(3te − to)∇
(
∇ · s(r)
)
− (3te + to)∇
(
∇ · sq
)]
− 1
4
[
(te + to)T (r)− (te − to)T q(r)
]
+
3
4
[
(te + to)F (r)− (te − to)F q(r)
]
+
1
8
[
(3te − to)∇2s(r)− (3te + to)∇2sq(r)
]
(B.0.39)
Dq,µ =
3
4
[
(te + to)sµ(r)− (te − to)sq,µ(r)
]
. (B.0.40)
Appendix C
Skyrme EDF and single particle
potentials subsidiary material
This Appendix provides derivations of useful identities required to derive the Skyrme EDF (Appendix
A), and single particle potentials (Appendix B).
Variation with respect to the particle density
When performing the partial derivative with respect to ρ in Appendix B, one comes across the following
term
∂
∂ρ(r)
(
ρ(r)∇2ρ(r)
)
= ∇2ρ(r) + ρ(r) ∂
∂ρ(r)
(
∇2ρ(r)
)
. (C.0.1)
In order to derive the result for
ρ(r)
∂
∂ρ(r)
(
∇2ρ(r)
)
(C.0.2)
one must remember that this is under an integral with respect to r, therefore one can perform an inte-
gration by parts. Taking the limit that the ρ→ 0 on the boundary one finds
∫
d3r ρ(r)
∂
∂ρ(r)
(
∇2ρ(r)
)
= −
∫
d3r
(
∇ρ(r)
)(
∂
∂ρ(r)
(∇ρ(r))
)
=
∫
d3r
(
∇2ρ(r)
)(
∂
∂ρ(r)
(ρ(r))
)
=
∫
d3r
(
∇2ρ(r)
)
. (C.0.3)
This shows that
∂
∂ρ(r)
(
ρ(r)∇2ρ(r)
)
= 2∇2ρ(r) (C.0.4)
122
APPENDIX C. SKYRME EDF AND SINGLE PARTICLE POTENTIALS SUBSIDIARYMATERIAL123
when under the integral.
(∇2 +∇′2)ρq(r, r′) and (∇2 +∇′2)sq,ν(r, r′) Identity
The following section is to show a proof of the identity (A.0.13). Staring from the definition of ρq(rr
′)
given below (k sums over the particular isospin being considered. For simplicity the spin and isospin of
the single particle wavefunctions is not included.)
ρq(rσ, r
′σ′) =
∑
k
Φk(rσq)Φ
∗
k(r
′σ′q) ⇒ ρq(r, r′) =
∑
σ
ρ(rσ, r′σ). (C.0.5)
It is useful to derive the following result
∇
(
(∇Φk)Φ∗k
)
=
(
∇2Φk
)
Φ∗k +
(
∇Φk
)(
∇Φ∗k
)
∇
(
(∇Φ∗k)Φk
)
=
(
∇2Φ∗k
)
Φk +
(
∇Φk
)(
∇Φ∗k
)
⇒ ∇
(
(∇Φk)Φ∗k + (∇Φ∗k)Φk
)
= ∇2
(
ΦkΦ
∗
k
)
=
(
∇2Φ∗k
)
Φk +
(
∇2Φk
)
Φ∗k + 2τq. (C.0.6)
By making a simple comparison with (∇2 +∇′2)ρq(r, r′)|r=r′ it can easily be seen
(∇2 +∇′2)ρq(r, r′)|r=r′ =
∑
kσ
[
Φk(∇2Φ∗k) + Φ∗k(∇2Φk)
]
r=r′
= ∇2ρq(r)− 2τq. (C.0.7)
A very similar proof shows the derivation of (A.0.15). First calculate (∇2 +∇′2)sq,ν(r, r′)
(∇2 +∇′2)sq,ν(r, r′) =
∑
kσσ′
σν,σ,σ′
[
Φ∗k(∇2Φk) + Φk(∇2Φ∗k)
]
. (C.0.8)
Now calculate ∇2sq,ν(r)
∇2sq,ν(r) =
∑
kσσ′
σν,σ,σ′∇
[
Φk
(
∇Φ∗k
)
+ Φk
(
∇Φ∗k
)]
=
∑
kσσ′
σν,σ,σ′
[
Φk
(
∇2Φ∗k
)
+
(
∇Φ∗k
)(
∇Φk
)
+ Φ∗k
(
∇2Φk
)
+
(
∇Φ∗k
)(
∇Φk
)]
= (∇2 +∇′2)sq,ν(r, r′) + 2T q,ν(r) (C.0.9)
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1
2
∇µsq,ν(r) + iJq,µν =
∑
kσσ′ σν,σ,σ′Φ
∗
k∇µΦk Identity
The following section is to show a proof of the identity (A.0.14). Staring from the definition of ∇ρq(rr′)
given below
∇ρq(r, r′) =
∑
kσ
Φ∗k(∇Φk). (C.0.10)
By directly evaluating
1
2
∇ρq(r) and ijq(r)
1
2
∇ρq(r) = 1
2
∑
kσ
[
Φ∗k(∇Φk) + (∇Φ∗k)Φk
]
(C.0.11)
ijq(r) =
1
2
∑
kσ
[
Φ∗k(∇Φk) − (∇Φ∗k)Φk
]
. (C.0.12)
It can easily be seen that:
1
2
∇ρq(r) + ijq(r) =
∑
kσ
Φ∗k
(
∇Φk
)
. (C.0.13)
A very similar proof shows the derivation of (A.0.16).
sq,ν(r, r
′) =
∑
σσ
σν,σ,σ′ρq(rσ, r
′σ′) =
∑
kσσ′
σν,σ,σ′Φ
∗
kΦk (C.0.14)
∇µsq,ν(r, r′) =
∑
kσσ′
σν,σ,σ′Φ
∗
k∇µΦk (C.0.15)
1
2
∇µsq,ν(r) = 1
2
∑
kσσ′
σν,σ,σ′
[
Φ∗k(∇µΦk) + Φk(∇µΦ∗k)
]
(C.0.16)
iJq,µν =
1
2
∑
kσσ′
σν,σ,σ′
[
Φ∗k(∇µΦk)− Φk(∇µΦ∗k)
]
(C.0.17)
⇒ 1
2
∇µsq,ν(r) + iJq,µν =
∑
kσσ′
σν,σ,σ′Φ
∗
k∇µΦk (C.0.18)
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Momentum Density Identity
The following section is to show a proof of the identity (A.0.41). Starting with the definition of j
jq(r) =
1
2i
[
(∇−∇′)ρq(r, r′)
]
r=r′
jq(r) =
1
2i
∑
kσ
{[
Φ∗k
dΦk
dx
− Φk dΦ
∗
k
dx′
]
xˆ+
[
Φ∗k
dΦk
dy
− Φk dΦ
∗
k
dy′
]
yˆ +
[
Φ∗k
dΦk
dz
− Φk dΦ
∗
k
dz′
]
zˆ
}
r=r′
jq(r) =
1
2i
∑
kσ
{[
Φ∗k
dΦk
dx
− Φk dΦ
∗
k
dx
]
xˆ+
[
Φ∗k
dΦk
dy
− Φk dΦ
∗
k
dy
]
yˆ +
[
Φ∗k
dΦk
dz
− Φk dΦ
∗
k
dz
]
zˆ
}
. (C.0.19)
Looking at the x component of
(
(∇′ ×∇)ρq(r, r′)
)
r=r′
=
∑
kσ
∣∣∣∣∣∣∣∣∣∣∣
i j k
d
dx′
d
dy′
d
dz′
d
dx
d
dy
d
dz
∣∣∣∣∣∣∣∣∣∣∣
Φ∗kΦk (C.0.20)
one finds
(
(∇′ ×∇)ρq(r, r′)
)
x,r=r′
=
(∑
kσ
dΦk
dz
dΦ∗k
dy′
− dΦk
dy
dΦ∗k
dz′
)
r=r′
=
∑
kσ
dΦk
dz
dΦ∗k
dy
− dΦk
dy
dΦ∗k
dz
. (C.0.21)
Looking at the x component of
(
∇× jq(r)
)
=
1
2i
∑
kσ
∣∣∣∣∣∣∣∣∣∣∣
i j k
d
dx
d
dy
d
dz[
Φ∗k
dΦk
dx
− Φk dΦ
∗
k
dx
] [
Φ∗k
dΦk
dy
− Φk dΦ
∗
k
dy
] [
Φ∗k
dΦk
dz
− Φk dΦ
∗
k
dz
]
∣∣∣∣∣∣∣∣∣∣∣
(C.0.22)
one finds
(
∇× jq(r)
)
x
=
1
2i
∑
kσ
[
d
dy
{
Φ∗k
dΦk
dz
− Φk dΦ
∗
k
dz
}
− d
dz
{
Φ∗k
dΦk
dy
− Φk dΦ
∗
k
dy
}]
=
1
2i
∑
kσ
{
Φ∗k
dΦk
dydz
+
dΦ∗k
dy
dΦk
dz
− Φk dΦ
∗
k
dydz
− dΦ
∗
k
dz
dΦk
dy
− Φ∗k
dΦk
dzdy
− dΦk
dy
dΦ∗k
dz
+ Φk
dΦ∗k
dzdy
+
dΦ∗k
dy
dΦk
dz
=
1
i
∑
kσ
[
dΦ∗k
dy
dΦk
dz
− dΦ
∗
k
dz
dΦk
dy
]
. (C.0.23)
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Spin Current Tensor Identity
The following section is to show a proof of the identity (A.0.42). Starting from the definition of Jq,µν
Jq,µν =
1
2i
[(
∇µ −∇′µ
)
sq,ν(r, r
′)
]
r=r′
Jq,µν =
1
2i
∑
kσν
σν,σ,σ′
[
Φ∗k∇µΦk − Φk∇µΦ∗k
]
r=r′
. (C.0.24)
Calculating
∑
λµν λµν∇λJq,µν one finds
∑
λµν
λµν∇λJq,µν = 1
2i
∑
λµν
kσ
λµνσν,σ,σ′∇λ
[
Φ∗k∇µΦk − Φk∇µΦ∗k
]
r=r′
. (C.0.25)
The two terms are equal after a change of λ ↔ µ as the Levi-Civita tensor adds a minus sign on even
permutations of λµν . Therefore
∑
λµν
λµν∇λJq,µν = 1
i
∑
λµν
kσ
λµνσν,σ,σ′
[
(∇λΦ∗k)(∇µΦk)
]
=
1
i
[
∇′ · (∇× sq(r, r′))
]
r=r′
. (C.0.26)
Identity required to derived the tensor part of the Skyrme energy den-
sity functional
The following section is to show a proof of the identity (A.0.45). It follows the same steps set out in
[20, p. 119-120]. By expanding out the left side of the identity
s(r) ·G(r) =
∑
µν
sµ(r, r
′)(∇′µ∇′ν +∇µ∇ν)sν(r, r′)|r=r′
=
∑
µν
sµ(r, r
′)
[
∇′µ∇′νsν(r, r′) +∇µ∇νsν(r, r′)
]
|r=r′ . (C.0.27)
Performing an integration by parts to shift ∇µ and ∇′µ onto sµ(r, r′) one finds
∑
µν
sµ(r, r
′)(∇′µ∇′ν +∇µ∇ν)sν(r, r′)|r=r′= −
∑
µν
[(
∇′µsµ(r, r′)
)(
∇′νsν(r, r′)
)
+
(
∇µsµ(r, r′)
)(
∇νsν(r, r′)
)]
r=r′
.
(C.0.28)
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One can now use equation (A.0.16) to expand this (relabelling ν → µ to get last line)
∑
µν
sµ(r, r
′)(∇′µ∇′ν +∇µ∇ν)sν(r, r′)|r=r′= −
∑
µν
[(1
2
∇µsµ − iJµµ
)(1
2
∇νsν − iJνν
)
+
(1
2
∇µsµ + iJµµ
)(1
2
∇νsν + iJνν
)]
=− 1
2
(∇ · s(r))2 + 2
∑
µ
J2µµ. (C.0.29)
Performing the same techniques on 2s(r) ·F (r) one finds (relabelling ν → µ to get last line)
2s(r) ·F (r) =
∑
µν
sµ(r, r
′)(∇′µ∇ν +∇µ∇′ν)sν(r, r′)|r=r′
= −
∑
µν
[(
∇′µsµ(r, r′)
)(
∇νsν(r, r′)
)
+
(
∇µsµ(r, r′)
)(
∇′νsν(r, r′)
)]
r=r′
= −
∑
µν
[(1
2
∇µsµ − iJµµ
)(1
2
∇νsν + iJνν
)
+
(1
2
∇µsµ + iJµµ
)(1
2
∇νsν − iJνν
)]
= −1
2
(∇ · s(r))2 − 2
∑
µ
J2µµ. (C.0.30)
Adding (C.0.29) and (C.0.30) one gets the identity
s(r) ·G(r) = −2s(r) ·F (r)− (∇ · s(r))2. (C.0.31)
Appendix D
Gauge invariant quantities in the
Skyrme EDF
One reason gauge invariant quantities have relevance in nuclear physics is that it can ensure local Galilean
invariance (for more details see [135])1. This means in order for energy to be conserved then certain terms
need to be together in the resulting Hamiltonian density functional. An explanation following [19] will
show that the result derived in (2.3.10) and (2.3.11) are grouped together in terms of gauge invariant
quantities. The gauge transformation is applied to the one body wavefunctions Φk(r, σ, q), by multiplying
the wavefunctions Φ by a position dependent phase factor,
Φ˜(r, σ, q) = eiφ(r)Φ(r, σ, q) , Φ˜∗(r′, σ′, q) = e−iφ(r
′)Φ∗(r′, σ, q). (D.0.1)
It can easily be seen that the particle density (2.2.20) is unchanged by this transformation (it is invariant
under this gauge transformation)
ρ˜(r) =
∑
kσ
Φ˜(r, σ, q)Φ˜∗(r′, σ, q)
∣∣∣
r=r′
=
∑
kσ
Φ(r, σ, q)Φ∗(r′, σ, q)eiφ(r)−iφ(r
′)
∣∣∣
r=r′
(D.0.2)
=
∑
kσ
Φ(r, σ, q)Φ∗(r′, σ, q)
∣∣∣
r=r′
= ρ(r). (D.0.3)
1Gauge invariance is useful for a variety of other reasons, for more information one directs the reader towards Ref. [63].
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Now looking at how the kinetic density (2.2.21) changes under this transformation one finds
τ˜(r) =
∑
kσ
(
∇Φ˜∗(r′, σ, q)
)(
∇Φ˜(r, σ, q)
)∣∣∣
r=r′
=
∑
kσ
(
∇e−iφ(r′)Φ∗(r′, σ, q)
)(
∇eiφ(r)Φ(r, σ, q)
)∣∣∣
r=r′
=
∑
kσ
(
− i(∇φ(r′))Φ∗(r′, σ, q) + (∇Φ∗(r′, σ, q))
)(
i(∇φ(r))Φ(r, σ, q) + (∇Φ(r, σ, q))
)
eiφ(r)−iφ(r
′)
∣∣∣
r=r′
=
∑
kσ
(
(∇Φ(r, σ, q))(∇Φ(r, σ, q)) + (∇φ(r))(∇φ(r′))Φ(r, σ, q)Φ∗(r′, σ, q)
+ i(∇φ(r))Φ(r, σ, q)(∇Φ∗(r′, σ, q)− i(∇φ(r′))Φ∗(r′, σ, q)(∇Φ(r, σ, q))
)
eiφ(r)−iφ(r
′)
∣∣∣
r=r′
= τ(r) + (∇φ(r))2ρ(r) + 2(∇φ(r)) · j(r). (D.0.4)
Therefore τ(r) is not a gauge invariant quantity and must be combined with other quantities to create a
gauge invariant quantity. Considering the momentum density (2.2.23) one finds
j˜(r) =
i
2
∑
kσ
[(
eiφ(r)Φ(r, σ, q)
)(
∇e−iφ(r′)Φ∗(r′, σ, q)
)
−
(
e−iφ(r
′)Φ∗(r′, σ, q)
)(
∇eiφ(r)Φ(r, σ, q)
)]
r=r′
=
i
2
∑
kσ
[
Φ(r, σ, q)
(
− i(∇φ(r′))Φ∗(r′, σ, q) +∇Φ∗(r′, σ, q)
)
− Φ∗(r′, σ, q)
(
i(∇φ(r))Φ(r, σ, q) +∇Φ(r, σ, q)
)]
eiφ(r)−iφ(r
′)
∣∣∣∣∣
r=r′
=
i
2
∑
kσ
[
Φ(r, σ, q)∇Φ∗(r′, σ, q)− Φ∗(r′, σ, q)∇Φ(r, σ, q)
− iΦ(r, σ, q)Φ∗(r′, σ, q)(∇φ(r′))− iΦ∗(r′, σ, q)Φ(r, σ, q)(∇φ(r))
]
eiφ(r)−iφ(r
′)
∣∣∣∣∣
r=r′
= j(r) + (∇φ(r))ρ(r). (D.0.5)
Therefore j(r) is not a gauge invariant quantity either. The above three results about ρ˜(r),τ˜(r) and j˜(r)
allow the construction of a gauge invariant quantity ρ(r)τ(r) − j(r)2. Using the transformations above
one finds
ρ˜(r)τ˜(r)− j˜(r)2 = ρ(r)τ(r) + (∇φ(r))2ρ(r)2 + 2ρ(r)(∇φ(r)) · j(r)− (j(r) + (∇φ(r))ρ(r))2
= ρ(r)τ(r)− j(r)2. (D.0.6)
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The spin density (2.2.22) transforms to itself under this transformation, i.e.
s˜(r) =
∑
kσσ′
〈σ′| σˆ |σ〉 e−iφ(r′)Φ∗(r′, σ′, q)eiφ(r)Φ(r, σ, q)
∣∣∣
r=r′
= s(r). (D.0.7)
Therefore s(r) is invariant under this gauge transformation. The tensor spin current transforms as follows
J˜ µν(r) =
i
2
∑
kσσ′
〈σ′| σˆν |σ〉
[(
eiφ(r)Φ(r, σ, q)
)(
∇µe−iφ(r′)Φ∗(r′, σ′, q)
)
−
(
e−iφ(r
′)Φ∗(r′, σ′, q)
)(
∇µeiφ(r)Φ(r, σ, q)
)]
r=r′
=
i
2
∑
kσσ′
〈σ′| σˆν |σ〉
[
Φ(r, σ, q)
(
− i(∇µφ(r′))Φ∗(r′, σ′, q) +∇µΦ∗(r′, σ, q)
)
− Φ∗(r′, σ′, q)
(
i(∇µφ(r))Φ(r, σ, q) +∇µΦ(r, σ, q)
)
eiφ(r)−iφ(r
′)
]
r=r′
= Jµν(r) + sν(r)(∇µφ(r)). (D.0.8)
The spin-orbit density (2.3.12) is as follows
J κ =
∑
µν
κµνJµν . (D.0.9)
Under the gauge transformation one finds
J˜ κ =
∑
µν
κµνJ˜ µν (D.0.10)
=
∑
µν
(
κµνJµν(r) + κµνsν(r)(∇µφ)
)
(D.0.11)
= J κ − s(r)× (∇φ(r)). (D.0.12)
A new gauge invariant quantity can now be created
ρ˜∇ · J˜ + s˜ · (∇ × j˜) = ρ˜∇ · J˜ + j˜ · (∇ × s˜)
= ρ∇ · (J − s × (∇φ)) + (j(r) + (∇φ(r))ρ(r)) · (∇ × s)
= ρ(∇ · J ) + j(r) · (∇ × s)− ρ∇ · (s × (∇φ)) + ρ(∇φ) · (∇ × s). (D.0.13)
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To reduce this further one requires the following vector identities (where φ is a scalar function) [136,
p. 43,50]
∇ · (A ×B) = B · (∇ ×A)−A · (∇ ×B) (D.0.14)
∇ × (∇φ) = 0. (D.0.15)
Therefore
ρ˜∇ · J˜ + j˜ · (∇ × s˜) = ρ(∇ · J ) + j(r) · (∇ × s)− ρ(∇φ) · (∇ × s)− ρs · (∇ × (∇φ)) + ρ(r)(∇φ) · (∇ × s)
= ρ(∇ · J ) + j(r) · (∇ × s). (D.0.16)
The Kinetic energy density (tensor part) (2.2.25) is
T (r) =
∑
µν
〈σ′| σˆν |σ〉
(
∇µ∇′µ
)
ΦkΦ
∗
k
∣∣∣∣
r=r′
=
∑
µν
〈σ′| σˆν |σ〉
(
(∇µΦk)(∇µΦ∗k)
)∣∣∣∣
r=r′
. (D.0.17)
Under the gauge transformation one finds
T˜ (r) =
∑
µν
〈σ′| σˆν |σ〉
(
(∇µΦkeiφ(r))(∇µΦ∗ke−iφ(r
′))
)∣∣∣∣
r=r′
=
∑
µν
〈σ′| σˆν |σ〉
(
i(∇µφ(r))Φk + (∇µΦk)
)(
− i(∇µφ(r′))Φ∗k + (∇µΦ∗k)
)
eiφ(r)−iφ(r
′)
∣∣∣∣
r=r′
=
∑
µν
〈σ′| σˆν |σ〉
(
(∇µφ(r))(∇µφ(r′))ΦkΦ∗k + i(∇µφ(r))(∇µΦ∗k)Φk
− i(∇µφ(r′))(∇µΦk)Φ∗k + (∇µΦk)(∇µΦ∗k)
)
eiφ(r)−iφ(r
′)
∣∣∣∣
r=r′
. (D.0.18)
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A new gauge invariant quantity can now be created
s˜(r) · T˜ (r)−
∑
µν
J˜
2
µν =
(
s(r) · T (r) + 2
∑
µν
(∇µφ)sνJµν +
∑
µν
sνsν(∇µφ)(∇µφ)
)
−
∑
µν
(
Jµν + sν(∇µφ)
)2
=
(
s(r) · T (r) + 2
∑
µν
(∇µφ)sνJµν +
∑
µν
sνsν(∇µφ)(∇µφ)
)
−
∑
µν
(
JµνJµν + 2Jµνsν(∇µφ) + sν(∇µφ)sν(∇µφ)
)
= s(r) · T −
∑
µν
J2µν . (D.0.19)
Now looking at the pseudovector tensor-kinetic density is as follows (2.2.26)
F (r) =
1
2
∑
µνk
σσ′
〈σ′| σˆ |σ〉
(
∇µ∇′ν +∇′µ∇ν
)
Φ∗kΦk
∣∣∣∣
r=r′
=
1
2
∑
µνk
σσ′
〈σ′| σˆ |σ〉
(
(∇µΦk)(∇νΦ∗k) + (∇µΦ∗k)(∇νΦk)
)∣∣∣∣
r=r′
. (D.0.20)
Under the gauge transformation one finds
F˜ (r) =
1
2
∑
µνk
σσ′
〈σ′| σˆν |σ〉
(
(∇µΦkeiφ(r))(∇νΦ∗ke−iφ(r
′)) + (µ→ ν)
)∣∣∣∣
r=r′
=
1
2
∑
µνk
σσ′
〈σ′| σˆν |σ〉
((
iΦk(∇µφ(r)) + (∇µΦk)
)(
− iΦ∗k(∇νφ(r′)) + (∇νΦ∗k)
)
+ (µ→ ν)
)
eiφ(r)−iφ(r
′)
∣∣∣∣
r=r′
=
1
2
∑
µνk
σσ′
〈σ′| σˆν |σ〉
(
ΦkΦ
∗
k(∇µφ)(∇νφ) + i(∇µφ)(∇νΦ∗k)Φk
− i(∇νφ∗k)(∇µΦk)Φ∗k + (∇µΦk)(∇νΦ∗k) + (µ→ ν)
)
eiφ(r)−iφ(r
′)
∣∣∣∣
r=r′
. (D.0.21)
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A new gauge invariant quantity can now be created
s˜(r) · F˜ (r)− 1
2
∑
µν
J˜µν J˜νµ − 1
2
∑
µ
J˜2µµ =
(
s(r) ·F (r) +
∑
µν
sµsν(∇µφ)(∇νφ)
+
∑
µν
(∇µφ)sµJνν +
∑
µν
(∇νφ)sµJµν
)
− 1
2
∑
µν
(Jµν + sν(∇µφ))(Jνµ + sµ(∇νφ))− 1
2
∑
µ
(Jµµ + sµµ(∇µφ))2
=
(
s(r) ·F (r) +
∑
µν
sµsν(∇µφ)(∇νφ) +
∑
µν
(∇µφ)sµJνν +
∑
µν
(∇νφ)sµJµν
)
− 1
2
∑
µν
(
JµνJνµ + 2Jµνsµ(∇νφ) + sµsν(∇µφ)(∇νφ)
)
− 1
2
∑
µ
(
JµµJµµ + 2Jµµsµ(∇µφ) + sµsµ(∇µφ)(∇µφ)
)
= s(r) ·F (r)− 1
2
∑
µν
JµνJνµ − 1
2
∑
µ
J2µµ. (D.0.22)
As can easily be seen, all the gauge invariant terms that have been created above show up in the energy
density functional for the Skryme force including the tensor terms.
Appendix E
One and two body density time
evolution
There are many extensions to TDHF, one of them time dependent density matrix theory (TDDM) will
be the topic of this thesis. This Appendix is concerned with the derivation of the differential equations
of the BBGKY hierarchy, which dictate the evolution of the many body densities. A truncation of this
hierarchy allows one to derive the equations of TDDM. A starting point to derive the equations of TDDM
is to start with the Hamiltonian in second quantised form (up to two body forces)
Hˆ =
∑
ij
tij aˆ
†
i aˆj +
1
4
∑
ijkl
vijklaˆ
†
i aˆ
†
j aˆlaˆk (E.0.1)
where
tij = − h¯
2
2m
〈i| ∇i · ∇j |j〉 (E.0.2)
and1
vijkl = 〈ij| v(i, j, k, l)− v(i, j, l, k) |kl〉 (E.0.3)
The time evolution of the expectation value of an operator follows the Ehrenfest theorem
d〈Oˆ〉
dt
=
1
ih¯
〈[
Oˆ, Hˆ
]〉
+
〈
∂Oˆ
∂t
〉
(E.0.4)
1These elements are derived in Appendix F
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Assuming the operator Oˆ has no explicit time dependence then this reduces to
d〈Oˆ〉
dt
=
1
ih¯
〈[
Oˆ, Hˆ
]〉
(E.0.5)
Substituting the operator aˆ†i aˆj (the one body density operator) as Oˆ one gets
ih¯
d〈aˆ†i aˆj〉
dt
=
∑
kl
tkl
〈[
aˆ†i aˆj , aˆ
†
kaˆl
]〉
+
1
4
∑
klmn
vklmn
〈[
aˆ†i aˆj , aˆ
†
kaˆ
†
l aˆnaˆm
]〉
(E.0.6)
Using the following results
{
aˆ†i , aˆj
}
= δij
{
aˆ†i , aˆ
†
j
}
=
{
aˆi, aˆj
}
= 0 (E.0.7)
ρji = 〈aˆ†i aˆj〉 〈aˆ†l aˆ†kaˆiaˆj〉 = ρjlρik − ρilρjk + Cijkl (E.0.8)
Cjikl = Cijlk = −Cijkl ρijρkl = −ρilρkj (E.0.9)
one can reduce the differential equation for ρji. ρji and Cijkl are shorthand for
ρ(x1, x
′
1) and C(x
′
1, x
′
2, x1, x2) (E.0.10)
The kinetic energy term is reduced as follows
∑
kl
tkl
〈[
aˆ†i aˆj , aˆ
†
kaˆl
]〉
=
∑
kl
tkl
〈
aˆ†i aˆj aˆ
†
kaˆl − aˆ†kaˆlaˆ†i aˆj
〉
=
∑
kl
tkl
〈
δjkaˆ
†
i aˆl − aˆ†i aˆ†kaˆj aˆl − δliaˆ†kaˆj + aˆ†kaˆ†i aˆlaˆj
〉
=
∑
kl
tkl
〈
δjkaˆ
†
i aˆl − δliaˆ†kaˆj
〉
=
∑
k
(tjkρki − tkiρjk) (E.0.11)
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The potential term reduces as follows
1
4
∑
klmn
vklmn
〈[
aˆ†i aˆj , aˆ
†
kaˆ
†
l aˆnaˆm
]〉
=
1
4
∑
klmn
vklmn
〈
aˆ†i aˆj aˆ
†
kaˆ
†
l aˆnaˆm − aˆ†kaˆ†l aˆnaˆmaˆ†i aˆj
〉
=
1
4
∑
klmn
vklmn
〈
δjkaˆ
†
i aˆ
†
l aˆnaˆm − aˆ†i aˆ†kaˆj aˆ†l aˆnaˆm − δimaˆ†kaˆ†l aˆnaˆj + aˆ†kaˆ†l aˆnaˆ†i aˆmaˆj
〉
=
1
4
∑
klmn
vklmn
〈
δjkaˆ
†
i aˆ
†
l aˆnaˆm − δjlaˆ†i aˆ†kaˆnaˆm + aˆ†i aˆ†kaˆ†l aˆj aˆnaˆm
− δimaˆ†kaˆ†l aˆnaˆj + δinaˆ†kaˆ†l aˆmaˆj − aˆ†kaˆ†l aˆ†i aˆnaˆmaˆj
〉
=
1
4
∑
klmn
vklmnδjk
〈
aˆ†i aˆ
†
l aˆnaˆm
〉
− 1
4
∑
klmn
vklmnδjl
〈
aˆ†i aˆ
†
kaˆnaˆm
〉
− 1
4
∑
klmn
vklmnδim
〈
aˆ†kaˆ
†
l aˆnaˆj
〉
+
1
4
∑
klmn
vklmnδin
〈
aˆ†kaˆ
†
l aˆmaˆj
〉
=
1
4
∑
klmn
vklmnδjk(ρmiρnl − ρmlρni + Cmnil)
+
1
4
∑
klmn
vklmnδjl(ρmkρni − ρmiρnk + Cnmik)
+
1
4
∑
klmn
vklmnδim(ρjlρnk − ρjkρnl + Cnjkl)
+
1
4
∑
klmn
vklmnδin(ρjkρml − ρjlρmk + Cmjlk)
=
1
2
∑
klm
[
vjklm(ρliρmk − ρlkρmi + Clmik) + vklim(ρjlρmk − ρjkρml + Cmjkl)
]
=
∑
klm
[
vjklm
(
ρliρmk +
Clmik
2
)
− vklim
(
ρjkρml +
Cjmkl
2
)]
(E.0.12)
This can be further simplified by introducing the mean field potential
U [ρ]ij =
∑
kl
vikjlρlk (E.0.13)
This reduces the two body contribution to
∑
k
(U [ρ]jkρki − U [ρ]kiρjk) + 1
2
∑
klm
(vjlkmCkmil − vklimCjmkl) (E.0.14)
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The rate of change of ρji is therefore
ih¯
dρji
dt
=
∑
q
(tjqρqi − tqiρjq) +
∑
qrs
[
vjqrs
(
ρriρsq +
Crsiq
2
)
− vqris
(
ρjqρsr +
Cjsqr
2
)]
(E.0.15)
Similarly for the two body density aˆ†i aˆ
†
j aˆkaˆl one gets
ih¯
d〈aˆ†i aˆ†j aˆkaˆl〉
dt
=
∑
mn
tmn
〈[
aˆ†i aˆ
†
j aˆkaˆl, aˆ
†
maˆn
]〉
+
1
4
∑
mnop
vmnop
〈[
aˆ†i aˆ
†
j aˆkaˆl, aˆ
†
maˆ
†
naˆpaˆo
]〉
(E.0.16)
The kinetic energy contribution is as follows
∑
mn
tmn
〈[
aˆ†i aˆ
†
j aˆkaˆl, aˆ
†
maˆn
]〉
=
∑
mn
tmn
〈
aˆ†i aˆ
†
j aˆkaˆlaˆ
†
maˆn − aˆ†maˆnaˆ†i aˆ†j aˆkaˆl
〉
=
∑
mn
tmn
〈
aˆ†i aˆ
†
j aˆkaˆnδlm − aˆ†i aˆ†j aˆkaˆ†maˆlaˆn − aˆ†maˆ†j aˆkaˆlδni + aˆ†maˆ†i aˆnaˆ†j aˆkaˆl
〉
=
∑
mn
tmn
〈
aˆ†i aˆ
†
j aˆkaˆnδlm − aˆ†i aˆ†j aˆlaˆnδkm + aˆ†i aˆ†j aˆ†maˆkaˆlaˆn
− aˆ†maˆ†j aˆkaˆlδni + aˆ†maˆ†i aˆkaˆlδnj − aˆ†maˆ†i aˆ†j aˆnaˆkaˆl
〉
=
∑
mn
tmnδlm
〈
aˆ†i aˆ
†
j aˆkaˆn
〉
−
∑
mn
tmnδkm
〈
aˆ†i aˆ
†
j aˆlaˆn
〉
−
∑
mn
δnitmn
〈
aˆ†maˆ
†
j aˆkaˆl
〉
+
∑
mn
tmnδnj
〈
aˆ†maˆ
†
i aˆkaˆl
〉
(E.0.17)
The two body contribution is as follows
1
4
∑
mnop
vmnop
〈[
aˆ†i aˆ
†
j aˆkaˆl, aˆ
†
maˆ
†
naˆpaˆo
]〉
=
1
4
∑
mnop
vmnop
〈[
aˆ†i aˆ
†
j aˆkaˆlaˆ
†
maˆ
†
naˆpaˆo − aˆ†maˆ†naˆpaˆoaˆ†i aˆ†j aˆkaˆl
]〉
(E.0.18)
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By using the commutation relations between aˆ and aˆ† one finds this can be written as
=
1
2
∑
mnop
vmnopδlmδkn
〈
aˆ†i aˆ
†
j aˆpaˆo
〉
+
1
2
∑
mnop
vmnopδipδjo
〈
aˆ†maˆ
†
naˆkaˆl
〉
+
1
2
∑
mnop
vmnopδln
〈
aˆ†i aˆ
†
j aˆ
†
maˆkaˆpaˆo
〉
+
1
2
∑
mnop
vmnopδio
〈
aˆ†maˆ
†
naˆ
†
j aˆpaˆkaˆl
〉
+
1
2
∑
mnop
vmnopδkm
〈
aˆ†i aˆ
†
j aˆ
†
naˆlaˆpaˆo
〉
+
1
2
∑
mnop
vmnopδjp
〈
aˆ†maˆ
†
naˆ
†
i aˆoaˆkaˆl
〉
(E.0.19)
This gives the evolution of the two body density as
ih¯
d〈aˆ†i aˆ†j aˆkaˆl〉
dt
=
∑
mn
tmnδlm
〈
aˆ†i aˆ
†
j aˆkaˆn
〉
−
∑
mn
tmnδkm
〈
aˆ†i aˆ
†
j aˆlaˆn
〉
−
∑
mn
δnitmn
〈
aˆ†maˆ
†
j aˆkaˆl
〉
+
∑
mn
tmnδnj
〈
aˆ†maˆ
†
i aˆkaˆl
〉
+
1
2
∑
mnop
vmnopδlmδkn
〈
aˆ†i aˆ
†
j aˆpaˆo
〉
+
1
2
∑
mnop
vmnopδipδjo
〈
aˆ†maˆ
†
naˆkaˆl
〉
+
1
2
∑
mnop
vmnopδln
〈
aˆ†i aˆ
†
j aˆ
†
maˆkaˆpaˆo
〉
+
1
2
∑
mnop
vmnopδio
〈
aˆ†maˆ
†
naˆ
†
j aˆpaˆkaˆl
〉
+
1
2
∑
mnop
vmnopδkm
〈
aˆ†i aˆ
†
j aˆ
†
naˆlaˆpaˆo
〉
+
1
2
∑
mnop
vmnopδjp
〈
aˆ†maˆ
†
naˆ
†
i aˆoaˆkaˆl
〉
(E.0.20)
Expanding the two body density on the left hand side of the equation, in terms of one body densities and
a correlation tensor, one finds
ih¯
dρliρkj
dt
− ih¯dρljρki
dt
+ ih¯
dCklji
dt
= ih¯ρli
dρkj
dt
+ ih¯ρkj
dρli
dt
− ih¯ρlj dρki
dt
− ih¯ρkidρlj
dt
+ ih¯
Cklji
dt
= ρli
(∑
q
(tkqρqj − tqjρkq) +
∑
qrs
[
vkqrs
(
ρrjρsq +
Crsjq
2
)
− vqrjs
(
ρkqρsr +
Cksqr
2
)])
+ ρkj
(∑
q
(tlqρqi − tqiρlq) +
∑
qrs
[
vlqrs
(
ρriρsq +
Crsiq
2
)
− vqris
(
ρlqρsr +
Clsqr
2
)])
− ρlj
(∑
q
(tkqρqi − tqiρkq) +
∑
qrs
[
vkqrs
(
ρriρsq +
Crsiq
2
)
− vqris
(
ρkqρsr +
Cksqr
2
)])
− ρki
(∑
q
(tlqρqj − tqjρlq) +
∑
qrs
[
vlqrs
(
ρrjρsq +
Crsjq
2
)
− vqrjs
(
ρlqρsr +
Clsqr
2
)])
+ ih¯
Cklji
dt
(E.0.21)
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The following steps are required to reduce this to a differential equation for
dCklji
dt
:
• Use equation E.0.15 to expand the LHS of equation E.0.21
• Expand the kinetic term on the RHS
• Remove the kinetic terms proportional to one body densities
• Expand the two body densities on the RHS
• Expand the first 3 three body densities on the RHS
• Use the symmetries in equation E.0.9 and symmetries of the elements νijkl.
The final result one obtains is
ih¯
Cklji
dt
=
∑
n
lnCknji −
∑
n
knClnji −
∑
m
miCkljm +
∑
m
mjCklim (E.0.22)
+
1
2
∑
op
vlkop(ρoiρpj − ρojρpi + Cpoji) + 1
2
∑
mn
vmnji(ρlmρkn − ρlnρkm + Cklnm)
− 1
2
∑
mop
vlmop
(
ρoi(ρpjρkm − ρkjρpm + Cpkjm)− ρojCpkim − ρpiCokjm + ρpjCokim + ρkmCopij
)
+
1
2
∑
mnp
vmnip
(
ρln(ρpmρkj − ρkmρpj − Ckpmj) + ρlmCkpnj − ρkmClpnj + ρknClpmj + ρpjClkmn
)
+
1
2
∑
nop
vknop
(
ρoi(ρpjρln − ρljρpn + Cpljn)− ρojCplin − ρpiColjn + ρpjColin + ρlnCopij
)
− 1
2
∑
mno
vmnjo
(
ρln(ρomρki − ρkmρoi − Ckomi) + ρlmCkoni − ρkmCloni + ρknClomi + ρoiClkmn
)
Appendix F
Derivation of interaction matrix element
In order to implement the TDDM equations above, the definition of the Skyrme interaction matrix
elements are needed. This Appendix will briefly outline the derivation of the individual Skyrme interaction
matrix elements used in this work. This is split into two subsections, the proton-neutron/neutron-proton
and proton-proton/neutron-neutron interactions. V (αβα′β′) will be used instead of V αβα′β′ in this
Appendix. This for ease of reading when spin values of the 4 wavefunctions are added. The index on the
derivative operators used in this Appendix means that ∇α′ acts on wavefunction ψα′ . These interaction
matrix elements (equation 5.1.4) are required to implement the differential equations of TDDM.
Proton-Neutron and Neutron-Proton interaction
t0 and x0 dependent terms
The t0 and x0 part of the residual interaction matrix element V (αβα
′β′) are
V (αβα′β′) = t0 〈αβ| δ(rα−rβ)δ(rα−rα′)δ(rβ−rβ′)[1+ x0
2
−δqα′qβ′ (x0+
1
2
)+
σ1 · σ2
2
(x0−δqα′qβ′ )] |α′β′〉 .
(F.0.1)
For a proton-neutron residual interaction δqα′qβ′ = 0, there the residual interaction simplifies to
V (αβα′β′) = t0 〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)[1 + x0
2
+
σ1 · σ2
2
x0] |α′β′〉 . (F.0.2)
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The result of this is very much dependent on the spins of α, β, α′, β′. For the term independent of σ1 ·σ2
one has (1 and 2 refer to spin up and spin down respectively)
V (αβα′β′, 1, 1, 1, 1) = t0(1 +
x0
2
)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(1, r) (F.0.3)
V (αβα′β′, 2, 1, 2, 1) = t0(1 +
x0
2
)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(1, r) (F.0.4)
V (αβα′β′, 1, 2, 1, 2) = t0(1 +
x0
2
)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(2, r) (F.0.5)
V (αβα′β′, 2, 2, 2, 2) = t0(1 +
x0
2
)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(2, r) (F.0.6)
For the term dependent of σ1 · σ2 one has for the σ1,x · σ2,x term the possible combinations
V (αβα′β′, 2, 2, 1, 1) =
t0x0
2
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(1, r) (F.0.7)
V (αβα′β′, 2, 1, 1, 2) =
t0x0
2
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(2, r) (F.0.8)
V (αβα′β′, 1, 2, 2, 1) =
t0x0
2
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(1, r) (F.0.9)
V (αβα′β′, 1, 1, 2, 2) =
t0x0
2
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(2, r) (F.0.10)
For the term dependent of σ1 · σ2 one has for the σ1,y · σ2,y term the possible combinations
V (αβα′β′, 2, 2, 1, 1) = − t0x0
2
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(1, r) (F.0.11)
V (αβα′β′, 2, 1, 1, 2) =
t0x0
2
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(2, r) (F.0.12)
V (αβα′β′, 1, 2, 2, 1) =
t0x0
2
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(1, r) (F.0.13)
V (αβα′β′, 1, 1, 2, 2) = − t0x0
2
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(2, r) (F.0.14)
For the term dependent of σ1 · σ2 one has for the σ1,z · σ2,z term the possible combinations
V (αβα′β′, 1, 1, 1, 1) =
t0x0
2
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(1, r) (F.0.15)
V (αβα′β′, 2, 1, 2, 1) = − t0x0
2
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(1, r) (F.0.16)
V (αβα′β′, 1, 2, 1, 2) = − t0x0
2
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(2, r) (F.0.17)
V (αβα′β′, 2, 2, 2, 2) =
t0x0
2
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(2, r) (F.0.18)
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Adding spin dependent terms together one finds
V (αβα′β′, 1, 1, 1, 1) = t0(1 + x0)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(1, r) (F.0.19)
V (αβα′β′, 2, 1, 2, 1) = t0
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(1, r) (F.0.20)
V (αβα′β′, 1, 2, 1, 2) = t0
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(2, r) (F.0.21)
V (αβα′β′, 2, 2, 2, 2) = t0(1 + x0)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(2, r) (F.0.22)
V (αβα′β′, 2, 2, 1, 1) = 0 (F.0.23)
V (αβα′β′, 2, 1, 1, 2) = t0x0
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(2, r) (F.0.24)
V (αβα′β′, 1, 2, 2, 1) = t0x0
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(1, r) (F.0.25)
V (αβα′β′, 1, 1, 2, 2) = 0 (F.0.26)
t1 and x1 dependent terms
The t1 and x1 part of the residual interaction matrix element V (αβα
′β′) are
V (αβα′β′) = − t1
8
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)
[
1 +
x1
2
− δqα′qβ′ (x1 +
1
2
) +
σ1 · σ2
2
(x1 − δqα′qβ′ )
][
(∇2α′ +∇2β′ − 2∇α′ · ∇β′ +∇2α +∇2β − 2∇α · ∇β)
]
|α′β′〉 . (F.0.27)
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By using similar logic to the above one finds
V (αβα′β′, 1, 1, 1, 1) = − t1
8
(1 + x1)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(1, r)ψβ′(1, r) (F.0.28)
V (αβα′β′, 2, 1, 2, 1) = − t1
8
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(2, r)ψβ′(1, r) (F.0.29)
V (αβα′β′, 1, 2, 1, 2) = − t1
8
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(1, r)ψβ′(2, r) (F.0.30)
V (αβα′β′, 2, 2, 2, 2) = − t1
8
(1 + x1)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(2, r)ψβ′(2, r) (F.0.31)
V (αβα′β′, 2, 2, 1, 1) = 0 (F.0.32)
V (αβα′β′, 2, 1, 1, 2) = − t1x1
8
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(1, r)ψβ′(2, r) (F.0.33)
V (αβα′β′, 1, 2, 2, 1) = − t1x1
8
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(2, r)ψβ′(1, r) (F.0.34)
V (αβα′β′, 1, 1, 2, 2) = 0 (F.0.35)
t2 and x2 dependent terms
The t2 and x2 part of the residual interaction matrix element V (αβα
′β′) are
V2 =
t2
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)
[
(1 +
x2
2
) + δq1q2(
1
2
+ x2) +
σ1 · σ2
2
(δq1q2 + x2)
]
×[
(∇′α′ −∇β′) · (∇α −∇β)
]
|α′β′〉 (F.0.36)
For a proton-neutron/neutron-proton residual interaction δqα′qβ′ = 0, therefore the residual interaction
simplifies to
V2 =
t2
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)
[
(1 +
x2
2
) +
σ1 · σ2
2
x2
]
×
[
(∇′α′ −∇β′) · (∇α −∇β)
]
|α′β′〉
(F.0.37)
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By using similar logic to the above one finds
V (αβα′β′, 1, 1, 1, 1) =
t2
4
(1 + x2)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(1, r)ψβ′(1, r)
(F.0.38)
V (αβα′β′, 2, 1, 2, 1) =
t2
4
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(2, r)ψβ′(1, r) (F.0.39)
V (αβα′β′, 1, 2, 1, 2) =
t2
4
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(1, r)ψβ′(2, r) (F.0.40)
V (αβα′β′, 2, 2, 2, 2) =
t2
4
(1 + x2)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(2, r)ψβ′(2, r)
(F.0.41)
V (αβα′β′, 2, 2, 1, 1) = 0 (F.0.42)
V (αβα′β′, 2, 1, 1, 2) =
t2
4
x2
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(1, r)ψβ′(2, r) (F.0.43)
V (αβα′β′, 1, 2, 2, 1) =
t2
4
x2
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(2, r)ψβ′(1, r) (F.0.44)
V (αβα′β′, 1, 1, 2, 2) = 0 (F.0.45)
W0 Spin orbit term
The W0 Spin orbit part of the interaction matrix elements is
VSO =
iW0
4
〈αβ| (1 + δqα′qβ′ )δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 +σ2) · [(∇α −∇β)× (∇α′ −∇β′)] |α′β′〉
(F.0.46)
For a proton-neutron/neutron-proton residual interaction δqα′qβ′ = 0, therefore the residual interaction
simplifies to
VSO =
iW0
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 + σ2) · [(∇α −∇β)× (∇α′ −∇β′)] |α′β′〉 (F.0.47)
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Expanding the cross product using a determinant
VSO =
iW0
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 + σ2) ·
∣∣∣∣∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x′1
− ∂
∂x′2
∂
∂y′1
− ∂
∂y′2
∂
∂z′1
− ∂
∂z′2
∂
∂x1
− ∂
∂x2
∂
∂y1
− ∂
∂y2
∂
∂z1
− ∂
∂z2
∣∣∣∣∣∣∣∣∣∣∣
|α′β′〉
=
iW0
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)[
(σ1x + σ2x)
(
(
∂
∂y′1
− ∂
∂y′2
)(
∂
∂z1
− ∂
∂z2
)− ( ∂
∂y1
− ∂
∂y2
)(
∂
∂z′1
− ∂
∂z′2
)
)
+ (σ1y + σ2y)
(
(
∂
∂z′1
− ∂
∂z′2
)(
∂
∂x1
− ∂
∂x2
)− ( ∂
∂z1
− ∂
∂z2
)(
∂
∂x′1
− ∂
∂x′2
)
)
+ (σ1z + σ2z)
(
(
∂
∂x′1
− ∂
∂x′2
)(
∂
∂y1
− ∂
∂y2
)− ( ∂
∂x1
− ∂
∂x2
)(
∂
∂y′1
− ∂
∂y′2
)
)]
|α′β′〉 (F.0.48)
VSO =
iW0
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)[
(σ1x + σ2x)
( ∂
∂y′1
∂
∂z1
− ∂
∂y′1
∂
∂z2
− ∂
∂y′2
∂
∂z1
+
∂
∂y′2
∂
∂z2
− ∂
∂y1
∂
∂z′1
+
∂
∂y1
∂
∂z′2
+
∂
∂y2
∂
∂z′1
− ∂
∂y2
∂
∂z′2
)
+ (σ1y + σ2y)
( ∂
∂z′1
∂
∂x1
− ∂
∂z′1
∂
∂x2
− ∂
∂z′2
∂
∂x1
+
∂
∂z′2
∂
∂x2
− ∂
∂z1
∂
∂x′1
+
∂
∂z1
∂
∂x′2
+
∂
∂z2
∂
∂x′1
− ∂
∂z2
∂
∂x′2
)
+ (σ1z + σ2z)
( ∂
∂x′1
∂
∂y1
− ∂
∂x′1
∂
∂y2
− ∂
∂x′2
∂
∂y1
+
∂
∂x′2
∂
∂y2
− ∂
∂x1
∂
∂y′1
+
∂
∂x1
∂
∂y′2
+
∂
∂x2
∂
∂y′1
− ∂
∂x2
∂
∂y′2
)]
|α′β′〉
(F.0.49)
Proton-Proton and Neutron-Neutron interaction
t0 and x0 dependent terms
The t0 and x0 part of the residual interaction matrix element V (αβα
′β′) are
V (αβα′β′) = t0 〈αβ| δ(rα−rβ)δ(rα−rα′)δ(rβ−rβ′)[1+ x0
2
−δqα′qβ′ (x0+
1
2
)+
σ1 · σ2
2
(x0−δqα′qβ′ )] |α′β′〉 .
(F.0.50)
For a proton-proton/neutron-neutron residual interaction δqα′qβ′ = 1, there the residual interaction sim-
plifies to
V (αβα′β′) =
t0
2
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)[1− x0 + (σ1 · σ2)(x0 − 1)] |α′β′〉 . (F.0.51)
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The result of this is very much dependent on the spins of α, β, α′, β′. For the term independent of σ1 ·σ2
one has (1 and 2 refer to spin up and spin down respectively)
V (αβα′β′, 1, 1, 1, 1) =
t0
2
(1− x0)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(1, r) (F.0.52)
V (αβα′β′, 2, 1, 2, 1) =
t0
2
(1− x0)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(1, r) (F.0.53)
V (αβα′β′, 1, 2, 1, 2) =
t0
2
(1− x0)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(2, r) (F.0.54)
V (αβα′β′, 2, 2, 2, 2) =
t0
2
(1− x0)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(2, r) (F.0.55)
For the term dependent of σ1 · σ2 one has for the σ1,x · σ2,x term the possible combinations
V (αβα′β′, 2, 2, 1, 1) =
t0
2
(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(1, r) (F.0.56)
V (αβα′β′, 2, 1, 1, 2) =
t0
2
(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(2, r) (F.0.57)
V (αβα′β′, 1, 2, 2, 1) =
t0
2
(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(1, r) (F.0.58)
V (αβα′β′, 1, 1, 2, 2) =
t0
2
(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(2, r) (F.0.59)
For the term dependent of σ1 · σ2 one has for the σ1,y · σ2,y term the possible combinations
V (αβα′β′, 2, 2, 1, 1) = − t0
2
(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(1, r) (F.0.60)
V (αβα′β′, 2, 1, 1, 2) =
t0
2
(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(2, r) (F.0.61)
V (αβα′β′, 1, 2, 2, 1) =
t0
2
(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(1, r) (F.0.62)
V (αβα′β′, 1, 1, 2, 2) = − t0
2
(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(2, r) (F.0.63)
For the term dependent of σ1 · σ2 one has for the σ1,z · σ2,z term the possible combinations
V (αβα′β′, 1, 1, 1, 1) =
t0
2
(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(1, r) (F.0.64)
V (αβα′β′, 2, 1, 2, 1) = − t0
2
(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(1, r) (F.0.65)
V (αβα′β′, 1, 2, 1, 2) = − t0
2
(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(2, r) (F.0.66)
V (αβα′β′, 2, 2, 2, 2) =
t0
2
(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(2, r) (F.0.67)
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Adding spin dependent terms together one finds
V (αβα′β′, 1, 1, 1, 1) = 0 (F.0.68)
V (αβα′β′, 2, 1, 2, 1) = t0(1− x0)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(2, r)ψβ′(1, r) (F.0.69)
V (αβα′β′, 1, 2, 1, 2) = t0(1− x0)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(1, r)ψβ′(2, r) (F.0.70)
V (αβα′β′, 2, 2, 2, 2) = 0 (F.0.71)
V (αβα′β′, 2, 2, 1, 1) = 0 (F.0.72)
V (αβα′β′, 2, 1, 1, 2) = t0(x0 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)ψα′(1, r)ψβ′(2, r) (F.0.73)
V (αβα′β′, 1, 2, 2, 1) = t0(x0 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)ψα′(2, r)ψβ′(1, r) (F.0.74)
V (αβα′β′, 1, 1, 2, 2) = 0 (F.0.75)
t1 and x1 dependent terms
The t1 and x1 part of the residual interaction matrix element V (αβα
′β′) are
V (αβα′β′) = − t1
8
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)
[
1 +
x1
2
− δqα′qβ′ (x1 +
1
2
) +
σ1 · σ2
2
(x1 − δqα′qβ′ )
][
(∇2α′ +∇2β′ − 2∇α′ · ∇β′ +∇2α +∇2β − 2∇α · ∇β)
]
|α′β′〉 . (F.0.76)
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By using similar logic to the above one finds
V (αβα′β′, 1, 1, 1, 1) = 0 (F.0.77)
V (αβα′β′, 2, 1, 2, 1) = − t1
8
(1− x1)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(2, r)ψβ′(1, r) (F.0.78)
V (αβα′β′, 1, 2, 1, 2) = − t1
8
(1− x1)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(1, r)ψβ′(2, r) (F.0.79)
V (αβα′β′, 2, 2, 2, 2) = 0 (F.0.80)
V (αβα′β′, 2, 2, 1, 1) = 0 (F.0.81)
V (αβα′β′, 2, 1, 1, 2) = − t1
8
(x1 − 1)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(1, r)ψβ′(2, r) (F.0.82)
V (αβα′β′, 1, 2, 2, 1) = − t1
8
(x1 − 1)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)(∇2α′ +∇2β′ − 2∇α′ · ∇β′+
∇2α +∇2β − 2∇α · ∇β)ψα′(2, r)ψβ′(1, r) (F.0.83)
V (αβα′β′, 1, 1, 2, 2) = 0 (F.0.84)
t2 and x2 dependent terms
The t2 and x2 part of the residual interaction matrix element V (αβα
′β′) are
V2 =
t2
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)
[
(1 +
x2
2
) + δq1q2(
1
2
+ x2) +
σ1 · σ2
2
(δq1q2 + x2)
]
×[
(∇′α′ −∇β′) · (∇α −∇β)
]
|α′β′〉 (F.0.85)
For a proton-proton/neutron-neutron residual interaction δqα′qβ′ = 1, therefore the residual interaction
simplifies to
V2 =
t2
4
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)
[3
2
(1 + x2) +
σ1 · σ2
2
(1 + x2)
]
×[
(∇′α′ −∇β′) · (∇α −∇β)
]
|α′β′〉 (F.0.86)
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using similar logic to the above one finds
V (αβα′β′, 1, 1, 1, 1) =
t2
2
(1 + x2)
∫
d3rψ∗α(1, r)ψ
∗
β(1, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(1, r)ψβ′(1, r)
(F.0.87)
V (αβα′β′, 2, 1, 2, 1) =
t2
4
(1 + x2)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(2, r)ψβ′(1, r)
(F.0.88)
V (αβα′β′, 1, 2, 1, 2) =
t2
4
(1 + x2)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(1, r)ψβ′(2, r)
(F.0.89)
V (αβα′β′, 2, 2, 2, 2) =
t2
2
(1 + x2)
∫
d3rψ∗α(2, r)ψ
∗
β(2, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(2, r)ψβ′(2, r)
(F.0.90)
V (αβα′β′, 2, 2, 1, 1) = 0 (F.0.91)
V (αβα′β′, 2, 1, 1, 2) =
t2
4
(1 + x2)
∫
d3rψ∗α(2, r)ψ
∗
β(1, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(1, r)ψβ′(2, r)
(F.0.92)
V (αβα′β′, 1, 2, 2, 1) =
t2
4
(1 + x2)
∫
d3rψ∗α(1, r)ψ
∗
β(2, r)
[
(∇′α′ −∇β′) · (∇α −∇β)
]
ψα′(2, r)ψβ′(1, r)
(F.0.93)
V (αβα′β′, 1, 1, 2, 2) = 0 (F.0.94)
W0 Spin orbit term
The W0 Spin orbit part of the interaction matrix elements is
VSO =
iW0
4
〈αβ| (1 + δqα′qβ′ )δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 +σ2) · [(∇α −∇β)× (∇α′ −∇β′)] |α′β′〉
(F.0.95)
For a proton-proton/neutron-neutron residual interaction δqα′qβ′ = 1, there the residual interaction sim-
plifies to
VSO =
iW0
2
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 + σ2) · [(∇α −∇β)× (∇α′ −∇β′)] |α′β′〉 (F.0.96)
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Expanding the cross product using a determinant
VSO =
iW0
2
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 + σ2) ·
∣∣∣∣∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x′1
− ∂
∂x′2
∂
∂y′1
− ∂
∂y′2
∂
∂z′1
− ∂
∂z′2
∂
∂x1
− ∂
∂x2
∂
∂y1
− ∂
∂y2
∂
∂z1
− ∂
∂z2
∣∣∣∣∣∣∣∣∣∣∣
|α′β′〉
=
iW0
2
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 + σ2)[
(σ1x + σ2x)
(
(
∂
∂y′1
− ∂
∂y′2
)(
∂
∂z1
− ∂
∂z2
)− ( ∂
∂y1
− ∂
∂y2
)(
∂
∂z′1
− ∂
∂z′2
)
)
+ (σ1y + σ2y)
(
(
∂
∂z′1
− ∂
∂z′2
)(
∂
∂x1
− ∂
∂x2
)− ( ∂
∂z1
− ∂
∂z2
)(
∂
∂x′1
− ∂
∂x′2
)
)
+ (σ1z + σ2z)
(
(
∂
∂x′1
− ∂
∂x′2
)(
∂
∂y1
− ∂
∂y2
)− ( ∂
∂x1
− ∂
∂x2
)(
∂
∂y′1
− ∂
∂y′2
)
)]
|α′β′〉 (F.0.97)
VSO =
iW0
2
〈αβ| δ(rα − rβ)δ(rα − rα′)δ(rβ − rβ′)(σ1 + σ2) (F.0.98)[
(σ1x + σ2x)
( ∂
∂y′1
∂
∂z1
− ∂
∂y′1
∂
∂z2
− ∂
∂y′2
∂
∂z1
+
∂
∂y′2
∂
∂z2
− ∂
∂y1
∂
∂z′1
+
∂
∂y1
∂
∂z′2
+
∂
∂y2
∂
∂z′1
− ∂
∂y2
∂
∂z′2
)
+ (σ1y + σ2y)
( ∂
∂z′1
∂
∂x1
− ∂
∂z′1
∂
∂x2
− ∂
∂z′2
∂
∂x1
+
∂
∂z′2
∂
∂x2
− ∂
∂z1
∂
∂x′1
+
∂
∂z1
∂
∂x′2
+
∂
∂z2
∂
∂x′1
− ∂
∂z2
∂
∂x′2
)
+ (σ1z + σ2z)
( ∂
∂x′1
∂
∂y1
− ∂
∂x′1
∂
∂y2
− ∂
∂x′2
∂
∂y1
+
∂
∂x′2
∂
∂y2
− ∂
∂x1
∂
∂y′1
+
∂
∂x1
∂
∂y′2
+
∂
∂x2
∂
∂y′1
− ∂
∂x2
∂
∂y′2
)]
|α′β′〉
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