Parameters of the models
In figs. 1-4 we change the model parameters and see how they affect the results. Duplication-Acquisition model has two parameters to explore. We first varied q, that rules the fraction of duplicated nodes,and presented the results in Fig. 1 , where we can see that for decreasing the number of duplicated nodes (smaller q) the network approaches the ones generated using Barabási-Albert algorithm (Fig. 3) . Thiswas expected, since the other mechanism for adding nodes is similar to B-A model. In Fig. 2 we present the results for varying r, the parameter responsible for controlling mutation. For small r, the distributions resemble the ones obtained through Duplication-Divergence (Fig. 4) model namely: max , clustering, and nearest neighbor degree decrease.
We changed parameter m forBarabási-Albert model [1] and can see in Fig. 3 that the results remain almost the same. In Fig. 4 , we can see that as we increase the parameter p in Duplication-Divergence model [2, 3] , which controls the divergence, the maximum degree decreases, its degree distribution approaches a power law for large values of parameter q, which determines the fraction of nodes acquired by duplication, maintaining constant r, the mutation probability. The black dots represent the networks for all 31 core eukaryote organisms, with confidence score 0.800. We can see that, as the number of acquired nodes increases, the network approaches a Barabási-Albert one, as we can see in Figures (a) , (b), and (d). Namely, the network loses the high probability of finding high degree nodes in the degree distribution (Figure (a) ), the clustering coefficient decreases (Figure(b) ), and the network loses its assortativity (Figure (d)) . parameter r, which determines the mutation probability, maintaining constant q, the fraction of nodes acquired by duplication. Black dots represent networks for all 31 core eukaryote organisms, with confidence score 0.800. We can see that, as mutation probability increases, the network approaches the ones obtained using the Duplication-Divergence model. In Figure ( 
