All relevant data are available from the GitHub repository (<https://github.com/YT100100/ReferenceData_2018_PLoSONE>). Powered by

Introduction {#sec001}
============

Genomic selection (GS) \[[@pone.0233951.ref001]\] is a novel method increasingly being used in plant and animal breeding. Meuwissen et al. proposed the use of genomic prediction (GP) to predict genotypic values (or breeding values) of selection candidates from whole-genome marker genotypes and a statistical model \[[@pone.0233951.ref001]\]. GP enables the prediction of genotypic values of a target trait without information about its causal genes, even when the target trait is controlled by a number of genes with complex interactions. Recent falls in the cost of genotyping high-density genome-wide markers have inspired the increased use of GP in animal breeding \[[@pone.0233951.ref002]\] and plant breeding \[[@pone.0233951.ref003]--[@pone.0233951.ref005]\]. Because phenotypic values predicted by GP can be used as alternatives to phenotypic values observed in field trials, GP can accelerate breeding by skipping field experiments for selection, and thus is expected to increase selection gains per unit time \[[@pone.0233951.ref006]\].

Because environmental effects, i.e., the main effects of the environment and of the genotype-by-environment interaction (G×E), are generally not trivial in plant breeding, the use of GP models without consideration of these effects can cause difficulties in the application of GP to yield-related traits, which can be strongly influenced by these effects \[[@pone.0233951.ref007]\]. Several methods have been proposed to consider environmental effects, including the modeling of covariance between genotype and environment \[[@pone.0233951.ref008]--[@pone.0233951.ref009]\], consideration of marker-by-environment interactions \[[@pone.0233951.ref010]\], and inclusion of environmental covariates \[[@pone.0233951.ref011]\]. Moreover, a GP model that can take environmental effects into account will benefit the application of GS in plant breeding because it will lead to more accurate predictions of genetic values for yield-related traits under a target environment and thus to a higher genetic gain per cycle \[[@pone.0233951.ref006]\].

Crop growth models (CGMs) are expected to be an important tool for plant breeding because they incorporate environmental effects into the GP framework \[[@pone.0233951.ref012]--[@pone.0233951.ref013]\]. For example, Heslot et al. \[[@pone.0233951.ref014]\] used a CGM to select the environmental covariates which were included in a GP model. Technow et al. \[[@pone.0233951.ref015]\] proposed a method for integrating a CGM and a GP model with approximate Bayesian computation, and Cooper et al. \[[@pone.0233951.ref016]\] applied the method to maize data. However, the models in these studies attained only a small improvement in accuracy when applied to real data. One of the reasons for the small improvement may be the difficulty in parameter estimation of CGMs. The accurate estimation of CGM parameters is difficult when it is only based on observations of a target trait. In other words, the accuracy can be improved when observation of traits related to the target traits is included in the parameter estimation of CGM.

The growth-related traits may be good candidate traits to improve the prediction accuracy of target traits. Several studies have used growth-related traits with multi-trait GP models to improve the prediction accuracy of target traits \[[@pone.0233951.ref017]--[@pone.0233951.ref018]\], suggesting that the growth-related traits convey precise growth details and provide useful information for target trait prediction. To date, there has been no research that used growth-related traits for CGM and GP integration. In this study, we proposed a method to use the phenotypic data of growth-related traits in the integrated models of GP and CGM. This method has two steps. First, the growth-related traits are treated as "intermediate traits" and are predicted by GP. Second, the target traits are predicted from the predicted values of the "intermediate traits" and environmental data using a CGM. By dividing the model into two steps that correspond to GP and CGM, the "intermediate traits" can be naturally included into the model without complex statistical modeling of the relation between GP and CGM.

To validate this integrated model, rice is a suitable research species because there have been previous studies of the application of GP \[[@pone.0233951.ref019]--[@pone.0233951.ref024]\] and CGMs \[[@pone.0233951.ref025]--[@pone.0233951.ref027]\], such as SIMRIW \[[@pone.0233951.ref028]\] and CERES-rice \[[@pone.0233951.ref029]\]. However, attempts to integrate these methods to predict phenotypic variations in rice have been lacking, with some exceptions \[[@pone.0233951.ref030]\]. Biomass is also a suitable trait for validation. Biomass is a direct target of breeding for biofuel rice \[[@pone.0233951.ref031]--[@pone.0233951.ref032]\] and is an important component of grain yield \[[@pone.0233951.ref033]--[@pone.0233951.ref034]\].

In this study, we developed models to predict the biomass of rice, in which the observed phenotypic data of growth-related traits, whole-genome marker genotype, and environmental data were used. The model comprised two steps wherein the intermediate traits were predicted with GP in the first step and biomass was predicted from the predicted values of the intermediate traits in the second step. In the intermediate traits, the heading date is exceptionally predicted using a development rate (DVR) model based on the data obtained from multi-environmental trials (METs) and the genotypes of heading-date-related markers. Additionally, in the second step, we evaluated the potential of a "black box"-type machine-learning model, in which a detailed model structure was not defined as a priority for substituting the CGM.

These models were validated with a recombinant inbred line (RIL) population of japonica rice for biomass prediction. We conducted 2-year field experiments of the population. The experiments were conducted with different timings of sowing (and planting) between both years to evaluate the potential of the models under different environments. The difference in sowing (and planting) dates was about one month, and this caused different phenological developments of the plants between those two years. Finally, the models were evaluated for their accuracy of biomass prediction within the experiments (using the same-year experiment for training and validation) and between the experiments (using one year's experiment for training and the other year's experiment for validation).

Materials and methods {#sec002}
=====================

Plant materials {#sec003}
---------------

We evaluated 123 RILs derived from a cross between two *japonica* cultivars---Koshihikari and Kinmaze---and both parental lines. The construction of RIL was in the F~8~ generation in 2014 and in the F~9~ generation in 2015. Because Kinmaze and Koshihikari have different growth patterns and plant structure, these RILs were expected to be suitable for analyzing genetic variations observed in growth differences. In 2014 and 2015, experiments were conducted in an experimental paddy field of the National Agriculture and Food Research Organization, Tsukuba, Ibaraki, Japan (36̊ 01' N, 140̊ 06' E, 22m above sea level). Sowing and transplanting were performed in different months between years to produce results under different conditions of day length and temperature; we sowed seeds on 22 April 2014 and 19 May 2015 and transplanted seedlings into the field on 20 May 2014 and 18 June 2015. Because of different cultivation periods during 2014 and 2015, the 2-year experiments were not simply yearly replications but were expected to induce different growth patterns under different environmental conditions. Plants were transplanted 15 cm apart in rows 30 cm apart in plots. We transplanted two seedlings per hill. The area for each line per replicate was 60 cm × 105 cm (2 rows × 7 hills). Inorganic fertilizer (80--100--100 kg of N-P2O5-K2O ha−1) was applied to the field. Aboveground plant organs were harvested to determine biomass at physiological maturity, which spanned from 29 August to 10 October in 2014 and from 17 September to 5 November in 2015 depending on variation among lines. Dry matter weight above ground was used as biomass.

We recorded leaf age and number of tillers on each of several dates to evaluate variations in the growth pattern of the RILs ([Table 1](#pone.0233951.t001){ref-type="table"}). The leaf age is calculated using the following formula \[[@pone.0233951.ref035]\]: $$\begin{matrix}
{Leaf\ age = Number\ of\ developed\ leaves + \frac{{Length}\ {of}\ {the}\ {developing}\ {leaf}}{{Final}\ {length}\ {of}\ {the}\ {developing}\ {leaf}}} \\
\end{matrix}$$

We used leaf age instead of leaf number to treat the development of leaves as continuous values. The maximum tiller number was determined on the basis of measurements of the tiller number observed at three and five different time points in 2014 and 2015, respectively. The measurements were continued until the leaf number on the main culm reached to 11 or more. This was because our preliminary experiments with nine diverse cultivars suggested that the tiller number reached its maximum before 11 leaves were observed.

10.1371/journal.pone.0233951.t001

###### Dates of observation of leaf age and number of tillers.

![](pone.0233951.t001){#pone.0233951.t001g}

  Year                Sowing date                                                           Year                                                           Dates
  ------------------- --------------------------------------------------------------------- -------------------------------------------------------------- ---------------------------------------------------------------------
  2014                22-Apr                                                                Leaf age                                                       5/19, 6/2, 6/9, 6/16, 6/23, 6/30, 7/7, 7/14, 7/22, 7/28, 8/4
  Number of tillers   6/9, 6/16, 6/23                                                                                                                      
  2015                19-May                                                                Leaf age                                                       6/15, 6/25, 7/2, 7/9, 7/16, 7/23, 7/30, 8/5, 8/10, 8/17, 8/24, 8/31
  Number of tillers   6/25, 7/2, 7/9, 7/16, 7/23                                                                                                           
  Trait               Year                                                                  Dates                                                          
  Leaf age            2014                                                                  5/19, 6/2, 6/9, 6/16, 6/23, 6/30, 7/7, 7/14, 7/22, 7/28, 8/4   
  2015                6/15, 6/25, 7/2, 7/9, 7/16, 7/23, 7/30, 8/5, 8/10, 8/17, 8/24, 8/31                                                                  
  Number of tillers   2014                                                                  6/9, 6/16, 6/23                                                
  2015                6/25, 7/2, 7/9, 7/16, 7/23                                                                                                           

Length of the fully expanded leaf blades was measured for the 5th leaf, 11th leaf, flag leaf and 2 leaves below the flag leaf. According to our preliminary study, the final length of the leaf blade on the main culm increased almost linearly with the leaf age from 5 to 11. The increment in the final length per leaf age (ΔLL) was derived from the 5th and 11th leaves. Leaf age, number of tillers and leaf blade length on the main culm were recorded for two plants per entry for each replicate. Heading date and biomass were recorded on 6 plants per entry.

We used a method similar to \[[@pone.0233951.ref036]\] for the genotyping of RILs by extracting DNA from bulked seedlings of each F~7~ line (corresponding to the F~6~ generation) via a CTAB-based extraction method \[[@pone.0233951.ref037]\]. We used single-nucleotide polymorphism (SNP) markers for the linkage map construction, and a total of 703 SNPs were selected from genome-wide SNP data \[[@pone.0233951.ref038]--[@pone.0233951.ref039]\] and analyzed using a BeadStation 500G system (Illumina, CA, USA) according to the manufacturer's instructions. Finally, using R software \[[@pone.0233951.ref040]\] and the R/qtl package \[[@pone.0233951.ref041]\], we deleted SNPs with identical genotypes with the findDupMarkers function. Finally, a total of 315 SNPs were used for the genotyping of RILs ([S1 Fig](#pone.0233951.s001){ref-type="supplementary-material"}).

Air temperature and solar radiation were recorded on-site (available at <http://www.naro.affrc.go.jp/org/niaes/aws/>). Photosynthetically active radiation (PAR) was estimated from the solar radiation assuming that proportion of PAR to the global solar radiation is 0.5 \[[@pone.0233951.ref042]\]. Daily means of temperatures are shown in [Fig 1](#pone.0233951.g001){ref-type="fig"}.

![Environmental data during growing season.\
Daily mean temperature, theoretical day length and photosynthetically active radiation (PAR) of Tsukuba under field trial of RILs are shown. Data in both 2014 and 2015 are expressed as solid and dotted lines, respectively.](pone.0233951.g001){#pone.0233951.g001}

Because the RIL population was cultivated in only one field, it was difficult to estimate model parameters for heading date in CGM. To obtain the model parameters, we used heading dates recorded in METs that tested 112 cultivars, including Kinmaze and Koshihikari, most of which were developed in Japan. METs were conducted in six locations in several years (33 trials, [Table 2](#pone.0233951.t002){ref-type="table"}).

10.1371/journal.pone.0233951.t002

###### Location, year, and number of replications of field experiments to record heading date.

![](pone.0233951.t002){#pone.0233951.t002g}

  Location                2004   2005   2006   2007   2008   2009   2010   2011   2012   2013   2014
  ----------------------- ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------
  Daisen, Akita                                                                   1      1      1
  Tsukuba, Ibaraki                                    1      1      2      3      3      1      1
  Tsukubamirai, Ibaraki   2      2                                                              
  Kasai, Hyogo                          1      1      1      1      1      1      1      1      1
  Fukuyama, Hiroshima                   1      1      1      1      2      2      2      2      2
  Fukuoka, Fukuoka                                                                1      1      1

Genetic analysis of observed traits {#sec004}
-----------------------------------

All statistical analyses were conducted in R software \[[@pone.0233951.ref040]\]. The arithmetic means of observed values were used as phenotypic values for each RIL in the following analysis. The number of replications for each trait was described in the previous section. Analysis of variance (ANOVA) was conducted to evaluate the significance of genotype and environmental effects and their interaction.

We evaluated the accuracy of GP of all traits with 10-fold cross-validation. For building the GP models, we employed four methods. Two of them were regularized regression: ridge regression (RR) and LASSO, and the other two were Gaussian process regression (reviewed by \[[@pone.0233951.ref043]\]): one based on an additive relationship matrix (GBLUP) and the other on a Gaussian kernel matrix (RKHS) as a representative of covariance matrix. We used the "glmnet" package \[[@pone.0233951.ref044]\] for RR and LASSO, and the "rrBLUP" package \[[@pone.0233951.ref045]\] for GBLUP and RKHS. The narrow-sense heritability of each trait was estimated using a mixed model based on an additive relationship matrix in GBLUP.

Growth process analysis {#sec005}
-----------------------

We analyzed the change in leaf age and the number of tillers during growth as a simple function of heat units (accumulated daily mean temperature). The leaf age and the number of tillers on the *i*th day from sowing (Leaf~*i*~, Till~*i*~, dimensionless) were represented as: $${Leaf}_{i} = \min\left( {\Delta{Leaf} \times {HU}_{i},{Leaf}_{MAX}} \right)$$ $${Till}_{i} = \left\{ \begin{matrix}
1 & \left( {{HU}_{i} \leq 800} \right) \\
{\min\left( {\Delta{Till} \times {HU}_{i},{Till}_{MAX}} \right)} & \left( {{HU}_{i} > 800} \right) \\
\end{matrix} \right.$$ where HU~*i*~ (°C) represents heat unit (∑ daily mean temperature from emergence to the i^th^ date); ΔLeaf (°C^−1^) and ΔTill (°C^−1^) represent the rate of change per HU; and Leaf~MAX~ and Till~MAX~ represent maximum values. Because we observed the growth of each line, ΔLeaf and ΔTill were estimated as slopes of linear regression of phenotypic data during the study period, whereas Leaf~MAX~ and Till~MAX~ were measured at the end of the growth period. Because leaf age and number of tillers are generally not considered linear to HU, we assumed that its growth was approximated by a combination of linear functions.

Generally, the growth of rice does not proceed when the daily temperature is low. To take this assumption into consideration, we developed the growth models of leaf age and number of tillers based on the heat unit, in which the base temperature of the growth of rice was considered (∑max(0, daily mean temperature--8°C)) instead of the simple heat unit. The lower bound of temperature was obtained from \[[@pone.0233951.ref042]\]. However, the result did not largely differ or was even more inaccurate in the prediction accuracy than models developed based on the simple heat unit. Thus, we present only the results based on the simple heat unit in this paper.

Prediction of heading date by DVR model {#sec006}
---------------------------------------

To predict heading date in a target environment, we used Yin et al.'s model \[[@pone.0233951.ref046]\] modified by Nakagawa et al. \[[@pone.0233951.ref047]\], which describes daily developmental rate (DVR) as a function of environmental factors (DVR model, hereafter). In the DVR model, daily progress of a developmental stage is expressed as a continuous value representing developmental stage (DVS), ranging from 0 (emergence) to 1 (heading). The DVS at the *n*th day after emergence is the sum of the daily development rates (DVR~*i*~): $${DVS}_{n} = \sum_{i = 1}^{n}{DVR}_{i}$$ where DVR~*i*~ is given by daily mean temperature (*T*~*i*~, °C) and day length (*P*~*i*~, h): $${DVR}_{i} = \left\{ \begin{array}{l}
{\frac{f\left( T_{i} \right)^{\alpha}g\left( P_{i} \right)^{\beta}}{G}\quad\left( {{if}\ 0.145 + 0.005G \leq {DVS} \leq 0.345 + 0.005G} \right)} \\
{\frac{f\left( T_{i} \right)^{\alpha}}{G}\qquad\left( {{if}\ {DVS} < 0.145 + 0.005G,0.345 + 0.005G < DVS} \right)} \\
\end{array} \right.$$ $$f\left( T_{i} \right) = \left\{ \begin{array}{l}
{\frac{T_{i} - T_{b}\ }{T_{o} - T_{b}}\left( \frac{T_{c} - T_{i}}{T_{c} - T_{o}} \right)^{\frac{T_{c} - T_{o}}{T_{o} - T_{b}}}\left( {if\ T_{b} \leq T_{i} \leq T_{c}} \right)} \\
{\mspace{54mu}{0\mspace{90mu}\left( {if\ T_{i} < T_{b},T_{c} < T_{i}} \right)}} \\
\end{array} \right.$$ $$g\left( P_{i} \right) = \left\{ \begin{array}{l}
{\frac{P_{i} - P_{b}\ }{P_{o} - P_{b}}\left( \frac{P_{c} - P_{i}}{P_{c} - P_{o}} \right)^{\frac{P_{c} - P_{o}}{P_{o} - P_{b}}}\left( {if\ P_{i} \geq P_{o}} \right)} \\
{1\mspace{153mu}\left( {if\ P_{i} < P_{o}} \right)} \\
\end{array} \right.$$

Six parameters were fixed (*T*~b~ = 8°C, *T*~o~ = 30°C,*T*~c~ = 42°C,*P*~b~ = 0h,*P*~o~ = 10h,*P*~c~ = 24h) among lines as in \[[@pone.0233951.ref046]\]. The parameters α,β,G represent sensitivity to temperature, sensitivity to day length, and growth period, respectively, and are assumed to have specific values for each line. We estimated the values from the MET data using particle swarm optimization \[[@pone.0233951.ref048]\], which is used to optimize non-linear functions (Experiment A in [Fig 2](#pone.0233951.g002){ref-type="fig"}).

![Flow chart of model structures.\
Experiment A: Process for estimating values of three parameters (α, β, G) related to heading date. Multi-environment trial data of heading date of 112 lines were used to model the relationship between parameter values and marker genotypes of heading-date-related genes using Extreme Learning Machine (ELM). Experiment B: Structure of conventional genomic prediction (GP), integrated CGM (IntCGM), and integrated machine-learning (IntML) models.](pone.0233951.g002){#pone.0233951.g002}

To calculate the values of α,β,G of the target RILs, we constructed models to predict them from marker genotypes (Experiment A in [Fig 2](#pone.0233951.g002){ref-type="fig"}) of six heading-date--related genes (*Hd1*, *Hd3a*, *Hd6*, *Hd16*, *Hd17*, and *Ghd7*) \[[@pone.0233951.ref049]--[@pone.0233951.ref054]\] of 112 lines. We used Extreme Learning Machine (ELM) \[[@pone.0233951.ref055]\], which is a machine learning method based on a neural network with advantages in generalization performance and learning speed, to model the relationships between the parameter values and the marker genotypes. After modeling these relationships, we estimated the values of α,β,G of the RILs by using the ELM prediction model (Experiment B in [Fig 2](#pone.0233951.g002){ref-type="fig"}). The marker genotypes of the heading-date--related genes of the RILs were assumed to be the same as those of the SNP nearest to the genes, and were used as inputs of the ELM model.

Integrated GP--CGM model {#sec007}
------------------------

We included environmental effects in the model of yield-related traits by integrating the GP models and a CGM proposed by \[[@pone.0233951.ref042]\], with modifications, to create an integrated CGM (IntCGM).

IntCGM has two steps (Experiment A in [Fig 2](#pone.0233951.g002){ref-type="fig"}). First, the GP and DVR models predict "intermediate traits" related to biomass. LASSO was selected as a representative GP model because it showed the highest accuracy among all the GP models in 10 of 14 traits (i.e., six intermediate traits and biomass in two years). Second, the CGM simulates the daily change in biomass from the "intermediate traits".

Total biomass (BM, g m^-2^) was estimated as the product of the total biomass at the day of termination of seed growth (BM~TSG~, g m^-2^) and a technical coefficient *τ* (dimensionless): $$BM = \tau\ {BM}_{TSG}$$ where *τ* represents the influence of factors that are not included in the model (e.g., precipitation, nutrient condition, disease) \[[@pone.0233951.ref027]\]. The parameter *τ* was estimated as an average of the ratio of BM~TSG~ and observed BM when the prediction was conducted. The day of termination of seed growth was presumed to be the day when the accumulation of daily mean temperature after heading date reached 630°C \[[@pone.0233951.ref042]\]. BM~TSG~ was calculated as the sum of daily increases of biomass: $${BM}_{TSG} = \sum_{i = 1}^{TSG}{RUE}_{i} \times {FINT}_{i} \times {PAR}_{i}$$ where TSG is the day of termination of seed growth, FINT~*i*~ is fraction of PAR intercepted by canopy of *i*^th^ day (dimensionless), RUE~*i*~ is radiation use efficiency (g MJ^−1^), PAR~*i*~ is photosynttically active radiation (MJ m^−2^). RUE~*i*~ is the product of the maximum RUE (IRUE = 2.2 g MJ^−1^) and the ratio of actual daily RUE to IRUE (TRFRUE~*i*~, dimensionless): $${RUE}_{i} = IRUE \times {TRFRUE}_{i}$$ where TRFRUE~*i*~ is a function of daily mean temperature (*T*~*i*~) (Soltani and Sinclair, 2012): $${TRFRUE}_{i} = \left\{ \begin{array}{l}
{\frac{T_{i} - 10}{15}\left( {10 < T_{i} \leq 25} \right)} \\
{1\quad\left( {25 < T_{i} \leq 32} \right)} \\
{\frac{T_{i} - 42}{10}\left( {32 < T_{i} \leq 42} \right)} \\
{0\qquad\left( {otherwise} \right)} \\
\end{array} \right.$$

FINT~*i*~ is estimated from the leaf area index, LAI~*i*~ (dimensionless), and the extinction coefficient (*k* = 0.6): $${FINT}_{i} = \exp\left( {1 - k{LAI}_{i}} \right).$$

Although IRUE and *k* are known to have variation among lines and environments \[[@pone.0233951.ref042]\], they are assumed to be constant in this study because of the difficulty in the estimation of IRUE and *k* for each line and environment. LAI~*i*~ is expressed as: $${LAI}_{i} = \left\{ {\beta\ {Till}_{i}\sum_{l = 1}^{{Leaf}_{i}}\left( {l \times \Delta{LL}} \right)^{2}} \right\}/S$$ where ΔLL (m) is the increase of leaf length per unit increase of leaf age, *β* = 0.003 is a technical coefficient explaining shape of leaves and *S* = 225 cm^2^ is the ground area of one plant. Thus, *l*×ΔLL represents the length of a leaf in one node, which came out in *l*th order, and $\sum_{l = 1}^{{Leaf}_{i}}\left( {l \times \Delta LL} \right)^{2}$ is expected to be proportional to leaf area of one tiller.

GP model integrated with machine learning {#sec008}
-----------------------------------------

We also constructed a model replacing the CGM with a machine learning method. This integrated machine-learning model (IntML) has the same two-step structure as IntCGM, but the second step uses machine learning methods. In the second step, we built machine learning models that use intermediate traits as explanatory variables to predict biomass. We chose a multiple regression model as a linear machine-learning method (IntML1) and the Random Forest \[[@pone.0233951.ref056]\] model as a non-linear method (IntML2). The R package "randomForest" \[[@pone.0233951.ref057]\] was used to build the Random Forest prediction models. When building the model, the parameter "mtry" was set as 2 and the other parameters were set as default.

Model validation {#sec009}
----------------

To evaluate the ability of the models to predict biomass, we used 10-fold cross-validation among genotypes. We also predicted tested (i.e., training) and untested (i.e., validation) environments. In the prediction of the tested environment, the data from the same year were used as both training and validation data; that is, biomass of a fold in one year was predicted from the data of the remaining folds and environmental data in the same year. This assumption corresponds to the situation in which we want to predict the biomass of untested lines in tested environments. In the prediction of the untested environment, data from different years were chosen as training and validation data; that is, biomass of a fold in one year was predicted from the data of the remaining folds and environmental data in the other year. This assumption corresponds to the situation in which we want to predict the biomass of untested lines in untested environments.

We calculated three statistics to measure prediction accuracy. The correlation coefficient of observed versus predicted values (*r*) is a measure of strength of relative relation between both values. The root mean squared error (RMSE) expresses the discrepancy between predicted and observed values. The regression coefficient of observed versus predicted values (slope) is a measure of shrinkage in the predicted values over the observed values. Observed and predicted values were used as dependent and independent variables, respectively. When predicted values approach observed values, *r* and slope approach 1 and RMSE decreases. We repeated cross validation of 100 replicates for each combination of models and prediction schemes to estimate the standard deviation of indices (*r* and slope) of prediction accuracy. The Steel--Dwass test, a nonparametric multiple comparison test, was performed to examine significant differences in prediction accuracy.

Results {#sec010}
=======

Growth patterns and correlations among traits {#sec011}
---------------------------------------------

Growth curves and fitted models of leaf age and number of tillers are shown in [Fig 3](#pone.0233951.g003){ref-type="fig"}. The results indicated that the models could express the growth of each trait despite their simplicity.

![Growth curves and growth models of leaf age and number of tillers.\
The line means of both traits in 2014 and 2015 are plotted in four figures in the left side. The parents, Koshihikari and Kinmaze, and RILs are expressed as blue, red and gray lines, respectively. The growth models of those traits are shown in two figures in the right side. The growth model and the observed values of parents in 2015 are shown. Heat unit is used as horizontal axes.](pone.0233951.g003){#pone.0233951.g003}

The comparison of phenotypic values between the two years of experiment is shown in [Fig 4](#pone.0233951.g004){ref-type="fig"}. Among estimated parameters of the growth models, strong correlations between the years were observed in Leaf~MAX~ and heading date whereas weak correlations were observed in Till~MAX~ ([Fig 4](#pone.0233951.g004){ref-type="fig"}). However, the distributions of ΔLeaf and ΔTill differed between the years. The ranges of phenotypic values of the heading date (e.g., minimum values were ca. 90 and 80 days in 2014 and 2015, respectively) and biomass also differed between the years, despite their high correlations. The G×E effect was found to be significant (*p* \< 0.01) for all traits using ANOVA. The correlation coefficients between growth-related traits and biomass were higher in 2015 than in 2014.

![Comparison of observed traits between 2014 and 2015.\
Estimates of correlation coefficients between phenotypes of two years are shown in the top-left of each box. Abbreviations: ΔLeaf, growth rate of leaf age; Leaf~MAX~, final leaf age; ΔTill, growth rate of number of tillers; Till~MAX~, maximum number of tillers; ΔLL, growth rate of leaf length per leaf age; HD, heading date; HI, harvest index; BM, biomass.](pone.0233951.g004){#pone.0233951.g004}

Genomic prediction of growth-related traits {#sec012}
-------------------------------------------

We assessed the prediction accuracy of the GP models ([Fig 5](#pone.0233951.g005){ref-type="fig"}) in growth-related traits, which corresponded to the first step of integrated models (IntCGM and IntML, [Fig 2B](#pone.0233951.g002){ref-type="fig"}). Accuracy was higher in 2015 than in 2014. Traits that showed higher correlation between years in [Fig 4](#pone.0233951.g004){ref-type="fig"} tended to have higher values both in heritability and prediction accuracy. In ΔTill and Tillmax, the accuracy was lower than in biomass. In the following analyses, we chose LASSO as a representative GP model because it showed the highest accuracy among the models in 10 of 14 traits (six intermediate traits and biomass for two years). For heading date, we compared five models: the DVR model which used weather data and genome-wide marker data as explanatory variables and 4 GP models used only genome-wide marker data. The prediction accuracy was slightly lower in the DVR model than that in GP.

![Comparison of prediction accuracy of GP and heritability in growth-related traits.\
Estimated correlation coefficients of observed values and values predicted using the five models for seven growth-related traits are shown as bars. The five models included four methods of whole-genome prediction (for all traits) and a DVR model with marker genotypes of the heading-date--related genes (for heading dates). The square roots of heritability of the seven traits are shown as crosses. Error bars represent ± 1 s.d.](pone.0233951.g005){#pone.0233951.g005}

Prediction of biomass {#sec013}
---------------------

In the tested environment, IntCGM, IntML, or both were more accurate at biomass prediction than GP with LASSO by all three statistics ([Fig 6A](#pone.0233951.g006){ref-type="fig"}), especially when the 2014 dataset was used as validation data: that is, IntCGM and IntML gave higher *r* values and regression slopes closer to one than GP, and IntML gave lower RMSE than GP. This tendency was supported by the fact that differences between *r* and slope of our models and those of GP were all statistically significant (*p* \< 0.01).

![Comparison of prediction accuracy of biomass.\
Result of prediction of tested environment (A) and untested environment (B) are shown. LASSO was chosen as a representative GP model. Three indices are used: Correlation coefficient (r), RMSE (root mean squared error), and slope of the regression line for predicted and observed values. Error bars represent ± 1 s.d. Letters above the bars indicate a significant difference as determined by the Steel--Dwass test (*p* \< 0.01).](pone.0233951.g006){#pone.0233951.g006}

IntCGM, IntML, or both performed better than or the same as GP in the untested environment ([Fig 6B](#pone.0233951.g006){ref-type="fig"}); both models gave significantly higher *r* and slope than GP except when IntML2 was tested with 2014 dataset as validation. IntCGM had a lower RMSE than that of GP using the 2015 dataset for validation but had a higher RMSE than that of GP using the 2014 dataset for validation.

We attempted to predict the panicle weight with IntCGM, wherein the panicle weight was expressed as the multiplication of biomass and harvest index and the harvest index was predicted using GP. However, the prediction accuracy of IntCGM was worse than GP because the harvest index itself was largely affected by the environment ([S2 Fig](#pone.0233951.s002){ref-type="supplementary-material"}).

Discussion {#sec014}
==========

Accuracy of prediction of biomass {#sec015}
---------------------------------

The *r* in our new models was the same as, or higher than, that of the conventional GP in the prediction of biomass ([Fig 6](#pone.0233951.g006){ref-type="fig"}). There was a substantial difference in the *r* of GP between 2014 and 2015 in the prediction of the tested environment, indicating that there was a difficulty in explaining the variation of biomass in 2014 through the direct linear regression of the genotypic markers. In contrast, the integrated models showed the significant increase in *r* compared with that of GP in the 2014 prediction. These results indicate that the use of the intermediate traits was beneficial for improving accuracy of biomass prediction. Heading date prediction, which showed high heritability in both years, mostly contributed to the improved prediction accuracy.

Focusing on the GP trained with biomass of 2014, the accuracy was higher in biomass prediction of 2015 than in that of 2014. This intuitively unexpected result might be owing to two reasons. One is the low heritability of biomass in 2014, which led to lower prediction accuracy in the models \[[@pone.0233951.ref058]--[@pone.0233951.ref059]\]. To reduce the influence of the heritability level on the index of the prediction accuracy (i.e., a correlation coefficient between observed and predicted phenotypes), the value of *r* was adjusted by dividing it by the square root of genomic heritability. The adjusted values of *r* became 0.652 and 0.746 for the biomass in 2014 and 2015, respectively, and had smaller differences than the previous *r*. Another reason for the higher biomass prediction accuracy in 2015 is the GS model built with LASSO. In [Fig 5](#pone.0233951.g005){ref-type="fig"}, the biomass prediction accuracy was lower in LASSO than in other models in 2014, whereas the result was the opposite in 2015. Polygenic marker effects seemed more dominant in biomass in 2014 than in 2015 because LASSO is not good at capturing the small effects of a large number of variables. In contrast, the estimation of genomic heritability effectively reflects polygene effects. The differences in the characteristics of each estimation method subsequently caused the difference in the adjusted values of *r* for the biomass in 2014 and 2015.

Although heading date was predicted by ELM and DVR models in our models, the prediction accuracy was worse than that by GP. One possible reason is that the heading date of RILs that we used could not be completely explained by heading-date-related genes, (i.e., *Hd1*, *Hd3a*, *Hd6*, *Hd16*, *Hd17*, and *Ghd7*) considered in ELM and DVR models. However, we employed the DVR model in our models because it can be used to predict the heading date in a new environment.

Comparison with models in other studies {#sec016}
---------------------------------------

An advantage of our new approach over conventional researches of integrated models of GP and CGM is the inclusion of observed growth data in the model as "intermediate traits". This enables us to treat parameters in the model as representations of actual crop conditions. Two studies designed to integrate a genomic prediction model with a crop model \[[@pone.0233951.ref015], [@pone.0233951.ref019]\] tried to estimate growth parameters by using only phenotypic values of target traits. Technow et al. integrated GP and CGM to predict the yield of maize using parameter estimation with the approximate Bayesian computation \[[@pone.0233951.ref015]\]. Onogi et al. also constructed an integrated model to predict the heading date of rice \[[@pone.0233951.ref019]\]. However, this approach is difficult to apply to a complex trait, such as yield, and did not improve the prediction accuracy when it was applied to real-yield data \[[@pone.0233951.ref016]\]. It is also difficult to validate the accuracy of the estimated growth parameters. The use of the intermediate traits was beneficial for improving prediction accuracy and for further understanding how the parameters influence the target traits.

A multi-trait GP is another approach to predict target traits with intermediate traits (or secondary traits). In this model, the covariance structure among target and intermediate traits is considered to improve prediction accuracy \[[@pone.0233951.ref060]--[@pone.0233951.ref061]\]. For example, there are studies in which longitudinal traits measured by remote sensing were used as intermediate (or secondary) traits and modeled with a multi-trait GP model to predict wheat grain yield \[[@pone.0233951.ref017]--[@pone.0233951.ref018]\]. In the study of \[[@pone.0233951.ref018]\], grain yield was predicted for untested environment in which phenotypic data of a target population was not available. The prediction accuracy, however, was not improved with a multi-trait GP model \[[@pone.0233951.ref018]\]. Compared with multi-trait GP model approach, our two-step approach has a good flexibility to model nonlinear relationship among target and intermediate traits through applying a nonlinear model at the second step (e.g. CGM as in IntCGM or Random Forest as in IntML2).

Another benefit of IntCGM was that the range of predicted among-lines variation \[i.e., the regression coefficient (slope) of observed versus predicted values of IntCGM\] was closer to 1 compared with that of GP ([Fig 6](#pone.0233951.g006){ref-type="fig"}). This would be important in breeding programs \[[@pone.0233951.ref030], [@pone.0233951.ref062]\], although it has not been evaluated in recent studies of the prediction of G×E by GP \[[@pone.0233951.ref008],[@pone.0233951.ref009],[@pone.0233951.ref014],[@pone.0233951.ref016]\]. In those studies, the accuracy of prediction models was assessed mainly by correlation between predicted and observed (or estimated) values. Although correlation is a good measure of the ordinal accuracy of the prediction (i.e., the accuracy of predicting the order of genotypic values), it does not necessarily reflect the range of genetic variations \[[@pone.0233951.ref063]\]. In some cases, the accurate prediction of phenotypic values is important for breeding; for example, we may need to maintain the flowering date within a certain range for ease of field management or limit plant height to prevent lodging. When aiming at the application of GP to actual breeding the accurate prediction of the size of genetic variation in a population is as important as the ordinal relationship among genotypes in the population.

Further improvement of the prediction model {#sec017}
-------------------------------------------

The prediction accuracy of the models was validated using 2-year experiments, which had a 1-month difference in the timing of sowing and planting; one year was used for training, whereas the other year was used as previous researches did \[[@pone.0233951.ref015]--[@pone.0233951.ref016]\]. Although experiments in 2014 and 2015 were performed in one location, the 2-year experiments were conducted under different environmental conditions (e.g., temperature, day length, and radiation) by employing different cropping seasons. However, other environmental factors, such as soil condition, were fixed in these experiments. To apply our models to a dataset with multiple locations and years, we should take into account other environmental factors, such as soil condition, water supply, and cultivation management, in the models.

In this study the biomass was selected as the target trait for prediction, but the prediction of yield was more challenging. A possible method of implementing accurate prediction of yield is the use of sophisticated CGMs. The potential of several CGMs, such as APSIM \[[@pone.0233951.ref064]\], has been already demonstrated in practical applications. However, certain complexities may create problems. One of the problems is the accumulation of errors: the errors of parameter estimation would be large if the model includes several parameters. Therefore, models must be simplified in ways such as the use of machine learning (IntML) or variable selection. A sensitivity analysis will be effective to select modules of the models in which variables with little influence on target traits will be distinguished.

Another problem is the increased effort required for measuring plant growth if a model requires a large number of growth parameters. Parameter estimation is one effective solution \[[@pone.0233951.ref015],[@pone.0233951.ref019],[@pone.0233951.ref027]\]. Through these methods, we may be able to omit the measurement of some growth-related traits and to estimate them as parameters in a CGM while measuring the remaining traits in the field. The use of high-throughput phenotyping is another way to enable plant growth to be measured in detail. For example, LAI \[[@pone.0233951.ref065]--[@pone.0233951.ref066]\] and biomass \[[@pone.0233951.ref067]--[@pone.0233951.ref068]\] can be measured in a non-destructive way by remote sensing with unmanned aerial vehicles. Such techniques would enable us to measure various kinds of growth-related traits continuously during growth. GP and high-throughput phenotyping technologies could revolutionize breeding \[[@pone.0233951.ref069]\].

Moreover, the use of a deterministic model in IntCGM may reduce phenotyping costs for the target traits. In IntCGM, the phenotypic values of biomass in the training data were used only for scaling the model's prediction values onto the phenotypic values with *τ* as the scaling parameter. Using *τ*, the RMSE of biomass in known environments decreased by 45% and 68% in 2014 and 2015, respectively. However, the scaling procedure (i.e., the training of model with the phenotypic values of biomass) was not necessary with the use of the prediction values for selecting superior genotypes because the correlation between the predicted and genotypic values of biomass did not change with scaling. This is because the CGM used in this study was deterministic and did not include any parameters to be estimated other than *τ*. This is another great advantage of IntCGM because the model does not require the phenotypic data of biomass, which in turn requires the laborious destructive measurements of plants.

Toward application for breeding {#sec018}
-------------------------------

In this study, we validated our method with the dataset of the 2-year experiments, which had a 1-month difference in their timings of sowing and planting to simulate different environmental conditions. Although the validation is insufficient to evaluate the potential of the method, our models may be applicable to multi-location-multi-year dataset because CGM is expected to describe G×E when it has an appropriate model structure and the necessary environmental factors. Thus, IntCGM may enable accurate prediction of phenotypes in each target environment and accelerate the development of varieties having excellent viability in the target environments.

Our models may also help to explain the mechanisms causing G×E effects on yield-related traits because they can predict the effects physiologically through CGMs. The predicted values of growth-related "intermediate traits", as well as of yield-related traits, allow us to understand how environmental factors affect growth and have a large impact on yield. This understanding will be of benefit to the mechanical evaluation of environmental characteristics of locations and the appropriate choice of locations used in METs.

Supporting information {#sec019}
======================

###### Genetic map of SNP markers of RILs.

(TIF)

###### 

Click here for additional data file.

###### Comparison of prediction accuracy of panicle weight.

The result of prediction of tested (left) and untested (right) environments are shown. LASSO was chosen as a representative GP model. Three indices were used: Correlation coefficient (r), RMSE (root mean squared error), and slope of the regression line for predicted and observed values. Error bars represent ± 1 s.d. Letters above the bars indicate significant differences determined using the Steel--Dwass test (*p* \< 0.01).

(TIFF)

###### 

Click here for additional data file.

###### List of information of genetic markers.

(CSV)

###### 

Click here for additional data file.

###### List of names of 112 Japanese cultivars used to estimate growth parameters of heading date.

(TXT)

###### 

Click here for additional data file.

###### Results of ANOVA test of observed traits to detect the effect of G×E.

(CSV)

###### 

Click here for additional data file.

###### Calculation of wide-sense heritability of observed traits using replicates.

(CSV)

###### 

Click here for additional data file.
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Dear Dr. Iwata,

Thank you for submitting your revised manuscript to PLOS ONE. I apologize for the delay in returning this manuscript to you. I was able to secure only one external review, and I reviewed the article myself. We invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

Please address both the reviewers and my concerns.

My major concern was with the clarity of the work. The major contribution is the combination of genomic selection and a crop growth model to predict biomass. The approach is quite complex (Figure 2), but the logic is straightforward. Biomass is very strongly correlated with leaf area accumulated prior to flowering time. Both growth rate and flowering time have genetic components. Thus, genomic prediction can predict differences in biomass through these \"intermediate traits.\" The key point seems to be that direct genomic prediction of biomass  is worse (though not that much worse) than the integration the crop growth models. The discussion would benefit from expanding on why using the growth models usually leads to better predictions. I would also include the analysis of yield mentioned in the discussion in results.

I was surprised that r of the predicted values vs untested environment values were so high (Figure 6). It seems the model trains on the means/ lsmeans from two very different replicates in each year. Perhaps this approach is leading to high correlations. How does the model perform if predictions are tested across the single replicates in the following year? This work would be more likely used in this context it seems.

The rationale for the other work reported in the manuscript was unclear to me.  The discussion first describes how rice growth differed between 2014 and 2015. I\'d omit this. The discussion then discusses Figure 6 which has the results of the growth model/ genomic prediction. If the other reported data made a scientific contribution, I would discuss them more fully or remove them.

We would appreciate receiving your revised manuscript by Jan 25 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Lewis Lukens

Academic Editor

PLOS ONE

Journal Requirements:

**When submitting your revision, we need you to address these additional requirements:**

**Please ensure that your manuscript meets PLOS ONE\'s style requirements, including those for file naming. The PLOS ONE style templates can be found at <http://www.plosone.org/attachments/PLOSOne_formatting_sample_main_body.pdf> and <http://www.plosone.org/attachments/PLOSOne_formatting_sample_title_authors_affiliations.pdf>**Please ensure that you refer to Figure 5 in your text as, if accepted, production will need this reference to link the reader to the figure.

Reviewers\' comments:

Reviewer\'s Responses to Questions

**Comments to the Author**

1\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Yes

\*\*\*\*\*\*\*\*\*\*

2\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: 2019-11-19

I have read the revised manuscript and authors' responses to reviewer's comments, and thank that the manuscript is well prepared and the responses are almost adequate. I have two questions and would like the authors to address in their Discussion section.

The first is related to the reviewer 4's question on how to deal with non-repeatable genotype by environment interaction (GE). This is a very good question for any study to be useful for breeding. The authors response was to use "historical environmental data or simulated (assumed) future environmental data." I think this is a very important point and needs to be emphasized if their models are to be used in assisting breeding. Indeed, GE has always been a challenge to plant breeding, and it is important to differentiate repeatable vs. non-repeatable GE and deal with them differently. In plant breeding, no-repeatable GE is dealt with by testing at multiple locations for multiple years so as to represent the population of environments in the target environment (Yan, 2016 Crop Science). For reliable genomic prediction (GP), genomic models must also be developed based on phenotypic data from such multi-location multi-year trials (Yan et al., 2019, Crop Breeding, genetics, and Genomics). This also applies to prediction models that integrate GP and physiological models. Furthermore, models integrating multi-location multi-year data have to be validated by similarly obtained phenotypic data. It remains a question whether an "integrated" model actually predicted better than GP alone.

My second question/comment is how far does the crop simulation models have to go? In the current study, leaf number, tiller number, and leaf size were simulated using daily temperature and day length to simulate biomass. However, the complexity of the physiological and biological process leading to biomass or grain yield is unlimited. For example, should we go by hourly temperature? Should we also consider CO2, water, and mineral nutrient availability in the models? Is there an optimum level of complexity to target in integrated models?

\*\*\*\*\*\*\*\*\*\*

6\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.

10.1371/journal.pone.0233951.r003

Author response to Decision Letter 0

2 Feb 2020

\> My major concern was with the clarity of the work. The major contribution is the combination of genomic selection and a crop growth model to predict biomass. The approach is quite complex (Figure 2), but the logic is straightforward. Biomass is very strongly correlated with leaf area accumulated prior to flowering time. Both growth rate and flowering time have genetic components. Thus, genomic prediction can predict differences in biomass through these \"intermediate traits.\" The key point seems to be that direct genomic prediction of biomass is worse (though not that much worse) than the integration the crop growth models. The discussion would benefit from expanding on why using the growth models usually leads to better predictions.

The improvement in the prediction accuracy of our model was partly caused by the prediction of heading date, which was included in both IntCGM and IntML. Because we considered the interaction between genotypes on one hand and environmental factors the other, the predicted values of heading date as intermediate traits can contribute to explain the pattern of G×E in biomass. We added the related descriptions to explain the reason why the new models (IntCGM and IntML) performed better than GP (L388-393). Another benefit to use IntCGM has been described in a later part (L425-450).

\> I would also include the analysis of yield mentioned in the discussion in results.

As you suggested, we moved the description about the prediction of panicle weight (L470-L474 in old manuscript) to the result part (L370-373). Also, we provide S2 Figure to describe the prediction accuracy of panicle weight (The figure caption was added in L733-738).

\> I was surprised that r of the predicted values vs untested environment values were so high (Figure 6). It seems the model trains on the means/ lsmeans from two very different replicates in each year. Perhaps this approach is leading to high correlations. How does the model perform if predictions are tested across the single replicates in the following year? This work would be more likely used in this context it seems.

We added the table of narrow-sense heritability calculated by replicates (S4 Table). We, however, did not test performances of the models when they are trained with a single replicate, but it is clear that the prediction accuracy of all the models decreases at a certain level. Because the replicates were cultivated in the same environment (at least same in environmental variables used in this study), the differences in phenotypic values between the replicates cannot be explained with either genotype data or environmental data. Thus, the separate modelling with a single replicate will only enlarge noises to use a fewer number of replicates for training models, and thus leads to decreases in the prediction accuracy for all the models.

\> The rationale for the other work reported in the manuscript was unclear to me. The discussion first describes how rice growth differed between 2014 and 2015. I\'d omit this.

As you suggested, we removed the paragraph "Comparison of crop traits between different temperature patterns" (L378-385 in original manuscript).

\> The discussion then discusses Figure 6 which has the results of the growth model/genomic prediction. If the other reported data made a scientific contribution, I would discuss them more fully or remove them.

We described about three indices (r, RMSE and slope) in the paragraph (L388-400 in original manuscript). We removed the notation about the slope because it was duplicated with a later paragraph (L436-450). Also, we removed the notation about RMSE (L396-398 in original manuscript). The RMSE of IntCGM in the prediction under the untested environment showed different tendencies in the prediction in the untested environment (Fig 6), but the reason was due to the specific structure of crop growth model we used. Because the explanation for the reason will be so long but have a little generality for other studies, we decided to remove the description. Finally, the description about r was shortened and moved to L384-388, before a newly added part describing the reason why our integrated models could improve prediction accuracies (L388-393). We believe that this revision made the aim of this paragraph clearer.

\> Reviewer \#1: 2019-11-19

\> I have read the revised manuscript and authors' responses to reviewer's comments, and thank that the manuscript is well prepared and the responses are almost adequate. I have two questions and would like the authors to address in their Discussion section.

\> The first is related to the reviewer 4's question on how to deal with non-repeatable genotype by environment interaction (GE). This is a very good question for any study to be useful for breeding. The authors response was to use "historical environmental data or simulated (assumed) future environmental data." I think this is a very important point and needs to be emphasized if their models are to be used in assisting breeding.

\> Indeed, GE has always been a challenge to plant breeding, and it is important to differentiate repeatable vs. non-repeatable GE and deal with them differently. In plant breeding, non-repeatable GE is dealt with by testing at multiple locations for multiple years so as to represent the population of environments in the target environment (Yan, 2016 Crop Science). For reliable genomic prediction (GP), genomic models must also be developed based on phenotypic data from such multi-location multi-year trials (Yan et al., 2019, Crop Breeding, genetics, and Genomics). This also applies to prediction models that integrate GP and physiological models.

As you suggested, we viewed our result from the aspect of the decomposition of G×E. We assume that non-repeatable G×E can decompose G×E in variations explained by environmental factors and ones unexplained by environmental factors; the former and latter are referred to as explainable and non-explainable G×E, respectively. The explainable G×E was because of differences in environments between years, whereas the latter was not explained by any obvious environmental factors, therefore, treated as noise. Improvement of prediction accuracies of models in the tested environment indicate that the integrated models can predict the explainable G×E variations. Furthermore, the improvement of accuracies in the untested environment indicate that the integrated models can predict the repeatable G×E variations, because difference between the field trials in two years, where the patterns of temperature and day length differed, was as large as those between locations.

We added a discussion about this topic (L486-503) with a reference you noted \[64\] (L728-729).

\> Furthermore, models integrating multi-location multi-year data have to be validated by similarly obtained phenotypic data. It remains a question whether an "integrated" model actually predicted better than GP alone.

Indeed, the performances of our integrated models were not tested with multi-location data. However, as emphasized in the method part (L103-109), sowing and transplanting were performed in different months between years to produce results under different conditions of day length and temperature. Because of different cultivation periods during 2014 and 2015, the 2-year experiments were not simply yearly replications but were expected to induce different growth patterns under different environmental conditions. Thus, as shown in the better prediction accuracies in the untested environment than GP (Fig 6), it is certain that our models predicted better in the prediction under different patterns of day length and temperature.

\> My second question/comment is how far does the crop simulation models have to go? In the current study, leaf number, tiller number, and leaf size were simulated using daily temperature and day length to simulate biomass. However, the complexity of the physiological and biological process leading to biomass or grain yield is unlimited. For example, should we go by hourly temperature? Should we also consider CO2, water, and mineral nutrient availability in the models? Is there an optimum level of complexity to target in integrated models?

As we wrote in the discussion part (L466-468), it should be avoided to use a crop growth model with too much complexity. However, it is an important problem to find an optimum model with an appropriate number of parameters. We should omit unnecessary variables depending on the target dataset. A sensitivity analysis will be effective to select modules of the models in which variables with little influence on target traits will be distinguished. We added a description of that point (L468-471).
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Dear Dr. Iwata,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

We would appreciate receiving your revised manuscript by Apr 05 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Lewis Lukens

Academic Editor

PLOS ONE

Additional Editor Comments (if provided):

Thank you for the revision. The manuscript is interesting and has improved. My major concern remains with the clarity of the work. For example, a reader should be able to move from introduction to results and get a sense of the findings. The questions posed in the introduction should specifically addressed in results. Now, results is mostly composed of technical statements. Re-writing the section to contain paragraphs with topic sentences would help improve clarity. The article will have greater impact if it can be readily understood. Specific lines to improve are listed below but please edit broadly.

A central point of the article is that the inclusion of growth-related traits into models enabled G x E effects to be predicted. G X E indicates variation in genotypic responses to environment variation. In this study, it seems genotypes were analyzed in single environments, so there is no variation due to the environment except random error. Within this single environment, some genotypes grow faster and others slower, so genotypes will have different growth rates relative to environmental factors such as temperature, but I would refer to these genotypic differences as genetic effects not G x E. G x E effects could explain differences in genotypes between the two years of the study, but this aspect does not seem to be the focus. Specific text includes lines 38-41; 388-390; 391-393, and elsewhere such as 483. Please clarify.

In previous comments, I wrote, "I was surprised that r of the predicted values vs untested environment values were so high (Figure 6)." My understanding is that genomic prediction accuracies estimated for 2014 lines using 2014 data ("tested") were less accurate than genomic prediction models trained with 2014 data and used to predict 2015 ("untested") (Figure 6). This odd result, if correct, still does not seem to be explained.

Specific points to potentially clarify:

Line 32: "environmental data was predicted." Is this in results?

Line 248. Fourteen traits are mentioned as subjected to genomic prediction, but I did not see a clear summary of these traits.

Line 322 "Tiller length" but number of tillers in the figure. Please define axes in Fig 3.

Line 337 Define what is plotted in this figure.. e.g. adjusted line means?

Line 402 "An advantage" over what other option? Why specifically is treating parameters as representations of actual crop conditions beneficial?

Line 434. The text notes the authors' approach could save time because biomass is destructive and hard to obtain. This point seems overstated. The intermediate traits themselves do not seem easy to measure. Please clarify. In addition, is biomass a useful trait for rice breeders/ others? If so, please state. This point about the usefulness of the approach was also brought up by the reviewer in terms of validating the model. How much confidence can one have from an analysis of two locations of data?

Line 436 "The prediction accuracy of our models was better..." At times, they are equal (Fig 6).

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.

10.1371/journal.pone.0233951.r005
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19 Apr 2020

\> My major concern remains with the clarity of the work. For example, a reader should be able to move from introduction to results and get a sense of the findings. The questions posed in the

introduction should specifically addressed in results. Now, results is mostly composed of technical statements. Re-writing the section to contain paragraphs with topic sentences would help improve clarity. The article will have greater impact if it can be readily understood. Specific lines to improve are listed below but please edit broadly.

As you pointed out, we revised our manuscript in the following points.

L71-79: We clarified what was remained to be improved in recent studies of the integrated models of GP and CGM.

L80-90, L97-116: We stated about the originality of our research following to the description of use of growth-related traits (L80-90). This revision enabled readers to easily understand why we chose two-step approach. Also, we modified later paragraphs to take consistency of the manuscript (L97-116).

L196: We moved a description of 10-fold cross-validation (L344 in the original manuscript), which should be placed in the material and methods part.

L349-351, L352-L353, and L374-376: We added explanations about topics of each paragraph for whom move to the result part from the introduction part directly.

L378-379: We added a necessary explanation about the result.

L381: We changed the expression for easy understandings.

L400-404: We re-written the paragraph to make the result clearer.

L470-471: We added a description about recent studies of multi-trait GP to clarify the improvement of our study.

\> A central point of the article is that the inclusion of growth-related traits into models enabled G x E effects to be predicted. G X E indicates variation in genotypic responses to environment variation. In this study, it seems genotypes were analyzed in single environments, so there is no variation due to the environment except random error. Within this single environment, some genotypes grow faster and others slower, so genotypes will have different growth rates relative to environmental factors such as temperature, but I would refer to these genotypic differences as genetic effects not G x E. G x E effects could explain differences in genotypes between the two years of the study, but this aspect does not seem to be the focus. Specific text includes lines 38-41; 388-390; 391-393, and elsewhere such as 483. Please clarify.

As you pointed out, we edited our manuscript in the following points.

L26-30, L38-39: We changed expressions in the abstract to take consistency with the following revisions.

L55-56, L59-60, L62-63, and L66-67: We changed expressions of explanations about recent researches in the introduction part to make it correspond with revisions in the discussion part.

L420-426: We discussed the improvement of the prediction accuracy in IntCGM and IntML from an aspect of the use of the intermediate traits, not from an aspect of prediction of G×E.

L536-543: We placed a paragraph to discuss the future possibility of prediction of G×E with IntCGM, instead of the paragraph in which we argued that IntCGM succeeded in the prediction of G×E.

Also, we offer to change the title to "Predicting biomass of rice with intermediate traits: modeling method combining crop growth models and genomic prediction models" and running title to "Predicting biomass of rice with intermediate traits" (L1-4). We removed the expression of prediction of G×E from them.

\> In previous comments, I wrote, "I was surprised that r of the predicted values vs untested environment values were so high (Figure 6)." My understanding is that genomic prediction accuracies estimated for 2014 lines using 2014 data ("tested") were less accurate than genomic prediction models trained with 2014 data and used to predict 2015 ("untested") (Figure 6). This odd result, if correct, still does not seem to be explained.

The result is correct. We added a description about this result (L427-442) and two references (L751-756). Also, we modified figure labels of Fig 6 to make it easier to understand which data was used as training or test data. Corresponded revisions in manuscript are in L395, L401, L410.

This intuitively unexpected result might be owing to two reasons. One is the low heritability of biomass in 2014, which led to lower prediction accuracy in the models \[58-59\]. To reduce the influence of the heritability level on the index of the prediction accuracy (i.e., a correlation coefficient between observed and predicted phenotypes), the value of r was adjusted by dividing it by the square root of genomic heritability. The adjusted values of r became 0.652 and 0.746 for the biomass in 2014 and 2015, respectively, and had smaller differences than the previous r.

Another reason for the higher biomass prediction accuracy in 2015 is the GS model built with LASSO. In Fig 5, the biomass prediction accuracy was lower in LASSO than in other models in 2014, whereas the result was the opposite in 2015. Polygenic marker effects seemed more dominant in biomass in 2014 than in 2015 because LASSO is not good at capturing the small effects of a large number of variables. In contrast, the estimation of genomic heritability effectively reflects polygene effects. The differences in the characteristics of each estimation method subsequently caused the difference in the adjusted values of r for the biomass in 2014 and 2015.

\> Specific points to potentially clarify:

\> Line 32: "environmental data was predicted." Is this in results?

No, environmental data was not predicted in this study. Because the sentence was misleading, we changed the sentence to "Second, the biomass was predicted from these GP-predicted values and the environmental data using machine learning or crop growth modeling." (L31-32)

\> Line 248. Fourteen traits are mentioned as subjected to genomic prediction, but I did not see a clear summary of these traits.

Fourteen traits consisted of six intermediate traits and the biomass for two years. The result of the prediction of these traits are shown in fig 5. We added an explanation about the traits (L275).

\> Line 322 "Tiller length" but number of tillers in the figure. Please define axes in Fig 3.

As you mentioned, the trait should be the number of tillers. We corrected the trait name (L349) and apology for the mistake.

\> Line 337 Define what is plotted in this figure.. e.g. adjusted line means?

As you mentioned, we clearly described that the plotted values are "The adjusted mean values of each line" (L361-362).

\> Line 402 "An advantage" over what other option?

It is an advantage over conventional researches of integrated models of GP and CGM. We made the description clearer (L451-452).

\> Why specifically is treating parameters as representations of actual crop conditions beneficial?

One benefit is an easiness to understand the influence of the parameters on the target traits because phenotypic data of intermediate traits are available, as written in the original manuscript (L410-412). Another benefit is the improvement in prediction accuracy in a real datasets because the prediction of complex traits such as yield with an integrated model of GP and CGM was so difficult that no improvement in prediction accuracy had been found in the real datasets \[16\]. We added a description in the introduction part (L71-77) and the discussion part (L458-463).

\> Line 434. The text notes the authors' approach could save time because biomass is destructive and hard to obtain. This point seems overstated. The intermediate traits themselves do not seem easy to measure. Please clarify.

As you mentioned, the time-series observation of the intermediate traits is also laborious. We moved the paragraph about the scaling parameter τ (L425-435 in the original manuscript) after a paragraph about the measurement of the intermediate traits using high-throughput phenotyping (L522-533). Following the paragraph describing the reduction of the phenotyping cost of the intermediate traits, it is natural to discuss the possibility of reducing the phenotyping cost of destructive sampling.

\> In addition, is biomass a useful trait for rice breeders/ others? If so, please state.

Rice biomass is an important trait for rice breeding, not only by a need of biomass itself to be used as biofuel \[31-32\], but also as an essential factor to determine grain yield together with harvest index \[33-34\]. We added the description in the introduction part (L91-92, L95-96) and four references (L668-679).

\> This point about the usefulness of the approach was also brought up by the reviewer in terms of validating the model. How much confidence can one have from an analysis of two locations of data?

It is true that the result will be more confident if we test the model in a larger number of environments. However, we think two environments are not insufficient to prove the ability of the models, as previous researches about an integrated model of GP and CGM also tested in two environments \[15-16\]. We added a description of this point (L492-494).

\> Line 436 "The prediction accuracy of our models was better..." At times, they are equal (Fig 6).

Your indication is correct. Because this notation is repeated in the result and discussion parts, we erased the sentence.
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Dear Dr. Iwata,

We are pleased to inform you that your manuscript has been judged scientifically suitable for publication and will be formally accepted for publication once it complies with all outstanding technical requirements.

Within one week, you will receive an e-mail containing information on the amendments required prior to publication. When all required modifications have been addressed, you will receive a formal acceptance letter and your manuscript will proceed to our production department and be scheduled for publication.

Shortly after the formal acceptance letter is sent, an invoice for payment will follow. To ensure an efficient production and billing process, please log into Editorial Manager at <https://www.editorialmanager.com/pone/>, click the \"Update My Information\" link at the top of the page, and update your user information. If you have any billing related questions, please contact our Author Billing department directly at <authorbilling@plos.org>.

If your institution or institutions have a press office, please notify them about your upcoming paper to enable them to help maximize its impact. If they will be preparing press materials for this manuscript, you must inform our press team as soon as possible and no later than 48 hours after receiving the formal acceptance. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information, please contact <onepress@plos.org>.

With kind regards,

Lewis Lukens

Academic Editor

PLOS ONE

Additional Editor Comments (optional):

I apologize for my slow response. I reviewed the article. Thank you for addressing previous concerns.

Reviewers\' comments:
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Dear Dr. Iwata:

I am pleased to inform you that your manuscript has been deemed suitable for publication in PLOS ONE. Congratulations! Your manuscript is now with our production department.

If your institution or institutions have a press office, please notify them about your upcoming paper at this point, to enable them to help maximize its impact. If they will be preparing press materials for this manuscript, please inform our press team within the next 48 hours. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information please contact <onepress@plos.org>.

For any other questions or concerns, please email <plosone@plos.org>.

Thank you for submitting your work to PLOS ONE.

With kind regards,

PLOS ONE Editorial Office Staff

on behalf of

Dr. Lewis Lukens

Academic Editor

PLOS ONE
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