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Abstract
We describe the physics and computational power of Graniitti Monte
Carlo event generator, a new fully multithreaded engine designed for high en-
ergy diffraction, written in modern C++. The emphasis is especially on the low-
mass domain of central exclusive processes of the S-matrix, where exotic QCD
phenomena such as glueballs are expected and holographic dualities with grav-
ity may be tested. The generator includes photon-photon, photon-pomeron,
pomeron-pomeron, Durham QCD model and Tensor pomeron model type scat-
tering amplitudes and advanced spin analysis tools. The generator combines
a full parametric resonance spectrum with continuum interference and forward
+ central spin correlations together with event-by-event eikonal screening loop
and forward proton excitation kinematics. We demonstrate the state-of-the-art
capabilities and show how the enigmatic ‘glueball filter’ observable is driven by
spin polarization.
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1 Introduction
High energy diffraction probes ‘asymptotic’ strong interactions in the kinematic do-
main of small invariant momentum transfer −t and large energy squared s → ∞ or
small x. The main processes of interest here are
pp→ p(∗) +X + p(∗), (1)
where the system X is produced via color and charge singlet exchanges between two
protons, via photon or pomeron fusion. These enigmatic objects known as pomerons
were constructed originally in the complex angular momentum theory of scattering
amplitudes A(s, j), a method devised by Regge first in a non-relativistic scattering
context [70] and then extended to the relativistic domain by Gribov, who also built
the most intense but incomplete interacting pomeron calculus [38]. It is clear that one
cannot currently consider these asymptotics as being properly explained by current
QCD in the soft domain. But it is the future theory together with novel measurements
which should eventually provide the detailed ‘space-time picture’ with fluctuating
proton structure.
This ‘Pomeranchuk’ singularity can be a simple soft pole or mathematically almost
arbitrary complex set of cuts, such as described in the pioneering work by Mandel-
stam [65]. Later, a hard pomeron as a fixed branch point singularity was found in
the field theory by Balitsky, Fadin, Kuraev and Lipatov [33] (BFKL). In general,
this property of field theories is known as ‘Reggeization’ of the strongly interacting
amplitudes in the Regge asymptotic. In gauge/string duality, both soft and hard
pomeron have been unified [19]. Well known is that the Regge amplitudes behaving
like ∝ sα(t) have a Gribov diffusion picture, obtained via a Fourier transform to the
impact parameter space. Thus, directly related to the quantum mechanical stochastic
branching random walk. An interesting discussion of the parton model, strings and
black holes by Susskind is fundamental in this context [74], after all, we are talking
about asymptotics. The elastic scattering asymptotics of the proton are fascinating
in terms of the evolution of the ‘blackness’ of the disc and the transverse size of this
disc, note that we are now talking about average properties.
In our main process illustrated in Figure 1, the forward protons may stay coherent
which is known as the central exclusive process or fluctuate into dissociated state, de-
noted with p∗, giving semi-exclusive processes experimentally. The dissociation will
result in higher transverse momentum for the system X, experimentally one of the
only signs of low mass dissociation bypassing the forward veto detectors. Other indi-
rect observables may be related to the central system spin polarization and relative
magnitude of resonances. The emphasis here is in the non-perturbative domain of
strong interactions, however, also certain perturbative QCD, QED and EW processes
are included. The design of the engine is based on a synthesis ↔ analysis philoso-
phy, where the analysis side is accelerated via automated phenomenology of fiducial
observables and spin polarization decomposition algorithms. The purpose of Grani-
itti Monte Carlo event generator is to provide the necessary tools for the LHC and
beyond.
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Figure 1: Pomeron-Pomeron continuum amplitude (left) and Pomeron-Pomeron reso-
nance production (right) with eikonal Ω screening and double dissociation of protons.
Currently unique features of Graniitti, to our knowledge: central production of
arbitrary spin J = 0, 1, 2, 4, . . . resonances and their spin polarization driven helic-
ity amplitudes together with non-resonant continuum, full effective Lagrangian Ten-
sor pomeron model implementation and forward proton dissociation combined with
screening (absorption) loop integral. The full potential of the generator is obtained
when interfaced together with forward fragmentation such as generated by Pythia
[73], especially interesting and useful in the case of ALICE and LHCb experiments
without forward protons. Experiments with forward protons such as CMS+TOTEM,
ATLAS+ALFA or STAR will be highly interesting due to the helicity driven ‘glueball
filter’ type forward-central correlations. Thus both type of measurements will be cru-
cial, their cross sections bootstrapping the theory together like generalized Babinet’s
principle.
Outline This article is organized as follows. We first describe dynamics involved,
then kinematics, analysis algorithms and briefly the technology behind the generator.
Finally, we give some conclusions.
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2 Dynamics
The scattering amplitudes currently included span from QED, EW, Regge theory and
QCD. Advanced users can add more amplitudes e.g. from MadGraph, the normal-
ization conventions between the phase space and matrix element squared obey the
standard field theory conventions.
2.1 Eikonal pomeron
The soft pomeron is an enigmatic object in terms of QCD, however, it is the best
effective description of diffraction or asymptotically slowly growing total cross sec-
tions so far. The simple eikonal pomeron model we use is based on the model from
[51], however our eikonalization procedure is slightly different. The single pomeron
exchange elastic pp-scattering amplitude is the basic building block
Ael(s, t) = [gppPF (t)]2η(αP (t),+)
(
s
s0
)αP (t)
, (2)
with the proton-proton-pomeron coupling gppP (GeV
−1) and the proton form factor
parametrization
F (t) =
1
1− t/a1
1
1− t/a2 , (3)
with two free parameters a1, a2 (GeV
2). The coupling and form factor represent
together a factorized real valued residue function at the vertex. The pomeron propa-
gator is (s/s0)
α(t) with the trajectory αP (t) and the (even +) signature phase factor
for the pomeron
η(α(t),±) = −1± exp(−ipiα(t))
sin(piα(t))
, (4)
which comes from the Sommerfeld-Watson transform [30]. It is an analytical integral
continuation of the integer spin partial wave series – the mathematical basis behind
the Regge pole exchanges with α(t) ∼ J . This expression has trivial singularities
(poles) at integer values of piα(t), thus limit at t → 0 is often used. The elastic
amplitude gives us, by optical theorem, the total cross section behavior σtot ∼ sαP (t)−1.
Experimentally at high energies, the intercept αP (0) needs to be larger than 1. We use
a non-linear parametrization of the pomeron trajectory with a pion loop, described
in detail in [51].
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Figure 2: Elastic proton-proton scattering with the eikonal pomeron. Data from
[12, 6, 18].
We note here that it is the signature factor which gives the ratio between real and
imaginary part of the amplitude. In order to proceed with the eikonal model, the
complex density in the impact parameter bt-space is obtained by numerical (inverse)
Fourier 2D-transform with proper normalization
Ω(s, bt) =
1
(2pi)2s
∫
Ael(s,−k2t )eibt·ktd2kt (5)
=
1
2pis
∫ ∞
0
Ael(s,−k2t )J0(bkt)kt dkt, (6)
where J0 is the 0-th Bessel function of the first kind – that is, we used the Fourier-
Bessel transform because there is no azimuthal dependence. Now under the eikonal
approximation, the multiple re-scattering amplitude which is an approximation to
the more complicated cut singularities than just a single pomeron pole exchange, is
given by exponentiation
Aeikel (s, bt) = i (1− exp (iΩ(s, bt)/2)) . (7)
Then finally, we get the eikonalized amplitude back in the momentum space with
6
(forward) Fourier 2D-transform
Aeikel (s, t = −k2t ) = 2s
∫
Aeikel (s, bt)e−ibt·ktd2bt (8)
= 4pis
∫ ∞
0
Aeikel (s, bt)J0(bkt)bt dbt. (9)
We calculate these integrals automatically for each cms energy
√
s, generate look-up
tables and interpolate the values event-by-event. The eikonalized amplitude is used to
generate elastic scattering events and in the screening loop for the central production.
Now using unitarity (optical theorem), we get total, elastic and inelastic cross
sections as
σtot(s) = 2
∫
ImAeikel (s, bt) d2bt (10)
σel(s) =
∫
|Aeikel (s, bt)|2 d2bt (11)
σinel(s) =
∫
2ImAeikel (s, bt)− |Aeikel (s, bt)|2 d2bt. (12)
With integrals taken numerically using
∫
. . . d2bt → 2pi
∫
. . . bt dbt. We point out here
that the ‘optimal’ pomeron trajectory parameters are significantly different within
eikonalized amplitude and non-eikonalized single exchange. This means that one sim-
ply cannot take the eikonalized pomeron and use that naively with central production
amplitudes, for which we use the effective linear pomeron αP (t) ' 1.08 + 0.25t.
The characteristic shrinking of the ‘diffractive cone’ is show in Figure 2, which
comes out naturally and was originally predicted by Gribov. The dip structure of data
is reproduced. We make remark here that at high −t, a secondary dip develops due
to the eikonalization procedure, which is a well known feature with a single Pomeron
amplitude. Depending on the non-linear pomeron trajectory parameters, the proton
form factor and the fit dataset extension to higher values in −t, it can be tuned to
flatten out at LHC energies and to appear only at larger energies. Thus using it as a
test statistic or model separation tool is not completely conclusive. From perturbative
QCD at large values of −t one expects a power law t−8 dependence, which we plot
for a comparison.
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Figure 3: The eikonal pomeron based calculations of total (black), inelastic (red) and
elastic (dashed) proton-proton cross sections. Data from [75].
The behavior of total, inelastic and elastic cross section is shown in Figure 3. We
see that at ISR energies the inelastic cross section, and thus the total, are slightly
higher than what is being calculated after parameter tuning, indicating that addi-
tional degrees of freedom are important. This is well known phenomenologically,
given that Reggeon trajectories have αR(t) ' 0.5 + 0.9t, a vanishing role asymptot-
ically due to intercept αR(0) < 1, but a significant at lower energies. Our engine
includes automated fit machinery to improve, simplify or extend the eikonal pomeron
description and fit more extensive datasets. Adding more degrees of freedom is trivial.
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2.2 Unitarity via screening loop
The screening loop can be turned on for all processes. The basic idea is that the
screening loop will induce ‘cut contributions’, via the eikonal pomeron, to the central
production which make the total scattering amplitude unitary and in effect signifi-
cantly suppress the cross section. The screening integral is calculated event-by-event
with 4-momentum conservation along vertices. The bare amplitude + loop amplitude
give the total screened amplitude
AS(s,pt,1,pt,2) ≡ A0(s,pt,1,pt,2) +Aloop(s,pt,1,pt,2), (13)
where for notation purposes, we leave out the dependence on the other kinematic
variables, only implicitly affected by the loop integral. We do reconstruct the full
kinematics for each discrete loop evaluation point.
As a high energy limit, the loop integral is done numerically in the 2D-transverse
momentum kt-space
Aloop(s,pt,1,pt,2) = i
s
∫
d2kt
8pi2
Aeikel (s,−k2t )A0(s,pt,1,pt,2), (14)
where −pt,1 + kt = qt,1, −pt,2 − kt = qt,2 with qt,1,2 being the transverse momentum
transferred to the central system and pt,1,2 the transverse momentum of forward
systems (protons). The screening has the largest differential impact to the forward
observables, as illustrated in Figure 4.
Now relatively straightforward but by no means a complete generalization here
would be to consider a ‘multichannel’ eikonal amplitude, responsible for the proton
structure and its excitations. That is, the incoming proton is treated as a coherent
superposition of eigenstates |p〉, |p∗〉, |p∗∗〉 . . . and the eikonal screening is calculated
over the set of pair of states and the corresponding eikonal densities. This approach
for the screening loop is in use in Dime [40] and SuperChic [41] event generators.
This shall be investigated in the future with more precise data to fit the parameters.
Technically, our code includes already some prototype constructions. Perhaps, one
could use new approaches for describing the Good-Walker excitations, such as lattice
Yang-Mills simulation driven [71], a bit like its application in photoproduction in [66].
A classic approach which does not consider details of the structure is described in
[51]. Our minimal description philosophy requires that each new free parameter for
the dissociation part should be well motivated by data.
In Table 1 we show how the screening loop suppresses the cross sections for pro-
cesses with different type of scattering amplitudes and compare with experimen-
tal measurements. Clearly, photon-photon processes producing lepton pairs l+l− or
W+W− pairs are more peripheral in bt-space with smaller average transverse mo-
mentum whereas pomeron-pomeron production of pion pairs results in larger average
absorption
〈S2〉 ≡
∫
dΠN
∣∣A0(ΠN) +Aloop(ΠN)∣∣2∫
dΠN |A0(ΠN)|2 , (15)
which is the phase space integrated cross section ratio between screened and un-
screened processes. We denote the full abstract set of 4-momentum variables by ΠN
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MEASUREMENT GRANIITTI√
s PHASE SPACE CUTS value ± stat ± syst σS σ0 〈S2〉
gg 13 |y| < 2.5, pt > 20 GeV 0.872 14.1 nb 0.06
pi+pi−EL 7 |η| < 0.9, pt > 0.15 GeV 3.84 19.6 µb 0.20
pi+pi−SD 7 |η| < 0.9, pt > 0.15,M1 < 5 GeV 1.25 9.34 µb 0.13
pi+pi−DD 7 |η| < 0.9, pt > 0.15,M1,2 < 5 GeV 0.269 3.13 µb 0.09
pi+pi− 7 |YX | < 0.9 9.27 45 µb 0.21
pi+pi− 0.2 |η| < 0.7, pt > 0.2 GeV 1.85 6.5 µb 0.28
W+W− 7 Full 4pi 30.9 41 fb 0.75
e+e− 7 ATLAS [14] 0.428 ± 0.035 ± 0.018 0.462 0.494 pb 0.94
µ+µ− 7 ATLAS [14] 0.628 ± 0.032 ± 0.021 0.738 0.789 pb 0.94
pi+pi− 13 ATLAS (Thesis) [16] 18.75 ± 0.048 ± 0.770 20 106 µb 0.19
µ+µ− 13 ATLAS [2] 3.12 ± 0.07 ± 0.14 3.35 3.49 pb 0.96
e+e− 1.96 CDF [8] 1.6 ± 0.5 ± 0.3 1.65 1.74 pb 0.95
e+e− 1.96 CDF [4] 2.88 ± 0.57 ± 0.63 3.24 3.37 pb 0.96
pi+pi− 1.96 CDF [3] x ± x ± x 1.93 8.96 µb 0.22
µ+µ− 7 CMS [22] 3.38 ± 0.58 ± 0.21 3.88 4.09 pb 0.95
pi+pi−EL 7 CMS [48] 26.5 ± 0.3 ± 5.12 11.5 57 µb 0.20
pi+pi−SD 7 |y| < 2, pt > 0.2,M1 < 5 GeV 3.77 28.6 µb 0.13
pi+pi−DD 7 |y| < 2, pt > 0.2,M1,2 < 5 GeV 0.851 9.4 µb 0.09
pi+pi−EL 13 CMS [1] 19.0 ± 0.6 ± 3.2 14.6 80.2 µb 0.18
pi+pi−SD 13 |η| < 2.4, pt > 0.2,M1 < 5 GeV 4.22 34.2 µb 0.12
pi+pi−DD 13 |η| < 2.4, pt > 0.2,M1,2 < 5 GeV 0.903 11 µb 0.08
Table 1: LHC and Tevatron integrated fiducial cross section measurements compared
with Graniitti using the screening loop σS and without σ0. Processes are with
elastic forward protons, unless otherwise stated. See the papers for the corresponding
fiducial cuts. Note that data contains also non-exclusive background, which exper-
iments have estimated and subtracted to obtain fully exclusive cross section in the
case of lepton pairs. The paper [3] includes a differential cross section in invariant
mass, but no integrated cross section.
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Figure 4: The screening loop effect on the K+K− continuum forward proton ‘glueball
filter’ observable (left) and Mandelstam t1(2) distribution (right).
for the 2→ N process with the corresponding measure dΠN . For details, see Section
3. The largest absorption is obtained in Durham QCD model based production of a
gluon pair gg. We see that photon-photon measurements have systematically slightly
lower cross section than the simulations. The simulations were done with kt-EPA
amplitudes, but this discrepancy is not explained by using the full tree-level 2 → 4
QED amplitude either, which is available in Graniitti. First one must remember
that basically all photon-photon measurements in the table are non-exclusive and the
exclusive cross section has been obtained by the collaborations via subtraction proce-
dures. Regarding the semi-exclusive pion pair production, we see that our simulations
are reasonably close to the experimental values obtained by CMS.
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2.3 Forward dissociation
The central production together with single or double forward dissociation is im-
plemented with exact skeleton kinematics, for details see Section 3. For dynamics
the basic idea is that we can use the well known triple-pomeron limit m2p/M
2  1
and M2/s  1 of the forward system dissociation, which can be derived under the
Mueller’s generalized 3-body optical theorem [30]. Clearly, this neglects low mass
baryonic resonance structure and all internal structure fluctuations of the proton. In
principle one could think in terms of stochastic processes of partons. A coherent
proton is controlled by diffusive Gaussian process where only small changes at given
time interval are present. This results in a limited exponential type momentum trans-
fer distribution. The dissociation represents an incoherent jump process, perhaps of
type Cauchy process, where a radical change may take over any finite time interval.
Unifying these together under a relativistic QCD framework is a challenge.
Single and double dissociation
The triple leg unitarity diagrams give at the cross section level the well known [30]
|ASD|2 ∼ [F (t)gppP ]2 gppP gPPP (t)
(
s
M21
)αP (ti)+αP (tj)(M21
s0
)αP (0)
(16)
|ADD|2 ∼ [gppP gPPP (t)]2
(
s0s
M21M
2
2
)αP (ti)+αP (tj)(M21
s0
)αP (0)(M22
s0
)αP (0)
, (17)
where we replace αP (ti) + αP (tj) = 2αP (t) and take the normalization scale s0 = 1
GeV2. In general, one could easily include here a sum over all 23 = 8 different pomeron
and reggeon combinations in the triple vertex with corresponding gijk couplings and
trajectories. For simplicity, we however use only one triple pomeron coupling term
with no t-dependence. The essential feature is that with double dissociation, there is
no proton form factor dependent term and the sensitivity to the crucial triple pomeron
coupling is squared. In the limit t→ 0, we obtain the most essential triple pomeron
scaling law
dσ
dM21
∼ 1
(M21 )
α(0)
. (18)
Different reggeon-pomeron triple terms give different scaling laws driven by different
trajectory combinations, respectively. The power law mass scaling gives clues in the
direction of critical phenomena. The proton structure function parametrizations for
the forward legs usually incorporate these Regge type scaling laws.
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Figure 5: Inclusive cross section ratios and the Pumplin bound (solid red).
The triple pomeron coupling has a fundamental role in studies of the Reggeon field
theory in more fundamental terms, weak versus strong coupling and higher orders,
parton branching picture and QCD. With eikonal screening we obtain approximately
a value of gPPP/gppP ' 0.15 with gppP ' 8 GeV−2 when no other triple leg terms
are included. The value is small enough perhaps to consider that higher orders from
the full interacting Reggeon theory, which is an incomplete theory currently, can
be neglected. Well known is that Eqs. 16 and 17 are not unitary, but scale with
s2αP (0) and this is not compensated by the phase space which is for 2 → 2 given by
dσ/dt ∼ 1/(16pis2), combined together giving ∼ s2(αP (0)−1). This is faster than the
total cross section which grows like sαP (0)−1 with a single pomeron exchange at large
s.
To implement the eikonal screening for 2 → 2 single (SD) and double dissocia-
tion (DD) which restores unitarity, we use the same loop machinery as with central
production, but here we need to recover the approximate equivalent bare amplitude
by taking the square root and insert the pomeron signature factor phase – a crude
first order inversion procedure which needs to be verified a posteriori. The integrated
cross sections as a function of CMS energy are shown in Figure 6 with phase space in-
tegration cuts as indicated, to be able to compare with experimental data. In general
it is unknown both experimentally and theoretically what are the maximum forward
mass or ‘coherence’ limits other than given by 4-momentum conservation, also the
fragmentation gives irreducible smearing of the boundaries which we do not consider
here.
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Figure 6: Eikonal screened single (forward + backward) and double diffraction inte-
grated cross sections within phase space |t| < 6 GeV2, M2X < 0.05s and ∆YDD > 3,
respectively. Data from [13, 15, 10, 5, 7, 49].
An interesting feature is the energy evolution of the double dissociation cross
section, which developes strong ‘bouncy’ oscillation in our screening computation.
Because of large uncertanties, higher precision data and collider energies up to
√
s =
100 TeV are needed to verify the behavior experimentally. The cross section ratios
are show in Figure 5, where the Pumplin unitarity bound [69] σDIFF/σTOT = 1/2
14
is not violated. The elastic/inelastic ratio is seen to have near power law scaling
towards value 1/2 which is known as the black disc limit and can be seen as the fully
asymptotic regime. Naturally, near the Planck scale or beyond we may expect some
unexpected behavior.
To point out for clarity, we are not using the triple pomeron amplitudes in the cen-
tral production dissociation, but pick up only the leading invariant mass dependence.
We shall describe this next.
Central production with dissociation
The dissociative legs in the pomeron exchange central production are implemented
via replacing the elastic vertex at amplitude level with an inelastic ansatz
gppPF (t) 7→ [gppPgPPP ] 12F(t,M2), (19)
where we take a coupling ansatz [gppPgPPP ]
1
2 motivated by the triple pomeron ex-
pressions. For the inelastic function F we use a minimal parametrization similar to
the Donnachie-Landshoff proton structure function parametrization [29]
F(t,M2) =
[
s0
M2
|t|
|t|+ a
] 1
2
αP (0)
, (20)
where a = 0.56 GeV2 and s0 = 1 GeV
2, obeying the triple pomeron scaling. Once
more measurements are available, this vertex and its normalization may be re-defined.
In photon exchange processes, the inelastic vertex is described in Section 2.5.
We illustrate the fully elastic and dissociation cross sections obtained for the pion
pair continuum production in Figure 7. The results depend on the process, so we
may take the continuum amplitude as the most simple example. Before screening, we
obtain the average ratios over a large range of energies
σ(pi+pi−SD)
σ(pi+pi−EL)
' 0.44, σ(pi
+pi−DD)
σ(pi+pi−SD)
' 0.39. (21)
Interesting is to compare with the ratio 1/2 of HERA results on dissociative pho-
toproduction of vector mesons V with σγp→V X(Wγp) ' 12σγp→V p(Wγp). The HERA
case is free from eikonal screening, thus it represents an interesting reference. After
turning on the screening loop, we obtain the ratios
σS(pi
+pi−SD)
σS(pi+pi
−
EL)
' 0.34, σS(pi
+pi−DD)
σS(pi+pi
−
SD)
' 0.29. (22)
In Table 1 we have simulation results of semi-exclusive production for the LHC exper-
iments. The simulation forward mass M1,2 cuts given in the table of the dissociative
production are approximations to the veto capabilities of the experiments. For a given
experiment, there is a smooth forward mass (veto) efficiency function with asymp-
totics: (M)→ 0 when M → 0 and (M)→∞ when M →∞. However, due to lack
of instrumentation, the forward mass is not a direct experimental observable at the
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Figure 7: Continuum pi+pi− pair production with elastic forward protons (EL), single
dissociative (SD) and double dissociative (DD), without and with (S2) the screening
loop. In lower figure the integrated screening ratio 〈S2〉 is shown. Fiducial cuts:
|pi±| < 0.9 and pt(pi±) > 0.15 GeV with forward system M2 < 0.05s and ∆YDD > 3.
LHC. Thus, this efficiency curve is obtained only through simulations and its verifi-
cation is highly non-trivial, also because of significant detector material re-scattering
effects. More precise effective cut estimates would require forward fragmentation
by Pythia together with reliable effective fiducial pseudorapidity and transverse
momentum cuts of the forward domain detectors obtained via Geant simulation.
Anyway, we observe that there should be a significant dissociative contribution in the
data after the forward vetoes. This contribution can be experimentally disentangled
on a statistical basis by inspecting the transverse momentum spectrum.
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2.4 Pomeron-Pomeron interactions
The double pomeron fusion production of two, four and six central final state con-
tinuum is provided, generalizing the pp → pMM¯p meson pair amplitude described
in [60, 40]. The simplest case is the two body continuum with the sub-t and sub-u
channel amplitudes, here for a pion pair production
Atˆpp→ppi+pi−p =F (t1)gppP∆P (s13, t1)gpipiPFM(tˆ)∆M(tˆ)×
FM(tˆ)gpipiP∆P (s24, t2)gppPF (t2), (23)
where the pomeron-pion coupling gpipiP is obtainable from the total cross section fits.
The pomeron propagator part with the signature factor is
∆P (s, t) = η(αP (t),+)
(
s
s0
)αP (t)
, (24)
with the normalization scale typically set s0 = 1 GeV
2. The non-reggeized off-shell
meson propagator is
∆M(tˆ) =
1
tˆ−M20
, (25)
whereM0 is the pion mass. Here we use a typical linear pomeron trajectory parametriza-
tion and evaluate the signature factor with η(t) ' η(0)e−ipi2 α′t limit to avoid signature
poles encountered with the linear trajectory at high |t|. The sub-u channel amplitude
is obtained by crossing 3↔ 4 and thus tˆ↔ uˆ.
The kinematic invariants are tˆ = (q1 − p3)2, uˆ = (q1 − p4)2 and sij = (pi + pj)2,
where i = 1, 2 denote the forward systems. The 4-momentum transfer squared are
t1 = (pA− p1)2, t2 = (pB − p2)2 and the total CMS energy squared is s = (pA + pB) =
(p1 + p2 + p3 + p4)
2. For the four and six body central states we need a set of
generalized invariants. For the straightforward details, we refer to the code which
calculates these and the amplitudes algorithmically. Enumerating all permutations
of charged particle final state legs gives 2, 16 and 288 sub-amplitudes growing like
Cayley-Menger determinant absolute coefficients. Some of the amplitude topologies
are illustrated in Figure 8.
For the off-shell meson sub-form factor FM(tˆ), not to be mixed with the proton
form factor, there are several options already familiar from [40], such as an exponen-
tial, Orear-like and a power law
F expM (tˆ; β) = exp (−β|t′|) (26)
FOrearM (tˆ;κ1, κ2) = exp
(
−κ2
√
|t′|+ κ21 + κ1κ2
)
(27)
F powM (tˆ;κ) =
1
1− t/κ, with t
′ ≡ tˆ−M20 . (28)
By default, we use the power law which seems to work quite well. These form factor do
contribute significant differences, effectively encapsulating unknown non-perturbative
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Figure 8: Pomeron-pomeron 4-body continuum amplitude (left), resonance produc-
tion with intermediate states (right) and 2-body continuum with intermediate states
(bottom), all with eikonal screening.
QCD, which in the perturbative limit typically has power law behavior. The contin-
uum amplitudes here have no explicit active helicity degrees of freedom, but the
produced angular distributions are still far from isotropic J = 0, to emphasize. This
is due to the amplitude structure. For a scenario where also the continuum amplitudes
incorporate helicities, see the Tensor pomeron model amplitudes in Section 2.7. For
the spin analysis purposes, we provide a generation mode of the crucial pure J = 0
continuum with exponential or limited t1,2-distributions for any number of final states
produced by the isotropic decay.
The production of resonances interfering with the continuum is described with
simple relativistic Breit-Wigner poles
∆RBW (m
2) =
1
m2R −m2 − imRΓ
, (29)
with the fixed or running width Γ and the pole mass mR. The amplitude in the
pomeron-pomeron fusion for the production of a resonance R decaying to particles 3
18
and 4 is
Asˆpp→pR(→34)p = F (t1)∆P (s1, t1)gppP∆RBW (m2)×
VR→34PP (q1, q2, p3, p4)∆P (s2, t2)gppPF (t2),
The kinematic variables are standard Lorentz scalars, for those see Appendix B. The
pomeron-resonance-pomeron vertex has an unknown effective functional structure,
which we write as
VR→34PP (q1, q2, p3, p4)
=
[
s0
(q1 + q2)2
]ω
APP→R(q1, q2)AR→34(p3, p4)FR(q1, q2). (30)
The terms APP→R and AR→34 encapsulate the production and the decay couplings
and helicity dependence, respectively. The resonance production couplings gPP→R
embedded in APP→R are free parameters (one per resonance) which we allow to
be complex for maximal flexibility, to set up the relative complex phase between the
continuum and resonance amplitudes. The rest of the production parameters for non-
scalar resonances belong in our description to the resonance spin polarization density
matrix. The vertex dependence in terms of the invariant mass squared (q1 + q2)
2 is
parametric and the value ω = 1/2 seems suitable. Technically, this is related to the
resonance form factor
FR(q1, q2) = exp
(
− [(q1 + q2)2 −m2R]2 /Λ40) , Λ0 ≈ 1.0 GeV (31)
which is responsible for the finite size of the resonance. These both together modify
the spectral shape beyond the effect of rising low-mass phase space, the Breit-Wigner
propagator, Pomeron propagators and interference with the continuum amplitude.
Again, alternative form factors are clearly possible.
Now we see very clearly that it is non-trivial to say which are the ‘true’ mass and
width parameters of the composite resonances here because they depend effectively
on the production process, a well known feature. Figure 9 shows the invariant mass
spectrum and average transverse momentum for pi+pi−, K+K− and pp¯ pairs. We
emphasize that the system transverse momentum allows one to gain control of the
dissociative contribution, assuming that the elastic central production t-distribution
is properly understood and controlled by forward proton measurements. The elastic
case is driven by the proton form factors which are here fixed by the eikonal pomeron
fits and the rest of the t-dependence comes from the pomeron intercept α′ dependent
parts of Eq. 24.
Minimal spin pomeron
The polarized decay part AR→34 for non-scalar resonances is driven by the spin po-
larization density matrix of the resonance and Jacob-Wick helicity 1→ 2 amplitudes,
details of this formalism are given in Section 2.8. For the production part APP→R,
we first assume a minimal effective spin for the fusing pomerons compatible with the
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Figure 9: The invariant mass spectrum of pi+pi−, K+K− and pp¯ pair (on left) and
the mean transverse momentum of the pi+pi− spectrum with elastic, single and double
dissociative production (on right). Constant 〈S2〉 ≡ 0.15 applied.
basic conservation laws. We take the pomeron spin to be J = 0 for the production of
scalar or tensor meson resonances, also in photoproduction, and take J = 1 for the
production of pseudoscalars. We could use also other philosophies such as the sliding
helicity trajectories, as we discuss in Appendix A. Our minimal choice introduces in
the most resonance spin-parity cases no additional free parameters.
After fixing the spin of pomerons, we use the helicity amplitudes in 2→ 1 direction
for the two pomeron fusion. This generates the forward proton azimuthal distribution
∆ϕ modulation which is dependent on the spin polarization matrix elements. The
feasability of this computational trick depends on the chosen Lorentz rest frame:
some rotated frames where pomerons have fixed (cos θ, ϕ) event-by-event, such as the
Gottfried-Jackson with pomerons back-to-back on the z-axis, are not directly suitable,
neither is the helicity frame resulting in a too strong system rapidity dependence.
We found out that a suitable generation frame is the Collins-Soper frame, which
gives results in a good agreement with the preliminary ATLAS+ALFA data with
∆ϕ < pi/2 and ∆ϕ > pi/2 cuts [16]. This simulation is shown in Figure 10, also
directly relevant for the upcoming CMS+TOTEM measurements. We make remark
that the t-acceptance cut results in a strong suppression of the photoproduced ρ0,
as expected. When the pomeron spin is not zero, one should couple the proton
legs with pomerons due to the pomeron polarization information. Our machinery
is capable of this, but we encounter it only in the case of pseudoscalar resonances
because of our minimal description. The pseudoscalar case is calculated in a faster
way by using the results discussed in [46]. Users interested in covariant 2 → N spin
dependent amplitudes may generate events using the tensor pomeron model described
in Section 2.7.
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Figure 10: The exclusive pi+pi− pair production without and with forward proton
transverse plane angle cuts (on left). The mean transverse momentum with the same
transverse plane cuts (on right). Constant 〈S2〉 ≡ 0.15 applied.
The parameters of the spin polarization density may be in future to be updated
more dynamically driven, currently we take a diagonal ansatz of |Jz| = ±1 in pho-
toproduction and |Jz| = ±2 for the tensor resonances such as f2(1270), but the user
can easily change these densities. This discussion is intimately related to the glue-
ball filter introduced in [24]. Finally, the total amplitude is a coherent sum over the
continuum and resonances
Atot ≡ Atˆ +Auˆ +
∑
R
AsˆR. (32)
The highly modular structure of our code and the input engine allows ‘experi-
menting’ with many of the phenomenological aspects of the scattering amplitudes,
or plugging in completely new ones. Interesting would be to see, if models such as
‘dual amplitudes’ of early strings would provide useful input here for the resonance
coupling systematics [34]. A full theory would take into account also the analyticity
and unitarity of the S-matrix and derive all the resonance couplings, something which
is currently much beyond even the most radical amplitude technology.
Photoproduction
We have a (kt-EPA)-pomeron based photoproduction of vector mesons, with a pur-
pose of working as a suitable semi-reference process between the measurements done
with and without forward proton tagging. In future we may implement dipole picture
based models, such as variants of Golec-Biernat and Wu¨sthoff [36]. Due to the typical
experimental t-acceptance at the LHC, the photoproduced vector mesons should dis-
appear from the spectrum, but be well visible without the proton tagging. This seems
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to be the case in data as seen in [1] and [16]. The amplitude for the photoproduction
of a vector meson V with spin polarization dependent decay is
App→pV (→34)p = AV→34γP→V +AV→34Pγ→V , (33)
where
AV→34γP→V =
[
1
ξ1
fELγ (ξ1,qt,1)
] 1
2
∆VBW (m
2)VV→34yP (q1, q2, p3, p4)AVP (s2, t2). (34)
The amplitude APγ is obtained by permuting the variables with 1↔ 2 and the central
vertex V is
VV→34yP (q1, q2, p3, p4) = AγP→V (q1, q2)AV→34(p3, p4)FR(q1, q2). (35)
For more details about the photon flux and kinematic variables see Section 2.5. The
relative sign of Eq. 33 would be negative in the case of proton-antiproton collisions,
due to the anti-symmetric initial state. The pomeron side factor combining the s2
and t2-dependence is
AVP (s2, t2) = ∆P (s2, t2) exp(b0t2/2). (36)
See also that s2 ≡ W 2γp is the typical notation in the deep inelastic scattering context.
The normalization scale s0 = W
2
0 = 90
2 GeV2 in the pomeron propagator of Eq. 24
is the most typical scale to fix the parameters. Note that the energy dependence of
the subprocess is experimentally at larger energies approximately [53]
σ(γp→ ρ0p) ∝ W 0.22γp (37)
σ(γp→ J/ψ p) ∝ W 0.65γp , (38)
which motivates in the literature the large intercept ∼ 0.3 hard pomeron (BFKL
ladder) type production interpretation of J/ψ and Υ, where as for low mass vectors
the soft pomeron seems suitable.
The gamma-pomeron-vector meson coupling and the pomeron side exponential b0-
slope have been fixed with HERA data. The slope parameters b0 are typically ∼ 11
GeV−2 for ρ0 production down to ∼ 4 − 5 GeV−2 for J/ψ, reflecting the intrinsic
transverse size of the vector meson qq¯ dipole. These experimental fit values combine
the effect of both the vector meson and the proton form factor. The photon side
has a much steeper t-dependence than the pomeron side, which is included in our
description. The main expected difference between photoproduction and speculative
odderon-pomeron fusion is thus in the transverse momentum dependence, but possibly
also in the polarization of the produced vector mesons, which is easily changed in
the simulation. In addition, we have simple odderon-pomeron amplitudes within a
simplified description. We take the odderon simply as odd signature pomeron with
unknown couplings to be fixed.
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Decay couplings
The effective decay coupling for two-body decays MR → m1+m2 is calculated accord-
ing to the branching ratios BRi ≡ Γi/Γ imported from the PDG and the standard
partial decay width formula which factorizes, in the 1 → 2 case, between the phase
space and the decay matrix element squared. The partial decay width is the well
known
Γi =
1
S
√
λ(M2R,m
2
1,m
2
2)
16piM3R
|MD|2, (39)
where the
√
λ is the standard Ka¨llen triangle function and S is the statistical sym-
metry factor. That is, we simply invert the relation to find out the effective decay
coupling |MD|2 ∼ |gD|2 given the measured branching ratios. The full decay ma-
trix element is non-perturbative and unknown here for the f -mesons and glueballs,
but may be estimated under certain frameworks such as holography. For non-scalar
decays, one needs to take into account the spin related normalization factors in the
machinery in Section 2.8. To obtain higher precision, we could calculate this using
our generic phase space sampling functions which integrate also phase space volumes,
more suitable for large width resonances and near threshold behavior. The machin-
ery allows one to add arbitrary many new resonances and their decays. We provide
arbitrary deep decay chains according to the phase space but also with (cascaded)
spin correlations initiated by the resonance amplitude. The cascaded spin correla-
tions require the intermediate decay ls-couplings as an input. Flexible decay chain
machinery is highly important for many experimental analyses, which need to test
different hypothesis and evaluate significance of various ‘feed-down’ contributions, for
example.
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2.5 Photon-Photon interactions
Two photon interactions are generated according the kt-EPA equivalent photon ap-
proximation formalism for the photon fluxes from protons, with both elastic and
inelastic fluxes at the cross section level [64, 21]
fELγ (ξ,qt) =
α
pi
[
(1− ξ)∆2 4m
2
pG
2
E(Q
2) +Q2G2M(Q
2)
4m2p +Q
2
+
ξ2
4
∆G2M(Q
2)
]
f INγ (ξ,qt,M
2
X) =
α
pi
[
(1− ξ)∆2 F2(xBj, Q
2)
Q2 +M2X −m2p
+
ξ2
4x2Bj
∆
2xBjF1(xBj, Q
2)
Q2 +M2X −m2p
]
with ∆ ≡ q
2
t
q2t + ξ(M
2
X −m2p) + ξ2m2p
, (40)
where ξ = 1− p′z/pz is the longitudinal momentum loss of the proton, qt the photon
transverse momentum, Q2 ≡ −t the 4-momentum transfer squared, xBj = Q2/(Q2 +
M2X −m2p) is the Bjorken-x identically one for the elastic case and M2X is the forward
system invariant mass. These fluxes are then matched with the exact 2 → N phase
space construction taking into account the kinematic factors by a transform at the
cross section level
fγ 7→ 16pi2[ξq2t ]−1fγ, (41)
which we have verified against the full QED pp→ pl+l−p tree level amplitude.
The coherent proton electromagnetic form factors in Sachs form [31] are GE and
GM . By construction, the linear relation between Sachs and F1 (Dirac) and F2 (Pauli)
form factors can be written as(
GE
GM
)
=
(
1 −τ
1 1
)(
F1
F2
)
⇔
(
F1
F2
)
=
(
1
τ+1
τ
τ+1
− 1
τ+1
1
τ+1
)(
GE
GM
)
, (42)
where τ = Q2/(4m2p). A simple dipole parametrization is used
GE(Q
2) = GD(Q
2) =
1
(1 +Q2/λ2)2
(43)
GM(Q
2) = µpGD(Q
2), (44)
where the proton magnetic moment µp = 2.7928 in units of nuclear magneton µN =
e~/(2mp) and λ2 = 0.71 GeV2. The normalization here gives F1(0) = 1 and F2(0) =
1.7928. In addition, we have included more complex but still simple parametrization
from [47].
In the inelastic case, the proton structure functions are F2(x,Q
2) and F1(x,Q
2),
for which we use some classic parametrizations, to be plug-in replaced easily by more
relevant up-to-date external libraries or implemented by the user. In the parton model
Callan-Gross relation holds
2xF1(x) = F2(x), (45)
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due to spin-1/2 quarks, but in QCD with gluons a longitudinal structure function
component is present
FL(x,Q
2) ≡ (1 + 4x
2m2p
Q2
)F2(x,Q
2)− 2xF1(x,Q2), (46)
which may be extracted from the scaling violations. The longitudinal component is
especially relevant at small values of Bjorken-x where gluon density rises steeply. The
terminology between transverse and longitudinal stems from the deep inelastic scat-
tering and the corresponding virtual photon polarization component cross sections.
With high enough Q2, for the F2 here one could use the QCD evolved parton density
description
F2(x,Q
2) = x
( ∑
i∈uv ,dv
e2i fi(x) +
∑
i∈us,ds,ss
e2i [fi(x) + f¯i(x)],
)
, (47)
with e2i = 4/9 (1/9) for up (down) type quarks, where the parton densities are readily
available through the LHAPDF 6 library interface [20]. The longitudinal structure
function FL can be related to gluon densities within pQCD, an interesting topic also
algorithmically, for a recent work see [17].
To cross check the kt-EPA implementation differentially, we have implemented
pp→ p`¯`p tree level 2→ 4 full QED process with the standard covariant current
Jµ = ieν¯(p′, λ′)[γµF1(Q2) +
iσµν
2mp
(p− p′)νF2(Q2)]ν(p, λ), (48)
where the term with F1 is the helicity λ conserving part and the term with F2 is the
helicity non-conserving part and σµν =
i
2
(γµγν − γνγµ). This implementation also
provides proper distributions e.g. for very low invariant masses of the lepton pair
system, where the kt-EPA + on-shell γγ → X matrix elements are on the edge of
their validity.
Currently, we have included on-shell matrix elements for the lepton pair and
W+W− production with helicity amplitudes imported from MadGraph5 C++ export
[9]. Because our kinematics construction is exact 2→ N , the photon kinematics have
always small but finite q2i < 0, but MadGraph γγ → X amplitudes assume q2i = 0.
We correct this by transforming the initial state photons to the closest point at light
cone which is found by Lagrange multipliers, and iterate the final state kinematics
so that energy-momentum is conserved and amplitudes can be safely evaluated. This
procedure might be optimized in the future.
In addition, we have also j = 1/2 monopolium pair production and monopolium
bound state J = 0 resonance production with Dirac and velocity dependent couplings,
as a simple scenarios of fundamental magnetic monopoles. As magnetic monopoles
are strongly coupled, intrinsically non-perturbative and currently lacking rigorous
field theory framework, the QED matrix element replacement represents somewhat
uncontrolled approximation, but still useful. The bound state modeling is based on
a simple Schro¨dinger equation type solution.
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2.6 Durham QCD model
For the Durham QCD (KMR) model [50], we include the numerical gluon loop with
spin-parity projection and a generalized gluon pdf transformation which includes the
Shuvaev transform and Sudakov radiation suppression. The main interest for us here
is the transition region from the low mass Regge domain to this QCD domain. We
go now through the formulation, for more details see [35, 27]. The formulation starts
with the amplitude at parton level for qq → q + X + q with a gluon loop, which is
most easily derived under the high energy eikonal forward quark vertex limit
− iu¯(p′, λ′)igsT aijγµu(p, λ)→ −2gsT aijδλ,λ′ , (49)
where T aij = λ
a
ij/2 is the SU(3) generator matrix element 〈i|T a|j〉 and color indices
run a = 1, . . . , 8 and i, j = 1, 2, 3. The amplitude will be dominantly imaginary in
the forward limit and the imaginary part of the loop amplitude can be obtained most
easily with Cutkosky cutting rules [28], which replace propagators by delta functions.
The Durham model is illustrated in Figure 11, where the Cutkosky line goes vertically
through the gluon loop.
We denote the quark momentum with color indices in the parenthesis
Left side of the cut: p1(i) + p2(j)→ p1(m) + p2(n) (50)
Right side of the cut: p1(m) + p2(n)→ p′1(i) + p′2(j), (51)
where the color is oriented along the quark lines so that the system X is color singlet
and the amplitude will be compatible at the proton level. The sreening gluon carries
momentum Q with color c on the left side of the cut and the fusing gluons q1(a), q2(b)
on the right side. Now writing these down gives [35]
ImA = 1
2︸︷︷︸
cut-rule
× 2︸︷︷︸
#diagrams
×
∫
dΠ2
2gsp
ρ
1 · 2gsp2ρ
Q2
2gsp
µ
1
q21
2gsp
ν
2
q22
× (52)
V abµνT
c
miT
a
imT
c
njT
b
jn δ
(
(p1 −Q)2
)
δ
(
(p2 +Q)
2
)
. (53)
At this point we take the integral over transverse momentum space in the eikonal
limit ∫
dΠ2 ≡ 1
2s
∫
d2Qt
(2pi)2
, (54)
which can be overall justified by Sudakov decomposition, and we will change the
momentum variables to transverse variables. The average and sum over colors at
amplitude level gives
1
N2C
T cmiT
a
imT
c
njT
b
jn =
1
N2C
Tr[T cT a]Tr[T cT b] =
1
4N2C
δcaδcb =
δab
4N2C
→ 2
9
, (55)
where the last step is obtained, when the sub-amplitude gives equal N2C − 1 con-
tributions such as the SM Higgs production. The normalization color factor is
TR = 1/2 from Tr[T
aT b] = T aijT
b
ij = TRδ
ab associated with the gluon splitting into
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Figure 11: Durham QCD model with eikonal screening.
quark pair, CF = (N
2
C − 1)/(2NC) = 4/3 is the color factor with gluon emission
from quarks
∑
a T
a
ikT
a
kj =
∑
a(T
aT a)ij ≡ CF δij and the gluon splitting into gluon
color factor facdfbcd = CAδab with CA ≡ NC = 3. The generators are traceless
Tr[T a] =
∑NC
i=1 T
a
ii = 0.
Kinematics and coupling factors give us
1
2
× 2× 1
2s
1
(2pi)2
× s
2
× (2√4piαs)4 = 16α2s. (56)
Combined together with color factors we get
δab
4N2C
× 16α2s
V abµν∼δab−−−−−→ N
2 − 1
N2
4α2s, (57)
where the last step is in the case of SM Higgs like amplitude.
The vertex contraction is manipulated into fusing gluon form by setting qi =
xipi + qt,i and 2q1 · q2 'M2X
pµ1p
ν
2V
ab
µν '
qµt,1
x1
qνt,2
x2
V abµν
sx1x2'M2X−−−−−−→ s
M2X
qµt,1q
ν
t,2V
ab
µν , (58)
where one could use gauge invariance qµ1V
ab
µν = q
ν
2V
ab
µν = 0. The contraction with vertex
is as with external polarization vectors  ∼ q, which means transverse polarization
with 1 = −2 from Qt = −q1,t = q2,t in the pure forward limit p′t,1,2, → 0 of outgoing
quarks ⇒ Jz = 0 selection rule.
Now we denote the color averaged sub-amplitude as [42]
〈M〉 ≡ 2
M2X
1
N2C − 1
N2C−1∑
a,b=1
δabqµ1,tq
ν
2,tV
ab
µν . (59)
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The total result matching the derivation above can be written as
ImA
s
' C2Fα2s
∫
d2Qt
Q2tq
2
1q
2
2
〈M〉. (60)
What one notices, is the infrared divergence in the loop Q2t which is to be tamed by
the Sudakov resummation.
Now, the description above was at the parton level. At the hadron level, we need
the generalized gluon ‘Durham flux’ from the proton [52]
fg(x, x
′, Q2t , µ
2) =
∂
∂ lnQ2t
[√
T (Q2t , µ
2)G(
x
2
,
x
2
, Q2t )
]
, (61)
where the generalized (skewed) gluon pdf is obtained by a ‘Shuvaev transform’ of the
standard integrated gluon pdf g(x,Q2) with an integral method [39]
G(
x
2
,
x
2
, Q2t ) =
4x
pi
∫ 1
x
4
dy g
(
x
4y
,Q2t
)
(1− y)1/2y1/2, (62)
and the Sudakov suppression vetoing real radiation is
T (Q2t , µ
2) = exp
(
−
∫ µ2
Q2t
dk2t
k2t
αs(k
2
t )
2pi
∫ 1−∆
0
dz
[
zPgg(z) +
∑
q∈flavors
Pqg(z)
])
, (63)
where Pgg(z) and Pqg(z) are leading order DGLAP splitting kernels. In the integral
the upper bound ∆ = kt/µ is taken as described in detail in [27]. For the discussion
of single and double logarithmic terms and the origin of the derivative in Eq. 61,
see [52]. For completeness, the splitting kernels are for gluon Pg←g and quark Pq←g
emissions
Pgg(z) = 2CA
[
z
(1− z)+ +
1− z
z
+ z(1− z)
]
+ δ(1− z)11CA − 4nfTR
6
(64)
Pqg(z) = TR[z
2 + (1− z)2], (65)
where the ‘plus prescription’ is∫ 1
0
dz
f(z)
(1− z)+ =
∫ 1
0
dz
f(z)− f(1)
1− z , with (1− z)+ = 1− z, for z < 1, (66)
so formally the soft gluon divergence at z = 1 cancellation relies on f(1). The
integration and differentiation are done numerically, the results being cached into
look-up tables and interpolated. The Sudakov suppression is illustrated in Figure 12.
Finally at the proton level, the scattering amplitude for the total process is given
by
T = ImA
s
= pi2
∫
d2Qt
Q2t (Qt − pt,1)2(Qt + pt,2)2
×
fg(x1, x
′
1, Q
2
1, µ
2)F (t1)fg(x2, x
′
2, Q
2
2, µ
2)F (t2)〈Mgg→X〉 (67)
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Figure 12: The Sudakov suppression factor T (Q2, µ2) evolution.
where pi2 factor comes from the parton to proton replacement αsCF/pi → fg. Here
we simply assume that the coherent proton form factors factorize with the gluon
fluxes. The fusing gluon vectors in the loop are q1 = Qt − pt,1 and q2 = Qt + pt,2,
with outgoing proton transverse momentum pt,1,2. Here, one sees that the process
cross section has quadratic dependence on the gluon pdfs. This 2D-loop integral is
calculated numerically event-by-event and the default scales are chosen as µ2 = M2X
and Q2i = min(|Qt|2, |qi|2), but these can be varied easily with the program input.
For the sub-amplitude, it is useful to use the helicity basis and use the decompo-
sition [42] of qi1q
j
2Mij which gives
JPz = 0
+ : −1
2
(q1 · q2) [M++ +M−−] (68)
JPz = 0
− : − i
2
(q1 × q2) [M++ −M−−] (69)
JPz = +2
+ : +
1
2
([q1 	 q2] + i[q1 ⊕ q2])M−+ (70)
JPz = −2+ : +
1
2
([q1 	 q2]− i[q1 ⊕ q2])M+− (71)
with q1 ⊕ q2 ≡ q1,xq2,y + q1,yq2,x and q1 	 q2 ≡ q1,xq2,x − q1,yq2,y. For each outgoing
helicity combination, the sum over incoming helicity states is here coherent, to point
it out. The current first implementation includes gg → gg continuum, gg → χc0
resonance and gg → mm¯ pseudoscalar meson pair amplitudes. The gluon pdfs and
running couplings are provided by the LHAPDF6 library [20]. We encourage users to
implement their own processes and pay attention to the normalization conventions.
The phase space normalization factors are chosen such that the process is compatible
with 2 → N kinematics. Interfacing with automated matrix element generators
should be the target for the future. For more processes readily available within
Durham model we refer the reader to SuperChic 3 MC [41].
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2.7 Tensor pomeron model
The tensor pomeron model [32] implementation includes central exclusive processes
of a two body continuum production of pseudoscalar pairs, vector meson pairs and
baryon pairs. The resonance processes implemented here include production of scalar
resonances f0, pseudoscalar resonances η, η
′, vector mesons ρ0(770) and ϕ(1020) via
photoproduction and f2 tensor mesons interfering with the continuum at amplitude
level. The model takes ansatz that the pomeron should carry a definite Lorentz struc-
ture, namely rank-2 graviton like current, coupling thus in a symmetric way between
matter and antimatter. In this picture, it is the vector odderon which provides the
anti-symmetric coupling.
A tensor like pomeron has been also recently studied in a holographic AdS/QCD
context in [43] constructing a duality between the triple-graviton vertex and the
double pomeron fusion production of glueballs. In the classic Gribov Regge theory,
pomeron carries ‘sliding spin’ as an infinite sum and depending on the interaction,
may or may not coincide with definite Lorentz structures.
We consider the model implemented here as a practical one due to its explicit
enough computational rules, however, see also the aesthetics behind other descrip-
tions. An interesting problem is to see, how uniquely can the upcoming LHC or
RHIC measurements with forward protons constrain these structures. Based on this
and ansatz structures for couplings, one can write down a diverse set of interactions
with mesons and baryons using the corresponding Feynman rules [32]. As an example,
the tensor pomeron propagator ansatz is
i∆µν,κλ(s, t) =
1
4s
(gµκgνλ + gµλgνκ − 1
2
gµνgκλ)(−isα′P )αP (t)−1, (72)
obeying permutation symmetries and identities
∆µν,κλ(s, t) = ∆µν,λκ(s, t) = ∆νµ,κλ(s, t) = ∆κλ,µν(s, t) (73)
gκλ∆µν,κλ(s, t) = 0, g
µν∆µν,κλ(s, t) = 0. (74)
The tensorial coupling with the proton or antiproton is
iΓµν(p
′, p) = −i3βF1(t)
[
1
2
[γµ(p
′ + p)ν + γν(p′ + p)µ]− 1
4
gµν(/p
′ + /p)
]
, (75)
where t = (p− p′)2 and β = 1.87 GeV−1. We may illustrate the central vertex by the
double pomeron production of a pseudoscalar resonance. It involves two amplitude
structures
iΓ
(1)
µν,κλ(q1, q2) = i(gµκνλρσ + gνκµλρσ + gµλνκρσ + gνλµκρσ)×
(q1 − q2)ρ(q1 + q2)σ (76)
iΓ
(2)
µν,κλ(q1, q2) = i{νλρσ[q1κq2µ − q1 · q2qµκ] + µλρσ[q1κq2ν − q1 · q2qνκ]+
νκρσ[q1λq2µ − q1 · q2qµλ] + µκρσ[q1λq2ν − q1 · q2qνλ]}×
(q1 − q2)ρ(q1 + q2)σ, (77)
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Figure 13: PPf2-vertex rank-6 tensor structures and the resulting angular distribu-
tions of final state pions in the system Gottfried-Jackson rest frame and Mandelstam
t1(2) distributions. Constant 〈S2〉 ≡ 0.15 applied.
which correspond to ls-couplings (1, 1) and (3, 3), respectively [59]. In addition,
one adds couplings and form factors in the vertex. For the rest of somewhat lengthy
building blocks, we refer to the original papers [59, 32], or directly to our code written
in high level C++, which follows closely the algebraic notation. The effective decay
couplings of resonances, when possible, are computed according to the model spin
structure and PDG branching ratios, which in the scalar case matches directly Eq.
39.
In the code, we have implemented Dirac and Lorentz algebra including gamma
matrices, Dirac spinors, massive and massless spin-1 polarization vectors and spin-2
tensors, photon, pomeron and fermion propagators and resonance coupling tensors
and evaluate the scattering amplitudes helicity combination by combination with ex-
plicit component representations. Continuum and resonance amplitudes are summed
together at the amplitude level. Computationally speaking, the most complex sub-
amplitudes are the rank-6 Lorentz structures for J = 2 resonances. Some of the
resulting observables are shown in Figure 13. All basic identities are implemented as
code unit tests, such as completeness relations and normalizations. Performance wise,
this slightly ‘brute force’ approach could be improved in future by a more stream-
lined spinor-helicity formalism. The Lorentz index contractions are accelerated with
FTensor tensor algebra C++ expression template library [57] originally designed for
numerical general relativity.
We may discuss a bit the Lagrangian structures. As an example: the negative par-
ity of η-meson production is ‘compensated’, to conserve parity, by the anti-symmetric
epsilon tensor structure which produces characteristic sin2 ∆ϕ cross section depen-
dence motivated experimentally by WA102 data – a well known example. We can
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take analogous case from the two photon decays of pseudoscalar and scalar mesons
or Higgs. At the effective Lagrangian level, for a pseudoscalar this is a term like
F µνF κρµνκρη whereas for a scalar it would be FµνF
µνf0, where η, f0 are the scalar
fields and F µν is the photon vector field. The corresponding amplitudes behave like
eµνκρ1µq
1
ν
2
κq
2
ρ and (
1
µq
1
ν − 1νq1µ)(2µq2ν − 2νq2µ). Scalar versus pseudoscalar cases can
be discriminated if photons are virtual and decay to e+e−, a classic example of the pi0
parity determination. This involves analyzing the angular distributions of fermions,
which then yields the conclusion that the virtual photon polarizations were orthogo-
nal. Thus, here the forward protons work in an analogous role with different central
resonances, which then bootstrapped together with the central system decay prod-
ucts, yield the maximal information about the scattering dynamics and the spin of
pomeron. Thus, the full information is in the multidimensional angular distributions.
The main open problems regarding this model parameters are related to the
resonance-by-resonance couplings, which require full spectrum simulation compar-
isons with data simultaneously in several differential observables, which is possible.
In principle at the LHC energies, one needs to take into account the screening loop
(absorption) effects, which is also supported by our code. We return in the discussion
to some of the properties of the model.
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2.8 Jacob and Wick helicity amplitudes
To be able to generate maximally model independent two-body angular distributions
for arbitrary resonances and daughter spin-parities, we have encoded in the relativistic
‘wave function free’ Jacob and Wick helicity amplitude formalism [44]. Wave function
free means that it involves no spinors, polarization vectors and so on. The formalism
is abstract, it does not consider the underlying dynamic microscopic details. Because
it is algorithmically very easy to rotate the frame or spin density matrix event-by-
event, we provide several different spin quantization z-axis (rest frame) options for the
event generation, for the definitions see Section 4.1. We use the Collins-Soper frame
(CS) as the default frame for calculating helicity amplitudes. Using this frame the
two basic requirements hold: 1. Parity symmetry is manifest, 2. ϕ-angle dependence
stays flat in the laboratory or CM rest frame, as required by rotational invariance.
Canonical and helicity states
In this formalism, there are two different state representations which are intimately
connected. The two particle canonical states |JJzls〉 and the helicity states |JJzλ1λ2〉
are constructed from the single particle canonical states |~p, jm〉i and helicity states
|~p, jλ〉i for i = 1, 2, respectively. Their relation is
|~p, jλ〉 = D(j)mλ(θR, ϕR)|~p, jm〉, (78)
where the helicity rotation is defined by (θR, ϕR) in terms of Wigner D function. The
explicit constructive definitions can be found in [58, 23]. The two particle helicity
state is
|JJzλ1λ2〉
= NJ
∑
m1m2
∫
dΩD
∗(J)
Jzλ
(θ, ϕ)D
(s1)
m1λ1
(θ, ϕ)D
(s2)
m2−λ2(θ, ϕ)|θϕm1m2〉 (79)
= NJ
∫
dΩD
∗(J)
Jzλ
(θ, ϕ)|θϕλ1λ2〉, (80)
where Ω = (cos θ, ϕ) denotes the direction of the particle 1 and the normalization
which gives simple unit completeness relations is
NJ =
(
2J + 1
4pi
)1/2
. (81)
Now the explicit relation between the two particle states in the canonical and
helicity basis are [23]
|JJzλ1λ2〉 =
∑
ls
〈〈l, s, λ1, λ2|J, s1, s2〉〉 |JJzls〉 (82)
|JJzls〉 =
∑
λ1λ2
〈〈l, s, λ1, λ2|J, s1, s2〉〉 |JJzλ1λ2〉, (83)
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where the re-coupling coefficient double products are denoted with
〈〈l, s, λ1, λ2|J, s1, s2〉〉 ≡ N lJ〈Jλ|ls0λ〉〈sλ|s1s2λ1,−λ2〉, (84)
with the crucial λ = λ1 − λ2, where minus sign comes naturally because individual
helicities contribute in opposite directions. The normalization is
N lJ =
(
2l + 1
2J + 1
)1/2
. (85)
The two inner products denote Clebsch-Gordan SU(2) decomposition coefficients,
which we evaluate algorithmically via Wigner 3j symbols via Racah formula taking
into account also the algebraic selection rules. The re-coupling coefficients simply
connect the two basis states together
〈J ′J ′zls|JJzλ1λ2〉 = 〈〈l, s, λ1, λ2|J, s1, s2〉〉δJJ ′δJzJ ′z . (86)
To make the notation clear, we have the following variables for the process with
spins J → s1 + s2:
Angular momentum projection : − J ≤ Jz ≤ J with J ≡ l + s (87)
System helicity : λ ≡ J · p/|p| (88)
Daughter helicities : − s1 ≤ λ1 ≤ s1, −s2 ≤ λ2 ≤ s2. (89)
Note that in our notation Jz ≡M , which we use to emphasize the physical meaning.
The l and s are rotational invariants (like helicities) of the canonical basis and are
defined by equations for the total spin and fixed orbital angular momentum [23]
|θϕ sms〉 =
∑
m1m2
〈sms|s1m1s2m2〉|θϕm1m2〉 (90)
|lm sms〉 =
∫
dΩY ml (θ, φ)|θϕ sms〉, (91)
which makes the relations clear.
Density matrix
The resonance state spin polarization is encoded in a fixed spin density matrix ρi,
which is a (2J + 1) hermitian matrix obeying the standard von Neumann density
matrix properties and expectation values of operators 〈A〉ρ = Tr[ρA], where A can
be a spin operator such one of the Pauli matrices for the spin-1/2 case or their
generalization. The following properties of the density matrix hold always A. Tr ρ = 1,
B. ρ∗ij = ρji, C. ρii ≥ 0, D. Tr ρ2 ≤ 1, E. Positive semi-definite ↔ non-negative
eigenvalues. In general, the matrix can be described by using (2J + 1)2 − 1 real
parameters. If the density matrix is very complicated, more convenient ways have
been developed, see [58].
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For a statistical mixture of pure states, giving only diagonal entries, the density
matrix is
ρ =
∑
i
pi|J, Jz〉i〈J, Jz|i s.t.
∑
i
pi = 1. (92)
As an example a transverse only polarization for J = 1 is
ρ =
1
2
|1,−1〉〈1,−1|+ 1
2
|1, 1〉〈1, 1| =
1/2 0 00 0 0
0 0 1/2
 . (93)
Thus, the representation is
|1,−1〉 ≡ [1, 0, 0]T , |1, 0〉 ≡ [0, 1, 0]T , |1, 1〉 ≡ [0, 0, 1]T , (94)
which is easily continued for higher spins. Off-diagonal elements in the density ma-
trix are constrained by hermiticity and parity, and they are generating the ϕ-angle
dependence. In general, the off-diagonal elements are responsible for the quantum
superposition (coherence). A user can freely parametrize the matrices or generate
completely random ones from Gaussian random matrix ensembles. Clearly, the spin
density matrix is not covariant but its elements depend on the chosen Lorentz rest
frame. Unpolarized process has equal probability for every helicity state, that is, a
diagonal density matrix with elements 1/(2J + 1) results in a uniform angular dis-
tribution in (cos θ, ϕ)r.f.. In the most general case taking into account the parity
conservation and hermiticity, J = 1 requires 4 and J = 2 requires 12 independent
parameters.
A natural frame The most natural Lorentz frame for the given process, which
always exists but might be non-trivial to know a priori, is the one which gives the most
simple, diagonal spin density structure without azimuthal (off-diagonal) dependence.
It can be argued to exist, in a mathematical sense, because the density matrix is
a hermitian matrix which can be always diagonalized by a suitable rotation. By
reciprocity, a process analyzed in an unnatural frame will have spurious off-diagonal
dependence and mixing of moments. We believe that the CS frame is probably the
most natural one, or very close, for central exclusive processes by analog with Drell-
Yan.
Amplitudes
The decay dynamics is encoded in the helicity amplitude matrix, which is given by
the linear combination [11]
T
(J)
λ1λ2
=
∑
ls
α
(J)
ls 〈〈l, s, λ1, λ2|J, s1, s2〉〉, λ = λ1 − λ2 (95)
where 0 ≤ s ≤ s1 + s2 and 0 ≤ l ≤ J + s with dimensions (2s1 + 1)(2s2 + 1). This
relation can be easily inverted, to obtain the canonical ls-representation coefficients
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in terms of the helicity amplitudes. The unknown coupling weights are denoted with
αls, which are left as a user input. These are normalized such that∑
λ1λ2
|T (J)λ1λ2|2 =
∑
ls
|α(J)ls |2 = 1. (96)
The algorithm takes the sum over all allowed values of ls given the angular momen-
tum conservation, parity and spin-statistics and gives user a list of the required α
(J)
ls
coupling input. Here we remark that some combinations of quantum numbers have
very simple αls coupling structure giving only T = 1, and thus only the spin polar-
ization density matrix is unknown. This is the case for example with a JP = 2+ state
into a pseudoscalar pair.
Now we have all the necessary input and the decay transition amplitude matrix
element is given by [11]
fλ1λ2,Jz(θ, ϕ) = D(J)λJz(θ, ϕ)T
(J)
λ1λ2
, (97)
with dimensions (2s1 +1)(2s2 +1)×(2J+1). Above, the Wigner spin rotation matrix
in the spin space is
D
(J)
mm′(θ, ϕ) = e
im′ϕd
(J)
mm′(θ), (98)
written using the Wigner small d symbol matrix which we calculate algorithmically.
The phase convention is fixed by eim
′ϕ.
Finally, the decay weight or decay amplitude squared of the event is given by the
standard expectation value trace
|A|2 = NJTr[ρf ] = NJTr[fρif †], NJ = 2J + 1 (99)
where the operator product maps the initial state ρi spin density matrix to the final
state spin density matrix ρf , also known as the ‘Krauss operator’ map in quantum
mechanics. With the normalization in use, we get |A|2 = 1 for unpolarized decays.
In addition, we can directly also calculate coherent spin correlated decay chains by
tensor products. For example, X → A→ {A1 + A2}+B → {B1 +B2} gives
ftot = [fA ⊗ fB] fX (100)
which are supported. The individual transition amplitudes f are evaluated in the
corresponding rest frames of each decay.
To choose different quantization axes, the rotation along direction (θR, ϕR) of the
quantization coordinate system is obtained via Wigner rotation matrices
|J, J ′z〉 =
J∑
Jz=−J
D(J)JzJ ′z(θR, ϕR)|J, Jz〉. (101)
The change of basis for the initial density matrix is obtained via a similarity transform
ρ′i = D†(J)(θR, ϕR)ρiD(J)(θR, ϕR), (102)
36
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
| (GeV)
T
pδProton pair |
5−10
4−10
3−10
2−10
1−10
1
10
210
310
b/
G
eV
)
µ
|  ( Tpδ
/d
|
σd
0f
=0
z
: Jρ
1±=
z
: Jρ
=0z: J2f
1±=z: J2f
2±=z: J2f
1.
00
G
RA
NI
IT
TI
 
〉
gi
th
ub
.c
om
/m
ie
sk
ol
ai
ne
n
〈
 > 0.15 GeV
T
| < 2.5, pη = 13 TeV, |s
0 0.5 1 1.5 2 2.5 3
 (rad)φδProton pair 
1−10
1
10
210
b/
ra
d)
µ
 
 
(
φδ
/d
σd
0f
=0
z
: Jρ
1±=
z
: Jρ
=0z: J2f
1±=z: J2f
2±=z: J2f
1.
00
G
RA
NI
IT
TI
 
〉
gi
th
ub
.c
om
/m
ie
sk
ol
ai
ne
n
〈
 > 0.15 GeV
T
| < 2.5, pη = 13 TeV, |s
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
2
 - y
1
 y≡y δ
4−10
3−10
2−10
1−10
1
10
210
b)µ
y 
 (
δ
/d
σd
0f
=0
z
: Jρ
1±=
z
: Jρ
=0z: J2f
1±=z: J2f
2±=z: J2f
1.
00
G
RA
NI
IT
TI
 
〉
gi
th
ub
.c
om
/m
ie
sk
ol
ai
ne
n
〈
 > 0.15 GeV
T
| < 2.5, pη = 13 TeV, |s
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
pi|/φδ = 1 - |ρCentral final state acoplanarity 
2−10
1−10
1
10
210
310
b/
ra
d)
µ
 
 
(
ρ
/d
σd
0f
=0
z
: Jρ
1±=
z
: Jρ
=0z: J2f
1±=z: J2f
2±=z: J2f
1.
00
G
RA
NI
IT
TI
 
〉
gi
th
ub
.c
om
/m
ie
sk
ol
ai
ne
n
〈
 > 0.15 GeV
T
| < 2.5, pη = 13 TeV, |s
Figure 14: The glueball filter forward observable (top left), the forward proton pair
transverse angle separation (top right), the central pion pair rapidity separation (bot-
tom left) and the central pion pair acoplanarity (bottom right). Constant 〈S2〉 ≡ 0.15
and 0.7 (photoproduction) applied.
which is used to change the reference frame of the spin polarization density. The rota-
tion of the density matrix keeps it eigenvalues unchanged, thus also its von Neumann
entropy. With parity conservation, the elements of the density matrix obey
ρmm′ = (−1)m−m′ρ−m−m′ . (103)
So we need to remember that if we unsuitably rotate the density matrix, the parity
conservation may not be manifest anymore, which is clear given that parity is a spatial
symmetry.
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Figure 15: Central final state pion cos θ measured in different rest frames. Constant
〈S2〉 ≡ 0.15 and 0.7 (photoproduction) applied.
In Figure 14 we demonstrate how the glueball filter |∆pt|, the forward proton
transverse angle separation ∆ϕpp, the central pion rapidity rapidity separation ∆y
and the central acoplanarity 1 − |∆φ|/pi are being driven by the spin polarization
of J = 1 and J = 2 resonances. We see that the forward observables are strongly
correlated with central observables, however, the analysis will be more difficult and
ambiguous without forward protons. The J = 2 states with longitudinal and trans-
verse polarization modes have opposite behavior in terms of forward azimuthal angle,
also the glueball filter observable peaks in different domain. Perhaps the glueball fil-
ter should be called a non-perturbative helicity amplitude filter. We can postulate a
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hypothesis that J = 2 glueballs may be produced dominantly with Jz = 0 and quark
states with |Jz| = 2 polarization, but naturally they can have quantum mechanical
mixing. In any case, we cannot say that the picture is complete at this point, espe-
cially without new data and models working truly at non-perturbative parton level.
Figure 15 shows the decay daughter cos θ in different rest frames, which demonstrates
clearly how different frames smear the distributions due to different rotations. In a
similar way, different frame rotations will induce non-flat ϕ-angle dependencies. We
also point out also that the tensor pomeron model cannot produce |Jz| = 1 polariza-
tion modes for J = 2 resonances, by angular momentum conservation.
Symmetries
We check algorithmically the required symmetries of the amplitudes to obtain the
allowed subset of ls values:
Spin statistics The Bose-Einstein statistics requires l − s to be even for identical
boson pairs. The Fermi-Dirac statistics requires l+ s to be even for identical fermion
pairs. These come simply from the symmetric wavefunction requirement for bosons
and anti-symmetric for fermions.
Spatial parity [P] The parity operator or spatial inversion operator Pˆ with P |0〉 =
P−1|0〉 = |0〉, which exchanges a left handed field to a right handed, operates to the
helicity and canonical states as [23]
Pˆ |JJzλ1λ2〉 = P1P2(−1)J−s1−s2|JJz −λ1 −λ2〉 (104)
Pˆ |JJzls〉 = P1P2(−1)l|JJzls〉, (105)
by flipping the sign of helicities λ1, λ2, but not the angular momentum projection Jz,
because the angular momentum is an axial-vector. Thus, with parity conservation,
the helicity amplitudes obey a selection rule [23]
Tλ1λ2 = PP1P2(−1)J−s1−s2T−λ1−λ2 , (106)
where P, P1, P2 are the parity ±1 of the resonance and daughters. Also, the spherical
harmonics are the eigenfunctions of parity
Pˆ Y ml (θ, ϕ) = Y
m
l (pi − θ, ϕ+ pi) = (−1)lY ml (θ, ϕ). (107)
Thus, the parity associates with the orbital angular momentum l.
Time reversal [T] The anti-unitary time operator Tˆ operates to the helicity and
canonical states as [23]
Tˆ |JJzλ1λ2〉 = P1P2(−1)J−Jz |J −Jzλ1λ2〉 (108)
Tˆ |JJzls〉 = P1P2(−1)l|J −Jzls〉. (109)
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by flipping the sign of Jz but not the helicity of decay daughters.
Charge conjugation [C] The charge parity operator Cˆ operates by changing the
sign of internal quantum numbers. This gives for boson and fermion pairs
Cˆ|pi+pi−〉 = (−1)l(−1)s|pi+pi−〉 = (−1)l+s|pi+pi−〉 (110)
Cˆ|ff¯〉 = (−1)l(−1)s+1(−1)|ff¯〉 = (−1)l+s|ff¯〉, (111)
where the charge conjugation action operates on the orbital part like parity and the
third factor in the Fermi case is the particle statistics requirement.
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3 Kinematics and Monte Carlo sampling
We follow along the lines of the exact 4-body phase space construction suitable for
diffraction used in [60, 55], but extend it to include forward proton excitation and
generalize it from N = 4 process to the case N in two ways: using the exact phase
space factorization and a ladder type direct 2→ N construction.
3.1 Skeleton kinematics
The standard QFT cross section in terms of the phase space and amplitude squared
is
σ =
1
F
1
S
∫ N∏
i=1
d3pi
(2pi)32Ei
(2pi)4δ(4)
(
pA + pB −
N∑
f=1
pf
)
|A2→N |2, (112)
where the Mo¨ller flux is F = 4
√
(pA · pB)2 +m2Am2B ' 2s and S is the statistical QFT
symmetry factor to take into account identical final states. Now using the relation
from Cartesian to collider variables
E
d3σ
d3p
=
d3σ
dϕdyptdpt
↔ d
3p
2E
=
1
2
dϕdyptdpt, (113)
we can turn the sampling over 3-momentum into rapidity, transverse momentum and
azimuthal angle. Above, one uses the identity dy/dpz = 1/E.
The total number of Lorentz scalars or non scalar variables needed for 2 → N
process is 3N − 4 for N ≥ 2. Thus a 2 → 3 process needs 5 variables, which we
use as our starting point. We can eliminate redundant variables using the energy-
momentum conservation. By Lorentz invariance of the expressions, let us work in the
frame where
∑3
i=1 ~pi =
~0 and write
dσ =
1
F
1
S
(2pi)4δ(E1 + E2 + E3 −
√
s)×
δ(2)(~pt,1 + ~pt,2 + ~pt,3)δ(pz,1 + pz,2 + pz,3)
3∏
i=1
d3pi
(2pi)32Ei
. (114)
1. Eliminate d2pt,3 by ~pt,3 = −(~pt,1 + ~pt,2) dependence using an implicit integral over
the delta function
dσ =
1
F
1
S
(2pi)4
(2pi)9
δ(E1 + E2 + E3 −
√
s)δ(pz,1 + pz,2 + pz,3)
d3p1
2E1
d3p2
2E2
dpz,3
2E3
. (115)
2. Eliminate dpz,2 by pz,2 = −(pz,1 +pz,3) dependence using d3p = d2ptdz = dϕptdptdz
and an implicit integral over the delta function
dσ =
1
F
1
S
1
(2pi)5
δ(E1 + E2 + E3 −
√
s)
d3p1
2E1
dϕ2pt,2dpt,2
2E2
dpz,3
2E3
. (116)
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3. Then treat the last energy conservation delta function
dσ =
1
F
1
S
1
(2pi)5
δ(f(pz,1))[dϕ1
pt,1
2E1
dpt,1dpz,1][dϕ2
pt,2
2E2
dpt,2][
dpz,3
2E3
], (117)
where we denote
f(pz,1) =
√
M21,t + p
2
z,1 +
√
M22,t + p
2
z,2 + E3 −
√
s (118)
pz,2(pz,1) = −(pz,1 + pz,3) (119)
with the transverse mass M2t ≡M2 + p2t = E2 − p2z. Then, we obtain a factor
|∆| =
∣∣∣∣ dfdpz,1
∣∣∣∣ =
∣∣∣∣∣∣ pz,1√M2t,1 + p2z,1 −
pz,2√
M2t,2 + p
2
z,2
∣∣∣∣∣∣ =
∣∣∣∣pz,1E1 − pz,2E2
∣∣∣∣ , (120)
which is in most kinematic cases approximately 2. The need for this is based on the
relation
δ(f(x)) =
∑
xi:f(xi)=0
δ(x− xi)
∣∣∣∣df(xi)dxi
∣∣∣∣−1 , (121)
where the sum runs over solutions of f(x) = 0 (roots). We leave the sum implicit in
the notation, because we will use only one root, as we will see.
4. Finally, the change of a variable with dy3 = dpz,3/E3 gives
dσ =
1
F
1
S
1
(2pi)5
|∆|−1[dϕ1 pt,1
2E1
dpt,1][dϕ2
pt,2
2E2
dpt,2][
1
2
dy3]. (122)
The variables which are thus left to be sampled are the forward system ϕ1, ϕ2,
pt,1, pt,2 and the central system rapidity y3. Then, to be able to include variable
invariant masses for the forward and central legs, we sample over M21 ,M
2
2 of the
forward systems and over M23 of the central system, the squared masses. The overall
Monte Carlo event phase space weight of the main skeleton kinematics is
W2→3 = V2→3
1
F
1
S
1
2
1
(2pi)5
pt,1
2E1
pt,2
2E2
|∆|−1. (123)
The sampling volume is
V2→3 = [pt,1]× 2pi × [pt,2]× 2pi × [y3]× [M23 ], (124)
where [x] ≡ |xmax−xmin| denotes the sampling interval. In addition, one includes the
sampling volumes of M21 and M
2
2 , if excitation is included. Also, we need the phase
space factor related with the central system phase space, which we will calculate in
two ways.
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Kinematic polynomials
The variables pz,1, pz,2, E1, E2 of the event skeleton kinematics are found in a closed
form by solving the non-linear system of equations
0 = pz,1 + pz,2 + pz,3 (125)
s1/2 = E1 + E2 + E3 (126)
E21 = M
2
1 + p
2
z,1 + p
2
t,1 (127)
E22 = M
2
2 + p
2
z,2 + p
2
t,2. (128)
The resulting expressions are very lengthy due to the forward legs and can be found in
the code, together with the symbolic machine algebra code solution of the non-linear
system, which we used to generate the corresponding C++ code. The polynomial root
branch which results in a non-flip of the forward-backward momentum, is chosen.
1. Using the chosen polynomial branch, we calculate
pz,1 = sol(M1,M2, pt,1, pt,2, pz,3, E3), (129)
where the central system energy and longitudinal momentum are
{E3, pz,3} = {Mt,3 cosh(y3),Mt,3 sinh(y3)} , (130)
which are obtained in terms of the transverse mass, by solving the central system
transverse momentum from the forward system transverse variables, by momentum
conservation.
2. Then we get by momentum conservation pz,2 = −(pz,1 + pz,3). The variables E1
and E2 are then obtained directly by substitution.
Factorized phase space
To be able to include the central system phase space, we use the exact factorization
relation of the phase space
dNΠ(s; p1, p2, . . . , pN) (131)
=
1
2pi
dM2X d
3Π(s; p1, p2, pX)d
N−2Π(M2X ; p3, p4, . . . , pN),
where p1, p2 are the outgoing forward legs, pX the central system 4-momentum with
M2X ≡ p2X and dNΠ abstracts the corresponding Lorentz invariant phase space mea-
sure. The integral over M2X represents the integral over the central system mass
squared. The central system flat 1 → N − 2 phase space is constructed recursively
following the classic algorithm by James [45], which calculates also the exact phase
space volume weight W1→N−2. The basic idea behind the algorithm is to split the
phase space into N − 2 sequential 1 → 2 decays with intermediate masses, for the
explicit details of this well known algorithm, we refer reader to the program code.
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The two body phase space is nearly trivial and thus works as the building block. The
total weight of the event is now
W2→N = W2→3
1
2pi
W1→N−2. (132)
The classic algorithm can be plug-in replaced easily with alternative algorithms,
such as variants of RAMBO [54]. In addition, we have a simple ‘chain recursive’
phase space implemented which can be useful for long decay chains with interme-
diate propagators. However, using it requires some care due to intermediate mass
squared sampling. If the matrix element of the process contains all information about
the intermediate states, then the sampling should be done with flat masses squared
within reasonable ranges, given that the final state leg permutations for different sub-
amplitudes may probe different mass regimes in the phase space. Alternatively, a
1→ N − 2 central phase space can always be constructed, which is safe but with low
efficiency if N is large. Finally, if the matrix element does not contain full decay chain
information, then a relativistic Breit-Wigner sampling in mass squared is applied as
a simple dynamic propagator model.
Direct phase space
As an alternative formulation of the phase space, instead of the factorized phase space,
we have constructed a ‘direct’ 2 → N kinematics based on solving a certain linear
system of equations. Let us denote the number of central states with K = N−2. For
the transverse degrees of freedom, we need K − 1 transverse momentum kt variables,
K − 1 azimuthal variables ϕ. For the longitudinal degrees of freedom, we need K
rapidity y variables as our Monte Carlo sampling variables, in addition to the 4
forward system variables as before. Thus, the total number of variables is 3N − 4,
which is the minimum possible.
Let us have so-called difference momentum transverse vectors
~kt,j = (kt,j cosϕj, kt,j sinϕj), j = 1, . . . , K − 1, (133)
which we use as the basis of the construction. Let us then write a system of equations
b = Ap, (134)
where p denotes the system vector of central final states. This is solved separately
for x and y components, which we leave implicit in the notation below. We construct
the system vector of difference momentum
bj =
{
~kt,j − ~w, when j = 1
−~kt,j−1 − ~w, when j = 2, . . . , K,
(135)
where the forward system transverse vector sum is ~w = ~p1 + ~p2. Then, we can solve
the central final state transverse momentum components by
p = A−1b. (136)
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The system matrices are full rank with components
A2 =
(
2 0
0 2
)
, A3 =
2 0 10 2 1
1 0 2
 , A4 =

2 0 1 1
0 2 1 1
1 0 2 1
1 1 0 2
 . . . , (137)
which can be constructed with a simple algorithm up to any K and the inverses are
taken by symbolic machine algebra and saved. For example
A−12 =
(
1
2
0
0 1
2
)
, A−13 =
 23 0 −131
6
1
2
−1
3−1
3
0 2
3
 , A−14 =

7
8
1
8
−1
2
−1
4
3
8
5
8
−1
2
−1
4−1
8
1
8
−1
2
−1
4−5
8
−3
8
−1
2
3
4
 , (138)
which demonstrate the algebraic structures. Finally, the longitudinal momentum and
energy for the central final states are obtained with
pz,j = mt,j sinh yj (139)
Ej = mt,j cosh yj, for j = 1, . . . , K, (140)
where m2t,j = m
2
j + p
2
t,j. We sample K rapidity variables yj independently, which
then fix the central system rapidity and we can proceed with the skeleton kinematics
polynomials.
Then proceeding in a same way as in the 2→ 3 case, the total Monte Carlo phase
space weight is
W2→N = V2→N
1
F
1
S
1
22(N−2)
1
(2pi)3N−4
pt,1
2E1
pt,2
2E2
|∆|−1
K−1∏
j=1
kt,j, for N ≥ 4, (141)
where the sampling volume is
V2→N = [pt,1]× 2pi × [pt,2]× 2pi × [yj]K × ([kt,j]× 2pi)K−1. (142)
Where again if the forward excitation is included, the sampling volumes of M21 and
M22 are inserted. To point out, we have found this space construction to be easily
unstable with VEGAS with high leg count N ≥ 4 Regge like amplitudes, due to
complicated integration boundaries and a non-trivial structure of the high dimensional
Lorentz manifold. Typically, a larger number of integrand evaluations has somewhat
stabilized the behavior. In practice we recommend the factorized phase space as the
default stable option. However, this phase space construction provides a cross check
and may turn out to be of good use with alternative importance sampling techniques.
In general, we check all kinematic algorithms against the well known exact volume
formulas for the massive two body case and the massless N -body case.
Also, as the simplest possible construction, we include a collinear phase space
option 2 → N , where N is the number of final states excluding proton remnants.
This phase space is suitable for simple amplitudes convoluted with parton densities
or collinear EPA fluxes.
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3.2 Monte Carlo sampling
The basic idea behind Monte Carlo integration with importance sampling in n-
dimensional space is
I =
∫
Ω
dnx f(x) =
∫
Ω
dnx
f(x)
q(x)
q(x) ' VΩ
N
N∑
i=1
f(xi)
q(xi)
, when N →∞, (143)
where VΩ =
∫
Ω
dnx is the integration boundary volume, typically a box volume and N
is the number of samples. So instead of sampling x uniformly from [0, 1]n, we sample
x according to q(x) and then compensate for this in the integral by weighting events
with 1/q(x). When q(x) → 0, no samples are generated, thus no division by zero.
However, unless f(x) goes also to zero simultaneously, the integral will be biased.
Also the normalization ∫
dx q(x) = 1 (144)
needs to hold, which usually needs to be estimated simultaneously. We want to find
out the optimal importance sampling pdf
qopt(x) ≡ |f(x)|∫
dnx |f(x)| . (145)
This would give vanishing variance for the integral estimate, however, the problem of
adaptive learning of q(x) is non-trivial.
For sampling the phase space and integrating cross sections, the engine includes a
fully multithreaded implementation of classic VEGAS adaptive importance sampling
[61], where multithreading is implemented using C++17 standard library threading
support by distributing the integrand samples over a fixed number of threads. We
have tested the scalability up to thousands of threads. The correctness of VEGAS
implementation can be cross checked with a naive flat sampling mode. In a standard
Monte Carlo way, we operate over a unit hypercube [0, 1]n and scale and shift each
dimension with xi → ai+(bi−ai)xi to the interval [ai, bi]. Because describing the cor-
relations in high dimensional phase space is in general highly non-trivial and requires
neural networks or similar techniques, VEGAS takes a factorized simplification
q(x) =
n∏
i=1
qi(xi). (146)
Clearly, neglecting correlations gives bad efficiency if the process kinematics × ma-
trix element squared does not ‘align’ along the dimensions. The complexity scales
O(nB), where B is the number of bins per dimension. In contrast, full n-dimensional
histogram representation would scale exponentially fast O(Bn). Other classic alter-
natives or extensions are mixture model importance densities, also known as multi-
channeling in high energy physics.
VEGAS histogram grids for each dimension need to be initialized over a few
number of iterations. The number of iterations R and the number of samples per
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iteration Nk in the initialization burn-in phase and in the integration phase are free
parameters of the algorithm. In the integration phase, we use also a maximum relative
error σI/〈I〉 target as a criteria.
For each k-th iteration, the integral estimate and its variance are
〈Ik〉 = 1
Nk
Nk∑
i=1
f(x)
q(k)(x)
, σ2Ik =
1
Nk − 1
Nk∑
i=1
[(
f(xi)
q(k)(xi)
)2
− 〈Ik〉2
]
, (147)
where one accumulates the sum of values f(x)/q(x) and their squares during the
operation. We evaluate the quality of the set of integral estimates using the χ2 test
χ2/ndf =
1
Nk − 1
R∑
k=1
(〈Ik〉 − 〈I〉)2
σIk
, (148)
with values close to unity being an indicator of solid results. Above, the global
estimate of the integral is the weighted sum
〈I〉 =
[
R∑
k=1
Nk
σIk
]−1 R∑
k=1
Nk〈Ik〉
σIk
. (149)
The binning algorithm operates with a fixed number of bins per dimension and shifts
the bin boundaries during the operations according to the original description [61].
The stability of the re-binning is controlled with an additional regularization parame-
ter λ. There are also variants of VEGAS, where stratified sampling is combined with
importance sampling, but we did not find them effective enough to compensate for
the additional complexity. The unweighted event generation is based on a standard
hit-and-miss, where estimate for the crucial maximum weight max [f(x)/q(x)] is ob-
tained during the pre-event generation phase. After the event generation, the user
is given the statistics of events overshooting the maximum weight, thus indicating a
need for a longer pre-event generation phase.
In addition to VEGAS importance sampling, variables related to steeply falling
spectrums such as the forward system invariant masses are MC sampled in log space
together with the corresponding Jacobian inside the integrand, often with much im-
proved behavior. The rest of the standard kinematics not described here is based
typically on heavy use of the Ka¨llen triangle function. To point out, we have exper-
imented with deep learning techniques, similar to [68], which could provide superior
scaling in higher dimensions and with difficult scattering amplitudes. The results are
promising and we may expect these techniques for learning the distribution q(x) to
be included in the future versions.
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4 Analysis Engine
The analysis engine includes highly efficient plotting machinery to gain quickly under-
standing of fiducial observables for different processes and theoretical constructions,
such as eikonal densities. Thus, naturally these are also part of the automated test
suite to control the quality of the code at high level.
4.1 Lorentz rest frames
There is an infinite number of different Lorentz rest frames for the system X, ob-
tained by fixed or event-by-event kinematics dependent SO(3) rotations. However,
certain Lorentz rest frames have more special properties than others. These differ-
ent frames have been originally designed to be more ‘natural’ either for s-channel or
t-channel dominated processes or mitigate the effects of the system transverse mo-
mentum, which is the case with Collins-Soper frame. In practice, it is trivial and
highly recommended to repeat the analysis in multiple frames. Different frames give
different projections of the angular distributions and spherical moments, by definition.
Let us have beam protons in the lab frame plab1 and p
lab
2 and their boosted versions
pX1 , p
X
2 in the system X rest frame. We now define a set of frames X
′, which are
related to the frame X by a rotation. The definitions of the z-axis are as follows
CM: z = [0, 0, 1]T (150)
HX: z = u(−(pX1 + pX2 )) (151)
CS: z = u(u(pX1 )− u(pX2 )) (152)
AH: z = u(u(pX1 ) + u(p
X
2 )) (153)
PG: z = u(pX1 ) or z = u(p
X
2 ), (154)
where u(x) ≡ x/‖x‖ returns a unit vector.
Center of Momentum (CM) The quantization z-axis in the center of momentum
X ′ is the same as in the X frame, no rotation involved in the transformation to this
frame, only a boost from the colliding proton-proton beam frame (lab).
Helicity (HX) The quantization z-axis is defined by the system X momentum
vector direction in the lab frame, or equivalently, by the negative direction of the sum
of the initial state proton pX1 and p
X
2 momentum in the system X rest frame [56].
This is a common analysis frame in quarkonium studies.
Collins-Soper (CS) The quantization z-axis is defined by the bisector vector
between the initial state proton pX1 and −pX2 (negative) momentum in the system
X rest frame. This originated from the context of Drell-Yan process [26], but is not
limited to.
Anti-Helicity (AH) The quantization z-axis is defined by the bisector vector
between the initial state pX1 and p
X
2 (positive) momentum in the system X rest frame.
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This frame may be interesting for pure symmetry reasons, because it is perpendicular
to the CS frame.
Pseudo-Gottfried-Jackson (PG) The quantization axis defined by the initial
state proton pX1 (or p
X
2 ) momentum vector in the system X rest frame [37]. Note
that sometimes, this is known directly by the name Gottfried-Jackson frame.
For all frames except CM which has y = [0, 1, 0]T , we define the y-axis as the normal
vector from the plane spanned by the initial states
y = u(u(pX1 )× u(pX2 )). (155)
Finally, the x-axis is obtained by taking the cross product
x = y × z, (156)
axes being orthonormal. These give us a rotation matrix
R = [x,y, z]T , (157)
which we apply to all boosted final states in the system X
pX
′
i ← RpXi (158)
to transform them to the new frame X ′.
Forward proton dependent frames The quantization z-axis may be defined by
the momentum transfer vector qlab1 = p
lab
1 − p′lab1 (or qlab2 = plab2 − p′lab2 ) momentum
boosted to the system X rest frame, also known as the Gottfried-Jackson (GJ) frame.
In the lab frame the production plane is spanned by qlab1 and q
lab
2 . In the GJ rest
frame the momentum transfer vectors are back-to-back qGJ1 = −qGJ2 along the z-axis.
The transform to this frame from the lab can be obtained by two rotations after the
boost, which fix also the x- and y-axes. We note here that the boosts and rotations
do not commute, so the order counts.
4.2 Density matrix in terms of spherical tensors
It is often useful to represent the density matrix in terms of generalized spin-J oper-
ators, also known as spherical tensors [58]
[Tml ]JzJ ′z ≡ 〈JJz|Tˆml |JJ ′z〉 ≡ 〈JJz|JJ ′z; lm〉, 0 ≤ l ≤ 2J, −l ≤ m ≤ l, (159)
defined in terms of Clebsch-Gordan coefficients. However, we note here that there can
be many other representations too, this one being one of the most common. The rank
of the tensor operator is denoted with l. Now the matrix valued multipole expansion
is
ρ =
1
2J + 1
∑
l,m
(2l + 1)t∗ml T
m
l (160)
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with expansion coefficients (multipole parameters)
t∗ml =
∑
Jz ,J ′z
〈JJz|JJ ′z; lm〉ρJzJ ′z with tm−l = (−1)mt∗ml . (161)
These are normalized with t00 = Tr ρ = 1, such that the expectation value is Tr (ρT
m
l ) =
tml or Tr (ρT
†m
l ) = t
∗m
l . Next we describe how to extract the expansion coefficients
from the data.
4.3 Spherical harmonics inverse expansion
The angular distribution expansion engine is based on a complete spherical harmonics
expansion described in [62]. We shall re-derive it, add some extra rigor regarding
the phase spaces and inversion algorithms and clarify some aspects relevant at high
energies. Experimentally, with forward protons and Mandelstam t1, t2 measured, one
is interested in general in the multidifferential cross section
d5N
dt1dt2dM2dY dΩ
∼ I(Ω; t1, t2,M2, Y ). (162)
Or without forward protons and also integrating over typically flat rapidity Y depen-
dence of the process in the central domain
d3N
dM2dPtdΩ
∼ I(Ω;M2, Pt), (163)
where Ω ≡ (cos θ, ϕ) is the decay daughter momentum direction in the chosen rest
frame of the system X with invariant mass squared M2 and transverse momentum
Pt. For every single crucial kinematic variable which is integrated (summed) over,
a Monte Carlo event generator dependent bias is being induced through the accep-
tance expansion – unless the event generator is one-to-one with reality. This event
generator dependence is even higher with naive single dimensional histogram based
efficiency corrections, naturally. That is, a fully MC generator independent results
can be obtained only through fully differential hyperbinning, or by fully differential
continuum techniques such as our DeepEfficiency which is based on inverting the high
dimensional efficiency response via Deep Learning [67].
Phase spaces
We need three different spaces: a detector space Ωdet, a fiducial phase space Ωfid
and an angular flat phase space Ωflat. Our definition of the detector space contains
the reconstructed and selected events with the fiducial cuts applied, thus this space
includes any finite efficiency effects. Naturally, it includes also possible biases (offset)
and variance (resolution) effects of the track momentum measurements, which can
be corrected a posteriori after the spherical expansion, if needed, by unfolding the
spectrum histograms. We remark here that in general, there can be also measured
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events outside the fiducial domain, such as events with very low transverse momen-
tum tracks, but still reconstructed. Thus, one needs careful definitions. The pure
fiducial phase space contains the geometric η-acceptance of the detector equipped
with a minimum pt-cutoff, basically the geometric ‘ideal’ of the detector space and
minimally extrapolating. The angular flat phase space is the space which leaves scalar
decays uniform over the solid angle, thus for example a limited range on the system
rapidity – any cut applied only on the system will leave scalar decays uniform, by
Lorentz invariance. One could take also the full 4pi solid angle space as the flat phase
space definition, but that usually means massive extrapolation from the detector (or
fiducial) phase space at high energy experiments, easily a factor of 10. An example
of a practical definition is
Angular flat phase space Ωflat = {|YX | < 2.5}. (164)
Fiducial phase space Ωfid = {|η| < 2.5 ∧ pt > 0.15 GeV} (165)
Detector phase space Ωdet = Ωfid ~ detector response function. (166)
That is, the system rapidity limit is taken the same as the pseudorapidity of the
decay daughters, which is fine given that always monotonically |η| ≥ |y| for single
final states, which bounds the system rapidity. That is, we must have
Ωdet ⊆ Ωfid ⊆ Ωflat ⊆ Ω4pi, (167)
so that all events in the detector space belong to the fiducial phase space, and all
in the fiducial phase space belong to the flat phase space. In Eq. 167, the first
relation dictates the efficiency corrections, the second relation dictates the amount
of geometric-kinematic inversion (extrapolation) done by the spherical harmonics ex-
pansion and the last relation is obvious. The ratio |Ωfid|/|Ωflat| is order of 0.4 - 0.7 at
the LHC for our processes with the type of definition given by Eqs. 165 and 164. The
generator level ‘ground truth’ sample needs to contain cuts of the flat phase space.
Our code includes examples which illustrates this straightforward but crucial detail.
The crucial thing to understand is that the spherical moments are mixed in the pure
fiducial phase space only, unless the detector acceptance is extremely good, this is
the ultimate reason to use the angular flat phase as the inversion target. Even if the
fiducial measurements should be always the primary target, because they minimize
data extrapolations, by construction.
Spherical harmonics
The ‘intensity’ function I describes the angular distribution. This function is ex-
panded in terms of spherical harmonic moment expansion
I(Ω) =
lmax∑
l=0
l∑
m=−l
tlmYlm(Ω), (168)
where we use a real valued representation of the Laplace spherical harmonics, which
is alternative to the complex representation. We illustrate these functions in Figure
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16. Both real and complex representation provide a full orthonormal basis for square-
integrable functions. The conversion from the complex representation is
Ylm ≡ Real[Y ml ] ≡

√
2(−1)mIm[Y ml ] if m < 0
Y 0l if m = 0√
2(−1)mRe[Y ml ] if m > 0.
(169)
The conversion in the inverse direction is
Y ml ≡ Complex[Ylm] ≡

1√
2
(Yl|m| − iYl,−|m|) if m < 0
Yl0 if m = 0
(−1)m√
2
(Yl|m| + iYl,−|m|) if m > 0,
(170)
which obey the basic symmetry relation
Y m∗l (θ, ϕ) = (−1)mY −ml (θ, ϕ). (171)
The harmonic functions are calculated using standard numerical methods up to any
lm-value using the quantum mechanics normalization conventions.
The expansion coefficients (moments) tlm we are interested in are defined by the
inner product integral
tlm ≡
∫
dΩ I(Ω)Ylm(Ω) (172)
with normalization
t00 =
∫
dΩ I(Ω), (173)
returning the number of events, typically. The inner product works because our basis
functions are orthonormal.
Parity inversion (θ, ϕ) 7→ (pi − θ, pi + ϕ) gives the relation
Ylm(−r) = (−1)lYlm(r), (174)
where r is a unit vector and (−1)l ≡ parity. With parity conservation in the process
and the chosen rest frame, only even values of l are needed, because then the values of
tlm will integrate to zero for odd l. Now if the processes are also rotation symmetric
with respect to ϕ, we see that it is enough to write the expansion in Eq. 168 only
over non-negative m. This is seen also in Figure 16, where for negative m the basis
functions are odd under translations of ϕ over 0 7→ 2pi, thus giving vanishing tlm
integral for ϕ-symmetric distributions. However, if the detector response induces
major asymmetries which should be also included in the detector simulation, one
may need to use the full expansion.
Inverse expansion
The crucial acceptance × efficiency function moments are
Elm =
∫
dΩA(Ω)Ylm, (175)
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Figure 16: Real spherical harmonics Ylm basis functions up to lmax = 4.
where the acceptance × efficiency function A(Ω) is known only indirectly through
detector simulated samples. In its simplest form, it corresponds to geometric fiducial
cuts of the detector. The rest of the detector efficiency effects are then variations on
this manifold.
The acceptance × efficiency mixing matrix is
Elm,l′m′ =
∫
dΩYlm(Ω)Yl′m′(Ω)A(Ω), (176)
which describes how the experimental acceptance cuts will ‘mix’ different spherical
moments. In the limit A(Ω) → 1 we get Elm,l′m′ = δll′δmm′ , by orthonormality. We
calculate Singular Value Decomposition (SVD) based condition number of the matrix
E , being
κ(E) = σmax(E)
σmin(E) , (177)
which we use to characterize the geometric ill-posedness of the problem characteriz-
ing the limited detector geometric acceptance, but also the simulation Monte Carlo
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sample size sufficiency given the chosen expansion truncation lmax. The maximum
and minimum singular values of the matrix are denoted with σmax, σmin. The identity
matrix has a condition number 1, whereas an ill-posed problem has a very large value
of κ.
The observed moments of data are
tobslm =
∫
dΩYlm(Ω)I(Ω)A(Ω)∫
dΩ I(Ω)A(Ω) , (178)
which are calculated through a finite sum over the hyperbin sample. One needs to
pay attention to normalization, that is, we use the standard quantum mechanics
normalization of spherical harmonics
∫ |Y ml |2dΩ = 1 which conserves probability. To
conserve number of events, we multiply each finite sum with
√
4pi.
The first inverse estimate in the flat phase space is given by direct algebraic inverse
tˆflatlm =
∑
l′m′
[Elm,l′m′ ]−1tobslm , (179)
which we take through SVD with possible regularization. That is, one does not
necessarily need to do Maximum Likelihood optimization. Note here that once we
have tˆlm in the flat phase space, we can push forward it to the fiducial phase space
using the fiducial acceptance map F which is calculated analogously to the acceptance
× efficiency matrix, then
tˆfidlm =
∑
l′m′
Flm,l′m′ tˆflatlm . (180)
With low event count statistics, usually the most optimal approach to find tˆflatlm
is dΩ-unbinned extended Maximum Likelihood formulation with Poissonian event
fluctuations in the hyperbin. The likelihood functional is
L = 〈n〉
n
n!
e−〈n〉
n∏
i=1
I(Ωi)∫ I(Ω)A(Ω)dΩ , (181)
where 〈n〉 ≡
∫
IdΩ (Ω)A(Ω) =
∑
lm
Elmtˆflatlm , (182)
where the expected number of observed events is 〈n〉, thus the denominator and
Poisson term cancel partially. Now taking the negative logarithm for the minimization
gives
− lnL = −
n∑
i=1
ln
∑
lm
tˆflatlm Ylm(Ωi) +
∑
lm
Elmtˆflatlm , (183)
where we dropped the constant terms depending only on n. This non-convex opti-
mization problem is minimized numerically via MINUIT routines, more specifically by
Davidon-Fletcher-Powel quasi-Newton algorithm (MIGRAD), initial estimate given
by the algebraic inverse. Once the set of moments {tflatlm } is extracted, one may con-
struct other observables based on this set, such as density matrices. We point out
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here that for each hyperbin independently, one repeats the whole chain of calculations
including the detector expansion matrices. Technical extensions of this could include
interpolation between hyperbins, to suppress statistical fluctuations of the simulation
and data samples.
We demonstrate the spherical harmonics expansion in Figure 17, 18, 19, 20, 21
and 22 with cuts suitable for the ATLAS and CMS experiments, where we have
neglected the forward proton cuts, thus also the photoproduced ρ0 is well visible. We
emulated the detector pt-efficiency transfer function with a smooth hyperbolic tangent
function for illustration and used flat η-efficiency within the acceptance cube. The
corresponding acceptance decompositions are shown in Figure 23, 24 and 25. The
somewhat peculiar acceptance bowl at low masses is due to the interplay between the
peripheral kinematics and phase space definitions, to point out.
The spectra are normalized to one, but naturally one may use event counts or
cross sections. The figures contain results in both the fiducial phase space and in
the inverted flat phase space. The pure J = 0 process verifies the correctness of
the inversion algorithm giving no visible moments other than lm = 〈0, 0〉 in the flat
phase space, as should be the case. All other frames than the CM frame have non-zero
coefficients with m 6= 0. The case m = 0 reduces always to the ordinary Legendre
polynomials
Yl0(θ, ϕ) =
√
2l + 1
4pi
Pl(cos θ), (184)
with no ϕ dependence. However, one needs to remember that also in this case the
flat phase space inversion machinery is crucial for easy interpretations, otherwise we
could just use directly the ordinary Legendre polynomials without any algorithmic
machinery.
The reference J = 0 process used for the acceptance expansion is on purpose here,
for the realism, with slightly different effective b-slope than the full spectrum process.
The end result is that we obtain slightly varying inversion results in different frames
which is visible especially at low masses. This is just the Monte Carlo model depen-
dence which is propagated in a different way in different frames. This dependence
is minimized by using a b-slope value closely matching the data. If event statistics
allows, binning over the system transverse momentum solves the problem.
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Figure 17: CM frame: Harmonic moments in the fiducial phase space (rows 1-3) and
in the flat phase space (rows 4-6).
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Figure 18: CS frame: Harmonic moments in the fiducial phase space (rows 1-3) and
in the flat phase space (rows 4-6).
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Figure 19: HX frame: Harmonic moments in the fiducial phase space (rows 1-3) and
in the flat phase space (rows 4-6).
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Figure 20: AH frame: Harmonic moments in the fiducial phase space (rows 1-3) and
in the flat phase space (rows 4-6).
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Figure 21: PG frame: Harmonic moments in the fiducial phase space (rows 1-3) and
in the flat phase space (rows 4-6).
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Figure 22: GJ frame: Harmonic moments in the fiducial phase space (rows 1-3) and
in the flat phase space (rows 4-6).
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5 Technology
The event generator is implemented in modern C++, utilizing features from the
C++17 language standard with full parallel processing using multithreading, basically
with no limit in the number of threads. As an example of the current state-of-the-art
hardware, Intel Xeon Platinum CPU provides hardware support up to 112 threads
with 56 cores. The default random number generator in use is 48-bit RANLUX [63]
with easy command line seeding for the distributed grid computing use. The inline
commented and physics literature referenced codebase is currently O(35k) lines.
The generator steering is done using JSON5 style input control cards and a com-
mand line interface. To ease out using the software correctly, we check the input
and use extensively exception throwing for failure situations. Free parameters of the
models are easily changed by modifying the system JSON cards which are grouped
together under the same folder which allows creating easily different ‘tunes’. Event
output is provided in HepMC3 (default), HepMC2 and HEPEVT formats and a con-
verter to LHE format is provided. ROOT 6 library is used for the analysis algorithms,
fitting and plotting, but the generator side is a standalone code and should compile
on any modern Linux platform. Compiling the source code is fully automated with
standard MAKE tools and a GCC7+ or Clang5+ compiler is needed.
The code is constructed with modern quality standards, driven by extensive set of
fully automated and semi-automated custom test cases and Catch2 library, a software
development aspect which we have found highly crucial for reducing likelihood of the
code ‘regression’ and other type of problems.
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6 Discussion and conclusions
We have seen that Graniitti provides a new computational edge on the topic of
central diffraction, accelerating the progress on the road towards understanding the
topic from the first principles, what ever they are in the future. This concrete code,
hopefully, also demystifies several aspects of the expert literature. We simulated how
the glueball filter observable is being driven by the spin polarization components of the
resonance spin density matrix, thus providing an ansatz that J = 2 glueballs produced
in central production could be produced with different polarization compared with
reasonably established tensor mesons such as f2(1270) produced most probably in
pure transverse |Jz| = 2 polarization, which is our hypothesis – of course a mixture
of pure states is possible, also with off-diagonal density matrix elements.
For the higher multiplicity final states, we point out here that the ‘parallel pro-
cesses’ of simultaneous multiple pomeron-pomeron fusion is interesting. In principle,
one could assume this to be distributed according to a Poisson distribution in the first
approximation. We see that the ‘serial process’ of peripheral ladder exchange, which
we have implemented, generates a cross section orders of magnitude lower than what
is measured for the pi+pi−pi+pi− in the preliminary ATLAS measurement [16] or seen
in ALICE data [72]. Within ALICE fiducial phase space at
√
s = 7 TeV, the cross
section for the two body, four body and six body central states with double rapidity
gap veto scales approximately ∝ 3−N , with N = 2, 4, 6, . . . . The peripheral ladder
exchange simulation has more like ∝ 10−N scaling in this phase space, unless the
ladder has some unknown non-perturbative mechanism enhancing the couplings or
modifying the form factors within ladder vertices. There is always the possibility that
the production of say intermediate enigmatic f0(500) mesons and their sequential de-
cays, which is readily available within the generator, would provide the explanation.
Discriminating experimentally between the parallel, serial and sequential production
is non-trivial, but possible based on the final state kinematics and higher dimensional
statistical techniques. We emphasize the need for rigorous (multidimensional) fidu-
cial measurements: cut and count and efficiency correct with possible generalized
unfolding. Model based interpretations or fits of data are always of limited use for
the theory development, such will be any attempts to remove any physics background
in the soft domain. Such subtractions can be done as a bonus exercise.
The tensor pomeron model predicts a distinctive ‘dip’ in the rapidity separation of
a central proton-antiproton production, due to fermion spin-1/2 structure. In essence,
tˆ- and uˆ-sub-amplitudes have negative relative sign in this case. Unfortunately, we
see that this dip can be destroyed to unobservable by the screening loop but also
by certain modifications of the unknown internal form factors. The destructive ef-
fect of the screening loop can be readily simulated with Graniitti. In general it
will be interesting to understand what is the detailed mechanism behind the baryon
pair production in central production, what are the effective degrees of freedom and
can models such as Lund strings or other QCD motivated pictures provide better
descriptions.
Regarding the spin, Graniitti is currently the only event generator which can
generate arbitrary spin dependent scattering amplitudes in the low-mass central pro-
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duction. For the spin analyses, our engine puts the fiducial acceptance inversion on
a rigorous footing. We demonstrated the ‘implicit complexity’ of the Lorentz rest
frames measured by non-zero coefficients of the acceptance decomposition. This is
shown in Figures 23, 24 and 25. Unsurprisingly, the most simple one by this first or-
der measure is the direct Center of Momentum (CM) rest frame without any rotation
from the lab and the most complex one seems to be the Pseudo-Gottfried-Jackson
frame (PG). We recommend to implement and publish the experimental analysis in
several different frames, which makes the measurements more future proof. The full
dataset together with detector simulations should be made eventually available at
portals such as opendata.cern.ch, because this allow re-studying the higher dimen-
sional kinematic correlations and arbitrary observables. After all, even the spherical
harmonic decomposition is only a projection in certain basis and frame. We probed
also dualities between central and forward observables. This is especially interesting
for the ALICE and LHCb cases which do not measure forward protons.
We shall here shortly mention the related open inverse problems. What is the
optimal tensor basis, not necessarily the spherical tensor basis, which would allow
to reconstruct the density matrix ρ given the measured set of moments tlm? The
formulation of this problem was proposed originally by Pauli for spin-1/2, which has
a particularly simple solution in terms of Pauli matrices. Related question what
is the ‘best way’ to solve amplitudes in the partial wave basis from the measured
spherical moments, a problem which is known to have polynomial ambiquities in the
numerous solutions [23]. Finding out a single physical solution is ill-posed for the
case of overlapping resonances and continuum processes, which sum in a coherent
way at amplitude level. The partial wave problem may be, however, actually more
tractable for the full 2→ 4 process. To characterize the intrinsic invertability of the
detector acceptance through spherical harmonic expansion, we proposed calculating
the condition number of the detector acceptance moment mixing matrix through sin-
gular value decomposition. The measured and inverted moments in multiple Lorentz
frames, as we showed, give directly useful information for the theory development,
independent of the underlying models. Also, Graniitti is fully equipped to fit the
parameters of the Tensor pomeron model against spherical moment expansions or any
other observables – this requires only some CPU time. Finally, it would be interesting
to construct maximally model independent and fully covariant spin measures from
the frame dependent moment set.
In future, one could include more scattering amplitudes, lattice simulations fused
together with generative machine learning techniques for event-by-event proton struc-
ture fluctuations which would be a truly novel case, higher dimensional spin analysis
algorithms and deep learning driven ultra efficient Monte Carlo importance sampling.
Code
The latest version of the code is available under the open source MIT (single source
files) and GPL-3 licenses (full package) at mieskolainen.github.io.
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Reproducability
Scripts which automatically re-generate all the simulation figures, experimental com-
parisons and tables shown in this paper are provided as a part of the code package.
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A Alternative models of pomeron
A.1 The original pomeron
The original ‘sliding helicity’ Gribov pomeron has been implemented in the code
partially – this is only partial because the calculations involve unknown functions at
the central vertex. However, we shall explore it a bit. In the following, we shall strip
off all the form factors and concentrate only on the helicity dependent terms. The
helicity amplitude is written as [46]
T λ1λ3λ2λAλB (s1, s2, t1, t2, ϕ)
=
∑
ab
gaλAλ1(t1)∆a(s1, t1)g
λ3
ab (t1, t2, ϕ)∆b(s2, t2)g
b
λBλ2
(t2), (185)
where the sum runs over exchanged Reggeon with propagators ∆i as defined earlier,
to first order at high energies, over only two pomerons. The particle-Reggeon-particle
vertex helicity structure at small −t is
gaλAλ1(t) ' (−t)|λA−λ1|/2. (186)
The spin structure of the crucial central vertex is [46]
gλ3ab (t1, t2, ϕ) =
∞∑
m1,m2=−∞
eim1ϕγλ3m1m2(t1, t2), subject to λ3 = m1 −m2, (187)
where
γλ3m1m2(t1, t2) ' (−t1)|m1|/2(−t2)|m2|/2, (188)
a limit which holds for small values of −t1 and −t2. The projection of the angular
momentum ja(b) of the Reggeon a(b) is denoted with m1(2), which is an analytical
continuation over all values over the sliding Regge trajectory, thus technically an
infinite sum. However, the sum over m1(2) should be truncated to a first few, given
that−t1(2) are small and there is no full information about the central vertex available.
We make remark that one can see easily that in order to parity conservation to hold
for all spin-parities, the vertex Eq. 188 cannot be always symmetric e.g. under
(m1,m2) ↔ (−m1,−m2), but should change sign – thus this equation is a slightly
formal one. Now we have hopefully emphasized enough that the original pomeron
has no fixed spin structure but is an infinite sum. It is essentially the spin-parity
of the central state which ‘forces’ the pomeron Lorentz structure to look like a non-
conserved or conserved vector (or tensor) current, from a Regge theory point of view,
as discussed [46].
A.2 Vector current pomeron
This is a model from [25], which illustrates many points and is described here shortly
for completeness. In some sense the Tensor pomeron model is a superset of this with
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complete Feynman rules and higher rank spin structure. The spin density matrix of
the i-th pomeron in this conserved vector current model is obtained as
ρλλ
′
i = (−1)λ+λ
′
µ(qi, λ)
ν(qi, λ
′)ρµν , (189)
where λ = 0,±1 and the space-like q2 < 0 spin-1 polarization vectors are denoted
with . On the right hand side, the covariant density matrix is hermitian ρµν∗ = ρνµ
and the spin-1 polarization vectors obey
µ∗(±1) = −µ(∓1) (190)
µ∗(0) = −µ(0). (191)
We denote the 4-elements independent elements of the density matrix by ρ++, ρ00,
which are on the diagonal, and the off-diagonal terms |ρ+0|eiϕ˜i and |ρ+−|eiϕ˜i , where
ϕ˜i is the forward proton azimuthal angle in the pomeron-pomeron CM frame. This
angle is not exactly the same, clearly, as the forward angle ϕ in the proton-proton
CM frame or LHC lab frame.
The unnormalized covariant density matrix for the pomeron emission from the
i-th proton leg is
ρµνi = −
1
q2i
∑
helicities
JµJ
∗
ν , (192)
where Jµ is a Dirac like current of the proton-pomeron-proton vertex as the one in
QED given by Eq. 48. However, pomeron may couple with different strengths than
photon to the electric and magnetic terms of the proton form factors. The differential
cross section is then obtained by coupling ρ
λ1λ′1
1 and ρ
λ2λ′2
2 elements together at the
central vertex [25]
dσ ∼ 2ρ++1 ρ++2 × [W (++,++) +W (+−,+−)]
+ 2ρ++1 ρ
00
2 W (+0,+0) + 2ρ
00
1 ρ
++
2 W (0+, 0+)
+ ρ001 ρ
00
2 W (00, 00)
+ 2|ρ+−1 ρ+−2 |W (++,−−) cos 2ϕ˜
− 4|ρ+01 ρ+02 | × [W (++, 00) +W (0+,−0)] cos ϕ˜, (193)
which depends on eight helicity structure functions W (λ1λ2, λ
′
1λ
′
2), where the helicity
conservation requires λ1−λ2 = Jz = λ′1−λ′2, otherwise W = 0. The azimuthal angle
is ϕ˜ = ϕ˜1 + ϕ˜2. Six of these structure function can be measured with unpolarized
initial state protons. Now, let us write this in terms of the helicity amplitudes
W (λ1λ2, λ
′
1λ
′
2) ∼ Aλ1λ2(t1, t2)A∗λ′1λ′2(t1, t2)δ((q1 + q2)
2 −M2). (194)
Parity conservation requires that A−λ1−λ2 = η1η2ηMAλ1λ2 , where η1,2 denote the nat-
urality of pomerons and ηM the naturality of the boson, which is +1 if P = (−1)J
and −1 if P = (−1)J−1. Bose-Einstein symmetry (statistics) requires Aλ1λ2(t1, t2) =
(−1)JAλ2λ1(t2, t1), and time invariance requires invariance under under λ1λ2 ↔ λ′1λ′2,
which gives somewhat more complicated relations [25]. This model has some definite
properties regarding the observables. Most of them are direct consequences of the
parity conservation and vector currents.
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B Kinematics of 2→ 3
B.1 Lorentz invariants
Let us have the 2→ 3 process
pA + pB → p1 + P3 + p2, (195)
where p1 and p2 are the forward systems. Kinematically this is fully characterized
by 5 linearly independent Lorentz scalars. The most typical set is s = (pA + pB)
2 =
(p1 + P3 + p2)
2, t1 = (pA − p1)2, t2 = (pB − p2)2, s1 = (p1 + P3)2, s2 = (p2 + P3)2.
B.2 Colliding beam frame
Now, we need (at least) 5 variables. For practical reasons, we will use 6. The redun-
dancy is between forward system transverse angles ϕ1 and ϕ2 which we can remove
by the rotational invariance and use only the difference ∆ϕ ≡ ϕ1 − ϕ2, whenever
necessary. We define 6 variables, which fully characterize the exact kinematics and
separate between the longitudinal and transverse degrees of freedom
ξ1(2) ≡ 1−
pz,1(2)
pz,A(B)
∈ [0, 1] (196)
pt,1(2) ≡
(
p2x,1(2) + p
2
y,1(2)
)1/2 ∈ R+ (197)
ϕ1(2) ≡ tan−1
(
py,1(2)
px,1(2)
)
∈ (−pi, pi]. (198)
Due to the 4-momentum conservation, not arbitrary combinations of the values of
these variables are physically valid.
B.3 4-momentum components
The momentum pµ = [E, ~p] of forward systems are now given directly by
pµ1(2) = [
(
M21(2) + p
2
t,1(2) + (−m2p +
s
4
)(ξ1(2) − 1)2
)1/2
,
pt,1(2) cos(ϕ1(2)), pt,1(2) sin(ϕ1(2)), ∓
(ξ1(2) − 1)(−4m2p + s)1/2
2
]. (199)
We allow also excitation of forward protons with masses M1 and M2. For the elastic forward
protons, we set M1(2) ≡ mp. The central system 4-momentum is
Pµ3 = q
µ
1 + q
µ
2 =
[s1/2 −
(
M21 + p
2
t,1 + (−m2p +
s
4
)(ξ1 − 1)2
)1/2
−
(
M22 + p
2
t,2 + (−m2p +
s
4
)(ξ2 − 1)2
)1/2
,
− pt,1 cos(ϕ1)− pt,2 cos(ϕ2), −pt,1 sin(ϕ1)− pt,2 sin(ϕ2),
(ξ1 − ξ2)(−4m2p + s)1/2
2
]. (200)
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B.4 4-momentum transfer squared
The Lorentz scalars t1(2) < 0, which are the 4-momentum transfer squared, are written as
t1(2) =
((
(ξ1(2) − 1)2(−4m2p + s) + 4M21(2) + 4p2t,1(2)
)1/2 − s1/2)2
4
−
ξ21(2)(−4m2p + s)
4
− p2t,1(2). (201)
In the limit ξ1, ξ2 → 0 and s→∞, we get the familiar
t1(2) ' −p2t,1(2). (202)
This approximation is very good. When p2t,1(2) . 1 GeV2, the relative error we make is
proportional to the scale of ξ and for low mass CEP at the LHC, this scale is ξ ∼ 10−4.
B.5 Central system rapidity
The boost (rapidity) definition YX =
1
2 ln
(
E+pz
E−pz
)
along the beam line gives
YX =
1
2
ln [
(
(M21 + p
2
t,1 + (−m2p +
s
4
)(ξ1 − 1)2
)1/2
+(
M22 + p
2
t,2 + (−m2p +
s
4
)(ξ2 − 1)2
)1/2 − (ξ1 − ξ2)(−4m2p + s)1/2
2
− s1/2]
/[
(
M21 + p
2
t,1 + (−m2p +
s
4
)(ξ1 − 1)2
)1/2
+(
M22 + p
2
t,2 + (−m2p +
s
4
)(ξ2 − 1)2
)1/2
+
(ξ1 − ξ2)(−4m2p + s)1/2
2
− s1/2],
where taking massless limits and collinear pt,1(2) → 0 gives
YX ' 1
2
ln
(
ξ1
ξ2
)
. (203)
This is all around a very good approximation, relative error 10−3 . . . 10−6.
B.6 Subsystem energy invariants
The scalars s1 = (p1 + P3)
2 > 0 and s2 = (p2 + P3)
2 > 0 are
s1 = s− 2s1/2
(
M22 + p
2
t,2 + (−m2p +
s
4
)(ξ2 − 1)2
)1/2
+M22 (204)
s2 = s− 2s1/2
(
M21 + p
2
t,1 + (−m2p +
s
4
)(ξ1 − 1)2
)1/2
+M21 . (205)
The obvious massless and pt,1(2) → 0 limits of these are
s1 ' sξ2, s2 ' sξ1. (206)
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Relations above are sometimes also called as ‘Regge domain criteria’, equivalent with s 
|t1(2)|, s → ∞. Note how terms are crossed 1 ↔ 2, due to the momentum flow. The
approximations are very good for high ξ values and even at ξ ∼ 10−6, the relative error is
order of 10−3. In terms of the central system invariant mass and rapidity, we can also write
s1 'MXs1/2 exp(−YX), s2 'MXs1/2 exp(YX), (207)
often used in the case of photoproduction. These can be derived using using the collinear
relations
ξ1 ' MX
s1/2
exp(−YX), ξ2 ' MX
s1/2
exp(YX) (208)
in the limit pt,1(2) → 0.
B.7 Central system invariant mass
The central system invariant mass squared M2X ≡ P 23 = (q1 + q2)2, is exactly written as
M2X =[
(
M21 + p
2
t,1 + (−m2p +
s
4
)(ξ1 − 1)2
)1/2
+
(
M22 + p
2
t,2 + (−m2p +
s
4
)(ξ2 − 1)2
)1/2 − s1/2]2
− (pt,1 cos(ϕ1) + pt,2 cos(ϕ2))2 − (pt,1 sin(ϕ1) + pt,2 sin(ϕ2))2
− (ξ1 − ξ2)
2(−4m2p + s)
4
. (209)
Now if we take limit pt,1(2) → 0 and also mp,M1,M2 → 0, that is, s m2p,M21 ,M22 , we get
M2X ' ξ1ξ2s. (210)
This approximation is not especially good for the low mass CEP, because the pt,1,2 scale
is close to the central system mass scale. The relative error can be order of one (∼ 100 %).
Note that the complement scalar is
s12 = (p1 + p2)
2 ' (ξ1 − 1)(ξ2 − 1)s, (211)
which is not in common use.
B.8 Spanning set of variables
We show here a generic method for checking if the constructed set of Lorentz scalars is a
spanning set. In a row order s, t1, t2, s1, s2, we construct a matrix
A =

1 1 0 0 0
1 0 −1 0 0
0 1 0 −1 0
0 0 1 0 1
0 0 0 1 1
 , (212)
where each row/column correspond to the corresponding 4-momenta indices with order pA,
pB, p1, p2, P3 and the matrix element is Aij = ± when (pi ± pj)2. This matrix should
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have full rank ⇔ a non-zero determinant. Computer algebra gives full rank(A) = 5 and
determinant -2, which fine.
How about the 4-momentum representations? For this, we can construct the Gram ma-
trix between all 4-dot products Gij = 〈pi, pj〉. The determinant of this matrix is identically
zero, because we have 5 vectors in 4-dimensional space. Thus, the check goes for example
by choosing (only) the final states (p3, p4, p5), and calculating the 3× 3 Gram matrix, and
its determinant. The determinant obtained is an extremely lengthy expression, and gives
zero for linearly dependent final state configurations, which is fine. Example of a linearly
dependent case: (ξ1 ≡ ξ2, pt,1 ≡ pt,2,∆ϕ ≡ ϕ1 − ϕ2 ≡ pi) → system produced at rest gives
det(G) = 0.
C The slope parameter
Experimentally in soft processes dσ/dt ∼ exp(−b|t|) for small values of |t|. For example, in
photoproduction the pomeron exchange t-distribution slope is often written as
b = b0 + 2α
′ ln
(
W 2
W 20
)
, (213)
where b0 is a process (e.g. vector meson mass) dependent constant, W
2 is the γ∗p subsystem
invariant such as s1 or s2 here and W
2
0 is the (fit) normalization scale squared, often W0 ' 90
GeV in HERA fits. The second term with the pomeron slope α′ ' 0.05 . . . 0.25 GeV−2
originates from the Regge phenomenology, where as the first term is simply based on an
exponential ansatz. That is, this exponential ansatz may encapsulate both the proton form
factor and the vector meson form factor or transverse size, however, a model dependent
factorization ansatz between them is also possible.
The photon side t-distribution is different and is driven by QED photon singularity
1/q2 and proton EM-form factors. The slope parameter has dimensions (GeV−2) which is
the same as the cross section and may be interpreted as the average size of the transverse
interaction region, which naively could do logarithmic grow infinitely, perhaps without
confinement. So if α′ is the ‘inverse string tension’ coupled with the logarithmically growing
Gribov diffusion term, what is the constant b0 term then? Perhaps Fermi 〈k2t 〉 = 1/b of the
‘vacuum noise’?
C.1 Slope inference fit
We shall make a remark that an exponential −t ' p2t -distribution results in a Rayleigh
distributed pt-distribution, which then means that px and py components are following a
Gaussian stochastic process. The relation between the exponential and Rayleigh can be
shown directly by the change of a variable theorem
f(p2t ) = b exp(−bp2t ) ⇔ g(pt) =
∣∣∣∣dp2tdpt
∣∣∣∣ f(p2t ) = 2pt b exp(−bp2t ). (214)
Using this, the relation between the b parameter and the forward system average transverse
momentum with the given distribution assumptions is
b =
pi
4〈pt,1(2)〉2
. (215)
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Note that the square is of the average, not the other way around.
How to obtain an estimate of b without forward proton measurements? First assume
that the forward proton separation ∆ϕ follows a specific distribution, such as the uniform,
generate forward proton p2t values according to the chosen b, construct the forward proton
transverse momentum vectors ~pt,1(2), take the sum | − ~Pt| = |~pt,1 + ~pt,2| and compare this
sample with the measured central system transverse momentum |~Pt|-distribution in a fit
loop. Extension of this is to take into account the forward proton dissociation, which
results qualitatively in a different distribution presumably with a hard (point like) power
law tail, perhaps compatible with a Le´vy flight like stochastic process in the transverse
plane. Clearly, one needs to take into account in the fit the mixture of elastic-elastic,
elastic-inelastic, inelastic-inelastic events. The most extensive fits are most easily done by
generating samples using the full Graniitti machinery.
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D Harmonic acceptance decompositions
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Figure 23: CM frame (up) and CS frame (down): Acceptance decomposition.
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Figure 24: HX frame (up) and AH frame (down): Acceptance decomposition.
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Figure 25: PG frame (up) and GJ frame (down): Acceptance decomposition.
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