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GRAPH COBORDISMS AND HEEGAARD FLOER HOMOLOGY
IAN ZEMKE
Abstract. We construct a graph TQFT for the minus flavor of Heegaard Floer homology. Our
graph TQFT extends Ozsva´th and Szabo´’s TQFT for closed and connected 3-manifolds, and allows
for cobordisms with disconnected ends. As an application, we give an explicit formula for the chain
homotopy type of the pi1-action on Heegaard Floer homology. We show that on homology the pi1-
action is trivial on the plus, minus and infinity flavors, but give examples where it is non-trivial
on the hat flavor.
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1. Introduction
Heegaard Floer homology, introduced by Ozsva´th and Szabo´, associates functorial invariants to
3- and 4-manifolds. To an oriented, closed and connected 3-manifold Y , with a Spinc structure
s ∈ Spinc(Y ), they construct groups
HF−(Y, s), HF∞(Y, s), HF +(Y, s) and ĤF (Y, s),
which are modules over the ring F2[U ] [OS04a]. Ozsva´th and Szabo´ showed that these modules fit
into the framework of a (3+1)-dimensional TQFT:
Theorem 1.1 ([OS06]). Suppose W is an oriented, compact 4-manifold with boundary ∂W =
−Y0unionsqY1, and W , Y0 and Y1 are all non-empty and connected. If s ∈ Spinc(W ), and ◦ ∈ {+,−,∞,∧},
then there is a functorial map
FW,s : HF
◦(Y0, s|Y0)→ HF ◦(Y1, s|Y1),
which depends on a choice of path in W , connecting basepoints in Y0 and Y1.
The dependence on a choice of path was not explicitly stated in Ozsva´th and Szabo´’s original work,
though their construction implicitly depends on a choice of path. Indeed, we will show that the maps
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2 IAN ZEMKE
appearing in Theorem 1.1 are not invariants without some extra choice of data; see Corollary E,
below.
The goal of this paper is two-fold. Firstly, we determine precisely the dependence of the maps in
Theorem 1.1 on a choice of path. Secondly, and more broadly, we provide a TQFT framework for
Heegaard Floer homology which incorporates the basepoints in a natural way and extends Ozsva´th
and Szabo´’s framework to disconnected 3- and 4-manifolds.
Throughout the paper we work over the field F2 := Z/2Z.
1.1. The graph TQFT. Extending their original construction for 3-manifolds [OS04a], Ozsva´th
and Szabo´ described Heegaard Floer complexes CF−(Y,w, s) for 3-manifolds with collections of
basepoints w ⊆ Y [OS08]. For the purposes of the introduction, the complex CF−(Y,w, s) is a free,
finitely generated chain complex over the polynomial ring F2[U ]. Later, we will consider an algebraic
generalization over a more general polynomial ring.
In this paper, we define a notion of cobordism between manifolds with collections of basepoints.
A ribbon graph cobordism (W,Γ) from (Y0,w0) to (Y1,w1) is a cobordism W from Y0 to Y1 which
contains an embedded graph Γ, whose intersection with Yi is wi. Furthermore, Γ is decorated with
a formal ribbon structure, i.e. a choice of cyclic ordering of the edges adjacent to each vertex of Γ.
Our present paper centers on proving the following:
Theorem A. Suppose (W,Γ): (Y0,w0)→ (Y1,w1) is a ribbon graph cobordism and s ∈ Spinc(W ).
The construction in this paper yields two chain maps,
FAW,Γ,s, F
B
W,Γ,s : CF
−(Y0,w0, s|Y0)→ CF−(Y1,w1, s|Y1),
which are diffeomorphism invariants of (W,Γ), up to F2[U ]-equivariant chain homotopy.
Theorem A also applies to CF∞, CF + and ĈF , since they can be recovered via tensor products
with CF−; see Section 4.2.
The type-A and type-B cobordism maps satisfy the following symmetry:
(1.1) FAW,Γ,s ' FBW,Γ,s,
where Γ denotes Γ with cyclic orders reversed [HMZ18, Lemma 5.9]. Despite this symmetry, it is
natural to describe the A and B versions separately.
Unlike Ozsva´th and Szabo´’s original construction, Theorem A applies to cobordisms which are
disconnected, or which have disconnected 3-manifolds appearing in their ends, as long as each
component contains a basepoint.
Diffeomorphism invariance in Theorem A amounts to the following. Suppose that (W,Γ): (Y0,w0)→
(Y1,w1) and (W
′,Γ′) : (Y ′0 ,w
′
0)→ (Y ′1 ,w′1) are two graph cobordisms, and D : (W,Γ)→ (W ′,Γ′) is
an orientation preserving diffeomorphism. The map D restricts to give diffeomorphisms d0 : Y0 → Y ′0
and d1 : Y1 → Y ′1 . Let s ∈ Spinc(W ) and s′ := D∗(s). The following diagram, up to chain homotopy:
(1.2)
CF−(Y0,w0, s|Y0) CF−(Y ′0 ,w′0, s′|Y ′0 )
CF−(Y1,w1, s|Y1) CF−(Y ′1 ,w′1, s′|Y ′1 ).
(d0)∗
FAW,Γ,s F
A
W ′,Γ′,s′
(d1)∗
Concerning graph cobordisms where the graph consists of a collection of paths from Y0 to Y1, we
prove the following:
Theorem B. Suppose that (W,Γ): (Y0,w0) → (Y1,w1) is a graph cobordism, and Γ consists of a
collection of paths, each connecting w0 to w1.
(1) The A and B versions of the maps coincide:
FAW,Γ,s ' FBW,Γ,s.
GRAPH COBORDISMS AND HEEGAARD FLOER HOMOLOGY 3
(2) If φ : (Y,w) → (Y,w) is an orientation preserving diffeomorphism, let W (φ) denote the
mapping cylinder (i.e. [0, 1] × Y , with {0} × Y identified with Y via idY and {1} × Y
identified with Y via φ). Then
FAW (φ),[0,1]×w,s ' FBW (φ),[0,1]×w,s '
(
φ∗ : CF−(Y,w, s)→ CF−(Y,w, φ∗s)
)
.
(3) Suppose (W,γ) : (Y0, w0) → (Y1, w1) is a cobordism such that W, Y0 and Y1 are nonempty
and connected, and γ is a path from w0 to w1. Then F
A
W,γ,s ' FBW,γ,s, and both maps coincide
with the map defined by Ozsva´th and Szabo´.
Analogous to the cobordism maps defined by Ozsva´th and Szabo´, the graph cobordism maps
satisfy a Spinc composition law:
Theorem C. Suppose that (W,Γ) is ribbon graph cobordism which decomposes as a composition
(W,Γ) = (W2,Γ2) ∪ (W1,Γ1). If s1 and s2 are Spinc structures on W1 and W2, then
FAW2,Γ2,s2 ◦ FAW1,Γ1,s1 '
∑
s∈Spinc(W )
s|W2=s2
s|W1=s1
FAW,Γ,s.
The same relation holds for the type-B graph cobordism maps.
1.2. Moving basepoints and the pi1-action. If w ∈ Y , there is a fibration
(1.3) Diff(Y,w)→ Diff(Y ) evw−−→ Y.
The long exact sequence of homotopy groups for the fibration in Equation (1.3) gives a homomor-
phism
pi1(Y,w)→ MCG(Y,w),
where MCG(Y,w) denotes the based mapping class group of orientation preserving diffeomorphisms
modulo smooth isotopies which fix the point w.
If γ ∈ pi1(Y,w), we write
γ∗ : CF−(Y,w, s)→ CF−(Y,w, s)
for the induced diffeomorphism map.
If w ∈ w is a chosen of basepoint, there is a +1 graded endomorphism
Φw : CF
−(Y,w, s)→ CF−(Y,w, s).
One interpretation of the map Φw is as the map for the broken path cobordism, shown in Figure 1.1.
Alternatively, Φw can be interpreted as the map for a count of holomorphic disks on a Heegaard
diagram; see Equation (14.30).
Φw
w
w
Figure 1.1. The broken path graph cobordism for the endomorphism Φw.
The underlying 4-manifold is [0, 1] × Y . When w is not the only basepoint, there
are additional, unbroken strands from the bottom to the top.
An analog of the map Φw for link Floer homology was discovered by Sarkar [Sar15] in the context
of basepoint moving diffeomorphisms on link Floer homology.
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Theorem D. Suppose (Y,w) is a multi-pointed 3-manifold, w ∈ w and γ ∈ pi1(Y,w). Then the
diffeomorphism map γ∗ on CF−(Y,w, s) satisfies
γ∗ ' id +Φw ◦Aγ ,
where Φw is the broken path cobordism map and Aγ denotes the action of the class [γ] ∈ H1(Y,Z)/Tors.
Using Theorem D, we exhibit 3-manifolds Y where the induced map
γ∗ : ĤF (Y,w, s)→ ĤF (Y,w, s)
is not the identity:
Corollary E. Let Y be a 3-manifold and s ∈ Spinc(Y ).
(1) If s is torsion and there is an x ∈ HF +(Y,w, s) such that
U · x = 0 and x 6∈ U ·HF +(Y,w, s),
then pi1(Y#S
1 × S2, w) acts non-trivially on
ĤF (Y#S1 × S2, w).
(2) Suppose [γ] ∈ H1(Y ;Z) is a class whose action on HF +(Y,w, s) does not vanish. If |w| ≥ 2,
then the diffeomorphism map γ∗ acts non-trivially on the F2[U ]-module
HF−(Y,w, s).
Note that Y = Σ(2, 3, 7) satisfies the conditions of Part (1) of Corollary E. The manifold Y =
S1 × S2 satisfies Part (2).
When we restrict Theorem D to 3-manifolds with a single basepoint w, the formula defining Φw
has the following algebraic interpretation. View CF−(Y,w, s) as a free module over F2[U ] with basis
equal to the set of intersection points. The differential can be written as a matrix over this basis,
with entries in F2[U ]. The endomorphism Φw is obtained by differentiating each entry of this matrix
with respect to U . Using this basis, we can also define a derivative map d/dU as an endomorphism
of CF−(Y,w, s), which is not U -equivariant. The Leibniz rule implies
(1.4) Φw = ∂ ◦ d
dU
+
d
dU
◦ ∂.
As a consequence, we prove the following folklore result known to experts:
Corollary F. If (Y,w) is a singly based 3-manifold and γ ∈ pi1(Y,w), then the induced map γ∗
is equal to the identity on the homology groups HF−(Y,w, s), HF∞(Y,w, s) and HF +(Y,w, s), but
not necessarily ĤF (Y,w, s). Consequently, if (W,γ) is path cobordism between two singly based
3-manifolds (Y0, w0) and (Y1, w1), then the cobordism map
FW,γ,s : HF
◦(Y0, w0, s|Y0)→ HF ◦(Y1, w1, s|Y1)
is independent of γ if ◦ ∈ {−,∞,+}.
The chain homotopy H = d/dU appearing in Equation (1.4) is not F2[U ] equivariant, and hence
does not induce a chain homotopy on ĈF .
In another direction, if λ is a path between two basepoints w1, w2 ∈ w ⊆ Y , there is a dif-
feomorphism Swλ : (Y,w) → (Y,w) which swaps the two basepoints w1 and w2 along the path λ
(this is well defined, up to isotopy, since Y is 3-dimensional). Using the graph TQFT, we prove in
Proposition 14.24 that
Swλ ' Φw1Aλ +AλΦw2 ' AλΦw1 + Φw2Aλ.
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1.3. Outline of the construction of the graph TQFT. We now describe the main ingredients
of our graph TQFT. The first ingredients are the 4-dimensional handle attachment maps, similar to
the maps defined by Ozsva´th and Szabo´ [OS06], with the exception that we define maps for 0-handles
and 4-handles, and our construction of 1-handle maps and 3-handle maps is more flexible than their
construction. There are two additional, novel ingredients of the graph TQFT: the free-stabilization
maps, and the relative homology maps.
If w 6∈ w, we define two free-stabilization maps
S+w : CF
−(Y,w, s)→ CF−(Y,w ∪ {w}, s), and
S−w : CF
−(Y,w ∪ {w}, s)→ CF−(Y,w, s).
The maps S+w and S
−
w are induced by the graph cobordisms shown in Figure 1.2.
S+w
w
S−w
w
Figure 1.2. Graph cobordisms for the free-stabilization maps. The under-
lying 4-manifold is [0, 1]× Y .
Another new ingredient of our graph TQFT is the relative homology action. To a path λ between
two basepoints w1, w2 ∈ w we construct an endomorphism
Aλ : CF
−(Y,w, s)→ CF−(Y,w, s).
The definition of the map Aλ is asymmetrical with respect to the α and β curves. By switching
the roles of α and β in the construction, we obtain another map Bλ, with the same domain and
codomain, which is also a chain map.
The maps Aλ and Bλ turn out to be the graph cobordism maps for H-shaped graphs in [0, 1]×Y
for different ribbon structures, though we will not make use of this fact in this paper; see [Zem19,
Lemma 14.11].
As an intermediate step towards defining the graph cobordism maps, we construct maps for graphs
embedded in a fixed 3-manifold Y . We say G = (Γ,w0,w1) is an embedded flow-graph in Y if Γ ⊆ Y
is an embedded ribbon graph, each point of w0 and w1 has valence 1 in Γ, and Γ has no valence 0
vertices.
As a key step towards the full construction of the graph TQFT, we construct F2[U ]-equivariant
chain maps
AG , BG : CF−(Y,w0, s)→ CF−(Y,w1, s),
which we call the type-A and type-B graph action maps. The two maps AG and BG are related by
the same symmetry as the cobordism maps in Equation (1.1).
If G = (Γ,w0,w1) is a ribbon flow-graph in Y , then by definition
(1.5) AG ' FA[0,1]×Y,Γ′,s and BG ' FB[0,1]×Y,Γ′,s,
where Γ′ ⊆ [0, 1]× Y is a ribbon graph which projects to Γ and such that Γ′ ∩ ({0} × Y ) = w0 and
Γ′ ∩ ({1} × Y ) = w1.
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1.4. Further developments. This paper focuses on defining the graph cobordism maps, FAW,Γ,s
and FBW,Γ,s, and proving invariance. In subsequent papers, further properties and applications have
been explored, which we briefly summarize.
Hendricks, Manolescu and the author showed that pair-of-pants graph cobordisms containing a
trivalent graph induce chain homotopy equivalences between CF−(Y1#Y2) and CF−(Y1)⊗CF−(Y2)
[HMZ18, Proposition 5.2], giving a cobordism perspective on Ozsva´th and Szabo´’s connected sum
formula [OS04b, Theorem 1.5]. We used this fact to prove a connected sum formula for involutive
Heegaard Floer homology [HMZ18, Theorem 1.1].
In another subsequent paper, we prove that the graph cobordism maps for the trace cobordism
([0, 1]× Y, [0, 1]× {w}) : (−Y,w) unionsq (Y,w)→ ∅,
are chain homotopic to the canonical trace pairing between CF−(Y ) and CF−(−Y ) [Zem18, The-
orem 1.6]. A similar result holds for the cotrace cobordism, obtained by turning around the trace
cobordism. As an application, the author computed the Heegaard Floer mixed invariants of mapping
tori in terms of Lefschetz numbers on HF +red(Y ) [Zem18, Theorem 1.1].
In another direction, the author described a TQFT for link Floer homology [Zem19]. It turns out
that the link Floer TQFT recovers the graph TQFT in a natural way; see [Zem19, Theorem C] for
a precise statement. One interpretation of the dependence on cyclic orders from this paper can be
seen as an artifact of the relation with graphs embedded on surfaces.
The graph cobordism maps are invariant under a more general equivalence than ambient diffeomor-
phism of the 4-manifold, as stated in Equation (1.2). The cobordism maps are also invariant under
homotopies of the graph inside W which are only required to be smooth on each edge, and hence
may not extend to a smooth isotopy of W ; see Definition 3.4. Using the aforementioned connection
with link cobordisms, it turns out that the graph cobordisms are invariant under modifications of
the graph which preserve the ribbon equivalence class of the ribbon graph; see [Zem19, Corollary D]
for a precise statement.
1.5. Further commentary. It is worthwhile to compare the cobordism maps in Heegaard Floer
homology to the cobordism maps in Kronheimer and Mrowka’s construction of monopole Floer ho-
mology [KM07]. It follows from work of Kutluhan, Lee and Taubes [KLT10a], [KLT10b], [KLT10c],
[KLT11], and [KLT12], and independently Colin, Ghiggini and Honda [CGH10], [CGH12a], [CGH12b]
and [CGH12c], that certain versions of Heegaard Floer homology, monopole Floer homology, and
embedded contact homology are isomorphic. A proof that these isomorphisms extend to the level
of 4-manifold invariants has not yet appeared in the literature.
In monopole Floer homology, as well as embedded contact homology the chain complexes are
defined independently of a basepoint, but the action of U requires a choice of basepoint, and a path
can be used to construct a chain homotopy between the two U maps; see [HT09, Section 2.5].
In a different direction, we note that an early version of Theorem D appeared in [Zem15], for ĤF .
The proof in [Zem15] used Juha´sz’s sutured TQFT [Juh06] [Juh16] as well as the contact gluing map
of Honda, Kazez and Matic´ [HKM08], and hence had a different flavor than the one we explore in
this paper. It is an interesting question whether the graph cobordism maps described in this paper
have an interpretation in terms of the contact gluing map, perhaps using a limiting construction as
in [EVVZ17] [Gol15] or using a minus version of sutured Floer homology described by Alishahi and
Eftekhary [AE15].
1.6. Outline of the paper. In Section 3, we define the category of ribbon graph cobordisms,
and some related cobordism categories which appear in our paper. In Section 4, we describe some
background material on Heegaard Floer homology, and prove several results about admissibility for
multi-pointed Heegaard Floer diagrams. In Section 5, we construct the relative homology action. In
Section 6, we construct the free-stabilization maps, for adding or removing a basepoint. In Section 7,
we combine the free-stabilization maps with the relative homology action to construct a restricted
version of our TQFT, which we call the graph action map. In Sections 8 and 9, we describe maps
for 4-dimensional handles. In Sections 10 and 11, we define the graph cobordism maps and prove
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invariance (Theorem A). In Section 12, we prove the composition law (Theorem C). In Section 13,
we give a summary of the proof of the normalization axiom (Theorem B). In Section 14, we perform
several technical, holomorphic curve arguments to finish the proof of the normalization axiom, and
also give several formulas for basepoint moving diffeomorphism maps (in particular, Theorem D and
Corollaries E and F).
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3. Categorical Preliminaries
In this section, we define a category of graph cobordisms GrCob, and a related category FlGr(Y )
of immersed flow-graphs in a fixed 3-manifold Y .
3.1. The graph cobordism category. The objects of GrCob are the following:
Definition 3.1. A multi-pointed 3-manifold is a pair (Y,w) consisting of a closed, oriented 3-
manifold Y (not necessarily connected), together with a finite collection of basepoints w ⊆ Y , such
that each component of Y contains at least one basepoint.
Morphisms in GrCob are the following:
Definition 3.2. A ribbon graph cobordism from (Y0,w0) to (Y1,w1) is a pair (W,Γ) satisfying the
following:
(1) W is a cobordism from Y0 to Y1.
(2) Γ is an embedded graph in W such that Γ ∩ Yi = wi. Furthermore, each point of wi has
valence 1 in Γ.
(3) Γ has finitely many edges and vertices, and no vertices of valence 0.
(4) The embedding of Γ is smooth on each edge.
(5) Γ is decorated with a formal ribbon structure, i.e. a formal choice of cyclic ordering of the
edges adjacent to each vertex.
Remark 3.3. In GrCob, the embedding of a graph need not respect the formal ribbon structure (e.g.
the embedding of Γ near a vertex need not map the adjacent edges into a 2-plane centered at the
vertex in a way which respects the cyclic ordering).
The identity graph cobordism from (Y,w) to itself is ([0, 1]× Y, [0, 1]×w).
As always in cobordism categories, for GrCob to form an honest category, we must also include
parametrizing diffeomorphisms of the boundary as data of a morphism, and we must also quotient by
diffeomorphisms which respect these parametrizations. (Otherwise, there is no identity morphism).
To simplify exposition, we suppress this fact.
Some care is required when defining equivalences of graph cobordisms, since vertices of valence
greater than 1 are inherently non-smooth. In the morphism sets of GrCob, we quotient by diffeo-
morphisms of the ambient 4-manifold, as well as the following notion of graph isotopy:
Definition 3.4. Suppose that W is a 4-manifold and Γ is an abstract graph. We say that a
continuous map
i : [0, 1]× Γ→W
is a smooth isotopy of embedded graphs if there is a finite subset v ⊆ Γ, consisting of valence 1
vertices, such that the following are satisfied:
(1) For each t, the map i|{t}×Γ is a topological embedding.
(2) i−1(∂W ) = [0, 1]× v, and i is constant on v.
(3) If e ⊆ Γ is an edge, then the restriction i|[0,1]×e is smooth.
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3.2. The flow-graph category. There is a related category of interest to us, which we call the
flow-graph category of Y . The objects of FlGr(Y ) are collections of basepoints w ⊆ Y such that
each component of Y contains at least one basepoint. The morphisms in FlGr are the following:
Definition 3.5. Suppose Y is a closed, oriented 3-manifold and w0 and w1 are two collections of
basepoints in Y . We say a tuple G = (Γ, i,v0,v1) is an immersed ribbon flow-graph from w0 to w1
if the following are satisfied:
(1) Γ is an abstract ribbon graph. Furthermore, i : Γ→ Y is an immersion.
(2) Each vertex of Γ has valence at least 1.
(3) v0 and v1 disjoint collections of valence 1 vertices in Γ. Furthermore i maps v0 bijectively
to w0 and i maps v1 bijectively to w1.
We identify two ribbon flow-graphs (Γ, i,v0,v1) and (Γ
′, i′,v′0,v
′
1) if there is a homeomorphism
h : Γ→ Γ′ such that i′ = h ◦ i.
If G = (Γ, i,v0,v1) is a ribbon flow-graph, we say that v0 and v1 are the boundary vertices of
Γ. We say all other vertices are interior vertices. We will usually omit the immersion i from the
notation, and write simply G = (Γ,w0,w1) for a flow-graph. For convenience, we will usually assume
that our flow-graphs are embedded.
We use the following notion of equivalence of immersed flow-graphs:
Definition 3.6. Suppose that Γ is an abstract graph with pairwise disjoint sets of valence 1 vertices
v0 and v1. If w0,w1 are two collections of basepoints in Y , we say a continuous map
h : [0, 1]× Γ→ Y
is a smooth homotopy of immersed flow-graphs from w0 to w1 if the following are satisfied:
(1) For each t, the map h|{t}×Γ is locally an embedding.
(2) h({t} × v0) = w0 and h({t} × v1) = w1 for all t.
(3) If e ⊆ Γ is an edge, then h|[0,1]×e is smooth.
The identity flow-graph from w to itself consists of the pair (Γ, i) where Γ is the disjoint union of
|w| copies of the interval [0, 1], and i is a small perturbation of the map which sends a copy of [0, 1]
to the corresponding basepoint in w.
There is a functor from FlGr(Y ) to GrCob, which sends an immersed flow-graph (Γ, i,v0,v1) to a
graph cobordism ([0, 1]×Y,Γ′) : (Y, i(v0))→ (Y, i(v1)), where Γ′ is an embedded graph in [0, 1]×Y
which projects to Γ (up to ambient isotopy).
4. Heegaard Floer homology
In this section, we recall Ozsva´th and Szabo´’s construction of the Heegaard Floer complexes for
multi-pointed 3-manifolds.
4.1. Multi-pointed Heegaard diagrams and the Heegaard Floer complexes.
Definition 4.1. Suppose (Y,w) is a multi-pointed 3-manifold. A multi-pointed Heegaard diagram
H = (Σ,α,β,w) for (Y,w) is a tuple satisfying the following:
(1) Σ is a closed, oriented surface, embedded in Y , such that w ⊆ Σ \ (α ∪ β). Furthermore, Σ
splits Y into two handlebodies, Uα and Uβ , oriented so that Σ = ∂Uα = −∂Uβ .
(2) α = {α1, . . . , αn} is a collection of n = g(Σ)+ |w|−1 pairwise disjoint, simple, closed curves
on Σ, bounding pairwise disjoint compressing disks in Uα. Each component of Σ\α is planar
and contains a single basepoint.
(3) β = {β1, . . . , βn} is a collection of pairwise disjoint, simple, closed curves on Σ bounding
pairwise disjoint compressing disks in Uβ . Each component of Σ \ β is planar and contains
a single basepoint.
We will also require Heegaard diagrams to satisfy an admissibility requirement; see Section 4.7.
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4.2. The Heegaard Floer chain complexes. In this section, we describe Ozsva´th and Szabo´’s
Heegaard Floer chain complexes.
If w = {w1, . . . , wn} is a set of basepoints in Y , we define the free polynomial ring
F2[Uw] := F2[Uw1 , . . . , Uwn ].
Write F2[Uw, U−1w ] for the ring obtained by formally inverting each of the variables Uwi .
If k = (k1, . . . , kn) is an n-tuple, write
Ukw := U
k1
w1 · · ·Uknwn .
Suppose (Y,w) is a connected, multi-pointed 3-manifold and s ∈ Spinc(Y ). Pick a diagram
H = (Σ,α,β,w) of (Y,w), and consider the two tori
Tα := α1 × · · · × αn and Tβ := β1 × · · · × βn,
inside the symmetric product Symn(Σ), where n = g(Σ) + |w| − 1.
Ozsva´th and Szabo´ construct a map
sw : Tα ∩ Tβ → Spinc(Y );
See [OS04a, Section 2.6] for details on the construction.
As an F2[Uw]-module, CF−(H, s) is defined to be the free F2[Uw]-module generated by intersection
points x ∈ Tα ∩ Tβ with
sw(x) = s.
We define
(4.1) CF∞(H, s) := CF−(H, s)⊗F2[Uw] F2[Uw, U−1w ] and CF +(H, s) := CF∞(H, s)/CF−(H, s).
To equip CF−(H, s) with a differential, we pick an auxiliary path (Js)s∈[0,1] of almost complex
structures on Symg+|w|−1(Σ). We write MJs(φ) for the moduli space of Js-holomorphic maps
u : [0, 1]×R→ Symg+|w|−1(Σ) which represent the class φ. The moduli spaceMJs(φ) has a natural
action of R, corresponding to reparametrization of the source. We write
M̂Js(φ) :=MJs(φ)/R,
For a sufficiently generic Js, we define the differential
∂Js : CF
−(H, s)→ CF−(H, s)
via the formula
(4.2) ∂Js(x) =
∑
φ∈pi2(x,y)
µ(φ)=1
#M̂Js(φ)Unw(φ)w · y,
extended linearly over F2[Uw].
The endomorphism ∂Js satisfies
∂Js ◦ ∂Js = 0.
We refer the reader to [OS08, Lemma 4.3] for a proof.
We write CF−Js(H, s) for the F2[Uw]-module CF−(H, s) equipped with differential ∂Js . When
there is no ambiguity, we will usually drop the Js subscripts from both the chain complexes and the
differential.
If (Y,w) is a disconnected, multi-pointed 3-manifold, then a Heegaard diagram for (Y,w) is a
disjoint union of Heegaard diagrams for each component. The Heegaard Floer complex for such a
diagram is the tensor product over F2 of the complexes for each component.
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4.3. Coloring the Heegaard Floer complexes. In this section, we describe a way of algebraically
modifying the Heegaard Floer complexes to achieve functoriality of the Heegaard Floer complexes
under graph cobordisms.
Definition 4.2. If X is a topological space, a coloring of X is a function
σ : C0(X)→ P ,
where C0(X) denotes the set of connected components of X, and P is a finite set.
When X is a finite set (such as a set of basepoints), we view a coloring as a map from X to P .
If P = {p1, . . . , pn} is a finite set, write RP for the n-variable polynomial ring
RP := F2[Up1 , . . . , Upn ].
If σ : w→ P is a coloring, then σ induces an action of F2[Uw] on RP , defined via the formula
Uw · x := Uσ(w) · x,
for x ∈ R−P . Hence, if M is an F2[Uw]-module, we can form an RP -module Mσ as the tensor product
(4.3) Mσ := M ⊗F2[Uw] RP ,
which we think of as being obtained by formally identifying Uwi with Uσ(wi).
If (Y,w) is a multi-pointed 3-manifold, and σ : w → P is a coloring, then we write CF−(H, s, σ)
for the complex
(4.4) CF−(H, σ, s) := CF−(H, s)σ = CF−(H, s)⊗F2[Uw] RP .
We briefly highlight the behavior of the complexes under disjoint unions:
Remark 4.3. Suppose (Y, {w1, w2}) is the disjoint union of (Y1, w1) and (Y2, w2). If Hi is a diagram
for (Yi, wi), then H1 unionsqH2 is a diagram for (Y, {w1, w2}). By definition
CF−(H1 unionsqH2, s1 unionsq s2) := CF−(H1, s1)⊗F2 CF−(H2, s2),
which is a module over F2[Uw1 , Uw2 ].
Let P be the singleton {p}, and let σ : {w1, w2} → P denote the unique map. Let σ1 and σ2
denote the restrictions of σ to {w1} and {w2}. Then
CF−(H1 unionsqH2, σ, s1 unionsq s2) ∼= CF−(H1, σ1, s1)⊗F2[Up] CF−(H2, σ2, s2),
which is a module over the single variable polynomial ring RP = F2[Up].
4.4. Lipshitz’s cylindrical reformulation. For many technical arguments in this paper, it will
be convenient to work with Lipshitz’s cylindrical reformulation of Heegaard Floer homology [Lip06].
If (Σ,α,β, w) is a Heegaard diagram for the singly pointed 3-manifold (Y,w), Lipshitz shows that
instead of counting holomorphic disks in Symg(Σ), one can instead count holomorphic curves which
map into the 4-manifold Σ× [0, 1]×R. The equivalence is (morally) due to a tautological correspon-
dence between holomorphic disks mapping into Symg(Σ) and holomorphic curves (of higher genus)
mapping into Σ× [0, 1]×R whose projection to [0, 1]×R are g-fold branched covers. Lipshitz’s cylin-
drical setting has a similar extension for multi-pointed Heegaard diagrams; see [OS08, Section 5.2].
We now describe the almost complex structures and moduli spaces which we consider in this paper
(mostly taken directly from or slightly modified from [Lip06]).
If (Σ,α,β,w) is a multi-pointed Heegaard diagram, we focus on almost complex structures J on
Σ× [0, 1]× R which satisfy the following axioms (from [Lip06]):
(J1) J is tamed by the product symplectic form.
(J2) There is a finite collection of points P ⊆ Σ\ (α∪β) such that J is split (i.e. equal to jΣ× jD)
on a cylindrical neighborhood of P × [0, 1]× R.
(J3) J is translation invariant in the R factor.
(J4) J(∂/∂s) = ∂/∂t.
(J5) J preserves the 2-planes T (Σ× {(s, t)}) for all (s, t) ∈ [0, 1]× R.
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Sometimes we will need to consider slightly more harshly perturbed almost complex structures,
satisfying the following alternative to Axiom (J5):
(J5′) There is a 2-plane distribution ξ on Σ × [0, 1] such that the restriction of ω to ξ is non-
degenerate, J preserves ξ and the restriction of J to ξ is compatible with ω. We further
assume that ξ is tangent to Σ× {pt} near (α ∪ β)× [0, 1]× R and near Σ× {0, 1} × R.
Following [Lip06], we will consider holomorphic curves u : S → Σ × [0, 1] × R, such that S is
a Riemann surface with boundary, as well as positive punctures p1, . . . , pn and negative punctures
q1, . . . , qn (where n = g(Σ) + |w| − 1), satisfying the following:
(M1) S is a smooth (not nodal) Riemann surface.
(M2) u(∂S) ⊆ (α× {1} × R) ∪ (β × {0} × R).
(M3) limz→pi(piR ◦ u)(z) = −∞ and limz→qi(piR ◦ u)(z) =∞.
(M4) u has finite energy.
(M5) pi[0,1]×R ◦ u is locally non-constant.
(M6) u is an embedding.
When considering almost complex structures which satisfy (J5′) instead of (J5), we will need to
consider the following weaker version of the (M5) axiom:
(M5′) There is no non-empty open subset U ⊆ S such that pi[0,1]×R ◦ u|U is constant, and takes
value near {0, 1} × R (in the sense of (J5′)).
There is a similar description of holomorphic triangle maps in Lipshitz’s cylindrical setting. Let
∆ denote an unbounded, triangular region in the complex plane with three cylindrical ends, each
identified with [0, 1]× [0,∞). Following [Lip06, Section 10.2], we consider almost complex structures
on Σ×∆ satisfying the following:
(J ′1) J is tamed by the split symplectic form on Σ×∆.
(J ′2) There is a finite collection of points P ⊆ Σ \ (α ∪ β ∪ γ) with at least one point in each
component of Σ \ (α ∪ β ∪ γ) such that J is split on product neighborhood of P ×∆.
(J ′3) In the cylindrical ends of ∆, J is equal to a cylindrical almost complex structure satisfying
(J1)–(J5).
(J ′4) The projection map pi∆ : Σ×∆→ ∆ is holomorphic and the tangent space of each fiber of
piΣ is a complex line.
At times, we will need to deal with more harshly perturbed almost complex structures on Σ×∆,
which satisfy the following alternatives to Axioms (J ′3) and (J ′4):
(J ′3′) In the cylindrical ends of ∆, J agrees with cylindrical almost complex structures satisfying
(J1)-(J4) and (J5′), above.
(J ′4′) The 2-planes of T ({p} ×∆) are complex lines of J for all p ∈ Σ.
(J ′5′) The 2-planes T (Σ × {d}), for d ∈ ∆, are complex lines for J near (α ∪ β ∪ γ) ×∆ and on
Σ× U for an open subset U ⊆ ∆ containing the three components of ∂∆.
4.5. Expected dimensions and transversality. For some technical arguments, we will need com-
pute the expected dimension of certain moduli spaces, and also know when the expected dimension
is generically correct. To give precise results, our expected dimensions must take into account the
source curve S of a holomorphic map u : S → Σ× [0, 1]× R, and not just the homology class. If S
is a topological source, and φ is a homology class, we define
M(S, φ)
to be the set of holomorphic curves u : S×[0, 1]×R which satisfy (M1)–(M5) (but possibly not (M6)).
Near any curve where D∂ achieves transversality, the set M(S, φ) will be a smooth manifold of
dimension equal to the Fredholm index of D∂ at u.
Lipshitz proved that if u : S → Σ× [0, 1]×R is a holomorphic curve which satisfies (M1)–(M6) (in
particular, u is embedded), then the Fredholm index is equal to the Maslov index. More generally,
at curves which only satisfy (M1)–(M5), the Fredholm index satisfies
ind(u) = µ(φ)− 2 Sing(u),
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where Sing(u) denotes the number of double points of u in an equivalent singularity (see [Lip14,
Proposition 4.2′]).
If X ⊆ Symn([0, 1]×R) is a smooth submanifold, p ∈ Σ \ (α∪β) is a point, and φ is a homology
class with np(φ) = n, there is a matched moduli space
M(S, φ,X) := {u ∈M(S, φ) : ρp(u) ∈ X},
where and ρp : M(S, φ)→ Symn([0, 1]× R) is the map
(4.5) ρp(u) := (u ◦ pi[0,1]×R)
(
(u ◦ piΣ)−1(p)
)
.
The analysis becomes simpler if we restrict to submanifolds X ⊆ Symn([0, 1] × R) which avoid the
fat diagonal, i.e. the codimension 2 subset of points with at least one repeated entry.
We state the following transversality result:
Proposition 4.4. Suppose J is a generic almost complex structure on Σ × [0, 1] × R satisfying
(J1)–(J5). Near any holomorphic curve u : S → Σ × [0, 1] × R satisfying (M1)–(M5), the moduli
space M(S, φ) is transversely cut out and of dimension
ind(u) = µ(φ)− 2 Sing(u).
If X ⊆ Symn([0, 1] × R) is a submanifold which avoids the fat diagonal, then near any curve u ∈
M(S, φ,X) satisfying (M1)–(M5), the space M(S, φ,X) is transversely cut out and of dimension
µ(φ)− 2 Sing(u)− codim(X).
If J is a generic almost complex structure satisfying (J1)–(J4) and (J5′), then the statements
hold at holomorphic curves which satisfy (M1)–(M4) and (M5′) with no multiply covered closed
components, and with no components S0 such that pi[0,1]×R ◦ u|S0 is constant and takes on a value
near {0, 1} × R (in the sense of (J5′)).
See [Lip06, Sections 3 and 4] for proofs of the statements about the unmatched moduli spaces
near embedded curves, and see [Lip14] for the statements about the unmatched moduli spaces near
non-embedded curves. See [JTZ12, Section 9.3] for an account of the proof involving the matched
moduli spaces.
An analog of Proposition 4.4 holds for the moduli spaces of holomorphic triangles satisfying the
natural analogs of (M1)–(M5) for almost complex structures satisfying (J ′1)–(J ′4). Furthermore,
there is also a version for more harshly perturbed almost complex structures satisfying (J ′1), (J ′2),
(J ′3′), (J ′4′) and (J ′5′) using the moduli space axioms obtained by modifying (M1)–(M4), and
(M5′) in the obvious ways; see [JTZ12, Section 9.3].
4.6. Naturality of Heegaard Floer homology. For functoriality, we need to understand the
relation between the chain complexes obtained from different Heegaard diagrams of the same 3-
manifold.
The following is standard:
Lemma 4.5. Any two Heegaard diagrams for a multi-pointed 3-manifold can be connected by a
sequence of the following moves:
(1) Isotopies of the α or β curves not passing over the w basepoints.
(2) Handleslides of the α curves across each other or handleslides of the β curves across each
other.
(3) Simple stabilizations or destabilizations.
(4) Pushing forward the diagram (Σ,α,β,w) under an automorphism φ of (Y,w) which is iso-
topic to idY , relative to w.
We explain Move (3), appearing in Lemma 4.5. Suppose B3 ⊆ Y is a closed, embedded 3-ball
which intersects Σ in a disk and is disjoint from α∪β∪w. We say a diagram (Σ′,α′,β′,w) is a simple
stabilization of (Σ,α,β,w) if Σ agrees with Σ′ outside of B3, α′ = α ∪ {α′}, β′ = β ∪ {β′}, and
Σ′ ∩B3 consists of a once punctured torus. Furthermore, α′ and β′ intersect in a single, transverse
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intersection point, and are contained in the region Σ′ ∩ B3. A simple destabilization is the inverse
of a simple stabilization.
To each of the moves appearing in Lemma 4.5, Ozsva´th and Szabo´ [OS04a] associated a chain
map between the corresponding Heegaard Floer complexes.
We now state the following naturality result:
Proposition 4.6. Suppose that (Y,w) is a multi-pointed 3-manifold. To each pair (H, J) and
(H′, J ′), there is a well defined map
Ψ(H,J)→(H′,J′) : CF
−
J (H, s)→ CF−J′(H′, s),
which is well defined up to F2[U ]-equivariant chain homotopy. Furthermore, the following are satis-
fied:
(1) If (H, J), (H′, J ′) and (H′′, J ′′) are three diagrams with almost complex structures, then
Ψ(H,J)→(H′′,J′′) ' Ψ(H′,J′)→(H′′,J′′) ◦Ψ(H,J)→(H′,J′).
(2) Ψ(H,J)→(H,J) ' idCF−J (H,s) .
Proof. The details of the proof are due to many authors. Ozsva´th and Szabo´ [OS04a] constructed the
transition maps Ψ(H,J)→(H′,J′) and proved they were quasi-isomorphisms (establishing invariance of
the isomorphism type of the homology groups). They also proved most of the Floer theoretic results
necessary to show well-definedness of Ψ(H,J)→(H′,J′); see [OS06, Theorem 2.1]. Lipshitz showed
that the transition maps are chain homotopy equivalences [Lip06, Proposition 11.4], as opposed to
quasi-isomorphisms. Juha´sz and Thurston pointed out that [OS06, Theorem 2.1] contains a gap,
since the space of isotopies taking one embedded Heegaard surface to another is not connected. The
proof of invariance of the transition maps is completed in [JTZ12], by a careful topological analysis
of the space of Heegaard splittings, followed by verification that the Heegaard Floer transition
maps have no monodromy around a special loop of Heegaard diagrams (the simple handleswap loop
[JTZ12, Definition 2.31]). 
We now describe the maps associated to the moves in Lemma 4.5, as well as changes of the almost
complex structure.
If H = (Σ,α,β,w) is a diagram for (Y,w), and J and J ′ are two almost complex structures on
Σ× [0, 1]×R, then the transition map Ψ(H,J)→(H,J′) is defined by picking a non-cylindrical almost
complex structure J˜ on Σ × [0, 1] × R which agrees with J on Σ × [0, 1] × (−∞,−1] and J ′ on
Σ× [0, 1]× [1,∞), and counting Maslov index 0 J˜-holomorphic curves in Σ× [0, 1]× R.
Next, we consider the maps associated to handleslides and isotopies of α and β. In this case, the
transition map Ψ(H,J)→(H′,J′) can be computed by a sequence of holomorphic triangle maps. If α′ is
obtained from α by a handleslide or isotopy, and the triple (Σ,α′,α,β,w) satisfies an admissibility
condition (see Definition 4.12), the map Ψ(H,J)→(H′,J′) can be computed by counting holomorphic
triangles via the formula
(4.6) Ψ(H,J)→(H′,J)(−) = Fα′,α,β(Θ+α′,α ⊗−).
In Equation (4.6), Θ+α′,α denotes a cycle in CF
−(Σ,α′,α,w, s0) which represents the top graded
homogeneous element of HF−(Σ,α′,α,w, s0), and s0 denotes the torsion Spinc structure on (S1 ×
S2)#g(Σ).
If the triple (Σ,α′,α,β,w) is not admissible, the transition map Ψ(H,J)→(H′,J′) is obtained by
a composition of triangle maps as in Equation (4.6). We will often write Ψβα→α′ for the transition
map Ψ(H,J)→(H′,J′), in this situation.
Similarly moves of the β curves can be computed using the holomorphic triangle maps, in an
analogous fashion. If β′ is obtained from β via a sequence of handleslides or isotopies, we write
Ψβ→β
′
α for the corresponding transition map.
If H = (Σ,α,β,w) is a Heegaard diagram for (Y,w), and H′ = (Σ′,α ∪ {α′},β ∪ {β′},w) is
a simple stabilization, then we consider the map σ : CF−(Σ,α,β,w, s) → CF−(Σ′,α′,β′,w, s)
defined by the formula
σ(x) := x× c,
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extended F2[Uw]-equivariantly, where {c} = α′ ∩ β′.
If J is an almost complex structure on Σ × [0, 1] × R which is split in a neighborhood of the
connected sum point, and T > 0, then one can construct an almost complex structure J(T ) on
Σ′ × [0, 1] × R which has a connected sum neck of length T inserted. According to the proof of
[Lip06, Proposition 12.5], if T is sufficient large, the map σ will satisfy
σ ◦ ∂J = ∂J(T ) ◦ σ.
For appropriately large T , the transition map from (H, J) to (H′, J(T )) is defined to be σ. The
meaning of “appropriately large” can be made precise: We say a neck length T > 0 satisfies stabiliza-
tion condition (SC-1) (and can be used to compute the simple stabilization map) if for all T ′ ≥ T ,
there is an almost complex structure J˜ on Σ× [0, 1]× R interpolating J(T ) and J(T ′) so that
(SC-1) ΨJ˜(x× c) = x× c,
for all x ∈ Tα ∩ Tβ . We will consider a similar stabilizing condition when we define the free-
stabilization, 1-handle and 3-handle maps; see Conditions (SC-2) and (SC-3).
If J ′ is a general almost complex structure on Σ′ × [0, 1] × R (possibly not satisfying Condi-
tion (SC-1)) then the transition map Ψ(H,J)→(H′,J′) is defined as the composition
Ψ(H,J)→(H′,J′) := Ψ(H′,J(T ))→(H′,J′) ◦Ψ(H,J)→(H′,J(T ))
= Ψ(H′,J(T ))→(H′,J′) ◦ σ,
for a T which satisfies Condition (SC-1).
Finally, if (H′, J ′) is obtained by pushing forward H under a diffeomorphism φ of (Y,w) which is
isotopic to the identity, relative to w, then the transition map Ψ(H,J)→(H′,J′) is defined to be the
tautological map φ∗ induced by φ.
If (Y,w) is a multi-pointed 3-manifold and σ : w → P is a coloring, then the RP -modules
CF−(H, σ, s) from Equation (4.4) form a transitive system of chain complexes, for which we write
CF−(Y,wσ, s).
4.7. Admissibility of Heegaard diagrams. In order to achieve finite counts of holomorphic disks
and triangles for CF−, Ozsva´th and Szabo´ define several admissibility conditions (weak admissibility
and strong s-admissibility) for singly pointed Heegaard diagrams, triples and quadruples [OS04a,
Sections 4 and 8]. For multi-pointed diagrams of integer homology spheres, they also described a
weaker version of admissibility (weak admissibility) [OS08, Section 3.4], though this is not sufficient
for our purposes. In this section, we extend their work on strong s-admissibility to multi-pointed
diagrams of arbitrary 3-manifolds (see Definition 4.9).
Definition 4.7. If (Σ,α,β,w) is a multi-pointed Heegaard diagram, a periodic domain is an integral
2-chain P on Σ with boundary equal to a linear combination of the α and β curves, with nw(P ) = 0
for all w ∈ w. A periodic class is a homology class φ ∈ pi2(x,x) for some x ∈ Tα ∩ Tβ such that
nw(φ) = 0 for all w ∈ w.
The domain of a periodic class is a periodic domain, though we usually will not make a distinction
between the two. If R is a ring, we can also consider the set of R-valued periodic domains, for which
we write ΠR.
There is a natural map
H : ΠZ → H2(Y \w;Z),
obtained by capping ∂P with an integral combination of compressing disks for the α and β curves.
The construction of H works for other rings R, as well.
If φ ∈ pi2(x,y) is a homology class of disks, we write D(φ) for the domain of φ, viewed as a 2-chain
on Σ. If φ ∈ pi2(x,x) is a periodic class, define
H(φ) := H(D(φ)).
If P ∈ ΠZ is a periodic domain, if λ is an integral 1-chain on Σ, with boundary equal to an
integer sum of w basepoints, then we will write a(λ, P ) for the integer obtained by summing each
local difference of the class λ across each α curve as one traverses λ. We define an integer b(λ, P )
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analogously, by summing differences of the domain P across the β curves as one traverses λ. See
Section 5.1 for more details on a(λ, P ) and b(λ, P ).
If λ is an integral 1-chain on Σ, with boundary equal to a linear combination of the w basepoints,
then by pushing the interior of γ into the α handlebody, we obtain the formula
(4.7) a(λ, P ) = #(λ ∩H(P )),
Similarly, if γ is an integral 1-cycle on Σ, then
(4.8) a(γ, P ) = #(γ ∩H(P )) = 〈PD [γ], H(P )〉.
A helpful topological fact is the following:
Lemma 4.8. The map H : ΠR → H2(Y \w;R), is an isomorphism for any ring R.
Proof. Since ΠZ and H2(Y \w;Z) are free Z-modules, it is sufficient to show the claim for R = Z.
To see that H is a surjection, note that Y \ N(w) is obtained by attaching 2-handles to [0, 1] ×
(Σ \ N(w)) along {0} × α and {1} × β. By putting a closed 2-cycle into general position, we can
ensure that it intersects the co-cores of the 2-handles transversely. After a homotopy, it becomes
homologous to a 2-chain in Σ \N(w) with boundary equal to a linear combination of the α and β
curves, together with some linear combination of the cores of the 2-handles. Hence H is surjective.
For injectivity, suppose H(P ) = 0 ∈ H2(Y \ w;Z). By Equation (4.7), a(λ, P ) = 0 for any λ
which is a closed curve or a path connecting two basepoints in w. Similarly b(λ, P ) = 0 for any such
λ. By considering λ arcs or curves which are dual to α and β curves, it follows that H(P ) has no
changes across any of the α and β curves. Since P also has zero multiplicity at the basepoints, P
must be zero everywhere. 
By abuse of notation, we will also write H(P ) or H(φ) for the induced class in H2(Y ;Z). The
capping map H satisfies
(4.9) µ(φ) = 〈c1(s), H(φ)〉+ 2
∑
w∈w
nw(φ).
Equation (4.9) can be proven by a simple modification of Ozsva´th and Szabo´’s proof for singly
pointed diagrams [OS04b, Proposition 7.5].
We make the following definition, extending Ozsva´th and Szabo´’s strong s-admissibility condition
[OS04a, Section 4] to multi-pointed diagrams:
Definition 4.9. If s ∈ Spinc(Y ), we say a Heegaard diagram H = (Σ,α,β,w) is strongly s-
admissible if for each N > 0 and each non-trivial periodic domain P ∈ ΠZ, the inequality
〈c1(s), H(P )〉 = 2N ≥ 0
implies that P has some multiplicity strictly greater than N .
Strong s-admissibility ensures finiteness of the differential on CF−:
Lemma 4.10. If H is strongly s-admissible, and j is fixed, then there are only finitely many homology
classes φ ∈ pi2(x,y) with µ(φ) = j and D(φ) ≥ 0.
Proof. The proof is a modification of Ozsva´th and Szabo´’s proof for singly pointed diagrams [OS04a,
Lemma 4.14].
Fix any ψ ∈ pi2(x,y) with µ(ψ) = j. If φ ∈ pi2(x,y) is another class then we can uniquely write
D(φ) = D(ψ) + P +A
where P ∈ ΠZ, and A is a Z-linear combination of the components of Σ \α. If D(φ) ≥ 0, then
(4.10) −D(ψ) ≤ P +A.
Suppose to the contrary of the main statement, that there is an infinite sequence φn of distinct
classes in pi2(x,y), with µ(φn) = j and D(φn) ≥ 0. We obtain an infinite sequence of pairwise
distinct pairs (Pn, An) which satisfy Equation (4.10).
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Since there are only finitely many components of Σ \ (α ∪ β), it follows that
‖Pn +An‖∞ →∞,
where ‖D‖∞ denotes the maximum absolute value of the components of a domain D.
The coefficients of Pn + An are bounded below by the coefficients of −D(ψ). Similarly, since Pn
satisfies nw(Pn) = 0 for all n, it follows that nw(An) = nw(φn)−nw(ψ). Since D(φn) ≥ 0, it follows
that the coefficients of An are also bounded from below.
Since Pn is zero on w, and An is determined by its values on w, we have
(4.11) ‖An‖∞ ≤ ‖Pn +An‖∞.
By the triangle inequality
(4.12) ‖Pn‖∞ ≤ ‖An‖∞ + ‖Pn +An‖∞.
Equations (4.11) and (4.12) imply An/‖Pn +An‖∞ and Pn/‖An + Pn‖∞ are both bounded, and
hence admit subsequences which converge to real domains A∞ and P∞, respectively.
Since µ(φn) = µ(ψ) = j, we have that
(4.13) µ(Pxn +A
x
n) = 0,
where Pxn , A
x
n ∈ pi2(x,x) denote the periodic classes corresponding to Pn and An. Combining
Equations (4.9) and (4.13), as well as the fact that H(An) = 0 ∈ H2(Y ;Z) and nw(Pn) = 0, we
obtain
(4.14) 0 = µ(Pxn +A
x
n) = 〈c1(s), H(Pn)〉+
∑
w∈w
2nw(An).
Taking limits in Equation (4.14), we obtain
(4.15) 〈c1(s), H(P∞)〉+
∑
w∈w
2nw(A∞) = 0.
Since the multiplicities of An and An +Pn are bounded below, and ‖An +Pn‖∞ →∞, we conclude
(4.16) A∞ ≥ 0 and P∞ +A∞ ≥ 0.
If there is a real pair (P∞, A∞) satisfying Equations (4.15) and (4.16), then it is not hard to see that
there is also a nearby rational domain which also satisfies Equations (4.15) and (4.16). By clearing
denominators, we can find a pair (P ′, A′) of integral domains, satisfying the same relations.
By Equations (4.15) and (4.16),
〈c1(s), H(−P ′)〉 = 2N ≥ 0
where N =
∑
w∈w nw(A
′). Hence −P ′ has a multiplicity which is greater than N by strong admis-
sibility. Since A′ ≥ 0, this contradicts the fact that A′ + P ′ ≥ 0. 
We now prove that all multi-pointed Heegaard diagrams can be made admissible by performing
an isotopy:
Proposition 4.11. If H = (Σ,α,β,w) is a multi-pointed Heegaard diagram for (Y,w), and s is a
fixed Spinc structure on Y , then H is isotopic to a strongly s-admissible diagram.
Proof. Our proof is a modification of Ozsva´th and Szabo´’s procedure for achieving strong s-admissibility
for singly pointed diagrams [OS04a, Lemma 5.4], and their procedure for achieving weak admissi-
bility for multi-pointed diagrams of integer homology spheres [OS08, Proposition 3.6].
Pick a collection of closed curves γ1, . . . , γk and arcs λ1 . . . , λn on Σ satisfying the following:
(1) γ1, . . . , γk are pairwise disjoint, simple, closed curves which span H1(Y ;Z).
(2) Each λi is an embedded arc with boundary equal to two basepoints of w.
(3) The interiors of λi and λj are disjoint if i 6= j, and λi is disjoint from γj for all i and j.
(4) Each basepoint of w is in the boundary of at least one λi, and λ1 ∪ · · · ∪ λn is connected.
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The above conditions imply that γ1, . . . , γk, λ1, . . . , λn span H1(Y,w;Z).
Such a collection γ1, . . . , γk, λ1, . . . , λn can be constructed as follows. Let α0 be any tuple of
g(Σ) attaching curves on Σ, which are disjoint from w and which bound compressing disks in the
handlebody Uα, such that Σ\α0 is a connected, planar surface. The curves γ1, . . . , γk can be chosen
to be duals of the curves of α0. The complement of α0 is planar, connected, and contains all of the
w basepoints. The λi can be chosen to form an embedded tree, such that each λi connects one w
basepoint to a chosen central basepoint of w.
Write Π′Q for the set of rational 2-chains on Σ of the form
P − 〈c1(s), H(P )〉
2
· [Σ] for P ∈ ΠQ.
Following Ozsva´th and Szabo´’s terminology, we call such domains s-renormalized periodic domains.
The groups ΠQ and Π′Q are canonically isomorphic, so there is a well defined capping map
H : Π′Q → H2(Y \w;Q),
which is an isomorphism by Lemma 4.8.
Let R1, . . . , Rn be a collection of pairwise disjoint, embedded rectangles in Σ, such that the
following hold:
(1) λi ∩Ri is a connected arc.
(2) λi ∩Rj = ∅ if i 6= j, and γi ∩Rj = ∅ for all i and j.
(3) If τ is an attaching curve in α or β, then τ ∩ λi ⊆ Ri.
Fix N > 0. We perform the following two winding moves to α to construct a diagram HN =
(Σ,αN ,β):
(W-1): Let γ+i and γ
−
i denote two small, parallel pushoffs of γi, which are disjoint from each other
and γi. Wind the α curves positively N times around γ
+
i , and negatively N times around
γ−i , as shown in Figure 4.1
(W-2): Along each λi, we perform a zig-zag move to the α curves, as shown in Figure 4.2. The
zig-zag move is supported in the rectangle Ri.
We write Π′Q,N for the set of s-renormalized periodic domains on HN .
The groups Π′Q,N and Π
′
Q are canonically isomorphic: indeed Lemma 4.8 implies both are canon-
ically isomorphic to H2(Y \w;Q). Write
WN : Π′Q → Π′Q,N
for this isomorphism.
Subclaim 4.11.1. For sufficiently large N , any nonzero s-renormalized periodic domain on HN
has both positive and negative multiplicities.
It is straightforward to see that Subclaim 4.11.1 implies that for sufficiently large N , HN is strongly
s-admissible.
We now prove Subclaim 4.11.1. Define an L∞-norm on H2(Y \w;Q) via the formula
‖σ‖Y \w∞ = max {|#(λ1 ∩ σ)|, . . . , |#(λn ∩ σ)|, |#(γ1 ∩ σ)|, . . . , |#(γk ∩ σ)|} ,
where #(λi ∩ σ) denotes the algebraic intersection number. Similarly, define an L∞-norm on
H2(Y ;Q) via the formula
‖σ‖Y∞ := max {|#(γ1 ∩ σ)|, . . . , |#(γk ∩ σ)|} .
Let S′Q denote the unit sphere in Π′Q with respect to the ‖ · ‖Y \w∞ -norm, i.e.
S′Q := {P ∈ Π′Q : ‖H(P )‖Y \w∞ = 1}.
It is sufficient to show Subclaim 4.11.1 for s-renormalized periodic domains P such that H(P ) ∈
S′Q, since scaling by Q preserves the property of having positive and negative coefficients.
Since γ1, . . . , γk span H1(Y ;Z), we can write
(4.17) PD [c1(s)] = a1[γ1] + · · ·+ ak[γk],
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for some ai ∈ Z. Let M denote the quantity
M :=
k∑
i=1
|ai|.
Pick a real number  so that
(4.18) 0 <  <
1
2
and M <
1
2
.
Let C be the maximum absolute value of any multiplicity of any domain in S′Q, and let N > 0 be
an integer which satisfies
(4.19) N ·  > C.
We will show that if N satisfies Equation (4.19), then any nonzero s-renormalized domain on HN
has both positive and negative multiplicities.
Suppose that P ∈ S′Q. Note that by definition WN does not change the induced class in H2(Y \
w;Z), and hence WN does not change either ‖ · ‖Y \w∞ or ‖ · ‖Y∞. We break the argument into two
cases:
(1) ‖H(P )‖Y∞ > .
(2) ‖H(P )‖Y∞ ≤ .
In Case (1), let γi be a curve so that |#(γi ∩H(P ))| > . By Equation (4.7), |a(γi, P )| > . Pick
x ∈ γi \ (α ∪ β) and let x+ and x− be nearby points on γ+i \ (α ∪ β) and γ−i \ (α ∪ β).
α β β α β
γi
(W-1)
l+
H
H1
x
x+
Figure 4.1. Winding move (W-1) near a closed curve γi on Σ. The arc l
+ is
shown. The left and right sides of each rectangle are identified to form an annulus
on Σ.
Let l+ be an arc from x to x+, which is contained in a neighborhood of γi and does not intersect α
or β. On HN , l+ intersects a curve in αN with N times the geometric multiplicity that γi intersects
the corresponding curve of α. Furthermore, the arc l+ can be concatenated with an arc which
connects x and x+ and is disjoint from αN , such that the concatenation is homologous to N · γ on
Σ (see the bottom of Figure 4.1). Writing l− for a similar path from x to x−, it follows that
(4.20) a(l+,WN (P )) = N · a(γi, P ) and a(l−,WN (P )) = −N · a(γi, P ).
Observing that l+ and l− intersect no β curves, it follows from Equation (4.20) that
(4.21) nx+(WN (P )) = nx(P ) +N · a(γi, P ) and nx−(WN (P )) = nx(P )−N · a(γi, P ).
Together, Equations (4.19) and (4.21) imply that WN (P ) has both positive and negative multiplic-
ities, proving Subclaim 4.11.1 in Case (1).
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Next, we consider Case (2). Combining Equations (4.17) and (4.18) and the triangle inequality,
we obtain
(4.22) |〈c1(s), H(P )〉| =
∣∣∣∣∣
k∑
i=1
ai〈PD [γi], H(P )〉
∣∣∣∣∣ ≤
k∑
i=1
|ai| · |#(γi ∩H(P ))| ≤M ·  < 1
2
.
w1 w2
α β α β α β
λi
li
l′i
Ri
(W-2)
Figure 4.2. The zig-zag move (W-2) near an arc λi with ∂λi = {w1, w2}.
The arcs li and l
′
i near w1 and w2 are shown. The move is supported in the rectangle
Ri, whose boundary is the dashed box.
Define m := −〈c1(s), H(P )〉, which is the multiplicity of WN (P ) at each basepoint w ∈ w.
By Equation (4.22), m ∈ (− 12 , 12 ). Furthermore, since ‖H(P )‖Y \w∞ = 1, there is a λi such that
a(λi, P ) = 1. We consider the two arcs li and l
′
i on Σ, shown in Figure 4.2, which intersect no curves
on Σ, and intersect only the α curves on HN . Note that
a(λi,WN (P )) = a(li,WN (P )) = a(l′i,WN (P )),
since li and l
′
i can both be completed to curves on Σ which are isotopic to λi, and whose only
intersections with α occur along li or l
′
i (see the dashed lines on the bottom of Figure 4.2). Since li
and l′i do not intersect the β curves, it follows that the difference in multiplicity of WN (P ) between
the two points of ∂li is a(λi,WN (P )) = 1, and similarly for the two points of ∂l′i. Hence WN (P )
has multiplicities of m + 1 and m − 1. Since |m| < 1/2, it follows that m − 1 < 0 and m + 1 > 0.
Subclaim 4.11.1 follows in Case (2), completing the proof. 
4.8. Admissibility for Heegaard triples and quadruples. We also need to consider admissi-
bility of Heegaard triples and multi-diagrams.
If (Σ,α,β,γ,w) is a Heegaard triple, Ozsva´th and Szabo´ construct the 4-manifold
(4.23) Xα,β,γ := (∆× Σ) ∪ (eα × Uα) ∪ (eβ × Uβ) ∪ (eγ × Uγ),
where ∆ is a triangle with boundary edges eα, eβ and eγ , and Uα, Uβ and Uγ are standard handle-
bodies with boundary identified with Σ [OS04a, Section 8.1]. The manifold Xα,β,γ satisfies
∂Xα,β,γ = −Yα,β unionsq −Yβ,γ unionsq Yα,γ .
Ozsva´th and Szabo´ [OS04a, Section 8.1.4] construct a map
(4.24) sw : pi2(x,y, z)→ Spinc(Xα,β,γ).
Definition 4.12. If (Σ,α,β,γ,w) is a multi-pointed Heegaard triple, we say that an integral 2-
chain P on Σ is a triply periodic domain if ∂P is a linear combination of the α, β and γ curves,
and nw(P ) = 0 for all w ∈ w.
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If Q = (Σ,α,β,γ, δ,w) is a multi-pointed Heegaard quadruple, a quadruply periodic domain on
Q is defined analogously.
Ozsva´th and Szabo´ define a notion of strong admissibility for Heegaard triples [OS04a, Defini-
tion 8.8], which extends to the multi-pointed setting:
Definition 4.13. Suppose T = (Σ,α,β,γ,w) is a multi-pointed Heegaard triple. If s ∈ Spinc(Xα,β,γ),
we say T is strongly s-admissible if each nonzero triply periodic domain P , which can be written as
a sum of doubly periodic domains
P = Pα,β + Pβ,γ + Pα,γ
with
〈c1(s), H(Pα,β)〉+ 〈c1(s), H(Pβ,γ)〉+ 〈c1(s), H(Pα,γ)〉 = 2N ≥ 0,
has a multiplicity which is strictly greater than N .
A straightforward extension of Lemma 4.10 and Proposition 4.11 gives the following (compare
[OS04a, Lemmas 8.10 and 8.11]):
Lemma 4.14. Suppose that T = (Σ,α,β,γ,w) is a Heegaard triple.
(1) If T is strongly s-admissible, x, y and z are fixed intersection points on T , and j is a fixed
integer, then there are only finitely many ψ ∈ pi2(x,y, z) with sw(ψ) = s, µ(ψ) = j and
D(ψ) ≥ 0.
(2) If s ∈ Spinc(Xα,β,γ), then T is isotopic to a strongly s-admissible Heegaard triple.
Given a Heegaard quadruple (Σ,α,β,γ, δ,w), there is a four-ended cobordism Xα,β,γ,δ, as well
as a map
sw : pi2(w,x,y, z)→ Spinc(Xα,β,γ,δ).
There are two natural decompositions of the 4-manifold Xα,β,γ,δ:
Xα,β,γ,δ = Xα,β,δ ∪Yβ,δ Xβ,γ,δ = Xα,γ,δ ∪Yα,γ Xα,β,γ .
For the purposes of ensuring finiteness of holomorphic rectangle counts, we need finiteness of
homotopy classes in an entire δH1(Yβ,δ) + δH
1(Yα,γ)-orbit S in Spin
c(Xα,β,γ,δ).
Definition 4.15. Suppose Q = (Σ,α,β,γ, δ,w) is a multi-pointed Heegaard quadruple and S is a
δH1(Yβ,δ)+δH
1(Yα,γ)-orbit of Spin
c structures on Xα,β,γ,δ. We say that Q is strongly S-admissible
if whenever s ∈ S and P is a nonzero periodic class which can be written as a sum of doubly periodic
domains
P =
∑
{ξ,η}⊆{α,β,γ,δ}
Pξ,η
such that ∑
{ξ,η}⊆{α,β,γ,δ}
〈c1(s|Yξ,η ), H(Pξ,η)〉 = 2N ≥ 0,
then P has a multiplicity strictly greater than N .
If Q is strongly S-admissible Heegaard quadruple, then a finiteness result for positive rectangle
classes of a fixed Maslov index, similar to Lemma 4.14 can be proven by adapting Lemma 4.10.
If Q is an arbitrary Heegaard quadruple and S is an δH1(Yβ,δ) + δH1(Yα,γ)-orbit, then strong S-
admissibility can be achieved by modifying the winding and zig-zag procedure from Proposition 4.11
as long as the quantity ∑
{ξ,η}⊆{α,β,γ,δ}
〈c1(s|Yξ,η ), H(Pξ,η)〉,
is independent of the choice of s ∈ S. In particular, strong admissibility can be achieved by winding
the curves α, β, γ and δ as long as
δH1(Yβ,δ)|Yα,γ = 0 and δH1(Yα,γ)|Yβ,δ = 0.
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5. Relative homology action
Ozsva´th and Szabo´ constructed an action of Λ∗(H1(Y ;Z)/Tors) on the singly pointed Heegaard
Floer groups HF ◦(Y,w, s) [OS04a, Section 4.2.5]. In this section, we describe similar maps on the
multi-pointed Floer complexes for closed loops in Y , as well as paths between pairs of basepoints.
We call these maps the relative homology action. Our construction is similar to an action of relative
homology on sutured Floer homology constructed by Ni [Ni14].
If (Y,w) is a multi-pointed 3-manifold, and λ is a path between two basepoints, w1, w2 ∈ w, we
construct two maps
Aλ, Bλ : CF
−(Y,w, s)→ CF−(Y,w, s),
which we call the type-A and type-B relative homology maps, respectively.
We will show that Aλ and Bλ satisfy
∂Aλ +Aλ∂ = ∂Bλ +Bλ∂ = Uw1 + Uw2 .
See Lemma 5.1.
If γ is a closed loop in Y , there are similar chain maps Aγ and Bγ . For a closed curve γ, the maps
Aγ and Bγ coincide, and both agree with the familiar action of H1(Y ;Z)/Tors. See Lemma 5.7.
5.1. Construction of the relative homology action. Suppose H = (Σ,α,β,w) is a multi-
pointed Heegaard diagram for (Y,w). If λ is a path in Y from w1 to w2, we can homotope λ so that
it has image in Σ and is an immersion. Furthermore, we can assume that λ intersects the α and β
curves transversely, and is disjoint from all intersections αi∩βj . Let a1, . . . , am denote the points of
intersection between λ and the α curves. Let b1, . . . , bk denote the points of intersection between λ
and the β curves. Given a homology class of disks φ ∈ pi2(x,y), we let dα,λi (φ) denote the difference
between the multiplicities of φ on the two sides of the point ai. Similarly we let d
β,λ
i (φ) denote the
difference between the multiplicities of φ on the two sides of bi. We define
(5.1) a(λ, φ) =
m∑
i=1
dα,λi (φ) and b(λ, φ) =
k∑
i=1
dβ,λi (φ),
which we view as elements of F2. An orientation of λ allows us to lift the quantities a(λ, φ) and
b(λ, φ) to Z, which will occasionally be useful.
We define the endomorphism Aλ via the formula
(5.2) Aλ(x) =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=1
a(λ, φ)#M̂(φ)Unw(φ)w · y.
The map Bλ similarly to Equation (5.2), by replacing the factor of a(λ, φ) with b(λ, φ).
If γ is a closed curve in Y , we can similarly modify Equation (5.2) to define homology actions Aγ
and Bγ on CF
−(Y,w, s).
5.2. Properties of the relative homology action. In this section, we prove some basic properties
of the relative homology action.
Lemma 5.1. Suppose H = (Σ,α,β,w) is a diagram for (Y,w), and λ is an immersed path in Σ
which connects two basepoints w1 and w2. Then
Aλ∂ + ∂Aλ = Bλ∂ + ∂Bλ = Uw1 + Uw2 .
If γ is a closed, immersed curve on Σ, then
Aγ∂ + ∂Aγ = Bγ∂ + ∂Bγ = 0.
Proof. We focus on the claim about the map Aλ, when λ connects two basepoints w1 and w2. The
other claims are straightforward modifications.
Our argument proceeds by counting the ends of index 2 moduli spaces. Suppose that φ ∈ pi2(x, z)
is a homology class of disks with µ(φ) = 2. The 1-dimensional space M̂(φ) := M(φ)/R admits
a compactification M̂(φ), whose ends correspond to strip breaking and Maslov index 2 boundary
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degenerations. Since compact 1-manifolds have an even number of ends, we have #(∂M̂(φ)) = 0,
and hence
(5.3) a(λ, φ) ·#
(
∂M̂(φ)
)
= 0.
If φ1 ∈ pi2(x,y) and φ2 ∈ pi2(y, z) are two homology classes, then
(5.4) a(λ, φ2 ∗ φ1) = a(λ, φ2) + a(λ, φ1).
We consider separately the cases that x 6= z or x = z. Consider first the case that x 6= z. We
write piα2 (x) and pi
β
2 (x) for the groups of homology classes of α and β degenerations on (Σ,α,β,w).
We can view piα2 (x) (resp. pi
β
2 (x)) as the set of integral 2-chains on Σ with boundary equal to a
linear combination of the α curves (resp. β curves).
If w ∈ w and x ∈ Tα∩Tβ , then there is a unique class Axw ∈ piα2 (x) whose domain has multiplicity 1
at w, and 0 on the other components of Σ\α. A class Bxw ∈ piβ2 (x) is similarly specified. Furthermore,
any homology class Ax ∈ piα2 (x) decomposes as
Ax =
∑
w∈w
nw(A) ·Axw.
Using Lipshitz’s formula for the Maslov index [Lip06, Equation 8], we compute
µ(Axw) = µ(B
x
w) = 2.
Consequently, if Ax ∈ piα2 (x) and Bx ∈ piβ2 (x), then
(5.5) µ(Ax) = 2
∑
w∈w
nw(A
x) and µ(Bx) = 2
∑
w∈w
nw(B
x).
It follows that if φ is a Maslov index index 2 class and a broken holomorphic curve appears in
∂M̂(φ) which contains a non-trivial boundary degeneration, then the remaining curves must have
Maslov index 0, and hence must represent the constant class, by transversality. Hence, if x 6= z then
boundary degenerations cannot occur in the ends of M̂(φ), so Equation (5.3) implies that for each
index 2 class φ ∈ pi2(x, z),
0 = a(λ, φ)
∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
φ1∗φ2=φ
#M̂(φ1)#M̂(φ2)Unw(φ1)+nw(φ2)w · z
=
∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
φ1∗φ2=φ
(a(λ, φ1) + a(λ, φ2))#M̂(φ1)#M̂(φ2)Unw(φ1)+nw(φ2)w · z.
Summing over all φ ∈ pi2(x, z) with µ(φ) = 2, we get that the z component of (Aλ∂ + ∂Aλ)(x) is
zero.
If x = z, there may be ends of M̂(φ) corresponding to boundary degenerations. If φ is one of the
classes Axw, we write N̂α(φ) for the moduli space of cylindrical α-boundary degenerations
u : S → Σ× [0,∞)× R
representing φ, modulo conformal automorphisms of [0,∞)× R.
Hence, the x component of (∂Aλ +Aλ∂)(x) is equal to∑
w∈w
a(λ,Axw) ·#N̂α(Axw)Uw · x +
∑
w∈w
a(λ,Bxw) ·#N̂ β(Bxw)Uw · x.
We note that a(λ,Axw) = 0 unless w ∈ {w1, w2}, in which case
a(λ,Axw1) = a(λ,A
x
w2) = 1.
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Furthermore, a(λ,Bxw) = 0 for all w ∈ w. The counts of the moduli spaces of boundary degenerations
were proven by Ozsva´th and Szabo´ [OS08, Theorem 5.5]: for generic almost complex structure,
(5.6) #N̂ (Axw) ≡
{
1 (mod 2) if |w| > 1,
0 if |w| = 1.
Hence, the x-component of
(Aλ∂ + ∂Aλ + Uw1 + Uw2)(x)
is zero. Combining this with the computation in the case that x 6= z, the proof is complete. 
We now consider the interaction between the holomorphic triangle maps and the relative homology
maps. If (Σ,α,β,γ,w) is a multi-pointed Heegaard triple, and λ is an immersed path between two
basepoints w1, w2 ∈ w, as an extension of Equation (5.1) let a(λ, φ), b(λ, φ) and c(λ, φ) denote the
sums of differences of the multiplicities of φ across the α, β, or γ curves, respectively. Let Aλ,
Bλ and Cλ denote the endomorphisms of CF
−(Σ,α,β,w), CF−(Σ,β,γ,w) and CF−(Σ,α,γ,w),
defined by modifying Equation (5.2). Note that all three endomorphisms Aλ, Bλ and Cλ are defined
on all three complexes.
Lemma 5.2. Suppose that (Σ,α,β,γ,w) is a multi-pointed Heegaard triple and s ∈ Spinc(Xα,β,γ).
Then
Fα,β,γ,s(Aλ ⊗ id) ' Aλ ◦ Fα,β,γ,s(id⊗ id)
Fα,β,γ,s(Bλ ⊗ id) ' Fα,β,γ,s(id⊗Bλ)
Fα,β,γ,s(id⊗Cλ) ' Cλ ◦ Fα,β,γ,s(id⊗ id),
as maps from CF−(Σ,α,β,w, s|Yα,β )⊗F2[Uw] CF−(Σ,β,γ,w, s|Yβ,γ ) to CF−(Σ,α,γ,w, s|Yα,γ ).
Proof. Consider the first relation, involving Aλ. The subsequent two relations involving Bλ and Cλ
can be proven mutatis mutandis. We prove the relation by counting the ends of index 1 moduli
spaces of triangles. Suppose that ψ ∈ pi2(x,y, z) is a homology class with sw(ψ) = s, with µ(ψ) = 1.
The moduli space M(ψ) can be compactified into a compact 1-manifold M(ψ) whose ends consist
of pairs consisting of an index 1 holomorphic strip, and an index 0 holomorphic triangle. Since
compact 1-manifolds have an even number of ends, we have∑
ψ∈pi2(x,y,z)
µ(ψ)=1
sw(s)=s
a(λ, ψ)#(∂M(ψ)) · Unw(ψ)w = 0.
If φ is a homology class of disks and ψ is a homology class of triangles, then similar to Equation (5.4),
a(λ, ψ ∗ φ) = a(λ, ψ) + a(λ, φ).
It follows that
Aλ ◦ Fα,β,γ,s(id⊗ id) + Fα,β,γ,s(Aλ ⊗ id) + Fα,β,γ,s(id⊗Aλ)
=HA,λα,β,γ,s ◦ (∂α,β ⊗ id + id⊗∂β,γ) + ∂α,γ ◦HA,λα,β,γ,s,
(5.7)
where HA,λα,β,γ,s is the map defined on intersection points by the formula
HA,λα,β,γ,s(x⊗ y) =
∑
z∈Tα∩Tγ
ψ∈pi2(x,y,z)
µ(ψ)=0
a(λ, ψ)#M(ψ)Unw(ψ)w · z,
and extended F2[Uw]-equivariantly.
Finally, we note that if φ is a homology class of disks on the diagram (Σ,β,γ,w), then the
quantities a(λ, φ) vanish, since φ has no changes across the α curves. Hence the map
Aλ : CF
−(Σ,β,γ,w, s|βγ)→ CF−(Σ,β,γ,w, s|βγ)
vanishes. Combining this fact with Equation (5.7), the main statement follows. 
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Lemma 5.3. (1) Suppose that λ is a path on Σ connecting a pair of basepoints on H which can
be written as a concatenation λ2 ∗ λ1 of two paths which connect pairs of basepoints. Then
Aλ2∗λ1 = Aλ2 +Aλ1 .
(2) Suppose that λ is a path on Σ connecting a pair of basepoints, and γ is a closed loop on Σ,
which has non-trivial intersection with γ. If λ ∗ γ denotes the path obtained by splicing γ
into λ, then
Aγ∗λ = Aγ +Aλ.
(3) If γ and γ′ are two closed curves on Σ, then
Aγ′∗γ = Aγ′ +Aγ .
The same relations hold for the type-B relative homology maps.
Proof. The first claim follows immediately from Equation (5.2) since
a(λ2 ∗ λ1, φ) = a(λ2, φ) + a(λ1, φ),
for any homology class of disks φ. The second and third claims are proven similarly. 
We now compute the commutator of the relative homology maps:
Lemma 5.4. Suppose λ1 and λ2 are two paths connecting pairs of basepoints in w. Then
Aλ1Aλ2 +Aλ2Aλ1 =
∑
w∈∂λ1∩∂λ2
Uw.
Proof. Our proof proceeds by counting the ends of M̂(φ) for classes φ ∈ pi2(x, z) with Maslov index
2. As in Lemma 5.1, there are two cases to consider: x 6= z and x = z.
If x 6= z and φ ∈ pi2(x, z) has Maslov index 2, then the ends of M̂(φ) all correspond to strip
breaking. Summing over φ, we have
(5.8) 0 =
∑
φ∈pi2(x,z)
µ(φ)=2
a(λ1, φ)a(λ2, φ)
∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
φ1+φ2=φ
#M̂(φ1)#M̂(φ2)Unw(φ)w · z.
Noting that
a(λ1, φ1 + φ2)a(λ2, φ1 + φ2)
=
(
a(λ1, φ1)a(λ2, φ2) + a(λ1, φ2)a(λ2, φ1)
)
+
(
a(λ1, φ1)a(λ2, φ1) + a(λ1, φ2)a(λ2, φ2)
)
,
we can rewrite Equation (5.8) to obtain
0 =
∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
(a(λ1, φ1)a(λ2, φ2) + a(λ1, φ2)a(λ2, φ1))#M̂(φ1)#M̂(φ2)Unw(φ1)+nw(φ2)w · z
+
∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
(a(λ1, φ1)a(λ2, φ1) + a(λ1, φ2)a(λ2, φ2))#M̂(φ1)#M̂(φ2)Unw(φ1)+nw(φ2)w · z.
(5.9)
The right side of Equation (5.9) is the z component of
(Aλ1Aλ2 +Aλ2Aλ1 + ∂Hλ1λ2 +Hλ1λ2∂)(x),
where Hλ1λ2 is the map
Hλ1λ2(x) =
∑
y∈Tα∩Tβ
φ∈pi2(x,y)
µ(φ)=1
a(λ1, φ)a(λ2, φ)#M̂(φ)Unw(φ)w · y.
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If x = z, then boundary degenerations may appear in the ends of M̂(φ). These make an additional
contribution to Equation (5.8) of
(5.10)
∑
w∈w
a(λ1, A
x
w)a(λ2, A
x
w)#N̂α(Axw)Uw · x +
∑
w∈w
a(λ1, B
x
w)a(λ2, B
x
w)#N̂ β(Bxw)Uw · x.
We note that a(λ,Bxw) = 0 for all w, and
(5.11) a(λ,Axw) =
{
1 if w ∈ ∂λ,
0 if w 6∈ ∂λ. .
The stated formula now follows from Equations (5.10), (5.11) and the count of boundary degenera-
tions from Equation (5.6). 
In the context of a single basepoint in Heegaard Floer homology, the homology action squares to
zero (see [OS04a, Proposition 4.17], [Lip06, Proposition 8.6]). We prove a similar result:
Lemma 5.5. Suppose λ is an immersed path in Σ from w1 to w2. Then
Aλ ◦Aλ ' Uw1 ' Uw2 .
If γ is an immersed closed curve in Σ, then
Aγ ◦Aγ ' 0.
Proof. Note that Uw1 ' Uw2 by Lemma 5.1. We focus on the claim that Aλ ◦Aλ ' Uw1 . The proof
of the relation Aγ ◦ Aγ ' 0 follows with only minor modification. Pick an orientation of λ, which
gives a lift of a(λ, φ) from F2 to Z.
Note that both a(λ,Axw1) and a(λ,A
x
w2) are ±1, and in fact, the two quantities have opposite
signs. Orient λ so that
(5.12) a(λ,Axw1) = 1 and a(λ,A
x
w2) = −1.
Define the map
Hλ(x) =
∑
y∈Tα∩Tβ
φ∈pi2(x,y)
µ(φ)=1
(
a(λ, φ)(a(λ, φ) + 1)
2
)
#M̂(φ)Unw(φ)w · y.
We will show that
(5.13) A2λ(x) = (∂Hλ +Hλ∂ + Uw1)(x).
If z ∈ Tα ∩ Tβ , the z component of (∂Hλ +Hλ∂ +A2λ)(x) is
(5.14) ∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
(
a(λ, φ1)(a(λ, φ1) + 1)
2
+
a(λ, φ2)(a(λ, φ2) + 1)
2
)
#M̂(φ1)#M̂(φ2)Unw(φ1+φ2)w .
Rearranging, Equation (5.14) becomes∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
(
a(λ, φ1 + φ2)(a(λ, φ1 + φ2) + 1)
2
)
#M̂(φ1)#M̂(φ2)Unw(φ1+φ2)w
+
∑
y∈Tα∩Tβ
φ1∈pi2(x,y),φ2∈pi2(y,z)
µ(φ1)=µ(φ2)=1
a(λ, φ1)a(λ, φ2)#M̂(φ1)#M̂(φ2)Unw(φ1+φ2)w .
(5.15)
The second summand of Equation (5.15) the z coefficient of (Aλ ◦ Aλ)(x). If x 6= z, then the first
summand of Equation (5.15) is equal to
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(5.16)
∑
φ∈pi2(x,z)
µ(φ)=2
a(λ, φ)(a(λ, φ) + 1)
2
#∂M̂(φ)Unw(φ)w = 0.
Hence the z component of (Hλ∂ + dHλ +A
2
λ)(x) is zero, when x 6= z.
We now consider the case that z = x. The expression in Equation (5.16) is equal to (∂Hλ+Hλ∂+
A2λ)(x) plus the following contribution due to boundary degenerations:∑
w∈w
a(λ,Axw)(a(λ,A
x
w) + 1)
2
#N̂α(Axw)Uw · x +
∑
w∈w
a(λ,Bxw)(a(λ,B
x
w) + 1)
2
#N̂ β(Bxw)Uw · x.
Finally, we note that a(λ,Bxw) = 0 for all w ∈ w, while a(λ,Axw) = 0 unless w ∈ {w1, w2}. Further-
more, from Equation (5.12) it follows that
a(λ,Axw1)(a(λ,A
x
w1) + 1)
2
= 1 and
a(λ,Axw2)(a(λ,A
x
w2) + 1)
2
= 0.
It follows that the x component of (A2λ + ∂Hλ +Hλ∂)(x) is Uw1 · x, completing the proof.

Since the Heegaard surface Σ is embedded in Y , there is a natural map i∗ : H1(Σ;Z)→ H1(Y ;Z).
Since Y can be built by attaching 2-handles and 3-handles to [0, 1]×Σ, it follows that i∗ is surjective,
and ker(i∗) = Span{[α1], . . . , [αn], [β1], . . . , [βn]}. Hence
(5.17) H1(Y ;Z) ∼= H1(Σ;Z)
Span{[α1], . . . , [αn], [β1], . . . , [βn]} .
Lemma 5.6. If γ is a closed loop on Σ such that
i∗([γ]) = 0 ∈ H1(Y ;Z)/Tors,
then
Aγ ' 0.
Proof. Our proof is a modification Ni’s proof [Ni14, Lemma 2.4] of a closely related result. Suppose
that γ is an integral 1-cycle on Σ such that i∗(k · γ) = 0, for some integer k 6= 0.
By orienting γ, we obtain a lift of the quantities a(γ, φ) to Z. We can assume that γ is immersed,
intersects α and β transversely, and is disjoint from any intersections of the α and β curves. From
the isomorphism in Equation (5.17), it follows that the class k · [γ] ∈ H1(Σ;Z) can be written as an
integral combination of the α and β curves.
Consequently, there is an integral 2-chain S on Σ, such that
∂S = k · γ + C,
where C is an integral 1-cycle on Σ which consists of an integral combination of small pushoffs of
the α and β curves on Σ.
Let nS : Tα ∩ Tβ → Z denote the function
nS(x) =
(∑
x∈x
nx(S)
)
.
We claim that if φ ∈ pi2(x,y), then
(5.18) − a(k · γ + C, φ) = nS(y)− nS(x).
To establish Equation (5.18), we note that the homology class φ determines a collection of paths
g+ |w|−1 arcs a(φ), which are contained in the α curves and run from the points of x to the points
of y. The quantity a(k · γ + C, φ) can be reinterpreted as the oriented intersection number
#(a(φ) ∩ (k · γ + C)).
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On the other hand a(φ) ∩ S is a compact 1-manifold, and hence the algebraic count of its ends is
zero. By the Leibniz rule
0 = #∂(a(φ) ∩ S) = #(∂a(φ) ∩ S) + #(a(φ) ∩ ∂S),
from which Equation (5.18) follows. Using additivity of (γ, φ) with respect to γ, from Equation (5.18)
we obtain
(5.19) − k · a(γ, φ)− a(C, φ) = nS(y)− nS(x).
If α′ is a small pushoff of an α curve, then a(α′, φ) = 0, since there are no changes of φ across
any α curves as one traverses α′. Similarly if β′ is a small pushoff of a β curve, then a(β′, φ) = 0,
since β′ intersects no β curves, so the sum of differences of φ across the α curves as one traverses
β′ telescopes, and is zero. With this observation, Equation (5.19) now reads
(5.20) − k · a(γ, φ) = nS(y)− nS(x).
The right hand side of Equation (5.20) does not depend on φ. It follows that modulo k, the expression
nS(x) is independent of x, for x representing a fixed Spin
c structure. By adding copies of [Σ] to S,
we can ensure that nS(x) is divisible by k for each x ∈ Tα ∩ Tβ representing s. Hence
(5.21) − a(γ, φ) = nS(y)
k
− nS(x)
k
.
We define the map
HS : CF
−(Σ,α,β,w, s)→ CF−(Σ,α,β,w, s)
via the formula
HS(x) =
nS(x)
k
· x,
extended equivariantly over F2[Uw].
After projecting to F2, Equation (5.21) implies that
Aγ(x) = (∂HS +HS∂)(x)

We now describe a simple relation between the maps Aλ and Bλ. To describe their relation,
we must introduce a new map. If w ∈ w is a basepoint, we define Φw : CF−(Σ,α,β,w, s) →
CF−(Σ,α,β,w, s) via the formula
(5.22) Φw(x) := U
−1
w ·
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=1
nw(φ)#M̂(φ)Unw(φ)w · y,
extended F2[Uw]-equivariantly. Despite the initial factor of U−1w , the map Φw maps CF
− into CF−.
Furthermore, Φw is a chain map; see Lemma 14.13, below.
Lemma 5.7. Suppose that (Σ,α,β,w) is a diagram for (Y,w), λ is an immersed curve on Σ with
endpoints w1 and w2, and γ is an immersed closed curve on Σ. Then
(1) Aγ = Bγ , and
(2) Aλ +Bλ = Uw1Φw1 + Uw2Φw2 .
Proof. The map Aγ counts holomorphic strips weighted by the factor a(γ, φ), while Bγ counts
holomorphic disks weighted by b(γ, φ). The sum a(γ, φ) + b(γ, φ) is the total change in multiplicity
of φ across all curves (either α or β), however this is zero since γ is a closed curve. Part (1) follows.
For an arc λ connecting basepoints w1 and w2, we instead have
a(λ, φ) + b(λ, φ) = nw1(φ)− nw2(φ),
from which Part (2) follows. 
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5.3. Naturality of the relative homology action. In this section, we prove the following:
Proposition 5.8. Suppose that H = (Σ,α,β,w) is a diagram for (Y,w) and λ and λ′ are two
immersed paths in Σ from w1 to w2 which represent the same element in H1(Y, {w1, w2};Z)/Tors.
Then
Aλ ' Aλ′ .
Furthermore, if H and H′ are two diagrams for (Y,w), then
Aλ ◦ΨH→H′ ' ΨH→H′ ◦Aλ.
The same holds for the map Bλ, as well as the homology action associated to closed loops in Y .
As a first step towards Proposition 5.8, we prove that the maps Aλ commute with the change of
almost complex structure maps:
Lemma 5.9. Suppose J and J ′ are two cylindrical almost complex structures on Σ× [0, 1]×R which
satisfy axioms (J1)–(J5). Then
Aλ ◦ΨJ→J′ ' ΨJ→J′ ◦Aλ,
where ΨJ→J′ is the change of almost complex structures map. The same relation holds for the type-B
maps.
Proof. To compute ΨJ→J′ one first picks a non-cylindrical almost complex structure J˜ on Σ×[0, 1]×R
which agrees with J on Σ × [0, 1] × (−∞,−1] and agrees with J ′ on Σ × [0, 1] × [1,∞). The map
ΨJ→J′ is defined via the formula
ΨJ→J′(x) =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=0
#MJ˜(φ)Unw(φ)w · y,
extended linearly over F2[Uw].
We define the map HA
J˜,λ
: CF−(Σ,α,β,w, s)→ CF−(Σ,α,β,w, s) via the formula
HA
J˜,λ
(x) :=
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=0
a(λ, φ)#MJ˜(φ)Unw(φ)w · y,
extended linearly over F2[Uw].
If φ ∈ pi2(x,y) is a Maslov index 1 homology class, then the 1-dimensional moduli spaceMJ˜(φ) can
be compactified into a compact 1-manifold, whose ends correspond to pairs of index 0 J˜-holomorphic
curves, and index 1 J- or J ′-holomorphic curves.
Using Equation (5.4) (additivity of the quantity a(λ, φ) with respect to φ), it follows that
Aλ ◦ΨJ→J′ + ΨJ→J′ ◦Aλ + ∂J′ ◦HAJ˜,λ +HAJ˜,λ ◦ ∂J = 0.
The relation for the type-B homology actions is proved analogously. 
Towards proving that Aλ commutes with changes of the α curves, we prove the following:
Lemma 5.10. Suppose that (Σ,α′,α,β,w) is a Heegaard triple such that (Σ,α′,α,w) is a diagram
for (S1 × S2)#k, for some k. Suppose that λ is an immersed curve in Σ, which is endpoints on
w1 and w2, or λ is an immersed closed curve. Let A
′
λ, Aλ and Bλ denote the relative homology
maps defined by counting changes over the α′, α or β curves, respectively. Suppose that Θ+α′,α ∈
CF−(Σ,α′,α,w, s0) is a cycle which represents the top degree generator of homology, and s ∈
Spinc(Xα′,α,β) restricts to s0 on Yα′,α. Then
(1) Fα′,α,β,s
(
Θ+α′,α ⊗Aλ(−)
)
' A′λ ◦ Fα′,α,β,s
(
Θ+α′,α ⊗−
)
,
(2) Fα′,α,β,s
(
Θ+α′,α ⊗Bλ(−)
)
' Bλ ◦ Fα′,α,β,s
(
Θ+α′,α ⊗−
)
.
An analogous statement holds for triples (Σ,α,β,β′,w) where (Σ,β,β′,w) is a diagram for (S1 ×
S2)#k.
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Proof. We focus on the claim when λ is an immersed path connecting w1 and w2. The claim when
λ is an immersed closed curve is a simple modification.
Part (2) follows immediately from Lemma 5.2, though Part (1) does not follow from a symmetric
argument.
By using Lemmas 5.2 and 5.7 we see
Fα′,α,β,s
(
Θ+α′,α ⊗Aλ(−)
)
+A′λ ◦ Fα′,α,β,s
(
Θ+α′,α ⊗−
)
'Fα′,α,β,s
(
(A′λ +Aλ)(Θ
+
α′,α
)
⊗−)
'Fα′,α,β,s
(
(Uw1Φw1 + Uw2Φw2)(Θ
+
α′,α)⊗−
)
.
(5.23)
However, from Equation (5.22) we see that the maps Φwi are +1 graded chain maps. Since [Θ
+
α′,α]
is the highest graded non-zero element of HF−(Σ,α′,α,w, s0), we must have
[Φw1(Θ
+
α′,α)] = [Φw2(Θ
+
α′,α)] = 0 ∈ HF−(Σ,α′,α,w, s0).
The associativity relations for holomorphic triangles imply that the map Fα′,α,β,s(∂η,−) is chain
homotopic to the zero map, for any η ∈ CF−(Σ,α,α′,w, s0). Hence
(5.24) Fα′,α,β,s
(
(Uw1Φw1 + Uw2Φw2)(Θ
+
α′,α)⊗−
)
' 0.
Equations (5.23) and (5.24) imply Part (2), completing the proof. 
Corollary 5.11. Suppose Σ is a Heegaard surface for (Y,w), and λ ⊆ Σ is either an immersed,
closed curve, or an immersed path connecting two basepoints. If α and α′ are attaching curves for
the α-handlebody, and β and β′ are attaching curves for the β-handlebody, then
(1) Ψβα→α′ ◦Aλ ' Aλ ◦Ψβα→α′ , and
(2) Ψβ→β
′
α ◦Aλ ' Aλ ◦Ψβ→β
′
α .
The same holds for the type-B maps.
Proof. The transition maps Ψβα→α′ and Ψ
β→β′
α can both be computed via a sequence of holomorphic
triangle maps, so the result follows from Lemma 5.10. 
Next we consider the transition maps associated to simple stabilizations of the Heegaard surface.
Lemma 5.12. Suppose that H′ is a simple stabilization of H, and let σ denote the transition map
from CF−J (H, s) to CF−J(T )(H′, s). If λ ⊆ Σ is an immersed, closed loop or path connecting two
basepoints, then
Aλ ◦ σ = σ ◦Aλ.
Proof. The proof follows from the same count of holomorphic curves used to prove stabilization
invariance [Lip06, Proposition 12.5]. If k is an integer, let φk ∈ pi2(c, c) denote the class which
has multiplicity k on the single domain of (T2, α0, β0). The class φk has Maslov index 2k. If
φ ∈ pi2(x,y) is a homology class of disks on H, with multiplicity k at the connected sum point, then
using Lipshitz’s formula for the Maslov index [Lip06, Equation 8] together with the fact that a disk
has Euler measure 1, we obtain
µ(φ#φk) = µ(φ).
Furthermore, any homology class of disks on H′ can be written as such a connected sum.
According to the proof of [Lip06, Proposition 12.5], for sufficiently large T , one has
(5.25) #M̂J(φ) = #M̂J(T )(φ#φk).
A straightforward computation shows that
(5.26) a(λ, φ) = a(λ, φ#φk).
The claim follows immediately from Equations (5.25) and (5.26). 
We now prove well-definedness of the relative homology actions:
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Proof of Proposition 5.8. Suppose that λ and λ′ are paths from w1 to w2 in Y . The claim that Aλ '
Aλ′ if λ and λ
′ represent homologous elements of H1(Y, {w1, w2};Z)/Tors is proven in Lemma 5.6.
To show that the map Aλ commutes with the transition maps up to chain homotopy, it is sufficient
to show that Aλ commutes with the transition maps associated to changes of the almost complex
structure, as well as each elementary Heegaard move from Lemma 4.5. Commutation of the relative
homology maps with the transition maps associated to changing the almost complex structure is
proven in Lemma 5.9. Commutation with the maps associated to isotopies and handleslides of the
α and β curves is proven in Corollary 5.11. Commutation with the simple stabilization maps is
proven in Lemma 5.12. Commutation with the maps induced by isotopies of the Heegaard surface
inside of Y is tautological. 
6. Free-stabilization maps
In this section we describe maps for adding or removing a basepoint, which we call the free-
stabilization maps. Suppose (Y,w) is a multi-pointed 3-manifold, w 6∈ w, and
σ : w→ P and σ′ : w ∪ {w} → P
are colorings satisfying σ′|w = σ. In this section, we describe homomorphisms of RP -modules
S+w : CF
−(Y,wσ, s)→ CF−(Y, (w ∪ {w})σ′ , s),
and
S−w : CF
−(Y, (w ∪ {w})σ′ , s)→ CF−(Y,wσ, s).
Since the maps S+w and S
−
w are RP -equivariant, they induce maps on the +, ∞ and ∧ flavors as
well, by tensoring with the identity map (see Equation (4.1)).
We now state the formula defining the free-stabilization maps. Suppose that H = (Σ,α,β,w) is
a diagram for (Y,w) such that w ∈ Σ \ (α ∪ β). Pick a small disk D ⊆ Σ \ (α ∪ β) containing the
point w. Pick two curves α0 and β0 inside of D, such that
|α0 ∩ β0| = 2,
and both α0 and β0 bound a disk containing w. The two intersection points of α0 ∩ β0 are dis-
tinguished by their relative Maslov index. Let θ+ and θ− denote the higher and lower graded
intersection points respectively. See Figure 6.1.
θ−
θ+
w
α0 β0 p0
Figure 6.1. A free-stabilization. We can think of the dashed circle as the
connected sum tube. Alternatively, if we collapse the dashed circle to a point p0,
we get a doubly pointed diagram on S2.
For appropriately chosen almost complex structures on Σ × [0, 1] × R (described precisely in
Section 6.1), the maps S+w and S
−
w are defined via the formulas
S+w (x) = x× θ+,
S−w (x× θ−) = x and S−w (x× θ+) = 0,
(6.1)
extended RP -equivariantly.
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6.1. Gluing data for stretching the neck. In this section, we describe precisely which almost
complex structures we use to define the free-stabilization maps.
It is convenient to view the free-stabilization operation as taking the connected sum of H with
the diagram (S2, α0, β0, w0, p0), at the points w and p0.
Fix an embedded disk D0 ⊆ S2 \ (α0 ∪ β0), centered at p0. We make the following definition to
parametrize the construction of a stretched almost complex structure:
Definition 6.1. Suppose H = (Σ,α,β,w) is a diagram for (Y,w) and w ∈ Σ \ (w ∪ α ∪ β). We
call a tuple d = (Jd, Jd0 , D, ι) a gluing datum for free-stabilizing at w if the following hold:
(1) D ⊆ Σ \ (α ∪ β) is a closed disk containing w.
(2) Jd is an almost complex structure on Σ× [0, 1]× R which is split on D.
(3) Jd0 is an almost complex structure on S
2 × [0, 1]× R which is split on D0.
(4) ι : S2 \ ( 12 ·D0)→ D is an embedding which maps w0 to w. Furthermore, ι maps the annulus
D0 \ ( 12 · D0) conformally onto D \ ( 12 · D). Here 12 · D0 denotes the subdisk of radius 12
centered at p0, obtained from the unique (up to rotation) conformal identification of the
pair (D0, p0) with ({z ∈ C : |z| ≤ 1}, 0).
Given a gluing datum d for free-stabilizing at w, we can form a diagram
H+ := (Σ,α ∪ ι(α0),β ∪ ι(β0),w ∪ {w}),
which depends on the choice of d through the embedding ι (though we suppress this from the
notation).
We define the stretched almost complex structure Jd(T ) on Σ × [0, 1] × R, whenever T > 0. We
begin by defining Jd(T ) when T = 2, by letting Jd(2) coincide with Jd and Jd0 on (Σ \ ( 12 ·D)) ×
[0, 1]× R and (S2 \ ( 12 ·D0))× [0, 1]× R, respectively. For T ≥ 2, we construct an almost complex
structure Jd(T ) by replacing the almost complex structure in the annulus region D \ ( 12 · D) with
one conformally equivalent to the annulus D \ (1/T ) ·D. We set Jd(T ) = Jd(2) if 2 ≥ T > 0.
Recall that if J and J ′ are two cylindrical almost complex structures on Σ×[0, 1]×R, the transition
map Ψ(H,J)→(H,J′) can be computed by picking a non-cylindrical almost complex structure J˜ on
Σ× [0, 1]×R which agrees with J on Σ× [0, 1]× (−∞,−1] and with J ′ on Σ× [0, 1]× [1,∞). The
transition map is defined by counting index 0 J˜-holomorphic curves via the formula:
(6.2) Ψ(H,J)→(H,J′)(x) :=
∑
φ∈pi2(x,y)
µ(φ)=0
#MJ˜(φ)Unw(φ)w · y.
Write ΨJ˜ for the map Ψ(H,J)→(H,J′) appearing in Equation (6.2), computed using J˜ .
Definition 6.2. Suppose H is a Heegaard diagram and d is a gluing datum for free-stabilizing at
w. We say that a real number T > 0 satisfies stabilizing condition (SC-2) if for any two T1, T2 ≥ T ,
there is a non-cylindrical almost complex structure J˜ on Σ × [0, 1] × R interpolating Jd(T1) and
Jd(T2), such that for all x ∈ Tα ∩ Tβ , we have
ΨJ˜(x× θ+) = x× θ+, and
ΨJ˜(x× θ−) = x× θ− +
∑
y∈Tα∩Tβ
Cx,y · y × θ+,(SC-2)
for some Cx,y ∈ F2[Uw] (which may depend on d, T1 and T2).
We define
S+w : CF
−
Jd(H, σ, s)→ CF−Jd(T )(H+, σ′, s),
using Equation (6.1) whenever T satisfies condition (SC-2). The map S−w is also defined using
Equation (6.1), under the same assumption.
If J ′ is an arbitrary almost complex structure on Σ×[0, 1]×R, then the map S+w from CF−Jd(H, σ, s)
to CF−J′(H+, σ′, s) is defined as the composition of the map in Equation (6.1) together with the
transition map ΨJd(T )→J′ .
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Proposition 6.3. If d is a gluing datum for free-stabilizing at w, then there is a T > 0 which
satisfies stabilizing condition (SC-2).
Before proving Proposition 6.3, we prove a Maslov index formula:
Lemma 6.4. Let (S2, α0, β0, w, p0) denote the diagram in Figure 6.1. If x, y ∈ α0 ∩ β0 and φ0 ∈
pi2(x, y) is a homology class of disks, then
µ(φ0) = 2nw(φ0) + 2np0(φ0) + gr(x, y),
where gr(x, y) denotes the relative Maslov grading between x and y.
Furthermore, if m1(φ0), m2(φ0), m3(φ0), and m4(φ0) denote the multiplicities of φ0 in the com-
ponents of S2 \ (α0 ∪ β0), then
µ(φ0) = m1(φ0) +m2(φ0) +m3(φ0) +m4(φ0).
Proof. The first formula is equivalent to
gr(x, y) = µ(φ)− 2nw(φ)− 2np0(φ),
which is the definition of the relative Maslov grading gr(x, y).
To prove the second formula, we verify it for a constant homology class ex ∈ pi2(x, x) (for which
the claim is trivial), and then note that it respects slicing in bigons. Since any two classes on this
diagram can be related by splicing in bigons, the formula follows in general. 
Proof of Proposition 6.3. We focus on the claim that if T1 and T2 satisfy (SC-2), then J˜ can be
chosen so that
ΨJ˜(x× θ+) = x× θ+.
The claim about x× θ− (which is the dual statement) follows by a simple modification.
We will write p for the point w, viewed as a point on H, and write w for the new basepoint on
H+.
Suppose φ#φ0 ∈ pi2(x × θ+,y × y) is a homology class of disks with Maslov index 0, for y ∈
{θ+, θ−}. We will show that if T1 and T2 are sufficiently large, then J˜ can be chosen so that if φ#φ0
has a J˜-holomorphic representative, then φ#φ0 is the constant class, ex× eθ+ ∈ pi2(x× θ+,x× θ+).
Furthermore, we will show that ex × eθ+ always has a unique representative, which will imply the
statement.
Suppose that T1,i and T2,i are a sequence of neck lengths which both approach +∞. We can pick
a sequence of interpolating almost complex structures J˜i such that (Σ× [0, 1]× R, J˜i) contains the
almost complex manifold ((Σ \Ni) × [0, 1] × R, J), where Ni is a nested sequence of open balls on
Σ whose intersection is {p}.
Suppose ui is a sequence of J˜i-holomorphic curves representing φ#φ0. By adapting [Lip06, Propo-
sition 12.4], we can extract a broken limiting curve on the punctured manifold (Σ \ {p})× [0, 1]×R.
Such a holomorphic curve can be completed over {p} × [0, 1] × R to obtain a (potentially broken)
representative U of the homology class φ on (Σ,α,β,w).
We have
µ(φ#φ0) = µ(φ) + µ(φ0)− 2np0(φ0)
= µ(φ) + gr(θ+, y) + 2nw(φ0).
(6.3)
The first equality of Equation (6.3) is justified by Lipshitz’s formula for the Maslov index [Lip06,
Equation 8], together with the fact that a disk has Euler measure 1. The second equality follows
from Lemma 6.4.
Since φ admits a broken representative for J , we conclude that µ(φ) ≥ 0 by transversality. Since
the last line of Equation (6.3) involves only non-negative terms, and the sum is zero, we conclude
that
µ(φ) = gr(θ+, y) = nw(φ0) = 0.
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Since µ(φ) = 0 and φ admits a broken J-holomorphic representative, and J is cylindrical, it follows
that x = y and φ is the constant class, ex, by transversality. Since gr(θ
+, y) = 0, it follows that
y = θ+. Since np0(φ0) = nw(φ0) = 0, as well, it follows that φ0 is the constant class eθ+ .
Conversely, ex × eθ+ admits a unique J˜i-holomorphic representative for any i, since each J˜i is
cylindrical in a neighborhood of (x× {θ+})× [0, 1]× R. The proof is complete. 
6.2. Free-stabilization and the differential. In this section, we prove that the free-stabilization
maps are chain maps. The argument is essentially the same as [OS08, Proposition 6.5]. We repeat
the argument since we will later prove several refinements and analogous holomorphic curve counts.
Proposition 6.5. Suppose H is a Heegaard diagram for (Y,w), H+ is its free stabilization at w,
and d is a gluing datum for the free-stabilization. Then for all T which satisfy (SC-2),
∂H+,Jd(T )(x× θ+) = ∂H,Jd(x)⊗ θ+, and
∂H+,Jd(T )(x× θ−) = ∂H,Jd(x)⊗ θ− +
∑
y∈Tα∩Tβ
Cx,y · y ⊗ θ+,(6.4)
for Cx,y ∈ F2[Uw, Uw] (which depend on T and d).
Proof. Since the transition maps ΨJd(T1)→Jd(T2) are chain maps, it is easy to check that Condi-
tion (SC-2) algebraically implies that if Equation (6.4) holds for some T which satisfies Condi-
tion (SC-2), then it also holds for all T which satisfy (SC-2). Hence, it is sufficient to establish
Equation (6.4) for any sufficiently large T .
Equation (6.4) is implied by the following two subclaims:
(d-1): The y × θ− coefficient of ∂H+,Jd(T )(x× θ+) vanishes, whenever T is sufficiently large.
(d-2): If θ ∈ {θ+, θ−} and T is sufficiently large, then the y× θ coefficient of ∂H+,Jd(T )(x× θ) (an
element of F2[Uw, Uw]) is equal to the y coefficient of ∂H,Jd(x) (an element of F2[Uw]).
We will write p for the point w on Σ, viewed as a point on H, and write w for the basepoint on
the free-stabilized diagram H+.
Let φ#φ0 ∈ pi2(x × x,y × y) be a Maslov index 1 class. Pick a sequence of neck-lengths Ti
approaching +∞, and consider a sequence ui of Jd(Ti)-holomorphic curves representing φ#φ0. For
such a sequence, we can extract a broken limit consisting of collections U , Um and U0, where U is a
collection on Σ \ {p}× [0, 1]×R whose total class is φ, and U0 is a collection on S2 \ {p0}× [0, 1]×R
whose total class is φ0. The collection Um consists of curves in the tube region S1 × R × [0, 1] × R
(ultimately, we will rule out any non-trivial curves in Um, due to codimension considerations). The
curves in U and U0 may be completed over p and p0 to obtain curves on the diagrams (Σ,α,β) and
(S2, α0, β0). The process of obtaining limiting curves is described in [Lip06, Proposition 12.4].
Since φ has the broken holomorphic representative U , it follows from Proposition 4.4 that
(6.5) µ(φ) ≥ 0.
On the other hand, Equation (6.3) implies
(6.6) µ(φ#φ0) = µ(φ) + gr(x, y) + 2nw(φ0).
We first consider Subclaim (d-1), when x = θ+ and y = θ−. In this case, we conclude from
Equation (6.6) that
µ(φ) = 0 and nw(φ0) = 0.
By transversality, it follows that φ is the constant class ex, and φ0 is one of the two bigons in the
free-stabilization region which have zero multiplicity over w. Both classes have unique representa-
tives for any almost complex structure, and hence have canceling contribution to the differential.
Subclaim (d-1) is established.
We now consider Subclaim (d-2). In this case, Equation (6.6) implies
µ(φ) = 1 and nw(φ0) = 0.
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For the moment, we trim off all ghost curves from U , Um, and U0, i.e. components of the limit
which have constant image in Σ× [0, 1]×R or S2× [0, 1]×R. (We will shortly prove that generically
no ghost curves appear).
Having trimmed off ghost curves, we claim that transversality is achieved at the remaining curves
in U . By Proposition 4.4, this amounts to showing that the limiting curves satisfy (M1)–(M5).
The only axiom which is non-trivial is (M5), i.e. that the limiting curves have no components v
with pi[0,1]×R ◦ v constant. Having trimmed off ghost curves, we can assume that any curve v with
pi[0,1]×R ◦ v constant has piΣ ◦ v non-constant. Such a curve v has Maslov index at least 2, since its
domain must be a sum of connected components of Σ \ α and Σ \ β, each weighted with a non-
negative integer. If we delete from U all such curves v, then we obtain a curve at which transversality
is achieved, by Proposition 4.4. However the Maslov index of the remaining components is at most
−1 (since µ(φ) = 1 and we have removed curves whose total Maslov index is at least 2). There are
no holomorphic curves with Maslov index −1 at which transversality is obtained, so such curves v
are prohibited from appearing in U .
It follows that U (after trimming ghost curves) consists of a single curve u : S → Σ × [0, 1] × R
satisfying (M1)–(M5). Since φ has Maslov index 1, from Proposition 4.4 it also follows that u is
embedded, and hence satisfies (M6).
Let
ρp : M(φ)→ Symnp(φ)([0, 1]× R)
denote the map
ρp(u) := (u ◦ pi[0,1]×R)
(
(u ◦ piΣ)−1(p)
)
.
Consider the 1-dimensional set
X(φ) := {ρp(u) : u ∈M(φ)} ⊆ Symnp(φ)([0, 1]× R).
By perturbing the almost complex structure slightly near p, we can assume that X(φ) is disjoint
from the fat diagonal in Symnp(φ)([0, 1]× R), a codimension 2 subset.
We claim that Um consists of a union of np(φ) once-covered cylinders
u : S1 × R→ S1 × R× [0, 1]× R,
which each have constant projection to [0, 1] × R, together with some ghost curves. This follows
since the maximum modulus principle implies that the projection to [0, 1] × R of any holomorphic
curve in S1 × R× [0, 1]× R must be constant. The asymptotics of Um must match those of u, and
hence there must be exactly np(φ) once-covered cylinders which each project to a different point in
[0, 1]×R. Any additional curves must have constant image in S1×R× [0, 1]×R. Write C for these
cylinders.
There must be a component u0 of U0 which has the same asymptotics (as a curve on S2 \ {p0} ×
[0, 1] × R) at p0 as the cylinders in Um (which we have already reasoned are the same as the
asymptotics of u at p), i.e.
ρp(u) = ρp0(u0).
Write φ′0 for the homology class of u0. It is not hard to see that after trimming ghost curves, u0
must satisfy (M1)–(M5) (embeddedness, (M6), is not yet clear). Write S0 for the source curve of
u0.
We now show that U0 contains no curves other than u0 and possibly ghost curves, and that u0 is
embedded (we subsequently will rule out ghost curves).
By Proposition 4.4, for a generically chosen almost complex structure, near u0 the setM(S0, φ′0, X(φ))
is a manifold of dimension
(6.7) dimM(S0, φ′0, X(φ)) = µ(φ′0)− codim(X(φ))− 2 Sing(u0).
Since D(φ′0) ≤ D(φ0), Lemma 6.4 implies that
(6.8) µ(φ′0) ≤ µ(φ0) and µ(φ0) = 2np(φ).
(The first inequality of Equation (6.8) can also be proven using a transversality argument).
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Since codim(X(φ)) = 2np(φ)− 1, Equation (6.8) implies
µ(φ′0) ≤ codim(X(φ)) + 1.
Hence Equation (6.7) reduces to
dimM(S0, φ′0, X(φ)) ≤ 1− 2 Sing(u0)
with equality if and only if µ(φ′0) = µ(φ0). In particular M(S0, φ′0, X(φ)) is generically empty
unless u0 is embedded and φ
′
0 = φ0. It follows that U0 consists only of the unbroken curve u0, which
satisfies (M1)–(M6), as well as possibly some ghost curves.
We now show that generically no ghost curves appear in U , Um or U0. Our argument is essentially
standard; see [LOT18, Lemma 5.57]. Let us write Si for the source of ui (a curve in our original
sequence of Jd(Ti)-holomorphic curves). As one stretches the neck, the sources Si degenerate along
a collection of boundary-to-boundary arcs and closed loops, as in the Deligne-Mumford compactifi-
cation of stable curves. We can assume that all of the sources Si are topologically identified with
a fixed surface, which we denote by Ŝ. The limiting curve is a nodal curve, with nodes on the
boundary or interior, corresponding to where arcs and closed curves in Ŝ collapse. Furthermore,
we can assume that all of the curves which appear in the limit are stable, which implies that each
ghost curve which is a disk or sphere has at least three nodes. Let G1, . . . , Gn denote the ghost
components.
Let us glue any nodes connecting two ghost components, and smooth any identified pair of nodes
on a single ghost component. Abusing notation slightly, we write G1, . . . , Gn for the resulting
surfaces, which we call the smoothed ghosts. Note that gluing and smoothing ghost curves preserves
stability.
We make the following claims about the smoothed ghosts:
(g-1): There are no ghosts which have image in {p} × [0, 1]× R or {p0} × [0, 1]× R.
(g-2): Each Gi has exactly one node to S, S0, or to a cylinder in C in the tube region.
(g-3): Each Gi has no boundary components with no nodes.
(g-4): Each Gi has genus at least 1.
Claim (g-1) follows since the limiting collections U and U0 are obtained by taking collections of
curves in Σ \ {p} × [0, 1]× R and S2 \ {p0} × [0, 1]× R, and completing over the points p and p0.
Claim (g-2) is established as follows. That there is at least one node is easy to see: if there are no
nodes on some Gi, then ui must contain a closed, null-homologous component, which is prohibited
by axiom (M5). To see that there cannot be more than one node connecting a ghost Gi to S or Si,
we note that such a configuration would imply that u or u0 had a double point, which are prohibited
since u and u0 are embedded.
We now prove Claim (g-3). If Gi had a boundary component with no nodes, then for large j the
unbroken curve uj would have a boundary component with no punctures, which must be mapped
to Σ × {0, 1} × R. However such a configuration violates the maximum modulus principle applied
to pi[0,1]×R ◦ uj
Finally, Claim (g-4) is proven by noting that each Gi is stable, and has at most one node and
boundary component by Claims (g-2) and (g-3), so must have genus at least 1.
Having established Claims (g-1)–(g-4), we now prove that generically ghosts do not appear. Lip-
shitz’s formula for the Fredholm index [Lip06, Equation 6] implies
(6.9) ind(S, φ) = d− χ(S) + 2e(D(φ)) and ind(S0, φ0) = 1− χ(S0) + 2e(D(φ0)),
where d = |α| = |β|, and e(D(φ)) is the Euler measure of the domain of φ. We have already
reasoned that the Fredholm indices in Equation (6.9) are 1 and 2np(φ), respectively, since φ and φ0
have Maslov indices 1 and 2np(φ) respectively, and u and u0 are embeddings. Similarly
(6.10) ind
(
Ŝ, φ#φ0
)
= (d+ 1)− χ(Ŝ) + 2e(D(φ#φ0)),
which also must be 1, since the ui are embedded and have Maslov index 1, by assumption. Noting
that e(D(φ#φ0)) = e(D(φ)) + e(D(φ0)) − 2np0(φ0), Equations (6.9) and (6.10) combine to imply
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that
(6.11) χ(Ŝ) = χ(S) + χ(S0)− 2np0(φ0).
Finally, Equation (6.11) prohibits any ghost components in U , Um or U0: Ŝ may be topologically
constructed by gluing S and S0 along the np0(φ0) punctures, as well as gluing any ghost components
in. However Claims (g-2), (g-3) and (g-4) imply that gluing in each Gi drops χ(Ŝ) by at least 2,
contradicting Equation (6.11). We conclude that generically no ghost curves appear in U , Um or U0.
Summarizing, any sequence ui of J
d(Ti)-holomorphic curves representing φ#φ0 has a subsequence
which converges to a pair (u, u0) which both satisfy (M1)–(M6) and ρ
p(u) = ρp0(u0).
We can view such a pair (u, u0) as being a point in the compactification of the 1-dimensional
moduli space
(6.12)
⋃
T>0
M̂Jd(T )(φ#φ0).
Standard gluing results for holomorphic curves (see [Lip06, Proposition A.2], [Bou02, Section 5.3])
imply that for sufficiently large T , near (u, u0) the compactification of the moduli space in Equa-
tion (6.12) is modeled on a half open interval times a fibered product:
(6.13) [0, 1)×
((
MJd(φ)×ρMJd0 (φ0)
)
/R
)
.
Since µ(φ) = 1, the set M̂Jd(φ) is zero dimensional. Hence Equation (6.13) implies that for
sufficiently large T ,
(6.14) #M̂Jd(T )(φ#φ0) ≡
∑
u∈M̂(φ)
#M̂Jd0 (φ0, ρp(u)) (mod 2).
According to [OS08, Lemma 6.4], if k > 0 and d ∈ Symk([0, 1] × R) is in the complement of the
fat diagonal, then
(6.15)
∑
φ0∈pi2(θ,θ)
np0 (φ0)=k
nw(φ0)=0
#MJd0 (φ0,d) ≡ 1 (mod 2).
Subclaim (d-2) now follows by combining Equations (6.14) and (6.15), together with our argument
which showed that the only index 1 classes φ#φ0 ∈ pi2(x × θ,y × θ) which have holomorphic
representatives for large T have µ(φ) = 1 and nw(φ0) = 0. 
Corollary 6.6. Suppose (Y,w) is a multi-pointed 3-manifold, w ∈ Y \ w, and σ : w → P is a
coloring which is extended by σ′ : w ∪ {w} → P . For sufficiently large T , the maps
S+w : CF
−
Jd(H, σ, s)→ CF−Jd(T )(H+, σ′, s) and
S−w : CF
−
Jd(T )(H+, σ′, s)→ CF−Jd(H, σ, s)
are chain maps.
Proof. The claim is a restatement of Proposition 6.5, using the definition of the free-stabilization
maps in Equation (6.1). 
6.3. Free-stabilization and holomorphic triangles. In this section, we prove an analog of
Proposition 6.5 for holomorphic triangles. If T = (Σ,α,β,γ,w) is a multi-pointed Heegaard triple
and w ∈ Σ \ (α ∪ β ∪ γ ∪w), consider the triple
T + := (Σ,α ∪ {α0},β ∪ {β0},γ ∪ {γ0},w ∪ {w}),
where α0, β0 and γ0 are new attaching curves contained in a small neighborhood of w on Σ. Fur-
thermore, assume that the free-stabilization region has the configuration shown in Figure 6.2. In
particular,
|α0 ∩ β0| = |β0 ∩ γ0| = |α0 ∩ γ0| = 2.
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p0α0
w
β0γ0
y+
y−
x+
x− z+
z−
Figure 6.2. A free-stabilized Heegaard triple. If we collapse the dashed circle
to the point p0, we get the doubly based Heegaard triple (S
2, α0, β0, γ0, p0, w).
If (Σ,α,β,γ,w) is a Heegaard triple, and (Σ,α ∪ {α0},β ∪ {β0},γ ∪ {γ0},w ∪ {w}) is its free-
stabilization, then there is a canonical diffeomorphism
(6.16) Xα∪{α0},β∪{β0},γ∪{γ0} ∼= Xα,β,γ ,
where Xα,β,γ is the 4-manifold defined in Equation (4.23). Equation (6.16) follows from the fact that
neither the Heegaard surface Σ nor the handlebodies Uα, Uβ or Uγ are changed by a free-stabilization.
It is straightforward to verify that the Spinc structure map sw from Equation (4.24) is also
unchanged, in the sense that if ψ#ψ0 ∈ pi2(x × x,y × y, z × z) is a homology class of triangles on
the free-stabilized diagram, then
sw(ψ#ψ0) = sw(ψ),
with respect to the diffeomorphism from Equation (6.16).
Theorem 6.7. Suppose T is a Heegaard triple, T + is its free-stabilization at the point w, and d is
a gluing datum for free-stabilization. Then for sufficiently large T , we have
FT +,Jd(T ),s(S+w (−), S+w (−)) = S+wFT ,Jd,s(−,−),
S−wFT +,Jd(T ),s(S
+
w (−),−) = FT ,Jd,s(−, S−w (−)),
S−wFT +,Jd(T ),s(−, S+w (−)) = FT ,Jd,s(S−w (−),−).
Before we prove Theorem 6.7, we prove a useful Maslov index formula:
Lemma 6.8. Suppose that ψ0 ∈ pi2(x, y, z) is a homology class of triangles on the Heegaard triple
(S2, α0, β0, γ0, w, p0) in Figure 6.2. Then
µ(ψ0) = − gr(x+, x)− gr(y+, y) + gr(z+, z) + 2nw(ψ0) + 2np0(ψ0).
If m1(ψ0), . . . ,m8(ψ0) denote the multiplicities of ψ0 in each of the eight regions of S
2\(α0∪β0∪γ0),
then
µ(ψ0) =
1
2
(m1(ψ0) + · · ·+m8(ψ0)− 1) .
Proof. Both formulas can be verified using the same strategy. First, both are easily checked for the
triangle class in pi2(x
+, y+, z+) whose domain consists of a single component of S2 \ (α0 ∪ β0 ∪ γ0)
with multiplicity 1. Both formulas respect splicing in any of the 12 bigons on the diagram. Since any
two triangle classes can be related by splicing in such bigons, both formulas follow in general. 
Proof of Theorem 6.7. The proof is similar to the proof of Proposition 6.5.
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Rephrasing the statement in terms of intersection points, it is sufficient to show that if T is
sufficiently large, then
FT +,Jd(T ),s(x× x+,y × y+) = FT ,Jd,s(x,y)⊗ z+,
FT +,Jd(T ),s(x× x+,y × y−) = FT ,Jd,s(x,y)⊗ z− +
∑
z∈Tα∩Tγ
C1x,y,z · z× z+,
FT +,Jd(T ),s(x× x−,y × y+) = FT ,Jd,s(x,y)⊗ z− +
∑
z∈Tα∩Tγ
C2x,y,z · z× z+,
(6.17)
for C1x,y,z, C
2
x,y,z ∈ F2[Uw, Uw] (which depend on T and d).
Suppose that ψ#ψ0 ∈ pi2(x × x,y × y, z × z) is a homology class of triangles with Maslov index
0. Define the quantity
δ(x, y, z) := − gr(x+, x)− gr(y+, y) + gr(z+, z).
It is easy check that Equation (6.17) is implied by the following two subclaims:
(f-1): If δ(x, y, z) = 1, then any Maslov index 0 class in pi2(x × x,y × y, z × z) has no Jd(T )-
holomorphic representatives if T is sufficiently large.
(f-2): If δ(x, y, z) = 0, then the z×z coefficient of FT ,Jd(T ),s(x×x,y×y) is equal to the z coefficient
of FT ,Jd,s(x,y).
The classes with δ(x, y, z) ∈ {−2,−1} do not contribute to the present theorem statement.
In our proof, we will write p ∈ Σ for the point w, viewed as a point on the unstabilized Heegaard
triple, and write w for the new basepoint on the free-stabilized Heegaard triple.
We compute
µ(ψ#ψ0) = µ(ψ) + µ(ψ0)− 2np0(ψ0)
= µ(ψ) + δ(x, y, z) + 2nw(ψ0).
(6.18)
The first equality of Equation (6.18) follows from Sarkar’s formula for the Maslov index [Sar11], as
well as the fact that a disk has Euler measure 1. The second equality follows from Lemma 6.8.
Suppose that ψ#ψ0 admits holomorphic representatives for arbitrarily large neck length parameter
T . As in the proof of Proposition 6.5, we may find a subsequence which converges to broken
collections of curves U , Um and U0, on Σ×∆, S1 × R×∆ and S2 ×∆, and their cylindrical ends,
Σ× [0, 1]× R, S1 × R× [0, 1]× R and S2 × [0, 1]× R.
Consider Claim (f-1). In particular, ψ and ψ0 both admit broken representatives. Using Equa-
tion (6.18), and the equalities µ(ψ#ψ0) = 0 and δ(x, y, z) = 1, we conclude that µ(ψ) = −1.
However, the triangular of Proposition 4.4 implies that generically M(ψ) is empty, contradicting
the existence of the broken triangle U . Claim (f-1) follows.
We now consider Claim (f-2). Let ψ#ψ0 denote a class with δ(x, y, z) = 0, and let U , Um and
U0 denote broken holomorphic triangles arising in the limit. We conclude from Equation (6.18) and
transversality that µ(ψ) = 0.
As a first step, trim off any ghost components of U , Um and U0 (i.e. curves which have constant
image in Σ × ∆ or one of its cylindrical ends). We will later see that ghost curves do not appear
generically.
Next, we claim that U cannot contain any curves v mapping into Σ×∆, or one of its cylindrical
ends, such that pi∆ ◦ v (or pi[0,1]×R ◦ v) is constant, but piΣ ◦ v is non-constant. Such a curve v must
have Maslov index at least 2, since it has domain equal to a non-negative integral combination of
components of Σ \ α, Σ \ β and Σ \ γ. The presence of such a curve would force the remaining
curves, on which transversality is obtained, to have Maslov index at most −2, which is impossible,
generically.
Consequently, all curves in U (except the ghost components) satisfy the analogs of (M1)–(M5),
so by the analog of Proposition 4.4 for triangles, transversality is obtained at u. Since µ(ψ) = 0,
it follows from transversality that U consists only of a single holomorphic triangle u satisfying the
analogs of (M1)–(M6) for holomorphic triangles (as well as possibly ghost curves). In particular, u
is embedded.
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Arguing identically to the proof of Proposition 6.5, the curves of Um generically consist of np(φ)
once-covered cylinders, which each map to a distinct point in ∆. (There may also be ghost compo-
nents in Um, though we will shortly rule those out).
There must be a curve u0 in U0 whose asymptotics (before completing over {p}×∆) match those
of u, i.e.
(6.19) ρp(u) = ρp0(u0),
where ρp : M(ψ)→ Symnp(ψ)(∆) is the map defined analogously to Equation (4.5).
Let ψ′0 denote the homology class of u0. Since D(ψ
′
0) ≤ D(ψ0), we conclude from Lemma 6.8 that
(6.20) µ(ψ′0) ≤ µ(ψ0) = 2np0(ψ0).
Define
X(ψ) := {ρp(u) : u ∈M(ψ)},
a 0-dimensional subset of Symnp(ψ)(∆).
Write S0 for the topological source of u0. Using Proposition 4.4 and Equation (6.20), for a
generically chosen almost complex structure
dimM(S0, ψ′0, X(ψ0)) = µ(ψ′0)− Sing(u0)− codimX(ψ0)
= µ(ψ′0)− Sing(u0)− 2np0(u0)
≤ −Sing(u0).
(6.21)
Furthermore, equality holds if and only if µ(ψ′0) = µ(ψ0) = 2np0(u0) and Sing(u0) = 0. Conse-
quently, ifM(S0, ψ′0, X(ψ0)) is non-empty, we must generically have µ(ψ′0) = µ(ψ0) and Sing(u0) =
0. In particular, U0 cannot have any other components (other than ghost components), and u0 must
be embedded.
The appearance of ghost components in U and U0, which we trimmed off earlier, can be prohibited
from appearing generically by using the same index argument as in the proof of Proposition 6.5.
Summarizing, if Ti is a sequence of neck lengths approach +∞, then any sequence of Jd(Ti)-
holomorphic triangles ui representing ψ#ψ0 has limit equal to a pair (u, u0) of holomorphic triangles
satisfying (M1)–(M6) and ρp(u) = ρp0(u0).
As in the proof of Proposition 6.5, for large T , gluing gives a bijection
(6.22) MJd(T )(ψ#ψ0) ∼=MJd(ψ)×ρMJd0 (ψ0).
Since MJd(ψ) is zero dimensional, counting MJd(T )(ψ#ψ0) is reduced to the problem of counting
the elements in the matched moduli spaceMJd0 (ψ0,d) for generic d ∈ Symn(∆). We will show that
for generic Jd0 ,
(6.23)
∑
ψ0∈pi2(x,y,z)
nw0 (ψ0)=0
np0 (ψ0)=n
#MJd0 (ψ0,d) ≡ 1 (mod 2),
whenever δ(x, y, z) = 0 and d ∈ Symn(∆) is not in the fat diagonal.
To establish Equation (6.23), we use the following cobordism argument. Consider a path (dt)t∈[1,∞)
such that
(1) d1 = d.
(2) Each dt is not contained in the fat diagonal.
(3) As t→∞, the points in dt all travel to ∞ in the α-β cylindrical end of ∆.
(4) If we identify the α-β cylindrical end of ∆ with [0, 1] × (−∞, 0], then the points of dt are
spaced at least t distance apart for large t.
(5) The [0, 1] component of each point of dt approaches some fixed s0 ∈ (0, 1).
Write
D := {dt : t ∈ [1,∞)}.
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Consider the ends of the 1-dimensional moduli space
M(x,y,z)(D) :=
∐
ψ0∈pi2(x,y,z)
nw0 (ψ0)=0
np0 (ψ0)=n
MJd0 (ψ0,D).
There are three types of ends to consider:
(e-1): Curves at t = 1.
(e-2): Degenerations occurring at finite t ∈ (1,∞).
(e-3): Limiting curves as t→∞.
Ends of M(x,y,z)(D) of type (e-1) correspond to the disjoint union of MJd0 (ψ0,d) over all ψ0 ∈
pi2(x, y, z) with nw(ψ0) = 0.
Ends ofM(x,y,z)(D) of type (e-2) correspond to sequences of holomorphic triangles inM(x,y,z)(D)
degenerating into a broken holomorphic triangle at some finite t ∈ (0,∞). We wish to show that such
a degeneration can consist only of a holomorphic strip and triangle, both satisfying (M1)–(M6), or
their triangular analogs. Furthermore, the holomorphic strip must have Maslov index 1, and zero
multiplicity on p0, and the triangle must have Maslov index 2np0(ψ0)− 1, and must match some dt.
Let V denote a broken holomorphic triangle appearing as the limit of a sequence of curves in
M(x,y,z)(D) at some t ∈ (1,∞). There must be holomorphic triangle v0 of V which matches dt.
Delete curves v in V which do not map into Σ×∆, or such that pi∆◦v is constant. Since nw(ψ0) = 0,
there are no non-ghost components v of V such that pi∆ ◦ v is constant and equals a point of dt.
Consequently, after removing any components whose projection to ∆ is constant, the remaining
curve v0 still matches dt, and satisfies the triangular analogs of (M1)–(M5) (embeddedness, (M6),
is not clear yet). Write ψ′0 for the homology class of v0 and S0 for the source curve of v0. By the
triangular analog of Proposition 4.4, the spaceM(S0, ψ′0,D) is transversely cut out and of dimension
(6.24) µ(ψ′0)− 2 Sing(u0)− codim(D) = µ(ψ′0)− 2 Sing(v0)− (2|d| − 1).
The quantity Sing(v0) takes values in
1
2 ·Z≥0; a singularity along the interior contributes 1, while
a singularity along the boundary contributes 12 . Note that µ(ψ0) = 2|d|, and µ(ψ′0) ≤ µ(ψ0) by
Lemma 6.8. Hence Equation (6.24) implies that there are two possibilities which are not prohibited
by dimension counts: µ(ψ′0) = 2|d| − 1 and Sing(v0) = 0 (v0 is embedded); µ(ψ′0) = 2|d| and
Sing(v0) =
1
2 (v0 has a singular point along its boundary).
We now rule out a boundary double point. A boundary double point arises when a boundary
to boundary arc c in the source curve collapses. Suppose vi : S → S2 × ∆ is a sequence of curves
in M(x,y,z)(D), all sharing the same topological source, which realize such a degeneration. Write
∂αS, ∂βS and ∂γS for the subsets of ∂S which map to α0, β0 and γ0, respectively. If q1 and
q2 are the two ends of c, then both q1 and q2 must be contained in a single one of ∂αS, ∂βS
or ∂γS. Condition (J
′4) implies that vi|∂τS is monotonic, for τ ∈ {α, β, γ}. Consequently, if a
boundary double point forms, subarc region between q1 and q2 along the boundary of S must map
constantly to ∆, in the limit. Consequently, the limiting curve must have a component which is
a boundary degeneration. Since D is bounded away from ∂∆, and all curves in M(x,y,z)(D) have
zero multiplicity on w, boundary degenerations cannot form in the ends of M(x,y,z)(D), since any
boundary degeneration on (S2, α0, β0, γ0), covers one of p0 or w. It follows that Sing(v0) = 0 and
µ(ψ′0) ∈ {2|d|, 2|d| − 1}.
If µ(ψ′0) = 2|d| = µ(ψ0), then the remaining curves in the broken triangle have Maslov index
0. Using transversality, it is not hard to see that any such curves must be constant holomorphic
strips in the cylindrical ends. By definition, constant strips are not stable, so cannot appear in a
broken triangle in the boundary of M(x,y,z)(D). Hence, no curves with µ(ψ′0) = 2|d| appear in the
boundary of M(x,y,z)(D), for t ∈ (1,∞).
Next, we consider the case that µ(ψ′0) = 2|d|−1. In this case, the remaining curves (call them V1)
have total Maslov index 1. It is straightforward to see that this implies that V1 consists of a single
holomorphic flowline v1 on S
2 × [0, 1]×R on one of the three sub-diagrams (S2, α0, β0), (S2, β0, γ0)
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or (S2, α0, γ0). The curve v1 must have multiplicity zero on p0 and w. Since the differential vanishes
on all three complexes, ĈF (S2, α0, β0, p0, w), ĈF (S
2, α0, γ0, p0, w) and ĈF (S
2, β0, γ0, p0, w), ends of
type (e-2) come in canceling pairs.
Finally we consider the ends of type (e-3). Using the Maslov index formulas from Lemmas 6.4
and 6.8, together with the transversality result from Proposition 4.4 (as well as its triangular analog
for curves in S2×∆), we can show that the limit of a sequence of curves with t→∞ must consist of
|d| flowlines v1, . . . , v|d| on (S2, α0, β0), representing Maslov index 2 classes in pi2(x, x) with np0 = 0,
each of which matches some fixed point d ∈ [0, 1]×R, as well as a single index 0 holomorphic triangle
v with Maslov index 0 and nw(v) = np0(v) = 0. Using [Lip06, Proposition A.1] to glue, it follows
that such ends of M(x,y,z)(D) at t =∞ correspond to the 0-dimensional space
(6.25)
( ∐
ψ00∈pi2(x,y,z)
nw(ψ
0
0)=np0 (ψ
0
0)=0
M(ψ00)
)
×
( ∐
φ∈pi2(x,x)
np0 (φ)=1
nw(φ)=0
M(φ, d)
)|d|
.
It is easy to verify that there is only one non-negative class ψ00 ∈ pi2(x, y, z) with Maslov index 0
and nw(ψ
0
0) = np0(ψ
0
0) = 0. Furthermore, ψ
0
0 has a unique representative by the Riemann mapping
theorem.
Using Ozsva´th and Szabo´’s count from Equation (6.23), it follows that the number of elements
in the set in Equation (6.25) is 1, modulo 2. In particular, counting up all ends of M(x,y,z)(D),
Equation (6.23) follows.
Combining Equations (6.22) and (6.23) yields Claim (f-2), completing the proof. 
6.4. Independence from the gluing datum. In this section, we prove that the free-stabilization
maps are independent of the choice of gluing datum:
Proposition 6.9. Suppose H is diagram for (Y,w), d1 and d2 are two gluing data for free-stabilizing
at w, and T1 and T2 satisfy the stabilizing condition (SC-2) for d1 and d2, respectively. Write H+1
and H+2 for the two free-stabilized diagrams constructed from H, d1 and d2 (note that H+1 and H+2
differ only in the embedding of α0 and β0 in the free-stabilization region). The following diagram
commutes up to chain homotopy:
(6.26)
CF−Jd1 (H, s) CF−Jd2 (H, s)
CF−Jd1 (T1)(H
+
1 , s) CF
−
Jd2 (T2)
(H+2 , s).
Ψ
Jd1→Jd2
S+w S
+
w
Ψ
(H+1 ,J
d1 (T1))→(H+2 ,J
d2 (T2))
An analogous relation holds for the maps S−w .
Proof. Note that if the claim holds for any particular T1 and T2 which satisfy (SC-2), then it holds
for all T1 and T2 which satisfy condition (SC-2).
Let us call two gluing data d1 and d2 equivalent, and write d1 ∼ d2, if for all sufficiently large T1
and T2, the diagram in Equation (6.26), as well as its analog for S
−
w , commute up to chain homotopy.
The relation of two gluing data being equivalent is transitive and reflexive. It is sufficient to show
that all generic gluing data are equivalent.
The proof is an elaboration of the proofs of Propositions 6.3 and 6.5. We prove the main statement
in 3 steps. Write
d1 = (J1, J0,1, D1, ι1) and d2 = (J2, J0,2, D2, ι2).
Step 1. If D1 = D2, J1|Di×[0,1]×R = J2|Di×[0,1]×R, J0,1 = J0,2 and ι1 = ι2, then d1 ∼ d2.
We can pick an almost complex structure J˜ on Σ× [0, 1]×R which interpolates J1 and J2 and is
cylindrical on Di× [0, 1]×R. Since J0,1 = J0,2 and ι1 = ι2, using J˜ we can construct almost complex
structures J˜(T ) which interpolate Jd1(T ) and Jd2(T ) and agree with J˜ on (Σ \ 1T ·D)× [0, 1]× R.
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We claim that if T is sufficiently large, then
ΨJ˜(T )(x× θ+) = ΨJ˜(x)× θ+, and
ΨJ˜(T )(x× θ−) = ΨJ˜(x)× θ− +
∑
y∈Tα∩Tβ
Cx,y · y × θ+,(6.27)
for Cx,y ∈ F2[Uw] (depending on T , d1 and d2). Note that Equation (6.27) is is equivalent to the
statement that d1 ∼ d2.
Equation (6.27) follows from a modification of the proof of Proposition 6.5. We briefly sketch the
argument.
Suppose that φ#φ0 ∈ pi2(x× x,y × y) is a homology class of disks with Maslov index 0. If Ti is
a sequence of neck-lengths approaching +∞, then from a sequence ui of J˜(Ti) holomorphic curves
representing φ#φ0, we may extract two broken limiting curves, U and U0, representing φ and φ0.
From Lemma 6.4, we know
0 = µ(φ#φ0) = µ(φ) + gr(x, y) + nw(φ0).
Equation (6.27) involves only classes with gr(x, y) ≥ 0. Since φ and φ0 both have broken represen-
tatives, we conclude that µ(φ) ≥ 0. Furthermore, if gr(x, y) = 1, then there are no representatives
of φ#φ0. Hence if φ#φ0 has a representative for large T and gr(x, y) ≥ 0, then
0 = µ(φ) = gr(x, y) = nw(φ0).
Exactly one story of U will be J˜-holomorphic, while the others will be Jd1- or Jd2-holomorphic.
Since µ(φ) = 0, U can consist only of a single, embedded curve u, which is J˜-holomorphic. The
collection U0 will have a matching component u0 which satisfies ρw(u) = ρp(u0). Using a transver-
sality argument, analogous to the one described in Proposition 6.5, for generically chosen J0, u0 will
be the only curve in U0, and u0 will be embedded. From here, the argument proceeds via a gluing
argument, analogous to the proof of Proposition 6.5.
Step 2. If J1 = J2, D1 = D2, then d1 ∼ d2.
The transition map Ψ(H+1 ,Jd1 (T1))→(H+2 ,Jd2 (T2)) can be written as a composition of the map induced
by a diffeomorphism φ : Σ → Σ which is supported in a small neighborhood of 12 ·D, which moves
the image of the α0 and β0 curves under ι1 to their images under ι2, followed by a map ΨJ˜ which
counts index 0 J˜-holomorphic disks for an almost complex structure J˜ which interpolates φ∗Jd1(T1)
and Jd2(T2).
The diagram
CF−J (H, s) CF−J (H, s)
CF−Jd1 (T1)(H
+
1 , s) CF
−
φ∗Jd1 (T1)
(H+2 , s),
id
S+w S
+
w
φ∗
clearly commutes, so it is sufficient to show that the analogous diagram involving Ψφ∗Jd1 (T1)→Jd2 (T2)
also commutes. It is sufficient to show that the diagram commutes whenever T1 and T2 are sufficiently
large. Furthermore, using condition (SC-2), we can assume T1 = T2
Since φ∗ is the identity outside of a neighborhood of 12 · D, we can choose J˜ so that it agrees
with Jdi(T ) (for both i = 1, 2) on Σ \ 12 ·D. However, equipped with the almost complex structure
Jdi(T ), (Σ \ 12 )× [0, 1]× R is holomorphically equivalent to ((Σ \ 1T ·D)× [0, 1]× R, J).
For a sequence Ti approaching +∞, we pick a sequence J˜i of interpolating almost complex struc-
tures between φ∗Jd1(Ti) and Jd2(Ti). Given J˜i-holomorphic representatives ui of an index 0 class
φ#φ0, we extract a limit to broken curves U and U0. As in Step 1, this implies that there are no
representatives of classes with gr(x, y) = 1, and the only remaining classes of interest have
µ(φ) = gr(x, y) = nw(φ0) = 0.
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However, U is a broken J-holomorphic curve, which is a cylindrical almost complex structure. Since
µ(φ) = 0, it follows from transversality that U can consist only of a single story, consisting of a
representative of the constant class ex. Since φ#φ0 has Maslov index 0, and φ = ex, we clearly must
have φ0 = {eθ+ , eθ−}. On the other hand, it is straightforward to see that the classes ex × ex will
always have J˜i-holomorphic representatives. The stated formula follows.
Step 3. If d1 and d2 are generic, then d1 ∼ d2.
Write Ji as ji×j[0,1]×R on Di. By the uniformization theorem, there is a conformal diffeomorphism
between (D1, j1) and (D2, j2) which fixes w, which we can assume extends to a diffeomorphism from
Σ to itself and which fixes α ∪ β ∪w ∪ {w}.
Writing φ also for the induced diffeomorphism of Σ× [0, 1]×R, we tautologically have a commu-
tative diagram
(6.28)
CF−J1(H, s) CF−φ∗J1(H, s)
CF−Jd1 (T )(H+1 , s) CF−Jφ∗d1 (T )(H+2 , s).
φ∗
S+w S
+
w
φ∗
Since both horizontal arrows in Equation (6.28) agree with the maps from naturality, it follows that
d1 ∼ φ∗(d1).
Define the gluing datum d′ := (φ∗(J1), J0,2, D2, ι2). Step 2 shows that
φ∗(d1) ∼ d′.
Step 1 implies that
d′ ∼ d2.
By transitivity of ∼, the proof is complete. 
6.5. Commuting simple stabilizations and free-stabilizations.
Lemma 6.10. The transition maps for a simple stabilization commute with the free-stabilization
maps.
Proof. We will focus on the positive free-stabilization map S+w since S
−
w is the dual map. Write σ
for the simple stabilization map. Suppose that the following hold:
(1) H = (Σ,α,β,w) is a diagram for (Y,w);
(2) H+ = (Σ,α ∪ {α0},β ∪ {β0},w ∪ {w}) is a free-stabilization of H;
(3) Hσ = (Σ′,α ∪ {α′},β ∪ {β′},w) is a simple-stabilization of H;
(4) H+σ = (Σ′,α ∪ {α0, α′},β ∪ {β0, β′},w ∪ {w}) is obtained from H by performing both
stabilizations.
The formulas for σ and S+w appear to commute, however it is not clear that a single almost complex
structure can be chosen to compute both maps, since σ requires stabilizing condition (SC-1) to be
satisfied, while S+w requires condition (SC-2) to be satisfied.
The main claim amounts to showing the following subclaim:
Subclaim 6.10.1. If T = (T, T ′) is a pair of neck lengths, write J(T) for the almost complex
structure on Σ′ × [0, 1] × R which has had a neck of length T added in the free-stabilization region,
and a neck of length T ′ inserted in the the simple-stabilization region. If T1 and T2 are two pairs, all
of whose components are sufficiently large, then there is a non-cylindrical almost complex structure
J˜ on Σ′ × [0, 1]× R, interpolating J(T1) and J(T2) such that
ΨJ˜(x× c× θ+) = x× c× θ+
ΨJ˜(x× c× θ−) = x× c× θ− +
∑
y∈Tα∩Tβ
Cx,y · y × c× θ+
for Cx,y ∈ F2[Uw].
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The proof of Subclaim 6.10.1 is a double neck-stretching argument similar to the proof of Propo-
sition 6.3.
We can write any homology class on H+σ as φ#φ0#φ′, where φ ∈ pi2(x,y) is a class on H,
φ0 ∈ pi2(x, y) is a class on (S2, α0, β0), and φ′ ∈ pi2(c, c) is a homology class on (T2, α′, β′). Adapting
the proof of Lemma 6.4, we have
(6.29) µ(φ#φ0#φ
′) = µ(φ) + gr(x, y) + 2nw(φ0).
Suppose T1,i and T2,i are sequences of pairs of neck-lengths, all of whose components approach
+∞. We can pick a sequence of non-cylindrical almost complex structures J˜i interpolating J(T1,i)
and J(T2,i) such that (Σ
′ × [0, 1] × R, J˜i) contains an almost complex submanifold equivalent to
((Σ \ Ni) × [0, 1] × R, J), for a nested sequence of open subsets Ni ⊆ Ni−1 ⊆ Σ such that
⋂
iNi
consists of exactly two points (the two connected sum points), and a cylindrical almost complex
structure J on Σ× [0, 1]× R.
If φ#φ0#φ
′ admits a sequence ui of J˜i-holomorphic representatives, then we can extract a broken
J-holomorphic representative of φ on Σ × [0, 1] × R. By examining Equation (6.29), we conclude
that if gr(x, y) ≥ 0 (which are the only cases relevant to Subclaim 6.10.1), then
µ(φ) = nw(φ0) = 0.
Since φ has a broken representative, and µ(φ) = 0, we conclude that φ must be the constant class
ex, by transversality. Since nw(φ0) = 0, this also implies that φ0 is one of the constant classes eθ+
or eθ− , and φ
′ is the constant classes ec. Conversely, the constant class ex × eθ± × ec always has a
J˜i-holomorphic representative. The subclaim follows, and so does the main claim. 
6.6. Invariance of the free-stabilization maps. In this section, we put our previously results
together and prove invariance of the free-stabilization maps:
Theorem 6.11. The free-stabilization maps S+w and S
−
w defined in Section 6.1, determine well
defined chain maps on the level of transitive systems of chain complexes.
Before we prove Theorem 6.11, we need the following topological result about embeddings of
Heegaard diagrams:
Lemma 6.12. Suppose (Y,w) is a multi-pointed 3-manifold, and p ⊆ Y \ w is a finite collection
of points. If H1 = (Σ1,α1,β1,w) and H2 = (Σ2,α2,β2,w) are two Heegaard diagrams such that
p ⊆ Σi \ (αi ∪ βi) for i = 1, 2, then H1 and H2 can be connected by a sequence of the following
moves:
(1) Handleslides and isotopies of the α and β curves (possibly passing over the points in p).
(2) Simple stabilizations, away from w ∪ p.
(3) Isotopies φt : Σ→ Y of the Heegaard surface which are fixed on w ∪ p for all t.
Proof. Consider Morse functions with gradient like vector fields (f1, v1) and (f2, v2) on Y which
induce H1 and H2 (i.e. Σi is a middle level set of fi, and αi is the intersection of the ascending
manifolds of the index 1 critical points of fi with Σ, and βi is the intersection of the descending
manifolds of the index 2 critical points of fi). We may pick a path (ft, vt)t∈[1,2] of functions with
gradient like vector fields, connecting (f1, v1) and (f2, v2), such that the following hold:
(1) The pair (ft, vt) is Morse-Smale, at all but finitely many t.
(2) At the finitely many t where ft fails to be Morse, an index 1/2 birth or death singularity
occurs (corresponding to a simple stabilization of the Heegaard surface).
(3) At the finitely many t where the pair (ft, vt) fails to be Smale, a handleslide between two α
curves or β curves occurs.
This implies that the three stated moves suffice to connect H1 and H2, except that we have not yet
ensured that an isotopy appearing in an instance of Move (3) can be taken to respect the points p.
Generically, we can assume the following:
(1) p is disjoint from the flowlines of any vt passing through w.
(2) p is disjoint from the descending manifolds of any index 1 critical point of any ft.
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(3) p is disjoint from the ascending manifolds of any index 2 critical point of any ft.
Let us write Σt for a middle level set of each ft. We can thus assume that for each p ∈ p and
t ∈ [1, 2], there is a flowline ft,p which connects p with a point on Σt \w. By performing an isotopy
of each Σt in a neighborhood of ft,p, we can ensure that p ⊆ Σt for all t. Consequently, if φt is an
isotopy appearing in an instance of Move (3), we can assume that p ⊆ φt(Σ).
Finally, if φt : Σ → Y is an isotopy which fixes w and such that p ⊆ φt(Σ) for all t, there will
generically be finitely many t where the image of a point in p intersects an α or β curve. Such an
isotopy φt may thus be decomposed as a sequence of isotopies where p is fixed, as well as isotopies
of the type appearing in Move (1), where the α and β curves are moved but the Heegaard surface
is fixed. 
Proof of Theorem 6.11. As S−w is dual to S
+
w , we focus on the claim for S
+
w . The proof amounts
to showing that if H1 = (Σ1,α1,β1,w) and H2 = (Σ2,α2,β2,w) are two diagrams such that
w ∈ Σi \ (αi ∪ βi), and d1 and d2 are two gluing data, then the following diagram commutes up to
chain homotopy:
(6.30)
CF−Jd1 (H1, s) CF−Jd2 (H2, s)
CF−Jd1 (T1)(H
+
1 , s) CF
−
Jd2 (T2)
(H+2 , s).
Ψ
Jd1→Jd2
S+w S
+
w
Ψ
(H+1 ,J
d1 (T1))→(H+2 ,J
d2 (T2))
It suffices to show that the diagram in Equation (6.30) commutes whenH1 andH2 differ by one of the
moves listed in Lemma 6.12 (for p = {w}). First, we consider Move (1), isotopies and handleslides of
the α and β curves on a fixed Heegaard surface. The transition maps for handleslides and isotopies
of the α and β curves can be computed using a triangle map. The triangle counts from Theorem 6.7
imply that the free-stabilization maps commute with such transition maps. Move (2), commutation
of the free-stabilization maps with the simple stabilization maps, follows from Lemma 6.10. Finally,
commutation with respect to Move (3), isotopies of the Heegaard surface which fix w ∪ {w}, is a
tautology. 
6.7. Commuting free-stabilization and relative homology maps.
Lemma 6.13. Let (Y,w) be a multi-pointed 3-manifold, and let w ∈ Y \w. Suppose that λ is either
a closed path in Y , or a path which connects two basepoints in w. Then
S+w ◦Aλ +Aλ ◦ S+w ' 0 and S−w ◦Aλ +Aλ ◦ S−w ' 0.
Proof. For simplicity, let us consider the claim involving S+w , since S
−
w is the dual map.
Let H = (Σ,α,β,w) be a diagram for (Y,w), and let H+w be its free-stabilization at w. We will
show that for sufficiently stretched almost complex structure
S+w ◦Aλ +Aλ ◦ S+w = 0.
Suppose that x ∈ Tα ∩ Tβ is an intersection point on H. By definition
(6.31) (S+w ◦Aλ)(x) =
∑
φ∈pi2(x,y)
µ(φ)=1
a(λ, φ)#M̂Jd(φ) · Unw(φ)w · (y × θ+),
while
(6.32) (Aλ ◦ S+w )(x) =
∑
φ#φ0∈pi2(x×θ+,y×y)
µ(φ#φ0)=1
a(λ, φ#φ0)#M̂Jd(T )(φ#φ0) · Unw(φ)w Unw(φ0)w · (y × y).
We can assume that λ is disjoint from the free-stabilization region on Σ. Consequently
(6.33) a(λ, φ#φ0) = a(λ, φ).
By following the proof of Proposition 6.5, we see that there are two types of index 1 classes in any
pi2(x× θ+,y × y) which can have holomorphic representatives for sufficiently large T .
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The first type of class which could have representatives has y = θ−, φ = ex, and has φ0 equal to a
bigon supported in the free-stabilization region. For such a class, we have a(λ, φ#φ0) = a(λ, ex) = 0,
by Equation (6.33), so such classes make no contribution to Equation (6.32).
The second type of class which could have holomorphic representatives has µ(φ) = 1, φ0 ∈
pi2(θ
+, θ+) and nw(φ0) = 0. Using the counts of holomorphic disks representing classes in pi2(x ×
θ+,y × θ+) established in Equation (6.14) and (6.15), together with Equation (6.33), we conclude
that Equations (6.31) and (6.32) coincide. The proof is complete. 
6.8. Compositions of free-stabilizations. We now prove that free-stabilization maps for different
basepoints may be commuted.
Proposition 6.14. For any ◦1, ◦2 ∈ {+,−}, the free-stabilization maps satisfy
S◦1w1S
◦2
w2 ' S◦2w2S◦1w1 ,
as morphisms of transitive systems of chain complexes.
Proof. The proof follows from a double neck stretching argument similar to Lemma 6.10. We consider
a diagram on which both free-stabilizations have been performed, with underlying Heegaard surface
Σ. Let J be a cylindrical almost complex structure on Σ× [0, 1]×R, viewed as a complex structure
for the unstabilized diagram. If T = (T1, T2) is a pair of neck lengths, let J(T) denote an almost
complex structure obtained by inserting two necks of length T1 and T2.
We recall that the free-stabilization maps require stabilizing condition (SC-2) to be satisfied, how-
ever it is not immediately clear that condition (SC-2) can be achieved on two necks simultaneously.
We prove the following:
Subclaim 6.14.1. Suppose that T and T′ are two pairs of neck-lengths for free-stabilizing at w1 and
w2. If all of components of T and T
′ are sufficiently large, then a non-cylindrical almost complex
structure J˜ may be chosen which interpolates J(T) and J(T′) and satisfies
ΨJ˜(x× θ+1 × θ+2 ) = x× θ+1 × θ+2
ΨJ˜(x× θ+1 × θ−2 ) = x× θ+1 × θ−2 +
∑
y∈Tα∩Tβ
(
C1x,y · y × θ+1 × θ+2 + C2x,y · y × θ−1 × θ+2
)
ΨJ˜(x× θ−1 × θ+2 ) = x× θ−1 × θ+2 +
∑
y∈Tα∩Tβ
(
C3x,y · y × θ+1 × θ+2 + C4x,y · y × θ+1 × θ−2
)
ΨJ˜(x× θ−1 × θ−2 ) = x× θ−1 × θ−2
+
∑
y∈Tα∩Tβ
(
C5x,y · y × θ+1 × θ−2 + C6x,y · y × θ−1 × θ+2 + C7x,y · y × θ+1 × θ+2
)
,
(6.34)
for various Cix,y ∈ F2[Uw], which depend on J˜ .
Before proving Subclaim 6.14.1, we briefly explain why it implies the main claim. Pick T = (T1, T2)
so that T2 is large enough to compute the free-stabilization maps at w2, and then pick T1  T2
which is large enough to compute the free-stabilization maps at w1 (after having already performed
the stabilization at w2). Next, pick T
′ = (T ′1, T
′
2) so that T
′
2  T ′1, so that T ′1 is large enough to
compute the free-stabilization maps at w1 first, and then subsequently compute the free-stabilization
maps at w′2. Hence, to compute S
+
w2S
+
w1 we may use J(T
′), while to compute S+w1S
+
w2 , we may use
J(T). To compare the two compositions on the level of morphisms of transitive systems of chain
complexes, we must compose with the transition map ΨJ(T)→J(T′). With this in mind, the first line
of Equation (6.34) implies that S+w2S
+
w1 ' S+w1S+w2 .
Similarly, the first and the second lines of Equation (6.34) together imply that S+w1S
−
w2 ' S−w2S+w1 .
The first and third lines together imply that S−w1S
+
w2 ' S+w2S−w1 . Finally, all four lines together imply
that S−w1S
−
w2 ' S−w2S−w1 .
We now proceed to prove Subclaim 6.14.1. The transition map ΨJ˜ counts J˜-holomorphic repre-
sentatives of Maslov index 0 homology classes of disks. If φ#φ10#φ
2
0 ∈ pi2(x×x1×x2,y× y1× y2) is
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a homology class on the doubly free-stabilized diagram, then adapting the proof of Equation (6.3)
gives
(6.35) µ(φ#φ10#φ
2
0) = µ(φ) + gr(x1, y1) + gr(x2, y2) + 2nw1(φ) + 2nw2(φ2).
To prove Equation (6.34) it suffices to make the following three observations:
(1) Assuming T and T′ are sufficiently large, if µ(φ) = 0 and gr(x1, y1) + gr(x2, y2) > 0, then
MJ˜(φ) is empty;
(2) Assuming T and T′ are sufficiently large, if µ(φ) = 0, gr(x1, y1) = gr(x2, y2) = 0 andMJ˜(φ)
is nonempty, then φ = ex × ex1 × ex2 .
(3) If φ is a class with gr(x1, y1) + gr(x2, y2) ≤ 0 but gr(x1, y1) and gr(x2, y2) are not both zero,
then the count of MJ˜(φ) is irrelevant to Equation (6.34).
Observations (1) and (2) are proven similar to the proof of Proposition 6.3. For sufficiently large T
and T′, by picking J˜ appropriately, we can ensure that φ has a broken representative for a cylindri-
cal almost complex structure. In particular µ(φ) ≥ 0. Consequently, if gr(x1, y1) + gr(x2, y2) > 0,
then Equation (6.35) can never be zero, so there are no such classes with representatives. If Equa-
tion (6.35) is zero and gr(x1, y1) = gr(x2, y2) = 0, then also µ(φ) = 0, so φ is a constant homology
class, by transversality. Using additionally the vertex multiplicities near x1 and x2, we conclude
that φ10 and φ
2
0 must also be constant homology classes, so the second observation follows. The third
observation is straightforward. This establishes Subclaim 6.14.1, and hence the main claim. 
We now prove a simple relation involving the free-stabilization maps:
Lemma 6.15. Suppose (Y,w) is a multi-pointed 3-manifold and w ∈ Y \w. Then
S−wS
+
w ' 0.
Proof. The relation follows immediately from the formulas for the free-stabilization maps in Equa-
tion (6.1). 
7. Graph action map
If G = (Γ,w0,w1) is a flow-graph in Y , and σ is a coloring of Γ (see Section 3.2 and Definition 4.2
for the definitions of a flow-graph, and coloring, respectively), in this section we construct two graph
action maps
AG ,BG : CF−(Y,wσ00 , s)→ CF−(Y,wσ11 , s),
where σi := σ|wi .
Unlike in Section 3.2, where flow-graphs are allowed to be immersed, we focus on embedded flow-
graphs in this section. Upgrading the results to immersed flow-graphs is straightforward (the only
complication is that when w0 ∩w1 6= ∅, one must define AG and BG as compositions of two graph
action maps).
We think of the graph action map as a restricted version of the full graph TQFT. Indeed we will
later prove that the graph cobordism map for ([0, 1]×Y,Γ) is equal to the graph action map for the
graph obtained by projecting Γ into Y ; See Part (3) of Theorem 10.5, below.
To define the graph action map, we fix a decomposition of Γ into edges and vertices. We write V (Γ)
and E(Γ) for the vertices and edges of Γ, respectively. Although we require such a decomposition
for our construction, the resulting graph action maps turn out to be unchanged by subdivision; see
Lemma 7.14. Our construction of AG and BG also requires picking a further decomposition of G
into elementary flow-graphs (see Definition 7.3), as well as a choice of absolute lift of the ribbon
structure.
In this section, we prove the following:
Theorem 7.1. Suppose G = (Γ,w0,w1) is a ribbon flow-graph in Y . The maps AG and BG described
in this section satisfy the following:
(a) The maps AG and BG are independent from the choice of decomposition into elementary
flow-graphs.
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(b) The maps AG and BG are functorial: if G is a flow-graph from w0 to w1, G′ is a flow-graph
from w1 to w2, then
AG′ ◦ AG = AG′∪G and BG′ ◦BG = BG′∪G .
(c) The maps AG and BG are independent from the choice of absolute lift of the ribbon structure
used in their construction.
7.1. Constructing the graph action maps. Before defining the graph action maps, we establish
some terminology.
Definition 7.2. A strong ribbon flow-graph is a ribbon flow-graph equipped with an absolute lift
of the cyclic ordering at each vertex.
Definition 7.3. A ribbon flow-graph G = (Γ,w0,w1) is elementary if is one of the following 3
subtypes:
(ER-1) (translation) |w0| = |w1| and each edge of Γ connects a vertex of w0 to a vertex of w1.
(ER-2) (interior vertex ) There is a single vertex ws of Γ which is not contained in w0 ∪ w1, and
all edges of Γ connect either w0 to w1, or a point of w0 ∪w1 to ws. We call ws the special
vertex.
(ER-3) (local extrema) |w0| = |w1| ± 2, and all but one edge connect w0 to w1. There is a single
edge e0 which connects two vertices of w0 to each other, or connects two distinct vertices of
w1 together. We call e0 the special edge. There are two subtypes:
(ER-3i) (local max ) The special edge connects two vertices of w0.
(ER-3ii) (local min) The special edge connects two vertices of w1.
Definition 7.4. Suppose that G = (Γ,w0,w1) is an elementary ribbon flow-graph of type (ER-2),
with special vertex ws. If e is an edge which is adjacent ws, we say that e has positive initial slope
if e connects ws to w1, and we say that e has negative initial slope if e connects ws to w0.
w0
w1
(ER-1)
(ER-2)
(ER-3i) (ER-3ii)
ws ws ws
Figure 7.1. Examples of elementary ribbon flow-graphs. The top and bot-
tom dashed lines indicate the incoming and outgoing vertices.
Definition 7.5. (1) We say that a (strong) ribbon flow-graph G′ = (Γ′,w0,w1) is a subdivision
of G = (Γ,w0,w1) if Γ′ is obtained by adding extra vertices to the interior of edges of Γ. If
G′ is a strong ribbon flow-graph, we allow the new vertices to be added with either absolute
ordering.
(2) We say that two flow-graphs G = (Γ,w0,w1) and G′ = (Γ′,w′0,w′1) are subdivision equivalent
if G and G′ have a common subdivision (in particular, Γ = Γ′ as subsets of Y ).
We now define a notion of decomposition into elementary pieces for ribbon flow-graphs:
Definition 7.6. If G = (Γ,w0,w1) is a ribbon flow-graph in Y , a Cerf decomposition of G is a
sequence of ribbon flow-graphs G1, . . . ,Gn, where Gi = (Γi,wi,0,wi,1), such that the following hold:
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(1) Each Gi is an elementary ribbon flow-graph.
(2) w1,0 = w0 and wn,1 = w1.
(3) w0,i+1 = w1,i for i ∈ {1, . . . , n− 1}.
(4) The concatenation Gn ◦ · · · ◦ G1 is a subdivision of G.
(5) Each vertex of V (Γ)\(w0∪w1) is a special vertex of some Gi. Furthermore, if ws is a special
vertex of any Gi, then ws is a vertex in V (Γ).
We now define the following moves between Cerf decompositions of flow-graphs:
Definition 7.7. We say two Cerf decompositions of a flow-graph G = (Γ,w0,w1) in Y are Cerf
equivalent if they can be connected by a sequence of the following moves, or their inverses:
(CM -1) (Level splitting) Replacing an elementary flow-graph G with a subdivision equivalent com-
position G2 ◦ G1 such that one of G1 and G2 is of the same type as G, and the other is of
type (ER-1).
(CM -2) (Critical point birth/death) Replacing an elementary flow-graph G of type (ER-1) with a
subdivision equivalent composition G2 ◦ G1, such that G2 and G1 are of type (ER-3i) and
(ER-3ii), respectively.
(CM -3) (Changing an initial slope) Replacing an elementary flow-graph G of type (ER-2) with a
subdivision equivalent composition G2 ◦ G1 such exactly one of G1 and G2 is of type (ER-3),
and the other is of type (ER-2) (with the same special vertex as G).
(CM -4) (Critical value swap) Replacing the composition of two consecutive elementary flow-graphs
G2 ◦ G1 of type (ER-3) with a subdivision equivalent composition G′2 ◦ G′1 such that both G′2
and G′1 are also of type (ER-3). Furthermore, the special edges of G2 and G1 are disjoint,
and the special edges of G′2 and G′1 are disjoint.
(CM -5) (Vertex/critical value swap) Replacing a composition G2 ◦ G1, where G2 is of type (ER-2)
and G1 of type (ER-3), with a subdivision equivalent composition G′2 ◦ G′1 where G′2 is of
type (ER-3) and G′1 is of type (ER-2). Furthermore, we assume that there is no path in
G2 ◦ G1 connecting the special vertex of G2 to the special edge of G1.
(CM -6) (Vertex value swap) Replacing a composition G2 ◦ G1 of two elementary ribbon graphs of
type (ER-2) with a subdivision equivalent composition G′2 ◦ G′1, where G′2 and G′1 are also
both of type (ER-2). Furthermore, we assume that there is no path in G2 ◦ G1 connecting
the two special edges of G2 and G1.
Examples of the moves from Definition 7.7 are shown in Figure 7.2.
Proposition 7.8. Any two Cerf decompositions of a flow-graph G are Cerf equivalent (i.e. can be
connected by the moves in Definition 7.7).
Proof. Suppose G = (Γ,w0,w1) is a flow-graph in Y . We assume that each edge of Γ is smoothly
immersed in Y (and that unless an edge has both endpoints on the same vertex, each edge is smoothly
embedded). We say a function f : Γ→ [0, 1] is Morse if following hold:
(1) f−1(0) = w0 and f−1(1) = w1.
(2) If we write an edge e as the image of an immersion ê : [0, 1]→ Y then f ◦ ê is Morse on [0, 1]
and 0 and 1 are not critical points of f ◦ ê.
A Cerf decomposition can be obtained by picking a generic Morse function f : Γ → [0, 1], and
picking a collection of values 0 = t0 < t1 < · · · < tn−1 < tn = 1 such that each f−1(ti) contains no
critical points or vertices, and each f−1([ti, ti+1]) contains at most one critical point of f or vertex
of V (Γ) \ (w0 ∪ w1). Furthermore, we assume that each f−1(t) is nonempty for all t ∈ [0, 1]. We
can construct a Cerf decomposition Gn ◦ · · · ◦ G1 of G by setting
Gi =
(
f−1([ti−1, ti]), f−1(ti−1), f−1(ti)
)
.
Conversely, it is not hard to see that any Cerf decomposition is induced by a Morse function, in the
above sense.
Given two Cerf decompositions of G, we let f1 and f2 be Morse functions on Γ which induce the two
Cerf decompositions. We connect f1 and f2 as follows. First, we modify f1 in a small neighborhood
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(CM -1)
(CM -2)
(CM -3)
(CM -4)
(CM -5)
(CM -6)
Figure 7.2. Examples of the Cerf moves from Definition 7.7.
of each vertex so that it coincides with f2 near V (Γ). Write f˜1 for the resulting Morse function. In
particular, f˜1 and f2 have the same initial slopes along each edge (in the sense of Definition 7.4).
The Cerf decompositions induced by f1 to f˜1 are related by repeated applications of Move (CM -3).
We take a generic perturbation of a linear homotopy between f˜1 and f2, which is fixed in a
neighborhood of the vertices V (Γ). Write (ft)t∈[1,2] for this path. Note that the critical set of ft is
bounded away from V (Γ), since f˜1 and f2 coincide in a neighborhood of V (Γ). By perturbing ft
slightly, the interval [1, 2] can be subdivided by picking
1 = b1 < b2 < · · · < bn = 2.
so that one on each interval [bi, bi+1], exactly one of the following holds:
(1) ft is Morse for all t ∈ [bi, bi+1], and all vertices and critical points have distinct values.
(2) ft is Morse for all t ∈ [bi, bi+1], and all vertices and critical points have distinct values,
except at a single point t0 ∈ (bi, bi+1), where two critical points or vertices exchange relative
ordering.
(3) ft is Morse for all t ∈ [bi, bi+1], except for at a single t0 ∈ (bi, bi+1), where a critical point
birth-death singularity occurs along the interior of an edge. All vertices and critical points
have distinct values.
From these considerations, it is straightforward to see that f˜1 and f2 can be connected by a sequence
of Moves (CM -1), (CM -2), (CM -4), (CM -5) and (CM -6).
Finally, we note one can ensure that all level sets of each function in the path ft have nonempty
level sets by first modifying f1 and f2 near w0, raising the value of a point near w0 so that it is
close to 1. This modification induces a sequence of Moves (CM -2), (CM -4), and (CM -5). 
We now define the graph action map. Suppose that G = (Γ,w0,w1) is a ribbon flow-graph in Y
and s ∈ Spinc(Y ). To define the map, we pick a strong ribbon structure on Γ which lifts the ribbon
structure, as well as a Cerf decomposition of G. We now define the graph action map for elementary
strong ribbon flow-graphs.
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If G = (Γ,w0,w1) is an elementary ribbon flow-graph of type (ER-1) or (ER-3), we define the
graph action map by the formula
(7.1) AG :=
( ∏
w∈w0
S−w
)
◦
 ∏
e∈E(Γ)
Ae
 ◦( ∏
w∈w1
S+w
)
.
The map BG is defined using a similar formula, with the relative homology maps Be in place of Ae.
In an elementary flow-graph of type (ER-1) or (ER-3), no edges share a common vertex. Con-
sequently, the product of the relative homology maps appearing in Equation (7.1) does not affect
chain homotopy type of the composition by Lemma 5.4. By Proposition 6.14, the ordering of the
free-stabilization maps within the left and right factors of Equation (7.1) also does not affect the
composition.
Next, suppose that G is an elementary strong ribbon flow-graph of type (ER-2). Let ws denote
the special vertex, and let e1, . . . , en denote the edges incident to ws, ordered according to the strong
ribbon structure. We define
(7.2) AG :=
 ∏
w∈w0∪{ws}
S−w
 ◦
 ∏
e∈E(Γ)\{e1,...,en}
Ae
 ◦ (Aen ◦ · · · ◦Ae1) ◦
 ∏
w∈w1∪{ws}
S+w
 .
The map BG is defined using the maps Be in place of Ae.
If G = (Γ,w0,w1) is an arbitrary, strong ribbon flow-graph in Y , the graph action map is defined
by picking a Cerf decomposition
G = Gn ◦ · · · ◦ G1
and setting
AG := AGn ◦ · · · ◦ AG1 .
The type-B map BG is defined similarly.
Remark 7.9. Since the graph action map AG is defined using a relative homology map for each edge,
the map AG is unchanged by replacing an edge e of G with another edge e′ such that ∂e = ∂e′ and
e ∪ e′ is a null-homologous loop in Y .
7.2. Algebraic relations in the graph TQFT. In this section, we prove some algebraic relations
involving the free-stabilization maps and the relative homology maps which will be useful in proving
Theorem 7.1.
We call the following relation the trivial strand relation (the terminology is justified by Lemma 7.15,
below).
Lemma 7.10. Suppose that (Y,w) is a multi-pointed 3-manifold, w ∈ Y \w is a new basepoint, and
λ ⊆ Y is a path which connects w to a point w0 ∈ w. Suppose that σ : w→ P and σ′ : w∪{w} → P
are colorings such that σ′|w = σ and σ′(w) = σ′(w0). Then, with respect to the complexes which are
algebraically colored using σ and σ′, we have
S−wAλS
+
w ' S−wBλS+w ' idCF−(Y,wσ,s) .
Proof. We focus on the relation S−wAλS
+
w ' idCF−(Y,wσ,s). The relation involving S−wBλS+w is proven
similarly.
A single free-stabilized diagram and stretched almost complex structure can be chosen to compute
S+w , Aλ and S
−
w . Such a diagram is shown in Figure 7.3.
Using the definition of the free-stabilization maps in Equation (6.1), it suffices to show that for a
sufficiently stretched almost complex structure, the map Aλ satisfies
(7.3) Aλ(x× θ+) = x× θ− +
∑
y∈Tα∩Tβ
Cx,y · y × θ+,
for some Cx,y ∈ RP . In Equation (7.3), θ+ and θ− denote the two intersection points in the
free-stabilized region.
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Equation (7.3) follows from the proof of Proposition 6.5. More explicitly, for sufficiently stretched
almost complex structure, any Maslov index 1 class in pi2(x×θ+,y×θ−) which supports holomorphic
representatives has domain equal to one of the two bigons in the free-stabilization region. Writing φ1x
and φ2x for these two classes, we note that both φ
1
x and φ
2
x have a unique holomorphic representative.
An easy model computation (see Figure 7.3) shows that
(7.4) a(λ, φ1x) + a(λ, φ
2
x) ≡ 1 (mod 2).
Equation (7.3) now follows from the definition of the map Aλ in Equation (5.2), completing the
proof. 
θ−
θ+
w
α0 β0
λ
α
β
Figure 7.3. One of the two bigons contributing to Equation (7.4).
The following relation is related to subdivision invariance of the graph TQFT:
Lemma 7.11. Suppose that w0, w1 and w2 are basepoints in Y , w1 6∈ {w0, w2}, and w is a collection
of basepoints containing w0 and w2, but not w1. Suppose that λ1 and λ2 are paths in Y satisfying
∂λi = {wi−1, wi}, and write λ2 ∗ λ1 for the concatenation. Then
Aλ2∗λ1 ' S−w1Aλ2Aλ1S+w1 ,
as endomorphisms of CF−(Y,wσ, s), for a coloring σ which identifies Uw0 , Uw1 and Uw2 with a
common variable, U .
Proof. We compute
Aλ2∗λ1 ' Aλ2∗λ1(S−w1Aλ1S+w1) (Lemma 7.10)
' S−w1Aλ2∗λ1Aλ1S+w1 (Lemma 6.13)
' S−w1(Aλ2 +Aλ1)Aλ1S+w1 (Lemma 5.3)
' S−w1Aλ2Aλ1S+w1 + S−w1US+w1 (Lemma 5.5)
' S−w1Aλ2Aλ1S+w1 (Lemma 6.15),
completing the proof. 
In the following lemma, and also henceforth, we write S+wnwn−1···w1 for the composition
S+wnwn−1···w1 := S
+
wn ◦ S+wn−1 ◦ · · · ◦ S+w1 ,
and use a similar notation for negative free-stabilizations. By Proposition 6.14, the map S+wnwn−1···w1
is independent of the ordering of the basepoints w1, . . . , wn.
Lemma 7.12. Suppose that w0, w1, w2 and w3 are distinct points in Y , and λ1, λ2 and λ3 are
paths in Y such that ∂λi = {wi−1, wi}. See Figure 7.4. Furthermore, suppose that w is collection
of basepoints on Y , containing w0 and w3, but not w1 and w2. If τ : {1, 2, 3} → {1, 2, 3} is a
permutation, then
S−w1w2Aλτ(3)Aλτ(2)Aλτ(1)S
+
w1w2 ' S−w1w2Aλ3Aλ2Aλ1S+w1w2 ,
as endomorphisms of CF−(Y,wσ, s), where σ is a coloring which identifies Uw0 , Uw1 , Uw2 , and Uw3
with a common variable, U .
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w0 w1 w2 w3
e1 e2 e3
Figure 7.4. The configuration of vertices and edges in Lemma 7.12.
Proof. It is sufficient to show that if {i, j, k} = {1, 2, 3} as sets, then the map S−w1w2AλiAλjAλkS+w1w2
is invariant (up to chain homotopy) from switching the order of λj and λk or switching the order of
λi and λj . We will focus on the proof that the map is invariant under switching the order of λj and
λk; the proof for switching λi and λj is analogous.
There are two cases:
(1) λj and λk are disjoint.
(2) λj and λk share a vertex.
If λj and λk are disjoint, then AλjAλk ' AλkAλj by Lemma 5.4. Hence it remains to consider
the case that λj and λk share a vertex wn ∈ {w1, w2}. Let wm denote the other vertex in {w1, w2}.
We compute
S−w1w2AλiAλjAλkS
+
w1w2 ' S−w1w2AλiAλkAλjS+w1w2 + US−w1w2AλiS+w1w2
' S−w1w2AλiAλkAλjS+w1w2 + US−wmS−wnS+wnAλiS+wm
' S−w1w2AλiAλkAλjS+w1w2 .
The first chain homotopy is justified by Lemma 5.4. The second chain homotopy is justified by
Lemma 6.13, noting that λi is disjoint from wn. The final chain homotopy is justified by Lemma 6.15.
The proof is complete. 
7.3. Invariance from the Cerf decomposition. We now prove that the graph action map is
independent of the choice of decomposition into elementary flow-graphs:
Proof of Part (a) of Theorem 7.1. We focus on AG , since the argument for BG is no different. By
Proposition 7.8, it is sufficient to show invariance from Moves (CM -1)–(CM -6). Suppose that an
absolute lift of the ribbon structure has been fixed.
We first consider Move (CM -1), splitting levels. Consider first when G is of type (ER-1) (trans-
lation flow-graph). Further, restrict first to the case when G consists of a single edge e, which goes
from w0 to w1. The map AG is defined to be
(7.5) AG := S−w0AeS
+
w1 .
Write e as the concatenation of two edges, e1 and e2, such that e1 goes from w0 to w
′, and e2 goes
from w′ to w1. Let G1 denote the flow-graph (e1, w0, w′), and G2 denote the flow-graph (e2, w′, w1).
See Figure 7.5.
w0
w1
w0
w1
G G1
G2
e
e1
e2
w′
Figure 7.5. Subdividing an elementary flow-graph of type (ER-1).
By definition
(7.6) AG2 ◦ AG1 := (S−w′Ae2S+w1)(S−w0Ae1S+w′).
Using Lemma 6.13 and Proposition 6.14, we see Equation (7.6) is chain homotopic to
(7.7) S−w0S
−
w′Ae2Ae1S
+
w′S
+
w1 .
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Using Lemma 7.11, we conclude that Equation (7.7) is chain homotopic to S−w0Ae2∗e1S
+
w1 , which
coincides with the expression for AG in Equation (7.5).
The general case of splitting an elementary flow-graph G of type (ER-1) with more than one
strand is no different: one applies the above manipulation to each strand, noting that the terms
associated with different strands of G commute by Lemmas 6.13 and Proposition 6.14.
The above subdivision technique also works when G is of type (ER-2) (interior vertex flow-graphs).
We now consider the case that G is of type (ER-3) (local extrema flow-graph). Let e be the special
edge of G, and suppose further that G is of type (ER-3i), i.e. e connects two incoming vertices, w1
and w2. Let w0 and w
′
0 be two new vertices on the interior of e, and let e1, e2 and e3 be the
components of e \ {w0, w′0}, as shown in Figure 7.6.
w1 w2
e
w1 w2
e1
e2
e3
w′0w0
G G1
G2
Figure 7.6. Subdividing an elementary flow-graph of type (ER-3i).
We focus on the terms of AG and AG2 ◦ AG1 corresponding to e and its subdivision. The terms
corresponding to the other strands can be subdivided using the procedure described above for flow-
graphs of type (ER-1).
The terms corresponding to e in AG are
(7.8) S−w1w2Ae.
The corresponding terms of AG2 ◦ AG1 are
(7.9) S−w0w′0Ae2S
−
w1w2Ae1Ae3S
+
w0w′0
.
We compute
S−w1w2Ae ' S−w1w2w′0Ae1∗e2Ae3S
+
w′0
(Lemma 7.11)
' S−w1w2w0w′0Ae2Ae1S
+
w0Ae3S
+
w′0
(Lemma 7.11)
' S−w1w2w0w′0Ae2Ae1Ae3S
+
w′0w0
(Lemma 6.13)
' S−w0w′0Ae2S
−
w1w2Ae1Ae3S
+
w′0w0
(Lemma 6.13),
which coincides with Equation (7.9). We conclude that level splitting does not change the homotopy
type of the graph action map for elementary ribbon flow-graphs of type (ER-3i). The argument for
graphs of type (ER-3ii) is a simple modification.
We now show independence from Move (CM -2), a critical point birth along the interior of an
edge. By using Move (CM -1) we may assume that the new critical points occur inside a flow-graph
of type (ER-1). By using Lemma 6.13 and Proposition 6.14, it is sufficient to consider the case when
G consists of a single edge e, and we divide G into a composition G2 ◦ G1. Let e1, e2, e3 and e4 be
the edges of G2 ◦ G1, and let w1, w2, w3, w4 and w5 be the vertices, as in Figure 7.7.
w1
e1
e2
e3
e4
w5
w2 w3 w4
w1
e
w5
G G1
G2
Figure 7.7. Applying Move (CM -2) to a flow-graph of type (ER-1).
GRAPH COBORDISMS AND HEEGAARD FLOER HOMOLOGY 55
By definition,
(7.10) AG := S−w1AeS
+
w5 ,
while
(7.11) AG2 ◦ AG1 := S−w2w3w4Ae4Ae2S+w5S−w1Ae3Ae1S+w2w3w4 .
Using Lemma 6.13 and Proposition 6.14, Equation (7.11) can be rearranged
(7.12) S−w1w2w4Ae4(S
−
w3Ae2Ae3S
+
w3)Ae1S
+
w2w4w5 .
Using Lemma 7.11, Equation (7.12) becomes
S−w1w2w4Ae4Ae2∗e3Ae1S
+
w2w4w5 .
Proceeding similarly, using the aforementioned relations, we compute
S−w1w2w4Ae4Ae2∗e3Ae1S
+
w2w4w5 ' S−w1w2(S−w4Ae4Ae2∗e3S+w4)Ae1S+w2w5
' S−w1w2Ae2∗e3∗e4Ae1S+w2w5
' S−w1(S−w3Ae2∗e3∗e4Ae1S+w2)S+w5
' S−w1AeS+w5 .
Hence Equations (7.10) and (7.11) are chain homotopic, and invariance under Move (CM -2) is
established.
We now consider invariance under Move (CM -3) (changing an initial slope). Suppose G is an
elementary flow-graph of type (ER-2) (an interior vertex flow-graph), with a special vertex ws, and
e1, . . . , en are the edges incident to ws, ordered according to the chosen absolute lift of the cyclic
ordering. Suppose we wish to change the initial slope of ei, and that ei has downward initial slope
in G. We decompose G as a composition G2 ◦G1, where G1 is of type (ER-2), with special vertex ws,
and G2 is of type (ER-3i) (a local max). We decompose ei as the concatenation of e, e′ and e′′, and
let w′ and w′′ denote the new vertices, as in Figure 7.8.
ws
ei
ei+1 ei+2
ei−1
ws
e
e′
e′′G G1
G2
w′w′′
Figure 7.8. Applying Move (CM -3) to a flow-graph of type (ER-2).
Write w0 for the incoming vertices of G, and w1 for the outgoing vertices. By the same argument
as in invariance of Move (CM -1), we can reduce to the case that there are no components of G which
are disjoint from ws. By definition,
(7.13) AG := S−w0∪{ws}Aen · · ·Aei · · ·Ae1S
+
w1∪{ws}.
Using Lemmas 7.11 and 6.13, we have
Aei ' S−w′′Ae′∗eAe′′S+w′′
' S−w′′w′Ae′AeS+w′Ae′′S+w′′
' S−w′′w′Ae′AeAe′′S+w′′w′
(7.14)
Combining Equations (7.13) and (7.14) we see that
AG ' S−w0∪{ws}Aen · · ·Aei+1(S
−
w′′w′Ae′AeAe′′S
+
w′′w′)Aei−1 · · ·Ae1S+w1∪{ws}.
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Since e′, e′′, w′′ and w′ are disjoint from ej when j 6= i, using Lemmas 5.4 and 6.13, we compute
that
S−w0∪{ws}Aen · · ·Aei+1(S
−
w′′w′Ae′AeAe′′S
+
w′′w′)Aei−1 · · ·Ae1S+w1∪{ws}
'(S−w′′w′Ae′)S−w0∪{ws}(Aen · · ·Aei+1AeAei−1 · · ·Ae1)Ae′′S
+
w1∪{w′′,w′,ws}.
The above expression is almost the expression for AG2 ◦ AG1 , the only difference being that the
remaining edges e1, . . . , ei−1, ei+1, . . . en with upward initial slope have not yet been subdivided. By
using Lemma 7.11 to subdivide the remaining edges with upward initial slope, and then commuting
terms exactly as in Move (CM -1), we arrive at the definition of AG2 ◦ AG1 , completing the proof of
invariance of Move (CM -3).
Invariance under Moves (CM -4), (CM -5) and (CM -6) can be proven by adapting the above
arguments. For example, invariance under Move (CM -4) (critical value swaps) can be proven by
by using the manipulation from the proof of invariance of the maps for elementary flow-graphs of
type (ER-3) (local minima and maxima) under Move (CM -1) (level splitting) to subdivide one of
the edges with a local extrema. Since the two components of the graph with local extrema are
disjoint, all terms associated to one component can be commuted past the terms associated to the
other component, using Lemmas 5.4, 6.13 and Proposition 6.14. A similar strategy can be used for
Moves (CM -5) and (CM -6). 
Since the graph action is defined by taking a decomposition of G into elementary flow-graphs and
composing the maps for each piece, functoriality (Part (b) of Theorem 7.1) is automatic.
7.4. Cyclic ordering. In our construction of the graph action map, we chose an absolute lift of
the cyclic orderings. In this section, we show that the graph action map is invariant of the choice of
absolute lift. The following lemma implies Part (c) of Theorem 7.1:
Lemma 7.13. Suppose that e1, . . . , en are edges in Y such that ws has valence 1 in each ei, and
ei ∩ ej = {ws} for all i and j. For a coloring which identifies all of the variables Uw1 , . . . , Uwn with
a common variable U , we have
S−wsAenAen−1 · · ·Ae1S+ws ' S−wsAen−1 · · ·Ae1AenS+ws .
Proof. The proof is by induction. The n = 1 case is vacuous. The n = 2 case is easy: using
Lemma 5.4 we compute
S−wsAe2Ae1S
+
ws ' S−wsUS+ws + S−wsAe1Ae2S+ws ' S−wsAe1Ae2S+ws ,
The n = 3 case is also relatively easy. We compute
S−wsAe3Ae2Ae1S
+
ws ' S−wsAe2Ae3Ae1S+ws + US−wsAe1S+ws (Lemma 5.4)
' S−wsAe2Ae1Ae3S+ws + US−ws(Ae2 +Ae1)S+ws (Lemma 5.4)
' S−wsAe2Ae1Ae3S+ws + US−wsAe2∗e1S+ws (Lemma 5.3)
' S−wsAe2Ae1Ae3S+ws + UAe2∗e1S−wsS+ws (Lemma 6.13)
' S−wsAe2Ae1Ae3S+ws (Lemma 6.15).
We now prove the statement when n > 3 by induction. Assume the lemma statement holds
whenever ws has valence n − 1. The idea is to replace e1 ∪ e2 with a Y -shaped graph which has
valence 1 at ws. See Figure 7.9.
Let w0 ∈ Y be a point which is disjoint from all of the edges ei. Pick a path e from ws to w0,
which is also disjoint from all ei. We first prove the following:
(7.15) Ae2Ae1 ' S−w0Ae2∗eAe1∗eAeS+w0 .
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To establish Equation (7.15), we compute
S−w0Ae2∗eAe1∗eAeS
+
w0 ' S−w0(Ae2 +Ae)(Ae1 +Ae)AeS+w0
' S−w0Ae2Ae1AeS+w0 + S−w0(Ae2A2e +AeAe1Ae +A3e)S+w0
' S−w0Ae2Ae1AeS+w0 + S−w0(Ae2U +Ae1U + UAe + UAe)S+w0
' Ae2Ae1S−w0AeS+w0 + S−w0(Ae2U +Ae1U + UAe + UAe)S+w0
' Ae2Ae1 + S−w0(Ae2U +Ae1U + UAe + UAe)S+w0
' Ae2Ae1 + US−w0Ae2∗e1S+w0
' Ae2Ae1 + UAe2∗e1S−w0S+w0
' Ae2Ae1 .
(7.16)
Equation (7.16) is justified as follows. Line 1 is justified by additivity of the relative homology
maps. Line 2 is obtained by algebra. Line 3 is justified by Lemmas 5.4 and 5.5. Line 4 is justified
by Lemma 6.13. Line 5 is justified by Lemma 7.10. Line 6 follows by canceling the repeated UAe
terms, and using additivity of the relative homology maps. Line 7 follows from Lemma 6.13. The
final line is justified by Lemma 7.10. Equation (7.15) is established.
Define new edges e′1 and e
′
2 as the concatenations
e′1 := e1 ∗ e and e′2 := e2 ∗ e.
See Figure 7.9.
e1
e2
e′1
e′2
e
ws ws
w0
Figure 7.9. The edges e1 and e2, the vertices ws and w0, and the new
edges e, e′1, and e
′
2.
Using Equation (7.15), we see that
(7.17) S−wsAen · · ·Ae2Ae1S+ws ' S−wsAen · · ·Ae3(S−w0Ae′2Ae′1AeS+w0)S+ws
Note that w0, e
′
1 and e
′
2 are disjoint from e2, . . . , en. Hence Lemmas 5.4 and 6.13 and Proposi-
tion 6.14 imply that Equation (7.17) is chain homotopic to
(7.18) S−w0Ae′2Ae′1(S
−
wsAen · · ·Ae3AeS+ws)S+w0
By induction, we know that Equation (7.18) is chain homotopic to
(7.19) S−w0Ae′2Ae′1(S
−
wsAen−1 · · ·Ae3AeAenS+ws)S+w0
Commuting terms, using the same justification as above, we see that Equation (7.19) is chain
homotopic to
(7.20) S−wsAen−1 · · ·Ae3(S−w0Ae′2Ae′1AeS+w0)AenS+ws
Applying Equation (7.15), we can conclude that Equation (7.20) is chain homotopic to
S−wsAen−1 · · ·Ae3Ae2Ae1AenS+ws ,
completing the proof. 
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7.5. Subdivision invariance and the trivial strand relation. In this section we prove two basic
relations about the graph action map: subdivision invariance and the trivial strand relation.
Lemma 7.14. Suppose G = (Γ,w0,w1) and G′ = (Γ′,w0,w1) are two ribbon flow-graphs in Y such
that Γ′ is obtained from Γ by adding a vertex to the interior of an edge of Γ. Then
AG ' AG′ and BG ' BG′ .
Proof. We focus on the maps AG and AG′ . The proof is essentially the same as the argument to
show invariance under level splitting (Move (CM -1)). Using independence of the graph action map
from the choice of Cerf decomposition (Part (a) of Theorem 7.1), it is sufficient to show the claim
when G is an elementary flow-graph of type (ER-1) (a translation flow-graph).
Suppose e is the edge of G, which we wish to subdivide, and let w0 and w1 be the incoming and
outgoing vertices of e. Let w denote the vertex in the interior of e, which is added to form G′. Note
that G is of type (ER-1), while G′ is of type (ER-2), with valence 2 special vertex w. Let e1 and e2
denote the two components of e \ {w}.
Using Lemmas 5.4, 6.13 and Proposition 6.14, it is sufficient to show the claim when G =
(e, w0, w1), since the maps corresponding to other edges and vertices can be commuted past the
maps for e.
By definition,
(7.21) AG := S−w0AeS
+
w1 ,
while
(7.22) AG′ := S−w0S
−
wAe2Ae1S
+
wS
+
w1 .
Using Lemma 7.11, we conclude that Equations (7.21) and (7.22) are chain homotopic, completing
the proof. 
Next, we prove the trivial strand relation for the graph action maps:
Lemma 7.15. Suppose that G = (Γ,w0,w1) is a ribbon flow-graph in Y , and G′ is obtained by
adjoining a new edge e0, such that e0 ∩ Γ consists of a single point, which has valence 3 in Γ ∪ e0.
(We allow the new valence 3 vertex to be given either cyclic order.) Then
AG ' AG′
and similarly BG ' BG′ .
Proof. Using independence from the choice of Cerf decomposition (Part (a) of Theorem 7.1), it is
sufficient to show the claim when G is an elementary flow-graph of type (ER-1). As in the proof of
Lemma 7.14, it is also sufficient to consider the case when G has one connected component. Let us
write e for the single edge of Γ, w for the incoming vertex of G, and w′ for the outgoing vertex. By
definition
(7.23) AG = S−wAeS
+
w′ .
The graph G′ can be given a Cerf decomposition into two flow-graphs G2 ◦ G1, where G2 is an
elementary flow-graph of type (ER-2), with a valence 1 special vertex, and G1 is an elementary
flow-graph of type (ER-2), with a valence 3 special vertex. Let e1, e2, e3, e4, e5, w1, w2, w3 and w4
denote the new vertices of G′, as shown in Figure 7.10.
We assume that the edges incident to the new valence 3 vertex, w1, are ordered e1, e2 then e3.
The argument for the opposite cyclic ordering is a simple modification, which we leave to the reader.
By definition,
AG′ = S−w2w3w4Ae4Ae5S
+
w′w4S
−
ww1Ae3Ae2Ae1S
+
w1w2w3 .
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e
w′
G
e1
e2
e3
e4 e5
w1
w2 w3
w4
G1
G2
w
w′
Figure 7.10. Adding a trivial strand. On the left is an elementary flow-graph
G of type (ER-1), with a single edge e. On the right is a Cerf decomposition of a
graph G′ obtained by adding a trivial strand to G.
We manipulate the above expression for AG′ , as follows:
S−w2w3w4Ae4Ae5S
+
w′w4S
−
ww1Ae3Ae2Ae1S
+
w1w2w3
'S−w2w3Ae4(S−w4Ae5S+w4)S+w′S−ww1Ae3Ae2Ae1S+w1w2w3 (Lemma 6.13)
'S−w2w3Ae4S+w′S−ww1Ae3Ae2Ae1S+w1w2w3 (Lemma 7.10)
'S−ww1w3(S−w2Ae4Ae3S+w2)Ae2Ae1S+w′w1w3 (Lemma 6.13)
'S−ww1w3Ae3∗e4Ae2Ae1S+w′w1w3 (Lemma 7.11)
'S−ww1w3Ae1Ae3∗e4Ae2S+w′w1w3 (Lemma 7.13)
'S−ww1Ae1Ae3∗e4(S−w3Ae2S+w3)S+w′w1 (Lemma 6.13)
'S−ww1Ae1Ae3∗e4S+w′w1 (Lemma 7.10)
'S−wAe1∗e3∗e4S+w′ (Lemma 7.11),
which agrees with the expression for AG in Equation (7.23), completing the proof. 
8. 1- and 3-handles
In this section, we define maps for 4-dimensional 1-handles and 3-handles, and prove invariance.
Our construction is similar to the constructions of Ozsva´th and Szabo´ [OS06] and Juha´sz [Juh16],
though there are some differences. Unlike the construction from [OS06], our construction allows us
to consider 1-handles which join two components of a 3-manifold, or 3-handles which separate a
3-manifold into two components. Unlike Juha´sz’s construction [Juh16], which works only for ĈF ,
our construction applies to CF−, CF + and CF∞.
In Section 8.8, we show that our construction coincides with Ozsva´th and Szabo´’s, for 1-handles
with feet in the same component of the 3-manifold.
8.1. Definition of the 1-handle and 3-handle maps. Suppose that (Y,w) is a multi-pointed
3-manifold and S0 = {p1, p2} is a 0-sphere in Y \ w. Pick a Heegaard diagram H = (Σ,α,β,w)
such that
S0 ⊆ Σ \ (α ∪ β).
We construct a Heegaard surface Σ̂ for the surgered 3-manifold Y (S0) by removing neighborhoods
of p1 and p2 in Σ and gluing in an annulus contained in the 1-handle region of Y (S0). In the annulus
region, we add two new curves α0 and β0 which are homologically essential in the annulus and
intersect transversely in a pair of points. The two points can be distinguished by the Maslov grading.
Write θ+ and θ− for the two points of α0 ∩ β0, and Ĥ for the diagram (Σ̂,α ∪ {α0},β ∪ {β0},w).
There is a unique Spinc structure ŝ ∈ Spinc(Y (S0)) which restricts to s on Y \N(S0) and evaluates
trivially on the new 2-sphere in Y (S0). There is a unique 4-dimensional Spinc structure t on the
1-handle cobordism W (Y, S0) which extends s. The Spinc structure t restricts to ŝ on Y (S0).
It is an easy exercise to see that if H is strongly s-admissible then Ĥ is strongly ŝ-admissible.
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We define the 1-handle map
FY,S0,t : CF
−(H, σ, s)→ CF−
(
Ĥ, σ, ŝ
)
using the formula
(8.1) FY,S0,t(x) = x× θ+,
extended equivariantly over F2[Uw]. Like the free-stabilization maps, the 1-handle and 3-handle maps
require the almost complex structure to be stretched. See Definition (8.2) for a precise definition of
which almost complex structures can be chosen.
We now describe the 3-handle maps. Suppose that S2 ⊆ Y \ w is an embedded 2-sphere, and
Ĥ = (Σ̂,α∪{α0},β∪{β0},w) is a Heegaard diagram for (Y,w) such that S2∩Σ̂ consists of a circle c
which is disjoint from α∪β. Furthermore, assume that an annular neighborhood of c contains both
α0 and β0 (which are homologically essential in this annulus) and α0 ∩ β0 = {θ+, θ−}. A diagram
for Y (S2) may be obtained by cutting out a neighborhood of c, removing α0 and β0, and filling in
the two boundary components with disks. Write H for the resulting diagram.
For sufficiently stretched almost complex structure, the 3-handle map
FY,S2,t : CF
−
(
Ĥ, σ, ŝ
)
→ CF−(H, σ, s)
is defined via the formulas
(8.2) FY,S2,t(x× θ+) = 0 and FY,S2,t(x× θ−) = x,
extended F2[Uw]-equivariantly.
We note that the 1-handle maps and the 3-handle maps are algebraically dual, and hence any
statement about the 1-handle maps has a corresponding statement about the 3-handle maps. To
streamline the exposition, we focus mostly on the 1-handle maps.
8.2. Gluing data for 1- and 3-handles. We now describe precisely which almost complex struc-
tures can be used to compute the 1-handle maps. The technical details are similar to the free-
stabilization maps, so we will be terse.
It is convenient to view the diagram Ĥ for Y (S0), constructed in Section 8.1, as being obtained by
connecting a diagram (S2, α0, β0) to the diagram H using two tubes attached to antipodal regions
of S2 \ (α0 ∪ β0). Let p01 and p02 denote these two connected sum points on S2, and fix two disks
D01, D
0
2 ⊆ S2 \ (α0 ∪ β0), containing p01 and p02, respectively. Also fix regular neighborhoods N(p1)
and N(p2) in Y , to construct the surgered manifold Y (S0).
Similar to Definition 6.1, we make the following definition:
Definition 8.1. Suppose that H = (Σ,α,β,w) is a Heegaard diagram for (Y,w) and p1, p2 ∈
Σ \ (w∪α∪β). We call a tuple d = (Jd, Jd0 , D1, D2, ι) a gluing datum for a 1-handle attached at p1
and p2 if the following hold:
(1) Jd0 is an almost complex structure on S
2 × [0, 1]× R which is split on D01 and D02.
(2) Di ⊆ Σ \ (α ∪ β ∪w) is a closed disk such that 12 ·Di contains N(pi) ∩ Σ, for i ∈ {1, 2}.
(3) Jd is an almost complex structure on Σ× [0, 1]× R which is split on D1 and D2.
(4) ι : S2 \ ( 12 ·D01 ∪ 12 ·D02)→ Y (S0) is a smooth embedding such that the following hold:
(a) im(ι) ∩ (Y \ (N(p1) ∪N(p2))) ⊆ Σ;
(b) ι maps each annulus D0i \ 12 ·D0i conformally onto Di \ 12 ·Di.
If T = (T1, T2) is a pair of positive real numbers, by adapting the construction for free-stabilized
almost complex structures from Section 6.1, we can construct an almost complex structure Jd(T)
on Σ̂× [0, 1]× R with necks of length T1 and T2.
Analogously to Definition 6.2, we make the following definition:
Definition 8.2. Suppose H is a Heegaard diagram for (Y,w) and d is a gluing datum for attaching a
1-handle with feet p1, p2 ∈ Y \w. We say a pair of neck lengths T satisfies stabilizing condition (SC-3)
if for any two pairs of neck-lengths T1 and T2 such that T1,T2 ≥ T, componentwise, there is a
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non-cylindrical almost complex structure J˜ on Σ× [0, 1]×R, interpolating Jd(T1) and Jd(T2), such
that for all x ∈ Tα ∩ Tβ , we have
ΨJ˜(x× θ+) = x× θ+, and
ΨJ˜(x× θ−) = x× θ− +
∑
y∈Tα∩Tβ
Cx,y · y × θ+,(SC-3)
for Cx,y ∈ F2[Uw] (which depend on d, T1 and T2).
Analogous to Proposition 6.3, we have the following:
Proposition 8.3. If d is a gluing datum for attaching a 1-handle at {p1, p2}, then there is a pair
of neck lengths T = (T1, T2) which satisfies stabilizing condition (SC-3).
We begin with the following Maslov index formula:
Lemma 8.4. Suppose H = (Σ,α,β,w) is a diagram for (Y,w) and Ĥ = (Σ̂,α∪{α0},β∪{β0},w)
is a diagram for the surgered manifold Y (S0). If φ#φ0 ∈ pi2(x × x,y × y) is a homology class of
disks on Ĥ, where x, y ∈ {θ+, θ−}, then
µ(φ#φ0) = µ(φ) + gr(x, y).
Proof. By Lemma 6.3, the index of φ0 is
(8.3) µ(φ0) = 2np01(φ0) + 2np02(φ0) + gr(x, y).
Noting that the Euler measure of a disk is 1, Lipshitz’s formula for the Maslov index [Lip06, Equa-
tion 8] implies that
(8.4) µ(φ#φ0) = µ(φ) + µ(φ0)− 2np01(φ0)− 2np02(φ0).
Combining Equations (8.3) and (8.4) implies the main statement. 
With the Maslov index formula from Lemma 8.4, Proposition 8.3 is proven by adapting the proof
of Proposition 6.3 to handle stretching two necks instead of one. The main details of the argument
are unchanged, so we leave them to the reader.
8.3. 1-handles, 3-handles and the differential. Ozsva´th and Szabo´ proved that their 1-handle
and 3-handle maps are chain maps [OS04b, Proposition 6.4]. We now prove that our version of the
1-handle and 3-handle maps are also chain maps.
Proposition 8.5. Suppose that H = (Σ,α,β,w) is a diagram for (Y,w), and Ĥ = (Σ̂,α∪{α0},β∪
{β0},w) is the diagram constructed by attaching a 1-handle at {p1, p2} ⊆ Σ \ (α ∪ β ∪w). If d is a
gluing datum for this 1-handle, and T is a pair of neck lengths satisfying stabilizing condition (SC-3),
then
∂Ĥ,Jd(T)(x× θ+) = ∂H,Jd(x)⊗ θ+, and
∂Ĥ,Jd(T)(x⊗ θ−) = ∂H,Jd(x)⊗ θ− +
∑
y∈Tα∩Tβ
Cx,y · y × θ+,(8.5)
for Cx,y ∈ F2[Uw].
Proof. The proof is essentially the same as the proof of Proposition 6.5.
Suppose that φ#φ0 ∈ pi2(x× x,y × y) is a class with Maslov index 1. By Lemma 8.4,
(8.6) µ(φ#φ0) = µ(φ) + gr(x, y).
Note that Equation (8.5) makes no claim about the counts of classes with gr(x, y) = −1 (i.e.
where x = θ− and y = θ+). These counts correspond to the Cx,y in the statement.
As in the proof of Proposition 6.5, if MJd(T)(φ#φ0) is nonempty for arbitrarily large T, then
both φ and φ0 must have broken representatives.
If gr(x, y) = 1, then Equation (8.6) implies that µ(φ) = 0. Since φ has a broken representative,
it follows that φ is the constant class ex ∈ pi2(x,x). In this case, φ#φ0 must have domain equal to
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one of the two bigons in the 1-handle region. These curves cancel, modulo 2, and hence make no
contribution to the differential.
It remains to consider classes with gr(x, y) = 0, i.e. x = y = θ+ or x = y = θ−. For such classes,
Equation (8.6) implies that
µ(φ#φ0) = µ(φ) = 1.
Write n1 and n2 for np1(φ) and np2(φ), respectively. Consider the map
ρp1,p2 : MJd(φ)→ Symn1([0, 1]× R)× Symn2([0, 1]× R).
Write X(φ) for the image ρp1,p2(M(φ)).
As in the proof of Proposition 6.5, for large T, there is a fibered product description
(8.7) #M̂Jd(T)(φ#φ0) ≡
∑
u∈M̂(φ)
#MJd0 (φ0, ρp1,p2(u)).
Consequently, it is sufficient to show that if θ ∈ {θ+, θ−} is fixed, and d1×d2 ∈ Symn1([0, 1]×R)×
Symn2([0, 1] × R) is a point with no repeated entries, then for a generic almost complex structure
J0 on S
2 × [0, 1]× R,
(8.8)
∑
φ0∈pi2(θ,θ)
n
p01
(φ0)=n1
n
p02
(φ0)=n2
#MJ0(φ0,d1 × d2) ≡ 1 (mod 2).
If d1 × d2 ∈ Symn1([0, 1]×R)× Symn2([0, 1]×R) has no entries with the same [0, 1]-component,
consider the path DT := d
T
1 ×d2 obtained by translating d1 upwards by T units in the R-direction.
If d1×d2 is not in the fat diagonal, but two elements share the same [0, 1]-component, a perturbation
of this path may be chosen which avoids the fat diagonal. The compactification of the 1-dimensional
space ⋃
T∈[0,∞)
∐
φ0∈pi2(θ,θ)
MJ0(φ0,DT )
has ends in bijection with the Cartesian product
(8.9)
( ∐
φ0∈pi2(θ,θ)
n
p01
(φ0)=n1
n
p02
(φ0)=0
M(φ0,d1)
)
×
( ∐
φ0∈pi2(θ,θ)
n
p01
(φ0)=0
n
p02
(φ0)=n2
M(φ0,d2)
)
.
Equation (6.15) implies that the count of the elements in Equation (8.9) is 1, modulo 2. Equa-
tion (8.8) follows.
Combining Equations (8.7) and (8.8), it follows that∑
φ0∈pi2(θ,θ)
n
p01
(φ0)=n1
n
p02
(φ0)=n2
#M̂(φ#φ0) ≡ #M̂(φ) (mod 2).
The main claim now follows. 
Corollary 8.6. The 1-handle maps FY,S0,t and the 3-handle maps FY,S2,t are chain maps.
Proof. The result is an immediate consequence of Proposition 8.5, together with the formulas for
the 1-handle and 3-handle maps in Equations (8.1) and (8.2). 
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8.4. 1-handles, 3-handles and triangle maps. Similar to Theorem 6.7, the 1-handle and 3-
handle maps satisfy a useful relationship with the triangle maps.
Suppose T = (Σ,α,β,γ,w) is a multi-pointed Heegaard triple, and p1, p2 ∈ Σ\(α∪β∪γ∪w) are
two points. We can form a new Heegaard triple T̂ = (Σ̂,α∪ {α0},β ∪ {β0},γ ∪ {γ0},w) by cutting
out a neighborhood of the points p1 and p2, gluing in an annulus to connect the new boundary
components. We add three new attaching curves, α0, β0 and γ0, in the new annular region. We
assume that α0, β0 and γ0 satisfy the configuration shown in Figure 8.1.
α0
β0γ0
y+
y−
x+
x− z+
z−
Figure 8.1. Adding a 1-handle to a Heegaard triple. The dashed circles are
the boundaries of the new annular region.
Lemma 8.7. If T = (Σ,α,β,γ,w) is a Heegaard triple, and T̂ = (Σ̂,α∪{α0},β∪{β0},γ∪{γ0},w)
is obtained by attaching a 1-handle, as above, then there is a canonical isomorphism
(8.10) Spinc(Xα,β,γ) ∼= Spinc(Xα∪{α0},β∪{β0},γ∪{γ0}).
Proof. Write Σ0 for the surface Σ \ (N(p1) ∪N(p2)), and write X0α,β,γ for the 4-manifold obtained
as the union
(∆× Σ0) ∪ (eα × U0α) ∪ (eβ × U0β) ∪ (eγ × U0γ ),
where U0α is the 3-manifold with boundary and corners obtained by gluing 2-handles to [0, 1] × Σ0
along α× {1}, and U0β and U0γ are defined similarly. There are two restriction maps
(8.11) Spinc(Xα,β,γ)→ Spinc(X0α,β,γ) and Spinc(Xα∪{α0},β∪{β0},γ∪{γ0})→ Spinc(X0α,β,γ).
We leave it as a straightforward exercise for the reader to use the Mayer-Vietoris long exact se-
quences on cohomology to verify that both maps in Equation (8.11) are isomorphisms, leading to
the isomorphism in Equation (8.10). 
Theorem 8.8. Suppose that T is a Heegaard triple, and T̂ is obtained by attaching a 1-handle, as in
Figure 8.1. Let d be a gluing datum for the 1-handle attachment. If T is a pair of neck lengths which
are sufficiently large, then with respect to the isomorphism of Spinc structures in Equation (8.10),
we have
FT̂ ,Jd(T),s(x× x+,y × y+) = FT ,Jd,s(x,y)⊗ z+,
FT̂ ,Jd(T),s(x× x+,y × y−) = FT ,Jd,s(x,y)⊗ z− +
∑
z∈Tα∩Tγ
C1x,y,z · z× z+,
FT̂ ,Jd(T),s(x× x−,y × y+) = FT ,Jd,s(x,y)⊗ z− +
∑
z∈Tα∩Tγ
C2x,y,z · z× z+,
for C1x,y,z, C
2
x,y,z ∈ F2[Uw] (which depend on T , d and T).
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Proof. The proof follows the same line of reasoning as the proof of Theorem 6.7.
Suppose that ψ#ψ0 ∈ pi2(x × x,y × y, z × z) is a homology class with Maslov index 0. Using
Lemma 6.8, Sarkar’s formula for the Maslov index [Sar11], as well as the fact that the Euler measure
of a disk is 1, we compute that
(8.12) µ(ψ#ψ0) = µ(ψ)− gr(x+, x)− gr(y+, y) + gr(z+, z).
Define
δ(x, y, z) := − gr(x+, x)− gr(y+, y) + gr(z+, z).
It is straightforward to check that the theorem statement follows from the following two subclaims:
(h-1): If δ(x, y, z) = 1, then any Maslov index 0 class in pi2(x × x,y × y, z × z) has no Jd(T)-
holomorphic representatives when T is sufficiently large.
(h-2): If δ(x, y, z) = 0, then the z × z coefficient of FT ,Jd(T),s(x × x,y × y) coincides with the z
coefficient of FT̂ ,Jd,s(x,y).
The counts of the moduli spaces with δ(x, y, z) ∈ {−1,−2} are not relevant to the theorem statement.
Claim (h-1) is the easier of the two subclaims to verify, since it relies only on compactness and
transversality, but does not require gluing. By Equation (8.12), if δ(x, y, z) = 1, then µ(ψ) = −1.
If ψ#ψ0 has representatives for arbitrarily large T, then ψ must admit a broken representative.
However since µ(ψ) = −1, there can be no broken representatives by transversality. Hence no index
0 classes with δ(x, y, z) = 1 have nonempty moduli spaces for sufficiently large T.
We now consider Claim (h-2). Assume δ(x, y, z) = 0. In this case, we have µ(ψ) = 0 by Equa-
tion (8.12). As in the proof of Theorem 6.7, if Ti is an increasing, unbounded sequence of pairs of
neck-lengths, then any sequence of Jd(Ti)-holomorphic representatives of ψ#ψ0 has a subsequence
which converges to a pair (u, u0) where u ∈MJd(ψ) and u0 ∈MJd0 (ψ0), and
(8.13) ρp1,p2(u) = ρp
0
1,p
0
2(u0).
In Equation (8.13), ρp1,p2(u) ∈ Symnp1 (ψ)(∆)× Symnp2 (ψ)(∆) is the set
ρp1,p2(u) =
(
(pi∆ ◦ u)
(
(piΣ ◦ u)−1(p1)
)
, (pi∆ ◦ u)
(
(piΣ ◦ u)−1(p2)
))
,
and ρp
0
1,p
0
2(u0) is defined similarly.
Hence, using a gluing argument, it follows that for sufficient large T there is an identification
MJd(T)(ψ#ψ0) ∼=MJd(ψ)×ρMJd0 (ψ0).
Since MJd(ψ) is zero dimensional, it is sufficient to show that if d1 × d2 ∈ Symn1(∆)× Symn2(∆)
is not in the fat diagonal, then
(8.14)
∑
ψ0∈pi2(x,y,z)
n
p01
(ψ0)=n1
n
p02
(ψ0)=n2
#M(ψ0,d1 × d2) ≡ 1,
for a generic almost complex structure on S2 × [0, 1]× R.
Equation (8.14) is verified similarly to Equation (6.23). Consider a path (Dt)t∈[1,∞) in Sym
n1(∆)×
Symn2(∆), satisfying the following:
(1) D1 = d1 × d2.
(2) The image of Dt is disjoint from the fat diagonal.
(3) All points of Dt travel into the α-β cylindrical end of ∆.
(4) For large t, the points of Dt are spaced at least distance t apart (with respect to the
identification of the α-β cylindrical end of ∆ as [0, 1]× (−∞, 0].
(5) The [0, 1]-component of all points in Dt approach a fixed s0 ∈ (0, 1).
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Write D := {Dt : t ∈ [1,∞)} and consider the matched moduli space:
M(x,y,z)(D) :=
∐
ψ0∈pi2(x,y,z)
n
p01
(ψ0)=n1
n
p02
(ψ0)=n2
⋃
t∈[1,∞)
M(ψ0,Dt).
As in the proof of Equation (6.23), the space M(x,y,z)(D) has ends at t = 1, at t ∈ (1,∞) and at
t =∞. The ends at t = 1 correspond to the left hand side of Equation (8.14). The ends at t ∈ (1,∞)
correspond to index 1 strips breaking off at finite t, which do not pass over p01 or p
0
2. The ends at
t =∞ correspond to the Cartesian product
(8.15)
( ∐
ψ00∈pi2(x,y,z)
n
p01
(ψ00)=np02
(ψ00)=0
M(ψ00)
)
×
( ∐
φ∈pi2(x,x)
n
p01
(φ)=n1
n
p02
(φ)=0
M(φ, d)
)n1
×
( ∐
φ∈pi2(x,x)
n
p01
(φ)=0
n
p02
(φ)=n2
M(φ, d)
)n2
,
where d ∈ {s0} × R ⊆ [0, 1]× R is a chosen point.
As in the proof of Theorem 6.7, the ends ofM(x,y,z)(D) corresponding to strip breaking at finite
t cancel modulo 2, since x is a cycle in the complex ĈF (S2, α0, β0, p
0
1, p
0
2), and similarly y and z are
cycles in their appropriate complexes.
The first factor of Equation (8.15) has total count 1, modulo 2, since it is easy to check that when
δ(x, y, z) = 0, the only non-negative triangle class which has zero multiplicity over p01 and p
0
2 is a
small triangle, which clearly has a unique representative. The latter two factors of Equation (8.15)
have total count 1, modulo 2, by [OS08, Lemma 6.4].
Hence, by counting the ends of M(x,y,z)(D), Equation (8.14) follows, completing the proof. 
8.5. 1-handles, 3-handles and gluing data. Analogous to Proposition 6.9, we have the following:
Proposition 8.9. Suppose H = (Σ,α,β,w) is diagram for (Y,w), S0 = {p1, p2} ⊆ Σ \ (α∪β ∪w)
is a 0-sphere, and d1 and d2 are two gluing data for attaching a 1-handle at S0. Suppose further
that T1 and T2 are pairs of neck-lengths which satisfy stabilizing condition (SC-3) for d1 and d2,
respectively. Write Ĥ1 and Ĥ2 for the diagrams constructed by attaching a 1-handle to H using
d1 and d2 (note that Ĥ1 and Ĥ2 differ only by an isotopy in the 1-handle region). The following
diagram commutes up to chain homotopy:
(8.16)
CF−Jd1 (H, s) CF−Jd2 (H, s)
CF−Jd1 (T1)
(
Ĥ1, ŝ
)
CF−Jd2 (T2)
(
Ĥ2, ŝ
)
.
Ψ
Jd1→Jd2
FY,S0,t FY,S0,t
Ψ
(Ĥ1,Jd1 (T1))→(Ĥ2,Jd2 (T2))
An analogous relation holds for the 3-handle maps.
Proposition 8.9 is proven by adapting our proof of the analogous result for the free-stabilization
maps in Proposition 6.9.
8.6. Invariance of the 1- and 3-handle maps. In this section, we prove that the 1-handle and
3-handle maps are invariant from the choices used in the construction.
Theorem 8.10. The 1-handle and 3-handle maps determine well defined chain maps of transitive
systems of chain complexes.
Proof. We focus on the 1-handle maps, since the 3-handle maps are dual.
Suppose S0 = {p1, p2} is an embedded 0-sphere in Y , t ∈ Spinc(W (Y,S0)), andH1 = (Σ1,α1,β1,w)
andH2 = (Σ2,α2,β2,w) are two Heegaard diagrams for (Y,w) such that {p1, p2} ⊆ Σi\(αi∪βi∪w)
for i ∈ {1, 2}. Let d1 and d2 be two gluing data. It is sufficient to show that if T1 and T2 are two
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pairs of neck lengths satisfying condition (SC-3), then the following diagram commutes up to chain
homotopy:
(8.17)
CF−Jd1 (H1, s) CF−Jd2 (H2, s)
CF−Jd1 (T1)
(
Ĥ1, ŝ
)
CF−Jd2 (T2)
(
Ĥ2, ŝ
)
.
Ψ
(H1,Jd1 )→(H2,Jd2 )
FY,S,t FY,S,t
Ψ
(Ĥ2,Jd1 (T1))→(Ĥ1,Jd2 (T2))
By Proposition 8.9, the 1-handle maps are independent of the choice of gluing data (i.e. Equa-
tion (8.17) commutes when H1 = H2).
By Lemma 6.12, we can connect H1 and H2 by a sequence of the following moves:
(1) Handleslides and isotopies of the α and β curve (possibly passing over p1 and p2).
(2) Simple stabilizations, away from w ∪ {p1, p2}.
(3) Changing the embedding of the Heegaard surface by an isotopy φt : Σ → Y which is fixed
on w ∪ {p1, p2} for all t.
Since the transition maps for handleslides and isotopies can be computed using a composition of
triangle maps, Theorem 8.8 implies invariance under Move (1). Invariance under simple stabilizations
away from w∪{p1, p2} follows from a triple neck-stretching argument, similar to Lemma 6.10. Finally
invariance under Move (3) is tautological.

8.7. Further properties of the 1- and 3-handle maps. In this section we prove several addi-
tional results about the 1-handle and 3-handle maps.
Lemma 8.11. Suppose that λ is a path in Y , S is an embedded 0-sphere or 2-sphere in Y \w and
t ∈ Spinc(W (Y,S)). Suppose that λ ⊆ Y \ S is a closed loop, or a path connecting two basepoints.
Write λ also for the induced path in Y (S). Then
Aλ ◦ FY,S,t ' FY,S,t ◦Aλ.
Proof. The proof is similar to the proof of Lemma 6.13, and follows by examining the curves counted
by the differential in Proposition 8.5, using the fact that the path λ does not enter the 1-handle
region. We leave it to the reader to make the necessary notational modifications to the proof of
Lemma 6.13. 
Next, we consider commuting 1-handle and 3-handle maps amongst each other. If S ⊆ Y is a union
of framed k-spheres, we write W (Y,S) for the cobordism from Y to Y (S) obtained by attaching a
k + 1 handles to [0, 1]× Y along {1} × S. Note that if S and S′ are two disjoint, framed spheres in
Y , then the 4-manifolds W (Y, S ∪ S′) and W (Y (S),S′) ∪W (Y,S) and W (Y (S′),S) ∪W (Y,S′) are
diffeomorphic, via diffeomorphisms which are well defined up to isotopy.
Lemma 8.12. Suppose that S and S′ are two disjoint embedded spheres of dimension 0 or 2 in Y .
Write t for a Spinc structure on
W (Y,S ∪ S′) ∼= W (Y (S),S′) ∪W (Y, S) ∼= W (Y (S′),S) ∪W (Y,S′).
Then
FY (S),S′,t|W (Y (S),S′) ◦ FY,S,t|W (Y,S) ' FY (S′),S,t|W (Y (S′),S) ◦ FY,S′,t|W (Y,S′) .
Proof. The proof follows from a quadruple neck-stretching argument, similar to the double neck-
stretching argument from Proposition 6.14, used to show that free-stabilization maps commute with
each other. The present statement follows from the following subclaim:
Subclaim 8.12.1. Suppose that T and T′ are two 4-tuples of neck-lengths for attaching two 1-
handles. If all of components of T and T′ are sufficiently large, then a non-cylindrical almost
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complex structure J˜ interpolating J(T) and J(T′) may be chosen so that
ΨJ˜(x× θ+1 × θ+2 ) = x× θ+1 × θ+2
ΨJ˜(x× θ+1 × θ−2 ) = x× θ+1 × θ−2 +
∑
y∈Tα∩Tβ
(
C1x,y · y × θ+1 × θ+2 + C2x,y · y × θ−1 × θ+2
)
ΨJ˜(x× θ−1 × θ+2 ) = x× θ−1 × θ+2 +
∑
y∈Tα∩Tβ
(
C3x,y · y × θ+1 × θ+2 + C4x,y · y × θ+1 × θ−2
)
ΨJ˜(x× θ−1 × θ−2 ) = x× θ−1 × θ−2
+
∑
y∈Tα∩Tβ
(
C5x,y · y × θ+1 × θ−2 + C6x,y · y × θ−1 × θ+2 + C7x,y · y × θ+1 × θ+2
)
,
for various Cix,y ∈ F2[Uw], which depend on J˜ .
The proof Subclaim 8.12.1 follows the same reasoning as the proof of Subclaim 6.14.1, the analo-
gous subclaim of Proposition 6.14. The main difference is that we must use the index formula from
Lemma 8.4 to compute the index of a homology class after adding two 1-handles. We leave it to the
reader to verify that the argument carries over to our present context without major change. 
Lemma 8.13. Suppose that S is an embedded 0- or 2-sphere in a multi-pointed 3-manifold (Y,w).
If w ∈ Y \ (w ∪ S) is a new basepoint, then
S+w ◦ FY,S,t ' FY,S,t ◦ S+w and S−w ◦ FY,S,t ' FY,S,t ◦ S−w .
Proof. The proof follows from a triple neck-stretching argument, similar to the ones we encountered
in Proposition 6.14 and Lemma 8.12. We leave the necessary modifications to the reader. 
8.8. Ozsva´th and Szabo´’s 1-handle and 3-handle maps. Ozsva´th and Szabo´ originally defined
the 1-handle and 3-handle maps by taking the connected sum of the Heegaard surface with a genus
1 Heegaard diagram for S1 × S2 using the same formula as in Equations (8.1) and (8.2). Morally,
this amounts to picking a path between the two components of the attaching 0-sphere of a 1-handle.
For showing invariance the graph cobordism maps, it it is convenient to show that our definition
coincides with Ozsva´th and Szabo´’s original definition [OS06, Section 4.3], when the feet of the
1-handle are in the same component of the 3-manifold. This amounts to the following change of
almost complex structure computation:
Lemma 8.14. Let H = (Σ,α,β,w) denote a Heegaard diagram and let H′ = (Σ#T2,α∪{α0},β∪
{β0},w) denote the diagram obtained by connect summing the diagram (T2, α0, β0) for S1 × S2, as
shown in Figure 8.2. Let c, c1 and c2 denote the three circles labeled therein. If T = (T, T1, T2)
is a triple of positive real numbers, let J(T) denotes an almost complex structure which has been
stretched along c, c1 and c2, with neck-lengths T , T1 and T2. If all components of T and T
′ are
sufficiently large, then there exists a non-cylindrical almost complex structure J˜ on Σ#T2×[0, 1]×R,
interpolating J(T) and J(T′), such that
ΨJ˜(x× θ+) = x× θ+ and
ΨJ˜(x× θ−) = x× θ− +
∑
y∈Tα∩Tβ
Cx,y · y × θ+,(8.18)
for some Cx,y ∈ F2[Uw] (which depend on J˜).
Proof. First, a modification of Lemma 6.4 implies that if φ ∈ pi2(x,y) is class of disks on (Σ,α,β,w),
and φ0 ∈ pi2(x, y) is a class of disks on (T2, α0, β0), then
(8.19) µ(φ#φ0) = µ(φ) + gr(x, y).
Note that the present lemma statement concerns only classes with gr(x, y) ≥ 0.
Suppose that Ti and T
′
i are two sequences of neck-lengths, all of whose components approach
+∞. We pick non-cylindrical almost complex structures J˜i, interpolating J(Ti) and J(T′i), such
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c
c1 c2
β0 α0
Figure 8.2. The diagram H′ = (Σ#T2,α∪{α0},β ∪{β0},w) and the circles
c, c1 and c2 in Lemma 8.14.
that (Σ#T2 × [0, 1] × R, J˜i) contains the almost complex submanifold ((Σ \ Ni) × [0, 1] × R, J),
where Ni is some nested sequence of open neighborhoods of the connected sum point p ∈ Σ, such
that
⋂
i∈NNi = {p}, and J is a fixed, cylindrical almost complex structure on Σ× [0, 1]× R. Fix a
Maslov index 0 class φ#φ0. As in the proof of Proposition 6.3, from a sequence ui of J˜i-holomorphic
representatives of φ#φ0, we may extract a broken representative of φ.
If gr(x, y) = 1 and φ#φ0 is a Maslov index 0 class with J˜i-holomorphic representatives for large
i, then Equation (8.19) implies that µ(φ) = −1. However, since φ admits a broken J-holomorphic
representative and J is cylindrical, we must have µ(φ) ≥ 0, so we obtain a contradiction. Hence,
such classes φ#φ0 have no representatives for large i.
If gr(x, y) = 0 and φ#φ0 is a Maslov index 0 class with J˜i-holomorphic representatives for large
i, then Equation (8.19) implies µ(φ) = 0. Since φ admits broken holomorphic representatives for a
generic, cylindrical almost complex structure, we conclude that φ is the constant class. There are no
non-negative, Maslov index 0 classes on (T2, α0, β0) with zero multiplicity over the connected sum
point. Hence φ0 must also be a constant class, eθ for θ ∈ {θ+, θ−}. On the other hand, the class ex×θ
always has J˜i-holomorphic representatives. Equation (8.18) follows and the proof is complete. 
9. 2-handles
In this section, we describe the cobordism maps for 2-handles. The maps we describe are essentially
the same as those defined by Ozsva´th and Szabo´ [OS06]. They are also similar to the versions defined
by Juha´sz [Juh16] in the setting of cobordisms of sutured manifolds.
9.1. Definition of the 2-handle maps.
Definition 9.1. A framed link S1 in a 3-manifold Y is a collection of pairwise disjoint, embedded
knots K1, . . . ,Km ⊆ Y together with a choice framing, i.e. a choice of homology classes `i ∈
H1(∂N(Ki);Z) satisfying µi · `i = 1 for a meridian µi of Ki.
Adapting Ozsva´th and Szabo´’s definition in the singly pointed setting [OS06, Definition 4.1], we
make the following definition:
Definition 9.2. Suppose (Y,w) is a multi-pointed 3-manifold and S1 is a framed link in Y , with
components K1, . . . ,Km. A bouquet B of S1 is an embedded forest in Y (i.e. a collection of embed-
ded, contractible graphs), such that each leaf of B is a point on Ki, or a point in w. Furthermore,
we assume the following:
(1) For each i ∈ {1, . . . ,m}, the set B ∩Ki contains a single point.
(2) Each connected component of B intersects exactly one point in w, and furthermore that
point is a leaf of B.
If B is a bouquet of the link S1 in (Y,w), then we form a manifold with boundary YB∪S1,w, by
removing a regular neighborhood of B ∪ S1. We decorate the boundary of YB∪S1,w with a collection
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of sutures (i.e. a collection of oriented, simple closed curves which divide the boundary into two
subsurfaces) by adding one contractible suture for each basepoint in w.
Definition 9.3. Suppose that S1 is a framed link in Y , with components K1, . . . ,Km. We say that
a Heegaard triple
(Σ,α,β,β′,w) = (Σ, {α1, . . . , αn}, {β1, . . . , βn}, {β′1, . . . , β′n},w)
is subordinate to a bouquet B for the framed link S1 in Y if the following hold:
(1) (Σ,α,β,w) is a Heegaard diagram for (Y,w).
(2) If Σ0 denotes the surface obtained by removing small neighborhoods of the basepoints w,
then
(Σ0, {α1, . . . , αn}, {βm+1, . . . , βn})
is a sutured Heegaard diagram for the sutured manifold YB∪S1,w.
(3) The curves β′m+1, . . . , β
′
n are small isotopies of the curves βm+1, . . . , βn. Furthermore,
|βi ∩ β′j | = 2δij ,
whenever m+ 1 ≤ i, j ≤ n.
(4) If 1 ≤ i ≤ m, then βi is a meridian of Ki.
(5) If 1 ≤ i ≤ m, then β′i is a longitude of Ki, corresponding to the framing.
(6) If 1 ≤ i ≤ m, then β′i is disjoint from the curves βm+1, . . . , βn. Furthermore,
|β′i ∩ βj | = δij ,
whenever 1 ≤ i, j ≤ m.
Since Yβ,β′ is a connected sum of g(Σ) − m copies of S1 × S2, a theorem of Laudenbach and
Poe´naru [LP72] implies that the diffeomorphism type of the 4-manifold obtained by attaching 3 and
4-handles to Yβ,β′ ⊆ ∂Xα,β,β′ is unique. Similar to [OS06, Proposition 4.3], we have the following
simple description of the resulting 4-manifold:
Lemma 9.4. Suppose (Σ,α,β,β′,w) is subordinate to a bouquet for a framed link S1 in Y . After
filling in the boundary component Yβ,β′ ⊆ ∂Xα,β,β′ with 3- and 4-handles, we obtain the handle
cobordism W (Y,S1).
Proof. Add an extra product layer and view W (Y,S1) as the union
(9.1) W (Y, S1) = ([1, 2]× Y (S1)) ∪H2 ∪ ([0, 1]× Y ),
where H2 is a union of copies of D
2 ×D2 (the 2-handles). Write
Y = Uα ∪ ([0, 1]× Σ) ∪ Uβ and Y (S) = Uα ∪ ([0, 1]× Σ) ∪ Uβ′ ,
and delete
W0 := ([1, 1 + ]× Uβ′) ∪H,
from W (Y, S1). We note that W0 is a 4-dimensional handlebody. Using the description of W (Y,S1)
from Equation (9.1), we can write
(9.2) W \ int(W0) = (Uα × [0, 2]) ∪ (Uβ × [0, 1]) ∪ (Uβ′ × [1 + , 2]) ∪ ([0, 2]× [0, 1]× Σ).
Upon rounding corners and identifying [0, 2]× [0, 1] topologically with a triangle, Equation (9.2) is
identical to Xα,β,β′ , as defined in Equation (4.23). 
We now define the cobordism maps for 2-handle cobordisms. Suppose S1 ⊆ Y is a framed link
in Y , and B is a bouquet. Let (Σ,α,β,β′,w) be a Heegaard triple subordinate to B. There is a
unique top graded intersection point Θ+β,β′ ∈ Tβ ∩Tβ′ . Furthermore, it is straightforward to see that
Θ+β,β′ is a cycle in the complex CF
−(Σ,β,β′,w, s0), where s0 ∈ Spinc(Yβ,β′) is the unique torsion
Spinc structure.
By Lemma 9.4, there is a canonical isomorphism
Spinc(Xα,β,β′) ∼= Spinc(W (Y, S1)).
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Therefore, we will not distinguish between Spinc structures on Xα,β,β′ and W (Y,S1).
If s ∈ Spinc(W (Y, S1)), the 2-handle map
FY,S1,s : CF
−(Σ,α,β,w, s|Y )→ CF−(Σ,β,β′,w, s|Y (S1))
is defined as the holomorphic triangle map
(9.3) FY,S1,s(x) := Fα,β,β′,s(x⊗Θ+β,β′) =
∑
z∈Tα∩Tβ′
∑
ψ∈pi2(x,Θ+β,β′ ,z)
µ(ψ)=0
sw(ψ)=s
#M(ψ)Unw(ψ)w · z,
extended F2[Uw]-equivariantly.
9.2. Simple stabilizations and triangle maps. In this section, we prove that the holomorphic
triangle maps are invariant under simple stabilizations. For Ozsva´th and Szabo´’s original argument
in the context of the symmetric product, we refer the reader to [OS04a, Theorem 10.4] and [OS06,
Theorem 2.14].
Definition 9.5. Let (T2, δ0, 0, ′0, p0) denote the genus 1 Heegaard triple shown in Figure 9.1. If
(Σ,α,β,γ,w) is a Heegaard triple, we say the Heegaard triple
(Σ′,α ∪ {α0},β ∪ {β0},γ ∪ {γ0},w)
is a simple stabilization of (Σ,α,β,γ,w) if Σ′ = Σ#T2, and {α0, β0, γ0} = {δ0, 0, ′0}, setwise.
B B
δ0
0 
′
0
b a
θ+
θ−
Figure 9.1. The triple (T2, δ0, 0, ′0, p0) used in a simple stabilization of
a Heegaard triple. We view p0 as being the outer dashed circle, collapsed to a
point.
Lemma 9.6. If (Σ,α,β,γ,w) is a Heegaard triple and (Σ#T0,α ∪ {α0},β ∪ {β0},γ ∪ {γ0},w) is
a simple stabilization, then there is a canonical isomorphism
(9.4) Spinc(Xα,β,γ) ∼= Spinc(Xα∪{α0},β∪{β0},γ∪{γ0}),
The proof of Lemma 9.6 is a Mayer-Vietoris argument similar to Lemma 8.7, which we leave to
the reader.
Theorem 9.7. Suppose T = (Σ,α,β,γ,w) is a Heegaard triple, (T2, δ0, 0, ′0, p0) is the Heegaard
triple shown in Figure 9.1, and d is a gluing datum for stretching the neck. Let a, b, θ+ and θ−
denote the intersection points shown in Figure 9.1. For sufficiently large T , we have the following:
Fα∪{0},β∪{′0},γ∪{δ0},Jd(T ),s(x× θ+,y × a) = Fα,β,γ,Jd,s(x,y)⊗ b,
Fα∪{δ0},β∪{0},γ∪{′0},Jd(T ),s(x× b,y × θ+) = Fα,β,γ,Jd,s(x,y)⊗ a,
Fα∪{0},β∪{δ0},γ∪{′0},Jd(T ),s(x× b,y × a) = Fα,β,γ,Jd,s(x,y)⊗ θ− +
∑
z∈Tα∩Tγ
Cx,y,z · z× θ+,
(9.5)
for some Cx,y,z ∈ F2[Uw], which depend on d and T .
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Remark 9.8. Theorem 9.7 can be restated as follows. Let σb denote the simple stabilization map
defined on intersection points as σb(x) = x× b, and extended equivariantly over F2[Uw]. Define σa
similarly. Let F
0,
′
0
1 denote the 1-handle map, defined as x 7→ x × θ+, extended equivariantly over
F2[Uw]. Define the 3-handle map F
0,
′
0
3 via the formulas x×θ+ 7→ 0 and x×θ− 7→ x. Equation (9.5)
can be restated as
Fα∪{0},β∪{′0},γ∪{δ0},Jd(T ),s(F
0,
′
0
1 (x), σa(y)) = σbFα,β,γ,Jd,s(x,y),
Fα∪{δ0},β∪{0},γ∪{′0},Jd(T ),s(σb(x), F
0,
′
0
1 (y)) = σaFα,β,γ,Jd,s(x,y),
Fα∪{0},β∪{δ0},γ∪{′0},Jd(T ),s(σb(x), σa(y)) = F
0,
′
0
1 Fα,β,γ,Jd,s(x,y)⊗ θ−,
Proof of Theorem 9.7. The proof we present is similar to the proofs of Theorems 6.7 and 8.8. We
focus on the first formula in Equation (9.5), since second and third are proven similarly.
A Maslov index computation similar to Lemma 6.4 shows that if ψ0 ∈ pi2(θ+, a, b), then
µ(ψ0) = 2np0(ψ0) + gr(θ
+, θ).
Consequently, if ψ#ψ0 ∈ pi2(x× θ,y × a, z× b), then
(9.6) µ(ψ#ψ0) = µ(ψ) + gr(θ
+, θ).
Next, to obtain transversality at curves which appear in our proof, we consider almost complex
structures on ∆×Σ satisfying (J ′1), (J ′2), (J ′3′), (J ′4′) and (J ′5′); see Proposition 4.4 for a precise
statement of transversality. These are the same almost complex structures considered in the proof
of handleswap invariance [JTZ12, Section 9.3]; we refer the reader there for a detailed account of a
similar argument.
As in the proofs of Theorems 6.7 and 8.8, a sequence of Jd(Ti)-holomorphic representatives of
ψ#ψ0 will degenerate into a pair of broken holomorphic triangles U and U0, representing ψ and
ψ0, respectively. Using Equation (9.6), as well as a transversality, we conclude that µ(ψ) = 0.
Consequently, arguing as in Theorems 6.7 and 8.8, the broken triangles U and U0 each consist of a
single curve, u and u0 respectively, which satisfy the matching condition
ρp(u) = ρp0(u0),
where p and p0 are the connected sum points. Via a gluing argument, as in the proofs of Theorems 6.7
and 8.8, it is sufficient to show that for a generic d ∈ Symn(∆), the following count holds for the
matched moduli spaces on (T2, 0, ′0, δ0, p0):
(9.7)
∑
ψ0∈pi2(θ+,a,b)
np0 (ψ0)=n
#M(ψ0,d) ≡ 1 (mod 2).
The argument to establish Equation (9.7) is formally similar to the argument for establishing Equa-
tions (6.15), (6.23), (8.8) and (8.14).
Pick a path (dt)t∈[0,∞) in Sym
n(∆) satisfying the following:
(1) d0 = d.
(2) dt is disjoint from the fat diagonal.
(3) The points in dt all enter into the 0-δ0 cylindrical end of ∆× Σ.
(4) For large t, the points in dt are spaced at least distance t apart, with respect to the Euclidean
metric under the identification of the cylindrical ends as [0, 1]× [0,∞).
(5) The points of dt all approach a line {s0} × [0,∞) as t→∞.
Write D := {dt : t ∈ [0,∞)}, and consider the 1-dimensional moduli space
M(θ+,a,b)(D) :=
∐
ψ0∈pi2(θ+,a,b)
np0 (ψ)=n
⋃
t∈[0,∞)
MJd(T )(ψ0,dt)
We count the ends of M(D). As in the proof of Equation (6.23), generically, the ends correspond
to the following:
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(e′-1): t = 0.
(e′-2): Index 1 holomorphic strips breaking off at t ∈ (0,∞), with zero multiplicity at p0.
(e′-3): t→∞.
The count of the ends of the form (e′-1) is equal to the left hand side of Equation (9.7).
The ends of the form (e′-2) cancel modulo 2, since θ+ is a cycle in ĈF (T2, 0, ′0, p0), and a and b
are cycles in their appropriate complexes.
The ends of the form (e′-3) correspond to the Cartesian product
(9.8)
( ∐
ψ00∈pi2(θ+,a,b)
np0 (ψ
0
0)=0
M(ψ00)
)
×
( ∐
φ∈pi2(b,b)
np0 (φ)=n
M(φ, d)
)
,
where d is a point on the line {s0} × R.
We wish to show that the total count in Equation (9.8) is 1. The total count of the left factor is
1, since there is only one class which contributes, and that class is a small triangle. It remains to
show that if φ denotes the index 2 class in pi2(b, b) with np0(φ) = 1, then
(9.9) #M(φ, d) ≡ 1 (mod 2)
Note that by axiom (J ′3′),M(φ, d) consists of holomorphic curves for an almost complex structure
on T2 × [0, 1] × R which satisfies (J1)–(J4) and (J5′). These are precisely the almost complex
structures Lipshitz used to prove stabilization invariance of the Heegaard Floer complexes. With
respect to these almost complex structures, Lipshitz proves Equation (9.9) while proving stabilization
invariance; see [Lip06, Sublemma A.12]. We repeat Lipshitz’s argument here, for the convenience of
the reader.
Consider the genus 2 diagram for S1×S2 in Figure 9.2. Let φ1#φ0 denote the index 1 class shown.
The class φ1 is a bigon, and φ0 denotes the index 2 class on T2. By a neck stretching argument
(analogous to the one above), it follows that for large neck length,
#M̂(φ1#φ0) = #M̂(φ1) ·#M̂(φ0, d).
On the other hand, by invariance of Heegaard Floer homology, since the diagram represents S1×S2,
and there is only one other non-negative index 1 class (a bigon), we must have #M̂(φ1#φ0) = 1.
Equation (9.9) follows.
The other two stated formulas from Equation (9.5) follow mutatis mutandis. 
Figure 9.2. A once stabilized diagram of S1 × S2 used in the proof of
Theorem 9.7. The shaded class is φ1#φ0. We stretch along the dashed line.
9.3. Invariance of the 2-handle maps. We now prove invariance of the 2-handle maps. Since
the 2-handle maps which feature in the graph TQFT are essentially identical to those defined by
Ozsva´th and Szabo´, our exposition will be terse.
Extending [OS06, Lemma 4.5] to multi-pointed 3-manifolds, we have the following:
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Lemma 9.9. Suppose S1 is an m-component framed link in (Y,w), and B ⊆ Y is a fixed bouquet of
S1. Then there exists a Heegaard triple (Σ,α,β,β′,w) subordinate to B. Furthermore, two Heegaard
triples subordinate to S1 can be connected by a sequence of the following moves:
(1) An isotopy or handleslide amongst the α curves.
(2) An isotopy or handleslide amongst the curves βm+1, . . . , βn, followed by the corresponding
move applied to β′m+1, . . . , β
′
n.
(3) A simple stabilization or destabilization (of the first or second types in Theorem 9.7), in the
complement of B ∪ S1.
(4) For i ∈ {1, . . . ,m}, an isotopy of βi, or a handleslide of βi across one of the βm+1, . . . , βn.
(5) For i ∈ {1, . . . ,m}, an isotopy of β′i, or a handleslide of β′i across one of the β′m+1, . . . , β′n.
(6) An isotopy Σt of the Heegaard surface Σ, inside of Y , fixing w, such that Σt intersects B∪S1
only along w, for all t.
Proof. To construct a Heegaard triple subordinate to B, pick a Heegaard diagram for the sutured
manifold YB∪S1,w (formed by removing a neighborhood of B ∪ S1 and adding a contractible suture
for each basepoint in w). Let (Σ, α1, . . . , αn, βm+1, . . . , βn) denote this diagram. We then define
β′m+1, . . . , β
′
n to be small isotopies of βm+1, . . . , βn.
A simple closed curve in ∂(YB∪S1,w) which avoids the contractible regions bounded by the sutures
can be projected onto Σ to yield a curve which is in the complement of the curves βm+1, . . . , βn.
Note that the curve on Σ obtained by projecting is only well defined up to isotopies and handleslides
across the βm+1, . . . , βn curves. Let β1, . . . , βn ⊆ Σ be obtained by projecting meridians of the
components of S1 onto Σ. Let β′1, . . . , β′n denote projections of the longitudes. These curves are well
defined up to Moves (4) and (5).
Hence, given a sutured Heegaard diagram for YB∪S1,w we can obtain a Heegaard triple subordinate
to B ∪ S1 by the above procedure. Furthermore, any two triples constructed from a given Heegaard
diagram via the above procedure can be connected by the listed moves. It remains to connect two
sutured Heegaard diagrams for YB∪S1,w. Any two sutured Heegaard diagrams for YB∪S1,w can be
connected by a sequence of Heegaard moves by [Juh06, Proposition 2.15], which induce Moves (1),
(2), (3) and (6) on the resulting Heegaard triple. The proof is complete. 
We now show that the maps defined in Equation (9.3) are independent of the choice of bouquet,
or subordinate triple:
Lemma 9.10. Suppose S1 is a framed link in (Y,w), B1 and B2 are two bouquets for S1, and T1
and T2 are Heegaard triples subordinate to B1 and B2, respectively. Write FY,S1,s,T1 and FY,S1,s,T2
for the 2-handle maps computed with T1 and T2. Write H1 and H2 for the diagrams of Y induced
by T1 and T2, respectively, and write H′1 and H′2 for the induced diagrams of Y (S1). The following
diagram commutes up to homotopy:
CF−(H1,w, s|Y ) CF−(H2,w, s|Y )
CF−(H′1,w, s|Y ′) CF−(H′2,w, s|Y ′).
ΨH1→H2
FY,S1,s,T1 FY,S1,s,T2
ΨH′1→H′2
Proof. Our proof is no different that the original proof given by Ozsva´th and Szabo´ [OS06, Theo-
rem 4.4], so we will be terse. See also [Juh16, Theorem 6.9].
First, we fix a bouquet B for S1 and show that FY,S1,s,T is independent of the triple subordinate
to B. This amounts to proving independence from the moves in Lemma 9.9. Invariance from
Moves (1), (2), (4) and (5) all follow from a relatively straightforward argument using associativity of
the triangle maps. Invariance from Move (3) (simple stabilizations and destabilizations) follows from
Theorem 9.7. Finally invariance under Move (6) (isotopies of the Heegaard surface) is tautological.
Next, one needs to prove independence from the bouquet. The idea is that if m+ 1 ≤ i ≤ n and
1 ≤ j ≤ m, then we can handleslide βi twice across βj , and handleslide β′i twice across β′j to change
the bouquet, one 1-cell at a time. However the 3-manifold represented by (Σ,β,β′,w) is unchanged
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by a sequence of such handleslides, and hence the corresponding transition map will preserve the
top degree generator. Consequently a simple associativity argument shows that the cobordism map
FY,S1,s,T is unchanged. 
9.4. The composition law for 2-handle maps. We now state the Spinc composition law for the
2-handle maps. We omit the proof, as it is identical to the proof given by Ozsva´th and Szabo´ for
2-handle cobordisms between singly pointed 3-manifolds [OS06, Proposition 4.9] using associativity
of the holomorphic triangle maps [OS04a, Theorem 8.16]:
Lemma 9.11. Suppose that S1 and S2 are two disjoint, framed, 1-dimensional links in (Y,w), and
s1 ∈ Spinc(W (Y,S1)) and s2 ∈ Spinc(W (Y (S1),S2))). Then
FY (S1),S2,s2 ◦ FY,S1,s1 =
∑
s∈Spinc(W (Y (S1),S2))
s|W (Y,S1)=s1
s|W (Y (S1),S2)=s2
FY,S2∪S1,s.
10. Constructing the graph TQFT I
In this section, we describe our maps for graph cobordisms which satisfy the following condition:
Definition 10.1. A cobordism W : Y0 → Y1 has enough ends if each connected component of W
intersects both Y0 and Y1 non-trivially.
In the subsequent Section 11, we define the maps cobordisms which may not have enough ends.
10.1. Cerf theoretic preliminaries. We need the following notion of a parametrized decomposi-
tion of a cobordism from [Juh16, Section 8.1]:
Definition 10.2. Suppose that W : Y0 → Y1 is a cobordism with enough ends. A parametrized
Kirby decomposition K of W consists of the following data:
(1) A decomposition
W = Wn ◦ · · · ◦W0,
where Wi is a cobordism from Yi to Yi+1, and Y0 = Y0 and Y1 = Yn+1.
(2) For each i ∈ {0, . . . , n}, a framed link Si ⊆ Yi, all of whose components have the same
dimension. The possibility Si = ∅ is not excluded.
(3) For each i ∈ {0, . . . , n}, a diffeomorphism Φi : W (Yi,Si) → Wi, defined up to isotopy, such
that Φi(0, y) = y, for all y ∈ Yi.
Furthermore, the following are satisfied:
(1) There is a c ∈ {0, . . . , n} such that Sc has dimension 1.
(2) If c > i, then Si has dimension 0. If i > c, then Si has dimension 2. (Note, we allow ∅ to
have any dimension).
(3) If dim(Si) = 0, then Si is empty or has 2 components. If dim(Si) = 2, Si is empty or has 1
component.
Proposition 10.3. Any two parametrized Kirby decompositions can be connected by a sequence of
the following moves and their inverses:
(KM -1): Adding or removing levels with S = ∅.
(KM -2): Pushing K forward under a diffeomorphism of W , which is the identity on ∂W and is
isotopic to the identity relative to ∂W .
(KM -3): Exchanging the relative ordering of two framed 0-spheres, which are in adjacent levels.
(KM -4): Exchanging the relative ordering of two framed 2-spheres, which are in adjacent levels.
(KM -5): Handlesliding the components of Sc (a framed 1-dimensional link) across each other.
(KM -6): Canceling a framed 0-sphere S0 with a framed 1-sphere K1 in the subsequent level, if
the belt sphere of S0 intersects K1 transversely in a single point.
(KM -7): Canceling a framed 2-sphere S2 with a framed 1-sphere K1 in the previous level, if the
belt sphere of K1 intersects S2 transversely in a single point.
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We omit the proof Proposition 10.3, and instead refer the reader to [Juh18, Section 2] and [Juh16,
Theorem 8.9] for a careful Morse theoretic argument. We content ourselves with a more detailed
topological description of the moves in Proposition 10.3.
Note that in Moves (KM -3)–(KM -7), we have not explained how the parametrizing diffeomor-
phisms are related. To this end, we note that if S and S′ are pairwise disjoint framed spheres in Y ,
then there are canonical diffeomorphisms
W (Y (S),S′) ◦W (Y, S) ∼= W (Y, S ∪ S′) ∼= W (Y (S′),S) ◦W (Y, S′).
For example the diffeomorphism W (Y (S),S′) ◦W (Y, S) ∼= W (Y, S ∪ S′) is obtained by noting that
W (Y (S),S′)◦W (Y,S) can be constructed by inserting a product layer [0, 1]×Y (S) into W (Y,S∪S′).
Hence a diffeomorphism is obtained by picking a collar neighborhood of Y (S) in W (Y,S), which is
unique up to isotopy. This describes the change in parametrizing diffeomorphisms in Moves (KM -3)
and (KM -4).
The change in parametrizing diffeomorphisms from Move (KM -5), a handleslide, is specified
similarly. SupposeK andK′ are two framed knots in Y , andK′′ is obtained by handleslidingK′ across
K. By our previous argument, there is a diffeomorphism between W (Y,K ∪K′) and W (Y (K),K′) ◦
W (Y,K), which is well defined, up to isotopy. Next, W (Y (K),K′) and W (Y (K),K′′) are canonically
diffeomorphic (up to isotopy), since K′ and K′′ are isotopic in Y (K). Finally, W (Y (K),K′′) ◦
W (Y,K) and W (Y,K∪K′′) are canonically diffeomorphic, up to isotopy, by our previous argument on
reordering handles. Composing these diffeomorphisms gives a diffeomorphism between W (Y,K∪K′)
and W (Y,K ∪K′′) which is well defined up to isotopy.
For the change in parametrizing diffeomorphism after handle cancellations, Moves (KM -6) and
(KM -7), we refer the reader to Juha´sz’s work [Juh18, Definition 2.17].
10.2. Graphs in 4-space. We need the following transversality result concerning the intersection
of graphs and the ascending and descending manifolds of a Morse function:
Lemma 10.4. Suppose that (W,Γ): (Y0,w0) → (Y1,w1) is a graph cobordism and f is a Morse
function on W , with gradient like vector field v.
(1) If Γ is disjoint from Crit(f), then for generic v, Γ is disjoint from the descending manifolds
of the index 1 critical points, and the ascending manifolds of the index 3 critical points.
Generically, Γ is disjoint from both the ascending and descending manifolds of the index 2
critical points.
(2) Suppose Γ is a fixed, abstract graph, and it : Γ → W is a family of embeddings, whose
intersection with ∂W is fixed for all t. For generic it, the image of Γ is disjoint from
Crit(f), and is disjoint from the descending manifolds of the index 1 critical points, and
the ascending manifolds of the index 3 critical points. Generically, there are finitely many
t where it(Γ) transversely intersects the ascending or descending manifold of an index 2
critical point of f . Generically, such intersections occur along the interior of an edge of Γ.
Proof. We begin with the first claim, concerning a fixed graph. The descending manifolds of index 1
critical points of f are 1-dimensional, so generically a graph will be disjoint, since W is 4-dimensional.
The same argument works for the ascending manifolds of index 3 critical points, which are also 1
dimensional. The ascending and descending manifolds of index 2 critical points are 2 dimensional,
so a graph will be disjoint, generically.
The second claim, concerning 1-parameter families of graphs, follows from the same reasoning. 
10.3. Definition of the graph cobordism maps. Let (W,Γ): (Y0,w0) → (Y1,w1) be a graph
cobordism with enough ends. Let K be a parametrized Kirby decomposition of W , which decomposes
W as
W = Wn ◦ · · · ◦W0.
Let c ∈ {0, . . . , n} denote the index of the 2-handle cobordism, and write Yc and Yc+1 for the
incoming and outgoing ends of Wc.
Suppose Γ is an embedded graph in W . The parametrizing diffeomorphisms of K naturally equip
each Wi with a Morse function and gradient like vector field (fi, vi), well defined up to isotopy in the
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handle attachment regions (see [Juh18, Lemma 2.15]). We can assume that the (fi, vi) glue together
to form a Morse function with gradient like vector field (f, v) on all of W .
We can assume, after a small perturbation of the Morse functions, that Γ is disjoint from Crit(f).
By Lemma 10.4, for generically chosen v, the graph Γ is disjoint from the descending manifolds of
the index 1 critical points, the ascending manifolds of the index 3 critical points, as well as both the
ascending and descending manifolds of the index 2 critical points. Flow each point of Γ along v until
it hits Yc. Note that we flow Γ∩ (Wn ◦ · · · ◦Wc) backwards along v, and we flow Γ∩ (Wc−1 ◦ · · · ◦W0)
forward along v. Write
Γc ⊆ Yc
for the resulting graph. By perturbing v slightly, we may assume that Γc is embedded in Yc.
Upgrade Γc to a flow-graph Gc by letting the initial and terminal vertices of Gc be the images of
the basepoints w0 ⊆ Y0 and w1 ⊆ Y1, under the flow of v.
Let S0, . . . ,Sn denote the framed links in Y0, . . . ,Yn, associated to K, and let Φi : W (Yi,Si)→Wi
denote the parametrizing diffeomorphisms. Let φi : Yi(Si) → Yi+1 denote the restriction of Φi to
the outgoing boundary of W (Yi,Si).
The type-A graph cobordism map is defined as
(10.1) FAW,Γ,s :=
(
n∏
i=c+1
(φi)∗ ◦ FYi,Si,si
)
◦ ((φi)∗ ◦ FYc,Sc,sc) ◦ AGc ◦
(
c−1∏
i=0
(φi)∗ ◦ FYi,Si,si
)
,
where si := Φ
∗
i (s|Wi).
We define the type-B maps by replacing AG with BG , in Equation (10.1).
Theorem 10.5. Suppose that (W,Γ): (Y0,w0)→ (Y1,w1) is a graph cobordism with enough ends.
(1) For fixed parametrized Kirby decomposition K, the maps FAW,Γ,s and FBW,Γ,s are unchanged
by smooth isotopies of the graph Γ (in the sense of Definition 3.4).
(2) The maps FAW,Γ,s and F
B
W,Γ,s are independent from the choice of parametrized Kirby decom-
position of W .
(3) If W = [0, 1] × Y , then FAW,Γ,s ' AG, where G is an immersed ribbon flow-graph which is
homotopic to the projection of Γ into Y . Similarly FBW,Γ,s ' BG.
Proof. We first verify Claim (1), independence from isotopies of Γ, for fixed K. Lemma 10.4 describes
the codimension 1 configurations which occur for a generic smooth isotopy Γt. At all but finitely
many t, the graph Γt will be disjoint from the descending manifolds of the index 2 critical points.
At all but these finitely many t, we may flow Γt along a gradient like vector field (either upwards
or downwards, depending on which portion of K the graph Γt lies in) until it intersects Yc, and
obtain an immersed flow-graph Gt in Yc. Homotopies of immersed flow-graphs, which fix boundary
vertices, do not affect the graph action map; see Remark 7.9. There are finitely many points of time
t where Γt crosses a descending manifold of an index 2 critical point. If t0 is such a value of t, and 
is sufficiently small, the induced flow-graphs Gt0− and Gt0+ are related by sliding an edge of Gt0−
across one of the link components of the framed link Sc.
Let G− denote Gt0− and let G+ denote Gt0+. We wish to show that
(10.2) FYc,Sc,sc ◦ AG− ' FYc,Sc,sc ◦ AG+ .
By Theorem 6.7 and Lemma 5.10, the graph action map commutes with 2-handle maps. However
in Y (S), the flow-graphs G− and G+ are isotopic. Consequently,
FYc,Sc,sc ◦ AG− ' AG− ◦ FYc,Sc,sc ' AG+ ◦ FYc,Sc,sc ' FYc,Sc,sc ◦ AG+ ,
establishing Equation (10.2). It follows that for fixed K, the maps FAW,Γ,s and FBW,Γ,s are invariant
from smooth isotopies of the graph Γ.
We now show that FAW,Γ,s is invariant from the choice of parametrized Kirby decomposition. It is
sufficient to show invariance from the Moves (KM -1)–(KM -7) from Proposition 10.3.
Invariance under Move (KM -1) (adding identity layers) is a tautology.
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Invariance from Move (KM -2) (pushing K forward under an isotopy) is established as follows.
Let (Φt)t∈[0,1] be an isotopy of W which is fixed on ∂W and satisfies Φ0 = idW . Let K be a
parametrized Kirby decomposition, and let K′ denote the pushforward of K under Φ1. Note that
tautologically, the map FAW,Γ,s, computed with K, agrees with FAW,Φ1(Γ),s, computed with K′. By our
previous argument, the graph cobordism maps (for fixed K) are invariant under smooth isotopies of
the graph, so the map FAW,Φ1(Γ),s, computed with K′, coincides with the map FAW,Γ,s, computed with
K′.
Invariance under Moves (KM -3) and (KM -4) (reordering disjoint 1-handles or 3-handles) follows
from Proposition 8.12.
Invariance under Move (KM -5) (handleslides) follows from Ozsva´th and Szabo´’s proof [OS06,
Lemma 4.14], and is a consequence of invariance under the Heegaard Floer groups under handleslides
of the α and β, together with an associativity argument.
Our proof of invariance under Move (KM -6) (canceling 1- and 2-handles) is formally the same
as Ozsva´th and Szabo´’s original proof [OS06, Lemma 4.16]. For notational simplicity, we focus on
the case when we are computing the 2-handle map of a single framed knot K1 in Y which cancels
a 1-handle, attached along S0 ⊆ Y . The general case when K1 is replaced by a framed link with
multiple components follows from essentially the same argument. We can view S0 and K1 as being
contained in a 3-ball in the original manifold Y . Hence we can find a Heegaard triple subordinate
to K1 in Y (S0) which locally looks like Figure 10.1. Fix a Spinc structure s ∈ Spinc(Y ). Let
ŝ denote the unique Spinc structure on W (Y,S0) extending s, and let t0 ∈ Spinc(W (Y (S0),K1))
denote the unique Spinc structure which evaluates trivially on the framed 2-sphere introduced by
S0, and restricts to s on Y ∼= Y (S0)(K1).
c
β0 α0
β′0
Figure 10.1. A region of a Heegaard triple subordinate to a framed knot
which cancels a 1-handle. The almost complex structure is stretched along the
curve c.
By Lemma 8.14, we can find almost complex structures on T2 × [0, 1]×R and Σ× [0, 1]×R such
that if J(T ) denotes the almost complex structure on (Σ#T2) × [0, 1] × R obtained by gluing the
two together, with neck length T along the circle c in Figure 10.1, then the 1-handle map FY,S0 ,̂s
satisfies
(10.3) FY,S0 ,̂s(x) = x× θ+α0,β0 .
If (Σ,α,β,w) denotes the original Heegaard diagram of Y , let β′ denote small isotopies of β.
The Heegaard triple (Σ#T2,α ∪ {α0},β ∪ {β0},β′ ∪ {β′0},w) is subordinate to a bouquet for K1.
By Theorem 9.7 and Equation (10.3),
(10.4) FY (S0),K1,t0(FY,S0 ,̂s(x)) = FY (S0),K1,t0(x× θ+α0,β0) = σ(Ψβ→β
′
α (x)),
where σ and Ψβ→β
′
α denote the maps from naturality associated to a simple stabilization and to the
small isotopy moving β to β′, respectively. Invariance under Move (KM -6) follows.
Invariance under Move (KM -7) follows by turning around the above argument for Move (KM -6).
We now verify Claim (3). Assume W = [0, 1] × Y . In this case, we can pick K to have a single
level, which has the empty framed sphere. The map FAW,Γ,s is, by definition, obtained by projecting
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Γ into Y and computing the map AG . The same argument works for the type-B map. The proof is
complete. 
11. Constructing the graph TQFT II: adding punctures
In this section, we define the cobordism maps when a cobordism does not have enough ends (in
the sense of Definition 10.1). The idea is to remove small 4-balls from W , and connect the new
copies of S3 to Γ by adding a new edge.
Combined with our proof of invariance for graph cobordisms with enough ends (Theorem 10.5),
this section concludes the construction of the graph cobordism maps and the proof of their invariance
(Theorem A).
For a fixed P , the chain complex CF−(∅) is defined to be the ring RP := F2[Up1 , . . . , Upn ], where
P = {p1, . . . , pn}, with vanishing differential.
11.1. 0- and 4-handle maps. Suppose that (Y,w) is a multi-pointed 3-manifold, equipped with
a coloring σ : w → P . Let (S3, w0) denote a new copy of S3, and let σ′ : w ∪ {w0} → P be an
extension of σ.
If (Σ,α,β,w) is a diagram for (Y,w), and (S2, w0) is a genus 0 diagram for S
3 with no α or β
curves (alternatively, if one wants to avoid Heegaard diagrams with no curves, one can use a genus
1 diagram for S3, with a single α and β curve).
There is a canonical chain isomorphism
(11.1) CF−(Σ,α,β,wσ, s) ∼= CF−(Σ ∪ S2,α,β, (w ∪ {w0})σ′ , s ∪ s0),
obtained by sending U i1p1 · · ·U inpn · x to U i1p1 · · ·U inpn · x, where x ∈ Tα ∩ Tβ and Up1 , . . . , Upn are the
variables in the ring RP .
The 4-manifold corresponding to a 0-handle attachment is the disjoint union of [0, 1]×Y with B4.
Writing s0 for the unique element of Spin
c(S3), we define the 0-handle map
FY,0 : CF
−(Y,wσ, s)→ CF−(Y ∪ S3, (w ∪ {w0})σ′ , s ∪ s0)
using the canonical isomorphism in Equation (11.1).
There is also a 4-handle map
FY ∪S3,4 : CF
−(Y ∪ S3, (w ∪ {w0})σ′ , s ∪ s0)→ CF−(Y,wσ, s),
also defined using the canonical isomorphism in Equation (11.1).
11.2. Puncturing graph cobordisms. Suppose that (W,Γ): (Y0,w0) → (Y1,w1) is a graph
cobordism without enough ends. Construct a new 4-manifold W ′ by removing a collection of 4-
balls from W , which are disjoint from Γ. For each new copy of S3 in ∂W ′, we add a new edge to Γ
which connects the new S3 to a point along the interior of an edge of Γ. The new vertices may be
labeled with any cyclic order. We designate the new copies of S3 in the boundary as incoming or
outgoing, in such a way that (W ′,Γ′) has enough ends, in the sense of Definition 10.2. Let F0 denote
the 0-handle maps corresponding to the new incoming boundary components, and let F4 denote the
4-handle maps corresponding to the new outgoing boundary components.
We now define
(11.2) FAW,Γ,s := F4 ◦ FAW ′,Γ′,s|W ′ ◦ F0,
and define FBW,Γ,s similarly.
It remains to show that Equation (11.2) is well defined. Since any two puncturings of (W,Γ)
can be related by a common puncturing (up to diffeomorphism), it is sufficient to show that the
puncturing operation does not change the maps for cobordisms which already have enough boundary
components:
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Proposition 11.1. Suppose that (W,Γ): (Y0,w0) → (Y1,w1) is a graph cobordism with enough
ends, and (W ′,Γ′) is obtained by removing a 4-ball from W , and connecting the new boundary
component to a point on the interior of an edge of Γ. If the new S3 is designated as incoming, then
FAW,Γ,s ' FAW ′,Γ′,s|W ′ ◦ FY0,0.
If the new S3 is designated as outgoing, then
FAW,Γ,s ' FY1∪S3,4 ◦ FAW ′,Γ′,s|W ′ .
Proof. We focus on the case when the new S3 is designated as incoming. The argument for the
other case is similar. A handle decomposition of W ′ is obtained from a handle decomposition of W
by adding in a 1-handle which connects the new copy of S3 to Y0. Let S0 denote the corresponding
0-sphere in Y ∪ S3, and let FY0∪S3,S0 denote the map for this 1-handle. Immediately from the
definitions, we have
(11.3) FY0∪S3,S0 ◦ FY0,0 = S+w0 ,
where w0 is the basepoint which was added by the 0-handle map.
Let Yc denote the level set in W corresponding to the incoming boundary of the 2-handle portion
of W , and let Gc ⊆ Yc denote the flow-graph obtained by isotoping Γ along the flowlines of a gradient
like vector field on W . Let G′c denote the flow-graph obtained by isotoping Γ′ into Yc using the flow
of a gradient like vector field on W ′. Let w′0 denote the image of w0 in Yc. We can assume that G′c
is obtained from Gc by connecting w′0 to the interior of an edge of Gc with an arc.
Using Equation (11.3) and the fact S+w0 can be commuted with the 1-handle maps of W using
Lemma 8.13, the main statement reduces to showing that
AGc = AG′c ◦ S+w′0 .
We note that, by definition, the function AG′c ◦ S+w′0 is equal to the graph action map of G
′
c, with
w′0 viewed as an interior vertex. By the trivial strand relation in Lemma 7.15, it follows that the
induced map is chain homotopic to AGc , completing the proof. 
12. The composition law
We now prove the composition law for graph cobordisms:
Theorem C. Suppose that a graph cobordism (W,Γ) can be decomposed as the composition
(W,Γ) = (W2,Γ2) ◦ (W1,Γ1).
If s1 ∈ Spinc(W1) and s2 ∈ Spinc(W2), then
FAW2,Γ2,s2 ◦ FAW1,Γ1,s1 '
∑
s∈Spinc(W )
s|W1=s1
s|W2=s2
FAW,Γ,s.
The same relation holds for the type-B maps.
Proof. First, note that the 0-handle maps of FAW2,Γ2,s2 can be commuted to the right of all of the
factors of FAW1,Γ1,s1 . Similarly the 4-handle maps of F
A
W1,Γ1,s1
can be commuted to the left of all of
the factors of FAW2,Γ2,s2 . Consequently, it is sufficient to prove the composition law for cobordisms
with enough ends (in the sense of Definition 10.1).
Pick parametrized Kirby decompositions K1 and K2, for W1 and W2, respectively. We can stack
K1 and K2 to get a decomposition of K of W into elementary cobordisms, though K will not in
general be a parametrized Kirby decomposition, as the handles do not appear in the correct order,
and there are two levels with 2-handles. We will refer to a decomposition of W into parametrized
cobordisms, with at most two levels with 2-handles, as a semi-Kirby decomposition of W .
Let G1 denote the flow-graph in W1 obtained by isotoping Γ1 along the flow-lines of a gradient
like vector field until it lies in the incoming boundary of the level of W1 containing the 2-handles.
Let G2 denote the analogous flow-graph in a level of W2.
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The ascending manifolds of the index 3 critical points of W1 are (after generic perturbation)
disjoint from the descending manifolds of the index 1 and 2 critical points of W2, as well as the
flow-graph G2. Consequently, we may topologically move all of the 3-handles of K1 to the left of
the 1-handles, 2-handles and flow-graph of W2, to obtain a new semi-Kirby decomposition of W .
Moving the 3-handles past the 1-handles and 2-handles of W2 does not affect the composition by
Theorem 8.8 and Lemma 8.12. Commuting 3-handle maps past a graph action map for a flow-graph
which is disjoint from the attaching sphere amounts to commuting the free-stabilization and relative
homology maps (which are used to build the graph action map) past the 3-handle map. The free-
stabilization and relative homology maps commute with the 3-handle maps by Lemmas 8.11 and
8.13.
In an entirely analogous manner, the 1-handle maps of W2 may be commuted to the right of the
3-handles, 2-handles and flow-graph of W1.
Generically the ascending manifolds of the 2-handles in W2 will be disjoint from G2, and conse-
quently we may topologically move G2 past the 2-handles of W2 and obtain a flow-graph G′2 in the
same level as G1. Commuting the graph action map of G2 with the 2-handle map of W1 amounts to
commuting the free-stabilization and relative homology maps past the 2-handle map, which can be
done using Lemma 5.10 and Theorem 6.7.
By Part (b) of Theorem 7.1, we have AG′2 ◦ AG1 = AG′2∪G1 .
In summary, we have shown that the composition FAW2,Γ2,s2 ◦ FAW1,Γ1,s1 is equal to the compo-
sition of handle maps and graph action map of a semi-Kirby decomposition, which fails to be a
parametrized Kirby decomposition only in that it has two levels with 2-handles. Since these two
levels are consecutive, by using the composition law for 2-handle maps in Lemma 9.11, the general
Spinc composition law is obtained. 
13. Path cobordisms and the normalization axiom
Suppose (Y,w) is a multi-pointed 3-manifold. Using the composition law, it follows that if
(W,Γ): (Y0,w0)→ (Y,w) is a graph cobordism and s ∈ Spinc(W ), then
FA[0,1]×Y,[0,1]×w,s|Y ◦ FAW,Γ,s ' FAW,Γ,s.
This of course does not imply that FAW,Γ,s is the identity map. In the study of TQFTs, the relation
FA[0,1]×Y,[0,1]×w,t ' idCF−(Y,w,t)
is often referred to as the normalization axiom (see [Tur94, Section 1.4]). In this section, we prove
the following (modulo a technical result, which we prove in Section 14):
Theorem B. Suppose that (W,Γ): (Y0,w0)→ (Y1,w1) is a graph cobordism, and Γ is a collection
of paths, each connecting w0 to w1.
(1) The A and B versions coincide:
FAW,Γ,s ' FBW,Γ,s.
(2) Suppose φ : (Y,w) → (Y,w) is an orientation preserving diffeomorphism, and let W (φ)
denote the mapping cylinder (i.e. [0, 1] × Y , with {0} × Y identified with Y via idY and
{1} × Y identified with Y via φ). Then
FAW (φ),[0,1]×w,s ' FBW (φ),[0,1]×w,s '
(
φ∗ : CF−(Y,wσ, s)→ CF−(Y,wφ∗σ, φ∗s)
)
.
(3) Suppose (W,γ) : (Y0, w0) → (Y1, w1) is a cobordism such that W, Y0 and Y1 are nonempty
and connected, and γ is a path from w0 to w1. Then F
A
W,γ,s ' FBW,γ,s, and both maps coincide
with the map defined by Ozsva´th and Szabo´.
Proof. Using naturality of the Heegaard Floer groups, the first and second claims amount to showing
that if G = (Γ,w0,w1) is a flow-graph in Y such that w0 and w1 are pairwise disjoint collections of
points in Y , and Γ consists of arcs, each connecting a point of w0 to a point of w1, then
(13.1) AG ' BG ' (φΓ)∗,
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where φΓ : (Y,w0)→ (Y,w1) is the diffeomorphism obtained by moving w0 to w1 along Γ.
Similarly, to prove the third claim, we note our maps FAW,γ,s and F
B
W,γ,s are defined in Equa-
tion (10.1) by writing W as a composition of 1-, 2- and 3-handles. The equivalence of our definition
of the 1- and 3-handle maps with Ozsva´th and Szabo´’s construction is established in Lemma 8.14.
Our definition of the 2-handle maps coincides exactly with their definition. The only remaining
difference between our map and theirs is that our map includes a graph action map between the 1-
and 2-handle maps, for a flow-graph that consists of a single arc. Equation (13.1) implies that this
graph action map is chain homotopic to a basepoint moving diffeomorphism map, from which the
main claim follows.
It remains to establish Equation (13.1). We leave this for the final section; see Theorem 14.11. 
14. Basepoint moving maps and the normalization axiom
If λ is a path in Y from w to w′, in this section we prove that the diffeomorphism map λ∗, obtained
by pushing w to w′ along λ, satisfies
(14.1) λ∗ ' S−wAλS+w′ .
See Theorem 14.11. Using Equation (14.1), we finish our proof of Theorem B (the normalization
axiom) and prove Theorem F (our formula for the pi1-action).
14.1. A transition map computation. A key ingredient in our proof of Theorem 14.11 is a
computation of the transition map shown in Figure 14.1.
Suppose thatH0 = (Σ,α,β,w0∪{z}) is a multi-pointed Heegaard diagram and z is a distinguished
basepoint. We consider the free-stabilized diagrams,
H1 = (Σ,α ∪ {α1},β ∪ {β1},w0 ∪ {w,w′}) and H2 = (Σ,α′ ∪ {α2},β′ ∪ {β2},w0 ∪ {w,w′}),
obtained by removing z from H0, and inserting the diagrams shown in Figure 14.1 into the region
which contained z. The curves α′ and β′ are small Hamiltonian isotopies of α and β. The case that
w0 = ∅ is not excluded. A key step in our proof of Equation (14.1) is to compute the transition
map between H1 and H2.
ww′ ΨH1→H2
H1
α1β1 β2 α2
(Σ,α,β,w0) (Σ,α
′,β′,w0)
H2
ww′
# #
Figure 14.1. The diagrams H1 and H2 considered in Theorem 14.1.
We introduce some notation. If C is a module over the ring F2[Uz], we write CUz→Uw for the
tensor product:
CUz→Uw := C ⊗F2[Uz ] F2[Uz, Uw]/(Uw − Uz),
which we think of as the module obtained by formally setting Uz to the variable Uw. If F : C1 → C2
is a map of F2[Uz]-modules, write FUz→Uw for the induced map
FUz→Uw := F ⊗ idF2[Uz,Uw]/(Uw−Uz) .
If R is a ring of characteristic 2 and F : C1 → C2 is a map of R-modules, write (F )Uw for the map
of R⊗F2 F2[Uw]-modules
(14.2) FUw := F ⊗ idF2[Uw] : C1 ⊗F2 F2[Uw]→ C2 ⊗F2 F2[Uw]
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Finally, we introduce a convenient matrix notation. Let V denote the 2-dimensional vector space
〈θ+, θ−〉. If F is a homomorphism
F : C1 ⊗F2 V → C2 ⊗F2 V,
then we will write F as a 2× 2 block matrix. We always use the ordered basis (θ+, θ−), so the first
row and column of such a matrix correspond to θ+, and the second row and column to θ−.
Theorem 14.1. Let H1 and H2 denote the free-stabilized diagrams in Figure 14.1. There are
choices of almost complex structures J1 and J2 on H1 and H2, respectively, such that J1 can be used
to compute S+w and S
−
w , and J2 can be used to compute S
+
w′ and S
−
w′ , such that (for some choice of
intermediate diagrams and almost complex structures)
Ψ(H1,J1)→(H2,J2) =
(
(Ψβ
′
α→α′)
Uz→Uw′
Uw
◦ (Ψβ→β′α )Uz→UwUw′ 0
∗ (Ψβ′α→α′)Uz→Uw′Uw ◦ (Ψβ→β
′
α )
Uz→Uw
Uw′
)
.
Here Ψβ→β
′
α denotes the transition map from CF
−(Σ,α,β,w0∪{z}, s) to CF−(Σ,α,β′,w0∪{z}, s),
and Ψβ
′
α→α′ is defined similarly.
We remark that the component marked ∗ can be computed explicitly. It is equal to
(14.3) (Φβ
′
α→α′)
Uz→Uw′
Uw
◦
∑
i,j≥0
U iwU
j
w′(∂i+j+1)Uw,Uw′
 ◦ (Φβ→β′α )Uz→UwUw′ ,
though we do not need this fact to prove Theorem 14.11. Equation (14.3) can be proven by a
small modification of Lemma 14.22, below. In Equation (14.3), the expression ∂i+j+1 is obtained by
writing the differential on CF−(H0, s) as
(∂H0) =
∞∑
i=0
∂iU
i
z.
The proof of Theorem 14.1 involves computing several holomorphic triangle maps and several
non-cylindrical holomorphic strip counts.
α1 β2
(Σ,α,β′,w0)
ww′
H1.5
#
Figure 14.2. The intermediate diagram H1.5.
On H1, H1.5, and H2 we will write Jα for an almost complex structure which is stretched along
the circles c and cα in Figure 14.3. We write Jβ for an almost complex structure which is stretched
along the circles c and cβ in Figure 14.3.
To help simplify the statements of some of the results in this section, we prove the following:
Lemma 14.2. Let H be one of H1, H1.5 or H2. If T = (T, T ′), write Jα(T) for an almost complex
structure which has been stretched along c and cα, with neck-lengths T and T
′. There is a constant
N such that if T1 and T2 are two pairs of neck lengths, all of whose components are greater than
N , then there is a non-cylindrical almost complex structure J˜ interpolating Jα(T1) and Jα(T2)
satisfying
ΨJα(T1)→Jα(T2) := ΨJ˜ =
(
id 0
0 id
)
.
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(H1.5, Jα)
α1 β2
(Σ,α,β′,w0)
ww′
(Σ,α,β′,w0)
α1 β2
ww′
(H1.5, Jβ)
ΨJα→Jβ
c c
cα cβ
# #
Figure 14.3. The almost complex structures Jα and Jβ for H1.5.
Proof. We focus on the case that H = H1. The statement is proven similarly for H1.5 and H2. The
proof is a double neck stretching argument. Suppose that T1,i and T2,i are two sequences of pairs of
neck-lengths, all of whose components approach +∞. Write T1,i = (T1,i, T ′1,i) and T2,i = (T2,i, T ′2,i).
Define
Tmin,i = min(T1,i, T2,i) and T
′
min,i = min(T
′
1,i, T
′
2,i).
We decompose neighborhoods of c and cα as unions of three annuli, as shown in Figure 14.4:
N(c) = N1 ∪N2 ∪N3 and N(cα) = N ′1 ∪N ′2 ∪N ′3.
Construct interpolating almost complex structures J˜i between Jα(T1,i) and Jα(T2,i). We require
that the almost complex structures J˜i be split on each of N1, N3, N
′
1 and N
′
3 (in particular, J˜i is
cylindrical on these regions). Furthermore, we require that J˜i be chosen so that N1 and N3 are both
conformally equivalent to S1 × [0, Tmin,i/3], and so that N ′1 and N ′3 are conformally equivalent to
S1 × [0, T ′min,i/3]. Further, we assume that J˜i is only non-cylindrical in the regions N2 and N ′2. We
can pick J˜i so that projection from Σ× [0, 1]× R to [0, 1]× R is holomorphic.
α1 β1
m2
m1
n2n1
α1 βl1
m2
m1
n2n1
N(cα) N(c)
N ′2N
′
1N
′
3 N2N1N3D0
A0
βm1
Σ0
Figure 14.4. Decomposing the stretching regions in Lemma 14.2.
Write
(14.4) ΨJ˜i =
(
Ai Bi
Ci Di
)
.
If φ#φ0 ∈ pi2(x× x,y × y) is a Maslov index 0 class of disks, then Equation (6.6) implies
(14.5) µ(φ#φ0) = µ(φ) + gr(x, y) + 2m2(φ0).
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Classes with gr(x, y) = 1 contribute to Ci, classes with gr(x, y) = 0 contribute to Ai or Di, and
classes with gr(x, y) = −1 contribute to Bi.
Given a sequence ui of J˜i-holomorphic curves representing φ#φ0, we may extract a subsequence
which converges to broken holomorphic curves on the diagrams (S2, α1, β
l
1), (S
2, βm1 ) and (Σ,α,β),
whose total homology class is φ#φ0. The curves β
l
1 and β
m
1 are the result cutting β1 along its
intersection with cα, and then collapsing the ends to a point; see Figure 14.4. Furthermore, the
broken limiting curves are pseudo-holomorphic for cylindrical almost complex structures.
In somewhat more detail, to construct such a convergent subsequence, let D0 denote the disk
component of Σ \N(cα) containing α1, and let A0 denote the annulus between N(c) and N(cα), as
in Figure 14.4. Let Σ0 denote the component of Σ \N(c) which is disjoint from w and w′.
If ui is J˜i-holomorphic, we take preimages of ui into subregions of Σ × [0, 1] × R to construct
holomorphic curves with additional boundary circles, uli, u
m
i and u
r
i , which map into the 4-manifolds
(D0 ∪N ′3)× [0, 1]×R, (N ′1 ∪A0 ∪N3)× [0, 1]×R and (N1 ∪Σ0)× [0, 1]×R, respectively. These are
holomorphic curves for cylindrical almost complex structures. We can view ((D0∪N ′3)×[0, 1]×R, J˜i)
as being contained in ((D0 ∪ N ′3) × [0, 1] × R, J˜k), whenever Tmin,i ≤ Tmin,k. Consequently, given
such a sequence ui, we may find a subsequence such that u
l
i, u
m
i and u
r
i each converge to curves in
the punctured manifolds S2 \ {p0}× [0, 1]×R, S1 ×R× [0, 1]×R and Σ \ {p}× [0, 1]×R, where p0
and p denote the connected sum points corresponding to the circles cα and c, respectively.
Consequently, φ and φ0 admit broken homomorphic representatives on (Σ,α,β) and (S
2, α1, β
l
1).
In particular µ(φ) ≥ 0, so Equation (14.5) implies
m2(φ0) = 0 and gr(x, y) ≤ 0.
Hence, Bi = 0 for large i, since Bi counts curves with gr(x, y) = +1
Next, we consider classes with gr(x, y) = 0 (which contribute to Ai and Di). Since φ admits a
broken representative and has index 0 by Equation (14.5), we conclude that φ must represent the
constant class ex. It is straightforward to see that this also implies that φ0 is the constant class ex.
Conversely, since J˜i is cylindrical in a neighborhood of all the intersection points, the index 0 classes
ex × ex have unique J˜i-holomorphic representatives for all i. Consequently Ai = Di = id.
We now consider classes with gr(x, y) = −1, which contribute to Ci. For such classes, Equa-
tion (14.5) and the inequality µ(φ) ≥ 0 imply
µ(φ) = 1 and m2(φ0) = 0.
Since µ(φ) = 1, transversality implies that the limiting curve on (Σ,α,β) is a non-broken index 1
flow line. Since projection to [0, 1]×R is J˜i-holomorphic, the asymptotics of the curves on (S2, βm1 )
must match the curve on (Σ,α,β) at the connected sum point. Since the limiting curve on (Σ,α,β)
is a genuine flow line, its asymptotics at the connected sum point consist of m1(φ0) points in [0, 1]×R
(which we can assume are distinct, for a generically chosen almost complex structure). The only
curve on the partial diagram (S2, βm1 ) which could match m1(φ0) distinct points in [0, 1]×R consists
of m1(φ0) copies of S
2 which each map constantly to the [0, 1]×R factor, as well as some collection
of βm1 -boundary degenerations, which have m1 = 0. The 2-spheres contribute equally to m1(φ0) and
n2(φ0), while the boundary degenerations only contribute to n2(φ0). Consequently,
(14.6) n2(φ0) ≥ m1(φ0).
Since φ0 ∈ pi2(θ−, θ+) and m2(φ0) = 0, we must have
(14.7) m1(φ0) + 1 = n1(φ0) + n2(φ0).
(Equation (14.7) is satisfied for all classes φ0 ∈ pi2(θ−, θ+) with m2(φ0) = 0). Equation (14.7)
contradicts Equation (14.6), so Ci must be zero for large i. 
We now describe a refinement of the differential computation of Proposition 6.5. The following
computation is similar to [OS08, Proposition 6.5], though the placement of basepoints and choices
of almost complex structures are different than they consider. Recall that H1.5 is the stabilization
of H0 shown in Figure 14.2.
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Lemma 14.3. Let Jα denote an almost complex structure on H1.5 which is stretched along c and
cα. For sufficiently large neck lengths along c and cα, we have
∂H1.5,Jα =
(
(∂H0)
Uz→Uw Uw + Uw′
0 (∂H0)
Uz→Uw
)
.
If Jβ denotes an analogous almost complex structure stretched sufficiently along c and cβ, then
∂H1.5,Jβ =
(
(∂H0)
Uz→Uw′ Uw + Uw′
0 (∂H0)
Uz→Uw′
)
.
Proof. We focus on computing ∂H1.5,Jα ; the computation for Jβ is a straightforward modification.
Write
∂H1.5,Jα =
(
A B
C D
)
.
By Lemma 14.2, if the claim holds any pair of arbitrarily large neck lengths, then it holds for all
sufficiently large pairs of neck-lengths (regardless of their relative lengths).
Let m1, m2, n1 and n2 denote the multiplicities of the regions of (S
2, α1, β2, w, w
′) shown in Figure
14.5.
θ+
θ−
w′ w
α1 β2
m2
n1 n2
m1
w
α1
βm2
n2m1
w′
cc
cα
(H1.5, Jα)
βl2
Figure 14.5. Stretching along cα. On the left are multiplicities m1, m2, n1 and
n2. On the right we illustrate how the almost complex structure degenerates as we
stretch Jα along cα.
Suppose φ#φ0 ∈ pi2(x×x,y× y) is a homology class of disks on H1.5. Lemma 6.4 adapts to show
(14.8) µ(φ#φ0) = µ(φ)− gr(x, y) + 2m2(φ0).
Classes with gr(x, y) = 1 contribute to C. Classes with gr(x, y) = 0 contribute to A or D. Classes
with gr(x, y) = −1 contribute to B.
We begin by computing B. Suppose φ#φ0 ∈ pi2(x × θ−,y × θ+) is a class counted by B. By
stretching sufficiently along c, we may assume that φ has a broken representative, and consequently
µ(φ) ≥ 0. Equation (14.8) implies that µ(φ) = m2(φ0) = 0. Since φ has a broken representative,
it follows that φ is a constant class ex. Since m2(φ0) = m1(φ0) = 0, we conclude that φ0 must
have domain equal to one of the two bigons going over w or w′. These classes also have a unique
holomorphic representative. Consequently, the map B is multiplication by Uw + Uw′ , as claimed.
We now compute the maps A andD, which count classes with gr(x, y) = 0. Equation (14.8) implies
that µ(φ) = 1 and m2(φ0) = 0. Let us fix a neck length along cα. By the proof of Proposition 6.5,
for sufficiently large neck-length along c, there is an identification
(14.9) M(φ#φ0) ∼= {(u, u0) ∈M(φ)×M(φ0) : ρp(u) = ρp0(u0)} ,
where p and p0 denote the connected sum points on Σ and S
2. Note that the required neck-length
along c for Equation (14.9) to hold may depend on the fixed neck-length along cα.
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By the proof of Proposition 6.5, we know if θ ∈ {θ+, θ−} and d ∈ Symm([0, 1] × R) is a fixed,
generic element, then
(14.10)
∑
φ0∈pi2(x,x)
m2(φ0)=0
m1(φ0)=m
#M(φ0,d) ≡ 1 (mod 2).
Equations (14.9) and (14.10) together imply that if µ(φ) = 1 and θ ∈ {θ+, θ−}, then
(14.11) #M̂(φ) ≡
∑
φ0∈pi2(θ,θ)
m2(φ0)=0
m1(φ0)=m1(φ)
#M̂(φ#φ0) (mod 2).
Note that Equation (14.11) almost gives us the desired identification of A and D, except it does not
inform us about the multiplicity on the basepoints w′ and w. By considering the multiplicities in
the four regions around θ+, we know if φ0 ∈ pi2(θ, θ) has m2(φ) = 0, then
(14.12) m1(φ0) = n1(φ0) + n2(φ0).
The integer m1(φ0) is the power of Uz contributed by φ to ∂H0 , while n1(φ0) and n2(φ0) are the
powers of Uw and Uw′ , respectively, contributed by φ#φ0 to ∂H1.5 .
We finish our claim about the maps A and D, it is sufficient to show that if d ∈ Symm([0, 1]×R)
is a fixed point, then for almost complex structure sufficiently stretched along cα, the only classes
φ0 ∈ pi2(θ, θ) with non-empty M(φ0,d) have n2(φ0) = m1(φ0) and n1(φ0) = 0. This implies that
any curve which makes non-trivial contribution to A or D is counted with a factor of U
m1(φ)
w and
no factor of Uw′ . We prove this in the following subclaim:
Subclaim 14.3.1. Suppose d ∈ Symm([0, 1] × R) is not contained in the fat-diagonal, and also
does not contain any points of {0, 1} × R. Suppose φ0 ∈ pi2(θ, θ) has m2(φ0) = 0, m1(φ0) = m and
n1(φ0) > 0. If the almost complex structure on S
2× [0, 1]×R is sufficiently stretched along cα, then
M(φ0,d) is empty.
Proof. The argument is similar to our proof of Lemma 14.2. As we let the stretching parameter
approach +∞, we can extract broken limiting curves on (S2, α1, βl2) and the degenerate diagram
(S2, βm2 ). See Figure 14.5. The curves β
l
2 and β
m
2 are obtained by cutting β2 along cα, and collapsing
the endpoints.
Consider the limiting curves on (S2, βm2 ). Since these arose as the limit of curves which matched
d, the limiting curves must also match d at the point p0 (recall that p0 corresponds to the circle c in
Figure 14.5). There are no α curves on the degenerate diagram (S2, βm2 ). Consequently, any limiting
curve either has no boundary, or has boundary which maps to βm2 . Any curve which has boundary
on βm2 must map locally constantly to {0}×R ⊆ [0, 1]×R, by the maximum principle. Consequently,
the curves which match d can only be spheres which map to S2 × {d} ⊆ S2 × [0, 1] × R for d ∈ d,
together with boundary degenerations which do not cover p0. Such a sphere contributes equally to
m1 and n2, while a boundary degeneration not covering p0 only contributes to n2. Consequently, if
M(φ0,d) is non-empty for sufficiently stretched along complex structure, then
(14.13) m1(φ0) ≤ n2(φ0).
Combined with Equation (14.12), since all multiplicities are non-negative, Equation (14.13) implies
that if M(φ0,d) is nonempty, then m1(φ0) = n2(φ0) and n1(φ0) = 0, completing the proof. 
We now prove that C is zero (recall C counts representatives of classes in pi2(x × θ+,y × θ−)).
For such classes, Equation (14.8) constrains m2(φ0) to be in {0, 1}.
If m2(φ0) = 1, then Equation (14.8) implies that µ(φ) = 0, forcing φ to be a constant class, and
φ0 to be the bigon m2(φ0) = 1. This class has a unique holomorphic representative. If m2(φ0) = 0,
then Equation (14.8) implies that if the almost complex structure is sufficiently stretched along c,
then µ(φ) = 2. It remains to count such classes and show that their total counts cancel the bigons
with m2(φ0) = 1.
GRAPH COBORDISMS AND HEEGAARD FLOER HOMOLOGY 87
We prove a helpful subclaim:
Subclaim 14.3.2. Suppose that di ∈ [0, 1]×R is a sequence of points approaching the line {0}×R,
and suppose φ ∈ pi2(x,y) is a Maslov index 2 class on (Σ,α,β′). If the matched moduli space
M(φ, di) is nonempty for arbitrarily large i, then φ has domain equal to a connected component of
Σ \ β.
Proof. Let ui be a sequence of curves inM(φ, di). Since p is contained in Σ\ (α∪β), any curve u in
the limit with np(u) 6= 0 must have pi[0,1]×R ◦ u constant, by the maximum principle. Consequently,
u must have domain equal to [Σ], or to a β-boundary degeneration. Since such curves have Maslov
index at least 2, and any other curves which appear will achieve transversality by Proposition 4.4,
no additional curves may appear in the limit. The proof is complete. 
The only non-negative class φ0 ∈ pi2(θ+, θ−) with m1(φ0) = 1 and m2(φ0) = 0 is the bigon with
m1(φ0) = 1. Define the point
d(φ0) := (u ◦ pi[0,1]×R)
(
(u ◦ piS2)−1(p0)
) ∈ [0, 1]× R,
where u is a representative of the bigon φ0 (well defined up to R translation). Note that d(φ0)
depends on the choice of almost complex structure on S2 × [0, 1] × R. By stretching along cα, we
can make d(φ0) arbitrarily close to {0} × R. Let us fix a neck length along cα, so the conclusion of
Subclaim 14.3.2 holds.
Having fixed a neck-length along cα, we now stretch along c. Suppose φ#φ0 admits a sequence
of holomorphic representatives for a sequence of neck lengths along c which approach +∞. We can
extract broken limits. The curve appearing on S2 × [0, 1] × R will be a representative of the bigon
φ0. On Σ × [0, 1] × R, there will be a curve in M(φ′, d(φ0)), for some class φ′. We claim that φ′
must actually be equal to the class φ. Using Proposition 4.4, it is straightforward to show that any
curves appearing in the limit either achieve transversality, or have the homology class of a boundary
degeneration or have domain [Σ]. Classes which have domain [Σ] or which have the domain of a
boundary degeneration have Maslov index at least 2 by Equation (5.5). Hence, other curves are
prohibited from appearing in the limit by a dimension count, since µ(φ) = 2. Consequently, φ = φ′.
Subclaim 14.3.2 implies that since M(φ, d(φ0)) is nonempty, φ must have domain equal to a
connected component of Σ \ β.
Having restricted the homology classes which can contribute to C, we now count their holomorphic
representatives. Let φ#φ0 ∈ pi2(x× θ+,x× θ−) denote an index 1 homology class with m1(φ0) = 1
and m2(φ0) = 0, such that the domain of φ is a connected component of Σ \ β.
Let φ′ denote the Maslov index 1 bigon going over w′. Splicing φ#φ0 and φ′ together, we get
the Maslov index 2 homology class B′x×θ+ = φ
′ ∗ (φ#φ0) ∈ pi2(x × θ+,x × θ+). The moduli
space M̂(B′x×θ+) is 1-dimensional. We count its ends. One end corresponds to the boundary
degenerations in N̂ β(B′x×θ+), which have total count equal to 1 by [OS08, Theorem 5.5]. The other
ends correspond to representatives of B′x×θ+ breaking into two holomorphic strips. Our previous
argument implies that the only other end of M̂(B) consists of the broken holomorphic strip consisting
of a representative of φ#φ0 and a representative of the bigon φ
′.
Summing over the ends of M̂(B′x×θ+), we conclude
#N̂ β(B′x×θ+) + #M̂(φ#φ0) ·#M̂(φ′) = 0.
Since #N̂ β(B′x×θ+) = #M̂(φ′) = 1, we conclude that #M̂(φ#φ0) = 1.
It follows that C = 0, completing the proof. 
In a similar manner to Lemma 14.3, we may compute the differentials on H1 and H2:
Lemma 14.4. The differentials ∂H1,Jα and ∂H1,Jβ have the same form:
∂H1,Jα = ∂H1,Jβ =
(
(∂H0)
Uz→Uw Uw + Uw′
0 (∂H0)
Uz→Uw
)
.
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θ−
θ+
w
w′
α1 β1
m2n1 n2
m1
c
cα
(H1, Jα)
Figure 14.6. Multiplicities on H1.
Furthermore, using the multiplicities from Figure 14.6, the index 1 Jα-holomorphic curves counted
by ∂H1,Jα satisfy the following:
(1) Any Maslov index 1 class in pi2(x × θ+,y × θ+) or pi2(x × θ−,y × θ−) with holomorphic
representatives has n1 = m2 = 0 and n2 = m1.
(2) The index 1 classes in pi2(x × θ+,y × θ−) with holomorphic representatives have domain
equal to one of the two bigons with n1 = 1 or n2 = 1 (and all other multiplicities zero).
(3) The index 1 classes in pi2(x× θ−,y× θ+) with holomorphic representatives have one of two
domains. One domain is a bigon on (S2, α1, β1) with m2 = 1 (and all other multiplicities
zero). The other domain is the connected sum of the bigon on (S2, α1, β1) with m1 = 1,
together with the domain on (Σ,α,β) consisting of the connected component of Σ \β which
contains the connected sum point. Any class with either domain has one representative,
modulo 2.
Similar statements hold for ∂H1,Jβ , ∂H2,Jα and ∂H2,Jβ .
Proof. The differential ∂H1,Jα counts the same holomorphic curves as ∂H1.5,Jα , which is analyzed in
Lemma 14.3. The present claim is proven by repeating the argument therein, while keeping track of
the multiplicities over the basepoints, as they appear in H1. 
We now compute the change of almost complex structure map ΨJα→Jβ on CF
−(H1.5, s).
Lemma 14.5. Consider the almost complex structures Jα and Jβ on H1.5, obtained by stretching
along c and cα, or c and cβ, respectively. Whenever the necks along c are sufficiently large,
(14.14) ΨJα→Jβ =
(
id 0
∗ id
)
.
If all necks are sufficiently long, then the ∗ component may be identified with
∗ =
∑
i,j≥0
U iwU
j
w′(∂i+j+1)Uw,Uw′ .
Proof. Lemma 14.2 implies that the relative lengths along c and cα for Jα do not affect the transition
map, and similarly the relative lengths along c and cβ for Jβ do not affect the transition map.
We fix a neck length along cα for Jα, and a neck length along cβ for Jβ . The computation of the
three components not marked with a ∗ follows from a small adaptation to Lemma 6.3.
To compute the entry marked with a ∗, we stretch along all necks so that the differentials ∂H1.5,Jα
and ∂H1.5,Jβ take the form described in Lemma 14.3. Write C for the entry labeled ∗ in Equa-
tion (14.14). The transition map ΨJα→Jβ is a chain map. We view the relation
ΨJα→Jβ ◦ ∂H1.5,Jα + ∂H1.5,Jβ ◦ΨJα→Jβ = 0
as a matrix involving two-by-two matrices. The diagonal entries give
(∂H0)
Uz→Uw + (∂H0)
Uz→Uw′ = (Uw + Uw′) · C,
which algebraically implies the stated form of the map C.

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We now perform a triangle map computation for a triple which has been stabilized as in Figure
14.7.
wβ2 β1
m1
m2
n1 n2
θ+
w′
α1
N1 N2
cα c
x+
x−
y+
y−
Figure 14.7. The triple T̂ in Proposition 14.6, a stabilization of T . The
shaded regions aretwo examples of small triangles, which might be counted.
Proposition 14.6. Suppose that T = (Σ,α,β,β′,w0∪{z}) is a Heegaard triple with a distinguished
basepoint z, and β′ are small isotopies of β, satisfying |βi ∩ β′j | = 2δij. Let T̂ = (Σ,α ∪ {α1},β ∪
{β1},β′ ∪ {β2},w0 ∪ {w,w′}) be the Heegaard triple obtained by replacing a neighborhood of z with
the region shown in Figure 14.7. Let J be an almost complex structure on T , and J(T ) an almost
complex structure on T̂ which is stretched along cα. Using matrix notation, we have
FT̂ ,J(T )(x×−,Θ+β,β′ × θ+) =
(
FT ,J(x,Θ+β,β′)
Uz→Uw 0
0 FT ,J(x,Θ+β,β′)
Uz→Uw
)
,
for sufficiently large T .
The following lemma will be useful in the proof of Proposition 14.6:
Lemma 14.7. Suppose that (Σ,β,β′,w) is a diagram for (S1 × S2)#g(Σ) such that β′ are small
isotopies if β, and |βi ∩ β′j | = 2δij. Let Θ+β,β′ denote the top graded intersection point of Tβ ∩ Tβ′ .
If φ ∈ pi2(Θ+β,β′ ,y) is a non-negative homology class, then µ(φ) − nw0(φ) ≥ 0 for all w0 ∈ w.
Furthermore, µ(φ) − nw0(φ) = 0 for some w0 ∈ w if and only if φ is the constant homology class
eΘ+
β,β′
.
Proof. By the formula for the relative Maslov grading in [OS04a], we have
(14.15) gr(Θ+β,β′ ,y) = µ(φ)− 2
∑
w∈w
nw(φ) ≥ 0.
Hence, if φ is non-negative
µ(φ)− nw0(φ) = gr(Θ+β,β′ ,y) + nw0(φ) + 2
∑
w∈w\{w0}
nw(φ)
≥ nw0(φ) + 2
∑
w∈w\{w0}
nw(φ).
≥ 0
(14.16)
In particular, µ(φ)−nw0(φ) ≥ 0. Furthermore, Equation (14.16) implies that if µ(φ)−nw0(φ) = 0 for
some w0 then nw(φ) = 0 for all w ∈ w, and µ(φ) = 0. From Equation (14.15), we see gr(Θ+β,β′ ,y) = 0,
so y = Θ+β,β′ . By diagrammatic inspection, the only non-negative class φ ∈ pi2(Θ+β,β′ ,Θ+β,β′) with
µ(φ) = 0 and nw(φ) = 0 for all w is the constant class. 
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Proof of Proposition 14.6. We begin with a Maslov index computation:
Subclaim 14.7.1. Suppose x ∈ {x+, x−} and y ∈ {y+, y−}, and ψ0 ∈ pi2(x, θ+, y) is a triangle
class on the triple (S2, α1, β1, β2) shown in Figure 14.7. We claim
(14.17) µ(ψ0) = (m1 +m2 +N1 +N2)(ψ0).
Proof. Equation (14.17) holds for both of the two small triangle classes shaded in Figure 14.7.
Furthermore, Equation (14.17) respects splicing in doubly periodic domains on (S2, β1, β2) as well
as bigons on (S2, α1, β1) and (S
2, α1, β2), implying the formula in general. 
Suppose ψ ∈ pi2(x,Θ+β,β′ ,y) is a class on T , and ψ0 ∈ pi2(x, θ+, y) is a class on (S2, α1, β1, β2).
We form the class ψ#ψ0 on T̂ by taking the connected sum of ψ and ψ0, along c. We claim
µ(ψ#ψ0) = µ(ψ) + µ(ψ0)− 2m1(ψ0)
= µ(ψ) + (m2 −m1 +N1 +N2)(ψ0).(14.18)
The first equality of Equation (14.18) follows from Sarkar’s formula for the Maslov index [Sar11]
and the fact that a disk has Euler measure 1. The second equality follows from Equation (14.17).
Let p ∈ Σ and p0 ∈ S2 denote the points corresponding to cα, which arise after we cut Σ along
cα, and collapse each of the resulting boundary components. Write
Σ0 = Σ \ {p} and S20 = S2 \ {p0}.
Let βr1 and β
r
2 denote the resulting arcs on Σ0.
We will also be interested in the tube region, for which we write (S1 × R, βm1 , βm2 ). We write plm
and prm for the two punctures of S
1 × R. See Figure 14.8 for a schematic.
If Ti is a sequence of neck-lengths approaching∞, and J(Ti) denotes an almost complex structure
on Σ × ∆ with neck-length Ti along cα, then a sequence ui of J(Ti)-holomorphic triangles repre-
senting ψ#ψ0 has a subsequence which converges to three collections, U , Um and U0, where U is a
broken representative of ψ on (Σ0,α,β ∪ {βr1},β′ ∪ {βr2}), U0 is a broken representative of ψ0 on
(S20 , α1, β
l
1, β
l
2), and Um is a collection of holomorphic curves in the tube region (S1 × R, βm1 , βm2 ).
The collections U , U0 and Um may contain both holomorphic curves mapping into Σ×∆, S2×∆ or
S1×R×∆, and holomorphic curves mapping into Σ× [0, 1]×R, S2× [0, 1]×R or S1×R× [0, 1]×R.
α1
β1
m2
w
w′
m1
β2
n1
n2
cα
Σ
α1
βl1
w
w′
βl2
U0
βm2
βm1
βm2
βm1
βr1
βr2
Um U
p0 p
l
m p
r
m p
Figure 14.8. Decomposing T̂ along cα and the broken curves U0, Um and U .
We now describe the possible asymptotic behavior of the curves appearing in U , Um and U0.
For definiteness, let us focus on U . View a neigborhood of the puncture on Σ0 as S1 × [0,∞). If
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u ∈ U , then the source of u may have punctures along the boundary, at which u asymptotic to an
intersection point on the Heegaard diagram. Additionally, a curve u in U may have the following
types of asymptotics:
(a-1): The source of u may have an interior puncture which is asymptotic to an orbit S1 × {p} ⊆
S1 × ∆ for p ∈ ∆ (multiple covers of such orbits are allowed). Similar asymptotics may
occur for curves of U mapping into Σ× [0, 1]× R.
(a-2): The source u may have a boundary puncture which is asymptotic to a chord a×{p} ⊆ S1×∆,
where p is a point in one of the three components of ∂∆, and a is a subarc of S1 (thought of
as the boundary of Σ with a point removed). The arc a connects βr1 to β
r
1 or β
r
2 to β
r
2 . The
arc a may wind multiple times around S1. Similar asymptotics could also appear in curves
in U which map into Σ× [0, 1]× R. (These asymptotics are studied in [LOT18].)
(a-3): The source of umay have a boundary puncture which is asymptotic to a chord which connects
βr1 and β
r
2 . At this boundary puncture, pi∆ ◦ u approaches ∞ in one of the cylindrical ends
of ∆. Also, piΣ ◦u is asymptotic to an arc which connects βr1 and βr2 (perhaps winding many
times). Similar asymptotics could also appear in curves in U which map into Σ× [0, 1]×R.
Examples of asymptotics (a-2) and (a-3) are shown in Figure 14.9. We will rule out asymptotics
of type (a-2) and (a-3) from appearing generically in U , Um or U0.
α1
βl1
βl2
(a-3)
α1
βl1
βl2
(a-2)
Figure 14.9. Domains of troublesome curves which have asymptotics of
type (a-2) and (a-3). We rule out such curves from appearing.
We first consider U , the curves on Σ0:
Subclaim 14.7.2. If u ∈ U , and S0 is a connected component of the source of u, then u|S0 cannot
have boundary on both α and βr1 or β
r
2 .
Proof. The claim follows from the maximum modulus principle (compare the proof of [MO10, Propo-
sition 5.2]). Suppose u : S → Σ0 × ∆ is a holomorphic triangle with boundary on α and at least
one of βr1 or β
r
2 . Let S denote the surface obtained by compactifying S with at its boundary punc-
tures. There must be a connected component of ∂S which is mapped by piΣ ◦ u to only βr1 and βr2 ,
since there are no intersection points between βr1 or β
r
2 and α, β or β
′. By the maximum modulus
principle, pi∆ ◦ u must be constant, which is a contradiction. A similar argument applies if u is a
holomorphic strip on one of the subdiagrams (Σ0,α,β ∪ {βr1}) or (Σ0,α,β′ ∪ {βr2}). 
It follows from Subclaim 14.7.2 that U may be arranged into the following collections:
(1) A broken holomorphic triangle uΣ on (Σ,α,β,β
′) representing a class ψΣ ∈ pi2(x,Θ′,y).
(2) A broken holomorphic strip uβ,β′ on (Σ,β ∪ {βr1},β′ ∪ {βr2}) representing a class φβ,β′ in
pi2(Θ
+
β,β′ × p,Θ′ × p).
Subclaim 14.7.3. The class φβ,β′ must be the constant class, and U consists only of the curve
uΣ (and potentially some ghost curves). The class ψΣ is equal to ψ, and has Maslov index 0. The
asymptotics of uΣ at p consist only of orbits of type (a-1). After perturbing the almost complex
structure, the orbit asymptotics of uΣ project to m1(ψ) distinct points in the interior of ∆. After
completing over the puncture p, the curve uΣ satisfies (M1)–(M6).
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Proof. The proof is essentially combinatorial, and is based on obtaining convenient index formulas.
Let φ0β,β′ denote the homology class in pi2(Θ
+
β,β′ ,Θ
′) induced by φβ,β′ on (Σ,β,β′), obtained by
removing a disk containing the βr1 and β
r
2 curves, and collapsing the resulting boundary component
to a point.
Note that ψ = ψΣ + φ
0
β,β′ , since all multiplicities are represented. Hence
(14.19) µ(ψ) = µ(ψΣ) + µ(φ
0
β,β′).
We claim
(m2 −m1)(ψ0) = (m2 −m1)(ψΣ) + (m2 −m1)(φβ,β′)
= (m2 −m1)(φβ,β′).(14.20)
The first equality of Equation (14.20) follows since ψ0 represents the entire homology class of the
limiting curves on (S20 , α1, β
l
1, β
l
2), while ψΣ and φβ,β′ represent the entire homology class of the
limiting curves on (Σ0,α,β∪{βr1},β′∪{βr2}). The second equality of Equation (14.20) follows from
the fact that m2(ψΣ) = m1(ψΣ), since uΣ has no boundary mapping to β1 or β2.
Combining Equations (14.18), (14.19) and (14.20), we obtain
µ(ψ#ψ0) = µ(ψ) + (m2 −m1 +N1 +N2)(ψ0)
= µ(ψΣ) + µ(φ
0
β,β′) + (m2 −m1 +N1 +N2)(ψ0)
= µ(ψΣ) +
(
µ(φ0β,β′)−m1(φβ,β′)
)
+m2(φβ,β′) + (N1 +N2)(ψ0).
(14.21)
By construction of the class φ0β,β′ , we have
(14.22) m1(φβ,β′) = m1(φ
0
β,β′).
Equation (14.22) and Lemma 14.7 imply
µ(φ0β,β′)−m1(φβ,β′) = µ(φ0β,β′)−m1(φ0β,β′) ≥ 0.
Consequently, Equation (14.21) implies
0 = µ(ψΣ)
= µ(φ0β,β′)−m1(φβ,β′)
= m2(φβ,β′)
= N1(ψ0)
= N2(ψ0).
(14.23)
In particular, Equation (14.23) implies that
µ(φ0β,β′)−m1(φ0β,β′) = µ(φ0β,β′)−m1(φβ,β′) = 0,
so Lemma 14.7 implies that φ0β,β′ must be a constant class.
Next, if n ∈ {n1, n2,m1,m2}, we note that
n(φβ,β′) +m1(ψΣ) = n(ψ0),
since φβ,β′ , ψ0 and ψΣ, when spliced together, represent the entire class ψ#ψ0. Since uΣ has no
boundary components on βr1 or β
r
2 , it follows that
n1(ψΣ) = n2(ψΣ) = m1(ψΣ) = m2(ψΣ).
Consequently, the class φβ,β′ satisfies the same vertex relation at θ
− that the class ψ0 satisfies:
(14.24) (n1 + n2)(φβ,β′) = (m1 +m2)(φβ,β′).
Since φ0β,β′ is the constant class, we know m1(φ
0
β,β′) = 0. Equation (14.22) implies that m1(φβ,β′) =
0. From Equation (14.23) we know that m2(φβ,β′) = 0. Combined with Equation (14.24), we
conclude
n1(φβ,β′) = n2(φβ,β′) = m1(φβ,β′) = m2(φβ,β′) = 0,
so φβ,β′ is a constant class, as well.
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Since φβ,β′ is the constant class, it follows that ψ = ψΣ.
Since uΣ has no boundary mapping to β
r
1 or β
r
2 , it can only be asymptotic at p to orbits of
type (a-1). From Equation (14.23) we know that µ(ψ) = 0. Hence, for generic almost complex
structure, after completing over p, uΣ will satisfy (M1)–(M6).
Finally, by perturbing the almost complex structure slightly, we can ensure that the asymptotics
of uΣ at p consist of m1(ψ) once-covered orbits of type (a-1), which each project to a different point
of ∆. Such a perturbation can be done concretely, by perturbing the placement of the connected
sum point so that it is disjoint from the image of the branch set of piΣ ◦ v, for any Maslov index 0
holomorphic triangle v (a codimension 2 subset of Σ). 
We now analyze the curves in U0 and Um:
Subclaim 14.7.4. The curves in U0 can only be asymptotic at the puncture p0 to an orbit of
type (a-1). The curves in Um consist only of once-covered cylinders of the form S1×R×{d}, where
d is an interior point of ∆, as well as possibly some ghost curves.
Proof. A version of compactness in symplectic field theory is described in [BEH+03], where a linear
ordering of levels appears. Our present situation is more similar to the compactification via holo-
morphic combs which appears in bordered Floer homology [LOT18, Section 5.4], since holomorphic
curves can degenerate into the three cylindrical ends of ∆, and also into the tube region which
results from cutting along cα. Hence, the limiting curves may be arranged into a 2-component
level structure. We refer to one component as the ∆-level, and the other is the Σ-level (compare
[LOT18, Definition 5.20]). Furthermore, there is a single ∆-level in each Σ-level which consists of
curves mapping into S20 ×∆, S1 × R ×∆ or Σ0 ×∆. We refer to this level as the central ∆-level.
All other curves map into one of the cylindrical 4-manifolds appearing in the ends.
We begin at the central ∆-level of U , which consists only of the curve uΣ by Subclaim 14.7.3 (and
possibly some ghost curves, which we will later rule out). We proved that the asymptotics of uΣ
consisted of m1(ψ) orbits of type (a-1), each of which projects to a distinct point in the interior of
∆.
There is a story V1 of Um which matches uΣ. Since V1 matches m1(ψ) once-covered orbits of
type (a-1), which each project to an interior point of ∆, V1 must also be in the central ∆-level.
Since there are no α curves on (S1 × R, βm1 , βm2 ), any holomorphic curve with connected source
which has such an orbit at prm must project constantly to ∆. Consequently, such a curve must also
be asymptotic to a once-covered orbit at plm. According to Subclaim 14.7.3, we have
n1(ψ0) = n2(ψ0) = m1(ψ0) = m2(ψ0) = m1(ψ).
Since V1 must contain m1(ψ) once-covered cylinders, which each project constantly to ∆, there can
be no other holomorphic curves with non-constant image, since they would raise the multiplicity in
some region of Σ too high.
We now consider the level V2 of Um which matches the asymptotics of V1. The previous argument
implies that V2 consists only of m1(ψ) once-covered cylinders, and some ghost curves. We continue
in this manner until we reach the central ∆-level of U0. Since adjacent levels must have matching
asymptotics, we conclude that the central ∆-level of U0 has asymptotics at p0 consisting only of
m1(ψ0) once-covered orbits. Furthermore, the asymptotics match those of uΣ. 
Subclaim 14.7.5. The collection U0 consists of a single holomorphic triangle u0, satisfying (M1)–
(M6), as well as possibly some ghost curves. Furthermore
ρp(uΣ) = ρ
p0(u0).
Proof. Subclaim 14.7.5 constrains the asymptotics at p0 of the curves in U0 to satisfy (a-1). The
Maslov index of ψ0 is 2m1(ψ0), since µ(ψ) = 0 by the proof of Subclaim 14.7.3. The set X(ψ) ⊆
Symm1(ψ0)(∆) defined by
X(ψ) := {ρp(u) : u ∈M(ψ)}
is finite. Consequently, as in the proof of Proposition 6.5, dimension counting using Proposition 4.4
implies that U0 consists of a single holomorphic triangle u0 which satisfies (M1)–(M6). 
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Having constrained the curves of U , Um and U0 in Subclaims 14.7.3, 14.7.4 and 14.7.5, the index
argument in the proof of Proposition 6.5 applies to show that generically no ghost curves appear.
The class ψ0 is completely determined: since N1(ψ0) = N2(ψ0) = 0 by Equation (14.23), it follows
that ψ0 has domain consisting of one of the two shaded small triangles in Figure (14.7) together with
k copies of the component of S2 \ α0 which has non-zero multiplicity on the region marked m1. In
particular, this implies that ψ0 ∈ pi2(x+, θ+, y+) or ψ0 ∈ pi2(x−, θ+, y−), and hence the off-diagonal
entries of the map FT̂ ,J(T )(x×−,Θ+β,β′ × θ+) are zero. Let us write
ψk,+0 ∈ pi2(x+, θ+, y+) and ψk,−0 ∈ pi2(x−, θ+, y+),
for these two triangle classes.
Finally, it remains to count representatives of the class ψ#ψ0, when µ(ψ) = 0 and ψ0 ∈
{
ψ
m1(ψ),+
0 , ψ
m1(ψ),−
0
}
.
If uΣ denotes the holomorphic triangle in U , and u0 the triangle in U0, then we can view the pair
(uΣ, u0) as a point in the compactification of the space⋃
T>0
MJ(T )(ψ#ψ0).
Gluing gives an identification of a neighborhood of the set of such pairs (uΣ, u0) with the Cartesian
product
(14.25) {(uΣ, u0) ∈M(ψ)×Mp0(ψ0) : ρp(uΣ) = ρp0(u0)} × [0, 1),
whereMp0(ψ0) denotes set of holomorphic curves u0 : S0 → S20× [0, 1]×R, representing the class ψ0
on (S20 , α1, β
l
1, β
l
2), such that (piS2 ◦u0)−1(p0)∩ ∂S = ∅ (i.e. the curves which only have asymptotics
of type (a-1) at p0, and none of type (a-2) or (a-3)).
Since µ(ψ) = 0, it suffices to count the number of elements in the matched moduli space
Mp0(ψ0,d), where d ∈ Symm1(ψ0)(∆) is a generic point. The strategy used by Ozsva´th and Szabo´
[OS08, Lemma 6.4] to prove Equation (6.15) now readily adapts to our present situation. Pick a path
of points dt : [0,∞) → Symm1(ψ0)(∆), disjoint from the fat diagonal, consisting of m1(ψ0) points
which all travel into the α1-β1 cylindrical end of ∆, such that the points of dt are spaced at least
t distance apart (with respect to a metric obtained by embedding ∆ conformally in the complex
plane, so that each cylindrical end is identified with [0, 1]× [0,∞)).
Subclaim 14.7.6. The only ends of the 1-dimensional moduli space
⋃
t∈[0,∞)Mp0(ψ0,dt) at finite
t correspond to Mp0(ψ0,d0).
Proof. The proof is similar to our proof of Equation (6.23). Degenerations may be analyzed by
considering possible curves and arcs collapsing in the source curve. Such degenerations may be
broadly classified into one of the following phenomena: holomorphic strips breaking off into one
of the three cylindrical ends, boundary degenerations bubbling off, curves breaking off toward the
puncture p0, or the source curve becoming nodal.
One example of a curve breaking off to p0 would be a slit along β
l
1 or β
l
2 traveling out towards p0.
Strip breaking is prohibited as follows. Suppose v : S → S2 × [0, 1] × R is a hypothetical strip
appearing in degeneration in Mp0(ψ0,dt) at some finite t. Since N1(v) = N2(v) = 0, the domain
of v must have non-zero multiplicity in one of the four regions adjacent to p0. Consequently any
holomorphic triangle also arising in the degeneration could not match any dt, since dt is bounded
away from the three components of ∂∆.
Boundary degenerations are prohibited similarly, since the only possible class of the resulting
boundary degeneration would have non-zero multiplicity around p0, prohibiting the triangular com-
ponent in the limit from matching dt.
Curves breaking off in the direction of p0 are also prohibited, since the resulting curve mapping
into S1 × R × ∆ must match dt at the puncture prm. As argued in the proof of Subclaim 14.7.3,
this constrains any curves appearing in S1 × R×∆ to consist only of cylinders, and possibly ghost
curves. Ghost curves are prohibited from dimension counts, as in the proof of Proposition 6.5.
Finally, the formation of nodal singularities is prohibited similarly to the proof of Equation (6.23).
Double points appearing on the interior of the source are prohibited by dimension counts. Boundary
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double points are prohibited since they result in the formation of a boundary degeneration, which
we have already prohibited.

Consequently, the limiting curves which appear in the ends of Mp0(ψ0,dt) as t → ∞ take the
following form:
(1) A single index 0 holomorphic triangle (with domain equal to one of the two shaded regions
in Figure 14.7), together with
(2) m1(ψ0) Maslov index 2 holomorphic curves with domain A equal to the component of S
2\α0
with m1(A) = 1. Each curve matches a single point d ∈ [0, 1]× R.
If x ∈ {x+, x−}, write Ax for the Maslov index 2 homology class in pi2(x, x) corresponding to the
curves of type-(2). It remains to count the matched moduli space Mp0(Ax, d), for a generic point
d ∈ [0, 1]× R. This is achieved by letting d approach {1} × R (the α1-boundary of [0, 1]× R). The
limiting curve then consists of a single α1 boundary degeneration, as well as a representative of the
constant class, ex. There are no other ends.
By [OS08, Theorem 5.5], the count of α1 boundary degenerations in the class Ax is 1, modulo
2. By the Riemann mapping theorem, each of the shaded triangles in Figure 14.7 has a unique
representative. Consequently, gluing together these curves, we conclude that Mp0(ψ0,d) has a
single element, modulo 2, for any generic d ∈ Symm1(ψ0)(∆).
Using Equation (14.25), we conclude that for large T
#MJ(ψ) = #MJ(T )(ψ#ψ0).
The class ψ#ψ0 has multiplicity m1(ψ) over w, and zero multiplicity on w
′. Hence any represen-
tative of ψ#ψ0 is counted with a factor of U
nz(ψ)
w′ , and no factor of Uw, completing the proof 
w′α1 α2
θ+
w
β2
cβ c
y−
x+
x−
y+
Figure 14.10. The Heegaard triple T̂ in Proposition 14.8. The shaded
regions are each examples of small triangles which might be counted.
Proposition 14.8. Suppose that T = (Σ,α′,α,β′,w0∪{z}) is a Heegaard triple with a distinguished
basepoint z, and α′ are small Hamiltonian isotopies of α, satisfying |α′i ∩ αj | = 2δij. Let T̂ =
(Σ,α′∪{α2},α∪{α1},β′∪{β2},w0∪{w,w′}) be the Heegaard triple shown in Figure 14.10. Write
J for an almost complex structure on Σ×∆, for T , and write J(T ) for an almost complex structure
for T̂ , which has had a neck of length T inserted along cβ. For sufficiently large T ,
FT̂ ,J(T )(Θ
+
α′,α × θ+,x×−) =
(
FT ,J(Θ+α′,α,x)
Uz→Uw′ 0
0 FT (Θ+α′,α,x)
Uz→Uw′ .
)
Proof. The proof is identical to the proof of Proposition 14.6. 
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Lemma 14.9. Almost complex structures Jα and Jβ can be chosen on H1, H1.5 and H2 so that the
following hold:
(1) Lemma 14.3 applies to compute the differentials on H1.5. Lemma 14.4 applies to compute
the differential on H1 and H2.
(2) Proposition 14.6 applies to compute the transition map Ψ(H1,Jα)→(H1.5,Jα) and Proposi-
tion 14.8 applies to compute Ψ(H1.5,Jβ)→(H2,Jβ).
(3) Lemma 14.5 applies to compute Ψ(H1.5,Jα)→(H1.5,Jβ).
(4) Jα can be used to compute S
+
w′ on H1, and Jβ can be used to compute S−w on H2.
Proof. All of the results follow from the aforementioned results, together with Lemma 14.2, which
shows that the transition map for changing between two choices of Jα with different relative neck
lengths is the identity map, on the level of chain complexes. 
We now prove Theorem 14.1:
Proof of Theorem 14.1. Let J1 and J2 be the almost complex structures Jα and Jβ on H1 and H2,
chosen so that the statements of Lemma 14.9 hold.
Decompose Ψ(H1,Jα)→(H2,Jβ) as
(14.26) Ψ(H1,Jα)→(H2,Jβ) = Ψ(H1.5,Jβ)→(H2,Jβ) ◦Ψ(H1.5,Jα)→(H1.5,Jβ) ◦Ψ(H1,Jα)→(H1.5,Jα).
Using Lemma 14.9, Equation (14.26) implies that Ψ(H1,Jα)→(H2,Jβ) is equal to, in matrix notation(
(Ψβ
′
α→α′)
Uz→Uw′ 0
0 (Ψβ
′
α→α′)
Uz→Uw′
)(
id 0
∗ id
)(
(Ψβ→β
′
α )
Uz→Uw 0
0 (Ψβ→β
′
α )
Uz→Uw
)
=
(
(Ψβ
′
α→α′)
Uz→Uw′ ◦ (Ψβ→β′α )Uz→Uw 0
∗ (Ψβ′α→α′)Uz→Uw′ ◦ (Ψβ→β
′
α )
Uz→Uw
)
,
as claimed. Furthermore, according to Lemma 14.9, the almost complex structure Jα can be used
to compute S+w′ on H1, and Jβ can be used to compute S−w on H2. 
14.2. Basepoint moving maps and the pi1-action. In this section, we prove our proposed for-
mulas for the basepoint moving diffeomorphism maps.
We first need a computation of the relative homology map for the diagrams H1 and H2 considered
in the previous section. In the diagrams H1 and H2, let λ be the path shown in Figure 14.11.
ww′
H1
α1β1
λ
β2 α2
H2
ww′
λ
Figure 14.11. The path λ in the diagrams H1 and H2.
Lemma 14.10. On (H1, Jα), the relative homology map Aλ takes the form
(Aλ)H1,Jα =
(
Uw · (Φz)Uz→Uw Uw
id Uw · (Φz)Uz→Uw
)
,
where Φz is the endomorphism of CF
−(Σ,α,β,w0 ∪ {z})
Φz(x) =
∑
y∈Tα∩Tβ
∑
φ∈pi2(x,y)
µ(φ)=1
nz(φ)#M̂(φ)Unw0 (φ)w0 Unz(φ)−1z · y.
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On (H2, Jβ), the map Aλ takes the form
(Aλ)H2,Jβ =
(
0 Uw
id 0
)
.
Proof. The statement follows from the holomorphic disk counts in Lemma 14.4, as we now explain.
We first consider the diagonal entries. The curves which contribute to the diagonal entries of
(A)H1,Jα represent classes of the form φ#φ0 in pi2(x × θ,y × θ) for θ ∈ {θ+, θ−}. Lemma 14.4
implies that these have no change across β1 curve, and have a change of nz(φ) across α1. The curves
are counted by (Aλ)H1,Jα with an additional factor of a(λ, φ#φ0), which is thus nz(φ). It follows
that the diagonal entries are equal to Uw · (Φz)Uz→Uw . We leave it to the reader to verify using
Lemma 14.4 that the off diagonal entries are as claimed.
An entirely analogous argument works to compute (Aλ)H1,Jβ . 
Theorem 14.11. Suppose λ is a path from w to w′, and w0 ⊆ Y is a (possibly empty) collection
of basepoints which contains neither w nor w′. The diffeomorphism map
λ∗ : CF−(Y, (w0 ∪ {w})σ, s)→ CF−(Y, (w0 ∪ {w′})σ′ , s)
satisfies
λ∗ ' S−wAλS+w′ ,
when σ′ is the coloring obtained by pushing forward σ under λ.
Proof. Assume that a diagram (Σ,α,β,w0 ∪ {w}) is chosen so that λ is embedded in Σ and is
disjoint from α and β. Let φt : [0, 1]×Σ→ Σ be an isotopy of Σ, supported in a small neighborhood
of λ, such that φ0 = idΣ and φ1(w) = w
′. Further, assume that φt is the identity outside a small
neighborhood of λ. If J is an almost complex structure on Σ× [0, 1]×R, then pushing forward under
φ1 × id yields a tautological map
T : CF−J (Σ,α,β,w0 ∪ {w})→ CF−(φ1)∗J(Σ,α,β,w0 ∪ {w′}).
By definition,
λ∗ : CF−J (Σ,α,β,w0 ∪ {w})→ CF−J (Σ,α,β,w0 ∪ {w′})
is the composition
(14.27) λ∗ = Ψ(φ1)∗J→J ◦ T.
As a first step, we show that the expression for λ∗ in Equation (14.27) is equal to the tautolog-
ical map on intersection points. The map Ψ(φ1)∗J→J is obtained by counting Maslov index zero
holomorphic disks for a dynamic almost complex structure which interpolates (φ1)∗J and J . The
isotopy φt induces an automorphism Φ of Σ× [0, 1]× R:
Φ(x, s, t) = (φt(x), s, t).
We push J forward along Φ to get a dynamic almost complex structure, interpolating J and (φ1)∗J .
However, Φ∗(J)-holomorphic disks on Σ × [0, 1] × R pull back under Φ to J-holomorphic disks on
Σ × [0, 1] × R. (The assumption that φt is fixed near α and β is necessary since it implies that
the pullback of a Φ∗(J)-holomorphic disk has boundary mapping to the cylinders α× {0} × R and
β × {0} × R). By transversality for J , a Maslov index zero Φ∗(J)-holomorphic disk must be a
constant disk. Hence, Ψ(φ1)∗J→J is the tautological map on intersection points.
Hence, λ∗, being the composition of two tautological maps, is a tautological map.
We now consider the composition S−wAλS
+
w′ . Let H1 and H2 be diagrams for (Y,w0 ∪ {w,w′})
which are free-stabilizations of (Σ,α,β,w0 ∪ {w}) or (Σ,α,β,w0 ∪ {w′}), respectively, as in Fig-
ure 14.11. Similarly to Figure 14.3, let Jα and Jβ be almost complex structures on H1 and H2,
obtained by stretching parallel to α1 and β2, respectively.
The map S−wAλS
+
w′ , viewed as a map from CF
−
J (Σ,α,β,w0 ∪ {w}) to CF−J (Σ,α,β,w0 ∪ {w′}),
can be computed as the composition
(14.28) S−wAλS
+
w′ = Ψ
β′→β
α′→α ◦ S−w ◦ (Aλ)H2,Jβ ◦Ψ(H1,Jα)→(H2,Jβ) ◦ S+w′ .
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Using matrix notation, we can write
S+w′ =
(
id
0
)
and S−w =
(
0 id
)
.
Using matrix notation, we rewrite Equation (14.28) using Theorem 14.1, Lemma 14.5, and Lemma 14.10
as
(14.29) S−wAλS
+
w′ ' Ψβ
′→β
α′→α
(
0 id
)( 0 Uw
id 0
)(
Ψβ
′
α→α′ ◦Ψβ→β
′
α 0
∗ Ψβ′α→α′ ◦Ψβ→β
′
α
)(
id
0
)
.
Matrix multiplication reduces Equation (14.29) to Ψβ
′→β
α′→α ◦ Ψβ
′
α→α′ ◦ Ψβ→β
′
α , which is chain ho-
motopic to the tautological map by naturality. Since we already showed that λ∗ is the tautological
map, the proof is complete. 
14.3. The Φw map. If (Σ,α,β,w) is a Heegaard diagram and w ∈ w, then we write Φw for the
endomorphism
(14.30) Φw(x) = U
−1
w
∑
φ∈pi2(x,y)
µ(φ)=1
nw(φ)#M̂(φ)Unw(φ)w · y,
of CF−(Σ,α,β,w, s).
Remark 14.12. The map Φw can be conveniently described algebraically as the formal derivative of
the differential. Viewing CF−(H, s) as a free F2[Uw]-module with basis Tα ∩ Tβ , we can write ∂ as
a matrix with entries in F2[Uw]. The map Φw is obtained by differentiating each entry with respect
to Uw.
We now prove several properties about the endomorphism Φw.
Lemma 14.13. The map Φw is a chain map.
Proof. View the differential ∂ as a square matrix with entries in F2[Uw]. Differentiating ∂ ◦ ∂ = 0
with respect to d/dUw, using the Leibniz rule, yields
∂Φw + Φw∂ = 0.

Lemma 14.14. The map Φw commutes with transition maps up to chain homotopy.
Proof. The transition maps satisfy
(14.31) ∂ΨH1→H2 + ΨH1→H2∂ = 0.
We apply d/dUw to Equation (14.31). The Leibniz rule implies
ΦwΨH1→H2 + ΨH1→H2Φw + ∂Ψ
′
H1→H2 + Ψ
′
H1→H2∂ = 0,
which says that Φw commutes with ΨH1→H2 up to chain homotopy. 
Lemma 14.15. If w ∈ w and |w| > 1 (so S+wS−w is defined) then
Φw ' S+wS−w .
Proof. Pick a diagram H for (Y,w) which is a free-stabilization of a diagram H0 for (Y,w \ {w}) at
w. Furthermore, assume that the free-stabilization is adjacent to another basepoint w′ ∈ w. Using
Lemma 14.4, we may pick an almost complex structure so that
(14.32) ∂H =
(
(∂H0)Uw Uw + Uw′
0 (∂H0)Uw
)
,
where (∂H0)Uw is the map obtained by extending ∂H0 linearly over Uw, as in Equation (14.2).
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Differentiating Equation (14.32) with respect to Uw yields
Φw =
(
0 id
0 0
)
,
which is S+wS
−
w . 
Lemma 14.16. Suppose λ is a path between two distinct basepoints in w. If w ∈ ∂λ, then
AλΦw + ΦwAλ ' id .
If w 6∈ ∂λ, then
AλΦw + ΦwAλ ' 0.
Proof. Assume first that w ∈ ∂λ. We apply d/dUw to the equation
∂Aλ +Aλ∂ = Uw + Uw′
from Lemma 5.1, obtaining the relation
AλΦw + ΦwAλ +A
′
λ∂ + ∂A
′
λ = id .
This proves the claim when w ∈ ∂λ. The claim when w 6∈ ∂λ is proven similarly. 
Lemma 14.17. If w 6= w′, then ΦwS◦w′ + S◦w′Φw ' 0, for ◦ ∈ {+,−}.
Proof. Similar to Lemma 14.16, the claim is proven by differentiating the expression ∂S◦w′+S
◦
w′∂ = 0
with respect to Uw. 
Lemma 14.18. The map Φw satisfies (Φw)
2 ' 0, (F2[Uw]-equivariantly).
Proof. Write ∂ =
∑∞
n=0 ∂nU
n
w, where ∂n does not involve any powers of Uw. Define
H :=
∞∑
n=2
n(n− 1)
2
∂nU
n−2
w ,
(the quantity n(n − 1)/2 is computed over Z, then projected to F2). The equality ∂2 = 0 implies
that ∑
i+j=k
∂i∂j = 0,
for each k ≥ 0. We now compute:
∂H +H∂ =
∑
i,j≥0
(
i(i− 1)
2
+
j(j − 1)
2
)
∂i∂jU
i+j−2
w
=
∞∑
k=2
k(k − 1)
2
∑
i+j=k
∂i∂j
Uk−2w + ∑
i,j≥0
ij∂i∂jU
i+j−2
w
= 0 + Φ2w,
completing the proof. 
14.4. The pi1-action. We now prove our formula for the pi1-action:
Theorem D. The action of γ ∈ pi1(Y,w) satisfies
γ∗ ' id +Φw ◦Aγ .
Proof. Break γ into the concatenation of two paths, and write γ = λ2 ∗ λ1, where λ1 is a path from
w to w′ and λ2 is a path from w′ to w. Using Theorem 14.11, we have
(14.33) (γ)∗ ' (λ2)∗ ◦ (λ1)∗ ' (S−w′Aλ2S+w )(S−wAλ1S+w′).
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We manipulate Equation (14.33) as follows:
(γ)∗ ' S−w′Aλ2ΦwAλ1S+w′ (Lemma 14.15)
' S−w′(ΦwAλ2 + id)Aλ1S+w′ (Lemma 14.16)
' S−w′ΦwAλ2Aλ1S+w′ + S−w′Aλ1S+w′ (algebra)
' ΦwS−w′Aλ2Aλ1S+w′ + S−w′Aλ1S+w′ (Lemma 14.17)
' ΦwAγ + S−w′Aλ1S+w′ (Lemma 7.11)
' ΦwAγ + id (Lemma 7.10),
completing the proof.

We now consider the triviality of the pi1-action on homology. By Remark 14.12, the map Φw can
be viewed as the derivative of the differential, with respect to Uw. Note that to apply the map to
d/dUw to an element ∂(x), we must use the Leibniz rule:
d
dUw
(∂(x)) =
(
d
dUw
∂
)
(x) + ∂
(
d
dUw
x
)
.
Rearranging, we obtain
(14.34) Φw =
d
dUw
◦ ∂ + ∂ ◦ d
dUw
.
The map Φw is an F2[Uw]-module homomorphism and hence induces an RP -module homomor-
phism after tensoring CF− with the F2[Uw]-module RP . The derivative d/dUw is not an F2[Uw]-
module homomorphism and hence does not induce a chain null-homotopy on homology, unless the
coloring is simple. Similarly the map d/dUw does not always persist to ĈF .
We summarize with the following:
Corollary 14.19. The pi1(Y,w)-action vanishes on HF
◦(Y,wσ, s) for ◦ ∈ {+,−,∞} as long as
w has a coloring distinct from all the other basepoints. In particular, it vanishes on the uncolored
modules HF ◦(Y,w, s) for ◦ ∈ {+,−,∞}.
Corollary F is also a consequence:
Corollary F. If (W,γ) is path cobordism between two singly based 3-manifolds (Y0, w0) and (Y1, w1),
then the cobordism map
FW,γ,s : HF
◦(Y0, w0, s|Y0)→ HF ◦(Y1, w1, s|Y1)
is independent of γ if ◦ ∈ {−,∞,+}.
Proof. Suppose that γ and γ′ are two paths in W , connecting w0 and w1. Decompose W as W3 ◦
W2 ◦W1, where Wi is obtained by attaching i-handles. Let Y denote W2 ∩W1. Let w′0, w′1 ∈ Y
denote the images of w0 and w1, under the flow of gradient like vector fields on W3 ◦W2, and W1.
By flowing γ and γ′ downwards in W3 ◦W2, and upwards in W1, we obtain two paths, λ and λ′,
from w′0 to w
′
1 in Y. We can decompose the two cobordism maps as
FW,γ,s = F3 ◦ F2 ◦ λ∗ ◦ F1 and FW,γ′,s = F3 ◦ F2 ◦ λ′∗ ◦ F1,
where Fi denotes the i-handle map for Wi, and λ∗ and λ′∗ denote the two basepoint moving diffeo-
morphism maps. That λ∗ = λ′∗ as homomorphisms from HF
◦(Y, w′0, s|Y) to HF ◦(Y, w′1, s|Y) follows
from Corollary 14.19. 
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14.5. 3-manifolds with non-vanishing pi1-action. We are now equipped to prove Corollary E,
and give examples where the pi1-action is non-vanishing.
Corollary E. Let Y be a 3-manifold and s ∈ Spinc(Y ).
(1) If s is torsion and there is an x ∈ HF +(Y,w, s) such that
U · x = 0 and x 6∈ U ·HF +(Y,w, s),
then pi1(Y#S
1 × S2, w) acts non-trivially on
ĤF (Y#S1 × S2, w).
(2) Suppose [γ] ∈ H1(Y ;Z) is a class whose action on HF +(Y,w, s) does not vanish. If |w| ≥ 2,
then the diffeomorphism map γ∗ acts non-trivially on the F2[U ]-module
HF−(Y,wσ, s),
where σ denotes the coloring which assigns all basepoints the variable U .
Proof. We begin with Claim (1). The classification theorem for finitely generated chain complexes
over a PID (see, e.g. [HMZ18, Lemma 6.1]) implies that CF−(Y,w, s) can be written as a direct sum
of 1-step complexes (complexes with a single generator over F2[U ], and vanishing differential) and
2-step complexes a
p(U)−−−→ b (i.e. complexes with two generators over F2[U ], a and b, with ∂(b) = 0
and ∂(a) = p(U) · b).
If s ∈ Spinc(Y ) is torsion, then CF−(Y,w, s) admits a relative Z grading [OS04a, Section 4.2].
Consequently, an algebraic argument (see [HMZ18, Lemma 6.2]) implies each of the 2-step complexes
appearing must have p(U) = U i for some i.
The existence of an x ∈ HF +(Y,w, s) such that U · x = 0 and x 6∈ U · HF +(Y,w, s) implies that
at least one summand of CF−(Y,w, s) must be a 2-step complex of the form a U−→ b. The Φw map
for such a complex satisfies Φw(a) = b. In particular, on ĤF (Y,w, s) the map Φw is non-zero.
We view ĤF (S1 × S2, s0) as the 2-dimensional vector space V = 〈θ+, θ−〉. If γ ⊆ S1 × S2 is a
curve which generates H1(S
1 × S2), then
Aγ(θ
+) = θ− and Aγ(θ−) = 0.
Using the connected sum formula, ĤF (Y#S1 × S2, w, s#s0) is isomorphic to ĤF (Y,w, s) ⊗ V .
From Theorem D and the connected sum formula, the map γ∗ satisfies
γ∗(a⊗ θ+) = a⊗ θ+ + b⊗ θ−, and γ∗(a⊗ θ−) = a⊗ θ−,
which is not equal to the identity map.
We now consider Claim (2). Since |w| ≥ 2, pick a w ∈ w and write w0 := w\{w}. By Lemma 14.4,
we obtain the decomposition
HF−(Y,wσ, s) ∼= HF−(Y,wσ0 , s)⊗ V.
Analyzing the curve counts appearing in Lemma 14.4, we conclude that the maps Φw and Aγ have
the matrix descriptions
(14.35) Φw =
(
0 id
0 0
)
and Aγ =
(
Aγ 0
0 Aγ
)
.
In Equation (14.35), we are abusing notation slightly and writing Aγ for the induced map on both
HF−(Y,wσ, s) and HF−(Y,wσ0 , s).
Consequently
(14.36) γ∗ = id +ΦwAγ =
(
id Aγ
0 id
)
,
which is not the identity if Aγ acts non-trivially on HF
−(Y,wσ0 , s). Using the formula from Equa-
tion (14.35), we see that Aγ acts non-trivially on HF
−(Y,wσ0 , s) if and only if it acts non-trivially
on the singly based complex. The main statement now follows. 
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14.6. Illustrating the pi1-action on multi-pointed diagrams. In this section, we sketch an
alternate proof of the formula for the pi1-action, when there are at least two basepoints. In contrast
to our proof of the normalization axiom (in particular Theorem 14.11), the proof we describe in this
section is a direct holomorphic curve count, and does not use any functorial aspects of the graph
TQFT.
Suppose w0 is a non-empty collection of basepoints in Y , and suppose p ∈ Y \ w0 is a new
basepoint. If H = (Σ,α,β,w0) is a Heegaard diagram for (Y,w0), let
H+p = (Σ,α ∪ {α0},β ∪ {β0},w0 ∪ {p})
denote the free-stabilization of H at p. As we observed in the proof of Corollary E (see Equa-
tion (14.36)), the pi1-action takes a simple form for free-stabilized diagrams. We now show that
Equation (14.36) can be proven using a direct holomorphic curve count:
Proposition 14.20. Suppose H is a diagram for (Y,w0) and H+w is obtained by free-stabilizing at
w. If γ is a closed loop based at w, then
(14.37) γ∗ '
(
id Aγ
0 id
)
,
with respect to the matrix decomposition CF−(H+w , s) ∼= CF−(H, s)⊗F2 V , where V = 〈θ+, θ−〉 is a
2-dimensional vector space.
If H = (Σ,α,β,w) is a Heegaard diagram, and p ∈ Σ \ α ∪ β, we can define an endomorphism
Ωp : CF
−(H, s)→ CF−(H, s) via the formula
(14.38) Ωp(x) :=
∑
φ∈pi2(x,y)
µ(φ)=1
np(φ)#M̂(φ)Unw0 (φ)w0 · y.
Remark 14.21. The map Ωp appearing in Equation (14.38) may not be a chain map. Instead Ωp
is a chain homotopy between the actions Uwα and Uwβ , where wα ∈ w0 is the basepoint in the
component of Σ \α containing p, and wβ is the basepoint in the component of Σ \ β containing p.
We need the following change of almost complex structure map computation:
Proposition 14.22. Suppose H is a Heegaard diagram for (Y,w0), and H+p is the free-stabilization
of H at the point p. Let Jα and Jβ denote almost complex structures which have been stretched as
in Figure 14.3. For sufficiently long necks, the transition map ΨJβ→Jα takes the form
ΨJβ→Jα =
(
id (Ωp)Up
0 id
)
,
where Ωp : CF
−(H, s)→ CF−(H, s) is the map defined in Equation (14.38).
Proof of Proposition 14.22. Similar to Lemma 14.5, we fix two neck lengths along cα and cβ for Jα
and Jβ , respectively, and then stretch along c. Adapting the argument therein, for an appropriately
chosen almost complex structure J˜ on Σ× [0, 1]×R, interpolating Jα and Jβ with sufficiently large
neck length along c, the transition map satisfies
(14.39) ΨJβ→Jα := ΨJ˜ =
(
id ∗
0 id
)
.
The ∗ appears in the upper right corner, whereas in Lemma 14.5 it appeared in the lower left corner,
since the basepoint configuration is now different, and the Maslov grading of the points of α0 ∩ β0
is now reversed from Lemma 14.5.
We now show ∗ = Ωp. This amounts to counting J˜-holomorphic representatives of index 0 classes
φ#φ0 ∈ pi2(x× θ−,y× θ+). Let n1(φ0), n2(φ0), m1(φ0) and np(φ0) denote the multiplicities shown
in Figure 14.12.
For classes φ#φ0 ∈ pi2(x× θ−,y × θ+), Equation (6.3) implies
(14.40) µ(φ#φ0) = µ(φ) + 2np(φ0)− 1.
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α0 β0
p
n1 n2
m1
θ−
θ+
Figure 14.12. Multiplicities in the free-stabilization region.
If φ#φ0 is a class with J˜-holomorphic representatives with arbitrarily large neck length along c,
then a limiting argument as in Lemma 14.2 shows that φ has a broken representative for a cylindrical
almost complex structure. Hence µ(φ) ≥ 0, by transversality. Consequently, Equation (14.40)
implies that if φ#φ0 ∈ pi2(x× θ−,y× θ+) has Maslov index 0 and has representatives for arbitrarily
long neck length along c, then
µ(φ) = 1 and np(φ0) = 0.
If k is a fixed non-negative integer, there are k non-negative homology classes in pi2(θ
−, θ+) with
np = 0 and m1 = k. If k1, k2 are non-negative integers with k1 + k2 = k − 1, we write φk1,k20 for the
class in pi2(θ
−, θ+) with
(14.41) np(φ
k1,k2
0 ) = 0, m1(φ
k1,k2
0 ) = k, n1(φ
k1,k2
0 ) = k1, and n2(φ
k1,k2
0 ) = k2.
Hence, to compute the component marked ∗ in Equation (14.39), it is sufficient to compute
#MJ˜(φ#φk1,k20 )
when φ has Maslov index 1, and k1 + k2 = m1(φ)− 1. To this end, we will show that
(14.42) #MJ˜(φ#φk1,k20 ) ≡ #M̂(φ) (mod 2)
for each non-negative pair k1, k2 with k1 +k2 = k− 1. Note that the main statement follows quickly
from Equation (14.42).
Similar to the classes φk1,k20 , there are k + 1 non-negative homology classes in pi2(θ
+, θ+) with
np = 0 and m1 = k. If K1 + K2 = k, write ξ
K1,K2
0 for the homology class in pi2(θ
+, θ+) defined
similarly to Equation (14.41). To establish Equation (14.42), we count the ends of the 1-dimensional
spaces MJ˜(φ#ξK1,K20 ).
As in the proof that ΨJ˜ is a chain map, the ends ofMJ˜(φ#ξK1,K20 ) all result from strip breaking,
i.e. correspond to pairs (u˜1, u
β
2 ) or (u
α
1 , u˜2) where u˜i denotes an index 0 J˜-holomorphic curve, and
uβ2 and u
α
1 denote index 1 Jβ- or Jα-holomorphic curves. Furthermore, each end consists of one the
following configurations:
(e-1): A pair (u˜1, u
α
2 ) where u˜1 represents an index 0 class in pi2(x× θ+, z× θ+) and uα2 represents
an index 1 class in pi2(z× θ+,y × θ+).
(e-2): A pair (u˜1, u
α
2 ) where u˜1 represents an index 0 class in pi2(x× θ+, z× θ−) and uα2 represents
an index 1 class in pi2(z× θ−,y × θ+).
(e-3): A pair (uβ1 , u˜2) where u
β
1 represents an index 1 class in pi2(x× θ+, z× θ+) and u˜2 represents
an index 0 class in pi2(z× θ+,y × θ+).
(e-4): A pair (uβ1 , u˜2) where u
β
1 represents an index 1 class in pi2(x× θ+, z× θ−) and u˜2 represents
an index 0 class in pi2(z× θ−,y × θ+).
In case (e-1), the curve u˜1 contributes to the first diagonal entry of ΨJ˜ . The argument used to
establish Equation (14.39) implies that u˜1 must represent a constant class ex × eθ+ .
In case (e-2), the curve u˜1 contributes to the lower left entry of ΨJ˜ . Our argument to establish
Equation (14.39) showed that no such curves u˜1 exist, prohibiting the existence of these ends.
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In case (e-3), the curve u˜2 contributes to the first diagonal entry of ΨJ˜ . As with case (e-1), the
curve u˜2 must represent the constant class ey × eθ+ .
In case (e-4) the curve uβ1 contributes to the lower left entry of the differential ∂H+p ,Jα , which
vanishes. Hence uβ1 represents one of two bigon classes in the free-stabilization region. See the proof
of Lemma 14.3. The class u˜2 contributes to the upper right component of the matrix for ΨJ˜ (which
we are trying to compute). We write B0,1 and B1,0 for these bigons, chosen so that n1(B1,0) = 1
and n2(B0,1) = 1.
In summary, the ends of MJ˜(φ#ξK1,K20 ) are constrained to the following:
(1) A J˜-holomorphic representative of ex×eθ+ and a Jα-holomorphic representative of φ#ξK1,K20 .
(2) A J˜-holomorphic representative of ey×eθ+ and a Jβ-holomorphic representative of φ#ξK1,K20 .
(3) A J˜-holomorphic representative of φ#φK1−1,K20 and a Jβ-holomorphic representative of B1,0.
(4) A J˜-holomorphic representative of φ#φK1,K2−10 and a Jβ-holomorphic representative of B0,1.
We can write out the ends as
∂MJ˜(φ#ξK1,K20 ) = M̂Jα(φ#ξK1,K20 )×MJ˜(ex × eθ+) unionsq MJ˜(ey × eθ+)× M̂Jβ (φ#ξK1,K20 )
unionsq M̂Jβ (B1,0)×MJ˜(φ#φK1−1,K20 ) unionsq M̂Jβ (B0,1)×MJ˜(φ#φK1,K2−10 ).
(14.43)
The bigons and constant classes appearing in Equation (14.43) have unique holomorphic repre-
sentatives. Since the total ends of a compact 1-manifold are 0, Equation (14.43) implies
(14.44) #M̂Jα(φ#ξK1,K20 ) + #M̂Jβ (φ#ξK1,K20 ) + #MJ˜(φ#φK1−1,K20 ) + #MJ˜(φ#φK1,K2−10 ) = 0.
The proof of Lemma 14.4 adapts immediately to show that
(14.45) #M̂Jβ (φ#ξK1,K20 ) =
{
#M̂(φ) if (K1,K2) = (k, 0)
0 otherwise,
and
(14.46) #M̂Jα(φ#ξK1,K20 ) =
{
#M̂(φ) if (K1,K2) = (0, k)
0 otherwise.
By starting at (K1,K2) = (k, 0) and using Equations (14.44), (14.45) and (14.46) to go through
all pairs (K1,K2) with K1 +K2 = k we obtain Equation (14.42), completing the proof. 
θ+
p
α0
β′0 β0
x+
x−z+
z−
cβ,β′
Figure 14.13. A Heegaard triple which has been free-stabilized. We
stretch the almost complex structure along cβ,β′ .
We need the following triangle count:
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Lemma 14.23. Suppose T = (Σ,α,β,β′,w0) is a Heegaard triple (we do not assume β′ are small
isotopies of β). Let T +p be the Heegaard triple obtained by free-stabilizing at p, as in Figure 14.13.
Let J be an almost complex structure on Σ × [0, 1] × R, and let J(T ) denote an almost complex
structure with a neck of length T added along cβ,β′ . For sufficiently large T ,
FT +p ,J(T )(x×−,y × θ+) =
(
FT ,J(x,y) 0
0 FT ,J(x,y)
)
.
Proof. The statement is a special case of [MO10, Proposition 5.2]. 
We now sketch our proof of the formula for the pi1-action when there is more than one basepoint:
Proof of Proposition 14.20. Immerse γ in Σ, and break γ into a sequence of embedded arcs, λ1, . . . , λn,
such that each λi crosses a single α or β curve, exactly once. See Figure 14.14.
γ
λ1
λ2
λ3
w Σ
Figure 14.14. Breaking the closed curve γ into a sequence of arcs λ1, . . . , λn.
Write ∂λi = {pi, pi+1}. Note that p1 = pn+1 = w. Let H+pi denote a free-stabilization of H at pi.
Let Jα,i denote an almost complex structure for H+pi stretched along a circle cα parallel to the α
circle in the free-stabilization region, and let Jβ,i denote one stretched along a circle cβ parallel to
the β circle.
Each arc λi induces a diffeomorphism map
(14.47) (λi)∗ : CF−Jβ,i(H+pi , s)→ CF−Jβ,i+1(H+pi+1 , s).
First, we claim that if λi intersects a single β curve (and no α curves), then (λi)∗ is chain
homotopic to
(14.48) (λi)∗ '
(
id 0
0 id
)
.
To establish Equation (14.48), we decompose λi into two maps, a holomorphic triangle count to
handleslide a β curve over pi, followed by a tautological diffeomorphism map to move pi to pi+1.
See Figure 14.15.
Equation (14.48) follows from Lemma 14.23, since we are using the almost complex structure Jβ,i.
Hence the triangle counts on the free-stabilized Heegaard triple for the handleslide are obtained from
the triangle counts on the unstabilized diagram. Once we compose with the tautological map for an
isotopy, the diagonal entries are chain homotopic to the identity, by naturality.
Next, we claim that if λi intersects a single α curve (and no β curves), then (λi)∗ is chain
homotopic to
(14.49) (λi)∗ '
(
id Ωpi + Ωpi+1
0 id
)
.
Equation (14.49) is established as follows. By simply switching the roles of the α and β curves,
our previous argument shows that the map
(λi)∗ : CF−Jα,i(H+pi , s)→ CF−Jα,i(Hpi+1 , s)
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λi
(λi)∗
β
pi+1
β
pi
pi+1
λi
β′
pi
triangle count isotopy
Figure 14.15. Decomposing (λi)∗ into a triangle map followed by a tau-
tological diffeomorphism map.
takes the same form as in Equation (14.48). To obtain the form induced map with the same choice of
almost complex structures as in Equation (14.47), we must pre-compose with ΨJβ,i→Jα,i and post-
compose with ΨJα,i+1→Jβ,i+1 . These two transition maps may be computed using Lemma 14.22.
Upon multiplying the three matrices together, we obtain Equation (14.49).
Finally, to compute
γ∗ : CF−Jβ,1(H+w , s)→ CF−Jβ,1(H+w , s),
we write
γ∗ = (λn)∗ ◦ · · · ◦ (λ1)∗,
and use the expressions for λi from Equations (14.48) and (14.49). Upon multiplying all the matrices
out, we obtain that
(14.50) γ∗ =
id
∑
i∈{1,...,n}
λi∩α 6=∅
(Ωpi + Ωpi+1)
0 id

The map ∑
i∈{1,...,n}
λi∩α 6=∅
(Ωpi + Ωpi+1)
is exactly equal to the map which counts index 1 holomorphic disks, with a factor equal to their total
change across the α curves. This is exactly the homology action Aγ . Consequently Equation (14.50)
coincides with Equation (14.37), and the proof is complete. 
14.7. Basepoint swapping diffeomorphism. We now compute an additional diffeomorphism
map. Suppose w1, w2 ∈ w are two distinct basepoints, and λ is a path connecting w1 and w2. Let
Swλ : (Y,w)→ (Y,w)
denote the diffeomorphism corresponding to swapping w1 and w2, along λ. The diffeomorphism Swλ
is well defined up to isotopy, since Y is 3-dimensional.
The diffeomorphism Swλ is the map induced by the graph cobordism ([0, 1]×Y,Γ) where Γ is the
union of the arcs [0, 1]× {w} for w ∈ w \ {w1, w2}, as well as two arcs, one connecting {w1} × {0}
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to {w2} × {1} and the other connecting {w2} × {0} to {w1} × {1}, both of which project to λ, up
to isotopy.
Note that Swλ only induces an RP -equivariant map on CF−(Y,wσ, s) for colorings σ satisfying
σ(w1) = σ(w2).
Proposition 14.24. Let Swλ : (Y,w) → (Y,w) be the basepoint swapping diffeomorphism. The
induced map (Swλ)∗ satisfies
(14.51) (Swλ)∗ ' Φw1Aλ +AλΦw2 ' AλΦw1 + Φw2Aλ.
Proof. The second chain homotopy in Equation (14.51) can be obtained from Lemma 14.16, so we
focus on the first.
Let w′ 6∈ w be a new basepoint, given the same color as w1 and w2. Pick paths λ1 and λ2 from w1
to w′ and from w′ to w2 (respectively) such that the concatenation λ1 ∗ λ2 is isotopic to λ. Break
Swλ into the composition of the following three diffeomorphisms:
(1) An isotopy of w1 to w
′, along λ1.
(2) An isotopy of w2 to w1, along λ.
(3) An isotopy of w′ to w2, along λ2.
Using Theorem 14.11, we obtain
(14.52) (Swλ)∗ ' (S−w′Aλ2S+w2)(S−w2AλS+w1)(S−w1Aλ1S+w′).
Using Lemmas 14.13–14.18, we manipulate Equation (14.52) as follows:
(Swλ)∗ ' S−w′Aλ2Φw2AλΦw1Aλ1S+w′
' Φw2S−w′Aλ2AλΦw1Aλ1S+w′ + S−w′AλΦw1Aλ1S+w′
' Φw2S−w′Aλ2AλAλ1S+w′Φw1 + Φw2S−w′Aλ2AλS+w′ + S−w′AλΦw1Aλ1S+w′
' Φw2S−w′Aλ2AλAλ1S+w′Φw1 + Φw2S−w′Aλ2AλS+w′ + Φw1S−w′AλAλ1S+w′ + S−w′Aλ1S+w′ .
(14.53)
We focus on the first term of the last line of Equation (14.53). By Lemma 5.3, Aλ = Aλ2 + Aλ1
when all are defined. Also A2λi ' U (where U denotes any of Uw1 , Uw2 , Uw′ , which are identified by
the coloring) by Lemma 5.5. Hence
Aλ2AλAλ1
'Aλ2(Aλ1 +Aλ2)Aλ1
'Aλ2A2λ1 +A2λ2Aλ1
'U(Aλ1 +Aλ2)
'UAλ.
(14.54)
Using Equation (14.54), as well as Lemmas 6.13 and 6.15, we see
Φw2S
−
w′Aλ2AλAλ1S
+
w′Φw1
'US−w′AλS+w′Φw1
'UAλS−w′S+w′Φw1
'0.
(14.55)
We now consider the second term of the last line of Equation (14.53). Lemma 6.13 and 7.10 imply
Φw2S
−
w′Aλ2AλS
+
w′
'Φw2S−w′Aλ2S+w′Aλ
'Φw2Aλ.
(14.56)
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Similarly, the third term of the last line of Equation (14.53) becomes
Φw1S
−
w′AλAλ1S
+
w′
'Φw1AλS−w′Aλ1S+w′
'Φw1Aλ.
(14.57)
The last term of the last line of Equation (14.53) satisfies
(14.58) S+w′Aλ1S
+
w′ ' id,
by Lemma 7.10.
Combining Equations (14.53), (14.55), (14.56), (14.57) and (14.58), we obtain
(14.59) (Swλ)∗ ' Φw2Aλ + Φw1Aλ + id .
Equation (14.59) is chain homotopic to the expression in the statement since Φw1Aλ +AλΦw1 ' id
by Lemma 14.16. 
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