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Abstract
The Bayesian probit regression model (Albert and Chib [1]) is pop-
ular and widely used for binary regression. While the improper flat
prior for the regression coefficients is an appropriate choice in the ab-
sence of any prior information, a proper normal prior is desirable when
prior information is available or in modern high dimensional settings
where the number of coefficients (p) is greater than the sample size
(n). For both choices of priors, the resulting posterior density is in-
tractable and a Data Augmentation (DA) Markov chain is used to
generate approximate samples from the posterior distribution. Estab-
lishing geometric ergodicity for this DA Markov chain is important as
it provides theoretical guarantees for constructing standard errors for
Markov chain based estimates of posterior quantities. In this paper, we
first show that in case of proper normal priors, the DA Markov chain
is geometrically ergodic for all choices of the design matrix X, n and p
(unlike the improper prior case, where n ≥ p and another condition on
X are required for posterior propriety itself). We also derive sufficient
conditions under which the DA Markov chain is trace-class, i.e., the
eigenvalues of the corresponding operator are summable. In particular,
this allows us to conclude that the Haar PX-DA sandwich algorithm
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(obtained by inserting an inexpensive extra step in between the two
steps of the DA algorithm) is strictly better than the DA algorithm in
an appropriate sense.
1 Introduction
Let Y1, · · · , Yn be independent Bernoulli random variables with P (Yi =
1|β) = Φ(xTi β) where xi ∈ Rp is the vector of known covariates corre-
sponding to the ith observation Yi, for i = 1, · · · , n; β ∈ Rp is a vector
of unknown regression coefficients and Φ(·) denotes the standard normal
distribution function. For yi ∈ {0, 1}; i = 1, · · · , n, the likelihood is given
by:
P (Y1 = y1, · · · , Yn = yn) =
n∏
i=1
[
Φ(xTi β)
]yi [1− Φ(xTi β)]1−yi .
Our objective is to make inferences about β, and we intend to adopt a
Bayesian approach as proposed in Albert and Chib [1]. In particular, we
specify the prior density pi(β) to be a Np
(
Q−1v, Q−1
)
density, with a positive
definite matrix Q and v ∈ Rp. Note that any vector µ ∈ Rp can be written
as µ = Q−1Qµ = Q−1v with v = Qµ. Hence the assumption that the prior
mean is of the form Q−1v is not restrictive. Albert and Chib [1] consider
an improper flat prior for β, which can be obtained as a limiting case of
this (proper) prior, e.g., by taking v = 0, and Q approaching the matrix of
all zeros. Let y = (y1, · · · , yn)T denote the observed values of the random
sample Y = (Y1, · · · , Yn)T , and
m(y) =
∫
Rp
pi(β)
(
n∏
i=1
[
Φ(xTi β)
]yi [1− Φ(xTi β)]1−yi
)
dβ
denote the marginal distribution of y. Then the posterior density of β given
Y = y is given by
pi(β|y) = 1
m(y)pi(β)
(
n∏
i=1
[
Φ(xTi β)
]yi [1− Φ(xTi β)]1−yi
)
.
Note that the posterior density pi(β | y) does not have a closed form. It
is highly intractable in the sense that computing expectations with respect
to this density is not feasible in closed form, or by using numerical meth-
ods (for even moderate p), or by using Monte Carlo methods (for large p).
Albert and Chib (1993) proposed a data augmentation MCMC algorithm
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(henceforth called the AC-DA algorithm) for this problem. As shown be-
low, each iteration of this algorithm involves sampling from (n+p) standard
univariate densities. Consider the latent variables z1, · · · , zn where
zi|β ∼ N(xTi β, 1), with yi = 1(zi > 0) for i = 1, · · · , n.
Further, let X denote the n×p design matrix. Simple calculations show that
the joint conditional density pi(β, z|y) of β and z = (z1, · · · , zn)T given the
data y satisfies the following
pi(β, z|y) ∝ exp
[
−12
{(
β −Q−1v
)T
Q
(
β −Q−1v
})]
× exp
[
−12(z −Xβ)
T (z −Xβ)
]
×
n∏
i=1
{(
1(0,∞)(zi)
)yi (
1(−∞,0](zi)
)1−yi}
. (1)
It follows from (1) that the full conditional density of β given z,y satisfies
pi(β|z,y) ∝ exp
[
−12
{
βT
(
XTX +Q
)
β − 2βT
(
v +XTz
)}]
. (2)
From (2) we can immediately conclude that conditional on (z,y), β is nor-
mally distributed with mean vector (XTX+Q)−1(v+XTz) and covariance
matrix (XTX +Q)−1, i.e.,
β | z,y ∼ Np
((
XTX +Q
)−1 (
v +XTz
)
,
(
XTX +Q
)−1)
.
Again from (1), it is easy to see that the posterior density of z given β,y
satisfies
pi(z|β,y) ∝
n∏
i=1
{
φ
(
zi − xTi β
) (
1(0,∞)(zi)
)yi (
1(−∞,0](zi)
)1−yi}
. (3)
It follows that for i = 1, · · · , n
zi | β,y indep∼ TN
(
xTi β, 1, yi
)
where TN(µ, σ2, ω) denotes the distribution of a truncated normal variable
with mean µ and variance σ2 which is truncated to be positive if ω = 1 and
negative if ω = 0.
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Using the standard densities above, Albert and Chib [1] construct a data
augmentation Markov chain Ψ = (βm)m≥0. The transition of this Markov
chain from βm to βm+1 is given as follows.
(m+ 1)st iteration of AC-DA Markov chain Ψ:
(i) Draw independent z1, · · · , zn with
zi ∼ TN
(
xTi β, 1, yi
)
, i = 1, · · · , n
and call z = (z1, · · · , zn)T .
(ii) Draw β ∼ Np
((
XTX +Q
)−1 (
v +XTz
)
,
(
XTX +Q
)−1)
.
The above conditional densities have standard forms, therefore observa-
tions from the Markov chain Ψ can be easily generated using any standard
statistical software, such as R ([17]; [25]). It can be easily shown that the
transition density for Ψ is strictly positive everywhere, which implies that Ψ
is Harris ergodic (see Asmussen and Glynn [2]). It follows that cumulative
averages based on the above Markov chain can be used to consistently es-
timate corresponding posterior expectations. However, providing standard
errors for these estimates requires the existence of a Markov chain CLT
(which is much more challenging to establish than the usual CLT in the
IID/independent setup). A standard method available to prove a Markov
chain CLT involves proving that the underlying Markov chain is geometri-
cally ergodic (Chan and Geyer [5]; Flegal and Jones [7]; Mykland, Tierney
and Yu [15]; Robert [18]). See Section 2 for more details.
The first contribution of this paper is a proof of geometric ergodicity
for Ψ for all choices of the design matrix X, sample size n and number of
predictors p . It is to be noted that the original Albert and Chib [1] paper
has been cited over 2450 times, indicating the wide range of applications
and studies that have been made based on this data augmentation (DA)
algorithm. This highlights the importance of having consistent standard
error estimates for quantities based on the DA Markov chain. As we explain
in Section 2, geometric ergodicity is an important ingredient for obtaining a
theoretical guarantee for the validity of CLT based standard error estimates
used by practitioners.
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Data Augmentation (DA) algorithms are typically slow-mixing and take
a long time to converge. However, there exist sandwich algorithms (Meng
and van Dyk [13]; Liu and Wu [12]; Hobert and Marchev [8]) which can
potentially significantly improve the DA algorithm by adding just one com-
putationally inexpensive intermediate step “sandwiched” between the two
steps of the DA algorithm. These sandwich algorithms are theoretically
proven to be at least as good as the original DA algorithm in terms of the
operator norm (see Section 3). However, to show that the sandwich algo-
rithm is strictly better, one needs to prove some additional properties of the
DA Markov chain.
As a second major contribution of this paper, we show in Section 3 that
the DA Markov chain Ψ is trace-class. The derivation is quite lengthy and
involved (see Section 3). The fact that a DA Markov chain is trace-class en-
sures that one can construct strictly better sandwich algorithms (e.g., Haar
PX-DA algorithms; see Section 4) in the sense that the (countable) spec-
trum of the DA algorithm point wise dominates the (countable) spectrum
of the sandwich algorithm, with at least one strict inequality (Khare and
Hobert [11]). We would like to point out that no results regarding trace class
properties in the improper flat prior case are available in the literature. It
is to be noted that our trace class results hold both when n ≥ p and n < p,
although some sufficient conditions on X and Q need to be satisfied (see
Theorem 2).
Roy and Hobert [22] prove the geometric ergodicity of the resultant al-
gorithm when an improper flat prior (instead of a proper normal prior) on
β is considered, and also derive the PX-DA sandwich algorithm in this set-
ting. Unlike our paper, these authors construct minorization conditions that
allow them to use regeneration techniques for the consistent estimation of
asymptotic variances. On the other hand, the trace class property under the
improper prior is not investigated in [22]. It is important to note that an
improper flat prior on β leads to a proper posterior only under the following
conditions derived in Chen and Shao [6]:
1. n ≥ p and the design matrix has full column rank,
2. there exits a vector a = (a1, · · · , an)T with strictly positive compo-
nents such that W Ta = 0, where W is an n× p matrix whose ith row
is xTi or −xTi according as yi is 0 or 1.
Roy and Hobert [22] show that the above conditions are sufficient to establish
geometric ergodicity as well. However, these conditions clearly exclude the
case of modern high dimensional problems where the dimension p can be
5
much larger than the sample size n. Hence, if p > n one needs to work with
a proper normal prior. In fact, we show that when a proper normal prior
is assumed, no assumption on n, p and X is necessary to have geometric
ergodicity. 1 If n ≥ p, an improper flat prior is useful in the absence of any
prior information or for objective Bayesian inference, while the proper prior
is useful in the presence of prior information. To the best of our knowledge,
there are no general technical results comparing the efficiency or behavior
of the AC-DA algorithm in the proper/improper settings when n ≥ p.
The remainder of this article is organized as follows. In Section 2, we
formally define geometric ergodicity and prove that Ψ is geometrically er-
godic by establishing an appropriate drift condition. In Section 3 we review
the notions of trace-class Markov chains and prove that under some easily
verifiable sufficient conditions Ψ is trace-class. In Section 4, we briefly re-
view the concepts of sandwich algorithms and derive the form of one such
algorithm, namely the Haar PX-DA algorithm, corresponding to the AC-DA
algorithm. In Section 5 we provide an illustration based on a real dataset to
exhibit the improvements that can be achieved by using the Haar PX-DA al-
gorithm over the AC-DA algorithm. In Appendix A, proofs of some relevant
mathematical results are provided. A method for sampling from a density
that appears in the Haar PX-DA algorithm is described in Appendix B.
2 Geometric Ergodicity for the AC-DA chain
In this section we first formally define the notion of geometric ergodicity for
a Markov chain and then we show that the AC-DA chain Ψ is geometrically
ergodic. Let k(·, ·) denote the Markov transition density associated with
Ψ, with corresponding Markov transition function K(·, ·). In particular,
for β′ ∈ Rp and a measurable set A ∈ B (:= the Borel σ-field on Rp),
K(β′, A) =
∫
A k(β′,β) dβ. For m ≥ 1, the corresponding m−step Markov
transition function is defined in the following inductive fashion.
Km(β′, A) =
∫
Rp
Km−1(β, A)K(β′, dβ) = Pr(βm+j ∈ A|βj = β′)
1Roy [21] proves the geometric ergodicity of a DA algorithm based on the robit model,
which uses a Student’s t-distribution function instead of the standard normal distribution
function for robustness. However, this robustness comes at a cost of increased complexity
in analysis that makes the problem of proving geometric ergodicity much more challenging.
This is apparent from the rather restrictive nature of the sufficient conditions assumed in
that paper.
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for all j = 0, 1, 2, . . . ; with K1 ≡ K. Let Π(·|y) denote the probability
measure associated with the posterior density pi(β|y), so that Π(A|y) =∫
A pi(β|y)dβ. Here pi(β|y) denotes the β−marginal of the joint density
pi(β, z|y). The chain Ψ is geometrically ergodic if there exist a constant
η ∈ [0, 1) and a function Q : Rp → [0,∞) such that for any β ∈ Rp and any
m ∈ N,
‖Km(β, ·)−Π(·|y)‖ := sup
A∈B
|Km(β, A)−Π(A|y)| ≤ Q(β)ηm
As mentioned in the introduction, geometric ergodicity implies existence
of a CLT for Markov chain based cumulative averages. In particular, let
g ∈ L2(pi(β|y)) such that Epig(β)2 <∞, and let (βN )mN=1 denote the obser-
vations generated by the DA algorithm. Define g¯m := m−1
∑m
N=1 g (βN ). If
the (reversible) DA Markov chain is geometrically ergodic, then there exists
σ2g ∈ (0,∞) such that
√
m(g¯m−Epig) d−→ N(0, σ2g) as m→∞. Several meth-
ods for obtaining consistent estimators of σ2g are available in the literature,
see for example [9, 7]. These methods typically require additional moment
assumptions on g along with other mild regularity assumptions.
The following theorem establishes geometric ergodicity of Ψ by forming
a (geometric) drift condition on the basis of the following (drift) function
ν(β) = βT
(
XTX +Q
)
β
The fact that (XTX+Q) is positive definite ensures that ν(β) is unbounded
off compact sets as a function of β, i.e., for each α > 0, the level set {β :
βT (XTX +Q)β ≤ α} is compact.
Theorem 1. Let k(·, ·) denote the transition density corresponding to the
Markov chain Ψ. Then for any arbitrary β′ ∈ Rp representing the current
state, there exists ρ ∈ (0, 1) and L ∈ R such that∫
Rp
ν(β)k(β′,β) dβ ≤ ρν(β′) + L. (4)
Proof. On the outset, note that the transition density corresponding to the
AC-DA Markov chain is given by
k(β′,β) =
∫
Z
pi(β|z,y)pi(z|β′,y) dz,
where Z denotes the space where the random vector z lives, i.e., Z is the
Cartesian product of n half lines R+ = (0,∞) or R− = (−∞, 0] according
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as yi = 1 or 0. Therefore, by Fubini’s theorem, we get∫
Rp
ν(β)k(β′,β) dβ =
∫
Z
{∫
Rp
ν(β) pi(β|z,y) dβ
}
pi(z|β′,y) dz. (5)
The inner integral in the right hand side of (5) is given by∫
Rp
ν(β) pi(β|z,y) dβ = E
(
βT
(
XTX +Q
)
β
∣∣∣ z,y)
= trace
((
XTX +Q
)
var(β|z,y)
)
+ E(β|z,y)T
(
XTX +Q
)
E(β|z,y)
= p+
(
XTz + v
)T (
XTX +Q
)−1 (
XTz + v
)
= p+
∥∥∥∥(XTX +Q)−1/2 (XTz + v)∥∥∥∥2 . (6)
Note that for any a ∈ Rp, b ∈ Rp and c > 0,
‖a+ b‖2 = ‖a‖2 + ‖b‖2 + 2(ca)T
(1
c
b
)
≤ ‖a‖2 + ‖b‖2 + c2‖a‖2 + 1
c2
‖b‖2
=
(
1 + c2
)
‖a‖2 +
(
1 + 1
c2
)
‖b‖2.
Therefore, by taking a =
(
XTX +Q
)−1/2
XTz, b =
(
XTX +Q
)−1/2
v
and any c > 0, we get the following upper bound for (6):
p+
(
1 + c2
) ∥∥∥∥(XTX +Q)−1/2XTz ∥∥∥∥2 + (1 + 1c2
)∥∥∥∥(XTX +Q)−1/2 v ∥∥∥∥2
=
(
1 + c2
) ∥∥∥∥(XTX +Q)−1/2XTz ∥∥∥∥2 +A1 (7)
where
A1 = A1(c) = p+
(
1 + 1
c2
)∥∥∥∥(XTX +Q)−1/2 v ∥∥∥∥2 .
Hence, from (5), (6) and (7) we can write for any c > 0,∫
Z
{∫
Rp
ν(β) pi(β|z,y) dβ
}
pi(z|β′,y) dz
≤
(
1 + c2
) ∫
Rn
∥∥∥∥(XTX +Q)−1/2XTz ∥∥∥∥2 pi(z|β,y) dz + A1
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=
(
1 + c2
)
E
(
zTX
(
XTX +Q
)−1
XTz
∣∣∣∣β′,y) + A1. (8)
Now, note that
E
(
zTX
(
XTX +Q
)−1
XTz
∣∣∣∣β′,y) = E (zT X˜ (X˜T X˜ + Ip)−1 X˜Tz ∣∣∣∣β′,y)
≤ λmax E
(
zTz
∣∣∣β′,y)
= λmax
n∑
i=1
E
(
z2i
∣∣∣β′,y) . (9)
Here X˜ = XQ−1/2, and λmax = λmax(X˜ (X˜T X˜ + Ip)−1 X˜T ) denotes the
largest eigenvalue of X˜ (X˜T X˜+ Ip)−1 X˜T . Standard results from the theory
of truncated normal distributions show that (see Roy and Hobert [22])
U ∼ TN(ξ, 1, 1) =⇒ EU2 = 1 + ξ2 + ξφ(ξ)Φ(ξ)
and
U ∼ TN(ξ, 1, 0) =⇒ EU2 = 1 + ξ2 − ξφ(ξ)1− Φ(ξ) .
Therefore, it follows that for all i = 1, · · · , n
E
(
z2i
∣∣∣β′,y) =

1 +
(
xTi β
′
)2
+ (x
T
i β
′)φ(xTi β′)
Φ(xTi β′)
if yi = 1
1 +
(
xTi β
′
)2 − (xTi β′)φ(xTi β′)1−Φ(xTi β′) if yi = 0
.
A more compact way of expressing this is as follows.
E
(
z2i
∣∣∣β′,y) = 1 + (wTi β′)2 −
(
wTi β
′
)
φ
(
wTi β
′
)
1− Φ (wTi β′)
where
wi =
{
xi if yi = 0
−xi if yi = 1
.
Now, for all i = 1, · · · , n,
−
(
wTi β
′
)
φ
(
wTi β
′
)
1− Φ (wTi β′) ≤

∣∣∣∣(wTi β′)φ(wTi β′)1−Φ(wTi β′)
∣∣∣∣ if wTi β′ ≤ 0
0 if wTi β′ > 0
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≤ sup
u∈(−∞,0]
∣∣∣∣ uφ (u)1− Φ (u)
∣∣∣∣ =: Λ
and it is clear that Λ ∈ (0,∞). This implies, for all i = 1, · · · , n
E
(
z2i
∣∣∣β′,y) ≤ 1 + (wTi β′)2 + Λ = 1 + (xTi β′)2 + Λ.
Therefore, from (9) we can write,
E
(
zTX
(
XTX +Q
)−1
XTz
∣∣∣∣β′,y) < λmax n∑
i=1
(
xTi β
′)2 +A2
= λmax β′T
(
XTX
)
β′ +A2
≤ λmax β′T
(
XTX +Q
)
β′ +A2
= λmax ν(β′) +A2 (10)
where A2 = nλmax (1+Λ) <∞, and inequality in the second last line follows
from the fact that Q is positive definite.
Finally, combining (8), and (10), we get∫
Rp
ν(β)k(β′,β) dβ ≤ (1 + c2) λmax ν(β′) + L
= ρ(c) ν(β′) + L
where L = L(c) = A1(c) + (1 + c2)A2, ρ(c) = (1 + c2)λmax and c > 0 is
arbitrary. It remains to show that there exists c > 0 such that 0 < ρ(c) < 1.
It follows from Proposition A.1 in Appendix A that λmax ∈ (0, 1). So, for
any c, ρ(c) = λmax(1 + c2) > 0. To show that there exits c > 0 such that
ρ(c) < 1, take any c0 ∈
(
0,
√
λ−1max − 1
) (
e.g. c0 = 12
√
λ−1max − 1
)
. Then
1 + c20 < λ−1max =⇒ ρ(c0) = λmax(1 + c20) < 1.
This completes the proof.
Remark 2.1. As mentioned earlier, since (XTX+Q) is always positive defi-
nite, ν(β) is unbounded off compact sets for any design matrixX. Therefore,
from Meyn and Tweedie [14, Lemma 15.2.8] and Theorem 1, it follows that
for any X, n and p, the AC-DA Markov chain Ψ is geometrically ergodic.
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3 Trace-class property for the AC-DA chain
Recall that the AC-DA Markov chain Ψ has associated transition density
given by
k(β′,β) =
∫
Z
pi(β|z,y)pi(z|β′,y) dz. (11)
Let L20(pi(· | y)) denote the space of square-integrable functions with mean
zero (with respect to the posterior density pi(β | y)). Let K denote the
Markov operator on L20(pi(· | y)) associated with the transition density k.
Note that the Markov transition density k is reversible with respect to its in-
variant distribution, and K is a positive, self-adjoint operator. The operator
K is trace class (see Jörgens [10]) if∫
Rp
k(β,β) dβ <∞. (12)
If the trace-class property holds, then K is compact, and its eigenvalues are
summable (stronger than square summable), which in particular also implies
that the associated Markov chain is geometrically ergodic. The trace class
property for a DA Markov chain has another important implication. Hobert
and Marchev [8] define a class of sandwich algorithms called Haar PX-DA
algorithms which they show to be optimal in an appropriate sense. If a DA
algorithm is trace class, then so is the Haar PX-DA algorithm. Furthermore,
the spectrum of the Haar PX-DA operator is strictly better than the DA
algorithm in the sense that the (countable) spectrum for the Haar PX-DA
algorithm is dominated pointwise by the spectrum of the DA algorithm,
with at least one strict domination (Khare and Hobert [11]). See Section 4
for more details.
The following theorem provides sufficient conditions under which the
Markov operator K corresponding to the AC-DA algorithm is trace class.
Theorem 2. Let X, the design matrix, have either full column rank (if
n ≥ p) or full row rank (if n < p). Then, the AC-DA Markov chain Ψ is
trace-class if
(A) All eigenvalues (or all non-zero eigenvalues, if n < p) of Q−1/2XTXQ−1/2
are less than 7/2, OR
(B) XQ−1/2 is rectangular diagonal.
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Proof. We shall show that (12) holds for the Markov chain Ψ if either (A) or
(B) holds. Conditions (A) and (B) will not play a role at all in the first half
of this proof, but will be needed to show the positivity of an appropriate
function in the second half of the proof.
First, note that (3) implies
pi(z|β,y) ∝ exp
(
−12
n∑
i=1
(zi − xTi β)2
)
×
n∏
i=1

(
1
Φ(xTi β)
)yi ( 1
1− Φ(xTi β)
)1−yi
= exp
(
−12(z −Xβ)
T (z −Xβ)
)
×
n∏
i=1

(
1
Φ(xTi β)
)yi ( 1
1− Φ(xTi β)
)1−yi .
Now, let us define for i = 1, · · · , n,
ti =
{
zi, if yi = 0
−zi, if yi = 1
; wi =
{
xi, if yi = 0
−xi, if yi = 1
; and Wn×p =
w
T
1
...
wTn
 .
Then XTX = W TW and XTz = W T t, and absolute value of the Jacobian
of the transformation z → t is one. So the conditional density pi(t|β,y) of
t given β,y satisfies
pi(t|β,y) ∝ exp
(
−12{t
T t− 2βTW T t+ βTW TWβ}
)
×
n∏
i=1
(
1
1− Φ(wTi β)
)
. (13)
Again, simple calculations on (1) show that
pi(β|z,y) ∝ exp
[
−12
{
βT (XTX +Q)β − 2βT (XTz + v)
+ (XTz + v)T (XTX +Q)−1(XTz + v)
}]
∝ exp
[
−12
{
βT (XTX +Q)β − 2βTXTz
− 2βTv + zTX(XTX +Q)−1XTz
12
+ 2zTX(XTX +Q)−1v
}]
.
so that
pi(β|t,y) ∝ exp
[
−12
{
βT (W TW +Q)β − 2βTW T t
− 2βTv + tTW (W TW +Q)−1W T t
− 2tTW (W TW +Q)−1v
}]
. (14)
Therefore, using (11), (13) and (14), we get the following form for the inte-
gral in (12) in the current setting.
I :=
∫
Rp
∫
Z
pi(β|z,y)pi(z|β,y) dz dβ
=
∫
Rp
∫
Rn−
pi(β|t,y)pi(t|β,y) dt dβ
= C0
∫
Rp
∫
Rn−
exp
[
−12
{
βT (W TW +Q)β − 2βTW T t
− 2βTv + tTW (W TW +Q)−1W T t
+ 2tTW (W TW +Q)−1v
}]
× exp
(
−12{t
T t− 2βTW T t+ βTW TWβ}
)
×
n∏
i=1
(
1
1− Φ(wTi β)
)
dt dβ. (15)
Here C0 denotes the product of all constant terms (independent of β and
t) appearing in the full conditional densities pi(β|t,y) and pi(t|β,y). Let us
define θ = Q−1/2β, W˜ = WQ−1/2 and v˜ = Q−1/2v. Absolute value of the
Jacobian of the transformation β → θ is {det(Q)}−1/2 > 0. Therefore, the
right hand side of (15) is proportional to∫
Rp
∫
Rn−
exp
[
−12
{
θT (W˜ T W˜ + Ip)θ − 2θT W˜ T t− 2θT v˜
+ tT W˜ (W˜ TW + Ip)−1W˜ T t+ 2tT W˜ (W˜ T W˜ + Ip)−1v˜
}]
× exp
(
−12{t
T t− 2θT W˜ T t+ θT W˜ T W˜θ}
)
×
n∏
i=1
(
1
1− Φ(w˜Ti θ)
)
dt dθ
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=
∫
Rp
exp
[
−12
{
θT (2W˜ T W˜ + Ip)θ − 2θT v˜
}]
∏n
i=1
(
1− Φ(w˜Ti θ)
)(∫
Rn−
exp
[
2θT W˜ T t− tT W˜ (W˜ T W˜ + Ip)−1v˜
− 12 t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
)
dβ. (16)
Now consider the partition
Rp =
⊎
ζ⊆{1,··· ,n}
Aζ
where
Aζ = {θ : w˜Ti θ > 0 if i ∈ ζ and w˜Ti θ ≤ 0 if i /∈ ζ}.
The above partition is essentially obtained by using the n hyperplanes de-
fined by w˜Ti θ = 0 for 1 ≤ i ≤ n. This partition has also been used in [22]
for proving geometric ergodicity of the DA Markov chain corresponding to
an improper flat prior on β. The right hand side of (16) can now be written
as
∑
ζ⊆{1,··· ,n}
∫
Aζ
exp
[
−12
{
θT (2W˜ T W˜ + Ip)θ − 2θT v˜
}]
∏n
i=1
(
1− Φ(w˜Ti θ)
)
(∫
Rn−
exp
[
2θT W˜ T t− tT W˜ (W˜ TW + Ip)−1v˜
− 12 t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
)
dθ
=
∑
ζ⊆{1,··· ,n}
IAζ , say
where
IAζ =
∫
Aζ
exp
[
−12
{
θT (2W˜ T W˜ + Ip)θ − 2θT v˜
}]
∏n
i=1
(
1− Φ(w˜Ti θ)
)(∫
Rn−
exp
[
2θT W˜ T t− tT W˜ (W˜ TW + Ip)−1v˜
− 12 t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
)
dθ.
(17)
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Therefore to prove (12), it is enough to show that for any ζ ⊆ {1, · · · , n}
IAζ <∞. (18)
Fix an arbitrary ζ ⊆ {1, · · · , n}. Define a1i = w˜Ti θ 1(w˜Ti θ ≤ 0) =
w˜Ti θ 1(i /∈ ζ) and a2i = w˜Ti θ 1(w˜Ti θ > 0) = w˜Ti θ 1(i ∈ ζ), for i =
1, · · · , n and aj = (aji)1≤i≤n for j = 1, 2. This means a1 + a2 = W˜θ and
a1ia2i = 0, for all i. In particular, aT1 a2 = 0. Then for i /∈ ζ
w˜Ti θ ≤ 0 =⇒ Φ(w˜Ti θ) ≤
1
2 =⇒
1
1− Φ(w˜Ti θ)
≤ 2
and for i ∈ ζ
w˜Ti θ > 0 =⇒
2
(w˜Ti θ) +
√
4 + (w˜Ti θ)2
<
1− Φ(w˜Ti θ)
φ(w˜Ti θ)
(Birnbaum [3])
=⇒ 1
1− Φ(w˜Ti θ)
<
(w˜Ti θ) +
√
4 + (w˜Ti θ)2
2 φ(w˜Ti θ)
= q(w˜
T
i θ)
φ(w˜Ti θ)
where q(x) = (x+
√
4 + x2)/2, and φ(·) denote the standard normal density
function. Thus, for any i = 1, · · · , n,
1
1− Φ(w˜Ti θ)
< 21(i/∈ζ)
{
q(w˜Ti θ)
φ(w˜Ti θ)
}
1(i∈ζ)
≤ 2
{
q(w˜Ti θ)
φ(w˜Ti θ)
}
1(i∈ζ)
= 2{q(w˜Ti θ)
√
2pi}1(i∈ζ) exp
[1
2(w˜
T
i θ)21(i ∈ ζ)
]
≤ 2
(
1 +
√
2pi q
(
w˜Ti θ 1(i ∈ ζ)
))
exp
[1
2(w˜
T
i θ)21(i ∈ ζ)
]
= 2
(
1 +
√
2pi q(a2i)
)
exp
[1
2a
2
2i
]
= q˜(a2i) exp
[1
2a
2
2i
]
, say
where q˜(x) = 2
(
1 +
√
2pi q(x)
)
. Therefore,
n∏
i=1
(
1
1− Φ(w˜Ti θ)
)
<
(
n∏
i=1
q˜(a2i)
)
exp
[1
2a
T
2 a2
]
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= Q˜(a2) exp
[1
2a
T
2 a2
]
, say, (19)
where Q˜(a2) =
∏n
i=1 q˜(a2i).
We now derive an upper bound for the inner integral in (17). Let  ∈ (0, 1)
be arbitrary and
v∗ =
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1/2
W˜ (W˜ T W˜ + Ip)−1v˜.
Then using the fact that 2|aTb| ≤ aTa+ bTb with
a =
√

(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)1/2
t and b = v∗/
√

we get∫
Rn−
exp
[
2θT W˜ T t− tT W˜ (W˜ TW + Ip)−1v˜
− 12 t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
≤
∫
Rn−
exp
[
2θT W˜ T t+ 2 t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t+ 12 v
∗Tv∗
− 12 t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
= C1
∫
Rn−
exp
[
2θT W˜ T t− 12(1− ) t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
= C1
∫
Rn−
exp
 2
∑
i∈ζ
ti w˜
T
i θ +
∑
i/∈ζ
ti w˜
T
i θ

− 12(1− ) t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
≤ C1
∫
Rn−
exp
 2∑
i/∈ζ
ti w˜
T
i θ −
1
2(1− ) t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
 dt
since ∑
i∈ζ
ti w˜
T
i θ ≤ 0 for t ∈ Rn−

= C1
∫
Rn−
exp
[
2aT1 t−
1
2(1− ) t
T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
t
]
dt
= C1 × exp
[1
2
( 4
1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
]
× (C ′1)−1
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×
∫
Rn−
C ′1 exp
[
−12(1− )
× (t− a∗1)T
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)
(t− a∗1)
]
dt(
where a∗1 =
( 2
1− 
)(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
)
≤ C ′′1 exp
[1
2
( 4
1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
]
(20)
where
C1 = exp
(
v∗Tv∗
2
)
C ′1 = (2pi)−n/2(1− )n/2
{
det
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)}1/2
and C ′′1 = C1/C ′1.
The last inequality follows from the fact the integrand is a normal density.
Therefore, from (17) , (19) and (20) we get
IAζ ≤ C ′′1
∫
Aζ
exp
[
−12
{
θT (2W˜ T W˜ + Ip)θ − 2θT v˜
}]
Q˜(a2) exp
[1
2a
T
2 a2
]
× exp
[1
2
( 4
1− 
)
× aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
]
dθ
= C ′′1
∫
Aζ
Q˜(a2)
× exp
[
−12
{
θT (2W˜ T W˜ + Ip)θ − aT2 a2 − 2θT v˜
−
( 4
1− 
)
aT1
(
In + W˜ (2W˜ T W˜ + Ip)−1W˜ T
)−1
a1
}]
dθ
= C ′′1
∫
Aζ
Q˜(a2) exp
[
−12
{
G(θ, )− 2θT v˜
}]
dθ (21)
where
G(θ, ) = θT (2W˜ T W˜ + Ip)θ − aT2 a2
−
( 4
1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
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= 2(a1 + a2)T (a1 + a2) + θTθ − aT2 a2
−
( 4
1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
= 2aT1 a1 −
( 4
1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
+ aT2 a2 + θTθ (22)
the last equality following from the fact that aT1 a2 = 0. Therefore, to prove
(18) it would be sufficient to show that for some  ∈ (0, 1)
Q˜(a2) exp
[
−12
{
G(θ, )− 2θT v˜
}]
(23)
is integrable on Aζ . This holds when G(θ, ) is a positive definite quadratic
form in θ on Aζ , as then, for some sufficiently large C2 > 0, G(θ, )−2θT v˜+
C2 is also positive definite, making the exponential term in (23) a constant
multiple of an appropriate multivariate normal density and the integrability
of (23) follows from the existence of (positive) moments of any multivariate
normal distribution.
Therefore, our objective is to show that there exists an  ∈ (0, 1) for
which G(θ, ) is a positive definite quadratic form (on Aζ) in θ when at
least one of (A) and (B) holds. Note that on Aζ , each entry of a1 and
a2 is a linear function of θ. It follows from (22) that on Aζ , G(θ, ) is a
quadratic form in θ for every  > 0. Since ζ is arbitrarily chosen, to achieve
our objective, it is enough to show that for some  ∈ (0, 1), G(θ, ) > 0 for
every θ ∈ Rp. Since X (and hence W˜ ) is assumed to have full column rank
if n ≥ p and full row rank if n < p, it follows that either W˜ T W˜ (when n ≥ p)
or W˜W˜ T (when n < p) is invertible. Therefore, when n ≥ p
θTθ = θT W˜ T W˜ (W˜ T W˜ )−2W˜ T W˜θ = (a1 + a2)T W˜ (W˜ T W˜ )−2W˜ T (a1 + a2)
and when n < p
θTθ ≥ θTPWT θ = θT W˜ T (W˜W˜ T )−1W˜θ = (a1 + a2)T (W˜W˜ T )−1(a1 + a2)
where for any matrix B, PB denotes the orthogonal projection (matrix)
onto the column space of B, and the inequality follows from the fact that
xTx ≥ xTPBx, for any x ∈ Rk, k being the number of rows of B. Thus, it
follows that letting
M =
{
W˜ (W˜ T W˜ )−2W˜ T if n ≥ p
(W˜W˜ T )−1 if n < p
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yields, in general,
θTθ ≥ (a1 + a2)TM(a1 + a2).
Hence, from (22)
G(θ, ) ≥ 2aT1 a1 −
( 4
1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
+ aT2 a2 + (a1 + a2)TM(a1 + a2)
= 2aT1 a1 − 4aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
+ aT2 a2 + (a1 + a2)TM(a1 + a2)
− 4
(

1− 
)
aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1
=: H(a, ) (24)
where aT = (aT1 ,aT2 ). From (24) it follows that in order to prove G(θ, ) > 0
for all θ ∈ Rp it is enough to show that H(a, ) > 0 for all a ∈ Rn.
Now letting
R
n×n =
2In +M − 4 (In + W˜ (W˜ T W˜ + Ip)−1W˜ T)−1 M
M In +M

and
S
n×n =
(In + W˜ (W˜ T W˜ + Ip)−1W˜ T)−1 0n×n
0
n×n 0n×n

yields
H(a, ) = aTRa− 4
(

1− 
)
aTSa
where 0n×n denotes an n× n matrix with all elements equal to zero.
Note that S is positive semi-definite. Hence, if H∗(a) := aTRa = H(a, 0) is
positive definite, then it follows by Proposition A.3 that H(a, ) is positive
definite in a for sufficiently small . Thus, our objective boils down in
showing that when at least one of (A) and (B) holds, H∗(a) is positive
definite in a. We shall prove this fact by considering the cases n ≥ p and
n < p separately.
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Case I : n ≥ p
Consider the following singular value decomposition.
W˜
n×p = Un×p Dp×p Vp×p
T (25)
where V ∈ Rp×p is orthogonal,D ∈ Rp×p is diagonal, sayD = diag(d1, · · · , dp)
with di 6= 0 for all i = 1, · · · , n, and U ∈ Rn×p is a matrix with orthogonal
columns. Further, let
U∗
n×n =
(
U
n×p
∣∣∣∣∣ U˜n×(n−p)
)
be orthogonal in Rn×n.
Then,
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
= U
(
D2 + τIp
2D2 + τIp
)
UT + U˜ U˜T
and
M = W˜ (W˜ T W˜ )−2W˜ T = UD−2UT = U
(
Ip
D2
)
UT
where, for diagonal matrices
N˜k×k = diag(n˜1, · · · , n˜k) and Nk×k = diag(n1, · · · , nk)
with ni 6= 0 for all i = 1, · · · , k, we define
N˜
N
:= diag
(
n˜1
n1
, · · · , n˜k
nk
)
.
Then,
aT1 a2 = aT1 (UUT + U˜ U˜T )a2 = 0 =⇒ aT1 UUTa2 = −aT1 U˜ U˜Ta2
and
U˜T (a1 + a2) = U˜T W˜θ = U˜TUDV Tθ = 0 =⇒ U˜Ta1 = −U˜Ta2
which means
a1UU
Ta2 = −a1U˜ U˜Ta2 = a1U˜ U˜Ta1 = a2U˜ U˜Ta2
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and hence
H∗(a) = 2aT1 a1 − 4aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1 + aT2 a2
+ (a1 + a2)TM(a1 + a2)
= 2aT1 UUTa1 + 2aT1 U˜ U˜Ta1 − 4aT1 U
(
D2 + τIp
2D2 + τIp
)
UTa1
− 4aT1 U˜ U˜Ta1 + aT2 UUTa2 + aT2 U˜ U˜Ta2
+ aT1 U
(
Ip
D2
)
UTa1 + aT2 U
(
Ip
D2
)
UTa2 + 2aT1 U
(
Ip
D2
)
UTa2
= 2aT1 UUTa1 + 2a1UUTa2 − 4aT1 U
(
D2 + τIp
2D2 + τIp
)
UTa1
− 4a1UUTa2 + aT2 UUTa2 + a1UUTa2
+ aT1 U
(
Ip
D2
)
UTa1 + aT2 U
(
Ip
D2
)
UTa2 + 2aT1 U
(
Ip
D2
)
UTa2
= aT1 U
(
2Ip +
Ip
D2
− 4D
2 + 4Ip
2D2 + τIp
)
UTa1 + aT2 U
(
Ip +
Ip
D2
)
UTa2
+ 2aT1 U
(
Ip
D2
− 12Ip
)
UTa2
= a˜T1
(
2Ip +
Ip
D2
− 4D
2 + 4Ip
2D2 + τIp
)
a˜1 + a˜T2
(
Ip +
Ip
D2
)
a˜2
+ 2a˜T1
(
Ip
D2
− 12Ip
)
a˜2 (26)
where a˜j = UTaj for j = 1, 2.
Note that,
2Ip +
Ip
D2
− 4D
2 + 4Ip
2D2 + τIp
= Ip
D2
− 2Ip2D2 + τIp =
Ip
D2(2D2 + τIp)
> 0p×p (27)
and
Ip +
Ip
D2
> 0p×p (28)
where for two symmetric matrices A and B of the same order, A > B means
A − B is positive definite. This shows that the first two terms in (26) are
strictly positive.
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Now, under (B),
XQ−1/2 is rectangular diagonal
=⇒ W˜ = WQ−1/2 is rectangular diagonal
=⇒ U∗ = In, V = Ip
=⇒ a˜T1 D∗a˜2 = aT1 UD∗UTa2 + aT1 U˜D∗U˜Ta2
= aT1
(
D∗p×p11 0p×(n−p)
0(n−p)×p 0(n−p)×(n−p)
)
a2
+ aT1
(
0p×p 0p×(n−p)
0(n−p)×p D∗(n−p)×(n−p)22
)
a2
= 0,
for any diagonal matrix
D∗n×n =
(
D∗11 0
0 D∗22
)
.
The last equality follows from the fact that a1ia2i = 0 for all i = 1, · · · , n.
Therefore letting D∗ = Ip
D2 − 12Ip makes the cross product term in (26) equal
to zero, which means, under (B), H∗(a) is a sum of two positive quantities,
and hence is strictly positive.
Again, note thatQ−1/2XTXQ−1/2 = Q−1/2W TWQ−1/2 = W˜ T W˜ = V D2V T .
Hence, the eigenvalues of Q−1/2XTXQ−1/2 are d21, . . . , d2p. Let ki = d2i /2 for
all i. Therefore, under (A), for all i = 1, · · · , p,
d2i <
7
2 =⇒ ki <
7
4 =⇒ 7k
2
i > 4k3i
=⇒ 1 + 2ki + 7k2i > 1 + 2ki + 4k3i
=⇒ 1 + 2ki > 1 + 2ki − 7k2i + 4k3i = (1− ki)2(1 + 4ki)
=⇒ 1 + d2i >
(
1− d
2
i
2
)2
(2d2i + 1)
=⇒ 1 + 1
d2i
>
1
d4i
(
1− d
2
i
2
)2
d2i (2d2i + 1) =
(
1
d2i
− 12
)2
d2i (2d2i + 1).
This implies,(
Ip +
Ip
D2
)
>
(
Ip
D2
− 12Ip
)2
D2(2D2 + τIp)
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=
(
Ip
D2
− 12Ip
)
D2(2D2 + τIp)
(
Ip
D2
− 12Ip
)
=
(
Ip
D2
− 12Ip
)(
2Ip +
Ip
D2
− 4D
2 + 4Ip
2D2 + τIp
)−1 (
Ip
D2
− 12Ip
)
(29)
Combining (26), (27), (28) and (29), it follows thatH∗(a) is positive definite.
Case II : n < p
We slightly abuse our notation by considering the following singular value
decomposition:
W˜ T
n×p = Up×n Dn×n Vn×n
T (30)
where as before (but now with different dimensions) V ∈ Rn×n is orthogonal,
D ∈ Rn×n is diagonal, say D = diag(d1, · · · , dn) where no di is equal to zero,
and U ∈ Rp×n is a matrix with orthogonal columns and
U∗
p×p =
(
U
p×n
∣∣∣∣∣ U˜p×(p−n)
)
is orthogonal in Rp×p. Here
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
= V
(
D2 + τIn
2D2 + τIn
)
V T
and
M = W˜ T (W˜W˜ T )−1W˜ = V D−2V T = V
(
In
D2
)
V T .
Hence
H∗(a) = 2aT1 a1 − 4aT1
(
In + W˜ (W˜ T W˜ + Ip)−1W˜ T
)−1
a1 + aT2 a2
+ (a1 + a2)TM(a1 + a2)
= 2aT1 V V Ta1 − 4aT1 V
(
D2 + τIn
2D2 + τIn
)
V Ta1 + aT2 V V Ta2
+ aT1 V
(
In
D2
)
V Ta1 + aT2 V
(
In
D2
)
V Ta2 + 2aT1 V
(
In
D2
)
V Ta2
= aT1 V
(
2In +
In
D2
− 4D
2 + 4In
2D2 + τIn
)
V Ta1 + aT2 V
(
In +
In
D2
)
V Ta2
23
+ 2aT1 V
(
In
D2
− 12In
)
V Ta2
= a˜T1
(
2In +
In
D2
− 4D
2 + 4In
2D2 + τIn
)
a˜1 + a˜T2
(
In +
In
D2
)
a˜2
+ 2a˜T1
(
In
D2
− 12In
)
a˜2 (31)
where a˜j = V Taj for j = 1, 2; and the equality in the second last line arises
from the fact that aT1 V V Ta2 = aT1 a2 = 0. Notice the similarities between
(31) and (26) and note that the non-zero eigenvalues of
Q−1/2XTXQ−1/2 = W˜ T W˜ = UD2UT and W˜W˜ T = V D2V T
are the same, namely d21, . . . , d2n. Therefore by exactly similar arguments
as provided in the previous case, it follows that in this case also, H∗(a) is
positive definite if either (A) or (B) holds.
Thus, both when n ≥ p and n < p, if at least one of (A) and (B) holds, H∗(a)
is positive definite in a. As mentioned previously, this ensures integrability
of IAζ as given in (17). Since ζ ⊆ {1, 2, · · · , n} is chosen arbitrarily, it follows
that Ψ has the trace-class property.
Remark 3.1. Since the positive eigenvalues of the matrices W˜ T W˜ and
W˜W˜ T in the proof of Theorem 2 are the same, condition (A) can be equiv-
alently expressed as the following.
(A1) All eigenvalues (or all non-zero eigenvalues, if n ≥ p) of XQ−1XT
are less than 7/2.
Remark 3.2. The prior considered in this paper reduces to an approxi-
mate flat prior when Q is “small” (approaching the zero matrix). However,
when Q is “small”, Q−1 is “large”; which makes the (positive) eigenvalues
of XQ−1XT large. It follows that, when Q is so small that at least one
eigenvalue of XQ−1XT is bigger than or equal to 7/2, condition (A1) gets
violated, and Theorem 2 can no longer be applied.
Remark 3.3. When n ≥ p andX has full column rank, Zellner [26] specifies
a Gaussian prior distribution for β with the prior covariance matrix having
the form Q−1 = g(XTX)−1, where g is a positive scaling constant. This
prior is commonly referred to as Zellner’s g-prior. Under this prior
Q−1/2XTXQ−1/2 = g
(
XTX
)−1/2
XTX
(
XTX
)−1/2
= gIp
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has eigenvalue g with multiplicity p. Hence condition (A) is satisfied as
long as g < 7/2, or equivalently g−1 > 2/7. Thus under this prior, a suf-
ficient condition for the AC-DA Markov chain Ψ to be trace-class is g < 7/2.
4 Sandwich Algorithms
As mentioned previously, one of the common problems with DA algorithms
is that they are slow to converge. However, significant improvements over
the convergence rate of a two block DA Makrov chain can be achieved by
using a so-called sandwich algorithm, where one simple and computationally
inexpensive intermediate step “sandwiched” between the two steps of the DA
algorithm is added at each iteration (see e.g., Liu and Wu [12]; Meng and
van Dyk [13]; Hobert and Marchev [8]). Consider our AC-DA Markov chain
Ψ once again and let β be its current state. One iteration of a sandwich
algorithm corresponding to Ψ comprises of the following three (instead of
two, as in the AC-DA) steps. The first step is similar to AC-DA in the
sense that a (latent) random variable z ∼ pi(z|β,y) is generated. Next, a
Markov transition function R that is reversible with respect to pi(z|y) dz
(i.e., R(z, dz′)pi(z|y)dz = R(z′, dz)pi(z′|y)dz′) is considered, where pi(z|y)
denotes the z-marginal of pi(β, z|y) in (1). The intermediate second step for
the sandwich algorithm then amounts to generating a random variable z′
from the measure R(z, ·). The third and final step in the sandwich algorithm
is again similar to the last step in AC-DA except for the fact that here,
instead of z, z′ is used. That is, the third step in the sandwich algorithm
entails generating the next state β′ from pi(β|z′,y). The intermediate step
involving the generation of z′ from z is typically done with the help of a low
(generally one or two) dimensional random variable, making the DA and the
sandwich algorithm comparable in terms of computational efficiency.
In order to make precise comparisons between the DA and the sandwich
algorithms, we first need to introduce some notations. Let Ψ˜ be the Markov
chain obtained by the sandwich algorithm. Analogous to the notations used
in Section 2 and 3, let K˜ denote the Markov operator associated with the
sandwich algorithm, i.e., for all h ∈ L20(pi), K˜ maps h to
(K˜h)(β) :=
∫
Rp
h(β′) k˜(β,β′) dβ′
where k˜, the Markov transition density of Ψ˜, is defined as follows:
k˜(β,β′) =
∫
Z
∫
Z
pi(β′|z′,y)R(z, dz′)pi(z|β,y) dz.
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A sandwich algorithm is always at least as good as the DA algorithm
in the sense of having a smaller operator norm, that is, we always have
‖K˜‖ ≤ ‖K‖, though a strict inequality may not hold in general. Here K
denotes the Markov operator associated with the corresponding DA Markov
chain. Note that if a DAMarkov chain is geometrically ergodic, then so is the
sandwich Markov chain due to the relationship ‖K‖ ≤ ‖K‖ < 1. (Recall
that a reversible Markov chain is geometrically ergodic if and only if the
corresponding operator K satisfies ‖K‖ < 1 (Roberts and Rosenthal [19]).)
Thus, as long as the original DA algorithm is geometrically ergodic, a CLT
holds for the sandwich algorithm as well. In particular, let g ∈ L2(pi(β|y))
such that Epig(β)2 <∞, and let (βN )mN=1 and (β˜N )mN=1 respectively denote
the observations generated by the DA and the sandwich algorithm. Define
g¯m := m−1
∑m
N=1 g (βN ) and g˜m := m−1
∑m
N=1 g
(
β˜N
)
. Then there exist
positive, finite quantities σ2g and σ˜2g such that, as m→∞,
√
m(g¯m − Epig) d−→ N(0, σ2g)
and
√
m(g˜m − Epig) d−→ N(0, σ˜2g).
Moreover Hobert and Marchev [8, Theorem 4] show that σ2g ≤ σ˜2g , that is,
by using a sandwich algorithm, one gets the asymptotic variance of g˜m no
larger (possibly smaller) than that of g¯m.
One class of sandwich algorithms, the so called Parameter Expanded
Data Augmentation (PX-DA) algorithms (Liu and Wu [12], Meng and Van
Dyk [13]), use a proper probability measure for the Markov transition func-
tion R in the intermediate step. While all PX-DA algorithms are aimed
at improving the original DA algorithm, following Hobert and Marchev [8],
one can get a sandwich algorithm that is uniformly better than all PX-DA
algorithms, as long as a certain group structure is present in the problem.
This “best” PX-DA algorithm, while technically not a PX-DA itself as it
does not use a proper probability measure for R, and rather involves Haar
measure, is called the Haar PX-DA algorithm. We now describe the form
of the Haar PX-DA algorithm corresponding to the AC-DA algorithm.
Using the similar notations as in Hobert and Marchev [8], let G be the
multiplicative group (R+, ◦) where the group composition ◦ is defined as
multiplication, i.e., for all g1, g2 ∈ G, g1 ◦ g2 = g1g2. G has e = 1 as its
identity element and g−1 = 1/g. The multiplicative group (R+, ◦) is uni-
modular with Haar measure µl(dg) = dg/g, dg being the usual Lebesgue
measure on R+. Recall that Z denotes the support of the conditional density
pi(z|y) of z given y. (In particular, Z is the Cartesian product of n half
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lines R+ or R− according as yi = 1 or 0.) Let us define a (left) group
action of G on Z, which act through component-wise multiplication, i.e.,
g ∈ G, z = (z1, · · · , zn)T ∈ Z =⇒ gz = (gz1, · · · , gzn)T . With this
(left) group action, the Lebesgue measure on Rn is relatively left invariant
with multiplier χ(g) = gn; i.e., for all g ∈ G and all integrable functions
h : Rn → R,
gn
∫
Rn
h(gz) dz =
∫
Rn
h(z) dz.
Then the intermediate step (that involves drawing z′ from z using some
Markov transition function R) of the Haar PX-DA algorithm amounts to
generating a random variable g from a density proportional to
χ(g) pi(gz|y) µl(dg) = gn−1 pi(gz|y) dg =: w(g) dg
and defining z′ = gz = (gz1, · · · , gzn)T . Straightforward calculations show
that the z-marginal of the joint density in (1) satisfies
pi(z|y) ∝
n∏
i=1
{(
1(0,∞)(zi)
)yi (
1(−∞,0](zi)
)1−yi}
× exp
[
−12
{
zT
(
In −X(XTX +Q)−1XT
)
z
− 2zTX(XTX +Q)−1v
}]
(32)
so that
pi(gz|y) ∝
n∏
i=1
{(
1(0,∞)(gzi)
)yi (
1(−∞,0](gzi)
)1−yi}
× exp
[
−12
{
g2zT
(
In −X(XTX +Q)−1XT
)
z
− 2gzTX(XTX +Q)−1v
}]
=
n∏
i=1
{(
1(0,∞)(zi)
)yi (
1(−∞,0](zi)
)1−yi}
× exp
[
−12
{
g2A(z)− 2gB(z)
}]
where A(z) = zT
(
In −X(XTX +Q)−1XT
)
z
B(z) = zTX(XTX +Q)−1v.
(33)
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Hence, w(g) dg in the intermediate step for the Haar PX-DA algorithm
satisfies
w(g) dg ∝ gn−1
n∏
i=1
{(
1(0,∞)(zi)
)yi (
1(−∞,0](zi)
)1−yi}
× exp
[
−12
{
g2A(z)− 2gB(z)
}]
dg
∝ gn−1 exp
[
−12
{
g2A(z)2gB(z)
}]
dg =: w∗(g) dg. (34)
Note that
In −X(XTX +Q)−1XT = In − X˜(X˜T X˜ + Ip)−1X˜T
where X˜ = XQ−1/2, and it follows from Proposition A.2 in Appendix A
that the right hand side is positive definite. This implies A(z) is strictly
positive for any non zero z, and hence we can indeed find a density w˜∗(g) =
w∗(g)/
∫∞
0 w
∗(s) ds proportional to w∗(g). Therefore, using (34), transition
from βm to βm+1 of the Haar PX-DA Markov chain ΨH is obtained as fol-
lows.
(m+ 1)st iteration for the Haar PX-DA Markov chain ΨH
(i) Draw independent z1, · · · , zn with
zi ∼ TN
(
xTi βm, 1, yi
)
, i = 1, · · · , n
and call z = (z1, · · · , zn)T .
(ii) Draw g from a density proportional to
w∗(g) dg = gn−1 exp
[
−12
{
g2A(z)− 2gB(z)
}]
dg
where A(z) and B(z) are as given in (33) and call z′ = gz =
(gz1, · · · , gzn)T .
(iii) Draw βm+1 ∼ Np
((
XTX +Q
)−1 (
v +XTz′
)
,
(
XTX +Q
)−1)
.
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It can be easily seen that the conditional posterior density pi(β|z,y) is
not invariant under the group action of G on Z, i.e., pi(β|z,y) = pi(β|gz,y)
does not hold in general for g ∈ G (except, of course, the identity element).
When the AC-DA Markov chain Ψ is trace-class, using the results in Khare
and Hobert [11], it follows that the Haar PX-DA chain ΨH is also trace-
class. Furthermore ΨH is strictly better than Ψ in the following sense.
Let (λi)∞i=0 and (λHi)∞i=0 denote the non-increasing sequences of eigenvalues
corresponding to Ψ and ΨH respectively. Then λHi ≤ λi for every i ≥ 0,
with at least one strict inequality.
Remark 4.1. Note that when B(z) in (33) is zero (which is the case when
the prior mean Q−1v is 0 ⇐⇒ v = 0), w˜∗ reduces to a square gamma
density, i.e., the density corresponding to a random variable whose square
follows a gamma distribution. Since generating observations from univariate
gamma distributions is simple, inexpensive and implemented in virtually
every statistical package, when B(z) = 0, additional costs due to the extra
steps in ΨH become essentially negligible. When B(z) 6= 0, w˜∗(g) no longer
remains a square gamma density (or any standard density, for that matter).
However, it is still possible to generate observations from w˜∗(g) by rejection
sampling, without imposing huge additional costs, since g is univariate. One
such method is laid out in Appendix B.
5 Illustration
In this section, we consider a real dataset to illustrate the improvements that
can be achieved by the Haar PX-DA algorithm over the AC-DA algorithm.
For this purpose, we use the Lupus dataset from Table 1 in Van Dyk and
Meng [24]. This dataset consists of triplets (yi, xi1, xi2), i = 1, . . . , 55, where
xi1 and xi2 are covariates indicating levels of certain antibodies and yi is
an indicator for the presence of latent membranous lupus nepthritis with 1
for presence and 0 for absence for the ith individual. (The dataset is also
included in the R [17] package TruncatedNormal by Botev [4].) Note that
β has p = 3 components, including one intercept term. For our analysis,
we considered a g-prior with g = 3.499999 and prior mean 0, which ensures
that the AC-DA Markov chain is trace-class. (See Remark 3.3.) Note that
because the prior mean is assumed to be zero, B(z) in (33) is also 0. This
makes the extra steps in the Haar PX-DA algorithm highly economical (see
Remark 4.1). The initial value for β was taken to be (−1.778, 4.374, 2.428)T ,
which is the maximum likelihood estimate. To facilitate comparison, along
with the two g-prior based algorithms, we also consider the AC-DA and Haar
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PX-DA algorithms based on the improper flat prior from Roy and Hobert
[22]. All computations were done in R [17] and the packages truncnorm [23]
and TruncatedNormal [4] were used.
The AC-DA algorithm is known to be extremely slow for the Lupus
data (see e.g. Roy and Hobert [22]; Pal, Khare and Hobert [16]). Hence,
all the four algorithms (AC-DA and Haar PX-DA, each with proper and
improper priors) were run with a burn-in period of 2× 106 iterations. The
next 106 iterations were used to obtain the auto-correlations and running
means for the two (non-intercept) regression coefficients β1 and β2 for all four
chains. These autocorrelations and running means provide a natural way
of evaluating convergence/efficiency of the DA and Haar PX-DA Markov
chains.
We first compare the relative performances of all four chains together.
Figure 1(a) and 2(a) exhibit the auto-correlations and Figure 1(b) and 2(b),
the running means, for β1 and β2 respectively. Observe the remarkably
smaller autocorrelations for the chains based on the proper prior compared
to those based on the improper flat prior shown in Figure 1(a) and 2(a). For
instance, for β1 in Figure 1(a), note that all autocorrelations are less than 0.5
for the two proper prior chains while it takes 17 lags for the improper Haar
PX-DA chain to achieve such an autocorrelation (and the improper AC-DA
chain never reaches that value in the first fifty lags). The autocorrelation
plots for β2 show similar patterns in Figure 2(a). In both Figure 1(a) and
2(a), the autocorrelations for the AC-DA proper prior chain almost coincide
with those for the Haar PX-DA proper prior chain. Again, observe the
noticeably better performances in terms of stability of running means for
the chains based on the proper prior in Figure 1(b) and 2(b). In the scales
used in those two plots, the proper prior chains appear almost as coincidental
horizontal straight lines. In contrast, on the same scales, the improper Haar
PX-DA chain shows moderate, and the improper AC-DA chain, significant,
fluctuations till 300,000 and 700,000 iterations respectively for both β1 and
β2.2 These metrics indicate the noteworthy superiority (in terms of efficiency
as well as convergence) of the chains based on the proper prior over those
based on the improper flat prior in the current setting.
Because performances of the two proper prior chains are almost indis-
tinguishable in the scales used in Figure 1(a), 1(b), 2(a) and 2(b), we take a
closer look at these two chains to facilitate comparison. In particular, Fig-
2An interesting feature displayed in Figure 1(b) and 2(b) is the significant differences
between the estimated values of the parameters obtained from the proper prior chains and
improper prior chains. These differences result from the fact that the proper prior and
the improper prior lead to different posterior distributions.
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Figure 1: Convergence plots for the regression coefficient β1 for AC-DA
and Haar PX-DA chains, corresponding to the proper and improper priors,
applied to the lupus data.
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Figure 2: Convergence plots for the regression coefficient β2 for AC-DA
and Haar PX-DA chains, corresponding to the proper and improper priors,
applied to the lupus data.
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ure 3(a) and 4(a) display the autocorrelations and Figure 3(b) and 4(b), the
running means, for β1 and β2 respectively, in appropriately chosen scales for
the proper prior chains. Note that the autocorrelations are almost identical
and the running means show very similar patterns in terms of stability for
β2 in Figure 4(a) and 4(b) (even in the adjusted scale). On the other hand,
Figure 3(a) and 3(b) demonstrate a slightly more significant dominance of
the Haar PX-DA chain over the AC-DA chain for β1.
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Figure 3: Convergence plots (on a finer scale) for the regression coefficient
β1 for AC-DA and Haar PX-DA chains corresponding to the proper prior,
applied to the lupus data.
Thus, to summarize, it can be concluded that in terms of convergence,
the proper Haar PX-DA chain is the best among the four. Taking into
account the practically insignificant amount of time needed to run the ex-
tra step, the Haar PX-DA algorithm with proper g-prior (g = 3.499999) is
therefore undoubtedly the best choice among the all four algorithms consid-
ered in the current setting (the AC-DA algorithm based on the same prior
being a close competitor).
A Technical Results
Proposition A.1. For any matrix B ∈ Rn×p, B 6= 0n×p, and any positive
real number τ , all eigenvalues of B (BTB+ τIp)−1 BT lie within [0, 1), with
at least one eigenvalue strictly positive.
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Figure 4: Convergence plots (on a finer scale) for the regression coefficient
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applied to the lupus data.
Proof. We shall consider the cases n ≥ p and n < p separately.
Case I : n ≥ p
Consider the following singular value decomposition:
B
n×p = Un×p Dp×p Vp×p
T (35)
where V ∈ Rp×p is orthogonal,D ∈ Rp×p is diagonal, sayD = diag(d1, · · · , dp)
where one or more (but not all) di’s may be equal to zero, U ∈ Rn×p is a
matrix with orthogonal columns and let
U∗
n×n =
(
U
n×p
∣∣∣∣∣ U˜n×(n−p)
)
be orthogonal in Rn×n. Then
BTB = V D2V T =⇒ BTB + τIp = V D2V T + τV V T = V (D2 + τIp)V T
So that,
(BTB + τIp)−1 = V (D2 + τIp)−1V T = V
(
Ip
D2 + τIp
)
V T
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where, for diagonal matrices
Mk×k = diag(m1, · · · ,mk) and Nk×k = diag(n1, · · · , nk)
with ni 6= 0 for all i = 1, · · · , k, we define
M
N
:= diag
(
m1
n1
, · · · , mk
nk
)
.
Therefore,
B (BTB + τIp)−1 BT = UDV TV
(
Ip
D2 + τIp
)
V TV DUT
= U
(
D2
D2 + τIp
)
UT
= U
(
D2
D2 + τIp
)
UT + 0 U˜ U˜T
which shows that the eigenvalues of B (BTB + τIp)−1 BT are:0, with multiplicity(n− p)d2i
τ+d2i
, i = 1, · · · , p .
Case II: n < p
For this case, consider following singular value decomposition:
BT
n×p = Up×n Dn×n Vn×n
T (36)
where as before (but now with different dimensions) V ∈ Rn×n is orthogonal,
D ∈ Rn×n is diagonal, say D = diag(d1, · · · , dn) where one or more (but not
all) di’s may be equal to zero, and U ∈ Rp×n is a matrix with orthogonal
columns and
U∗
p×p =
(
U
p×n
∣∣∣∣∣ U˜p×(p−n)
)
is orthogonal in Rp×p. Then
BTB = UD2UT
=⇒ BTB + τIp = UD2UT + τUUT + τU˜U˜T
34
= U(D2 + τIp)UT + τU˜U˜T
so that
(BTB + τIp)−1 = U
(
Ip
D2 + τIp
)
UT + 1
τ
U˜U˜T
and therefore
B(BTB + τIp)−1BT = V DUTU
(
Ip
D2 + τIp
)
UTUDV T
+ 1
τ
V DUT U˜ U˜TUTUDV T
= V
(
D2
D2 + τIp
)
V T
which means that the eigenvalues of B (BTB + τIp)−1 BT are d2i /(τ + d2i ),
i = 1, · · · , n.
Thus, in either case, all eigenvalues of B (BTB + τIp)−1 BT lie within [0, 1)
and at least one eigenvalue is positive as B 6= 0n×p.
Proposition A.2. For any matrix B ∈ Rn×p and any positive real number
τ , In −B (BTB + τIp)−1 BT is positive definite.
Proof. Note that the result is trivially true if B = 0n×p. So, without loss of
generality we assume B 6= 0n×p. Let λ1, · · · , λn denote the eigenvalues of
M := B(BTB+τIp)−1BT . Then there exits an orthogonal matrix U ∈ Rn×n
such thatM = UΛUT =⇒ UTMU = Λ, where Λ = diag(λ1, · · · , λn). Note
that
UT (In −M)U = UTU − UTMU = In − Λ = diag{1− λ1, · · · , 1− λn}
which implies that the eigenvalues of In −M are 1 − λ1, · · · , 1 − λn. This
completes the proof since it follows from Proposition A.1 that λi ∈ [0, 1) =⇒
1− λi ∈ (0, 1] for all i = 1, · · · , n.
Remark A.1. Proposition A.1 and Proposition A.2 are essentially general-
izations of the (first halves of) Lemma 4 and Lemma 5 in Roman and Hobert
[20], where by exhibiting explicit forms for the eigenvalues of a matrix of
the form B (κBTB + Σ−1)−1 BT , with κ > 0, B ∈ Rn×p, and Σ ∈ Rp×p
positive definite, the authors ultimately prove the positive definiteness of
In − κB (κBTB + Σ−1)−1 BT . It is to be noted that these results in Ro-
man and Hobert [20] are derived under the assumption that n ≥ p and
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rank(B) = p, whereas Proposition A.1 and Proposition A.2 hold for any n,
p and B ∈ Rn×p.
Proposition A.3. Let A,B ∈ Rm×m be symmetric matrices. If A is positive
definite, B is positive semi definite and (kn)∞n=1 is a sequence of positive
numbers converging to zero, then for all large n, A−knB is positive definite.
Proof. We first note that if B = 0m×m, then this result is trivially true for
any n ≥ 1. So, without loss of generality we shall assume B 6= 0m×m. Let
x ∈ Rm \ {0}. Then, for any n ≥ 1,
xT (A− knB)x
xTx
= x
TAx
xTx
− knx
TBx
xTx
≥ λmin(A)− knλmax(B)
where λmin(A) and λmax(B) respectively denote the minimum and the max-
imum eigenvalues of A and B. Since A is positive definite and B 6= 0 is
positive semi definite, therefore, both λmin(A) and λmax(B) are positive.
Now, kn ↓ 0 means that there exists N such that
n ≥ N =⇒ kn < 12
λmin(A)
λmax(B)
Therefore, for all n ≥ N ,
xT (A− knB)x
xTx
≥ λmin(A)− knλmax(B)
> λmin(A)− 12λmin(A) =
1
2λmin(A) > 0
=⇒ xT (A− knB)x > 0
This completes the proof since x ∈ Rm \ {0} is arbitrary.
B Drawing observations from a density propor-
tional to w∗(g)
Here we describe a method for drawing observations from the density w˜∗(g) =
w∗(g)/
∫∞
0 w
∗(s) ds. First, note that
w∗(g) dg = gn−1 exp
[
−12
{
A(z)g2 − 2B(z)g
}]
dg
= 12u
n/2−1 exp
[
−12
{
A(z)u− 2B(z)√u}] du
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∝ un/2−1 exp
[
−12
{
A(z)u− 2B(z)√u}] du =: l(u) du
where u = g2. So if u is an observation from the density l˜(·) = l(·)/ ∫∞0 l(s)ds,
then the corresponding observation from w˜∗(·) will simply be g = √u. Note
that when B(z) = 0, l˜ reduces to the Gamma
(
n
2 ,
2
A(z)
)
density (see Remark
4.1), from which drawing observations is effortless. When B(z) 6= 0, one
can use rejection sampling techniques, where l needs to be majorized by a
constant (depending on z) multiple of some standard density. Such a ma-
jorizing function can be easily found in this setting. For example, observe
that for any  ∈ (0, 1),
l(u) = un/2−1 exp
[
−A(z)2 u
]
exp
[
2×
√
A(z)u√
2
× B(z)√
2A(z)
]
≤ un/2−1 exp
[
−A(z)2 u
]
exp
[
A(z)
2 u
]
exp
[
B(z)2
2A(z)
]
= exp
[
B(z)2
2A(z)
]
un/2−1 exp
[
−(1− )A(z)2 u
]
= M(z) fGamma(n2 , 2(1−)A(z))(u)
where
M(z) = exp
[
B(z)2
2A(z)
]
Γ(n/2)
( 2
(1− )A(z)
)n/2
(37)
and fGamma(α,β) denotes the density function of the gamma distribution with
location α and scale β, and the inequality in the second line follows from
the fact that 2ab ≤ a2 + b2, with a = √A(z)u/2 and b = B(z)/√2A(z).
Thus, to summarize, one procedure involving rejection sampling to generate
an observation from w˜∗(g), is as follows.
1. If B(z) = 0, generate u ∼ Gamma
(
n
2 ,
2
A(z)
)
. If B(z) 6= 0, fix  ∈ (0, 1)
and
(1a) generate u ∼ Gamma
(
n
2 ,
2
(1−)A(z)
)
and calculate
ρ(u) = l(u)
M(z) fGamma(n2 , 2(1−)A(z))(u) .
where M(z) is as given in (37).
37
(1b) perform a Bernoulli experiment with probability of success ρ(u).
If a success is achieved, retain u. Else return to (1a).
2. Compute g =
√
u.
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