Purpose: In recent years, several Monte Carlo studies have been published concerning the perturbation corrections of a parallel-plate chamber in clinical electron beams. In these studies, a strong depth dependence of the relevant correction factors ͑p wall and p cav ͒ for depth beyond the reference depth is recognized and it has been shown that the variation with depth is sensitive to the choice of the chamber's effective point of measurement. Recommendations concerning the positioning of parallel-plate ionization chambers in clinical electron beams are not the same for all current dosimetry protocols. The IAEA TRS-398 as well as the IPEM protocol and the German protocol DIN 6800-2 interpret the depth of measurement within the phantom as the water equivalent depth, i.e., the nonwater equivalence of the entrance window has to be accounted for by shifting the chamber by an amount ⌬z. This positioning should ensure that the primary electrons traveling from the surface of the water phantom through the entrance window to the chamber's reference point sustain the same energy loss as the primary electrons in the undisturbed phantom. The objective of the present study is the determination of the shift ⌬z for a NACP-02 chamber and the calculation of the resulting wall perturbation correction as a function of depth. Moreover, the contributions of the different chamber walls to the wall perturbation correction are identified. Methods: The dose and fluence within the NACP-02 chamber and a wall-less air cavity is calculated using the Monte Carlo code EGSnrc in a water phantom at different depths for different clinical electron beams. In order to determine the necessary shift to account for the nonwater equivalence of the entrance window, the chamber is shifted in steps ⌬z around the depth of measurement. The optimal shift ⌬z is determined from a comparison of the spectral fluence within the chamber and the bare cavity. The wall perturbation correction is calculated as the ratio between doses for the complete chamber and a wall-less air cavity. Results: The high energy part of the fluence spectra within the chamber strongly varies even with small chamber shifts, allowing the determination of ⌬z within micrometers. For the NACP-02 chamber a shift ⌬z = −0.058 cm results. This value is independent of the energy of the primary electrons as well as of the depth within the phantom and it is in good agreement with the value recommended in the German dosimetry protocol. Applying this shift, the calculated wall perturbation correction as a function of depth is varying less than 1% from zero up to the half value depth R 50 for electron energies in the range of 6-21 MeV. The remaining depth dependence can mainly be attributed to the scatter properties of the entrance window. When neglecting the nonwater equivalence of the entrance window, the variation of p wall with depth is up to 10% and more, especially for low electron energies. Conclusions: The variation of the wall perturbation correction for the NACP-02 chamber in clinical electron beams strongly depends on the positioning of the chamber. Applying a shift ⌬z = −0.058 cm toward the focus ensures that the primary electron spectrum within the chamber bears the largest resemblance to the fluence of a wall-less cavity. Hence, the influence of the chamber walls on the perturbation correction can be separated out and the residual variation of p wall with depth is minimized.
I. INTRODUCTION
Parallel-plate ionization chambers are widely used and recommended in clinical electron dosimetry. They are constructed to minimize possible electron fluence perturbations due to the presence of the entrance window and the air-filled cavity itself. The entrance windows of plane-parallel chambers are made of thin foils; therefore, the wall correction factor p wall is assumed to be unity in all current dosimetry protocols [1] [2] [3] [4] [5] independent of electron energy and depth. It has been shown experimentally [6] [7] [8] [9] [10] as well as by Monte Carlo simulations [11] [12] [13] [14] [15] [16] [17] that this assumption may be invalid. Due to the implementation of new Monte Carlo based dose calculation algorithms, 18 there is an increasing interest in validating and commissioning these algorithms, [19] [20] [21] requiring a better knowledge about the depth dependence of perturbation corrections in electron dosimetry. The presence of an energy and depth dependence of perturbation corrections for parallel-plate chambers in clinical electron dosimetry has been shown in recent years by several authors. 13, 14, 11, 12, 22 These investigations have also demonstrated that the calculated perturbation corrections are quite sensitive to small variations in the positioning of the parallelplate chamber, especially at depths larger than the reference depth z ref .
The recommendations concerning the positioning of parallel-plate chambers in clinical electron beams are not uniquely defined for all current dosimetry protocols. The IAEA TRS-398 as well as the German and the IPEM protocols interpret the depth of measurement as the water equivalent depth, i.e., the nonwater equivalence of the entrance window has to be accounted for. In order to calculate the water equivalent thickness of the entrance window, IAEA and the German protocol give slightly different recommendations. Whereas the IAEA protocol defines this quantity as the product of the wall thickness and the material density, the DIN protocol recommends to use the electron density for this calculation. In a recent publication, Lacroix et al. 10 used the mass density weighted by the mass stopping power ratios of the different entrance window materials and their thickness to calculate the water equivalent thickness of the entrance window. The resulting values from this recommendation are in close vicinity to the German approach. The resulting shifts of the chambers should ensure that the primary electrons traveling from the surface of the water phantom through the entrance window to the reference point sustain the same energy loss as the primary electrons in the undisturbed phantom. As the shifts are in the range of tenths of millimeters only, it is stated in the IAEA TRS-398 protocol: "In practice, for the wall thicknesses normally encountered, the required adjustment is small and may be neglected." It is possible that the TG-51 protocol recommends a zero shift for all parallelplate chambers for the same reason.
In a previous study, 17 we performed detailed Monte Carlo simulations for a Roos chamber in clinical electron beams calculating the spectral resolved contributions to the wall perturbation correction. The results demonstrate that a chamber shift based on the electron density of the entrance window yields the largest resemblance of the spectral electron fluence inside the chamber and the bare air cavity. Accordingly, this leads to a mostly depth independent wall perturbation correction. As there are large differences in construction details between the Roos and the NACP chamber ͑entrance window material, thickness of back wall, etc.͒, we performed similar calculations for the NACP chamber and compare the results with regard to constructive details.
II. METHODS
The dosimetry of high energy photon and electron beams is based on the Spencer-Attix cavity theory. 23, 24 The doseto-water D w is related to the dose in an ideal air-filled cavity D cav with the use of the restricted stopping power ratio s w,a between water and air. Due to the chamber walls and the cavity itself, a real chamber will affect the electron fluence spectrum in the cavity and therefore, a perturbation correction p is necessary. Hence, the relationship between D w at a point z and the averaged absorbed dose in the detector D det positioned with its reference point at the geometrical depth zЈ results with
In most dosimetry protocols, 1,2,4 the depth of measurement z is interpreted as the water equivalent depth to ensure that the average energy in the chamber is the same as in the water. In order to account for the nonwater equivalence of the entrance window of parallel-plate chambers, the reference point of the chamber has to be positioned at the depth zЈ. The AAPM protocol TG-51 3 does not include this chamber shift, i.e., z = zЈ results in a slightly different definition of the perturbation correction p wall .
The general assumption in cavity theory is that the overall perturbation correction p may be factorized. For a planeparallel chamber, this factorization is given as
The perturbation correction p wall = D cav ͑z͒ / D det ͑zЈ͒ corrects the response of the ionization chamber for fluence perturbations due to the chamber walls and p cav for effects related to the air cavity. Within these equations, D cav is the dose in the air cavity of the chamber with walls entirely made of water.
Note that the perturbation correction p cav corresponds to p fl according to the notation used in the TG-51 protocol. In order to verify the same average energy in the chamber and in water for a given chamber positioning, we used the method of spectrally unfolding the contribution to the perturbation factor p wall 17
Within these equations, ⌽ E,det denotes the spectral fluence inside the air cavity of the ion chamber averaged over the cavity volume. ⌽ E,cav is the fluence in the air cavity of the chamber with walls entirely made of water and L / is the restricted mass stopping power. The quantity ␦p E,wall directly corresponds to the spectral contributions to the wall perturbation correction. Since the track-end terms are neglected in Eq. ͑4͒, this is clearly an approximation. The contribution of the track-end terms to the absorbed dose is about 5% 25 for the different electron fluence spectra considered here. However, these contributions cancel out, as will be shown later.
All quantities given in Eqs. ͑2͒-͑4͒ can be calculated within Monte Carlo simulations. The dose and the spectral fluence inside the active volume of the NACP-02 chamber were calculated in a water phantom at different depths using the EGSnrc Monte Carlo code CAVITY. 26 This code provides the dose values within user defined geometries; 27 using the FLUENCE option, it additionally provides the product of spectral fluence and restricted mass stopping power of the material inside the defined geometry.
The same principle simulation geometries ͑see Fig. 1͒ and simulation parameters used in our previous study 17 were applied here for the NACP chamber. All simulations were performed with clinical electron spectra taken from Ding et al. 28 covering the whole range of clinical applications with energies 6, 11, and 21 MeV. The NACP-02 chamber was modeled in detail according to data available from the manufacturer and found in the literature. 29 Essential geometrical data and material compositions are summarized in Table I . For comparison, the data for the Roos chamber used in our previous study are also given. It should be noted that the geometry of the NACP chamber based on the data from Chin et al. 29 differs in several details from the geometry summarized in the IAEA protocol. The differences are a larger density of the graphite layer of the entrance window ͑2.25 g / cm 2 instead of 1.75 g / cm 2 ͒ and a thicker mylar foil. The calculation of the water equivalent thickness of the entrance window using the mass densities results in a value ⌬z = −0.073 cm and ⌬z = −0.060 cm for the electron density ͑The equivalent data for the Roos chamber are Ϫ0.02 and Ϫ0.017 cm͒. The negative sign denotes a shift of the chamber toward the focus, i.e., the effective point of measurement is shifted the same amount from the reference point of the chamber into the air cavity. According to all dosimetry protocols, this shift should be independent of depth and independent of the energy of the primary electrons.
In order to evaluate the optimal chamber shift, ⌬z was varied in small steps at different depths z and for different primary electron energies. For each simulation, the dose as well as the fluence inside the chamber was calculated and compared with the fluence inside the bare cavity. The spectral contributions to the wall perturbation were calculated according to Eq. ͑4͒. Successive simulations were performed by replacing the different chamber walls with water, which FIG. 1. Schematic diagram of the simulation geometries. The dose and fluence is scored inside the active volume of the air cavity, limited by the gray line. The complete air cavity, including the guard ring, is shown in white. The surrounding of the air cavity in ͑a͒ consists entirely of water ͑dose D cav , spectral fluence ⌽ E,cav ͒; in ͑b͒, a detailed model of the NACP-02 chamber gives the dose value D det and the fluence ⌽ E,det . To determine the effective point of measurement, the chamber is shifted in steps ⌬z around the depth z. In case of ⌬z = 0 the chamber's reference point, i.e., the center of the front face of the air cavity, is at the depth of measurement z. A positive shift ⌬z denotes a shift away from the focus. TABLE I. Geometry and material composition of the NACP-02 chamber used for all simulations. The resulting wall thickness of the entrance window is 130 mg/ cm 2 if the mass density is used for calculation and 142 mg/ cm 2 in case of using the electron densities. For comparison, the data for the Roos chamber taken from a previous study 17 allowed for a distinction between contributions of the entrance window, the side and back wall. The contributions of the side walls were further investigated in detail by varying the guard ring width. To achieve a sufficient statistical uncertainty within the energy bins of the spectral fluence distributions, the number of primary electron histories in all simulations was ϳ10 9 .
III. RESULTS AND DISCUSSION

III.A. Spectral electron fluence and chamber positioning
The influence of the chamber wall and the positioning of the chamber on the spectral fluence inside the active volume of the NACP-02 chamber in comparison to the bare cavity is shown in Fig. 2 for the 6 MeV electron spectrum and for the two depths z ref and R 50 . Similar to the findings for the Roos chamber, 17 neglecting the nonwater equivalence of the entrance window shifts the spectral fluence inside the chamber toward smaller energies. This demonstrates the energy loss of the primary electrons due to the entrance window. In order to ensure the same energy loss in the wall and in the undisturbed phantom, the chamber has to be shifted toward the focus in the range of tenth of millimeters.
The fluence spectrum within the NACP chamber and the bare cavity were compared by calculating the quantity ␦p E,wall ͓Eq. ͑4͔͒, which reflects the spectral contributions to p wall . As can be seen in the bottom part of Fig. 2 , the optimal match of both fluence distributions at high energies is achieved for a shift ⌬z = −0.058 cm. From these figures, it can also be concluded that the shift ⌬z to account for the nonwater equivalence of the entrance window is the same for both depths.
The shift ⌬z = −0.058 cm is in good agreement with the value calculated from the electron densities of the entrance window materials ͑⌬z = −0.060 cm͒, as recommended by the German dosimetry protocol. 2 Using the mass densities, as recommended in the IAEA protocol, 1 the resulting shift ⌬z = −0.073 cm is too large, as can be estimated from Figs. 2͑c͒ and 2͑d͒. This shift would yield a large excess of high energy electrons within the chamber, resulting in p wall Ͻ 1 at larger depths, as will be shown later. It should be noted at this point that the numerical value ⌬z for the NACP chamber listed in the TRS-398 protocol is ⌬z = −0.044 cm. The difference in ⌬z values ͑Ϫ0.044 to Ϫ0.073 cm͒ is due to the different entrance window geometry used in the IAEA protocol and in this study ͑see Sec. II͒.
As the mass stopping power in the energy range of 2-20 MeV is only slowly varying with energy, the necessary shift should be constant for the relevant clinical electron energies, as already mentioned in all dosimetry protocols. To verify this assumption, the same calculations were performed for the 11 and 21 MeV electron spectrum. The results for the 21 MeV primary fluence spectrum are shown in Fig. 3 . As expected, they reflect the same behavior as for the 6 MeV spectrum, i.e., a shift ⌬z = −0.058 cm minimizes the differ- ences between the primary electron spectrum within the chamber and the bare cavity. For the 11 MeV spectrum ͑not shown͒, the same shift results.
These results are in very good agreement with our previous findings for the Roos chamber. 17 The smallest deviations between the electron fluence within the chamber and the bare cavity was also achieved when the nonwater equivalence of the entrance window was accounted for by a shift ⌬z, based on the electron densities of the entrance window materials.
III.B. Wall perturbation correction
The impact of small chamber shifts ⌬z on the resulting wall perturbation correction for the 6 MeV electron spectrum is given in Fig. 4 . Whereas the variation in p wall at the reference depth for the given ⌬z is small, it is larger than 15% at the depth R 50 . Comparing the fluence spectra within the cavity at both depths, the different impact of small chamber shifts on the resulting wall perturbation corrections becomes visible. At z ref , the spectral fluence is still characterized by a ͑broadened͒ peak of high energy electrons ͓see Fig. 2͑a͔͒ , which is shifted to lower energies for ⌬z = 0. However, for all shifts, the total fluence ⌽ = ͐⌽ E,det dE remains essentially constant, the variation is within 0.4% only. Accordingly, the wall perturbation correction does not change by more than 0.4% at this depth for the NACP-02 chamber.
At the depth R 50 , the fluence spectrum no longer posseses a high energy peak. Shifting the chamber by a small amount gives rise to a shift of the high energy edge of the spectrum.
The total fluence ⌽ noticeably varies even with small chamber shifts. The resulting change of total fluence ⌽ at the depth R 50 for the 6 MeV primary electron spectrum given in Fig. 2 amounts to 13% and explains the variation of p wall with the applied shift ⌬z at this depth. Thus, neglecting the nonwater equivalence of the entrance window, the calculated wall perturbation corrections mainly reflect changes in the primary electron fluence within the cavity. Vice versa, accounting for the nonwater equivalence of the entrance win- Table II in comparison to published data.
At the reference depth, the data from all authors presented in Table II are in good agreement, although the entrance window thickness used in the different studies is varying between 104 and 142 mg/ cm 2 and the applied shift ⌬z is between 0 and Ϫ0.06 cm. These data reflect the negligible impact of the wall perturbation correction on the shift ⌬z and on the thickness of the entrance window for z ref . All studies summarized in Table II unanimously revealed wall perturbation corrections at the reference depth larger than unity, the recommended value given in all dosimetry protocols. The difference from unity is about 2% for the lowest electron energy ͑6 MeV͒ and decreases to 0.8% for the 21 MeV spectrum.
In contrast, due to the large dose gradient at the half value depth R 50 , the calculated p wall value is highly sensitive to small variations in ⌬z and therefore to small changes of the entrance window thickness, explaining the large variation in published data at this depth. However, although ⌬z and the entrance window thickness in our study are the same as in the study of Chin et al., the deviation between the results is somewhat unexpected. According to Fig. 4 , the small difference in the applied chamber shift in both studies ͑0.002 cm͒ cannot explain the 5% deviation in p wall at the R 50 depth. Moreover, the variation of p wall with entrance window thickness is in the range of 10 −3 ͑mg/ cm 2 ͒ −1 only. The reason for these deviations is not understood and deserves further research.
At this point, it should be remarked that the wall perturbation corrections calculated from the dose ratios D cav / D det given in Figs. 5 and 6 agree within statistical uncertainty with those calculated according to Eq. ͑3͒ based on fluence data given in Figs. 2 and 3 . Obviously, the contributions from track-end terms are comparable for the NACP chamber and the bare cavity, i.e., they cancel out calculating the difference of both fluence spectra.
III.C. Contributions of the different chamber walls
As shown in the previous sections, the applied shift ⌬z = −0.058 cm ensures that the primary electron fluence within the chamber and the bare cavity bears the largest resemblance. Nevertheless there is a residual variation of the wall perturbation correction with depth ͑see Fig. 6͒ . For further investigation, the contributions of the different chamber walls to the perturbation correction were calculated in separate simulations. Therefore, the entrance window, the rear and side wall, and at least the entrance window and the side wall were replaced by water ͓Fig. 6͔ in successive simulations. These simulations were performed for the lowest electron energy only as the impact of the wall materials is largest for this energy. Figure 6 demonstrates that the contributions of the entrance window and the side and back wall to the perturbation 6 . Contributions of the entrance window and the back and side wall to the perturbation correction p wall as a function of depth. The chamber shift is ⌬z = −0.058 cm, except for the case where the entrance window is replaced by water. In this case, the shift is ⌬z = 0 cm. The meaning of labeling is as follows: "Entrance window:" All chamber walls except the entrance window are replaced by water; the meaning of the other labels is equivalent. The data for the side wall are not a result of a simulation but are calculated from the contributions of the side and back wall and from the contributions of the back wall alone ͑see text͒. The straight lines are linear regressions to the data points. The error bars indicate the standard uncertainty.
correction at different depths are completely different. Whereas the presence of the back and side wall of the chamber is resulting in a linear increase of p wall with depth, the perturbation due to the entrance window alone is only slightly larger unity for depths up to the reference depth and decreases for larger depths to values well below unity. Thus, the variation of the wall perturbation correction with depth for the whole chamber is mainly represented by the contributions of the entrance window. The data for the side wall are calculated as the ratio between the contributions of the back and side wall divided by the contributions of the back wall alone. These data points are represented by open circles in Fig. 6 .
The influence of different backscattering materials behind the cavity of parallel-plate chambers was experimentally investigated by Hunt et al. 30 and Klevenhagen. 31 According to their results, the electron backscatter is proportional to the atomic number of the scatterer and inversely proportional to the electron energy. Especially the rear wall of the NACP chamber is quite massive ͑thickness: 5.6 mm ͑see Table I͒ and consists of graphite, which has an atomic number Z = 6, which is about 10% less than the effective atomic number of water. Hence, the wall perturbation concerning the back wall directly reflects the backscatter deficiency due to the back wall of the NACP chamber.
Several years ago, McEwen et al. 32 reinvestigated the backscattering of different parallel-plate chambers in clinical electron beams for a wide range of electron energies at the reference depth. They determined the wall perturbation correction due to the rear wall of the NACP chamber experimentally with an uncertainty of 0.4%. Taking these data, a value p wall rear = 1.011 would result for the 6 MeV electron spectrum used in this study ͑R 50 = 2.31 cm͒. As can be seen in Fig. 6 , this value is in excellent agreement with the result of our Monte Carlo simulation.
Somewhat unexpected is the wall perturbation due to the side wall, which contributes 0.6% to the total wall perturbation at the reference depth in case of the 6 MeV spectrum. With increasing depth, this contribution is still increasing, resulting in about 1% at the half value depth R 50 . Due to the presence of the guard ring, it is commonly assumed 1 that the influence of the side wall may be neglected. That this assumption is wrong was recently also demonstrated by Wang and Rogers. 22 They calculated the shift of the effective point of measurement for a NACP chamber and concluded from their calculations that even a guard ring width of 10 mm for the NACP chamber is not sufficient. In light of these findings, we studied the influence of the guard ring in more detail. In a set of simulations, the width of the guard ring was varied between 0 and 17 mm and the wall perturbation was calculated for a NACP model where the entrance window and the rear wall were replaced by water, i.e., only the side wall contributes to p wall . As can be seen in Fig. 7 , p wall indeed decreases with increasing guard ring width but even a width of 17 mm cannot avoid scatter effects from the side wall of the chamber. The reason for this scatter contribution is not quite clear. As the side wall of the NACP chamber is made of 7 mm polystyrene with an effective atomic number Z eff = 5.35, the same explanation holds as for the rear wall, i.e., there is a backscatter deficiency due to the material of the side wall in comparison to water. On the other hand, as the wall perturbation is calculated as the ratio p wall = D cav / D det the inscattering through the side wall of the bare cavity may also be a reason for a wall correction factor larger than unity. Due to the increasing obliquity of scattered electrons with depth, this also would result in increasing contributions with depth.
To get deeper insight regarding the fluence perturbations due to the different chamber walls, the spectral contributions ␦p E.wall were calculated for all data points present in Fig. 6 .
The results are presented in Fig. 8 .
At small depths ͑0 cm to z ref ͒ the wall perturbation correction is dominated by the contributions of the back and side wall ͓Fig. 6͔, which is also visible in the spectral contribution ␦p E,wall . There is a lack of low energy ͑i.e., scattered͒ electrons within the chamber compared to the bare cavity, directly reflecting the electron backscatter deficiency due to the presence of the back and side wall. With increasing depth, the lack of these low energy electrons is increasing as the electron backscatter deficiency is increasing with decreasing electron energy, resulting in a linear increase of p wall , as shown in Fig. 6 .
In contrast, the influence of the entrance window on the spectral electron fluence within the cavity at small depths is negligible, demonstrating that the applied shift ⌬z = −0.058 cm is optimal. A small influence of the entrance window results in an excess of very low energy electrons within the cavity ͑below 0.2 MeV, see Fig. 7͒ . With increasing depth, the number of these low energy electrons is increasing, and moreover, an excess of electrons in the whole range of 0-2 MeV is present in the cavity in comparison to the cavity with walls entirely made of water. This result cannot be explained in terms of a different backscatter behavior of the entrance window materials as the effective atomic numbers of graphite and mylar are smaller than those of water, i.e., as for the rear wall a backscatter deficiency should appear. Moreover, the thickness of the entrance window is 0.7 mm only and therefore, most of the backscatter will come from the water above the entrance window, as the saturation thickness for a full backscatter for graphite is in the range of 5 mm. 32 Therefore, the excess of low energy electrons is obviously created by ͑primary͒ electrons within the entrance window, resulting in the observed wall perturbation correction smaller than unity. Opposite contributions of the rear wall and the entrance window to p wall were already discussed by Chin et al. 12 From their calculations, they concluded that the back wall perturbation dominates at the reference depth while the front wall perturbation becomes more important at deeper depths. The depth and spectral resolved data in Figs. 7 and 8 clearly prove this fact and demonstrate the complexity of scatter behavior within the parallel-plate NACP chamber. Contrary to our study, the p wall data at the half value depth R 50 calculated by Chin et al. are smaller than unity ͑see Table II͒ . This discrepancy is not yet understood but may eventually be traced back to a slightly different geometry in Chin's study. To investigate this, further simulations with small variations of the chamber design will be performed.
Wang and Rogers 22 performed similar studies for the NACP chamber in recent years. They calculated the effective point of measurement ͑EPOM͒ of the NACP chamber in clinical electron beams using Monte Carlo simulations in two different ways. One way was the comparison of the fluence spectra within the NACP chamber and the bare cavity at the reference depth. They also demonstrated that both spectra bear the closest resemblance if the nonwater equivalence of the entrance window was accounted for. They presented a second way for the calculation of the EPOM by minimizing the root mean square deviation of depth-ionization curves for the NACP chamber and depth-ionization curves of an ideal Spencer-Attix cavity. Using this method, a shift of the EPOM ⌬z Ϸ 0.55-0.75 mm resulted, i.e., the EPOM is shifted into the air cavity. The value ⌬z was slightly dependent on electron energy and on the thickness of the entrance window. The range of the shift is in fact in the same order of magnitude as the values calculated in the present study. However, our data are not directly comparable with the data from Wang and Rogers, as their calculated shift does not only include the wall perturbation correction but also the cavity perturbation correction p cav .
Recently, Lacroix et al. 10 experimentally determined the overall perturbation factor p = p wall · p cav for the Roos and NACP chambers. Their measurements also revealed a depth dependent perturbation correction p which could be minimized if the nonwater equivalence of the entrance window was accounted for. The water equivalent thickness of the entrance window was calculated from the mass density, the thickness, and the mass collision stopping power ratio of the window material. The resulting EPOM values are very similar to those calculated according to the German recommendation. Unfortunately, a direct comparison with our results is not possible as Lacroix et al. determined the overall perturbation correction, whereas in our study only the wall perturbation correction was considered. But it would be of great interest to apply the geometry published in detail by Lacroix in further Monte Carlo simulations.
IV. CONCLUSION
Regarding the positioning of parallel-plate ionization chambers in clinical electron beams, the recommendations of current dosimetry protocols are not the same. The IAEA TRS-398 as well as the IPEM and the German dosimetry protocol interpret the depth of measurement as the water equivalent depth, i.e., the nonwater equivalence of the entrance window should be accounted for in clinical electron dosimetry. Additionally, in the IAEA TRS-398 protocol, it is stated that "In practice, for the wall thicknesses normally encountered, the required adjustment is small and may be neglected." The present study unambiguously shows that there is a strong dependence of the electron fluence within the chambers' cavity on this adjustment. Even chamber shifts in the range of several micrometers have an impact on the fluence present in the cavity. However, at the dosimetrically most important reference depth, these shifts have no impact on the resulting wall perturbation correction. Indeed, the spectral electron fluence is varying significantly but the total fluence and therefore p wall remains constant and has a value larger than unity for all energies included in this study. At larger depths, due to the blurring of the spectral electron fluence, also the total fluence is strongly changing even with small chamber shifts. Therefore, neglecting the nonwater equivalence of the entrance window, wall perturbation corrections of 10% and more at the half value depth may result for low electron energies, as also reported for example by Buckley and Rogers, 14 Araki, 11 or Verhaegen et al. 13 Shifting the NACP-02 chamber by an amount ⌬z = −0.058 cm toward the focus, the electron fluence within the chamber and the bare cavity bears the largest resemblance independent of the depth within the water phantom and independent of the energy of the primary electrons. The resulting depth dependence of p wall is within 1% even for the lowest electron energy used in this study. For all electron energies, the value at the reference depth, which is of interest for clinical dosimetry and is assumed to be unity in all dosimetry protocols, exceeds unity in the range of 0.6% to 1.9%, depending on energy.
The shift ⌬z = −0.058 cm is in good agreement with the value resulting from the German dosimetry protocol DIN 6800-2, which recommends to calculate the entrance window thickness based on the electron densities of the wall materials. The results for the NACP chamber in this study are in excellent agreement with the results of our previous study for the Roos chamber, which also demonstrated that the influence of the entrance window may be minimized if the chamber is positioned according to this rule. At this point, it should be remarked that if the nonwater equivalence of the entrance window is accounted for, the contribution of the entrance window to the wall perturbation is negligible for depths up to the reference depth. The major part of p wall at these depths arises from the back and even the side wall due to electron backscatter deficiency of the wall materials. At larger depths, the presence of the entrance window results in an increasing number of electrons within the cavity, balancing the backscatter deficiency of the rear and side wall and causing a decrease of p wall . The spectral resolved simulations show that these electrons are directly created within the entrance window materials.
It should be remarked that the variation of the wall perturbation correction for depth beyond the reference depth z ref has indeed no impact on reference dosimetry, but due to the development and increasing clinical application of Monte Carlo dose calculation algorithms, there is a need for more precise dose measurements in clinical electron fields to evaluate these algorithms. Furthermore, given the more accurate treatment planning algorithms, a more precise commissioning data is required for full exploration of their capabilities. On that account, it is important to know the perturbation corrections as a function of depth.
Finally, we want to point out that the calculation of the effective point of measurement relies on knowing exactly the chambers geometry and the material composition of the entrance window. As the real chamber design is not always known in all details, a comparison of different Monte Carlo studies and the comparison of experimental results with those from Monte Carlo studies are difficult. The uncertain-ties in clinical dosimetry could be markedly decreased if the manufacturers would disclose more information on their chamber design.
