The SOIR instrument on board the ESA Venus Express mission has been operational since the insertion of the satellite around Venus in April 2006. Since then, it has delivered high quality IR solar occultation spectra of the atmosphere of Venus. The different steps from raw spectra to archived data are described and explained in detail here. These consist of corrections for the dark current and for the non-linearity of the detector; removing bad pixels, as well as deriving noise. The spectral calibration procedure is described, along with all ancillary data necessary for the understanding and interpretation of the SOIR data. These include the full characterization of the AOTF filter, one of the major elements of the instrument. All these data can be found in the ESA PSA archive. 
Introduction
The SOIR (Solar Occultation in the InfraRed) instrument on board Venus Express (VEX) was designed to measure solar occultation spectra of the Venus atmosphere in the infrared (IR) region (2.2 -4.3 µm) [1] . This method derives unique information on the vertical composition and structure of the mesosphere and lower thermosphere [2] [3] [4] [5] . SOIR is an extension mounted on top of the SPICAV instrument [6] , and together with SPICAV forms one of seven instruments on board Venus Express, a planetary mission of the European Space Agency (ESA) that was launched in November 2005 and inserted into orbit around Venus in April 2006 [7] . This paper describes in detail the different steps of the preparation of the SOIR calibrated data, from the raw spectra received from the VEX spacecraft to the final archived calibrated spectra. Some processes have already been described earlier (see for example [5, 8] ); they will be summarized here in order to present a complete overview of the data treatment. In particular most of the in-flight procedures used to obtain information on the detector and AOTF (Acousto Optical Tunable Filter) characteristics have been analysed and discussed in great detail in [8, 9] and only the results and conclusions will be of interest here. Improvements made since then will be described and commented. New developments will be explained in full detail. The format and content of the archived data (PSA Levels 2 and 3) on the ESA (European Space Agency) servers will be clarified. The SOIR archive is at version v4.0 at the time of submission of this text.
Instrument description
The instrument has already been extensively described elsewhere [1, 6, 8] and will only be briefly outlined here. SOIR is an echelle grating spectrometer operating in the IR. The wavenumber range covered by the instrument extends from 2250 to 4370 cm −1 (2.2 -4.3 µm) and is divided into 94 wavenumber intervals which correspond to the diffraction orders of the echelle grating, ranging from 101 to 194. An Acousto Optical Tunable Filter (AOTF) is used for the selection of the recorded wavenumber interval, by tuning its excitation radiofrequency. The definition and limits of these diffraction orders are presented in Table 1 . The free spectral range (FSR) of the echelle grating is about 22 cm −1 . The bandwidth of the AOTF was originally designed to be 20 cm −1 , as measured on ground before launch [1] . The real measured full width at half maximum (FWHM) of the SOIR AOTF is, however, ~24 cm −1 information from adjacent orders leaks onto the detector. This effect is named superposition of orders hereafter. Moreover, the AOTF filter is central to the instrument and an accurate determination of its acousto-optic characteristics is essential: these include the so-called tuning function, i.e. the relation between the frequency applied to the device and the central wavenumber transmitted through the crystal, and its transfer function. The latter has been shown to be highly variable, depending on the spectral range probed [8, 9] .
The detector is made up of 320 pixels along the spectral axis and 256 rows. The instrument entrance slit is projected on 32 rows. Due to telemetry limitations, only the equivalent of 8 rows per second can be transmitted to Earth. In most of the observations 4 different values of the AOTF frequency are chosen, to record spectra in 4 different spectral intervals per second, hence increasing the number of species potentially detected simultaneously. In that case, only 2 spectra per AOTF frequency can be downlinked, corresponding to 2 'bins' of rows on the detector. In the beginning, all 32 rows of the projected slit were used ('binning 16' option in Table 2 ), giving rise to 2 bins of 16 rows each. However, it soon appeared that the outermost rows of the slit were not fully illuminated, and the decision was taken to use only the 24 central rows after orbit 332 (March 19, 2007) ('binning 12' option in Table 2 ), leading to the definition of 2 bins of 12 rows each. Optional different binning options can be defined and have been used. For completeness they are also given in Table 2 .
The spectral sampling interval varies from 0.029 to 0.032 cm −1 in diffraction order 101 to 0.052 to 0.06 cm −1 in order 194, increasing with the pixel number and the diffraction order. In the following, we will describe each step of the data pipeline from raw (PSA Level 2) to calibrated (PSA Level 3) data. We will also describe some ancillary information useful for the analysis and interpretation of the SOIR spectra.
Corrections at the detector level
A series of corrections have to be applied to the raw data. They are fully described in [8] and will be summarized here. A few minutes before an occultation starts, the detector is cooled down to a temperature of 88 K. Thermal background and detector dark current are measured and subtracted on-board: each downlinked spectrum is the result of the subtraction of two measurements performed one after the other, with the AOTF on and off respectively. When turned off, the AOTF does not let any light pass, which allows the measurement of the combined thermal and dark currents. The detector response to incident light is not linear over the complete dynamic range. For low signal levels, a non-linearity correction has to be applied. This correction is not trivial and takes into account the on-board subtraction of the thermal and dark current. No new improvements were introduced in the data treatment pipeline since [8] . The PSA Level 2 DATA files are the result of the corrections described up to now. 
Determination of the measurement altitude
The altitude of an observation corresponds to the tangent altitude, i.e. the distance from the planetary surface to the line of sight connecting the centre of the instrument entrance optics to the Sun, considering a 10' depointing wrt the centre of the Sun. This depointing is introduced to ensure that the diffracted Sun remains within the slit for a longer period during the occultation. The tangent altitude is calculated for each bin by considering the centre of the corresponding slit portion. It is calculated from the spacecraft instantaneous position and orientation data, which are delivered as SPICE kernels [10] . The determination of the light path through the atmosphere, i.e. the path followed by the radiation reaching the instrument, requires that the planet's curvature and atmospheric refraction be taken into account. The refraction model is based on the measurements performed during the Magellan mission [5] . Information about the measurement geometry, such as the tangent altitude, the measurement latitude, longitude, local solar time, angle of observation, distance of VEX to Venus, etc. are given at PSA Level 3 in the DATA folder together with the spectra.
Grating efficiency
The Blaze function (BF) represents the efficiency of the grating in terms of refracted angle [11] . The efficiency is maximal when the refracted angle is equal to the incident angle. When the deviation between the angles increases, it is not the case anymore. The BF represents this effect and is calculated from the equations that can be found in [12, 13]: 
with λ the wavelength, σ the echelle groove spacing (250 μm), γ the angle between the incident ray and the plane perpendicular to the grooves which contains also the grating normal (2.60098°), α and β the incident and refracted angles to the grating plane, α B is the angle between the incident ray and the facet normal in the plane perpendicular to the grooves (−0.019707°), θ B is the Blaze angle (63.2°) and n is the diffraction order.
The function has lower values on the detector edge pixels compared to the detector central pixels (a maximum reduction of 10.5% is observed in order 101), and this effect increases when going to higher orders (up to a reduction of 26%), since dispersion increases for higher diffraction orders. The Blaze function has been computed for each pixel in all orders using Eq. (1) and is shown in Fig. 1 . It is given in the archive at PSA Levels 2 and 3 in the files BLAZE.TAB under the CALIB directory. 
Determination of the transmittances and associated noise
Transmittances are calibrated spectra obtained by dividing each raw spectrum recorded during a solar occultation by a raw reference spectrum [5] . The latter is calculated from observations performed while looking at the Sun outside the atmosphere: it does not contain any information on the atmosphere itself. These exo-atmospheric raw spectra are measured either before the occultation in an ingress case, or after in an egress case. By dividing each occultation raw spectrum by this raw reference spectrum, all instrumental effects, such as ageing, are intrinsically removed. The raw reference spectra are, in fact, calculated by selecting a series of spectra recorded at tangent altitudes higher than 220 km (called z max in the following), before or after the occultation effectively starts or ends. The raw spectra collected at altitudes lower than z max are called atmospheric raw spectra. However the raw reference spectra cannot simply be averaged because of small drifts in the exo-atmosphere raw signal value. A linear regression is performed on each of the 320 pixels as a function of time. For each atmospheric raw spectrum taken at a given time, an extrapolated reference spectrum is calculated taking into account the linear decrease (or increase) of the solar intensity (see [8] for more detail). A minimum of 40 spectra is always considered for the linear regressions. The 220 km altitude boundary z max can be relaxed to lower altitudes if too few raw spectra are measured at higher altitudes.
Transmittances are calculated for spectra from all measured bins and orders at tangent altitudes lower than z max . In general the lowest altitudes reached are close to 60 km, which correspond to zero transmittance spectra.
The noise levels are determined individually for each spectrum being part of one occultation, measured in each order and bin. A typical evolution of the signal on one pixel of the detector is given in Panel 1 of Fig. 2 . This example corresponds to an egress: at the beginning no light reaches the detector as VEX is in the Umbra (U, in black, zoomed in Panel 3 of Fig. 2 ), then the occultation occurs when VEX in is the Penumbra (P, in red), and finally the instrument looks directly at the Sun and measures exo-atmospheric raw spectra (S, in blue, zoomed in Panel 2 of Fig. 2 ). The three zones used to derive the noise are in different colours in Fig. 2 . The raw spectra can be considered as the sum of the measurement ( P ) and noise (δP), which contains all noise sources (photon noise, electronic noise, etc.). In the following, the noise is assumed to be made of two components: a first term representing the electronic noise (constant for all spectra of one occultation), and a signal dependent term representative of the photon noise (only on S and P spectra, zero for U spectra). The noise δT on the transmittance spectrum T on a particular pixel is calculated from the Umbra raw spectrum U and the extrapolated raw reference spectrum 
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where the noise levels in each zone (Sun, Penumbra and Umbra) are calculated as the standard deviation of the signal with time. In this relation, the noise from the Umbra spectra is the electronic noise. The noise during the Penumbra is obtained as The variations of the signals S(t) and U(t) around their respective mean values S and U inside the exo-atmosphere and penumbra boxes shown in Panel 1 are also plotted for clarity in the expanded Panels 2 and 3 of Fig. 2 . It can be seen that the mean value of the U signal is not zero, but is slightly shifted towards the negative values (in this particular example). This is probably due to an incorrect correction for non-linearity of the detector, since the SOIR detector response is non-linear at low signal levels [8] . The impact of this poor quality correction is 0.05 ADU for spectra having a low signal, as seen in Panel 3 of Fig. 3 . It will only affect low intensity spectra, i.e. at the lowest altitudes, where the atmospheric lines are saturated.
Using Eq. (2) a noise pattern is built for each pixel of all spectra of the occultation. A typical example of such a noise pattern is presented in Fig. 3 . It shows that the noise levels at the edges of the detector are larger, which is explained by the overall sensitivity of the instrument, mainly influenced by the Blaze function of the echelle grating.
We have found that the noise spectra associated with different observations vary considerably. Firstly, the noise level depends indirectly on the geometry of the observation through the time available to measure exo-atmospheric spectra before or after the occultation. This time is limited for solar occultations occurring at latitudes close to 60°N, due to spacecraft solar illumination restrictions. Secondly, it also depends on the measured diffraction order: the sensitivity of the detector is not the same at all wavenumbers [12] and the detector integration time has been optimized taking into account detector pixel saturation. The default integration time is 20 ms to avoid detector saturation, and it is set to 40 ms for orders 101 to 115 and 189 to 194 where the sensitivity is lower. And thirdly, it also depends on the value of the AOTF frequency imposed for the measurement, which changes the position of the maximum of the AOTF transfer function (see Section 9).
The noise levels are given in the archive at PSA Level 3 in the DATA directory together with the transmittance spectra. 
Spectral calibration
The pixel-to-wavenumber relation was previously obtained in [8] by considering about 100 well-defined solar lines in observations carried out outside the atmosphere. This spectral calibration resulted from the fitting of a polynomial between the wavenumber positions of these selected solar lines and the pixel position of the corresponding lines observed in different orders across the full wavenumber range. A polynomial of degree 3 was chosen for this calibration leading to an average error on the position of 30 other solar lines of about 0.05 cm −1 . This spectral calibration is reported up to the version 3 of the SOIR PSA archive. The general relations to calculate the wavenumber (ν) knowing a diffraction order (α), the pixel number (p) and the fourth order polynomial relation F(p) and its inverse function
However, the spectral calibration varies slightly from spectrum to spectrum and from orbit to orbit, because of a Doppler shift induced by the change of speed of the VEX spacecraft projected on the line of sight and because of small changes in temperature inside the instrument during the measurement, which might induce misalignment of some optical elements. These temperature changes are partially measured by the thermal sensors inside the SOIR instrument, but are difficult to correlate with the observed variations of the spectral calibration.
To overcome this problem, we implemented a second calculation step in the spectral calibration on each spectrum, based on the presence of absorption lines with well -known positions in spectral databases such as HITRAN [14] . Pressure-induced line shifts were neglected since the resolution and the spectral sampling of SOIR are larger than the pressure shifts induced by collisions. The polynomial degree is five at maximum, though third degree polynomials are used in most of the cases. For some SOIR diffraction orders where few absorption lines are present, the degree is set to lower values, depending on the number of spectral lines available for the calibration.
A new tool has thus been developed to automatically calibrate all spectra. This method relies on the pre-selection of well-defined absorption lines in each spectral interval. The selection is made manually on a series of selected spectra, chosen for their good signal to noise ratio and absorption well above the noise. The list of lines selected for calibration in one particular order is constructed by considering several criteria: well-defined and isolated lines, intense enough to be present on almost the complete set of spectra belonging to one occultation, lines coming from the central order or from the first adjacent ones, lines not perturbed by the noise (which is larger at the detector extremities, see Section 6). This list is then used in an automated way to calibrate all other spectra of all orbits recorded with the same settings (same order and same bin, see Table 2 This calibration procedure will be illustrated by the following example: the order 190 is considered, which corresponds to the 4246.15 -4282.62 cm −1 spectral interval. In this range, CO is the main absorber, although absorption due to HF and HDO is also present. One band of CO is observed in the spectrum: the (2-0) band of the main isotopologue 12 C 16 O (CO26, using the HITRAN notation). Figure 4 illustrates the procedure on one such spectrum. In the top Panel, the observed spectrum is compared to the simulated one obtained by using the previous pixel-wavenumber relation whereas in the bottom Panel the calibration is based on the position of the CO selected lines, indicated with stars in the top Panel. This line information is reported in Table 3 . Some of the lines used for the detailed calibration come from the orders adjacent to 190, order 191 in this particular case, because of orders superposition of adjacent ones on the detector. The quality of the spectral calibration is further illustrated in Fig. 5 where the root mean square (rms) values of the difference between the positions of the selected lines in the calibrated SOIR spectra and HITRAN are plotted for each spectrum of one chosen occultation. In this case the rms value varies between 0.006 and 0.017 cm −1 . The same procedure is then applied automatically to the other spectra of the complete occultation. Indeed as the signal degrades (at higher altitudes, the absorption lines are just above or within the noise and at lower altitudes, the signal weakens due to light absorption by aerosols in the Venus atmosphere), fewer lines can be used for calibration and it deteriorates. The automatic procedure detects when the calibration is starting to deteriorate (either the number of usable lines is too low, or the regression between observed and HITRAN positions is too poor). Calibration for such spectra is then the same as the one determined for the closest spectrum for which the calibration was deemed acceptable.
The direct calibration F(p) is reported in the archive at PSA level 3 in the DATA directory together with the spectra. The inverse relation is not given since it can easily be calculated from the direct one.
Determination of the spectral resolution
The determination of the resolution of the SOIR instrument has been completely reassessed since the first results published in [8] . In that paper, resolution, defined as the FWHM of a sinc 2 function, was obtained by considering a limited number of solar lines. A new method has been developed relying on atmospheric absorption lines rather than solar lines. The same lines as those selected for the calibration in each individual order (see Section 7) are also used for the determination of the resolution. Gaussian profiles representing the Instrument Line Function (ILS) of the instrument are now used instead of a sinc 2 function. This choice was based on the observation that using a sinc 2 function introduced side lobes that were not present in the SOIR spectra. A Gaussian profile is fitted to each of these selected lines and the FWHM width is extracted. Indeed, the width of a line is imposed by the instrument spectral resolution. As an example, the FWMH value at infinite resolution of the R7 line of the (2- 
have been derived. The tuning function polynomial coefficients can be found in the SOIR archive at Levels 2 and 3 in the AOTF_F_WN.TAB files under the CALIB directory.
Description of the archived data
The SOIR PSA archive can be found on the ESA servers at the address http://www.rssd.esa.int/index.php?project=PSA&page=vex. This paper describes the Version 4.0 of the SOIR archive, which corresponds to Release 3 and Revision 0. The format has changed significantly compared to previous versions.
The observations are separated in data sets at PSA Levels 2 and 3 as a function of the mission extension during which they were recorded: the nominal mission covers observations up to orbit 530, the first extension up to orbit 1136, the second extension up to orbit 1584, the third extension up to orbit 2080 and the fourth one for the latest orbits.
The name of an observation is based on the date it was recorded and its type. Because the orbital period of VEX is 24 hours, different measurements can be done during one day, for example an ingress followed by an egress. The format is YYYYMMDD_TCC where YYYY is the year of the orbit, MM is the month, DD is the day, T is the type of measurement and CC is the measurement number during that orbit, starting from 1. The types of observations are summarized in Table 4 . Besides egresses and ingresses, which correspond to solar occultation observations carried out when exiting or entering penumbra, there are also Sun and atmospheric full scans (all orders are scanned sequentially), mini-scans (the AOTF frequency is scanned over a short interval) and nadir (looking at the surface of the planet). Only ingresses and egresses are given in the archive at PSA Level 3. We will briefly describe the files making up the Level 3 PSA archive, with special emphasis on the calibration (CALIB directory) and spectra files (DATA directory). Indeed the complete archive contains a lot of files describing the formats, the content, retracing the history of the archive. They can be found under the DOCUMENT and CATALOG folders. The archive BROWSE directory contains spectra Figs. in JPG format: the sum of all pixels as a function of time at PSA Level 2, and all the transmittance spectra at PSA Level 3. We will only explain how the different calibrations and the instrument characterization are implemented in the archive. All the ASCII data are given in TAB files. They are accompanied by LBL files, which describe the content of the data files.
All calibration files can be found under the CALIB directory at PSA Levels 2 and 3. Several files can be found concerning: The files containing the SOIR spectra are given in the DATA directory, one observation in one individual directory having the name described above (YYYMMDD_TCC). The spectra are in the files YYYYMMDD_TCC_OOO.TAB, where OOO is the order selected.
One line of such a file contains the information on one spectrum of one particular bin (for example, for the binning option '12', there are 2 lines, one for each bin). For each bin, the corrected transmittance, the noise and the polynomial coefficients to calculate the calibrated wavenumber scale are given. The polynomial to calculate the wavenumber scale corresponds to the analysis described in this study (see Section 0). A series of parameters describing the observation are also given, including the date and time, the position of the satellite and viewing geometry. All parameters needed for the interpretation of the spectra are included. Some housekeeping parameters are also provided to follow the status of the instrument during the occultation.
Conclusions
We have presented several improvements in the calibration and characterization of the SOIR instrument introduced in the data pipeline since [8] . They concern mainly the spectral calibration which has been improved by not only considering solar lines but also atmospheric absorption lines in each individual order of the instrument. The characterization of the ILS has also improved by considering a large number of atmospheric lines compared to the limited number of solar lines that were previously used for this purpose. The detailed investigation of the noise on each individual pixel has led to the determination of noise spectra defined for each spectrum, as it was shown that this noise pattern was highly dependent on the observation settings. We have also described the data archive for the SOIR instrument, describing what information should be found in which file. We believe that this paper, along with the archived data, allow the potential user to take full advantage of the richness of the SOIR spectra. We encourage users to make use of the archived spectra and data.
