Abstrak-At present technological developments, especially in the field of computer vision, are showing significant performance such as the application of convolutional neural networks that have a very high degree of accuracy, for example improving video quality which recently has image restoration such as super resolution (VSR) thanks to deep learning with the aim of helping produce better visual videos. The use of video cameras for mobile devices is now increasingly highly developed. Nowadays mobile devices are experiencing a rapid increase in quality especially in cameras. However, physical limitations such as the small sensor size, compact lens and the lack of supporting hardware can prevent cellular devices from achieving good video camera quality results. For that many method approaches are applied, one of which is the CNN (Convolutional Neural Network) method. This method can improve the image of video recordings that have poor quality.
I. INTRODUCTION
The development of research in the field of computer vision in recent years has shown sophisticated performance with a high degree of accuracy due to the application in various fields such as face recognition ) - (Wijaya, Husein, & Harahap, 2017) , signature identification (Harahap, Husein, & Dharma, 2017 ) - and camera surveillance (Husein, Calvin, Raymond, & William, 2018) , recently the application of convolutional neural networks, for example object detection ) - (Wijaya, Husein, & Harahap, 2017) , (Harahap, Husein, & Dharma, 2017 ) - , (Husein, Calvin, Raymond, & William, 2018 ) - (Jeong, Park, & kwak, 2017 ) - (Zhang, Wen, Bian, output images similar to high resolution (HR) (Kim, Lim, Na, & Kim, 2018) Video SR, or multi-frame SR, assumes that the input is a series of successive frames at each time instance of a video sequence, the application of the SR image algorithm to individual video frames has been proven high performance and efficiency (Shi, et al., 2016) , in addition to improving the quality of cellular photos equivalent to the quality of DLSR cameras has been presented by (Ignatov, Kobyshev, Timofte, Vanhoey, & Gool, 2018) by proposing a CNN deep learning model. In the study (Vorobjov, Zakharava, Bohush, & Ablameyko, 2018) proposed the YOLO method for detecting small objects on video, improving video quality for motion detection is presented (Caballero, et al., 2017) .
From the results of several studies indicate that the improvement of super resolution video quality has achieved high performance with the CNN deep learning approach, in this study we propose the CNN model approach to improve the quality of videos recorded using 3 (three) types of cellular on the highway. The main contribution in this research focuses on comparing video quality, then we apply the YOLOv3 framework for object detection based on video that has been upgraded with original video.
II. LITERATURE REVIEW 2.1. Convolutional Neural Network (CNN)
Convolutional Neural Network is one of the machine learning methods of developing Multi Layer Perceptron (MLP) which is designed to process two-dimensional data. CNN is included in the Deep Neural Network type because of its deep network level and is widely implemented in image data. CNN has two methods; namely classification using feedforward and learning stages using backpropagation. Network architecture using CNN is shown in Figure 1 . CNN structure consists of input, feature extraction process, classification process and output. Extraction process in CNN consists of several hidden layers, namely the convolution layer, activation function (ReLU), and pooling . CNN works hierarchically, so the output at the first convolution layer is used as input at the next convolution layer. In the classification process consists of fully-connected and activation functions (softmax) whose output is in the form of classification results 
Convolution Layer
Filters are used to extract objects from the input image by the convolution layer. Filters contain weights whose function is to detect characters from objects such as color, the edge. Convolution will produce a linear transformation of the input image that matches the spatial information in the data. There are parameters that can be changed to modify the properties of each layer, namely filter size, stride and padding. Stride is a parameter that determines how many filters shift, if the value of stride is 1, then conv.filter will shift as many pixels horizontally then vertically. The smaller the stride, the more detailed information we get from an input, but requires more computing when compared to a large stride. Padding is While Padding or Zero Padding is a parameter that determines the number of pixels (containing the value 0) to be added on each side of the input. This is used for the purpose of manipulating the output dimensions of conv. layer (Feature Map). The results from the receptive field are single data. The output of this convolution process is used as input for the next convolution layer An illustration of the stride and padding process is shown in Figure 2 
ReLu Activation Function
The function used for activation in reLU, the reLU function is the output value of the neuron can be expressed as 0 if the input is negative. If the input value of the activation function is positive, the output of the neuron is the input value of the activation itself. ReLU activation function is f (x) = max (0, x) (Heaton, 2015) . Because ReLU basically only creates a boundary at zero, meaning that if x ≤ 0 then x = 0 and if x> 0 then x = x.
Pooling
Polling layer is usually after conv. layer. In principle, the pooling layer consists of a filter of a certain size and stride that shifts throughout the feature map area. Pooling commonly used is Max Pooling and Average Pooling. The purpose of using the pooling layer is to reduce the dimensions of the feature map (downsampling), thus speeding up the computation because the parameters that need to be updated are fewer and overcome overfitting.
Fully Connected Layer
The fully connected layer is a collection of convolution processes To determine which features are most correlated with a particular class, input from processes from the previous layer is used. The feature map that is produced from the feature extraction is still in the form of a multidimensional array, so it must do a "flatten" or reshape the feature map into a vector so that it can be used as input from the fullyconnected layer.
The Fully-connected layer is the layer where all the neurons of activity from the previous layer are all connected with the neurons in the next layer as if a neural network can. Every activity from the previous layer needs to be converted into one-dimensional data before it can be connected to all neurons in the Fully-Connected layer. The Fully-Connected layer is usually used in the Multi-layer Perceptron method and aims to process the data so that it can be classified I. METHOD In this study the data used are video recordings of 3 types of Oppo, Xiaomi, Samsung mobile devices on the highway. With the following specifications: Recorded data can be seen in Figure 4 .5. The appearance of the image is the result of capture of the recorded video. Recording process use a tripod to make the video recording results can be stable. The making of the CNN model was carried out using the Tensorflow framework The flow of this research starts from inputing sample data in the form of video recordings on the highway. Recordings have a different quality level for each device used as input training data. Then design a network with CNN method to improve the quality of input video.
Sampling for input data
Data input used in this network is a sample of recorded video data from three mobile devices with their respective resolutions (1520 x 720 px) on the highway using a tripod to make the recording results stable. The total sample data used is 50 videos for each device, so the total data total is 150 data. The data is then used as training data. Training data is used for do the network learning process. The output from the network is the video from the recording that has been upgraded through the CNN network.
II. RESULTS AND DISCUSSION

Implementation CNN
There are three stages in implementing CNN, namely training, validation and testing. The training phase is the main stage for training the network to learn data input. Then the network is tested on validation data. If it gives good results, then the network can be used to classify data with test data.
Video Quality Improvement Process
Before carrying out the process of improving the quality of the objects first detected in the image with the aim that the resulting image has better quality. The test will be carried out using various types of videos from 3 mobile devices which are then extruded into images for each device. The following detailed results of the tests carried out. Following the extracted video data can be detailed in Figure 3 .6. below this : In the testing process carried out using 3 types of mobile devices namely Oppo, Xiaomi, and Samsung each have good image quality after being improved by the Convolution Neural Network method. There are several factors that affect the recording quality of the three devices, such as lighting levels, color sharpness. The results of using the Convolution Neural Network method can improve the sharpness and color structure even though the results of video recordings of when this type of mobile device has a less good lighting level. 
Conclusion
After completing research on improving video quality on mobile devices, the author can draw the following conclusions: 1. CNN Method can improve the quality of an object contained in a digital image of a mobile device well. 2. The CNN method is able to distinguish objects that are focused in the database well in term of color, brightness, and contrast
