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Sensitivity analysis is an indispensable tool for studying the robustness and fragility properties of
biochemical reaction systems as well as for designing optimal approaches for selective perturbation
and intervention. Deterministic sensitivity analysis techniques, using derivatives of the system
response, have been extensively used in the literature. However, these techniques suffer from several
drawbacks, which must be carefully considered before using them in problems of systems biology.
We develop here a probabilistic approach to sensitivity analysis of biochemical reaction systems.
The proposed technique employs a biophysically derived model for parameter fluctuations and, by
using a recently suggested variance-based approach to sensitivity analysis Saltelli et al., Chem.
Rev. Washington, D.C. 105, 2811 2005, it leads to a powerful sensitivity analysis methodology
for biochemical reaction systems. The approach presented in this paper addresses many problems
associated with derivative-based sensitivity analysis techniques. Most importantly, it produces
thermodynamically consistent sensitivity analysis results, can easily accommodate appreciable
parameter variations, and allows for systematic investigation of high-order interaction effects. By
employing a computational model of the mitogen-activated protein kinase signaling cascade, we
demonstrate that our approach is well suited for sensitivity analysis of biochemical reaction systems
and can produce a wealth of information about the sensitivity properties of such systems. The price
to be paid, however, is a substantial increase in computational complexity over derivative-based
techniques, which must be effectively addressed in order to make the proposed approach to
sensitivity analysis more practical. © 2009 American Institute of Physics.
doi:10.1063/1.3205092
I. INTRODUCTION
A fundamental problem in computational systems biol-
ogy is the construction of biochemical reaction system mod-
els that can effectively predict cellular behavior.1,2 Subse-
quent analysis of such models may reveal a wealth of
biologically relevant information, including a list of bio-
chemical factors e.g., biochemical reactions and molecular
species that are most influential in shaping cellular re-
sponses. Determining the most influential factors in a bio-
chemical reaction system is an important problem with many
applications. For example, identifying influential biochemi-
cal factors and targeting these factors with high specificity is
a promising pharmacological intervention approach for treat-
ing human diseases.3
A powerful tool for studying the properties of a bio-
chemical reaction system is sensitivity analysis.4,5 The objec-
tive of sensitivity analysis is to determine the biochemical
factors that produce no noticeable variations in system re-
sponse and identify those factors that are most influential in
shaping that response. Sensitivity analysis has been applied
in many diverse fields of science and engineering, including
mechanical engineering,6,7 environmental engineering,8,9
pharmacology,3,10 biochemistry,5,11,12 and finance.13,14 In sys-
tems biology, sensitivity analysis has allowed researchers to
identify factors controlling biological behavior in cells,15–18
simplify procedures for designing and optimizing genetic
circuits,19 obtain insights into the robustness and fragility
tradeoff in cell regulation,20 and determine appropriate tar-
gets for pharmacological intervention.10,21
The sensitivity analysis approaches available in the lit-
erature can be classified into two groups. The first group
deals primarily with deterministic techniques for sensitivity
analysis, primarily based on derivatives of a response func-
tion of interest with respect to system parameters. The sec-
ond group deals with probabilistic stochastic techniques,
which quantify statistical fluctuations in system response due
to random fluctuations in factors of interest.
Derivative-based sensitivity analysis techniques are sub-
ject to several drawbacks, which must be carefully consid-
ered before applying these techniques to problems of sys-
tems biology. For example, derivatives are most often used
to evaluate the effects of infinitesimal changes in parameter
values on the system response. This is usually done by ig-
noring important biophysical and thermodynamic properties,
which may strongly constrain the biochemical reaction sys-
tem at hand.22 Moreover, the derivatives are calculated at
reference parameter values, which must be the true values for
the results to be biologically relevant. However, the true pa-
rameter values of a real biochemical reaction system are
rarely known. Instead, they are substituted by estimated val-
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ues, whose accuracy is often affected by unpredictable bio-
logical and experimental variability, which cannot be ac-
counted for by a deterministic technique. The issue here is
that different reference parameter values may produce differ-
ent sensitivity results. As a consequence, the use of a
derivative-based sensitivity analysis technique may easily
lead to biologically false conclusions, since it cannot deal
effectively with uncertainty.
Another important problem associated with derivative-
based sensitivity analysis is that simple derivative calcula-
tions at a given set of reference values will most certainly
fail to reveal important sensitivity properties due to substan-
tial parameter variations. In certain cases, we may be able to
address this problem by averaging derivative values calcu-
lated at appropriately selected points in the parameter
space.11 It is expected, however, that for appreciable param-
eter variations, such averaging will not provide an accurate
description of the sensitivity properties of a biochemical re-
action system. As a matter of fact, it has been pointed out by
Saltelli et al.23 that although derivative averaging leads to a
useful method for sensitivity analysis known as elementary
effect test, it should only be used to derive approximate
sensitivity information, since it may introduce appreciable
errors in the analysis.
In addition to the above, the task of accurately calculat-
ing response derivatives is not straightforward. One may eas-
ily express the response derivatives in terms of concentration
sensitivities and analytically derive a system of differential
equations that govern the dynamic evolution of these sensi-
tivities. Then, evaluation of response derivatives will require
simultaneous integration of the sensitivity equations together
with the differential equations governing the dynamic evolu-
tion of the underlying molecular concentrations. Most often
this step cannot be implemented in a reasonable time due to
stiffness of the underlying differential equations.4 As a con-
sequence, most users of derivative-based sensitivity analysis
techniques resort to approximating derivatives by finite dif-
ferences. However, the resulting approximations must be
carefully used in applications, since it is difficult to theoreti-
cally predict, control, and numerically evaluate their
accuracy.4,11
Finally, most derivative-based sensitivity analysis tech-
niques employed in the literature use first-order derivatives
to quantify the influence of a single parameter on the system
response, while fixing the remaining parameters to their true
values. This is not an appropriate strategy in most problems
of systems biology, since control of biological behavior is
usually exerted by the orchestrated influence of many bio-
chemical factors. In our opinion, sensitivity analysis of a
biochemical reaction system must be done by a method that
considers the simultaneous influence of various biochemical
factors on the system response. This is of particular interest
in pharmacological applications of sensitivity analysis, since
molecular-based drug design techniques must consider the
biological effects of targeting several biochemical factors si-
multaneously.
Although sensitivities with respect to two or more fac-
tors can be well defined by means of second- and higher-
order derivatives, accurate evaluation of such derivatives is a
much more difficult problem than calculating first-order de-
rivatives. Therefore, and in view of our previous discussion,
we do not recommend use of second- and higher-order de-
rivatives for sensitivity analysis of biochemical reaction sys-
tems. Most importantly, and due to their local nature, these
derivatives cannot capture real joint sensitivity effects, which
often occur at appreciable levels of parameter variations,
Due to the previous drawbacks, we believe that the gen-
eral use of derivative-based sensitivity analysis techniques in
systems biology must be limited, despite their extensive use
in the literature. In this paper we demonstrate that probabi-
listic sensitivity analysis, and more precisely the variance-
based sensitivity analysis approach developed by Sobol’24,25
and Saltelli et al.23,26 is better suited for biochemical reaction
system analysis. The work presented in this paper demon-
strates that variance-based sensitivity analysis can easily ad-
dress the previous drawbacks associated with derivative-
based techniques. The price to be paid, however, is a
substantial increase in computational complexity. This prob-
lem must be effectively addressed by future research in order
to make variance-based sensitivity analysis more practical in
problems of systems biology.
In this paper, we develop a variance-based sensitivity
analysis technique that takes into account basic biophysical
and thermodynamic properties underlying a biochemical re-
action system. The proposed technique employs a biophysi-
cally derived model for parameter fluctuations, is less sensi-
tive to the choice of reference values, can easily
accommodate appreciable parameter variations, and allows
for a systematic investigation of high-order interaction ef-
fects among system components.
In Sec. II, we provide a mathematical description for
biochemical reaction systems modeled by classical chemical
kinetics and identify appropriate system response functions
for sensitivity analysis. By using basic thermodynamic prin-
ciples, we develop in Sec. III a probabilistic model for the
rate constants of a biochemical reaction system. We employ
this model to identify appropriate biophysical factors of in-
terest to sensitivity analysis and mathematically characterize
their fluctuations. In Sec. IV, we review a variance-based
sensitivity analysis technique and discuss its applicability to
biochemical reaction systems. By limiting our interest to
first- and second-order effects, we present a systematic meth-
odology for classifying biochemical factors reactions and
molecular species based on how these factors influence the
system response. Although a substantial portion of this sec-
tion constitutes a review of variance-based sensitivity analy-
sis, we think that the material presented in this section is
necessary, since the majority of investigators dealing with
biological system analysis are not aware of this methodol-
ogy. In Sec. V, we present a set of Monte Carlo estimators
that we use to estimate the quantities required for implement-
ing the proposed variance-based sensitivity analysis ap-
proach, whereas, in Sec. VI, we apply our method on a pre-
viously suggested model of the mitogen-activated protein
kinase MAPK signaling cascade. We use the results ob-
tained by variance-based sensitivity analysis to identify the
reactions and molecular species that are most important for
controlling appropriately chosen response characteristics of
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the MAPK cascade. Our analysis agrees well with published
experimental conclusions and clearly demonstrates the po-
tential of variance-based techniques for sensitivity analysis
of biochemical reaction systems. Finally, we discuss several
important issues in Sec. VII, whereas in Sec. VIII we present
our conclusions.
II. BIOCHEMICAL REACTION SYSTEMS
In this paper, we consider a well-stirred homogeneous
biochemical reaction system at constant temperature and vol-










nm Xn, m = 1,2, . . . ,M , 1
where k2m−1, k2m are the rate constants of the forward and
reverse reactions and nm ,nm 0 are the stoichiometry co-
efficients of the reactants and products. The system contains
N molecular species X1 ,X2 , . . . ,XN whose concentrations at
time t0 are denoted by x1t ,x2t , . . . ,xNt, respectively.
If we assume that the molecular concentrations evolve con-
tinuously as a function of time and that all reactions are
sufficiently characterized by the mass action rate law, then
we can characterize the concentration dynamics by the fol-













t  0, n = 1,2, . . . ,N , 2
where
snm ª nm − nm. 3
Our objective is to use sensitivity analysis to quantify the
relative importance of each reaction or molecular species in
influencing a response characteristic of the system.
To determine appropriate system responses, we focus
our attention on the concentration profile xnt of a particular
molecular species n within an observation time interval
0, tmax and consider three features of interest, namely, the












where t0 is the time at which the concentration becomes zero;
see Fig. 1.28 Note that Tn is the time at which the cumulative
concentration is divided into two equal parts, whereas Sn is
the average concentration during the time interval 0, t0. The
use of these quantities as response characteristics for sensi-
tivity analysis of certain biological systems has been justified
in the literature and strongly supported by experimental
data.29 Note that a practical way to approximate the duration








for a sufficiently small positive number .
We will take the system response to be the logarithm of
timing, duration, or strength. The reason for this choice is
that typically, the probability density functions of these quan-
tities are long tailed. Consequently, there is an appreciable
probability for outliers, which may seriously compromise the
numerical evaluation of response variances. Since we evalu-
ate sensitivity indices in this paper by calculating conditional
and unconditional response variances, we need to reduce the
effect of outliers. We can achieve this objective by consider-
ing log responses. We conjecture that a biological system is
not sensitive to the response value per se but to its log value.
Naturally, this provides robustness with noticeable changes
occurring only with strong and sustained variations in system
response.
III. PROBABILISTIC MODELING OF RATE
CONSTANTS
We can develop a powerful methodology for sensitivity
analysis of biochemical reaction systems by recognizing that
the rate constants of the underlying reactions may fluctuate
randomly e.g., due to unpredictable environmental, biologi-
cal, and biochemical conditions and by assessing how these
fluctuations affect the system response. To achieve this, we
consider the biochemical reaction system modeled by Eqs.
1 and 2. We will assume here that the system contains a
large fraction of inert molecular species whose total concen-
tration xtot does not vary with time.22 We can normalize Eq.


































FIG. 1. The timing Tn, duration Dn, and strength Sn of the concentration
profile xnt of a molecular species n.
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Note that qn is dimensionless, whereas 2m−1 and 2m have
units s−1. We refer to 2m−1 and 2m as normalized rate con-
stants.
We assume that the reactants and products form a homo-
geneous mixture of N molecular species X1 ,X2 , . . . ,XN in
solution. Basic thermodynamic arguments imply the follow-





















which are known as Eyring–Polanyi equations.30 In these
expressions, kB is the Boltzmann constant kB=1.380 650 4
10−23 J K−1, T is the system temperature, h is the Planck
constant h=6.626 068 8510−34 J s, cm
‡ is the capacity of
the activated complex associated with the mth reaction, and
cn is the capacity of the nth molecular species. The capacities
are defined by
cm
‡ ª exp− m‡0kBT, m = 1,2, . . . ,M ,
9
cn ª exp− n0kBT, n = 1,2, . . . ,N ,
where m
‡0 is the standard chemical potential of the activated
complex associated with the mth reaction and n
0 is the stan-
dard chemical potential of the nth molecular species.31
Due to unpredictable biological variability, there is a
great deal of uncertainty regarding the exact value of the
standard chemical potential of a reaction. We may assume
that the standard chemical potential of the activated complex








, m = 1,2, . . . ,M , 10
where m
‡0 is a nominal value and Ym
‡ is a zero mean random
variable that accounts for variations of the standard chemical
potential about its nominal value. A possible source of varia-
tion for the standard chemical potential of the activated com-
plex is unpredictable fluctuations in the conformational states
and concentrations of enzymes responsible for catalyzing the
reaction.33,34 It is well known that enzymes enhance the re-
action rate by lowering the standard chemical potential of the
activated complex.35 It is therefore expected that uncertainty
in the conformational state and concentration of an enzyme
catalyzing a given reaction will produce uncertainty in the
value of the standard chemical potential of the activated
complex of that reaction.
Similarly, we may assume that the standard chemical






0 + kBTYn, n = 1,2, . . . ,N , 11
where n
0 is a nominal value and Yn is a zero mean random
variable that accounts for variations in the standard chemical
potential about its nominal value. A possible source of varia-
tion in the standard chemical potential of a molecular spe-
cies, such as a protein, is genetic point single nucleotide
mutations, which may occur randomly and may result in a
small change in the amino acid sequence of the protein. Be-
cause of redundancy of the genetic code 64 codons and only
20 amino acids and the relative closeness within the code of
biochemically similar amino acids, most small changes in
proteins will not affect the stoichiometry of the underlying
biochemical reaction network but may alter the kinetic prop-
erties of the participating molecular species by modifying the
standard chemical potential or capacity values.
As a consequence of our previous discussion, we can
now treat the normalized rate constants as random variables




















where the random capacities Cm
‡ and Cn are defined by
Cm
‡ ª exp− Mm‡0kBT, m = 1,2, . . . ,M ,
13
Cn ª exp− Mn0kBT, n = 1,2, . . . ,N .
From Eqs. 8–13, we have that













where 2m−1 and 2m are given by Eqs. 8 and 9.36
For biochemical reaction systems that do not contain
spontaneous reactions which are the types of systems we are
interested in this paper, the standard chemical potential of
the activated complex associated with a reaction must always
be larger than the total standard chemical potential of the
reactants or products of the reaction. This implies that we
must satisfy the following inequalities:
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0, m = 1,2, . . . ,M .

































nm Yn  ln
kBT
h2m
by virtue of Eqs. 8 and 9. As a consequence, given bio-
logically reasonable nominal values for 2m−1 and 2m, we
need to make sure that the random variables Ym
‡ and Yn sat-
isfy the inequalities imposed by Eq. 15. We will return to
this issue in Sec. V.
In the following, we assume that Ym
‡ is a zero-mean




‡ N0,m‡  for m=1,2 , . . . ,M. Then, Eq. 10 implies
that the standard chemical potential Mm
‡0 of the activated
complex of the mth reaction is a Gaussian random variable
with mean value m
‡0 and standard deviation kBTm
‡
. Simi-
larly, we assume that Yn is a zero-mean Gaussian random
variable with standard deviation n; i.e., YnN0,n for
n=1,2 , . . . ,N. In this case, Eq. 11 implies that the standard
chemical potential Mn
0 of the nth species is a Gaussian ran-
dom variable with mean value n
0 and standard deviation




,m=1,2 , . . . ,M and 
Yn ,n=1,2 , . . . ,N are mutually
independent.
The use of Gaussian distributions for modeling Ym
‡ and
Yn cannot be easily justified experimentally. However, it is a
convenient choice that can be viewed as an effective ap-
proximation of the actual distributions of Ym
‡ and Yn, ob-
tained by setting all higher-order 3 statistical moments
equal to zero. As a consequence, the probability distributions
of the forward and reverse reaction rates are log normal.
Interestingly, it has been argued in the literature that log-
normal distributions are natural choices for modeling pro-
cesses that evolve by energy transduction mechanisms that
decrease free energy,37 which is the case in biochemical
reaction systems.




,m=1,2 , . . . ,M and 
Yn ,n=1,2 ,
. . . ,N can be justified by arguing that the primary sources of
variation in the standard chemical potentials of activated
complexes and molecular species are different e.g., fluctua-
tions in enzyme concentrations versus genetic point muta-
tions and do not influence each other. However, it is more
difficult to justify mutual independence within 
Ym‡ ,m
=1,2 , . . . ,M and 
Yn ,n=1,2 , . . . ,N. We simply view this
as a convenient approximating assumption that allows us to
proceed with the sensitivity analysis approach we discuss in
Sec. IV.
Equation 14 suggests that variations in the forward and
reverse reaction rates may occur due to variations in the stan-
dard chemical potential of the activated complex associated
with that reaction and variations in the standard chemical
potentials of its reactants. These variations are modeled by
two Gaussian random variables









for the forward and reverse reactions, respectively. Note that
EGm = 0, VarGm = m








EGm  = 0, VarGm  = m







Therefore, and due to the dependence of VarGm and
VarGm  on the stoichiometry coefficients nm and nm , the
size of variations in the reaction rates will not be uniform in
general, even if all standard deviations m
‡ and n take the
same values, which is the case in Sec. VI. Note also that the
probability distributions of K2m−1 and K2m are log normal
with medianK2m−1=2m−1 and medianK2m=2m.
To use Eq. 14 for sensitivity analysis, we must know
the values of 2m−1 and 2m. Our model dictates that 2m−1
and 2m must be the median values of the forward and re-
verse normalized rate constants given by Eq. 7. In many
applications of interest, we obtain the values of the reaction
rate constants k2m−1 and k2m from the literature. However, to
determine the normalized values 2m−1 and 2m, we must
know the total concentration xtot of the inert species in the
system, a quantity that is extremely difficult to measure.
Note that if the response Rxk of the biochemical system
described by Eq. 2 satisfies
Rxk = Rq + 	 18
for some constant 	, where Rq is the response of the
system described by Eq. 6, then the variance-based sensi-
tivity indices we derive from Sec. IV will be the same in
both cases. Since qnt=xnt /xtot, for every t0, the timing
and duration satisfy Eq. 18 with 	=0, whereas the strength
satisfies Eq. 18 with 	=ln xtot. Therefore, the actual value
of xtot is immaterial in our variance-based sensitivity analysis
approach. As a result, we can set xtot=1 and take the numeri-
cal values of 2m−1 and 2m to be the published values of
k2m−1 and k2m, respectively. However, we must make sure
that these values lead to a thermodynamically feasible bio-
chemical reaction system, in the sense that there exist capaci-
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ties cm
‡
, m=1,2 , . . . ,M, and cn, n=1,2 , . . . ,N, such that the
Eyring–Polanyi equations are satisfied.
It has been recently pointed out in the literature that a
serious issue associated with existing sensitivity analysis
techniques is lack of thermodynamic consistency.22 How-


















by virtue of Eq. 3, which are constraints thermodynami-
cally imposed on the reaction rate constants. Note that if b is
an M1 vector in the null space of the NM stoichiometry
matrix S= snm of the biochemical reaction system i.e., if









bm = 1, 20
which are known as Wegscheider conditions.27 Equation 20
shows that the proposed probabilistic model for the reaction
rate constants automatically satisfies the Wegscheider condi-
tions, provided that these conditions are satisfied by the
nominal median reaction rate constants m. As a conse-
quence, and in sharp contrast to existing techniques, the sen-
sitivity analysis approach we present in this paper can pro-
duce thermodynamically consistent results.
Finally, we should note that some reactions in Eq. 1
may be “incomplete” in the sense that they are expressed
without indicating every molecular species participating in
the reaction, such as an enzyme catalyzing a particular reac-
tion. For example, it is common to model phosphorylation of
a protein A by a kinase K using the following reaction:
A + K→
k
A − P + K.
However, phosphorylation must also include the cleavage of
adenosine triphosphate ATP into adenosine diphosphate
ADP and inorganic phosphate P, which leads to the fol-
lowing more accurate reaction:
A + K + ATP→
k
A − P + K + ADP.
Note, however, that if we set k=kxATP, then the two reac-
tions will be equivalent. Therefore, and in order to deal with
an incomplete reaction, we will assume that its reaction rate
is the actual rate multiplied by the corresponding concentra-
tions of the “missing” reactants. In this case, fluctuations in
the rate constant values may also be attributed to fluctuations
in the concentrations of these reactants.
IV. VARIANCE-BASED SENSITIVITY ANALYSIS
In Sec. III, we introduced a probabilistic model for the
reaction rate constants of a biochemical reaction system by
modeling random fluctuations in the standard chemical po-
tentials of the activated complexes associated with the reac-
tions and in the standard chemical potentials of the underly-
ing molecular species. By assessing how these fluctuations
affect the system response, we can classify reactions mo-
lecular species into two groups, namely, influential reactions
molecular species and noninfluential reactions molecular
species. We say that a reaction molecular species is influ-
ential if random fluctuations in the corresponding standard
chemical potential result in noticeable fluctuations in the sys-
tem response. Otherwise, the reaction molecular species is
said to be noninfluential.
In this section, we discuss a powerful approach to sen-
sitivity analysis known as variance-based sensitivity
analysis.5,23,26 To simplify notation, we will use
U1 ,U2 , . . . ,UJ to denote the random variables Y‡ and Y as-
sociated with the standard chemical potentials. In general,
we take J=M +N and set Uj =Y j
‡ for j=1,2 , . . . ,M and
UM+j =Y j for j=1,2 , . . . ,N. However, when the standard
chemical potentials of the molecular species are fixed, we
take J=M and set Uj =Y j
‡ for j=1,2 , . . . ,M, whereas when
the standard chemical potentials of the activated complexes
are fixed, we take J=N and set Uj =Y j for j=1,2 , . . . ,N. We
will be referring to U1 ,U2 , . . . ,UJ as “biochemical factors.”
Given a system response function Ru, we can easily










Vjj + ¯ + V12¯J, 21
where
V ª VarRU ,
Vj ª VarERUUj , 22
Vjj ª VarERUUj,Uj − VarERUUj
− VarERUUj ,
with similar expressions for the remaining terms. If the bio-
chemical factors U1 ,U2 , . . . ,UJ are statistically independent
which we have assumed here to be true, then each term on
the right-hand side of Eq. 21 will be nonnegative the Vj
terms are always non-negative. This result was first shown
by Sobol’24,25 and serves as the basis for constructing the
sensitivity indices we discuss below.
Due to the well-known variance decomposition formula
VarY = VarEYX + EVarYX , 23
Eq. 22 implies that
Vj = VarRU − EVarRUUj . 24
As a consequence, Vj quantifies the average reduction in re-
sponse variance obtained by keeping the jth biochemical fac-
tor fixed. Therefore, we may use Vj as a measure of the
singular contribution of the jth biochemical factor to the sys-
tem response. Likewise, from Eqs. 22–24, we obtain
Vj + Vj + Vjj = VarRU − EVarRUUj,Uj . 25
Clearly, the term Vjj quantifies the average reduction in the
response variance due to jointly fixing the two biochemical
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factors Uj and Uj, which is not accounted for by summing
the average reductions obtained by separately fixing these
factors. Hence, we may use Vjj as a measure of the joint
contribution of the biochemical factors Uj and Uj to the
system response. Similar remarks apply for the higher-order
terms on the right-hand side of Eq. 21. Clearly, Eq. 21
decomposes the response variance V of a biochemical reac-
tion system into a sum of individual terms, where each term
quantifies the singular or joint contribution of a particular
biochemical factor to the system response.
If the response function Ru is sufficiently smooth
around 0, so that its derivatives of order 3 at 0 are negli-
gible, and if the biochemical factors Uj are statistically inde-
pendent zero-mean Gaussian random variables with suffi-
ciently small standard deviations  j, so that
 j
2 j
2  2R0uj  uj
2
 0, for every j, j = 1,2, . . . ,J ,
26
then29
V  V1 + V2 + ¯ + VJ, 27
where




See also the discussion in Ref. 38. In this case, we can ap-
proximately decompose the response variance into a sum of
individual terms Vj, j=1,2 , . . . ,J. Then, the biochemical fac-
tors Uj will mostly contribute to the response variance sin-
gularly. Note that if Ru is linear, then Eqs. 27 and 28
will be exact, regardless of the statistical model assumed for
the biochemical factors Uj. More generally, Eq. 27 but not
necessarily Eq. 28 is exact when the response function is
additive.39 In both cases, Eq. 21 implies that all joint con-
tributions of the biochemical factors U1 ,U2 , . . . ,UJ to the
response variance will be zero.
In general, the total contribution of the jth biochemical
factor to the response variance is given by
Cj ª Vj + 
jj
J
Vjj + ¯ + V12¯J, 29
which implies that V j=1
J Cj. Therefore, we cannot in gen-
eral decompose the response variance into a sum of indi-
vidual contributions from each biochemical factor.
From Eq. 29, we have that
 j ª CjV =
Vj +  jj
J Vjj + ¯ + V12¯J
V
. 30
This index has been introduced as a tool for sensitivity
analysis by Saltelli and his co-workers.5,23,26,40,41 It quantifies
the fractional total singular and joint contribution of the jth
biochemical factor to the response variance. For this reason,
we refer to  j as the total-effect sensitivity index TESI of
the jth biochemical factor. Note that
0   j  1, for every j = 1,2, . . . ,J 31








where Uj denotes the collection of all biochemical factors
excluding Uj.23 Therefore,  j is the average fractional re-
sponse variance obtained when all factors, except the jth bio-
chemical factor, are kept fixed.
An important objective of sensitivity analysis is to iden-
tify noninfluential biochemical factors i.e., factors that do
not appreciably influence the system response. This is of
fundamental theoretical and experimental interest, since the
biochemical reaction system will be robust to changes in the
values of noninfluential factors, which can be fixed without
appreciably affecting the system response. As a consequence,
we may be able to ignore noninfluential biochemical factors,
thus simplifying the complexity of the biochemical system
under consideration. It is intuitive to believe that if a bio-
chemical factor is noninfluential, fluctuations in its value will
not appreciably affect the system response. This observation
motivates us to define a biochemical factor as being nonin-
fluential if stochastic fluctuations in its value does not gen-
erate noticeable fluctuations of the system response when the
remaining factors are kept fixed. Based on this definition and
Eq. 32, the jth biochemical factor is noninfluential if and
only if  j =0. Therefore, we can identify noninfluential bio-
chemical factors as those with TESI values close to zero.
After sorting out the noninfluential biochemical factors,
we would like to derive an index that we can use to rank the
remaining factors based on how much these factors influence
the system response. If we assume that Eq. 27 is satisfied, it
will be natural to rank influential biochemical factors based
on their corresponding Vj values, since Vj quantifies the con-
tribution of the jth biochemical factor to the response vari-
ance. This leads to ranking influential biochemical factors
based on the following index:




It is clear from this formula that  j quantifies the fractional
singular contribution of the jth biochemical factor to the re-
sponse variance. Therefore, we will refer to this quantity as
the single-effect sensitivity index SESI of the jth biochemi-
cal factor. This index has been originally introduced by
Iman,42 used by Krewski et al.,10 and then by Saltelli et
al.5,23,26,41 Note that 0 j1 for every j=1,2 , . . . ,J due to
Eqs. 21 and 33. Thus, similar to the TESIs, the SESIs are
also normalized to take values between 0 and 1.
Subject to the assumptions that lead to Eqs. 27 and
28, we have that








which provides a direct link between derivative-based and
variance-based sensitivity analysis techniques and shows that
derivative-based sensitivity analysis may be viewed as a spe-
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cial and restrictive case of variance-based sensitivity analy-
sis. The form of SESI given by Eq. 34 has been proposed
as a tool for sensitivity analysis by several
investigators.5,23,26,38 However, its use requires verification of
the assumptions associated with Eqs. 27 and 28, which is
clearly very difficult to do in practice.
From Eqs. 21, 30, and 33, note that  j j for every




 j  1 
j=1
J
 j . 35
The difference















Vjj + ¯ + V12¯J .
This shows that  quantifies the fractional joint contribution
of all biochemical factors to the response variance. Note that
if the response function is additive, then =0. If 0, all
joint contributions to the response variance will be negli-
gible, whereas appreciable values of  indicate that these
contributions may be significant. In the former case, Eq. 27
will be approximately satisfied and we can thus justify rank-
ing the influential reactions by using the SESIs.
When ” 0,43 we need to investigate whether a bio-
chemical factor contributes to the system response singularly,
jointly, or both. To do so, we may calculate the difference
 j ª  j −  j , 37





Vjj + ¯ + V12¯J . 38
Equations 21 and 38 imply that 0 j1 for every
j=1,2 , . . . ,J. According to Eq. 38,  j quantifies the frac-
tional contribution of the jth biochemical factor to the re-
sponse variance jointly with one or more other factors. For
this reason, we refer to  j as the joint-effect sensitivity index
JESI. If  j0, these contributions will be negligible,
whereas appreciable values of  j indicate significant joint
contributions. In the former case, we have  j j by virtue
of Eq. 37, which also implies that 0 based on Eqs. 35
and 36. In this case, if  j0, then  j0, and we may
conclude that the jth biochemical factor does not appreciably
influence the system response i.e., it is noninfluential;
whereas if  j” 0, then  j” 0, and we may conclude that the
jth biochemical factor influences the system response but
mostly singularly. On the other hand, when  j” 0, the singu-
lar and joint contribution of the jth biochemical factor to the
response variance may be appreciable. In this case, if
 j0, we may conclude that the system response is not
appreciably influenced by the jth factor alone, but mostly by
the jth factor jointly with one or more other factors; whereas
if  j” 0, we may conclude that the jth biochemical factor
influences the response function both singularly and jointly
with one or more other reactions. We summarize these re-
marks in Table I, which shows that the JESIs and SESIs are
sufficient for proper classification of biochemical factors.
As we mentioned before, when the system response is
not appreciably influenced by joint effects i.e., when
 j0 for j=1,2 , . . . ,J, Eq. 27 is satisfied and we can use
the SESIs or the TESIs, since  j j in this case to rank the
influential biochemical factors. When this is not true, we
must identify an appropriate sensitivity index that we can use
to rank the influential biochemical factors in the presence of
joint effects. To do so, we first need to determine the purpose
of identifying a biochemical factor as “more influential” than
another factor and mathematically formalize what we mean
by this comparison.
It is intuitive to believe that to maintain a robust behav-
ior, a biochemical reaction system must control the standard
chemical potentials associated with influential reactions and
molecular species in a precise manner in order to reduce
fluctuations in its response. This observation motivates us to
define a biochemical factor as being the most influential if,
by fixing its value, the system response variance is, on the
average, the smallest possible. Likewise, we may define the
second most influential biochemical factor, and so on. Now,
if we go back to Eq. 24, we have that EVarRU Uj
=V−Vj. This implies that on the average, the smallest re-
sponse variance is obtained by fixing the biochemical factor
with the largest Vj value. As a consequence, we can still use
the SESIs to rank the influential biochemical factors, even
factors that jointly contribute to the response variance. This
ranking can be useful even in cases of appreciable joint ef-
fects, especially when the problem is to influence the re-
sponse of a biochemical reaction system by only targeting
biochemical factors one at a time. However, we must always
keep in mind that a ranking based on SESI values considers
only the singular contribution of each biochemical factor to
the response variance and does not take into account joint
effects.
When  j” 0, we may want to further investigate the joint
TABLE I. Rules for interpreting the variance-based sensitivity indices.
 j0  j” 0
 j0 Factor j does not appreciably
influence the system response.
Factor j influences the system
response mostly singularly.
 j” 0 Factor j influences the system
response mostly jointly.
Factor j influences the system
response both singularly and jointly.
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influence of two biochemical factors j and j on the system
response. We can achieve this objective by employing the
following index:
 j j ª
Vjj
V
, j  j , 39
which we refer to as the pairwise-effect sensitivity index
PESI. From Eq. 31 and Eqs. 37–39, we have that
0 j j j j1 for j j. If  j j0, we may conclude
that the joint contribution of the biochemical factors j and j
to the system response is negligible, whereas larger values of
 j j indicate stronger joint contributions.
In addition to ranking individual biochemical factors, it
may also be desirable to rank pairs of factors based on their
contribution to the response variance. From Eq. 25, we
have that EVarRU Uj ,Uj=V− Vj +Vj+Vjj. This im-
plies that on the average, by fixing two factors, the smallest
response variance is obtained when fixing the factors with
the largest Vj +Vj+Vjj value. As a consequence, we can
evaluate the influence of pairs of biochemical factors on the
system response by employing the following index:
 j j ª





, j  j .
40
We refer to  j j as the double-effect sensitivity index DESI.
This index quantifies the average fractional reduction in the
response variance when the two factors j and j are fixed.
From Eqs. 21 and 40, we have that 0 j j1 forj j. Thus, the DESIs are also normalized to take values
between 0 and 1. Note also that
 j j =  j +  j +  j j, j  j . 41
Therefore, when  j j=0, the DESI  j j is simply the sum of
the SESIs of the two biochemical factors j and j.
Finally, it is worthwhile noticing that Eqs. 21, 33, and
39 imply that we can quantify the fractional contribution of
all joint effects of order 3 to the response variance by
means of
	ª 1 − 
j=1
J








When 	0, these effects are negligible, in which case the
use of indices  j,  j,  j, and  j j for sensitivity analysis will
be sufficient. However, when 	” 0, we may want to investi-
gate higher-order joint effects of triplets, quadruples, etc. To
do so, we would have to evaluate higher-order sensitivity
indices, which would require additional computational re-
sources memory and CPU time. For this reason, we limit
our analysis to first- and second-order effects. We expect that
in most cases of interest, these effects will provide a suffi-
cient picture of the sensitivity properties of a biochemical
reaction system.
We now summarize an algorithm for investigating the
first- and second-order sensitivity properties of a biochemical
reaction system by variance-based sensitivity analysis.
A. Initialization
1. Calculate the TESIs  j and the SESIs  j.
2. Calculate the JESIs  j = j − j.
3. Set a small threshold 1.
B. Classification
For j=1,2 , . . . ,J:
4. If  j and  j, conclude that the jth biochemical
factor does not appreciably influence the system response.
5. If  j and  j
, conclude that the jth biochemical
factor influences the system response mostly singularly.
6. If  j
 and  j, conclude that the jth biochemical
factor influences the system response mostly jointly with
other factors.
7. If  j
 and  j
, conclude that the jth biochemical
factor influences the system response both singularly and
jointly with other factors.
C. Ranking
8. Use the SESIs to rank the influential factors, with the
most influential factor being the one with the largest SESI
value, the second most influential factor being the one with
the second largest value, and so on.
9. If desired, calculate the PESIs and DESIs. Use the
PESIs to investigate the contribution to the response variance
of biochemical factors that influence the system response
jointly with another factor. Use the DESIs to rank pairs of
biochemical factors, with the most influential pair being the
one with the largest DESI value, the second most influential
pair being the one with the second largest value, and so on.
V. MONTE CARLO ESTIMATION
The sensitivity indices derived from Sec. IV cannot be
computed analytically. However, a number of numerical
techniques are available for their evaluation, with the most
prominent ones based on Monte Carlo simulation.23,26 In this
section, we present a Monte Carlo method for estimating the
variance-based sensitivity indices that uses a Latin hyper-
cube sampling scheme38,44–46 to efficiently sample the ran-
dom factors and reduce estimation variance. We will be re-
ferring to this technique as Monte Carlo Latin hypercube
sampling MC-LHS.





















of 2L Latin hypercube samples of the statistically indepen-
dent random factors U= 
U1 ,U2 , . . . ,UJ, where L is a given
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sample size.47 The samples are drawn independently from
the Gaussian probability densities of Uj, j=1,2 , . . . ,J. In
particular, when Uj =Y j
‡
, the sample is drawn from a zero-
mean Gaussian distribution with standard deviation  j
‡
,
whereas when Uj =Y j, the sample is drawn from a zero-mean
Gaussian distribution with standard deviation  j.
Subsequently, we group the samples together to form the






, . . . ,uJ












, . . . ,uJ
L+l,












, . . . ,uJ
l,
j = 1,2, . . . ,J, l = 1,2, . . . ,L .
We use these values together with Eq. 14 to determine the
reaction rate constants of the biochemical reaction system
and evaluate the corresponding 2LJ+1 system responses
Rul, Ru j
l, and Ruj
l by solving Eq. 2 and by using
Eq. 4. Note, however, that before calculating each system
response, we need to check whether the constraints on U
imposed by Eq. 15 are satisfied. If they are not satisfied,
then the corresponding value of U is rejected. We expect that
for biophysically reasonable parameters nominal rate con-
stant values and standard chemical potential variances, the
rejection rate will be small.
We use the evaluated responses to compute the follow-

















l − Eˆ j2RU ,

















































































Finally, we estimate the variance-based sensitivity indices by
recall Eqs. 32, 33, 37, 40, and 41








ˆ j = ˆ j − ˆ j ,
ˆ j j =
Var̂ERUUj,Uj
Var̂ j jRU
, j  j ,
ˆ j j = ˆ j j − ˆ j − ˆ j, j  j .
The previous estimators are modified versions of the
ones proposed previously by Saltelli.48 These modifications
are important in order to guarantee that the estimated vari-
ances satisfy the following necessary conditions for any
number of Monte Carlo samples.29
C.1: Var̂ jRU 0 and Var̂ j jRU 0,
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C.2: If Uj is fixed, then Var̂ERUUj = 0
and Var̂ERUUj = Var̂ jRU ,
C.3: If Uj is fixed, then Var̂ERUUj = Var̂ jRU
and Var̂ERUUj = 0,
C.4: Var̂ERUUj + Var̂ERUUj Var̂ jRU ,
C.5: If Uj and Uj are fixed, then Var̂ERUUj,Uj = 0,
C.6: If Uj,j is fixed, then Var̂ERUUj,Uj
= Var̂ j jRU ,
C.7: Var̂ERUUj,Uj + Var̂ERUUj,j
 Var̂ j jRU .
Note that in Conditions C.6 and C.7, Uj,j is the set of
all factors excluding Uj and Uj.
Condition C.1 guarantees that the two estimators
for the response variance are non-negative. Estimators for
the conditional response variances VarERU Uj,
VarERU Uj, and VarERU Uj ,Uj must also be
non-negative. However, this is not necessarily true for the
previous estimators. We could derive non-negative variance











but using these formulas results in an unnecessarily large
number of system response evaluations.48 Note, however,
that if the variance estimators are non-negative, then Condi-
tion C.4 guarantees that 0ˆ j1, 0ˆ j1, and ˆ jˆ j as
expected. This implies that 0ˆ jª ˆ j − ˆ j1. Moreover,
Condition C.7 guarantees that 0ˆ j j1, which also im-
plies that ˆ j j1. On the other hand, Conditions C.2 and C.3
guarantee that when Uj is fixed, then ˆ j = ˆ j =0, whereas
when Uj is fixed, then ˆ j = ˆ j =1. Finally, Conditions C.5
and C.6 guarantee that when Uj and Uj are fixed, then
ˆ j j=0, whereas when Uj,j is fixed, then ˆ j j=1. In our
experience, by using the previous estimators, instead the
ones suggested in Ref. 48, we obtain a more efficient nu-
merical implementation of the sensitivity analysis methodol-
ogy discussed in Sec. IV, which, with fewer Monte Carlo
samples, produces estimates of the underlying sensitivity
indices consistent with all necessary conditions and
constraints.
VI. CASE STUDY: THE MITOGEN-ACTIVATED
PROTEIN KINASE CASCADE
To illustrate the previous variance-based sensitivity
analysis technique, we now focus our attention on a specific
biochemical reaction system that models the well-known
MAPK signaling cascade. The MAPK cascade is an impor-
tant signaling pathway that couples the binding of growth
factors to cell surface receptors with intracellular responses
that control cellular growth, proliferation, differentiation, and
survival.49 We use a rather detailed model of this pathway,
depicted in Fig. 2, introduced in the literature by Schoeberl
et al.50 This model consists of N=23 molecular species that
interact with each other through M =21 reactions 11 reac-
tions are reversible, whereas the remaining ten reactions are
irreversible. For simplicity, we have removed all reactions
that characterize signal transduction from the epidermal
growth factor receptor to Ras-GTP, which is the input to the
MAPK cascade.
The MAPK model begins with the synthesis of Ras-
GTP, which interacts with Raf kinase to produce an active
version Raf of Raf; see Fig. 2. Raf is capable of producing
a doubly phosphorylated active version MEK-PP of the ki-
nase MEK by two successive phosphorylation steps, whereas
MEK-PP can produce a doubly phosphorylated active ver-
sion ERK-PP of the extracellular signal-regulated kinase
ERK by two phosphorylation events as well. Each phos-
phorylation step is considered to be irreversible, unless me-
diated by an inactivating phosphatase. In this case, Pho1,
Pho2, and Pho3 model inactivating phosphatases for Raf,
MEK, and ERK, respectively.
In the accompanying supplementary material,29 we have
summarized the reactions associated with the MAPK cascade
model and listed the nominal values of the associated nor-
malized reaction rate constants as well as the initial activities
of the molecular species involved. We have also shown that
the chosen values for the reaction rate constants lead to a
thermodynamically feasible model. Note that for an irrevers-
ible reaction, we set the rate constant of the corresponding
reverse reaction equal to zero.
We will focus our sensitivity analysis effort on the activ-
ity profile of ERK-PP, which is the output of the MAPK
cascade; see Fig. 2d of the supplementary material.29 We
adopt the logarithms of the timing, duration, and strength of
this profile as the response characteristics of interest for sen-
sitivity analysis. We consider three strategies for sensitivity
analysis: a reaction-oriented sensitivity analysis ROSA,
b species-oriented sensitivity analysis SOSA, and c
reaction-oriented/species-oriented sensitivity analysis RO-
SOSA. ROSA investigates only the effects of fluctuations in
the standard chemical potentials of the activated complexes,
whereas SOSA investigates only the effects of fluctuations in
the standard chemical potentials associated with the molecu-
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lar species. On the other hand ROSOSA investigates the sen-
sitivity behavior of a biochemical reaction system under both
types of fluctuations.
ROSA and SOSA can be useful in drug-design problems
in which pharmacological control of the response character-
istics of a biochemical reaction system is of interest. ROSA
can be used when the objective is to modify the response of
a biochemical reaction system by pharmacologically target-
ing selected enzymes responsible for catalyzing influential
reactions, whereas SOSA can be used when the objective is
to modify the system response by altering the kinetic prop-
erties of selected influential molecular species. On the other
hand, ROSOSA provides a more general approach to sensi-
tivity analysis. As a matter of fact, we can use ROSOSA to
obtain a complete picture of the sensitivity properties of a
biochemical reaction system both with respect to the under-
lying reactions and reactant molecular species. In this sec-
tion, we illustrate the use of ROSOSA for identifying the
reaction rate constants responsible for influencing the system
response. This task is important in reverse engineering prob-
lems, where the objective is to estimate the reaction rate
constants of a biochemical reaction system from available
data. Use of ROSOSA may help us to focus our estimation
effort on “influential” reaction rate constants, whose values
must be determined with high accuracy, and ignore the re-
maining “noninfluential” reaction rate constants, whose exact
values are of no particular interest.
Although, in general, the standard deviations associated
with the standard chemical potentials of the activated com-
plexes and molecular species depend on m and n, respec-
tively, this dependence may not be useful in practice, since it
is difficult to obtain information about the fluctuation levels
of these quantities. For this reason, we assume here that m
‡
=‡, n=, and consider ‡ and  as two “user-defined”
parameters that control the “scale” of sensitivity analysis.
Small values of ‡ and  correspond to “local” sensitivity
analysis associated with small fluctuations in the standard
chemical potentials about their nominal values, whereas
large values of ‡ and  correspond to “global” sensitivity
analysis associated with large fluctuations in the standard
chemical potentials. Note that even under this simplification,
when using SOSA in which case ‡=0 ,0 or ROSOSA
in which case ‡ ,0, the size of variations applied on the
reaction rates will not be uniform due to Eq. 17.
In this section, we investigate the sensitivity properties
of MAPK by implementing the classification/ranking steps
presented in Sec. IV with threshold =0.1 for the ROSA and
SOSA and =0.05 for the ROSOSA, which corresponds to
10% and 5% of the maximum attainable JESI and SESI val-
ues, respectively. We take the ROSOSA threshold value to be
half of the one used in ROSA and SOSA, since, in the former
case, the response variance is distributed among two types of
biochemical factors i.e., among the standard chemical po-
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FIG. 2. A biochemical reaction model of the MAPK signaling cascade.
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potentials of the molecular species, as opposed to the latter
cases in which the response variance is distributed among
only one type of biochemical factors. Choosing a threshold
value is a relatively easy task in variance-based sensitivity
analysis techniques, since the indices are normalized to take
values between 0 and 1. In the following, we estimate the
variance-based sensitivity indices associated with the timing,
duration, and strength of the ERK-PP activity profile, as de-
fined by Eq. 4. We do this by considering the dynamic
behavior of MAPK within a time frame of 6 h tmax
=360 min, by setting =0.05 in Eq. 5, and by employing
the MC-LHS estimators presented in Sec. V with L=3000.
In Fig. 3, we depict the ROSA results for the MAPK
cascade at three different fluctuation levels of the standard
chemical potentials of the activated complexes.51 In the case
of timing and duration, the estimated values of 	 turn out to
be all zero, which implies that there is no appreciable frac-
tional contribution to the response variances from high-order
3 joint effects. The same is true in the case of strength
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FIG. 3. ROSA results for the MAPK cascade at three different fluctuation levels with ‡=0.1,0.2,0.4.
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values are 0.0713 and 0.1534, respectively, which indicate
emergence of high-order 3 joint effects for larger values
of ‡. As a matter of fact, when ‡=0.2, these joint effects
account for about 7% of the response variance, whereas
when ‡=0.4, they account for about 15% of the response
variance. A closer look at the results depicted in Fig. 3 indi-
cates that only the strength may be subject to second-order
joint effects, since, when ‡=0.2,0.4, some JESI values as-
sociated with this response characteristic are above the
threshold. As a matter of fact most estimated values of  are
small 0.1340, except the values associated with the
strength when ‡=0.2,0.4, which have been estimated to be
0.2233 and 0.4883, respectively.
In all three cases depicted in Fig. 3, the timing and du-
ration are singularly influenced by the same three reactions 4
Raf+Pho1Raf−Pho1, 6 MEK+RafMEK−Raf,
and 13 MEK−P−Pho2→MEK+Pho2, with reaction 4 be-
ing the most influential and reaction 13 being the least influ-
ential. As a matter of fact, the estimated SESI values indicate
that these three reactions account for about 72%, 67%, and
60% of the timing or duration variance when ‡=0.1,0.2,
and 0.4, respectively. However, the results depicted in Fig. 3
indicate a more complex sensitivity behavior for the strength.
When ‡=0.1, the ROSA results indicate that the
strength is influenced singularly by reaction 4 Raf
+Pho1Raf−Pho1, reaction 6 MEK+RafMEK
−Raf, and reaction 19 ERK−PP−Pho3→ERK−P
+Pho3, with reaction 4 being the most influential and reac-
tion 19 being the least influential. As a matter of fact, the
estimated SESI values indicate that these three reactions ac-
count for about 70% of the strength variance.
When ‡=0.2, the strength is being influenced both sin-
gularly and jointly by reaction 4 Raf+Pho1Raf
−Pho1, by reaction 6 MEK+RafMEK−Raf, and by
reaction 8 MEK−P+RafMEK−P−Raf, whereas reac-
tion 19 ERK−PP−Pho3→ERK−P+Pho3 still influences
the strength singularly, although the corresponding SESI
value has now been reduced, being above the threshold only
marginally. Inspection of the estimated PESI values data not
shown reveals that the pairwise influence of reaction 4 on
the strength is mostly with reactions 5, 8, and 17, whereas
reaction 8 primarily influences the strength jointly with reac-
tion 21. It turns out that these singular and joint effects ac-
count for about 70% of the strength variance, with 76% of
this amount being attributed to singular and joint effects
among reactions 4, 6, and 8. On the other hand, inspection of
the estimated DESI values data not shown reveals that pairs
4–6, 4–8, and 6–8 account for about 40%, 40%, and
27% of the strength variance, respectively.
Finally, when ‡=0.4, reaction 19 does not influence the
strength anymore. In this case, the strength is influenced both
singularly and jointly only by reaction 4 Raf
+Pho1Raf−Pho1, with reaction 6 MEK
+RafMEK−Raf, reaction 8 MEK−P+RafMEK
−P−Raf, reaction 21 ERK−P−Pho3→ERK+Pho3, and
reaction 15 ERK−MEK−PP→ERK−P+MEK−PP influ-
encing the strength only jointly. Inspection of the estimated
SESI values and the estimated PESI values data not shown
reveals that these singular and joint effects account for about
72% of the strength variance, with 73% of this amount being
attributed to singular and joint effects among reactions 4, 6,
and 8. On the other hand, inspection of the estimated DESI
values data not shown reveals that pairs 4–8, 4–6, and
6–8 account for about 42%, 35%, and 18% of the strength
variance, respectively.
As a consequence of the previous results, we may con-
clude that the timing and duration are being influenced by
reactions 4, 6, and 13, whereas the strength is predominantly
influenced by reactions 4, 6, and 8; see Table II.
In Fig. 4, we depict the SESI values evaluated by means
of Eq. 34, with the response derivatives being approxi-
mated by symmetric finite differences around the nominal
reaction rate values, as well as the SESI values estimated by
MC-LHS. Note that Eq. 34 provides a reasonable approxi-
mation of the estimated MC-LHS SESI values when
‡=0.1. The derivative-based SESI values correctly predict
that when ‡=0.1, reactions 4, 6, and 13 are influential for
the timing and duration, whereas reactions 4, 6, and 19 are
influential for the strength. They also predict that reactions 4,
6, and 13 account for 74.68% of the timing and 73.12% of
the duration variance, as compared to 73.24% and 71.87%
predicted by MC-LHS, respectively. Moreover, these values
predict that reactions 4, 6, and 19 account for 68.60% of the
strength variance, as compared to 69.93% predicted by MC-
LHS. However, it is clear from the results depicted in Fig. 4
that the accuracy of the derivative-based SESI values de-
creases as ‡ increases. As a matter of fact, the prediction
that reactions 4, 6, and 13 account for 73.12% of the duration
variance is inaccurate when compared to 65.93% and
56.09% predicted by MC-LHS for ‡=0.2 and ‡=0.4, re-
spectively. The same is true for the timing and strength vari-
ances. Moreover, by using the derivative-based SESI values,
we cannot detect the diminishing role of reaction 19 and the
emergence of reaction 8 as a key influential factor for the
strength. These deficiencies are expected, since the
derivative-based SESI approximation, given by Eq. 34,
cannot account for joint effects, which become prominent at
increasing levels of standard chemical potential fluctuations.
Therefore, it becomes clear that special care should be exer-
cised when employing the approximation given by Eq. 34
for sensitivity analysis, whose use must be limited to prob-
lems with negligible joint effects.52
In Fig. 5, we depict the SOSA results at three different
fluctuation levels of the standard chemical potentials of the
molecular species. In the case of timing and duration, the
estimated values of 	 turn out to be small 	0.0354,
which implies that there is no appreciable fractional contri-
bution to the response variances from high-order 3 joint
effects. The same is true in the case of strength with =0.1.
TABLE II. MAPK ROSA results.
No. Reaction T D S
4 Raf+Pho1Raf−Pho1 • • •
6 MEK+RafMEK−Raf • • •
8 MEK−P+RafMEK−P−Raf •
13 MEK−P−Pho2→MEK+Pho2 • •
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However, when =0.2,0.4, the estimated 	 values are
0.0585 and 0.1271, respectively, which indicate emergence
of high-order 3 joint effects for larger values of . As a
matter of fact, when =0.2, these joint effects account for
about 6% of the response variance, whereas when =0.4,
they account for about 13% of the response variance. A
closer look at the results indicates that the duration and
strength may be subject to second-order joint effects, since,
when =0.4, a JESI value associated with the duration is
above the threshold, whereas, several JESI values associated
with the strength are above the threshold when =0.2,0.4.
As a matter of fact, most estimated values of  are small,
except the values associated with the duration when =0.4
and strength when =0.2,0.4, which have been estimated to
be 0.1694, 0.2905, and 0.4045, respectively.
In all three cases depicted in Fig. 5, the timing and du-
ration are singularly influenced by the same three molecular
species, 5 Pho1, 7 MEK, and 14 MEK-P-Pho2, with
species 5 being the most influential and species 14 being the
least influential. As a matter of fact, the estimated SESI val-
ues indicate that these three species account for about 80%,
77%, and 67% of the timing or duration variance when
=0.1,0.2, and 0.4, respectively. When =0.4, the duration
is influenced by species 5 both singularly and jointly. Inspec-
tion of the estimated PESI values data not shown reveals
that the pairwise influence of species 5 on the duration is
mostly with species 9 MEK-P, 14, 18 ERK-P-MEK-PP,
and 22 ERK-P-Pho3. However, this joint influence contrib-
utes only 5.7% of the duration variance. On the other hand,
inspection of the estimated DESI values data not shown
reveals that pairs 5–7, 5–14, and 7–14 account for about
49%, 47%, and 33% of the duration variance, respectively.
When =0.1, the strength is being influenced singularly
by species 5 Pho1, 9 MEK-P, and 7 MEK, with species
5 being the most influential and species 7 being the least
influential. The estimated SESI values indicate that these
three species account for 81% of the strength variance.
When =0.2, the strength is being influenced both sin-
gularly and jointly by species 5 and 9, whereas species 7
influences the strength only jointly. Inspection of the esti-
mated PESI values data not shown reveals that the pairwise
influence of species 5 on the strength is mostly with species
7, 9, and 21. Moreover, species 9 influences the strength
jointly with species 21, whereas species 7 influences the
strength jointly with species 18. It turns out that these singu-
lar and joint effects account for 77% of the strength variance,
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FIG. 4. Derivative-based vs MC-LHS estimation of SESI values associated with ROSA when ‡=0.1,0.2,0.4.
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joint effects among species 5, 7, and 9. On the other hand,
inspection of the estimated DESI values data not shown
reveals that pairs 5–9, 5–7, and 7–9 account for about
57%, 50%, and 22% of the strength variance, respectively.
Finally, when =0.4, the strength is being influenced
both singularly and jointly only by species 5, with species 9,
7, 16 ERK-MEK-PP, and 22 ERK-P-Pho3 influencing the
strength only jointly. Inspection of the estimated PESI values
data not shown reveals that the pairwise influence of spe-
cies 5 on the strength is mostly with species 7, 9, 16 ERK-
MEK-PP, and 22 ERK-P-Pho3, whereas species 7 influ-
ences the strength jointly with species 9 and with species 22.
It turns out that these singular and joint effects account for
about 77% of the strength variance, with the singular and
joint effects among species 5, 9, and 7 accounting for about
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FIG. 5. SOSA results for the MAPK cascade at three different fluctuation levels with =0.1,0.2,0.4.
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data not shown reveals that pairs 5–9, 5–7, and 7–9
account for about 56%, 52%, and 16% of the strength vari-
ance, respectively.
As a consequence of the previous results, we may con-
clude that the timing and duration are being influenced by
species 5, 7, and 14, whereas the strength is predominantly
influenced by species 5, 7, and 9; see Table III.
The results obtained by ROSOSA with ‡==0.1,
0.2,0.4 perfectly agree with the previous conclusions and
reveal no additional sensitivity behavior data not shown.
However, we can also use ROSOSA to identify the most
influential reaction rates in a biochemical reaction system.
Indeed, from Eq. 14, note that the reaction rate constants
K2m−1 and K2m of the mth forward and reverse reactions are
influenced by the biochemical factors Um and UM+n,
n=1,2 , . . . ,N, through the zero-mean Gaussian random vari-
ables Gm and Gm , respectively, given by Eq. 16. As a con-
sequence, we can quantify the influence of the rate constants
K2m−1 and K2m on the system response by means of the net
fractional contribution of the biochemical factors Um and
UM+n, n=1,2 , . . . ,N, on the system response. This leads to
the following sensitivity indices:
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where m is the SESI of the mth reaction, n is the SESI of
the nth species, mn is the PESI between reaction m and spe-
cies n, nn is the PESI between species n and n, and sgn · 
is the sign function i.e., sgna=1 if a
0, whereas sgna
=0 if a=0. We refer to g2m−1 and g2m as the group-effect
sensitivity index GESI of the forward and reverse mth re-
actions, respectively. By using these indices, we can say that
a reaction rate is most influential if the corresponding GESI
value is the largest one. Likewise, we may define the second
most influential rate constant, and so on.
In Fig. 6, we depict the ROSOSA results for the reaction
rate constants at three different fluctuation levels of the stan-
dard chemical potentials. It is clear from these results that
only a small fraction of the reaction rate constants apprecia-
bly influence the timing, duration, and strength of ERK-PP.
We summarize these reactions in Table IV, which depicts
only the reaction rates which, for a given response character-
istic, are consistently classified as being influential at all
three fluctuation levels. The results also indicate that the tim-
ing and duration are influenced by the same reaction rate
constants, namely, 7, 8, 11, 12, 24, and 25. Four of these
rate constants, namely, 7, 8, 11, and 12, influence the
strength as well, which is also influenced by 15 and 23. The
most influential rate constants for the timing and duration are
7 and 11, whereas 7 is the most influential rate constant
for the strength.
VII. FURTHER DISCUSSION
Our ROSA and ROSOSA sensitivity analysis results
summarized in Tables II and IV indicate that the binding and
unbinding of the active version Raf of the Raf kinase with
its inactivator phosphatase Pho1 are the reaction that most
influences the timing, duration, and strength of ERK-PP ac-
tivity in the MAPK signaling cascade. The second most in-
fluential reaction turns out to be the binding and unbinding
of Raf with MEK. The timing and duration are also influ-
enced by the dephosphorylation of the phosphorylated ver-
sion MEK-P of MEK by the phosphatase Pho2, whereas the
strength is also influenced by the binding and unbinding of
Raf with MEK-P. On the other hand, our SOSA sensitivity
results summarized in Table III indicate that the phosphatase
Pho1, associated with Raf inactivation, and the kinase MEK
are two very important molecular species that are responsible
for influencing the timing, duration, and strength of ERK-PP
activity in MAPK signaling. Interestingly, the Food and Drug
Administration FDA has recently approved the use of Sor-
afenib for the treatment of kidney and liver cancer. This drug
is a small molecular inhibitor that targets Raf as well as
other kinases and induces antiproliferative and proapoptotic
effects by influencing ERK activity.53 The importance of
MEK in regulating the response of the MAPK signaling cas-
cade has been investigated by Mansour et al.,54 who reported
that expression of genetically mutated constitutively active
MEK is sufficient to cause cellular transformation. In addi-
tion to Pho1 and MEK, our SOSA results reveal two other
influential species, namely, MEK-P-Pho2 and MEK-P, which
influence the timing/duration and the strength of ERK-PP
activity, respectively. Both are key reactant species in the
MEK dephosphorylation step of the MAPK cascade that
leads to MEK inactivation. It has been reported by Orth et
al.55 that prevention of MEK activation may contribute to
eventual apoptosis.
A number of investigators recently studied the sensitivity
properties of the MAPK signaling cascade by using
derivative-based approaches. In particular, Mayawala et al.56
considered three response characteristics associated with
ERK-PP activity, namely, decay time, peak time, and ampli-
tude gain. We can relate these characteristics to the duration,
timing, and strength of ERK-PP activity, respectively. May-
awala et al. concluded that the decay time duration is most
sensitive to phosphatase reactions at the MEK level and that
these reactions do not significantly influence the amplitude
TABLE III. MAPK SOSA results.
No.
Molecular
species T D S
5 Pho1 • • •
7 MEK • • •
9 MEK-P •
14 MEK-P-Pho2 • •
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gain strength. These conclusions are in agreement with our
results obtained by variance-based sensitivity analysis. May-
awala et al. also concluded that the amplitude gain strength
is most sensitive to phosphatase reactions at the ERK level,
whereas there is no reaction that influences the peak time
timing. Unfortunately, these conclusions are not supported
by our study. Recall that for small fluctuations i.e., when
‡=0.1,0.2, the ROSA results indicate that reaction 19
ERK−PP−Pho3→ERK−P+Pho3—dephosphorylation of
ERK-PP influences the strength of ERK-PP activity,
whereas for large fluctuations i.e., when ‡=0.4, reaction
21 ERK−P−Pho3→ERK+Pho3—dephosphorylation of
ERK-P influences the strength of ERK-PP activity; see Fig.
3. However, our results data not shown reveal that the in-
fluence of reaction 19 accounts for only 13% for ‡=0.1 and
17% for ‡=0.2 of the output variance, whereas the influ-
ence of reaction 21 accounts for only 18% of the output
variance.
On the other hand, Liu et al.16 identified the activation/
inactivation of Raf and several reactions associated with the
phosphorylation and dephosphorylation of MEK as being
very influential in shaping the system output. Their conclu-
sions are in agreement with our results obtained by variance-
based sensitivity analysis.
Finally, Hornberg et al.15 concluded that most reactions
in the MAPK cascade are not important for influencing the
output ERK-PP profile. However, they have noted that Raf
inactivation and MEK phosphorylation by Raf are the most
reaction rate index
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FIG. 6. ROSOSA reaction rate results for the MAPK cascade and for three different fluctuation levels with ‡==0.1,0.2,0.4. The GESI values associated
with the reaction rate constants 2, 10, 14, 18, 22, 26, 30, 34, 38, and 41 are not calculated, since these constants are zero they correspond to the reverse
portion of the irreversible reactions 1, 5, 7, 9, 11, 13, 15, 17, 19, and 21.
TABLE IV. MAPK ROSOSA results.
Rate Reaction T D S
7 Raf+Pho1→Raf−Pho1 • • •
8 Raf−Pho1→Raf+Pho1 • • •
11 MEK+Raf→MEK−Raf • • •
12 MEK−Raf→MEK+Raf • • •
15 MEK−P+Raf→MEK−P−Raf •
23 MEK−P+Pho2→MEK−P−Pho2 •
24 MEK−P−Pho2→MEK−P+Pho2 • •
25 MEK−P−Pho2→MEK+Pho2 • •
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influential processes for controlling the duration, integrated
response related to timing, and amplitude related to
strength of ERK-PP activity. Hornberg et al. also noted that
the amplitude is also controlled by ERK phosphorylation us-
ing MEK, whereas the duration and integrated response are
further controlled by MEK dephosphorylation. Moreover,
they have indicated the importance of MEK, ERK, Pho1,
Pho2, and Pho3 for influencing the duration and integrated
response, as well as the importance of Pho1 and MEK for
influencing the amplitude. Finally, Hornberg et al. noted a
high correlation between the control of duration and inte-
grated response and very little correlation between the con-
trol of duration and amplitude. In general, these results are in
agreement with our results obtained by variance-based sen-
sitivity analysis. However, our results clearly indicate that
reaction 4 Raf+Pho1Raf−Pho1 is the most influential
reaction for controlling the timing, duration, and strength of
ERK-PP activity.
Differences between the previous results and the sensi-
tivity analysis results presented in this paper are partly due to
the fact that various studies use different choices for the re-
sponse characteristics. We also believe that another source of
discrepancy is the use of derivatives for sensitivity analysis
by the previously mentioned methods. But the most serious
problem seems to be the fact that these methods do not em-
ploy a thermodynamically consistent approach to sensitivity
analysis. It has been recently pointed out by Ederer and
Gilles22 that thermodynamic inconsistencies may lead to er-
roneous sensitivity analysis results, which may in turn lead
to misleading biological conclusions. The method presented
in this paper effectively addresses this important problem.
The issue of thermodynamic consistency has also been
discussed by Liebermeister and Klipp57 as well as by
Schaber et al.58 who proposed an alternative approach to the
one presented in this paper for modeling the reaction rate
constants of a biochemical reaction system. Their formula-
tion is based on the well-known Haldane relation of enzyme
catalyzed reactions.59 However, derivation of the Haldane
relation relies on several assumptions and simplifications,
which may not be valid in general. For this reason, we chose
to work here with the Eyring–Polanyi equations, which are
derived by means of the well-known activated-complex
theory, which is one of the most commonly used theories of
chemical kinetics.30
The results obtained by the sensitivity analysis method-
ology presented in this paper depend on the particular re-
sponse characteristic used. In general, different response
characteristics will lead to different sensitivity analysis re-
sults. Therefore, choosing an appropriate response character-
istic is a very important issue when using the variance-based
sensitivity analysis methodology presented in this paper. The
response characteristic should not be chosen arbitrarily but
after careful consideration of the biological problem at hand.
However, any computable quantity that is thought to be im-
portant in influencing cellular function can serve as a useful
response characteristic. This could be the entire time-varying
concentration profile of a particular molecular species of in-
terest which leads to a time-dependent sensitivity analysis
approach similar to the one suggested by Leloup and
Goldbeter20, numerical features extracted from the profile,
such as steady-state concentration or timing, duration, and
strength as we did in this paper, or even numerical charac-
teristics extracted from the flux of a selected reaction.
We should finally point out that experimental evidence
may suggest that a particular cellular behavior of interest is
controlled by the combined influence of the concentration
profiles of two or more molecular species e.g., Raf and
ERK-PP in the MAPK cascade. A simple way to deal with
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2. It is not difficult to see that the rules for
interpreting the variance-based sensitivity indices summa-
rized in Table I are applied here as well. For example, if  j
0 and  j0, then we may say that factor j does not ap-
preciably influence system behavior. On the other hand, if
 j0 and  j” 0, we may say that factor j influences system
behavior mostly singularly. In this case, however, we can get
additional information about the actual source of influence
by considering the individual SESI values. For example, if
 j0 and  j” 0, with  j1” 0 and  j20, then we can say
that factor j influences the system behavior mostly singularly
through the activity of only the first molecular species,
whereas if  j
1” 0 and  j2” 0, then we can say that factor j
influences the system behavior mostly singularly through the
activity of both molecular species.
VIII. CONCLUSION
In this paper, we presented a thermodynamically consis-
tent variance-based approach for sensitivity analysis of bio-
chemical reaction systems. Our results clearly show that the
proposed method is very appealing, since it can produce rich
information about the sensitivity properties of a biochemical
reaction system and can lead to rigorous and systematic in-
terpretation of the results. However, variance-based sensitiv-
ity analysis is computationally intensive due to the need for a
large number of system simulations in a Monte Carlo frame-
work. This problem becomes very serious for large bio-
chemical reaction systems. As a matter of fact, the Monte
Carlo estimation approach discussed in Sec. V requires
2LJ+1 system evaluations by solving the system of N
ordinary differential equations given by Eq. 6, where L is
the number of Latin hypercube samples used and J is the
number of biochemical factors considered J=M for ROSA,
J=N for SOSA, and J=M +N for ROSOSA. As a conse-
quence, the simulations presented in Sec. VI required
132 000 system evaluations for ROSA, 144 000 system
evaluations for SOSA, and 270 000 system evaluations for
ROSOSA. We therefore think that a very important issue for
future research is the development of a fast approach to
variance-based sensitivity analysis that can be used to effi-
ciently implement the method discussed in this paper.60
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