The primal and adjoint, time-dependent fluid-structure interaction (FSI) formulations are presented. A simple control strategy for FSI problems is formulated based on the information provided by the solution of the adjoint FSI problem. A well-known benchmark FSI problem is computed to demonstrate the effectiveness of the proposed technique. Such control strategies as proposed in this paper are useful for computational steering or so-called Dynamics Data Driven Application System (DDDAS) simulations, in which the computational model is adjusted to include the information coming from the measurement data, and control strategies may be employed to computationally steer the physical system toward desired behavior.
Introduction
Dynamics Data Driven Application System (DDDAS) [1] is a framework in which measurement data collected for a given physical system are used to dynamically update a computational model of that system. Using measurement data, the computational model geometry, boundary conditions, forcing, and material parameters may be updated to better represent physical reality. At the same time, the properly updated computational model is able to produce higher-fidelity outputs for the quantities of interest for which measurements are not readily available. As such, DDDAS is a framework in which measurement and simulation co-exist in a symbiotic environment.
Many applications of DDDAS involve not only updating of the computational model on the basis of sensor data, but also adjustment of the model and physical system input parameters to optimize a desired outcome. For example, in [2] , the authors developed and deployed a DDDAS framework for computational steering of the laser-guided surgery for prostate cancer treatment. The temperature and location of the laser were dynamically controlled to achieve maximum damage to the cancerous tissue. In our case, we are interested in a DDDAS framework for largescale structures exposed to aerodynamic loading, such as military aircraft fuselage and wings, helicopter blades, unmanned aerial vehicles, and wind turbine blades [3] .
As part of the DDDAS framework, we are interested in dynamically controlling structures to ensure their operation in safe conditions, and to minimize the onset and progression of structural damage. In most cases, the fluid-stricture interaction (FSI) [4] effect is important and needs to be included in the underlying computational model. Furthermore, because the FSI effect is important, a successful dynamic control strategy for our application system must be able to take FSI coupling into account.
Such a dynamic control strategy for time-dependent FSI is described in this paper. The proposed control strategy, which is the main focus of this paper, is based on the simultaneous solution of the primal and adjoint (or sometimes called "dual") FSI problems. The solutions of both primal and adjoint FSI problems are used to adjust the control parameters of the application system. Because both primal and adjoint FSI problems involve coupling between the primal and dual fluid and structural mechanics degrees of freedom, the control strategy automatically takes FSI coupling into account.
The paper is outlined as follows. In Section 2 we present the primal and adjoint FSI formulations in the weak form. In Section 3 we show how the solution of the adjoint FSI problem is used to compute the objective function gradient with respect to the control parameters of the FSI problem. We then formulate a simple control strategy and show its performance on a well-known benchmark FSI problem. In Section 4 we draw conclusions.
Governing Equation of the Primal and Adjoint FSI Problems
In this section we provide the weak form of the coupled primal and adjoint FSI equations. The fluid is assumed to be viscous and incompressible. The structure is modeled as a solid that is allowed to undergo large deformations. The details of the formulations are given in what follows.
Primal FSI problem
The weak form of the Navier-Stokes equations of incompressible flows in the Arbitrary Lagrangian-Eulerian frame [5] To ensure proper FSI coupling, the following auxiliary relationships hold at the interface between the fluid and structure:
and which state that the fluid and structural mechanics velocities and liner momentum test functions are equal. The latter condition ensures that the tractions at the fluid-structure interface are in equilibrium [4] . The fluid mechanics domain velocity at the fluid-structure boundary equals to the velocity of the structure. In the fluid mechanics domain interior, a suitable extension of the structural velocity at the interface is taken to have a well-posed FSI problem. However, the solution of the FSI problem should not depend on a particular choice of that extension.
Adjoint FSI problem
The adjoint FSI problem in the weak form may be derived directly from the coupled FSI formulation given by Eq. (5), following the approach of [2] . Assuming the fluid domain velocity is "frozen" during the derivation, we arrive at the following weak form of the adjoint FSI problem: find u * and p * , the dual fluid velocity and pressure, and y * , the dual structural displacement, such that for all δu * , δp * , and δy * :
The semilinear forms for the adjoint fluid and structural mechanics problems are given by and where the tangent stiffness tensor D is a function of the structural displacement y, and is given in component form
The linear functionals that "drive" the adjoint fluid and structural mechanics problems are defined depending on the circumstances in which the adjoint problems are employed.
To ensure proper adjoint FSI coupling, the following auxiliary relationships hold at the fluid-structure interface:
and which state that the fluid and structural mechanics dual velocities and liner momentum test functions are equal. The latter condition leads to the equilibrium of dual tractions.
Remark:
The adjoint FSI formulation employed in this work is derived holding the fluid domain velocity and position fixed. Otherwise, the adjoint FSI formulation takes on a somewhat more complicated form (see, e.g., [7, 8] ). However, as we will illustrate with a numerical example, the proposed adjoint FSI formulation is sufficient for its intended purpose.
Adjoint-Based Control Formulation for FSI Problems

Computation of the objective function gradient.
In this work, the primal FSI equations are discretized using the ALE-VMS technique for the fluid mechanics equations [9] , and Galerkin technique for the structural mechanics equations. NURBS-based Isogeometric Analysis (IGA) [10, 11] is used for the spatial discretization of both the fluid and structural mechanics problems. The resulting equations are integrated in time using the Generalized-α method [12, 13] . Within each time step, the FSI equations are solved using a quasi-direct coupling technique [14] , where at the level of the NewtonRaphson iteration the increments of fluid and structural mechanics solution are computed simultaneously in a coupled fashion. The increment in the structural displacement is then used to compute the fluid mechanics mesh deformation using equations of linear elastostatics with Jacobian-based stiffening [15] . The adjoint FSI equations are discretized in space in the same way as the primal FSI equations, and are integrated backward in time also using the Generalized-α method. However, because the adjoint FSI equations are linear, no Newton-Raphson iterations are necessary. Furthermore, we do not have a dual mesh displacement variable in our formulation, so we do not compute it. As such, the adjoint FSI problem is computationally less expensive than its primal counterpart.
The 
(15)
forcing of the adjoint FSI problem is given by It may be shown that the gradient of the objective function with respect to the control parameters may be expressed as follows (see, e.g., [2, 16] ):
The gradient of the objective function is used in the first-order gradient descent methods, which we employ in this work. In these methods a typical update of the vector of control parameters c takes the form where "i" is the iteration counter, and τ i is a real parameter that determines the step size. Eq. (19) states that the reduction in the objective function is expected if steps are taken in the direction of its gradient with respect to the control parameters. The iterations given by Eq. (19) continue until a local (or global) minimum is attained, or until the objective function is sufficiently reduced. We use this methodology to develop a simple control strategy for FSI problems described in the next section.
A simple control strategy based on the gradient descent method
We propose the following simple strategy for time-dependent FSI problems. The time interval over which the FSI equations are solved is decomposed into subintervals, and the control parameters are assumed to be constant in each subinterval. Let t n and t n+1 denote the end points of the time interval of interest. Then, the following five-step procedure is employed on the subinterval:
1. Set c=0 and advance the primal FSI problem forward in time from t n to t n+1 . 2. Given the primal FSI solution, advance the adjoint FSI problem backward in time from t n+1 to t n .
3. Given the adjoint solution, compute the objective function gradient according to Eq. (18). 4. Compute the control parameters according to Eq. (19).
5. Advance the primal FSI problem forward in time from t n and t n+1 using c from Step 4.
The five-step procedure is repeated for the subsequent subintervals. Steps 4 and 5 may be repeated multiple times to ensure the desired reduction in the objective function. However, one must keep in mind that the FSI problem is timedependent, and to ensure that it is well posed, the change in the control parameter values from one subinterval to the next may not be arbitrarily large. Techniques such as line search may be employed to select the step size τ i in Eq. (19).
Remark:
Although not explicitly shown in this paper, the proposed control strategy may be employed as part of a larger DDDAS framework for an FSI application system. For example, a wind speed sensor may detect a sudden increase in wind speed, requiring an appropriate adjustment of the blade pitch angle (the control parameter) to minimize tip deflection (the objective function) while maintaining a minimum power production (the constraint). To demonstrate the proposed technique, we solve a 2D benchmark problem involving FSI of a thin elastic beam attached to a fixed, rigid block [13] . The problem setup is illustrated in Figure 1 . Quadratic NURBS are used to discretize the fluid and structural mechanics equations. The NURBS mesh consists of 6,936 quadratic elements and is conforming at the fluid-structure interface. We first solve the problems using the primal FSI formulation without control to establish a baseline solution. Vortices develop behind the rigid block and interact with the elastic bar, sending it into large-amplitude oscillatory motion. Snapshots of the fluid pressure and beam deformation are shown in Figure 2 . To reduce the beam deformation, we apply a time-dependent force at the free end of the beam. The force is restricted to act in the vertical direction, however, its magnitude and sign are left as control parameters. The objective function is the squared L 2 -norm of the displacement vector. The beam, control force, and objective function are shown in Figure 3 . For this computation, the proposed five-step procedure is employed at each time step, and Steps 4 and 5 are only executed once. This gives, at every time step, the vertical force of
Numerical example
The step size τ is kept constant throughout the simulation. Figure 4 shows the snapshots of the primal and dual velocity and pressure solution at a time instant. Note that the beam deformation is not as pronounced as in the case of the baseline solution without control. Figure 5 shows the time history of the objective function and compares it to the baseline solution. The control is clearly doing its job of keeping the beam displacement very small compared to the baseline case. The time history of the vertical force is also shown in Figure 5 . Because we "turn on" the control mechanism at the time instant when the beam displacement is at its largest, the control force grows very quickly to suppress it. Once the displacement is suppressed, the vertical force exhibits much smoother behavior in time. 
Conclusions
Primal and adjoint, fully coupled, time-dependent FSI formulations are presented. A simple control strategy based of the solution of the primal and adjont FSI problems is proposed. The performance of the control strategy is shown on a well-known FSI benchmark problem. Such control strategies as presented in this work are well suited for deployment as part of a DDDAS or computational steering framework for applications involving fluidstructure interaction.
