Abstract. Periodic random environments and mechanisms of their effect on imbedded random variables are discussed. The variables under consideration represent either waiting time until some event occurs or the number of events within a given time interval. Their probability distributions have periodic residual lifetime functions and periodic failure rates. The form of the corresponding cumulative distribution functions is derived. Equivalent representations of these random variables as functions of other, suitably chosen independent random variables are established. Other probability properties such as almost lack of memory, invariance with respect to relevation transform, and preservation of service time distribution on nonreliable servers are additional characterizing features of this class of probability distributions. Nonstationary Poisson processes with periodic failure rates appear to be the closest extension of the homogeneous Poisson process to model the number of events imbedded into random environment of periodic nature. Some possible applications to reliability, queues, environmental studies, and other fields are briefly pointed out.
1. Introduction. Periodicity often appears in implicit ways in various natural phenomena. For example, in earth sciences, periodic alternations between cold and warm eras occur. In astronomy, the knowledge of periodic alternatives in solar activity and the positions of the stars are used. The ocean coasts are attacked periodically by tides. Rocks are exposed to almost identical conditions every year. Climatical and hydrometeorological conditions causing hurricanes or tornados in certain parts of the world are equal every year in the probabilistic environmental sense. Even monotonic production processes have periodic environmental fluctuation due to alternation between days and nights. The process of car accidents has varying activity during the year, but its intensity is almost identical from year to year. Similar observations relate to other risk-associated events (e.g., home fires, diseases in insurance theory), fertility rates, pollution intensity, purchase processes, currency exchange rates, etc. Rather than explore any of these particular cases, our goal is to find out how the periodic nature of the environment reflects on the features of random components it generates.
Some time-series models, Markov chains, and other random processes relate to periodicity in our random life. However, there are very few studies on the effect of periodicity on probability distributions and on corresponding properties of related random variables. Some previous results of Chukova and Dimitrov [5] , Chukova, Dimitrov, and Garrido [6] , and Chukova, Dimitrov, and Khalil [7] related to the subject were generated using a specific kind of reasoning and a somewhat different approach. The work of Dimitrov and Khalil [10] , where the periodic nature of water contamination in the Niagara river was shown, and also some concepts of Kotz and Shanbhag [16] , led to the present study.
We believe one has to start from objects which can be assumed as direct reflectors of the random variables (RVs) affected by temporal fluctuations and a periodically repeated environment. We consider these reflectors to be either the residual hazard function (or expected residual lifetime) introduced by Kotz and Shanbhag [16] , the associated failure rate function, or accumulated total of casualties (integrals of failure rate). These functions have been introduced for purposes of the reliability theory (e.g., Barlow and Proshan [1] ). We make use of the failure rate function and denote it by λ(t). A subscript indicates to which one of the considered RVs the probability distribution or failure rate is attached. What do we expect in the behavior of a failure rate? Let us assume that it expresses mortality rate. In environmental conditions that are too harsh for survival, the failure rate is expected to be high. Under favorable conditions the failure rate is expected to be low. The shape of λ(t) can vary within the period, according to the acting environment, but it is assumed to be preserved within the next periods, where similar environmental conditions exist.
We assume that λ(t) is known and that it possesses the discussed periodic properties. On this basis we derive the form of probability distributions related to corresponding RV: the cumulative distribution function (CDF) and its probability density function (PDF). Afterwards we derive other probability and physical properties for these RVs. Since exponential and geometric distributions have constant failure rates, these are also cases of periodic failure functions (with arbitrary periods). This generates some discussion about the use of these distributions (or their properties, e.g., the lack of memory property of the Poisson process) in probability modeling. Therefore, we consider a new class of probability distributions as a generalization of the exponential and geometric distributions, and thus we look for corresponding generalizations to the Poisson process.
These problems and their relations to applied probability models are discussed here. For more details on some questions we refer to Kotz and Shanbhag [16] , Chukova and Dimitrov [5] , Chukova, Dimitrov, and Garrido [6] , Chukova, Dimitrov, and Khalil [7] , Chukova, Dimitrov, and Dion [8] , Dimitrov and Khalil [10] , and other current works (Dimitrov, Chukova, and Khalil [11] and Dimitrov and von Collani [14] ).
2. Probability distributions with periodic failure rates. Let X bean o nnegative RV, interpreted as the lifetime of some object (or as the waiting time until an event happens). Denote by F X (x)=P{ X≤x }its CDF, and let f X (x)b ei t s corresponding PDF, if it exists.
Define the hazard distribution function (HDF) Λ X (x, t) as the conditional CDF for the remaining lifetime of X, given that X ≥ x, i.e.,
In [16] , the probability measure generated by Λ X (x, t) is called the hazard measure relative to F X (x). It is assumed in (1) that F X (x) < 1.
If the PDF f X (x) exists, we use the failure rate function
Multiplying by dx, we get that λ X (x)dx =P {X ∈ [x, x + dx) | X ≥ x} is the proba-bility that the random event will happen in a neighborhood of the time x, given that it was not observed in the interval [0,x).
For the discrete case, the failure rate function is defined only when its argument is an integer and is given by the equation
for k =0,1,2, .... It has an analogous interpretation as (2) . In other considerations the cumulative hazard function
is used. DEFINITION 1. We say that an RV X has periodic hazard distribution function (PHDF) of period c if its HDF Λ X (x, t) is periodic with respect to x, i.e., when c>0 and
We say that an RV X has periodic failure rate function (PFRF) of period c>0if and only if
From Definition 1 it is easy to show, by induction, that
is true for any integer n =0,1,2, .... Also, it follows from Definition 2 that
Equations (5) and (6) explain the immediate effect to which a periodic random environment exposes the properties of the corresponding RV X.
We denote by x c the integer part of the number x c . THEOREM 1. An RV X has PHDF of period c>0if and only if F X (x) has the form
where α ∈ (0, 1) and F Y (y) is a CDF with support on the interval [0,c).
Proof. Necessity:
Let F X (c) = 0. Then, from (1), we obtain the representation
By (1) and (5) we see that Λ(0,c)=Λ(c, 0)=Λ(c, c) = 0. Using the above equation, we obtain by induction that F X (nc) = 0 for an arbitrarily chosen integer n ≥ 1. Thus, F X (x) = 0 for all x<∞ . Therefore, if F X (c)=0 ,t h e nP r { X=∞} =1 . T h e n ( 7 ) is also true with the choice α = 1 and with an arbitrary F Y (y) whose support is in [0,c). Hence, to avoid these two trivial cases, we assume 0 <F X ( c )<1. Further, we drop the subscript X until the end of this proof.
From (1) (with x = nc) and (5) (with x = 0), we obtain
for an arbitrary number n ≥ 0. (8) In (8), let t = c and F (c)=1−αto obtain
This is equivalent to
Repeated applications of the above confirm that
that is,
Now, by substituting (9) into (8) we obtain
Since t can be represented as t = mc + y with y ∈ [0,c) and making use of (10), a second iteration gives (10) with the restriction that t ∈ [0,c). Introduce an RV Y whose CDF F Y (y)i sg i v e nb y
Now substitute F (t)=F X (t) from the last equation in (10) to obtain (7) . Sufficiency: From the form (7) of F X (x) and from property (10), it is straightforward to verify that
These expressions substituted into (1) confirm that Λ X (x, t) satisfies the condition of Definition 1. COROLLARY 1. An RV X which has probability density f X (x) has a PHDF of period c if and only if it has PFRF of period c and its PDF is of the form
where α and Y are specified as in Theorem 1. Moreover, the relationships
(for the continuous case) and
(for the discrete case, where c>1must be an integer) are valid. Proof. Necessity: Let X have PHDF and let the PDF f X (x) exist. By Theorem 1, the representation (7) for the CDF of X holds. Since f X (x)= d dx F X (x), the PDF f Y (x) also exists. After taking the derivative in (7), we obtain (11) (in the continuous case).
For the discrete case, f X (k)=F X (k+1)−F X (k), and (7) also yields (11) . Now, substitute (7) and (11) in (2) or in (3) to obtain
From this expression it follows that λ X (x) satisfies the conditions of Definition 2 and also (6) .
Sufficiency: First consider the continuous case. From the well-known relation (12) and from (1) we obtain the expression
Since λ X (u) is periodic with period c,
i.e., X has PHDF. Also from (12), by denoting α =e x p {− c 0 λ X (u)du} and using the periodic properties of λ X (t), it is easy to derive the form (11) of f X (x) and other statements of the corollary as well.
For the discrete case, by making use of (3) one can find the discrete distribution {f X (k)} ∞ k=1 in terms of the corresponding discrete failure rate function λ X (k), namely,
Then, by induction and some algebraic manipulation,
If one sets
one can derive expression (11) for f X (k) from (13), and the form (7) for F X (x) from (14) . The latter, according to Theorem 1, is equivalent to the PHDF for X. COROLLARY 2. The expected remaining life function s(x)=E ( X−x|X≥x ) f o ra nR VXthat has PHDF of period c>0has the form Proof. The proof is obtained from the form (7) of F X (x) and from the fact that s(x)={
, known from Kotz and Shanbhag [16] .
Equivalent properties and equivalent representations.
Here we present additional properties of random variables with PHDF or PFRF. These variables are produced under the action of random environments with repeated periodic behavior.
Chukova and Dimitrov [5] introduced the concept of RV X (or of distributions F X (x)) having the almost lack of memory (ALM) property. For such an RV X the equation
holds for all values of t ≥ 0 and for infinitely many distinct values of the constant c. If (15) is valid just for a given value of c>0, we say that X has the lack of memory (LM) property at the moment c. The following result is an improved version of an analogous one in [7] , proven for nonnegative RV X. THEOREM 2. An RV X has the LM property at some moment c>0if and only if X has a PHDF. Moreover,
holds for all t ≥ 0, for arbitrary y ∈ [0,c), and for arbitrary integer n =1,2, ....
Proof. Chukova, Dimitrov, and Khalil [7] , proved that X has the LM property at the moment c>0 if and only if F X (x) has the form (7). From Theorem 1 it follows that Λ X (x, t) is periodic with respect to x. Equation (5) written in terms of (1) is equivalent to (16) . Letting y = 0 in (16) yields (15) .
Remark 1. The result of [7] is that (15), when true for some instant of time c, implies the form (7) for f X (x). This is weaker (needs existence of PDF) than the result of Theorem 1, where only PHDF is required. According to Theorem 2, the two results are equivalent, and (16) justifies the following concept: the ALM property is invariant with respect to time shifts not exceeding the length of the period c,g i v e n that the RV survives the time of that shift. THEOREM 3. An RV X has PHDF of period c>0if and only if it can be represented by a sum X = Y + cZ of two independent RVs Y and Z, where Y is concentrated on the interval [0,c) with probability 1 and Z has the geometric distribution
The proof of this statement relates to calculating the Laplace-Stieltjes transform (LST) of X and to the observation that it is a product of corresponding transforms of the RVs Y and cZ. Details are given in [7] . Some elements of this proof can be seen in the proof of Theorem 10 below.
Remark 2. Theorems 1 and 2 justify the notation ALM(α, c, F Y ) for the class of probability distributions of RVs resulting from the impact of a periodic random environment. In [5] it is shown that generalized Bernoulli trials also lead to the class of ALM(α, c, F Y ) distributions. They consider Bernoulli trials where each trial needs time c>0 to be completed. Let α be the probability that the event of interest will not be observed during a trial, and let Y be the time within a trial when the event occurs (under the condition that it happens). Let X be the total elapsed time until the event occurs, after the trials have begun. Then X also has the distribution shown by (7).
4. Counting processes in periodic random environment. We consider now counting processes with periodic failure rate λ(t). When analyzing the failure rate under periodic random environment, it is interpreted as intensity of occurrence of all random events caused by the environmental conditions. The appearance of an event does not change the chances of other events to occur, nor does it change the form of the current intensity function. Therefore, we have to consider a nonstationary Poisson process (NPP) with periodic failure rate. Denote by
the hazard function of the considered NPP. It is known (e.g., Cinlar [9] ) that the number of events, N [0,t) , that occur within the interval [0,t) has a Poisson distribution with parameter Λ(t); that is,
Also, we consider the number, N [τ,τ+t) , of events on intervals of the form [τ, τ +t), where τ ≥ 0, t ≥ 0. The value of τ is called "the initial age of the process" at the start of counting events. It is also known from [9] that N [τ,τ+t) has Poisson distribution of parameter Λ(τ, τ + t) − Λ(τ ).
The following result has been derived by several authors in connection with some reliability problems (e.g., Beichelt [3] and Block, Borges, and Savits [4] ). It depends on the concept of so-called minimal repair in reliability maintenance policies: assume that there are infinitely many operating items with independent and identically distributed (IID) lifetimes {X n } ∞ n=1 , with common CDF F X (x) and failure rate λ X (u). Consider a system using one item at a time. The system process starts with a new item at time t 0 = 0, and at the same time all the other items are also put in similar independent processes. After the principal item fails, it is immediately replaced by another item of the same age from those which are "alive" at the time of failure (this is known as first minimal repair). After the second principal item fails, it is replaced by another "live" item of the current age (second minimal repair) and so on. Then the counting process for the number of minimal repairs is an NPP with intensity λ X (u). The stated results are summarized in the following theorem. THEOREM 5. An NPP has periodic failure rate λ(t) of period c>0if and only if the following two properties hold:
(i) for some constant c and for arbitrary t ≥ 0 it is true that
(ii) the RVs N [c,c+t) and N [0,c) are independent for any t ≥ 0. Proof. Necessity: Let λ(u) be periodic of period c>0. From (4) and from the periodicity of λ(u) we conclude that
is true for any integer n =0,1,2, .... Next we see that
where n can be any integer. Here, in the second equation, we use (18) . Therefore, we proved that (i) is true even when replacing c by nc, with n ≥ 1 an arbitrary but fixed integer. Further, we consider the probability generating function
Using (18) we observe that
which is the product of the probability generating functions (PGFs) of N [0,nc) and N [nc,nc+t) . Therefore, the two random variables N [0,nc) and N [nc,nc+t) are independent. When n = 1, then (ii) is also true. Sufficiency: Let (i) and (ii) be fulfilled. Then for m = 0 we obtain
In terms of the failure rate function, the first and last terms of this equation can be rewritten by making use of (17) as follows:
After some manipulations it can be shown that this is equivalent to the equation
which is equivalent (it is seen after differentiation) to the periodicity of λ(u) with period c>0. From the proof of this theorem we could see that (i) can be weakened and reduced to the condition that only {N [0,c) =0 }and {N [c,c+t) =0 }form a pair of mutually independent events.
We will denote by {N t ,t≥0 }the counting process corresponding to an NPP, which expresses the number of events that may occur within the time interval [0,t). Also we say that N t is generated by a random environment with periodic behavior of period c>0 if and only if the failure rate λ(t) of the corresponding NPP is periodic of period c. The following theorem then holds. THEOREM 6. A counting process {N t ,t ≥ 0 }is generated by a random environment with periodic behavior of period c>0if and only if for any t>0it can be represented in the form
where {M n } The sufficiency of (19) also is part of the proof of Theorem 5, since (19) is equivalent to both conditions (i) and (ii) of Theorem 5.
We consider RVs N t , introduced in Theorem 5, also as being produced by random environment with periodic behavior. Theorem 6 gives a clear and practical structure for the counting processes. Theorem 4 expresses the relationship of these processes with probability distributions having the ALM property. This is the distribution of the waiting time until first event in an NPP occurs. Moreover, as in Theorem 2, the initial age of the NPP does not change property (19) of the number of events that may occur. It is important for (19) to have just nonoverlapping time intervals of length c when forming the components of the sum, denoted by M k , and the last component is one which counts the events that occur on the rest of nonoverlapping and incompleted periods.
The effects shown in Theorem 6 and some additional curious properties may characterize the exponential distribution as well as the homogeneous Poisson process. These questions are discussed in [6] .
5. Applications to reliability. The concept of minimal repair, described in section 4, can be extended and used in construction of reliability systems. Assume that there are two types of items. Let Y be an RV representing the lifetime of the first group and X be an RV representing the lifetime of the second group. The reliability system consists of use of one item of the first type, and after its failure it must be replaced by a used item of the second type. The second item must be of the same age Y as the failed one. The system's lifetime Z is then given by the total lifetime of the two used items. The RV Z is called "the relevation of Y and X" and is denoted by
The relevation transform was introduced by Krakowski in 1973 [17] . The operation "#" is not commutative. Several authors (e.g., Groswald, Kotz, and Johnson [15] and Lau and Rao [18] ) have obtained characterizations of the exponential distribution under assumptions that some special conditions on the distributions of Y and X are valid. Baxter [2] showed that multiple relevations of a sequence {Y n } ∞ n=1 of IID RVs lead to consideration of NPP with hazard function Λ(t)=−ln[1 − F Y (t)]. He also studied properties of the counting process formed by failure time epochs. We point out the above-mentioned characterizations of exponential and geometric distributions in the following assertion:
Under some conditions on the distributions of Y and X the relevation Y #X and the sum Y + X have the same probability distribution if and only if X has either exponential or geometric distribution.
Groswald, Kotz, and Johnson [15] require Y and X to be IID and F Y (x)t ob e a power-series distribution. Lau and Rao [18] assume that F X (x) has a continuous derivative and that F Y (x) has points of increase in every interval [0,t) with t> 0. These characterization theorems show that reliability systems which are working under relevation principles and corresponding systems, where the failed component Y is replaced by new component X, have the same lifetimes (in terms of probability distributions) only when X is exponential.
Assume that the lifetime of the first component is constant c>0, that is, P {Y = c} = 1 and also assume that P {X =0 }<1. The latter means that the second component cannot fail immediately after it is put in operation. The lifetime of the relevated system c#X then consists of a time interval c and the next residual lifetime of the second component, conditioned that it is still alive. The lifetime c + X is for the associated system, where the same two items (with lifetimes Y = c and X)a r e independently used as new. The next theorem describes cases where the lifetimes of the two reliability systems coincide in distribution and X is not exponential. THEOREM 7. The coincidence in distribution P {c#X ≤ x} = P {c + X ≤ x} for all x ≥ 0 (21) holds for some constant c>0if and only if the CDF F X (x) is of the form (7), i.e., if and only if X has PHDF.
Proof. Necessity: It is easy to show that (20) corresponds to the following equation that relates the CDFs of X, Y ,a n dZ:
Introduce the (step) function U (t)=0f o rt<0, and U (t)=1f o rt≥0. Then for P {Y = c} =1w eha v eF Y (t)=U(t−c). With this form of F Y (t), equation (22) can be represented in the form
Then (21), rewritten in terms of the corresponding CDFs, takes the form
This is a functional equation with respect to F X (x), which is equivalent to
Since U (t − c) =0fort≥c, we obtain, for F X (x), the following functional equation:
Substitute in (23) t − c = x (x>0w h e nt>c) and get the equation
which holds for the fixed c and for arbitrary positive x. This is equivalent to equation (15) . According to Theorem 2, the latter is equivalent to form (7) of F X (x).
Sufficiency: It is straightforward to check that any function F X (x) of the form (7) satisfies (23); i.e., (21) is true. COROLLARY 3. If the lifetime X of the second component is such that c#X = c+X for some c>0, then for any integer k ≥ 0 it is also true that (kc)#X = kc+X.
Proof. Because (23) was derived from (21), one can see that the assertion is equivalent to the equation
Since F X (x) has the form (7), it is easy to verify that it also satisfies the above equation. Therefore, if the second (relevation) component X has a lifetime with periodic failure rate (of period c), then the lifetime of the relevated system kc#X has the same distribution as the lifetime kc + X, where the same two components are independent and used consequently. The first component has time of use kc, and the second component will be new, with lifetime the same as X.
We use the concept of relevation and summation as expressed above to give another characterization of the exponential distribution. We say that two real numbers c 1 and c 2 are incommensurable when the ratio c 1 /c 2 is an irrational real number. THEOREM 8. For a nonnegative RV X with P {X =0 }<1 , both equalities (in distribution)
are true for two incommensurable numbers c 1 , c 2 if and only if X has exponential distribution.
Proof. Necessity: The equations (24) show that X has PHDF, which has a period of length c 1 as well as a period of length c 2 , and also a period of length | c 1 −c 2 |. Since all numbers of the form kc 1 and all numbers of the form mc 2 are also periods for the HDF Λ X (x, t)o fX, then all the numbers of the form | kc 1 − mc 2 | are also periods. The latter are arbitrarily close to zero, from which it follows that Λ X (x, t)d o e sn o t depend on x. Thus, the expected remaining life function for X, i.e., µ = ∞ 0 td t Λ(x, t), also does not depend on x. Referring to Proposition 1 in [16] , we conclude that
Sufficiency: The sufficiency is a particular case of Theorem 7. Any exponential distribution has a PFRF of arbitrary period, in particular, of period c 1 ,a sw e l la so f period c 2 . These facts imply equations (24) correspondingly.
Remark 3. An analogous characterization of the geometric distribution in the discrete case also holds. The condition P {X =0 }<1 with the assumption that c 1 , c 2 are a pair of coprime integers is required along with validity of (24).
The next theorem improves the result of Lau and Rao [18] . THEOREM 9. For two IID continuous RVs Y and X, the coincidence in distribution Y #X = Y + X holds if and only if X is exponentially distributed.
Proof. The above relationship between the two IID RVs (X equals in distribution to Y ) leads to the following functional equation for F X (x):
where "#" denotes the relevation transform and " * " denotes the convolution for corresponding functions. This is equivalent to the following equation (we will drop the subscript X in this proof):
This reduces to
is the failure rate function. Then (25) has the following equivalent representation:
Integrating the left-hand side by parts we obtain
Since Λ(0) = 0, it follows from (26) that for any t>0, the following is true:
The last equation, if it is true whenever Λ(x) = 0, implies that λ(x)=λ(t−x) (27) for any t>0 and all x ≤ t. Since there exists at least one x 0 > 0 for which Λ(x 0 ) =0 (and then Λ(x) = 0 for all x ≥ x 0 ), we conclude that equation (27) holds for x ≥ x 0 and for t>xif and only if λ(x) = const. Thus F X (x) is exponential.
An analogous assertion in the discrete case yields a similar characterization of the geometric distribution.
6. Applications to queuing theory. Consider the service process of an unreliable server. Let X be the required service time for a customer. The server's lifetimes {T n } a r ef o l l o w e db yd o w nt i m e s{ D n } . Each sequence is assumed consisting of IID RVs and the two sequences being mutually independent and independent of X. Service starts with a new lifetime T 1 .I fX<T 1 , the service is complete. If X ≥ T 1 , the service is interrupted and must start again. After the server fails, it must be repaired, and the interrupted service restarts with a new realization X n of the service time, which is assumed independent of the number of interruptions and of the other service durations as well. The following service disciplines are known from queuing theory:
(1) Preemptive repeat different (as described above); (2) Preemptive repeat resume (when the restarted service continues from the status at the interruption and finishes when the collected service times reach the level of X); (3) Preemptive repeat identical (each restarted service requires the same amount of time as the very initial one, given itself by the distribution of X).
One important service characteristic is the "blocking time" of the server, i.e., the time while the server is occupied by one customer, including all repetitive services and the involved down times. This is the actual time a customer spends being served. Denote by b k (X, T, ) the blocking times, corresponding to the kth type of service disciplines k =1,2,3. Introduce the following random integers:
N 1 =min(n: X n <T n ; n≥0), and M = max{n :
Then the three servers' blocking times mentioned above can be expressed in terms of introduced RVs as follows:
Here, for convenience, it is assumed that D 0 = 0. Dimitrov and Khalil [12] observed that for service time X with exponential distribution, the two blocking times b 1 (X, T, D)a n db 2 ( X, T, D) coincide in distribution. They used this fact to obtain a characterization of the exponential distribution through this coincidence. Here we show that under the assumption that all the servers' lifetimes T n a r ee q u a lt oafi x e d constant c>0, then the above-mentioned coincidence in distribution characterizes the RV X with a PHDF. THEOREM 10. For constant server's lifetimes P {T i = c} =1with some c>0 , the equality in distribution
holds if and only if the required service time X has PHDF of period c.
Proof. Necessity: Under the given assumptions it is just a question of algebraic manipulations to derive, by conditioning on the possible values of X, that the LST
satisfies the equation
Therefore it is true that
To derive the LST β 2 (s), we use the special structure of the renewal process {T i }, which forms the RV M shown above. We also use conditioning on the possible values of X and obtain
Assume φ D (s) = 1, i.e., the down times are not equal to zero with probability 1. The coincidence in distribution (27) yields that the two LSTs β 1 (s)a n dβ 2 ( s )a r e equal functions for all s>0. By equating (28) and (29) we obtain two corresponding power series of φ(s) that are equal. Namely, we have
Therefore, the coefficients of {φ D (s)} k are equal for any k =0,1, ... and for any s ≥ 0, i.e.,
Take the sum of these equations over the range k =0,1,2, ... and obtain
i.e., X is presented as the independent sum X = Y + cZ, where the RV Y is defined by F Y (x) introduced above, and the RV Z has geometric distribution Sufficiency: Let X have PHDF of the same period c>0, as the duration of the server's lifetimes (i.e., let also T i = c with probability 1). Then by algebraic manipulations one can show that the integration indicated in (30) can be carried out as follows (the notations α =1−F X (c)a n dF Y ( x )=F X (x)/(1 − α)m u s tb eu s e d ) : which coincides with the expression for β 1 (s) in (28). The identity in the LST is equivalent to coincidence in distribution. A note of Lin [19] completes the interpretation of RVs X with ALM property: X is the total service time of a customer on a nonreliable server, where the server has constant lifetimes c>0, and incompleted interrupted services are immediately restarted as new requests, like under the service discipline (1) . He also derives the form (7) of F X (x). Therefore, this kind of service is another source of generation of RVs with PHDF.
7. Other applications and conclusions. The above described classes of distributions will have many applications in environmental studies, risk theory, insurance practice, industrial statistics, and quality control as well. This is fostered by their natural generation and simple analytical forms. There is, of course, much contingency included into the parameters α and the CDF F Y (.). We also believe that these "degrees of freedom" make the found class of distributions more flexible and practically useful for applications. The choice of the period c (also a parameter of the discussed family of probability distributions) seems to be mainly a subjective matter. For instance, in quality control, when measuring the number of nonconformities that appear as the flow of events in time processing, one can accept either c = 24 hours (as the working shifts are changed) or c = 1 week (or any other suitable time unit representing how the process run is organized). Any other natural period of regeneration (of fixed length) for the counting process can be used as a value of the parameter c in the anticipated probability distribution of related random variables (waiting time until the first event occurs and the number of events that occurred within a time interval of interest). In some biological studies other time periods could be more consistent choices for the value of the parameter c in order to correspond to some biological nature (cycles or rhythms of life). In environmental studies the natural value of the parameter c seems to be one year and any integer multiple of a year as well. Where wearing or aging effects are observed, the models proposed above need corrections which could be modeled by introducing either proportional failure rates or different probabilities of surviving every next period of time. These possibilities deserve, in our opinion, a separate study.
Multivariate generalizations of the present considerations offer new mathematical challenges. Some preliminary results can be found in [11] and [13] . An extension to the so-called multiplicative ALM property is discussed in Dimitrov and von Collani [14] .
