Abstract-High resolution in synthetic aperture radar (SAR) leads to new physical characterizations of scatterers which are anisotropic and dispersive. These behaviors present an interesting source of diversity for target detection schemes. Unfortunately, such characteristics have been integrated and have been naturally lost in monovariate single-look SAR images. Modeling this behavior as nonstationarity, wavelet analysis has been successful in retrieving this information. However, the sharp-edge of the used wavelet functions introduces undesired high side-lobes for the strong scatterers present in the images. In this paper, a new family of parameterized wavelets, designed specifically to reduce those side lobes in the SAR image decomposition, is proposed. Target detection schemes are then explored using this spectroangular diversity and it can be shown that in high-resolution SAR images, the non-Gaussian and robust framework leads to better results.
I. INTRODUCTION A. Motivations
and receiver which can operate in open or closed loops. This also requires integrating in radar-based machine intelligence frameworks, the capability of learning new/unknown radar waveforms. On the contrary, when considering earth observation from satellites using synthetic aperture radars (SARs), mainly artificial intelligence frameworks are developed in order to process the data obtained for various applications.
The SARs are moving radars systems capable of producing high-quality images of the earth's surface [1] . They consist in emitting an electromagnetic wave that is reflected on the earth's surface. The backscattered signal, which is affected by the scatterers on the surface, is then processed to build an image of the scene. SAR systems are known for their usability in all weather and illumination situations. They are, thus, capable to monitor all kind of areas of interest. Recent years have seen an increase in the number of SAR systems. Missions such as Sentinel-1 or TerraSAR-X have, for example, a global coverage of the earth's surface with SAR electronic imaging technology.
New missions in peculiar have a large bandwidth and an increased spatial resolution. In this context, specific responses of the scatterers have been observed. They are anisotropic and dispersive [2] , [3] in contrast to the usual isotropic and whiteness assumption made in traditional SAR reconstruction algorithms. When considering high-resolution (HR) monovariate SAR images, a dispersion of the energy is observed. A single scatterer may have many side lobes on the reconstructed image. Moreover, the specific spectroangular response of the scatterer is naturally lost during the conventional SAR processing. This information is of interest and can be exploited as an additional source of diversity in many applications.
In SAR images processing, depending on the application, three important techniques are usually relied upon: target detection, segmentation, and classification. Target Detection schemes [4] consist in deciding if a target of interest is present at a given position of the image. Segmentation [5] , [6] , aim's is to delimit the image into segments which are conceptually meaningful such as the boundary between land and sea. Finally, classification [7] - [10] allows to label part of the images with regards to an application of interest. This paper focuses on target detection schemes and more specifically, 0196 -2892 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
on schemes which respect the constant false alarm (CFAR) property [11] . This property allows detecting targets while guaranteeing a certain probability of false alarm.
B. Relation to Prior Works
Classic schemes usually rely on a diversity of some sort to characterize the target and to separate it from the clutter. The literature on the subject concerning SAR images is vast as many kinds of diversities can be exploited. For example, in [4] , a spatial template model of the target is used in likelihood ratio schemes to derive detectors. Polarimetric diversity has been used in [12] and [13] to detect vehicles under foliage, in [14] to detect ship in sea clutter, or in [15] and [16] for segmentation purposes. In, [17] a diversity coming from successive pulses is used to detect range-spread targets. In [18] - [20] , time-division multiplexing of the antennas is exploited to create diversity for ground moving targets identification. An extension to nonGaussian model has been explored in [21] - [23] .
In this paper, the spectroangular behavior mentioned earlier as a source of diversity is considered. Several works have investigated the methods for retrieving the spectroangular diversity. For example, approach such as steerable pyramids [24] , [25] , curvelets [26] , or subspaces [27] , [28] are possible. However, they are usually heavy methods. For example, subspace methods have high-computational cost and are not adaptive. They also assume the knowledge of a physical model, which makes them specific to an application. Time-frequency analysis is a simpler approach that allows analyzing the SAR data to retrieve nonstationary information such as spectral and angular behaviors. This approach was used in [39] and [40] , where the azimuth bandwidth has been separated in two subbands for ship detection. In the following, we restrict only on the linear time-frequency distributions (LTFDs) as they allow to keep the phase information and the possibility to apply the reconstruction property.
Wavelet decomposition of SAR images has been studied for many applications. In [30] and [31] , wavelet frames have been used in order to derive a measure of the polarimetric texture used in segmentation and target detection schemes. Wavelet transforms on SAR images have been used in [32] to retrieve wind fields. In [33] , wavelets have been used to reduce speckle noise in interferometric SAR images. Fusion techniques on wavelet coefficients have been used in [34] in order to compute a change detection map. Wavelet decomposition associated with kurtosis statistics have been exploited in [6] and [7] for both segmentation and classification purposes. In [35] and [36] , multiresolution information is used for target detection schemes in Gaussian context. Retrieval of spectroangular diversity using wavelet decomposition have in peculiar been investigated in work such as [37] , [38] . More precisely, these methods have been used for target detection applications in [39] or for change detection in [40] . In those works, the spectroangular information has presented promising results. However, in those works, the decomposition induced side lobes on the subimages which may decrease the performance. This paper proposes a wavelet packet formalism (as a generalization of LTFD) and designs a new family of wavelets aimed at decreasing these side lobes. Then, the multivariate image resulting from the wavelet decomposition is modeled by a multivariate statistical framework. This framework allows retrieving the properties of the clutter through a covariance matrix parameter. Using this modeling, classic adaptive methods can be used in order to detect a target embedded in clutter disturbances. The spectroangular behavior of the target is assumed to be known through a steering vector. These adaptive methods have been extensively studied in [41] and [42] , where the disturbances are modeled as a realization of a Gaussian random variable parameterized by an unknown covariance matrix. Classically, secondary data, assumed to be free of the target, corresponding to surrounding pixels are used for the estimation of the covariance matrix. Since in this paper the images are the result of wavelet decomposition, the size of the vector is expected to be large. Clearly, when the size of the vectors is large, the number of secondary data needed increases. This is problematic in HR SAR images where heterogeneity of the data is naturally present. In this case, the hypothesis of homogeneity of the surrounding pixels is not evident and the Gaussian model reflects poorly the observations. Robust methods have been developed using broader families of distributions than the Gaussian one [43] , [44] . In this paper, both Gaussian and robust methods will be studied and compared.
C. Contributions of this Paper
The different contributions of this paper are summarized as follows.
1) A parametrized wavelet family is proposed to analyze SAR Images. The new family is an extension of Shannon M-Band filters that are adapted to take into account SAR geometry. The new family is designed to reduce side lobes on the wavelet coefficients. A criterion is proposed for the choice of its parameters. 2) The spectroangular diversity, obtained through wavelet decomposition, is used in robust target detection schemes. Target detection schemes are explored in both Gaussian and elliptical noise assumption and are studied through two alternatives CFAR detectors: the adaptive matched filter (AMF) and the adaptive normalized matched filter (ANMF). The behavior of those detectors in terms of regulation of false alarm and performance of detection are compared using two separate data sets.
D. Paper Organization
This paper is organized as follows. In Section II, the acquisition geometry of SAR is recalled and it is explained how the information about anisotropy and dispersivity of scatterers is lost in the processing of the single-look monovariate image. Then, in Section III, Shannon M-band wavelets are adapted for the purpose of retrieving spectroangular diversity in SAR images. In Section IV, an application of wavelet decomposition to target detection is presented and in Section V, simulations and results are presented. Finally, some conclusions are drawn in Section VI. Proofs are given in Appendices. 
and • is the L 2 norm. 1l K denotes the indicator function of a given set K .
II. SAR IMAGE AND NONSTATIONARITIES
In this section, we describe the geometry of acquisition for a SAR system and give the definition of relevant physical parameters. We then explain how algorithms such as range migration algorithm (RMA) result in a loss of information when considering HR SAR image. Fig. 1 presents the geometry of acquisition for an SAR system. The moving radar transmits an electromagnetic wave represented by the wave vector k = [k x , k y ] T and recovers the backscattering signal in order to obtain a map of the reflectors of the scene. k is related to the emitted frequency f by k = K = 2 f /c, c being the celerity of the light, and to the angle of illumination θ by θ = arctan(k y /k x ).
A. SAR Acquisition Geometry
The emitted signal is located in a certain range of frequencies defined by:
, f 0 being the carrier and B being the bandwidth of the radar. This translates in terms of spatial frequencies K to: 
, and U S, as the space of functions having spectroangular features in D.
B. Anisotropy and Dispersivity of Scatterers
In HR SAR Images, the hypothesis of isotropy and nondispersivity of the scatterers is no longer obvious. When a target is illuminated using a large bandwidth and a large range of angles, it is more reasonable to assume that its response is dependent on the wave vector. Recent studies of the spectral and angular behavior of the scatterers have shown the variation of the scatterers' response for several angles of illumination and several frequencies [2] , [45] . Fig. 2 presents an ONERA SAR image in X-band. The responses of the scene relative to three consecutive frequency bands have been coded in RGB color-coding. Red points are responding only on the first band, green ones on the second band, and the blue ones on the third band. They are called colored scatterers. Gray points are called white scatterers as they are responding equivalently in the three subbands. This image perfectly illustrates how some scatterers have different behavior given the band used. Similar results can be achieved when looking at the scene at a different range of angles. This diversity is of interest as it can be interpreted in terms of target characteristic: given the spectroangular behavior of an object of interest, one can adapt target detection schemes on multivariate SAR images to this specific behavior.
Unfortunately, for complex monovariate SAR images, this information is lost during the processing. In algorithms such as RMA [1] , the aim is to collect a backscattering reflection coefficientĨ (k) and then perform Fourier-based spectral estimation in order to build the conventional complex single-look (monovariate) SAR image I (r) for each point r = [x, y] T on the ground
where the integration is performed on the whole spectral and angular domains. When colored scatterers are present, their spectroangular behavior is effectively lost. Works such as [37] or [38] have proposed to model the nonstationarities of the scatterers of the image I in the space of spectral and angular features [K, θ] . Using this model, wavelet analysis is a powerful tool for analyzing the behavior of the colored scatterers. For instance, an hyperimage representing the reflectivity of the scene for any subspace E ⊂ D is given asĨ
where S E (k, r) is a wavelet function with spectro-angular support E. When considering several subsets E 1,...,M , a wavelet packet { S E i (k, r)/i = 1, . . . , M} can be defined. The problematic is then to choose the shape of the wavelets and a relevant partition of D in terms of E i as to decompose the image in separate frequency bands and range of angles for a given purpose.
This approach was used in [39] , [40] where good results in both target detection and change detection have been obtained. However, in those works, the problem of side lobes has not been considered. We propose in Section III to design new wavelets aimed at reducing the dispersion of energy on the subimages.
III. NEW WAVELET DESIGN FOR SAR ANALYSIS
In this section, new wavelet packets adapted to SAR geometry are developed. The particularity of this new packet with regards to existing literature is the choice of polar representation which better describes the data with regards to the spectroangular diversity of interest. To this end, we use classic Shannon M-band filters that we adapt to take into account the spectral support of SAR Images and then we correct the edge effects of those wavelets.
The adaptation of wavelet packets in this geometry can be done using many classic wavelets packets (Gabor, Debaucheries, etc.). However, Shannon M-band filters have been chosen as a basis of our design for the following reasons. 1) They are separable with regards to the two dimensions (K, θ) of the decomposition, which makes them ideal when we want to choose the number of subbands and sublooks (as in looking angle) separately. 2) Since we expect to exploit the decomposition in classic target detection scheme, there is a need for each coefficient to deliver different information than the others. Otherwise, correlations between subbands/sublooks would be introduced due to the shape of the wavelets and may deteriorate detection performance. This leads to a choice of an orthogonal wavelet packet. 3) To better describe the behavior of a possible target as a function of the frequencies and looking angle, we consider wavelets corresponding to a connected subset of the frequency/angular domain.
A. Shannon M-Band Wavelets Theory
Let M 1 and M 2 be natural numbers that are both greater than or equal to 2. The Shannon 2-D M 1 × M 2 multiband wavelet filters used in this paper follow from a separable 2-D extension of 1-D filters presented in [46] and [47] . These filters give a multiresolution framework for decomposing any image.
We define U S as the 2-D Paley-Wiener (PW) space composed by elements of L 2 (R 2 ) whose Fourier transform is supported within [−π, π] 2 . Any element of this space satisfies Shannon's sampling theorem. Therefore, when the M 1 × M 2 multiband decomposition concerns the PW space U S , the input data for the decomposition of any element g of this functional space are the samples {g[k, ]} k, ∈Z of g (corresponding to the pixels of the image to decompose).
The 2-D Shannon wavelet packet function at resolution level j and 2-D shift parameters (n 1 , n 2 ), with n ε ∈ {0, . . . , M j ε −1} for ε ∈ {1, 2}, is given as
and (G [ε] ) ε∈{1,2} are the permutation maps defined, respectively, for ε ∈ {1, 2}, by G [ε] (0) = 0 and by recursively setting,
is generated as the closure of the space spanned by the following translated versions of
These subspaces are such that for any fixed j [m,n] where ⊕ denotes the direct sum of functional subspaces.
As an illustration, the Shannon 2 × 3 multiband wavelet packet tree is given by Fig. 3 as a tree product resulting from a 2-band and a 3-band 1-D trees, where the tree product involves all combination of nodes given at a fixed resolution level j . In this figure, the positive part
The Shannon M 1 × M 2 multiband coefficients of the projection of g on a 2-D wavelet packet subspace 
Proof: See Appendix A. In practice, g is a discrete image to be decomposed. This proposition shows how wavelet coefficients can be easily obtained in practice through a simple fast Fourier transform (FFT). [ p, q] are the pixels of the wavelet coefficient for shift parameters [n 1 , n 2 ] at a fixed resolution j . Note that a decomposition at a given resolution j assume that the wavelets coefficients correspond to a decimated version of the image (by a factor of M j 1 and M j 2 ). This methodology allows computing efficiently the coefficients with a low-complexity. Indeed, since only a Hadamard product and an FFT are necessary, the complexity is linear with regards to the number of coefficients desired.
The wavelets presented here are designed for images respecting Shannon sampling theorem. The decomposition is done on functions whose frequencies are contained in the space [−π, π] 2 . We adapt hereafter Shannon wavelets from the Cartesian space [−π, π] 2 to the polar space D corresponding to the physical diversity of interest for SAR images.
B. Adaptation of Shannon Wavelets to SAR Geometry
where
From this, we define the wavelet functions
Here, the variables x and y correspond to the range and cross-range position as in Fig. 1 . Note that this definition requires computing the Fourier transform on spectral and angular variables. Among the different possible solutions of this problem, we will use interpolation from the fractional FFT (3FT) in order to fill the Polar grid
from the Cartesian one corresponding to variables k x andk y . Among the 3FT implementations, we recommend using that of [48] .
The wavelets thus defined constitute a wavelet packet as per the following proposition. where ⊥ denotes orthogonality symbol.
Proposition 2 (Vanishing Moments
Proof: See Appendix B.
Proposition 4 (Completion of Wavelet Packet Subspaces):
For any given j , and any (m, n), we have
Proof: See Appendix B. Propositions 2, 3 and 4 highlight that wavelet subspaces
. . , L j − 1 can thus be used to define several multiresolution frameworks (specific subselection of j, m, n) for analyzing SAR data.
Analyzing SAR data is done by computing the wavelet coefficients as previously stated in (2) . We have the following.
Proposition 5 (Wavelet Coefficients):
In practice, at a resolution level j , we obtain the wavelet coefficients by computing the following: where V j, [m,n] follows from the backprojection of the SAR image with respect to spectral and illumination features
Proof: Similar to proposition 1. Again, the complexity of this methodology is linear with regards to the number of coefficients (R × L) since coefficients are obtained from a Hadamard product and a 3FT. In practice, any SAR data can efficiently be analyzed using this methodology.
An example of a multiresolution analysis is given in Fig. 4 for spectral features and angular illumination in
C. Bell-Shaped Wavelets Design for SAR Geometry
When considering Shannon wavelets, the decomposition is subject to hard transition in the sense that each filter is an ideal bandpass filter. When considering the wavelet coefficients, this results in convolution with a sinc function which has high side lobes (see Fig. 5 for an illustration). This dispersion of energy is problematic in detection schemes when secondary data, corresponding to the surrounding pixels, are needed.
To limit the side lobes on the wavelet coefficients which are due to the sharp edge of the Shannon wavelets, we look for alternatives that are subject to smooth transitions. We derive hereafter, a new family of parameterized R-band/L-look wavelet functions including the Shannon wavelets as limit case.
We propose the following criteria for the design of the new family of wavelets. 
1) Well located in frequencies and angles (wavelet function). 2) Similar behavior to Shannon wavelets to preserve the framework presented in III-B. 3) Smooth transition with a parameter controlling the decay
(for adaptability purposes). Many functions respect the two first criteria. However, Bellshaped membership functions appear to be a good choice as they allow to control both center, extent, and slope (and thus smoothness). They are a family of 1-D functions defined by
where the parameter a stands for the width of the function, the parameter b controls the slope, and the parameter c is a location parameter. Fig. 6 gives an example of Bell function with different slopes and shows that these functions are good candidates for our problem. Using them as a basis, we define
is defined as a product of two Bell functions
with
The definition is similar to that of (10) 
Proposition 7 (Convergence to Shannon Wavelets):
The Rband L-look wavelet transform obtained by using (16) is associated with the Shannon wavelet transform when
where equality holds true almost everywhere (a.e).
Proof: See Appendix C. Proposition 7 highlights that the Bell-shaped wavelets have similar behavior than Shannon wavelets for high value of d 1 and d 2 and can thus be used for analyzing SAR images. For convenience purposes, we use alternatively the notation [m,n] . A problem arises in the choice of these slope parameters. One can intuit that given their value, the properties of orthogonality and completion of wavelet packet subspaces are not assured. Unfortunately, given the expression of the wavelets, finding an interval of values using orthogonality or completion properties is not possible to our knowledge. As such, we propose to consider the wavelet packet in terms of frames (see [49] for details) which relax the conditions of orthogonality and completion. As suggested in [50] , a wavelet packet has good reconstruction property if the energy of the signal is preserved when doing the decomposition and reconstruction. In practice, this can be ensured if the following condition is respected [51] :
This criterion can be used to grasp qualitatively how the decomposition will treat the frequencies present in the image. If Q > 1, the energy increase which means that the packet is redundant. When Q < 1, there is a loss of energy and thus information. We propose to use this criterion to select the values of d 1 and d 2 which preserve energy the most.
Since the expression in (17) is separable in K and θ , we can treat both separately and solve the problems: Fig. 7 gives the values of Q for several values of d 1 and d 2 for a given set of ( j, R, L, f 0 , B, θ B ) . We note that for small Finally, we can compute the wavelets coefficients simply by taking expression at (13) and using V j, [m,n] 
IV. APPLICATION TO TARGET DETECTION
In this section, we propose to use the wavelet decomposition of Section III in order to detect a target in a noisy SAR image. First, we give a statistical model for noise disturbances. Then, we present the target detection problem.
A. Data Model
In the following, each pixel location ( p, q) of the SAR image will be represented, at a resolution level j , by a set of R-radius and L-look wavelets features encapsulated in the random complex vector
In standard applications, the vector c j [ p, q] is modeled as a multivariate Gaussian vector: c j [ p, q] follows a Gaussian distribution CN (0, R) where R is the unknown covariance matrix of the data. This model is accurate for SAR images where each pixel is the sum of the contributions of all the scatterers inside its range.
However, when considering HR SAR images, the number of scatterers present in any pixel of the image is small, meaning that the Central Limit Theorem may no longer be applicable. Moreover, there are many nonstationarities inherent to this kind of images where the backscattered power can vary greatly spatially inside the analysis windows. Thus, the Gaussian hypothesis may no longer be applicable. To generalize the Gaussian statistic, we assume that c j [ p, q] follows a complex elliptical symmetric (CES) distribution CE(0, g, R) where the scatter matrix R is unknown and where g stands for any characteristic function generator [52] . This model extends the Gaussian distribution and better characterizes HR SAR images.
In both models, the matrix R characterizes the angular and the spectral behavior of each scatterer. To estimate this matrix, the following K secondary vectors surrounding the pixel ( p, q) under test (supposed homogeneous in terms of angular and spectral behavior) are used:
We consider two covariance matrix estimators on wavelet feature vectors: the standard sample covariance matrix (SCM) which can be written, under the zero-mean wavelet coefficient assumption, in the form
and, as an alternative to SCM (which can have poorer performance under generalized CES model assumption), the Tyler's estimator (TE), which has proven some robustness in both Gaussian and non-Gaussian cases and which is defined as the solution of the fixed-point equation [53] as shown in bottom of this page. The TE estimator is robust to nonstationarities that are naturally present in HR SAR images.
For both SCM and TE estimators, the number K has to be around K ≈ 2N for a good estimation [41] . For high values of R or L, the vectors become very large. Sometimes, it would be impossible to have a sufficient number of secondary samples for the estimation of the covariance matrix. In those cases, regularized versions of SCM and TE exist in the literature and have shown good results for many applications [54] - [56] .
Note that both estimators are used to estimate the covariance matrix of the clutter around a target. Hence, the test pixel (namely, ( 1 , 2 ) = (0, 0) ) is excluded in the process.
B. Detection Schemes
We assume that a target with a known steering vector p ∈ C N could be present in some pixels in the SAR image. 1 We have for each pixel I [ p, q] to solve the standard binary hypothesis test
where (n, n k ) both represent a noise with the same distribution, a is an unknown complex amplitude of the potential target with spectroangular steering vector p to be detected and {c k } k∈ [1,K ] being the K secondary data.
In this detection issue, we decide to test different adaptive detectors like the well-known adaptive matched filter which corresponds to a two-step generalized likelihood ratio test in homogeneous Gaussian noise [41] AMF
where λ is the detection threshold. For partially homogeneous Gaussian noise or for CES distributed noises [52] , the derivation of the detection problem leads to the ANMF [59] , [60] 
The AMF detector has the CFAR property relative to the Gaussian distribution, while the ANMF is CFAR for both Gaussian and CES distributions. This is an important property since it allows to select a detection threshold to ensure a probability of false alarm (P Fa ) independently of the data being tested.
Concerning the complexity of these methods, the limiting factor is the need to compute the inverse of the covariance matrix for both AMF and ANMF schemes. Then, if the number of coefficients is high, this operation becomes time-consuming
As for the implementation, the target detection schemes can be implemented using parallel computation: by splitting the image into several subimages and treating each one by a given thread, the computation time is greatly reduced. The simulations presented in Section V were done using a machine with two Intel Xeon CPU E5-2670 v3 at 2.30-GHz processors, that makes 24 cores in total, and 32 Gb of RAM, the computation time for an image of size 2510 × 1638 and R = 5, L = 5, was 3.35 s for the AMF algorithm and 28.34 s for the ANMF one.
V. SIMULATION AND RESULTS
Some simulation results and discussions on several aspects of wavelet analysis and target detection are presented here.
A. Data Set
Two data sets have been used to test the wavelet decompositions and their impact on target detection schemes. 1) SANDIA data set, available at http://www.sandia.
gov/radar/complex_data/. The image referenced as MiniSAR20050519p0010image002 is selected. 2) Sensor data management system (SDMS) data set [61] , available at https://www.sdms.afrl.af.mil/index.php? collection=ccd_challenge. The image referenced as FP0120 is selected. Table I summarizes the information on both data sets.
B. Simulation Description
For a given SAR image, an artificial target with a given steering vector (representing its spectroangular behavior) is embedded. This allows controlling both position and signal-to-noise ratio (SNR) of the target to be detected. For a given image I , steering vector p ∈ C R×L , a pixel [i t , j t ] T corresponding to position r t = [x(i t ), y( j t )] T and a given SNR in decibels, an image with the target is obtained through
SNR dB 20 (25) with 
the variance of the noise on a window around the target. This process is done as follows. 1) Choose a steering vector p.
2) Build spectrum according to the steering vector and create an image of the targets using (25). 3) Perform the wavelet decomposition and create the hyperimage using (13). 4) Apply the detectors (23), (24) with the given steering vector. Fig. 8 shows a 2-Band 2-Look decomposition of a portion of SDMS Image. First, the spectroangular behavior of the data can be analyzed; given the subimage considered, different patterns emerge. Indeed, for example, the object in the bottom right corner of the figure (0 > x > 100 and −50 < y < 0), is not present in the coefficients C 1, [1, 2] and C 1, [2, 2] .
C. Results

1) Spectroangular Behavior:
2) Quality of Decomposition: Next, the wavelet decomposition is compared with two parameters d 1 and d 2 . When comparing both Shannon and Bell decomposition in Fig. 8 , we observe for Shannon wavelets linear patterns (side lobes for the strong scatterers present in the scene). When considering d 1 = d 2 = 3, the undesired linear patterns are less prominent. This result was expected as Bell-shaped wavelets make a more concise decomposition in the spatial domain.
3) P F A -λ Curves: Next, we plot in Fig. 9 , the P F A -λ (probability of false alarm versus threshold of detection) plots for both AMF and ANMF detectors to study the CFAR behavior of the detectors on the data sets. We choose a random steering vector and apply detectors on the image without any target. It can be observed that the ANMF detector fares a lot better in terms of regulation of false alarm than the AMF. When compared to the theoretical relationship, the AMF detector has an experimental threshold higher at low P F A whereas the ANMF detector stays close to its theoretical performance. This can be interpreted by the heterogeneous nature of the data sets which is not well modeled by Gaussian assumption. 
4) Detection Near Bright Point:
We choose R = L = 5 and j = 1 and we place the target to be detected, with an SNR of 20 dB, near a synthetic bright point with Gaussian spectro-angular behavior. Fig. 10 gives the steering vector of the target to detect, the specter of both targets and the image obtained by the procedure presented at V-B. The data set used here is the SANDIA one.
Then, we apply both detectors on the wavelet coefficients characterized by d 1 = d 2 = ∞ and d 1 = d 2 = 10. Fig. 11 shows the result of the detection at P F A = 10 −3 . The threshold guaranteeing the P F A was taken from the experimental curves of Fig. 9 .
Discussion: We focus first on the test of detection with figure) . It can be observed that that for both detectors, the target is not detected. The AMF detector gives a false alarm at the position of the bright point, which is expected given that this detector is mostly a powerbased detector. However, the ANMF detector does not detect the bright point as it does not have a similar spectroangular behavior as the steering vector. However, a false alarm is still present which can be explained by a similar of the scene signature than the steering vector. If we take a look at detection tests for d 1 = d 2 = 10 (bottom of the figure), we observe that the target is detected with the ANMF detector but not the AMF one. This can be explained by the fact that with d 1 = d 2 = 10, we have reduced the side lobes of the bright point which does not pollute the pixel of the target any more resulting in better detection. The AMF detector does not yield better results for the same reason as previously.
These results are interesting since they confirm that the parameterization of the wavelet decomposition impacts the performance of detection.
5) P D -SNR Curves:
By randomizing the spatial location of the target for Monte Carlo trials, we obtain P D -SNR plots for both detectors presented in Fig. 12 . The steering vector is set to a fixed value for all the trials.
Discussion: We first observe that the ANMF detector performs better in terms of detection than the AMF one for both data sets: if we look at P D = 0.7, a gain of almost 7 dB is observed for the ANMF for SDMS data set and 10 dB for SANDIA data set. This can be interpreted by the non-Gaussian nature of the data which makes regulation of false alarm difficult for the AMF detector and by the fact that ANMF is better suited for heterogeneous data.
The plots for the SANDIA data set show overall lower performance than the SDMS data set. This can be explained by the different nature of the data sets: the SANDIA image is more heterogeneous than the SDMS one and the speckle noise is more important.
Next, the different plots for each d 1 = d 2 , lead to a significant gain when considering d 1 = d 2 = 3 or 10 compared to d 1 = d 2 = ∞ for the SDMS data set (about 8 dB at P D = 0.6). This result is coherent with the observations done previously in V-C4. Indeed, the side lobes are contained in the secondary data that is used for the estimation of the covariance matrix. These outliers lead to a loss of accuracy in the estimation which, in turn, decrease the performances of detection. It can be also observed a loss in detection for d 1 = d 2 = 1. This is coherent with the analysis of the previous section.
The gain using the new wavelet is lower on the SANDIA image (about 1 dB at P D = 0.6). It is to be expected since the SANDIA data set contains few bright points spread over the scene.
6) Impact of the Steering Vector: In order to assess the impact of the steering vector, another Monte Carlo simulation has been done by setting the SNR to 0 dB and randomizing the target signature at each trial. For each trial, the target has been set to 100 different locations to compute a probability of detection. Table II gives the performance of detection for two values of d 1 = d 2 and for both data sets. The same conclusions as previously can be drawn: the ANMF detector performs better than the AMF one on both data sets and using a Bell-shaped wavelet with a parameter d 1 = d 2 = 10 allows improving the detection rate.
VI. CONCLUSION
This paper presented an adaptation of Shannon wavelet packets to SAR geometry in order to retrieve a physical diversity of interest. To reduce the side lobes, which are inherent to wavelet decomposition, a new family of parameterized wavelets has been proposed. These wavelets have the Shannon wavelets as a limit case and are tuned using a redundancy criterion.
This wavelet decomposition has been used in target detection schemes. It has been shown that the spectroangular diversity, inherent to HR SAR Images, can be used in classic adaptive detection framework. First, the robust framework has proven to be more effective over the Gaussian one in both false alarms regulation and performance of detection. Then, the reduction of side lobes with the new family of wavelets, yields significantly gain in the performance of detection when the image contains numerous bright points.
In this paper, we restrained ourselves to a fixed resolutionlevel for the statistical analysis. It may be interesting to use the multiresolution framework to selection a decomposition which yields the best possible diversity of a given image while keeping the size of vector low. To this end, a solution can be for example the use of an entropy-based criterion when doing the decomposition.
APPENDIX A PROOF OF PROPOSITION 1
Proof: Defining the wavelet coefficients from the following integral: 
