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A central difficulty of state-specific Multi-Reference Coupled Cluster (MR-CC) formalisms concerns the def-
inition of the amplitudes of the single and double excitation operators appearing in the exponential wave
operator. If the reference space is a complete active space (CAS) the number of these amplitudes is larger
than the number of singly and doubly excited determinants on which one may project the eigenequation, and
one must impose additional conditions. The present work first defines a state-specific reference-independent
operator ˆ˜Tm which acting on the CAS component of the wave function |Ψm0 〉 maximizes the overlap between
(1 + ˆ˜Tm)|Ψm0 〉 and the eigenvector of the CAS-SD CI matrix |ΨmCAS−SD〉. This operator may be used to
generate approximate coefficients of the Triples and Quadruples, and a dressing of the CAS-SD CI matrix,
according to the intermediate Hamiltonian formalism. The process may be iterated to convergence. As a
refinement towards a strict Coupled Cluster formalism, one may exploit reference-independent amplitudes
provided by (1 + ˆ˜Tm)|Ψm0 〉 to define a reference-dependent operator Tˆm by fitting the eigenvector of the
(dressed) CAS-SD CI matrix. The two variants, which are internally uncontracted, give rather similar re-
sults. The new MR-CC version has been tested on the ground state potential energy curves of 6 molecules
(up to triple-bond breaking) and a two excited states. The non-parallelism error with respect to the Full-CI
curves is of the order of 1 mEh.
I. INTRODUCTION
The single-reference Coupled Cluster (CC)
formalism1–4 is the standard technique in the study of
the ground state of closed-shell molecules, i.e. those
for which a mean-field treatment provides a reasonable
zero-order single-determinant wave-function Φ0. This
method incorporates the leading contributions to the
correlation energy in a given basis set, it is based on the
linked-cluster theorem5 and is size-consistent since it is
free from unlinked contributions. The method generates
an approximate wave function under the action of a wave
operator Ωˆ acting on the single-determinant reference
Φ0, and assumes an exponential character to the wave
operator
Ψ = ΩˆΦ0 = exp
(
TˆΦ0
)
(1)
The most popular version only introduces single and
double excitation operators in Tˆ , and is known as the
Coupled Cluster Singles and Doubles (CCSD) approxi-
mation. It incorporates the fourth order correction of
the quadruply excited determinants. The lacking fourth
order contribution concerns the triply excited determi-
nants, which may be added in a perturbative manner.
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The CC equations, obtained by projecting the eigenequa-
tion on each of the Singles and Doubles lead to coupled
quadratic equations. In practice, guess values of the am-
plitudes of the Tˆ0→i operators appearing in the Tˆ oper-
ator may be taken as the coefficients of the Singles and
Doubles |i〉 in the intermediate normalization of the SD
CI vector. The solution of the CC equations may be ob-
tained by treating the effect of the Triples and Quadru-
ples as an iterative dressing of the SD CI matrix,6 ac-
cording to the Intermediate Effective Hamiltonian (IEH)
theory.7,8 The field of application of this method, which is
both intellectually satisfying and numerically efficient, is
however limited to the systems and the situations where
a single-determinant zero-order description is relevant.
This is no longer the case when chemical bonds are bro-
ken, creating open shells, as occurs in most of the chem-
ical reactions. The magnetic systems generally present
several open shells and the low spin-multiplicity states
are intrinsically of multiple-determinant character. Due
to near degeneracies, most of the excited states are not
only of multi-determinantal but of multi-configurational
character. The conception of a multi-reference counter-
part of the CCSD formalism is highly desirable, and has
been the subject of intense research. The most compre-
hensive review has been given by R. Bartlett and his
colleagues.9 For formal reasons and in particular to treat
correctly the breaking of bonds, the reference space, or
model space, is usually taken as a Complete Active Space
(CAS), i.e. the Full-CI of a well-defined number of elec-
2trons (the active electrons) in a well-defined set of or-
bitals (the active MOs). The other MOs are called inac-
tive. Let us label |I〉, |J〉, . . . the reference determinants.
The determinants |i〉, |j〉, . . . which interact with the ref-
erence space are obtained under purely inactive or semi-
active single and double excitations, they generate the
CAS-SD CI space, the diagonalization of which provides
a size-inconsistent energy EmCAS−SD and the correspond-
ing eigenvector,
|ΨmCAS−SD〉 = |Ψm0 〉+ |ΨmSD〉
=
∑
I∈CAS
CmI + |I〉+
∑
i/∈CAS
cmi |i〉 (2)
with 〈ΨmCAS−SD|ΨmCAS−SD〉 = 1.
One strategy, which is not very aesthetic since it
breaks the symmetry between degenerate reference de-
terminants, but which has given rather satisfactory re-
sults, consists in selecting (eventually in an arbitrary
manner) a specific single reference and in introducing in
the wave operator the multiple excitations which gener-
ate the other references (the other determinants of the
model space). The other strategies consider all the refer-
ences on an equal footing, and are really multi-reference.
Let us call N the number of references, and n the num-
ber of SD determinants. If the treatment pretended to
provide N eigenvectors simultaneously, one might define
the N × n amplitudes sending from the references to
the outer-space determinants, in a unique manner but
this state-universal approach is not practicable when the
model space is a CAS.
Most of the proposed formalisms are state-specific. In
this case one faces the famous multi-parentage prob-
lem. This problem is recalled in section 2A. Sufficiency
conditions have to be imposed.10 One solution was pro-
posed by Mukherjee and coworkers, and has been widely
tested.11–13 Another one had been proposed earlier by
one of us (JPM) and coworkers.14 It consists, for a given
outer-space determinant, in scaling the amplitudes of the
various excitation operators TˆI→i on the interaction be-
tween the outer-space determinant and its parents. A
recent work has implemented this second solution of the
state-specific MR-CC problem and has tested its accu-
racy and robustness on a series of molecular benchmarks,
comparing its results to the Full-CI (FCI) energies.15 The
present work proposes an alternative process to define the
amplitudes of the excitation operators. The state-specific
MR-CC formalisms are usually based on the Jeziorski-
Monkhorst16 splitting of the wave operator into a sum of
operators acting individually on the various references
Tˆm =
∑
I
TˆmI |I〉〈I| (3)
We shall leave in a first time this assumption and de-
fine in section II B a reference-independent operator Tˆ
which acting on the component of the desired state in
the model space, |Ψm0 〉, provides a vector as close as pos-
sible to the CAS-SD eigenvector. This solution, defining
reference-independent amplitudes of the excitations, may
be exploited directly to generate approximate values of
the coefficients of the triply and quadruply excited de-
terminants, according to the exponential structure of the
wave operator. From these coefficients one may dress
the CAS-SD CI matrix, redefine amplitudes and iterate
the process to convergence. This solution, presented in
section 2C, is not an MR-CC technique, one may call it
an exponential dressing of the CAS-SD CI matrix. Sec-
tion 2D redefines reference-dependent excitation ampli-
tudes from the reference-independent amplitudes by a fit-
ting of the previous amplitudes on the coefficients of the
Singles and Doubles of the (dressed) CAS-SD CI eigen-
vector. This represents an alternative solution to multi-
parentage problem and opens the way to a strict MR-CC
formalism. Section 3 presents a series of numerical tests
on the bond breaking of single, double and triple bonds
in ground states of molecules as well as a few tests on
excited states. The results are compared to our previous
proposal and with full Configuration Interaction (FCI)
results.
II. FORMALISMS
In this section, all the presented formalisms are state-
specific. To simplify the notations we will consider that
the state superscript m is implicit for the wave functions
(Ψm → Ψ) and for the excitation operators (Tˆm → Tˆ ).
A. The multi-parentage problem in the
Jeziorski-Monkhorst approach
Since one wants to produce a MR-CCSD method, one
may start from a preliminary CAS-SD CI calculation
which will help to fix guess values of the amplitudes of the
excitation operators. Let us call |I〉, |J〉, . . . the determi-
nants of the CAS, i.e. the so-called reference vectors,
and |i〉, |j〉, . . . the Singles and Doubles which do not be-
long to the CAS and interact with them. The resulting
approximate wave function of the targeted state |Ψ〉 is
written
|ΨCAS−SD〉 =
∑
I
CI |I〉+
∑
i
ci|i〉 (4)
Although this function is not size consistent one may
note that the coefficients on the CAS determinants are
no longer those of the CAS-CI : they incorporate the
effect of the dynamical correlation on the composition of
the CAS component of the wave function.
In CC formalisms the wave operator Ωˆ is assumed to
take an exponential form
Ωˆ = exp(Tˆ ) (5)
and in our previous MR-CC formalism15 the Jeziorski-
Monkhorst structure of the wave operator was adopted,
3introducing reference-specific wave operators acting
specifically on each reference vector (Eq.3). One may
exploit the knowledge of the CAS-SD CI eigenvector to
determine guess operators TˆI defined in such a manner
that
|ΨCAS−SD〉 =
∑
I
CI TˆI |I〉 (6)
The TˆI operators are a sum of single and double exci-
tations TˆI→i possible on |I〉, multiplied by an amplitude
tI→i
TˆI =
∑
i
tI→iTˆI→i (7)
In the single-reference CC the amplitudes of the excita-
tion operators are obtained by projecting the eigenequa-
tion on the singly and doubly excited determinants, the
number of unknowns is equal to the number of equa-
tions. This is no longer the case in the MR context :
projecting the eigenequation on each on the singly or
doubly excited vectors |i〉 is not sufficient to define the
amplitudes tI→i since for many classes of excitation an
outer-space determinant interacts with several references,
|i〉 = TˆI→i|I〉 = TˆJ→i|J〉. The condition
Ci =
∑
I
tI→i CI (8)
is not sufficient to define the amplitudes, even if one re-
stricts the excitation operators to single and double exci-
tations. Additional constraints have to be introduced to
fix the amplitudes, and this is the famousmulti-parentage
problem. The number of amplitudes is larger than the
number of outer-space determinants so that one cannot
determine directly guess values of the amplitudes from
Eq. 6. Different additional constraints have been pro-
posed. One of them consists in scaling the amplitudes on
the Hamiltonian interactions between the references and
the outer space determinants,
tI→i
tJ→i
=
〈i|Hˆ |I〉
〈i|Hˆ |J〉 . (9)
This constraint is expressed as
tI→i = λi〈i|Hˆ |I〉 (10)
where
λi =
ci
〈i|Hˆ |Ψ0〉
(11)
This solution has been recently implemented15 and
shown to provide excellent agreements with Full-CI re-
sults on a series of molecular problems. It only presents
minor stability problems in comparison with the present
suggestion when the term 〈i|Hˆ |Ψ0〉 is small. From now
on, we will refer to this method as the λ-MR-CCSD.
B. Introduction of reference-independent amplitudes
The present formalism will leave in the first step the
Jeziorski-Monkhorst formulation of the wave operator
and will consider the possibility to define a unique state-
specific reference-independent operator Tˆ , written as a
sum of single and double excitation operators,
Tˆ =
∑
mnpq
tmn→pq a
†
pa
†
qanam +
∑
mp
tm→p a
†
pam (12)
=
∑
mnpq
tmn→pq Tˆmn→pq +
∑
mp
tm→p Tˆm→p (13)
where the indices p and q run on the virtual and active
MOs and the indices m and n run on the inactive occu-
pied and active MOs, excluding the possible occurrence
of 4 active MOs.
This operator has the same form as the one intro-
duced by the internally-contracted MR-CC (ic-MRCC)
method by Evangelista and Gauss,17 and by Hanauer and
Ko¨hn,18 but it differs by both its determination and by
the way we use it, as will appear later. The ic-MRCC
method determines the amplitudes of the excitation by
solving the projected Coupled Cluster equations, where
the amplitudes appear as linear and quadratic terms.
Hereafter we exploit the knowledge of the CAS-SD CI
eigenvector to determine guess values of the reference-
independent amplitudes. These excitation amplitudes
will be used later on to estimate the coefficients of the
Triples and Quadruples, and perform an iterative dress-
ing of the CAS-SD CI matrix introducing the coupling
between the Singles and Doubles with the Triples and
Quadruples.
We propose a criterion to fix the amplitudes t =
{tmn→pq, tm→p}. Given the fact that we have at our dis-
posal the CAS-SD wave function, a natural way to solve
this overdetermined problem is to minimize the distance
between the CAS-SD vector and the vector obtained by
applying the (1+ Tˆ ) operator on the CAS wave function
argmin
t
‖(1 + Tˆ )|Ψ0〉 − |ΨCAS−SD〉‖
= argmin
t
‖Tˆ |Ψ0〉 − |ΨSD〉‖,
(14)
Tˆ |Ψ0〉 being normalized such that ‖Tˆ |Ψ0〉‖ = ‖|ΨSD〉‖.
To perform the minimization, we build the NSD ×Nt
transformation matrix Ai,mn→pq = 〈i|Tˆmn→pq|Ψ0〉 which
maps from the outer space of determinants {|i〉} to the
space of excited wave functions {Tˆmn→pq|Ψ0〉}, and we
search for the vector of amplitudes t which minimizes
‖A.t− c‖ by solving the normal equations
(A†A)t = A†c (15)
Note that in the single-reference case, A is a permuta-
tion matrix and the CAS-SD wave function is exactly
recovered.
4The matrix A is usually so large that the use of stan-
dard singular value decomposition (SVD) routines to ob-
tain the least squares solution is prohibitive.
Let us first consider the most numerous 2-hole-2-
particle inactive double excitations Tˆjk→rs. Acting on
a determinant |I〉 the operator creates a determinant
|i〉 = Tˆjk→rs|I〉 which can only be produced by this pro-
cess. Therefore, the corresponding rows of A contain
only one non-zero element located in the jk → rs col-
umn with value Ai,jk→rs = CI . The condition fixing the
amplitude tjk→rs is given by
argmin
tjk→rs
‖Tˆjk→rs|Ψ0〉tjk→rs − |ΨSD〉‖ (16)
which is obtained by minimizing
min
tjk→rs
(∑
I
CI tjk→rs −
∑
i
ci〈i|Tˆjk→rs|I〉
)2
(17)
This condition turns out to be satisfied for
tjk→rs =
∑
I CI ci∑
I C
2
I
(18)
One may notice that this is the weighted average of the
ratios between the coefficients of the doubly excited de-
terminants |i〉 and the coefficient of their unique reference
generator,
tjk→rs =
1∑
I C
2
I
(∑
I
C2I
(
ci
CI
))
(19)
For all the remaining active excitations, A remains
sparse since the maximum number of non-zero elements
per column is equal to the number of reference determi-
nants. Hence, we use Richardson’s iterative procedure19
{
t0 = A
†
c
tn+1 = A
†
c+
(
I−A†A) tn (20)
which may be implemented very efficiently using sparse
matrix products.
There are cases where multiple amplitudes applied
to different references lead to same determinant :
Tˆjk→rs|I〉 = Tˆlm→tv|J〉 = |i〉. If this determinant can
be reached by no other process, there is an infinity of
solutions for the amplitudes. The solution of Eq.(15) is
A
+
c whereA+ is the pseudo-inverse ofA, so the solution
obtained minimizes the norm of the amplitude vector.20
In this way, the arbitrariness brought by the null space of
A is minimized in the amplitude vector, and one obtains
the most sensible solution.
C. Evaluation of the coefficients of Triples and
Quadruples and iterative dressing of the CAS-SD CI matrix
The so-determined excitation operator Tˆ may be used
to generate approximate values of the coefficient of the
Triples and Quadruples as obtained by the action of 12 Tˆ
2.
Actually one may assume, in the spirit of the internally-
contracted MR-CC methods, that the wave operator Ωˆ
generating the correlated wave function Ψ from Ψ0,
Ψ = ΩˆΨ0 (21)
has an exponential structure,
Ωˆ = exp(Tˆ ) (22)
But this form will be simply used to estimate the coeffi-
cients of the triply and quadruply excited determinants
{|α〉}, leaving the internally-contracted structure of the
outer-space. The coefficients of these determinants are
estimated as
cα =
1
2
〈α|Tˆ 2|Ψ0〉. (23)
In practice all the determinants {|α〉} are generated.
For each |α〉 one finds the reference determinants {|I〉}α
which differ by at most 4 orbital substitutions from |α〉
(its grand-parents). One then identifies the set of comple-
mentary excitations
{
(p, q)
∣∣ TˆpTˆq|I〉 = |α〉} as the prod-
ucts which generate |α〉 from {|I〉}α. The genealogy of
|α〉 contributes to its associated coefficient cα by the
quantity tptqCI . Knowing |α〉, one also knows the Sin-
gles and Doubles {|i〉}α with which it interacts through
the matrix elements 〈i|Hˆ|α〉, and in the eigenequation
relative to |i〉(
〈i|Hˆ |i〉 − E
)
ci +
∑
J
〈i|Hˆ |J〉CJ+
∑
j
〈i|Hˆ |j〉cj +
∑
α
〈i|Hˆ |α〉cα = 0 .
(24)
One may replace the last sum by a dressing of the matrix
elements between the determinant |i〉 and the references
which are grand-parents of |α〉,
〈i|∆|I〉 =
∑
α
〈i|Hˆ |α〉

 ∑{
(p,q)
∣∣TˆpTˆq|I〉=|α〉}
tptq

 (25)
since ∑
I
〈i|∆|I〉CI =
∑
α
〈i|Hˆ |α〉cα. (26)
The effect of the Triples and Quadruples is incor-
porated as a change of the columns of the CAS-SD
CI matrix concerning the interaction between the ref-
erences and the Singles and Doubles. This type of
dressing was already employed in our previous MR-CC
implementation.15 One will find in the same reference
the practical procedure to make the dressed matrix Her-
mitian without any loss of information. Of course the
whole process may be iterated. The diagonalization of
5the dressed CAS-SD CI matrix provides new values of the
coefficients, not only of the Singles and Doubles which no
longer suffer from the truncation, but also those of the
references : the method is fully non-contracted. From
the new wave function new amplitudes are obtained, a
new dressing is defined and the process is repeated till
convergence, which is usually rapidly obtained (3-4 iter-
ations).
This formalism is not a strict MR-CC method since we
exploit the CAS-SD CI function, and since this function
slightly differs from the vector resulting from the action
of Tˆ on the vector. Although the distance between these
two vectors has been minimized they are not identical,
(1 + Tˆ )|Ψ0〉 6= |Ψ˜CAS−SD〉.
Once the Tˆ operator has been obtained one might
imagine a contracted exponential formalism calculating
Tˆ 2|Ψ0〉 and the interaction between Tˆ |Ψ0〉 and Tˆ 2|Ψ0〉,
but this calculation requires to return to the determi-
nants. This formalism would remain internally con-
tracted and would be less accurate than the procedure
we propose. Actually in this version the deviations of
the approximate reference-independent amplitudes from
optimal ones, those which would generate the exact coef-
ficients of the Singles and Doubles, only affects the eval-
uation of the coefficients of the Triples and Quadruples,
and these deviations represent a minor source of error in
the correction restoring the size extensivity. This relia-
bility will be illustrated in the numerical tests.
D. State-specific MR-CC variant
In order to return to a MR-CC formalism, one may
simply exploit the reference-independent amplitudes as
an initial guess to define reference-dependent amplitudes.
Currently the determinant |i〉 belonging to the Singles
and Doubles has a coefficient c˜i in Tˆ |Ψ0〉
c˜i = 〈i|Tˆ |Ψ0〉 =
∑
{
(I,l)
∣∣Tˆl|I〉=|i〉}
tl CI (27)
which differs from the coefficient ci in |ΨSD〉. One can
define a parameter µi, specific of the determinant |i〉,
µi =
ci
c˜i
(28)
which multiplying c˜i will produce the exact coefficient ci
of |i〉 in the (dressed) CAS-SD CI eigenvector. So the
previous reference-independent amplitudes have now be-
come reference-dependent. The excitation Tˆl which ex-
cites |I〉 to |i〉 (|i〉 = Tˆl|I〉) receives a reference-dependent
amplitude
tI→i = tl,I = µitl . (29)
The same excitation will receive a somewhat different
amplitude when it acts on another reference tl,J 6= tl,I .
As the overlap between (1+Tˆ )|Ψ0〉 and |ΨCAS−SD〉 has
been maximized the coefficients c˜i and ci are expected to
be very close in particular if ci is large, and the parame-
ter µi should be close to 1, at least for the determinants
which contribute significantly to the wave function. In
practice we observe this tendency, but the smallest co-
efficients are sacrificed during the maximization of the
overlap and their µi can be very far from 1. This intro-
duces some instabilities in the iterations, so we chose to
limit the values of µi in the [−2, 2] range. The effect on
the stability of the iterations is significant, and the effect
on the energy is not noticeable.
This version returns to the Jeziorski-Monkhorst for-
malism as the wave operator again is a sum of reference-
specific operators. The so-obtained amplitudes may be
exploited to generate the coefficients of the Triples and
Quadruples, and one may follow the same strategy as in
our previous formalism, with an iterative column dress-
ing of the interactions between the Singles and Doubles
and the references. In a strict Coupled Cluster formal-
ism, one should redefine the amplitudes of the double
excitations by subtracting the products of the comple-
mentary single excitations they contain. For the sake of
simplicity, as we did in our previous work, we did not
proceed to this revision, the difference concerning only
fifth-order perturbative corrections.
In what follows, we will refer to this method as µ-MR-
CCSD as it involves the µi (Eq.28).
III. NUMERICAL TESTS
In this section, we compare the here-proposed dressed
CAS-SD and MR-CCSD to the MR-CCSD presented
in ref15 on standard benchmark systems.11,13,17,18,21–30
To differentiate those two variants, we will label λ-MR-
CCSD the variant of ref15 (Eq. 11) and the MR-CCSD
of this work will be labeled µ-MR-CCSD (Eq. 28).
The basis set used is Dunning’s cc-pVDZ,31 and the
molecular orbitals were obtained using the CAS-SCF
code present in GAMESS.32 All the following calcula-
tions were made using the Quantum Package,33 an open-
source library developed in our group. Full-CI energies
were obtained using the CIPSI algorithm,34–36 and the
accuracy of the total energies is estimated to be of the or-
der of 10−5Eh. In all the calculations (Full-CI, CAS-SD
and MR-CC), only the valence electrons are correlated
(frozen core approximation).
A. Bond breaking
For all the applications we compare the dressed CAS-
SD and µ-MR-CCSD with the λ-MR-CCSD and the
CAS-SD values. Results are also given using the
reference-independent dressing of the CAS-SD CI ma-
trix. All the applications are presented as energy differ-
ences with respect to the Full-CI energy estimated by a
6CIPSI calculation with a second-order perturbative cor-
rection. Figure 1 shows the difference of energy with
respect to the Full-CI along the reaction coordinate. Ta-
ble I summarizes the non-parallelism errors (NPE) and
the maximum of the error obtained along the curve. The
MR-CC treatment reduces the average and maximum
error of the CAS-SD with respect to Full-CI by a fac-
tor close to 4. The correction is larger when the sys-
tem involves an important number of inactive electrons
(F2, C2H6) than when this number is small (BeH2, N2).
One actually knows that the size-consistency error of the
CAS-SD treatment increases with the number of inactive
electrons, this error disappears in the MRCC treatment,
which essentially misses some fourth-order connected ef-
fects of the Triples.
Single-bond breaking
We present here the single bond breaking of the σ
bonds of C2H6 and F2 molecules and of the pi bond of
ethylene. The active spaces were chosen with two elec-
trons in two MOs, the minimum wavefunctions to de-
scribe properly the dissociation of the molecules. In the
case of ethane, the NPE of the CAS-SD is 5.1 mEh, and
is reduced to 3.5 mEh with the µ-MR-CCSD. The curve
of the dressed CAS-SD has the lowest NPE (1.3 mEh).
The curves obtained by both MR-CCSD methods give
equivalent results, with NPEs of 3.5 and 3.6 mEh.
In the case of F2 the NPE of the dressed CAS-SD is
0.9 mEh and the NPE of the µ-MR-CCSD is 1.6 mEh,
both better than the NPE of the λ-MR-CCSD which has
an NPE of 3.1 mEh. Also, one can remark here some nu-
merical instabilities in the λ-MR-CCSD where the curve
is not perfectly smooth.
In the next example, the pi bond of ethylene is bro-
ken by the rotation of the CH2 fragments. The CAS-SD
has an NPE of 1.5 mEh, and using the dressed CAS-SD
reduces the NPE to 0.7 mEh. The µ-MR-CCSD gives
an NPEs of 0.5 mEh, and the NPE obtained with the
λ-MR-CCSD is slightly better with an NPE of 0.3 mEh.
Insertion of Be in H2
We present the results obtained by the insertion of a
beryllium atom into the H2 molecule, which is a popular
benchmark for MR-CC methods. The reference is still a
CAS(2,2) for comparison with the literature, even though
this choice of reference is not the most appropriate for a
correct description of the reaction. The geometries are
given by the relation
z = 2.54− 0.46x (a.u.) (30)
where the beryllium atom is at the origin and the hy-
drogen atoms are at the coordinates (x, 0,±z). In this
particular case, the µ-MR-CCSD gives a NPE of 1.8 mEh
which is larger than the NPE of 1.3 mEh obtained by the
λ-MR-CCSD. This is due to only one point of the curve,
the maximum which is higher by 0.4 mEh, all the other
points being very close by less than 0.1 mEh. Here, the
dressed CAS-SD and the µ-MR-CCSD are equivalent.
Two bond breaking
For breaking two bonds we have used CAS(4,4) wave
functions as the reference space. The first example is
the simultaneous breaking of the two O—H bonds of the
water molecule by stretching. Here, the CAS-SD exhibits
a NPE of 1.8 mEh which is significantly improved to
0.2 mEh with the dressed CAS-SD. The µ-MR-CCSD,
with an NPE of 0.5 mEh, is slightly more parallel to the
Full-CI curve than the λ-MR-CCSD which has an NPE
of 0.7 mEh.
The second example is the double-bond breaking of
ethylene by stretching. One should first clarify that the
energy differences in the figure do not match those of the
torsion along the bond because in the former example
the reference was a CAS(2,2), and here it is a CAS(4,4).
Dressing the CAS-SD reduces the NPE from 2.8 mEh to
1.7 mEh. One can remark a discontinuity in the curve
at large distances. The µ-MR-CCSD and λ-MR-CCSD
slightly improve the NPE to a value of 1.6 mEh, and both
variants of the MR-CCSD are equivalent with smooth
curves.
Triple-bond breaking
N2 is the typical benchmark for breaking a triple bond.
Here, we have used a CAS(6,6) reference wave function.
At the CAS-SD level, the NPE is 1.7 mEh, and the
dressed CAS-SD doesn’t reduce the NPE. Here, it is nec-
essary to use reference-dependant amplitudes to recover
a low NPE : 1.0 mEh with the λ-MR-CCSD, and 0.7 mEh
with the µ-MR-CCSD.
B. Excited states
Triplet state of F2
We report here calculations on the triplet state 3Σ+u
of F2. The reference wave function was prepared in two
different ways, both using restricted open-shell Hartree-
Fock molecular orbitals. The first reference wave function
labeled ms = 1 is a single open-shell determinant, and
the second wave function is the triplet ms = 0, made of
two determinants 1/
√
2(αβ − βα).
To ensure that the CAS-SD is a strict eigenfunction
of the Sˆ2 operator, we have included in ΨSD all the de-
terminants with the same space part as the Singles and
Doubles with respect to the CAS. These determinants are
treated in the same way as Singles and Doubles and are
7TABLE I. Non-parallelism errors (NPE) and maximum errors with respect to the Full-CI potential energy surface (mEh)
CAS-SD λ-MR-CCSD Dressed CAS-SD µ-MR-CCSD
NPE Max Error NPE Max Error NPE Max Error NPE Max Error
C2H6 5.1 35.5 3.6 8.4 1.3 8.3 3.5 8.3
F2 3.8 19.8 3.1 4.0 0.9 4.2 1.6 3.9
C2H4 twist 1.5 27.7 0.3 6.7 0.7 7.2 0.5 6.7
BeH2 2.9 4.1 1.3 1.8 2.0 2.4 1.8 2.2
H2O 1.8 4.6 0.7 1.2 0.2 1.3 0.5 1.2
C2H4 stretch 2.8 22.1 1.6 5.3 1.7 6.2 1.6 5.2
N2 1.8 9.0 1.0 2.2 1.7 3.9 0.7 2.8
F2
3Σ+u (ms = 1) 2.5 18.6 1.3 3.3 1.3 3.5 1.2 3.3
F2
3Σ+u (ms = 0) 2.5 18.6 1.2 1.8 1.3 3.5 1.1 3.3
HF (ground state) 2.6 14.6 1.8 3.4 2.1 4.4 1.8 4.1
HF (excited state) 3.3 20.9 8.8 8.5 10.5 10.1 7.1 8.3
F2 (local) 3.8 19.8 1.2 3.2 1.5 3.1 1.0 4.6
N2 (local) 1.8 9.0 3.8 5.0 1.1 3.5 1.1 2.8
treated variationally in the diagonalizations. Of course,
those which are Triples or Quadruples with respect to
Ψref are excluded from the set of the {α} and have no
effect in the dressing.
To reduce the computational cost, the Triples and
Quadruples were not augmented with all the determi-
nants with the same space part. The absence of some
determinants gives rise to a slight deviation (< 10−6 a.u.)
of 〈Sˆ2〉 from the desired eigenvalue, and it is expected to
have some impact on the iterative dressing. It is worth
checking the effect of this deviation from the exact spin
multiplicity. The first test concerns the comparison of
the ms = 0 and ms = 1 components of a triplet state.
In all the cases, the NPE of the CAS-SD (2.6 mEh) is
improved to a value of 1.1–1.5 mEh. As expected the two
variants of the MR-CCSD are strictly equivalent forms =
1. Indeed, for both variants the usual single-reference
amplitudes ci/c0 are recovered. The amplitudes of the
λ-MR-CCSD lower the curve by 1 mEh when going from
ms = 1 to ms = 0. The dressed CAS-SD also gives
a lower energy, but only by 0.5 mEh. This is due to
the increased number of degrees of freedom in the fit of
the amplitudes as no additional constraint is imposed
to enforce the ms-invariance. But when the reference-
dependence is introduced via the µi, it is imposed to
recover the CAS-SD wave function which isms-invariant,
and this step compensates the additional freedom gained
in the fitting, and the ms = 1 and ms = 0 MR-CCSD
curves differ by less than 0.1 mEh.
If one considers the error on the singlet-triplet gap with
respect to the Full-CI reference, it appears clearly that
the µ-MR-CCSD gives the most accurate results, with
errors lying between 0.1 mEh and 1.3 mEh along the
curve.
Avoided crossing in HF and LiF
We have calculated the potential energy surfaces of
the two lowest 1Σ+ states of HF, using as reference
wave function the CAS(2,2) with state-averaged CAS-
SCF molecular orbitals in the aug-cc-pVDZ basis set.
Figure 3 shows the NPEs of the ground and excited
states. In the ground state, the NPE is 1.8 mEh for both
MR-CCSD variants, but the λ-MR-CCSD shows some
numerical instabilities, as opposed to the µ-MR-CCSD
which gives a very smooth curve.
In the excited state, the situation is different : sur-
prisingly the best NPE is obtained by the CAS-SD, but
this may be due to the fact the molecule is particularly
favorable to the CAS-SD : both H and H+ have no cor-
relation energy, so the wave functions of the dissociated
molecule can be expressed as a product. The two variants
of the MR-CCSD agree at short and long distances, but
they differ significantly between 2 and 3.0 A˚, after the
region of the avoided crossing. To understand these dif-
ferences, we have plotted the two eigenvalues of the two
state-specific Hamiltonians, one dressed for the ground
state and one dressed for the excited state. It appears
that between 2 and 3.0 A˚, the lowest eigenvalue of the
Hamiltonian dressed for the excited state is very badly
described. The reason is that the fitting procedure for
the amplitudes is a least-squares fit on the CAS-SD wave
function of the state of interest, so the quality of the
dressing for the determinants which have small coeffi-
cients on the state of interest but large coefficients on
the other state will be very low. The λ-MR-CCSD has
amplitudes which depend less on the wave function, so
the quality is equivalent on both states, and the choice of
these amplitudes is better suited for calculating excited
states within the same symmetry.
In figure 5 we have represented the avoided crossing of
LiF, also calculated with the aug-cc-pVDZ basis set. The
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FIG. 1. Dissociation curves. Difference with respect to the Full-CI energy using the MR-CCSD method presented in ref15 and
with the MR-CCSD method proposed in this work, as well as the CAS-SD and the dressed CAS-SD.
physical situation is similar to HF, but the energy differ-
ence between the ground and the excited states is much
smaller. A striking result is that the λ-MR-CCSD, al-
though being state-specific, is able to reproduce very well
the whole potential energy surfaces of both states. The
position of the avoided crossing is very well reproduced
by the three methods : the CAS-SD crosses at 6.3 A˚, the
Full-CI crosses at 6.8 A˚and the dressed CAS-SD and the
two MR-CCSD variants cross at 6.9 A˚. The µ-MR-CCSD
and λ-MR-CCSD coincide in the short-range (≤ 5 A˚) and
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FIG. 2. F2
3Σ+u . Difference with respect to the Full-CI energy
for thems = 0 and ms = 1 wave functions (top), and error on
the singlet-triplet gap ∆E = E(3Σ+u )−E(
1Σ+g ) (bottom). On
both graphics, the two curves of the dressed CAS-SD coincide.
in the long range (≥ 7.2 A˚), but when the two states be-
come very close in energy in the region of the crossing
the dressed CAS-SD and the µ-MR-CCSD are unable to
give sensible values. This disappointing result motivates
a future work on a multi-state µ-MR-CCSD.
Sensitivity to the choice Molecular Orbitals
The µ-MR-CCSD algorithm we propose is in the
Jeziorski-Monkhorst framework, so it is not invariant
with respect to the choice of molecular orbitals. In this
section, we checked its sensitivity to the choice of the MO
set by comparing results obtained with pseudo-canonical
CAS-SCF orbitals and with localized MOs in the F2 and
N2 molecules (figure 6).
In the F2 molecule, using localized MOs is a better
choice than the pseudo-canonical MOs. The best NPE
is obtained by the µ-MR-CCSD method with a value
of 1.1 mEh. In the case of N2, the situation is differ-
ent : the NPE of the λ-MR-CCSD goes from 0.9 mEh to
3.7 mEh, and the NPE of the µ-MR-CCSD increases from
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FIG. 3. Difference with respect to the Full-CI energy for the
two lowest 1Σ+ states of HF.
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FIG. 4. Potential energy surfaces of the two lowest 1Σ+ states
of HF with the µ-MR-CCSD method. The energy of the state
corresponding to the dressing is plotted in plain curves, and
the energy of the other state is plotted in dashed curves.
0.7 mEh to 1.1 mEh. On the other hand, the dressed
CAS-SD gives a better NPE with local orbitals, going
from 1.7 mEh to 1.1 mEh.
The fact that the µ-MR-CCSD is less sensitive to the
MO set than the λ-MR-CCSD can be understood. By
changing the MO set, a single excitation rotates into
a combination of single and double excitations. In the
λ-MR-CCSD method, the amplitudes are calculated by
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of LiF.
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FIG. 6. Comparison between pseudo-canonical (dashed
curves) and localized (plain curves) MOs in F2 and N2. Dif-
ference with respect to the Full-CI energy.
taking into account the matrix elements of the Hamil-
tonian, which are of different nature depending on the
degree of excitation, so the amplitudes are expected to
change significantly. In the µ-MR-CCSD variant, the am-
plitudes are adjusted in such a way that they fit the CAS-
SD wave function, which is invariant by rotation of the
MOs. Therefore, it is expected to be more robust with
respect to the MO set.
IV. CONCLUSIONS
We have proposed a method to determine reference-
independent amplitudes by fitting the CAS-SD CI vector.
These amplitudes may be used to perform a state-specific
iterative dressing of the CAS-SD Hamiltonian in order to
take into account the effect of the Triples and Quadruples
in the spirit of the Coupled Cluster formalism. Alterna-
tively, these amplitudes may be rescaled to reproduce
the exact coefficients of the singles and doubles to in-
troduce a reference-dependent character. In that case,
the CAS-SD CI vector is recovered by the application of
(1 + Tˆ ) on the reference wave function, so we reach here
the Jeziorski-Monkhorst Coupled Cluster formalism.
The CAS-SD dressed with reference-independent am-
plitudes gives excellent results for single-bond breaking
(F2 and ethane) and the simultaneous breaking of the two
O—H bonds of water, with a non-parallelism error lower
than the milli-Hartree. When the active space becomes
larger, it is necessary to go to the reference-dependent
MR-CCSD introducing the µ factors in Eq. 28. In the
case of ethylene and N2, this keeps the NPE to a value
close to the milli-Hartree.
We have shown numerically that the here-proposed
amplitudes are not very sensitive to the value of ms for
open-shell systems, and to the choice of the molecular
orbitals. This is clearly an improvement compared the
amplitudes proposed earlier15. But we have also shown
that the former amplitudes are a better choice when com-
puting excited states of the same symmetry because the
here-proposed amplitudes have a much more pronounced
state-specific character which may be disadvantageous if
the states are too close in energy. This problem can be
cured by leaving the state-specific formalism for a multi-
state formalism37, and this will be the object of a future
work.
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