Abstract-The bag-of-visual-words (BoVW) method with construction of a single dictionary of visual words has been used previously for a variety of classification tasks in medical imaging, including the diagnosis of liver lesions. In this paper, we describe a novel method for automated diagnosis of liver lesions in portal-phase computed tomography (CT) images that improves over single-dictionary BoVW methods by using an image patch representation of the interior and boundary regions of the lesions. Our approach captures characteristics of the lesion margin and of the lesion interior by creating two separate dictionaries for the margin and the interior regions of lesions ("dual dictionaries" of visual words). Based on these dictionaries, visual word histograms are generated for each region of interest within the lesion and its margin. For validation of our approach, we used two datasets from two different institutions, containing CT images of 194 liver lesions (61 cysts, 80 metastasis, and 53 hemangiomas). The final diagnosis of each lesion was established by radiologists. The classification accuracy for the images from the two institutions was 99% and 88%, respectively, and 93% for a combined dataset. Our new BoVW approach that uses dual dictionaries shows promising results. We believe the benefits of our approach may generalize to other application domains within radiology.
two are bone and lung [2] . Focal liver lesions are a common medical problem, and determining whether a liver lesion is a cancer as opposed to a benign lesion can be very challenging. Early diagnosis and treatment is the most useful way to reduce cancer deaths.
Computed tomography (CT) images are widely used by clinicians for detection, diagnosis, and monitoring of liver lesions [3] . The imaging characteristics of liver lesions are used to classify them as being benign (such as hepatic cysts and hemangiomas) or malignant (such as metastases and hepatocellular carcinoma). Diagnosis of focal liver lesions can be a challenging task due to variability in their appearance (e.g., differences in lesion shape, size, margin sharpness, and internal texture). Moreover, the imaging appearance of different lesions overlaps, leading to considerable interreader variation. Thus, there is an interest in and need for automated diagnostic tools to assist radiologists in evaluating liver lesions.
A number of researchers have developed methods for automated detection, segmentation, or diagnosis of focal liver lesions (FLL) in CT [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Additional modalities can be used for FLL analysis, such as contrast-enhanced Ultrasound (e.g., [19] [20] [21] ). A complete overview of all FLL analysis techniques and modalities is beyond the scope of this paper. Hereon, we focus on CT related works: In Gletsos et al. [4] , texture features are used to classify lesions as representing normal liver parenchyma, cyst, hemangiomas, and hepatocellular carcinomas. A hierarchical classifier is used with a separate neural network (NN) at each level. The best results were obtained when a feature selection technique was used. Quatrehomme et al. [5] classified five types of liver lesions using multiphase CT images. They performed classification using visual features, such as histogram statistics and law measures and using the support vector machine (SVM) classifier. They concluded that there is a significant improvement using multiphase images compared to single phase. In Bilello et al. [15] , a lesion detection step was performed, followed by lesion classification. A Gaussian filter was used to obtain the weighted average of various parameters. The features used were the weighted average, minimum, standard deviation of the intensity values and frequency filters. Using an SVM for classification showed high accuracy in separating the hemangiomas and cysts, whereas separating hemangiomas from metastasis and separating metastasis from cysts was more challenging.
The machine vision community has recently developed bagof-visual-words (BoVW) models as an approach to obviate the need to prespecify an exhaustive list of image features. This method, adapted from the text retrieval domain [22] to the visual analysis domain, has been successfully applied for different classification tasks [23] [24] [25] [26] [27] . BoVW methods have been shown to recognize objects in images with a variety of appearances due to rotation, scaling, and illumination change. BoVW methods have been shown to be successful in medical classification tasks, such as labeling X-ray images on the organ and pathology levels [25] , retrieval of similar-appearing liver lesions [6] and classification of breast tissue in mammograms [26] , [27] . BoVW methods have also been shown to enable automated diagnosis of liver lesions, circumventing the challenge of their varying appearance [6] . Though the results are encouraging, classification accuracy was at best 91% (using single-phase images), leaving room for improvement in the approach.
We present an adaptation of the BoVW method for the automatic classification and diagnosis of liver lesions in portalphase CT images-that improves prior results. The proposed methodology focuses on characterizing the interior lesion region and the lesion margin region separately. The relative importance of each lesion component to the characterization of liver lesions is explored. The rest of this paper is organized as follows: The proposed method is described in detail in Section II, Section III presents results, and a discussion concludes this paper in Section IV.
II. METHODS

A. Data
Two datasets are used in this study. One dataset, from (institution name withheld), "Dataset 1," contains cases selected by searching the medical record for typical cases of hemangioma, cysts, and metastases. Cases were collected with approval of the institution's Institutional Review Board and deidentified for compliance with the Health Insurance Portability and Accountability Act (HIPAA). Cases were acquired between 2007 and 2008 using either General Electric (GE) Healthcare or Siemens Medical Systems scanners with the following parameters: 120 kVp, 140-400 mAs, and 2.5-5.0-mm section thickness. The second dataset, from (institution name withheld), "Dataset 2," was constructed as another collection of cases of hemangioma, cysts, and metastases. Cases were acquired between 2011 and 2013 using GE Medical Systems scanner with the following parameters: 120 kVp, 140-400 mAs, and 2.5-5.0-mm section thickness. Cases were collected with approval of the institution's Institutional Review Board.
Dataset 1 (see Fig. 1 ) contains portal-phase CT images of 109 liver lesions: 39 cysts, 46 metastases, 24 hemangiomas. Dataset 2 (see Fig. 2 ) contains portal-phase CT images of 85 liver lesions: 22 cysts, 34 metastases, and 29 hemangiomas. In both image sets, a radiologist circumscribed each lesion margin and provided its diagnosis, which was established either by biopsy or clinical follow-up (ground truth). Lesion diameters are between 10-130 mm. Figs. 1 and 2 show examples of marked lesions from each dataset. Cysts are nonenhancing water-attenuation circumscribed lesions. Hemangiomas show typical features of discontinuous nodular peripheral enhancement, with fill-in on delayed images. Metastases are hypoattenuating, show enhancement with contrast material administration, and have less welldefined margins than cysts [28] .
Due to institutional differences in imaging equipment and scanning techniques, the appearance of liver lesions is different in the two datasets. Two expert radiologists who reviewed both datasets noted that Dataset 2 contains larger intracategory variability and lower intercategory variability. The lesions in Dataset 2 can be seen to contain larger variability than the lesions in Dataset 1. For example, some of the metastases in Dataset 2 contain areas of higher density, possibly calcifications or prominent blood vessels. Such characteristics can make them look more like hemangiomas. The difference between the datasets could be due to the fact that the data are collected from two different institutions, with Dataset 1 including a retrospective choice of more typical lesions (with a typical appearance), whereas Dataset 2 was derived prospectively on sequential cases.
The input region of interest (ROI) to our algorithm is the lesion area with surrounding parenchyma liver tissue (see examples in Fig. 3 ). The lesion ROI was cropped using the radiologist markings, and adding liver parenchyma tissue using a morphological dilation operation (six pixels distance from lesion boundaries). 
B. Extracting Local Descriptors
The first step of the BoVW approach is feature extraction. For this process, we first extract fixed size patches from each lesion. The patch size needs to be larger than a few pixels across, in order to capture higher level semantics such as edges or corners. At the same time, the patch size should not be too large if it is aimed to serve as a common building block for many images. Once patches are defined, each patch is represented with a set of feature descriptors. Raw image data, normalized raw data, or other descriptors can be used. The intensity of liver lesions in CT images is important for diagnosis. Thus, in our implementation, we use the raw image data without normalization as the patch descriptor. Principal component analysis (PCA) was applied in order to reduce features dimensionality [29] .
C. Dictionary of Visual Words
After obtaining the features vectors from all patches inside the ROI, they are clustered by using k-means algorithm. The centroids' centers are not chosen randomly. Similar to [30] , the centers are chosen to be as far as they can from each other. This ensures the stability of the clustering procedure. Each evaluated cluster represents a single visual word. The visual words are constructed from all training images then assemble into a dictionary of visual words [23] [24] [25] [26] .
Let X be a set of D-dimensional local features that are extracted from different patches in the image,
Vector quantization (VQ) solves the following least-square problem and finds the optimal code for input x with B [31] :
where
is the set of codes for X. The constraint c i l 0 = 1 means that there will be only one nonzero element in each code c i , corresponding to the VQ. The second constraint c i l 1 = 1, c i ≥ 0 ∀i means that the coding weight for x is 1. The single nonzero element is found by searching the nearest neighbor. After the VQ is applied, sum-pooling is done in order to get adequate characterization of the examined area.
In this study, we propose a variation of the BoVW methodology. We create two dictionaries of visual words for liver lesions by generating separate dictionaries using image patches obtained from inside the lesion and from the boundaries of lesions. Thus, the interior and margin of a lesion are characterized separately when creating image feature vectors. The motivation for this approach is based on the fact that lesions differ from each other by their boundary as well as by their interior characteristics. By constructing separate dictionaries for the boundary and the interior regions, both regions contribute to the task. In the more customary approach, a single dictionary is used, including words from both the lesion's boundary and interior. In this scenario, the boundary contribution is reduced due to the smaller number of patches that it contains.
The input lesion ROI is first divided into boundary area and lesion interior area (see Fig. 4 ). The boundary region is extracted by applying a dilation operation around the initial radiologist markings. Interior patches are chosen to be located fully inside the lesion. Otherwise, they are considered as boundary patches. Fig. 5 (a) displays a block diagram of the two dictionaries generation. Given an input image (training or testing image), two histograms are built, one for the boundary region using the boundary dictionary and one for the interior region using the interior dictionary. These two histograms are then concatenated, creating the new feature vector that represents the lesion. Fig. 5(b) shows the algorithm flowchart for creating the dual dictionary representation, which is the concatenated histogram, for a given input ROI.
D. Classification Using SVM With Histogram Intersection Kernel
In the proposed method, we use nonlinear SVM with histogram intersection (HI) kernel. Let p = {p 1 . . . , p k } and q = ROI representation using dual dictionary method. {q 1 . . . , q k } be two histograms of K visual words, the intersection kernel of those histograms is calculated by
We selected the HI kernel due to the fact that it was found to outperform other possible SVM kernels (Barla et al. [32] ). In addition, the HI has no free kernel parameters, which makes it convenient for fast parameter evaluation. 
E. Evaluation
We evaluated the algorithm performance using our two datasets, separately and together (termed here on "Combined dataset"). Evaluation for each dataset was achieved by using a leave-one-out cross-validation method. Additionally, we used training and testing sets from different sources, separately using each for training and testing ("Dataset 1 trained on Dataset 2", and "Dataset 2 trained on Dataset 1"). We tested the algorithm performance for different parameter values: patch sizes varying between 5 * 5 and 13 * 13 pixels, visual word size (amount of PCA coefficients) between 10 and 20, and visual word amount in dictionary (dictionary size) between 80 and 320. We performed grid search optimization to obtain a combination of parameters which achieves best performance (see Section III, Fig. 6 ).
Additionally, patches were extracted from every second pixel in the ROI. This step size was found to be the optimal in terms of classification accuracy and computation time (see Section III, Fig. 7 ). In cases of small lesions, relatively small amount of patches can be extracted. The clustering, as well as the reconstructed histogram, will thus not be able to characterize optimally the lesion. Using the 2-pixel step size results in an overlap between adjacent patches, thus improving the lesion's characterization.
We evaluated the algorithm performance using a total classification accuracy measure according to the following equation:
Total Accuracy = all lesion types TP Amount of lesions .
Additionally, we calculated confusion matrix and sensitivity and specificity measures for each category, using the following equations:
Specificity = (TN) (TN + FP)
.
For each category, positives (P) are the specific category and negatives (N) are the other two classes. Table I shows the results that were obtained using different BoVW dictionaries for each dataset. Using only interior or only boundary regions yielded poorer results than using both regions ("dual dictionary"). Using only the interior dictionary produces better performance than using the boundary dictionary alone. This suggests that there is more discriminative information within the interior region. Table I also presents the performance of the methods by using training and testing sets from different sources ("Dataset 1 trained on Dataset 2," "Dataset 2 trained on 1"). This is an even more challenging task due to the substantial differences between the datasets.
III. RESULTS
A. Performance Evaluation
The discrimination between hemangiomas and metastases is the most challenging task, as shown in the confusion matrices (see Tables II-VI) . It was the least accurate among all three pair-wise classifications and yielded the highest amount of missclassifications. Separating hemangiomas and cysts is shown to be the easiest task among the three. The highest sensitivity and specificity values were obtained for cysts for all datasets. For hemangiomas and cysts, specificity was higher than sensitivity, meaning more false-negatives (FN) than false-positives (FP), while for metastases, sensitivity was higher than specificity. From a clinical point of view, it is preferable to have greater FP than FN for metastases, since it is a malignant type of disease.
Better results (on the order of ∼10%) were obtained using Dataset 1 compared with using Dataset 2 throughout the entire set of experiments. This may be due to the fact that Dataset 2 is more difficult for human expert classification than Dataset 1, since it contains fewer typical lesions.
B. Sensitivity to Parameters
We next present a robustness analysis of the presented system. The algorithm performance for different parameters values was compared: using patch sizes between 5 * 5 and 13 * 13, visual word size between 10 and 20 and number of visual words in the dictionary between 80 and 320. Fig. 6 shows the total accuracy obtained using Dataset 1 (trained on Dataset 1) for each parameter combination. We can see that for intermediate patches having width of 7 * 7 and 9 * 9 pixels, we obtain higher accuracy levels than for small or large patches (5 * 5 or 13 * 13 pixels, respectively). The best performance was obtained using the following parameter combinations: 1) patch size of 7 * 7 pixels, dictionary size of 160 words and word size of 14 coefficients, 2) patch size of 7 * 7 pixels, dictionary size of 240 words, and word size of 14 coefficients, 3) patch size of 9 * 9 pixels, dictionary size of 200 words, and word size of 12 coefficients (as shown by white areas in Fig. 6 ). Fig. 7 shows the sensitivity to step size, which represents the spacing in pixels between two adjacent patch centers. As shown in Fig. 7(a) , a 2-pixel step size supplied the highest classification accuracy with a reasonable computation time. This is the case for the training phase [as shown in Fig. 7(b) ], as well as the testing phase. In the testing phase, an average of 0.06 s was achieved when using the 2-pixel step and 0.18 s with a 1-pixel step. Fig. 8 presents a plot of the amount of variance per PCA coefficient amount (word size) from 1 to 20 for each patch size (5 * 5 to 13 * 13). This figure shows that for our range of word size (10-20 coefficients), we obtain above 90% amount of variance. It also shows that the first 14 principal components account for or "explain" 98.5% of the overall variability for patch size 7 * 7 pixels (which is best parameter combination).
Finally, we checked the algorithm sensitivity to changes in expert's manual markings. We changed each contour point of the original manual markings randomly by 3 pixels moving closer or further from the lesion center. Twenty different initializations have been tested. For each, we applied our algorithm with combinations of parameters that yielded best performance for the original markings. Results are shown in Fig. 9 . It can be seen that the results are robust to the variations in given manual markings.
C. Comparison to an Independent Observer Classification
We compared our system's performance with the diagnosis of an independent clinician observer for the analysis of Dataset 2. Both our algorithm and the analysis of the independent Fig. 9 . Sensitivity to manual markings. For specific parameter combination (chosen from the best combination in Fig. 6 ), the error bar in the graph shows mean and the standard deviation of the classification over 20 different manual markings of the ROI. observer were compared with the ground-truth classification. Our method produced a diagnostic accuracy of 88.2% while the diagnosis accuracy of the independent observer was 85.9%. Table VII shows the confusion matrix obtained by an independent observer and the ground truth. Table VIII shows performance comparison between our system and the independent observer's diagnosis. By comparing this result with the confusion matrices in Tables III and VI, we can see that the expert observer had similar missclassifications with two additional hemangiomas being misclassified as metastases. Fig. 10 shows missclassification examples of our system and that of the independent observer. 
D. Comparison With Other Classification Methods
We compared our results with other alternative approaches, such as ones using a selected feature set and a strong stateof-the-art classifier. Several common feature sets were used, including gray-level cooccurrence matrix (GLCM) and Gabor features, along with the SVM classifier. For GLCM, we obtained all Haralick features [33] and optimized accuracy levels using different distances and angles. For Gabor, we obtained the mean, standard deviation, energy, and entropy for each scale and orientation. We performed grid search optimization to choose the scale, orientation, and filter size obtaining best performance (see Table IX ).
In addition, comparison with a single-dictionary BoVW has been applied, constructing a single dictionary for interior and boundary patches. We performed parameter optimization (grid search optimization) in order to get the optimal results using single dictionary. We can see that the dual dictionary method achieved best performance. Fig. 11 shows the stability of dual dictionary and its sensitivity to different parameter sets. The dual dictionary had relatively narrow distribution for all datasets, thus was found stable. This idea can be seen in each of the analyzed datasets but mostly in Dataset 2 [see Fig. 11(b) ] and in the combined dataset [see Fig. 11(c) ]. For some sets, the single dictionary resulted in classification accuracy lower than 75% and 85% for Dataset 2 and the combined dataset, respectively. For all datasets, the dual dictionary showed higher accuracy.
E. Statistical Tests
Both algorithms, single and dual dictionaries, were tested with different parameter settings on 109 cases from Dataset 1, and 85 cases from Dataset 2, as well as the combined datasets. Accuracy was assessed as the proportion of cases correctly determined. Since proportions are beta distributed, beta distributions were fit to each algorithm's performance. Rather than the usual alpha/beta shape parameterization, the beta distribution was parameterized by μ (the mean) and ϕ (the precision, i.e., a larger value of ϕ is associated with a smaller variance). Algorithms were compared with a beta regression [38] . Algorithm type was tested simultaneously as a predictor for both μ and ϕ, and the resulting odds ratio between algorithms' performance was estimated (Odds defined as the ratio of the probability of success and the probability of failure). All statistical analyses were performed using Stata Release 13.1 (StataCorp LP, College Station, TX, USA). Table X shows the statistical analysis for both single and dual dictionaries. It presents the μ and ϕ parameters, their 95% confidence interval (CI) and the odds ratio for μ. Those are the average values that have been calculated for all tested sets of parameters. The dual dictionary was significantly more accurate than the single one for both datasets and combined (p < 0.0001), as indicated by a higher mean accuracy and an odds ratio for μ greater than unity.
We also compared the classification results of the automated algorithm with the equivalent values of the two independent observers (see Table XI ). Significant improvement was found between our presented method and each observer (unweighted Kappa, p < 0.001) [35] .
IV. DISCUSSION AND CONCLUSION
This work focuses on automated liver lesion diagnosis for three specific liver lesion diagnoses of cyst, metastasis, and hemangioma. We present a new approach for the liver lesion analysis based on a BoVW model that analyses the interior and boundary lesion regions separately. This work was conducted on CT data.
In recent work by Huang [36] , a similar concept of separating the interior and boundary for individual representation is presented. However, our work differs from Huang's method in two key ideas. First, Huang et al. analyzed MRI brain tumors, while in this study we analyze CT liver lesions. The latter are characterized by much noisier regions and by lower contrast lesions, especially hemangiomas. Therefore, applying Gaussian filters as in Huang et al. will decrease the contrast between the lesion and its surrounding even more, thus it will make the classification process more complicated. In addition, Huang et al. uses a normal to the boundary at every point and extracts intensity profiles along this normal. The authors pointed out that this step may be sensitive to noise, and thus, may not be optimal in our case of characterizing liver lesions. Second, our method differs from Huang's method in terms of the overall representation of the internal region and the boundary; their spatial descriptor is more elaborate, having six regions (tumor region, tumor-surrounding area, and four additional subregions, which they find to be useful to represent the boundary). Therefore, each boundary point is considered twice-once for level 1 and once for level 2 (for more local analysis), while the internal part is considered only in level 1-thus only once. From Huang's conclusions of the results [36] , it seems that the boundary in the MR brain tumor application is of major significance. In our study, we show that for the CT liver lesion categorization task, using interior information contributes more than the boundary (see Table I ).
In this study, we found that a dual dictionary BoVW approach yields high accuracy for liver lesion classification. The intuition behind a dual dictionary approach is that the interior and boundary of the lesions have distinct visual characteristics, and the complexity in lesion appearance can be better captured through separate visual dictionaries for these lesion components than by using a single dictionary. For the three lesion types that were investigated, the lesion interior information was more relevant for classification than the boundary information, as shown in Table I . Further improvement is achieved by using a dual dictionary that takes into account both interior and boundary information, while preserving the contribution of each (see Tables I, X) . In this case, additional information about the relative location of a visual word (as a lesion interior or boundary representative feature) is preserved. When we used only a boundary dictionary or only an interior dictionary, we obtained lower accuracy (e.g., in the combined dataset, 88% accuracy using interior dictionary, and 77% accuracy using boundary dictionary), compared to using dual dictionary (93% accuracy). Table I also shows that regardless of our training and testing sets-even if the training and testing datasets are substantially different from each other-the dual dictionary is superior to using only interior or boundary dictionary. Interestingly, we found there to be variability in classification results between our two datasets; there was approximately a 10% difference in classification performance when applying our method to the two datasets. This difference could be explained by the different appearance of the lesions in each set. Neither of these initial datasets were controlled carefully for the original tumor type leading to metastasis, which may also help explain the results. Although our results pertain to specific datasets and a specific algorithm, we believe that such variability could be expected among classification systems in general. Further building the training and test databases from both institutions and including other types of liver lesions will be helpful in better understanding the sources of variability and differing accuracy.
The automated system aims to help radiologists and reduce the number of biopsies and imaging follow up studies. Our goal was to build a system that has similar performance to an expert radiologist. Therefore, an independent observer diagnosed the cases in Dataset 2, which is a more challenging dataset, and his results were compared to our algorithm's performance. Our system produced higher accuracy compared to the expert observer (see Table VIII ) obtaining similar missclassifications for the most difficult cases as shown in Fig. 10 .
We compared our results with a single dictionary BoVW. The results suggest that using two dictionaries is superior to using a single dictionary in every comparison that was conducted. The dual dictionary approach may perform better than single dictionary, since it provides a better representation of the lesion boundary and interior characteristics by using separate visual words. Additionally, Table X shows that for more typical cases ("Dataset 1"), both methods showed similar performance. However, for less typical cases ("Dataset 2"), substantial differences in the performance of the methods were found. Moreover, by examining the combined dataset, the dual dictionary showed a significantly higher accuracy (p = 0.004) than the single dictionary.
We also performed additional comparisons to other methods using Gabor and GLCM features and showed that our method is more discriminative than a selection of predefined features (see Table IX ).
Our experiments showed that each dataset had different optimal parameter settings, e.g., Dataset 2 applied a 13 * 13 patch size, while a 7 * 7 patch was used for the optimal analysis of Dataset 1. However, when using a combined dataset, both the 7 * 7 and 13 * 13 patch sizes resulted in optimal performance. These results indicate two possible scenarios for making the system usable in a clinical setting: One scenario can be to tune the system parameters based on a training set per given clinical site. A second scenario is to use a training set that is taken from many different medical centers, and learn an optimal global parameter set. Using such a combined dataset will take into account the variability among datasets and will enable strong performance overall.
There are several directions for future work. We plan to explore additional features, such as scale invariant and rotation invariant features extracted from the image, such as SIFT [21] , [39] . Alternative methods for dimensionality reduction can be used, such as independent component analysis [34] , which impose dependence requirements (data along reduced dimensions are statistically independent). Finally, to reduce the sensitivity to outliers in using PCA, we could employ a weighted PCA approach [37] , where we rank each image ROI with a weighted term representing its quality.
There are several limitations of our current study. First, focusing on a single phase instead of multiphase data is a limitation that could be addressed in future work. Another limitation of our method is that it was applied only to 2-D images. Extension of the 2-D analysis to 3-D volumetric data could be done in the future and offer advantages. Tables II-IV show that the most challenging classification occurs between Hemangiomas and Metastasis cases; additional 3-D information may be informative and reduce the frequency of misclassifications. Finally, we intend to extend our dataset using more lesions from each type of diagnosis, as well as apply our methods to a wider range of lesion types.
In conclusion, our new method of using dual dictionaries for BoVW shows promising results, with a statistically significant improvement in performance over that achieved using a single dictionary. We believe the benefits of our approach may general-ize to other application domains within radiology, and that these methods may help radiologists make more accurate diagnoses.
