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Zusammenfassung
Die Entwicklung neuartiger optischer Komponenten für harte Röntgenstrahlung
hat es in den letzten Jahren ermöglicht, hoch intensive, kohärente Röntgen-
strahlen mit Durchmessern von 100 nm und darunter zu erzeugen. Zusammen
mit der Entwicklung neuer experimenteller Aufbauten sind so nun zerstörungs-
freie Röntgenbeugungsexperimente an einzelnen Nanoobjekten möglich.
In der vorliegenden Arbeit werden eine Reihe von Aspekten beim epitak-
tischen Wachstum von Halbleiter-Nanodrähten mittels Röntgenbeugung unter-
sucht. Besonderes Augenmerk liegt dabei auf der Anwendung neuartiger Meth-
oden der „Nanobeugung“, um einzelne Nanodrähte zu untersuchen.
In einem ersten Schritt wird die Methode der kohhärenten Röntgenbeugung
benutzt, um gleichzeitig die Gitterparameter und die 3-dimensionale Form einzel-
ner Galliumarsenid Nanodrähte zu bestimmen, die mittels metallorganischer
Gasphasenepitaxie gewachsen wurden. Auf Grund einer hohen Dichte von Ro-
tationszwillingen in der Zinkblende-Struktur des Kristallgitters kommt es zu
einer systematischen Abweichung der Gitterparameter im Vergleich zu GaAs
Volumenkristallen.
In einem zweiten Beispiel wird insbesondere das Anfangsstadium im selbst-
assistierten Wachstum von GaAs Nanodrähten auf Silizium (1 1 1) Oberflächen
untersucht. Diese mittels Molekularstrahlepitaxie erzeugten GaAs Drähte wach-
sen vorwiegend in der kubischen Zinkblende-Struktur. Jedoch finden sich Ab-
schnitte der hexagonalen Wurtzit-Struktur kurz oberhalb der Grenzfläche der
Drähte zum Substrat, deren exakte Position mittels Nanobeugung bestimmt
werden konnte. Da das Kristallgitter von GaAs einen um 4% größeren Gitter-
parameter besitzt als Silizium, kommt es zu Verspannungen an der Grenzfläche,
welche durch den Einschluss von Versetzungen an der Grenzfläche abgebaut wer-
den. Während bei Nanodrähten mit Durchmessern über 100 nm der Abbau der
Verspannung komplett durch diese Versetzungen erfolgt, verhindert eine raue
Grenzfläche zum Substrat bei Drahtdurchmessern oberhalb von 100 nm eine
vollständige Relaxation, so dass ein Teil der Verspannung elastisch entlang der
Wachstumsrichtung abgebaut wird.
i
Zuletzt werden erste experimentelle Ergebnisse zur Relaxation in GaAs - InAs
„core-shell“ Nanodraht Heterostrukturen dargestellt und behandelt. In diesem
System führt ein unvollständiger plastischer Abbau der Verspannung an der
Grenzfläche zu einer elastischen Wechselwirkung zwischen GaAs Kern und InAs
Hülle, welche eine signifikante Verzerrung des Kristallgitters im GaAs Kern mit
ansteigender Dicke der InAs Hülle hervorruft.
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Abstract
In recent years, developments in x-ray focussing optics have allowed to produce
highly intense, coherent x-ray beams with spot sizes in the range of 100 nm
and below. Together with the development of new experimental stations, x-
ray diffraction techniques can now be applied to study single nanometer-sized
objects.
In the present work, x-ray diffraction is applied to study different aspects
of the epitaxial growth of GaAs nanowires. Besides conventional diffraction
methods, which employ x-ray beams with dimensions of several tens of µm,
special emphasis lies on the use of nanodiffraction methods which allow to study
single nanowires in their as-grown state without further preparation.
In particular, coherent x-ray diffraction is applied to measure simultaneously
the 3-dimensional shape and lattice parameters of GaAs nanowires grown by
metal-organic vapor phase epitaxy. It is observed that due to a high density
of zinc-blende rotational twins within the nanowires, their lattice parameter
deviates systematically from the bulk zinc-blende phase.
In a second step, the initial stage in the growth of GaAs nanowires on Si
(1 1 1) surfaces is studied. This nanowires, obtained by Ga-assisted growth in
molecular beam epitaxy, grow predominantly in the cubic zinc-blende structure,
but contain inclusions of the hexagonal wurtzite phase close to their bottom
interface. Using nanodiffraction methods, the position of the different structural
units along the growth axis is determined. Because the GaAs lattice is 4% larger
than silicon, these nanowires release their lattice mismatch by the inclusion of
dislocations at the interface. Whereas NWs with diameters below 50 nm are
free of strain, a rough interface structure in nanowires with diameters above
100 nm prevents a complete plastic relaxation, leading to a residual strain at
the interface that decays elastically along the growth direction.
Finally, measurements on GaAs-core / InAs-shell nanowire heterostructures
are presented. In this system, a saturation of the dislocation density at the
core-shell interface causes residual stresses at the heterojunction and significant
strain in the GaAs core, increasing with the thickness of the InAs shell.
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Glossary
The following abbreviations are used throughout the text
CTR crystal truncation rod
FEM finite element method
FWHM full width at half maximum
FZP Fresnel zone plate
GID grazing incidence diffraction
HS heterostructure
MBE molecular beam epitaxy
ML monolayer
MOVPE metal-organic vapor phase epitaxy
NW nanowire
RSM reciprocal space map
SEM scanning electron microscopy
(HR) TEM (high resolution) transmission electron microscopy
VLS vapor liquid solid growth mechanism
WZ wurtzite crystal structure
XRD x-ray diffraction
ZB zinc-blende crystal structure
[hk l] crystallographic direction
(hk l) lattice plane or corresponding Bragg reflection
{hk l} set of equivalent lattice planes or Bragg reflections
(hkl)c c denotes the cubic coordinate system
(hkl)h h denotes the hexagonal surface coordinate system
(hkl)WZ WZ denotes the hexagonal wurtzite coordinate system
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1 Introduction
Semiconductor nanowires (NWs) are promising candidates for the fabrication of
future electronic or optoelectronic devices and have attracted increasing interest
in recent years [149]. Amongst others, possible applications range from light
emitting diodes [138] and NW lasers [58, 148], over photovoltaic applications in
solar cells [48] to electronic devices like field effect transistors [135, 26] or even
sensors for gases [101] or proteins [153]. Using different growth techniques, it is
possible to grow a large variety of nanowires on different substrates. However,
many fundamental aspects of nanowire growth are not fully understood yet,
and major drawbacks remain to be solved.
A first challenge is the control of the nanowires crystal structure. Many nano-
wires, e.g. from group III-V materials, grow along the cubic [1 1 1] direction,
and due to only small energetic differences during growth, commonly cubic zinc-
blende and hexagonal wurtzite crystal structures are observed which frequently
mix in individual nanowires [51, 34]. Although remarkable control on crystal
structure has been obtained in specific systems and special growth conditions,
a general understanding of factors influencing this polytypism is missing.
A second unresolved issue is the fabrication of epitaxial, free-standing nano-
wires on allocated positions on the substrate together with a control on the
nanowire dimensions. Commonly, nanowires grow after the initial self-organized
formation of catalytic particles, whose positions and sizes vary and can only be
controlled to a certain extend, leading to a similar spread in NW position and
dimensions. Depending on the growth mechanism, a high level of control can
be obtained by the use of structured masks that are deposited on the surface of
the substrate [56, 2, 103, 110], or the controlled deposition of catalytic particles
[35, 13]. However, both methods are technically demanding and may lead to
specific changes in the growth conditions of the nanowires.
Finally, the formation of heterostructures in nanowires is not fully understood
and the fabrication of defect free, sharp heterointerfaces in nanowires is a major
challenge for the production of future devices[10, 68]. This relates both to het-
erointerfaces within nanowires, but also to the interface between the nanowires
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and the underlying substrate, in particular if both are made of highly lattice
mismatched materials. In fact, the combinations of highly lattice mismatched
materials in a nanowire geometry is one of the driving forces for the increasing
interest in NW growth, as it is expected that the NW geometry allows to relieve
strains more effectively by elastic deformations compared to thin film growth,
leading to an increase of the critical thicknesses for pseudomorphic integration
of devices [50, 152].
Common tools to study the morphology and structure of nanowires are scan-
ning- and transmission electron microscopy. Whereas SEM gives fast access
to the size and shape of NWs and their distribution on the surface, TEM can
be used to map the crystal structure of selected NWs or chemical composi-
tions and strains along interfaces [77, 137, 33]. However, the detection of small
strains in TEM is difficult, and the destructive method usually allows to study
a limited number of NWs only. In addition, due to the destructive nature the
simultaneous determination of size and shape becomes difficult.
Alternatively, x-ray diffraction can be used to study crystal structures and
strains in nanowires [85, 41, 71, 83, 40, 84, 74]. In addition, time-resolved diffrac-
tion experiments have been used to measure vibrational modes of NWs and to
address their mechanical behavior [82]. However, whereas conventional tech-
niques use a broad x-ray beam and allow to study large ensembles of nanowires
simultaneously, the fluctuation of both structure and size of different NWs grown
simultaneously leads to an unavoidable averaging of structural information[66].
Recent developments in x-ray optics and instrumentation have allowed to pro-
duce x-ray beams with focal sizes in the order of 100 nm and below, and enable to
perform diffraction experiments on single nanostructures[96, 18, 122, 32, 42, 43].
Because this new method of nanodiffraction allows to probe the morphology of
the diffracting objects simultaneously with the crystal structure and lattice
strains, nanodiffraction does not suffer from the broadening of diffraction sig-
nals usually observed in ensembles with varying sizes.
Aim of this work is the application of x-ray diffraction methods for the charac-
terization semiconductor nanowires, with emphasis on the use of nano-focussed
x-ray beams. In different examples, the method will be applied to address
different questions in the growth of GaAs nanowires.
In particular, coherent x-ray diffraction will be applied to measure simul-
taneously the 3dimensional shape and lattice parameters of individual GaAs
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nanowires grown by metal-organic vapor phase epitaxy in a patterned array.
Here, we will address differences between different NWs grown simultaneously
under identical conditions, and observe how a high density of growth faults can
change the average lattice parameter of the nanowires. Secondly, we will study
the initial stage in GaAs nanowire growth on Si (1 1 1) substrates using a Ga-
assisted growth mechanism in molecular beam epitaxy. We will determine how
the lattice parameter difference between silicon and GaAs is accommodated in
the beginning of growth and follow the structural evolution of the nanowires. Fi-
nally, as an outlook first measurements on the strain distribution and relaxation
process in GaAs-core / InAs-shell nanowire heterostructures will be discussed.
The text is structured as follows: In chapter 2, the epitaxial growth of semi-
conductor nanowires will be reviewed, together with their crystal structures and
known structural properties. In chapter 3, the used x-ray diffraction methods
are introduced, together with the experimental instrumentation and imposed
limitations by the use of x-ray nanodiffraction. In chapters 4 - 6, the different
aspects of nanowire growth discussed above will be addressed and summarized
in chapter 7.
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2 Semiconductor nanowires
In this chapter, we will discuss general aspects of the epitaxial growth of free-
standing semiconductor nanowires (NWs). In section 2.1, different growth mech-
anisms are discussed. Whereas in the past most often gold particles were used
to catalyze NW growth, we will introduce how growth can be obtained with-
out the use of gold, either by using one of the NW constituents to induce NW
growth, or by the use of side-selective growth mechanisms, allowing to addition-
ally control the position of NWs on a surface. In 2.2, the crystal structures of Si
and GaAs are discussed, the materials that will be of interest later on. Whereas
in particular GaAs in its bulk phase adapts the cubic zinc-blende structure, in
NWs often a second polytype, the hexagonal wurtzite phase, is observed (sec-
tion 2.3). Control about this different crystal structures is a major challenge in
NW growth, and frequently mixtures of both structures and additional stacking
faults are observed within the NWs.
2.1 Epitaxial nanowire growth
In the last years, various methods have been applied to grow semiconductor
nanowires (NWs). First of all, two different scenarios can be distinguished, in
which the grown NWs are obtained in the form of isolated, powder-like parti-
cles, or as free-standing NWs grown on an underlying substrate, respectively.
Throughout this work, we focus solely on the latter, in particular on GaAs NWs
grown on silicon and GaAs substrates.
Tho most common way to grow nanowires on a semiconductor substrate is
the vapor-liquid-solid (VLS) growth mechanism, employing a metallic seed par-
ticle [142]. Using the VLS approach, many types of semiconductor NWs can
be grown, from pure group IV materials [97, 67, 143] up to group III-V (refer-
ences later on) and II-VI compounds [58, 8]. The general growth scheme is the
same for all those growth methods and is sketched here: In a first step, gold
particles are deposited on the substrates surface. A common way to achieve
this is the deposition of a gold-film, followed by an annealing above the melt-
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ing temperature of the Au, leading to a subsequent dewetting of the Au film
and the formation of droplets. Alternatively, gold particles can be deposited
directly, allowing to additionally control the size of the gold particles [35, 13].
After the temperature of the substrate has been adjusted to the desired growth
temperature (typically several hundreds ◦C), atoms of the growing species (e.g.
Si or Ga and As) are supplied through the vapor phase and solved in the liquid
Au particle. Whenever the concentration of the growing species within the liq-
uid phase exceeds a critical value, the difference in chemical potential between
the solved particles in the droplet and the surface below the droplet (supersat-
uration) favors the formation of a solid monolayer at the interface between the
droplet and the underlying material. In this way, a new layer of atoms is added
to the nanowire, lifting the droplet upwards from the surface, which is again
enriched with atoms of the growing species and so on.
Figure 2.1: Schematic representation of the Au-assisted vapor-liquid-solid
growth. In a first step, liquid Au droplets are deposited on a bare sub-
strate surface, usually by annealing of an initially deposited Au film. If the
growing species, e.g. Ga and As, are supplied from the vapor phase, they can
be collected in the Au droplet, until the supersaturation of the droplet leads
to the crystallization of a nanowire at the liquid-solid interface.
Different techniques exist to supply the growing species. In vapor phase
epitaxy, growth is carried out in a laminar gas flow at elevated temperatures
and medium high pressures in the range of several 10s to 100s mbar. In metal-
organic vapor phase epitaxy (MOVPE), the growing agent is bond to a precursor
material, that has to be cracked by a catalytic process in the first step to release
the atoms on the surface or the liquid particle. Alternatively, physical processes
can be used, in which the atoms are readily supplied in their native state or in the
form of molecules (e.g. As2 or As4) , and no further chemical reaction is involved.
Among them are physical-vapor-deposition (PVD) and molecular beam epitaxy
(MBE). Whereas a possible advantage of the chemical growth schemes is their
relatively high growth rate, enabling the growth or processing of large surfaces
in a very short time, MBE is significantly slower, but is considered to allow for
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more precise structures and higher purity, as the growth is performed in ultra
high vacuum.
Although the growth scheme using Au-particles as sketched above is highly
successful, and also limitations like the random position and size distribution of
the initial gold particles can be overcome [102], the Au-assisted approach suffers
from the drawback that for most large scale, commercial production processes
the use of Au has to be strictly avoided. In particular, gold catalysts are in-
compatible with Si based devices and standard CMOS technology, because Au
traps electrons and holes in silicon [21]. Furthermore, Au can be incorporated
into the NW or on the NW sidewalls, forming deep levels in the band gap of
the material and thus deteriorate the device performance [117]. For the special
case of GaAs nanowires grown on Si, a comparison of charge carrier lifetimes
in photoluminescence showed that the use of Au seed particles compared to a
Ga-assisted growth scheme (see below) reduced the minority carrier lifetime by
four orders of magnitude, making them less favorable for technological appli-
cations [15]. Nevertheless, the detailed influence of Au particles on electronic
or optical performance is currently a matter of intense debate, and to date no
final conclusion of the detailed influence of Au on the NW’s performance can
be drawn [4, 63].
Another important factor is the control of the crystalline phase of the growing
nanowires. Au-assisted GaAs NWs grow usually in the hexagonal wurtzite (WZ)
structure [134], although cubic zinc-blende (ZB) wires can be obtained under
specific conditions [131]. Either way, typically a large number of stacking faults,
inclusions of the other polytype or zinc-blende twins are observed[34, 133]. How-
ever, the possible device performance and electronic structure of the NWs cru-
cially depend on the crystal structures, for example the WZ phase is observed
to exhibit a larger band gap compared to the ZB phase, leading to type II
heterostructures within single NWs when those polytypes mix [29, 133, 57, 64].
Therefore, understanding and control of these structural changes are crucial to
tailor the electronic structure of NWs.
As an alternative, there exist different approaches for NW growth without
the use of Au particles, two of which will be of importance in this work. In the
case of III-V semiconductor NWs, the Au particle can be replaced by droplets
formed directly by the group III metal. For the case of GaAs, this was first
demonstrated by Fontcuberta et al. on an oxide covered GaAs surface [46, 24].
The process is illustrated in figure 2.2. In a first step, the substrate is covered by
a thin oxide layer. This oxide layer can either be the native oxide, for example
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in the case of a Si substrate, or may be deposited by thermal or chemical
treatment of the surface. In a next step, Ga and As are supplied in the growth
chamber at the desired growth temperature. Whereas As initially desorbs from
the surface, Ga atoms can accumulate on the surface and form droplets. It
is assumed that these droplets are pinned at defects within the surface layer,
occurring at random positions. At this positions, the Ga can partially dissolve
the oxide layer, leading to a direct contact with the underlying substrate, on
which heteroepitaxial growth can start. In the following, this growth mode will
be denoted as Ga-assisted VLS growth.
Figure 2.2: Schematic representation of the Ga-assisted growth of GaAs
nanowires in MBE. In this case, growth is initiated on an substrate covered by
a thin oxide layer, that can be a native oxide or an artificially deposited layer.
If Ga and As are supplied in the vapor phase, Ga droplets form on the surface
and are bond to defects or inhomogeneities in the oxide layer. Subsequently,
vapor-liquid-solid growth leads to the formation of GaAs nanowires.
This growth scheme naturally avoids a possible incorporation of impurity
atoms into the NW, as no other atoms are present during growth. In addition,
NWs obtained using the self-assisted approach are frequently found to grow in
the cubic ZB structure , however the wurtzite structure and mixtures of both
are observed as well [133, 109, 75, 64].
A second possibility to avoid the use of seed particles is to replace the cat-
alyzed growth by a side-selective growth on a substrate that is partially covered
by a mask, on which no growth occurs. In this case, the growth parameters
(temperatures, pressures, fluxes etc.) are chosen to favor the growth along one
direction, typically corresponding to a [1 1 1] B direction. For example, GaAs
nanowires can be grown using selective-area MOVPE throughout openings in
a SiOx or SiNx layer, that has been patterned by electron beam lithography
and etching of small openings in the oxide layer. In this case, NWs will only
form at places where the mask has been removed, allowing to realize arbitrary
arrangements of NWs [56, 2, 60, 103].
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2.2 Crystal structures of Si and GaAs
Throughout this work, most experiments focus on the investigation of GaAs
nanowires, either grown on GaAs or Si substrates. Silicon crystallizes in the
diamond crystal structure. This structure can be visualized as a face centered
cubic (fcc) lattice with lattice parameter ac, together with a basis of two atoms
at the coordinates (0, 0, 0) and
(
1
4
, 1
4
, 1
4
)
ac in the cubic unit cell. We can there-
fore also think of two fcc lattices, displaced by
(
1
4
, 1
4
, 1
4
)
ac along the space
diagonal. Figure 2.3(a) shows the crystal structure in the cubic unit cell1. Each
of the atoms in the diamond structure is bond to four other atoms in a tetrahe-
dral arrangement. GaAs, in its bulk form, crystallizes in the cubic zinc-blende
phase (ZB). This crystal structure is very similar to the diamond one, but in
this case the two sublattices at (0, 0, 0) and
(
1
4
, 1
4
, 1
4
)
ac are occupied by Gallium
and Arsenic atoms, respectively (figure 2.3(b)).
Whereas the Si structure has an inversion center at
(
1
8
, 1
8
, 1
8
)
ac, this inver-
sion symmetry is broken in the GaAs ZB structure. When viewed along the
space diagonal of the cubic cell (the [1 1 1] direction) in fig. 2.3(b), two different
arrangements are possible, either with the group III metal atom (Ga) below
the group V atom (As) or vice versa. To distinguish between those two cases,
the directions are labeled [1 1 1]A and [1 1 1]B, respectively2. The growth of
GaAs nanowires usually occurs along the [1 1 1]B direction, although occasion-
ally [1 1 1]A wires are observed as well [141].
When viewed along the space diagonal of a fcc crystal, we see that the crys-
tal is composed by a stack of atomic planes containing atoms in a hexagonal
arrangement, representing the maximum filling factor possible. Two of this
hexagonal close packed layers are indicated for the fcc sublattice at (0,0,0) in
figure 2.3(b). The third layer contains the atom at (0,0,0) and is not shown. The
distance ah between atoms in this hexagonal layers is given by ah = 1/
√
2 ac,
and will be denoted as in-plane lattice parameter later on. The atoms in two
subsequent of this layers are not located above each other, but displaced in
order to form a close packed structure. If the first layer is labeled ’A’, there are
1Whereas the description of diamond and zinc-blende structures in a cubic unit cell is the
most common one, both structures can also be described by a hexagonal unit cell, compare
section 3.3 and appendix A.
2Alternatively, A and B directions are labeled according to the polarity of the corresponding
surface, assuming the crystal terminates at one of the shaded (1 1 1) planes in fig. 2.3.
The surface terminated by group III atoms is labeled A, the group V surface B.
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Figure 2.3: (a) The diamond-structure as adapted by silicon consists of two
fcc-lattices displaces by
(
1
4
, 1
4
, 1
4
)
ac along the space diagonal. In the zinc-
blende lattice (b), both fcc lattices are occupied by different atoms, e.g. Ga
and As. The structure can be thought of as bilayers of Ga-As stacked in a
sequence ABCABC... . The hexagonal wurtzite structure (c) is build from
bilayers stacked in a sequence ABAB... .
two different ways to arrange the second layer above the first on, denoted as ’B’
and ’C’ in figure 2.4. In the ZB structure, the crystal naturally adapts a stack-
ing sequence of the order ’ABCABC’. This stacking can also be described by a
hexagonal structure with lattice parameters ah and ch =
√
3 ac (cf. appendix
A). Besides this fcc-type of stacking, two subsequent layers may also order in an
alternating manner like ’ABABAB’, known as hexagonal closed packing (hcp)3.
The unit cell of this structure can only be described by a hexagonal Bravais
lattice. In the binary compounds like GaAs, the corresponding structure is
of the wurtzite (WZ) type and displayed in figure 2.3(c). Due to the reduced
number of layers, the geometrical lattice parameter cwz of this structure is by
2/3 shorter than the cubic one. In addition, GaAs and other III-V materials
are expected to exhibit small deviations in lattice parameters in the WZ phase
compared to the ZB one (see below).
Table 2.1 summarizes the bulk lattice parameters of the cubic and hexagonal
structures of Si and GaAs, respectively[79]. The bulk materials have a lattice
mismatch of a
c
GaAs−acSi
acSi
= 4.1%.
3In a model of hard spheres, both fcc and hcp structures have the same filling factor of 74%.
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Figure 2.4: Stacking-sequence of the cubic close packed structure, correspond-
ing to a view along the [111] direction of a fcc structure.
ah / Å ah = 1√
2
ac / Å ch =
√
3 ac / Å
Si 5.43102 3.8403 9.4068
GaAs 5.6536 3.9977 9.7923
Table 2.1: Bulk lattice parameters of silicon and GaAs at room temperature
[from [79]].
2.3 Zinc-blende - wurtzite polytypism
In its bulk phase, GaAs adapts the cubic zinc-blende structure as presented
in section 2.2. Figure 2.5(left) shows a view of this structure along the [1 0 1]c
direction, visualizing the stacking sequence ABCABC. The structure consists
of pairs of Ga and As atoms, whose coordinates differ only along the [1 1 1]
direction (e.g. the rows (a) and (a’) or (b) and (b’)). For the sake of simplicity,
this pairs of atomic planes will be denotes as monolayers (ML), which are then
stacked in a sequence ABCABC... to form the ZB structure.
Because NW growth proceeds in a layer-by-layer scheme along the cubic [1 1 1]
direction, often stacking faults and rotational twins are observed. A rotation
twin is a special type of stacking fault in the ZB lattice, by which the stacking
sequence is inverted at a twin boundary, corresponding to a rotation of the
initial ZB lattice by 180◦ along the growth direction. A rotational twin changes
the initial sequence in the form (ABC[AB|A]CBA), with the twin boundary
indicated by the vertical line. As we see, a twin boundary leads to the formation
of one layer (layer B in above example) in a hexagonal environment, denoted
by square bracket. The defect is shown in the second view of figure 2.5.
In principal, twin boundaries can be inserted into the crystal after every
13
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monolayer. If two twin boundaries occur at subsequent monolayers, the initial
stacking sequence is preserved after the faulted segment. If a twin boundary
occurs after each monolayer, the entire ZB structure is transformed into the
hexagonal wurtzite structure with stacking sequence ABABAB, shown in figure.
2.5(right).
Figure 2.5: View along the [1 0 1]c direction on the zinc-blende structure
(ZB), a twinned ZB structure and the corresponding direction in a hexag-
onal wurtzite (WZ) structure.
For NWs grown using the VLS mechanism, it is assumed that the nucleation
process of the growing MLs strongly influences which of the different polytypes
grows. As first calculated by Glas et al. [51], the formation of the one or other
polytype can be related to the change in supersaturation during growth, which
is affected by the side-wall energies of the forming NW facets together with the
contact angle of the liquid droplet. Controlling the density of growth faults is
one of the main issues in NW growth.
Hexagonality Besides the cubic zinc-blende and the hexagonal wurtzite phase,
other periodic structures with larger unit-cells are possible if the stacking se-
quence can change arbitrarily. For example, the 4H structure has a unit-cell of
four bilayers, arranged in a sequence ABCBABCB. To classify these structures,
it is convenient to define the hexagonality, given by the fraction of bilayers in
the unit-cell that are arranges in a hexagonal environment, i.e. layers stacked
between equal layers on either side [106]. In this respect, the cubic ZB structure
has a hexagonality of 0%, the 4H structure 50% (the layers C and A) and the
14
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WZ structure 100%. If we assume that the initial structure is the ZB one (0%
hexagonality), the hexagonality can also be calculated as the inverse distance
of subsequent twin-boundaries.
Based on density functional theory (DFT) calculations it was predicted that
for III-V compounds like GaAs, InAs or InP, the c/a-ratio , given by two times
the distance of the hexagonal close packed planes divided by the in-plane atomic
distance ah, increases as function of the hexagonality from the ideal value of
1.633 for the zinc-blende structure. This increase is realized by a relative de-
crease of the in-plane lattice parameter ah and an increase in the lattice plane
spacing along the c axis [106]. For InAs and InSb NWs, Kriegner et al. studied
the lattice parameters of the cubic zinc-blende phase as well as the hexagonal
4H and the wurtzite structure. They showed that in accordance with DFT cal-
culations, the vertical lattice parameter increases gradually for a transition from
ZB to WZ, whereas the in-plane lattice parameter decreases at the same time.
The transition in lattice parameter was found to be an almost linear function of
the hexagonality[74]. For the specific case of GaAs nanowires, different values
have been reported in literature, and in particular the functional dependence
on the hexagonality was not observed yet (cf. chapter 5).
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In this chapter we describe the basic principles of x-ray diffraction from crys-
tals in the kinematic approximation, i.e. neglecting multiple scattering and
diffraction effects that become important for highly perfect, large crystals and
are described by the dynamical theory of x-ray diffraction [6]. The kinematic
approximation is sufficient to describe the diffraction experiments from small
nanostructures performed in this work.
For the sake of completeness, in section 3.1 the definitions of the crystal
lattice, lattice planes as well as the reciprocal lattice are briefly introduced. In
section 3.2, the necessary principles of x-ray diffraction are introduced, followed
by a definition of reciprocal space coordinates in the special case of hexagonal
structures, allowing to describe the diffraction from nanowires with arbitrary
stacking sequences of hexagonal close packed layers in section 3.3. Finally, the
realization of the diffraction experiments at synchrotron sources is described
in section 3.4, including the focussing of x-rays to the nanometer regime, data
acquisition and the experimental constraints imposed by the nanodiffraction
setup.
3.1 Crystals and the reciprocal lattice
A crystal is characterized by a periodic lattice and a basis, attached to each
lattice point. Here, the basis is in the simplest form a single atom, but can
also be a large group of atoms or a complex molecule. This basis is arranged
periodically in space at a set of lattice points (the lattice), which is defined by
the set of vectors r that can be expressed as
r = u a1 + v a2 + w a3 (3.1)
with integers u, v andw. The vectors a1,2,3 are called primitive translation vec-
tors of the lattice. The choice of these vectors is not unique, as many different
sets of translation vectors can define the same set of lattice points. The paral-
lelepiped defined by the vectors a1,2,3 is called primitive unit cell if it contains
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only one lattice point. As we will see below, for the description of crystals it is
often convenient to replace the primitive lattice vectors by a set of vectors that
more directly represents the symmetry of the crystal. In this case, the primitive
translations and unit cell can be replaced by a set of crystal axes together with a
basis of more than one atoms. In this case, the unit cell spanned by the crystal
axes is not primitive anymore and contains more than one atom or lattice point,
respectively.
Atomic planes in crystals
The periodic arrangement of lattice points in a crystal allows to systematically
define lattice planes that make up a crystal. The orientation of a lattice plane
with respect to the crystallographic axes is characterized by the Miller indices
(h k l), which are obtained by first determining the intercepts of the plane with
the crystal axes in terms of the lattice constants a1,2,3, then taking the reciprocal
of these values and finding integers (h k l) having the same ratio. If a plane runs
parallel to one of the crystal axes, the corresponding index is 0. Figure 3.1
demonstrates this principle for exemplary planes of a cubic crystal. The set
of symmetry equivalent planes in a crystal, for example the side-planes of a
cube in a cubic crystal, is denoted by curly brackets (e.g. {1 0 0} for the cubic
side-planes).
The distance between two subsequent planes with Miller indices (h k l) can
be calculated, if the lattice constants and type of the underlying Bravais lattice
are known. For the cubic and hexagonal lattice, the distances can be calculated
according to
dchkl =
a√
h2 + k2 + l2
; dhhkl =
a√
4
3
(h2 + h k + k2) +
(
a
c
)2
l2
(3.2)
Similar to the definition of lattice planes, a direction in a crystal is denoted
by indices obtained from the coordinates of the directional unit vector with
respect to the crystal axes. These indices are written in square brackets [h k l].
For example, the [1 0 0] direction is parallel to the a1 axis, whereas the [1 1 1]
direction in a cubic crystal points along the space diagonal. By construction,
the direction [h k l] is perpendicular the plane with the same indices (h k l).
As a peculiarity, in order to account for the symmetry of a hexagonal crystal,
the indices and directions in the hexagonal system are denoted by four indices
18
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Figure 3.1: The orientation of the planes with Miller indices (1 0 0), (1 1 1) and
(2 1 0) in the cubic unit cell.
(h k i l), where i=-(h+k). The concept is depicted in figure 3.2, where besides the
crystal axes a1 and a2 (corresponding to the indices h and k) a third direction
ai is introduced, referred to by the index i. By obeying the relation for i, the
direction parallel to a1 is referred to as [2 1 1 0], whereas the direction [1 0 1 0]
is rotated by 30◦ with respect to a1 and 90◦ compared to a2. As we will see,
this construction is consistent with the corresponding reciprocal lattice of a
hexagonal lattice.
The reciprocal lattice
Closely related with every crystal structure is the reciprocal lattice. If the lat-
tice structure in real space is characterized by the set of vectors R, then the
reciprocal lattice is defined as the set of reciprocal lattice vectors G, that fulfill
the condition
eiG·R = 1 . (3.3)
Therefore, the scalar product G · R needs to be an integer multiple of 2pi. If
the vectors R are defined as a linear combination of the primitive translation
vectors a1,2,3, then the vectors G can be expressed by a linear combination of
primitive vectors of the reciprocal lattice b1,2,3 according to
Ghkl = hb1 + k b2 + l b3 (3.4)
with
b1 = 2pi
a2 × a3
a1 · (a2 × a3) ; b2 = 2pi
a3 × a1
a1 · (a2 × a3) ; b3 = 2pi
a1 × a2
a1 · (a2 × a3) (3.5)
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Figure 3.2: Representation of
directions in the hexagonal co-
ordinate system using three
indices h, k and i=-(h+k).
In this formalism, a direction
along the basis-vector a1 is in-
dexed as [2 1 1 0], whereas the
description [1 0 0 0] is not al-
lowed. (adapted from [73])
The set of the reciprocal vectors G defines the reciprocal lattice. It can be
shown that the reciprocal lattice vectorGhkl is perpendicular to the plane (h k l),
and the magnitude Ghkl is inversely proportional to the lattice plane spacing
according to Ghkl = 2pidhkl .
3.2 X-ray diffraction from nanostructures
The scattering of x-rays from a single free electron is described by the Thomson
scattering. In a classical picture, a charged free electron is accelerated by the
incoming electromagnetic wave. The resulting oscillation of the electron leads
to reemission of a spherical wave with the same frequency as the original wave
and a dipole angular distribution. At large distance R of the electron from the
observer, the amplitude of the scattered wave is given by [125]
Arad(r, R) = roPA0e
iki·r e
ikR
R
(3.6)
where P is a polarisation factor depending on the scattering geometry, and
elastic scattering is considered with |ki| = k = 2pi/λ. The equation holds for
both electric and magnetic field amplitudes.
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Figure 3.3: The scattering of a
incoming wave with wave vec-
tor ki at different positions r in
a volume V with electron den-
sity ρ(r) leads to a phase dif-
ference r · (kf − ki) and there-
fore interference between the
scattered waves in a large dis-
tance R. (adapted from [72])
In the kinematic approach, multiple scattering is neglected and the total
scattered amplitude is given by a coherent summation over all scattered partial
waves, described by the objects electron density ρ(r) (compare figure 3.3):
Arad(R) = A0r0P
∫
ρ(r)eiki·r
eik|r−R|
|r−R|dr. (3.7)
The integration is performed over the coherently illuminated volume.
In case that the distance between sample and detector R is much larger than
the size of the coherently illuminated sample (r), the Fraunhofer approximation
can be applied and equ. (3.7) becomes:
A(q) = A0r0P
eikR
R
∫
ρ(r)eiq·rdr (3.8)
where q is the scattering vector defined as:
q = kf − ki (3.9)
We thus see that the scattered amplitude is proportional to the Fourier trans-
form of the object’s electron density. In a infinite, perfect periodic lattice, (3.8)
leads to sharp Bragg peaks in reciprocal space because the integral vanishes
whenever q is not equal to a reciprocal lattice vector Ghkl. The description of
the diffraction condition q = Ghkl is equivalent to Bragg’s law, describing the
constructive interference of partially reflected x-ray waves at lattice planes with
distance dhkl by the necessary diffraction condition
Bragg’s law: nλ = 2 dhkl sin θB, (3.10)
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with n being an integer number and θB the Bragg angle.
Taking into account that the scattering centers in a solid are given by the
location of the electrons, for a crystal of finite size the integral can be replaced
by a summation over all electrons. To this end, it is convenient to write
r = rcell + rn + r
′
n,
where rcell is the position of the different unit cells in the crystal, rn is the
position of atom n in the unit-cell and r′n describes the electron-distribution
around atom n. This replaces the integral by a summation of all atoms in the
unit-cell and a sum over all unit cells:
A (q) ∝
∑
n
(∫
ρ(r′n) e
iq·r′ndr′n
)
︸ ︷︷ ︸
atomic form factorfn(q)
eiq·rn
∑
cells
eiq·rcell (3.11)
=
∑
n
fn(q)e
iq·rn
︸ ︷︷ ︸
structure factorF (q)
∑
cells
eiq·rcell︸ ︷︷ ︸
lattice sum
(3.12)
Here, the integral of the electron density of the atom n in the unit cell has
been replaced by the atomic form factor fn.4. The first sum, the structure
factor F (q), determines the intensity of a certain Bragg reflection, whereas the
second lattice sum defines the possible locations of reflections in reciprocal space
whenever q equals a reciprocal lattice vectorGhkl. In appendix A, the structure
factors of the zinc-blende and wurtzite crystal structures are discussed.
Any deviation from a perfect infinite lattice leads to intensity away from
the exact Bragg position. Even for the most perfect available crystals, the
introduction of a surface truncates the periodic lattice into one half of the
space, as a consequence leading to so called crystal truncation rods (CTR)
perpendicular to the surface [123].
Another deviation from the perfect infinite lattice is given if the diffracting
object has a finite size or the atoms within the structure are displaces from
their ideal positions, for example if the crystal is strained. To encounter for
this effects, a nanoobject is usually described by a shape function Ω (r), de-
fined as unity inside the volume of the object and zero outside. If the object
4Tabulated parametric functions for the atomic form factors of the elements can be found
in the International Tables for Crystallography [115].
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is additionally strained, the displacement of the atoms from their unstrained
reference positions can be described by a displacement field u (r), depending on
the position r itself. In this case, 3.8 is written as.
A(q) = A0r0P
eikR
R
∫
ρ(r) Ω (r) eiq·(r+u(r))dr (3.13)
For elastically strained objects, we can assume that the extend of the dis-
placement field is much larger than the size of a unit cell and approximate that
all atoms in the unit cell are displaced by the same amount. For a nanoobject
of volume V , the diffracted intensity in the vicinity ∆q of a reciprocal lattice
point G can then be expressed as [140]
IG (∆q) =
|F (G)|2
V 2
|AG (∆q)|2 (3.14)
with
AG (∆q) =
∫
Ω (r) eiG·u(r)ei∆q·rdr. (3.15)
Here, F (G) is the structure factor of the Bragg reflection G. We thus see
that this diffuse intensity can be obtained by a Fourier transformation of the
displacement field, projected onto the probed reciprocal lattice vector G.
In a common approach to simulate the diffracted intensity from a strained
nanostructure, the displacement field u (r) is obtained within a finite element
method (FEM) simulation of the elastic deformation in the structure, subjected
to an external perturbation, e.g. a tensile or compressive stress at the heteroin-
terface between two different materials or applied electric fields (cf. section
6.3).
For a strain-free object of finite size, the scattered amplitude is given by
the Fourier transform of the objects shape, and hence the measured intensity
will show characteristic modulations whose distance is inversely proportional
to the object’s size. As example, this is illustrated in figure 3.4, showing a
2-dimensional hexagon of constant electron density and the square modulus
of its Fourier transform (b), which is proportional to the expected intensity
distribution around a reciprocal lattice point. The intensity shows characteristic
streaks of intensity, arising from the side-facets of the hexagon, together with
modulations of the intensity whose distances are inversely proportional to the
diameter of the hexagon (fig. 3.4(c)).
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Figure 3.4: (a) A regular
hexagon with diameter
of D=500 nm and con-
stant, homogeneous den-
sity and (b) the square
modulus of its Fourier
transformation, which is
equivalent to the inten-
sity distribution around
a reciprocal lattice point.
(c) A Line profile along
the qx direction (dashed
line in (b)). Thickness-
fringes measure the di-
ameter of the hexagon.
Coherent x-ray diffraction
From equation (3.8) we see that a precise measurement of the scattered ampli-
tude should allow to retrieve the object’s election density by an inverse Fourier
transformation. However, in a conventional x-ray diffraction experiment only
the intensity, given by the squared modulus of the amplitude, can be measured,
thus the phase-information is lost and a direct inversion of the measured data
impossible. This problem is also known as the phase-problem in crystallography.
In recent year, many attempts have been made to overcome this issue. One key
experiment for future free electron lasers (FELs) will be the measurement of the
coherently scattered intensity from single molecules, allowing to reconstruct the
molecules’ structure without the need of a prior crystallization [19, 129]. Vari-
ous methods have been proposed to retrieve the full information of an object’s
amplitude and phase from a measured intensity pattern. The most prominent of
those methods rely on either the direct encoding of the phase information using
holographic methods [47, 17], or on the reconstruction of the phase information
based on the measured amplitude and certain constraints, like a known max-
imum size or symmetries, of the scattering objects or ptychographic methods
[49, 93, 124, 122, 52]. Important for a successful reconstruction is the coher-
ence of the illuminating x-ray beam, ensuring that all scattered photons have
a common phase relation and produce an interference pattern with high visi-
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bility. Synchrotron sources provide partially coherent radiation. Here, a fully
coherent illumination of an object can be obtained if the size of the incom-
ing x-ray beam is reduced to the coherent volume, given by the properties of
the synchrotron-source [88]. In coherent x-ray diffraction, the three-dimensional
amplitude around a selected Bragg peak is measured with high resolution, while
the sample is illuminated with a fully coherent x-ray beam. In order to retrieve
the amplitude and phase information of the diffracting object, iterative algo-
rithms can be applied, as will be further discussed in section 4.3.
3.3 Indexing reciprocal lattice points
Later on, x-ray diffraction from nanowires grown on GaAs (1 1 1) and silicon
(1 1 1) surfaces will be described. Due to an epitaxial relation with the sub-
strate, also the nanowires have the same principal orientation, i.e. they consist
of hexagonal close packed atomic layers stacked along the [1 1 1] direction. To
encounter for the hexagonal symmetry in the (1 1 1) planes, it is convenient
to index the reciprocal lattice points in a surface-coordinate system that ex-
hibits the hexagonal symmetry. In the following, we will use the superscript
c to refer to the cubic coordinate system and the superscript h to refer to the
corresponding hexagonal surface-coordinate system of the cubic structure.
Following usual definitions, it is possible to relate the cubic and the hexagonal
surface-coordinate systems using a matrix transformation. Given the basis of
the cubic structure by the vectors ac1 = a0xˆ, ac2 = a0yˆ and ac3 = a0zˆ, an
appropriate basis in the surface coordinate system is given by [44]
ah1 =
1
2
(ac1 − ac3) =
1
2
a0 (xˆ− zˆ)
ah2 =
1
2
(−ac1 + ac2) =
1
2
a0 (−xˆ+ yˆ) (3.16)
ah3 =(a
c
1 + a
c
2 + a
c
3) = a0 (xˆ+ yˆ + zˆ) .
This vectors describe a hexagonal system with ah1 = ah2 = a0/
√
2, ah3 =
√
3 a0
and angles ∠(ah1 , ah2) = 120◦ and ∠(ah1 , ah3) = ∠(ah2 , ah3) = 90◦. Using equations
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(3.5), the reciprocal lattice vectors of this lattice are calculated as
bh1 =
2
3
(bc1 + b
c
2 − 2bc3) =
2pi
a0
2
3
(xˆ+ yˆ − 2zˆ)
bh2 =
2
3
(−bc1 + 2bc2 − bc3) =
2pi
a0
2
3
(−xˆ+ 2yˆ − zˆ) (3.17)
bh3 =
1
3
(bc1 + b
c
2 + b
c
3) =
2pi
a0
1
3
(xˆ+ yˆ + zˆ) .
This vectors describe again a hexagonal system with bh1 = bh2 =
4pi
a0
√
2
3
, bh3 =
2pi√
3a0
and angles ∠(bh1 ,bh2) = 60◦ and ∠(bh1 ,bh3) = ∠(bh2 ,bh3) = 90◦. Compared to
the initial lattice, the reciprocal lattice is rotated by ∠(bh1 , ah1) = 30◦. This is
consistent with the introduction of directions in the hexagonal notation, showing
that the [1010] direction in the hexagonal notation is rotated by 30◦ with respect
to the ah1 axes.
Using equations (3.17) for the transformation of the reciprocal lattice in the
hexagonal coordinate system, the indices (h k l)h of a reciprocal lattice point
in this coordinate system can be related to the indices (h′ k′ l′)c in the cubic
system via the matrix transformation [81]:
 hk
l

h
=
 1/2 0 −1/2−1/2 1/2 0
1 1 1
 h′k′
l′

c
(3.18)
and the inverse relation
 h′k′
l′

c
=
 2/3 −2/3 1/32/3 4/3 1/3
−4/3 −2/3 1/3
 hk
l

h
(3.19)
It is common to add the third index i = −(h + k) for the description of the
reciprocal space vectors in the hexagonal surface coordinate system, compare
the concept introduced for the directions in the real space lattice 5. Figure
5For the description of a vector in reciprocal space, the third index i can not be visualized
by an additional vector as shown in the real-space representation of fig. 3.2. However, the
third index i is very convenient, because all symmetry equivalent reciprocal lattice vectors
can be obtained by permutations of the indices (h,k,i) and (-h,-k,-i).
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3.5 schematically displays the relation between real and reciprocal space in the
hexagonal coordinate-system.
Throughout this text, we will use notations (h k l)c with the superscript c if the
indices refer to the cubic coordinate system of the bulk material and notation
(h k i l)h with four indices and superscript h if we refer to the hexagonal surface-
coordinate system of the cubic lattice.
Figure 3.5: Relation between real lattice
(ah1 , a
h
2) and reciprocal lattice (bh1 , bh2) in
the hexagonal coordinate system. Exem-
plarily, four reciprocal lattice points are
shown. They correspond to planes with
the same indices.
Figure 3.5 shows the arrangement of reciprocal lattice vectors in the (h k)h
plane. Possible Bragg reflections line up along truncation rods perpendicular
to this plane along the L direction, and the structure factors F determine the
position and intensity of allowed Bragg reflections. For a given choice of basis
vectors of the reciprocal coordinate system, which can for example be given
by the orientation of the substrate, zinc-blende type NWs may grow in the
same orientation (non-twinned) or twinned, both structures having different
positions of allowed Bragg reflections in reciprocal space. The resulting positions
of allowed Bragg reflections for both ZB orientations and the WZ structure are
sketched in figure 3.6 for different truncation rods.
Whereas the in-plane structure of the wurtzite lattice is equivalent to the
zinc-blende one, the c axis is by a fraction of 2/3 shorter than the native c axis
of the zinc-blende structure (cf. figure A.1). Consequently, the reciprocal lattice
vector bWZ3 of the WZ structure is 3/2 longer than bh3 of the ZB structure in the
surface coordinates. Hence, the reciprocal lattice points of the WZ structure
are found at multiples of 1.5L in the surface coordinate system. To distinguish
the different length of the bWZ3 vector, the corresponding indices are denoted
as (h k i l)WZ with superscript WZ.
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Figure 3.6: Locations of Bragg
peaks of the zinc-blende,
twinned zinc-blende and
wurtzite structure on different
(h,k,l)-rods in the surface
coordinate system. Due to the
different c lattice-parameter,
Bragg peaks of the wurtzite
structure arise at multiples of
1.5 in the coordinate system
of the ZB phase. (adapted
from [81])
Diffraction from structures with arbitrary stacking sequence
In nanowires grown along the cubic [1 1 1] direction often stacking faults are
observed (cf. section 2.3). In this case, usually no strictly periodic structure is
obtained, and the definition of unit-cells for stacking sequences ’ABCABC’ or
’ABAB’ breaks down. Hence, equation (3.12) can not directly be used for the
calculation of the diffracted intensity. Instead, it is convenient to rewrite (3.12)
for the specific arrangement of atoms. For a finite number of atoms, equation
(3.12) can explicitly be written as.
A (q) ∝
∑
atomsn
fn(q) e
iq·rn (3.20)
We now rewrite the sum in the above equation in order to retrieve an expres-
sion that depends on the stacking-sequence of monolayers in the nanowire. To
be able to calculate the scattered intensity from an arbitrary arrangement of
layers, we first note that the origin of the coordinate system can be chosen arbi-
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trarily, as a constant offset of all atomic position leads to a constant phase-shift
at a given value of q that can not be observed in the intensities.
In general, any nanowire is composed by M monolayers stacked in a distance
d111 = a
c/
√
3 above each other. Each monolayer consists of a Ga and an As
atom, displaced by a quarter of the hexagonal unit-cell (d(Ga−As) = √3ac/4)
along the growth direction direction. In addition to the vertical displacement,
the atoms in subsequent monolayers are shifter laterally with respect to each
other, depending on the stacking. Figure 2.4 depicts the three different ar-
rangements of atoms in layers of type A, B and C, respectively. Compared
to the first layer, which we arbitrarily define as being of type A, the lay-
ers B and C are shifted laterally by the vectors sB =
(
2
3
ah , 1
3
ah , 0
)h and
sC =
(
1
3
ah , 2
3
ah , 0
)h in the hexagonal surface-coordinate system, respectively.
The position rn = rin−plane + rplane of each atom can thus be decomposed into
a vector lying in the hexagonal close packed plane rin−plane and the position of
the plane with respect to the origin, which we can define as the center of the
first atomic layer of the NW:
rplane = md111cˆ+ sm, with sm =

0 layer m is of type A(
2
3
ah , 1
3
ah , 0
)h layer m is of type B(
1
3
ah , 2
3
ah , 0
)h layer m is of type C
(3.21)
Here, m is an integer number counting the MLs in the NW. Using this definition
for the positions of the atoms, we obtain
A (q) ∝
∑
bilayers
(∑
atoms
fn(q) e
iq·rin−plane
)
eiq·rplane (3.22)
We now assume that apart from this lateral shift, each layer of atoms is identical
to the previous one and write
A (q) ∝ Slayer(q)
N∑
m=0
eiq·(md111cˆ+sm) (3.23)
with the in-plane structure factor Slayer(q) containing the information about
the lateral arrangement of the atoms in the bilayers. For our purpose this
approximation is sufficient, but the exact orientation of the nanowire’s side
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facets is neglected. In fact, different types of facets can be observed in NWs
[34, 85] and they play a vital role in the growth process, as the surface energy of
the side facets is one of the most important parameters in the kinetic description
of NW growth [51, 38].
Equation (3.23) allows us to determine Bragg reflections that are independent
from the exact stacking-sequence and hence stacking-faults. If we use the trans-
lation vectors sB and sC , we realize that the stacking sequence leads to phase-
factors in the amplitude in the form of φB = ei(2pi/3)(2h+k) or φC = ei(2pi/3)(h+2k),
respectively. This terms vanish, whenever
h− k = 3N N ∈ Z : reflection independent of stacking faults (3.24)
All reflections for which (3.24) does not hold are sensitive to stacking faults
and depending on the reflection and the exact stacking-sequence, they broaden
in reciprocal space [145, 7]. For a coherent illumination of a single nanowire con-
taining stacking faults, the phase shifts lead to a complex interference pattern
(speckles)[43], as will be observed in section 4.4.
3.4 Experimental realization
The most appropriate tool to perform x-ray scattering and diffraction mea-
surements from small samples with high accuracy and statistics is the use of
third generation synchrotron radiation. Here, x-ray radiation is generated in
a dedicated electron storage ring, making use of the fact that accelerated elec-
trons emit radiation. This happens whenever their path is bend, either in a
bending-magnet used to force the electrons around the circular synchrotron, or
in dedicated insertion-devices installed on straight sections of the storage ring.
In this wigglers or undulators, an alternating series of opposite magnets is used
to force the electrons on an undulating track, enhancing the intensity of the ra-
diation emitted in the forward direction. General introductions to synchrotron
radiation can be found in [5, 94]. Prior the experimental station, x-ray optical
elements are used to select a wavelength of the radiation for the experiment or
to shape the beam by focussing elements or apertures. For the former, pairs
of Bragg reflections on highly perfect crystals (often silicon) are used in order
to obtain a monochromatic x-ray beam for diffraction experiments. The work-
ing principle of focussing elements and the general layout of the experimental
station are discussed in the following.
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Focussing synchrotron radiation
The conventional size of the synchrotron x-ray beams at the position of the
sample is in the order of several 10 to 100s of µm. Whereas this beam size is
convenient to study ensembles of nanostructures on a surface, the x-ray beam
needs to be focussed down to the nm regime in order to probe single nanostruc-
tures. Besides the requirements of a small focal size, important properties like
the coherence of the x-ray beam should not be affected and the setup should
allow for a reliable alignment. A common way to achieve small focal spots is
the use of fresnel zone plates (FZPs) [65] or compound refractive lenses (CRLs)
[132]. Whereas the former uses the diffraction of the electromagnetic waves, the
latter relies on geometrical refraction effects to focus the x-ray beam.
Here, a FZP has been employed to focus the x-ray beam on the sample
position. Figure 3.7 shows a SEM image of a FZP similar to the one used in
the experiments and a sketch of the experimental setup. In general, a FZP
can be regarded as a circular diffraction grating [105]. It is composed by zones
of decreasing radius rn designed in such way, that the optical path difference
between waves emerging from subsequent zones towards the focal point is λ/2.
The out-of-phase portion of the wave in every second zone is either absorbed
or phase-shifted to add up constructively at the focal point. For wavelengths
much smaller than the focal distance, the radius of the n’th zone is given by
rn =
√
n f λ and the width of the n’th zone is ∆rn = rn/(2n). The minimum,
diffraction limited focal size ∆s of the first order diffracted beam that can be
achieved for a given FZP can be calculated using the Rayleigh-criterion to be
∆s = 1.22∆rn (3.25)
For a given wavelength, the FZP creates several focal points, located at the focal
distance f and odd-integer fractions ±f/3, ±f/5.... To produce a well defined
beam that illuminates the sample, in an experimental realization all but the
first diffraction orders are blocked by a spherical order-sorting aperture (OSA).
Figure 3.7 shows a sketch of the experimental setup with a central beamstop
and the OSA, placed before and after the FZP, respectively. Using this setup,
all higher diffraction orders and the transmitted direct beam are blocked by the
apertures. Prior the experiment, special care has to be taken in order to align
all elements on the optical axis. As the focal length depends on the used x-ray
wavelength, the correct distance can be determined experimentally before the
experiment by determining the minimum beam size as function of FZP-sample
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distance. Unavoidably, focussing the x-ray beam to a smaller size leads to a
large divergence of the incident x-ray beam if the full aperture of the FZP is
illuminated. The effect on the resolution in reciprocal space is discussed in
appendix B.
Figure 3.7: (left) Scanning electron micrographs (overview and outermost re-
gion) of a Fresnel zone plate similar to the one used in the experiment. The
zones are made of Au with a height of 1µm and an outermost zonewidth of
100 nm [from [65]]. (right) Schematic view of the experimental setup. The
FZP focusses the beam on the sample. A central beamstop and a circular
aperture are used to block the transmitted beam and all but the first diffrac-
tion order. Slits in front of the FZP can be used to select the coherent volume
of the synchrotron beam (red).
The FZP used in the experiments in this work has been made of Au with 200
µm diameter and 100 nm outermost zone width. For a coherent illumination, a
coherent size of 60µm×20µm (vertical × horizontal), given by the properties of
the synchrotron beam [31, 88], has been selected by a set of slits from the total
acceptance of the FZP. As indicated in figure 3.7, this reduces the divergence
of the x-ray beam6. The dependence of the wavefront curvature in the focal
6The sketch in figure 3.7 only illustrates the principle, but does not represent the actual
situation for coherent illumination. Due to the smaller horizontal coherence length of the
synchrotron beam, a segment of the FZP that is displaced along the horizontal axis is
illuminated in practice, although the figure shows a segment that is displaced vertically.
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plane as well as the focal spot size and focal depth as function of the selected
aperture before the FZP was studied in [88], showing that the wavefront can
be used for coherent diffraction experiments and that the focal depth is in the
order of hundreds of µm at the used apertures (290µm focal depth for a fully
illuminated FZP).
Diffractometers and diffraction geometries
As introduced in section 3.2, the diffracted intensity from crystalline objects
is concentrated around distinct points in reciprocal space, and experiments are
performed by adjusting the incident beam (ki) and the x-ray detector (kf ) such
that the momentum transfer q = kf − ki maps a certain region in reciprocal
space around a reciprocal lattice vector Ghkl. For single crystalline material,
this requires high accuracy and control about all degrees of freedom. Figure
3.8 depicts the general setup of a diffractometer used in the experiments. After
passing the monochromator and possible other optical elements of the beam-
line, the x-ray beam from the synchrotron hits the center of rotation of the
diffractometer, in which the sample is placed with the help of translation stages
(x,y,z). Usually, three rotation axes are available for the rotation of the sample
(ω, χ, φ). Depending on the diffractometer, additional rotation stages (goniome-
ter movements, µ) are available to adjust small miss-orientations, for example
to align the orientation of the surface normal with one the main axes. The
detector is usually mounted in a distance of ≈ 1m from the sample and can
be rotated in both vertical (2θ) and horizontal (η) direction. Additionally, a
2-dimensional detector covers the angles (ν, δ) within the detector plane. By a
precise mechanical construction, all rotation axes intersect in a common point,
the center of rotation. In the experiment, both x-ray beam and sample (the
surface or a single nanostructure) are aligned in this point as well.
Restrictions in diffraction geometry
In this work, most experiments have been performed in a quasi coplanar diffrac-
tion geometry, in which the diffracted wave kf lies approximately in the plane
defined by the incident x-ray beam ki and the surface normal of the sample. In
this geometry, the scattering angle is mainly determined by 2θ, and the angle
ν (cf. fig. 3.8) is small (ν / 2◦, η = 0◦.) This restriction was imposed by
the use of the highly-focussed x-ray beam and the required experimental setup,
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Figure 3.8: Sketch of the important beamline components and angles of the
diffractometer. a monochromatic x-ray beam, produced by an undulator in
the storage ring, is obtained by a crystal monochromator, for example a Si
(111) channel-cut crystal. Slits or a Fresnel zone plate (FZP) define the size
of the incident beam on the sample. The sample, depicted by the central
cube, can be translated in all directions (x,y,z) and rotated by the angles
(ω, ϕ, χ). The detector can be rotated in the vertical (2θ) and horizontal (η)
plane. Additionally, a 2-dimensional detector covers the angles (ν, δ) within
the detector plane. For horizontal scattering, an additional angle (µ) can
be used. Depending on the details of the setup, some angles might not be
available in an experiment. Additional components like beam monitors or
attenuators have been omitted.
aiming to reduce mutual vibrations between sample and optical elements. In
general, this strongly restricts the region accessible in reciprocal space and not
all possible Bragg reflections can be accessed. Figure 3.9 depicts two diffraction
geometries possible in this case. Besides lattice planes parallel to the sample
surface (symmetric diffraction), lattice planes inclined to the surface can be
probed in an asymmetric diffraction geometry, if the angle of the probed lattice
plane towards the surface (Φ) is smaller than the Bragg angle θB of the lattice
plane, fulfilling the Bragg condition either for an incidence angles of θB − Φ
(grazing incidence case) or θB + Φ (grazing exit case, shown in the figure).
Due to the restriction Φ < θB and the used x-ray energies between 8 keV and
10 keV, only a small number of all possible Bragg reflections are accessible in the
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Figure 3.9: Sketch of the symmetric and asymmetric diffraction geometry.
Symmetric describes the diffraction at lattice planes parallel to the surface of
the crystal. In the asymmetric case, Bragg’s law is fulfilled at lattice planes
inclined by an angle Φ with respect to the surface, subsequently increasing
or decreasing incidence and exit angles, respectively.
experiment. In the surface coordinate system introduced above, the accessible
region in reciprocal space is sketched in fig. 3.10. For both (1 0L)h and (0 1L)h
truncation rods, a region between L=7 and L=8 could be measured, giving
access to two reflections allowed in the two different twin-orientations of the
ZB lattice, as well as one reflection uniquely sensitive to the wurtzite structure.
For the cubic zinc-blende structure, these reflections correspond to the {3 3 1}c
and {4 2 2}c type of reflections, whereas the indices in the WZ notation are
{1 0 1 5}wz, respectively7. In addition, the {1 1 2 9}h type of reflections could
be accessed, corresponding to the {3 5 1}c reflections. Compared to the (1 0 L)h
type of reflections, this reflection is not influenced by the stacking sequence of
the structure and allowed for all possible crystal types.
Due to the restriction to a quasi coplanar geometry, it is convenient to define a
diffractometer-related coordinate system in such a way, that the z axis is parallel
to the surface normal of the sample, the x-axis parallel to the projection of the
7Here, curly brackets around the indices are used in order to emphasize that all symmetry
equivalent reflections in the hexagonal surface plane are accessible for different azimuthal
orientations of the sample.
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Figure 3.10: Locations of Bragg
peaks of the zinc-blende, twinned
zinc-blende and wurtzite structure
that can be accessed in a coplanar
asymmetric diffraction geometry.
Both reflections sensitive to the
stacking sequence (1 0 L)h as well
as stacking-independent reflections
(1 1 L)h can measured. Besides the
location in the surface coordinate
system, the cubic and wurtzite type
indices are given.
incoming x-ray beam on the surface and the y direction perpendicular to this.
Using the angles αi, αf (incidence- and exit angle of the x-ray beam on the
surface) and ν (scattering angle in the detector plane perpendicular to αf ), the
components of the scattering vector can be decomposed according to [108]
qx =
2pi
λ
(cos αf · cos ν − cos αi)
qy =
2pi
λ
sin ν (3.26)
qz =
2pi
λ
(sin αi + sin αf · cos ν)
In the coplanar geometry used here, αi = ω and αf = 2θ − ω. Later on, ad-
ditional diffraction experiments in a non-coplanar grazing incidence diffraction
(GID) geometry will be performed. Details about this geometry can be found
in appendix C.
Reciprocal space mapping
In most experiments performed in this work, the diffracted x-ray beam has
been recorded using a two-dimensional pixel detector, allowing to simultane-
ously measure the intensity-distribution for a small range of 2θ and ν, respec-
tively. According to equations (3.26), each frame taken at fixed incidence angle
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Figure 3.11: (top) Side-view of
the symmetric diffraction ge-
ometry. A 1- or 2-dimensional
detector covers a wide range
of the scattering angle 2θ in
each frame. If Bragg’s law is
fulfilled, this translates to an
almost straight line (or plane)
in reciprocal space, inclined
by the Bragg angle with re-
spect to the reciprocal lattice
point. Rotation of the sam-
ple by small steps ∆ω allows
the measurement of a recipro-
cal space map. (bottom) Def-
inition of the angles used in
equ. (3.26) to decompose the
scattering vector q in compo-
nents qx, qy and qz.
ω cuts a slice in reciprocal space. Therefore, subsequent frames taken at dif-
ferent incidence angles ω (and possible different detector positions 2θ) allow to
reconstruct the 3dimensional intensity distribution in a given volume of recip-
rocal space [146]. This is illustrated in figure 3.11 for the case of a symmetric
reflection, showing the translation of the detection volume during the rotation of
the sample by a small angle ∆ω. It is important to realize that the mapping of
reciprocal space using this setup is done in non-equally spaced volumetric pixels
(cf. appendix B). For visualization and further analysis of the data in reciprocal
space, the dataset is therefore usually gridded using a numeric algorithm on a
regular spaced grid8.
8All data processing in this work, including the transformation from angular coordinates into
reciprocal space and the data visualization by gridding and rendering, has been performed
within the MATLAB programming language [89].
37
3 Kinematic x-ray diffraction
Object-identification
In order to perform diffraction measurements on single nanoobjects, they need to
be located within the focussed x-ray beam and aligned in the center of rotation.
This can be done using the method of scanning x-ray diffraction microscopy
[96]. In a first step, the sample is aligned in a non-focussed x-ray beam in an
appropriate position, such that the nanostructures fulfill Bragg’s law and the
diffracted intensity can be observed on the detector. After the x-ray beam is
focussed down, the sample is translated below the x-ray beam using a piezo
positioning system, allowing a reliable sample alignment with nanometer res-
olution. Using this piezo scanner, the spatial resolved intensity distribution
of the nanostructure’s Bragg reflection is recorded, creating an intensity-map
of the surface. The general scheme of the experimental setup equals the one
shown in figure 3.7, with the addition that the sample can be translated by
a piezo system of high resolution. An example of the technique is shown in
figure 3.12. Fig. 3.12(a) shows a measurement around the (3 5 1)c reflection
of GaAs nanowires grown on GaAs using a broad x-ray beam of 200µm in
diameter 9. After identification of the nanostructure’s Bragg peak (encircled
region), the spatial resolved intensity distribution was measured, showing well
aligned intensity maxima with periodicity of 3µm, which corresponds nicely to
the arrangement of nanowires observed in SEM images (c).
Experimental setups
ESRF
Most measurements presented throughout this work have been performed at
the ID01 beamline of the ESRF synchrotron source in Grenoble, France [59].
The beamline is equipped with a dedicated setup to perform nanodiffraction
experiments with the help of a focussed x-ray beam.
The x-ray beam is produced by a set of one or two undulators in the syn-
chrotron storage ring. After the initial size of the beam has been defined by a
set of slits in the optics section of the beamline, a Si (1 1 1) monochromator is
used to select the energy of the x-ray photons for the measurements. Typically,
9For more details about the measurement and the nanowires shown in the figure, compare
chapter 4. The color of the figure shows the measured intensity in a logarithmic scale, as
indicated by the colorbar. Later on, the colorbar is usually omitted in the figures.
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Figure 3.12: Identification of single nanoobjects with a focussed x-ray beam:
(a) shows the intensity distribution around a (3 5 1)c Bragg reflection of GaAs
nanowires grown on a GaAs substrate. Because of their different lattice pa-
rameter (compare chapter 4) they cause a separated Bragg reflection (red
circle). (b) shows the intensity distribution of this region in reciprocal space
measured with the focussed x-ray beam. Clearly separated spots can be iden-
tified with distance of 3µm. (c) shows an electron micrograph of the same
sample.
x-ray energies between 8keV and 10keV, corresponding to wavelengths from
1.24Å to 1.55Å have been used here. Behind the monochromator, a set of
slits defines the size of the x-ray beam entering the experimental section of the
beamline. For nanodiffraction experiments, a Fresnel zone plate with 200µm
diameter is placed at the focal distance in front of the center of rotation of the
diffractometer. Together with the FZP, a central beamstop (diameter 60µm)
an order-sorting aperture with opening diameter of 50µm are aligned along the
optical axis, in order to block all but the first diffraction orders produced by the
FZP. For most experiment, a FZP with 100 nm outermost zone width has been
used, resulting in a focal length of 129 mm at a photon energy of 8 keV. The
exact focal length has been optimized for each experiment by measuring the size
of the focussed beam in the center of rotation using the sharp edge of a thin
Au wire and determining the minimum spot size. Typical spot sizes (FWHM)
between 200 nm × 200 nm and 300 nm × 400 nm (vertical and horizontal) have
been achieved, depending on the properties of the the incoming x-ray beam, e.g.
its energy but also quality in terms of coherence and divergence, that is affected
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by the other optical elements in the beamline and for example small vibrations
of them, that will in turn affect the focal spot size. The FZP together with their
apertures can be removed from the optical axis by a translation stage. In this
case, two sets of slits define the size of the x-ray beam at the sample position.
Typical sizes are 50-200 µm both horizontally and vertically.
The sample environment consists (in the newest version since 2011) of two
rotational angles ω and φ (cf. fig. 3.8), that are mechanically decoupled from the
rotations of the detector arm to avoid vibrations of the sample during movement
of the detector. Nevertheless, the sample stage is mechanically coupled with the
FZP, in order to avoid mutual movements between both. The sample is mounted
on a x-y-z piezo stage, allowing a precise positioning of the sample in the nm
range. Larger translations of the sample and alignments of the tilt angles of
a conventional goniometer are realized by a hexapod below the piezo system.
In all coplanar measurements presented here, the sample is mounted with the
surface horizontally. In order to record the diffracted intensity, the detector-
arm was equipped with a two-dimensional MAXIPIX pixel detector [111, 112],
consisting of individual pixels with a size of 55µm x 55µm each and up to 516
pixels along both directions.
Figures 3.13 shows photographs of the diffratometer with indications of the
optical elements. It is worth to note that the mechanical stability of the experi-
mental setup and reliable motor-movements are of fundamental importance for
nanodiffraction experiments, and substantial improvements have been achieved
throughout the time spanned by the measurements reported later on.
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Figure 3.13: Pictures of the new diffractometer of the ID1 beamline at the
ESRF synchrotron source, Grenoble. (a) shows an overview of the diffrac-
tometer, together with the slit systems in front of the sample and the detector.
(b) shows a sideview of the sample-environment and the focussing optics. The
directions of incident and diffracted x-rays are indicated.
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PETRA
Measurements in a non-coplanar grazing incidence diffraction geometry have
been performed at the P08 high resolution diffraction beamline of the PETRA
III synchrotron in Hamburg, Germany. The beamline provides a highly parallel
beam with accurate energy resolution, achieved by two monochromators [128].
The beamline is equipped with a high resolution Kohzu six-circle diffractometer,
shown in figure 3.14. To achieve high resolution along the in-plane scattering
angle in GID geometry and to prevent intensity losses due to the horizontal
polarization of the incoming radiation, the sample was mounted on the diffrac-
tometer with its surface vertically, thus a detector movement along the vertical
direction measures the scattering angle 2θ. In this case, a one dimensional
MYTHEN detector [126] was used to measure the diffracted intensity along the
exit angle direction. Good resolution along 2θ was achieved by a pair of slits
behind the sample and directly in front of the detector.
Figure 3.14: Picture of the Kohzu six-circle diffractometer installed at the P08
beamline of the PETRA III synchrotron, Hamburg [128]. For measurements
in a grazing incidence geometry, the sample is mounted with the surface ver-
tically, in order to obtain a vertical scattering geometry with σ-polarization.
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nanowires grown by MOVPE
In this chapter we study the structure and shape of GaAs nanowires grown in
patterned arrays onto GaAs substrates using the catalyst-free growth by selec-
tive area metal-organic vapor phase epitaxy (SA-MOVPE). In section 4.1, the
growth mechanism and the resulting morphology of the NWs are described. As
we will see in section 4.2, the GaAs NWs have a different lattice parameter
compared to the underlying GaAs substrate. The dimensions of the NWs allow
to perform measurements by coherent x-ray diffraction in section 4.3, in order
to determine both the shape of different NWs and to simultaneously reveal in-
dividual differences in their mean lattice parameters. Finally, in section 4.4
we will evaluate the microstructure of the NWs, exhibiting a large number of
zinc-blende twin defects. Their density is estimated from coherent x-ray diffrac-
tion and electron microscopy. We find that the change in hexagonality of the
resulting structure is consistent with the observed change in lattice parameters.
4.1 Growth details and description of samples
Catalyst-free GaAs nanowires have been grown by selective-area metal organic
vapor phase epitaxy (SA-MOVPE) onto [1 1 1]B oriented GaAs substrates cov-
ered by a 15 nm thick amorphous SiNx layer 10. The silicon nitride has been
deposited by plasma enhanced chemical vapor deposition (PECVD) at 300◦C.
Within an area of 250 x 250µm2 the SiNx layer was partially removed by elec-
tron beam lithography in an electron sensitive resists followed by wet chemical
etching using NH4F:HF:H2O solution, defining a square shaped array of circu-
lar openings with diameters of 450 nm and lateral distances between 1µm and
3µm. Selective-area GaAs growth was carried out using low-pressure (50mbar)
MOVPE in an AIXTRON AIX200 reactor with Thrimethylgallium (TMGa)
10The NW growth has been carried out by Hendrik Paetzelt in the Semiconductor Chemistry
Group, University of Leipzig, Germany.
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Figure 4.1: SEM pictures
of different NW arrays
produced. Both square
(a) and hexagonal (b)
arrangements have been
realized. In (b), varia-
tions in size and shape
of different NWs can
be observed. Occasion-
ally, NWs are missing in
the patterns. (c) and
(d) show NWs of the
sample that has mainly
been studied, exhibiting
NWs with 600 nm diam-
eter and 3µm separation
in a square array.
and Arsine (AsH3) as group-III and group-V material, respectively. The to-
tal flow into the reactor amounted to 7 standard litres per minute (slm). The
growth temperature was set to 750◦C providing equally hexagonally shaped
NWs. TEM measurements on selected GaAs nanowires show that the NWs
grow predominantly in the zinc-blende structure containing a large number of
twins[60, 61, 103].
Figure 4.1 displays SEM images of some of the grown samples, showing the
variety of patterns produced. Both square (a) and hexagonal arrangements (b)
with different pitch between the individual NWs have been produced. Although
NWs grow well separated and with a rather uniform size distribution, several
NWs are usually missing in the periodic pattern. This is attributed to an
incomplete formation of openings in the mask. Also, variations in the shape
between different NWs on the same sample can be observed (compare different
NWs in fig. 4.1(b)), which is attributed to small differences in the initial etching
procedure resulting in a non-homogenous growth. For x-ray measurements using
synchrotron radiation, the sample shown in figures 4.1(c) and (d) has most
extensively been studied, as this sample provides the maximum spacing of 3µm
between the nanowires arranged in a square array of in total 250µm x 250µm.
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At the time of the experiments, the focal size of the x-ray beam allowed only to
clearly separate NWs for this sample. Figure 4.1(d) shows a magnified image of
one of the NWs, showing the well defined formation of six {110} side facets. The
direction of the side facets has been obtained from the relative orientation of
the cleavage planes of the underlying substrate, and the orientation is preserved
also in strongly asymmetrically shaped NWs (e.g. fig 4.1 (b)). The average
height and diameter is estimated to about 380 nm and 600 nm, respectively.
4.2 Average lattice parameters
The x-ray diffraction experiments have been performed at the ID01 beamline at
the ESRF synchrotron source using the nanofocus setup as described in section
3.4. At the time of the experiment, the 8keV x-ray beam was focussed down to
a measured spot size of 220x600 nm2 (FWHM vertical and horizontal, respec-
tively) using a Fresnel zone plate placed 129mm in front of the sample position.
Including the geometrical footprint-effect, this beam size fits well with the size
of individual NWs. In order to achieve an almost fully coherent illumination of
the sample, the incoming x-ray beam was reduced to a size matching the trans-
verse x-ray coherence lengths, both vertically (60µm) and horizontally (20µm).
For ensemble-averaged measurements, the FZP was removed from the optical
axes, leading to a beam size defined by a set of collimating slits.
In order to probe the average lattice parameters of the nanowires we per-
formed measurements at the asymmetric (3 5 1)c reflection, equivalent to the
(1 1 2 9)h reflection, which is not affected by the presence of stacking faults.
The position of the bulk Bragg reflection in coordinates qx and qz is calculated
according to
qz =
2pi
d351
cos(28.56◦) = 57.748 nm−1 ; qx =
2pi
d351
sin(28.56◦) = 31.434 nm−1,
taking into account the Bulk lattice parameter a0GaAs = 5.6536Å. Figure 4.2
shows a 2dimensional reciprocal space map in the qx-qz plane around this re-
flection, measured as an ensemble average of the NW array with a 100x100µm2
sized x-ray beam. The data was integrated along the qy direction. The in-
tense substrate reflection is observed at the expected position, whereas a less
intense peak at smaller qz can be attributed to the NWs. This peak shows
a displacement of ∆qz/qz = −(0.23 ± 0.03)% along the vertical direction,
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indicating an average increase of vertical lattice parameter of the NWs by
0.23±0.03%. At the same time, the peak also shows a lateral lattice mismatch
of ∆qx/qx = (0.1 ± 0.05)% towards a smaller in-plane lattice parameter. The
values have been determined by a 2-dimensional Gaussian fit to the NWs Bragg
peak. As we will see below, this average change in lattice parameter is con-
sistent with the assumption that the presence of stacking faults, leading to a
transition of the NW structure from a cubic zinc-blende one towards a more
wurtzite type structure with higher hexagonality, is accompanied by a gradual
change in lattice parameters.
Figure 4.2: (a) Intensity distribution around the GaAs (3 5 1)c reflection. The
NWs’ Bragg peak shows an expansion of the NWs’ lattice constant along the
vertical and a compression along the lateral direction. (b) Spatial intensity
distribution of the NW peak, showing intensity maxima in a regular array
with 3µm distance. (enlargement of figure 3.12)
The FWHM of the NW reflection in figure 4.2(a) along the qx direction is
estimated to be 0.035 nm−1 . If entirely caused by the NWs’ size, this would
correspond to a diameter of 2pi/0.035 nm−1 = 180 nm. Hence, the peak width
is larger than what could be expected from the pure dimensions of the NWs
and might be caused by a non-uniform distribution in average dimensions or
fluctuations in lattice parameter. However, based on the SEM investigations
the size distribution is much smaller than the large deviation estimated from
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the peak width. In the next section we will use coherent diffraction in order to
compare shape and lattice parameter of different individual NWs, and will see
that indeed fluctuations in lattice parameter are observed. The attribution of
the additional Bragg peak to the NWs is readily verified by measuring the spatial
resolved intensity distribution of this reflection, shown exemplarily in figure
4.2(b). Clearly visible is the spatial distribution corresponding to individual
NWs in a square arrangement with distances of 3µm, including positions of
missing NWs as already seen in the SEM image (fig. 4.1(a)).
Figure 4.3: (a) Sketch of the scat-
tering geometry used. If a single
nanowire is illuminated coherently,
the intensity distribution around its
reciprocal lattice point corresponds
to the Fourier transformation of the
shape (simulation in red). The 2D
detector covers an inclined detection
plane in reciprocal space. (b) Two
NWs have been selected for compar-
ison, one located in the center of the
array (1), one located at the edge
(2).
4.3 Individual variations probed by x-ray
diffraction
(published in paper [I])
Lattice parameter
In order to probe differences in the individual lattice parameters and shapes of
the NWs, we measured the 3-dimensional coherent diffraction patterns around
the symmetric (1 1 1) reflection of different individual nanowires. In particular,
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a NW in the center of the pattern was compared to a NW at the edge of the
NW array (compare fig. 4.3(b)). Figure 4.3(a) shows a sketch of the scatter-
ing geometry used. The focussed x-ray beam illuminates a single NW under
an incidence angle ω close to the GaAs (111) Bragg angle. The center of the
2-dimensional MAXIPIX detector was placed at a fixed scattering angle 2θ, cov-
ering a 2D surface in reciprocal space (grey shaded plane in fig. 4.3(a)). The full
3D intensity distribution is obtained by rotating the incidence angle ω through
the Bragg position and subsequent recording of 2D intensity images at each
position [146]. For every image, the intensity in reciprocal space coordinates
I(qx, qy, qz) of each detector-pixel is obtained from the incidence angle ω and
the two detector coordinates defining the in-plane and out-of-plane scattering
angles according to equations (3.26). Finally, the slightly non-equally spaced
data in q-space was binned on a regular spaced 3D array in reciprocal space
from which data-visualisation and the extraction of slices through the intensity
distribution, e.g. I(qx, qy, qz = const.) were obtained.
Figure 4.4: 3-dimensional
coherent diffraction inten-
sity distribution of a single
nanowire close to the GaAs
(111)c reflection. The red
structure represents an iso-
intensity surface, the map
below shows a cut at constant
qz through the peak from
the nanowire. The region
containing the substrate’s
Bragg-maximum is missing in
the data. All units in nm−1.
Figure 4.4 shows the 3D plot of an iso-intensity surface in reciprocal space,
measured at a single NW in the center of the patterned area around the GaAs
(1 1 1)c reflection. Unavoidably, also the Bragg peak of the substrate, located at
a slightly larger qz, is excited in this case. This gives rise to the vertical crystal
truncation rod of the GaAs substrate, superimposed by interference fringes from
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the finite NW height. Because the intensity of the substrate peak exceeds the
signal of NW by several orders of magnitude, it had to be blocked due to the
limited dynamic range of the detector, leading to the area of missing data,
visible in the lower part of figure 4.4, showing a slice of the diffraction pattern
above through the NW signal.
Due to the coherent illumination, the recorded diffraction pattern is propor-
tional to the square modulus of the Fourier transform of the electron density of
the selected NW. It shows characteristic oscillations due to its finite size and
almost perfect hexagonal symmetry in the plane parallel to the surface.
Figure 4.5: Cut in the qx-
qz plane through the
(111)c-diffraction signal
of the wire in the cen-
ter (a) and at the edge
(b). Vertical lattice
mismatch, tilt of the
NWs diffraction signal
and vertical size are dif-
ferent in both cases. In-
sets show interference
fringes along the CTR,
measuring the height of
the NWs.
As suggested by the large width of the (3 5 1)c reflection discussed above, fluc-
tuations in the individual lattice parameters of different NWs can be expected.
At the time of the experiment, only the symmetric (1 1 1)c reflection could be
probed for different individual NWs, thus only the average vertical lattice pa-
rameter can be compared. Figure 4.5 shows a cut in the qx-qz plane through
the 3D NW pattern around the GaAs (1 1 1)c reflection for a NW measured in
the center (a) and at the edge (b). It displays a modulated intensity along the
CTR (insets) measuring the height, L, of the selected NW by L = 2pi/∆qz. For
the central NW we measure a value of L≈400 nm which is in good agreement
with the height of 380nm measured in figure 4.1(d), taking into account the
sample inclination of 45◦ used for the SEM image. The respective height of the
NW at the edge is L≈360 nm, i.e. 10% smaller than found for the central NW.
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In addition, the tilt of the facet CTRs with respect to the vertical direction in
figure 4.5(b) shows that the side-facets of the NW at the edge are slightly tilted
with respect to the substrate surface, oriented perpendicular to the vertical
CTR. This inclination angle is in the order of 4◦. Furthermore we find that
the lattice mismatch, measured by the distance between the substrates Bragg
peak (indicated by the circle) and the NW’s Bragg peak, differs slightly for
both NWs. It is ∆qz/qz = −(0.25 ± 0.02)% for the central NW and ∆qz/qz =
−(0.20± 0.03)% for the NW at the edge.
Nanowire-shape
In order to analyze the shape of the NWs, a horizontal cut through the center of
the nanowires diffraction pattern was extracted by summation of 8 horizontal
slices (total extension along qz: 0.018nm−1) in the qx-qy plane from the 3D
intensity distribution.
Figures 4.6 and 4.7 show the extracted horizontal slices of the NW measured
in the center and at the edge of the array, respectively. As immediately visible,
the diffraction pattern shown in figure 4.6(a) exhibits a shape close to that of a
perfect hexagon. All the CTRs originating from the six hexagonally arranged
side facets show equally spaced interference fringes. In contrast, the pattern
taken at the edge of the array (fig. 4.7(a)) displays a non-perfect, more de-
formed, hexagon. Here, the spacing between interference fringes varies among
the different CTRs. The respective diameters D of the hexagon can be estimated
from the distances of interference maxima, ∆q||, along a CTR by D = 2pi/∆q||.
We obtain a diameter of about 500 nm for all six CTRs of central NW, but
two different diameters, i.e. 400 nm and 470 nm, for the NW at the edge. The
high quality of the data and the only small deviations from a hexagonal shape
observed in the reciprocal space maps allows an easy estimation of the object’s
shape based on a simulation of the diffraction pattern. As model, a regular
or distorted 2dimensional hexagon with homogeneous density and diameters Di
along the three hexagonal directions was used. The diffracted intensity in the
vicinity of the reciprocal lattice point is obtained from the squared modulus of
a 2D Fourier transform. The model parameters Di were varied to find minimum
deviation from the experiment. Figures 4.6(b) and 4.7(b) shows the simulated
reciprocal space patterns together with the shape of the models indicated by
black insets. Even the small intensity features between the main facet-streaks
are well reproduced and one clearly can distinguish between regular and dis-
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torted NW shape. The NW in the center is an almost perfect hexagon with
a diameter of 500 nm, corresponding to a distance between opposite corners
of 580 nm. Contrary, the NW at the border of the array (fig. 4.7(b)) is con-
siderable smaller and asymmetric, featuring four larger and two shorter side
planes.
Phase retrieval analysis
Although the intuitive analysis of the object’s shape using Fourier transform
gives fast access to results in this case due to the rather simple structure of the
system, the strength of coherent diffraction imaging lies in the possibility of a
model-free, direct imaging of the electron density of the object. The extracted
slices at constant value of the vertical momentum transfer qz contain the infor-
mation about the scattering potential (i.e. the electron-density) of the diffract-
ing nanowire and therefore the shape. Measuring close to Bragg reflections,
additionally opens opportunities for the measurement of atomic displacement
fields within individual nanocrystals [107, 122, 99]. Here, a complex-valued ob-
ject is considered, the amplitude of which represents the electron density of the
object and its phase the displacement field projected onto the probed Bragg
reciprocal space vector as introduced in section 3.2. Because the diffraction
pattern has been recorded using a coherent x-ray beam and a high resolution in
reciprocal space, fulfilling the oversampling criterion [93], an algorithm-based re-
construction of this scattering potential, termed coherent diffractive imaging, is
possible. This method allows the reconstruction of the phase information of the
scattering potential, that is lost during the measurement and therefore prevents
a direct inversion of the diffraction pattern. This problem of phase retrieval can
be accessed through several approaches and a very successful approach is the
Gerchberg Saxton (GS) algorithm. The GS algorithm was introduced in 1972 in
order to retrieve the phase of an object, assuming that its diffraction amplitude
and also the absolute value of the scattering potential are known [49]. In 1982,
it was extended by Fienup et al. to the case that only the diffracted amplitude
is measured and certain constraints are known about the object, leading to the
reconstruction of both absolute value and phase of the scattering potential. The
algorithms introduced by Fienup are known as error-reduction (ER) and hybrid
input-output (HIO) algorithms[45]. The principle of the ER-algorithm is shown
in figure 4.8. Based on an initial guess of the object’s electron density and a
random phase, the diffracted amplitude and phase are simulated using a Fourier
transformation according to equation (3.15). The initial guess of the object’s
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Figure 4.6: (a) Cut at constant qz through the (111)c-signal from a nanowire
in the center of the array. Interference fringes measure a size of 500 nm. (b)
Simulated intensity distribution obtained from 2D FFT of a homogeneous
hexagon (black inset) (c) Amplitude and phase of the diffracting NW obtained
by phase-retrieval analysis of the data shown in (a).
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Figure 4.7: (a) Cut at constant qz through the (111)c-signal from a nanowire at
the edge of the array. Interference fringes measure a inhomogeneous diameter
between different facets. (b) Simulated intensity distribution obtained from
2D FFT of a homogeneous hexagon (black inset) (c) Amplitude and phase of
the diffracting NW obtained by phase-retrieval analysis of the data shown in
(a).
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density is frequently taken from the Fourier transformation of the measured
diffraction pattern, which is the autoconvolution function of the object itself.
Once the diffraction pattern is simulated, the simulated amplitude can be
compared with the measured one (given by the square-root of the intensity),
measuring the overall quality of the simulation. As long as measurement and
simulation do not coincide below a certain level, a loop through the algorithm
is performed:
The simulated amplitude is replaced by the measured amplitude, while the
phase remains unchanged. This replacement defines the constraints in reciprocal
space. A back-Fourier transformation is then applied in order to retrieve the
magnitude and phase of the scattering potential. In order to make the algorithm
converge, constraints in real space have to be applied next. The most vital one is
the constraint of a limited support, i.e. the knowledge that the scattering object
does not exceed a certain size. In this case, all simulated amplitude outside
the support is set to zero, and the iteration is continued by calculating the new
quantities in reciprocal space. One problem of this approach is that the resulting
image obtained by the algorithm is better, the better the support is known, i.e. a
high degree of a priori knowledge about the object is necessary. This drawback
can be overcome by subsequently shrinking the support by creating the support
from a threshold of the calculated amplitude itself as introduced by Marchesini
et al. [80].
Figure 4.8: Sketch of the
Gerchberg-Saxton algorithm.
Starting from an initial guess
of the electron density and a
random phase, the diffracted
amplitude is simulated and
the amplitude replaced by the
measured one (constraint in
reciprocal space). After in-
verse Fourier transformation,
constraints in real space are
applied, e.g. a known finite
size of the object (support).
The algorithm converges
towards the amplitude ρ′ and
phase φ′ of the object.
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In order to retrieve the object directly from the measured data, we used
a combination of standard phase retrieval algorithms, namely error reduction
(ER), hybrid input-output (HIO) and shrink-wrap (SW) [80]11. The algorithms
were applied directly on the 2D data shown in figures 4.6 (a) and 4.7 (a), defin-
ing a 2D phasing problem. In the algorithms, both amplitude and phase in real
space were let to evolve free, with no other constraint apart from the necessary
support constraint [45]. An initial support was assumed from the autoconvolu-
tion function, obtained through inverse Fourier transformation of the measured
intensity pattern. Successive iterations of 50 times the ER algorithm followed
by 2000 times the HIO algorithm were performed. The SW method was ap-
plied every 20 iterations of the HIO algorithm, following the scheme described
in [80]. This approach allowed the support to progressively shrink to a size
slightly larger than the reconstructed object. The performance of the algorithm
was considerably improved with the use of the SW approach in comparison with
a classical iteration of ER and HIO algorithms. Finally, 50 iterations of the ER
algorithm were performed, making a total of 4150 iterations. Following this pro-
cedure, we performed 70 reconstructions starting with different sets of random
phases each time and we averaged the complex-valued solutions, as reported by
Diaz et al. [32].
Figures 4.6(c) and 4.7(c) show the obtained nanowires’ cross-sections (ampli-
tude and phase) corresponding to the diffraction patterns shown in parts (a) of
the figures, respectively. The reconstructed image of the wire in the center of the
sample (fig. 4.6(c)) shows a regular hexagon of equal side facets with a width
of around 500 nm between opposite sides and an almost homogeneous electron
density within the hexagon. On the other hand in the second reconstruction
corresponding to a NW at the edge of the array (fig. 4.7(c)), the reconstructed
object has the shape of an elongated hexagon along one direction, exhibiting
a width of about 480 nm between the two opposite facets along this direction,
while the width between two opposite facets along the other two directions is
about 400 nm and 380 nm, respectively. The electron density within this NW is
not homogeneous, showing a bump in the center. Missing data in both diffrac-
tion patterns, arising from the much stronger Bragg reflection and from the
substrate CTR, have been replaced by their corresponding center-symmetric
points prior to the phase retrieval process. This effectively replaces all missing
11The implementation of the GS-algorithm applied for the reconstruction was written by A.
Diaz, compare also [32, 30].
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data in figure 4.6(a). However, this can not be applied for all missing points in
the case of figure 4.7(a), where some data are missing for both center-symmetric
pixel positions. Such missing data could explain the non-homogeneous electron
density obtained in 4.7(c), as was also reported by Diaz et al. in the reconstruc-
tion of the diffraction pattern from a single InAs NW[32]. The reconstructed
phases show small phase changes up to about δφ = 0.5 radians. In principle, one
could attribute these changes to atomic field displacements along the z-direction
up to about δφ/q ≈ 0.025nm. However, such small phase variations have pre-
viously been obtained in systems in which they were not expected, and they
might be due to a non perfect data quality [32]. Given the parabolic structure
of the phase within the nanowires’ cross-section, one might naively think that
it results from the wavefront of the incoming focused beam. Indeed, the in-
coming beam could very well exhibit a similar curved profile at the focal plane.
However, we note that, due to the Bragg geometry of the experiment, the focal
plane is tilted by an angle of 90◦ − θB = 76.35◦ with respect to the xy-plane
of the nanowires’ cross-section. Therefore, such a phase structure cannot be
explained by the incoming wavefront at the sample position, but is rather due
to artifacts in the experimental data.
The results obtained by phase retrieval are in very good agreement in terms
of shape and size with those obtained above for the Fourier transform analysis.
In addition, they show the realistic spatial resolution due to the extension in
reciprocal space of the measured diffraction patterns. In the vertical direction
(y), the real-space resolution is about 15 nm limited by the measured dynamic
range in intensity. In the horizontal (x) direction a resolution of about 50 nm is
obtained, limited by the range of the rocking scan around the Bragg reflection.
56
4.4 Microstructure of GaAs nanowires
4.4 Microstructure of GaAs nanowires
Based on the diffraction experiments, the NWs are found to exhibit a smaller
in-plane lattice parameter, but a larger lattice parameter along the growth direc-
tion compared to the bulk ZB phase. As discussed in section 2.3, the observed
change in lattice parameter in the SA-MOVPE grown GaAs nanowires can be
understood if we assume that a high density of stacking-faults or rotation twins
is present in the NWs, changing the hexagonality of the crystal structure.
As we have seen above (section 3.3), the (3 5 1)c=(1 1 2 9)h reflection is not
affected by stacking faults. Compared to that, the (1 0 1 L)h direction in the
surface coordinate system will be affected by the presence of stacking faults
and can be accessed in the coplanar experimental geometry. Therefore, addi-
tional measurements have been performed on the NWs inspected before. Here,
the intensity distribution between the cubic (331)c and (422)c Bragg reflections
was measured, corresponding to a range between the (1 0 1 7)h and (1 0 1 8)h
reflections in the surface coordinate system. Reciprocal space maps of the mea-
surements are shown in figure 4.9. Fig. 4.9(a) shows the intensity distribution
around the (4 2 2)c=(1 0 1 8)h reflection of the substrate. Clearly visible is the
crystal truncation rod of the substrate, extending along the qz direction per-
pendicular to the surface. Besides this CTR of the substrate, a second streak
is observed, displaced by ∆qx/qx ≈ 1 · 10−3 from the substrate position (dashed
lines). This displacement is the same as observed around the (3 5 1)c reflec-
tion discussed above. Fig. 4.9(b) shows a larger scale view of the measured
region in reciprocal space. Compared to the cubic (3 5 1)c reflection, no distinct
Bragg peak attributed to the NWs is observed here. Instead, we find a very
homogeneous intensity distribution, extending over the entire range in qz.
After focussing the x-ray beam using the FZP and selecting the coherent vol-
ume only, parts of the same region in reciprocal space have been recorded for
different individual NWs. Figures 4.9(c) and (d) show the measured diffrac-
tion patterns for two different NWs investigated. As visible, the homogeneous
intensity distribution splits up in many speckles. Due to the coherent illumi-
nation, this is expected and was exemplarily analyzed by Favre-Nicolin et al.
using a Monte-Carlo simulation in order to retrieve the detailed arrangement
of stacking-faults for a selected NW [43]. A detailed analysis of this diffraction
patterns is beyond the scope of this work, but the measurement indeed indicates
the presence of many stacking faults. For a quantitative estimate of the defect
density, we can compare the measured intensity distributions in reciprocal space
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Figure 4.9: (a) Intensity around the
GaAs (422)c reflection. The en-
semble of NWs diffracts not only
a single Bragg peak, but cause a
streak displaced horizontally. (b)
shows a larger scale image of the
NW-streak, extending between the
(422)c and (331)c reflections. (c)
and (d) show exemplarily measure-
ments at two different single NWs.
Qualitatively, (e) compares the mea-
surement with a simulation of ran-
dom stacking-faults with 3ML aver-
age distance.
with a simulation of the diffracted intensity of a NW containing rotation twins at
random positions. For example, fig. 4.9(e) shows a line profile of the intensity
distribution in fig. 4.9(d) together with a simulation using equation (3.23)
of a Poisson-distributed arrangement of twin-planes with mean distance of 3
MLs in a 280 nm high NW, showing qualitative similarities in terms of speckle-
separation, visibility and width.
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Figure 4.10: (a) Bright-field TEM image of a GaAs NW (diameter ≈ 300nm)
that was overgrown by a GaAs cap layer. Whereas lateral overgrowth adapts
the defect structure of the initial NW, axial overgrowth leads to a defect-fee
’cap’ in the ZB structure. The inset shows a selected area electron diffraction
pattern, showing a twinned ZB structure (from [103]). (b) High-resolution
TEM image of the topmost region of a NW similar to the one in (a). Visible
is a random arrangement of ZB-twins. The average distance between twin-
planes is estimated to be 6 MLs. The twin-structure is also visible in (a) by
the dark-light contrast, showing a shorter distance between the twin-defects
at the bottom of the NW compared to the top.
On selected samples obtained by the same growth scheme, transmission elec-
tron microscopy measurements have been performed. Figure 4.10(a) shows a
bright-field TEM image of one of the inspected NWs. Several features are visi-
ble in this image. First, the Si3N4 mask is visible on top of the GaAs substrate.
In the center of the NW, the mask-opening created in the lithography process
is observed. The diameter of the hole amounts to 200 nm and the sidewalls
are tapered due to the etching procedure. As visible, the NW has overgrown
the Si3N4 layer. In the GaAs NW itself, a high number of twin defects can be
observed, visible by the light/dark contrast. The samples used for the TEM
inspection have been overgrown by a very thin InAs quantum well and an ad-
ditional GaAs shell layer after the main nanowire growth. Whereas the InAs
quantum well can not be observed in the TEM image [103], the GaAs shell
leads to a formation of a nearly defect-free GaAs ’cap’ visible in the top region
of the figure. In lateral direction, the stacking faults are transferred from the
core into the shell region. The inset in fig. 4.10(a) shows an selected area elec-
tron diffraction pattern taken in the top region of the NW. The picture displays
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the typical diffraction pattern of a twinned zinc-blende lattice, with sets of two
spots aligned along vertical ’rods’ on the left and right side of the center. Note
that the central rod as well as the third rods left and right hand side the cen-
tral rod do not show this twinning, because they are insensitive to the presence
of stacking-faults (compare the case of x-ray diffraction from stacking-faults).
Figure 4.10(b) shows a magnified high-resolution TEM image obtained at the
border between the cap-layer and the initial NW [104]. The defect free cap and
the NW region are indicated, together with arrows indicating the position of
twin-defects, occurring in distances between 0.6 nm and 4.5 nm. The mean dis-
tance between subsequent twin-planes amounts to 1.992 nm, which is equivalent
to 6.1 (111)-layers. Although no high-resolution images for the structure of the
lower part of the NW are available, a close inspection of fig. 4.10(a) shows,
for this example, a higher density of twin defects in the lower 300 nm of the
NW compared to the top region. As the NWs inspected by x-ray measurements
have an average height of 400 nm, we may assume that also in this case the av-
erage separation of stacking faults is 6MLs or less, in agreement with the very
rough estimation of 3MLs separation from the XRD-measurements. In terms of
hexagonality, the observed average distance between twin-defects corresponds
to a hexagonality of 1/6≈ 17% - 1/3≈ 33%. As we will see, this is consistent
with the observed change in lattice parameter, as shown in chapter 5.
4.5 Discussion
Compared to SEM, the x-ray methods applied here provide not only the shape
of the NWs, but at the same time crystallographic information like the lattice
parameters can be obtained destruction free and with high resolution. In the
present case we could show that NW parameters such as height, diameter, lattice
parameters and misorientation change among NWs located at different positions
within in the predetermined NW array. This differences can be attributed to
the fluctuations of local shape of the etched openings in the SiNx mask and
by the growth parameters, fluctuating among different positions on the sample.
Whereas variations in the shape can also be detected by SEM inspections (com-
pare fig. 4.1), the combined determination of shape and lattice parameters with
high resolution is hardly possible by complementary destruction free methods.
Besides local fluctuations, we have observed that the mean lattice param-
eters of the NWs differs significantly from bulk GaAs. The x-ray measure-
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Figure 4.11: Relative increase in the vertical lattice plane spacing ∆c/c
against the relative decrease in the hexagonal in-plane lattice parameter
∆a/a. By definition, the cubic ZB structure marks the origin of the co-
ordinate system. Datapoints for the MOVPE grown NWs (this chapter) and
MBE grown NWs with WZ structure (next chapter) are shown. The inset
compares the experimentally observed c/a ratios as function of the hexago-
nality with theoretical predictions by Panse et al. [106].
ments showed an average decrease of the in-plane lattice parameter by ∆a/a =
−(0.1±0.05)% and an average increase of ∆c/c = (0.23 ± 0.03)% of the lattice
plane spacing along the growth direction. Figure 4.11 summarizes these findings
and puts them in a context with measurements of the wurtzite lattice param-
eter in GaAs NWs grown by MBE that will be obtained in the next chapter.
If we assume a linear increase of the c/a ratio as function of hexagonality, the
present results are consistent with a hexagonality of ≈ 36%, corresponding to an
average distance of 2.8 MLs between subsequent twin-planes. This appears in
reasonable agreement with the indications of TEM measurements and coherent
diffraction measurements discussed in the previous section.
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5 Structural evolution and relaxation of
GaAS NWs on Si grown by MBE
In this chapter, we study the structure and lattice parameter accommodation
in the initial stage of GaAs nanowires grown on Si (1 1 1) using the Ga-assisted
growth mode in molecular beam epitaxy (MBE). In sections 5.1, general aspects
regarding the growth of GaAs on Si and in particular the growth of NWs on
a mismatched substrate are briefly discussed. In section 5.2, details about the
growth parameter of the studied NWs are given together with their morpho-
logical evolution obtained by electron microscopy. In a first step in section 5.3,
x-ray diffraction will be used to determine the structural composition of the
NWs as function of growth time. Whereas conventional diffraction measure-
ments allow to determine the averaged composition with good statistics in a
fast measurement, nanodiffraction experiments on single NWs are used to probe
the statistical occurrence of the different crystallographic phases (5.4) as well as
the detailed arrangement of the different structural segments in selected NWs
(5.5). Finally, in section 5.6 we observe that the NWs are subject to a residual
compressive strain at their bottom interface towards the substrate, originating
from a partial relaxation by the inclusion of misfit dislocations at a rough in-
terface. This in-plane strain is further probed by grazing incidence diffraction
(5.7) and compared with the relaxation of significantly thinner NWs in section
5.8, whose diameter is below the predicted critical diameters for dislocation free
growth [152]. Contrary to theoretical expectations, we find an instantaneous
strain release even for thin NWs, showing that besides energetic aspects also
the chemistry in the nucleation stage play a crucial role when aiming to achieve
defect free interfaces.
5.1 Introduction
As discussed in chapter 2, the control of the crystal structure during NW growth
is a major challenge, as changes in crystal structure also affect the electronic
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properties of the NWs. Thus, many studies have been devoted to elucidating the
correlation between crystal structure and growth conditions, both for the Au-
assisted and the self-assisted growth modes[34]. However, the NW structure
close to the substrate interface is seldom addressed, although strong changes
in growth conditions can be expected there. For example, in the case of Ga-
assisted NW growth, liquid Ga droplets are formed in the beginning, and growth
starts after the oxide layer below the droplet has been resolved. In turn, the
droplet is lifted upwards during NW growth, with possible changes in chemi-
cal composition or contact angle, which crucially affect the crystal structure.
Whereas the structural evolution during growth or at the end of growth can be
easily investigated by TEM, e.g. after removal of the NWs from the substrate,
characterization of the initial stage is more challenging.
Besides possible structural changes during the initial stage, the contact be-
tween NW and substrate may induce strains. From a technological point of
view, it is highly desirable to combine the properties of compound semiconduc-
tors like GaAs, exhibiting a direct band gap and good optical coupling, with
the high-speed Si technology that serves as platform for most electronic appli-
cations nowadays. However, the interface between both material should exhibit
a low number of extended defects. From planar crystal growth it is known that
pseudomorphic growth between materials with large lattice mismatch is limited
up to a certain critical layer thickness [90], above which misfit dislocations are
induced or island formation may take place (Stranski-Krastanov growth mode)
[130]. These islands show a gradual strain release from the bottom towards the
free surfaces.
As the lattice parameter of GaAs is 4% larger than that of Si, the direct com-
bination of both materials is challenging and many attempts have been made to
integrate GaAs films on Si-substrates [12]. In molecular beam epitaxy (MBE),
direct growth of GaAs on Si typically starts as island-growth (Volmer-Weber
growth mode). These islands may coalesce and form a closed film. However,
the large lattice mismatch between both materials induces a large number of
threading dislocations at the film-to-substrate interface, making the system in-
adequate for device production.
Compared to that, it is believed that epitaxial growth of nanowires on lattice-
mismatched substrates can be realized without the introduction of misfit dislo-
cations up to a critical diameter, depending on the respective lattice mismatch
[50, 39, 151, 152]. Understanding the process of lattice parameter accommoda-
tion is essential in order to control both axial NW-heterostructures as well as
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the interface towards the underlying substrate. However, whereas the growth
and relaxation of axial NW heterostructures has been addressed by different
authors [68], literature about strain accommodation at the NW-substrate in-
terface is rare. Cirlin et al. deduced the critical diameters for dislocation-free
growth for different NW-substrate combinations by measuring with scanning
electron microscopy up to which diameter nanowires grow straight [23]. For
GaAs NWs grown on Si (1 1 1) by molecular beam epitaxy they observed a crit-
ical diameter of 110 nm above which NWs grow kinked or do not grow at all, in
agreement with a theoretical model by Zhang et al. [152]. For the same mate-
rial combination and growth technique, a nucleation study revealed that vertical
NWs grow only after the initial formation of GaAs islands that accommodate
the lattice mismatch, and the NWs are thus strain-free [14, 28]. In the case
of GaAs NW growth on Si (1 1 1) by selective area metal-organic vapor phase
epitaxy, Tomioka et al. demonstrated by high-resolution transmission electron
microscopy the possibility of pseudomorphic growth without the introduction of
misfit dislocations for diameters below 20 nm [136], whereas for diameters above
100 nm straight NWs with dislocations were observed [139]. However, the bor-
derline between pseudomorphic and dislocated growth has not been determined
precisely.
5.2 Ga-assisted NW growth
The GaAs nanowires under investigation have been prepared and analyzed in
SEM by Steffen Breuer in the Paul-Drude-Institut für Festkörperelektronik in
Berlin, Germany. NWs were grown by MBE on 2-inch n-Si(111) ± 0.5◦ sub-
strates, which were covered by their native oxide. At the growth temperature
of 580 ◦C, the simultaneous opening of the Ga and the As4 source led to Ga
droplet formation and subsequent Ga-assisted GaAs nanowire growth. The
effective atomic fluxes of both sources were set to be equal (stoichiometric sup-
ply) and matched a planar GaAs(001) growth rate of 100 nm/h. The growth
was terminated by the simultaneous closing of both sources followed by a rapid
cooldown to room temperature [16].
In order to follow the structural evolution during growth ex-situ, the nanowire
growth time tg was varied in order to study nanowires with different lengths.
Furthermore, it was found that the thickness and number density of the nanowires
depend on the specifics of the employed substrate. Nanowires with diameters of
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about 100 nm and average number density of less than 1NW/µm2 were found
for growths on highly arsenic-doped Si substrates from Silchem with a resistiv-
ity in the low mΩcm range. This low density of NWs will be used to perform
x-ray diffraction experiments on single NWs later on. In addition, nanowires
with significantly smaller diameters (below 50 nm) but higher number density
have been prepared on lowly arsenic-doped substrates. This will be discussed
in section 5.8.
Figure 5.1 shows SEM images of the inspected samples, which will further
on be denoted by capital letters (A-C). For each sample, nanowire lengths and
diameters were measured and are summarized in table 5.1. For sample B, which
showed an unusually wide nanowire size distribution across the wafer, two small
pieces were analyzed. Due to inhomogeneity of the growth temperature across
the substrate, the Ga formed droplets with lower average diameter towards the
wafer edges, resulting in longer NWs.[127] One piece was taken from the center
of the wafer (B1) and another one approximately 1 cm away from the wafer
edge. The NWs on samples (A-C) are grown with diameters between 90 nm and
300 nm. The length is increasing from ≈ 20 nm (A) over 40 nm (B1) and 100 nm
(B2), until for sample (C) NWs with 1.21µm length are obtained. Although
NWs grow well separated, island-like structures are observed between them for
long growth times, as was reported before[24].
Table 5.1: Overview of growth-time (tg), length (L) and diameter (D) of the
inspected NWs in series (A-C). The average as well as the standard deviation
obtained from measurements of at least five nanowires are shown.
Sample A B1 B2 C
tg / s 60 300 300 3600
L / nm 18±10 44±13 100±46 1208±21
D / nm 121±6 285±65 138±14 91±8
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Figure 5.1: SEM pictures of the inspected GaAs nanowires in series (A-C).
The diameter of the NWs ranges between 100 nm and 140 nm (A,B2,C) up to
280 nm (B1). The length of the NWs is increasing from 15nm (A) to 1.2µm.
For short growth times, the NWs are well isolated on a smooth surface. For
long growth times, small island-like structures are visible between the wires.
All scale-bars 500 nm.
5.3 Evolution of average structural composition
(published in paper [II])
The average structural composition of the NWs was determined ex-situ by asym-
metric x-ray diffraction measurements at the ID01 beamline at the ESRF syn-
chrotron source (section 3.4). The sample was illuminated with an 8 keV x-ray
beam with a size of 200×200 µm2. Using a 2-dimensional MAXIPIX pixel
detector, the diffracted intensity along the (1 0 1L)h direction was measured,
containing the cubic (3 3 1)c and (4 2 2)c type of reflections of the two possible
ZB twin orientations, as well as the (1 0 1 5)wz reflection (cf. right part of fig.
5.2 and section 3.4). The data was integrated along qx and qy in order to obtain
the integrated intensity of the Bragg reflections as function of qz.
Figure 5.2(a) shows the measured intensity distributions along the qz direc-
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tion after subtraction of the contribution of diffuse scattering of the Si (422)c
reflection, located in close vicinity to the GaAs (422)c reflection in reciprocal
space (|q|(422)Si = 56.68nm−1 and |q|(422)GaAs = 54.45nm−1). Independent of NW
length, all samples show both the ZB as well as the WZ reflections, but differ
in the relative intensities. The dashed line in fig. 5.2(a) indicates the calcu-
lated position of the corresponding WZ reflection based on the cubic lattice
constant of the ZB phases and the c/a ratio of a perfect ZB structure (1.633).
Clearly, the measured peak position of all the WZ reflections is shifted towards
smaller qz, corresponding to a larger c lattice plane spacing in the WZ struc-
ture. However, no significant change in the in-plane peak position between the
ZB and WZ type reflections could be observed within the experimental reso-
lution (∆ q/q ≈ 1 · 10−3), as has been observed for phase pure ZB and WZ
InAs nanowires by Kriegner et al. [74]. Later on, diffraction experiments in
a grazing incidence diffraction geometry will be used to reveal also a change
in the in-plane lattice parameter between WZ and ZB structures. From the
displacement of the WZ reflection from the ideal position, we obtain a relative
increase of ∆ c/c = (0.7± 0.05)% of the lattice parameter of the WZ structure
compared to the geometrical consideration.
The second important observation from the XRD measurements is that the
intensity ratio between WZ and ZB reflections changes as a function of NW
length. After normalization by the respective structure factors of the measured
Bragg reflections (compare Appendix A), the total volume present in the differ-
ent structural phases can be estimated from the intensity ratios of the integrated
intensities [145]. The quantitative analysis of this trend is shown in figure 5.2(b),
showing the total volume fraction of WZ units present in the sample (open cir-
cles) and the relative WZ content that has been grown in the additional length
segment compared to the previous, shorter sample (triangles)12. Whereas for
the shortest NWs (A) both ZB and WZ phases occur in roughly equal abun-
dance (≈ 60 % ZB and 40 % WZ), only ≈ 3 % of WZ are incorporated between
100 nm and 1200 nm (last triangle). The last datapoint was corrected for the
presence of island-like structures between the wires, assuming them to be of ZB
structure and containing a total volume fraction of 50 % (estimated from SEM
images).
12Compared to the data presented in paper [II], the nanowire length on the x-axis of the plot
has been corrected by a more detailed length evaluation by SEM summarized in table 5.1,
resulting in slightly larger NW lengths for sample (B1) and (B2) compared to the values
in [II].
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Figure 5.2: (a) Ensemble averaged intensity distributions of the ZB
(331)c/(422)c and WZ (1015)WZ reflections. Compared to the ZB segments,
the lattice parameter along the growth direction is increased in the WZ phase.
The right inset shows a sketch of the peak positions in reciprocal space. (b)
Evolution of the WZ content as function of the average NW length measured
by SEM. Triangles: WZ content in the newly grown NW segment.
In other investigations of self-assisted GaAs NWs it was found that the crystal
phase changes from ZB to WZ as growth proceeds [75, 109, 22]. However,
in those studies dispersed NWs were characterized by transmission electron
microscopy, and thus in contrast to our measurements the very base of the NWs
was likely not taken into consideration. Also, Krogstrup et al. demonstrated
that the transition from ZB to WZ can be avoided, leading to the growth of
pure ZB NWs.[75] At the same time, these authors observed a high density
of twin planes at the bottom of those NWs. Our XRD measurements average
over a large ensemble of NWs and proof that the WZ phase forms in significant
abundance during the initial growth stage. Moreover, the experimental data
provides the quantitative dependence of the WZ content on NW length.
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5.4 Statistical distribution of zinc-blende twins
and wurtzite segments
Whereas the x-ray measurements presented above allow to study the average
structural composition of a large ensemble of NWs, no information about the
phase composition within single NWs can be obtained. In section 5.5, we will
use diffraction measurements on single NWs in order to retrieve the arrange-
ment of ZB and WZ structural units within single selected NWs. However, these
measurements have been restricted to a small amount of NWs only, due to ex-
perimental limitations discussed below. In this section, we use a recently devel-
oped experimental setup at the ID01 beamline in order to probe the structural
composition of a large amount of NWs and obtain their statistical distributions.
Until recently, a major restriction to the measurement of single nanoobjects
was the reliable identification and discrimination of different objects below the
x-ray beam. In the conventional scheme for object identification at the ID01
beamline, the positioning stage was stopped at each (x,y) coordinate and the
detector was integrating the intensity for a desired time. Additional time of 2.5 s
was required for the electronic readout and storage of the signal in the detector
system. This rather time consuming procedure usually allowed to identify and
measure a limited number of NWs only.
Meanwhile, a recently developed electronics allows for the integration of the
diffraction signal recorded by the 2dimensional MAXIPIX detector during a
continuous, synchronized movement of the sample-positioning system, leading
to a drastic decrease of the time required to obtain spatially resolved intensity
maps of a desired Bragg reflection. With the new electronics, the time required
to obtain a single map reduces by ≈ 2 orders of magnitude, allowing to scan
much larger surface areas than possible before. We have used this new system
in order to determine the individual structural composition of a large number of
NWs. To this end, we determined the spatial distribution of GaAs NWs on the
sample at the symmetric (111)c = (0003)h reflection, allowed for both ZB and
WZ crystal structures. The phase composition of the same NWs was monitored
at two ZB and one WZ sensitive reflection, i.e. the (331)c, (422)c and (1015)h
reflections, respectively13. For a fixed azimuthal orientation of the sample (along
13In the diffraction experiments presented in all other sections, the conventional scan-
ning scheme was used and prevented to measure different Bragg reflections of the same
nanowires.
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the (331)c reflection of the substrate), the two cubic reflections measure the
diffracted intensity from non-twinned or twinned domains of the ZB lattice with
respect of the substrate lattice, respectively (cf. section 3.3). Exemplarily, the
measurements presented here have been performed on sample (B2), providing
100 nm long NWs with sufficient separation to probe them individually.
Figure 5.3 (a) shows the intensity distribution of the (111)c reflection on a
surface area of 35µm x 50µm. In this example, the integration time of each
point in the x-y map could be reduced to 0.02 s, where the translation speed of
the piezo system was chosen in a way that this corresponds to a translation of
the sample by 250 nm. Visible are well defined spots attributed to single NWs,
all exhibiting a similar size caused by the convolution of the NW diameter of ≈
100 nm with the footprint of the x-ray beam, illuminating the sample under an
angle of 13.7◦ with respect to the sample surface. Occasionally, several spots
overlap if the distance between subsequent NWs is smaller than the width of
the x-ray beam.
In figure 5.3(b), this intensity distribution is superimposed by contour plots
of the intensity distributions of the (331)c (black), (422)c (red) and (1015)WZ
(green) reflections, visualizing the two ZB orientations and the hexagonal wurtzite
phase, respectively. All NWs visible in the symmetric reflection are present in
one or more of these structural sensitive reflections as well. Unavoidably, the
involved sample rotation between the different Bragg reflections causes small off-
sets (in the order of a few µm) in the entire spatial position of the maps, which
have been corrected by recognition of characteristic arrangements of NWs. Al-
though this allows the identification of single objects in different reflections,
small discrepancies between the different positions remain, most likely caused
by small drifts of the experimental setup. For a statistical analysis of the mea-
sured intensity distributions, the intensities of each NW have been integrated.
To this end, elliptical integration areas of about 1x2 µm2 have been defined
around each NW obtained in the symmetric picture, taking into account the
footprint of the x-ray beam. For NWs situated close to each other, a reduced
size of the integration area was chosen, determined from the distance between
adjacent NWs. For the maps recorded in the asymmetric reflection geometry,
an iterative refinement step of the center of the integration area was performed,
shifting the center of the integration area to the maximum of the intensity in
the prior defined area if the maximum intensity was higher than 1.5 times the
average background. This procedure allowed to efficiently correct for the spatial
offset between the NW positions at different reflections.
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Figure 5.3: (a) Intensity map of the (1 1 1)c reflection, representing all NWs
on the sample. (b) Overlay of (a) with the intensity distributions of the,
compared to the substrate, non-twinned (black), twinned (red) and wurtzite
(green) orientations.
For both ZB and the WZ reflections, the spatially integrated intensities were
determined and normalized by the respective structure factors, taking into ac-
count that, for example, the cubic (422)c reflection will be more intense com-
pared to the (331)c reflections for structures of same size. This correction allows
for a quantitative comparison of the crystal phases in the NWs. Note that by
this estimate not the total integrated intensity of the x-ray rocking-curve is
considered for each NW, because the intensity is recorded for a fixed incidence
angle of the x-ray beam as determined from the Bragg peaks maximum from
the ensemble of NWs. Instead, due to the 2dimensional detector, the data rep-
resents an integrated slice through the NWs intensity distribution in reciprocal
space. Using this approach, we observe that in total, the non-twinned (331)c
orientation shows an abundance of 60% of all ZB signals, whereas the twinned
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(422)c orientation amounts to 40% only. Hence, our observation indicates that
the majority of the NWs ZB material is non-twinned compared to the underly-
ing substrate lattice. In average, 25% of the NWs volume are found in the WZ
phase. These average values are in well agreement with ensemble-measurements
using an x-ray beam of 200µm diameter, demonstrating the feasibility of the
used approach. However, compared to measurements using a broad x-ray beam
we are now able to quantify the distribution of the different crystal orientations
among the different NWs.
For a more quantitative comparison, for each of the 160 inspected NWs the
phase fraction of the total diffraction signal (corrected by the respective struc-
ture factor) was determined and binned in steps of 10%. Figure 5.4 displays
the histograms for the non-twinned (a), twinned (b) and WZ phase (c) for all
inspected NWs. In this representation, the y-scale measures the percentage of
NWs exhibiting the given phase fraction shown along the x-axis. The inset in
fig. 5.4(c) depicts a scheme of the NW structure as obtained from TEM images
(cf. section 5.5). Here, frequently non-twinned ZB segments are observed at the
bottom the NW, but WZ segments and twinned ZB segments are observed as
well. Fig. 5.4(a) shows the histogram of the non-twinned orientation. Whereas
few NWs contain only a small amount of non-twinned material, a significant
fraction of NWs contain non-twinned material in more than 50% of the total
NW volume. Compared to that, in more than 50% of all inspected NWs the
twinned ZB segment (fig 5.4(b)) has a length between only 0% and 20% of the
total NW length, whereas higher occupancies are found in less than 10% of the
NWs only and no distinct occurrence of larger segments is observed. For an
average NW length of 100 nm, this amounts to a majority with total segment-
length of only up to 20 nm. For the WZ phase, most NWs contain between 0%
and 50% of WZ, with an average of 25%.
As we know the intensity of both ZB orientations in each single NW, we can
also calculate the fraction of twinned ZB material within the total ZB part of
each NW. If the entire ZB part in the NW has the orientation of the substrate
lattice, this ratio is 0, whereas it amounts to 1 for a completely twinned ZB part.
This histogram is shown in fig. 5.4(d). As we see, the configuration of equal
occurrence of both ZB phases (’50-50’) is present in less than 10% of all NWs
and the majority of all NWs is grown in the non-twinned phase. This supports
the indicated structure observed in TEM images, showing that the extended
ZB segments are almost free of twin defects. If we assume that NW growth
commonly starts in the non-twinned orientation imposed by the substrate, the
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Figure 5.4: Histograms showing the percentage of NWs (y) in which the re-
spective phase (non-twinned (a), twinned (b), wurtzite (c)) is present in a
certain fraction (x). (d) shows a histogram of the twinned fraction of the ZB
part only. The inset in (c) displays a schematic representation of the different
structures compared to the substrate. Formulas indicate how the histograms
are obtained.
general dominance of the non-twinned orientation can be understood. If growth
proceeds in the hexagonal WZ phase and switches back to the ZB phase after
a segment of random length, we do not expect a predominant orientation of
the following ZB phase. However, together with the initial ZB segment at the
bottom of the NWs, the non-twinned orientation will dominate.
In summary, the presented experimental technique allows to scan much larger
surface areas in a significantly reduced amount of time compared to conventional
scanning x-ray diffraction. This allows to reliably locate the same objects even
at different Bragg reflections and significantly reduces the time required for
diffraction experiments on single nanoobjects. In the grown GaAs NWs, we
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observed that in less than 10% of all NWs, the two ZB orientations occur in equal
abundance, i.e. the majority of the NWs is composed by only one ZB phase.
Moreover, imposed by the substrate the non-twinned orientation is the dominant
one in most of the NWs. Whereas the majority of the NWs contain twinned
segments of extension less than 20% of the total NW length, a significantly larger
number of all NWs has extended segments in the non-twinned orientation.
5.5 Distribution of ZB and WZ phased along
the growth direction
(published in paper [III])
In the previous sections, we have seen that the wurtzite crystal structure forms
in large abundance during the initial stage of NW growth. Based on the results
in section 5.4, we observed that WZ and ZB parts mix randomly in different
NWs. However, the detailed structural composition along the growth axis can
not be determined from these measurements, and it can only partially be judged
whether the observed WZ material is present in the form of single extended
segments, or many smaller parts throughout the NW. In order to probe the
phase composition, and in particular the WZ content and position along the
growth axis, diffraction profiles of the symmetric (111)c reflection of single NWs
have been measured and analyzed, using the fact that the WZ segments exhibit
a larger vertical lattice parameter than the ZB segments.
The diffraction experiments have been performed on sample (B2) described
above. Besides the well suited average distance between the NWs, the dimen-
sions of the NWs fit well to the experimental condition for the diffraction experi-
ments (see below), providing a sufficient number of well resolved size oscillations
in reciprocal space and reasonable scattered intensity in order to perform mea-
surements on a single nanowire in the time-scale of minutes. The experiments
in a coplanar performed at the ID01 beamline at the ESRF using the setup
described in section 3.4. At the photon energy of 8 keV, a measured focal size
of 300 x 300 nm2 has been obtained.
The left panel in figure 5.5 shows an ensemble averaged (i.e. 200 x 200 µm2
sized x-ray beam) reciprocal space map of the sample, measured around the
(111)c reciprocal lattice point, allowed for both ZB and WZ structures. The
strong reflection shown in the upper part corresponds to the silicon (111)c re-
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Figure 5.5: Reciprocal
space maps around the
GaAs (111)c reflection.
left: Ensemble measure-
ment, showing the Si and
GaAs (111)c reflections.
right: measurements on
single NWs with a focussed
x-ray beam. NW lat-
tice parameters fluctuate
around the average values.
If no NW is illuminated
(vi), only a small signal
is observed, caused by the
long tails of the focussed
x-ray beam still illumi-
nating wires. Colorscale:
log(intensity). Average and
single measurements are
on different scale due to
focussing.
flection and is used as a reference signal in all measurements. Due to the larger
lattice parameters of WZ and ZB GaAs, the Bragg peak of the NWs is located
at smaller vertical momentum transfer and ZB and WZ segments diffract at dif-
ferent values of qz, reflected by the superposition of two peaks. Dashed vertical
lines indicate the expected peak positions of the ZB and WZ structures as ob-
tained from the 0.7% increased lattice plane spacing of the WZ phase observed
in in the asymmetric reflection geometry.
The panels at the right hand side of fig. 5.5 show the same region in re-
ciprocal space, measured at different individual NWs using the focused x-ray
beam. Because of the different lattice parameters of WZ and ZB structures,
the varying WZ-content of different wires is reflected by the strong differences
in the individual diffraction signals. Compared to the average signal, the finite
size of the individually diffracting NW causes thickness oscillations along qz,
inversely proportional to the NW‘s height. Whereas most NWs show a similar
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height of around 70 nm, measurement (v) indicates a height of about 30 nm
only, but a larger lateral size due to the smaller width along the horizontal
axis. Most probably this measurement corresponds to an island-type crystallite
grown randomly between the NWs.
In order to compare the structure of individual NWs more quantitatively, the
intensity distributions along qz have been extracted from the reciprocal space
maps, shown by open symbols in figure 5.6. To identify the structural compo-
sition along the vertical axis, the data were modeled assuming that each NW
contains a wurtzite segments of length Dwz located at a height Hwz above the
substrate, illustrated by the lower schemes in fig. 5.6. The intensity distribution
of this nanowires was simulated using equation (3.23), taking into account a rel-
ative increase of 0.7% in the lattice plane spacing along the growth direction for
the WZ segments that was determined above. As we will see, this model is suffi-
cient to describe the measured intensity distribution and agrees with structural
compositions found in TEM inspections at selected wires, showing that the NW
structure is mainly ZB together with extended inclusions of WZ structure close
to the substrate (cf. fig. 5.7).
As example, one out of all measured diffraction signals, shown by fig. 5.5 (ii)
and fig. 5.6 (ii) shows a significant shift of the central peak towards the WZ
position. The extracted data is shown in fig. 5.6 together with a simulation of
the diffracted intensity of an (61±1) nm high NW containing around (43±2) nm
of wurtzite located at the bottom (compare sketch of the used structures in fig.
5.6 (bottom)). The increase of measured intensity above qz = 19.6nm−1 is
caused by the increasing contribution from the Si-reflection seen in fig. 5.5.
This part of the data has not been considered in the simulation, causing the
systematic discrepancy between simulation and experiment.
The typical WZ content based on simulations was found to be around 5-
16 nm in a 60-80 nm high NW, corresponding to 6-22% WZ content. This is
in reasonable agreement with measurements on the ensemble of NWs, showing
an average WZ content of (18± 2)% in the inspected sample. As example, the
simulation of dataset (iii) is shown based on a (80 ± 1) nm high NW with a
(12 ± 2) nm high WZ segment included at a height of (8 ± 2) nm above the
substrate. It is worth to note that the measurement is not only sensitive to
the amount of wurtzite in the NW, but also the diffraction signal is strongly
modified by its position above the substrate. The second simulation shown
together with dataset (iii) is based on a wire with same height and WZ content,
but the WZ segment located at a height of 16 nm, showing less agreement
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Figure 5.6: (top) Diffracted intensity distribution of single NWs around the
GaAs (111)c reflection. Due to the random mixture of zincblende and wurtzite
units, the (111)c reflection shows strong variations between individual wires.
(bottom) Models of the NW structures for simulation of the diffraction pat-
terns (solid lines).Values give the determined vertical dimensions in nm.
with the experiment. Also, all datasets can be sufficiently modeled taking into
account only one WZ segment in an otherwise ZB phase nanowire.
A different situation is shown in figure 5.6 (v), showing a measurement from a
30 nm high particle. The data shows no asymmetry along qz and can be modeled
without a WZ contribution and without further displacement field, indicating
a strain free particle completely grown in the ZB structure. The corresponding
RSM is shown in 5.5 (v). As visible, the width of this reflection along qx is
smaller than at the other NW reflections, measuring a larger lateral size of the
particle of around 200 nm along the direction of the incoming x-ray beam. This
corresponds well to one of the randomly grown crystallites in between the NWs,
that are seen in SEM images after long growth time.
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Comparison with TEM
In order to verify the structural composition obtained by the x-ray diffraction
analysis, high-resolution transmission electron micrographs have been prepared
on single nanowires from sample (B1). The TEM measurements have been
performed with a JEM 2010F microscope in the Paul-Drude-Institut für Fes-
tkörperelektronik. The microscope operates with 200 kV acceleration voltage
achieving a lattice resolution of 0.1 nm. Cross-sectional TEM specimens were
prepared in the conventional way through mechanical grinding, polishing and
Argon ion beam sputtering. Exemplarily, figure 5.7 shows a TEM micrograph
of the interface region of a NW diameter of about 230 nm. The structure of the
shown NW is mainly ZB, however, a 17 nm wide region of WZ structure and a
region with ZB-twins can be observed close to the substrate, in agreement with
the x-ray results above.
5.6 Strain relaxation at the NW - substrate
interface of single NWs
(published in paper [III])
Besides the possibility to determine the structural composition using NW re-
solved diffraction, the strength of XRD is that this technique provides a high
accuracy for the determination of lattice parameters and strain. However, in
the example above the (111)c reflection can not be used to obtain precise infor-
mation about additional small displacement fields in the single structure units,
because strong modifications of the diffraction pattern are already induced by
the relative lattice mismatch of 0.7% between the WZ and ZB segments and
strain and size effects can not be determined uniquely.
In order to disentangle contributions from WZ and ZB structural units,
NW-resolved diffraction measurements have been performed at the asymmetric
(331)c and (1015)WZ reflections, which are exclusively sensitive to the ZB and
WZ sections in the NWs, respectively. Fig. 5.8 shows three examples of WZ
(a) and ZB (b) reflections, measured at different NWs. Due to the large spread
of the ZB-signal in reciprocal space, the region around the (331)c reflection
was only partially measured, including the information necessary for further
data analysis. It is important to note that the shown Bragg reflections in the
top and bottom rows of figure 5.8 have not been measured at the same NWs,
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Figure 5.7: High resolution TEM image of a nanowire from sample (B1). NW
growth starts in the ZB structure with the same orientation as the underlying
substrate. 10 nm above the interface, a 17 nm wide WZ segment is observed,
followed by a short segment with ZB-twins before growth continues in the ZB
structure.
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and the data can not be correlated with the wires measured in the symmetric
diffraction geometry above. The measurements presented in this section have
been performed before the fast identification of the NW positions presented in
section 5.4 became available, and the limited positional stability during the in-
volved sample rotations did not allow to maintain the focal spot of the x-ray
beam at the same NW position during the experiments. However, the current
developments and improvements of the experimental setup will allow a reliable
measurement of multiple Bragg reflections of the same object in future experi-
ments. On dedicated samples, containing only a small number of nanoparticles
at known positions, this has already been demonstrated [99].
Figure 5.8: (left) Measured reciprocal space maps around the (a) (1015)WZ
and (b) (331)c Bragg reflections of different nanowires. The asymmetry of
the diffraction patterns indicates a strain-field in the nanowires. (c) Lateral
component of the strain-field in a NW subjected to a compressive stress at its
bottom obtained from a finite-element simulation (top). Using a maximum
strain of ≈ −0.5% at the bottom interface, the data can be qualitatively
modeled (bottom).
81
5 Structural evolution and relaxation of GaAS NWs on Si grown by MBE
In general, the reciprocal space maps differ significantly between different
NWs, both for the (1 0 1 5)WZ and (3 3 1)c reflections. The much larger spread
of the (1 0 1 5)WZ reflection along the qz direction indicates the small size of
the measured WZ units within the nanowires, which also causes an intensity
drop by two orders of magnitude compared to the ZB reflections. Based on
the width along the qz direction, a length between 15 nm and 20 nm of the
corresponding WZ segments can be estimated. For all data presented here,
NWs with a particular high intensity the the respective Bragg reflection and
therefore large amount of the corresponding structure have been selected. The
data of the cubic segments measured at the (3 3 1)c reflection measured the ZB
segments in the twinned orientation with respect to the substrate. As we have
seen in the previous section, those NWs commonly exhibit only small segments
in the non-twinned orientation. Nevertheless, it can not be excluded that the
probed ZB segments are not located at the bottom of the NWs. However,
the height measured by the thickness oscillations is smaller by about 10-20%
compared to the total height of the NWs measured at the (111)c reflection
(≈80 nm), ensuring that the probed ZB segment can not be separated by more
than, in average, 15nm from the substrate interface.
Also, the presence of a well defined Bragg peak and thickness oscillations
indicate that the probed NWs can not contain a large number of ZB rotational
twins or WZ segments, as the presence of twins and stacking faults would lead
to a complex diffraction pattern around the inspected Bragg reflection (com-
pare section 4.4). More strikingly, all Bragg peaks show a certain asymmetry
along the qx direction, most clearly visible at the more intense ZB reflections.
Since the measurement probes the projection of a displacement field onto the
diffraction vector, the visible asymmetry directly indicates residual strain within
the nanowire. This effect was demonstrated recently at an example of highly
strained surface gratings in [95]. The black spots in figure 5.8 (b) indicate the
expected peak position of unstrained, ZB-type GaAs with the cubic bulk lattice
parameter 5.6532 Å. All measurements show a shift of the maximum intensity
towards larger qx and smaller qz, i.e. a lateral compression and an expansion
along the growth direction. However, the amount of strain varies among the
individual nanowires. The deviation of the Bragg peaks maximum, indicating
the mean strain in the NWs, varies in the range ∆qx
qx
= (3 − 5) · 10−3 parallel to
the surface, accompanied by a mean displacement of ∆qz
qz
= −(0.8 − 1.3) · 10−3
along the growth direction for the examples shown in fig. 5.8. Qualitatively,
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Figure 5.9: (left) Diffracted intensity distribution of single NWs around the
zinc-blende (331)c reflection. To estimate the amount of strain in the ZB
segments, a model based on a single ZB unit with exponentially decaying
displacement field (right) has been fitted to the data (solid lines).
the visible asymmetry can be expressed as indication of a compressive lateral
stress, whose origin might be either a different in-plane lattice constant along
the hexagonal ah direction between WZ and ZB material, creating a strain-field
at the WZ/ZB heterojunction in the NWs, or a residual strain-field at the in-
terface to the substrate. The observed NW diameter of 150 nm is larger than
the expected critical diameter for dislocation-free growth of GaAs on Si, for
which values between 40 nm and 110 nm have been reported [39, 50, 23]. There-
fore dislocations will be present at the interface, which may relax the lattice
mismatch only partially. The corresponding displacement field induced in the
NWs, with components along the growth direction and parallel to the substrate
plane, may cause the complex intensity-distribution in reciprocal space.
In order to determine which of the two scenarios - strain at a ZB/WZ het-
erojunction or residual strain originating from the substrate interface - is re-
sponsible for the observed effect, we first estimate the vertical strain ⊥ in the
measured ZB sections more quantitatively. To this end, line profiles along the
qz direction have been extracted from the reciprocal space maps (e.g. vertical
line in fig. 5.8 (b)), and fitted by a model for the vertical displacement field
as shown in figure 5.9. Here, we assumed a single ZB section of finite length
with an exponentially decaying displacement field pinned at its bottom interface
[39]. At this interface, strain may arise from one of the above scenarios. The
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assumption of a single ZB unit is only an approximation, as WZ segments will
be included in the wire (compare fig. 5.6). However, the data can sufficiently be
modeled using this simplified approach. The exponential decay is a reasonable
approximation of the displacement field obtained by simulations of the elastic
properties (see below).
Simulations based on our assumption (solid lines in fig. 5.9) show a maximum
vertical strain ⊥ at the bottom interface varying between (0.3±0.1)% and (0.6±
0.1)% among different nanowires, with an exponential decay length between 10
and 20 nm. The latter is reasonable, as finite element simulations of the elastic
behavior of nanowires show that the nanowires are free of strain at a distance
from a stressed interface comparable to the NW diameter. The estimated decay
length is in the order of 15% - 30% of the average NW length, so only the lower
part of the NW is subjected to strains larger than 0.1%. The estimated amount
of strain fluctuates randomly and shows no correlation with the length of the
ZB segment.
The corresponding strain || parallel to the surface can be estimated using
linear elasticity theory. To this end, the elastic constants of GaAs are taken
into account in a rotated coordinate system with the hexagonal x1 and x2 axes
parallel to the surface and the x3 axis parallel to the NWs growth axis. Assuming
a compressive stress along the x1 and x2 axis, the strain along the in-plane
direction (||) is related to the strain along the growth direction (⊥) via the
relation || = − c
h
33
2ch13
⊥. Here, ch33 and ch13 are the elastic constitutive parameters
of the GaAs in the hexagonal coordinate system. Following the approach by
Martin [86], the coefficients can be calculated from the cubic bulk values given
in Ref. [87] to be ch13 = 35.4 GPa and ch33 = 153.8 GPa. Here it is important to
note that the parameters ch13 and ch33 are identical in both WZ and ZB crystal
structure. As result, a vertical strain of ⊥ ≈ 0.3% should be accompanied by
a maximum lateral displacement of || ≈ −0.65%.
Although the WZ phase of GaAs should exhibit a smaller lattice parameter
along the hexagonal ah direction than the ZB phase, the difference is expected to
be in the range of −0.2% only. For WZ GaAs synthesized from a high pressure
phase, McMahon et al. measured a value of ∆aWZ
ahZB,0
≈ −0.22% [91]. In section
5.8 we will observe a comparable value in GaAs NWs. Given that due to the
elastic deformation of the nanowire at a hypothetical ZB/WZ heterointerface,
the maximum strain || will be even smaller in this case, our measurements favor
the presence of residual strain at the substrate interface.
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In order to compare the measured reciprocal space maps qualitatively with
this assumption, a simplified simulation of the diffracted intensity based on a
Finite Element model has been performed. The right part of figure 5.8 shows
a simulation of the diffracted intensity around the (331)c reflection considering
a 2-dimensional, homogeneous box of GaAs, subjected to compressive lateral
stress at its bottom interface. A homogeneous stress was applied to the box by
a temperature-induced shrinking of the substrate until the desired strain was
reached. The corresponding displacement field in this ’nanowire’ was calculated
by means of a finite element approach implemented within the COMSOL Multi-
physics package [25] (cf. sec. 6.3). Finally, the diffraction pattern was obtained
by a two dimensional Fourier-transform of the displacement field according to
equation (3.15). The top part of figure 5.8 (c) depicts the shape used for the
simulation together with the lateral strain-field. Note that the substrate below
the nanowire does not contribute to the simulated intensity due to its different
lattice parameter. Also, the simplified assumption of a homogeneous stress at
the bottom interface does not take into account any effects of dislocations, that
will be present at the interface and relax most of the lattice mismatch, causing a
more complex strain field in the nanowire. The maximum value of lateral strain
at the NW bottom interface was varied, and an estimation of || = −0.5% leads
to the simulated intensity distribution in the lower part of figure 5.8 (c), giving
good qualitative agreement with the observed diffraction patterns.
5.7 Average strain release and interface
structure
(published in paper [IV])
The measurements presented above indicate the presence of a residual stress
at the interface between the NWs and the substrate, with the attributed strain
field decaying along the growth axis of the nanowires. To verify this assumption,
ensemble averaged diffraction experiments in a grazing incidence diffraction ge-
ometry have been performed on samples (A-C), probing the in-plane lattice
parameter of the NWs as function of NW height. For shorter NWs, the defor-
mation of the NWs lattice close to the interface will become stronger, which
can be directly observed experimentally by the displacement of the respective
Bragg peaks, giving an average information along the NWs height.
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In order to probe the lattice parameters of the grown NWs, non-coplanar
GID experiments have been performed at the P08 beamline of the PETRA
III synchrotron source in Hamburg, Germany [128]. Here, the incoming x-ray
beam with photon energy of 9 keV was diffracted from the sample mounted with
the surface aligned vertically. The diffracted x-ray beam was integrated along
the exit angle perpendicular to the surface using a one-dimensional position
sensitive Mythen detector.
In the GID geometry, lattice planes perpendicular to the sample surface are
probed which are most sensitive to the lattice accommodation at the nanowire-
to-substrate interface. Due to refraction effects, even the respective Bragg re-
flections are accessible if incidence and exit angles αi,f of the x-ray beam are
small and close to the critical angle of total external reflection αc [108] (αc = 0.2◦
for Si at 9 keV x-ray photon energy). A more detailed description of the GID
geometry and the reflection and refraction effects of the x-ray beam at small
incidence angles can be found in appendix C.
Due to the small incidence angles, the footprint of the x-ray beam on the sur-
face is large and the measurements provide results averaged across the sample.
Taking into account the size of the incident x-ray beam (50µm x 50µm) and the
average dimension of the samples used (10mm), the illuminated sample area
amounts to 500.000µm2. With an average NW density of 1NW/µm2, 5 · 105
NWs contribute to the diffraction signal.
Figure 5.10 schematically depicts a top-view of the experimental geometry
together with the probed in-plane Bragg reflections of both cubic ZB and hexag-
onal WZ structures. For a given set of lattice planes (left), incidence- and exit
angles are kept equal and varied in magnitude, defining the radial momentum
transfer qr = 4piλ sin (θ) along the desired directions (dashed lines). As known
from SEM images, the grown NWs exhibit {110}c type facet orientations. The
probed lattice planes in the experiment are either perpendicular to the side-
facets (line (i)), or rotated by 30◦ along the ’edges’ (line (ii)).
Results and discussion
Figure 5.11 shows the ensemble-averaged intensity distribution of samples (A-
C)as a function of qr parallel to the cubic [202]c direction. The curves have been
recorded at an incidence angle of αi = 0.2◦ probing both the substrate and the
base of the nanowires close to the substrate. Here, GaAs and Si peaks are well
aligned along the [202]c direction, demonstrating the epitaxial relation between
substrate and NWs. For all samples, the Si (2 0 2)c reflection of the substrate
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Figure 5.10: Sketch of the experimental geometry and measured Bragg re-
flections along the indicated lines (i) and (ii).
has been used as an internal reference. The corresponding GaAs reflection,
located at smaller qr, is allowed for both ZB and WZ crystal structures, where
the indices are (2 0 2)c in the cubic and (2 1 1 0)h in the hexagonal notation,
respectively. The dashed vertical lines in fig. 5.11 indicate the expected peak
positions based on the cubic bulk lattice parameters.
Sample (C) with the 1.2 µm long NWs shows a broad GaAs reflection located
at the expected position of GaAs with ZB structure (dashed line). In this
sample, a large amount of island-like crystallites is observed on the surface.
Based on SEM images and the diffraction data presented above, they occupy
around 50% of the GaAs volume and grow in the zinc-blende type structure.
Hence, they may contribute to the respective Bragg-peak. However, almost no
crystallites are observed for samples (A-B2).
For shorter NWs (samples B2, B1, and A), this Bragg peak becomes super-
imposed by a second maximum and shifts systematically towards larger qr ,
i.e. smaller lattice parameters as a function of decreasing NW length. For
sample (B2) the position of the second maximum, indicated by a vertical line,
corresponds to the lattice parameter of the hexagonal wurtzite structure, which
will be measured for thinner NWs with larger surface coverage in the following
section. The appearance of this WZ type reflection is caused by the increasing
relative WZ content in shorter NWs and the diffraction signal can be interpreted
by a superposition of ZB and WZ type materials.
Besides this superposition of diffraction signals, for decreasing NW length
both these WZ- and ZB type peaks become considerably shifted towards larger
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Figure 5.11: (a) Measurement along the [2 0 2]c direction for samples (A-C).
For shorter NWs, the NWs’ Bragg peak shifts towards smaller lattice param-
eter (vertical lines: position of the WZ contribution, see text; dashed lines:
bulk values). (b) Relative shift of lattice parameters of ZB and WZ con-
tributions [vertical lines in (a)] compared to the bulk value. The NWs are
compressively strained close to the substrate interface.
momentum transfer, i.e. even smaller lattice parameters. In addition, the Bragg
reflection attributed to the WZ structure becomes relatively more intens, in
agreement with the relative increase in WZ material in shorter NWs.
For a quantitative analysis, the diffraction profiles along qr have been decom-
posed by a linear superposition of Gaussian profiles, representing an approx-
imation for the mean WZ and ZB contributions. The determined maximum
positions of the WZ-type peaks is shown by vertical lines in figure 5.11(a) and
exemplarily, the deconvolution is shown by dashed profiles for sample (B1). Fig-
ure 5.11(b) shows the relative displacement δa|| of the so-obtained WZ and ZB
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in-plane lattice parameters with respect to the bulk lattice parameter ah0 (upper
dashed line) as a function of mean NW height. The horizontal lines indicate
the position of the bulk ZB material as well as the wurtzite lattice parameter
that is observed in section 5.8. The data shows that the region close to the
substrate-interface is compressively strained, exhibiting mean strain values of
up to δa|| = −(0.23 ± 0.06) % for the shortest NWs. Due to the small NW
height, the measurement represents the averaged information along the growth
axis. The decrease of the measured strain value with increasing NW height
therefore represents a measure for a relaxation of a displacement field along the
growth axis, showing that the base of the NWs is compressively strained at the
interface towards the substrate.
Interface structure
In order to characterize the NWs’ interface towards the substrate and to identify
the origin of the strained interface region, TEM measurements at selected NWs
have been performed.
Figure 5.12(a) shows a high resolution (HR)TEM micrograph of the interface
region of a NW from sample (B1), obtained along the [1 1 2] zone axis. The
image demonstrates that the interface between NW and substrate (right) is
significantly roughened compared to the free Si surface (left). The smoothness
of the free Si surface indicates that the roughness of the GaAs-Si interface is
related to the growth process. The rough interface extends about 3 nm along
the growth direction.
This increased interface-roughness can be explained by the reaction of the
liquid Ga-droplet with the top layer of the substrate during the initial stage of
growth, in which the oxide layer, and probably parts of the Si substrate, are
dissolved by the liquid Ga until NW growth starts. Similar reactions of Ga
with a Si substrate, denoted as meltback-etching, have been observed for GaN
growth on Si [62, 27]. We expect that due to the large contact area between
droplet and substrate the initial etching process is more pronounced for thicker
NWs. In the next section we will observe that considerably thinner NWs show
a smooth interface structure.
Besides the high interface roughness, misfit dislocations can be observed at the
interface (not shown, compare [16]). On average, the dislocations are separated
laterally by a distance of (5.3± 0.5) nm. Assuming 60◦-type misfit dislocations,
this average distance would be sufficient to accommodate nearly the entire lat-
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tice mismatch between GaAs and Si. However, the large interface roughness
may hinder the movement of misfit dislocations to the equilibrium positions
for complete plastic relaxation, and thus effectively prevent the complete strain
release. The residual strain in GaAs near the interface may depend on the
particular interface morphology, which explains the variations observed in the
diffraction measurements at different NWs.
Figure 5.12: High-resolution TEM image of the interface region of a NW on
sample (B1) along the [1 1 2] zone axis, showing the rough interface structure
between the NW and the substrate, probably caused by a meltback-etching
reaction of the liquid Ga droplet with the Si substrate. Due to the rough
structure, the existing dislocations can not glide to their equilibrium positions
for complete relaxation, leading to a residual strain in the NW.
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5.8 Relaxation of thin nanowires
(published in paper [IV])
The NWs investigated in the previous section have diameters above 100 nm
and hence, dislocations are expected to be present at the interface. However,
a critical diameter for dislocation free growth of 100 nm has been predicted
theoretically for the case of GaAs NW growth on Si, and indeed defect free
interfaces have been reported for NWs grown by SA-MOVPE and diameters
below 20 nm [136]. In order to probe whether pseudomorphic growth can also
be obtained using the Ga assisted growth mechanism presented above, a second
set of samples has been investigated, exhibiting significantly smaller diameters
between 10 nm and 50 nm.
This series of nanowires (α-γ) has been grown using the same preparation
scheme as series (A-C), described in the previous section. However, the NWs
have been grown on a lowly arsenic-doped Si substrates from SiMat with a
resistivity in the low Ωcm range, resulting in diameters below 50 nm. In con-
trast, NWs with much larger diameters (samples A, B, C) had been obtained
for growths on more highly arsenic-doped Si substrates. We suppose that the
effect of substrate dopant concentration on nanowire diameter may be related
to differences in the native oxide layer. The NW diameter is determined by the
size of the initial Ga droplet, which in turn results from the interplay between
the accumulation of liquid Ga and the etching of the oxide by the Ga droplet
before the droplet is lifted up by the growing GaAs NW. It has been reported
that the thickness of the native oxide very sensitively affects the NW diame-
ter [75], and the oxide thickness is known to depend on the substrate dopant
concentration [98].
Figure 5.13 displays SEM images of the growth series (α-γ). The NWs are
grown with significantly smaller diameters than on series (A-C), and both
nanowire height and diameter increase during growth. On sample (α), first
nanowires with diameters of about 10 nm and similar height have formed. With
increasing growth time, the NWs increase both in diameter and length. On sam-
ple (β), diameters and a length of around 30 nm are obtained, until after 1000 s
of growth (γ) diameter and length increased to around 40 nm and 230 nm, re-
spectively. Similar to series (A-C), island-like structures are observed between
them for long growth times. The surface coverage obtained under the used
growth conditions is about 10 NWs/µm2. Table 5.2 summarizes the parameters
91
5 Structural evolution and relaxation of GaAS NWs on Si grown by MBE
of the investigated samples.
Table 5.2: Overview of growth-time (tg), length (L) and diameter (D) of the
inspected NWs in series (α-γ). The average as well as the standard deviation
obtained from measurements of at least five nanowires are shown.
Sample α β γ
tg / s 10 100 1000
L / nm 6±1 32±8 232±7
D / nm 13±3 28±3 42±4
Figure 5.14(a) shows the ensemble-averaged intensity distribution of samples
(α-γ) as a function of qr parallel to the cubic [202]c direction, measured in the
GID geometry at an incidence angle of αi = 0.2◦. The measurements were
performed with the same experimental conditions as used for samples (A-C) in
the previous section.
Most importantly, already sample (α) shows an isolated Bragg peak that is
displaced by ∆aGaAs,α/aSi = 3.8% with respect to the silicon substrate, corre-
sponding to 90% of the difference between the in-plane lattice parameters of
GaAs and Si. The large width of the Bragg peak measures the small diame-
ter of the NWs (≈ 10 nm). Due to this large width and small intensity, the
precise determination of a lattice parameter is not possible here. However, the
data clearly indicate that no pseudomorphic growth is obtained even for thin
nanowires. In case of pseudomorphic growth, a gradual change in lattice pa-
rameter close to the NW-substrate interface would be required, leading to a
much higher scattering intensity between the NW peak and the Si Bragg peak.
Instead, HR-TEM investigations (see below) could confirm that the inclusion of
misfit dislocations at the interface between NW and substrate leads to plastic
relaxation of the lattice mismatch.
For sample (β), the NW -peak increases in intensity, but otherwise maintains
the same maximum position as found for sample (α). In addition, size- oscilla-
tions can be observed around the Bragg peak, originating from the finite size of
the NWs (arrows in fig. 5.14(b)). The appearance of size oscillations implies a
rather homogeneous size-distribution of the NW ensemble. Simulations of the
diffracted intensity (dashed line, vertically shifted for clarity) indicate an aver-
age size of 26 ± 2 nm, in good accordance with the SEM results, and a lattice
parameter of ahβ = (3.987± 0.002)Å.
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Figure 5.13: SEM pictures of the in-
spected GaAs nanowires in series
(α-γ). The diameter of the NWs
increases from ≈ 10 nm (α) to ≈
40 nm (γ). For short growth times,
the NWs are well isolated on a
smooth surface. For long growth
times, small island-like structures
are visible between the wires. All
scale-bars 500 nm.
Compared to sample (α) and (β), the diffraction maximum of sample (γ),
exhibiting the longest NWs of up to 250 nm length, is shifted towards the bulk
ZB GaAs position, measuring a lattice parameter of ahγ = (3.994 ± 0.001)Å,
slightly smaller than the expected value for bulk GaAs. In this case, size oscil-
lations show an average NW diameter of 45±2 nm, also in good agreement with
the SEM value. In addition, the diffracted intensity shows a slight asymmetry
towards the position of samples (α / β).
The integrated intensities measured at selected WZ and ZB type reflections
in an asymmetric scattering geometry (cf. section 5.3) show that sample (β)
consists of more than 60% WZ, whereas only in total 6% WZ can be found in
sample (γ). We therefore interpret the observed in-plane lattice parameters in
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Figure 5.14: Intensity distribution along the [2 0 2]c (a) and the [2 2 4]c direc-
tion (b) for samples (α-γ), corresponding to directions (i) and (ii) in fig. 5.10.
Clearly visible is a shift in position of the maximum GaAs intensity for sam-
ple (β) compared to the expected position for bulk ZB GaAs (vertical lines).
Size-oscillations are seen [arrows in (a)], originating from homogeneous NW
diameters.
samples (α) and (β) to be the in-plane lattice parameter of the hexagonal WZ
phase.
The attribution to WZ and ZB phases is verified by measurements along the
[1 1 2]c ≡ [1 0 1 0]h direction for sample (β), shown in fig. 5.14(b). Here,
the (2 0 2 0)h reflection is allowed for the WZ structure only, whereas the cu-
bic (2 2 4)c reflection is equivalent to the hexagonal (3 0 3 0)h reflection. All
reflections show the same displacement with respect to the expected bulk po-
sition, verifying that the observed lattice parameter belongs to the WZ crys-
tal structure. Combining all measured reflections, we obtain a mean value of
ahWZ = (3.987 ± 0.001)Å for the lattice parameter of sample (β). This is in
good agreement with values reported for Au-assisted grown, mainly WZ-type
GaAs nanowires by Tchernycheva et al. (3.988Å) [134] and for WZ-type GaAs
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obtained by a high pressure synthesis by McMahon et al. (ahWZ = (3.989 ±
0.001)Å) [91]. Compared to the bulk value of the ZB phase ah0,GaAs = 3.9977Å,
the WZ phase shows a relative decrease in the hexagonal lattice parameter of
∆aWZ/a
h
0,GaAs = (−0.27± 0.02)%.
The agreement between the measured value for the WZ lattice parameter and
the expected values from literature corroborates the conclusion that these thin
NWs are free of strain even at the bottom. This finding is confirmed further
by the comparison of samples (β) and (α). For elastically strained NWs, the
position of the corresponding Bragg reflection would show a dependence on the
NW height, as the displacement field would be stronger towards the bottom of
the NWs (compare samples (A-C) above), but such a peak shift is not observed.
Interface structure
Figure 5.15 displays a typical high-resolution (HR)TEM micrograph of a short
NW from sample (β) taken along the Si [1 1 0] zone axis. The diameter of
the imaged NW amounts to about 25 nm. A short segment of cubic structure
directly above the substrate is followed by a region with many stacking faults
and then a segment with mostly hexagonal stacking sequences as indicated in
the figure. The lattice mismatch to the Si substrate is accommodated by the
formation of misfit dislocations along the interface. The magnified image of the
interfacial area, which is additionally noise-reduced by Fourier filtering, clarifies
the location (marked by the arrow) as well as the edge character of the misfit
dislocation. Besides the presence of dislocations, the interface between NW
and substrate is smooth, and for most NWs inspected by TEM, an amorphous
layer between crystalline GaAs and Si is observed at the outer parts of the NW,
which can be attributed to the initial oxide layer. The presence of dislocations
together with the smooth interface structure explains the complete strain release
in these thin NWs. Note that for the small interface region between NW and
substrate, only a small number of dislocations is necessary to relieve the entire
lattice mismatch.
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Figure 5.15: HRTEM micrograph of a nanowire of sample (β). The NW
with diameter of 25 nm shows segments of cubic and hexagonal stacking.
Dislocations can be found at the interface between NW and Si (arrow in
Fourier-filtered image of the interface region in inset).
5.9 Summary
In summary, the presented experiments show that using the Ga-assisted growth
mechanism of GaAs NWs on Si (1 1 1), no pseudomorphic NW growth is ob-
tained even for NWs with diameters as small as 10 nm. While the NWs with di-
ameters below 50 nm are completely relaxed, NWs with diameters above 100 nm
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are affected by a residual strain at the interface with the substrate, decaying
elastically along the growth direction. These NWs exhibit a rough interface
structure, most likely caused by an initial meltback-etching process of the liq-
uid Ga droplet with the Si substrate. Although a high number of dislocations
is introduced, the interface roughness prevents full strain release. In contrast,
NWs with diameters below 50 nm are free of strain because the smooth interface
to the Si substrate allows complete plastic relaxation.
This finding is in contradiction to a theoretical analysis that predicts dis-
location-free growth for NW diameters below ∼ 100 nm [152]; and for NWs
grown by selective-area MOVPE no dislocations were observed by HR-TEM if
the NW diameter was below 20 nm [136]. However, it is important to realize
that the interface structure is not only influenced by lattice mismatch and strain
but also by the interface chemistry. The case of Ga-assisted GaAs NW growth
on Si is particularly complex, because the interplay between liquid Ga, solid Si,
and the thin oxide layer has to be taken into account. However, little is known
about NW nucleation in this framework. Our results demonstrate that more
effects than the elastic energy have to be taken into account to describe whether
NW growth takes place without the introduction of dislocations.
In addition to the strain relaxation, during the initial stage of growth both
thick and thin NWs contain large amounts of the wurtzite phase. Using x-ray
diffraction on single nanowires, the position and amount of the WZ material
along the growth axis could be quantified, showing a mixture of extended ZB
and WZ segments during the beginning of growth. For longer NWs, the growth
is dominated by the ZB structure.
We found that the wurtzite structure of GaAs has a smaller in-plane lattice
parameter with mismatch of ∆aWZ
ahZB,0
= −(0.27 ± 0.02) %, but a larger lattice
plane spacing along the growth direction of ∆c
c
= (0.7 ± 0.05)% compared to
the purely geometrical expectation based on zinc-blende GaAs.
Coming back to figure 4.11, the observed lattice parameter change of the WZ
structure (hexagonality 100%) is compared with the results obtained in chapter
4 for NWs exhibiting a high density of ZB-twins, leading to a less pronounced
change in lattice parameters. The data shows the relative increase in the (1 1 1)c
lattice plane spacing ∆c/c as function of the relative decrease of the in-plane
lattice parameter ∆a/a of the WZ structure compared to the ZB case (first data
point). The dashed line represents a linear fit to the data, giving reasonable
agreement. The inset shows the c/a - ratio as function of the hexagonality of the
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structure, and compares them with theoretical expectations based on density
functional theory calculations [106]. Whereas a linear increase is observed in
both cases, the measurements in this work indicate a slightly stronger increase
up to a value of 1.649± 0.001 for the WZ structure.
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heterostructures
In the previous chapters, x-ray diffraction has been used to determine the shape,
structural composition and strain in pure GaAs nanowires. However, for most
technological applications, the formation of heterostructures (HS) in the NW
geometry is required, combining materials of different properties (e.g. band-
structures) and usually also different lattice parameters. In this case, strains
or defects may arise from the heterointerface, and x-ray diffraction provides a
valuable tool to study strains or chemical changes at heterointerfaces. As ex-
ample and outlook for future nanodiffraction experiments, first investigations of
the strain effects at a heterointerface in a core-shell NW geometry are presented
in this chapter. In section 6.1, a brief introduction to NW heterostructures is
given together with the description of the investigated system. First experimen-
tal results on the axial strain in a GaAs core / InAs shell heterostructure are
presented in section 6.2, followed by an interpretation of the data based on an
incomplete relaxation at the heterointerface. In addition, a short description of
finite element simulations of the elastic interaction in this heterostructures is
given in section 6.3.
6.1 Nanowire heterostructures
In general, two different geometries for a NW-heterostructure are considered
and depicted in figure 6.1. In an axial HS, two materials are combined along
the growth direction, whereas in a radial HS, a NW core is surrounded by a
shell or multiple shells of different material. In practice, the axial HS allows
to form defect-free interfaces between lattice mismatched materials, as strain
is assumed to be released by elastic deformation of the NW towards the side
walls [10, 39, 50]. In this geometry, the formation of small quantum-dot like
structures can be achieved, with possible applications as resonant tunneling
diodes [11] or light emitting diodes [55]. However, for many practical purposes
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the growth of this heterostructures is challenging. For example, in the case of
the VLS mechanism the composition of the liquid droplet needs to be changed
in order to form the HS, which frequently leads to a gradual change in the
chemical composition along the growth direction and no sharp interfaces are
obtained [76, 33]. Furthermore, straight nanowires are frequently observed only
in one interface direction [36, 92] and growth conditions (e.g. temperature,
partial pressures) might be strongly different for the two materials. Compared
to this, the formation of core-shell systems is frequently more easy to obtain.
Here, the core, which might be grown by VLS, needs to be overgrown radially,
which is similar to the growth of planar layers on the sidewalls of the NW. As no
liquid droplet is required for this overgrowth, sharp interfaces are more readily
obtained here. However, in terms of interface-quality a possible drawback in this
geometry is the larger interface area, leading to higher strain energy densities
and the formation of defects to release lattice mismatches plastically.
Figure 6.1: Schematic representation of an axial nanowire heterostructure
(left) and a radial (core-shell) heterostructure (right).
In the core-shell geometry, only small shell thicknesses can be grown coher-
ently, and for typical NW diameters, the critical thickness for dislocation free
growth is only slightly larger than for planar films [118, 119]. In the case of
highly lattice mismatched III-V NW heterostructures, the relaxation of InAs
core - GaAs shell nanowires has most extensively been studied. The cubic bulk
lattice parameters of this materials are aInAs = 6.0583Å and aGaAs = 5.6536Å,
corresponding to a lattice mismatch of δa = aInAs−aGaAs
aGaAs
= 7.16% [79]. In this
system, a fast relaxation along the radial direction has been reported, whereas
a slower and gradual relaxation in axial direction was observed [69, 113, 70].
The faster radial relaxation is caused by the energetically favored formation of
edge dislocations releasing the strain along the circumference of the NW more
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easily compared to axial relaxation, which is observed to occur gradually [70].
For wurtzite type InAs NWs with a GaAs shell, a sudden and nearly complete
radial strain release as function of shell thickness was observed, accompanied
by a gradual axial strain relief saturating at values of around 80% [69].
However, whereas the relaxation is commonly related to the shell, the pos-
sibility of strain in the core is often neglected and cannot, or only hardly, be
accessed independently if, using TEM, the separation of Moiré fringes is used to
calculate the degree of relaxation, or the splitting of electron diffraction peaks.
Complementary to electron microscopy, x-ray diffraction can be used to mon-
itor the relaxation in core-shell nanowire heterostructures. Goldhorpe et al.
measured the shell-induced strain in thin Ge-core / Si-shell NWs with core
diameters below 30 nm. Compared to the InAs/GaAs case, a faster strain re-
laxation along the axial direction was observed in this system [53]. Keplinger et
al. studied the limits of pseudomorphic shell growth in the InAs core / InAsP
shell system using grazing incidence diffraction, and observed pseudomorphic
growth for mismatches below 1%, considerably smaller than the 7.16% in the
InAs / GaAs system [71].
In this chapter, we study the axial strain relaxation in GaAs core / InAs shell
nanowire heterostructures using x-ray diffraction. Besides a gradual relaxation
of the shell, we find a significant impact of strain in the GaAs core, increasing
with shell thickness. This increasing strain can be explained by a saturation of
the dislocation density at the core-shell interface. Based on TEM investigations,
a maximum axial relaxation of 80% is obtained. Independent measurements of
core and shell reveal a higher relaxation of the shell (93% of the initial mismatch
with GaAs) , together with a tensile strain in the core, leading to a change in
the distances in Moiré patterns and subsequently an underestimation of the
relaxation if the shell is considered alone.
Here, only the axial relaxation will be discussed. A detailed study of the radial
relaxation, which can be expected to occur more suddenly, will be subject of
future work.
Sample description
The GaAs NW cores were grown by MBE using the Ga-assisted growth mode on
a GaAs (1 1 1) surface covered by a thin SiO layer [120] 14. The core growth was
14The core-shell NWs have been grown and analyzed with electron microscopy by Torsten
Rieger at the Peter Grünberg Institute (PGI-9), Forschungszentrum Jülich, Germany.
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performed using a substrate temperature of 590◦C, a Ga rate of 0.075µm/h
and an As flux of 1x10−6 torr for 45 minutes, resulting in a mean diameter
of 70 nm-80 nm along the [1 1 2] direction and a length of 1.2µm. After the
core growth, the samples were kept 10minutes at constant temperature and As
flux in order to consume the Ga droplet. The NW cores exhibit the cubic zinc-
blende structure with few rotational twins and a short segment of the hexagonal
wurtzite phase at the top of the wire, created during the consumption of the
liquid Ga droplet [120]. Then, the substrate temperature was ramped down to
490◦C and the growth of the InAs shell was initiated using the same As flux
as for the core and an In rate of 0.1µm/h. Three samples were grown with
shell growth times ranging from 5 to 30 minutes. Additionally, one sample was
grown without the InAs shell.
During the initial stage of InAs growth, InAs islands are formed on the core’s
[1 1 0] side facets, which coalesce and form a closed shell after a thickness of
5 nm [121]. Measurements of Moiré patterns in TEM indicate a saturation of
the axial relaxation at around 80% of the total mismatch, comparable to the
InAs-core/ GaAs-shell case [69]. A set of these NWs with closed InAs shell has
been selected for x-ray diffraction experiments.
Figure 6.2 shows scanning electron micrographs of the pure GaAs NWs (a)
and the GaAs NWs covered by a 12 nm (b), 20 nm(c) and 35 nm (d) thick shell
of InAs, respectively. For all samples, the shell thickness was determined by
transmission electron microscopy after the transfer of NWs from the substrate to
a TEM grid. Note that besides the increasing diameter of the NWs observed in
SEM, parasitic growth of crystallites occurs during InAs deposition in between
the NWs.
High resolution x-ray diffraction experiments have been performed at the
P08 beamline of the PETRA III synchrotron source. In addition, diffraction
measurements using the nano-focussed x-ray beam have been performed at the
ID01 beamline of the ESRF synchrotron source in order to verify the attribution
of the diffraction signals to nanowire core, shell and crystallites, respectively.
6.2 Axial strain measurements in core-shell NWs
Figure 6.3 (a) shows a reciprocal space map around the GaAs (111)c reflection
of the bare GaAs NWs. X and y axis measure the momentum transfer of the
diffracted x-ray beam parallel to the surface (qx) and perpendicular to it (qz),
102
6.2 Axial strain measurements in core-shell NWs
Figure 6.2: SEM images of
the inspected NWs. 1.2µm
long GaAs NW cores (a)
are covered by an InAs shell
of 12 nm (b), 20 nm (c)
and 35 nm (d), respectively.
Together with the growth
of the InAs shell, parasitic
InAs growth occurs in be-
tween the initial NWs.
respectively (compare fig 6.3 (e)). The GaAs substrate creates a sharp Bragg
peak (s) in reciprocal space, superimposed by a crystal truncation rod originat-
ing from the surface of the substrate (vertical streak in (a)) as well as crossed
streaks of intensity caused by the crystal-monochromator and the detector, re-
spectively [108]. Compared to that, the finite size and a possible random tilt of
the GaAs nanowires leads to an elongated diffraction signal along the qx direc-
tion in reciprocal space, allowing to separate the contributions from NW cores
(’co’) and substrate. For the pure GaAs NWs, the elongated signal coincided
with the substrate signal, indicating that the NWs grow in the cubic zinc-blende
structure exhibiting the bulk lattice parameter in agreement with TEM investi-
gations. In addition, a second signal is observed displaced by ∆qz/qz ≈ −0.5%
along the vertical direction. This signal can be attributed to wurtzite segments
that are observed close to the tip of the NWs and are known to exhibit an
increased lattice plane spacing along the growth direction compared to the ZB
structure (cf. chapter 5).
If a completely relaxed InAs shell is grown around the NW core, the larger
(111)c lattice plane spacing of InAs leads to a Bragg peak located at smaller
vertical momentum transfer. However, if the InAs shell is subjected to compres-
sive strain, the diffraction signal will be displaced along qz towards the GaAs
position.
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Figure 6.3: X-ray reciprocal space maps around the GaAs (111)c (a-d) and
InAs (111)c (f-h) reflections of all investigated samples. With increasing shell
thickness, the diffraction signal of the GaAs core (co) is displaced from the
substrate (s), which is used as reference. Simultaneously, the shell (sh) shows
a gradual relaxation and InAs crystallites (cr) grow. (e) shows a sketch of
the diffraction geometry.
In figure 6.3 (b-d), the same region in reciprocal space is shown for the NWs
covered with increasing InAs shell thickness. (f-h) show the corresponding re-
gion around the InAs (1 1 1)c reflection, respectively. Most strikingly, with in-
creasing shell thickness the diffraction signal attributed to the GaAs core (’co’
in (c)) shifts towards smaller momentum transfers, indicating a mean increase
of the lattice plane spacing. This shift is indicated by arrows between figures
6.3 (a-c). Simultaneously, the peak broadens considerably, until for a 35 nm
thick shell (d), no distinct GaAs core reflection is observed anymore. In the
latter case, the entire CTR of the substrate is surrounded by a strong diffuse
scattering signal originating from the high surface coverage by parasitic crys-
tallites, possibly shadowing the small core signal. For all shell thicknesses, the
diffraction signal of the InAs shell (fig. 6.3 (f-h)) consists of a superposition of
two maxima, out of which one is located at the position of bulk ZB InAs (’cr’)
and the second one is displaced (’sh’) towards larger qz, i.e. smaller lattice
parameters. Spatially resolved nanodiffraction experiments using a focused x-
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Figure 6.4: Position-resolved intensity distribution of the Bragg peaks as-
signed to GaAs core (red filled), InAs shell (blue contours) and parasitic
InAs crystallites (light blue filled). Using a piezo positioning system, the
sample is scanned below the stationary focused x-ray beam. The projec-
tion of the inclined x-ray beam on the surface is marked by the arrow. The
height of the NWs and the inclined x-ray beam leads to the elongated spots
in the intensity-map. Whereas the diffraction signals assigned to core and
shell show the same spatial distribution, the additional InAs signal assigned
to the crystallites is only present on areas in between, in agreement with the
observations by scanning electron microscopy.
ray beam showed that the displaced GaAs and InAs diffraction signals originate
from identical positions on the sample (the NWs with shell), whereas the relaxed
InAs signal is caused by smaller structures in between (figure 6.4). This com-
pares well with the observation in figure 6.2, showing an increasing amount of
parasitic InAs growth on the oxide covered surface during the shell deposition.
The mean strain values in GaAs core and InAs shell can be determined from
their respective peak positions (’co’ and ’sh’ in fig. 6.3) and are plotted in figure
6.5. The values are calculated with respect to the lattice plane spacing of un-
strained material, taken from the position of the GaAs substrate reflection and
the InAs crystallites measured simultaneously. The error bars are determined
from the full width at half maximum of the diffraction signals and indicate the
spread of the lattice parameter distribution rather than the experimental res-
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olution (∆a/a ≈ 1 · 10−4). Whereas the InAs shell is under axial compressive
strain, the GaAs core is tensile strained, increasing from 0.25% for 12nm thick
InAs to 0.5% for a 20nm thick InAs shell.
The inset in figure 6.5 shows a TEM micrograph of a NW with 20 nm thick
InAs shell. In the central region, a Moiré pattern is visible due to the overlapping
lattices of core and shell. From the separation of the Moiré fringes, the mismatch
between both lattices can be obtained. For comparison, green triangles show
the strains in the shell based on the TEM investigation, if only a deformation of
the shell, but no change in the core lattice parameter is considered. The TEM
data shows a saturation of the strain in the shell around (∆a/a)shell ≈ −1.5%,
corresponding to a relaxation of 80% compared to bulk values15. Compared to
this, the x-ray data clearly shows a smaller compressive axial strain in the shell,
decreasing to (∆a/a)shell ≈ −0.5% for 35 nm shell thickness. Compared to the
bulk lattice parameters of GaAs and InAs, this corresponds to a relaxations
of 93%, larger than observed by TEM. However, this discrepancy is resolved if
the experimentally observed changes of both core and shell lattice parameters
are considered. In this case, the relative difference of the core-shell lattice
parameters amounts to ≈ 80% for all measured samples.
6.3 FEM simulations
The increasing strain in the core for larger shell thickness indicates that the
plastic relaxation of the shell by inclusions of misfit dislocations is incomplete
and does not reach 100%. This situation will lead to an remaining effective
lattice-mismatch and hence stress at the heterointerface. Under the assumption
that a residual stress remains, an increasing shell thickness will lead to a more
efficient relaxation of the shell, accompanied by a higher strain in the core
induced by the increasing shell thickness.
Besides the increasing strain, the diffraction signal of the core indicates a
rather homogeneous displacement throughout the entire core region. In order
to determine whether the observation of a homogeneous, increasing strain is
consistent with the assumption of an incomplete plastic relaxation, the elas-
tic interaction between core and shell has been simulated within a finite ele-
ment approach in the COMSOL Multiphysics package [25]. FEM methods have
15TEM investigations have been performed for more combinations of shell thickness and core
diameter, all showing a saturation with increasing shell thickness (not shown here).
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Figure 6.5: Average change of core (red spheres) and shell (blue squares) lat-
tice parameters along the growth direction as function of shell thickness.
Error bars measure the observed spread from the FWHM in fig. 6.3. Open
sympols: Results of a finite element simulation, cf. section 6.3.
been used before to study the in-plane strain distribution for the example of
GaAs/GaP core-shell NWs in ref. [54] for a fixed combination of core and shell
diameter. However, the dependence on the shell thickness has not been studied.
Simulation details
The strain energy U of a deformed solid is given by [100]
U =
1
2
∫
Cijkl(r) ij(r) kl(r) dr (6.1)
where Cijkl is the fourth rank tensor of elastic stiffness constants and ij are the
components of the strain tensor (i, j, k, l = 1, 2, 3). The integration is performed
over the entire volume of the solid. A pseudomorphic combination of two mate-
rials at a heterointerface can be expressed by an initial strain 0ij, that does not
include rotations and deforms the materials with respect to their bulk lattice
constants in order to match the pseudomorphic requirement at the interface.
In addition to this initial strain, the system can be free to deform elastically,
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for example due to free surfaces in a finite nanostructure. This deformation is
characterized by a displacement field u(r), depending on the position r in the
solid. In this case, the total strain tensor in equation (6.1) can be written as
[116, 114]
ij(r) =
1
2
(
∂ui(r)
∂xj
+
∂uj(r)
∂xi
)
+ 0ij(r). (6.2)
To determine the strain distribution in the solid, the displacement field u is
varied to minimize the strain energy U in equation (6.1). Using the finite
element method, this is done by standard numerical algorithms after reduction
of the continuous solid to a set of discrete elements [9].
Figure 6.6 shows a view of the core-shell geometry used for the FEM simu-
lation. For all simulations, a NW core with 80 nm diameter between opposite
corners and hexagonal cross section has been surrounded by a shell of 10 nm,
20 nm and 35 nm thickness, respectively (cf. also fig. 6.7). To simulate the
elastic properties of core and shell, the bulk elastic constants of GaAs and InAs
have been transformed into the surface coordinate system obeying the hexag-
onal symmetry of the NWs by means of a tensor transformation of the fourth
rang elasticity tensor 16. However, the rotation of the cubic directions into the
surface coordinate system does not lead to a hexagonal symmetry. Instead, a
trigonal symmetry is obtained, corresponding to the two possible twin orienta-
tions of the cubic zinc-blende lattice. Following an approach by Martin [86],
hexagonal symmetry is obtained by averaging the elastic constants for the two
possible twinned zinc-blende orientations. This is a reasonable assumption, as
the NWs contain ZB rotational twins. No additional modification of the elastic
constants due to the WZ crystal structure was considered (cf. [86]), as the WZ
structure is only observed at the top part of the NWs. In addition, growth
experiments show that the InAs shell only forms on the ZB part of the GaAs
core, leading to the tapered part of the shell towards the top of the NW (cf.
figure 6.2(c)).
If we assume a homogeneous shell covering the entire length of the NW, the
strain field within the NW will not change along the NW axis apart from the
16For the sake of convenience, usually the matrix notation for the indices of the tensors Cijkl
and ij is applied, reducing the indices to Cjk and j with j, k = 1, ..., 6. For cubic materials
described in a cubic coordinate system with axes parallel to the principal directions of the
cube, only the three components C11, C12 and C44 are non zero. However, transformation
to a rotated coordinate system yields more non zero elements (compare [100]).
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Figure 6.6: 3-dimensional view of a core-shell nanowire geometry (80 nm core
diameter, 35 nm shell thickness) used in the FEM simulation. The z- and
x-axis of the model correspond to the cubic [1 1 1]c and [1 1 0]c directions, re-
spectively. The slices show the strain energy density within the NW, showing
the deformation close to the top wire facet. For the simulation, only the
steady state in the lower part of the NW is considered.
topmost free surface and the interface region towards the substrate. Neglecting
possible changes in these areas, we therefore aim to simulate the displacement
field within a cross sectional slice within the NW. In order to achieve this, the top
interface of the NW depicted in figure 6.6 was allowed to deform freely within
the FEM simulation, whereas the bottom interface was subjected to a roller
boundary condition, allowing only displacements in the x-y plane (cf. figure
6.6), but no perpendicular displacements or twists. The latter is used to obtain
the static situation assumed in the NW away from it’s topmost facet. To be
unaffected by deformation effects arising at the top facet of the NW, simulations
have been performed for different NW lengths. As a result, the length of the
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Figure 6.7: Relative displacement [111] along the growth direction, resulting
from FEM simulations for different shell thicknesses. In all cases, an effective
axial mismatch of 1.5% was used for the simulation. Core and shell regions
are indicated. In all cases, the displacement in the core shows only small vari-
ations. With increasing thickness, the shell relaxes towards the free surface.
Note that the strain in the shell is given by [111] − 1.5%
NW was chosen to be 4 times its diameter 17, resulting in a steady state of the
strain field in a distance of about one times its diameter away from the top
facet. Residual axial stress arising at the core-shell interface was simulated by
applying an vertical expansion of the shell by means of a temperature increase
(representing 0 in equ. (6.2)). The relative expansion of the shell models the
remaining effective mismatch at the heterointerface. Whereas 7.16% expansion
corresponds to the (axially) pseudomorphic case, 1% expansion correspond to a
plastic relaxation of R = 1− (1/7.16) = 86%. Here, only initial axial mismatch
(resulting in both axial and radial strains) has been considered and no thermal
expansion of the shell in the radial direction has been applied. The choice has
been motivated by experimental reports, showing that in InAs core/GaAs shell
NWs the radial strain release occurs more rapidly than the axial one [69, 113, 70].
In the simulation, the relative expansion of the shell and hence the residual
mismatch was varied and the resulting strains were compared with the experi-
ment. Figure 6.7 shows the relative displacement [111] in a cross section of the
NW 10nm above the bottom interface, arising from a thermal axial expansion
of the shell by 1.5%. In the combination of all measured data points, this value
of 1.5% residual strain lead to the best agreement between simulation and data.
17For better representation, the scheme in figure 6.6 shows a shorter NW with length equal
to 3 times its diameter.
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In this slice, the steady state of the deformation away from the topmost inter-
face has been reached. Due to the elastic interaction between core and shell,
also the core region is tensile strained in all cases. The strain core[111] in the core
is equal to [111] as shown in figure 6.7. At the same time, the expansion of the
shell does not reach the desired 1.5% with respect to the initial state. Hence,
the shell is compressively strained by shell[111] = [111]−1.5%. With increasing shell
thickness, the simulations show an increasing strain in the core, together with
a more efficient relaxation of the shell towards the free surface. In addition,
the strain distribution within both core and shell is comparably homogeneous,
showing only small variations in the range of ±0.01 · 10−3 for 10 nm shell thick-
ness up to ±0.3 · 10−3 for 35 nm shell thickness, respectively. This small spread
in the displacement supports the interpretation of the x-ray data, in which a
shift of the entire diffraction signal of the GaAs core has been observed. For
a quantitative comparison with the x-ray data, the average strains in the core
and shell regions of figure 6.7 have been calculated. This results are plotted
as open symbols together with the experimental data in figure 6.5. The gen-
eral trend observed in the experiment can be well explained without the need
of additional plastic relaxation for larger shell thickness and hence explain the
observed ’saturation’ of the axial relaxation.
Comparing the absolute values of the strain and the general dependence of
the strain in core/shell with increasing shell thickness, small deviations are ob-
served between simulation and measurement. Several factors may contribute
to this deviations. First, the calculations for each sample have been performed
for one selected shell- and core diameter only, but due to the random nature
of NW growth, the dimensions of both core and shell will vary among different
NWs even for the same growth parameters. Second, only axial stress has been
considered (see above), neglecting possible tangential stresses around the NWs
perimeter. Finally, bulk elastic constants have been considered for the simu-
lation. However, deviations of the elastic parameters are expected for small
dimensions, which holds in particular for the thin InAs shell but also the core
diameter of 80 nm. However, no conclusive picture about the changes in elastic
properties and their dependence on geometric or size effects can be drawn to
date. For example, a systematic increase in Young’s modulus in ZnO NWs with
decreasing diameter below 500 nm has been found and explained by a model in
which the NW contains a core and shell-region of larger stiffness due to sur-
face effects, who’s contribution increases for smaller diameter [20, 1, 150]. For
Si NWs, a decrease of Young’s modulus for thin diameter is usually observed
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[78, 150]. However, the case of GaAs NWs, both an increase [144] as well as
a decrease [3] of Young’s modulus of GaAs NWs compared to bulk GaAs have
been reported.
6.4 Summary
The FEM simulation showed that the observed homogeneous strain in the GaAs
cores can indeed be caused by residual axial stress at the core/shell interface.
Noteworthy, already thin InAs shells of 10 nm can lead to a significant elastic
deformation, showing only small variations within the entire core. Compared to
measurements of the axial relaxation by electron diffraction or Moiré patterns
in TEM, our x-ray data provide the absolute strains in both core and shell,
showing an increasing average relaxation of the shell together with an increasing
strain in the core. This observation can be explained by a saturation of the
dislocation density at the heterointerface, leading to an effective mismatch of
1.5% between core and shell. First HR-TEM investigations of the initial stage
of InAs formation show that the distance between dislocations at the interface
is larger than required for complete plastic relaxation, in agreement with this
assumption [121]. At present, we speculate that dislocations are formed during
the growth of initial InAs islands on the NWs’ sidewalls. Here, less dislocations
might be sufficient to release the strain energy together with deformations at
the free surfaces of the islands. Once the islands coalesce and form a closed
film, dislocation nucleation might be hindered and lead to the observed residual
strain. Also in planar heteroepitaxy of InAs on GaAs (1 1 1)A, a transition from
initially strained islands towards a closed layer including misfit dislocations that
release the strain only partially has been reported [147].
In addition, our measurements explain the observed "saturation" of axial
relaxation in the shell by TEM methods. Both measurement and simulation
show a relative difference in the lattice parameters of core and shell of ≈ 80%
compared to the bulk lattice parameters. Due to the elastic interaction, this
value does not change considerably even for large shell thickness, although the
mean relaxation of the shell reaches a value of 93% (compared to bulk values)
for 35 nm thickness.
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In the present work, x-ray diffraction methods were used to study the growth
and structure of different GaAs nanowire systems. Whereas conventional diffrac-
tion techniques have been used to study large ensembles of nanowires simulta-
neously, nanodiffraction techniques allowed to address the unique structure of
the probed objects and hence provide information independent from the fluc-
tuations that are usually observed among different nanowires grown on one
substrate (e.g. diameters, stacking-faults and arrangement of ZB/WZ segments
along the growth axis).
Coherent x-ray diffraction was applied to measure simultaneously the 3-
dimensional shape and lattice parameters of GaAs nanowires grown by metal-
organic vapor phase epitaxy on GaAs. Using a model-free reconstruction of the
diffracting object using phase retrieval algorithms, both real and imaginary part
of the NWs’ electron densities could be obtained from the diffraction patterns.
In the presented study, the method revealed individual differences in the shape
of the simultaneously grown nanowires. Whereas in this particular example
the differences in shape are also accessible using standard electron microscopy
techniques, the x-ray method is generally not restricted to the outer particle’s
shape, but can also be used to reveal internal variations in chemical composition
or strains with a high resolution. In addition to individual differences in the
shape, we have observed that due to a high density of zinc-blende rotational
twins within the NWs, their lattice parameter deviates systematically from the
bulk zinc-blende phase.
In a second example, we have addressed the initial stage in the growth of GaAs
NWs on Si (1 1 1) surfaces using a Ga-assisted growth mechanism in molecular
beam epitaxy. In this system, the smaller lattice parameter of the silicon com-
pared to the GaAs NWs requires the accommodation of this mismatch during
the initial stage of growth. We observed that independent of their diameter,
NWs grow with relaxed in-plane lattice parameter on the Si substrate. This
lattice parameter accommodation takes place already in the initial stage of
growth through the inclusion of misfit dislocations. Remarkably, even for NW
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diameters as small as 10 nm, growth is not pseudomorphic. Thick nanowires
with diameters larger than 100 nm are affected by residual strain at the in-
terface towards the substrate, decaying elastically along the growth direction.
These NWs exhibit a rough interface structure, most likely caused by an ini-
tial meltback-etching process of the liquid Ga droplet with the Si substrate.
Although a high number of dislocations is introduced, the interface roughness
prevents full strain release. In contrast, NWs with diameters below 50 nm are
free of strain because the smooth interface to the Si substrate allows complete
plastic relaxation. This results demonstrate that more effects than the elastic
energy have to be taken into account to describe whether NW growth takes
place without the introduction of dislocations. All nanowires are found to grow
mainly in the cubic zinc-blende structure, although a large abundance of the
hexagonal wurtzite phase is found in the beginning of growth. The wurtzite
structure has an increased c/a - ratio of 1.649 ± 0.001 compared to 1.633 in
the bulk zinc-blende phase. Using diffraction measurements on single NWs, we
have determined the wurtzite content and its position along the growth direc-
tion for individual NWs, showing that although growth frequently starts in the
ZB structure, extended wurtzite segments are formed close to the substrate.
Finally, first measurements of the axial strain and relaxation in GaAs-core /
InAs-shell nanowire heterostructures were presented. In this system, we have
found a residual stress at the core-shell interface, that can be explained by a
saturation of the dislocation density at the core-shell interface during the initial
stage of growth, in which InAs islands are formed. This leads to a significant
strain in the GaAs core, increasing with the thickness of the InAs shell. Simul-
taneously, the shell relaxes gradually with increasing thickness.
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A Structure factors of zinc-blende and
wurtzite materials
To determine the position and intensity of allowed Bragg reflections in reciprocal
space, the structure factors Fhkl need to be calculated according to
Fhkl =
∑
n
fn(q)e
iq·rn .
Here, q is the diffraction vector of the reciprocal lattice point with indices (h k l).
In particular, the structure factors determine the combinations of indices (h k l),
for which no reflections can be observed. Here, the expressions for the structure
factors of the zinc-blende and wurtzite structures for a reflection (h k l) in their
respective coordinate systems are given. For the cubic zinc-blende structure, we
need to distinguish between the description in the cubic and hexagonal notation
of the surface-coordinate system. The calculations are performed for the GaAs
structure. For silicon, the structure factors are obtained by replacing both
atomic form factors of Ga and As by Si.
Zinc-blende structure, cubic coordinate system Commonly, the zinc-blende
structure is described in a cubic coordinate system with the atoms located at
the following relative positions in the cubic unit cell (cf. figure 2.3):
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Using this relative coordinates, the structure factor of a reflection with Miller
indices (h k l) can be calculated according to equation (3.12)
FZB,chkl =
(
1 + eipi(h+k) + eipi(h+l) + eipi(k+l)
) (
fAs + fGae
i(pi/2)(h+k+l)
)
(A.1)
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The first term equals 4, whenever all indices are even or all indices are odd.
Together with the second term, we obtain the relation
FZB,chkl = 4 ·

fAs(q) + fGa(q) h, k, l even andh+ k + l = 4n;n ∈ Z
fAs(q)− fGa(q) h, k, l even andh+ k + l 6= 4n;n ∈ Z
fAs(q)± i fGa(q) h, k, l odd
0 otherwise
(A.2)
Figure A.1: Unit cells of
the zinc-blende (left) and
wurtzite (right) crystal
structures in the hexag-
onal surface-coordinate
system. The upper
row shows a top view
along the c directions.
For the ZB structure, 6
atoms (bold) are found
in the unit cell, whereas
4 atoms are present in
the WZ case. Note that
the bonds of the second
Ga atom (#4) are ro-
tated by 30◦ with respect
to each other.
Zinc-blende structure, surface coordinate system As discussed above, for
[1 1 1] oriented materials the zinc-blende structure can also be described in a
hexagonal surface coordinate system. Figure A.1(left) shows a possible choice of
the hexagonal unit cell of this ZB structure, containing six atoms with positions
As : r1 = (0, 0, 0) r3 =
(
2
3
,
1
3
,
1
3
)
r5 =
(
1
3
,
2
3
,
2
3
)
Ga : r2 =
(
0, 0,
1
4
)
r4 =
(
2
3
,
1
3
,
1
3
+
1
4
)
r6 =
(
1
3
,
2
3
,
2
3
+
1
4
)
.
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In the hexagonal reciprocal space coordinates we obtain the structure factor
FZB,hhkl =
(
1 + ei(2pi/3)(2h+k+l) + ei(2pi/3)(h+2k+2l)
) (
fAs + fGae
i(pi/2)l
)
(A.3)
=
(
1 + ei(2pi/3)(2h+k+l) + ei2(2pi/3)(2h+k+l)
) (
fAs + fGae
i(pi/2)l
)
(A.4)
The first term equals 3, whenever 2h + k + l = 3n ; n ∈ Z, and we obtain the
result
FZB,hhkl = 3 ·

fAs(q) + fGa(q) 2h+ k + l = 3n ; l = 0, 4, 8...;n ∈ Z
fAs(q)− fGa(q) 2h+ k + l = 3n ; l = 2, 6, 10...;n ∈ Z
fAs(q)± ifGa(q) 2h+ k + l = 3n ; l odd;n ∈ Z
0 otherwise
(A.5)
It is worth to realize that the structure factors in equations (A.2) and (A.5) do
not give the same result even for the same reflection, expressed in the different
coordinate systems, because the size of the chosen unit cell is different for both
cases. In addition, a ZB-twin leads to an exchange of the first two coordinates of
atoms #(3,4) and #(5,6) in fig. A.1, corresponding to a change in the condition
for allowed reflections according to
2h+ k + l = 3n
twin−−→ h+ 2k + l = 3n n ∈ Z (A.6)
Wurtzite structure Finally, the unit-cell of the hexagonal wurtzite structure
contains four atoms at the relative coordinates (fig. A.1(right))
As : r1 = (0, 0, 0) r3 =
(
2
3
,
1
3
,
1
2
)
Ga : r2 =
(
0, 0,
3
8
)
r4 =
(
2
3
,
1
3
,
1
2
+
3
8
)
leading to the structure factor
FWZhkl =
(
1 + ei(2pi/3)(2h+k)eipi l
) (
fAs + fGae
i(3pi/8)l
)
. (A.7)
The first term vanishes, whenever l is odd and 2h+ k = 3n;n ∈ Z.
In the wurtzite structure, the c axis is by a fraction of 2/3 shorter than
the native c axis of the zinc-blende structure in figure A.1. Consequently, the
reciprocal lattice vector bWZ3 of the WZ structure is 3/2 longer than b
ZB,h
3 of
the ZB structure in the surface coordinates. Hence, the reciprocal lattice points
of the WZ structure are found at multiples of 1.5 l in the surface coordinate
system. This is sketched in figure 3.6.
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B Resolution effects in reciprocal space
maps
Meanwhile, many diffraction experiments are conducted using a 1- or 2- dimen-
sional pixel detector to collect the diffracted intensity. The intrinsic angular
resolution of the detector system therefore allows to cover an extended slice in
reciprocal space within a single acquisition. A complete reciprocal space map
can then be collected within a single scan, e.g. by rocking the sample in small
steps ∆ω around a desired Bragg reflection (cf. section 3.4). Figure B.2 depicts
this situation in the general case of a Bragg reflection. With respect to the
probed lattice planes, the scattering vector q can be decomposed into compo-
nents qrad and qtang parallel and perpendicular to the reciprocal lattice vector,
respectively. In the case of a symmetric diffraction experiment, this components
correspond to qz and qx. In the case of an asymmetric diffraction experiment,
both lattice plane and diffraction vector are inclined by the angle Φ with respect
to the surface. The angular resolution of the detector ∆2θ leads to a resolution
∆q2θ within each slice of data taken in reciprocal space (fig. B.2 (a)). In addi-
tion, the subsequent rotation of the lattice planes by the angle ∆ω leads to a
translation of the detection plane by the components ∆qrad and ∆qtang, leading
to a triangular shaped region in which no data is acquired (fig. B.2 (b)). In
a usual diffraction experiment considered here, ∆ω is small and much smaller
than the Bragg angle θB. In this case, the translations can be calculated as
∆q2θ = k sin (∆2θ) (B.1)
∆qrad = 2k cos θB sin ∆ω (B.2)
∆qtang = 2k sin θB sin ∆ω (B.3)
Note that depending on the chosen step size ∆ω, the side lengths ∆qrad/tang
may easily exceed the ’intrinsic’ resolution ∆q2θ. Depending on the intensity
features to be probed in reciprocal space, appropriate rotations need to be
chosen to achieve sufficient resolution.
In addition to the limited resolution in a reciprocal space map, the use of a
focussed x-ray beam in nanodiffraction experiments leads to a systematic broad-
ening of Bragg reflections due to the convolution with the beam divergence. In
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Figure B.1: Definition of the different resolution effects during the acquisition
of a reciprocal space map. (a) At any position, the detector covers a slice in
reciprocal space. The angular acceptance ∆2θ of the detector determines a
resolution ∆q2θ along the direction covered by the detector. (b) To obtain
a RSM, usually the sample is rocked in steps ∆ω around a Bragg position.
This results in a triangular shaped area with nearly perpendicular sides ∆qrad
and ∆qtang, inside of which no data is collected.
case of the focussing using a Fresnel zone plate, the incident x-ray beam is not
parallel, but has a finite divergence in a cylindrical symmetry around the optical
axis. Figure B.2 (a) shows a side-view of the diffraction geometry and angles
considered. With respect to the optical axis, the incidence angles on the sample
position vary in a range of ±∆αi, determined by the focal distance and the
diameter of the FZP. Besides this change in αi, also the in-plane-angle of the
impinging x-rays varies in a range ±∆µ (b).
To simulate the diffracted intensity within this setup, first the aperture of the
FZP is divided into volume elements at positions r′ as indicated in figure B.2 (c).
As approximation we assume that each volume element is illuminated by the
same incident intensity and focused with equal efficiency onto the sample posi-
tion, illuminating the sample with angles α0i +∆αi(r′) and µ0+∆µ(r′) depending
on the position r′ itself. Figure B.2(c) shows a plot of the total divergence angle
with respect to the optical axis ψ, given by cosψ = cos ∆αi · cos ∆µ = r′/f
along the FZP. For simulation, a FZP with 190µm diameter, 100 nm outermost
zone width and focal distance f=138mm at 9keV photon energy have been
considered, as used in the measurement of a bulk Bragg reflection. Note that
due to the central beamstop in front of the FZP (diameter 50µm), the central
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components with small total divergence are not present in the x-ray beam.
Figure B.2: Definition of angles for a highly focussed x-ray beam behind a
zone plate. The zone plate introduces a divergence with rotational symmetry
around the optical axis with components ∆αi along the incidence angle (a)
as well as ∆µ along the perpendicular direction (b). For simulation purpose,
the FZP is divided into volume elements at positions r′ (c). Colorscale in
(c) shows the rotational symmetry of the total divergence r′/f , resulting in
changes of the incidence angle of up to ≈ 0.4◦ at the used experimental
conditions (see text).
For each angular position α0i , the diffracted amplitude in a single pixel of the
detector, determining the angles αf and ν, can be expressed as the integrated
amplitude over all partially scattered waves passing the FZP, considering that
according to equations (3.26), the components of the scattering vector q become
a function of r′ due to the changing incidence angles
A(α0i , αf , ν) =
∫
r′
A0(qx(r
′), qy(r′), qz(r′)) dr′ (B.4)
121
B Resolution effects in reciprocal space maps
Here, A0(q) represents the diffracted amplitude given by equation (3.8). To
illustrate the influence of the divergence on the measured intensity distribu-
tion, the broadening of a bulk Si reflection has been simulated and compared
with experimentally observed data. Figure B.3(a) shows a modeled intensity
distribution of the silicon (3 3 1)c reflection in the in the qx − qz plane in case
of illumination with a parallel beam. The bulk Bragg peak was modeled by a
Figure B.3: (a) Model of the (331)c Bragg peak of the substrate, realized by
the superposition of Lorentzian functions. (b) Simulated intensity distribu-
tion measured with the divergent x-ray beam produced by a Fresnel zone
plate. The plot shows the intensity distribution in the qx, qz plane, and data
was integrated along the qy direction (angle ν) on the detector. (c) Measured
intensity distribution around a Si (331)c reflection, showing good agreement
with the simulated resolution function.
superposition of Lorentzian profiles, taking into account the broadening along
qz due to the crystal truncation rod. In addition, the data was integrated along
the detector angle ν, as usually done in the experiments as well. Obviously,
this model is only a rough approximation for simulation purposes, neglecting
e.g. diffuse scattering. Figure B.3(b) shows the simulated intensity distribution
taking into account the divergence introduced by the FZP. As visible, the large
divergence causes significant broadening of the Bragg reflection in reciprocal
space. For comparison with the experiment, figure B.3(c) presents the mea-
sured intensity distribution around the same Bragg reflection, showing good
agreement with the simulated broadening. Both simulation and experiment
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have been performed at 9keV photon energy in a grazing exit configuration.
For a better comparison, figure B.4 shows integrated line profiles along the qz
(top) and qx (bottom) directions for both experiment and simulation. Good
agreement in terms of FWHM and peak profiles is observed. Note that the pro-
files show a minimum in the center of the peak, caused by the missing part of
the x-ray beam blocked by the central beam stop. Based on the measured data,
the Bragg peak extents over a range of δqz ≈ 0.026nm−1 and δqx ≈ 0.039nm−1
in reciprocal space. This spread can be reduced if only a part of the FZP is
illuminated using a set of slits, on the expense of total intensity in the focal
spot and an increased focal spot size [88].
Figure B.4:
Comparison of inte-
grated intensity pro-
files along qz (top)
and qx (bottom) di-
rections of the sim-
ulated and measured
intensity distribution
in fig. B.3.
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C Surface sensitive diffraction
techniques
(adapted from paper [IX])
The symmetric and asymmetric diffraction geometries can not be used to access
Bragg reflections of planes perpendicular to the surface, e.g. reflections (h k i 0)
in the surface coordinate system. However, this Bragg reflections are accessible
in a grazing incidence diffraction (GID) geometry, making use of the refraction
effects of an x-ray wave at small incidence angles, enhancing the signal from
surface layers while, at the same time, suppressing strong scattering signals
from the substrate. This surface sensitivity is based on the fact that the index
of refraction of x-rays for condensed matter is smaller than one, and can be
expressed according to
n = 1− δ + iβ (C.1)
with parameters δ and β describing the refraction and absorption of the x-ray
wave, respectively:
δ = λ2
r0Naρm
2piA
(f0 + f
′) (C.2)
β = λ2
r0Naρm
2piA
f ′′ =
λµ
4pi
(C.3)
where λ is the wavelength of the x-rays, Na is Avogadro’s number, r0 the classical
electron radius, ρm,e are mass- and electron-density, respectively and A the
molar atomic mass. f0, f ′, f ′′ and µ are the atomic scattering factor, the real-
and imaginary part of it’s dispersion correction (depending again of λ) and the
linear absorption coefficient.
Snell’s law relates the angles of an incidence αi and transmitted x-ray wave
α′ with respect to the surface according to cosαi = n cosα′, and thus a critical
angle for total external reflection exists, eq. (C.4).
αc =
√
2δ =
√
4piρer0
k
(C.4)
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For x-rays impinging at angles below this critical angle, an evanescent wave
is created below the surface and propagates parallel to it. Its amplitude is
maximum at the surface and is attenuated exponentially towards the bulk,
with a typical 1/e penetration depth of some tens of nanometers, depending
on the incident angle and the energy of the x-ray beam. If scattering takes
place inside the surface layer and the x-ray beam is observed under a grazing
exit angle, the subsequent absorption and refraction of both incident and exit
beams contribute to the total scattering depth Λ, which can be expressed as [37]
Λ =
1
Im(q′⊥)
=
λ
4pi(Bi +Bf )
(C.5)
where q′⊥ is the vertical momentum transfer inside the material, and
Bi,f = 2
−1/2{(2δ − sin2αi,f )− [(sin2αi,f − 2δ)2 + 4β2]1/2}1/2 (C.6)
Figure C.1: (a) X-ray pen-
etration depth and (b) X-
ray transmission coefficient
as function of αi,f . Values
calculated for a silicon sub-
strate and a x-ray energy of
8keV (adapted from [37]).
Figure C.1(a) shows how the scattering depth varies as a function of the
incident angle at three different values of the exit angle αf . For αi below the
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critical angle the probed depth can be of the order of 10Å, then it rapidly
increases across the critical angle up to several thousands Å, depending on the
actual value of αf , the absorption by the material and the x-ray energy. The
remarkable fact is that adjusting the value of the angles αi,f in an appropriate
way, allows a fine tuning of the probed depth to achieve a depth resolution of
few Å.
The transmission coefficients T of the x-rays at small angles is determined by
the material’s refraction index n (see figure C.1(b)). In particular, the transmis-
sion coefficient is highest at the critical angle (T=4 with no absorption), which
means that the scattering signal from the surface is maximized when αi,f = αc
(cf. Fig. C.1(b)). Consequently, the intensity of the scattering from the surfaces
layers is enhanced with respect to the bulk part.
In the grazing incidence configuration, the evanescent x-ray wave can still
be diffracted from lattice planes which are strictly perpendicular to the sub-
strate’s surface and leave the crystal again under shallow exit angle conditions.
This diffraction geometry is denoted as grazing incidence diffraction (GID), and
schematically illustrated in figure C.2.
Figure C.2: Sketch of the GID
geometry. Incident and exit-
angles are small and Bragg’s
law is fulfilled on lattice planes
perpendicular to the surface.
Usually, a linear sensitive de-
tector is placed perpendicu-
lar to the sample surface to
record the intensity distribu-
tion along the exit angle.
Here, the incident x-ray beam, with wave-vector ki, impinges on the surface at
a glancing angle αi, close to the material’s critical angle αc. The out-coming x-
ray beam with the wave-vector kf is scattered under the angle 2θ with respect to
the forward direction and is usually collected by a linear position detector (PSD)
or a 2dimensional detector (e.g. CCD or pixel-detector) in a direction forming
an exit angle αf , creating a momentum transfer q = kf − ki. The momentum
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transfer measured in GID geometry is often decomposed in a component parallel
q|| and perpendicular q⊥ to the surface: q = q|| + q⊥ . At a given wavelength
λ, the angle 2θ determines the the value of q|| =
4pi
λ
sin(2θ/2). The angles αi,f
determine the perpendicular component and, therefore, the scattering depth Λ
according to equation (C.5). As the value of both αi,f is small, q ≈ q|| holds,
i.e. the probed momentum transfer lies in the surface plane.
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