Abstract. We prove unique existence of local-in-time smooth solutions of the NavierStokes equations for initial data in L p and p ∈ [3, ∞) in an infinite cylinder, subject to the Neumann boundary condition.
Introduction
We consider the three-dimensional Navier-Stokes equations subject to the Neumann boundary condition:
(1.1)
on ∂Π × (0, T ), u = u 0 on Π × {t = 0}, for the infinite cylinder
Here, n denotes the unit outward normal vector field on ∂Π. The local well-posedness of the Neumann problem (1.1) is established in [15] , [28] for initial data in L p , when Π is smoothly bounded. See also [29] , [22] for the Dirichlet problem. The purpose of this paper is to develop L p -theory of (1.1) for the infinite cylinder Π. Let L p σ denote the L p -closure of C ∞ c,σ , the space of all smooth solenoidal vector fields with compact support in Π. The main result of this paper is the following: The Neumann problem plays an important role in the theory of weak solutions to the Euler equations. When Π is a two-dimensional bounded and simply-connected domain, global weak solutions to the Euler equations are constructed in [5] , [39] , [30] by taking a vanishing viscosity limit to (1.1). Since vorticity satisfies the homogeneous Dirichlet boundary condition subject to the Neumann boundary condition (1.1), L p -norms of the vorticity are uniformly bounded independently of viscosity.
For the three-dimensional Cauchy problem, vanishing viscosity methods are applied in [36] , [23] to construct unique local-in-time solutions to the Euler equations in R 3 . It is unknown whether a vanishing viscosity method is applicable for domains with boundary. See [13] , [7] , [38] , [24] for local well-posedness results of the Euler equations. In [1] , the author studied vanishing viscosity limits of (1.1) for axisymmetric data based on the main result of this paper.
We outline the proof of Theorem 1.1. We extend the approach for bounded domains [28] . We set the Laplace operator subject to the Neumann boundary condition When Π is smoothly bounded, it is known that the operator −B generates a C 0 -analytic semigroup on L p for p ∈ (1, ∞) [28] , [4] . We show analyticity of the semigroup for the infinite cylinder by using a solution formula for the resolvent problem. We then define a fractional power B 1/2 0 for the operator B 0 = B + λ 0 and λ 0 > 0. Since the operator B 0 admits a bounded imaginary power [32] , [21] , the domain of the fractional power D(B 1/2 0 ) is continuously embedded to the Sobolev space W 1,p .
We then define the Stokes operator as a restriction of the Laplace operator Since the Laplace operator B is commutable with the Helmholtz projection operator P, the Stokes operator acts as an operator on the solenoidal vector space L p σ . By using the analyticity of the semigroup and boundedness of the Helmholtz projection operator on L p [34] , we construct mild solutions u ∈ C([0 Higher regularity of mild solutions follow from elliptic estimates for the Helmholtz projection and the Stokes opeartor. We show that all derivatives of solutions belong to the Hölder space C µ ((0, T ]; L s ) for µ ∈ (0, 1/2] and s ∈ (3, ∞).
This paper is organized as follows. In Section 2, we show that the Laplace operator generates an analytic semigroup on L p for the infinite cylinder. In Section 3, we define a fractional power of the Laplace operator and prove a continuous embedding of the domain of the fractional power. In Section 4, we define the Stokes operator. In Section 5, we construct mild solutions. In Section 6, we prove higher regularity of mild solutions. In Appendix A, we prove higher regularity estimates for the Laplace operator in the infinite cylinder, used in Section 6. In Appendix B, we estimate resolvent of the Laplace operator by a multiplier theorem.
Resolvent estimates for the Laplace operator
We start with a resolvent estimate for the Laplace operator subject to the Neumann boundary condition in the infinite cylinder. We derive a solution formula for the Neumann problem by using resolvent of two-dimensional problems.
2.1. A solution formula. We consider the resolvent problem
for λ ∈ Σ θ = {λ ∈ C\{0} | |argλ| < θ} and θ ∈ (π/2, π). We use a solution formula and estimate resolvent of (2.1). We consider two-dimensional problems in a unit disk D = {x ∈ R 2 | |x| < 1}:
for µ ∈ Σ θ . Here, ∇ = t (∂ 2 , −∂ 1 ). We denote by B i = −∆ the Laplace operators associated with the boundary conditions in (2.2) and (2.3) for i = 1, 2, respectively. We begin with the problem (2.2).
Proposition 2.1. Let p ∈ (1, ∞) and θ ∈ (π/2, π). There exists a constant C such that for g ∈ L p (D) and µ ∈ Σ θ there exists a unique solution v ∈ W 2,p (D) of (2.2) satisfying
Proof. The assertion is proved in [28, Theorem 3.10] , [30, p.404, l.8] , [4, Theorem 1.2] for |µ| ≥ δ and arbitrary δ > 0. We shall prove (2.4) for |µ| ≤ δ.
We first prove the a priori estimate
for solutions of (2.2) for µ = 0 by a contradiction argument. Suppose on the contrary that (2.5) were false. Then there exists a sequence of functions {v m } satisfying (2.2) for µ = 0 and g m such that
Since the estimate (2.4) holds for µ = 1, applying (2.4) for v m − ∆v m = g m + v m implies that {v m } is uniformly bounded in W 2,p . Thus by the Rellich-Kondrachov theorem [14, 5.7 THEOREM 1] , there exists a subsequence (still denoted by {v m }) such that v m converges to a limit v in W 1,p and the limit v satisfies
Since ∇ ⊥ · v is harmonic and vanishes on ∂D, we have
Since D is simply-connected, there exists a stream function ψ such that v = ∇ ⊥ ψ. Since ψ is harmonic and constant on ∂D, we have v ≡ 0. This contradicts ||v|| W 1,p = 1. Hence (2.5) holds. By (2.5) and (2.4) for µ = 1, we obtain
for solutions of (2.2) for µ = 0.
By applying (2.6) for solutions of (2.2) for |µ| ≤ δ, we obtain
with the constant C independent of δ. We take a small constant δ > 0 such that Cδ ≤ 1/2 and obtain ||v|| W 2,p ≤ C||g|| L p . Thus (2.4) holds for |µ| ≤ δ.
We next estimate resolvent of the Neumann problem (2.3).
Proposition 2.2. There exists a constant C such that for h ∈ L p (D) and µ ∈ Σ θ there exists a unique solution w ∈ W 2,p (D) of (2.3) satisfying
Proof. Since the estimate (2.7) hold for |µ| ≥ δ and arbitrary δ > 0 [3] , [26 For p = 2, integration by parts yields
with some constant C, independent of µ. We consider the Neumann problem (2.9)
for average-zero functions f ∈ L p , i.e. D f dx = 0. Solutions of (2.9) uniquely exist up to an additive constant and satisfy the estimate
by [25] . Applying (2.10) for −∆w = h − µw yields the estimate (2.7) for p = 2.
We next consider the case p ∈ (2, ∞). We apply the Gagliardo-Nirenberg inequality in R 2 for an extension of ϕ ∈ H 1 (D) to R 2 and observe that the inequality
holds. Applying the above inequality for ϕ = w and (2.8) imply
for |µ| ≤ δ. Since D is bounded, the right-hand side is estimated by the L p -norm of h. We estimate ∇w by the same way and apply (2.10) to obtain (2.7). For p ∈ (1, 2), a duality argument and (2.10) yield the estimate (2.7) for |µ| ≤ δ. We proved (2.7) for p ∈ (1.∞).
We now derive a solution formula for the problem (2.1). We use a cylindrical coordinate x 1 = r cos θ, x 2 = r sin θ, x 3 = z and decompose a vector field f = f r e r (θ)+ f θ e θ (θ)+ f z e z by the basis e r (θ) = t (cos θ, sin θ, 0), e θ (θ) = t (− sin θ, cos θ, 0), e z = t (0, 0, 1). In the sequel, we write the horizontal component by f h = f r e r + f θ e θ . We define a partial Fourier transform u = F u by
for functions u(·, x 3 ) in the Schwartz class S(R; X) for a Banach space X. See [6, Chapter 6] .
Proposition 2.3. For f ∈ C ∞ c (Π), solutions of (2.1) are represented by u = u h + u z e z and (2.11)
where F −1 denotes the Fourier inverse transform.
Proof. Let u = u h + u z e z be a solution of (2.1). Since
the Neumann boundary condition in (2.1) implies
Thus u h and u z satisfy
We consider the partial Fourier transform for u h and u z . Sinceû h andû z satisfy (2.2) and (2.3) for µ = λ + ξ 2 , g =f h , h =f z , we see thatû h = (µ + B 1 ) −1f h andû z = (µ + B 2 ) −1f z by Propositions 2.1 and 2.2. By the Fourier inverse transform, we obtain (2.11).
2.2. L 2 -estimates. By using the formula (2.11), we construct unique solutions of (2.1).
Lemma 2.4. There exist constants δ > 0 and C > 0 such that for f ∈ L p and λ ∈ Σ θ satisfying |λ| ≥ δ, there exists a unique solution of (2.1) satisfying
We first apply a multiplier theorem on a Hilbert space. Proof. We prove the estimate (2.12) for solutions given by the formula (2.11) for f ∈ C ∞ c (Π). We shall show the estimate
for λ ∈ Σ θ . We are able to estimate u z by using (2.7) in the same way. We set
By the resolvent estimate (2.4), the operator m 1 (ξ) acts as a bounded operator on L 2 (D). We set λ = re iη for η ∈ (−θ, θ). We observe that |λ|/|λ + ξ 2 | ≤ 1 for |η| ≤ π/2. For π/2 ≤ |η| < θ, it follows that
Thus the operators {m 1 (ξ)} ⊂ B(L 2 (D)) are uniformly bounded for ξ ∈ R\{0} and there exists a constant C, independent of λ such that
Here, ||·|| denotes the operator norm on L 2 (D). Since the resolvent is holomorphic for µ ∈ Σ θ and d(µ + B 1 ) −1 /dµ = −(µ + B 1 ) −2 , the estimate (2.14) implies
Thus Mikhlin's operator-valued multiplier theorem on a Hilbert space [6, 6.1.6 Theorem], [10, I, 3.20 . Corollary] implies that the operator
By a similar way, we are able to estimate the higher order terms and obtain (2.13). We proved (2.12) for p = 2 and f ∈ C ∞ c (Π). For general f ∈ L 2 (Π), we construct solutions by taking a sequence f m ∈ C ∞ c (Π) such that f m → f in L 2 (Π) and using the estimate (2.12). The uniqueness follows from integration by parts.
Remark 2.6. By using a multiplier theorem on a UMD-space, we are able to obtain the L p -estimate (2.15) for solutions to (2.1) and λ ∈ Σ θ . We give a proof for (2.15) in Appendix B.
2.3. L p -estimates. We next prove (2.12) for p ∈ (1, ∞) and large |λ| ≥ δ by a cut-off function argument. We apply L p -estimates for the resolvent equation in a smoothly bounded domain G ⊂ R 3 :
Proof. The stronger estimate
is proved in [4, Theorem 1.2], where p ′ denotes the conjugate exponent to p. Since the trace of h is estimated by
, by [20, II.4 ., Theorem II.4.1], applying the Young's inequality implies (2.17).
Proposition 2.8. The a priori estimate (2.12) holds for solutions of (2.1) for f ∈ C ∞ c (Π).
For a solution u of (2.1), we see that u j = uϕ j satisfies
We take a smoothly bounded domainG j such that
. Since the estimate (2.17) holds inG j for |λ| ≥ δ with δ > 0 by Proposition 2.7, we have
with some constant C, independent of j. The above estimate yields
By summing over j, we obtain
for |λ| ≥ δ and δ ≥ 1. We take δ ≥ 1 so that C ′′ δ −1/2 ≤ 1/2 and obtain (2.12).
Proof of Lemma 2.4. We apply the a priori estimate (2.12) for solutions given by the formula (2.11) for f ∈ C ∞ c (Π). For general f ∈ L p (Π), we construct solutions by an approximation by elements of C ∞ c (Π) and the estimate (2.12). The uniqueness follows from a duality argument. The proof is now complete.
Fractional powers
In this section, we see that a domain of a square root of the Laplace operator B 0 = B + λ 0 for λ 0 > 0 is continuously embedded to the Sobolev space W 1,p (Π). We first recall the notion of a bounded H ∞ -calculus for a sectorial operator in an abstract Banach space. In the subsequent section, we apply an abstract theory to the operator B 0 and deduce the continuous embeddings.
3.1. BIP and H ∞ . We recall a bounded H ∞ -calculus [27] . We follow a booklet [10] . We say that a closed linear operator L in a Banach space X is sectorial if the domain D(L) and the range R(L) are dense in X, (−∞, 0) ⊂ ρ(L) and there exists a constant C > 0 such that
Here, ρ(L) is the resolvent set of L and || · || denotes the operator norm on X. The estimate (3.1) implies that the resolvent (t + L) −1 has an analytic extension to a sector Σ θ = {λ ∈ C\{0} | |argλ| < θ} for some θ ∈ (0, π/2] and t(t
Let H(Σ φ ) denote the space of all holomorphic functions in Σ φ . For simplicity, we abbreviate the domain Σ φ in sentences. Let H ∞ denote the space of all bounded and holomorphic functions in Σ φ . The space H ∞ is equipped with the norm
The space H 0 is smaller than H ∞ and consists of functions vanishing at λ = 0 and |λ| → ∞.
We define bounded linear operators f (L) for holomorphic functions f ∈ H 0 . Here, we
We say that the operator L admits a bounded H ∞ -calculus if there exists φ ∈ (φ L , π) and
The infimum of such φ is called
If the operator L admits a bounded H ∞ -calculus, we are able to define a bounded linear operator f (L) for f ∈ H ∞ by an approximation. In particular, we are able to define pure imaginary powers L is since f (λ) = λ is is bounded and holomorphic in Σ π . Here, λ is takes the principal branch. We say that the operator L admits a bounded imaginary powers if there exists a constant C such that
Since L is forms a group, the estimate (3.4) implies that L is is quasi-bounded, i.e., ||L is || ≤ Ce θ|s| for s ∈ R and some constants θ, C > 0. The infimum of such θ is called power angle 
with continuous injection.
The Stokes operator
We define the Stokes operator as a restriction of the Laplace operator in a solenoidal vector space. Since the Helmholtz projection operator is commutable with the Laplace operator subject to the Neumann boundary condition, a restriction of the semigroup e −tB forms a bounded C 0 -analytic semigroup on L p σ .
Lemma 4.1.
Proof. We prove (4.1). The equality (4.2) follows from (4.1). We take u ∈ D(B). Since the operator P acts as a bounded operator on W 2,p [34, Theorem 6] (see Lemma 6.2 in Section 6), the function Pu belongs to W 2,p . By taking the rotation to
we see that ∇ × f × n = 0 on ∂Π, where
The property (4.1) follows from (4.3) and (4.4) since
We prove (4.3). The property (4.4) follows from a duality. We set
It is not difficult to see that ∇Φ ≡ 0 since Φ satisfies the Neumann problem
in a weak sense. Here, div ∂Π denotes the surface divergence on ∂Π. Indeed, integration by parts yields
Since ∇ϕ is orthogonal to solenoidal vector fields, it follows that
The above equality is extendable for all ∇ϕ ∈ G p ′ (Π) since gradients of functions in Lemma 7] , where p ′ is the conjugate exponent to p. It follows that
Here, ( f, g) denotes the integral of f · g in Π for f ∈ L p and g ∈ L p ′ . We proved ∇Φ ≡ 0.
We consider the Stokes operator (4.5)
and the Naumann problem
The problem (2.1) is equivalent to (4.6) for solenoidal vector fields f ∈ L p σ .
Lemma 4.2.
(λ + A)
for λ ∈ ρ(−B). In particular, the Stokes operator −A generates a bounded C 0 -analytic semigroup on L p σ .
Proof. We set u = (λ + B) −1 f for f ∈ L p σ . It follows from (4.2) that
Since u is a unique solution of (4.6), u = (λ + A) −1 f .
We set the operator
and define fractional powers of the operator by the same way as we did for B 0 in the previous section. Since the resolvent of A 0 agrees with that of B 0 on L p σ by (4.7), we have Proposition 4.3. 
Proof. The property (4.8) follows from (4.7). We show (4.9). For an arbitrary f ∈ R(A
In order to construct mild solutions of (1.4), we prepare an estimate of the composition operator A Pdiv is uniquely extendable to a bounded operator on L p .
Proof. We first observe that the operator
For simplicity, we abbreviate the subscript p. By (4.11), we see that the same property holds for the resolvent of A 0 and we have
For ϕ ∈ C ∞ c , integration by parts yields The estimate (4.10) follows from the duality.
Existence of mild solutions
We construct solutions of an integral equation (1.4) by using analyticity of the Stokes semigroup. We first prepare linear estimates for an iterative argument.
Lemma 5.1. Let T 0 > 0, 1 < p ≤ q < ∞, α ∈ (0, 1) and |k| ≤ 2. Let p, q satisfy 3(1/p − 1/q) ≤ 1. There exist constants C 1 − C 4 such that
Proof. The estimate (5.1) follows from the resolvent estimate (2.12). We prove (5.2). Applying the Gagliardo-Nirenberg inequality in R 3 for an extension to ϕ ∈ W 1,q (Π) [35] implies Since e −tA = e −tA 0 e −tλ 0 , we have ||A Since r + 1 ≥ r 1−α for r ≥ 0, the estimate (5.4) holds.
By using the estimates (5.1)-(5.4), we construct mild solutions of (1. 
Proof. We prove the case p = 3. We are able to prove the case p ∈ (3, ∞) by a similar way. We set a sequence {u j } by
For q ∈ (3, ∞) and γ = 3/2(1/3 − 1/q), we set
We take r = q/2. Since 3(1/r − 1/q) = 3/q < 1, it follows from (5.1) and (5.3) that
We have
Since e −tA is strongly continuous on L 3 σ , we see that K 1 → 0 as T → 0. We take small T > 0 so that K 1 ≤ (4C 0 ) −1 and obtain K j ≤ 2K 1 for all j ≥ 1.
By estimating u j+1 − u j by a similar way, we are able to show that
Thus a limit u satisfies the integral equation (1.4) such that t γ u ∈ C([0, T ]; L q ) and t γ u vanishes at time zero.
We show continuity at time zero. We set K = sup 0≤t≤T t γ ||u|| q (t) and r = q/2. It follows from (5.3) that
. By a similar way, t 1/2 ∇u ∈ C([0, T ]; L 3 ) follows. We obtain the Hölder continuity (5.7) and (5.8) by estimating u(t) − u(τ) by using (5.4). The proof is complete.
Higher regularity
We prove Theorem 1.1. It remains to show that mild solutions constructed in Theorem 5.2 are smooth in Π × (0, T ]. We use the fractional power of A 0 = A + λ 0 , defined in Section 4. By multiplying e −λ 0 t by the mild solution u, we see that v = e −tA 0 u satisfies
Our goal is to prove: Theorem 6.1. All derivatives of v belong to C µ ((0, T ]; L p ) for µ ∈ (0, 1/2) and p ∈ (3, ∞).
In particular, v is smooth in Π × (0, T ].
Proof of Theorem 1.1. The assertion follows from Theorem 6.1
We prove Theorem 6.1 by using regularity results for linear operators.
(ii) For an integer m ≥ 0, there exists a constant C such that
(iii) There exists a constant C such that We successively apply the regularity results (i)-(iii) and prove that all derivatives of v belong to the Hölder space C µ ((0, T ]; L p ) for p ∈ (3, ∞). Since solutions of (6.1) for v 0 ∈ L 3 belong to L p for positive time, by taking some t 0 > 0 as an initial time, we may assume that initial data is in
Hence F ∈ C µ ((0, T ]; W 1,p ) by (6.2). We show that third derivatives of v belong to C µ ((0, T ]; L p ) by applying Lemma 6.2 (i) and (iii). Proposition 6.3.
Proof. The property (6.6) follows from (6.5) by the continuous injection from D(A 1/2 0 ) to W 1,p and the elliptic regularity estimate (6.3) for A 0 v = ∂ t v + F. We prove (6.5). We differentiate v by the fractional power A 1/2 0 and apply Lemma 6.2 (i). We use the integral representation for t ≥ δ > 0 of the form
The first term is smooth for t > δ. We multiply A 1/2 0 by the second term and observe that
The first two terms belong to T ] ; L p ) and Proposition 4.5. The last term belongs to C µ ((δ, T ]; L p ) by applying Lemma 6.2 (i). We proved (6.5).
The regularity property for third derivatives (6.6) implies that
. We apply Lemma 6.2 (i) for v (1) = ∂ t v and obtain regularity of fourth order derivatives. Proof. By differentiating ∂ t v + A 0 v = F by time and integrating for t ≥ δ > 0, we see that
Since the right-hand side belongs to
) by applying Lemma 6.2 (i), the desired property (6.7) holds for s = 1, 2. The case s = 0 follows by applying the higher regularity estimate (6.3) for
Proof of Theorem 6.1. We prove
for any integers k. We prove by induction. For k = 2, the assertion holds by Proposition 6.4. Suppose that (6.8) holds for some k. It suffices to show that
We prove (6.9) for all s by induction. Since (6.8) , by applying the same argument as in the proof of Propositions 6.3 and 6.4, we obtain (6.9) for s = k + 1.
We suppose that (6.9) holds for l + 1 ≤ s ≤ k + 1. Our goal is to prove (6.8) for s = l. By the assumption of our induction, we have
It follows from (6.8) and (6.2) that
Since
Thus (6.9) holds for s = l. We proved (6.9) for all s. The proof is now complete. (ii) (Dirichlet boundary condition) Theorem 1.1 holds also for the Dirichlet boundary condition. It is proved by that the Stokes operator subject to the Dirichlet boundary condition generates a bounded C 0 -analytic semigroup on L p σ for p ∈ (1, ∞). Moreover, the operator admits a bounded H ∞ -calculus. See also [16] , [18] , [19] . The higher regularity estimate (6.3) is also known for the Stokes operator subject to the Dirichlet boundary condition [8] , [20, IV] . See also [33, III.1.5.1 Theorem].
Appendix A. Higher regularity estimates for the Laplace operator
In Appendix A, we prove higher regularity estimates for the Neumann problem
Let W 1,p tan (Π) denote the space of all functions g ∈ W 1,p (Π) such that tangential components of g vanish on the boundary ∂Π.
Lemma A.1. Let Π be the infinite cylinder. Let u ∈ W 2,p (Π) be a solution of (A.1) for f ∈ L p (Π) and g ∈ W 1,p tan (Π) for p ∈ (1, ∞). Assume that f ∈ W m,p (Π) and g ∈ W m+1,p (Π) for m ≥ 1. Then, u belongs to W m+2,p (Π) and the estimate
holds.
We prove Lemma A.1 by a reduction to bounded domains. Proof of Lemma A.1. We prove by a cut-off function argument as we did in the proof of Proposition 2.8. Let {ϕ j } ∞ j=−∞ ⊂ C ∞ c (R) be a partition of the unity such that 0
x 3 ϕ j and g j = gϕ j + ∇ϕ j × u × n. We take a smoothly bounded domainG j such that G j ⊂G j ⊂ Π and apply Proposition A.2 to estimate
This implies
for |k| = m + 2. By summing over j, we have
We obtain the desired estimate by induction for m ≥ 0. Appendix B. L p -resolvent estimates near λ = 0
In Appendix B, we prove the resolvent estimate (2.15). We apply a multiplier theorem on a UMD-space due to L.Weis [40] .
Lemma B.1. Let p ∈ (1, ∞) and θ ∈ (π/2, π). There exists a constant C such that
holds for solutions of (2.1) for f ∈ L p and λ ∈ Σ θ .
We prove Lemma B.1 by using the solution formula (2.11). We show that resolvent of the Laplace operators B i (i = 1, 2) are R-bounded. We recall the notion of R-bounded. See [11] . Let X and Y be Banach spaces. Let B(X, Y) denote the space of bounded linear operators from X to Y. We say that a family of bounded linear operators τ ⊂ B(X, Y) is R-bounded if there exists a constant C such that for all
holds, where {r j } is a sequence of independent symmetric {−1, 1}-valued random variables on [0, 1], e.g., the Rademacher functions r j (t) = sign(sin(2 j πt)). The smallest constant C such that the above inequality holds is denoted by R(τ). For two families of R-bounded operators τ, κ ⊂ B(X, Y), the sum and product τ + κ = {T + K | T ∈ τ, K ∈ κ} and τκ = {T K | T ∈ τ, K ∈ κ} are also R-bounded and satisfies R(τ + κ) ≤ R(τ) + R(κ) and R(τκ) ≤ R(τ)R(κ).
Since the R-boundedness is stronger than the uniform boundedness, we are able to define R-sectorial operator and R-angle φ R L for a sectorial operator L by replacing the uniform bound (3.1) to the R-bound. When X is a UMD-space, it is known that a sectorial operator L with a bounded imaginary powers of power angle (1, ∞) , the condition of the R-boundedness is equivalent to the condition
We say that a function m : R\{0} → B(X, Y) is a Fourier Multiplier on L q (R; X) if the operator
extends to a bounded operator from L q (R; X) to L q (R; Y). It is known that for UMD-spaces X and Y, a function m ∈ C 1 (R\{0}; B(X, Y)) is a Fourier Multiplier on L q (R; X) for all q ∈ (1, ∞) if m(ξ) and ξm ′ (ξ) are R-bounded for ξ ∈ R\{0} [40, 3.4 Theorem].
We apply a multiplier theorem on L q (R; L p (D)) and estimate u h given by the formula (2.11). We use the boundedness of the pure imaginary powers of B 1 Proposition B.2. The estimate
holds for u h given by the formula (2.11) for f ∈ C ∞ c (Π).
Proof. We show that the function m 1 (ξ) = λ(λ + ξ 2 + B 1 ) −1 is a Fourier multiplier on L q (R; L p (D)) for all q ∈ (1, ∞). Then, the estimate (B.2) follows from (2.11) by taking q = p. It suffices to show that m 1 (ξ) and ξm ′ 1 (ξ) are R-bounded. Since the operator B 1 on L p (D) admits a bounded imaginary powers of power angle zero by [32] , [12] , it is an R-sectorial operator of R-angle zero [9] . This means that for θ ∈ (π/2, π) there exists a constant C such that Since the resolvent is holomorphic, we are able to estimate an R-bound of ξm ′ 1 (ξ) by using (B.4) as we did in the proof of Proposition 2.5. Thus the function m 1 is a Fourier multiplier on L q (R; L p (D)) for all q ∈ (1, ∞).
We next estimate u z . We set the domain of the operator B 2 by D(B 2 ) = {w ∈ W 2,p (D) | ∂ n w = 0 on ∂D}. Since the kernel of the operator B 2 is not empty on L p (D), it is not a sectorial operator in the sense of Section 3. We thus restrict the operator to a space of average-zero functions L Since the average ofB 2 w in D vanishes by the Neumann boundary condition, the operatorB 2 is an invertible sectorial operator acting on L p 0 . Moreover, the operatorB 2 admits a bounded imaginary powers of power angle zero [34, Theorem 2] .
We show the estimate (B.1) for u z by applying a multiplier theorem for a resolvent ofB 2 . We consider functions f 1 ∈ C ∞ (Π) satisfying (B.5) spt f 1 is compact in Π,
We see that F f 1 is average-zero in D and belongs to L p 0 for ξ ∈ R. Hence we use the resolvent ofB 2 and set
The function u 1 is a solution of (2.3) for f 1 and its average in D vanishes for each x 3 ∈ R.
Proposition B.3. There exists a constant C such that
for λ ∈ Σ θ and f 1 ∈ C ∞ (Π) satisfying (B.5).
Proof. The assertion follows from a multiplier theorem as in the proof of Proposition B.2.
We subtract from f z the average of f z in D and apply Proposition B.3. holds for u z given by the formula (2.11) for f ∈ C ∞ c (Π).
Proof. We set the functions f 1 and f 2 by
Since f 1 ∈ C ∞ (Π) satisfies (B.5), the function u 1 defined by (B.6) satisfies the Neumann problem (2.3) for f 1 and the estimate (B.7) holds by Proposition B.3. We set
Then, u 2 satisfies λu 2 − ∂ 2 x 3 u 2 = f 2 . Since m(ξ) = λ(λ + ξ 2 ) −1 satisfies |m(ξ)| ≤ | sin θ| −1 and |ξm ′ (ξ)| ≤ 2| sin θ| −2 , the classical Mihlin multiplier theorem [6, 6.1.6 Theorem] implies that
Hence u 2 satisfies |λ|||u 2 || L p (Π) ≤ C|| f 2 || L p (Π) . Since u z agrees with u 1 + u 2 , we obtain (B.8).
Proof of Lemma B.1. The estimate (B.1) holds for u given by the formula for f ∈ C ∞ c (Π) by (B.3) and (B.8). For general f ∈ L p (Π), we take a sequence { f m } ⊂ C ∞ c (Π) such that f m → f in L p (Π) and obtain the desired estimate.
