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Abstract
We consider monotone inclusion problems where the operators may be expectation-valued,
a class of problems that subsumes convex stochastic optimization problems as well as subclasses
of stochastic variational inequality and equilibrium problems. A direct application of proximal
and splitting schemes is complicated by the need to resolve problems with expectation-valued
maps at each step, a concern that is addressed by using sampling. Accordingly, we propose two
avenues for addressing uncertainty in the mapping. (i) Variance-reduced stochastic proximal
point methods (vr-SPP). We develop amongst the first variance-reduced stochastic proximal-
point schemes that achieves deterministic rates of convergence in terms of solving proximal-
point problems in both monotone and strongly monotone regimes. In addition, it is shown that
the schemes are characterized by either optimal or near-optimal oracle (or sample) complex-
ity guarantees. Finally, the generated sequences are shown to be convergent to a solution in
an almost-sure sense in both monotone and strongly monotone regimes; (ii) Variance-reduced
stochastic modified forward-backward splitting scheme (vr-SMFBS). In constrained settings,
we consider structured settings when the map can be decomposed into an expectation-valued
map A and a maximal monotone map B with a tractable resolvent. Akin to (i), we show that
the proposed schemes are equipped with a.s. convergence guarantees, linear (strongly monotone
A) and O(1/k) (monotone A) rates of convergence while achieving optimal oracle complexity
bounds. Of these, the rate statements in monotone regimes rely on leveraging the Fitzpatrick
gap function for monotone inclusions. Furthermore, the schemes rely on weaker moment re-
quirements on noise as well as allow for weakening unbiasedness requirements on oracles in
strongly monotone regimes. Preliminary numerics on a class of two-stage stochastic variational
inequality problems reflect these findings and show that the variance-reduced schemes outper-
form stochastic approximation schemes, stochastic splitting and proximal point schemes, and
sample-average approximation approaches. We observe that the benefits of attaining determin-
istic rates of convergence become even more salient when the computation of a resolvent is
expensive.
1 Introduction
The generalized equation represents a crucial mathematical object in the field of optimization
theory and represents a set-valued generalization to the more standard root-finding problem that
requires solving F (x) = 0, where F is a single-valued map defined as F : Rn → Rn. Specifically,
if T is a set-valued map, defined as T : Rn ⇒ Rn, then the generalized equation (GE), alternately
referred to as an inclusion, takes the form
0 ∈ T (x). (GE)
∗Single-sample splitting methods examined in Section IV in our prior conference paper [1]. Research was partially
supported by . NSF CMMI-1538605 and DOE ARPA-E award DE-AR0001076 (Shanbhag).
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While such objects have a storied history, an excellent overview was first provided by Robinson [2].
Generalized equations have been extensively examined since the 70s when Rockafellar [3] developed
a proximal point scheme for a generalized equation characterized by monotone operators. In fact,
this scheme subsumes a range of well known schemes such as the augmented Lagrangian method [4],
Douglas-Rachford splitting [5], amongst others. It can be observed that a large class of optimization
and equilibrium problems can be modeled as (GE), including the necessary conditions of nonlinear
programming problems, variational inequality and complementarity problems, and a broad range
of equilibrium problems (cf. [2]). In this paper, we consider addressing the stochastic counterpart
of generalized equations, a class of problems that has seen recent study via sample-average approx-
imation (SAA) techniques [6]. Formally, the stochastic generalized equation requires an x ∈ Rn
such that
0 ∈ E[T (x, ξ(ω))], (SGE)
where the components of the map T are denoted by Ti, i = 1, . . . , n, ξ : Ω → Rd is a random
variable, Ti : Rn × Ω ⇒ Rn is a set-valued map, E[·] denotes the expectation, and the associated
probability space is given by (Ω,F ,P). In the remainder of this paper, we refer to T (x, ξ(ω)) by
T (x, ω). The expectation of a set-valued map leverages the Aumann integral [7] and is formally
defined as E[Ti(x, ξ(ω))] =
{∫
vi(ω)dP (ω) | vi(ω) ∈ Ti(x, ξ(ω))
}
. Consequently, the expectation
E[T (x, ω)] can be defined as a Cartesian product of the sets E[Ti(x, ω)], defined as E[T (x, ω)] ,∏n
i=1 E[Ti(x, ω)]. We motivate (SGE) by considering some examples. Consider the stochastic convex
optimization problem [8, 9, 10] given by min
x∈X
E[g(x, ω)], where g(•, ω) is a convex function for every
ω and X is a closed and convex set. Such a problem can be equivalently stated as 0 ∈ T (x) ,
E[G(x, ω)]+NX(x), whereG(x, ω) = ∂g(x, ω) andNX(x) denotes the normal cone ofX at x. In fact,
both the single-valued [11, 12, 13] and multi-valued [14] stochastic variational inequality problems
can be cast as stochastic inclusions as well as seen by 0 ∈ T (x) , E[F (x, ω)]+NX(x), where F (•, ω)
is either single-valued or set-valued. This introduces a pathway for examining stochastic analogs
of traffic equilibrium [14] and Nash equilibrium problems [15] as well as a host of other problems
subsumed by variational inequality problems [16]. We describe two problem classes that have
seen recent study which can also be modeled as SGEs, allowing for developing new computational
techniques.
1.1. Two motivating examples
(a) A subclass of stochastic multi-leader multi-follower games. Consider a class of multi-leader
multi-follower games [17, 18, 19, 20] with N leaders, denoted by N , {1, · · · , N} and M followers,
given byM , {1, · · · ,M}. In general, this class of games is challenging to analyze since the player
problems are nonconvex and early existence statements have relied on eliminating follower-level
decisions, leading to a noncooperative game with convex nonsmooth player problems. Adopting a
similar approach in examining a stochastic generalization of a quadratic setting examined in [21]
with a single follower where M = 1, suppose the follower problem is
min
yi≥ `i(xi,ω)
1
2y
T
i Qi(ω)yi − bi(xi, ω)>yi, (Followi(xi, ω))
where Qi(ω) is a positive definite and diagonal matrix for every ω ∈ Ω, bi(•, ω) and `i(•, ω) are
affine functions for every ω ∈ Ω. Suppose the leaders compete in a Cournot game in which the ith
leader solves
min
xi ∈Xi
ci(xi)− p(X)xi + E[ai(ω)yi(xi, ω)], (Leaderi(x−i))
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where ci : Xi → R is a smooth convex function, the inverse-demand function p(•) is defined as
p(X) , d− rX, d, r > 0, X ,∑Ni=1 xi, yi(xi, ω) denotes a best-response of follower i, and Xi is a
closed and convex set in R. Follower i’s best-response yi(x, ω), given leader-level decisions x, can
be derived by considering the necessary and sufficient conditions of optimality:{
0 ≤ λi ⊥ yi − `i(xi, ω) ≥ 0
0 = Qi(ω)yi − bi(xi, ω)− λi
}
or
{
yi(xi, ω) = max{Qi(ω)−1bi(xi, ω), `i(xi, ω)}
}
.
Consequently, we may eliminate the follower-level decision in the leader level problem, leading to
a nonsmooth stochastic Nash equilibrium problem given by the following:
min
xi∈Xi
ci(xi)− p(X)xi + E[ai(ω)>max{Qi(ω)−1bi(xi, ω), `i(xi, ω)}︸ ︷︷ ︸
,hi(xi,ω)
]. (Leaderi(x−i))
Under convexity of bi(•, ω) and `i(•, ω) for every ω and suitable assumptions on Qi(ω) and ai(ω),
the expression ai(ω)
>max{Qi(ω)−1bi(xi, ω), `i(xi, ω)} is a convex function in xi, a fact that follows
from observing that this term is a scaling of the maximum of two convex functions. Consequently,
the necessary and sufficient equilibrium conditions of this game are given by 0 ∈ ∂xici(xi) + r(X +
xi) − d + E[∂xihi(xi, ω)] + NXi(xi) for i = 1, . . . , N. Since hi(•, ω) is a convex function in xi for
every ω, then the necessary and sufficient equilibrium conditions are given 0 ∈ T (x), where
0 ∈ T (x), where T (x) , G(x) + r(X1 + x)− d1 +D(x) +NX (x), (SGE-a)
D(x) , E[∂xihi(xi, ω)] and G(x) =
(
c′i(xi)
)N
i=1
. We observe that G is a monotone map while D(x)
is the Cartesian product of the expectations of subdifferentials, implying that D is also a monotone
map. Furthermore, R is a monotone map since R(x) = r(X1 + x) and ∇xR(x) = r(I + 11>)  0.
Since NX is a normal cone of a convex set, it is also a monotone map, implying that T is monotone.
(b) Two-stage monotone stochastic variational inequality problems (SVIs). Two-stage SVIs have
recently emerged as an important framework for contending with uncertainty [22, 23] in a broad
range of equilibrium problems. One instance of such problems is the two-stage Nash equilibrium
problem with recourse [24] arising from a capacity expansion game. In such a setting, players
compete in a Cournot fashion in selecting capacity levels and each player is endowed with the
ability to take recourse by determining production levels yi(ω), contingent on random (quadratic
costs) and capacity levels xi. Consider an N -player noncooperative game in which the ith player
competes in purchasing capacity levels xi by solving the parametrized problem (Playi(x−i))
min
xi∈Xi
ci(xi)− p(X)xi + E[Qi(xi, ω)], (Playi(x−i))
where ci(•), p(•), Xi, and X are as defined Example (a) and Qi(xi, ω) is defined as
Qi(xi, ω) , min
yi(ω)≥0
1
2di(ω)(yi(ω))
2 + hi(ω)
T yi(ω)
subject to yi(ω) ≤ xi. (λi(ω))
(Reci(xi))
We observe that if dωi ≥ 0, (Reci(x−i)) is a convex quadratic program whose (sufficient) optimality
conditions are given by a linear complementarity problem (LCP).
0 ≤ yi(ω) ⊥ di(ω)yi(ω) + λi(ω) ≥ 0
0 ≤ λi(ω) ⊥ xi − yi(ω) ≥ 0.
(LCPreci (ω, xi))
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Table 1: Variance-reduced vs Stochastic proximal point schemes
Alg/Prob. Map E[‖G(x, ω)‖2] ≤ E[‖wk‖2 | Fk] γk; Nk Statements
[25] (OPT) fL M
2 ν2 O(1/k); 1 E[f(x¯k)− f∗] ≤ O( 1√k )
[25] (OPT) σf,ω , (∇f)L – ν2 O(1/ka); 1 E[‖xk − x∗‖2] ≤ O( 1k )
[26] (OPT) fL M
2 – O(1/√K); 1 E][f(x¯K)− f∗] ≤ O( 1√K )
[26] (OPT) σf , fL M
2 – O(k); 1 E][f(x¯k)− f∗] ≤ O( 1k )
(RTS-SPP)
(SGE)
σM M
2
1 ‖x‖2 +M22 –
γ;dρ−2ke
ρ < 1
xk
k→∞−−−−→
a.s
x∗
E[‖xk − x∗‖] ≤ O(qk)
(RTS-SPP)
(SGE)
MM M21 ‖x‖2 +M22 –
γ;dk2ae
a > 1
xk
k→∞−−−−→
a.s
x∗ ∈ X∗
E[‖Tλ(xk)− x∗‖] ≤ O( 1k )
fL, (∇f )L: Lipschitz constant of convex f, ∇f; σf , σf,ω: strong convexity constant of f, f(·, ω),
σM: strong monotonicity constant of T, MM: Maximal monotone
By leveraging the properties of the recourse function (cf. [10]), we recall Qi(xi, ω), ∂xiE[Qi(xi, ω)] =
E[∂xiQ(xi, ω)] where λi(ω) ∈ ∂xiQi(xi, ω). Consequently, the optimality conditions of the ith player
are given by
0 ∈ c′i(xi) + r(X + xi)− d+ E[Λi(ω, xi)] +NXi(xi),
where Λi(ω, xi) , {λi(ω) | (yi(ω), λi(ω) ∈ SOL(ω, xi)} and SOL(ω, xi) denotes the solution set of
(LCPreci (ω, xi)). Consequently, the equilibrium conditions of this capacity expansion game with
recourse are given by (SGE-b).
0 ∈ T (x), where T (x) = G(x) + r(X1 + x)− d1 +D(x) +NX (x), (SGE-b)
where G(x) ,
(
c′i(xi)
)N
i=1
, D(x) ,
∏N
i=1 E[Λi(ω, xi)], and Λi(ω, xi) denotes the set of Lagrange
multipliers associated with (Reci(xi)). Proceeding as in Example (a), we may conclude that T is a
monotone map.
1.2. Related work. We provide a brief review of prior research in stochastic proximal
schemes and splitting schemes.
(a) Stochastic proximal point methods. While stochastic counterparts of the proximal gradient
method (and its accelerated counterparts) have received much attention [27, 28, 29, 30], stochas-
tic generalizations of the proximal-point method have been less studied. Koshal, Nedic´ and
Shanbhag [31] presented one of the first instances of a stochastic iterative proximal point method for
strictly monotone stochastic variational inequality problems and provided almost sure convergence.
In the context of minimizing E[f(x, ω)], Ryu and Boyd [32] proved that the stochastic proximal
scheme (defined as (SPI) below) admitted a rate of convergence O(1/k) in mean-squared error
when f(·, ω) is C2, L(ω)-smooth, and strongly convex where E[L2(ω)] <∞.
xk+1 := argmin
x∈X
{
f(x, ωk) +
1
2λk
‖x− xk‖22
}
. (SPP)
These statements were extended to model-based regimes by Asi and Duchi [33] where f(·, ωk) is
replaced by an appropriate model function. Subsequently, Patrascu and Necoara [25] imposed a
constraint x ∈ ∩kXωk and employed an additional projection step onto Xωk at each step. Rate
statements are provided for both convex and strongly convex regimes without the smoothness
requirements. More recently, Davis and Drusvyatskiy [26] provided similar statements in convex
regimes while extending the rate statements to weakly convex regimes. Our focus is on (SGE)
where the only related work is that by Bianchi [34]; he proves a.s. convergence of a stochastic
proximal point (SPP) scheme under maximal monotonicity and requires computing the resolvent
of the sampled map T (·, ω) at each step, as defined next.
xk+1 := (I + λkT (xk, ωk))
−1(xk). (SPP)
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Table 2: Variance-reduced vs Stochastic operator-splitting schemes for SGEs
Alg/Prob. A,B Unbiased E[‖wk‖2 | Fk] γk; Nk Statements
[35] LA, MM Y M
2
1 ‖x‖2 +M22 SS, NS; 1 xk
k→∞−−−−→
a.s
x∗ ∈ X∗
[35] LA, σA, µB Y M
2
1 ‖x‖2 +M22 SS, NS; 1 E[‖xk − x∗‖2] ≤ O( 1k )
[36] LA, MM Y M
2
1 ‖x‖2 +M22 SS, NS; 1 xk
k→∞−−−−→
a.s
x∗ ∈ X∗
(vr-SMFBS) σA, MM N M
2
1 ‖x‖2 +M22
γ;bρ−(k+1)c
ρ < 1
xk
k→∞−−−−→
a.s
x∗
E[‖xk − x∗‖2] ≤ O(qk)
(vr-SMFBS) LA, MM Y M
2
1 ‖x‖2 +M22
γ;bk1+ac
a > 1
xk
k→∞−−−−→
a.s
x∗ ∈ X∗
E[G(x¯k)] ≤ O( 1k )
LA: Lipschitz constant of A, MM: Maximal monotone, σA, µB: strong monotonicity constants of A and B,
SS: square-summable, NS: non-summable
Rate statements (available for stochastic optimization) are summarized in Tab. 1.
(b) Stochastic operator splitting schemes. Often the operator T is characterized by a distinct
structure in that it can be cast as the sum of two operators A and B. Under suitable requirements
on A and B, a range of splitting methods can be developed and has represented a vibrant area
of research over the last two decades [5, 37, 38, 39]. The regime where the maps are expectation-
valued has seen relatively less study [40]. Stochastic proximal gradient schemes [27, 28, 29, 30, 41]
are an instance of stochastic operator splitting techniques where A is either the gradient or the
subdifferential operator. In the contex of monotone inclusions, when A is a more general monotone
operator, a.s. convergence of the iterates has been proven in [36] and [35] when A is Lipschitz
and expectation-valued while B is maximal monotone. A rate statement of O( 1k ) in terms of mean-
squared error has also been provided when A is additionally strongly monotone in [35]. A more
general problem which finds a zero of the sum of three maximally monotone operators is proposed
in [42]. A comparison of rate statements for stochastic operator-splitting schemes is provided in
Table 2.
(c) Other related schemes. A natural approach for resolving SGEs is via sample-average approx-
imation [43, 44]. It proves the weak a.s. convergence and establishes the rate of convergence in
expectation under strong monotonicity assumption.
1.3. Gaps and motivation. Gaps. Several gaps emerge in studying prior work. (i) Gap be-
tween deterministic and stochastic rates. Deterministic schemes for strongly monotone and mono-
tone generalized equations display linear and O( 1k ) rate in resolvent operations while stochastic
analogs display rates of O( 1k ) and O( 1√k ), respectively. This leads to far poorer practical behavior
particularly when the resolvent is challenging to compute, e.g. in strongly monotone regimes, the
complexity in resolvent operations can improve from O(1/) to O(log(1/)). (ii) Absence of rate
statements for monotone operators in (a) and (b). To the best of our knowledge, there appear to
be no non-asymptotic rate statements available in monotone regimes. (iii) Biased oracles. In many
settings, conditional unbiasedness of the oracle may be harder to impose and one may need to im-
pose weaker assumptions. (iv) State-dependent bounds on subgradients and second moments. Many
subgradient and stochastic approximation schemes impose bounds of the form E[‖G(x, ω)‖2] ≤M2
where G(x, ω) ∈ ∂f(x, ω) of E[‖w‖2 | x] ≤ ν2 where w = ∇xf(x, ω)−∇xf(x). Both sets of assump-
tions are often challenging to impose non-compact regimes. Motivation. We draw motivation
from these gaps in developing variance-reduced proximal and splitting schemes that can (a) achieve
deterministic rates of convergence with either identical or slightly worse oracle complexities in both
monotone and strongly monotone regimes; (b) accommodate state-dependent bounds to allow for
non-compact domains; and (c) allow for possibly biased oracles in some select settings. Collectively,
these schemes have provably better iteration complexity in resolvent operations and these benefits
are supported by empirical behavior. We now articulate our contributions.
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1.4. Outline and contributions.
I. Stochastic proximal point framework. In Section 3, we present a stochastic proximal
point framework for a subclass of stochastic generalized equations where the operator is either
strongly monotone or maximal monotone. In contrast with available stochastic proximal-point
schemes, we compute an inexact resolvent of the expectation E[T (x, ω)] via stochastic approxima-
tion. We show that when the sample-size sequences are raised at a suitable rate, we prove that
the resulting sequence of iterates converges either at a linear rate (strongly monotone) or at a
rate of O(1/k) (maximal monotone) (in terms of a suitable expectation-valued metric) matching
the deterministic rate. This leads to oracle complexities of O(1/) under geometrically increasing
sample-sizes (strongly monotone) and O(1/2a+1) for a > 1 when the sample-size is raised at the
rate of d(k + 1)2ae (maximal monotone). These statements are further supported by almost sure
convergence guarantees.
II. Stochastic splitting schemes. In Section 4, we consider the resolution of constrained mono-
tone inclusions in structured regimes where the map can be expressed as the sum of two maps,
facilitating the use of splitting. In this context, when one of the maps is expectation-valued while the
other has a cheap resolvent, we consider a scheme in which a sample-average of the expectation-
valued map is utilized in the forward step. Akin to the prior scheme, when the sample-size is
increased at a suitable rate, the sequence of iterates is shown to converge a.s. to a solution of the
constrained stochastic generalized equation in both monotone and strongly monotone regimes. In
addition, the resulting sequence of iterates converges either at a linear rate (strongly monotone)
or at a rate of O(1/k) (maximal monotone), leading to oracle complexities of O(1/) and O(1/2),
respectively. Notably, the strong monotonicity claim is made without an unbiasedness require-
ment on the oracle while weaker state-dependent noise requirements are assumed througout. Rate
statements in maximally monotone regimes rely on using the Fitzpatrick gap function for inclusion
problems.
Apart from Sections 3 and 4, we provide some background in Section 2 while preliminary numerics
are provided in Section 5.
2 Background
In this section, we provide some background on proximal-point and splitting schemes, building a
foundation for the subsequent sections.
2.1 Proximal-point schemes
Consider the generalized equation
0 ∈ T (x), (GE)
where T is a set-valued maximal monotone map. A standard scheme to solve (GE) in such regimes
is the proximal point algorithm proposed [45, 3, 46]. Given an x0,
xk+1 := (I + λkT )
−1(xk), (PP)
where λk denotes the parameter of the proximal operator. The map (I + λkT )
−1, referred to
as the resolvent of T , is denoted by JTλk , (I + λkT )
−1 [3]. The resolvent of T is a single-valued,
nonexpansive map for a monotone T ; the domain of JTλk is equal to R
n if T is maximal monotone [16].
In [3], Rockafellar developed a proximal-point framework for generalized equations with monotone
operators, presenting a linear rate statement for strongly monotone T . This avenue has inspired
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several inexact proximal point methods, including the classical inexact version [3] and newer hybrid
proximal extragradient (HPE) variants [47, 48, 49]. More recently, in [50], Corman and Yuan proved
that under maximal monotonicity, the proximal-point scheme produced sequences which diminishes
to zero at the rate of O( 1k ) under an appropriate metric while a linear rate can be proven in strongly
monotone regimes. In Section 3, we develop a stochastic proximal point framework in which
the resolvent of the expectation-valued map, denoted by (I + λkE[T (x, ω)])−1, is approximated
with increasing accuracy via a stochastic approximation framework. Notably, a variance-reduced
framework is proposed through which a linear rate (for strongly monotone T ) and a sublinear rate
O(1/k) (for monotone T ) are derived with optimal or near-optimal sample-complexity. Notably,
both schemes achieve deterministic iteration complexities in resolvent evaluations. When T enjoys
an amenable structure, splitting-based approaches have emerged as an alternative.
2.2 Splitting schemes
. In many applications, T may not have a tractable resolvent; however, if T is defined as T , A+B,
where the resolvent of either A or B (or both) is tractable, then splitting schemes assume relevance.
Notable instances include Douglas-Rachford splitting [5, 38], Peaceman-Rachford splitting [37, 38],
and Forward-Backward splitting (FBS) [38, 39]. In [36], a stochastic variant of the FBS method,
developed for strongly monotone maps, is equipped with a rate of O( 1K ) while in [35], maximal
monotone regimes are examined and a.s. convergence statements are provided. A drawback of
(FBS) is a strong monotonicity assumption on A; this motivated the modified FBS scheme where
convergence was proven when A is monotone and Lipschitz [51] in the modified FBS scheme.
xk+ 1
2
:= (I + γkB)
−1(I − γkA)(xk),
xk+1 := ΠX
(
xk+ 1
2
− γk(A(xk+ 1
2
)−A(xk))
)
.
(MFBS)
In Section 4, we develop a variance-reduced stochastic MFBS scheme where A is Lipschitz and
monotone, A(x) , E[A(x, ω)], and B is maximal monotone with a tractable resolvent; we derive
linear and sublinear convergence under strongly monotone and merely monotone A, respectively,
achieving deterministic rates of convergence.
3 Variance-reduced proximal point schemes
In this section, we present a variance-reduced proximal-point method for stochastic inclusion prob-
lems of the form 0 ∈ T (x) where Ti(x) , E[Ti(x, ξ(ω))]. Throughout this section, x∗ denotes a
solution of 0 ∈ T (x), implying that 0 ∈ T (x∗) or x∗ ∈ T−1(0). Deterministic proximal-point meth-
ods require computing (I + λT )−1 at every step, a challenging proposition since the expectation
is unavailable in closed form. Our scheme retains the expectation T (xk) in the resolvent operator,
which is approximated via Monte-Carlo sampling scheme, leading to an error; in effect, we articu-
late the resolvent problem then utilize sampling to get an approximation, thus the moniker resolve
then sample (RTS). Given x0 ∈ Rn, (rts-SPP) generates a sequence {xk}, where xk+1 is updated
as
xk+1 := (I + λkT )
−1(xk) + ek (rts-SPP)
and ek denotes the random error in computing the resolvent (I + λkT )
−1 when employing Monte-
Carlo sampling schemes. After reviewing some preliminary results and assumptions in Section 3.1,
we analyze (rts-SPP) for maximal monotone and strongly monotone regimes in Sections 3.2 and
3.3, respectively.
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3.1 Assumptions and supporting results
We outline some assumptions on T which we will utilize when necessary.
Assumption 1. The mapping T is maximal monotone.
In some instances, we impose an additional strong monotonicity assumption on T .
Assumption 2. The mapping T is σ-strongly monotone, i.e. there exists σ > 0 such that (u −
v)T (x− y) ≥ σ‖x− y‖2, ∀x, y ∈ Rn, u ∈ T (x), v ∈ T (y).
Next, we define the Yosida approximation operator [52].
Definition 1 (Yosida approximation). For a set-valued maximal monotone operator T : Rn →
Rn and for λ > 0, the Yosida approximation operator is denoted as Tλ(•) and is defined as Tλ ,
1
λ(I − JTλ ).
We now provide some properties of JTλ and Tλ.
Lemma 1 (Properties of Tλ and J
T
λ ). [3, 50] Given a maximal monotone map T and a positive
scalar λ > 0, the following hold.
(a) x ∈ T−1(0) if and only if x is a zero of Tλ, i.e. 0 ∈ T (x) ⇐⇒ Tλ(x) = 0.
(b) Tλ is a single-valued and
1
λ -Lipschitz continuous map.
(c) JTλ is a single-valued and non-expansive map.
Next, we assume the existence of a stochastic first-order oracle that can provide estimator of T (x),
given by v(x, ω) ∈ T (x, ω).
Assumption 3 (Stochastic first-order oracle for T with state-dependent bounds). There
exists a stochastic first-order oracle that given an x produces v(x, ω) such that E[v(x, ω) | x] = v(x),
where v(x) ∈ T (x). In addition, E[‖v(x, ω)‖2 | x] ≤ M21 ‖x‖2 + M22 for all x and all v(x, ω) ∈
T (x, ω).
Our framework relies on computing inexact resolvents with error ek via (rts-SPP) with λk = λ,
implying that xk+1 is an inexact solution of the problem
0 ∈ Fk(z) , T (z) + 1λ(z − xk).
We observe that Fk is
1
λ -monotone and u ∈ Fk(z, ω) such that u = v+ 1λ(z−xk) where v ∈ T (z, ω)
and E[‖v‖2] ≤M21 ‖z‖2 +M22 (by Ass. 3). Therefore, we have that
E[‖u‖2] ≤ 2E[‖v‖2] + 2
λ2
E[‖z − xk‖2] ≤ 2M21 ‖z‖2 + 2M22 + 2λ2E[‖z − xk‖2]
≤ 4M21 ‖xk‖2 + 2M22 + (4M21 + 2λ2 )E[‖z − xk‖2]. (1)
If zk,1 = xk, an inexact solution can be computed by taking Nk steps of the update rule (SA),
defined as follows.
zk,j+1 := zk,j − αjuj , where uj = vk,j + zjλ , vk,j ∈ Fk(zk,j , ωk,j). (SA)
Upon termination, xk+1 := zNk+1. As part of the proposed scheme, we generate N0, N1 · · · , Nk
samples from the first-order oracle, where Nk samples are used at the kth step. Consequently, we
define Fk−1 as the history up to iteration k as follows.
Fk−1 ,
{
x0, {v(z0,j , ω0,j)}N0j=1, · · · , {v(zk−1,j , ωk−1,j)}Nk−1j=1
}
.
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We define the history Fk,j at iteration j ≥ 1 of the inner scheme as follows.
Fk,j , Fk−1 ∪ {v(zk,0, ωk,0), · · · , v(zk,j , ωk,j)} .
We utilize the following lemma in the next proposition.
Lemma 2. Given positive scalars c,M and J1 ∈ Z+, consider the recursive inequality given by
Aj+1 ≤ (1 − 2cαj)Aj + α
2
jM
2
2 where αj =
θ
j for j ≥ J1 and Aj ≥ 0 for all j. Suppose J2 , d2cθe,
J , max{J1, J2}, and B , θ2pi28 . Then for j ≥ J , we have that Aj ≤
max
{
M2θ2
2(2cθ−1) ,JAJ
}
j ≤
M2θ2
2(2cθ−1) +J(A1+BM2)
j .
Proof. Suppose J2 denotes a positive integer such that (1− 2cαj) ≥ 0 for j ≥ J2, i.e. J2 = d2cθe ≥
2cθ. Let J , max{J1, J2} and D , max
{
M2θ2
2cθ−1 , JAJ
}
. For j = J , the inductive hypothesis holds
trivially. If it holds for some j > J ,
Aj+1 ≤ (1− 2cαj)Aj + α
2
jM
2
2 ≤ (1− 2cαj)D2j +
α2jM
2
2
= (1− 2cαj)D2j + (2cθ−1)2j θ
2M2
(2cθ−1)j ≤ (1− 2cαj)D2j + (2cθ−1)2j Dj
≤ (1− 2cθj )D2j + (2cθ−1)2j Dj ≤ D2j − 2cθD2j2 + 2cθD2j2 − D2j2 ≤ D2j − D2j(j+1) = D2(j+1) .
It remains to get a bound on AJ .
AJ ≤ (1− 2cαJ−1)AJ−1 + α
2
J−1M
2
2 ≤ AJ−1 +
α2J−1M
2
2
≤
(
(1− 2cαJ−2)AJ−2 + α
2
J−2M
2
2
)
+
α2J−1M
2
2 ≤ A1 +M2
J−1∑
`=0
α2`
2
≤ A1 + M2θ2pi28 , A1 +BM2, since
∞∑
`=1
1
`2
≤ pi24 . (2)
Consequently, for j ≥ J , Aj ≤
max
{
M2θ2
2(2cθ−1) ,JAJ
}
2j ≤
M2θ2
2(2cθ−1) +J(A1+BM2)
2j .
Proposition 1. Consider a 1λ -strongly monotone map Fk where
Fk(z) , E[Fk(z, ω)] and Fk(z, ω) , T (z, ω) + 1λ(z − xk). Suppose Assumption 3 holds and 0 ∈
Fk(J
T
λ (xk)). If J1 , d2λθ(4M21 + 2λ2 )e, J2 , d θλe, J , max{J1, J2}
E[‖zj − JTλ (xk)‖2 | Fk] ≤ ν
2
1‖xk‖2+ν22
2j for j ≥ J,
where ν21 and ν
2
2 are defined in (5) and (6), respectively.
Proof. Throughout this proof, we refer to JTλ (xk) by z
∗
k to ease the exposition. Consider the update
rule given by (SA), given z1 = xk. We have that
‖zj+1 − z∗k‖2 = ‖zj − αjuj − z∗k‖2 = ‖zj − z∗k‖2 + α2j‖uj‖2 − 2αjuTj (zj − z∗k).
Taking expectations on both sides, we obtain that
E[‖zj+1 − z∗k‖2 | Fk,j ] = ‖zj − z∗k‖2 + α2jE[‖uj‖2 | Fk,j ]
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− 2αjE[uTj (zj − z∗k) | Fk,j ]
= ‖zj − z∗k‖2 + α2jE[‖uj‖2 | Fk,j ]− 2αjE[uj | Fk,j ]T (zj − z∗k)
= ‖zj − z∗k‖2 + α2jE[‖uj‖2 | Fk,j ]− 2αj u¯Tj (zj − z∗k)
− 2E[αj(uj − u¯j)T (zj − z∗k) | Fk,j ]︸ ︷︷ ︸
= 0
= ‖zj − z∗k‖2 + α2jE[‖uj‖2 | Fk,j ]− 2αj(u¯j − u¯∗k)T (zj − z∗k),
where E[αj(uj − u¯j)T (zj − z∗k) | Fk,j ] = αj(E[uj | Fk,j ] − u¯j)T (zj − z∗k) = 0, 0 = u¯∗k ∈ Fk(z∗k) and
(u¯j − u¯∗k)T (zj − z∗k) ≥ 1λ‖zj − z∗k‖2 by the 1λ -monotonicity of Fk. Consequently, we have that
E[‖zj+1 − z∗k‖2 | Fk,j ] ≤ (1− 2αjλ )‖zj − z∗k‖2 + α2jE[‖uj‖2 | Fk,j ]
(1)
≤ (1− 2αjλ )‖zj − z∗k‖2 + α2j (4M21 ‖xk‖2 + 2M22 + (4M21 + 2λ2 )‖zj − xk‖2)
≤ (1− 2αjλ )‖zj − z∗k‖2 + α2j ((8M21 + 4λ2 )‖zj − z∗k‖2 + 4M21 ‖xk‖2
+ 2M22 + (8M
2
1 +
4
λ2
)‖z∗k − xk‖2)
≤ (1− 2αj( 1λ − αj(4M21 + 2λ2 ))‖zj − z∗k‖2
+ α2j (4M
2
1 ‖xk‖2 + 2M22 + (8M21 + 4λ2 )‖z∗k − xk‖2)
≤ (1− αjλ )‖zj − z∗k‖2 + α2j (4M21 ‖xk‖2 + 2M22 + (8M21 + 4λ2 )‖z∗k − xk‖2),
where the last inequality follows from αj(8M
2
1 +
4
λ2
) ≤ 12λ for j ≥ J1 where j ≥ J1 , d2λθ(8M21 +
4
λ2
)e. Taking expectations conditioned on Fk and recalling that E[[‖zj+1 − z∗k‖2 | Fk,j ] | Fk] =
E[‖zj+1 − z∗k‖2 | Fk] since Fk ⊂ Fk,j , we obtain the following inequality for j ≥ J1,
E[‖zj+1 − z∗k‖2 | Fk] ≤ (1− αjλ )E[‖zj − z∗k‖2 | Fk]
+α2j (4M
2
1E[‖xk‖2 | Fk] + 2M22 + (8M21 + 4λ2 )E[‖z∗k − xk‖2 | Fk]).
Consequently, if αj =
θ
j , we have a recursion given by
Aj+1 ≤ (1− 2cαj)Aj + α
2
jM
2
2 , j ≥ J1
where Aj , E[‖zj − z∗k‖2 | Fk], c = 12λ , αj = θj , and M2/2 = 4M21E[‖xk‖2 | Fk] + 2M22 + (8M21 +
4
λ2
)E[‖z∗k − xk‖2 | Fk]. By Lemma 2, we have that
Aj ≤
M2θ2
2(2cθ−1) + J(A1 +BM2)
2j
, j ≥ J (3)
where J , max{J1, J2}, J2 , d2cθe, and B , θ2pi28 . Since A1 = E[‖z∗k − xk‖2 | Fk], the numerator
in (3) may be further bounded as follows.
θ2M2
2(2cθ−1) + J(A1 +BM2) =
(
θ2
2(2cθ−1) + JB
)
M2 + JA1
≤
(
θ2
2(2cθ−1) + JB
)
(8M21 ‖xk‖2 + 4M22 + (16M21 + 8λ2 )E[‖z∗k − xk‖2 | Fk])
+ JE[‖z∗k − xk‖2 | Fk]
=
(
θ2
2(2cθ−1) + JB
)
(8M21 ‖xk‖2 + 4M22 )
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+
((
θ2
2(2cθ−1) + JB
) (
16M21 +
8
λ2
)
+ J
)
E[‖z∗k − xk‖2 | Fk]. (4)
But we have that
E[‖z∗k − xk‖2 | Fk] ≤ 2‖xk − x∗‖2 + 2E[‖z∗k − x∗‖2 | Fk]
= 2‖xk − x∗‖2 + 2E[‖JTλ (xk)− x∗‖2 | Fk]
≤ 2‖xk − x∗‖2 + 2‖xk − x∗‖2 ≤ 8‖xk‖2 + 8‖x∗‖2,
where the second inequality follows from ‖JTλ (xk)− x∗‖ = ‖JTλ (xk)− JTλ (x∗)‖ ≤ ‖xk − x∗‖. Conse-
quently, from (4), θ
2M2
2(2cθ−1) + J(A1 +BM2) ≤ ν21‖xk‖2 + ν22 , where
ν21 ,
((
θ2
2(2cθ−1) + JB
) (
136M21 +
8
λ2
)
+ J
)
and (5)
ν22 , 4
(
θ2
2(2cθ−1) + JB
)
M22 + 8
((
θ2
2(2cθ−1) + JB
) (
16M21 +
8
λ2
)
+ J
)
‖x∗‖2. (6)
The super-martingale convergence lemma is also employed in our analysis [53].
Lemma 3. Let vk, uk, δk, ψk be nonnegative random variables adapted to σ-algebra Fk, and let
the following relations hold almost surely:
E[vk+1 | Fk] ≤ (1 + uk)vk − δk + ψk, ∀k;
∞∑
k=0
uk <∞, and
∞∑
k=0
ψk <∞.
Then a.s., limk→∞ vk = v and
∑∞
k=0 δk <∞, where v ≥ 0 is a random variable.
3.2 Convergence analysis under monotonicity
We begin with a result from [50] and subsequently recall a bound on the sequence of iterates
produced by a deterministic exact proximal point scheme [50, Lemma 2.5].
Lemma 4. [50] Given a set-valued maximal monotone operator T : Rn ⇒ Rn, let JTλ denote
the resolvent operator while Tλ denotes the Yosida approximation operator of T . Then Tλ(x) ∈
T (JTλ (x)) for all x ∈ Rn.
Lemma 5. Let Assumption 1 hold. Consider any sequence generated by (rts-SPP). Then the
following holds for all k > 0:
‖JTλ (xk)− x∗‖2 = ‖xk − x∗‖2 − λ2‖Tλ(xk)‖2 − 2λTλ(xk)T (JTλ (xk)− x∗).
The next lemma allows for proving convergence of iterates generated by (rts-SPP).
Lemma 6. Let Assumptions 1 and 3 hold. Suppose λ > 0 and Nk , d(k + 1)2ae for all k > 0,
where a > 1. Consider a sequence generated {xk} generated by (rts-SPP). Then {‖xk − x∗‖} is
convergent almost surely.
Proof. From non-expansivity of JTλ [3], we obtain the following relation
‖JTλ (xk)− x∗‖2 ≤ ‖xk − x∗‖2. (7)
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By adding and subtracting JTλ (xk), we may bound E[‖xk+1 − x∗‖] as follows.
E[‖xk+1 − x∗‖ | Fk] ≤ E[‖JTλ (xk)− x∗‖ | Fk] + E[‖xk+1 − JTλ (xk)‖ | Fk]
(Prop. 1)
≤ ‖JTλ (xk)− x∗‖+
√
ν21‖xk‖2+ν22√
Nk
≤ ‖JTλ (xk)− x∗‖+
√
ν21‖xk‖2+ν22+2ν1ν2‖xk‖√
Nk
(8)
= ‖JTλ (xk)− JTλ (x∗)‖+ ν1‖xk‖+ν2√Nk
(Lemma 1)
≤ ‖xk − x∗‖+ ν1(‖xk−x
∗‖+‖x∗‖)+ν2√
Nk
(9)
= (1 + ν1√
Nk
)‖xk − x∗‖+ ν1‖x
∗‖+ν2√
Nk
= (1 + ν1√
Nk
)vk − δk + ψk,
where vk, δk, and ψk are nonnegative random variables defined as vk , ‖xk − x∗‖, δk , 0, and
ψk , ν1‖x
∗‖+ν2√
Nk
. By Lemma 3, vk → v¯ ≥ 0 almost surely.
Proposition 2 (a.s. convergence of (rts-SPP)). Consider a sequence {xk} generated by (rts-
SPP). Let Assumptions 1 and 3 hold. Suppose λ > 0 and Nk , d(k + 1)2ae for all k > 0, where
a > 1. Then for any x0, xk
k→∞−−−→
a.s.
x∗ ∈ X∗.
Proof. From Lemma 6, {‖xk − x∗‖} is convergent a.s. implying that there exists C such that a.s.,
‖xk − x∗‖2 ≤ C2 for all k. Recall that ‖xk+1 − x∗‖2 can be bounded as follows:
‖xk+1 − x∗‖2 ≤ ‖JTλ (xk)− x∗‖2 + ‖xk+1 − JTλ (xk)‖2
+ 2‖JTλ (xk)− x∗‖‖xk+1 − JTλ (xk)‖. (10)
By Lemma 4,
(Tλ(xk)− Tλ(x∗))T (JTλ (xk)− JTλ (x∗)) ≥ 0,
≡ (Tλ(xk))T (JTλ (xk)− x∗) ≥ 0, (11)
by noticing that Tλ(x
∗) = 0 and JTλ (x
∗) = x∗. By substituting (11) in Lemma 5,
‖JTλ (xk)− x∗‖2 = ‖xk − x∗‖2 − λ2‖Tλ(xk)‖2 − 2λTλ(xk)T (JTλ (xk)− x∗)
≤ ‖xk − x∗‖2 − λ2‖Tλ(xk)‖2. (12)
By substituting the bound (12) in (10) and taking expectations conditioned on Fk, we obtain the
following bound.
E[‖xk+1 − x∗‖2 | Fk] ≤ ‖JTλ (xk)− x∗‖2 + E[‖xk+1 − JTλ (xk)‖2 | Fk]
+ 2‖JTλ (xk)− x∗‖E[‖xk+1 − JTλ (xk)‖ | Fk] (13)
≤ ‖xk − x∗‖2 − λ2‖Tλ(xk)‖2 + ν
2
1‖xk‖2+ν22
Nk
+ 2‖xk − x∗‖
(
ν1‖xk‖+ν2√
Nk
)
(14)
≤ ‖xk − x∗‖2 − λ2‖Tλ(xk)‖2 + ν
2
1 (2‖xk−x∗‖2+2‖x∗‖2)+ν22
Nk
+ 2‖xk − x∗‖
(
ν1(‖xk−x∗‖+‖x∗‖)+ν2√
Nk
)
= (1 +
2ν21
Nk
+ 2ν1√
Nk
)‖xk − x∗‖2 − λ2‖Tλ(xk)‖2 + 2ν
2
1‖x∗‖2+ν22
Nk
+ 2‖xk − x∗‖
(
ν1‖x∗‖+ν2√
Nk
)
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≤ (1 + 2ν21Nk +
2ν1√
Nk
)‖xk − x∗‖2 − λ2‖Tλ(xk)‖2 + 2ν
2
1‖x∗‖2+ν22
Nk
+ 2C
(
ν1‖x∗‖+ν2√
Nk
)
.
By definition of Nk,
∑
k
1
Nk
<
∑
k
1√
Nk
< ∞. By Lemma 3, {‖xk − x∗‖} is convergent and∑
k λ
2‖Tλ(xk)‖2 <∞ in an a.s. sense. Therefore, in an a.s. sense, we have limk→∞ ‖Tλ(xk)‖2 = 0.
Since {‖xk − x∗‖2} is a convergent sequence in an a.s. sense, {xk} is bounded a.s. and has a
convergent subsequence. Consider any convergent subsequence of {xk} with index set denoted by
K. Suppose its limit point is x¯. Consequently, by the continuity of Tλ, we have that limk∈K Tλ(xk) =
Tλ(x¯) = 0. It follows that x¯ is a solution to 0 ∈ T (x). Consequently, we have that limk∈K xk =
x¯ ∈ X∗, in an a.s. sense. It follows that {‖xk − x¯‖2} is convergent and its unique limit point is
zero. Thus every subsequence of {xk} converges a.s. to x¯, implying that the entire sequence of
{xk} converges to x¯ almost surely.
We conclude this subsection with a rate statement for (rts-SPP).
Proposition 3 (Rate of convergence of (rts-SPP) under maximal
monotonicity). Let Assumptions 1 and 3 hold, λ > 0, and Nk , d(k + 1)2ae for all k > 0, where
a > 1. Consider a sequence {xk} generated by (rts-SPP).
(a) For any k ≥ 0, we have that E[‖Tλ(xk)‖2] = O
(
1
k+1
)
.
(b) Suppose xK satisfies E[‖Tλ(xK)‖2] ≤ . Then the oracle complexity of computing such an xK
satisfies
∑K
k=1Nk = O
(
1
2a+1
)
.
Proof. (a) By taking unconditional expectations on (9),
E[‖xk+1 − x∗‖] ≤ E[‖xk − x∗‖] + ν1(E[‖xk−x
∗‖]+‖x∗‖)+ν2√
Nk
≤ E[‖xk − x∗‖] + ν1(B+‖x
∗‖)+ν2√
Nk
≤ ‖x0 − x∗‖+
∞∑
i=0
ν1(B+‖x∗‖)+ν2√
Ni
, (15)
where ‖xk − x∗‖ ≤ C a.s. for all k ≥ 0. Taking unconditional expectations over (13),
E[‖xk+1 − x∗‖2] ≤ E[‖JTλ (xk)− x∗‖2] + E[‖xk+1 − JTλ (xk)‖2]
+ 2E[‖JTλ (xk)− x∗‖]E[E[‖xk+1 − JTλ (xk)‖ | Fk]].
(12)
≤ E[‖xk − x∗‖2]− λ2E[‖Tλ(xk)‖] + E[‖xk+1 − JTλ (xk)‖2]
+ 2E[‖JTλ (xk)− x∗‖]E[E[‖xk+1 − JTλ (xk)‖ | Fk]]. (16)
By non-expansivity of JTλ and by substituting (15) in (7),
E[‖JTλ (xk)− x∗‖] ≤ E[‖xk − x∗‖] ≤ ‖x0 − x∗‖+
∞∑
i=0
ν1(C+‖x∗‖)+ν2√
Ni
. (17)
Inserting (17) into (16), we obtain the following bound:
E[‖xk+1 − x∗‖2] ≤ E[‖xk − x∗‖2]− λ2E[‖Tλ(xk)‖2] + ν
2
1‖xk‖2+ν22
Nk
+ 2ν1‖xk‖+ν2√
Nk
(
‖x0 − x∗‖+
∞∑
i=0
ν1(C+‖x∗‖)+ν2√
Ni
)
≤ E[‖xk − x∗‖2]− λ2E[‖Tλ(xk)‖2] + ν
2
1 (2C
2+2‖x∗‖2)+ν22
Nk
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+ 2ν1(C+‖x
∗‖)+ν2√
Nk
(
‖x0 − x∗‖+
∞∑
i=0
ν1(B+‖x∗‖)+ν2√
Ni
)
.
Defining E1 ,
∑∞
i=0
1√
Ni
, E2 ,
∑∞
i=0
1
Ni
, D1 , ν21(2C2 + 2‖x∗‖2) + ν22 and D2 , ν1(C+‖x∗‖) + ν2,
and summing from i = 0, · · · , k, we get
λ2
k∑
i=0
E[‖Tλ(xi)‖2] ≤ ‖x0 − x∗‖2 − E[‖xk+1 − x∗‖2]
+
k∑
i=0
(
D1
Ni
+ 2D2√
Ni
(
‖x0 − x∗‖+D2
∞∑
`=0
1√
N`
))
≤ ‖x0 − x∗‖2 +D1E2 + 2D2E1‖x0 − x∗‖+ 2D22E21
= (‖x0 − x∗‖+D2E1)2 +D1E2 +D22E21 . (18)
We now proceed to analyze
∑k
i=0 E[‖Tλ(xi)‖2] by noting that
Tλ(xk) =
1
λ(xk − JTλ (xk)) = 1λ(xk+1 − JTλ (xk)− (xk+1 − xk))
= 1λ(xk+1 − JTλ (xk))− 1λ(JTλ (xk+1)− JTλ (xk))− (Tλ(xk+1)− Tλ(xk))
It follows that
(Tλ(xk+1)− Tλ(xk))TTλ(xk) = 1λ(Tλ(xk+1)− Tλ(xk))T (xk+1 − JTλ (xk))
− 1λ(Tλ(xk+1)− Tλ(xk))T (JTλ (xk+1)− JTλ (xk))︸ ︷︷ ︸
≥ 0
−‖Tλ(xk+1)− Tλ(xk)‖2
≤ 1λ(Tλ(xk+1)− Tλ(xk))T (xk+1 − JTλ (xk))− ‖Tλ(xk+1)− Tλ(xk)‖2. (19)
Then we have
‖Tλ(xk+1)‖2 = ‖Tλ(xk)‖2 + ‖Tλ(xk+1)− Tλ(xk)‖2 + 2(Tλ(xk+1)− Tλ(xk))TTλ(xk)
(19)
≤ ‖Tλ(xk)‖2 − ‖Tλ(xk+1)− Tλ(xk)‖2
+ 2λ‖Tλ(xk+1)− Tλ(xk)‖‖xk+1 − JTλ (xk)‖
≤ ‖Tλ(xk)‖2 − ‖Tλ(xk+1)− Tλ(xk)‖2 + ‖Tλ(xk+1)− Tλ(xk)‖2 + D1λ2Nk
= ‖Tλ(xk)‖2 + D1λ2Nk . (20)
By (20), we have the following relationship.
‖Tλ(xk)‖2 ≤ ‖Tλ(xi)‖2 +
k−1∑
j=i
D1
λ2Nj
, ∀i = 0, · · · , k − 1. (21)
Thus, we have (k + 1)‖Tλ(xk)‖2 ≤
∑k
i=0 ‖Tλ(xi)‖2 +
∑k
i=0
∑k−1
j=i
D1
λ2Nj
, implying that
E[‖Tλ(xk)‖2]
(18),(21)
≤ (‖x0−x∗‖+D2E1)2+D1E2+D22E21
λ2(k+1)
+
D1
∑k
i=0
∑k−1
j=i
1
Nj
λ2(k+1)
.
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Recalling Nk = d(k + 1)2ae, a > 1, it follows that
k∑
i=0
k−1∑
j=i
1
Nj
=
k∑
i=0
k−1∑
j=i
1
d(j+1)2ae ≤
k∑
i=0
k−1∑
j=i
1
(j+1)2a
≤
∫ k+1
0
∫ k+1
y
dxdy
(x+1)2a
≤ 1(2a−1)(a−1) .
Since
∑∞
i=0
1√
Ni+1
< +∞ and ∑∞i=0 1Ni+1 < +∞, we have E[‖Tλ(xk)‖2] ≤ Ĉk+1 = O ( 1k+1) , where
Ĉ , (‖x0−x
∗‖+D2E1)2+D1E2+D22E21
λ2
+ D1
λ2(a−1)(2a−1) .
(b) Suppose xK is such that E[‖Tλ(xK)‖2] ≤ . From (a), for sufficiently small ,
K∑
k=0
Nk ≤
dĈ/e−1∑
k=0
Nk =
dĈ/e−1∑
k=0
d(k + 1)2ae ≤ 2
dĈ/e−1∑
k=0
(k + 1)2a
≤ 2
∫ Ĉ/
x=0
(x+ 1)2a dx ≤ 2(Ĉ/+1)2a+12a+1 ≤
(
Ĉ
2a+1
)
.
3.3 Convergence Analysis of (rts-SPP) under strong monotonicity
Next, we derive a rate statement under a strong monotonicity assumption on T . We begin by
deriving a bound on ‖JTλ (xk)− x∗‖, akin to [50, Prop. 3].
Lemma 7. Let Assumption 2 hold and let λ > 0. Assume x∗ ∈ T−1(0) is a solution. Then we
have the following for all k:
‖JTλ (xk)− x∗‖ ≤ (1 + σλ)−1‖xk − x∗‖.
Proof. Suppose yk+1 = J
T
λ (xk) or xk = (I + λT )(xk) = yk+1 + λvk+1 where vk+1 ∈ T (yk+1). In
addition, x∗ = JTλ (x
∗) or x∗ = x∗+λv∗ where 0 = v∗ ∈ T (x∗). Since T is σ-strongly monotone, we
have that
‖vk+1 − v∗‖‖yk+1 − y∗‖ ≥ (vk+1 − v∗)T (yk+1 − x∗) ≥ σ‖yk+1 − x∗‖2
=⇒ ‖vk+1 − v∗‖ ≥ σ‖yk+1 − x∗‖.
Consequently, we may bound ‖xk − x∗‖2 from below as follows.
‖xk − x∗‖2 = ‖yk+1 + λvk+1 − (x∗ + λv∗)‖2
= ‖yk+1 − x∗‖2 + λ2‖vk+1)− x∗‖2 + 2λ(yk+1 − x∗)T (vk+1 − v∗)
≥ (1 + 2σλ)‖yk+1 − x∗‖2 + λ2‖vk+1)− v∗‖2 ≥ (1 + σλ)2‖yk+1 − x∗‖2,
where the first inequality follows from the strong monotonicity of T and the second inequality is a
consequence of ‖vk+1)− v∗‖2 ≥ σ‖yk+1 − x∗‖. It follows that
‖xk − x∗‖2 ≥ (1 + σλ)2‖yk+1 − x∗‖2 = (1 + σλ)2‖JTλ (xk)− x∗‖2.
We conclude by deriving a rate under a strong monotonicity requirement.
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Proposition 4 (Linear convergence of (rts-SPP) under strong monotonicity). Let As-
sumptions 2 and 3 hold. Suppose {xk} denotes a sequence generated by (rts-SPP) and x∗ denotes
a unique solution to 0 ∈ T (x). Furthermore, suppose ‖x0 − x∗‖ ≤M . Then the following hold.
(a) Suppose Nk = bρ−(k+1)c and q , 1+d(1+σλ)2 < 1 for d sufficiently small. Then E[‖xk−x∗‖2] ≤ D˜ρ˜k
where D˜ > 0 and ρ˜ = max{q, ρ} if q 6= ρ and ρ˜ ∈ (q, 1) if q = ρ.
(b) Suppose xK+1 is such that E[‖xK+1 − x∗‖2] ≤ . Then
∑K
k=1Nk ≤ O
(
1

)
.
Proof. (a) By invoking Lemma 7 and Prop. 1, we obtain the following:
E[‖xk+1 − x∗‖2] ≤ (1 + d)E[‖yk+1 − x∗‖2] + (1 + 1d)E[‖xk+1 − yk+1‖2]
≤ qE[‖xk − x∗‖2] + (1 + 1d) DNk , q ,
(1+d)
(1+σλ)2
, D , ν21(2C2 + 2‖x∗‖2) + ν22 , (22)
and d > 0 is chosen such that (1+d)
(1+σλ)2
< 1. Recall that Nk can be bounded as seen next.
Nk = bρ−(k+1)c ≥
⌈
1
2ρ
−(k+1)
⌉
≥ 12ρ−(k+1). (23)
We now consider three cases.
(i): q < ρ < 1. Using (23) in (22) and defining D˜ , (M + D1−q/p), we obtain
E[‖xk+1 − x∗‖2] ≤ qE[‖xk − x∗‖2] + ν
2
1 (2C
2+2‖x∗‖2)+ν22
Nk
≤ qE[‖xk − x∗‖2] +Dρk+1
≤ qk+1‖x0 − x∗‖+D
k+1∑
j=1
qk+1−jρj ≤Mqk+1 +Dρk+1
k+1∑
j=1
( qρ)
k+1−j ≤ D˜ρk+1. (24)
(ii): ρ < q < 1. Aking to (i) and defining D˜ apprioriately, E[‖xk+1 − x∗‖2] ≤ D˜qk+1.
Case (iii): ρ = q < 1. If ρ˜ ∈ (q, 1) and D̂ > 1ln(ρ˜/q)e , proceeding similarly we obtain
E[‖xk+1 − x∗‖2] ≤ qk+1E[‖x0 − x∗‖2] +D
k+1∑
j=1
qk+1 ≤Mqk+1 +D
k+1∑
j=1
qk+1
= Mqk+1 +D(k + 1)qk+1
[54,Lemma 4]
≤ D˜ρ˜k+1, where D˜ , (M + D̂). (25)
Thus, {xk} converges linearly in an expected-value sense.
(b) Case (i): If q < ρ < 1. From (a), it follows that
E[‖xK+1 − x∗‖2] ≤ D˜ρK+1 ≤  =⇒ K ≥ log1/ρ(D˜/)− 1.
If K = dlog1/ρ(D˜/)e − 1, then (rts-SPP) requires
∑K
k=0Nk evaluations. Since Nk = bρ−(k+1)c ≤
ρ−(k+1), then we have
dlog1/ρ(D˜/)e−1∑
k=0
ρ−(k+1) =
dlog1/ρ(D˜/)e∑
t=1
ρ−t ≤ 1
ρ2
(
1
ρ−1
) (1
ρ
)dlog1/ρ(D˜/)e
≤ 1
ρ
(
1
ρ−1
) (1
ρ
)log1/ρ(D˜/)+1 ≤ 1(1−ρ) (1ρ)log1/ρ(D˜/) ≤ 1(1−ρ) ( D˜ ) .
We omit cases (ii) and (iii) which lead to similar complexities.
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Remark 1. Several aspects deserve additional emphasis.
(a) Rates and asymptotics. To the best of our knowledge, we remain unaware of a.s. convergence
(an exception being Bianchi [34]) and rate statements under state-dependent noise requirements
for either monotone or strongly monotone inclusions. Note that Bianchi [34] develops a stochastic
proximal-point scheme that does not come equipped with rate statements; however, since the re-
solvent requires computing at every step, its practical behavior for large-scale regimes tends to be
poorer when the resolvent is challenging to compute.
(b) Algorithm parameters. The inner steplengths of the SA scheme utilize the user-specified prox-
imal parameter while the outer steps in (rts-SPP) employ a constant user-specified steplength.
The sample-sizes are also free of algorithm parameters. The minimum number of steps J1 in each
inner step do require knowing M1 but this may be possible to obviate by using an increasing se-
quence of minimal number of steps.
(c) Lipschitzian parameters. Unlike SA schemes, this scheme does not tend to be as hampered by
ill-conditioning since outer steplengths are not contingent on Lipschitzian parameters while inner
steps are also user-specified.
4 Stochastic Modified Forward-Backward Splitting Schemes
An alternative to proximal point schemes emerges when the map T enjoys a special structure.
We analyze stochastic (operator) splitting schemes when T , A + B with an interest in resolving
constrained generalized equations (CGE), i.e. an x ∈ Rn such that
x ∈ X and 0 ∈ T (x) , A(x) +B(x). (CGE)
In the case where A(x) , E[A(x, ω)], A : Rn × Ω → Rn, and B has a cheap resolvent, we develop
a variance-reduced splitting framework. In Section 4.1, we provide some background and outline
the assumptions and derive convergence theory for monotone and strongly monotone settings in
Section 4.2 and 4.3, respectively.
4.1 Background and assumptions
Akin to other settings that employ
stochastic approximation, we assume the presence of a stochastic first-order oracle for operator A
that produces a sample A(x, ω) given a vector x. Such a sample is core to developing a variance-
reduced modified forward-backward splitting (vr-SMFBS) scheme reliant on
∑Nk
j=1 A(xk,ωj,k)
Nk
to
approximate E[A(xk, ω)] at iteration k. Given an x0 ∈ Rn, we formally defined such a scheme next.
xk+ 1
2
:= (I + γB)−1(xk − γAk),
xk+1 := ΠX
(
xk+ 1
2
− γ(Ak+ 1
2
−Ak)
)
,
(vr-SMFBS)
where Ak ,
∑Nk
j=1 A(xk,ωj,k)
Nk
, Ak+ 1
2
,
∑Nk
j=1 A(xk+1/2,ωj,k+1/2)
Nk
are estimators of A(xk) and A(xk+ 1
2
),
respectively. We assume the following on operators A and B.
Assumption 4. The operator A is L-Lipschitz continuous, monotone, and
single-valued on Rn and the mapping B is maximal monotone on Rn.
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Suppose Fk denotes the history up to iteration k, i.e., F0 = {x0},
Fk ,
{
x0, {A(x0, ωj,0)}N0j=1, {A(x 1
2
, ωj, 1
2
)}N0j=1, · · · , {A(xk−1, ωj,k−1)}Nk−1j=1 ,
{A(xk− 1
2
, ωj,k− 1
2
)}Nkj=1
}
,Fk+ 1
2
, Fk ∪ {A(xk, ωj,k)}Nkj=1.
Suppose wk , A(xk, ωk)−A(xk), w¯k ,
∑Nk
j=1(A(xk,ωj,k)−A(xk))
Nk
,
wk+1/2 , A(xk+1/2, ωk+1/2) − A(xk+1/2) and w¯k+1/2 ,
∑Nk
j=1(A(xk+1/2,ωj,k)−A(xk+1/2))
Nk
, where Nk
denotes the batch-size of samples A(x, ωj,k) at iteration k. We impose the following bias and
moment assumptions on w¯k and w¯k+1/2.
Assumption 5. At iteration k, the following hold in an a.s. sense: (i) The conditional means
E[wk | Fk] and E[wk+ 1
2
| Fk+ 1
2
] are zero for all k in an a.s. sense; (ii) The conditional second
moments are bounded in an a.s. sense as follows, i.e. there exists ν1, ν2 such that E[‖wk‖2 | Fk] ≤
ν21‖xk‖2 + ν22 and E[‖wk+1/2‖2 | Fk+1/2] ≤ ν21‖xk+ 1
2
‖2 + ν22 for all k in an a.s. sense.
When the set X is possibly unbounded, the assumption that the conditional second moment wk
is uniformly bounded a.s. is often a stringent requirement. Instead, we impose a state-dependent
assumption on wk. We conclude this subsection by defining a residual function for a constrained
generalized equation.
Lemma 8 (Residual function for (CGE)). Suppose γ > 0, T = A+B, and
rγ(x) , ‖x−ΠX(x)‖+ ‖x− ((I + γB)−1(x− γA(x))‖. (26)
Then rγ is a residual function for (CGE).
Proof. By definition, rγ(x) = 0 if and only if (i) x = ΠX(x) and (ii) x = ((I + γB)
−1(x− γA(x)).
It can be noted that (i) is equivalent to x ∈ X, while (ii) can be interpreted as follows, leading to
the conclusion that x ∈ T−1(0) ∩X.
x = ((I + γB)−1(x− γA(x))⇔ x− γA(x) ∈ (I + γB)(x)⇔ 0 ∈ A(x) +B(x).
We conclude this subsection with a Lemma crucial for proving a claim of almost sure convergence
in strongly monotone regimes.
Lemma 9. Consider a sequence vk of nonnegative random variables adapted to the σ-algebra Fk
and satisfying E[vk+1 | Fk] ≤ (1− ak)vk + bk for k ≥ 0 where ak ∈ [0, 1], bk ≥ 0 for every k ≥ 0 and∑∞
k=0 ak =∞,
∑∞
k=0 bk <∞, and limk→∞ bkak = 0. Then vk → 0 a.s. as k →∞.
4.2 Convergence analysis under merely monotone A
In this subsection, we derive a.s. convergence guarantees and rate statements.
Lemma 10. Consider a sequence {xk} generated by (vr-SMFBS). Let Assumptions 4 and 5 hold.
Suppose γ ≤ 1
2L˜
and L˜2 , L2 + 4ν
2
1
N0
. Then for any k ≥ 0,
E[‖xk+1 − x∗‖2 | Fk] ≤
(
1 +
25γ2ν21
Nk
)
‖xk − x∗‖2 + 25γ
2ν21‖x∗‖2
Nk
+
17γ2ν22
2Nk
− r2γ(xk)4 .
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Proof. From the definition of xk+ 1
2
and xk+1, we have
xk+1/2 = (I + γB)
−1(xk − γAk) or xk+ 1
2
+ γvk+ 1
2
= xk − γ(uk + w¯k),
xk+1 = ΠX(xk+ 1
2
− γ(uk+ 1
2
+ w¯k+ 1
2
− uk − w¯k)).
where uk = A(xk), uk+ 1
2
= A(xk+ 1
2
), vk+ 1
2
∈ B(xk+ 1
2
). From 0 ∈ A(x∗) +B(x∗),
u∗ + v∗ = 0, where u∗ = A(x∗), v∗ ∈ B(x∗) (27)
Defining zk , xk+ 1
2
− γ(uk+ 1
2
+ w¯k+ 1
2
− uk − w¯k), we have the following equality:
‖xk − x∗‖2 = ‖xk − xk+ 1
2
+ xk+ 1
2
− zk + zk − x∗‖2
= ‖xk − xk+ 1
2
‖2 + ‖xk+ 1
2
− zk‖2 + ‖zk − x∗‖2 + 2(xk − xk+ 1
2
)T (xk+ 1
2
− x∗)
+ 2(xk+ 1
2
− zk)T (zk − x∗)
= ‖xk − xk+ 1
2
‖2 + ‖xk+ 1
2
− zk‖2 + ‖zk − x∗‖2 + 2(xk − xk+ 1
2
)T (xk+ 1
2
− x∗)
− 2‖xk+ 1
2
− zk‖2 + 2(xk+ 1
2
− zk)T (xk+ 1
2
− x∗)
= ‖xk − xk+ 1
2
‖2 − ‖xk+ 1
2
− zk‖2 + ‖zk − x∗‖2 + 2(xk − zk)T (xk+ 1
2
− x∗)
= ‖xk − xk+ 1
2
‖2 − γ2‖uk+ 1
2
+ w¯k+ 1
2
− uk − w¯k‖2 + ‖zk − x∗‖2
+ 2γ(uk+ 1
2
+ vk+ 1
2
+ w¯k+ 1
2
)T (xk+ 1
2
− x∗). (28)
By Lemma 8, rγ is a residual function for (CGE), defined as rγ(x) , ‖x − ΠX(x)‖ + ‖x − ((I +
γB)−1(x− γA(x))‖. Since x1, x2, · · · , xk ∈ X, we have that
r2γ(xk) ≤ (‖xk −ΠX(xk)‖︸ ︷︷ ︸
=0,xk∈X
+‖xk − (I + γB)−1(xk − γA(xk))‖)2
= ‖xk − xk+ 1
2
+ (I + γB)−1(xk − γAk)− (I + γB)−1(xk − γA(xk))‖2
≤ 2‖xk − xk+ 1
2
‖2 + 2γ2‖(I + γB)−1w¯k‖2.
Since B is maximal monotone, then (I + γB)−1 is non-expansive. Consequently,
‖(I + γB)−1(w¯k − 0)‖2 ≤ ‖w¯k‖2
=⇒ r2γ(xk) ≤ 2‖xk − xk+ 1
2
‖2 + 2γ2‖(I + γB)−1w¯k‖2
≤ 2‖xk − xk+ 1
2
‖2 + 2γ2‖w¯k‖2
=⇒ −‖xk − xk+ 1
2
‖2 ≤ −12r2γ(xk) + γ2‖w¯k‖2. (29)
Following (28), we have
‖xk+1 − x∗‖2 ≤ ‖zk − x∗‖2
= ‖xk − x∗‖2 − ‖xk − xk+ 1
2
‖2
+ γ2‖uk+ 1
2
+ w¯k+ 1
2
− uk − w¯k‖2 − 2γ(uk+ 1
2
+ vk+ 1
2
+ w¯k+ 1
2
)T (xk+ 1
2
− x∗)
= ‖xk − x∗‖2 − ‖xk − xk+ 1
2
‖2 + γ2‖uk+ 1
2
+ w¯k+ 1
2
− uk − w¯k‖2
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− 2γ(uk+ 1
2
+ vk+ 1
2
)T (xk+ 1
2
− x∗)− 2γw¯T
k+ 1
2
(xk+ 1
2
− x∗)
≤ ‖xk − x∗‖2 − ‖xk − xk+ 1
2
‖2 + 2γ2k‖uk+ 1
2
− uk‖2 + 2γ2k‖w¯k+ 1
2
− w¯k‖2
− 2γ(uk+ 1
2
+ vk+ 1
2
)T (xk+ 1
2
− x∗)− 2γw¯T
k+ 1
2
(xk+ 1
2
− x∗)
≤ ‖xk − x∗‖2 − (1− 2γ2L2)‖xk − xk+ 1
2
‖2 − 2γ (uk+ 1
2
+ vk+ 1
2
)T (xk+ 1
2
− x∗)︸ ︷︷ ︸
≥0
+ 2γ2‖w¯k+ 1
2
− w¯k‖2 − 2γw¯Tk+ 1
2
(xk+ 1
2
− x∗) (30)
≤ ‖xk − x∗‖2 −
(
1
2 − 2γ2L2
) ‖xk − xk+ 1
2
‖2 + 2γ2‖w¯k − w¯k+ 1
2
‖2
+ 2γw¯T
k+ 1
2
(x∗ − xk+ 1
2
)− 12‖xk − xk+ 12 ‖
2
(8)
≤ ‖xk − x∗‖2 −
(
1
2 − 2γ2L2
) ‖xk − xk+ 1
2
‖2 + 2γ2‖w¯k − w¯k+ 12 ‖
2
+ 2γw¯T
k+ 1
2
(x∗ − xk+ 1
2
)− 14r2γ(xk) + 12γ2‖w¯k‖2
≤ ‖xk − x∗‖2 −
(
1
2 − 2γ2L2
) ‖xk − xk+ 1
2
‖2 + 92γ2‖w¯k‖2 + 4γ2‖w¯k+ 12 ‖
2
+ 2γw¯T
k+ 1
2
(x∗ − xk+ 1
2
)− 14r2γ(xk).
Taking expectations conditioned on Fk, we obtain the following bound:
E[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 − (12 − 2γ2L2)E[‖xk − xk+ 12 ‖
2| Fk]
+ E[E[4γ2‖w¯k+ 1
2
‖2 | Fk+ 1
2
] | Fk] + E
[
9
2γ
2‖w¯k‖2 | Fk
]
− E[E[2γw¯T
k+ 1
2
(xk+ 1
2
− x∗) | Fk+ 1
2
] | Fk]− 14r2γ(xk)
≤ ‖xk − x∗‖2 − (12 − 2γ2L2)E[‖xk − xk+ 12 ‖
2| Fk]
+
4γ2(ν21E[‖xk+ 12 ‖
2|Fk]+ν22 )
Nk
+
9
2
γ2(ν21‖xk‖2+ν22 )
Nk
− 14r2γ(xk)
≤ ‖xk − x∗‖2 − (12 − 2γ2L2)E[‖xk − xk+ 12 ‖
2| Fk]
+
4γ2(2ν21E[‖xk−xk+ 12 ‖
2|Fk]+2ν21‖xk‖2+ν22 )
Nk
+
9
2
γ2(ν21‖xk‖2+ν22 )
Nk
− 14r2γ(xk)
≤ ‖xk − x∗‖2 − (12 − 2γ2L2 −
8γ2ν21
Nk
)E[‖xk − xk+ 1
2
‖2| Fk]
+
25
2 γ
2(2ν21‖xk−x∗‖2+2ν21‖x∗‖2)
Nk
+
17γ2ν22
2Nk
− r2γ(xk)4
≤
(
1 +
25γ2ν21
Nk
)
‖xk − x∗‖2 + 25γ
2ν21‖x∗‖2
Nk
+
17γ2ν22
2Nk
− r2γ(xk)4 ,
where the penultimate inequality follows from noting that 12−2γ2L2−
8γ2ν21
Nk
≥ 12−2γ2(L2+
4γ2ν21
N0
)) ≥
0, if γ ≤ 1
2L˜
and L˜2 , L2 + 4ν
2
1
N0
.
We now prove the a.s. convergence of the sequence generated by this scheme.
Proposition 5 (a.s. convergence of (vr-SMFBS)). Consider a sequence {xk} generated by
(vr-SMFBS). Let Assumptions 4 and 5 hold. Suppose γ ≤ 1
2L˜
and L˜2 , L2 + 4ν
2
1
N0
, where {Nk} is
a non-decreasing sequence, and
∑∞
k=1
1
Nk
< M . Then for any x0 ∈ X, {xk} converges to a solution
x∗ in an a.s. sense.
20
Proof. We may now apply Lemma 3 which allows us to claim that {‖xk − x∗‖} is convergent for
any x∗ ∈ X∗ and ∑k rγ(xk)2 <∞ in an a.s. sense. Therefore, in an a.s. sense, we have
lim
k→∞
r2γ(xk) = 0.
Since {‖xk − x∗‖2} is a convergent sequence in an a.s. sense, {xk} is bounded a.s. and has a
convergent subsequence. Consider any convergent subsequence of {xk} with index set denoted by
K and suppose its limit point is denoted by x¯. We have that limk∈K rγ(xk) = rγ(x¯) = 0 since rγ(·)
is a continuous function. It follows that x¯ is a solution to 0 ∈ T (x). Consequently, some convergent
subsequence of {xk}k≥0 , denoted by K, is such that limk∈K xk = x¯ ∈ X∗. Since {‖xk − x∗‖} is
convergent for any x∗ ∈ X∗, it follows that {‖xk − x¯‖2} is convergent and its unique limit point
is zero. Thus every subsequence of {xk} should converge to x¯ which results in the claim that the
entire sequence of {xk} is convergent to a point x¯ ∈ X∗.
To establish the rate under maximal monotonicity, we need introduce a metric for ascertaining
progress. In strongly monotone regimes, the mean-squared error serves as such a metric while the
function value represents such a metric in optimization regimes. In merely monotone variational
inequality problems, a special case of monotone inclusion problems, the gap function has proved
useful (cf. [55, 16]). When considering the more general monotone inclusion problem, Borwein and
Dutta presented a gap function [56], inspired by the Fitzpatrick function [57, 58].
Definition 2 (Gap function). Given a set-valued mapping T : Rn ⇒ Rn, then the gap function
G associated with the inclusion problem 0 ∈ T (x) is defined as
G(x) , sup
y∈dom(T )
sup
z∈T (y)
zT (x− y), ∀x ∈ dom(T ).
The gap function is nonnegative for all x ∈ Rn and is zero if and only if 0 ∈ T (x). However, our
problem of interest is (CGE) and requires an x ∈ X such that 0 ∈ T (x). Consequently, a natural
metric for assessing quality should combine G(x) and the distance to feasibility dist(x,X), defined
as dist(x,X) , miny∈X ‖x − y‖. To derive the convergence rate under maximal monotonicity, we
require boundedness of the domain of T as formalized by the next assumption.
Assumption 6. The domain of T is bounded, i.e. ‖x − y‖ ≤ DX , ∀x, y ∈ {v ∈ Rn | T (v) 6=
∅}.
We begin by establishing an intermediate result.
Lemma 11. Let Assumptions 4 and 5 hold. Suppose {xk} denotes a sequence generated by (vr-
SMBFS). Then for all y ∈ Rn, z ∈ T (y) and all k ≥ 0,
2γzT (xk+ 1
2
− y) ≤ ‖xk − y‖2 − ‖xk+1 − y‖2 − (1− 2γ2L2)dist2(xk+ 1
2
, X)
+ 2γ2‖w¯k+ 1
2
− w¯k‖2 + 2γw¯Tk+ 1
2
(y − xk+ 1
2
).
Proof. According to (30) and replacing x∗ with y ∈ X, we have that
2γzT (xk+ 1
2
− y) ≤ ‖xk − y‖2 − ‖xk+1 − y‖2
− (1− 2γ2L2)‖xk − xk+ 1
2
‖2 + 2γ2‖w¯k+ 1
2
− w¯k‖2 − 2γw¯Tk+ 1
2
(xk+ 1
2
− y)
≤ ‖xk − y‖2 − ‖xk+1 − y‖2 − (1− 2γ2L2)‖xk − xk+ 1
2
‖2
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+ 2γ2‖w¯k+ 1
2
− w¯k‖2 + 2γw¯Tk+ 1
2
(y − xk+ 1
2
). (31)
But ‖xk − xk+ 1
2
‖2 ≥ dist2(xk+ 1
2
, X) since xk ∈ X. This implies that
2γzT (xk+ 1
2
− y) ≤ ‖xk − y‖2 − ‖xk+1 − y‖2 − (1− 2γ2L2)dist2(xk+ 1
2
, X)
+ 2γ2‖w¯k+ 1
2
− w¯k‖2 + 2γw¯Tk+ 1
2
(y − xk+ 1
2
). (32)
Invoking Lemma 11, we derive a rate statement for x¯K , an average of the iterates {xk+1/2}
generated by (vr-SMFBS) over the window constructed from 0 to K − 1:
x¯K ,
∑K−1
k=0 xk+ 12
K . (33)
Proposition 6 (Rate statement for (vr-SMFBS) under monotonicity). Consider the (vr-
SMFBS) scheme. Suppose x0 ∈ X and let {x¯K} be defined in (33). Let Assumptions 4, 5 and 6
hold. Suppose 0 < γ ≤ 1/√2L, {Nk} is a non-decreasing sequence, and
∑∞
k=1Nk < M .
(a) For any K, E[γG(x¯K) + c2dist
2(x¯K , X)] = O
(
1
K
)
.
(b) Suppose Nk = bkac, for a > 1. Then the oracle complexity to compute an x¯K such that
E[γG(x¯K) + c2dist
2(x¯K , X)] ≤  is bounded as
∑K
k=1Nk ≤ O
(
1
a+1
)
.
Proof. (a) We first define an auxiliary sequence {uk} such that
uk+1 := ΠX(uk − γw¯k+ 1
2
),
where u0 ∈ X. We may then express the last term on the right in (32) as follows.
2γw¯T
k+ 1
2
(y − xk+ 1
2
) = 2γw¯T
k+ 1
2
(y − uk) + 2γw¯Tk+ 1
2
(uk − xk+ 1
2
)
≤ ‖uk − y‖2 − ‖uk+1 − y‖2 + γ2‖w¯k+ 1
2
‖2 + 2γw¯T
k+ 1
2
(uk − xk+ 1
2
). (34)
Invoking Lemma 11 and summing over k, if c , (1− 2γ2L2) > 0, we have
K−1∑
k=0
(2γzT (xk+ 1
2
− y) + cdist2(xk+ 1
2
, X)) ≤ ‖x0 − y‖2 + 2γ2
K−1∑
k=0
‖w¯k − w¯k+ 1
2
‖2
+ 2γ
K−1∑
k=0
w¯T
k+ 1
2
(y − xk+ 1
2
).
Dividing by K and invoking (34), we obtain the following.
1
K
K−1∑
k=0
(2γzT (xk+ 1
2
− y) + cdist2(xk+ 1
2
, X))
≤ 1K ‖x0 − y‖2 +
2γ2
∑K−1
k=0 ‖w¯k−w¯k+ 12 ‖
2
K +
∑K−1
k=0 2γw¯
T
k+ 12
(y−x
k+ 12
)
K .
By the convexity of the squared distance function and Jensen’s inequality,
γzT (x¯K − y) + c2dist2(x¯K , X)
22
≤ 12K ‖x0 − y‖2 +
2γ2
∑K−1
k=0 ‖w¯k−w¯k+ 12 ‖
2
2K +
∑K−1
k=0 2γw¯
T
k+ 12
(y−x
k+ 12
)
2K
≤ 12K ‖x0 − y‖2 +
2γ2
∑K−1
k=0 ‖w¯k−w¯k+ 12 ‖
2+‖u0−y‖2+
∑K−1
k=0 (γ
2‖w¯
k+ 12
‖2+2γw¯T
k+ 12
(uk−xk+ 12 ))
2K .
Taking supremum over z ∈ T (y) and y ∈ dom(T ) and leveraging the compactness of dom(T ), we
obtain the following inequality.
γ sup
y∈dom(T )
sup
z∈T (y)
zT (x¯K − y) + c2dist2(x¯K , X)
≤ D2XK +
γ2
∑K−1
k=0 (2‖w¯k−w¯k+ 12 ‖
2+‖w¯
k+ 12
‖2)
2K +
γ
∑K−1
k=0 w¯
T
k+ 12
(uk−xk+ 12 )
K .
By invoking the definition of G(x), we obtain the following relation.
γG(x¯K) +
c
2dist
2(x¯K , X) ≤ D
2
X
K +
γ2
∑K−1
k=0 (2‖w¯k−w¯k+ 12 ‖
2+‖w¯
k+ 12
‖2)
2K
+
γ
∑K−1
k=0 w¯
T
k+ 12
(uk−xk+ 12 )
K .
Taking expectations on both sides, leads to the following inequality.
E[γG(x¯K) + c2dist
2(x¯K , X)] ≤ D
2
X
K +
γ2
∑K−1
k=0 2E[‖w¯k−w¯k+ 12 ‖
2]+2E[‖w¯
k+ 12
‖2]
2K
+
γ
∑K−1
k=0 E[w¯
T
k+ 12
(uk−xk+ 12 )]
K ≤
2D2X+γ
2
∑K−1
k=0
ν21 (4‖xk‖2+6‖xk+ 12 ‖
2)+10ν22
Nk
2K
≤ 2D
2
X+γ
2
∑K−1
k=0
ν21 (20D
2
X+20‖x∗‖2)+10ν22
Nk
2K
≤ 2D2X+γ2M(ν21 (20D2X+20‖x∗‖2)+10ν22 )2K = ĈK , (35)
by defining Ĉ , (2D2X + γ2M(ν21(20D2X + 20‖x∗‖2) + 10ν22)/2γ). It follows that E[γG(x¯K) +
c
2dist
2(x¯K , X)] ≤ O(1/K).
(b) For  sufficiently small and when C˜ is an appropriate constant, the result follows.
K∑
k=1
Nk ≤
d(Ĉ/)e∑
k=1
Nk ≤
d(Ĉ/)e∑
k=1
ka ≤
∫ (Ĉ/)+1
k=1
xadx ≤ ((Ĉ/)+1)a+1a+1 ≤
(
C˜
a+1
)
,
4.3 Convergence analysis under strongly monotone A
In this subsection, we conduct an analysis under a strong monotonicity requirement.
Assumption 7. The mapping A is σ-strongly monotone, i.e. (A(x) − A(y))T (x − y) ≥ σ‖x −
y‖2, ∀x, y ∈ Rn.
The following lemma is essential to our rate of convergence analysis.
Lemma 12. Let Assumptions 4 and 7 hold. Then the following holds for every k.
‖xk+1 − x∗‖2 ≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2(L2 + 12)− 2σγ)‖xk − xk+ 12 ‖
2
+ (4γ2 + 2)‖w¯k+ 1
2
‖2 + 4γ2‖w¯k‖2. (36)
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Proof. According to Assumption 7, we have
−2γ(uk+ 1
2
+ vk+ 1
2
)T (xk+ 1
2
− x∗) ≤ −2γσ‖xk+ 1
2
− x∗‖2
≤ 2γσ‖xk+ 1
2
− xk‖2 − γσ‖xk − x∗‖2. (37)
Using (37) in (30), we deduce
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − (1− 2γ2L2)‖xk − xk+ 1
2
‖2 − 2γσ‖xk+ 1
2
− x∗‖2
+ 2γ2‖w¯k+ 1
2
− w¯k‖2 − 2γw¯Tk+ 1
2
(xk+ 1
2
− x∗)
≤ ‖xk − x∗‖2 − (1− 2γ2L2)‖xk − xk+ 1
2
‖2 + 2γσ‖xk+ 1
2
− xk‖2
− γσ‖xk − x∗‖2 + 2γ2‖w¯k+ 1
2
− w¯k‖2 − 2γw¯Tk+ 1
2
(xk+ 1
2
− x∗)
≤ (1− σγ)‖xk − x∗‖2 − (1− 2γ2L2 − 2σγ)‖xk − xk+ 1
2
‖2 + 2γ2‖w¯k+ 1
2
− w¯k‖2
− 2γw¯T
k+ 1
2
(xk+ 1
2
− x∗)
≤ (1− σγ)‖xk − x∗‖2 − (1− 2γ2L2 − 2σγ)‖xk − xk+ 1
2
‖2 + 4γ2‖w¯k+ 1
2
‖2
+ 4γ2‖w¯k‖2 − 2γw¯Tk+ 1
2
(xk+ 1
2
− x∗)
= (1− σγ)‖xk − x∗‖2 − (1− 2γ2L2 − 2σγ)‖xk − xk+ 1
2
‖2 + 4γ2‖w¯k+ 1
2
‖2
+ 4γ2‖w¯k‖2 − 2γw¯Tk+ 1
2
(xk+ 1
2
− xk)− 2γw¯Tk+ 1
2
(xk − x∗)
≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2(L2 + 12)− 2σγ)‖xk − xk+ 12 ‖
2
+ (4γ2 + 2)‖w¯k+ 1
2
‖2 + 4γ2‖w¯k‖2.
Theorem 13 (a.s. convergence of (vr-SMBFS) under strong monotonicity without
unbiasedness requirements). Let Assumptions 4, 5(ii) and 7 hold. Consider a sequence {xk}
generated by (SMBFS). Suppose N0 ≥ 2(24γ
2+8)ν21
σγ , γ < min
{
σ
4 ,
1
20σ ,
√
7
4L˜
}
, and
∑
k
1
Nk
< ∞,
L˜2 = L2 + 12 . Then {xk} converges to x∗ in an a.s. sense.
Proof. By taking conditional expectations on both sides of (36), we obtain the following relation
by invoking Assumption 5(ii) and defining L˜2 = L2 + 12 .
E[‖xk+1 − x∗‖2 | Fk] ≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2L˜2 − 2σγ)‖xk − xk+ 1
2
‖2
+ (4γ2 + 2)E[‖w¯k+ 1
2
‖2 | Fk] + 4γ2E[‖w¯k‖2 | Fk]
≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2L˜2 − 2σγ)‖xk − xk+ 1
2
‖2
+ (4γ2 + 2)E[E[‖w¯k+ 1
2
‖2 | Fk+ 1
2
] | Fk] + 4γ2E[‖w¯k‖2 | Fk]
≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2L˜2 − 2σγ)‖xk − xk+ 1
2
‖2
+
(4γ2+2)(ν21‖xk+ 12 ‖
2+ν22 )
Nk
+
4γ2(ν21‖xk‖2+ν22 )
Nk
.
We now derive bounds on the last two terms, leading to the following inequality.
E[‖xk+1 − x∗‖2 | Fk] ≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2L˜2 − 2σγ)‖xk − xk+ 1
2
‖2
24
+
(4γ2+2)(ν21‖xk+ 12 ‖
2+ν22 )
Nk
+
4γ2(ν21‖xk‖2+ν22 )
Nk
≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2L˜2 − 2σγ)‖xk − xk+ 1
2
‖2
+
(4γ2+2)(2ν21‖xk+ 12−xk‖
2)
Nk
+
(12γ2+4)ν21‖xk‖2+(12γ2+4)ν22 )
Nk
≤ (1− σγ + γ2)‖xk − x∗‖2 − (1− 2γ2L˜2 − 2σγ)‖xk − xk+ 1
2
‖2
+
(8γ2+4)(ν21‖xk+ 12−xk‖
2)
Nk
+
(24γ2+8)ν21 (‖xk−x∗‖2+‖x∗‖2)+(12γ2+4)ν22 )
Nk
≤
(
1− σγ + γ2 + (24γ2+8)ν21N0
)
‖xk − x∗‖2
−
(
1− 2γ2L˜2 − 2σγ − (8γ2+4)ν21N0
)
‖xk − xk+ 1
2
‖2 + δk
≤
(
1− σγ + γ2 + (24γ2+8)ν21N0
)
‖xk − x∗‖2
−
(
1− 2γ2L˜2 − 2σγ − (24γ2+8)ν21N0
)
‖xk − xk+ 1
2
‖2 + δk
≤ (1− 12σγ + γ2) ‖xk − x∗‖2 − (1− 2γ2L˜2 − 52σγ) ‖xk − xk+ 12 ‖2 + δk, (38)
where δk , (24γ
2+8)ν21‖x∗‖2+(12γ2+4)ν22
Nk
and the final inequality follows from N0 ≥ 2(24γ
2+8)ν21
σγ . We
observe that (
1− 12σγ + γ2
)
=
(
1− γ(σ2 − γ)
) γ<σ4
<
(
1− γσ4
) γ< 4σ∈ (0, 1)
−
(
1− 2γ2L˜2 − 52σγ
) γ< 1
20σ
< −
(
7
8 − 2γ2L˜2
) γ2< 7
16L˜2∈ (−1, 0).
In other words, if γ < min
{
σ
4 ,
1
20σ ,
√
7
4L˜
}
, (38) can be further bounded by (1 − ak)‖xk − x∗‖2 + δk
where ak =
γσ
4 for all k and ak, δk satisfy Lemma 9. Consequently, ‖xk − x∗‖2 → 0 in an a.s. sense
as k →∞.
Next we provide rate and complexity statements involving (vr-SMFBS) under geometrically
increasing Nk. Its proof has been omitted and is similar to Prop. 4.
Proposition 7 (Linear convergence of (vr-SMBFS) under strong monotonicity without
unbiasedness requirements). Let Assumptions 4, 5(ii) and 7 hold. Consider a sequence {xk}
generated by (vr-SMBFS). Suppose
N0 ≥ 2(24γ
2+8)ν21
σγ , γ < min
{
σ
4 ,
1
20σ ,
√
7
4L˜
}
,
∑
k
1
Nk
< ∞, L˜2 = L2 + 12 , ‖x0 − x∗‖ ≤ M and Nk ,
bρ−(k+1)c for all k. Then the following hold.
(a) Suppose q , (1− σλ4 ) < 1. Then E[‖xk − x∗‖2] ≤ D˜ρ˜k where D˜ > 0 and ρ˜ = max{q, ρ} if q 6= ρ
and ρ˜ ∈ (q, 1) if q = ρ.
(b) Suppose xK+1 is such that E[‖xK+1 − x∗‖2] ≤ . Then we have
∑K
k=1Nk ≤ O
(
1

)
.
Remark 2. We comment on our findings next.
(a) Rates and asymptotics. We believe that the findings fill important gaps in terms of providing
rate statements for constrained monotone inclusions. In particular, the rate statement in monotone
regimes relies on utilizing a lesser known gap function while the variance-reduced schemes achieve
deterministic rates of convergence. In addition, the oracle complexities are near-optimal.
(b) Algorithm parameters. Akin to more traditional first-order schemes, these schemes rely on
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utilizing constant steplengths and leverage problem parameters such as Lipschitz and strong mono-
tonicity constants. We believe that by using diminishing steplength sequences, we may be able to
derive weaker rate statements that do not rely on problem parameters.
(c) Expectation-valued B. We may also consider a setting where B is expectation-valued and the
resolvent operation is approximated via stochastic approximation, akin to the approach adopted in
Section 3.
5 Numerical Results
In this section, we apply the proposed schemes on a 2-stage SVI problem described in Section 1.1
(Example b).
Problem parameters for 2-stage SVI. We generate a set of I i.i.d samples {ωi}Ii=1, where ωi ∼ U [0, 1].
Suppose di = ωi for i = 1, · · · , I. In addition, ci(xi) = 12bixi2 + aixi and B , diag(b1, . . . , bI).
Furthermore, the inverse demand function p is defined as p(X) = d − rX where d , 1 and r , 1.
In addition, B ∈ RI×I is a diagonal matrix with nonnegative elements while a = [a1, . . . , aI ]T ∈ RI ,
where ai ∈ U(2, 3) for i = 1, · · · , I. Thus G(x) + r(X1 + x), as defined in Section 1.1 (a), can be
simplified as G(x) + r(X1 + x) = Bx + a + r(X1 + x) = Cx + a, where C , B + r(I + 11T ).
The resulting stochastic generalized equation is given by 0 ∈ E[T (x, ω)], where E[T (x, ω)] , Cx+
a − d1 + D(x) + NX (x), X , R+N , and D(x) ,
∏N
i=1 E[Λi(xi, ωi)], a problem that is equivalent
to VI(X , F ) where F : X ⇒ Rn is a set-valued map and F (x) , Cx + a − d1 + D(x). All the
schemes are run on MATLAB 2018b on a PC with 16GB RAM and 6-Core Intel Core i7 processor
(2.6×8GHz).
5.1 Proximal-point schemes
Figure 1: Trajectories for (SA), (SPP), (rts-SPP), and (SMBFS) (from left: monotone (Prox), s-monotone
(Prox), monotone (Split), s-monotone (Split))
We describe the three schemes being compared and specify their algorithm parameters. Solution
quality is compared by estimating the residual function res(x) = ‖min(x, F (x))‖∞.
5.1.1. Algorithm specifications.
(i) (SA): Stochastic approximation scheme. The (SA) scheme utilizes update (SA).
xk+1 := ΠX [xk − γku(xk, ωk)] , (SA)
where u(xk, ωk) ∈ F (xk, ωk), F (xk) = E[F (xk, ωk)], and γk , γ0k , x0 is randomly generated in
[0, 1]I , and γ0 is chosen to be
1
2LC
(LC is the Lipschitz constant of C).
(ii) (SPP): Stochastic prox-point scheme. The (SPP) scheme utilizes update (SPP).
xk+1 := ΠX
[
xk+1 − γk(u(xk+1, ωk+1) + 1µk (xk+1 − xk))
]
, (SPP)
where µk =
µ0
k , γk =
γ0
k , uk ∈ F (xk, ωk), x0 is randomly generated in [0, 1]I , µ0 = 5LC , and γ0 = 12LP
(LP is the Lipschitz constant of C +
1
µk
I).
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(iii) (rts-SPP). We employ a constant proximal parameter µ = 1 and a diminishing steplength γ0k
to approximate the resolvent where γ0 =
1
10LP
. We utilize Nk = d(k + 1)2.01e samples (monotone
problems) and Nk = b1.01k+1c samples (strongly monotone) in computing an inexact solution xk+1
of the following fixed-point problem, whose unique solution is denoted by x˜k+1:
x˜k+1 := ΠX
[
x˜k+1 − γ(u(x˜k+1) + 1µ(x˜k+1 − xk))
]
, (rts-SPP)
where uk+1 ∈ F (x˜k+1) and E[‖xk − x˜k‖2 | Fk] = ek ≤ ν
2
1‖xk‖2+ν22
Nk
.
5.1.2. Performance comparison and insights. In Fig. 1, we compare the three schemes
under maximal monotonicity and strong monotonicity, respectively and examine their senstivities
to steplength and proximal parameters. Standard SA schemes may struggle when the problem is
ill-conditioned and we examine the performance of the schemes in such regimes and provide the
results in for merely monotone and strongly monotone settings in Tables 3 and 4, respectively.
Table 3: Comparison of (rts-SPP) with (SA) and (SPP)
merely monotone, 10000 evaluations
Cond. No.
rts-SPP SPP SA
error time CI error time CI error time CI
3.6e4 7.4e-3 2.5 [6.0e-3,8.8e-3] 6.6e-1 4.8 [6.4e-1,6.8e-1] 1.1e-1 2.5 [1.0e-1,1.1e-1]
5.1e5 6.7e-3 2.7 [5.4e-3,7.9e-3] 6.2e-1 4.8 [5.9e-1,6.5e-1] 2.4e-1 2.7 [2.3e-1,2.5e-1]
3.9e7 2.6e-3 2.6 [2.4e-3,2.6e-3] 2.6e-1 4.9 [2.3e-1,3.0e-1] 3.6e-1 2.5 [3.3e-1,4.0e-1]
8.4e10 3.7e-3 2.6 [3.4e-3,3.9e-3] 4.7e-1 4.8 [4.5e-1,4.9e-1] 4.2e-1 2.6 [3.9e-1,4.4e-1]
Complicated X , merely monotone, 1000 evaluations
5.1e5 3.8e-1 114 [3.5e-1,4.1e-1] 8.1e-1 1231 [7.7e-1,8.5e-1]
Table 4: Comparison of (rts-SPP) with (SA) and (SPP)
strongly monotone, 10000 evaluations
Cond. No.
rts-SPP SPP SA
error time CI error time CI error time CI
1.1e4 4.3e-6 2.6 [4.2e-6,4.4e-6] 3.9e-3 4.6 [3.8e-3,4.1e-3] 3.1e-2 2.5 [3.0e-2,3.2e-2]
1.0e6 1.0e-6 2.6 [0.9e-6,1.2e-6] 6.4e-3 4.7 [6.1e-3,6.6e-3] 3.6e-2 2.5 [3.4e-2,3.7e-2]
9.7e7 1.1e-6 2.5 [1.0e-6,1.1e-6] 4.9e-3 4.6 [4.8e-3,5.1e-3] 2.8e-2 2.5 [2.6e-2,3.0e-2]
2.5e11 4.6e-6 2.6 [4.4e-6,4.8e-6] 5.8e-3 4.8 [5.6e-3,6.1e-3] 2.6e-2 2.4 [2.5e-2,2.8e-2]
Complicated X , strongly monotone, 1000 evaluations
1.0e6 1.2e-2 113 [0.9e-2,1.4e-2] 4.7e-2 1102 [4.3e-2,5.0e-2]
Key findings. (rts-SPP) trajectories are characterized by significantly smaller empirical errors
than (SPP) and (SA). There is little impact on (rts-SPP) when varying the initial proximal
parameter while (SPP) and (SA) are less stable to changes in steplength/proximal parameters,
suggesting that in practice (rts-SPP) is more robust. Moreover, (rts-SPP) appears to cope better
with ill-conditioning. Since we utilize the analytical L to set γ, we see smaller steps for large L. To
compare the performance between (rts-SPP) and (SPP), we change X , {x ∈ Rn |∑i xi ≤ 10}
which leads to computationally expensive projection steps. As seen in the last row of Tables 3 and
4, (rts-SPP) takes far less time than (SPP).
5.2 Operator splitting schemes
Since the first-stage problem is a stochastic complementarity problem, we can apply splitting
schemes to this problem. Let A(x) , E[A(x, ω)] , Cx+ a− d1 +D(x) and B(x) , NX (x).
5.2.1. Algorithm specifications.
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(i) (ss-SMFBS): Single sample stochastic modified forward-backward scheme. It uses a single
sample at each iteration.
xk+ 1
2
:= ΠX [xk − γkA(xk, ωk)] ,
xk+1 := xk+ 1
2
− γk(A(xk+ 1
2
, ωk+ 1
2
)−A(xk, ωk)).
(ss-SMFBS)
For merely monotone A, γk , γ0√k where γ0 <
1√
2L
and L is the Lipschitz constant of A. For
strongly monotone problem, γk , γ0k where γ0 <
−σ+√σ2+2L2
2L2
. We choose γ0 =
1
2LC
(LC is the
Lipschitz constant of C) in all test problems.
(ii) (vr-SMFBS): Variance-reduction stochastic modified forward-backward scheme. We choose a
constant γ0 =
1
2LC
(LC is the Lipschitz constant of C) which satisfies the steplength assumption
and we assume Nk = bk1.01c for merely monotone problems, and let γ0 = 12LC (LC is the Lipschitz
constant of C), which satisfies the assumption
γ < min
{
σ
4 ,
1
20σ ,
√
7
4L˜
}
, Nk = b1.01k+1c for strongly monotone problems.
5.2.2. Performance comparison and insights. As seen in Fig.1, (vr-SMFBS) displays supe-
rior empirical error when employing the same number of evaluations under monotone and strongly
monotone regimes, a finding that is consistent across various problem parameters. Further, the tra-
jectories indicate that by employing increasing sample sizes at each iteration, (vr-SMBFS) demon-
strates its efficacy compared with the simple sample variant. Moreover, (ss-SMFBS)(without
variance-reduction) takes far longer than (vr-SMFBS) when the projection problem is more com-
plicated, a consequence of its poorer iteration complexity in resolvent evaluations compared to
(vr-SMBFS). This is seen in the last row of Table 5.
5.3 Comparison with SAA schemes
To show the performance of our proposed schemes , we consider the (SAA) scheme used in [24].
Let (ω1i)
I
i=1, (ω2i)
I
i=1,
. . . , (ωνi)
I
i=1 denote independent identically distributed (i.i.d.) samples. Then, with (SAA) we
solve the following formulation of problem:
0 ∈ c′i(xi) + r(X + xi)− d+
ν∑
l=1
Λi(ωli, xi) +NXi(xi)
0 ≤ yi(ωli) ⊥ di(ωli)yi(ωli) + λi(ωli) ≥ 0
0 ≤ λi(ωli) ⊥ xi − yi(ωli) ≥ 0, ∀l = 1, . . . , ν
 , ∀i = 1, . . . , N.
This problem can be recast as a linear complementarity problem (LCP), allowing for utilizing
PATH [59] to compute a solution. We compare (SAA) with (vr-SMFBS) and (rts-SPP) in Table
5. From the results, we observe that although the empirical errors of the three schemes are similar,
the (SAA) scheme takes far longer than (rts-SPP) and (vr-SMFBS) when using a large number
of samples. In fact, (rts-SPP) and (vr-SMFBS) scale well with overall number of evaluations.
6 Concluding remarks
Monotone inclusions represent an important class of problems and their stochastic counterparts
subsume a large class of stochastic optimization and equilibrium problems. We propose two avenues
for addressing such problems, the first being a variance-reduced proximal-point framework and the
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Table 5: Comparison of (SAA) with (vr-SMFBS), (rts-SPP) (L: s-monotone, R: monotone)
ν
SAA vr-SMFBS rts-SPP
time/s Res time/s Res time/s Res
500 0.7 4.2e-2 0.4 4.4e-3 0.2 2.5e-2
1000 3.3 3.3e-2 0.7 1.1e-3 0.4 6.9e-3
2000 6.2 2.0e-2 1.2 2.7e-4 0.6 1.3e-3
5000 32.7 3.8e-5 2.6 3.5e-5 1.4 7.4e-5
10000 117.7 3.7e-6 5.0 6.9e-6 2.5 4.4e-6
1000
ss-SMFBS vr-SMFBS
114.2 5.7e-3 9.1 1.1e-3
ν
SAA vr-SMFBS rts-SPP
time/s Res time/s Res time/s Res
500 0.7 5.6e-2 0.4 6.9e-1 0.2 9.8e-1
1000 3.0 3.4e-2 0.6 4.5e-1 0.4 6.4e-1
2000 5.8 2.0e-2 1.2 2.0e-1 0.6 2.8e-1
5000 61.8 8.5e-3 2.5 4.3e-2 1.3 6.4e-2
10000 115.0 5.5e-3 4.6 9.2e-3 2.4 8.6e-3
1000
ss-SMFBS vr-SMFBS
114.3 6.8e-1 5.7 4.5e-1
second, being a variance-reduced splitting framework when the map is structured. In all settings,
under suitable assumptions on the sample-size, we prove that the schemes display a.s. convergence
guarantees and achieve optimal linear and sublinear rates in strongly monotone and monotone
regimes while achieving either optimal or near-optimal sample-complexities. By incorporating
state-dependent bounds on noise and weakening unbiasedness requirements (in select cases), we
develop techniques that are far more general. Preliminary numerics on a class of two-stage stochastic
variational inequality problems suggest that the schemes outperform more stochastic proximal-point
schemes, stochastic approximation schemes, as well as sample-average approximation approaches.
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