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ON THE HOMOMORPHISMS BETWEEN PARABOLIC VERMA
MODULES OVER KAC-MOODY ALGEBRAS
XINGPENG LIU
Abstract. We consider a more general parabolic category over symmetriz-
able Kac-Moody algebras. We introduce a Ringel dual between finite trunca-
tions of blocks of the parabolic category and a reductive rule of hom-spaces
between parabolic Verma modules which yield some applications on the ho-
momorphisms between parabolic Verma modules.
1. Introduction
Let g = g(A) be a complex symmetrizable Kac-Moody algebra, where A is an
n × n generalized Cartan matrix. Let I = {1, 2, · · · , n} be an index set. There
exists a parabolic subalgebra of g associated to any subset S of I. In this paper,
we extend the parabolic category OS over g firstly studied by Rocha-Caridi and
Wallach [17] to a general case in where the parabolic subalgebra can be chosen for
any subset S of I and we study certain modules of importance in the representation
theory of Kac-Moody algebras, i.e., parabolic Verma modules MS(λ) in OS .
The parabolic category OS is a natural generalization of the well-known category
O introduced by Bernstein, Gelfand and Gelfand [2] for the finite dimensional case
and studied by Deodhar, Gabber and Kac for the infinite dimensional Kac-Moody
case [6]. For an empty set S, the parabolic category OS is just the category O.
There are three types of modules in OS which play important roles in studying the
structure of OS , the simple modules L(λ), parabolic Verma modules MS(λ) and
their projective covers PS(λ). Although projective objects in parabolic categories
OS may not exist in general, they do appear in certain truncated subcategories.
All modules of this three types are parametrized by the subset P+S of h
∗ on a
fixed Cartan subalgebra h of g. In general, these modules are linked by the BGG
reciprocity of parabolic version.
From [19] (or cf. [7]) we have a block decomposition
OS =
∏
Λ∈P+
S
/∼S
OS,Λ,
where ∼S is the equivalence relation on P
+
S defined in Subsection 4.1 and for each
equivalence class Λ ∈ P+S / ∼S the block OS,Λ is indecomposable. Thanks to the
BGG reciprocity of parabolic version, an equivalence class Λ can be described by
pairs (λ, µ) ∈ h∗ × h∗ with nontrivial multiplicity [MS(λ) : L(µ)]. If S is an empty
set, then the equivalence class Λ ∈ h∗/ ∼ is determined by Verma and BGG’s
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theorem (cf. e.g. [2, 8, 20]) for finite dimensional simple Lie algebras and by an
analog of BGG’s theorem [12] for general Kac-Moody algebras.
For finite dimensional simple Lie algebra, there is an extensive study on the hom-
space between parabolic Verma modules. For instance, Lepowsky [14] and Boe [3]
worked out many examples and gave precise sufficient and necessary conditions for a
standard map to be zero; Matumoto [15] explored nonzero homomorphisms between
two parabolic Verma modules of scalar type; Xiao [23] classified all first order
leading weight vectors and determined corresponding hom-space between parabolic
Verma modules. Recently, a series of papers given by Xiao and his collaborators
have solved the classification of blocks of parabolic categories for fintie dimensional
simple Lie algebras by using the so-called Janzten coeffiecients they introduced
in [22,24,25]. For more relevant researches for finite dimensional simple Lie algebras,
one can refer to [8, 10, 14]. However, there are few results for general Kac-Moody
algebra cases. Note that a basic difference between the cases of finite and infinite
dimensional Kac-Moody algebras is that the property of uniqueness embedding
between Verma modules fails for infinite dimensional Kac-Moody algebras, namely,
the dimension of hom-space
dimCHomg(M(µ),M(λ)) ≤ 1
is not true for λ, µ ∈ h∗ in general [12]. Moreover, for infinite dimensional Kac-
Moody algebras, their universal enveloping algebras are not (left) noetherian [1].
The structure of parabolic Verma modules and their homomorphisms give us
one motivation to classify the blocks of OS into two types: critical and non-critical.
There is no blocks of critical types in the finite dimensional case. The idea follows
from [7] in where the non-critical blocks OΛ for an equivalence calss Λ ∈ h∗/ ∼ are
defined by the integrality conditions given by an analog of BGG’s theorem [12] in
terms of imaginary roots. Let MS ⊂ OS be the full subcategory of modules which
admits a Verma flag of parabolic version. The structure of OS can be determined
by the structure ofMS in the sence of [16]. The prominent objects, e.g., parabolic
Verma modules, projective and tilting modules contain in MS . More precisely,
the blocks MS,Λ of positive level have projective objects, but the blocks MS,Λ of
negative level have tilting objects. When S is of finite type, Soergel gives a tilting
functor from MS to its opposite M
opp
S which maps parabolic Verma modules of
positive level to parabolic Verma modules of negative level and projective objects
to tilting one. It is a kind of Ringel dual for OS .
In this paper, our research concerns itself with the hom-space between parabolic
Verma modules of g. Firstly, we extend the parabolic category OS over g firstly
studied by Rocha-Caridi and Wallach [17] to a general case in where the parabolic
subalgebra can be chosen for any subset S of I. For any equivalence class Λ ∈ P+S ,
we introduce a reductive rule of hom-set between parabolic Verma modules which
is studied in [23] for finite dimensional simple Lie algebras. For S of finite type
and an equivalence class Λ of negative level, we introduce a finite truncation C of
OS,Λ, which is a subcategory of OS,Λ, then we determine a quotient category D at
the positive level, which is Ringel dual to C, under this dual, the parabolic Verma
modules MS(λ) corresponding to smaller standard modules V (λ
′) for some related
weight λ′. Then we have a vector space isomorphism
Homg(MS(µ),MS(λ)) ∼= HomD(V (λ
′), V (µ′)).
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The paper is arranged as follows. In Section 2, we recall some basic notations
and properties of symmetrizable Kac-Moody algebras. In Section 3, we gives a more
general definition of parabolic category OS of g. Then we talk about the parabolic
truncation functors and some modules in OS . In Section 4, the block decomposition
of OS and Ringel dual between some kind of truncations of non-critical blocks will
be discussed. Finally, in Section 5, some applications will be talked about.
Conventions. Throughout the paper, we denote the set of complex numbers,
integers by C, Z respectively. Set Z≥0 (resp. Z≤0) for the set of non-negative
integers (resp. non-positive integers). Let I = {1, 2, · · · , n} be an index set.
2. Notations and preliminaries
Firstly, let us recall some basic notations and properties of symmetrizable Kac-
Moody algebras based on [8, 11].
Fix a symmetrizable generalized Cartan matrix A = (aij)i,j∈I . Let g be the
symmetrizable Kac-Moody algebra associated to A. Let h ⊂ b be its Cartan sub-
algebra, Borel subalgebra respectively. There exists a root space decomposition of
g with respect to h:
g = h⊕ (
⊕
α∈∆
gα),
where ∆ ⊂ h∗ is the root system of g relative to h. The choice of b determines a
set of positive roots ∆+ and a disjoint union ∆ = ∆+ ∪ ∆−, where ∆− = −∆+.
Moreover, let Π = {αi, i ∈ I} ⊂ ∆+ be the set of simple roots. The corresponding
set of coroots is denoted by Π∨ = {α∨i , i ∈ I}, such that 〈αi, α
∨
j 〉 = aji, where
〈·, ·〉 : h∗ × h → C is the canonical pair. Fix a non-degenerate symmetric bilinear
form (·, ·) on h∗ such that (αi, αi) is a positive rational number and 〈λ, α∨i 〉 =
2(λ, αi)/(αi, αi), for any λ ∈ h
∗, i ∈ I. Let
∆im = {α ∈ ∆; (α, α) ≤ 0}, ∆re = {α ∈ ∆; (α, α) > 0}
be the set of imaginary roots and the set of real roots of g respectively. In addition,
h∗ has a natural partial order ≤ defined as λ ≤ µ if and only if µ− λ ∈ Z≥0∆+.
Let S be any subset of I. We denote ∆S = ∆ ∩ Σi∈SZαi and ∆
±
S = ∆
± ∩∆S .
Define the subalgebras hS , n
±
S and u
±
S of g (sometimes write n
+
S and u
+
S as nS and
uS respectively for simplicity) as following:
hS =
∑
i∈S
Cα∨i , n
±
S =
⊕
α∈∆±
S
gα, u
±
S =
⊕
α∈∆±\∆±
S
gα.
Set
gS = hS ⊕ nS ⊕ n
−
S , lS = gS + h, pS = lS ⊕ uS .
Obviously, those are all subalgebras of g. We call such pS the parabolic subalgebra
of g with respect to the subset S. In particular, pS = b if S = ∅.
Let ri be the reflection on h
∗ determined by αi, i ∈ I, i.e., for any λ ∈ h∗,
ri(λ) = λ − 〈λ, α∨i 〉αi. Let W be the Weyl group of the Kac-Moody algebra g
generated by r1, r2, · · · , rn. By the definition of real roots, we have ∆re =WΠ and
rα = wriw
−1 is also a reflection where α = w(αi). Fix an element ρ ∈ h∗ such that
〈ρ, α∨i 〉 = 1 for all i ∈ I. Obviously, such an element in h
∗ is not unique.
Note that lS is essentially a symmetrizable Kac-Moody Lie algebra determined by
the generalized Cartan matrix AS = (aij)i,j∈S . In fact, set h
S := {h ∈ h; 〈αj , h〉 =
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0, j ∈ S} and h1 a complementary subspace of hS+hS in h. Let h′S = hS⊕h1, then
the subalgebra of lS defined as
h′S ⊕ (
⊕
α∈∆S
gα)
is isomorphic to the symmetrizable Kac-Moody algebra g(AS). As a result, the
root system ∆S is a subsystem of ∆, the Weyl group WS of lS is a subgroup of
W generated by {ri, i ∈ S}. We may endow lS with a non-degenerate symmetric
bilinear form in such a way that this form agrees with (·, ·) when restricted to
h × h. The set of real roots ∆reS = {α ∈ ∆S ; (α, α) > 0} and the set of imaginary
roots ∆imS = {α ∈ ∆S ; (α, α) ≤ 0} of lS(or g(AS)) do make sense in this way.
Moreover, S is of finite, affine or indefinite type if lS as a Kac-Moody algebra has
the corresponding type.
3. Categories and modules
Fix a subset S of the index set I. In this section, a general definition of parabolic
categories over g will be given and basic notions and facts on certain prominent
objects in parabolic categories OS will be discussed.
3.1. Parabolic categories. Suppose that a is a Lie subalgebra of g contatining
h. For any a-module M and µ ∈ h∗, set Mµ = {v ∈ M ;h.v = µ(h)v, ∀h ∈ h}. If
M = ⊕Mµ, then we callM a weight a-module and each subspaceMµ a weight space
with respect to the weight µ. Set P (M) = {µ ∈ h∗;Mµ 6= 0} the set of weights of
M .
A parabolic category OS(g) (or simply OS) over g is a full subcategory of the
weight g-module category consisting of all weight g-modules M which are locally
b-finite and are integrable as weight lS-modules.
Here we extend the parabolic category OS over Kac-Moody algebras which was
firstly studied by Rocha-Caridi and Wallach [17] to a general case in where the
parabolic subalgebra can be chosen for any subset S of I. Obviously, M ∈ OS is
locally uS-nilpotent by the above definition and is lS-semisimple by Proposition 3.2
below.
Remark 3.1. There are two extreme cases. If S is an empty set, then OS is exactly
the BGG category O over g. If S is the whole index set, then any g-module in OS
is integrable, therefore, is semisimple. We call it the integrable parabolic category
over g. Denote such OS by Oint.
Note that any moduleM ∈ OS lies in the integrable parabolic category Oint(lS).
Hence we can easily deduce the following result by the complete reducibility theorem
[11, Theorem 10.7].
Proposition 3.2. Any module M in the parabolic category OS is a completely
reducible lS-module, i.e., M as an lS-module is isomorphic to a direct sum of irre-
ducible integrable highest weight lS-modules.
From Proposition 3.2 all highest weight modules in OS have highest weights
belonging to a subset P+S of h
∗:
P+S = {λ ∈ h
∗; 〈λ, α∨i 〉 ∈ Z≥0, ∀i ∈ S}.
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Conversely, simple modules in OS can be parametrized by this set P
+
S , we say a
simple module L(λ) relative to λ ∈ P+S , which is the unique simple quotient of any
highest weight modules with highest weight λ.
Let the elements ei ∈ gαi , fi ∈ g−αi , i ∈ I be the Chevalley generators of g.
Consider the standard anti-involution σ : g → g such that σ(ei) = fi, σ(fi) = ei,
for i ∈ I and σ|h = idh. Let D be the duality functor on O mapping each module
M = ⊕λ∈h∗Mλ in O to its contragredient dual DM = ⊕λ∈h∗(Mλ)∗ in O, where
the action of g on (Mλ)
∗ is defined as (x · φ)(v) = φ(σ(x) · v) for v ∈M,x ∈ g and
φ ∈ (Mλ)∗. The duality functor D is contravariant and exact. For anyM ∈ O with
finite dimensional weight spaces, there is a natural isomorphism M ∼= D(D(M)).
Moreover, D preserves each parabolic cateogry OS .
Let iS be the canonical inclusion OS ⊂ O. It is a fully faithful exact functor and
it admits a left adjoint τS which maps each object in O to its maximal quotient in
OS . We call τS a parabolic truncation functor. The right adjoint functor of iS is
the conjugate D◦τS ◦D of τS by D, which maps each objectM in O to its maximal
submdoule in OS .
3.2. Parabolic Verma modules. For each λ ∈ P+S , let LS(λ) be the integrable
simple weight lS-module of highest weight λ, which also gives a simple weight pS-
module by trivial uS-action. A parabolic Verma module MS(λ) is defined as an
induced g-module by pS-module LS(λ) as follows:
MS(λ) := U(g)⊗U(pS) LS(λ).
It has a unique simple quotient L(λ). Obviously, MS(λ) ∈ OS . In particular,
if S = ∅, then M(λ) := MS(λ) is just a Verma module. Moreover, applying
the parabolic truncation functor τS on M(λ) we get the parabolic Verma module
MS(λ).
A difference between the cases of finite and infinite dimensional Kac-Moody
algebras is that the uniqueness embedding theorem fails for infinite dimensional
Kac-Moody algebras, namely, the dimension of hom-space
dimCHomg(M(µ),M(λ)) ≤ 1
is not true for λ, µ ∈ h∗ in general. However, [12] pointed out that we still have an
analogous version of BGG theorem.
Theorem 3.3. The space Homg(M(µ),M(λ)) is not trivial, or equivalently, the
multiplicity [M(λ) : L(µ)] is not zero iff there exist a collection {λ0, · · · , λt} of
weights in h∗, a collection {β1, · · · , βt} of positive roots in ∆+ and a collection
{n1, · · · , nt} of positive integers satisfying
λ0 = λ, λt = µ, λj = λj−1 − njβj and 2(λj−1 + ρ, βj) = nj(βj , βj)
for any j = 1, 2, · · · , t.
In general, for a g-module N with finite dimensional weight spaces in OS , we
may consider the multiplicity [N : L(λ)] of L(λ) in N for any λ ∈ P+S . Moreover,
we have
dimCHomg(MS(λ), N) ≤ [N : L(λ)].
In particular, the dimension of the space of g-module homomorphisms between
parabolic Verma modules is finite. Unfortunately, it is still difficult to determined
although the dimension is finite.
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3.3. Projective objects. Although projective objects in parabolic categories may
not exist in general, they appear in certain truncated subcategories.
For any weight λ ∈ h∗, a truncated subcategory O6λS consists of all modules M
in OS with weights µ ≤ λ, for all µ ∈ P (M). The functor OS → O
6λ
S which
maps each modules M ∈ OS to the quotient M/
∑
µλ U(g)Mµ is left adjoint to
the inclusion functor (see, e.g., [7]).
Note that uS is a (nil-radical) ideal of pS , U(uS) is a pS-module by adjoint
action with weight space decomposition U(uS) = ⊕γU(uS)γ . For a weight ν ∈ h∗,
let U(uS)
ν be a U(pS)-submodule of U(uS) generated by the space ⊕γνU(uS)γ .
Denote by U(uS)6ν the quotient module U(uS)/U(uS)
ν .
For any λ, µ ∈ h∗, µ ≤ λ. Set η = λ − µ. If µ ∈ P+S , then we consider the
following induced g-module,
Q6λS (µ) := U(g)⊗U(pS) (U(uS)
6η ⊗C LS(µ)).(3.1)
As in [17], for anyM ∈ O6λS , there is a natural isomorphism Homg(Q
6λ
S (µ),M)→
HomlS(LS(µ),M). Due to Proposition 3.2 this module is a projective g-module in
the category O6λS . Moreover, Q
6λ
S (µ) has a finite parabolic Verma flag, i.e., a finite
filtration with all its subquotients being isomorphic to parabolic Verma modules.
More precisely, it has the parabolic Verma module MS(µ) as its subquotient with
multiplicity 1 and all other subquotients are isomorphic to certain parabolic Verma
modules MS(γ) with highest weights γ ≥ µ. Let P
6λ
S (µ) be the indecomposable
direct summand of Q6λS (µ) which contains MS(µ) as its subquotient. The module
P6λS (µ) is exactly the projective cover of L(µ) in O
6λ
S (see, for more details, e.g. [17]
or [7]).
LetMS ⊂ OS be the full subcategory of modules which admit a finite parabolic
Verma flag. MS is closed under taking summands and direct sums. So it is an
exact subcategory. For arbitrary M ∈ MS, denote the multiplicity of MS(γ) in M
by (M :MS(γ)), it is independent on the choice of finite parabolic Verma flags.
We are now able to give the generalization of the BGG reciprocity formula.
Theorem 3.4. For any λ, µ ∈ h∗, µ ≤ λ. If µ ∈ P+S , then the projective cover
P6λS (µ) of the simple module L(µ) exists in O
6λ
S and
(P6λS (µ) :MS(γ)) = [MS(γ) : L(µ)]
for any MS(γ) in O
6λ
S .
Proof. The module P6λS (µ) is a direct summand of Q
6λ
S (µ) and Q
6λ
S (µ) ∈ MS
as above. So P6λS (µ) has a finite parabolic Verma flag, following the proof of [17,
Theorem 6.4], we get the formula as desired. 
Note that all finitely generated projective modules in O6λS have finite parabolic
Verma flags.
4. Block decomposition and Ringel duality
In this section, we will consider the block decomposition of the parabolic category
OS motivated by [19] and [7]. Then we give a duality between finite truncations of
non-critical blocks.
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4.1. Block decomposition. Fix a subset S of I. Let ∼S be the equivalence
relation on P+S generated by µ ∼S γ if there exists a weight λ ∈ h
∗ such that the
projective cover P6λS (µ) has MS(γ) as a subquotient, equivalently, by Theorem
3.4, if the multiplicity [MS(γ) : L(µ)] is not zero. If S is empty, we denote the
equivalence relation ∼S by ∼.
For any union of equivalence classes Θ in P+S / ∼S , we consider OS,Θ as the
subcategory generated by all P6λS (µ) for µ ∈ Θ and λ ∈ h
∗. Obviously, OS,Θ ⊂
OS is a (full) abelian subcategory of modules M such that all highest weights of
subquotients of M lie in Θ. For any g-module M in OS , define MΘ as the maximal
submodule of M in OS,Θ.
Hence we have the block decomposition of OS in the following sense.
Proposition 4.1. The functor
∏
Λ∈P+
S
/∼S
OS,Λ −→ OS , {MΛ}Λ 7−→ ⊕MΛ
is an equivalence of categories.
Proof. By [7], we can define the inverse functor N 7→ {NΛ}, where the submodule
NΛ defined as above is actually generated by the images of all morphisms P
6λ
S (µ)→
N for any µ ∈ Λ and λ ∈ h∗. 
Each subcategory OS,Λ for Λ ∈ P
+
S / ∼S is indecomposable, and we call it a block
of OS associated to Λ.
The equivalence relation ∼ on h∗, by Theorem 3.3, is generated by the pairs
(λ, µ) ∈ h∗×h∗ that satisfy 2(λ+ρ, α) = n(α, α) and λ−µ = nα for n ∈ Z≥0, α ∈ ∆.
Following [13], for arbitrary λ ∈ Λ, we define
∆(λ) = {α ∈ ∆re; 〈λ, α∨〉 ∈ Z},
with its associated subgroupW (λ) ofW generated by all reflections rα for α ∈ ∆(λ).
For λ ∈ h∗ and w ∈W , we define a shifted action of W by w · λ = w(λ+ ρ)− ρ,
which is independent on the choice of ρ. Next we consider the equivalence classes
Λ in h∗/ ∼ which can be determined by the Weyl group W .
Let Λ ∈ h∗/ ∼, define
∆(Λ) = {α ∈ ∆; 2(λ+ ρ, α) ∈ Z(α, α) for some λ ∈ Λ}.
We call an equivalence class Λ ∈ h∗/ ∼ critical if the set ∆(Λ) ∩ ∆im 6= ∅.
Otherwise, Λ is called non-critical.
For any non-critical equivalence class Λ ∈ h∗/ ∼, we say the subgroup W (Λ) of
W generated by the reflections rα for all α ∈ ∆(Λ) the integral Weyl group with
respect to Λ.
A weight λ ∈ h∗ is called dominant if 〈λ+ρ, α∨〉 /∈ Z<0 for all positive real roots
α in ∆re. Similarly, λ is called anti-dominant if 〈λ + ρ, α∨〉 /∈ Z>0 for all positive
real roots α in ∆re. Denote the set of dominant (resp. antidominant) weights by
h∗+ (resp. h∗−).
Proposition 4.2. Let Λ ∈ h∗/ ∼ and µ ∈ h∗.
(1) |(W (µ) · µ) ∩ h∗±| ≤ 1.
(2) If Λ is non-critical, then Λ = W (λ) · λ for any λ ∈ Λ.
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Proof. The first part follows [11, Proposition 3.12]. If Λ is non-critical, it is clear
that Λ = W (Λ) · λ. Since ∆(Λ) = ∆(λ), we have W (Λ) = W (λ) for any λ ∈ Λ. 
We say a non-critical equivalence class Λ ∈ h∗/ ∼ is of positive (resp. negative)
level if it contains a (unique) dominant (resp. anti-dominant) weight.
A dominant weight in Λ is maximal in the poset (Λ,≤). So there are enough
projective objects in the block OΛ.
4.2. Ringel duality. Let us recall the tilting functors introduced by Soergel in [19],
which builds a connection between blocks of positive and negative levels.
For any root α ∈ ∆. Suppose that α =
∑
i∈I kiαi for some integers ki. We call
the integer htSα :=
∑
i∈I\S ki the S-height of α.
Each parabolic subalgebra pS gives a Z-grading g = ⊕gi of g where
g0 = lS , g1 =
⊕
htS(α)=1
gα and g−1 =
⊕
htS(α)=1
g−α.
In particular, if S = ∅, we say the Z-grading of g defined as above is a principle Z-
grading and the S-height htSα of α is just the height htα of α. Note that g0, g1 and
g−1 generates the whole Lie algebra g. If S is of finite type, then all homogenous
spaces gi are finite dimensional for all i ∈ Z.
Let S be of finite type, we now construct a tilting functor on the subcategory
MS of OS .
The grading of g given by the parabolic subalgebra pS implies that g0 = lS . Note
that lS is a (finite dimensional) reductive Lie algebra. Let ρS be the half sum of all
elements in ∆+S . Then γS := 2ρ−2ρS is a semi-infinite character for g defined in [19]
(or cf. [9, Chapter 7]). There is a ‘semi-infinite’ analogue of the universal enveloping
algebra U(g), which is the semi-regular U(g)-bimodule SγS (g) associated to a semi-
infinite character γS . For any g-module M in OS , we consider its antipode dual
M⊛ = ⊕λ∈h∗(Mλ)∗ with the antipode action x.f(v) = −f(x.v), x ∈ g, v ∈ M, f ∈
M⊛. Then the tilting functor
(4.1)
tS : MS −→ M
opp
S
M 7−→ (SγS (g)⊗U(g)M)
⊛
is an equivalence of exact categories.
For any λ ∈ h∗, µ ∈ P+S , λ ≤ µ, there exists a unique indecomposable object
T>λS (µ) in OS [19, Proposition 5.6] satisfying
(1) Ext1OS (MS(ν), T
>λ
S (µ)) = 0 for all ν  λ.
(2) There is an inclusion MS(µ) →֒ T
>λ
S (µ) and its cokernel has a finite par-
abolic Verma flag with the only subquotients MS(γ) of highest weights
λ ≤ γ < µ.
For any equivalence class Λ ∈ h∗/ ∼ of negative level and µ ∈ ΛS := Λ ∩ P
+
S ,
there always exists an indecomposable object TS(µ) ∈ OS which has a finite para-
bolic Verma flag with the only subquotients MS(γ) of highest weights γ ≤ µ and
Ext1OS (MS(ν), TS(µ)) = 0 for all ν ∈ P
+
S . Equivalently, both TS(µ) and its dual
D(TS(µ)) have a finite parabolic Verma flag, i.e., TS(µ) is an indecomposable tilting
module.
Let wS be the longest element in the finite Weyl group WS . For any weights
λ ∈ h∗, µ ∈ P+S , λ ≥ µ, set λ
′ = −γS−wSλ and µ′ = −γS−wSµ, then λ′ ≤ µ′. The
tilting functor tS maps the parabolic Verma module MS(µ) to the parabolic Verma
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module MS(µ
′) and the module P6λS (µ) to T
>λ′
S (µ
′). In fact, this is a version of
Ringel equivalence for the parabolic category OS .
For Λ ∈ h∗/ ∼, denote the subcategory OS,ΛS defined in the Subsection 4.1 by
OS,Λ for convenience. Note that all subquotients of modules in OS,Λ with highest
weights belonging to the set ΛS and OS,Λ is not a block of OS in general. Set
MS,Λ = OS,Λ ∩MS (drop S off if it is empty).
Proposition 4.3. Fix a subset S of finite type. Let a non-critical equivalence class
Λ ∈ h∗/ ∼ be of positive level. Then Λ′ := −2ρ − Λ ∈ h∗/ ∼ is a non-critical
equivalence class of negative level. Restricted to MS,Λ, the tilting functor
tS :MS,Λ −→M
opp
S,Λ′
is an equivalence of exact categories. tS maps all parabolic Verma modules MS(µ)
to MS(µ
′) and all projective covers PS(µ) to the indecomposable tilting modules
TS(µ
′), where µ′ = wS · (−2ρ− µ).
Proof. For a dominant weight λ ∈ Λ, it is easy to check that −2ρ − λ is an anti-
dominant weight, then by Proposition 4.2 we get Λ′ = W (λ) · (−2ρ− λ) and Λ′ is
of negative level. Note that wS ·µ = wSµ− 2ρS and w(µ+ ρ)− ρ = w(µ+ ρS)− ρS
for all w ∈WS and µ ∈ h∗. So we have
−γS − wSµ = −2ρ− wS · µ
= −ρ− wS(µ+ ρ)
= −ρ+ wS(−2ρ− µ+ ρ)
= wS · (−2ρ− µ).
Therefore, the dual set −γS − wSΛS is exactly the intersection of Λ′ and P
+
S . 
In particular, if Λ,ΛS is defined as the Proposition 4.3 above, for λ, µ ∈ ΛS, there
is a vector space isomorphism Homg(MS(µ),MS(λ)) ∼= Homg(MS(λ′),MS(µ′)).
4.3. Finite truncation of blocks. Fix a subset S ⊂ I of finite type. The Ringel
duality between truncated subcategories for the parabolic category of affine Kac-
Moody algebras and the corresponding quotient induced by the tilting functor tS
is considered in [18]. We next consider the duality for a general parabolic cateogry
OS .
For a finite dimensional associative algebra A over C, we abbreviate A-mod for
the category of all finitely generated left A-modules, similarly, Mod-A and mod-A
for the category of right A-modules and the category of finite generated right A-
modules respectively.
Let Q be the root lattice of the pair (g, h) and Q+ its submonoid generated by
root bases, i.e., Q+ =
∑
i Z≥0αi. We say a subset Θ ⊂ h
∗ is lower-bounded (resp.
upper-bounded) if there exist finitely many weights µj ∈ h∗ such that Θ contains in
the union of the sets µj +Q
+ (resp. µj −Q+).
Now fix a lower-bounded equivalence class Λ ∈ P+S / ∼S (it do exist since any
equivalence class in P+S / ∼S is a subset of some equivalence class in h
∗/ ∼). A
finite truncation of Λ is a subset Λb of Λ satisfies that Λb is upper-bounded and
Λb = ∪µ∈Λb{γ ∈ Λ; γ ≤ µ}. Consequently, Λb is a finite poset with ≤.
Let OS,Λb be the subcategory of OS,Λ generated by all simple objects L(µ) with
µ ∈ Λb, i.e., for any short exact sequence
0→M1 →M2 →M3 → 0
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in OS,Λ, M2 ∈ OS,Λb if and only if M1,M3 ∈ OS,Λb . Denote MS,Λb ⊂ OS,Λb the
subcategory of all modules inMS,Λ. Note that all tilting modules TS(µ) andMS(µ)
for µ ∈ Λb contain in MS,Λb.
Let C ⊂ OS,Λb be a full subcategory of all finitely generated modules. Then
MS,Λb ⊂ C and C is a highest weight category in the sense of [4, Definition 3.1]
or [18, Section 2.4]. Taking the mininal projective generator in C, consider the
opposite of its endomorphism ring, denoted by A. Then A is a finite dimensional
quasi-hereditary algebra and C is equivalence to the category of finitely generated
modules of A. We call the module T := ⊕µ∈ΛbTS(µ) the characteristic tilting
module in C. Set R(A) := EndC(T ), which is called the Ringel dual of A. R(A)
is also a quasi-hereditary algebra. The contravariant functor RA := HomA(−, T ) :
A-mod→ mod-R(A) restricts to an equivalence between the exact category of left
A-modules with standard flag and the exact category of right R(A)-modules with
standard flag (cf., for example, [5, Section 2.4]).
We denote Λ′ := wS · (−2ρ − Λ) and Λ′b := wS · (−2ρ − Λb). Each simple
module L(µ) for µ ∈ Λ′b has a projective cover PS(µ) in OS,Λ′ . Define P :=
⊕µ∈Λ′
b
PS(µ). Then by tilting equivalence in Subsection 4.2, Endg(P ) ∼= R(A) as
algebras. Consider the functor
F := Homg(P,−) : OS,Λ′ −→ Mod-R(A).
Then we can easily deduce the following.
Proposition 4.4. Let F be a functor defined as above.
(1) F is exact and essentially surjective.
(2) The kernel category Ker(F ) of F is the (full) subcategory generated by all
simple objects L(γ) for γ ∈ Λ′ \ Λ′b.
Denote OS(Λ′b) the quotient category of OS,Λ′ by the kernel category Ker(F ).
Therefore, F induces an equivalence of categories OS(Λ′b)
∼= Mod-R(A). Denote
D ⊂ OS(Λ
′
b) the full subcategory of all finitely generated objects.
Therefore, we build a Ringel duality between C and D, namely, we have the
following
C
∼
→ A-mod
RA−→ mod-R(A)
∼
← D.
The Ringel dual functor from C to D restricts to an equivalence between the
exact category MS,Λb and the exact category of objects in D with standard flag.
Each simple object L(γ) for γ ∈ Λ′b lies in D. If we denote the standard object
associated to L(γ) in D by V (γ) for γ ∈ Λ′b. Then we get the following property.
Theorem 4.5. For λ, µ ∈ Λb, let λ′ = wS · (−2ρ− λ), µ′ = wS · (−2ρ− µ) ∈ Λ′b.
Then there is a vector space isomorphism
Homg(MS(µ),MS(λ)) ∼= HomD(V (λ
′), V (µ′)).
5. Applications
5.1. Let I be the index set. For any g-module M ∈ OS and µ ∈ P
+
S , then
Homg(MS(µ),M) as a vector space is obviously isomorphic to the space of maximal
vectors v of weight µ in M , i.e., nI .v = 0, denote this space by M
nI
µ .
Proposition 5.1. For weights λ, µ ∈ P+S , λ 6= µ. If MS(λ) has a nonzero maximal
vector of weight µ, then λ ≥ µ and htS(λ− µ) ≥ 1.
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Proof. λ ≥ µ is clear. It suffices to show that htS(λ − µ) ≥ 1. Otherwise, htS(λ −
µ) = 0. Let v be such a maximal vector of µ in MS(λ), then v ∈ U(lS).vλ,
where vλ is a highest weight vector in MS(λ) of weight λ. Note that U(lS).vλ
is a lS-submodule in MS(λ) of highest weight λ, hence U(lS).vλ ∼= LS(λ) as lS-
modules. However, LS(λ) has no non-trivial maximal vector of weight µ 6= λ. It is
a contradiction. 
Next we give a reduction property of Hom-sets between parabolic Verma modules
as in [23, Lemma 3.11], but the proof will be a little different due to the possibility
of infinitely many roots involved. For a subset S in I, any weights λ, µ ∈ P+S . Set
η = λ− µ. Define a subset J := supp(η) = {i ∈ I; η =
∑
i∈I kiαi, ki 6= 0} of I and
S′ := S ∩ J . Recall that the subalgebras lJ and pS of g defined in the section 2,
lJ = h⊕ (
⊕
α∈∆J
gα), pS = lS ⊕ (
⊕
α∈∆+\∆+
S
gα).
Consider the subalgebra pS ∩ lJ , denoted by qS′ . It is a parabolic subalgebra of lJ
associated to S′. Note that qS′ = lS′ ⊕uJ\S′ , where the subalgebra uJ\S′ is defined
as
uJ\S′ =
⊕
α∈∆+
J
\∆+
S′
gα.(5.1)
Obviously, qS′ is a subalgebra of pS.
Let LS(λ) (resp. LS′(λ)) be the simple, locally nI -finite (resp. locally nJ -finite),
weight module with highest weight λ of pS (resp. qS′), essentially, they are simple
weight modules of lS and lS′ respectively, hence such notations LS(λ), LS′(λ) make
sense. There exists a natural injective qS′-module homomorphism from LS′(λ) to
LS(λ) since LS(λ) is a completely reducible qS′-module. We set
VS′(λ) := U(lJ )⊗U(q
S′)
LS′(λ),
a parabolic Verma module of lJ in terms of S
′. Since ∆+J \∆
+
S′ contains in ∆
+ \
∆+S , we have the induced lJ -module homomorphism VS′(λ) → MS(λ) is injective.
Therefore we may regard VS′(λ) as an lJ -submodule of MS(λ).
Theorem 5.2. For any subset S of I, any weights λ, µ in P+S . The subsets S
′ ⊂ J
of I are defined as above. Then we have a vector space isomorphism
HomOS(g)(MS(µ),MS(λ))
∼= HomOS′(lJ )(VS′ (µ), VS′(λ)).
Proof. We only need to show that
MS(λ)
nI
µ
∼= VS′(λ)
nJ
µ .(5.2)
Let vλ be a (nonzero) maximal vector of weight λ in VS′(λ), so vλ is also a maximal
vector in MS(λ). Let
β = (β1, β2, · · · ) (γ = (γ1, γ2, · · · ) resp.)
be a (possibly infinite) sequence of all positive roots lying in ∆+S (∆
+ \∆+S resp.)
with no repeated terms. Denote k = (k1, k2, · · · ) a sequence of nonnegative integers
in which only finite many terms are nonzero. Then we can define an operation
k · β =
∑
i kiβi. Therefore we have the weight space MS(λ)µ is
MS(λ)µ =
∑
k,l
(U(u−S )−l·γ ⊗C U(n
−
S )−k·β).vλ,
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where k, l are taken over all such sequences such that k · β + l · γ = η. If MS(λ)µ
is not zero, then η ∈ Z∆J , we can restrict our attention to consider only the terms
of β and γ in ∆+S′ and ∆
+
J \∆
+
S′ respectively, hence
U(n−S )−k·β = U(n
−
S′)−k·β and U(u
−
S )−l·γ = U(u
−
J\S′)−l·γ .
Note that
VS′(λ)µ =
∑
k,l
(U(u−J\S′ )−l·γ ⊗C U(n
−
S′)−k·β).vλ,
for the sequences β, γ with all terms lying in ∆+S′ and ∆
+
J \∆
+
S′ , and all sequences
k, l defined above satisfying k · β + l · γ = η. Hence MS(λ)µ = VS′(λ)µ.
Obviously, MS(λ)
nI
µ is contained in VS′(λ)
nJ
µ since nJ ⊂ nI . On the other hand,
note that for each i ∈ I \ J , the generator ei commutes with n
−
S′ and u
−
J\S′ , thus ei
kills all elements in VS′(λ). In particular, we get the equality (5.2) which implies
this theorem. 
In particular, if J ∩ S = ∅, then we have a vector space isomorphism
(5.3) HomOS(g)(MS(µ),MS(λ))
∼= HomO(lJ )(V (µ), V (λ)).
Therefore, if lJ is further a reductive Lie algebra, then
dimHomOS(g)(MS(µ),MS(λ)) ≤ 1.
If lJ is not finite dimensional, we next point out that there exists the uniqueness
embedding property for certain cases.
5.2. For Λ ∈ h∗/ ∼ of positive level, λ, µ ∈ Λ, there exists the uniqueness em-
bedding theorem for Verma modules (cf. [13, Theorem 2.5.3]). Applying the tilting
functor, we have the following.
Proposition 5.3. Let Λ ∈ h∗/ ∼ be of positive or negative level. For any λ, µ ∈ Λ,
we have
dimCHomO(M(µ),M(λ)) ≤ 1.
Proof. If Λ is of negative level, then −2ρ − Λ is of positive level. By Proposition
4.3, for any weights λ, µ ∈ Λ, the tilting functor t gives a vector space isomorphism
between HomO(M(µ),M(λ)) and HomO(M(−2ρ− λ),M(−2ρ− µ)), then by [13,
Theorem 2.5.3] we prove it as desired. 
Remark 5.4. In general, the uniqueness embedding property fails for infinite di-
mensional Kac-Moody algebra. For example, the Hom-space of Verma modules at
critical level may have dimension greater than 1 (see, e.g., [21]).
For a subset J ⊂ I. We say λ ∈ h∗ is J-dominant (resp. J-antidominant) if
〈λ + ρ, α∨i 〉 /∈ Z≤0 ( resp. /∈ Z≥0), ∀i ∈ J . Similarly, we can also consider the J-
positive level and J-negative level as the definitions in Subsection 4.1. Then we
have
Corollary 5.5. For λ, µ ∈ P+S . Let J := supp(λ − µ) ⊂ I. If the height and the
S-height of λ−µ are equal, i.e., htS(λ−µ) = ht(λ−µ) and λ is of J-positive level
(or of J-negative level), then
dimCHomOS(MS(µ),MS(λ)) ≤ 1.(5.4)
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Proof. The condition htS(λ − µ) = ht(λ − µ) implies J ∩ S = ∅. Then by the
isomorphism 5.3 and Proposition 5.3 we get this inequality (5.4). 
Corollary 5.6. For an integral dominant weight λ ∈ h∗, any element w in the
parabolic subgroup WI\S, we have
dimCHomOS (MS(w · λ),MS(λ)) ≤ 1
Proof. It follows from the Corollary 5.5 and htS(λ − w · λ) = ht(λ − w · λ) for all
elements w ∈WI\S . 
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