Using cross-validation ideas, two procedures are proposed for making a choice between different model structures used for (approximate) modelling of multivariable systems. The procedures are derived under fairly general conditions: the 'true' system does not need to be contained in the model set; model structures do not need to be nested and different criteria may be used for model estimation and validation. The proposed structure selection rules are shown to be invariant to parameter scaling.
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When identifying dynamical systems a central issue is the choice of the model structure which will be used for representing/approximating the system under study. Many researchers have approached this topic and a multitude of methods for choosing the model structure has been proposed.
(see e.g. Stoica et ale (1986) for a recent overview).
Most of the proposed methods assume that the 'true' system belongs to one of the candidate model structures and try to select a 'right' structure.
In practice, however, this assumption is unlikely to be fulfilled and all we can hope for is to select a model (structure) giving a suitable approximation of those system features in which we are interested. Therefore we would like to view the model structure selection problem as choosing, within a set of candidate structures, the 'best' one according to a certain criterion, expressing the intended (future) use of the model.
In this context the concept of cross-validation or cross-checking (see e.g. Stone (1974» would be an appealing guiding principle. Roughly stated, cross-validation comes down to a division of the exper~ental data set into two subsets, one to be used for estimation of the model, and the other one to be used for evaluation of the performance of the model (i.e. for validation), hereby reflecting the fact that one often wants to use the model on a data set different from the one used for estimation. In this way one can assess the performance of various candidate model structures and thereby select a 'best' one.
Based on these ideas Stoica et al. (1986) proposed two cross-validation criteria for model structure selection. The assumptions made for deriving these criteria were fairly general (e.g. the system does not need to belong to the model set; model structures do not need to be nested), and the resulting procedures were invariant to parameter-scale changes.
Moreover, it was shown that these criteria are asymptotically equivalent to some well-known structure selection criteria if additional assumptions are made (implying, in fact, the requirement that the system belongs to the model set). These results were presented for single-output sys-terns and for residual sum-of-squares parameter estimation criteria.
The aim of this study is to generalize these results in three directions.
We will consider rnultivariable systems and general parameter estimation criteria. Moreover, we will allow that the criterion used for validation differs from the criterion used for estimation.
The outline of the paper is as follows: in section 2 some basic assumptions are introduced.
In section 3 we present two cross-validation criteria which are extensions of the proposals in Stoica et al. (1986) .
Some asymptotic results for these criteria are given in section 4. Section 5 presents some concluding remarks. Finally, appendix A contains some results on matrix derivatives, which are used in deriving our results. The proofs of the theorems are presented in appendix B.
SOME NOTATIONAL CONVENTIONS
Next some definitions and notations are introduced.
The (n*n) unity matrix is denoted by I . The vector having "1" at the n k-th position and zero elsewhere is denoted by e k -The dimension of e k will be clear from the context. The transpose of a matrix A is denoted T by A The trace of a square matrix A will be denoted by tr A.
Let A = (a .. ) and B = (b .. ) be (m*n) and (p*r) matrices, respectively. ron In establishing our theorems we will need some results on matrix derivatives.
These results are also presented in appendix A and are based on the definition of matrix-derivatives as given in Brewer (1978) .
There the derivative of a (m*n)-matrix A with respect to a scalar vari-able b is defined by ( 1. 2) and the derivative of a (m*n)-matrix A with respect to a (p*r)-matrix B 
PRELIMINARIES AND BASIC ASSUMPTIONS
The system that generated the data is denoted by S; it is assumed that the data are realizations of stationary ergodic processes.
Let M(6) denote a model for representing/approximating 5, where e is a ne finite dimensional vector of unknown parameters; e f R e is supposed to be restricted to a compact set of feasible values =. The set of models consisting of M(S) for 6f2 is denoted by M and will be called a model structure.
(We will keep the discussion general, and therefore will not introduce specific model structures). F'or modelling the system we will consider several candidate model structures. Since S is unlikely to belong to any of those model structures in practice, it is useless to look for a lit rue" structure; it is better to try to select, from those candidate structures, a 'best' one according to a certain criterion, expressing (ideally) the intended use of the model. and N is the number of data-points. 1{t,9,£) is a scalar valued measure, "measuring" the estimation residual £.
The performance of a specific model M(e) in the set M has to be assessed with the intended use of the model in mind.
In order to obtain more flexibility we allow that the criterion used for validation/performance assessment can differ from the criterion used for estimation (see e.g. Correa and Glover (1986) , Gevers and Ljung (1986 Here N denotes the number of data points in I .
For later use we will v v also define: One will be used to estimate the model. The other data set will be used to assess the performance of the estimated model (i.e. for validation).
The validation has to be performed with the intended use of the model in mind.
Based on this idea, two cross-validation criteria have been proposed in Stoica et al. (1986) for the case where c{t,B) is scalar and where l{t,B,£) = <2; r{t,B) = €(t,B); f{t,B,r) = r2.
We will now extend these criteria to the general situation described in section 2.
for some positive integer m and k not greater t.han x).
Remark 3.1:
In the derivation of our results we will assume that all intervals {Ipj~1 have the same length m (note that the length of the last interval Ik may be less than m). This assumption will simplify the proofs.
The results so obtained will, however, remain valid when this assumption is not met. See staiea et ale (1986).
• ••
Using the foregoing definitions and conventions we will first present the first and second cross-validation structure selection rules in subsection 3.A and 3.B. Next the influence of parameter scaling is considered in subsection 3.C. Finally we are left with an extension of the presented structure selection rules to instrumental variable identification methods (cf. subsection 3.0).
3.A First cross-validation structure selection rule
Our first cross-validation criterion for assessing the model structure M is obtained by using the various subsets I for validation and the camp plementary sets 1-1 for estimation: p
Exact evaluation of C would be very time-consuming.
Therefore an asymp-I totically valid approximation of C r is derived that is much easier to compute.
Theorem 3.1
Let assumptions 1-4 be true. Then for k large enough we have where with C 1 :=
The quantities re(t,e) and Ce(t,e) are defined in (2.5). The quantities fe' fr' te and tc are defined in a similar way.)
The 
where y(t) is the q-dimensional output and where ~(t) is the (nexq) regressor matrix.
Assuming that e is estimated by the simple least squares method:
we have that 
can readily be obtained after having estimated 6.
(3.13a) (3. 13b)
•••
Our first structure selection rule is based on the (approximate) crossvalidation criterion c 1 .
First cross-validation model structure selection rule:
Choose the model structure which leads to the smallest value of C 1 , where C 1 is defined by (3.5)-(3.7).
• ••
This procedure will depend on the selection of m. Some considerations on the choice of m are given in Stoica et al. (1986) and will not be repeated here.
3.B Second cross-validation structure selection rule
Next we will present a second cross-validation assessment criterion which is "complementary" to C r in the sense that it uses the various subsets Ip for estimation and the corresponding subsets I-I for validation (as a p result the length of the estimation subset, m, is now (much) smaller than the length of the validation subset, N-m). This criterion has the form:
where 6 = arg min L 1(t,6,£(t,6)) Let M = {M(9)19E~) be a model set with associated residuals €(t,9) and r(t,9) and loss-functions 1(t,9,€) and f (t,9,r) . Van OVerbeek and Ljung (1982) .
3.D Extension to Instrumental Variable methods
The above-mentioned cross-validation model structure selection rules are derived for identification methods based on min!mizing a criterion V(S) of the form (2.1). Note that, since we assume 9 to be an interior point
of ~ , we have that as V( 9) ( = I as 1(t,B,E(t,9») is zero for 9 = e , N t=1 d i.e. 9 is the solution of the set of n9 equations as V(9) = o.
Next we can show that identification methods directly based on solving a set of equations (e.g. Instrumental variable methods, see Stoica, (1983, 1987» give rise to similar cross-validation criteria for structure selection.
In doing so we heavily rely On the fact that the estimation method can differ from the validation one. Without this flexibility, consideration of estimation methods which do not minimize a criterion, such as instrumental variable methods and others, would not be possible (see also remark 2.1).
Assume that the estimated parameters 6 f respectively e in (2.1) (Remark: in defining the parameter estimates as a solution of (3.24) we have implicitly assumed that this solution exists and is unique).
Reformulating the assumptions (1) -(4) somewhat to make them suitable for the identification method (3.24), we can derive asymptotically valid approximations for the criteria C r and C rr .
Proceeding along similar lines to those in the proofs of theorems 3.1 and 3. 2 Then W p (6) and Ge(B) will be given by
Note that the inverse matrix [Ge{;>]-T is available from the estimation stage (see, e.g., Soderstrom and stoica (1983) ).
Summarizing, we have presented two cross-validation model-structure selection rules for multivariable systems which are generalizations of the proposals in Stoica et al. (1986) . These rules are invariant to scaling of the parameters and are applicable to non-nested model structures.
Moreover, the proposed structure selection rules are clearly seen to depend on the estimation criterion and the quantities used for validation. They necessitate the estimation of the parameters in the various candidate model stuctures, and can therefore be classified as a posteriori methods.
In the next section we will present, under additional assumptions, some asymptotic results for the cross-validation criteria introduced above. .
SOME ASYMPTOTIC RESULTS
In this cas; the term t: ve~(e) W(8) in (3.5) will be equal to tr Ve~(8)Q(e), wh~re 9(8) is given in (3.18). By studying the asymptotic behaviour of Ve~(e)Q(e) in more detail we can then obtain some more specialized asymptotic expressions for the cross-validation criteria C r and C II (see (3.4) and (3.19». Akaike (1974,19S1) ). GAle denotes its generalized version, considered by various authors (see Stoica et al. (1986) for appropriate references). Finally, we will elaborate somewhat on this result for the following common situation. Let all elements of A(e) in (4.2b) be unknown parameters, say A, which are independent of the parameters, say a, used S S -_ lS-T ,T]T. In th's to define the estimation residual £(t,). Thus A ~ situation the minimization of V in (2.1) with respect to A can be performed analytically, leading to the following ML estimates (cf. Goodwin and Payne (1977) , Soderstrom and Stoica (1987 The second terms in (4.12) and (4.13) do not depend on the model structure and can therefore be omitted. Furthermore, the normalizing constant N in the first term can also be omitted. Thus in this case AIC . kne and GAIC take the usual form log [det A(e)J + --(k=2 for AIC) . See N Staiea et al. ( 1986) and the references therein.
CONCLUDING REMARKS
Making use of cross-validation ideas we have proposed two new criteria for model-structure selection of multivariable systems, thereby extending the results originally presented in Staiea et ale (1986) for singleoutput systems.
The cross-validation criteria were derived under fairly general conditions (the system does not need to be contained in the model set) and we did not require that the criteria used for validation and estimation should be the same. The resulting structure-selection methods allow for discrimination between non-nested model structures and are invariant to parameter-scaling. Some asymptotic equivalences between our methods and the (generalized) Akaike criteria for structure selection were established under additional (somewhat restrictive) conditions.
The proposed procedures necessitate estimation of the parameters in the various candidate model structures, which can be computationally costly, especially for multivariable systems. In using these procedures, we have to choose (amongst other things) the parameters k and m. Some guidelines for choosing these parameters have been presented in Stoica et al (1986) .
However, further work is needed to better understand the influence of k and m on the behaviour of the proposed structure selection.
Although the proposed cross-validation structure selection methods appear appealing, some critical remarks may be justified. one can object that the performance of an estimated model is often judged on .the basis of its use on future data sets, different from the one used for estimation.
This aspect is insufficiently covered by the specific subdivisions of the data-sequence in validation resp. estimation subsets, as done in C r and e lr Therefore, one could argue that the proposed cross-validation methods need not necessarily guarantee that the selected model is a (near)-optimal one for use on future data sets (see also Rissanen (1986».
Concluding, we point out that cross-validation assessment appears to be a useful and appealing concept in model (structure) selection. However, further study is needed to obtain more insight into the possibilities and limitations of this approach.
APPENDIX A: Some results on matrix derivatives
In this appendix we will present some results from Brewer (1978), which will be used in our analysis. For more details and information on the proofs we refer to Brewer (1978) . (1.1)-(1.3) given in the introduction, we present some differentiation rules for matrices: ~ I~9 [f(t,9,r(t,9»] ,9 ,r(t,9» ,9,r(t,9»] 
Using the definitions
The proof is completed by observing that (3.7a -b) follow from the dif- (t,9,r(t,9»] . . {f(t,9,r(t,9» T1 in (B.8) is readily achieved. We have: Using that I ;-e*\ = 0 (iN) and ~ l: (.) E(.) + oLiNl (l(t,e ,£) is given in (4.2b», we obtain: 
EValuation of the first term
T = 1 1 (k-l ) N (k-1) L f(t,
* ••

