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with quantum fluctuations in the path integral scheme
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This article reports an explicit function form for confining classical Yang-Mills vector potentials and quantum
fluctuations around the classical field. The classical vector potential, which is composed of a confining localized
function and an unlocalized function, satisfies the classical Yang-Mills equation. The confining localized function
contributes to the Wilson loop, while the unlocalized function makes no contribution to this loop. The confining
linear potential between a heavy fermion and antifermion is due to (1) the Lie algebra and (2) the form of the
confining localized function which has opposite signs at the positions of the particle and antiparticle along the
Wilson loop in the time direction. Some classical confining parts of vector potentials also change sign on inversion
of the coordinates of the axis perpendicular to the axis joining the two particles. The localized parts of the vector
potentials are squeezed around the axis connecting the two particles, and the string tension of the confining linear
potential is derived. Quantum fluctuations are formulated using a field expression in terms of local basis functions
in real spacetime. The quantum path integral gives the Coulomb potential between the two particles in addition to
the linear potential due to the classical fields.
1 Introduction
Quantum field theory [1, 2] has been successfully ap-
plied to various perturbative and non-perturbative phe-
nomena [3-12]. Some examples of non-perturbative phe-
nomena are fermion confinement and superconductivity.
The present authors have studied some of these problems
in quasi-low-dimensional cases [13-15]. Non-perturbative
methods are required when the expansion series with re-
spect to a coupling constant converges slowly (the non-
Abelian gauge field case is often involved). In our ear-
lier papers, we have presented a formulation to expand
fields in terms of local basis functions in real spacetime
[11]. Another method, which is rather different from our
method, was also reported [12]. Note, if the zeroth-order
approximation of a classical field (as a possible vacuum)
provides a good description of the phenomenon in ques-
tion, it is reasonable to expect that the inclusion of quan-
tum fluctuations beyond the zeroth-order approximation
will also provide a good description of the phenomenon
[1]. This article presents an approach to fermion confine-
ment in Yang-Mills fields, along this line of thought.
Explicit forms for confining vector potentials of Yang-
Mills fields have, so far, not been fully understood. In
this paper, we present an example of an analytic classi-
cal vector potential composed of a localized function and
an unlocalized function in the center-of-mass frame of a
heavy fermion-antifermion pair. The total field, shifted
from the zero field, satisfies the classical equations of mo-
tion. The localized and unlocalized functions have differ-
ent behaviors. The localized function rapidly decays in
the region away from the axis connecting the two par-
ticles, whereas the unlocalized function decreases slowly.
Additionally, the localized function has a finite value at
a specific point, whereas the unlocalized function van-
ishes because of cancellation between terms with oppo-
site signs. The localized function of the classical field
configuration results in the Wilson loop with a confin-
ing potential, whereas the unlocalized function does not
contribute to the Wilson loop because of the cancellation
between terms. The confinement is due to a property
of the trace of matrix polynomials in Lie algebra, which
are quite different from the Abelian case. The existence
and stability of this classical configuration is determined
from the action, which leads to the classical equations of
motion, and the Wilson loop, which describes energy low-
ering in the confining phase as compared to the Coulomb
phase. The classical vector potentials, we have investi-
gated, have not been mentioned in other literature [16].
The confining parts of the classical vector potentials
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are squeezed around the axis between a fermion and an-
tifermion pair, and some change sign on inversion of co-
ordinates of the axis normal to the axis joining the two
particles. A parameter in the classical vector potential
is determined using the (renormalization) scale-invariant
energy relation in the pair creation process. The clas-
sical configuration treated here is an SU(2) gauge field
embedded in SU(N), but the quantum fluctuations are
described by an SU(N) gauge field (such as SU(3)), so
that the derived results are for a gauge field like SU(N).
In order to calculate quantum fluctuations around the
classical field, we present a formulation for expressing
fields in terms of local basis functions in real spacetime in
the path integral scheme. We also show analytically that
diagonalized quadratic terms have positive eigenvalues
under a non-periodic boundary condition (zero eigenval-
ues result from a periodic boundary condition). We con-
sider that real spacetime in four dimensions is open, and
has a non-periodic boundary condition. The total poten-
tial is the sum of the linear potential due to the classical
field and the Coulomb potential due to the quantum fluc-
tuations around it. The classical field gives rise to a local
mass (energy gap) term for quantum fluctuations of the
Yang-Mills field in the action.
A comparison can be made between the new classical
solution presented in this paper and other approaches.
Classical solutions were reviewed in literature [16], and
subsequent some classical solutions [17] may exhibit con-
fining linear-like (non-exact linear) potentials between
the fermion particle and antiparticle. Quantum evalua-
tions may be anticipated for previous classical solutions.
Concerning a dual superconductor model, matrices with
Abelian properties decomposed using an Abelian projec-
tion from the non-Abelian matrix resemble the original
non-Abelian matrix. This model may reveal the con-
densation of magnetic monopoles into a superconducting
state, causing a linear potential due to the squeezing of
the electric field. The quantum confinement mechanism
is currently a black box, meaning that its exact mecha-
nism is unknown [18]. A review on the dual supercon-
ductor model explained that the model would not confine
the gauge field [19]. It is also known that the gauge field
wave, whose energy is less than the superconducting en-
ergy gap (transition temperature), propagates through
real solid state (Abelian) superconductors [20, 21]. The
lattice gauge theory has many advantages, and the con-
finement mechanism, which is considered to be black box,
is expected to be understood. The string tension, com-
puted using the lattice gauge theory, decreased from the
original computed value [22]. In contrast, our new solu-
tion has a classical explicit form of a function revealing a
linear confinement potential, and the Coulomb potential
is derived from quantum fluctuations around the classical
field. Our solution has not so far been reported in litera-
ture and is quite different from other approaches. It ap-
pears that the quantum field has a local mass. Our con-
finement mechanism originates from the trace of the poly-
nomials of the non-Abelian Lie matrix combined with a
solitonlike localized function. As will be shown in detail
in Subsection 2.3, the string tension derived from our so-
lution is to be compared with the lattice gauge theory
results, indicating that our result is compatible with the
expected value dictated by the quantum chromodynam-
ics (QCD).
This article is organized as follows: Section 2 presents
a set of classical vector potentials with confining proper-
ties. We also provide an expression for the string tension
and the physical interpretation of classical vector poten-
tials. Section 3 describes a formulation of fields expanded
in terms of real spacetime basis functions for the evalu-
ation of quantum fluctuations. Subsequently, Section 4
presents an analysis of quantum fluctuations around the
classical configuration using this real spacetime basis set.
Section 5 lists our conclusions.
2 Classical vector potentials of
Yang-Mills fields
2.1 Classical field configuration for con-
finement
A non-Abelian gauge field is represented by
Aµ(x) = Aµ(t, x, y, z) = Aµ(t,x) =
∑
a
Aaµ(x)T
a, (1)
where (t,x) = (t, x, y, z) and matrices T a generate a Lie
algebra
[T a, T b] =
∑
c
ifabcT c. (2)
The indices a, b and c above run from 1 to kD, where kD
is the dimension of the Lie algebra, and fabc is the struc-
ture constant. In this paper, we work with SU(N) gauge
fields (such as SU(3)) as an example. The Lagrangian
density for non-Abelian gauge fields in the case of the
Feynman gauge in Euclidean spacetime is
L = 1
4
∑
a
F aµνF
a
µν +
1
2
∑
a
(∂µA
a
µ)
2, (3)
where, setting x0 = t we have the Euclidean spacetime
metric xµxµ = x0x0 + x1x1 + x2x2 + x3x3, rather than
xµxµ = −x0x0−x1x1−x2x2−x3x3. In the following, t, x,
y and z are the dimensionless Euclidean time-space coor-
dinates. When higher-order terms are considered, and if
necessary, we add the following Feynman-Faddeev-Popov
ghost terms, described with Grassmann fields ωa,
LFFP =
∑
a
∂µω
∗a∂µω
a − g
∑
a,b,c
fabc∂µω
∗aAcµω
b, (4)
where the coupling constant is denoted as g. The action
without the ghosts (in the classical case, it may be said
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that the action is defined around the ghost with a value
of zero) is
S =
∫
d4xL = 1
2
∑
a
∫
d4x(∂νA
a
µ∂νA
a
µ)
− 1
2
∑
a
∫
d4x(∂ν(A
a
µ∂µA
a
ν −Aaν∂µAaµ))
− g
∑
a,b,c
fabc
∫
d4x(AbµA
c
ν∂µA
a
ν)
+
g2
4
∑
a,b,c,d,e
fabcfade
∫
d4x(AbµA
c
νA
d
µA
e
ν), (5)
where the four-dimensional volume element is given by
d4x = dtdxdydz. By rewriting the term above as
S(2) = −
1
2
∑
a
∫
d4x(∂ν(A
a
µ∂µA
a
ν −Aaν∂µAaµ)), (6)
in terms of the surface integration, it is apparent this
surface term can be neglected.
We consider the case where a heavy fermion-
antifermion is created at the origin of spacetime coor-
dinates. Quantum fluctuations are defined, using the
path integral around a classical configuration, which de-
scribes the zero field and satisfies the classical equations
of motion. In contrast, classical Yang-Mills vector poten-
tials Aa(C)µ with the index (C), which are treated by the
present scheme, are shifted from Aa(C)µ = 0 to a non-zero
field. This classical configuration belongs to a subgroup
SU(2) of SU(N) (such as SU(3)), but quantum fluctua-
tions around this classical configuration are described by
the SU(N) gauge field. Then, the total field configuration
is given by the SU(N) gauge field and satisfies the classi-
cal equations of motion. The classical field configuration
we have treated consists of two different functions
Aa(C)µ(x) = A
a
(CL)µ(x) +A
a
(CU)µ(x), (7)
where Aa(CL)µ with the index (CL) is a localized field,
which results in confinement and represents a specific
solitonlike topological object. The other function Aa(CU)µ
with the index (CU) is an unlocalized field, which does
not contribute to the Wilson loop. The total classical
field above is an embedded field, and we note that the
confining property is caused by the characteristics of the
Lie algebra in the action. This confining property is
not seen in Abelian gauge fields without the Lie alge-
bra in the action. The possibility of the existence of the
present system is supported by the local minimum of the
action. In addition, the stability of the system can be
determined from the Wilson loop, and indicates that the
present system, in the confining phase, is more stable
than the Coulomb phase.
In the center-of-mass frame, the fermion and an-
tifermion are located at opposite positions with respect
to the origin of x axis (y = z = 0). We treat here the
localized fields Aa(CL)µ, some of which are shifted from
Aa(CL)µ = 0 to non-zero field for 1 ≤ a ≤ 3, and expressed
by
Aa(CL)t(x) = λ
aP(0)s
(0)
n exp(−|c(0)ν xν |), (8)
Aa(CL)x(x) = 0, (9)
Aa(CL)y(x) = λ
aP(2)s
(2)
n exp(−|c(2)ν xν |), (10)
Aa(CL)z(x) = λ
aP(3)s
(3)
n exp(−|c(3)ν xν |), (11)
where
P(0) = (−
1
2
k
−1/2
3 b
(0)
ν xν)
× exp(−|b
(M)
µν xµxν |)
[1− exp(−2|b(M)µν xµxν |)]1/2
. (12)
For a ≥ 4, the components of the field are given by
Aa(CL)µ = 0. The quantities λ
a are constants which de-
pend on the superscript a of the Lie algebra. In the
center-of-mass frame, b
(0)
ν is (0, ac, 0, 0), and c
(0)
ν = c
(2)
ν =
c
(3)
ν = (0, 0, 1/d, 1/d), where ac > 0 and d > 0. The ma-
trix mentioned above is represented as
b(M)µν =


0 12ac 0 0
1
2ac 0 0 0
0 0 0 0
0 0 0 0

 . (13)
The variable s
(0)
n is a product written as
s(0)n = s
(0)
nt s
(0)
nx s
(0)
ny s
(0)
nz , (14)
and s
(2)
n as well as s
(3)
n have the corresponding form,
where
s
(0)
nt = s
(2)
nt = s
(3)
nt = +1 for all t, (15)
s(0)nx = s
(2)
nx = s
(3)
nx = +1 for all x, (16)
s(0)ny = s
(2)
ny = s
(3)
ny = +1 for y ≥ 0, (17)
s(0)ny = −s(2)ny = s(3)ny = −1 for y < 0, (18)
s(0)nz = s
(2)
nz = s
(3)
nz = +1 for z ≥ 0, (19)
s(0)nz = s
(2)
nz = −s(3)nz = −1 for z < 0. (20)
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The field Aa(CL)t for x ≥ ǫx is then denoted as
Aa(CL)t(t,x) = λ
aP(0)(t, x)wt(y)wt(z), (21)
where
P(0)(t, x) =
1
2
k
−1/2
3 h(t, x), (22)
and
h(t, x) =
−acx exp(−actx)
[1− exp(−2actx)]1/2 for x ≥ ǫx, (23)
with the relation
h(t,−x) = −h(t, x) for x < −ǫx. (24)
Here, ǫx is an infinitesimal positive quantity and we put
ǫx → 0 after the calculations. The derivative is de-
fined by ∂xh = lim∆x→+0(∆h/(∆x) for x ≥ ǫx, and
∂xh = lim∆x→−0(∆h/(∆x) for x < −ǫx. The function
wt(y) is defined by
wt(y) = w(y) =


+exp(− yd ) for y ≥ ǫy
− exp(+ yd ) for y < −ǫy
, (25)
with ǫy being an infinitesimal positive quantity putting
ǫy → 0. The derivative is ∂yw = lim∆y→+0(∆w/(∆y)
for y ≥ ǫy, and ∂yw = lim∆y→−0(∆w/(∆y) for y < −ǫy.
The definitions for z are the same as those for y.
The fields Aa(CL)y(t,x) and A
a
(CL)z(t,x) are
Aa(CL)y(t,x) = λ
a(
d
2
)(∂tP(0))wy(y)w(z), (26)
Aa(CL)z(t,x) = λ
a(
d
2
)(∂tP(0))w(y)wz(z), (27)
where
wy(y) =


+w(y) for y ≥ ǫy
−w(y) for y < −ǫy
, (28)
wz(z) =


+w(z) for z ≥ ǫz
−w(z) for z < −ǫz
. (29)
Then, the localized functions of the vector potentials sat-
isfy the Lorentz condition (derivatives are defined only in
the region where the function is defined)
∂µA
a
(CL)µ(x) = λ
a[(∂tP(0))w(y)w(z) + 0
− 1
2
(∂tP(0))w(y)w(z) −
1
2
(∂tP(0))w(y)w(z)] = 0. (30)
In the center-of-mass frame, we consider the region
0 < T(b0) ≤ ǫt ≤ t ≤ T(b), |x| ≤ X(b), |y| ≤ Y(b) and
|z| ≤ Z(b), and the field Aa(CL)µ takes non-zero values
in the region contained within the above region under
consideration, where ǫt is the (renormalization) scale-
invariant time as explained later. The localized function
of Yang-Mills fields here is localized in the region |y| ≤ d
and |z| ≤ d, where d is the size (inverse decay constant)
of the tx sheet and is taken to be d→ 0 after the calcu-
lations, reducing the localized field energy. (The region
indicated by |y| > d and |z| > d is not important.) Note,
even in this limit the dominant thin tx sheet has a finite
energy, and the Wilson loop can be calculated in the tx
plane.
We next present the unlocalized function Aa(CU)µ
which is a part of the classical vector potentials. Be-
fore we describe the unlocalized function, let us define ρat
which takes non-zero value for t ≥ T(b0) as
ρat (t, x, y, z) =


λa[(12k
−1/2
3 )Q(t, x)
− 2d2P(0)(t, x)]w(y)w(z)
for ǫx ≤ x ≤ Xc
0 for x > Xc
. (31)
By writing ρat (t, x, y, z) as ρ
a
t (t, x, y, z, ac), we have
ρat (t, x, y, z, ac) = −ρat (t, x, y, z,−ac) for x < −ǫx, (32)
(ρat = 0 for t < T(b0) for the corresponding derivative
definition), where
Q(t, x) = a3cx
3Q1(t, x) − 2a2ctQ2(t, x) + a3ct2xQ1(t, x),
(33)
Q1(t, x) = Q1/2(t, x) + 4Q3/2(t, x) + 3Q5/2(t, x), (34)
Q2(t, x) = Q1/2(t, x) +Q3/2(t, x), (35)
Q1/2(t, x) =
exp(−ac|tx|)
[1− exp(−2ac|tx|)]1/2 , (36)
Q3/2(t, x) =
exp(−3ac|tx|)
[1− exp(−2ac|tx|)]3/2 , (37)
Q5/2(t, x) =
exp(−5ac|tx|)
[1− exp(−2ac|tx|)]5/2
. (38)
Additionally, ρax(t,x) is represented by
ρax(t,x) = 0. (39)
The unlocalized function is then given by
Aa(CU)t(t,x) =
∫ t
T(b0)
dts
∫ X(b)
−X(b)
dxs
∫ Y(b)
−Y(b)
dys
∫ Z(b)
−Z(b)
dzs
4
×Aa(CU)t,s(t,x; ts,xs), (40)
where Aa(CU)t,s(t,x; ts,xs) with the subscript
′′s′′ is ex-
pressed in terms of the time-dependent four-dimensional
Green’s function in Euclidean spacetime by
Aa(CU)t,s(t,x; ts,xs) = G4(t,x; ts,xs)ρ
a
t (ts,xs). (41)
Here,
G4(t,x; ts,xs) = S
−1
4
× 1
(t− ts)2 + (x− xs)2 + (y − ys)2 + (z − zs)2 , (42)
where
S4 =
(4− 2)2π4/2
Γ(4/2)
= 4π2, (43)
with Γ being the gamma function. In the integration of
Green’s function above, we replace (t− ts)2+(x−xs)2+
(y−ys)2+(z−zs)2 by (t−ts)2+(x−xs)2+(y−ys)2+(z−
zs)
2+ǫ, where ǫ is an infinitesimal positive quantity with
the limit ǫ → 0 taken after integration. Among integral
points along the y axis (z axis), the point ys = 0 can be
excluded based on the general mathematical definition of
integral. (The integral regions with respect to y are set
to −Y(b) ≤ y ≤ −ǫy and +ǫy ≤ y ≤ Y(b), with ǫy > 0,
followed by ǫy → 0.)
Since w(−ys) = −w(ys); w(−zs) = −w(zs) and ρat is
proportional to w(ys)w(zs), we have
ρat (ts, xs,−ys, zs) = −ρat (ts, xs, ys, zs), (44)
ρat (ts, xs, ys,−zs) = −ρat (ts, xs, ys, zs). (45)
These relations lead to the cancellation of charge contri-
butions to the Green’s function integral at y = 0 (z = 0),
and we derive
Aa(CU)t(t,x) = 0 at y = 0 (z = 0). (46)
In contrast, the localized function Aa(CL)t(t, x, y, z)
has a finite value at the same point, y = 0 (z = 0). Ad-
ditionally, the localized function A(CL)t(t,x) is propor-
tional to exp(−ac|tx|), and is localized within the region
where ac|tx| is small, and |y| ≤ d and |z| ≤ d. Conversely,
the unlocalized function Aa(CU)t(t,x) spreads even in the
region where ac|tx| is large, and |y| > d and |z| > d.
Therefore, the behavior of the unlocalized function is dif-
ferent from the localized function. Additionally,
Aa(CU)x(t,x) = 0, (47)
because of ρax(ts, xs, ys, zs) = 0.
We can show that the classical vector potential
Aa(C)µ(x), composed of the localized function A
a
(CL)µ(x)
and the unlocalized funct1ion Aa(CU)µ(x), satisfies the
classical equations of motion. The field is an SU(2) gauge
field embedded in SU(N) and denoted as Aa(C)µ(x) =
λaA˜(C)µ(x) for 1 ≤ a ≤ 3 (where A˜(C)µ(x) is common for
1 ≤ a ≤ 3 and Aa(C)µ(x) = 0 for a ≥ 4 ). In this case, by
using the relation fabc = −facb and
Ab(C)µA
c
(C)ν = λ
bλcA˜(C)µA˜(C)ν = A
c
(C)µA
b
(C)ν , (48)
which leads to
∑
b,c gcf
abcAb(C)µA
c
(C)ν = 0 (gc is the
classical coupling constant), we have the field tensor for
1 ≤ a ≤ 3
F a(C)µν = ∂µA
a
(C)ν − ∂νAa(C)µ −
∑
b,c
gcf
abcAb(C)µA
c
(C)ν
= λaF˜(C)µν , (49)
with
F˜(C)µν = ∂µA˜(C)ν − ∂νA˜(C)µ −
∑
b,c
gcf
abcA˜(C)µA˜(C)ν
= ∂µA˜(C)ν − ∂νA˜(C)µ, (50)
and F a(C)µν = 0 for a ≥ 4. In addition, for the classical
vector potential A(C)µ =
∑
aA
a
(C)µT
a, the Yang-Mills
equations of motion
∂µF(C)µν + igc[A(C)µ, F(C)µν ] = 0, (51)
with the relation
[A(C)µ, F(C)µν ] =
∑
b,c
Ab(C)µF
c
(C)µν (T
bT c − T cT b)
=
∑
a,b,c
if bcaAb(C)µF
c
(C)µνT
a, (52)
can be rewritten as
∂µF
a
(C)µν −
∑
b,c
gcf
bcaAb(C)µF
c
(C)µν = 0. (53)
For the embedded field Aa(C)µ(x) = λ
aA˜(C)µ(x), satisfy-
ing the relation
∑
b,c gcf
bcaAb(C)µF
c
(C)µν = 0, we get the
simplified Yang-Mills equations (due to the drop of the
term with ∂µA
a
(C)µ in the present scheme)
∂µF
a
(C)µν = ∂µ∂µA
a
(C)ν − ∂µ∂νAa(C)µ
= ∂2µA
a
(C)ν = ∂
2
µ(λ
aA˜(C)ν) = 0. (54)
Using the relations given above, we derive that the
total classical vector potential Aa(C)µ = A
a
(CL)µ +A
a
(CU)µ
satisfies the simplified Yang-Mills equation for embedded
fields as
∂2µA
a
(C)ν = ∂
2
µA
a
(CL)ν + ∂
2
µA
a
(CU)ν = 0, (55)
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since
∂2µA
a
(CL)ν(t,x) = −ρaν(t,x), (56)
∂2µA
a
(CU)ν(t,x) = ρ
a
ν(t,x). (57)
(Since ρay and ρ
a
z are not important here, explicit expres-
sions for them are not given. If required, these quantities
can be obtained in the same way as ρat and ρ
a
x.) Addition-
ally, in the procedure to get ∂2µA
a
(CU)ν(t,x) = ρ
a
ν(t,x), we
have used the following property of the Green’s function
∂2µA
a
(CU)t(t,x) =
∫ t
T(b0)
dts
∫ X(b)
−X(b)
dxs
∫ Y(b)
−Y(b)
dys
∫ Z(b)
−Z(b)
dzs
× δ(t− ts)δ(x− xs)δ(y − ys)δ(z − ts)ρat (ts,xs)
= ρat (t,x). (58)
Thus, the existence of the present system is supported by
the local minimum of the action. Next, we determine the
stability of the system from the Wilson loop. The Wilson
loop indicates that the present system is in the confining
phase and is more stable than the Coulomb phase.
2.2 Classical Wilson loop
For the classical vector potentials of the Yang-Mills fields
Aa(C)µ(x) mentioned above, we here calculate the Eu-
clidean Wilson loop. We show that the localized func-
tion Aa(CL)µ(x) leads to the confinement, while the un-
localized function Aa(CU)µ(x) does not contribute to the
Wilson loop. Hence, we first calculate the Wilson loop
for the localized function Aa(CL)µ(x), and then calculate
the contribution from the unlocalized function Aa(CU)µ(x)
to the Wilson loop. Because Aa(CL)µ(x) = 0 for a ≥ 4, the
superscript will be restricted to a ≤ 3 in the following re-
lations. We consider a rectangle whose sides are parallel
to the x or t axes, and let x1 = −x2; |x1| ≤ X(b); T(b0)
≤ t1 << t2 ≤ T(b). Because Aa(CL)x = 0, a line integral
along x axis for the Wilson loop is
I
a(1)
(CL) =
∫ x2
x1
dxAa(CL)x|t=t1,y=0,z=0 = 0. (59)
A line integral along t axis becomes
I
a(2)
(CL) =
∫ t2
t1
dtAa(CL)t|x=x2,y=0,z=0
= λa(
1
2
k
−1/2
3 )[H(CL)(t2, x2)−H(CL)(t1, x2)], (60)
where H(CL) above is given by
H(CL)(t, x) =
∫
dt′h(t′, x). (61)
To integrate we change of the integration variable as
u = exp(−acxt) for x ≥ ǫx, and get
H(CL)(t, x) =
∫
du′(1 − u′2)−1/2 = − arccos(u)
= − arccos[exp(−acxt)], (62)
as well as
H(CL)(t, x) = −H(CL)(t,−x) for x < −ǫx . (63)
Similarly, since H(CL)(t, x) is an odd function with re-
spect to x, using x1 = −x2, we have
I
a(3)
(CL) =
∫ x1
x2
dxAa(CL)x|t=t2,y=0,z=0 = 0, (64)
I
a(4)
(CL) =
∫ t1
t2
dtAa(CL)t|x=x1,y=0,z=0
= λa(
1
2
k
−1/2
3 )[H(CL)(t1, x1)−H(CL)(t2, x1)]
= λa(
1
2
k
−1/2
3 )[H(CL)(t2, x2)−H(CL)(t1, x2)]. (65)
Summation of the results above yields
Ia(CL) = I
a(1)
(CL) + I
a(2)
(CL) + I
a(3)
(CL) + I
a(4)
(CL)
= −λa(k−1/23 )[arccos(exp(−acx2t2))
− arccos(exp(−acx2t1))]. (66)
For small acx2t1, the last term arccos(exp(−acx2t1)) on
the right-hand side above can be neglected, and this ap-
proximation does not significantly influence the confine-
ment behavior of the heavy fermion.
Thus, by using Aa(CL)µ = 0 for a ≥ 4, the classical
Wilson loop becomes
WC = Tr[exp(−
3∑
a=1
igcI
a
(CL)T
a)]
= Tr
{
exp[
3∑
a=1
igcλ
ak
−1/2
3 [arccos(exp(−acx2t2))]T a]
}
.
(67)
6
The matrices T a have the properties
Tr(T aT b) =
1
2
δa,b, (68)
T aT b + T bT a = 0 for a 6= b, (69)
(where δa,b is the Kronecker function) and the normal-
ization constant k3 is set to satisfy
k−13 g
2
c
3∑
a=1
(λa)2T aT a = I(3), (70)
(where I
(3)
i′j′ = δi′,j′ for i
′, j′ = 1, 2). We can then drop the
traceless odd terms in a power series of the exponential
function, and we have
WC = [Tr(I
(3))]
[
cos[arccos(exp(−acx2t2))]
]
= exp[−ac
2
(x2 − x1)(t2 − t1) + ln(Tr(I(3)))], (71)
with the help of x1 = −x2 and 0 < T(b0) ≤ t1 << t2.
Note that this area law is not obtained in the case of
Abelian gauge fields, because the matrix T a does not ap-
pear for Abelian gauge fields. In addition, since SU(N)
(such as SU(3)) includes the SU(2) subgroup, and the
condition that Aa(CL)µ = 0 for a ≥ 4 is not imposed
on quantum fluctuations, then, the derivation mentioned
above works not only for SU(2) but also SU(N).
We can show that the unlocalized function of the clas-
sical vector potential does not contribute to the Wilson
loop. Since Aa(CU)x(t,x) = 0, we have
I
a(1)
(CU) =
∫ x2
x1
dxAa(CU)x(t,x)|t=t1,y=0,z=0 = 0, (72)
I
a(3)
(CU) =
∫ x1
x2
dxAa(CU)x(t,x)|t=t2,y=0,z=0 = 0. (73)
The other contributions to the Wilson loop, from the in-
tegral parallel to the time axis, are
I
a(2)
(CU) =
∫ t2
t1
dtAa(CU)t(t,x)|x=x2,y=0,z=0, (74)
I
a(4)
(CU) =
∫ t1
t2
dtAa(CU)t(t,x)|x=x1,y=0,z=0. (75)
As was shown while demonstrating the difference be-
tween the classical localized function and the unlocalized
function, at the integral points of the Wilson loop we
have
Aa(CU)t(t,x) = 0 at y = 0, z = 0. (76)
Then,
I
a(2)
(CU) = I
a(4)
(CU) = 0, (77)
and the contribution from the unlocalized function to the
Wilson loop vanishes as
Ia(CU) = I
a(1)
(CU) + I
a(2)
(CU) + I
a(3)
(CU) + I
a(4)
(CU) = 0. (78)
Thus, the classical unlocalized function does not con-
tribute to the Wilson loop.
2.3 String tension and the physical inter-
pretation of confinement with classi-
cal vector potentials
The aforementioned formalism has a parameter ac, which
we now determine. There is no total charge density for
this classical vector potentials of Yang-Mills fields com-
posed of the localized function and the unlocalized func-
tion. The energy of the classical vector potentials at real
time t′ (that is used here) in Minkowski spacetime corre-
sponding to Euclidean time t is written by
E(C)(t
′) = E(CL)(t
′) + E(CU)(t
′), (79)
where E(CL)(t
′) and E(CU)(t
′) are the localized and un-
localized parts, respectively, and the energy associated
with each has the same form
E(CL) =
∫
dxdydzT00(CL), (80)
where
T00(CL) =
∂LF(CL)
∂(
∂A(CL)ν
∂x′0
)
∂A(CL)ν
∂x′0
− LF(CL), (81)
with
LF(CL) = −
2
4
Tr(F(CL)µν)
2. (82)
The energy of the unlocalized function is produced due to
charges associated with the change of the localized func-
tion and the energy conservation owing to the classical
equations of motion. The classical vector potentials of
the Yang-Mills field obey the classical equation of mo-
tion.
The parameter ac in the localized function of the
classical vector potential is determined from the (renor-
malization) scale-invariant energy relation at the scale-
invariant time ǫt′ , an time interval from the spacetime
point, where the heavy fermion-antifermion pair is cre-
ated. The energy of the heavy fermion-antiparticle pair
in the confining potential decreases. Taking into account
that the classical potential of the particle exists within
|x| ≤ ǫt′ (setting the speed of light to unity, c = 1),
the decreasing energy of the particle and antiparticle in
the confining linear potential is measured from the point
x = ǫt′+ ǫ
′
x, with ǫ
′
x being an infinitesimal positive value,
where the linear potential is zero. We then derive the
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decrease in energy of the particle and antiparticle via the
linear potential
E(LP)(ǫt′) = | −
ac
2
(2ǫt′)|. (83)
In the integral to obtain the energy of the localized
function of the classical vector potential, quantities such
as
[(
∫ −ǫy
−∞
dy +
∫ +∞
ǫy
dy)(
∫ −ǫz
−∞
dz +
∫ +∞
ǫz
dz)
× [w(y)]2[w(z)]2]
= 4
∫ ∞
ǫy
∫ ∞
ǫz
dydz[w(y)]2[w(z)]2 ≃ d2, (84)
which depend on the decay length d of w(y), vanish in
the limit d→ 0. The dominant terms are the integral for
squares of the field strength [−∂yAa(CL)t′ ]2 in [F a(CL)yt′ ]2
and [−∂zAa(CL)t′ ]2 in [F a(CL)zt′ ]2, which is independent of
the decay length d. These yield
E(CL)(ǫt′) = {2
∫ ∞
0
dx[
1
gc
h(ǫt′ , x)]
2}
× 4
2
{
∫ ∞
0
∫ ∞
0
dydz[(∂yw(y)w(z))
2 + (w(y)∂zw(z))
2]},
(85)
(since the above integral does not depend on d, the lim-
its ǫy → 0, ǫz → 0 and ǫx → 0 have been taken). The
integral simplifies to
∫ ∞
0
dx(h(ǫt′ , x))
2 = ζ(3)Γ(3)a2c
1
(2acǫt′)3
, (86)
where ζ(3) is a constant value of ζ function, and gives
E(CL)(ǫt′) =
ζ(3)Γ(3)
4g2c
1
ac(ǫt′)3
. (87)
The scale-invariant energy relation E(CL)(ǫt′) =
E(LP)(ǫt′) = |− acǫt′ | (setting the speed of light to unity,
c = 1), which states that the energy of the solitonlike
confining field (object) is equal to the decrease in energy
due to the linear potential, results in
ac =
ζ(3)1/2Γ(3)1/2
2gcǫ2t′
. (88)
The string tension, σ, then amounts to
σ =
1
2
ac =
ζ(3)1/2Γ(3)1/2
4gcǫ2t′
. (89)
The maximum of the particle-antiparticle distance is
the light cone diameter 2ǫt′ at the scale-invariant time ǫt′
(measured from the pair creation spacetime point with
c = 1). We set the maximum effective radius of the par-
ticle as Rp = ǫt′ , and then Dp = 2Rp, where Dp is the
maximum effective size (diameter) of the particle. Owing
to the (renormalization) scale-invariant constant prop-
erty of QCD, the continuum theory has a scale-invariant
energy, λMOM. Since our classical solution is in the con-
tinuum scheme, the scale-invariant length 1/λMOM in the
continuum theory is set to the maximum pair size, which
is twice the maximum effective size of the particle, giving
1
λMOM
= 2Dp = 4Rp = 4ǫt′. (90)
This implies that the maximum pair size is physically
scale-invariant. Our string tension is then rewritten to
σ =
4ζ(3)1/2Γ(3)1/2λ2MOM
gc
. (91)
In the string tension analysis, the lattice gauge theory
uses the relation [23]
λMOM
λLat
= 83.5, (92)
where λLat is the scale-invariant energy in the lattice
gauge theory. The original computed value for the square
root of the string tension, σLat, of the lattice gauge theory
was expressed as
√
σLat
λLat
= 167. (93)
This computed ratio decreased [22], through
√
σLat
λLat
= 92, (94)
to
√
σLat
λLat
= 77. (95)
The above theoretical relations reproduces
√
σLat =420
MeV at λMOM =210, 381 and 455 MeV, respectively. On
the other hand, since our classical field is in the contin-
uum scheme, the coupling constant, gc, is a known value,
(0.1184× 4π)1/2 [24]. Using Γ(3) = 2 and ζ(3) = 1.202,
our theoretical relation for the square root of the string
tension reproduces
√
σ = 420 MeV at λMOM =186 MeV,
which is compatible with the scale-invariant QCD en-
ergy of approximately 200 MeV. Note, the integral of
[F a(CL)µν ]
2 with respect to x can also be confirmed numer-
ically, if required. (Gaussian quadratures may be used if
the strict integral is required [25, 26].)
Now, we examine this fermion confinement state, ex-
pressed by the explicit function of the classical vector
potentials. All Aa(CL)µ(t, x, y, z) is squeezed around the
x axis connecting the heavy fermion and antifermion, re-
sulting in a linear potential. Note, the Aa(CL)t(t, x, y, z)
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takes the opposite sign on inversion of coordinate x.
This causes the Wilson loop a rotation in the tx plane.
Furthermore, the Aa(CL)t(t, x, y, z) and related charges
also take the opposite sign on inversion of coordinates
y and z. Owing to these properties, the classical local
Aa(CL)t(t, x, y, z) gives rise to the confinement, indepen-
dent of the classical unlocalized Aa(CU)t(t, x, y, z), whose
contribution vanishes because of cancellation between
terms with opposite signs.
The confinement in our scheme is caused by a spe-
cific topological object with solitonlike properties corre-
sponding to the localized function, which is a part of the
classical vector potential satisfying the classical Yang-
Mills equation. Since the localized function has the fac-
tor exp(−ac|tx|) which approaches to zero for large |tx|,
the object expressed by the localized function is local-
ized in spacetime. In addition, H(CL)(t, x) derived by
integration (the integral for a part of the solution h(t, x)
in Aa(CL)t(t,x) of the classical Yang-Mills equation) is re-
lated to the solution φ(t, x) of the following sine-Gordon
equation [27]
∂2µφ− sin(φ) = 0. (96)
The equation above has soliton solutions given by
φ−(t, x) = 4 arctan[exp(−x)], (97)
φ+(t, x) = 4 arctan[exp(+x)]. (98)
The function H(CL)(t, x) for t = 1 and ac = 1 is denoted
in terms of the solution for the sine-Gordon equation [27]
as
H(CL)(1, x) = − arccos[tan
1
4
φ−(t, x)] for x ≥ 0, (99)
H(CL)(1, x) = arccos[tan
1
4
φ+(t, x)] for x < 0. (100)
Thus we may say that the physical origin of the confine-
ment is the specific solitonlike topological object, which
disappears for large |x|. The solitonlike localized function
cannot exist without the unlocalized function, since the
localized function is necessary to satisfy the Yang-Mills
equation.
Additionally, the scale-invariant binding energy per
fermion, which is the aforementioned decreasing energy
of a fermion, is
ǫq =
E(LP)(ǫt′)
2
=
σ(2ǫt′)
2
=
ζ(3)1/2Γ(3)1/2λMOM
gc
≈ λMOM. (101)
This implies that the transition energy between the con-
finement phase and the deconfinement phase is approxi-
mately equal to λMOM.
Letting τ = 1/kBT with kB and T being the Boltz-
mann constant and temperature, respectively, the peri-
odic condition (along the temperature axis) imposed on
the classical localized function is satisfied by the substi-
tution of t with τ ′ and
Aa(CL)t(t, x, y, z)→ Aa(CL)τ (τ ′, x, y, z)
= Aa(CL)t(τ
′, x, y, z) +Aa(CL)t(τ − τ ′, x, y, z). (102)
Then, the one-way integral with respect to τ ′ correspond-
ing to the Wilson loop gives the Polyakov line [28] as
Pτ = Tr exp[−igc
∑
a
(
∫ τ−τǫ
τǫ
dτ ′Aa(CL)τ |x=x2,y=0,z=0T a)]
≈ cos[arccos(exp(−acx2τ))− arccos(exp(−acx2τǫ))]
(103)
where τǫ is a small positive quantity. By dropping the
nonessential constant, the binding energy per fermion be-
comes
ǫq(τ) = − lnPτ . (104)
The Polyakov line, Pτ , is smaller than unity for large τ
at low temperatures, indicating the confinement phase,
while Pτ approaches unity for small τ at high tempera-
tures, indicating the deconfinement phase in some sense.
The large change of Pτ occurs scale-invariantly around
τ ≈ 1/λMOM at x2 = 1/λMOM.
3 Formulation for field expression
in terms of real spacetime basis
functions
We present the expansion of fields in terms of local ba-
sis functions in real spacetime, required for the quan-
tum fluctuation analysis presented in the next section. A
four-dimensional hypercube with a central point xµp =
xµ(k,l,m,n) (which we refer to as (tk, xl, ym, zn)) is intro-
duced, where the indices k, l,m and n in p = (k, l,m, n)
run from 1 to N(µ), respectively. The points tk−1/2 and
tk+1/2 in the t-axis are defined as tk−1/2 = tk − (1/2)∆
and tk+1/2 = tk + (1/2)∆, where the infinitesimal pos-
itive ∆ is given by ∆ = tk+1 − tk = xl+1 − xl, and
we put ∆ → 0 towards the construction of a continuum
theory. (Corresponding quantities in the other axes are
represented in the same way. As mentioned in our pre-
vious paper [11], the hypercube mentioned here can be
transformed into a hyperhexahedron with curved sides,
by mapping the hypercube in a parameter spacetime to
the hyperhexahedron in real spacetime.) For a Euclidean
spacetime restricted to the region T(b0) ≤ t ≤ T(b);
−X(b) ≤ x ≤ X(b); −Y(b) ≤ y ≤ Y(b); −Z(b) ≤ z ≤ Z(b),
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a set of basis functions around the central point of the
hypercube is defined as
Ω4p(x) = Ω
4
(k,l,m,n)(t,x) = Ω
E
k (t)Ω
E
l (x)Ω
E
m(y)Ω
E
n (z),
(105)
Ωδ3µp(x) = Ω
δ3−
µp (x)− Ωδ3+µp (x), (106)
where ΩE is represented (for example, as a function of t)
by
ΩEk (t) =


1 for tk−1/2 < t < tk+1/2
0 for t ≤ tk−1/2 or t ≥ tk+1/2
, (107)
and Ωδ3−0p , Ω
δ3+
0p and ∂tΩ
E
k (t)|t=tk−1/2 are defined as (for
µ = 0)
Ωδ3−0p (x) = Ω
δ3−
0(k,l,m,n)(t,x)
= ∂tΩ
E
k (t)|t=tk−1/2ΩEl (x)ΩEm(y)ΩEn (z)∆
= δ(t− tk−1/2)ΩEl (x)ΩEm(y)ΩEn (z)∆, (108)
Ωδ3+0p (x) = −∂tΩEk (t)|t=tk+1/2ΩEl (x)ΩEm(y)ΩEn (z)∆
= δ(t− tk+1/2)ΩEl (x)ΩEm(y)ΩEn (z)∆. (109)
In the definition of Ωδ3µp above, the derivative is multi-
plied by ∆ in order to make the dimension for the latter
basis function Ωδ3µp(x) equal to that for the former basis
function Ω4p(x).
The fields are now described, in terms of Ω4q(x) and
Ωδ3µp(x), as
Aaµ(x) =
∑
p
[Aa(P1)µpΩ
4
p(x) +A
a
(P2)pΩ
δ3
µp(x)]. (110)
Additionally, the Dirac fields are denoted as
ψ(x) =
∑
p
ψpΩ
4
p(x) exp[iα
0(x) + i
∑
a
αa(x)T a], (111)
with
αa(x) =
∑
p
αapΩ
4
p(x) =
∑
p
α′ap Ω
4
p(x)∆. (112)
In the case of non-Abelian gauge fields, the conventional
gauge transformation for local fields is
δAaµ(x) = −∂µδαa(x)−
∑
b,c
f bcaδαb(x)Acµ(x). (113)
In the present formalism, the term corresponding to the
first term in the conventional gauge transformation, has
the form
− ∂µδαa(x) = −∂µ
∑
p
δα′ap Ω
4
p(x)∆ = −
∑
p
δα′ap Ω
δ3
µp(x).
(114)
By using the relations
Ω4p(x)Ω
4
q(x) = δp,qΩ
4
p(x), (115)
Ω4p(x)Ω
δ3
µq(x) = 0, (116)
the term in the present formalism, corresponding to the
second term in the conventional gauge transformation,
can be expressed in terms of the basis functions
δαb(x)Acµ(x) = [
∑
p
δαbpΩ
4
p(x)]
× [
∑
q
(Ac(P1)µqΩ
4
q(x) +A
c
(P2)qΩ
δ3
µq(x))]
=
∑
p
δαbpA
c
(P1)µpΩ
4
p(x). (117)
Therefore, the total gauge transformation in the present
formalism is given by
δAaµ(x) = −
∑
p
δα′ap Ω
δ3
µp(x)
−
∑
b,c
f bca
∑
p
δαbpA
c
(P1)µpΩ
4
p(x). (118)
By equating the above relation to
δAaµ(x) =
∑
p
δAa(P1)µpΩ
4
p(x) +
∑
p
δAa(P2)pΩ
δ3
µp(x),
(119)
we get following relations for gauge invariance:
δAa(P1)µp = −
∑
b,c
f bcaδαbpA
c
(P1)µp, (120)
δAa(P2)p = −δα′ap . (121)
The aforementioned step function takes zero value at
the upper and lower boundaries of the region, between
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which the value of the step function is unity. The ad-
vanced basis set of step functions is defined so as to con-
tain step functions, taking unity at the above upper and
lower boundaries as
ΩEk′′ (t) =


1 for tk′′−1/2 ≤ t ≤ tk′′+1/2
0 for t < tk′′−1/2 or t > tk′′+1/2
, (122)
that are inserted between the original step functions
without influencing the results. The site of the above
basis function is indicated with double prime. The step
function has non-vanishing cross terms with the deriva-
tive as
Ω4p′′(x)Ω
δ3
µq(x) = δp′′,qΩ
δ3
µq(x). (123)
This leads to the relation
δAa(P2)p′′ = −δα′ap′′ −
∑
b,c
f bcaδαap′′A
c
(P2)µp′′ , (124)
for the gauge invariance.
4 Quantum fluctuations
4.1 Action for quantum fluctuations
around the classical field
The field Aaµ(x) in the present scheme consists of the
classical field Aa(C)µ(x) and the quantum fluctuations
Aa(Q)µ(x) around this classical field. The quantum fluc-
tuation is for a SU(N) gauge field (such as SU(3)) and
Aa(Q)µ(x) may take non-zero value not only for 1 ≤
a ≤ 3 but also for a ≥ 4 unlike the classical field.
(This property may also work for other fields with the
same/generalized or similar algebra structure beyond
SU(N).) Since the present scheme is gauge invariant, we
use the gauge transformation to cancel the coefficients of
the basis set of Ω3p(x) to give the following representation
for quantum fluctuations
Aa(Q)µ(x) =
∑
p
Aa(Q)µpΩ
4
p(x). (125)
(Although the classical field is not expressed in terms of
basis functions in this paper, such an expression may be
possible.) In the action, the first-derivative terms for
quantum fluctuations around the classical field vanish
due to the classical equations of motion.
The terms of the Yang-Mills field to be considered are
S = S(2) + S(3) + S(4), (126)
where
S(2) =
1
2
∑
a
∫
d4x(∂νA
a
(Q)µ∂νA
a
(Q)µ), (127)
S(3) = −g
∑
a,b,c
fabc
∫
d4x(Ab(Q)µA
c
(Q)ν∂µA
a
(C)ν
+Ab(Q)µA
c
(C)ν∂µA
a
(Q)ν +A
b
(C)µA
c
(Q)ν∂µA
a
(Q)ν
+Ab(Q)µA
c
(Q)ν∂µA
a
(Q)ν), (128)
S(4) =
g2
4
∑
a,b,c,d,e
fabcfade
∫
d4x(Ab(Q)µA
c
(Q)νA
d
(C)µA
e
(C)ν
+Ab(Q)µA
c
(C)νA
d
(Q)µA
e
(C)ν +A
b
(Q)µA
c
(C)νA
d
(C)µA
e
(Q)ν
+Ab(C)µA
c
(Q)νA
d
(Q)µA
e
(C)ν +A
b
(C)µA
c
(Q)νA
d
(C)µA
e
(Q)ν
+Ab(C)µA
c
(C)νA
d
(Q)µA
e
(Q)ν + A
b
(Q)µA
c
(Q)νA
d
(Q)µA
e
(C)ν
+Ab(Q)µA
c
(Q)νA
d
(C)µA
e
(Q)ν +A
b
(Q)µA
c
(C)νA
d
(Q)µA
e
(Q)ν
+Ab(C)µA
c
(Q)νA
d
(Q)µA
e
(Q)ν +A
b
(Q)µA
c
(Q)νA
d
(Q)µA
e
(Q)ν).
(129)
The cubic term of the above action is small, because
the quantum coupling constant is weak for the small lat-
tice spacing; the quartic term is smaller than the cubic
term. This leaves only the quadratic term. The above
statement is further supported by the following relations:
the action in the Feynman gauge is positive as
S =
∑
a
∫
d4x[
1
4
F aµνF
a
µν +
1
2
∂µA
a
µ∂µA
a
µ]. (130)
By writing the path integral in the form
IA =
1
ZNA
∫
D[Aaµ] exp(−S) = CA, (131)
with a normalization constant ZNA, the integral over the
region
∑
aµ(A
a
µ)
2 > BA for a positive value BA amounts
to a value less than a small positive value ǫBA. The path
integral over the region
∑
aµ(A
a
µ)
2 ≤ BA truncating large
fluctuations has a finite value multiplied by the coupling
constant.
The term Ab(Q)µA
c
(C)νA
d
(Q)µA
e
(C)ν for b = d gives rise
to a local square mass (energy gap) for quantum fluctu-
ations of the Yang-Mills field. In the action
S
(41)
(CQ) =
1
4
g2fabcfade
∫
d4xAb(Q)µA
c
(C)νA
d
(Q)µA
e
(C)ν ,
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(132)
the remaining component for the case of small d in
w(ys) = exp(−ys/d), which means that the solitonlike
object of the classical localized function is thin, is
S
(41)
(CQ) =
1
4
g2fabcfabe
∫
d4xAb(Q)µA
c
(C)tA
e
(C)tA
b
(Q)µ.
(133)
For this case, the vector potential includes Green’s func-
tion and the charge density as
Aa(C)t(t,x) ≈ Aa(CU)t(t,x)
=
∫ t
T(b0)
dts
∫ X(b)
−X(b)
dxs
∫ Y(b)
−Y(b)
dys
∫ Z(b)
−Z(b)
dzs
× ρ
a
t (ts, xs, ys, zs)
4π2[(t− ts)2 + (x− xs)2 + (y − ys)2 + (z − zs)2] ,
(134)
and the charge density contains the solitonlike function
as
ρat (ts, xs, ys, zs) ≈
− 1
2d2
−acxs exp(−actsxs)
[1− exp(−2actsxs)]1/2w(ys)w(zs). (135)
The approximate integral of the vector potential,
Ac(C)t ≈
∫
d4xs[
1
d
exp(−ys
d
)][
1
d
exp(−zs
d
)]
1
r2s
× −acxs exp(−actsxs)
[1− exp(−2actsxs)]1/2
, (136)
with r2s = (t − ts)2 + (x − xs)2 + (y − ys)2 + (z − zs)2],
has
1
d
∫ +∞
0
dys exp(−ys
d
) =
1
d
∫ +∞
0
dzs exp(−zs
d
)
=
1
d
(
∫ y
0
dys +
∫ +∞
y
dys) exp[
(−(ys − y)− y)
d
] = 1,
(137)
and ∫
dts
−acxs exp(−actsxs)
[1− exp(−2actsxs)]1/2 ≈ 1. (138)
The integral with respect to xs for the pair size,
Ac(C)t ≈
∫
dxs
1
r2s
, (139)
produces the scale-invariant relation and the renormaliz-
ability, including the charge coupling, corresponding to
the scale-invariant energy as
mYM ≈ λMOM, (140)
and m2YM ≈ λ2MOM, where mYM is the Yang-Mills local
mass.
The first term we consider is
S
(2)a
Q,Q =
1
2
∫
d4x∂νA
a
(Q)µ∂νA
a
(Q)µ
=
1
2
∫
d4x(∂ν
∑
p
Aa(Q)µpΩ
4
p)(∂ν
∑
q
Aa(Q)µqΩ
4
q), (141)
which is rewritten using
∂νΩ
4
p =
1
∆
Ωδ3−νp −
1
∆
Ωδ3+νp , (142)
as
S
(2)a
Q,Q = S
(2)a
Q−,Q− − S(2)aQ−,Q+ − S(2)aQ+,Q− + S(2)aQ+,Q+,
(143)
where the former subscript Q± and the latter Q± in
S
(2)a
Q±,Q± refer to the term including the former Ω
δ3±
νp and
the latter Ωδ3±νq like
S
(2)a
Q−,Q− =
1
2
(
∑
p
∑
q
Aa(Q)µpA
a
(Q)µq
×
∫
d4x
1
∆
Ωδ3−νp
1
∆
Ωδ3−νq ). (144)
For xν = t, we get
S
(2)a
Q−,Q−,t =
1
2
[
∑
k,l,m,n
∑
K,L,M,N
Aa(Q)µ(k,l,m,n)A
a
(Q)µ(K,L,M,N)
×
∫
d4xδ(t− tk−1/2)ΩEl (x)ΩEm(y)ΩEn (z)
× δ(t− tK−1/2)ΩEL (x)ΩEM (y)ΩEN (z)]. (145)
The basis functions above have the following properties∫
dxΩEl (x)Ω
E
L (x) = δl,L∆, (146)
12
∑
K
∫
dtGk(K)δ(t− tk−1/2)δ(t− tK−1/2)
=
∑
K
Gk(K)δ(tK−1/2 − tk−1/2)
=
∫
dt′
1
∆
Gk(K)δ(t
′ − tk−1/2), (147)
where t′ = tK−1/2 = (K − 1/2)∆ + t0 with constant
t0, and Gk(K) = Gk,K . The δ function above makes
sense as an integral and results in a finite value for
tK−1/2 = tk−1/2, that is, for k = K. Then, the above
relation becomes
1
∆
Gk(K)δ(K−1/2),(k−1/2) =
1
∆
Gk(K)δk,K
=
∑
K
1
∆
Gk,Kδk,K . (148)
With the use of the relations above, we derive
S
(2)a
Q−,Q− =
1
2
(
∑
k,l,m,n
∑
K,L,M,N
Aa(Q)µ(k,l,m,n)A
a
(Q)µ(K,L,M,N)
× 4
∆
∆∆∆δk,Kδl,Lδm,Mδn,N). (149)
Roughly speaking, this corresponds to the relation of the
symbolic form
∫
dtdxdydz∂t∂t ∝ (∆)4(∆−2). We do not
consider the cubic or quartic term as aforementioned.
Now, the eigenvalues of the matrix which describes
the quadratic term S
(2)a
Q,Q are considered. The matrix to
be diagonalized has some analogy with the matrix in a
vibrational problem [29]. We express S
(2)a
Q,Q by
S
(2)a
Q,Q =
∑
p,q
Aa(Q)µpM
Q,Q
pq A
a
(Q)µq, (150)
which are represented using the matrix elements by
S
(2)a
Q,Q =
1
2
∑
k,l,m,n
∑
K,L,M,N
[Aa(Q)µ(k,l,m,n)A
a
(Q)µ(K,L,M,N)
× (2δK,kδL,lδM,mδN,n − δK,k−1δL,lδM,mδN,n
− δK,k+1δL,lδM,mδN,n + 2δK,kδL,lδM,mδN,n
− δK,kδL,l−1δM,mδN,n − δK,kδL,l+1δM,mδN,n
+ 2δK,kδL,lδM,mδN,n − δK,kδL,lδM,m−1δN,n
− δK,kδL,lδM,m+1δN,n + 2δK,kδL,lδM,mδN,n
− δK,kδL,lδM,mδN,n−1 − δK,kδL,lδM,mδN,n+1)∆2].
(151)
A set of eigenvalues ηa, associated with eigenvectors
xa(Q)µq as well as A
a
(Q)µq, is derived from a secular equa-
tion ∑
q
MQ,Qpq x
a
(Q)µq = η
axa(Q)µp. (152)
The v-th eigenvector xav(Q)µq , which will be shown to sat-
isfy the secular equation, is given by
xav(Q)µq = x
av
(Q)µ(K,L,M,N)
=
1
CN
sin(ϑKj0) sin(ϑLj1) sin(ϑM j2) sin(ϑN j3), (153)
where CN is a normalization constant, and the index jµ
runs from 1 to N(µ) (the number of hypercube central
points). The quantities ϑK (for µ = 0, for instance) are
determined from a boundary condition. When the con-
dition sin(ϑKj0) = 0 for K = N(0) + 1 is imposed, we
get
ϑK =
Kπ
N(0) + 1
. (154)
Setting p = (k, l,m, n) and q = (K,L,M,N), along
with the use of the components for Aa(Q)µp in S
(2)a
Q,Q ex-
pressed in terms of δK,k′δL,l′δM,m′δN,n′ , the secular equa-
tion becomes (for example, for µ = 0)
− ηavxav(Q)0(k,l,m,n)+
1
2
[(2xav(Q)0(k,l,m,n) − xav(Q)0(k−1,l,m,n) − xav(Q)0(k+1,l,m,n))
+ (2xav(Q)0(k,l,m,n) − xav(Q)0(k,l−1,m,n) − xav(Q)0(k,l+1,m,n))
+ (2xav(Q)0(k,l,m,n) − xav(Q)0(k,l,m−1,n) − xav(Q)0(k,l,m+1,n))
(2xav(Q)0(k,l,m,n) − xav(Q)0(k,l,m,n−1) − xav(Q)0(k,l,m,n+1))]
×∆2 = 0. (155)
The equation above is reduced to
− ηavxav(Q)0p + [(1 − c0)xav(Q)0p + (1 − c1)xav(Q)0p
13
+ (1− c2)xav(Q)0p + (1− c3)xav(Q)0p]∆2 = 0, (156)
with
cµ = cos(zµ), zµ =
jµπ
N(µ) + 1
. (157)
(The summation convention is not applied to (µ) in
parenthesis.) From the secular equation, we derive the
eigenvalues
ηav(Q)(0) = [(1− c0) + (1 − c1) + (1 − c2) + (1− c3)]∆2,
(158)
where the eigenvalues are positive. When the periodic
boundary condition is imposed on the matrix elements,
cµ are replaced by
cµ = cos(z
′
µ), z
′
µ =
jµ(2π)
N(µ)
, (159)
and zero eigenvalue appears. Thus, by imposing a
non-periodic boundary condition, a zero-eigenvalue is
avoided.
4.2 Wilson loop for quantum fluctua-
tions
Finally, we examine the contribution arising from quan-
tum fluctuations to the Wilson loop. Although Aa(C)µ =
λaA˜(C)µ for 1 ≤ a ≤ 3, and Aa(C)µ = 0 for a ≥ 4 in the
classical case, this condition is not imposed on quantum
fluctuations. From the aforementioned derivations, the
action is given by
SQ =
∑
a
∑
p,q
MpqA
a
(Q)µpA
a
(Q)µq. (160)
In the present scheme, the Wilson loop passes through
the points xµp (that is, (tk, xl, ym, zn)) and is expressed
as
WQ =
Tr
{
(I ′(3)WC)
1
ZN
∫
D[Aa(Q)µp] exp(−SQ) exp(C)
}
,
(161)
where
ZN =
∫
D[Aa(Q)µp] exp(−SQ), (162)
C = −
∑
a
∑
p
ig
∮
dxµA
a
(Q)µT
a
= −ig
∑
a
∑
p
βµpA
a
(Q)µpT
a, (163)
with
βµp =
∮
dxµΩ
4
p. (164)
In the classical part,
I ′(3) =
[
I(3) 0
0 0
]
, (165)
where I(3) is the SU(2) unit matrix and I ′(3) is a matrix
of SU(N) such as SU(3).
As was described in the previous section, the ma-
trix Mpq is diagonalized by the transformation A
′a
(Q)µp =∑
q RpqA
a
(Q)µq and the action has the form
SQ =
∑
a
∑
p
ηa(µ)p(A
′a
(Q)µp)
2, (166)
where ηa(µ)p is the eigenvalue associated with A
′a
(Q)µp.
(The summation convention is not applied to (µ) in
parenthesis.) Then, the Wilson loop is written as
WQ = Tr
{
(I ′(3)WC)
1
ZN
∫
D[A′a(Q)µp]
× exp(−i
∑
a
∑
p
B′aµpA
′a
(Q)µp)
× exp(−
∑
a
∑
p
ηa(µ)p(A
′a
(Q)µp)
2)
}
, (167)
where
B′aµp = g
∑
q
βµqR
−1
qp T
a. (168)
Because odd terms with respect to A′a(Q)µp vanish in
the Gaussian integral independent of the matrices T a,
the Wilson loop is given by
WQ = Tr
{
(I ′(3)WC)
1
ZN
ΠaΠp
∫
dA′a(Q)µp
× cos(B′aµpA′a(Q)µp) exp[−ηa(µ)p(A′a(Q)µp)2]
}
= Tr
{
(I ′(3)WC)
1
ZN
ΠaΠp(
π
ηa(µ)p
)1/2 exp[− (B
′a
µp)
2
4ηa(µ)p
]
}
.
(169)
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The normalization constant ZN is denoted as
ZN = ΠaΠp(
π
ηa(µ)p
)1/2. (170)
Therefore, by writing as B′aµp = B˜
′
µpT
a, we get the fol-
lowing Wilson loop
WQ = Tr
{
(I ′(3)WC) exp[−
∑
a
∑
p
(B˜′µp)
2
4ηa(µ)p
T aT a]
}
.
(171)
In the relation above,
∑
a T
aT a is proportional to the
unit matrix, and the quantum contribution to the Wilson
loop from the non-Abelian gauge field mentioned above
has the same form as that from the Abelian gauge field.
The Wilson loop is then given by
WQ =WC exp[−(t2 − t1)VC(x2 − x1)], (172)
where VC denotes a Coulomb potential. Hence, (by drop-
ping the constant) we have the quantum potential in ad-
dition to the classical potential
V (x2 − x1) = − 1
t2 − t1 lnWQ
=
ac
2
(x2 − x1) + VC(x2 − x1). (173)
The analytical confining potential derived above is com-
posed of a linear term + Coulomb term. Previously,
a confining potential composed of linear and Coulomb
terms was obtained numerically using the Wilson’s lat-
tice gauge theory. In addition to fermion confinement,
this mechanism also works for pure non-Abelian fields.
When two field sources with the opposite signs are cre-
ated due to self-interaction, classical fields are shifted
from zero field, and generate local mass (energy gap) for
quantum fluctuations.
The contribution of quantum fluctuations to the
Polyakov line is also independent of the gauge group,
and the new phenomenon beyond the Abelian case does
not occur in this case.
5 Conclusions
We have presented an example of an analytic function
for classical vector potentials of Yang-Mills fields for a
heavy fermion-antifermion pair, which leads to fermion
confinement. The string tension of the linear potential
between the particles was derived and its physical im-
plications were provided. Quantum fluctuations around
the classical field were described using real spacetime ba-
sis functions in the path integral scheme. The quantum
fluctuations dealt with a Coulomb term in addition to
the linear potential caused by the classical fields between
particles.
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