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Abstract
The group theoretic method is applied for solving problem of the 'ow of an elastico-viscous liquid past
an in(nite 'at plate in the presence of a magnetic (eld normal to the plate. The application of one-parameter
transformation group reduces the number of independent variables, by one, and consequently the system of
governing partial di4erential equations with boundary conditions reduces to a system of ordinary di4erential
equations with appropriate corresponding conditions. Numerical solution of the velocity (eld and heat transfer
have been obtained. The e4ect of the magnetic parameter M on velocity (eld, shear stress, temperature (elds
and heat transfer has been discussed.
c© 2004 Elsevier B.V. All rights reserved.
1. Introduction
The problem of 'uctuating 'ow of an elastico-viscous 'uid past an in(nite 'at plate under the
condition of very small elastic parameter was studied by Soundalgekar and Puri [15]. The governing
equations of motion for the steady state yield a third-order nonlinear di4erential equation, when the
elasticity e4ect is taken into consideration, to be solved subject to two boundary conditions only.
To overcome this di=culty, they [15] used a method which was developed in [6] based on a small
elastic parameter to give approximate results for the velocity in the boundary layer of the plate.
Later on, in [10] showed that this method, although mathematically acceptable, might give values of
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the velocity greater than that of the free stream, which are rejected as physically unacceptable. As a
result, the solution of Soundalgekar and Puri is only valid in a region very close to the plate on near
the edge of boundary layer. Frater [10] also pointed out that the third-order di4erential equation can
be solved subject to the boundary conditions at the plate and at in(nity together with an additional
condition, i.e., the solution for the velocity should tend to the Newtonian value when the elastic
parameter vanishes.
In the present work we consider the 'ow of an electrically conducting, incompressible elastico-
viscous 'uid past a 'at plate coinciding with the plane y = 0, such that the 'ow is con(ned to the
region y¿ 0, assuming that the magnetic (eld is normal to the plate on which the boundary layer
is formed. This type of problems has applications to engineering processes and polymer technology.
The main purpose of this work is to study the e4ect of magnetic (eld on velocity and shear stress.
The mathematical technique in the present analysis is the parameter-group transformation, which
allows the number of independent variables in some systems of partial di4erential equations to be
reduced by one. The method is rather simple to apply and it is possible to obtain a new system of
partial di4erential equations with/without continuing to obtain ordinary di4erential equations.
The base of the group-theoretical method is contained in the general theory of both continuous
and discrete transformations groups that were introduced and treated extensively in [12] in 1881.
The applied transformation could also be determined using the techniques of Modern Group Analysis
that was illustrated in [5,7,11,13,14]. The present method has been applied in [1–4,8].
2. Mathematical formulation of the problem
In terms of the stream function  the boundary layer equations for a steady 'ow of an electrically
conducting, incompressible elastico-viscous 'uid past a 'at plate coinciding with the plane y = 0,
such that the 'ow is con(ned into the region y¿ 0. Assuming that the magnetic (eld is normal to
the plate on which the boundary layer is formed. The governing equations of motion are given in [6]
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where “M” is the magnetic parameter, “k” is a small nondimensional elastic parameter representing
the non-Newtonian character of the 'uid and “Pr” is the Prandtl number. The boundary conditions are:
y = 0:
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y→∞T = 0; (2.4)
where T0 and U0 are constants.
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It is noticed that Eq. (2.1) characterizing the 'ow has one derivative w.r.t. x and four derivatives
w.r.t. y, but there are only three boundary conditions. To obtain a solution, we need two extra
boundary conditions. To overcome this requirement of additional conditions, we seek a solution of
Eq. (2.1) in the form
 =  0 + k 1 + O(k2); (2.5)
where  0 and  1 are the (rst and second approximations of the stream function. Therefore Eqs.
(2.1)–(2.4) can be converted to
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Notice that, as k → 0,  →  0 and hence  0 must satisfy the same conditions as  .
3. Solution of the problem
The method of solution depends on the application of a one-parametric group transformation to the
system of partial di4erential equations (2.6)–(2.8). Under this transformation, the two-independent
variables will be reduced by one and the di4erential equations (2.6)–(2.8) transform into an ordinary
di4erential equation in only one-independent variable, which is the similarity variable.
3.1. The group systematic formulation
The procedure is initiated with the group G, a class of transformation of one parameter “a” of
the form
G : NS = Cs(a)S + Ps(a); (3.1)
202 M.M. Helal, M.B. Abd-el-Malek / Journal of Computational and Applied Mathematics 173 (2005) 199–210
where “S” stands for x; y;  0;  1; T and the C’s and P’s are real-valued functions and at least
di4erentiable in the real parameter “a” that leads to a single-independent variable (the similarity
variable).
3.2. The invariance analysis
To transform the di4erential equation, transformations of the derivatives are obtained from G via
chain-rule operations
S Ni =
(
Cs
Ci
)
Si; Sij =
(
Cs
CiCj
)
Si; i = x; y; j = x; y; (3.2)
where “S” stands for  0;  1 and T .
Eqs. (2.6)–(2.8) are said to be invariantly transformed whenever
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for some functions H1(a), H2(a) and H3(a) which may be constants.
Substitution from (3.1) into Eqs. (3.3)–(3.5) for the independent variables, the functions and their
derivatives yields
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and
R3(a) = 0: (3.11)
The invariance of Eqs. (3.6)–(3.8) implies R1(a)=R2(a)=R3(a) ≡ 0. This is satis(ed by putting
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which yields
Cx = (Cy)2; C 0 = Cy and C 1 =
1
Cy
: (3.16)
Moreover, the boundary conditions (2.9) and (2.10) are also invariant in form, that implies
Py; PT = 0 and CT = 1: (3.17)
Finally, we get the one-parameter group G which transforms invariantly, the di4erential equations
(3.6)–(3.8) and the boundary conditions (2.9) and (2.10). The group G is of the form
G:
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3.3. The complete set of absolute invariants
Our aim is to make use of group methods to represent the problem in the form of an ordinary
di4erential equation (similarity representation) in a single independent variable (similarity variable).
Then we have to proceed in our analysis to obtain a complete set of absolute invariants. In addition to
the absolute invariant of the independent variable, there are three absolute invariants of the dependent
variables  0;  1 and T .
If = (x; y) is the absolute invariant of the independent variables, then
gj(x; y;  0;  1; T ) = Fj[(x; y)]; j = 1; 2; 3; (3.19)
which are the three absolute invariants corresponding to  0;  1 and T . If a function g=g(x; y;  0;  1; T )
is an absolute invariant of a one-parameter group if it satis(es the following (rst-order linear di4er-
ential equation:
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(a0); i = 1; 2; : : : ; 5; (3.21)
where a0 denotes the value of “a” which yields the identity element of the group.
From group (3.18) and using (3.21), we get
1 = 2 = 3 = 4 = 5 = 0:
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At (rst, we seek the absolute invariant of the independent variables. Owing to (3.20), (x; y) is
an absolute invariant if it satis(es the (rst-order linear partial di4erential equation
1x
@
@x
+ 2y
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@y
= 0: (3.22)
Eq. (3.22), has a solution of the form
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 =
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Similarly, the absolute invariants analysis of the dependent variables  0;  1 and T are
 0(x; y) = 0(x)F0();
 1(x; y) = 1(x)F1();
T (x; y) = (): (3.24)
3.4. The reduction to ordinary di5erential equation
As the general analysis proceeds, the established forms of the dependent and independent absolute
invariant are used to obtain ordinary di4erential equations. Generally, the absolute invariant (x; y)
has the form given in (3.23).
Substituting from (3.24) into (2.6) yields
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For (3.25) to be reduced to an expression in a single-independent variable , the coe=cients in
(3.25) should be constants or functions of . Thus,
1− 2 = 0; (3.26)
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Thus,  = 0:5.
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Substitute from the above results and from (3.24) into Eq. (2.7), we obtain
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Again for (3.31) to be reduced to an expression in a single-independent variable , the coe=cients
in (3.31) should be constants or functions of . Thus,
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Assuming C3 = 1, then 1 = 1=
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x, and therefore C4 =−0:5. From which Eq. (3.31) takes the form
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Finally, using (3.24), Eq. (2.8) will be converted to the following ordinary di4erential equation:
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where F = F0 − (k=x)F1. Thus, under the similarity variable , Eqs. (2.6)–(2.8) and their boundary
conditions (2.9) and (2.10) will be transformed into the following system of di4erential equations:
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with the following appropriate corresponding conditions:
= 0: F0() = 0;
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dF1()
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() = T0; (3.39)
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= 0; lim
y→∞ () = 0: (3.40)
It is clear that Eq. (3.36) is the Blasius equation when M = 0.
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4. Numerical results
For convenience, let U0 = T0 = 1, the set of high-order di4erential equations (3.36)–(3.38) with
the boundary conditions (3.39) and (3.40) have been solved numerically using fourth-order
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Fig. 1. E4ect of magnetic parameter M on the (rst approximation of (a) stream function pro(les at Pr=0:7; (b) velocity
pro(les at Pr = 0:7 and (c) shear stress pro(les at Pr = 0:7.
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Fig. 2. E4ect of magnetic parameter M on (a) temperature pro(les at Pr = 0:7 and (b) heat transfer pro(les at Pr = 0:7.
Runge–Kutta shooting method. We have an initial value problem from 0 =0 to ∞, where ∞ is a
su=ciently large number, setting ∞=6 yields satisfactory plot for the present problem. The results
of F0 for M = 0 agree with Ref. [9].
Fig. 1(a) shows the (rst approximation of stream function F0 as a function of the similarity
variable  for various values of magnetic parameter M , with Pr = 0:7 and k = 0:2. It is noticed
that the stream function F0 decreases and comes near to each other as the magnetic parameter M
increases. Fig. 1(b) shows the variation of (rst approximation of the velocity F ′0 with  for various
values of magnetic parameter M . It is clear that the velocity of the 'uid decreases with the increase
of the magnetic parameter. In addition, this (gure shows that the smaller the value of M , the faster
it reaches the maximum value of F ′0. Fig. 1(c) shows the variation of (rst approximation of the
shear stress F ′′0 with  for various values of magnetic parameter M . It is obvious that the shear
stress changes depending on the magnetic parameter and the distance. For the small value of M ,
the shear stress starts with the high value, and then decreases with increasing distance. For the high
value of M , the shear stress starts with a lower value, and then increases with the distance.
Fig. 2(a) shows the variation of the temperature  with . It is clear that the temperature increases
with increasing the magnetic parameter M . For M =1 the dependency of temperature on  is almost
linear. Fig. 2(b) shows the variation of the heat transfer ′ with . It is clear that the heat transfer
starts with a higher value for the lower values of the magnetic parameter M and then decreases.
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Fig. 3. E4ect of Prandtl number Pr on (a) temperature pro(les at M = 0 and (b) heat transfer pro(les at M = 0.
In addition, for the lower values of the magnetic parameter M , the variation of the heat transfer ′
with  tends to be uniform and takes the horizontal shape.
The e4ect of Prandtl number Pr on the temperature and heat transfer is illustrated in Fig. 3(a)
and (b). The results are obtained for Pr = 0:7, 2, 6 and 10. For the temperature pro(le, Fig. 3(a)
indicates the occurrence of the rapid decrease in : This becomes more evident for larger values of
Pr. Also, Fig. 3(b) shows the rapid decrease in the heat transfer for the increasing values of Pr.
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