Online inverse reinforcement learning with unknown disturbances by Self, Ryan et al.
Online inverse reinforcement learning with unknown disturbances
Ryan Self, Moad Abudia and Rushikesh Kamalapurkar
Abstract— This paper addresses the problem of online inverse
reinforcement learning for nonlinear systems with modeling
uncertainties while in the presence of unknown disturbances.
The developed approach observes state and input trajectories
for an agent and identifies the unknown reward function online.
Sub-optimality introduced in the observed trajectories by the
unknown external disturbance is compensated for using a
novel model-based inverse reinforcement learning approach.
The observer estimates the external disturbances and uses
the resulting estimates to learn the dynamic model of the
demonstrator. The learned demonstrator model along with the
observed suboptimal trajectories are used to implement inverse
reinforcement learning. Theoretical guarantees are provided
using Lyapunov theory and a simulation example is shown to
demonstrate the effectiveness of the proposed technique.
I. INTRODUCTION
Based on the premise that the most succinct representation
of the behavior of an entity is its reward structure [1],
this paper aims to recover the reward (or cost) function
of an agent by observing the agent performing a task and
monitoring its state and control trajectories. The reward
function estimation is performed in the presence of modeling
uncertainties and unknown disturbances. This process of
learning an agent’s reward function is known as inverse
reinforcement learning (IRL) [1], [2].
IRL methods are proposed in [1] and reward function
estimation techniques using IRL for problems formulated
as Markov Decision Processes (MDP) are shown in [3]–
[5]. Since solutions to the IRL problems are generally not
unique, the maximum entropy principle is developed in [6]
to help differentiate between the various solutions. In [7], the
authors develop a Maximum Causal Entropy IRL technique
for infinite time horizon problems where a stationary soft
Bellman policy which helps enable the learning of the
transition models is utilized. Beyond this, many extensions
of IRL include the formulation of feature constructions [8],
solving IRL using gradient based methods [9], and game
theoretic approaches [10], which suggest the possibility of
finding solutions that outperform the expert. IRL is also
extended to nonlinear problems using Gaussian Processes,
such as [11].
The aforementioned IRL techniques and inverse optimal
control methods [12] are extensively utilized to teach au-
tonomous machines to perform specific tasks in an offline
setting [13]. However, these offline approaches do not have
the robustness to uncertainties required for online imple-
mentation. Inspired by the success of model-based real-time
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reinforcement learning methods such as in [14] and [15] and
the online IRL/Inverse Optimal Control (IOC) results for
linear systems in [16] and [17], this paper presents an IRL
technique for nonlinear systems. In this paper, the results of
[18] are extended to address the problem of online IRL in
the presence of disturbances by developing a recursive IRL
technique.
The main contribution of this paper is the development of
a novel method for reward function estimation for an agent
with unknown dynamics in the presence of disturbances. The
developed technique in this paper builds on the previous
work in [18] where a batch IRL method is utilized that relies
on optimal demonstrations, and as such, does not consider
external disturbances affecting the agent being observed. The
recursive IRL update results in smoother weight estimates
and admits Lyapunov-based performance guarantees. Ad-
dressing the complexities resulting for disturbance-induced
sub-optimality of the demonstrations is one of the major
technical contributions of this paper. The suboptimal obser-
vations make model-free IRL methods challenging because
they are entirely trajectory driven, and in general, require
either optimal or near optimal observations. The novelty
in the technique developed in this paper is the use of
model-based IRL to compensate for the disturbance-induced
sub-optimality. If dynamic models of the agents under ob-
servation are unavailable, they need to be learned from
data. However, the disturbances make system identification
challenging, and the resulting models are typically poor. To
overcome this challenge, it is assumed that the observer and
demonstrator are co-located and as a result, experience the
same disturbance. One can then learn the disturbances using
their effects on the observer and use the resulting estimates
to learn the dynamic model of the agent under observation.
A model-based IRL method can then be deployed to learn
the unknown reward function.
The paper is organized as follows: Section II explains
the notation used throughout the paper. Section III details
the problem formulation and how the additional challenges
related to disturbances are addressed. Section IV details the
disturbance estimator for this method. Section V shows the
developed parameter estimator. Section VI explains the IRL
algorithm. Section VII shows a simulation example for the
proposed method and Section VIII concludes the paper.
II. NOTATION
The notation Rn represents the n−dimensional Euclidean
space, and the elements of Rn are interpreted as column
vectors, where (·)T denotes the vector transpose operator.
The set of positive integers excluding 0 is denoted by N. For
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a ∈ R, R≥a denotes the interval [a,∞), and R>a denotes the
interval (a,∞). If a ∈ Rm and b ∈ Rn, then [a; b] denotes
the concatenated vector
[
a
b
]
∈ Rm+n. The notations In and
0n denote the n×n identity matrix and the zero element of
Rn, respectively. Whenever it is clear from the context, the
subscript n is suppressed.
III. PROBLEM FORMULATION
Consider two agents, Agent 1 and Agent 2, where Agent
1 is monitoring the behavior of Agent 2. Agent 1 has the
following dynamics
x˙1 = f1(x1, u1) + d1, (1)
where x1 : R≥T0 → Rn is the state, u1 : R≥T0 → Rm is
the control, f1 : Rn × Rm → Rn are the dynamics, d1 :
R≥T0 → Rn is a disturbance acting on Agent 1, and T0 is
the initial time. The dynamics for Agent 2 are
x˙2 = f2(x2, u2) + d2, (2)
where x2 : R≥T0 → Rn is the state, u2 : R≥T0 → Rm is
the control, f2 : Rn × Rm → Rn are the dynamics, and
d2 : R≥T0 → Rn is a disturbance acting on the Agent 2.
Agent 2 is attempting to follow a policy that minimizes
the following performance index
J(x0, u(·)) =
∫ ∞
T0
r(x(t;x0, u(·)), u(t)) dt, (3)
where x (·;x0, u(·)) is the trajectory generated by the optimal
controller u(·) for the undisturbed dynamics that minimizes
the performance index in (3) starting at x0 and beginning at
time T0. The main objective of this paper is to estimate the
unknown reward function, r, in the presence of disturbances
and uncertainties in the dynamics.
The following assumptions are used in the analysis of the
paper.
Assumption 1. The disturbances affecting both agents are
identical, i.e. d1 (t) = d2 (t) = d(t),∀t.
Assumption 2. The unknown reward function r is quadratic
in the control, i.e.,
r(x, u) = Q(x) + uTRu, (4)
where R ∈ Rm×m is a positive definite matrix, such that R =
diag([r1, · · · , rm]), and the function Q can be represented
using a neural network as Q(x) = (W ∗Q)
TσQ(x) + Q(x) is
a positive definite function, where W ∗Q := [q1, · · · , qL]T are
ideal reward function weights, σQ : Rn → RL are known
continuously differentiable features, and Q : Rn → R is the
approximation error.
Assumption 3. The dynamics for Agent 2 can be expressed
as
x˙2 = f
o
2 (x2, u2) + θ
T
2 σ2(x2, u2) + d, (5)
where fo2 : Rn × Rm → Rn denotes the nominal dynamics,
θT2 σ2 is a parameterized estimate of the uncertain part of
the dynamics, θ2 ∈ Rp×n is a matrix of unknown constant
parameters, and σ2 : Rn × Rm → Rp are known features.
If Agent 1 and Agent 2 are co-located and of similar size
then the disturbances affecting them can be reasonably as-
sumed to be equal. Assumption 2 facilitates the IRL problem
formulation in Section VI, and Assumption 3 facilitates the
parameter estimation in Section V.
A solution to the two-agent IRL problem described above
is proposed in the following.
Due to the unknown disturbance d acting on Agent 2,
the observed trajectories corresponding to Agent 2 will no
longer be optimal with respect to its unknown performance
index. As a result, a purely data-driven implementation of
IRL would yield incorrect reward function estimates. Instead,
in this paper, the state trajectories for Agent 2 are measured
and the reward function is estimated using a model-based
approach that compensates for the trajectory deviations. The
unknown disturbance, d, is estimated by Agent 1 using its
known internal model, and Agent 1 implements a parame-
ter estimator that incorporates the disturbance estimates to
calculate the unknown parameters in the dynamics of Agent
2. Finally, both the disturbance and parameter estimates are
used by Agent 1 to estimate the unknown reward function
that Agent 2 is acting with respect to.
The following sections; disturbance estimation, parame-
ter estimation, and inverse reinforcement learning, are per-
formed in parallel and in real-time.
IV. DISTURBANCE ESTIMATION
While the IRL method discussed in the following can
be developed using any disturbance estimator that results in
uniform ultimate boundedness of the disturbance estimation
error, the following exponential disturbance estimator (in-
spired by [19]) is used in this paper for ease of exposition.
The disturbance estimation is performed only by Agent 1,
and for clarity, the subscripts in the dynamics will be omitted
in this section.
The unknown disturbance acting on the agents is assumed
to be an additive disturbance that is generated from the
exogenous linear system
ζ˙ = Aζ, (6)
d = Cζ, (7)
where ζ : R≥T0 → RN , A ∈ RN×N , C ∈ Rn×N , and d :
R≥T0 → Rn is the disturbance.
The disturbance estimator is designed as
˙ˆ
ζ = Aζˆ +K
(
x˙−
(
f (x, u) + dˆ
))
, (8)
and
dˆ = Cζˆ, (9)
where K ∈ RN×n is a gain matrix.
The following theorem utilizes Lyapunov-based arguments
to establish exponential convergence of the disturbance esti-
mator.
Theorem 1. If (A − KC) is negative definite, then the
disturbance estimation error converges exponentially to zero.
Proof. Define the error for the exogenous linear system as
ζ˜ = ζ − ζˆ. (10)
Consider the positive definite candidate Lyapunov function
Vd(ζ˜) =
1
2
ζ˜T ζ˜. (11)
Taking the time-derivative of (11), using (6), and (8)
V˙d(ζ˜) = ζ˜
T
(
Aζ −Aζˆ −K
(
x˙−
(
f (x, u) + dˆ
)))
. (12)
Using (2) and simplifying, results in
V˙d(ζ˜) = ζ˜
T
(
Aζ˜ −K
(
d− dˆ
))
. (13)
Using (7) and (9)
V˙d(ζ˜) = ζ˜
T (A−KC) ζ˜. (14)
Using (14), provided A − KC is negative definite, it can
be concluded that ζ˜ converges exponentially to zero. Since
d˜ = Cζ˜, d˜ has the same convergence rate as ζ˜.
V. PARAMETER ESTIMATION
A parameter estimator, motivated by the authors’ previous
work in [20], is developed in this section. Since parameter
estimation is performed only for Agent 2, for clarity, the
subscripts for the dynamics will be omitted in this section.
A. Parameter Estimator
Integrating (5) over the interval [t− T, t] for some con-
stant T ∈ R>0,1
x (t)− x (t− T ) =
∫ t
t−T
fo (x(γ), u(γ)) dγ
+ θT
∫ t
t−T
σ (x(γ), u(γ)) dγ +
∫ t
t−T
d (γ) dγ. (15)
The expression in (15) can be rearranged to form the affine
system
X (t) = F (t) + θTS (t) +D (t) , ∀t ∈ R≥T0 (16)
where
X (t) :=
{
x(t)− x (t− T ) , t ∈ [T0 + T,∞) ,
0, t < T0 + T,
(17)
F (t) :=
{∫ t
t−T f
o (x(γ), u(γ)) dγ, t ∈ [T0 + T,∞) ,
0, t < T0 + T,
(18)
1If the integration interval is selected to be too short, there may not be
enough information in the vector Xi to achieve accurate parameter esti-
mation. If the integration interval is selected too long, parameter estimates
may not be available during transients where they are needed the most.
The development of a reasonable heuristic that guides the selection of the
integration interval is a topic for future research.
S (t) :=
{∫ t
t−T σ (x(γ), u(γ)) dγ, t ∈ [T0 + T,∞) ,
0, t < T0 + T,
(19)
and
D (t) :=
{∫ t
t−T d (γ) dγ, t ∈ [T0 + T,∞) ,
0, t < T0 + T.
(20)
The affine error system in (16) motivates the adaptive esti-
mation scheme that follows, in which a concurrent learning
[21] technique is developed that utilizes recorded data stored
in a history stack to drive parameter estimation.
A history stack, HPE , is a set of data points{(
Xi, Fi, Si, Dˆi
)}M
i=1
such that
Xi = Fi + θ
TSi + Dˆi + Ei, ∀i ∈ {1, · · · ,M} , (21)
where Ei = Di − Dˆi, and
Dˆ (t) :=
{∫ t
t−T dˆ (γ) dγ, t ∈ [T0 + T,∞) ,
0, t < T0 + T.
(22)
HPE is called full rank if there exists a constant c ∈ R such
that
0 < c < λmin {S } , (23)
where the matrixS ∈ Rp×p is defined asS := ∑Mi=1 SiSTi .
The concurrent learning update law to estimate the unknown
parameters is then given by
˙ˆ
θ = αθΓθ
M∑
i=1
Si
(
Xi − Fi − θˆTSi − Dˆi
)T
, (24)
where αθ ∈ R>0 is a constant adaptation gain, and Γθ :
R≥0 → Rp×p is the least-squares gain updated using the
update law
Γ˙θ = βθΓθ − αθΓθS Γθ, (25)
where βθ ∈ R>0 is a constant gain. Using arguments similar
to [22, Corollary 4.3.2], it can be shown that provided
λmin
{
Γ−1θ (0)
}
> 0, the least squares gain matrix satisfies
ΓθIp ≤ Γθ (t) ≤ ΓθIp, (26)
where Γθ and Γθ are positive constants, and Ip denotes an
p×p identity matrix. If a full rank history stack that satisfies
(21) is not available a priori, then the data points can be
recorded online.
From the Lyapunov analysis in Section V-B, it is observed
that the rate of decay for the parameter estimation error is
proportional to the minimum singular value ofS . Therefore,
to promote faster convergence for the parameter estimates,
a minimum singular value maximization algorithm is devel-
oped. At each time t, the algorithm takes the current new
data point,
(
X∗, F ∗, S∗, Dˆ∗
)
, and checks if replacing the
new data point with any data point currently in the history
stack increases the minimum singular value. If the new data
point does increase the minimum singular value, that is,
λmin
∑
i6=j
SiS
T
i +SjS
T
j
< λmin
(∑
i6=j SiS
T
i +S
∗S∗T
)
(1 + ψ)
,
(27)
where λmin represents the minimum singular value of a
matrix and ψ is a positive constant, then the new data point
replaces the data point currently in the HPE that results in
the largest increase in the minimum singular value, if not the
new point is discarded.
Using Lyapunov arguments, it can be shown (see Section
V-B) that the parameter estimation error is directly related to
the error Ei in (21). Using the fact that newer values of Dˆi
result in smaller Ei due to the exponential convergence of
the disturbance estimates, a purging algorithm is developed
to eliminate inaccurate data from HPE .
The algorithm maintains two history stacks, a main history
stack and a transient history stack, labeled HPE and GPE ,
respectively. As soon as GPE is full and sufficient time
has elapsed since the last purge (see Section V-B), HPE
is emptied and GPE is copied into HPE .
B. Analysis
A Lyapunov based analysis, summarized in the following
theorem, is performed to show convergence for the parameter
estimator developed in Section V-A.
Remark 1. To facilitate the following Lyapunov analysis, the
dynamics for the parameter estimation error can be expressed
as
˙˜
θ = −αθΓθS θ˜ − αθΓθ
M∑
i=1
SiEi, (28)
by using (21) and (24), along with the error being defined
as θ˜ = θ − θˆ.
The stability result is summarized in the following theo-
rem.
Theorem 2. Provided the sequences of history stacks,
HPE1 ,HPE2 , . . . , are uniformly full rank2 and d˜ converges to
zero exponentially, then for time intervals [Ts, Ts+1) ∀s ∈ N,
as s→∞, ‖θ˜(Ts)‖ → 0.
Proof. Consider the candidate Lyapunov function
Vθ(θ˜, t) =
1
2
θ˜TΓ−1θ (t)θ˜. (29)
Using the bounds in (26), the candidate Lyapunov function
satisfies
1
Γθ
∥∥∥θ˜∥∥∥2 ≤ Vθ (θ˜, t) ≤ 1
Γθ
∥∥∥θ˜∥∥∥2 . (30)
The time-derivative of (29) results in
V˙θ(θ˜, t) = θ˜
TΓ−1θ (t)
˙˜
θ +
1
2
θ˜T Γ˙−1θ (t)θ˜. (31)
Using (24) and (25), along with the identity Γ˙−1 =
−Γ−1Γ˙Γ−1, V˙θ can be expressed as
V˙θ(θ˜, t) = −1
2
αθ θ˜
TS θ˜− 1
2
βθ θ˜
TΓ−1θ (t)θ˜−αθ θ˜T
M∑
i=1
SiETi .
2The authors definition of uniformly full rank history stacks HPEs
requires a constant lower bound on c in (23) ∀s ∈ N.
Using the Cauchy-Schwartz inequality, and bounds in (23)
and (26), V˙θ can be bounded by
V˙θ(θ˜, t) ≤ −1
2
(
αθc+
βθ
Γθ
)∥∥∥θ˜∥∥∥2 + αθ ∥∥∥θ˜∥∥∥ M∑
i=1
‖Si‖ ‖Ei‖ .
(32)
Since the states and controls are bounded, ‖Si‖ is bounded
for all i. The upper bound is defined as
S := M max{Si},∀i ∈ [1, . . . ,M ]. (33)
Using this upper bound and Young’s Inequality, V˙θ becomes
V˙θ(θ˜, t) ≤ −AVθ
(
θ˜, t
)
+B, (34)
where A and B are defined as
A :=
Γθ
4
(
αθc+
βθ
Γθ
)
, (35)
B :=
(αθS
∑M
i=1 ‖Ei‖)2
αθc+ βθ/Γθ
. (36)
Due to the purging of the data to remove erroneous estimates
dˆ from HPE , further analysis is needed to show param-
eter convergence. Let the purging instances be defined as
T1, T2, . . . that maintain a minimum dwell time, T , such that
Ts+1 − Ts ≥ T > 0, ∀s ∈ N.
Solve equation (34) over any time interval [Ts, Ts+1),
yields
V s+1 ≤ V se−A(t−Ts) + Bs+1
A
, (37)
where V s ≥
∥∥∥Vθ (θ˜ (Ts) , Ts)∥∥∥ and Bs+1 denotes the value
of B over interval [Ts, Ts+1). Due to the exponentially
decreasing error term ‖Ei‖, it can be seen that
Bs > Bs+1,∀s = 1, 2, . . . , (38)
and lim
s→∞Bs = 0. Furthermore, the dwell time condition
results in the bound
V s+1 ≤ V se−AT + Bs+1
A
,∀s = 0, 1, 2, 3, . . . ,
If the bounds Bs are selected so that
Bs+1 > 2Bse
−AT ,∀s = 0, 1, . . . , (39)
then
V s+1 ≤ 2Bs+1
A
,∀s = 0, 1, 2, . . . , (40)
where B0 := AV02 . As a result, lims→∞V s = 0. It can further
be concluded that
∥∥∥θ˜ (Ts)∥∥∥→ 0 as s→∞.
Remark 2. There is no loss of generality in assuming (39)
since the bounds Bs can be artificially inflated to meet (39).
VI. INVERSE REINFORCEMENT LEARNING
The formulation of IRL in the following two sections
closely follows the authors’ previous work in [18]. In ad-
dition, IRL is performed only on Agent 2, and the subscripts
for the dynamics are omitted in the next sections.
A. Inverse Bellman Error
Under the premise that Agent 2 implements a feedback
controller that would be optimal in a disturbance-free en-
vironment, the state and control trajectories, x(·) and u(·),
satisfy the Hamilton-Jacobi-Bellman equation
H
(
x (t) ,∇x (V ∗ (x (t)))T , u (t)
)
= 0,∀t ∈ R≥0, (41)
where the unknown optimal value function is V ∗ : Rn → R
and H : Rn × Rn × Rm → R is the Hamiltonian, defined
as H(x, p, u) := pT f(x, u) + r(x, u). The goal of IRL is
to accurately estimate the reward function, r. To aid in the
estimation of the reward function, let Vˆ : Rn × RP → R,(
x, WˆV
)
7→ WˆTV σV (x)+V (x) be a parameterized estimate
of the optimal value function V ∗, where WˆV ∈ RP are
the estimates of the ideal value function weights W ∗V , σV :
Rn → RP are known continuously differentiable features,
and V : Rn → R is the resulting approximation error. Using
θˆ, WˆV , WˆQ, and WˆR, which are the estimates of θ, W ∗V ,
W ∗Q, and W
∗
R := [r1, · · · , rm]T , respectively, in (41), the
inverse Bellman error δ′ : Rn × Rm × RL+P+m × Rp → R
is obtained as
δ′
(
x, u, Wˆ , θˆ
)
=WˆTV ∇xσV (x) Yˆ (x, u, θˆ) + WˆTQσQ (x)
+ WˆTRσu (u) , (42)
where σu (u) :=
[
u21, · · · , u2m
]
and Yˆ (x, u, θˆ) =[
fo(x, u) + gˆ(x, u, θˆ)
]
where gˆ(x, u, θˆ) := θˆTσ(x, u) from
(5). Rearranging, (42) becomes
δ′
(
x, u, Wˆ ′, θˆ
)
=
(
Wˆ ′
)T
σ′
(
x, u, θˆ
)
, (43)
where Wˆ ′ :=
[
WˆV ; WˆQ; WˆR
]
and σ′
(
x, u, θˆ
)
:=[
∇xσV (x) Yˆ (x, u, θˆ);σQ (x) ;σu (u)
]
.
B. Inverse Reinforcement Learning Formulation
Using the formulation of the inverse Bellman error in
Section VI-A, and control signals, trajectories, and pa-
rameter estimates stored in a history stack, denoted as
HIRL, the inverse Bellman error, evaluated at time instances
t1, t2, . . . , tN can be formulated into matrix form
∆′ = Σˆ′Wˆ ′, (44)
where ∆′ := [δ′t (t1) ; · · · ; δ′t (tN )], δ′t (t) :=
δ′
(
x (t) , u (t) , Wˆ ′, θˆ (t)
)
, and Σˆ′ :=[
(σˆ′t)
T
(t1) ; · · · ; (σˆ′t)T (tN )
]
. The IRL problem can
then be solved by finding the solution of the linear system
in (44). Since (44) is a homogeneous system of linear
equations, it can only be solved up to a scaling factor.
Since optimal state and control trajectories are invariant
with respect to scaling of the cost function, the scaling
ambiguity in (44) is to be expected. Since optimal control
behaviours are scale-invariant, there is no loss of generality
in resolving the scale ambiguity by assigning a fixed known
value to one of the reward function weights.
Taking the first element of WˆR to be known, the inverse
BE in (43) can then be expressed as
δ′
(
x, u, Wˆ , θˆ
)
= WˆTσ′′
(
x, u, θˆ
)
+ r1σu1 (u) , (45)
where Wˆ :=
[
WˆV ; WˆQ; Wˆ
−
R
]
, the vector Wˆ−R denotes
WˆR with the first element removed, σui (u) denotes the
ith element of the vector σu (u), the vector σ−u denotes
σu with the first element removed, and σ′′
(
x, u, θˆ
)
:=[
∇xσV (x) Yˆ (x, u, θˆ);σQ (x) ;σ−u (u)
]
.
The closed-form nonlinear optimal controller correspond-
ing to the reward structure in (3) provides the relationship
− 2Ru (t) = (g′(x(t)))T (∇xσV (x (t)))TW ∗V
+ (g′(x(t)))T ∇x (x (t)) , (46)
which can be expressed as
−2r1u1 (t) + ∆u1 = σg1WˆV
∆u− = σ
−
g WˆV + 2diag (u2, · · · , um) Wˆ−R ,
where g′(x) := ∇uf(x, u), σg1 and ∆u1 denote
the first rows and σ−g and ∆u− denote all but the
first rows of σg(x) := (g′(x))
T
(∇xσV (x))T and
∆u(x) := (g
′(x))T ∇x(x), respectively, and R− :=
diag ([r2, · · · , rm]). For simplification, let σ :=
[
σ′′,
[
σTg
Θ
]]
,
where
Θ :=
[
0m×2n,
[
01×m−1
2diag ([u2, · · · , um])
]]T
.
Updating matrix form in (44) by removing the known
reward weight results in the linear system
− Σu1 = ΣˆWˆ −∆′, (47)
where Σˆ :=
[
σˆTt (t1) ; · · · ; σˆTt (tN )
]
, and
Σu1 := [σ
′
u1 (u (t1)) ; · · · ;σ′u1 (u (tN ))], where
σˆt (τ) := σ
(
x (τ) , u (τ) , θˆ (τ)
)
, σ′u1(τ) :=[
r1σu1(τ); 2r1u1(τ); 0(m−1)×1
]
.
At any time instant t, provided the data stored in the
history stack HIRL satisfies
rank
(
Σˆ
)
= L+ P +m− 1, (48)
then the recursive update law
˙ˆ
W = αΓΣˆT
(
−ΣˆWˆ − Σu1
)
, (49)
is shown to result in UUB estimation of the weights W ∗. In
(49), α ∈ R>0 is a constant adaptation gain and Γ : R≥0 →
R(L+P+m−1)×(L+P+m−1) is the least-squares gain updated
using the update law
Γ˙ = βΓ− αΓΣˆT ΣˆΓ, (50)
where β ∈ R>0 is the forgetting factor. Using arguments
similar to [22, Corollary 4.3.2], it can be shown that provided
λmin
{
Γ−1 (0)
}
> 0, the least squares gain matrix satisfies
ΓIL+P+m−1 ≤ Γ (t) ≤ ΓIL+P+m−1, (51)
where Γ and Γ are positive constants, and In denotes an n×n
identity matrix.
C. Analysis
A Lyapunov based analysis is performed to show conver-
gence for the IRL method in Section VI-B.
Definition 1. A sequence of history stacks,HIRL1 ,HIRL2 , . . .,
is called uniformly full rank if there exists a constant non-
zero lower bound on all of the minimum singular values.
More specifically,
0 < σ < λmin
{
ΣˆTs Σˆs
}
,∀s ∈ N, (52)
where σ ∈ R>0.
Remark 3. To facilitate the following Lyapunov analysis, the
dynamics for the weight estimation error can be described
by
˙˜W = −αΓΣˆT
(
ΣˆW˜ + ∆θ
)
, (53)
using the fact that W˜ = W ∗ − Wˆ , along with (49) and the
equation −Σu1 = ΣˆW ∗ + ∆θ, where ∆θ denotes the errors
resulting from poor θˆ estimates incorporated in Σˆ.
The stability result is summarized in the following theo-
rem.
Theorem 3. Provided HPE and HIRL are uniformly full
rank and d˜ converges to zero exponentially, then as t→∞,
‖W˜ (t) ‖ is uniformly ultimately bounded (UUB).
Proof. Consider the positive definite candidate Lyapunov
function
V (W˜ , t) =
1
2
W˜TΓ−1 (t) W˜ . (54)
Using the bounds in (51), the candidate Lyapunov function
satisfies
v
∥∥∥W˜∥∥∥2 ≤ V (W˜ , t) ≤ v ∥∥∥W˜∥∥∥2 . (55)
where v := 1/2Γ and v := 1/2Γ.
The time-derivative of (54) results in
V˙ (W˜ , t) = W˜TΓ−1 (t) ˙˜W +
1
2
W˜T Γ˙−1 (t) W˜ . (56)
Using (50) and (53), along with the identity Γ˙−1 =
−Γ−1Γ˙Γ−1, after simplifying the time-derivative can be
expressed as
V˙ (W˜ , t)=−1
2
αW˜T ΣˆT ΣˆW˜−αW˜T ΣˆT∆θ−1
2
βW˜TΓ−1(t)W˜ .
Substituting in Σˆ = Σ− Σ˜
V˙ (W˜ , t) = −1
2
αW˜T ΣˆT ΣˆW˜ − αW˜T
(
Σ− Σ˜
)T
∆θ
− 1
2
βW˜TΓ−1 (t) W˜ .
Since ∆θ = ΣW ∗ + ∆ − ΣˆW ∗, substituting in and
simplifying yields
V˙ (W˜ , t) = −1
2
αW˜T ΣˆT ΣˆW˜ − 1
2
βW˜TΓ−1 (t) W˜
−αW˜TΣT Σ˜W ∗+αW˜T Σ˜T Σ˜W ∗−αW˜TΣT∆+αW˜T Σ˜T∆.
Using the Cauchy-Schwartz inequality, and bounds in (51)
and (52), V˙ can be bounded by
V˙ (W˜ , t)≤−1
2
(
ασ +
1
Γ
β
)∥∥∥W˜∥∥∥2+ α ∥∥∥W˜∥∥∥ ‖Σ‖ ∥∥∥Σ˜∥∥∥ ‖W ∗‖
+ α
∥∥∥W˜∥∥∥∥∥∥Σ˜∥∥∥2 ‖W ∗‖+ α ∥∥∥W˜∥∥∥ ‖Σ‖ ‖∆‖
+ α
∥∥∥W˜∥∥∥∥∥∥Σ˜∥∥∥ ‖∆‖ . (57)
Based on the linearly parameterized reward weights, the
norm of the resulting error term ∆ can be expressed as
∆ :=
N max
x∈x(·)
u∈u(·)
{
2V (x) + 
2
Q (x) + 
2
u (u)
}
1/2
.
Using this upper bound, V˙ becomes
V˙ (W˜ , t) ≤ −1
2
(
ασ +
1
Γ
β
)∥∥∥W˜∥∥∥2
+ α∆
∥∥∥W˜∥∥∥ ‖Σ‖+ α∆ ∥∥∥W˜∥∥∥∥∥∥Σ˜∥∥∥
+ α
∥∥∥W˜∥∥∥ ‖Σ‖ ∥∥∥Σ˜∥∥∥ ‖W ∗‖+ α ∥∥∥W˜∥∥∥ ∥∥∥Σ˜∥∥∥2 ‖W ∗‖ . (58)
The term
∥∥∥Σ˜∥∥∥ can be expressed in terms of θ˜ as∥∥∥Σ˜∥∥∥ ≤ ∥∥∥θ˜∥∥∥Σ, (59)
where
Σ := N max
x∈x(·)
u∈u(·)
{‖∇xσV (x)‖ ‖σ(x, u)‖}. (60)
The term ‖Σ‖, which contains true values of the unknown
parameters, is bounded above since it is a function of only
true parameters, θ, and bounded states and controls, x and
u. Let the upper bound on ‖Σ‖ be denoted as
‖Σ‖ ≤ Σθ. (61)
Using (59) and (61), V˙ becomes
V˙ (W˜ , t) ≤ −1
2
(
ασ +
1
Γ
β
)∥∥∥W˜∥∥∥2 + α∆Σθ ∥∥∥W˜∥∥∥
+ α∆Σ
∥∥∥W˜∥∥∥∥∥∥θ˜∥∥∥+ αΣθΣ ‖W ∗‖ ∥∥∥W˜∥∥∥∥∥∥θ˜∥∥∥
+ αΣ
2 ‖W ∗‖
∥∥∥W˜∥∥∥∥∥∥θ˜∥∥∥2 . (62)
Using Young’s Inequality V˙ then becomes
V˙ (W˜ , t) ≤ −1
8
(
ασ +
1
Γ
β
)∥∥∥W˜∥∥∥2
+
2
(
α∆Σθ θ˜ + αΣθΣ ‖W ∗‖ θ˜ + αΣ2 ‖W ∗‖ θ˜
2
)2
ασ + β/Γ
+
2(α∆Σ ‖θ‖)2
ασ + β/Γ
, (63)
where θ˜ denotes bounded θ˜ values stored in the history stack,
HIRL. Using the bound in (55), the differential inequality for
V˙ can be expressed as
V˙ (W˜ , t) ≤ −AV
(
W˜ , t
)
+B + C, (64)
where
A :=
1
8v
(
ασ +
1
Γ
β
)
,
B :=
2
(
α∆Σθ θ˜ + αΣθΣ ‖W ∗‖ θ˜ + αΣ2 ‖W ∗‖ θ˜
2
)2
ασ + β/Γ
,
(65)
and
C :=
2(α∆Σ ‖θ‖)2
ασ + β/Γ
. (66)
Due to the fact that Σˆ and ∆′ depend on the quality of the
parameter estimates, a purging technique was incorporated in
an attempt to remove poor estimates θˆ from HIRL. During
the transient phase of the parameter estimator, the estimates θˆ
are less accurate and the resulting values of Wˆ will be poor.
Purging facilitates usage of better estimates as they become
available.
Due to purging of HIRL, the estimator is analyzed over
discrete time instances. Define the purging instances as
T1, T2, . . ., and maintain a minimum dwell time, T , such
that Ts+1 − Ts ≥ T > 0, ∀s ∈ N.
Solving equation (64) over any time interval [Ts, Ts+1),
yields
V s+1 ≤ V se−A(t−Ts) + Bs
A
+
C
A
, (67)
where V s ≥
∥∥∥V (W˜ (Ts) , Ts)∥∥∥ and Bs+1 denotes the value
of B over interval [Ts, Ts+1). A similar argument as the
proof of Theorem 2 can be used to conclude that
lim
s→∞ supV s ≤
32v(α∆Σ ‖θ‖)2
(ασ + β/Γ)
2 , (68)
and as a result lim
s→∞ sup
∥∥∥W˜ (Ts)∥∥∥ ≤√2 vv 4(α∆Σ‖θ‖)(ασ+β/Γ) .
VII. SIMULATION
To demonstrate the performance of the developed method,
a nonlinear optimal control problem was constructed using
[12] in order to have a known value function for comparison.
Agent 1 has the following nonlinear dynamics
x˙11 = x12 , x˙12 = x11x12 + 3x
2
12 + 5u1 + d.
Agent 2 under observation has the following nonlinear dy-
namics
x˙21 = x22 ,
x˙22 = θ1x21
(pi
2
+ tan−1(5x21)
)
+
θ2x
2
21
1 + 25x221
+ θ3x22 + 3u2 + d,
(69)
where xAB denotes state B for Agent A. The parameters
θ1, θ2, and θ3 are unknown constants to be estimated and
d is the unknown disturbance. The exact values of these
parameters are θ1 = −1, θ2 = − 52 , and θ3 = 4. The
disturbance, d, acting on the agents is generated from the
linear system in Section IV, where A = [0, 1;−1, 0] and C =
[0, 0; 1, 0], and the chosen gain matrix was K = [1, 0.5; 0, 5].
The performance index that the agent is trying to minimize
is
J(x0, u2(·)) =
∫ ∞
0
(x222 + u
2
2)dt,
resulting in the reward function weights to be estimated as
Q = diag(q1, q2) = diag(0, 1) and R = 1. The observed
state and control trajectories, and the disturbance estimates
are used in the estimation of unknown parameters in the
dynamics, along with the optimal value function parameters
and the reward function weights. The optimal controller is
u∗2 = −3x22 , while the optimal value function is V ∗ =
x221(v1+v2 tan
−1(5x21))+v3x
2
22 , resulting in the ideal func-
tion parameters v1 = pi2 , v2 = 1, and v3 = 1. Figs. 1 and 2
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Fig. 1. Estimation error for the unknown parameters in Agent 2’s dynamics.
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Fig. 2. Estimation error for the unknown parameters in the reward function
for Agent 2.
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Fig. 3. Estimation error for the unknown disturbance acting on the two
agents.
show the performance of the proposed method. Fig. 1 shows
convergence of the unknown part of Agent 2’s dynamics, and
Fig. 2 shows convergence of the unknown reward function.
Fig. 3 shows the convergence of the disturbance estimates.
The parameters used for the simulation are: T = 1.2s,
N = 100, M = 150, β = βθ = 0.5, α = αθ = 1/N ,
and a time step of 0.0005s.
VIII. CONCLUSION
A novel IRL framework is developed in this paper for
reward function estimation in the presence of modeling errors
and additive disturbances. To compensate for disturbance-
induced sub-optimality of observed trajectories, a model-
based approach is developed that relies on a disturbance
estimator.
Future work will focus on the development of output
feedback IRL methods that utilize both state and parameter
estimation methods, and extensions of the developed method
for disturbances that affect the agents through a control
effectiveness matrix. The authors will additionally explore
the use of implicit disturbance estimation techniques that
would result in bounded disturbance estimation errors.
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