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Abstract
We provide here a complete analysis of the system of six ODEs arising as reductions of the stratified Boussinesq equations. We
demonstrate the complete integrability of this system and reduce the problem to quadratures. We determine the stable and unstable
manifolds passing through the rest points and deduce certain qualitative features of the solutions of these ODE reductions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In their study of onset of instabilities in stratified fluids at large Richardson numbers, Majda and Shefter [1]
have analyzed certain ODE reductions of the governing Boussinesq equations. It may be noted that the Boussinesq
approximation in the literature is also referred to as the Oberbeck–Boussinesq approximation, for which the reader is
referred to the interesting article [2] providing a rigorous mathematical justification by means of perturbations of the
Navier–Stokes equations. As paradigms, Majda and Shefter [1] have chosen certain special solutions of these systems
of ODEs to demonstrate the onset of instabilities when the Richardson number is less than 1/4 and have shown that
the analysis, in the special cases considered, reduces to the solutions of the Hamiltonian system given by the pendulum
equation; for a detailed account, the reader is referred to [3].
These ODE reductions form an interesting coupled system of six equations constituting a completely integrable
system. We provide in this paper a complete analysis of this system and show that in the general case the problem
of integration reduces to the integration of a system of differential equations akin to the equations for a spinning top.
Indeed our system shares many features in common with the latter. Four first integrals and an integral invariant are
readily obtained implying a fifth, thereby proving the complete integrability of the system. The four first integrals
foliate R6 into a family of two-dimensional invariant surfaces. These are seen to be tori of genus 1 which in special
cases are singular; indeed, one of the generating circles gets pinched to the rest point. We determine the stable
and unstable manifolds through the rest point and find that they are glued along a circle. In addition we carry out
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the complete integration of the system in terms of elliptic functions which degenerate in special cases. In the last
section we compute the missing first integral whose existence is inferred from Jacobi’s theorem. This last integral is
expressible in terms of elliptic functions.
2. The ODE reductions of stratified Boussinesq equations
In certain ranges of scales in the atmosphere and in the ocean where the flow velocities are too slow to account for
compressible effects, the fluid dynamics is governed by the following Boussinesq equations that involve the interaction
of gravity with density stratification about a reference state.
Dv
Dt
= −∇ p + gρ˜
ρb
eˆ3, Div v = 0, Dρ˜Dt = 0. (2.1)
Following Majda [3], we look for special solutions of (2.1) in the following form which are linear functions of x with
coefficients that are functions of time alone, and examine their local structure and then build a larger class of solutions
that reflect the local analysis.
v(x, t) = D(t)x+ 1
2
w(t)× x, ρ˜(x, t) = ρb + b(t) · x, p(x, t) = 12 〈P̂(t)x, x〉, (2.2)
where v denotes the velocity field, ρ˜ the density, p the pressure, g the acceleration due to gravity that points in the
−eˆ3 direction, D(t) the strain field — an arbitrary traceless symmetric matrix to be chosen, w = curl v the vorticity
vector and P̂(t) the symmetric matrix given by
−P̂(t) = D˙ +D2 + Ω2 + g
2ρb
{eˆ3bT + beˆT3 },
with Ω being the matrix of the linear transformation x 7→ 12w × x relative to the standard basis and superscript T
the transposition. Note that the density stratification about a constant state ρb is taken to be of the form b · x. On
substituting the Ansatz (2.2) in (2.1) one finds that the vectors w(t) and b(t) evolve according to the system of ODEs
w˙(t) = D(t)w(t)+ g
ρb
eˆ3 × b(t), b˙(t) = −D(t)b(t)+ 12w(t)× b(t). (2.3)
Note that Eq. (2.3) admit the first integral w · b so that
w · b = c2, (2.4)
a constant along the solutions. We would like to see how the interaction of vorticity with stratification influences
the stability of the fluid locally. The qualitative stability analysis is undertaken in Section 3 below. However, in this
section we discuss the genesis of the system of ODEs in a simpler context when the model has no stretching (that is
D = 0). Thus, in the absence of an external strain field the system (2.3) reduces to the following system of six coupled
autonomous ODEs:
w˙ = g
ρb
eˆ3 × b, b˙ = 12w× b. (2.5)
Theorem 2.1. (i) The vector field defining the system (2.5) has zero divergence.
(ii) The system (2.5) admits five global first integrals. The flow of the vector field is complete — all solutions exist
on R.
Proof. (i) The derivative of the field (w,b) 7→
(
g
ρb
(eˆ3 × b), 12 (w× b)
)
is given by the traceless matrix
0 0 0 0 −g/ρb 0
0 0 0 g/ρb 0 0
0 0 0 0 0 0
0 b3/4 −b2/4 0 −ω3/4 ω2/4
−b3/4 0 b1/4 ω3/4 0 −ω1/4
b2/4 −b1/4 0 −ω2/4 ω1/4 0
 (2.6)
298 G.K. Srinivasan et al. / Computers and Mathematics with Applications 53 (2007) 296–304
from which (i) follows.
(ii) Observe that in addition to (2.4) the system (2.5) admits two additional first integrals, giving in all
eˆ3 · w = c1, w · b = c2 and |b|2 = c3. (2.7)
Multiplying the first equation in (2.5) in a scalar way with w we get
d
dt
(
1
2
|w|2
)
= g
ρb
eˆ3 · (b× w) = −2g
ρb
eˆ3 · b˙,
thereby giving us the additional integral
|w|2 + 4g
ρb
(eˆ3 · b) = c4. (2.8)
In addition to these four first integrals, from (i) we get, by Liouville’s theorem, an integral invariant. The theorem of
Jacobi [4] now implies the existence of an additional first integral. We see from (2.7) and (2.8) that |b| and |w| remain
bounded and so the flow of the vector field is complete.
Remark. (i) The additional first integral guaranteed by Theorem 2.1(ii) above is not easy to guess. The situation
is similar to the one encountered in the Kepler problem where we have in addition to the physical integrals — the
conservation of linear and angular momenta and energy, an additional integral invariant, implying the existence of one
more first integral. The additional integral is given by the inclination of the Laplace–Runge–Lenz vector [5]. For the
system (2.5) we shall determine the last integral in Section 4.
(ii) We discuss briefly the special case considered in the paper [1], where c1 = c2 = 0. Note that through a
translation in w one may secure c1 = 0 at the expense of adding a linear term in the second equation in (2.5).
However, zero is a critical value of the first integral w · b and so the case c2 = 0 is indeed special.
Corollary 2.2. If the constants c1 and c2 in (2.7) vanish then b varies in a plane.
Proof. The hypothesis implies that w = λ(eˆ3 × b) for some scalar λ(t). Using the ODE for b we find that
db
dt
= −λ
2
(
b× (eˆ3 × b)
) = −λ
2
(eˆ3|b|2 − b(b · eˆ3)),
so that ddt
(
eˆ1 · b
) = λ2b1b3 and ddt (eˆ2 · b) = λ2b2b3 implying that b1b˙2 − b2b˙1 = 0 — an exact analogue of Kepler’s
second law. The vector b stays in the plane b2 − kb1 = 0 passing through the origin.
Without loss of generality we may assume c3 = 1 and write
b(t) = (cos θ)uˆ+ (sin θ)eˆ3, (2.9)
with uˆ = (1+ k2)−1(1, k, 0). This in turn gives w = λ cos θ(eˆ3 × uˆ). Upon substituting these into the ODE (2.5) and
using the fact that b3 = 1 we get the following pair of scalar ODEs for λ and θ :
λ˙ cos θ − λ(sin θ)θ˙ = g
ρb
cos θ,
θ˙ = −λ
2
cos θ.
Elimination of λ between the above equations gives the pendulum equation for θ as observed in [3]. Leaving aside the
critical case with c2 = 0, we now pass on to the general case.
3. Qualitative analysis of the ODE reductions
In this section we discuss the development of the trajectories on the invariant surface given by (2.7) and (2.8). Each
of these contains exactly one rest point. Note that for analyzing the qualitative behavior of the system (2.5), there is
no loss of generality in assuming that c3 = 1. This is tantamount to rescaling the vector b and the time variable. Note
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that the points (±eˆ3,±eˆ3) together with their scalar multiples are the rest points of the system (2.5). For any choice
of c2 and c3, only one of these would lie on the invariant surface. For the values
c1 = c2 = c3 = 1 and c4 = 1+ 4g
ρb
, (3.1)
the invariant set contains the unique rest point (eˆ3, eˆ3). The gradients of the first integrals are easily seen to be linearly
dependent at this point and so the invariant surface is not a regular two-dimensional manifold and has a singularity at
this rest point.
The eigenvalues of the linearization about this rest point are given by
0, 0,±
(
1
4
√
(8g − ρb)/ρb ± i4
)
,
with all four possible distributions of sign. This shows that the rest point is unstable with two-dimensional stable,
unstable and center manifolds.
We now describe a system of local coordinates on the two-dimensional invariant set given by the Eqs. (2.7) and
(2.8). Note that for analyzing the qualitative behavior of the system (2.5), there is no loss of generality in assuming
that c3 = 1. This is tantamount to rescaling the vector b and the time variable.
• Case when there is a rest point on the invariant surface: For arbitrary k,
w1 = −b2k1− b3 +
b1
1+ b3 , w2 =
b1k
1− b3 +
b2
1+ b3 , w3 = 1 (3.2)
is the general solution of the inhomogeneous equation b · w = 1. Substituting into (2.8) with c4 = 1+ 4g/ρb we get
k2 =
(
1− b3
1+ b3
)2
(4gρ−1b (1+ b3)− 1) = k(b3). (3.3)
Setting
b3 = cosφ, b1 = cos θ sinφ, b2 = sin θ sinφ, (3.4)
we get
k2 = tan4 φ
2
{
8gρ−1b cos
2 φ
2
− 1
}
. (3.5)
Also
b1
1+ b3 = cos θ tan
φ
2
,
b2
1+ b3 = sin θ tan
φ
2
,
so that
w1 = tan φ2
(
cos θ ∓ sin θ
√
8gρ−1b cos2
φ
2
− 1
)
, w2 = tan φ2
(
sin θ ± cos θ
√
ρ−1b 8g cos2
φ
2
− 1
)
. (3.6)
From (2.5) we get
d
dt
(b21 + b22) = b3(w2b1 − w1b2).
Substituting (3.4) and (3.6) into this we get
2φ˙ = ± tan φ
2
√
8gρ−1b cos2
φ
2
− 1. (3.7)
Substituting this in the equations for b˙1 and b˙2 in (2.5) we get the equation for θ namely,
θ˙ = 1
4
sec2
φ
2
. (3.8)
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The explicit integration of (3.7) and (3.8) is deferred to Section 3. To settle the ambiguity in sign in (3.7) note that the
first integrals (2.7) and (2.8) except w · b are invariant under reflection
(b1, b2, b3) 7→ (−b1,−b2, b3), (3.9)
whereas the integral w · b remains invariant when (3.9) is simultaneously applied with the transformation k 7→ −k.
From (3.5) we see that φ is constrained by the relation
0 ≤ φ ≤ 2 cos−1
(√
ρb
8g
)
, (3.10)
and that besides the rest points of the system of ODEs, (3.7) has a periodic trajectory given by
8gρ−1b cos
2 φ
2
− 1 = 0, θ˙ = 2gρ−1b . (3.11)
However, this does not correspond to a periodic solution of the original system (2.5) since the parametrization (3.4)–
(3.6) fails to be Lipschitz along the locus given by (3.11). The locus (3.11) consists of transit points, that is to say
these separate the stable and unstable manifolds. Denoting by S the portion of the sphere |b| = 1 defined by (3.10)
and for each choice of the sign for k(b3), denoting the graph of the function w = (w1, w2, w3) (as a function of b on
S) by Γ±, we see that the invariant surface is made up of the pieces Γ±. Each of these is homeomorphic to the closed
spherical cap given by (3.10) and the invariant surface is obtained by gluing the pieces together at the rest point and
along the circle k = 0. This proves that the invariant surface is a torus one of whose generating circles is pinched to a
point. Assume that k(b3) > 0 for a solution starting near the rest point. Taking the plus sign in (3.7) we see that the
trajectories starting on Γ+ recede away from the rest point since φ(t) monotonically increases, and reaches the circle
k = 0 in a finite time T given by
T =
∫ β
α
2 cot(φ/2)dφ√
8gρ−1b cos2(φ/2)− 1
,
where α is the initial value of φ and β is the value of φ given by (3.7). The sign of k(b3) changes when t > T ,
whereby φ(t) decreases monotonically to zero and the trajectory, which now lies in Γ−, approaches the rest point as
t −→ +∞.
On the other hand a trajectory starting on Γ− stays in Γ− and ultimately approaches the rest point as t −→ +∞.
We see that the part Γ+ is the unstable manifold and Γ− the stable manifold. A trajectory starting on the unstable
manifold reaches a point on (3.11) in a finite time and then enters the unstable manifold justifying the terminology
transit point.
Degenerate case: Eqs. (3.7) and (3.8) admit solutions through quadratures, thereby proving the complete integrability
of the system (2.5). The solutions of the more general Eqs. (3.16)–(3.18) below involve elliptic integrals, as in the
special case considered in [3]. However when  goes to zero these elliptic integrals degenerate and the solutions are
expressible in terms of elementary integrals. We record these results below for this special case when there is a rest
point on the invariant surface. Corresponding to the plus sign in (3.7) we get, for an arbitrary positive constant c1,
φ(t) = 2 sin−1
2c1
√
1− ρb8g exp
(
− t4
√
8g
ρb
− 1
)
1+ c21 exp
(
− t2
√
8g
ρb
− 1
)
 ,
which in turn gives the value of θ(t) as
θ(t) = t
4
+ tan−1
(
c−11
√
G exp
(
t
√
G − 1
4
)
−√G − 1
)
− tan−1
(
c−11
√
G exp
(
t
√
G − 1
4
)
+√G − 1
)
+ c2,
where G = 8g/ρb.
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• Case when there are no rest points on the invariant surface: On perturbing the initial conditions and assigning the
values
c1 = c2 = c3 = 1, and c4 = 1+ 4g
ρb
+ , (3.12)
the compact invariant surface (2.7) and (2.8) no longer contains a rest point and so the Poincare´–Hopf index theorem
shows that it is a torus. It is readily checked that along the circle
(
√
2 cos θ,
√
2 sin θ, 1, 0, 0, 1), (3.13)
the gradients of the first integral are linearly independent and so the singularity in the invariant surface that was present
at the rest point has smoothed out. Eqs. (3.2) and (3.3) still remain valid except that k(b3) is now given by
(k(b3))2 =
(
1− b3
1+ b3
)2 [4g
ρb
(1+ b3)− 1
]
+ 
(
1− b3
1+ b3
)
. (3.14)
Parameterizing the sphere as in (3.4) we get in place of (3.5) the expression
k2 = tan2
(
φ
2
)[
tan2
(
φ
2
)(
8g
ρb
cos2(φ/2)− 1
)
+ 
]
. (3.15)
Now using (2.5), ddt (b
2
1 + b22) = kb3(1+ b3), which, in polar coordinates, assumes the form
φ˙ = 1
2
k cot
(
φ
2
)
= ±1
2
[
tan2
(
φ
2
)(
8g
ρb
cos2(φ/2)− 1
)
+ 
]1/2
. (3.16)
The change of variables v = cos2(φ/2) transforms (3.16) into the elliptic integral
4
(
dv
dt
)2
= (v − 1)
(
8g
ρb
v2 −
(
8g
ρb
+ 1+ 
)
v + 1
)
= C(v). (3.17)
Note that since  is small and 8g/ρb  1, the cubic C(v) has three distinct real roots two of which coalesce when
 −→ 0.
For  > 0, C(v) has real roots ζ1, 1 and ζ2 where 0 < ζ1 < 1 < ζ2 < 2 and since 0 ≤ v ≤ 1, we see that C(v) is
positive only on the interval [ζ1, 1]. The point v(t) attains the value ζ1 in time T1 after which k becomes negative and
in time T2 assumes the value 1 corresponding to b = eˆ3. However, k ∼ tan(φ2 )
√
 and (3.2) gives
w1 = −√ sin θ, w2 = √ cos θ, w3 = 1, as t → T2,
after which the value of k again becomes positive and φ increases from zero to its maximum value 2 cos−1
√
ζ1. Thus
the points v = 1 and v = ζ1 represent a pair of circles of transit points.
On the other hand, for  < 0, Eq. (3.15) does not permit φ to approach zero. In fact the roots of the cubic C(v)
are real and satisfy 0 < ζ1 < ζ2 < 1, forcing v to be in the interval [ζ1, ζ2]. Note that k vanishes along the pair of
circles given by cos−1(
√
ζ1) and cos−1(
√
ζ2). These circles consist of transit points determining a frustum in which
b is constrained to lie.
The equation governing θ is again (3.8) which in conjunction with (3.16) can be written as
dθ
dφ
= ± sec
2 φ
2
2
√
tan2 φ2
(
8g
ρb
cos2 φ2 − 1
)
+ 
. (3.18)
Hence θ(t) may be expressed as an elliptic function of tan φ2 .
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In the special case when  = −
(
1−
√
8g
ρb
)2
the cubic C(v) has two equal roots
√
ρb/8g, the frustum ζ1 ≤ v ≤ ζ2
is squeezed to a circle, and the locus k = 0 does provide a periodic solution to the system (2.5) given by
φ ≡ 2 cos−1
(
ρb
8g
)1/4
, θ˙ =
√
g
2ρb
. (3.19)
• Determining the center manifold: We now proceed to compute the center manifold through the rest point
(R2eˆ3, R1eˆ3). This is easily obtained as the locus of a one-parameter family of periodic solutions akin to the one
which was obtained in the previous paragraph. In place of (3.12) we assign to the constants the values given by
c1 = R2, c2 = R2R1, c3 = R21, and c4 = R22 +
4g
ρb
R1 + . (3.20)
In place of (3.2) we get
w1 = −b2kR2R1 − b3 +
R2b1
R1 + b3 , w2 =
b1kR2
R1 − b3 +
R2b2
R1 + b3 , w3 = R2. (3.21)
Substituting in (2.8) and introducing spherical polar coordinates, we find the value of k to be
k2 = R−22 tan2
(
φ
2
){
8gR1
ρb
sin2
(
φ
2
)
+  − R22 tan2
(
φ
2
)}
. (3.22)
In place of (3.7) we obtain the ODE
4φ˙2 = 8gR1
ρb
sin2
(
φ
2
)
+  − R22 tan2
(
φ
2
)
,
which transforms into the following ODE for the elliptic function
4
(
dv
dt
)2
= (v − 1)
{
8gR1
ρb
v2 − v
(
8gR1
ρb
+  + R22
)
+ R22
}
, (3.23)
where v = cos2
(
φ
2
)
. The two roots of the cubic polynomial on the right hand side of (3.23) coalesce (keeping v real)
if and only if  = −
(
R2 −
√
8gR1
ρb
)2
, and the corresponding repeated root is
cos2
(
φ0
2
)
= R2
√
ρb
8gR1
. (3.24)
The condition that the system of ODEs (2.5) admits a periodic solution cos2
(
φ0
2
)
= constant is identical to the
coalescence condition. The equation for θ˙ is analogous to (3.8), and for the periodic trajectory we get θ˙ =
√
gR1
2ρb
. In
particular, taking R1 = 2ρbg−1ω2 we get the family of periodic trajectories parameterized by ω:
w1 = R2 tan(φ0/2) cosωt, w2 = R2 tan(φ0/2) sinωt, w3 = R2
b1 = R1 cosωt sinφ0, w2 = R1 sinωt sinφ0, b3 = R1 cosφ0. (3.25)
Note that when ω = R24 , the value of φ0 vanishes and the periodic trajectory collapses to the rest point (R2eˆ3, R1eˆ3),
and the family (3.25) is the center manifold through the rest point. In the next section we obtain the missing first
integral which exhibits a sharp singularity at the point (eˆ3, eˆ3).
4. Determining the missing first integral
Here we provide the details involved in the complete integration of the system of ODEs. In particular we determine
the last integral of the system of ODEs whose existence is guaranteed by the theorem of Jacobi. In view of the
G.K. Srinivasan et al. / Computers and Mathematics with Applications 53 (2007) 296–304 303
qualitative behavior of the solutions in a neighborhood of the rest point the missing first integral is likely to be singular
in a neighborhood of the rest point and we shall see that this is indeed the case. Setting
z j = w j , z4 = |b|2, z5 = w · b, z6 = |w|2 + 4g
ρb
(e3 · b), j = 1, 2, 3 (4.1)
we determine a system of ODEs for z j , 1 ≤ j ≤ 6. From (2.5), (2.7) and (2.8) we get
z˙1 = − g
ρb
b2, z˙2 = g
ρb
b1, z˙ j = 0, 3 ≤ j ≤ 6, (4.2)
so that for 3 ≤ j ≤ 6, z j are constants and
dz1
dz2
= −b2
b1
, z1b1 + z2b2 = A + B(z21 + z22), (4.3)
where
A = z5 − ρb4g (z3z6 − z
3
3), B = z3ρb/4g. (4.4)
From (4.3) we get
b1 = −z2k
z21 + z22
+ Az1
z21 + z22
+ Bz1, b2 = z1k
z21 + z22
+ Az2
z21 + z22
+ Bz2. (4.5)
On substituting this in (4.1) we find the value of k2 to be
k2 = C(z21 + z22)− D(z21 + z22)2 −
ρ2b
16g2
(z21 + z22)3 − A2 = ψ(z21 + z22)
where C and D are given by
C = z4 − 2AB − ρ
2
b
16g2
(z6 − z23)2, D =
3z23ρ
2
b
16g2
− ρ
2
b z6
8g2
.
The ODE in (4.3) may be rewritten as
B
4
d
dt
(z21 + z22)2 +
A
2
d
dt
(z21 + z22)+ k(z1 z˙2 − z2 z˙1) = 0
which gives the missing first integral
tan−1(z2/z1)+ 12
∫
{(z21 + z22)
√
ψ(z21 + z22)}−1(A + B(z21 + z22))d(z21 + z22). (4.6)
The integral term in (4.6) is an elliptic function and the first term explains the spiraling of the solutions lying on the
invariant manifold constructed in Section 3.
Corresponding to z1 = z2 = 0, z3 = 1 and b1 = b2 = 0, b3 = 1 we get the values z4 = z5 = 1 and z6 = 1+ 4gρb ,
A = C = 0 and ψ(z21+ z22) = (z21+ z22)2 so that in addition to the branching caused by tan−1(z2/z1) the integral term
in (4.6) becomes infinite.
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