Abstract-To reduce datacenter energy consumption and cost, current practice has considered demand-proportional resource provisioning schemes, where servers are turned on/off according to the load of requests. Most existing work considers instantaneous (Internet) requests only, which are explicitly or implicitly assumed to be delay-sensitive. On the other hand, in datacenters, there exist a vast amount of delay-tolerant jobs, such as background/maintainance jobs. In this paper, we explicitly differentiate delay-sensitive jobs and delay tolerant jobs. We focus on the problem of using delay-tolerant jobs to fill the extra capacity of datacenters, referred to as trough/valley filling. Giving a higher priority to delay-sensitive jobs, our scheme complements most existing demand-proportional resource provisioning schemes. Our goal is to design an intelligent trough filling mechanism that is energy efficient and also achieves good delay performance. Specifically, we propose a joint dynamic speed scaling and traffic shifting scheme. The scheme does not need statistical information of the system, which is usually difficult to obtain. In the proposed scheme, energy cost saving comes from dynamic speed scaling, statistical multiplexing, electricity price diversity, and service efficiency diversity. In addition, good delay performance is achieved via load shifting and capacity allocation based on queue conditions. We show the efficiency of the proposed scheme by both analysis and simulation.
I. INTRODUCTION
The fast proliferation of cloud computing has promoted rapid growth of large-scale commercial datacenters. Major service providers often deploy tens to hundreds of datacenters distributed nationwide or even worldwide, referred to as Internet-scale datacenters (IDC). Because electricity bill contributes to a large portion of IDC operational expenditure, there have been lots of efforts towards reducing IDC energy consumption/cost.
Researchers have considered designing 'load-aware' IDCs, e.g., in [1] [2] [3] . The key idea is to provision servers according to the load of Internet requests. Extra servers are shut down or scheduled in sleeping mode to save energy. In this paradigm, a major challenge is to properly size an IDC, i.e., to determine the number of active servers, and in the meantime guarantee the service requirement.
In the above-mentioned work, service requests are typically delay-sensitive, i.e., requiring a short delay or a low drop rate. Such applications include searching, web browsing, and user login in. When the load is lower, more servers would be turned off to save energy. However, in practice, an IDC operator may be reluctant to turn off servers in a large scale even at a low load of requests. One reason is that turning on/off servers frequently affects QoS and long term system reliability, as
The work was in part supported by NSF through CAREER Award #0448613 and Grant #0520126, and by Intel through a gift grant. considered in [1] . But the foremost reason is that there are also a large amount of background or maintenance jobs in IDCs to process, e.g., searching engine tunes ranking algorithms. Thus, the "extra" capacity can be utilized to process the background analytical jobs. This is referred to as trough/valley filling.
Trough filling has not been studied thoroughly. In this paper, we focus on intelligent trough filling. We assume a given capacity provisioning and scheduling mechanism for delaysensitive jobs (DSJs), e.g., those proposed in [1] [2] [3] [10] [12] . We decide how to use load shifting and dynamic speed scaling to control delay tolerant jobs (DTJs), e.g., background analytical jobs. On one hand, DTJ load is high and thus its energy cost is considerable. On the other hand, it is desirable to assure a good delay performance for DTJs. The goal of intelligent trough filling is thus to achieve energy efficiency as well as good delay performance (or at least guarantee the queue stability) for DTJs.
Intelligent trough filling needs to accommodate the following issues. First, the overall capacity of a datacenter is likely to be random, e.g., due to server failure. Second, capacity demand of DSJs, such as Internet requests, varies due to dynamic load. Given the higher priority of DSJs, available capacity for DTJs is random and hard to predict or learn in statistics. Meanwhile, the demand of DTJs is also likely to be dynamic. Further, in order to consider a set of geographically distributed IDCs, there are additional constraints. First, load shifting is constrained by the bandwidth available between IDCs. In our setting, similar to capacity, bandwidth is prioritized for shifting DSJs, and thus results in a random 'residual bandwidth' for DTJs. Second, electricity prices diversity and dynamics bring challenges as well as opportunities, e.g., in price-aware load shifting [11] - [14] , in the context of trough-filling. Third, due to heterogenous service agility, different classes of DTJs may require different sets of IDCs. Moreover, different IDCs maybe heterogenous in service rates and energy consumption for each type of DTJs. We consider these issues and address the above challenges in this paper.
In this paper, our goal is to design an intelligent trough filling mechanism, that achieves both energy efficiency and good delay performance. We design a joint dynamic speed scaling and load shifting scheme. Specifically, we make the following contributions:
• We focus on trough filling in distributed IDCs, which complements the current work on load-aware capacity provisioning, or price-aware load shifting.
• We consider practical issues in IDCs, such as dynamic capacity and bandwidth constraints, dynamic demand, and heterogenous service agility and service rates.
• We propose a queue-based trough filling algorithm, called QTF, which does not need any statistical system information. In QTF, joint dynamic speed scaling and cross-IDC load shifting is performed based on the current system information. We show the QTF achieves desirable performance in terms of cost and queue delay by both analysis and simulation.
The rest of paper is organized as follows. In Section II, we survey related work. In Section III, we describe the system model. In Section IV, we propose a benchmark scheme. We propose a queue based trough filling scheme in Section V. We evaluate our proposed schemes in Section VI, and conclude in Section VII.
II. RELATED WORK
Our work complements load-aware server provisioning or power-proportional design [1] - [5] . Such works focus on server or resource provisioning based on load of Internet requests, with service level agreement SLA or other QoS metrics assured. For example, in [1] , the authors propose server provisioning and dynamic speed/voltge scaling schemes for a data center, through load prediction and feedback control. Load prediction-based server provisioning and load dispatch is proposed in [2] for connection-intensive Microsoft datacenter. In [3] , the authors propose an online server provisioning scheme, where a relative large time interval is considered such that current load of requests can be estimated. Server state transition cost is also considered. Furthermore, the authors also consider the impact of trough filling on energy saving by the proposed scheme though simulations. Queue based server provisioning and Lyaponuv optimization based performance establishment is proposed in [5] . Although the Lyaponuv optimization technique is also used to show performance of the queue-based scheme, our problem is different, i.e., we consider trough-filling, with cross-datacenter load shifting and capacity provisioning.
Dynamic speed/voltge scaling is widely considered, e.g. in [6] - [10] . The basic idea is to dynamically adjust the frequency based on the instantaneous load demand, which leverages the nonlinear relation between power consumption and server speed to save energy. Researchers have extended dynamic speed scaling to a datacenter or even cross-IDC level, e.g., in [10] [13] . In this paper, we also use dynamic speed scaling as a part of control mechanism for trough filling in IDCs.
Most recently, cross-IDC power and cost optimization that exploits geographic diversity has received significant attention, e.g., in [11] - [14] . The key idea is to shift requests to IDCs with lower electricity prices to reduce cost. Our work can also leverage price diversity, i.e., by filling cheap troughs of IDCs. The difference is that since background jobs are delay tolerant, our capacity provisioning and load shifting schemes also exploit the temporal price diversity, in addition to geographic diversity. In a recent work [15] , the authors use energy storage systems to leverage the temporal price dynamics to cut the energy cost, but for a single datacenter.
III. SYSTEM MODELS

A. The IDC and server model
We consider one service provider with a set of N IDCs in different locations. An IDC i has K max i homogenous servers. We consider a time slotted system, where the time slot length can be from hundreds of milliseconds to minutes. We assume in each time slot t, the number of active servers of an IDC i is fixed and is denoted by K t i . Note that K t i varies over time, which is probably due to dynamic service provisioning (e.g., those proposed in [2] [3] [12] ).
An active server operates at a CPU speed of s. Following the models in [8] [9] [13], we normalize s, i.e., 0 ≤ s ≤ 1, where 0 represents the idle state of an active server, and 1 represents the maximum frequency. We define the capacity of an IDC i as the sum of speed of all active servers. If each server runs at the same speed s, the total capacity in time slot t is K t i s. Clearly, the maximum capacity with K t i servers is K t i . In this paper, we consider CPU resource as the the main bottleneck and focus on CPU capacity scheduling. The impact of other equipments, i.e., memory and I/O, will be considered in heterogenous service rates, as discussed in Section III-C. Because scaling up/down the speed s of an active server only takes several microseconds [9] , dynamic speed scaling can be conducted instantaneously in each time slot.
B. Workload model
We consider two categories of demand: delay sensitive jobs (DSJs), e.g., searching, web browsing and email login in, and delay tolerant jobs (DTJs), e.g., background analytical jobs. DSJs enjoy a higher priority on capacity allocation. The remaining capacity can be utilized by the DTJs. Since the load of DSJs is usually dynamic, capacity demand of DSJs in an IDC i in each slot is considered random. We use S t i0 to denote the capacity allocated to DSJs at IDC i in time slot t. We assume S t i0 is given, based on some existing load-aware capacity provisioning schemes. Available capacity for DTJs in IDC i is thus
For DTJs, they can be further divided into different classes to capture their different resource requirements. We consider there are in total M different classes of DTJs in the N IDCs. If the same kind of DSJs, e.g., tuning webpage ranking algorithms, originates (first arrives) at different IDCs, we treat them as different classes. This is because they may have different sets of IDCs to be shifted to due to distance constraints. For DTJ j (Note that DTJ j refers to a class of jobs instead of a single job), it first originates at an IDC i. Let D t j denote the traffic or load size of DTJ j in time slot t. D t j is a random variable. We do not make assumptions on its distribution.
C. Models for load shifting and service
Although a DTJ j originates at an IDC i, we can shift the traffic to other IDCs, e.g., to exploit their available capacity or lower electricity prices. Load shifting has practical constraints. First, due to limited service agility of IDCs, a class of DTJ j can potentially be served by only a subset of IDCs. Let Γ j denote the set of IDCs that can serve DTJ 
. The unfinished jobs of a DTJ j are buffered in a queue at the IDC where DTJ j originates. Let Q j (t) denote the queue in time t, the queue dynamics of DTJ j can be written as
where ∑ i∈Γj r ij S t ij is the total service rate a DTJ j receives in time slot t.
D. Power consumption and cost model
According to [8] [9] , power consumption of a server (processor) running at a speed s ∈ [0, 1] is
where the exponent τ ≥ 1, with a typical value of 2 [9] , and 1 − υ represents the power consumption in the idle state, which is around 0.6, and hardly lower than 0.5 [2] . In this paper, we choose τ = 2, as in [9] . Note that our schemes can be extended to the cases with other values of τ . Consider an IDC i. In a time slot t, there are K t i active servers, and the total capacity demand is S t i . It can be shown that the most energy-efficient operation is to let each server evenly share the demand, i.e., each server is running at a speed
, which results in a total power consumption in time slot t of
where 
E. Load shifting cost
We also consider load shifting cost. Since DTJs have a lower priority, it is desirable to schedule a limited link bandwidth to them. For example, when the time slot is relatively long, a higher utilization of the link capacity by DTJs will make the system more sensitive to the burst of DSJs, which enjoy a higher priority on load shifting. To prevent the increasing sensitiveness to DSJs, we use a piece-wise linear cost function with increasing rate to model the shifting cost for DTJs. Let ϕ t ii ′ denote the shifting cost in time slot t between IDC i and i ′ , we have
where ′ is linear on S t . The model is also widely considered by previous works, e.g., in [16] . Note that our work can also incorporate other shifting cost models with minor modifications.
IV. A BENCHMARK SCHEME
In this section, we first consider a benchmark scheme, where the goal is to minimize the time average of the total cost of N IDCs, including energy cost and shifting cost, while stabilizing the M DTJ queues. Specifically, we consider an ergodic scenario where the system has a steady state distribution. Here a system state characterizes a unique set of all variables involved in the system, including
Let Ω denote the set of system states, and ω a generic system state, ω ∈ Ω, π ω the steady distribution of ω, and g ω () is the cost function in state ω. Let S ω denote the capacity allocation matrix in state ω, which is in the set Λ ω . Let ⃗ λ denote the mean of arrival rate vector of DTJs. To guarantee the DTJ queue stability, the average service rate should be larger than the average arrival rate. Thus, we can formulate the following optimization problem for the benchmark scheme
where
is the service rate vector in state ω. Λ ω denotes the set of S ω that satisfies the capacity allocation and bandwidth constraints. We use g * e to denote the optimal solution to (5), i.e., optimal cost in the ergodic system.
If the steady state distribution π ω is available, (5) is a deterministic convex optimization problem. But it may be difficult to obtain such a statistical knowledge. We can design a stochastic subgradient-based trough-filling algorithm that can solve (5), named SSTF, without prior information on π ω [17] . However, the information of the average arrival rate, i.e., ⃗ λ is still needed. We thus next design an algorithm that does not need any system statistical or DTJ rate information.
V. QUEUE BASED TROUGH FILLING
A. Algorithm Design
In this section, we present a queue-based algorithm that explicitly considers queue backlog of DTJs. The algorithm takes the instantaneous system state (i.e., queue length, available server capacity and bandwidth, DSJ load demand) as the input. The algorithm also has a parameter, denoted by V , to control the tradeoff between cost and queue delay. We will also show that the algorithm achieves bounded average queue backlog such that the system is stabilized, while the cost can be arbitrarily close to the optimal cost achieved by (5) .
In each time slot t, observe current queue backlog
Allocate the capacity at each IDC i for each queue j according to the following optimization scheme, named queue-based trough filling (QTF):
(6)- (7) is a convex optimization problem. Thus, at the beginning of each time slot, capacity allocation S t can be determined efficiently 1 .
The intuition of QTF is clear. When queue length
is high, QTF has incentive to allocate a larger capacity to reduce the queue length. When the cost is relatively large or queue length is small, QTF is driven to allocate less capacity to reduce the cost. The control variable V is to balance the queue length and cost. If V is large, QTF will result in lower cost but longer average queue delay.
To better illustrate the intuition of the algorithm, we further consider a special case, where there is only one IDC with M delay tolerant queues. In the single IDC case, we can simplify notations by removing subscript i. The capacity matrix becomes a vector, i.e.,
We have the following scheme for capacity allocation, named single-IDC queue-based trough filling (SQTF)
s.t.
We have the following solution on S t . Observation 1: SQTF allocates S t as: in each time slot t, choose the queue with the maximum Q j (t)r j , denote as j
In other words, SQTF is a threshold-based policy, which serves the longest queue and only when its queue length is above a certain threshold.
B. Performance analysis
In this subsection, we analyze the performance of QTF in terms of the cost and average delay performance. Our analysis is based on Lyapunov drift optimization. Define r i = max{r ij |j ∈ Π i }, i.e., maximum unit service rate for all DTJs in IDC i. Let D m j denote the upper bound of arrival traffic size of DTJ j in each time slot. We have the following proposition, which is proven in [17] . 
Further, average cost achieved by QTF, which has a cost denoted as g t q (S t ) in each slot t, is upper bounded as
where g * e is the optimal solution to problem (5) , and ϵ is a positive value, g * e (ϵ) is the optimal solution to (5) with ⃗ λ replaced by ⃗ λ + 1ϵ.
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of QTF. 1) Simulation setup: We consider five IDCs in different locations. There are totally ten DTJ queues randomly originated in one of the five IDCs. The IDC set Γ j that can serve a DTJ j is chosen randomly. Idle power consumption 1 − υ is set as 0.5. We create an ergodic setting to compare QTF to the optimal cost. We set 100 states, in each of which we set different total capacity, load shifting constraint, demand by DSJs, and electricity prices. Capacity of each IDC is uniformly distributed from 10k to 15k. Load shifting constraint is uniformly distributed from 3000 to 4000. Load shifting cost parameters are set the same as in [16] . Electricity price is uniformly distributed from 1 to 10. DSJ demand, set as a ratio of the total capacity, is randomly distributed from 0 to 0.4. Thus average DSJ demand is about 20% of the total capacity. We consider different ratios between the load of DTJ and DSJ, by setting different average arrival rates of DTJs. The ratios are 0.5, 1, 1.5, 2, 2.5, 3, and 3.5, respectively. Thus the percentage of DTJ demand in the total capacity ranges from 10% to 70%. We simulate 100k time slots in each of the 30 simulation settings. In different time slots, a system state is chosen randomly according to a predefined probability.
2) Simulation results: We first compute the Optimal Solution to (5) with the System distribution Information. We name it OSSI and compare it to QTF. Performance of SSTF mentioned in Section IV is also presented, which is very close to the performance of OSSI. In Fig. 1 , we consider QTF with V = 1 and V = 1000, respectively. In both cases, we see QTF leads to a higher cost, but the queue delay is significantly smaller than that by OSSI and SSTF. QTF with V = 1000 has a slightly larger cost than OSSI and SSTF, but much smaller delay, even when DTJ load is high, e.g., with a ratio of 3.5.
In this case, QTF with V = 1 has a very small delay, i.e., almost 1, with a much higher cost. Thus, one can tune the value of V to obtain a desirable tradeoff between cost and delay, especially when load of DTJs is high.
VII. CONCLUSIONS
In this paper, we study intelligent trough filling that achieves both energy efficiency and good delay performance. We propose a queue-based trough filling algorithm, named QTF, which solves a convex optimization problem for capacity allocation by dynamic speed scaling and load shifting in each time slot. We show QTF can achieve a good tradeoff between queue delay and cost by both analysis and simulation.
