Two approaches are proposed for solving inverse problems in shape optimization. We are looking for the unknown position of a small hole in a domain Ω. First, the asymptotic analysis of the underlying p.d.e. defined in a perturbed domain is performed and the so-called topological derivative is defined. Then, in the first approach, the self-adjoint extensions of elliptic operators are used to model the solution of a partial differential equation defined in the singularly perturbed domain. A least-square functional is then minimized to identify the hole. In the second approach, neural networks are used to determine the inverse of the mapping which associates a set of shape functionals to the position of the unknown hole. In both approaches the topological derivatives are used to approximate the shape functionals.
Introduction
Under the assumption of small defects in a medium Ω, asymptotic analysis of the perturbed solution of the associated p.d.e. allows to derive efficient algorithms for recovering the location of these defects. For instance, in electrical impedance tomography, this analysis allows to define iterative or direct algorithms for determining the positions of small conductivity inhomogeneities; see [2, 3] . In this paper we focus on the particular case of the Laplacian with Dirichlet conditions on the boundary of the defects (see also [1] for another approach), but the method can be used for more general operators and boundary conditions. Two approaches are proposed to solve the inverse problem. The first approach relies on the application of self-adjoint extensions of elliptic operators in shape optimization. The second approach uses the technology of neural network in order to invert the mapping which associates a set of shape functionals to the position of the unknown hole. We consider only the case of one hole, although the two methods can be extended to several holes, with the assumption of a minimum distance between the holes and to the boundary. It seems that the proposed methods are new, and well suited for the detection of small imperfections. The mathematical background for the methods includes the asymptotic analysis in singularly perturbed geometrical domains, we refer e.g. to [6] for an introduction to the subject. We provide a brief description of the mathematical tools in the paper, for more detailed results in our framework we refer to [4, 5, 8] . The comparison of our methods with the methods known in the literature will be the subject of further investigations.
In a first part, we perform the asymptotic expansion of the solutions u i h (x, ε) of a p.d.e. defined in a perturbed domain Ω h ε , where ε is the size of the defect and h its position. This allows to define the so-called topological derivative [9] , which measures the variation of a cost functional depending on the shape of a domain, when a small change in the topology of this domain is performed, for instance with the creation of a small hole of any shape. Then we introduce the notion of self-adjoint extensions in shape optimization. The idea is to model the defect ω h ε by a concentrated action, the so-called potential of zero-radii. In this way the solution u i h (x, ε) defined in the perturbed domain Ω h ε , which has a singular behavior as ε → 0 is approximated by a function defined in the unperturbed domain Ω with the singularity at the center h of the defect. Further a least squares functional is minimized with respect to the position h.
Finally another approach is proposed: we use a multilayer feedforward neural network in order to approximate the conditional expectation of an inverse mapping. This inverse mapping for the observation vectors calculates the location of the small hole. The components of the observation vector are a finite number of shape functionals. The approximation of the shape functionals by using the topological derivatives is used to prepare the learning set. The network is learned by using a backpropagation method. The output vector of the neural network is the conditional expectation of the location of the openings. Numerical results are presented for the two approaches.
Inverse problem
We consider the following inverse problem. Let Ω = [0, 1] × [0, 1] and split Ω into two subdomains Ω 1 and Ω 2 such that Ω = Ω 1 ∪Ω 2 . Denote Γ i , i = 1, .., 4, the four sides of the square with
be an open subset of R 2 with smooth boundary. Let ε > 0 be a small parameter and h ∈ Ω 1 . We define the perturbed domains Ω h ε and ω h ε in the following way:
Let m be a given constant, and g i , i = 1, .., m be in H 3 2 (Γ 1 ). We consider the following perturbed problems in R 2 , with f in L 2 (Ω):
Now let φ i ∈ L 2 (Γ 3 ), i = 1, .., m, be given boundary measurements on Γ 3 and z i ∈ L 2 (Ω 2 ) be given 
The inverse problem thus consists in minimizing functionals (4) and (5) with respect to h, assuming that ε is known.
3. Self-adjoint extension of the Laplacian
Asymptotic expansion
We use the technique of compound asymptotic expansions [6, 7, 8] to approximate the solutions of (1)- (3). The main idea of this technique is to look for an approximation in the form of a series with respect to the power of ε and ln ε. Actually, it can be proved that u i h (x, ε) admits the following expansion
with v 0 i defined as the solutions of −∆v
and G(x, y) is the generalized Green function defined by
where δ(x − y) is the Dirac mass at y. The function G admits the following representation:
where | · | stands for the euclidian norm in R 2 . The function G is the regular part of the Green function:
where L is a constant which depends only on the shape of ω; see [8] . The functionsũ
with M depending only on the shape of Ω and ω.
Self-adjoint extension
The self-adjoint extension of the Laplace operator with Dirichlet boundary conditions is defined as follows:
where
We assume in what follows that the cut-off function χ has compact support in Ω. 
and
The family of self-adjoint extensions of the operator A i h is built by restricting the domain of the operator A i h * . The abstract boundary condition b = Sa is added in the definition of D(A i h * ) with a given coefficient S depending on the asymptotic expansion of u i h w.r.t. ε. With such an S, the influence of the small hole can be modeled. Therefore, the following theorem can be proved.
Theorem 2 Let A i h be the restriction of the operator A i h * to the vector space
D(A i h ) = v ∈ D(A i h * ) : b = Sa where S = S(ε) = (2π) −1 (log ε + L),
L is a constant which depends on the shape of ω. Then A i h is a self-adjoint operator. In addition the following equation
A i h v i h = f ∈ L 2 (Ω) (18) admits a unique solution v i h ∈ D(A i h ) and v i h (x) = v 0 i (x) + β i h G(x, h) ∀x ∈ Ω.
Energy functionals in L p
We consider functionals of the form:
with u ∈ D(A i h ). We make an assumption on the functional (19), sufficient for further asymptotic analysis. Namely, the following inequality holds for some
where the constant c depends on Ω, but it is independent on the parameter ε and on the functions u, v. We assume that a similar inequality holds in the unperturbed domain Ω. Choosing p ∈]1, 2] we can prove
where M is a constant which depends only on the shape of Ω.
Least squares functional
From now on, the domain ω is assumed to be a ball of radius 1. The general case is easily deduced from this particular case. We introduce the following cost functionals, approximations of (4)- (5): In the case where ω ε is the ball B(x 0 , ε), we get |ξ h | = 1 on ∂ω h and therefore L = 0. We want to solve the minimization problem
where µ I and µ J are given coefficients. To this end we use a Fletcher-Reeves algorithm with a line search procedure, therefore we must first compute the gradients ofĨ i andJ i w.r.t. h.
where ∇ h denotes the gradient with respect to h. The gradient ∇ h v i h (x) takes the form:
We denote ∇ x G and ∇ y G the gradients with respect to the first and second variables of G, respectively. The value of ∇ x G is clearly defined, and
Topological derivative
We are looking for an expansion of J i and I i w.r.t. ε. In our case, plugging (6) into (4) we get
We introduce the adjoint state p i such that
Using Green's formula we get
In view of (13) we get
We obtain a similar result for I i (h, ε) introducing the adjoint state q i
and we can state the following theorem 
with T J i and T I i given by
Note that the topological derivatives (31) do not depend on the shape of the holes. It is actually possible to recover information on the shape of the small defects by looking at higher oder terms in the previous expansions.
Numerical results for the self-adjoint extension
For the numerical application of the self-adjoint expansion, we use a Fletcher-Reeves algorithm with a line search procedure to solve the minimization problem (24). The initial guess for h is given by the minimum of the topological derivative of functional
In the following numerical results, (x 1 , x 2 ) are the cartesian coordinates with (0, 0) in the corner
. Actually, m = 1 is enough for this algorithm to recover the location of the defect, but we obtain a more precise reconstruction with more measurements. The coefficient µ i and µ j are chosen as µ i = 1 and µ j = 10 −1 . The size of the grid is 255 × 255 and the algorithm converges after 126 iterations. In figure  1 we have plotted the level lines of the approximation v 1 h for the initial guess, the converged solution, and the solution u 1 h for the true position of the hole.
One can see in figure 1 that the initial guess for the position of the hole obtained with the topological derivative was far from the true position of the hole. On the other hand, when the algorithm has converged, the obtained approximation is close to the true position of the hole, as can be seen from table 1 and from figure 1. 
Neural network
In the neural network approach, the numerical procedure consists in minimizing the gap between the values of the observation functionals which are given for the real object compared to the values which are obtained from the mathematical model. The values from the mathematical model are given by the mapping:
where h = (h 1 , h 2 ) is the center of the hole. Therefore, the inverse problem can be defined by the minimization of the following goal functional : where
are the values determined for the real object, and d denotes a distance function in R 2m , for instance the Euclidian norm. In order to simplify the numerical procedure, L(h) is replaced in (33) by its approximation given in terms of the so-called topological derivatives (31).
From a numerical point of view, we are interested in inverting the mapping (32). To this end we use its approximation in the form given by theorem 3
where J 0 i and I 0 i denote the value of J i and I i for ε = 0. Then we determine the inverse mapping for such an approximation, instead of the inverse of the mapping L. From the mathematical point of view, the inverse mapping L −1 is difficult to evaluate. In this case we can use, in the same way as it is proposed in [4] , artificial neural networks to determine the inverse of mapping (34)-(35).
Inverse mapping
For the numerical application, we have a single hole and we choose m = 6.
The inverse mapping L −1 allows us to locate the hole in the domain Ω 1 , but the formula for L −1 is unknown. Our aim is to approximate this mapping using artificial neural networks. The multilayer feedforward neural network [10] is capable of providing arbitrarily accurate approximations for any mapping. To approximate mapping L −1 by neural network we have to construct a network and a learning set: for a given k ∈ {1, .., K}, let X k = (X k 1 , X k 2 ), be the position of the center of a given hole. This hole is generated randomly in the domain Ω 1 . For K → ∞ the whole domain can be covered. Then
denotes the corresponding unknown value of the function L −1 and we define a sequence {Z k } of vectors, where
For the vectors X k , k ∈ {1, .., K}, we calculate using the mapping L the vector of shape functionals 
We use an artificial neural network as an approximator of θ o . Let K be the size of the learning set. The learning set is composed of the following vectors
is the input vector for the neural network, and X k 1 , X k 2 is the output vector (required). Furthermore we have the dependence
Each of the networks is a mapping f q : R 2m → R 2 . The parameter q = (q 1 , q 2 ) describes the number of neurons in the hidden layers. We construct a sequence of networks for approximation of θ o . As a consequence q grows with K at an approximate rate. For a given K, the learning networks provide an approximation of the unknown regression function θ o , which is shown in [10] .
Numerical results for the neural network
We have considered an example of a learning network inverse mapping for one hole. We used Matlab to generate learning data, testing data and to create and learn neural network. For the numerical application we choose m = 6. Our network had two hidden layers: the first one with 24 neurons and the second one with 12 neurons. In both layers we used sigmoidal activation function. The output layer is composed of two neurons. The output vector is the conditional expectation of the location of the hole. The input vector has 2m = 12 components and describe a 12 − elements vector of shape functionals.
We prepared two different kind of sets; first -learning and second -testing. Results are given for two learning sets; the first one contains 1000 elements and the second one contains 1200 elements while the testing set contains 10 elements. We assume that the tolerated learning error is e −4 and that the number of learning epochs (iterations) is 500. We observe that error on testing data tends to zero when the size of learning set tends to infinity.
Size of learning set Error on learning data Error on testing data 1000 0.0190324 0.1294 1200 0.0200249 0.1263
