Abstract. In this paper we study the properties of coefficients appearing in the series expansions for zeros of generalized Rogers-Ramanujan series. Our primary purpose is to address several conjectures made by M. E. H Ismail and C. Zhang. We prove that the coefficients in the series expansion of each zero approach rational multiples of π and π 2 as q → 1 − . We also show that certain polynomials arising in connection with the zeros of Rogers-Ramanujan series generalize the coefficients appearing in the Taylor expansion of the tangent function. These polynomials provide an enumeration for alternating permutations different from that given by the classical q-tangent numbers. We conclude the paper with a recipe for inverting an elliptic integral associated with the zeros of generalized Rogers-Ramanujan series. Our calculations provide an efficient algorithm for the computation of series expansions for zeros of generalized Rogers-Ramanujan series.
Introduction
Among the multitude of series appearing in Ramanujan's notebooks [20, 21] , one sum of particular significance is R(x, q) := This series and certain generalizations appear repeatedly in Ramanujan's work. Ramanujan's affinity for the series R(x, q) has brought to light intriguing connections with important objects from classical analytic number theory such as theta functions, elliptic integrals, continued fractions, orthogonal polynomials and Eisenstein series. We use some of these connections in this article to study the properties of zeros of R(x, q), considered as a function of x, for a fixed value of q in a neighborhood of the origin. Our interest is motivated by a curious fragment from page 57 of Ramanujan's Lost Notebook [21] . Here Ramanujan gives the Hadamard product expansion for R(x, q) as (1 − q) 3 ψ 6 (q) , y 4 = y 1 y 3 .
( 1.3)
The function ψ(q) appearing in (1.2) and (1.3) is defined by
The last equality of (1.4) follows from the Jacobi triple product identity [5, p. 34 , Entry 18] (−qx; q 2 ) ∞ (−q/x; q 2 ) ∞ (q 2 ; q 2 ) ∞ = ∞ n=−∞ q n 2 x n , |q| < 1.
(1.5)
Ramanujan did not list further coefficients, y j = y j (q), for the series expansions for R(x, q). The unusual nature of Ramanujan's expansion has attracted a great deal of recent attention [2, 12, 13, 14, 16, 25] . G. E. Andrews [2] was the first to prove (1.2) and (1.3). In the course of his proof, Andrews showed that the coefficients y j are analytic functions of q in the unit circle, defined recursively in terms of parameters of lower index and the series (q; q) N −j k 1 +2k 2 +···+jk j =j k:=k 1 +k 2 +···+k j , k i ≥0
The series θ 0,0 and θ 1,1 have well known product representations
The bilateral series θ m,k are closely related to the derivatives of Jacobi theta functions [24, pp. 464-465] . If we denote the right side of (1.5) by F (x), then the series θ m,k may be expressed as (−1)
In [14] the author considered generalizations of R(x, q) and proved that the series θ m,k are representable as linear combinations of θ 1,1 , θ 0,0 , and iterated derivatives of these functions with respect to q. These representations are found by applying the following theorems. Here, and in the remainder of the paper, f (q) (n) denotes the n-fold iteration of the operator q d dq to the function f (q).
The corresponding representation for the function θ m,k , m odd, is not as concise.
Define the sequence A 1 , . . . , A r−1 2 +1 as follows:
+1 {β(r)}, (1.12)
One important consequence of Theorems 1.3 and 1.2 is that the coefficients y j , defined by (1.7), may be written in terms of certain Eisenstein series.
(1.14)
These series satisfy the differential equations
The differential equations (1.15)-(1.16) may be used to express the series θ m,k in terms of θ 0,0 , θ 1,1 and the Eisenstein series P (q), Q(q), R(q), P(q), Q(q) and e(q). 1,1 /θ 1,1 may be expressed as polynomials in the six Eisenstein series displayed in (1.14).
The theta quotients considered in Corollary 1.5 play an important role in the next section where we determine the asymptotic behavior of the coefficients y j appearing in Theorem 1.1. If we let q = e 2πiz , with Im z > 0, and use the classical notation E 2 (z) = P (q), it is well known that [18, p. 113]
In particular, E 2 (z) has a pole of order 2 at z = 0. Recalling the definition of e(q) given in (1.14), we apply Theorems 1.2, 1.3, 1.4, and induction on n to arrive at the following corollary. 
Limiting Behavior of the Coefficients y j
We now apply results from the preceding section to address a conjecture made by Ismail and Zhang [16, p. 374] concerning the limiting behavior of the coefficients arising in Theorem 1.1 as q → 1 − . Note that the series R(x, q) diverges at q = 1, so it is remarkable that the coefficients y j exhibit interesting limiting behavior as q → 1 − . Ismail and Zhang's conjecture is equivalent to the claim that lim q→1 − y j , j ≥ 1, is a rational multiple of π −j for any positive integer j. We prove a slightly altered form of their conjecture.
The primary motivation behind Ismail and Zhang's claim is that the coefficients y j can be written in terms of the q-Gamma function defined by [3] 
This function satisfies [3, 9] lim
2)
The connection with the generalized Rogers-Ramanujan series arises because special values of the q-Gamma function correspond to expressions involving theta functions.
In particular, from (1.4) and (2.1)
Therefore, by (1.2), 4) and so, from (2.2), we see that
We now induct on the index j of the coefficients y j to prove a more general formula, using (2.5) as our base case.
Theorem 2.1. For each positive integer N , let y N be defined as in Theorem 1.1. Then
Proof. Let q = e 2πiz with Im z > 0. A key ingredient we will need in the proof of (2.6) is a transformation formula for ψ(q), defined by (1.4). We have [5, p. 43, Entry 27 (ii)]
where
and it is assumed that α and β are such that the modulus of each exponential in (2.7) is less than 1. Setting α = √ −πiz, Im z > 0, we obtain from (2.7) that
The transformation (2.9) shows that, as a function of the variable z, ψ −2 (q) has a zero of order 1 at z = 0. In particular
By Corollary 1.6, the functions θ with rational residue. Now suppose that (2.6) is true for all integers strictly less than N . Then
we derive, for each partition
Therefore, by (2.11),
By the discussion in the paragraph following (2.10), the function
k n , N, j of the same parity,
k n , N, j of the opposite parity.
(2.16)
The number described by (2.16) is nonnegative. To see this, note that if N and j are both even and k is odd, the number of even parts in the corresponding partition j n=1 nk n of j must be at least one, for otherwise j would be odd. Likewise, under the assumption that N and k are even and j is odd, the number of even parts in the corresponding partition j n=1 nk n of j must be at least one, for otherwise j would be even. Each remaining case occurring in (2.16) yields a nonnegative integer. We next apply (2.13) and the induction hypothesis to obtain, for each j < N ,
We conclude that, as q → 1 − , terms within (2.14) corresponding to positive values of (2.16) tend to 0, while terms corresponding to zero values of (2.16) tend to finite complex numbers. In fact, terms in (2.14) which make (2.16) zero actually converge to rational multiples of π ρ(N ) as q → 1 − . To see this, we consider two cases corresponding to the relative parity of N and j. Suppose N and j are of the same parity and the corresponding expression in (2.16) equals zero. That is,
If we define, 20) for some function g(z), analytic in a neighborhood of z = 0, with
Recalling the discussion in the paragraph following (2.10), and noting that (2.18) implies that ω(N, j, k) is even, we obtain, for each partition j n=1 nk n of j satisfying (2.16),
Combining (2.17) and (2.22), we see that terms in (2.11) satisfying (2.18) tend to rational multiples of π ρ(N ) . We proceed along the same lines when N and j have opposite parity. In this case the exponent of (1 − q) in (2.20) is odd since
Hence, (2.20), (2.21) and (2.10) imply that
By (2.17) and (2.24), we see that terms in (2.11) satisfying (2.23) tend to rational multiples of π ρ(N ) . Therefore, by induction on N , identity (2.6) is satisfied for each nonnegative integer N .
Connection with a q-Analogue of the Tangent Numbers
The tangent numbers T n are the integers defined by
F. H. Jackson's classic q-analogues of the sine and cosine function [17] are
By considering quotients of these functions, we arrive at a q-analogue of the tangent numbers, T 2n+1 (q), defined by
If we replace x by x(1−q) in (3.3), the corresponding identity reduces to (3.1) as q → 1 − . The polynomials T n (q) are well-studied [4, 7, 8] and have interesting combinatorial interpretations [23] . In this section, we observe that a new q-analogue, T n (q), to the tangent numbers defined by
arises in connection with the zeros of the generalized Rogers-Ramanujan series.
Ismail and Zhang [16] noticed that the coefficients of certain polynomials appearing in the series expansions of the y j , j ≥ 1, in Ramanujan's expansion (1.2) are symmetric about the middle term. We indicate here the arithmetic interpretation of these polynomials. These representations imply that the polynomials are indeed nonnegative and symmetric about the middle term(s). Before we proceed, we need the following recursion formula satisfied by the polynomials T 2n+1 (q) appearing (3.4).
Theorem 3.1. We have
and, for each odd N > 1,
Proof. From (3.4), we have
Therefore,
We then obtain the required result by equating coefficients of x N on both sides of (3.6) for each odd N ≥ 1 and solving for T N (q)/(q; q) N .
The following theorem characterizes the coefficient of ψ −2 (q) arising in the coefficients y j of Theorem 1.1 for j odd. Theorem 3.2. For j ≥ 1, let y j be defined by Theorem 1.1, and let T 2j+1 (q) be defined by (3.4). The coefficient of ψ −2 (q) in y 2j+1 is given by
Proof. By Theorem 1.1, the y i , i ≥ 1, are defined recursively with initial values given by (1.3). If we use (1.7) to write the y i in terms of ascending powers of ψ −2 (q) by employing Theorems 1.2 and 1.3, a simple induction argument on i implies that within each y i the coefficient of {ψ −2 (q)} 0 is zero. This result is proven in a different way in [16] . Therefore, terms corresponding to k ≥ 2 in the inner sum of (1.7) do not contribute to the coefficient of ψ −2 (q) because products j∈I y j appear in these terms, for some multiset I of cardinality strictly greater than one with elements in N \ {0}. Theorems 1.3 and 1.2 imply that
Therefore, by (3.7) and Theorems 1.1, 1.3 and 1.2, we obtain a contribution to the coefficient of ψ −2 (q) within y N solely from terms in the inner sum of (1.7) of the form R N,j (q)θ N −j+1,0 or S N,j (q)θ N −j+1,1 y j , where R N,j (q) and S N,j (q) are rational functions of q. Let N ≥ 1 be odd. Since the index k in (1.7) is the total number of parts in a partition of j, terms of the form R N,j (q)θ N −j+1,0 only occur in (1.7) when k = j = 0. When j is even, (3.7) implies that terms of the form S N,j (q)θ N −j+1,1 y j are congruent to zero modulo ψ −4 (q). Thus, to tabulate the coefficient of ψ −2 (q) in y N , we only consider terms of the form R N,0 (q)θ N +1,0 and S N,j (q)θ N −j+1,1 y j when j is odd and j ≤ N − 2. If we let J N (q)/(q; q) N represent the coefficient of ψ −2 (q) in y N , then for each odd N ≥ 1, Therefore, by (1.7), (3.9), we deduce
(3.10)
By (3.9) we see that, for N, j odd,
We next replace j by 2j − 1 in (3.10), apply (3.7), (3.11) and simplify the exponents to write, for each odd N > 1,
Note that for each odd N and any integer j, (−1) (5−6j+3N )/2 = (−1) (N −2j+3)/2 , and so, comparing (3.12) with (3.5), we see that J 2n+1 (q) and T 2n+1 (q) satisfy the same recursion formula and have the same initial value. We conclude that J 2n+1 (q) = T 2n+1 (q) for each nonnegative integer n.
The functions T N (q), N odd, are polynomials in q since they can be expressed via (3.5) in terms of the q-binomial coefficients
The first few values of T n (q) are
14) Reasoning as in the proof of Theorem 3.2, we may generate the coefficient of ψ −4 (q), k ≥ 1, within the expansion of each coefficient {y 2j } j≥1 via recursion relations involving the polynomials {T j (q)} j≥1 . The resulting formulas are not as elegant as (3.13) since they arise from a wider class of partitions of the outer index of summation in (1.7). Theorem 3.3. For j ≥ 1, let y j be defined by Theorem 1.1, and let T 2j+1 (q) be defined by (3.4). For each even N , the coefficient of ψ −4 (q) in y N satisfies the recursion S 2 (q) = 0 and
The first two iterations of Theorem (3.3) result in the polynomials Theorem 3.4.
Proof. The polynomials S 2n (q) defined by (3.17) satisfy the recursion formula appearing in Theorem 3.3. The recurrence can be deduced using elementary relations between the generalized q-Euler numbers induced by Faá Di Bruno's formula [6, 15] . For brevity, we omit the details.
D. Andre [1] gave a combinatorial interpretation for the classical tangent numbers T 2n+1 defined by (3.1). These numbers count the number of permutations π = π 1 π 2 · · · π 2n+1 of elements in the set {1, 2, . . . , 2n + 1} such that π 1 < π 2 > π 3 < π 4 > · · · > π 2n+1 . Such permutations are called alternating or up-down permutations. A given permutation π 1 π 2 · · · π n has an inversion if i < j and π i > π j . The Jackson q-analogue of the tangent function appearing in (3.3) enumerates the number of alternating permutations by number of inversions [10, 22, 23] .
The polynomials T 2n+1 (q) in (3.4) arise from generating functions associated with geometrically distributed random variables [19] . A. J. Yee supplied a direct arithmetic interpretation for the polynomials T 2n+1 (q), and in [15] we undertake a combinatorial analysis of the polynomials appearing in [19] with similar arithmetic interpretations. We provide now only the statement of results that are relevant to Ramanujan's function.
Denote by inv(π) the number of inversions of the permutation π. The descent set D(π) is defined by {i | π i > π i+1 }, where d(π) denotes the size of D(π). For a permutation π = π 1 π 2 · · · π 2n+1 , define π o = π 1 π 3 π 5 · · · π 2n−1 π 2n+1 . Let A 2n+1 be the set of alternating permutations π 1 π 2 · · · π 2n+1 on {1, 2, . . . , 2n + 1}.
Theorem 3.5.
Corollary 3.6. The coefficients of T 2n+1 (q) and S 2n (q) are nonnegative and symmetric about the middle coefficient(s).
Connection to Elliptic Integrals and the Work of Ismail and Zhang
This section is devoted to expanding upon the work of Ismail and Zhang in [16] . Their illuminating analysis connects the zeros of Ramanujan's function R(x, q), defined by (1.1), with the Jacobian elliptic functions. We will use these connections to derive several recursion formulas for calculating series expansions for the zeros of R(x, q). We add to Ismail and Zhang's work here by giving explicit recursion formulas for the construction of the coefficients in the series expansions of the zeros of R(x, q). We also note that, in contrast to the expansions derived above, the expansions of [16] involve polynomials in theta functions [24, p. 473 ]. We will show that these representations lead to an infinite class of identities relating Eisenstein series and theta functions.
We begin by introducing some necessary notation [3, 9] . Define, for each positive integer r,
and
be the zeros of R(−x, q), and define ξ n (q), X, u such that
Finally, let ψ(q) be defined by (1.4) and ϕ(q) be defined by (2.8) . Denote 
and, if we denote by u(X) the inverse function X → u determined by (4.7), then 
Observe that
Similarly, we have
Therefore, summing over the even and odd indices in (4.9), and applying (4.10) and (4.11), we obtain
(4.12)
This identity differs from that given in [16, Theorem 3.1] since q 2 /x appears in the last argument of the leftmost 1 φ 1 -function in (4.12) instead of q 3 /x. Identity (4.12) results in the following corrected version of the integral equation satisfied by ξ n [16] . Theorem 4.3. Let ξ n be given by (4.4). Then ξ n satisfies the integral equation
. (4.14)
By the binomial theorem and (4.14), Ismail and Zhang derive the expansion [16, p. 370]
.
(4.15)
They also show that [16, p. 370]
Therefore, using (4.15), (4.16) and the identity 17) we conclude that, by (4.6),
The representation for g(x) given in [16, p. 370, Equation (3.12)] differs by a factor of (−1) n in each summand from that of (4.6). By reviewing the definitions of X, u and ξ n in (4.4) and applying (4.18), we see that, provided h(w) and g(x) are defined by (4.5) and (4.6), respectively, Theorem 4.1 is equivalent to Theorem 4.3 (the corrected version of Theorem 3.3 in [16] ).
At first glance, Theorem 4.3 looks very complicated. It appears that, to determine ξ n (q), we need to find the inverse function u(X) determined by (4.7) explicitly. However, it turns out that the tools needed to compute the series expansion of ξ n (q) about X = 0 are readily available. Ismail and Zhang suggest that, in deriving (1.2)-(1.3), Ramanujan used formulas of this type [16, p. 371 ]. Although we do not know Ramanujan's motivations, the many instances of Ramanujan's deep insight into the theory of elliptic functions lends credibility to this argument. In any case, it is surprising that Ramanujan's calculations (1.2)-(1.3) can be obtained through the inversion of an elliptic integral.
From (4.5) and (4.6), it is not difficult to compute the Taylor series coefficients of g(z) and h(z) about z = 0. To derive a series expansion for ξ n (q) about X = 0, we need information about the Taylor series coefficients of u(X). The following theorem provides a recursion formula that can be iterated to calculate successive values of
. This formula is induced by (4.7).
Theorem 4.6. Let y j be defined by (1.2), and let g, h and u be defined as in Theorem 4.1. Then, if we define y 0 := −1,
Proof. By applying (4.8), (4.19) , the Leibniz rule and logarithmic differentiation, we find that, for each positive integer k,
By combining the recursion relations of Theorems 4.4, 4.5, and 4.6, we derive the following identities: H. Hahn proves (4.34) using Ramanujan's basic parameterizations for each term [11, p. 47, Equation (2.6.51)]. Identities (4.34) and (4.35) are the first two cases of an infinite class of identities relating polynomials in the series qψ 4 (q 2 ) and ϕ 4 (q) and polynomials in P (q), Q(q), R(q), e(q), P(q), Q(q). Each identity can be obtained by equating the representations for y j , j ≥ 1, given by Theorems 4.6 and 1.1.
Numbers of the form n(n + 1)/2 are called triangular numbers. By viewing the series above as generating functions, we obtain the following arithmetic interpretation of (4.34).
Corollary 4.8. Let t 4 (n) and r 4 (n) denote the number of representations of n as the sum of precisely four triangular numbers and four squares, respectively, and let σ(n) be the sum of the positive divisors of n. Then, for each positive integer n, 16t 4 (n) + r 4 (2n + 1) = 24σ(2n + 1).
(4.36)
