Abstract: Multi-site time series studies of the association of air pollution with mortality and morbidity have figured prominently in the literature as comprehensive approaches for estimating short-term effects of air pollution on health. Hierarchical models are generally used to combine site-specific information and to estimate pooled air pollution effects while taking into account both within-site statistical uncertainty and across-site heterogeneity.
I
n multi-site time series studies of the association of air pollution with mortality and morbidity, 1,2 site-specific time series data are assembled under a common framework and analyzed with a uniform analytic approach. Hierarchical modeling is an unified approach for combining evidence across studies, quantifying the sources of variability, and assessing effect modification. Because of the development of computational tools that facilitate their implementation, 3, 4 hierarchical models have been recently applied to analysis of multi-site time series data.
1,5-9 (Dominici 10 presents a more detailed discussion on the use of hierarchical models in multi-site time series studies of air pollution and health.)
Hierarchical models 11 for analyses of multi-site time series studies of air pollution and mortality have a multi-stage structure. At the first stage, the association between air pollution and health is described using a site-specific regression model 7, 12, 13 which takes into account potential confounding factors such as trend, season, and climate. Generalized Additive Models (GAM) 14 with nonparametric adjustment for confounding factors for the site (eg, smoothing splines) or Generalized Linear Models (GLM) 15 with regression splines (eg, natural cubic splines) are generally used to estimate site-specific relative rates ␤ c and their sampling variances v c . Here ␤ c denotes the percentage increase in mortality/morbidity per unit increase in level of the air pollutant, and v c denotes the statistical uncertainty in ␤ c ; v c depends on the number of days with available air pollution data, adverse health events, and correlated time varying confounders. At the second stage, the information from multiple sites is combined by assuming that the true city-specific relative rates (␤ c ) have a common mean ␣ (also called the pooled relative rate) and variance 2 ; this variance represents the variability across sites of the true relative rates (also called the heterogeneity parameter). Fixed or random effects, empirical Bayesian, or fully Bayesian models 16 -20 are used to estimate ␣ and 2 . The nature and characteristics of time series studies in air pollution and health make it difficult to estimate health risk while taking into account all sources of uncertainty. First, the variability in the mortality or morbidity time series explained by air pollution is an order of magnitude lower than the variability in the mortality time series explained by weather, trend, and seasonality. Consequently, the estimates of air pollution effects are sensitive to the method of adjustment for confounding factors. Second, to control adequately for confounding, several highly correlated predictors are included in the site-specific regression model. This can make variance estimation unstable, and slow the convergence of fitting algorithms such as the backfitting algorithm in GAM. 21 Third, because the confounding effects of climate and season are not linear and vary slowly, these need to be modeled using smooth functions such as smoothing splines or regression splines. 22 Nonlinear modeling increases both the number of nuisance parameters and the computational complexity. In all these cases, a sound and robust assessment of the statistical uncertainty of ␤ c can be hard to obtain, and there is likely to be underestimation of variance due to model misspecification.
Problems inherent in standard error estimation of air pollution effects have recently been pointed out in the literature. For example, Ramsey et al 23 reported that the inability of the GAM to take full account of the correlation among nonlinear confounders can lead to underestimation of the standard error of relative rate estimates (see also Chambers and Hastie 24(pp 303-304) and commentaries by Lumley and Sheppard 25 and Samet et al 26 ). Recently Dominici, McDermott, and Hastie 27 have developed gam.exact, an extended version of the S-plus function gam used to fit Generalized Additive Models. The S-plus function gam.exact calculates an asymptotically exact covariance matrix of the air pollution effect estimates by properly taking into account the correlation among the nonlinear predictors.
The reanalyses of the National Morbidity, Mortality, and Air Pollution Study (NMMAPS) 28 empirically confirmed the theoretical results of Ramsey et al 23 These reanalyses showed that the degree of bias in the standard errors was proportional to the size of the standard errors (a form of multiplicative bias). Variances more robust than the ones obtained from GAM software can be obtained by using standard statistical theory 29 or by bootstrap 30 or GEE methods. 31 However, in time series studies of air pollution and health, such methods might be computationally expensive and "off-the-shelf" statistical software is not always available.
In this paper, we investigate the sensitivity of the pooled estimate␣ with respect to underestimation of the city-specific statistical variances v c . We focus on underestimation (as opposed to overestimation) for 3 reasons. First, underestimation of v c is a much more serious problem than overestimation because it leads to less conservative conclusions about the statistical significance of a site-specific association between air pollution and health. Second, underestimation of v c is more common than overestimation, as the former generally reflects a failure to take into account 1 or more sources of uncertainty. Third, underestimation of v c has been identified as a limitation of the statistical software for the implementation of GAM. 23, 24 However, this limitation has recently been overcome.
We show that the pooled estimate is unaffected by underestimation of v c when the bias is additive or when the bias is multiplicative and the statistical variances are equal across cities. Then, by a simulation study, we investigate the case of multiplicative bias and unequal statistical variances. Here we define 3 3 ϭ 27 scenarios which are a combination of number of cities, magnitude of the bias, and amount of heterogeneity. We then identify under which scenarios the underestimation of v c affects the estimate of the pooled relative rate estimate ␣ . We also investigate the impact of variance underestimation on the national average relative rate estimate from the National Morbidity, Mortality, and Air Pollution Study (NMMAPS).
METHODS
We considered the following 2 stage normal-normal hierarchical model
where C is the total number of sites, and N(a, b) denotes the normal distribution with mean a and variance b. We estimated ␣ and its standard error SE(␣ ) by using an empirical Bayes approach. 18 More specifically, we first computed the restricted maximum likelihood estimate 2 , and then we calculated ␣ and SE (␣ ) conditional on 2 . Details are in the appendix. The empirical Bayes estimate of ␣ and its standard error are defined below:
where w c ϭ v c ϩ 2 . Let v c be the "true" statistical variance, and let v c * be the "estimated" statistical variance under a miss-specified model. We assumed v c * Ͻ v c , and we consid- In the first and second case, underestimation of the variance does not affect the pooled estimate of ␣. The mathematical proof is given in the appendix.
In the third case, we explored the impact of multiplicative bias on the estimation of ␣ by a simulation study. We considered 3 3 ϭ 27 scenarios consisting of 3 components:
• underestimation of 50%, 30%, and 10% which corresponds to k ϭ 0.5, 0.7, 0.9; • number of sites: C ϭ 15, 20, 90; • amount of heterogeneity: ϭ 0.05, 0.5, 1 corresponding, respectively, to small, medium, and large between-city standard deviations.
For each scenario, we generated 250 replicates of ␤ ϭ (␤ 1 ,..., ␤ C ) from model(1). More specifically, we chose values for ␣, 2 , and v c and we sequentially generated For C ϭ 15 and C ϭ 20 we took a random sample from the 90 v c NMMAPS estimates. We also set ␣ equal to 0.21 (the pooled NMMAPS estimate for total mortality at lag 1 28 ). In summary, each scenario (biased v c * , sample size C, and amount of heterogeneity ), led to 250 simulated values of ␤ .
RESULTS
For each replicate ␤ , and for each scenario, we calculated the empirical Bayes estimates of 2 and ␣, using both v c and v c * , by fitting model (1) and using equation (2) . This led to 2 sets of 250 estimates of ␣, here denoted by ␣ (v c ) and ␣ (v c * ). Figure 1 shows boxplots of the 250 standardized differences between the 2 ␣ estimates defined as (␣ (v c ) Ϫ ␣ (v c * ))/SD, where SD is the standard deviation of the 250 estimates of ␣ (v c ). Thus, a standardized difference larger than 2 suggests high sensitivity of the pooled estimate to the use of the biased v c * instead of "true" v c . For all scenarios, the 95% confidence intervals of the standardized differences were always within 2 standard deviations of 0, suggesting that underestimation of v c did not affect ␣ substantially. In 8 scenarios, the distributions of the standardized differences showed more variability, with their maximum absolute differences larger than 2 standard deviations. Seven of those scenarios corresponded to extreme underestimation of 50%. The other scenario was characterized by small sample size, small heterogeneity, and a bias of 30%.
We also investigated the impact of variance underestimation on the NMMAPS national average relative rate estimate. We recalculated the national average relative rate of mortality for a 10 unit increase in PM 10 by varying the underestimation parameter k from 0.1 (90% variance underestimation) to 1 (no variance underestimation). Figure 2 shows the NMMAPS national average and heterogeneity estimates as function of the underestimation parameter k. Note that for values of k increasing from 0.1 to 0.6 (variance underestimation from 90 to 40%), decreased; also, ␣ moved from the un-weighted average of the ␤ c (equal to 0.28%; 95% posterior interval equal to .05 -.51) toward the weighted average of the ␤ c defined in equation (2) (equal to 0.21%; 95% posterior interval equal to .10 -.31). The latter occurred because when k was very small (large variance underestimation), 2 was large relative to v c * ϭ kv c , and roughly the same weight was assigned to all the city-specific estimates. For values of k increasing from 0.6 to 1 (variance underestimation from 40% to 0%), ␣ was constant because 2 ϭ 0. In summary, little or no effect was observed when the variance underestimation was less than 40% (k Ն 0.6) (national average estimate equal to 0.21%). When underestimation was larger than 40% (k Ͻ 0.6), ␣ gradually increased with the degree of underestimation toward the un-weighted pooled estimate which is equal to 0.28%. However, for all values of k, the t-ratio ␣ SE(␣ ) remained larger than 2 indicating "statistical significance" of the national average relative rate estimate. 
DISCUSSION
The results of this paper indicate that, in multisite time series studies of air pollution and health, underestimation of the statistical variances v c did not affect the estimate of the pooled effect ␣ substantially. Some sensitivity was observed when the number of sites was small (less than 20), the between-city variability was close to zero, and the underestimation was larger than 40%. In addition, our results suggest that variance underestimation of as much as 40% in the NMMAPS studies would not change the conclusions.
The mathematical results reported in this paper are generalizable to any two-stage normal-normal hierarchical model, and therefore can be applied to any meta-analysis of study results or clinical trials that uses such modeling approach. The simulation results reported in this paper can also be applied to any meta-analysis when the size of the overall parameter ␣ with respect to the heterogeneity parameter and the city specific standard deviations, v c , is similar to the ones considered here. However, even in a meta-analysis with very different numerical values for ␣, , and v c , our simulation studies can be easily modified to reflect these other situations.
Our underestimation parameter k, here specified a priori, may depend upon site-specific characteristics. In each city, data characteristics may lead to different autocorrelation structures of the residuals, and therefore to different degrees of adjustment for confounding factors. Therefore, variance underestimation attributable to model mis-specification might be more or less severe in the different cities, leading to different values of k. Our simulation study considers both minor (10%) and major (50%) underestimations of standard errors and therefore should encompass the more severe cases of model mis-specification.
The robustness of air pollution effect estimates to variance underestimation applies only to pooled-effect ␣. Empirical Bayes estimates of the site-specific relative rates, here denoted by ␤ c , are affected by the underestimation of the v c . To see this, consider their definition:
where
is the shrinkage factor. Note that S c is not invariant to underestimation of the v c . In this case, underestimation of v c leads to overestimation of S c and therefore leads to ␤ c which rely too heavily on ␤ c . Thus, variance underestimation leads to an overestimation of the heterogeneity of the air pollution effects, and therefore to under-shrinkage of the city-specific empirical Bayes estimates toward their overall mean ␣ .
Unfortunately, because the true statistical variances are unknown, the distinction between additive and multiplicative bias is not straightforward. One possible approach is to specify 2 alternative but comparable site-specific regression models and to compare the estimates of v c under the 2 models. For example, Dominici et al 27 estimated ␤ c and v c under a GLM with natural cubic splines and under a GAM with smoothing splines; they then compared the v c under these 2 modeling approaches. In time series studies of air pollution and health, a more robust estimate of the statistical variance under a GAM can be obtained by using gam.exact. 27 In other situations, robust variance estimates can be obtained by using asymptotic theory 29 or bootstrap 30 or sandwich estimates. 31 Robust and model-based variance estimates can then be compared for a small number of sites to gain insight on the form of bias.
The results in this paper are presented using an empirical Bayesian approach to estimation, in which the Bayesian estimate of ␣ is obtained by plugging a point estimate of 2 into Equation (2). However our results apply also if a fully Bayesian version of the above model is fit with noninformative priors on 2 and ␣. Finally, the results of this paper apply under the assumption that the normal approximation to the likelihood function at the first stage of the hierarchical model is appropriate. Asymptotically, this approximation has an accuracy proportional to the number of days with available data in each city. 32 In time series studies of air pollution and health the asymptotic normal approximation is generally accurate; however, additional work is needed to extend such results to distributions other than the normal and to examine the sensitivity of inferences if the normal approximation is not accurate.
