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a b s t r a c t
Let A be the class of functions f : f (z) = z+∑∞n=2 anzn, which are analytic in the open unit
disc E.Weuse a linear operator closely related to themultiplier transformation to introduce
and investigate certain subclasses of A which map E onto a generalized form of the conic
domain. Several properties of these classes including some inclusion relations, convolution
and other class preserving operators are studied. In particular, we derive many known and
new results as special cases. Applications of some results are also given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let A be the class of functions of the form
f (z) = z +
∞−
n=2
anzn, (1.1)
which are analytic in the open unit disc E = {z : |z| < 1}. Let s∗(α) and C(α) denote the subclasses of A consisting of starlike
and convex functions of order α(0 ≤ α < 1), respectively, where S∗(0) = S∗ and C(0) = C are the well known classes of
starlike and convex functions.
Let f , g ∈ A, g(z) = z +∑∞n=2 bnzn and f (z) is given by (1.1). Then the convolution (Hadamard product) of f and g is
defined by
(f ∗ g)(z) = z +
∞−
n=2
anbn = (g ∗ f )(z).
Also, if f and g are analytic in E, we say that f is subordinate to g in E, written as f ≺ g or f (z) ≺ g(z), if there exists a
Schwarz functionw(z) such that f (z) = g(w(z)) for z ∈ E.
For 0 ≤ α < 1, the class P(α) consists of the functions p(z) analytic in E with p(0) = 1 such that Re p(z) > α for z ∈ E,
and with α = 0, we obtain the well-known class P(0) = P of Caratheodory functions with positive real part.
∗ Corresponding author.
E-mail addresses: khalidanoor@hotmail.com (K.I. Noor), noormaslam@hotmail.com (M.A. Noor), eisasaid@ksu.edu.sa (E. Al-Said).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.10.003
K.I. Noor et al. / Computers and Mathematics with Applications 62 (2011) 4194–4206 4195
Let Pm(α),m ≥ 2, 0 ≤ α < 1, be the class of functions h(z) analytic in E with h(0) = 1 such that, for z ∈ E,
h(z) =

m
4
+ 1
2

h1(z)−

m
4
− 1
2

h2(z), h1, h2 ∈ P. (1.2)
The class Pm(0) = Pm was introduced in [1]. We note that h ∈ Pm(α) if and only if there exists p ∈ Pm such that
h(z) = (1− α)p(z)+ α. (1.3)
For k ∈ [0,∞), we define conic domainsΩk as follows; see from [2].
Ωk = {u+ iv : u > k

(u− 1)2 + v2}.
For fixed k,Ωk represents the conic region bounded successively, by the imaginary axis (k = 0), the right branch of a
hyperbola (0 < k < 1) and a parabola v2 = 2u− 1(k = 1). When k > 1, the domainΩk becomes a bounded domain being
the interior of the ellipse.
The following functions pk(z) are univalent in E, belong to the class P , play the role of extremal functions mapping the
unit disc E ontoΩk, and are given as
pk(z) =

1+ z
1− z , k = 0,
1+ 2
π2

log
1+√z
1−√z
2
, k = 1,
1+ 2
1− k2 sinh
2
[
2
π
arc cos k

arc tanh
√
z
]
, 0 < k < 1,
1+ 2
k2 − 1 sin

π
2R(t)
∫ u(z)√
t
0
1√
1− x21− (tx)2 dx

+ 1
k2 − 1 , k > 1,
where u(z) = z−
√
t
1−√tz , t ∈ (0, 1), z ∈ E and z is chosen such that k = cosh

πR′(t)
4R(t)

, R(t) is the Legendre’s complete elliptic
integral of the first kind and R′(t) is the complementary integral of R(t); see [3].
Using the function pk(z), we define the following.
Let p(z) be analytic in E with p(0) = 1. Then p ∈ Pm(pk),m ≥ 2, if and only if we can write
p(z) =

m
4
+ 1
2

p1(z)−

m
4
− 1
2

p2(z),
where pi ≺ pk, i = 1, 2.
Form = 2, we have the class P(pk) and it is known [3] that
P(pk) ⊂ P

k
k+ 1

.
The conic regionsΩk can be generalized as follows:
Ωk,β = (1− β)Ωk + β, (1.4)
where
β ∈

[0, 1), if k ∈ [0, 1],
0, 1−
√
k2 − 1
k

, if k > 1.
(1.5)
Condition (1.5) on β is imposed to ensure that the point (1, 0) is inside the domainΩk,β .
Remark 1.1. By writing
pk,β(z) = (1− β)pk(z)+ β, (1.6)
it can easily be seen that the function pk,β map E onto the conic domainΩk,β given by (1.4).
From (1.6), we note that
pk,β(z) = φβ(z) ∗ pk(z), (1.7)
where
Reφβ(z) = Re

1+ (1− 2β)z
1− z

≥ β, z ∈ E.
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Closely related to the multiplier transformation studied by Jung et al. [4] and Saˇlaˇgean differential operator, we define
the multiplier transform Lsλ : A → A as follows:
Lsλf (z) = z +
∞−
n=2

n+ λ
1+ λ
s
anzn, (λ > −1), (1.8)
and s is any real number.
We note that
(i) For λ = 1 and s any integer, we obtain operator Ls1 which has been studied in [5].
(ii) When s = −1, L−1λ f (z) = z +
∑∞
n=2
 1+λ
n+λ

anzn is the integral operator studied by Owa and Srivastava [6].
Writing
f sλ (z) = z +
∞−
n=2

n+ λ
1+ λ
s
zn, (S ∈ R, λ > −1),
we define f sλ,µ(z) as
f sλ (z) ∗ f sλ,µ(z) =
z
(1− z)µ , (µ > 0, z ∈ E). (1.9)
Using (1.9), the operator Lsλ,µ : A → A is introduced; see [7], as follows:
Lsλ,µf (z) = (f sλ,µ ∗ f )(z), (f ∈ A; s ∈ R; λ > −1, µ > 0). (1.10)
From (1.10), it can be noted that L00,2f (z) = zf ′(z) and L10,2f (z) = f (z), L−11,1 f (z) = z +
∑∞
n=2
1
nanz
n =  z0 f (t)t dt , and we
obtain the following relations:
z(Lsλ,µf (z))
′ = µLsλ,µ+1f (z)− (µ− 1)Lsλ,µf (z), (1.11)
z(Ls+1λ,µ f (z))
′ = (λ+ 1)Lsλ,µf (z)− λLs+1λ,µ f (z). (1.12)
We also define the function φ(a, c; z) by
φ(a, c; z) =
∞−
n=0
(a)n
(c)n
zn+1, (z ∈ E; a ∈ R; c ∈ R \ Z−0 ; Z−0 = {0,−1,−2, . . .}), (1.13)
where (v)n is the Pochhammer symbol (or the shifted factorial) defined (in terms of the Gamma function) by
(v)n = Γ (v + n)
Γ (v)
=

1 if n = 0 and v ∈ C \ {0},
v(v + 1) · · · (υ + n− 1), if n ∈ N = {1, 2, . . .}, v ∈ C.
We now define the following.
Definition 1.1. Let γ > 0, λ > −1, s ∈ R, µ > 0,m ≥ 2 and k ∈ [0,∞). Then
k− ∪T sλ,µ(m, γ , β) =

f ∈ A : [(Lsλ,µf (z))′ + γ z(Lsλ,µf (z))′′] ∈ Pm(pk,β)

,
where pk,β(z) is as defined in Remark 1.1.
We shall denote 0− ∪T sλ,µ(m, γ , β) as T sλ,µ(m, γ , β).
Also
k− ∪Rsλ,µ(m, β) =

f ∈ A :

z(Lsλ,µf (z))
′
Lsλ,µf (z)

∈ Pm(pk,β)

.
We shall denote 0− ∪Rsλ,µ(m, β) as Rsλ,µ(m, β).
It can easily be seen that 0−∪R10,2(m, 0) = Rm is the class of functionswith bounded radius rotation and0−∪R00,2(m, 0) =
Vm is the class of functions with bounded boundary rotation. Also R2 = S∗, V2 = C , see [8].
We shall assume, throughout this study unless otherwise stated, that γ > 0, λ > −1, z ∈ E, s ∈ R, µ > 0,m ≥ 2 and
k ∈ [0,∞).
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2. Preliminary results
Lemma 2.1 ([9]). Let 0 < a ≤ c. Then
Re

φ(a, c; z)
z

>
1
2
, (z ∈ E),
where φ(z) is given by (1.13).
Lemma 2.2. Let g(z) be analytic in E and h(z) be analytic and convex univalent in E with h(0) = g(0). If
g(z)+ 1
δ
zg ′(z)

≺ h(z), (Re {δ} ≥ 0, δ ≠ 0), (2.1)
then
g(z) ≺ h˜(z) = δz−δ
∫ z
0
tδ−1h(t)dt ≺ h(z),
and h˜(z) is the best dominant of (2.1).
For this result, we refer to [10,11].
Remark 2.1. If Re h(z) > β1, then it is known [12] that
Re g(z) > β1 + (1− β1)(2δ1 − 1),
where δ1 is given by
δ1 =
∫ 1
0
(1+ tRe 1δ )−1dt,

1
2
≤ δ1 < 1

. (2.2)
Lemma 2.3 ([13]). For 0 ≤ γ1, γ2 < 1,
P(γ1) ∗ P(γ2) ⊂ P(γ3), γ3 = 1− 2(1− γ1)(1− γ2).
The value of γ3 is the best possible.
Lemma 2.4 ([14]). Let u = u1 + i u2 and v = v1 + i v2 and let ψ(u, v) be a complex-valued function satisfying the conditions:
(i) ψ(u, v) is continuous in a domain D ⊂ C2,
(ii) (0, 1) ∈ D and ψ(1, 0) > 0,
(iii) Reψ(i u2, v1) ≤ 0, whenever (i u2, v1) ∈ D and v1 ≤ −12 (1+ u22).
If h(z) = 1 + c1z + c2z2 + · · · is an analytic function in E such that (h(z), zh′(z)) ∈ D and Reψ{h(z), zh′(z)} > 0 for
z ∈ E, then Re h(z) > 0 in E.
Lemma 2.5 ([2]). Let 0 ≤ k <∞ and β, δ be any complex numbers with β ≠ 0 and Re

βk
k+1 + δ

> γ , where γ is as defined
in (1.5). If h(z) is analytic in E, h(0) = 1 and it satisfies
h(z)+ zh
′(z)
βh(z)+ δ

≺ pk,γ , (2.3)
and qk,γ is an analytic solution of
qk,γ (z)+
zq′k,γ (z)
βqk,γ (z)+ δ = pk,γ (z),
then qk,γ (z) is univalent,
h(z) ≺ qk,γ (z) ≺ pk,γ (z),
and qk,γ (z) is the best dominant of (2.3).
Lemma 2.6 ([15]). Let p(z) and q(z) be analytic in E, p(0) = q(0) = 1 and Re q(z) > 12 for |z| < ρ (0 ≤ ρ < 1). Then the
image of Eρ = {z : |z| < ρ} under p ∗ q is a subset of the closed convex hull of p(E).
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3. Inclusion results
Theorem 3.1. Let 0 ≤ γ1 < γ2. Then k− ∪T sλ,µ(m, γ2, β) ⊂ k− ∪T sλ,µ(m, γ1, β).
Proof. Let
Lsλ,µf (z) = F(z), f ∈ k− ∪T sλ,µ(m, γ2, β). (3.1)
Then F ′(z) is analytic in E with F ′(0) = 1.
Differentiating (3.1), we have
(Lsλ,µf (z))
′ + γ2z(Lsλ,µf (z))′′ = {F ′(z)+ γ2zF ′′(z)} ∈ Pm(pk,β).
Writing
F ′(z) =

m
4
+ 1
2

F ′1(z)−

m
4
− 1
2

F ′2(z), (3.2)
we have
F ′(z)+ γ2zF ′′(z) = (F ′ ∗ φγ2)(z); φγ2 =
1+ (1− γ2)z
(1− z)2 ,
=

m
4
+ 1
2

{F ′1(z)+ γ2zF ′′1 (z)} −

m
4
− 1
2

{F ′2(z)+ γ2zF ′′2 (z)}. (3.3)
From (3.1), (3.2) and (3.3), it follows that
{F ′i (z)+ γ2zF ′′i (z)} ≺ pk,β(z).
Now an application of Lemma 2.2 with δ = 1
γ2
gives us F ′i (z) ≺ pk,β(z), i = 1, 2, and this implies that
F ′(z) = h(z) ∈ Pm(pk,β). (3.4)
Since 0 ≤ γ1 < γ2 < 1 and Pm(pk,β) is a convex set [16], it follows from (3.1) and (3.4) that
(1− γ1)F ′(z)+ γ1(zF ′(z))′ = γ1
γ2
[(1− γ2)F ′(z)+ γ2(zF ′(z))′] +

1− γ1
γ2

F ′(z)
=
[
γ1
γ2
h(z)+

1− γ1
γ2

H(z)
]
∈ Pm(pk,β).
This completes the proof. 
As an application of Theorem 3.1, we have the following result.
Corollary 3.1. For m = 2, the class k− ∪T 10,1(2, γ , β) consists entirely of univalent functions. In this case
(f ′ + γ zf ′′) ∈ P(β1), β1 = k+ βk+ 1
and, using Lemma 2.2, it follows that
f ′ ∈ P(β2), β2 = β1 + (1− β1)(2δ1 − 1)
and δ1 is given by (2.2).
Theorem 3.2. Let 0 < µ1 ≤ µ2. Then k− ∪T sλ,µ2(m, γ , β) ⊆ k− ∪T sλ,µ1(m, γ , β).
Proof. Let f ∈ k− ∪T sλ,µ2(m, γ , β). Then
(1− γ )(Lsλ,µ1 f (z))′ + γ [z(Lsλ,µ1 f (z))′]′ =
φ(µ1, µ2; z)
z
∗ [(1− γ )(Lsλ,µ2 f (z))′ + γ (z(Lsλ,µ2 f (z))′)′]
= φ(µ1, µ2; z)
z
∗ p(z), p ∈ Pm(pk,β)
=

m
4
+ 1
2
[
φ(µ1, µ2; z)
z
∗ p1(z)
]
−

m
4
− 1
2
[
φ(µ1, µ2; z)
z
∗ p2(z)
]
, (3.5)
where pi ≺ pk,β , i = 1, 2.
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Since Re

φ(µ1,µ2;z)
z

> 12 by Lemma 2.1, we use Lemma 2.6 to have
φ(µ1, µ2; z)
z
∗ pi(z)

≺ pk,β , i = 1, 2.
From this, it follows that
[(1− γ )(Lsλ,µ1 f (z))′ + γ {z(Lsλ,µ1 f (z))′}′] ∈ Pm(pk,β).
Hence f ∈ k− ∪T sλ,µ1(m, γ , β) and the proof is completed. 
As a special case, we note that
1− ∪T sλ,2(m, γ , β) ⊂ ∪T sλ,1

m, γ ,
1+ β
2

.
Using (1.12) and a similar technique, we can easily prove the following.
Theorem 3.3. k− ∪T sλ,µ(m, γ , β) ⊂ k− ∪T s+1λ,µ (m, γ , β).
We now have the following theorem.
Theorem 3.4. Let γ > 0 and let f ∈ k− ∪T sλ,µ(m, γ , 1− β), where
0 < β ≤ β0 = 12

1− 1
γ
∫ 1
0
t
1
γ −1
1+ t dt

. (3.6)
Then f ∈ k− ∪T sλ,µ(m, 0, 0). That is
k− ∪T sλ,µ(m, γ , 1− β) ⊂ k− ∪T sλ,µ(m, 0, 0),
where β is given by (3.6).
Proof. Let f ∈ k− ∪T sλ,µ(m, γ , 1− β) set
(Lsλ,µf (z))
′ = H ′(z) =

m
4
+ 1
2

H ′1(z)−

m
4
− 1
2

H ′2(z). (3.7)
Then H ′(z) is analytic in E with H ′(0) = 1. Proceeding as before, we have
(Lsλ,µf (z))
′ + γ z(Lsλ,µf (z))′′ =

m
4
+ 1
2

{H ′1(z)+ γ zH ′′1 (z)}
=

m
4
− 1
2

{H ′2(z)+ γ zH ′′2 (z)}.
This implies that {H ′i (z)+ γ zH ′′i (z)} ≺ pk,1−β , i = 1, 2.
Applying Lemma 2.2, we obtain
H ′i (z) ≺

β
γ
z−
1
γ
∫ z
0
t
1
γ −1pk(t)dt + (1− β)

= (pk ∗ ψ)(z),
where
ψ(z) = β
γ
z−
1
γ
∫ z
0
t
1
γ −1
1− t dt + (1− β). (3.8)
Now, for β0 given by (3.6), we note that
Reψ(z) =

β
γ
∫ 1
0
t
1
γ −1Re

1
1− tz

dt

+ (1− β)
>
β
γ
∫ 1
0
t
1
γ −1
1+ t dt + (1− β) ≥
1
2
.
Thus using Lemma 2.6, it follows that H ′i (z) ≺ pk(z), i = 1, 2, z ∈ E, and consequently (Lsλ,µf (z))′ ∈ Pm(pk,0) in E. This
implies that f ∈ k− ∪T sλ,µ(m, 0, 0) in E and the proof is completed. 
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Theorem 3.5. k− ∪Rsλ,µ(m, β) ⊂ k− ∪Rs+1λ,µ (m, β).
Proof. Let f ∈ k− ∪Rsλ,µ(m, β). Then, by using (1.12), we have
h(z) = z(L
s
λ,µf (z))
′
Lsλ,µf (z)
= (λ+ 1) L
s
λ,µf (z)
Ls+1λ,µ f (z)
− λ.
Logarithmic differentiation together with simple computations give us
z(Ls+1λ,µ f (z))′
Ls+1λ,µ f (z)
=

h(z)+ zh
′(z)
h(z)+ λ

∈ Pm(pk,β) in E. (3.9)
Let φλ(z) =∑∞n=1 λ+1λ+n zn. Then, by writing h(z) = m4 + 12  h1(z)− m4 − 12  h2(z), we have
h(z) ∗ φλ(z)
z

= h(z)+ zh
′(z)
h(z)+ λ
=

m
4
+ 1
2
[
h1(z)+ zh
′
1(z)
h1(z)+ λ
]
−

m
4
− 1
2
[
h2(z)+ zh
′
2(z)
h2(z)+ λ
]
. (3.10)
Therefore, from (3.9) and (3.10), we have for i = 1, 2
hi(z)+ zh
′
i(z)
hi(z)+ λ

≺ pk,β , z ∈ E.
Now an application of Lemma 2.5 gives us
hi(z) ≺ qp,k(z) =
[∫ 1
0
tλ exp
∫ tz
0
pk,β(u)− 1
u
du
]−1
− λ

≺ pk,β ,
qk,β(z) being the best dominant. This shows that h ∈ Pm(pk,β) and consequently
f ∈ k− ∪Rs+1λ,µ (m, β) in E. 
We discuss some special cases of Theorem 3.5 as following.
Corollary 3.2. Let, for k = 0, f ∈ Rsλ,µ(m, β). Then it follows that, for i = 1, 2
hi(z)+ zh
′
i(z)
hi(z)+ λ

≺ 1+ (1− 2β)z
1− z .
This gives us (see [11, p 111]),
hi(z) ≺ q(z) ≺ 1+ (1− 2β)z1− z ,
where q(z) is the best dominant and
q(z) = 1
g(z)
− λ, g(z) =
∫ 1
0

1− z
1− tz
2(1−β)
tλdt.
Also Re hi(z) > δ = min|z|=1 Re g(z) = q(−1) = δ0. Thus, from Theorem 3.5, we deduce that
f ∈ Rs+1λ,µ (m, δ0) for z ∈ E.
We note the following special cases of Corollary 3.2.
(i) Let λ = 0, µ = 2 and s = 0. This implies f ∈ R00,2(m, β). That is z(zf
′(z))′
f ′(z) ∈ Pm(β) in E, and from Corollary 3.2, we have
f ∈ R10,2(m, δ0) or, in other words, zf
′(z)
f (z) ∈ Pm(δ0), where δ0 can be computed as
δ0 =

2β − 1
2− 22(1−β) , if β ≠
1
2
,
1
2 ln 2
, if β = 1
2
.
For the bound δ0, we refer to [11, p 115].
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By taking m = 2 and β = 0, we obtain a well-known result that every convex function is starlike of order 12 . For m > 2, we
refer to [17].
(ii) Let λ = 1. Then

hi(z)+ zh
′
i(z)
hi(z)+1

∈ Pm(β), in E, and f ∈ Rs1,µ(m, β) and as in Corollary 3.2, it follows that hi(δ1) and
f ∈ Rs+11,µ (m, δ1) where
δ1 =

β(2β − 1)
2(2−2β + β − 1) − 1, β ≠
1
2
, β ≠ 0,
1
2(1− ln 2) − 1, β =
1
2
,
1
2(2 ln 2− 1) − 1, β = 0.
Both the bounds δ0 and δ1 are sharp and for the extremal functions, we refer to [11, p 115–116].
Since P(pk,β) ⊂ P

k+β
k+1

,
k+β
k+1 = ρ0, we have the following corollary.
Corollary 3.3. Let f ∈ k− ∪Rsλ,µ(m, β). Then f ∈ Rs+1λ,µ (m, ρ1) in E, where
ρ1 = 2(1+ 2ρ0λ)[1+ 2(λ− ρ0)] +
[1+ 2(λ− ρ0)]2 + 8(1+ 2ρ0λ) . (3.11)
Proceeding as in Corollary 3.2, we have for i = 1, 2
hi(z)+ zh
′
i(z)
hi(z)+ λ

∈ P(ρ0), ρ0 = k+ βk+ 1 .
Writing hi(z) = (1− ρ1)Hi(z)+ ρ1, we obtain
Hi(z)+ ρ1 − ρ01− ρ1 +
1
1−ρ1 zH
′
i (z)
Hi(z)+ λ+ρ11−ρ1

∈ P in E, i = 1, 2.
We now construct the functional ψ(u, v) by taking u = Hi(z), v = zH ′i (z) as
ψ(u, v) = u+ ρ1 − ρ0
1− ρ1 +
v
(1− ρ1)u+ λ+ ρ1 .
The first two conditions of Lemma 2.4 are clearly satisfied. We verify condition (iii) as below.
Re [ψ(i u2, v1)] = ρ1 − ρ01− ρ1 +
(λ+ ρ1)v1
(λ+ ρ1)2 + (1− ρ1)2u22
≤ ρ1 − ρ0
1− ρ1 −
(λ+ ρ1)(1+ u22)
2[(λ+ ρ1)2 + (1− ρ1)2u22]
= 2(ρ1 − ρ0)[(λ+ ρ1)
2 + (1− ρ1)2u22] − (1− ρ1)(λ+ ρ1)(1+ u22)
2[(λ+ ρ1)2 + (1− ρ1)2u22]
= A+ Bu
2
2
2C
, (3.12)
where
A = 2(ρ1 − ρ0)(λ+ ρ1)2 − (1− ρ1)(λ+ ρ1),
B = 2(ρ1 − ρ0)(1− ρ1)2 − (1− ρ1)(λ+ ρ1),
C = [(λ+ ρ1)2 + (1− ρ1)2u22] > 0.
The right hand side of (3.12) is less than equal to zero if A ≤ 0 and B ≤ 0. From A ≤ 0, we obtain ρ1 as given by (3.11) and
B ≤ 0 ensures that 0 ≤ ρ1 < 1.
Applying Lemma 2.4, we obtain Hi ∈ P, i = 1, 2 and from this, it follows that h ∈ Pm(ρ1), z ∈ E. This completes the
proof. 
Corollary 3.4. Let λ = 0, β = 0 and k ∈ (1,∞). Then
k− ∪Rs0,µ(m, 0) ⊂ k− ∪Rs+10,µ (m, δ3).
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The proof follows directly from Theorem 3.5. In fact, in this case,
hi(z)+ zh
′
i(z)
hi(z)

≺ pk(z),
and using a result of Kanas [2], we deduce that
hi(z) ≺ z
(z − k) log 1− zk  ,
with
Re hi(z) >
1
(k+ 1) log 1+ 1k  = δ3.
Proceeding as in Theorem 3.5, we obtain the required result.
We note the following particular cases of this result.
(i) 1− ∪Rs0,µ(m, 0) ⊂ 1− ∪Rs+10,µ

m, 12

.
Here hi ≺ q ≺ 1+ 2π2

log 1+
√
z
1−√z
2
, q(−1) = 12 , the branch is chosen such that Im
√
z ≥ 0.
(ii) For k = 2, 2− ∪Rs0,µ(m, 0) ⊂ 2− ∪Rs+10,µ

m, 13 log 2

.
In this case
hi(z)+ zh
′
i(z)
hi(z)

≺ p2(z) = 11− z2
,
which is equivalent to
Re

hi(z)+ zh
′
i(z)
hi(z)

>
2
3
,
and this implies Re hi(z) > 13 log 2 ≈ 0.812.
For m = 2, we refer to [2].
Theorem 3.6. Let f ∈ k− ∪Rs+1λ,µ (m, β). Then f ∈ k− ∪Rsλ,µ(m, β) for |z| < rλ, where
rλ = (1+ λ)
2+√λ2 + 3 . (3.13)
Proof. Let f ∈ k− ∪Rs+1λ,µ (m, β). Then
h(z) = z(L
s+1
λ,µ f (z))
′
Ls+1λ,µ f (z)
∈ Pm(pk,β).
Proceeding as in Theorem 3.5, we have
z(Lsλ,µf (z))
′
Lsλ,µf (z)
= h(z)+ z h
′(z)
h(z)+ λ = h(z) ∗
ϕλ(z)
z
=

m
4
+ 1
2
[
h1(z) ∗ ϕλ(z)z
]
−

m
4
− 1
2
[
h2(z) ∗ ϕλ(z)z
]
,
where ϕλ(z) is defined as
ϕλ(z) =
∞−
n=1
λ+ 1
λ+ nz, and hi ∈ P(pk,β) in E.
It can easily be verified that ϕλ(z) is convex for |z| < γλ and therefore Re ϕλ(z)z > 12 for |z| < rλwhere rλ is given by (3.13).
We now apply Lemma 2.6 to obtain
hi(z) ∗ ϕλ(z)z

≺ pk,β for |z| < rλ,
and consequently

h(z) ∗ ϕλ(z)z

∈ Pm(pk,β) for |z| < rλ. This proves that, for |z| < rλ, f ∈ k−∪Rsλ,µ(m, β). This completes
the proof. 
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As a special case, withm = 2, λ = 0, µ = 1, k = 0 and s = 0, we obtain a well-known result. That
Re
zf ′(z)
f (z)
> β ⇒ Re (zf
′(z))′
f ′(z)
> β for |z| < 1
2+√3 .
Remark 3.1. It is known [16] that a starlike function is k-uniformly convex for |z| < rλ where
rλ = 1
2(k+ 1)+√4k2 + 6k+ 3 . (3.14)
That is zf
′(z)
f (z) ∈ P implies (zf
′(z))′
f ′(z) ∈ P(pk) for |z| < rλ.
Generalizing this concept, with the previously used technique, we have
zf ′(z)
f (z)
∈ Pm implies (zf
′(z))′
f ′(z)
∈ Pm(pk) for |z| < rλ.
We now have the following corollary.
Corollary 3.5. Let f ∈ R1λ,µ(m, β). Then f ∈ k− ∪R0λ,µ(m, β) for |z| < γλ, where r∗ = min(rλ, rk).
4. Convolution and class preserving operators
Theorem 4.1. Let F(z) = Lsλ,µf (z), f ∈ k− ∪T sλ,µ(m, γ1, β),G(z) = Lsλ,µg(z). Then
(F ∗ G)′ ∈ k− ∪T sλ,µ(m, γ2, β2) for z ∈ E.
Proof. Since f ∈ k− ∪T sλ,µ(m, γ1, β)we can write Lsλ,µf (z)
z
∗ 1
(1− z)2 ∗
1− (1− γ1)z
(1− z)2

=

m
4
+ 1
2

[h1(z) ∗ p1(z)]−

m
4
− 1
2

[h2(z) ∗ p2(z)] , (4.1)
where p1, p2 ∈ P(β) and hi ≺ pk, i = 1, 2 in E.
Now, with φγ (z) = 1−(1−γ )z(1−z)2 , we define [φγ (z)](−1) as the inverse of φγ (z) under the convolution. That is
φγ (z) ∗ [φγ (z)](−1) = 11− z , (4.2)
such that
[φγ (z)](−1) = ψγ (z) = 1+
∞−
n=1
zn
nγ + 1 =
∫ 1
0
dt
1− ztγ . (4.3)
If Re γ > 0, we note that ψγ (z) is convex and
Reψγ (z) ≥
∫ 1
0
dt
1− tRe γ = δ(Re γ ), (4.4)
where δ(Re γ ) is a monotone increasing function of Reγ and
1+ Re γ
2+ Re γ ≤ δ(Re γ ) < 1.
Also
G(z)
z
∗ 1
(1− z)2 ∗
1− (1− γ2)z
(1− z)2

∈ P(β). (4.5)
Thus, from (4.1) and (4.5), we have
F(z) ∗ G(z)
z
∗ 1
(1− z)2 ∗
1− (1− γ1)z
(1− z)2 ∗
1
(1− z)2 ∗
1− (1− γ2)z
(1− z)2

=

m
4
+ 1
2

[h1(z) ∗ p1(z) ∗ H(z)]−

m
4
− 1
2

[h2(z) ∗ p2(z) ∗ H(z)] ,
where hi ≺ pk, pi,H ∈ P(β), i = 1, 2.
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This gives us
(F ∗ G)′ ∗ 1− (1− γ2)z
(1− z)2 ∗
1
(1− z)2

=

m
4
+ 1
2
 
h1(z) ∗ ψγ1(z) ∗ H1(z)

−

m
4
− 1
2
 
h2(z) ∗ ψγ1(z) ∗ H2(z)

, (4.6)
where ψγ1(z) is as defined by (4.2), (4.3), (4.4) and Hi = (pi ∗ H) ∈ P(β) in E.
Now, from Lemma 2.3, it follows that
(ψγ1 ∗ Hi) ∈ P(β2), β2 = 1− 2(1− δ)(1− β),
and this gives us
hi ∗ (ψγ1 ∗ Hi)
 ≺ pk,β in E, i = 1, 2.
Thus, from (4.6), we have the required result that
(f ∗ G)′ ∈ k− ∪T sλ,µ(m, γ2, β2) in E. 
Theorem 4.2. Let f ∈ k− ∪T sλ,µ(m, γ , β) and let g(z) be convex univalent in E. Then
(f ∗ g) ∈ k− ∪T sλ,µ(m, γ , β).
Proof. We can write
Lsλ,µ(f ∗ g)(z)
z
∗ 1
(1− z)2 ∗
1− (1− γ )z
(1− z)2 =

(Lsλ,µf (z))
′ ∗ g(z)
z
∗ 1− (1− γ )z
(1− z)2

= g(z)
z
∗ (Lsλ,µf (z))′ + γ z(Lsλ,µf (z))′′
= g(z)
z
∗

m
4
+ 1
2

h1(z)−

m
4
− 1
2

h2(z)

=

m
4
+ 1
2

g(z)
z
∗ h1(z)

−

m
4
− 1
2

g(z)
z
∗ h2(z)

. (4.7)
Since g is convex, Re g(z)z >
1
2 in E and hi ≺ pk,β , we use Lemma 2.6 to have
 g
z ∗ hi
 ≺ pk,β and the required result
follows from (4.7). 
Applications of Theorem 4.2
Let f ∈ k− ∪T sλ,µ(m, γ , β). Then fi(z), i = 1, 2, 3 defined below also belong to the same class for z ∈ E. We have
(i) f1(z) =
 z
0
f (t)
t dt = ψ1(z) ∗ f (z),
where ψ1(z) = − log(1− z) is convex in E.
(ii) f2(z) = 2z
 z
0 f (t) dt = ψ2(z) ∗ f (z),
where
ψ2(z) = z +∑∞n=2  2n+1  zn = −2(z + log(1− z))
is convex in E.
(iii) f3(z) =
 z
0
f (t)−f (xt)
t−xt dt = ψ3(z) ∗ f (z), |x| ≤ 1, x ≠ 1,
where
ψ3(z) = 11−x log
 1−xz
1−z

, |x| ≤ 1, x ≠ 1,
is convex in E.
Conversely, if f1 ∈ k−∪T sλ,µ(m, γ , β), then f ∈ k−∪T sλ,µ(m, γ , β) for |z| < 2−
√
3 and for f2 ∈ k−∪T sλ,µ(m, γ , β), f
belongs to the same class for |z| < 12 . This is obvious from the fact that radius of convexity for ψ1 is 2−
√
3 and that of ψ2
is 12 .
Theorem 4.3. Let f ∈ k− ∪T sλ,µ(m, γ , β) and F be defined by
F(z) = b+ 1
zb
∫ z
0
tb−1f (t)dt, Re (b) > −1. (4.8)
Then
F ∈ k− ∪T sλ,µ(m, γ , β) in E.
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Remark 4.1. Theorem 4.3 can be derived as an application of Theorem 4.2 but here we shall provide an independent proof.
The integral operator defined by (4.8) is called the generalized Bernardi operator [18]. The case b = 0 gives us the Elexander
operator defined by f1(z) and b = 1 is the Libera operator given by f2(z). For more details, see [8].
Proof of Theorem 4.3. From (4.8), we can write
(b+ 1)f (z) = zF ′(z)+ bF(z). (4.9)
Writing
h(z) = (1− γ )(Lsλ,µF(z))′ + γ (z(Lsλ,µF(z))′)′,
we obtain from (4.9)
(1− γ )(Lsλ,µF(z))′ + γ (z(Lsλ,µF(z))′)′ = h(z)+
1
b+ 1 zh
′(z)
=

m
4
+ 1
2
[
h1(z)+ 1b+ 1 zh
′
1(z)
]
−

m
4
− 1
2
[
h2(z)+ 1b+ 1 zh
′
2(z)
]
. (4.10)
Since f ∈ k− ∪T sλ,µ(m, γ , β), it follows that
hi + 1b+ 1 zh
′
i

≺ pk,β , i = 1, 2, z ∈ E.
Applying Lemma 2.2, we have
hi ≺ h˜i = b+ 1zb
∫ z
0
tbpk,β(t) dt ≺ pk,β in E,
and therefore h ∈ Pm(pk,β) in E. Consequently F ∈ k− ∪T sλ,µ(m, γ , β) in E. 
Corollary 4.1. Let f ∈ k− T sλ,µ(m, γ , β). Then F , defined by (4.8), belongs to T sλ,µ(m, γ , β0) for z ∈ E, where
β0 =

β + k
1+ k +
(1− β)(2γ0 − 1)
k+ 1

,
and
γ0 =
∫ 1
0

1+ tRe 1b+1
−1
dt,

1
2
≤ γ0 < 1

. (4.11)
Proof. Since k− ∪T sλ,µ(m, γ , β) ⊂ k− ∪T sλ,µ(m, γ , β1), β1 = k+βk+1 , it follows that f ∈ T sλ,µ(m, γ , β1). Then, for hi, defined
by (4.10), we have
hi(z)+ 1b+ 1 zh
′
i(z)

∈ P(β1) in E.
We now appeal to Remark 2.1 of Lemma 2.2 to have hi ∈ P(β0), where
β0 = β1 + (1− β1)(2γ1 − 1), (z ∈ E).
This completes the proof. 
Theorem 4.4. Let α > 0, c ∈ C, Re c ≥ 0, and let[
z−c
∫ z
0
tc−1f α(t) dt
] 1
α
, f ∈ k− ∪Rsλ,µ(m, β). (4.12)
Then g ∈ k− ∪Rsλ,µ(m, β) for z ∈ E.
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Proof. Set
z(Lsλ,µg(z))
′
Lsλ,µg(z)
= h(z)
=

m
4
+ 1
2

h1(z)−

m
4
− 1
2

h2(z). (4.13)
Then h(z) is analytic in E with h(0) = 1.
Using convolution technique, we can write (4.12), as
g(z) = z
[
f (z)
z
α
∗ φα+c(z)
z
] 1
α
, (4.14)
where
φα+c(z) = z +
∞−
n=2
zn
n+ α + c .
Writing Lsλ,µg(z) = G(z), Lsλ,µf (z) = F(z), and using (4.14), we can write (4.12) as
G(z) =
[
z−c
∫ z
0
tc−1Fα(t) dt
] 1
α
,
zF ′(z)
F(z)
∈ Pm(pk,β), z ∈ E. (4.15)
Proceeding as before, we obtain from (4.13) and (4.15)
zF ′(z)
F(z)
=

m
4
+ 1
2
[
h1(z)+ zh
′
1(z)
αh1(z)+ c
]
−

m
4
− 1
2
[
h2(z)+ zh
′
2(z)
αh2(z)+ c
]
.
Since f ∈ k− ∪Rsλ,µ(m, β), zF
′
z ∈ Pm(pk,β), it follows that, for i = 1, 2.
hi(z)+ zh
′
i(z)
αhi(z)+ c

≺ pk,β in E.
Applying Lemma 2.5, we have hi(z) ≺ pk,β in E. Consequently h ∈ Pm(pk,β) in E which proves that g ∈ k− ∪Rsλ,µ(m, β)
in E. 
By choosing specific permissible values of parametersm, k, λ, µ, s, α, c and β , we obtain several new and known results
and most of these are sharp.
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