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ABSTRACT  
Objectives: Cephalometric analysis is a tool used in orthodontics for craniofacial 
growth assessment. Magnitude and direction of mandibular growth pose challenges 
that may impede successful orthodontic treatment. Accurate growth prediction 
enables the practitioner to improve diagnostics and orthodontic treatment planning. 
Deep learning provides a novel method due to its ability to analyze massive quantities 
of data. We compared the growth prediction capabilities of a novel deep learning 
algorithm with an industry-standard method. 
Methods: Using OrthoDx™, 17 mandibular landmarks were plotted on selected serial 
cephalograms of 101 growing subjects, obtained from the Forsyth Moorrees Twin 
Study. The Deep Learning Algorithm (DLA) was trained for a 2-year prediction with 
81 subjects. X/Y coordinates of initial and final landmark positions were inputted into 
a multilayer perceptron that was trained to improve its growth prediction accuracy 
over several iterations. These parameters were then used on 20 test subjects and 




subjects’ growth was also predicted using Ricketts’s growth prediction (RGP) in 
Dolphin Imaging™ 11.9 and compared to the ground truth. Mean Absolute Error 
(MAE) of Ricketts and DLA were then compared to each other, and human landmark 
detection error used as a clinical reference mean (CRM).  
Results: The 2-year mandibular growth prediction MAE was 4.21mm for DLA and 
3.28mm for RGP. DLA’s error for skeletal landmarks was 2.11x larger than CRM, 
while RGP was 1.78x larger. For dental landmarks, DLA was 2.79x, and Ricketts was 
1.73x larger than CRM.  
Conclusions: DLA is currently not on par with RGP for a 2-year growth prediction. 
However, an increase in data volume and increased training may improve DLA’s 
prediction accuracy. Regardless, significant future improvements to all growth 
prediction methods would more accurately assess growth from lateral 
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1. INTRODUCTION 
 1.1 Background 
In 1931, Holly Broadbent Sr. and Herbert Hofrath both independently invented the 
cephalometer, an apparatus that could produce head films.1 This tool was eventually 
accompanied by standardized analyses initiated by William Downs in 1948.2 This 
technology gave the orthodontist insights into the underlying causes of dental 
malocclusions and to prescribe/propose a treatment plan based on full clinical and 
radiographic findings.  
 
Since their inception, lateral cephalograms have been used by anthropologists to 
assess growth patterns of craniofacial elements. Serial lateral cephalograms taken as 
part of longitudinal growth studies have given rise to our current understanding of 
the extent, timing, velocity, and ceasing of the cranial vault, base, maxilla, and 
mandible. This is due to cephalometric standards and analyses made by Downs, 
Steiner, Sassouni, and others. This knowledge was then used as a foundation to 
understand the effects of orthodontic treatment in relation to natural growth.3  
 
Annual longitudinal growth records were collected at 12 institutions across the 
United States and Canada. These are likely the last of their kind as ethical reasons 
would prohibit cephalometric observations of untreated subjects. The Forsyth twin 
study is an example of one of these collections. As the director, C.F.A. Moorrees 
gathered lateral cephalograms, postero-anterior cephalograms, hand-wrist films, 
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study casts, and anthropometric records. These were taken for twin sets and included 
age-matched sibling records and a single set of records of the subjects’ parents.  The 
subjects were all from Boston or the surrounding area and were of European 
descent.4    
   
Skeletal patterns likely fall on a Gaussian distribution. Components of excess or 
deficient growth of the maxilla or mandible are essential features for the orthodontist 
to interpret. Gender is also a factor in timing, extent, and velocity of growth. Variable 
growth patterns ultimately influence the orthodontist’s treatment plan regarding 
dental movements, whether they simply require alignment, if they further need 
compensation/camouflage, or if the discrepancy requires surgical intervention to be 
resolved.  
 
Naturally, orthodontists were anxious to employ their knowledge of craniofacial 
development and applied it to growth prediction. Throughout the years, many models 
of growth prediction have been used with varying degrees of accuracy. They have not 
gained widespread acceptance in clinical routine. Bolton’s virtual treatment objective 
(VTO), Ricketts growth prediction (RGP), Johnston’s forecast grid, and Fishman’s 
assessment of skeletal maturation are the main methods of predicting growth.5 Deep 
learning, a branch of artificial intelligence, is a tool that has the potential to create a 




    
 
 
1.2 Craniofacial growth theories 
Craniofacial growth is a complex amalgamation of genetics, epigenetics, and 
environmental factors that eventually lead to the final outcome. Various 
compartments exhibit their own patterns of growth velocity changes and timing of 
completion. Final positions of craniofacial landmarks are dependent on growth and 
translation of most compartments.6 
 
Intramembranous ossification occurs in the cranial vault, maxilla, and mandible. The 
bone matrix is secreted or removed directly at its surface. The cranial vault has bone 
apposition at its sutures and external surfaces, while the internal surface has bone 
removed.6  
 
The cranial base is composed of the ethmoid, sphenoid, and basioccipital bones. It is 
formed by endochondral ossification. This process involves increased vascularity of 
the chondrocranium, enabling bone to develop in this region.  Important growth sites 
in this region are the spheno-occipital, intersphenoid, and spheno-ethmoidal  
synchondroses. The cribriform plate completes growth by age 4 and the presphenoid 
area by age  7.6 Hence, these are considered stable structures for superimposing 
tracings. Afrand et al. have shown that despite the presphenoid region being stable 
after age 7, the anterior cranial base continues to grow into adulthood. Sella turcica 
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remodels by moving down and back. Nasion moves anteriorly due to bone apposition 
in the frontal region and from the frontal sinus increasing in size.7  
 
There is more to craniofacial growth than just genetics. Evidence suggests that 
neither the maxilla nor mandible has growth centers, as they are incapable of growing 
to their full potential when transplanted to another region.6 A theory that could play 
a role in this understanding is Moss’s functional growth matrix.8 This theory suggests 
that soft tissue pressure epigenetically guides the growth of these sites to their full 
potential. 
 
The maxilla grows at sutures connected to the cranium and by surface remodeling. 
Before cranial base growth culminates by age 7, a significant component of maxillary 
growth is caused by translation relative to the cranial base. Afterward, sutural growth 
is solely responsible for forwarding movement. Donald Enlow’s assessment of facial 
growth outlines this movement to be downward and forward due to bone deposition 
in the tuberosity region and vertical growth from alveolar expansion.9 This forward 
movement occurs despite resorption along the anterior surface of the maxilla.6 
 
1.3 Mandibular growth theories 
The mandible grows via endochondral ossification at the condyles and 
intramembranous ossification elsewhere. Cranial base growth plays a negligible role 
in the translation of the mandible. The main sites of growth are the condyles and the 
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posterior border of the ramus. Both sites grow posteriorly while the condyles also 
grow superiorly and laterally.  Therefore, despite growth direction being upward and 
backward, its translation is down and forward.6 This growth, combined with 
resorption in the anterior ramus and symphysis below the lower incisors, as well as 
on the internal aspects of the mandible, contributes to Enlow’s V principle of growth.9  
 
The Atlas of Craniofacial Growth by Riolo analyzed serial cephalograms to determine 
the average growth rates of numerous craniofacial elements. Riolo’s data 
extrapolated that ramus height and body length increased by 1-2 mm and 2-3 mm per 
year, respectively.6 Bishara concluded that the majority of subjects grew in significant 
amounts continually throughout adolescence.3 This is evident by over 75% of 
subjects not showing a discernable pubertal growth spurt of the mandible.10 This is 
corroborated by the Broadbent-Bolton and Michigan growth samples, which also 
showed continual gradual increases in mandibular growth.3 In contrast, Bjork’s study 
noted a change in growth intensity in pubertal growth compared to juvenile growth. 
However, he mentioned that due to the limited sample size, the distributions were 
skewed.10   
 
The notion of timing peak mandibular growth velocity is an important concept for 
orthopedic growth modification. Mandibular maturity can be assessed via 
correlations to the skeletal components of hand and wrist radiographs as well as the 
cervical vertebrae.11,12 Fishman’s skeletal maturity indicators (SMI) uses widening, 
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ossification, capping, and fusion of the thumb, third and fifth fingers. SMI was 
positively associated with growth velocity changes. Baccetti et al. presented the 
cervical vertebral maturation (CVM) method based on the morphology of the C2, C3, 
and C4 cervical vertebrae.  Peak mandibular growth was determined to be between 
CVMS II and III.13 
  
Bjork and colleagues had a continuum of studies following subjects that had 
numerous tantalum pins placed in the maxilla and mandible.14 The research showed 
that mandibular growth had a rotational element. The direction of condylar growth 
had high variance, with the norm “slightly forward in relation to the posterior tangent 
to the ramus.”10   
 
Ricketts’s principle of arcial growth paper expanded on the concept of mandibular 
rotation during growth.15 He suggested that the position of the chin determined facial 
form. He theorized that the vertical growth of the ramus was on an arc, segment of a 
circle. The arc passes from suprapogonion (Pm) to Eva point. Suprapogonion, on the 
superior aspect of the symphysis, is a stable reference due to it being a stress center 
and Enlow’s site of reversal lines. Eva is a point at the forking of stress lines at the 
terminus of the oblique ridge on the medial side of the ramus. This principle was used 
as a working hypothesis for the growth projection of the mandible by Ricketts. 
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1.4 Growth prediction methods 
To predict is to declare or indicate in advance, especially to foretell based on 
observation, experience, or scientific reason.16 Often, these are judgment-based 
decisions without the account of statistics. The dictionary of statistical terms defines 
prediction as “the process of forecasting the magnitude statistical variates at some 
future point of time.”17 This concept is important with the aim of achieving accurate 
growth prediction methods.  
 
Bjork highlighted three general methods of growth prediction: longitudinal, metric, 
and structural. Longitudinal involves analyzing the same individual at different time 
points to evaluate dentofacial changes. This led to the concept of constancy, whereby 
the growth pattern would remain constant based on the initial position. However, 
investigators determined that this was not useful for predicting individualized 
changes and only observable for population averages.18   
 
The metric method involves the use of a radiograph at a single time point and 
extrapolating related measurements to future growth changes. Bjork rejected its 
validity due to difficulty in predicting the intensity and direction of growth.18 The 
premise involved the use of correlation coefficients of linear or angular 
measurements of facial dimensions to relate them to future growth. This correlation 
coefficient, denoted as R2, can be unsquared and multiplied by 100 to attain the 
percent of variability eliminated by knowing the original dimensions. Horowitz and 
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Hixon set a threshold for clinical relevance at 0.8 for the correlation coefficient, for 
which no variables have reached in numerous studies.17 Johnston performed multiple 
regression and correlation models using an IBM 7090 mainframe computer for 
statistical evaluation of cephalometric prediction. This analysis involved 42 linear, 
angular, area, and proportional measurements. Ninety subjects had two 
cephalograms taken five years apart. It concluded that “no single independent 
variable would seem to provide sufficient information upon which to base a 
prediction of individual change.” However, the variables measuring position and 
proportion of craniofacial relationships were of more considerable predictive 
significance as opposed to the linear size of discrete anatomical structures.17 
 
The structural method involves recognizing specific morphological features in the 
mandible that would indicate future growth trends. Bjork listed seven areas of the 
cephalogram that should be evaluated to predict mandibular growth: condylar 
inclination, inferior alveolar canal curvature, the inclination of the symphysis, shape 
of the lower border of the mandible, interincisal angle, intermolar angles, and lower 
anterior face height.10 However, despite achieving high correlation values (R2 = 0.86), 
the investigators attributed it to the scenario of a high number of extremes in the 
sample that had a more consistent and predictable growth direction. Without those 
extremes, the prediction was less reliable.19 Therefore, clinical judgment must come 
into play without relying on statistics for growth estimation. For example, an initially 
unfavorable growth position will likely continue in that trend.3 However, the clinical 
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judgment might not be much better than chance, according to a Baumrind et al. 
retrospective study. They pre-selected cases that were extreme forward or backward 
rotators. They then challenged expert clinicians to determine if each case was a 
forward or backward rotator, based solely on the lateral cephalogram. Their findings 
suggested that no expert clinician performed better than chance.20 The difficulty in 
prediction could then be perceived to be when a normal or borderline case 
unexpectedly has unfavorable growth. Another use could be if a growth prediction 
method could identify initially appearing unfavorable cases that have indicators for 
possible correction, allowing the clinician to implement a camouflage plan instead of 
surgical intervention.  
 
Early growth prediction was not prediction in the true sense of the term. Broadbent 
created facial templates based on average growth curves of a population. Male and 
female templates could be superimposed to measure predicted growth changes. 
These forecasts are the basis for the Bolton growth prediction method on Dolphin 
Imaging™ that takes skeletal age into account.21   
 
Ricketts’s growth prediction model includes a short and long term forecast. The 
purpose of the short-range is to plan strategy and anchorage. The long-range goal is 
to give an evaluation of the final results, esthetics, and facial balance22. Ricketts’s 
growth prediction method modeled the concept of arcial growth of the mandible as a 
prediction substitute for a logarithmic curve that was deemed to be clinically 
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acceptable.23 However, Johnston considered Ricketts’s methods as arduous, 
proposing that a forecast grid could be parsimonious while predicting with similar 
accuracy. This grid had incremental values and directions for numerous landmarks: 
sella, nasion, PNS, U6, A, and B point. The tracing would be superimposed on the S-N 
plane and registered at sella. “The grid may provide a simple, and perhaps useful, 
introduction to the subject of growth prediction.” 24  
 
Later on, Ricketts’s principle of arcial growth as the basis for his growth prediction 
method was advanced with the use of computer processing. It included the concept 
of the cubic root on top of vast clinical experience.3 In this regard, forecasting could 
be performed by principles of growth and stress systems in computer 
programming.25 With the implementation of this method in computer systems came 
more individualization within the prediction model. “Rotational factors in vertical 
patterns and increased mandibular growth in class III patterns were instituted.”22 
This negated the concept of Johnston’s simplified approach being roughly equally as 
accurate as this complex approach, as proposed by Greenberg and Johnston.26  In 
prior growth prediction models, all subjects grew in the same amount and direction. 
However, Ricketts’s model incorporated facial pattern and performed better in 
subjects with abnormal patterns.22 
The accuracy of Ricketts’s long-range growth prediction was studied in Turkish 
children by Kocadereli and Telli. They found that after seven years of age, two-thirds 
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of the parameters were highly correlated in girls but less than half correlated in 
boys.27 Turchetta and colleagues compared Johnston’s forecast grid, Fishman’s 
maturational analysis, and Ricketts’s analysis.5 Fishman’s analysis used maturational 
age and added percentage values as a total of completed maxillary and mandibular 
growth based on status derived from hand-wrist radiographs. The authors concluded 
that “although not the case in every instance, it was demonstrated that the Fishman 
maturational analysis was superior to both the chronologically based Johnston grid 
and Ricketts analysis for short- and long-term predictions.”5  
Sagun and colleagues compared the accuracy of 3 readily available growth prediction 
models: Ricketts’s and Bolton’s algorithm on Dolphin Imaging™, and Ricketts’s 
algorithm on JOE CEPH®.21 A clinically acceptable reference mean of 1.5 mm was used 
to demarcate the accuracy of the growth prediction models. This was based on 
Baumrind’s study on landmark identification, showing most errors occurred within 
this range.28 All the algorithms were accurate within the clinical reference margin, 





    
 
1.5 Deep learning 
Table 1: Common terms in deep learning 
Artificial intelligence (AI): is the ability of computers to automate mental tasks, mimicking 
human intelligence. 
Machine learning (ML): a subfield of AI that can continually improve at tasks with added 
experience. 
Supervised learning: involves the use of labeled input data (independent variables) to 
predict the output (dependent variable).29 
Unsupervised learning: uses unlabeled data, and it must discover meaningful properties on 
its own.29 
Deep Learning (DL): a subfield of ML “that is composed of multiple processing layers to 
learn representations of data with various levels of abstraction.”30 
Multilayer perceptron (MLP): a type of feed-forward neural network. “It defines a mapping 
y = f (x; θ) and learns the value of the parameters (θ) that result in the best function 
approximation.”31 
Recurrent neural network (RNN): a neural network that includes feedback connections, and 
so any layer can communicate with a previous layer.31 
Convolutional neural network (CNN): a neural network that uses convolution, a specialized 
linear operation, in place of general matrix multiplication in at least one layer.31 
Support vector machine (SVM): supervised ML algorithms that analyze labeled data 
categorized into groups.31 
Classification trees (CT) or decision tree: “consist of sequences of tests for determining a 
category or a numerical value to assign to a data record.”32 
Pytorch: is an open-source machine learning framework.33 
Loss function: the function that is attempted to be minimized (the difference between 
output and ground truth).31 
Backpropagation: a process that computes the gradient of loss function as it relates to the 
parameters selected in the algorithm.31 
Gradient descent: an iterative optimization that attempts to reduce the loss function by 
updating parameters (to minimize the difference between the output and ground truth).31 
Ground truth: the actual values for which the ML algorithm attempts to minimize the 
difference to its output.  
Ex: 2-year growth prediction based on a cephalogram taken at 12 years of age. The ground 
truth is the actual value at the age of 14. The ground truth is compared to the output by the 
growth prediction model of age 14’. The goal is to minimize the difference between the 




    
 
Artificial intelligence utilizes the ability of computerized methods to automate mental 
tasks, so mimicking human intelligence. Machine learning is a subset of AI that can 
continually improve tasks with added experience; it can be supervised or 
unsupervised. Deep learning is a further subfield that separates itself from the 
programmer by being able to train itself to improve. Deep learning has an impact on 
other branches of artificial intelligence, including natural language processing, 
computer vision, and robotics. Overall, deep learning’s reach extends into the medical 
field, financial systems, industry, marketing, and even creative arts.31,32  
 
The implementation of deep learning in medicine has had an impact on drug 
discovery and radiological diagnosis. To train deep learning models requires large 
volumes of data; medicine and dentistry offer a large pool of radiographic data to 
study. Therefore, these same models can be applied to solve topics such as detection 
of caries, periodontal bone loss, maxillofacial cysts, and tumors.34 The groundwork 
for the deep learning models was laid down between the invention of the 
cephalometer (1931) and the first cephalometric analysis (1948). In 1943, Warren 
McCulloch and Walter Pitts created the mathematical abstraction of the human 
neuron with inputs and outputs, the representation of dendrites and axons, 
respectively. In 1957, Frank Rosenblatt expanded on this and named it a ‘perceptron’. 
The perceptron receives multiple inputs with a value of 0 or 1. The inputs are then 
multiplied by an associated weight value. The sum of the weighted inputs then reach 
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or fall short of a threshold to determine if the final output is 0 or 1. This model can be 
applied to attempt to solve mental tasks.32  
 
Machine learning consists of supervised and unsupervised learning. Supervised 
learning involves the use of labeled input data (independent variables) to predict the 
output (dependent variable). Linear regression is a supervised learning technique 
that predicts a continuous dependent variable from independent variables. The 
output is a continuous value. Classification uses logistic regression to predict a 
categorically dependent variable from independent variables. Therefore, the outputs 
will be between 0 and 1. Unsupervised learning uses unlabeled data sets, and it must 
discover meaningful properties, such as hidden patterns, on its own.29 
 
 During the last quarter of the 20th-century overzealous optimism by AI researchers 
compounded with unrealistic expectations set by government and industry led to 
under-delivery of results and met with criticism. The criticism permeated to a general 
sentiment that saw membership in the Association for the Advancement of Artificial 
Intelligence (AAAI) decline, numerous AI companies shut down, and AI budgets 
reduced from industry and government agencies, such as the Defense Advanced 
Research Projects Agency (DARPA).32 However, “the modern deep learning 
renaissance” began in 2006 as a reemergence of the field into prominence.31 The main 
reason for this was that computational power caught up to the algorithms, which 
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were previously too intense. The advent of GPUs, as opposed to previously used CPUs, 
enabled for more processing power. GPUs, originally made for graphics, have a larger 
number of smaller cores compared to a CPU. The advantage then comes from its 
ability to parallel tasks on these cores that exponentially decrease processing time for 
deep learning algorithms.31  The current landscape of deep learning has several 
architecture mainstays perennially used to solve difficult computational problems: 
Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), and 
Multilayer Perceptrons (MLP).31 
 
MLPs are a type of feed-forward artificial neural network (ANN).  An ANN is 
structurally organized as an initial input layer followed by 0 or more hidden layers to 
the final output layer. Each layer is composed of nodes, the artificial representation 
of a neuron. Nodes in each layer connect with others in adjacent layers, akin to neural 
synapses. The connections are weighted to determine the degree of importance each 
node has to subsequent layers. Adjustments to these weights allow the algorithm to 
improve its final output.31,32 Adjustments are made during the training phase of the 
model, whereby the algorithm sees sets of labeled data with the actual values. These 
values are considered the ground truth for which the algorithm continually adjusts 
itself during training to try and predict. The difference between the algorithm’s 
output and the ground truth is the error, represented as a loss function. 
Backpropagation is a process that computes the gradient of loss function as it relates 
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to the weights selected in the algorithm. This is done by allowing the information 
from the loss function to flow back through the network. The gradient represents the 
direction of the change of a scalar function. Gradient descent is an iterative 
optimization that attempts to expeditiously reduce the loss function by continually 
updating the weights/parameters, thereby minimizing the difference between the 
output and ground truth. Testing the algorithm involves freezing the parameters from 
the training phase. The algorithm output and ground truth are then compared to 
determine the accuracy of the algorithm.31     
 
Recurrent neural networks (RNN) include feedback connections, and so any layer can 
communicate with a previous layer, this capability is not possible in MLPs. These are 
useful when input data is 1-dimensional and sequential, therefore dependent on each 
other. A disadvantage is that the algorithm is computationally taxing. Natural 
language processing is an application that relies on RNNs.31 
 
Convolutional Neural Networks (CNN) use convolution, a specialized linear 
operation, in place of general matrix multiplication in at least one layer. It is ideal for 
grid-structured data, and so it is often used for processing images. Several features 
enable CNNs to improve efficiency and results. Sparse interactions is a concept in 
CNNs that allow it to detect meaningful features within the data and only extract 
those. Pooling is another efficiency function that replaces the output at a certain point 
with summary statistics of nearby outputs.31  
17 
 
    
 
1.6 Deep learning for cephalometrics  
Lindner et al. created a machine learning approach to landmark detection that used 
Random Forest regression.35 Nearly 85% of landmarks were within the clinically 
accepted precision range of 2 mm with a mean error of 1.2 mm. Arik et al. 
implemented a CNN to automate quantitative cephalometry.36 150 training images 
and 250 testing images were selected with 19 anatomical landmarks. 2 examiners 
traced them with a mean inter-observer variability of 1.38 mm. 75% of landmarks 
detected fell within 2 mm. They concluded that with more training data, their 
accuracy would improve. Also, their CNN does not require specially designed 
features, and it may be generalized to other landmark detection problems beyond 
cephalometry. Leonardi et al. attempted detection of 10 cephalometric landmarks 
with a mean error of 0.59 mm using a CNN.37 
 
Nino-Sandoval et al. created an automated method to predict craniofacial skeletal 
patterns based on craniomaxillary variables using support vector machines (SVM).38 
SVMs are supervised machine learning algorithms that analyze labeled data 
categorized into groups; in this case, class I/II/III. The goal was to predict the 
relationship of the mandible relative to the maxilla via ANB angle to determine the 
skeletal pattern. Mandibular landmarks were hidden from the model during testing. 
The SVM classified 10 angular measurements that had high weights attributed to 
them. Most of them were angles not used in orthodontic analysis. This highlights the 
ability of machine learning to interpret a higher number of variables and actualize 
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which ones are the most impactful in predicting craniofacial structures. Overall, the 
classifier could predict the skeletal pattern based on the predicted position of the 
mandible using craniomaxillary landmarks with 75% accuracy.   
 
Auconi et al. used classification trees (CT) to evaluate growth in untreated Class III 
subjects, over a roughly 5 year period.39 Subjects were split into favorable and 
unfavorable growth based on the sagittal skeletal imbalance, measured by the 
difference between Co-Gn and Co-A. ‘Good growers’ showed a reduction of that 
difference while ‘bad growers’ showed an increase. “Trees have a flowchart like 
structure: each internal node represents an attribute, each branch represents 
conjunctions of the features that lead to class labels, and each leaf node represents a 
class label.” Seven cephalometric variables were selected for tree construction. The 
CT determined that an SNA below 79.1 degrees showed a 94% risk of unfavorable 
growth. A PP-MP value higher than 26.6 degrees, along with a reduced SNA equaled 
a 100% risk. 
 
1.7 Rationale 
With the advent of deep learning models and their use in dentistry and radiology, it 
makes sense to attempt to train a model using an extensive data set of serial 
cephalograms from the Forsyth twin study.  Subsequently, the deep learning 
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algorithm can be compared to the most popular growth prediction model 
commercially available, Ricketts’s on Dolphin Imaging™. 
 
1.8 Objective of the study  
The objective of this study is to train a deep learning algorithm for growth prediction 
and test it to the ground truth, then compare the results of the deep learning growth 
prediction model to Ricketts’s growth prediction on Dolphin Imaging™.  
 
1.9 Hypothesis 
We hypothesize that the deep learning growth prediction model and Ricketts’s 
growth prediction on Dolphin Imaging™ will both provide accurate growth prediction 








    
 
2. MATERIALS AND METHODS 
2.1 Study design 
This research was approved by Boston University’s Institutional Review Board No H-
382552. 
 
2.1.1 Selection of Subjects 
The subjects in this study were obtained from the Forsyth Moorrees Twin Study, 
containing dental and radiographic records of twins and triplets from 533 families, 
collected from 1959 to 1975. De-identified lateral cephalograms of 101 subjects were 
selected for the study based on specific criteria. An arbitrary goal of tracing at least 
10 time points for 100 subjects was made to accumulate as much data as possible for 
this study in a reasonable time frame. Curated folders containing the subjects’ 
digitized records included their birth year and date of radiograph exposure. Leslie A. 









    
 
2.1.2 Inclusion criteria 
Table 2: Inclusion criteria 
Non-distorted lateral cephalograms 
Caucasian descent 
10 or more time points (TP) 
Fiducial landmarks for calibration 
Skeletal Class I, II, III 
Fraternal twins and siblings 
 
Radiograph selection was based on minimum quality deemed necessary to visualize 
landmarks accurately. Radiographs visibly distorted, over-exposed, or under-
exposed were therefore discarded since this would affect landmark positioning.   
 
2.1.3 Exclusion criteria 
Table 3: Exclusion criteria 
Second monozygotic twin 
Presence of orthodontic appliances 
Missing sequential lateral cephalograms 
Craniofacial anomalies 
 
Monozygotic twin pairs were excluded to prevent confounding the algorithm with 
similar cephalograms that could potentially skew individualized growth prediction. 
A study using the same twin sample assessed facial asymmetries in monozygotic and 
22 
 
    
 
dizygotic twins. It used linear measurements of the cranial base, midface, maxilla, and 
mandible. Monozygotic twins had similarities in all linear measurements, while only 
half were the same for dizygotic twins.40 
 
2.1.4 Recruitment of Subjects 
The sample used in this study consisted of a total of 1,155 lateral cephalograms from 
101 subjects, as a part of 66 families. 94 subjects were monozygotic or dizygotic 
twins, 1 was a triplet, 2 were siblings of twins, and 4 were unknown.    
 
Table 4: Sample distribution by members 
Sample Distribution Member N (101) 
Fraternal twin 1 F1 34 
Fraternal twin 2 F2 38 
Fraternal twin 3 F3 1 
Identical twin 1 I1 21 
Identical twin 2 I2 1 
Sibling S 2 






    
 
















Table 8: Distribution of lateral cephalograms per subject 







    
 
Table 9: Distribution of cephalometric radiographs (time points and zygosity) 
N TP10 TP11 TP12 Total 
F1 4 14 16 34 
F2 2 20 16 38 
F3 0 0 1 1 
I1 1 8 12 21 
I2 0 0 1 1 
S 0 0 2 2 
X1 0 1 3 4 
Total 7 43 51 101 
 
2.2 Software 
This study used OrthoDX™ and Dolphin Imaging™ for cephalometric tracing and 
growth predictions.  
 
2.2.1 OrthoDX™ by Phimentum 
OrthoDX™ (Phimentum, Boston, MA), is a proprietary web-based software package 
that gives the user the ability to plot landmarks and automatically generate a tracing 
with planes and angles as well as an analysis of the lateral cephalogram. It offers tools 
to adjust the size, orientation, and contrast of the lateral cephalograms to aid the 
clinician in plotting landmarks. A deep learning algorithm for growth prediction 
associated with the software is currently in beta testing. 
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2.2.2 Dolphin Imaging™ 11.9 
Dolphin Imaging™ version 11.9 build 50 (Chatsworth, CA) is a software package that 
allows the user to analyze lateral cephalograms. It also allows the user to perform 
growth predictions based on either Ricketts’s or Bolton’s models. 
 
2.3 Tracing using OrthoDX™ 
Digitized serial cephalograms in JPEG format were imported into OrthoDX™ for each 
subject. All time points (T1 to T10-12) for the 101 subjects were traced with 60 
landmarks plotted.  
 
Table 10: Landmark distribution to tissue type 
Landmarks N 






The criteria for landmark selection involved the ability to have the minimum 
necessary to perform common analyses: Ricketts, Steiner, Downs, and Tweed. This 
would allow for the use of Ricketts’s growth prediction VTO on Dolphin Imaging™ 
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11.9. Several other common and abstract landmarks were included to provide DLA 
with an increased volume of data to find potential correlations. 
 
Table 11: Skeletal landmarks 
A Point Gonion Protuberance menti 
Anterior nasal spine Menton R1 
Articulare Nasion R2 
B Point Orbitale R3 (sigmoid notch) 
Basion Pogonion R4 
Condylion Porion Sella 
Glabella Posterior nasal spine Sella inferior 
Gnathion Prosthion Sella posterior 
 
Table 12: Dental landmarks 
Lower 1st molar (mesial cusp) Upper 1st molar (mesial cusp) 
Lower 1st molar (mesial) Upper 1st molar (mesial) 
Lower 1st molar (distal) Upper 1st molar (distal) 
Lower canine (cusp) Upper incisor edge 
Lower incisor edge Upper incisor root 
Lower incisor root Upper canine (cusp) 




    
 
Table 13: Soft tissue landmarks 
A’ point Posterior pharyngeal wall 
B’ point Pronasale 
Glabella’ Stomion 
Gnathion’ Stomion inferius 
Lower Lip Stomion superioris 
Menton’ Subnasale 
Nasion’ Superior aspect of epiglottis 
Pogonion’ Upper lip 
 
Table 14: Constructed landmarks and planes 




E Plane  PTV 









    
 
2.3.1 Inter-examiner reliability 
The second operator retraced 14 landmarks from 10 subjects (137 cephalograms 
total). The data were compared to test the reliability using the Intraclass Correlation 
Coefficient (ICC). 
  
2.4 Deep Learning Algorithm   
2.4.1 Run DLA 
DLA Construction: a multilayer perceptron (feed-forward artificial neural network) 
network architecture was constructed to perform regression for supervised learning 
of growth prediction. It contained an input layer, 3 hidden layers, and an output layer. 
The first and last hidden layer was composed of 256 nodes, and the middle hidden 
layer had 512 nodes. All nodes were fully connected between each hidden layer. 
Labeled data, used as inputs/features, were provided to the MLP for supervised 
learning. In this study, the features were landmark coordinates, subjects’ gender, and 
age. The network architecture was capable of representing linear and non-linear 
relationships using a rectified linear activation function (ReLu). The initial set of 
training data ran through the algorithm with random weights/parameters associated 
with each nodal connection. From this, the MLP computed a loss function. The loss 
function is the difference between the algorithm’s output and the actual truth. The 
process of backpropagation constructs a gradient of the loss function with respect to 
each weight. This was done by allowing the information from the loss function to flow 
back through the network. DLA was equipped with an iterative optimizer, Adam, that 
29 
 
    
 
could update the weights at each connection efficiently to reduce the loss function of 
the algorithm. In summary, the DLA is an MLP with a 3 hidden layer architecture, 
containing 1024 nodes, capable of computing non-linear functions with ReLu, and 
uses Adam to change the algorithm parameters to reduce the mean average error 
relative to the ground truth.    
     
Data Separation: Subjects were randomly assigned to a training set (81 subjects) or 
testing set (20 subjects). Random selection of the 20 subjects for testing was made 
by, Caglayan Dicle, the engineer who constructed the DLA and was blind to all 
quantitative and qualitative aspects of the subjects: gender, zygosity, skeletal pattern, 
or quality of radiographs. The data was converted into a CSV file, a text file format, 
containing the x and y coordinate positions of each landmark. The reference 
landmark was Sella, its coordinates were set to (0, 0), and the x-axis was represented 
by the SN plane. The gender and age at each time point were noted as features for 
input to DLA. 
 
Training: The CSV files of 81 training subjects were exported to DLA in Pytorch, along 
with age and gender features. The T1 values would be inputted to the algorithm to 
predict the T3 values. The T2 values would be inputted to predict T4, and so forth. 
Algorithm parameters were updated by comparing its prediction output (Tn+2’) to the 
ground truth (Tn+2). This was achieved by backpropagation forming the gradient of 
the loss function, for which the Adam optimizer could be implemented to adjust the 
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connection weights, thus reducing the loss function. The algorithm then went through 
multiple iterations (773) to continuously improve the accuracy of its prediction as 
more data was inserted.     
 
2.4.2 DLA output 
Testing: CSV files from 20 subjects were exported to DLA. The algorithm parameters 
were no longer adjustable in this phase. Data from 20 subjects was inputted, each 
with an average of 9 pairs of cephalograms, which led to an output of 180 predictions. 
The output values were then compared to the ground truth. The ground truth values 
were hidden from the algorithm and were only used for evaluation purposes.   
 
2.5 Duplicating tracings to Dolphin Imaging™ 11.9 
The same 20 subjects from the DLA testing phase were used to compare Ricketts’s 
growth prediction (RGP) on Dolphin Imaging™ 11.9 to DLA’s growth prediction. 
Cephalograms at age 12 and 14 of these subjects were downloaded as PNG files from 
OrthoDX™, with landmark and fiducial overlays. These files were imported into 
Dolphin Imaging™ 11.9 as new patients, using the same de-identified chart numbers 
as “patient” names. These cephalograms were manually traced by following the 
landmark overlays already present.  
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2.6 Performing predictions on Dolphin Imaging™ 11.9 
A 2-year Ricketts growth prediction VTO was performed on twenty age 12 
cephalograms. 
 
2.7 Export coordinates to Microsoft Excel® 
The relative difference in millimeters between the ground truth (14) and the 
predicted values (14’) was extrapolated and exported into Microsoft Excel® 2013 
(Redmond, WA). 
 
2.8 Comparing predicted growth to ground truth and CRM 
Mean Absolute Error (MAE) of DLA and RGP were then compared to each other and 
human landmark detection error, used as the clinical reference mean.21,28 
 
2.9 Data analysis  
The Intraclass Correlation Coefficient (ICC) was used to test reliability. Guidelines by 
Koo and Li suggest excellent conformity with a value above 0.90.41 A clinically 
acceptable reference mean of 1.5 mm of accuracy was used, based on Sagun et al.21 




    
 
3. RESULTS 
3.1 Inter-examiner reliability 
The results of the Intraclass Correlation Coefficient (ICC) showed a range of 0.944 to 
1.000 for the landmarks tested. The results indicate excellent conformity (>0.90) in 
landmark positioning by the two operators.  
   
3.2 Descriptive statistics 
The T1 for the DLA group ranged from age 7 to 16. Meanwhile, the T1 for the Ricketts 














    
 
3.3 Results for DLA and RGP 
Table 15: DLA vs. RGP mandibular landmark MAE 
Mandibular landmarks DLA MAE  (mm) RGP MAE (mm) 
Skeletal landmarks 
Anatomical gnathion 6.03 3.57 
Articulare 2.47 2.32 
B point 4.78 3.24 
Condylion 2.49 3.45 
DC point 2.43 1.90 
Gonion 5.24 6.29 
Menton 6.09 3.64 
Mid ramus (R1) 3.25 4.23 
Pogonion 5.91 3.19 
R2 3.59 4.11 
R4 5.28 3.60 
Sigmoid notch (R3) 3.10 3.18 
Dental landmarks 
L1 root 4.84 2.72 
L1 tip 4.53 2.37 
L6 occlusal 3.85 2.37 
Distal L6 3.83 2.78 
Mesial L6 3.89 2.78 
Mean absolute error for craniofacial structures 
Skeletal landmarks 4.22 3.56 
Dental landmarks 4.18 2.60 




    
 
Figure 1: Graph of mean average error of DLA and RGP  
 
 









Mean Average Error of DLA and RGP



























Mean average error of DLA and RGP
DLA MAE  (mm) RGP MAE (mm)
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3.4 DLA and RGP vs. clinical reference mean  
Table 16: Growth prediction compared to the clinical reference mean 
  DLA MAE (mm) DLA vs. CRM RGP MAE (mm)  RGP vs. CRM 
Skeletal 4.22 2.81x 3.56 2.37x 
Dental 4.18 2.79x 2.60 1.73x 
All landmarks 4.21 2.81x 3.28 2.18x 
 











MAE of DLA and RGP vs. CRM
DLA MAE (mm) RGP MAE (mm) CRM
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4. DISCUSSION 
4.1 Analysis of growth prediction accuracy 
The current iteration of DLA was not deemed to be accurate for generalized 2-year 
growth prediction.  None of the 12 skeletal landmarks or 5 dental landmarks had a 
prediction error below the clinical reference mean of 1.5 mm. Only 3 landmarks were 
predicted with an error below 2.5 mm. These were articulare, condylion, and DC 
point. The range of error for skeletal landmarks was wide, between 2.43 mm and 6.03 
mm. The range of error for dental landmarks was narrower, between 3.83 mm and 
4.84 mm. The mean average error for dental (4.18mm) and skeletal landmarks (4.22 
mm) were roughly the same.  
 
A potential reason for the high margin of error in the DLA could be due to a lack of 
training data. According to Goodfellow et al., “supervised learning algorithms usually 
achieve acceptable performance with around 5,000 labeled examples per category, 
and will match or exceed human performance when trained with a dataset containing 
at least 10 million labeled examples.”31 This study trained 81 subjects, which is less 
than 2% of what is needed for acceptable performance of the algorithm. Large 
computational neural networks are smaller than the nervous systems of primitive 
animals, like frogs.31 Therefore, despite having 3 hidden layers with over 1024 nodes, 




    
 
Auconi et al. used of classification trees (CT) to determine favorable or unfavorable 
growth in Class III subjects. This data mining technique is the foundation for machine 
learning protocols, such as random forests.35,39 CTs do not have nearly the same data 
volume requirements as deep learning algorithms. Variables are transparent and can 
be pruned to prevent overfitting. DLA, just like any deep learning model, does not 
have the ability to be transparent. This is because variables deemed relevant by the 
algorithm are within the hidden layers, also known as ‘the black box’.31     
 
Nino-Sandoval et al. used an SVM, an automated supervised learning algorithm that 
correctly predicted skeletal pattern 75% of the time. The mandibular position was 
predicted at a single time point, based on craniomaxillary data.38 Meanwhile, our 
study involved variables of adolescent growth over 2 time points to predict the future 
position of mandibular landmarks. The SVM used in this case was applied to 
classification (Class I/II/III), while our DLA was applied to regression (predict 
number). Therefore, it is difficult to compare the studies. 
 
The methodology of landmark selection could have also contributed to increased 
margins of error. The Nino-Sandoval et al. SVM found 10 craniomaxillary angular 
measurements that had high predictive value for relative mandibular position.38 Only 
3 of their 19 landmarks were not included in our 60 landmark set. This still allowed 
for 7 of their 10 highly predictive angular measurements to be available for potential 
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use as parameters in DLA. One could also argue that indicator landmarks used as 
references for superimposition for growth analysis could be of correlative value for a 
growth prediction model. Bjork suggested the tip of the chin, internal cortical 
structure of the symphysis, mandibular canal, and lower contour of the third molar 
to be used as reference points for superimposition.10 The tip of the chin was the only 
reference included from this set as data provided for DLA.  
 
RGP also did not accurately predict any landmarks for a 2-year growth prediction. 
None of the 17 mandibular landmarks had a prediction error below 1.5 mm. 7 
predicted landmarks had an error below 3 mm. These were articulare, DC point, L1 
root, L1 tip, L6 cusp, L6 mesial, and L6 distal. The range of error for skeletal 
landmarks was wide, between 1.90 mm and 6.29 mm. The range of error for dental 
landmarks was narrower, between 2.37 mm and 2.78 mm.  
 
Turchetta et al. study on RGP also showed inaccuracy despite being quantified 
differently.5 They used angular measurements and ran student t-tests with a p-value 
of 0.05. If the values were statistically not significant between the prediction and the 
ground truth, then it would be considered accurate. However, nearly all predictions 
demonstrated inaccuracies in the inferior and posterior directions. The method used 
in this study was for a 2-year growth prediction, while Turchetta’s short term 
predictions were roughly 4 years apart.  
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Sagun et al. noted that RGP was accurate, within the 1.5 mm, for at least 17 of 19 
landmarks tested.21 There was a methodological difference between our study and 
theirs, in regards to the use of the transfer structures method in Dolphin Imaging™ 
11.9. This tool was used by them “to decrease error and be more consistent with 
tracing structures” for each subject. The investigators chose the image time point with 
the most clarity and overlayed that tracing on to the other time points to transfer 
craniofacial structures. The goal was to reduce errors, but in our opinion, this adds a 
bias. First, to select a future time point, for which one will be predicting, as the base 
for superimposing structures negates the concept of prediction. The system is given 
a map of what it is predicting. Second, if the initial time point is used to superimpose 
onto future time points, then the shapes and structures of the final output are biased 
by being readjusted to the shape of the initial structures. Therefore, transferring 
structures is simply a tool that may decrease error caused by changes in head film 
positioning but can inherently add bias by attempting consistency in tracing 
structures. To test this, a sub-sample of subjects had this method applied in our study. 
It was noted that landmark positioning shifted from the original location and led to 
millimetric value changes that altered the growth prediction numbers. It was decided 




    
 
Comparatively, DLA was outperformed by RGP. RGP had 16% and 22% fewer errors 
for skeletal and dental landmarks, respectively. When both models were compared to 
the clinical reference mean DLA was 2.81x larger, while RGP was 2.18x larger. RGP’s 
mean error was significantly lower for all dental landmarks as the upper limit of its 
range, 2.78 mm, was well below DLA’s lower limit of 3.83 mm. DLA had considerable 
difficulty in predicting anatomical landmarks along the anterior border of the 
mandible. The MAE of gnathion, B point, mention, and pogonion was 5.7mm. RGP’s 
MAE for these same landmarks was substantially lower at 3.41 mm. Both models had 
difficulty in predicting the future position of gonion as DLA’s error was 5.24 mm, and 
RGP’s error was 6.29 mm. This can be attributed to several factors that make manual 
landmark positioning of gonion difficult: human error in selecting its position along a 
gradual curve, intersecting the point if borders are not superimposed, and changes in 
film orientation across time points. Scatter plots by Baumrind et al. corroborate this 
notion.28  
 
When comparing the results of DLA to RGP, it should be reiterated that the tests were 
not equal. The MAE for DLA was composed of 2-year predictions from every test 
subject at intervals from ages 7 to 17. The MAE for RGP was based on 2-year 
predictions of every test subject at just age 12. Therefore, the plasticity of the RGP 
model was not tested in the same way regarding age. Incorporating the same testing 
protocol for RGP as DLA could lower its accuracy. Turchetta et al. discuss how the 
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RGP’s growth model seizes growth at 14.5 in females and 19 years of age in males.5 
The increased complexity of variables via changes in growth direction and velocity 
could have added to the inaccuracy of DLA. The primary purpose of this study was to 
create a growth prediction model using deep learning methods. We then attempted 
to compare it to a leading growth prediction model. To make the tests equal, DLA 
would have to be retrained and retested using only the cephalograms at age 12 as 
initial inputs. Within the time limits of this study, it would not be possible to produce 
another iteration of DLA. This is because the tested subjects would now not be novel 
to DLA. Therefore, new test subjects would be needed for both DLA and RGP. Hence, 
it was decided that an equal comparison would be attempted in a future iteration.  
 
4.2 Sources of error 
4.2.1 Deep learning error 
The universal approximation theorem suggests that a large MLP, such as DLA, can 
represent any function it is trying to learn. Despite this, it can still fail if the 
optimization algorithm in training is unable to find the parameters corresponding to 
the desired function. DLA used a mean absolute error loss function with a gradient-
based optimizer, Adam. This pairing can sometimes lead to poor results.31 There is a 
possibility that DLA underfit or overfit the data. Underfitting occurs when the model 
does not get a low error value on the training set. Overfitting occurs when there is a 
large gap between the training error and test error. On a small test set, there is 
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statistical uncertainty associated with the estimated average test error. This creates 
a problem with cross-validation whereby the system is unable to differentiate if one 
algorithm works better than another at solving the task.31 The risk of overfitting is 
potentially increased with the use of multiple family members from the Forsyth twin 
study sample. This is because there is a potential to overfit the data when testing on 
another growth sample, due to decreased genetic variability of the twin sample. This 
genetic confounder can be reduced by excluding multiple family members in the data 
pool.    
 
4.2.2 Cephalometric error 
Cephalometric error is an inevitable consequence of the tool. It is a 2D representation 
of a 3D structure that can make measurements difficult.6 The variability of head 
position across serial cephalograms adds another layer of error. Leonardi discussed 
that converting an analog radiograph to a digital file could lead to distortion.37 
However, this study, and likely others in this field, require massive quantities of data 
only available through analog format.  
 
4.2.3 Projection error 
Projection error was likely minimized compared to the study by Sagun et al. The 
Forsyth study sample used the same cephalometer. In contrast, the Sagun study 
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sample from the AAOF procured data from multiple growth studies with multiple 
cephalometers.21 
 
However, the magnification enlargement factor of 6% was not taken into account in 
this study.4 Therefore, all values would be erroneous by being 6% greater. This lack 
of magnification adjustment was consistent, and so it did not compound any errors 
within testing and training for DLA. However, since RGP used mean increments of 
changes, this could have increased its error as these metrics would be off by 6%.   
 
4.2.4 Landmark detection error 
Overlapping anatomical structures, as well as the radio-opaque earpiece, led to 
interpretation by the operator that can increase error. This is most true for porion 
location, which was often not visible.  
 
4.3 Limitations 
The lack of training data required for acceptable algorithm performance was not met. 
The MLP design was robust, but it could not process image files. Therefore, exported 
landmarks to a CSV file had to be used. Calculating the loss function as a mean 
absolute error often leads to poor results when using a gradient-based optimization, 
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such as Adam. This is because some output units saturate by producing very small 
gradients when combined with the loss functions.31  
 
This study prioritized subjects with a higher number of time points as opposed to 
genetic linkage. Despite choosing to exclude the second identical twin, fraternal twins 
and siblings were still included in the study. If an exclusion for any second member 
of a family were incorporated, there would be no genetic confounders for growth 
prediction. However, this exclusion would reduce the number of subjects from 101 to 
63. This, in turn, would also have detrimental effects as it reduces vital training data 
needed for more iterations of the algorithm for more accurate prediction.  
 
Additional labeling, such as gender, could have contributed to increased complexity 
for the algorithm that it was unable to solve due to insufficient data volume for 
training. Therefore, an increase in the overall volume of male and female subjects or 
an attempt to predict the growth of a single gender first could produce better results. 
In theory, with sufficient training data, the use of labels for gender may not even be 
required as the algorithm could potentially find markers or patterns that would 




    
 
The serial cephalograms in this study were labeled with chronological age values. As 
numerous studies have shown, this does not coincide with the maturational age of the 
skeleton. Therefore, SMI and CVM methods have been used to determine 
maturational status.11,13 Not having landmarks for CVM data or the CVM stage labeled, 
prevented DLA from having potentially more accurate maturational growth 
information. The apparent zig-zag nature of condylar growth during pre-adolescence 
could further complicate chronological age inputs for DLA.10 These markedly variable 
cycles of growth from year to year could lead to underfitting of the data, especially 
with low data volume. However, CVM would not correct for this and would simply 
help with more accurate timing of the adolescent growth spurt. 
 
The lack of stability of the S-N plane affects all growth prediction models and 
contributes to their inaccuracy. Despite the cribriform plate and presphenoid ceasing 
growth by the age of 7, there is still remodeling that occurs in this region.6 Sella turcica 
remodels by moving down and back. Nasion moves anteriorly due to bone apposition 
in the frontal region and from the frontal sinus increasing in size.7 Therefore, there 
will always be a margin of error superimposing on this reference plane that attributes 
to errors in the final landmark positions of the growth prediction model. A potential 
solution is to do a superimposition on the cranial base using a contrived nasion 
location. This would lock the S-N distance and plane angle. However, this heuristic 
approach is adding inference to stabilize the cranial base to improve the prediction of 
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the maxilla and mandible. Ideally, a pure growth prediction model will take into 
account changes in all craniofacial structures overtime to attempt to produce an 
accurate prediction. In theory, deep learning can minimize these errors by computing 
numerous linear and non-linear functions to account for them or deduce other 
functions that are more predictive of the outcome. 
 
4.4 Clinical significance 
Bishara summed up the difficulty to accurately predict adolescent growth due to the 
combined and complex effects of genetic and environmental factors. “Computer 
programs are…not yet useful for individualized predictions.”3 The overall lack of 
accuracy of both DLA and RGP would reiterate his point.  
 
4.5 Strengths 
Despite the current lack of accuracy, with more data and training, the DLA can 
continually reiterate to improve over time. Another strength is that the data set is 
extensive per subject as the inclusion criteria required each to have a minimum of 10 
time points. This is the basis for having a broad range of predictive options, not just 




    
 
4.6 Future considerations  
A deep learning model based on a CNN, as opposed to an MLP, has the greatest 
potential for improvement. A CNN’s ability to process image data can potentially find 
more complex patterns as well as reduce the importance of placing landmarks, a 
significant source of errors. CNN’s are capable of feature object detection, a part of 
computer vision, to detect lines and resolution changes in images. The use of a cross-
entropy cost function may prevent issues associated with mean average error and 
gradient optimizers.31 These changes compounded with further data from the 
Forsyth twin sample and other growth studies will hopefully improve growth 
prediction accuracy. 
 
Furthermore, with the broad range of time points, more in-depth analysis can be done 
to decipher prediction accuracy at different age ranges or pubertal stage as well as 
perform long-range forecasts. This will also allow for an equal comparative study 
between DLA and RGP, by allowing DLA to test the MAE of a 2-year prediction on 
cephalograms at age 12. Incorporation of CVM data may also provide more 
information useful for reducing prediction error in DLA. However, a robust CNN 
might not require CVM data since it could extrapolate the information directly from 




    
 
A new iteration of DLA that incorporates a CNN, image data, defined time ranges, age 
periods, while excluding multiple family members, should have a mean average error 
(MAE) closer to the clinical reference mean (CRM) of 1.5 mm.  
 
5. CONCLUSION 
Overall, DLA is currently not on par with RGP for a 2-year growth prediction. 
However, an increase in data volume, adjusting subjects’ inclusion criteria, and 
increased training may improve DLA’s prediction accuracy. There might be a limit to 
the accuracy of individualized growth prediction using lateral cephalograms, due to 
the variability that remains from external influences.17 Regardless, significant 
improvements to all growth prediction methods need to be achieved to more 
accurately assess growth from lateral cephalograms and improve orthodontic 
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