The application of the mixed-radix fast Fourier transform algorithm and the Winograd Fourier transform algorithm for solving a probabilistic production costing problem is proposed. The two algorithms are used to estimate the energy generated by each unit of a generation system directly in the Fourier domain which saves a considerable amount of computational time. A comparison between the two algorithms is provided; both have been applied to the IEEE reliability test system. The results obtained are found to be in close agreement with the results obtained by the basic recursive approach. Sensitivity analysis has been carried out to study the relative efficiency of the two algorithms.
Introduction
The production costing problem is of great interest to power system planners. The cost of production associated with either an expansion plan or an operational plan should be known so that alternative plans can be compared. The production costing problem mainly consists of estimating the amount of energy generated by each unit in a generation system as the units are committed sequentially according to the merit order of loading. For production cost evaluation, Billinton [1] developed the capacity outage probability tables as the units are added or convolved in merit order by a recursive algorithm. The expected value of energy not served after adding a unit is calculated as the sum of the product of the energy not supplied for each state of the capacity model and the probability of occurrence of that state. The expected value of energy generated by each unit is given by the difference of the expected values of energy not served before and after committing the unit. The method is accurate but it consumes a considerable amount of computer time when the generation system is large and has many dissimilar units.
The convolution process of the probability density functions of the generating units is simplified in the Fourier domain. Application of the Fourier methods to approximate the probability distribution of outages of generating units was suggested by Schenk and Rau [2] . Reduction in computational time was the principal advantage of using the Fourier transform method. This is also called the method of moments or the cumulant method. The method is fast in computation but approximations are introduced in representing the Fourier transforms of the individual outages, the load duration curve and in fitting the Gram-Charlier series to the convolved distribution. This method provides accurate results when compared to the basic recursive method in systems with large generating units especially when these units have large forced outage rates. However, this method can be quite inaccurate at certain outage levels in systems which have low forced outage rates.
Allan et al. [3] used the base-2 fast Fourier transform algorithm (base-2 FFTA) [4] for simplifying the convolution process of the units of the generation system. The method is faster compared to the basic recursive approach [5] . Balasubramanian et al. [5] used the base-2 FFTA to transform the load duration curve (LDC) and the outage probability density functions. The transformed outage probability density functions are convolved with the transformed LDC one by one in merit order. After convolution of each unit, the product function is inverse transformed and the expected value of energy not served by that unit is evaluated. The difference of expected values of energy not served before and after committing a generating unit gives the expected value of energy generated by that unit. In Reference 5 another method was suggested where in the expected value of energy not served is calculated directly in the Fourier domain itself without inverse transformation. This procedure considerably reduces the computational time but approximations are introduced in the computations.
Lin et al. [6] gave a comparison of six probabilistic production cost simulation methods namely piecewise linear approximation method, segmentation method, equivalent energy function method, cumulant method, mixture of normal approximation method, and the fast fourier transform method. They concluded that most of these methods produce accurate results depending on importance of speed, accuracy, energy or loss of load probability calculations.
Sutanto et al. [7] described the z-transform method for probabilistic production cost calculations. The probability density functions of generator availability and load are convolved and deconvolved by the z-transform. The z-transform method was compared with the cumulant method and Calabrese's traditional direct convolution procedure in terms of accuracy and computational time.
Two methods are proposed in this paper, namely the mixed-radix fast Fourier transform algorithm (FFTA) [8] and the Winograd Fourier transform algorithm (WFTA) [9] , for production cost evaluation. The FFTA is an efficient method for computing the Fourier transform. Relative to the base-2 FFTA, FFTA is a versatile method owing to the mixed-radix factorisation of the number of sample points N. N is factored into the factors belonging to the set {2, 3, 4, 5 and other odd prime factors to 23}. The factors may or may not be relatively prime. In the base-2 FFTA, N is factored as powers of 2 only. The FFTA reduces the operations count making it much faster than the base-2 FFTA.
WFTA is an approach developed by Winograd [9] for the computation of the discrete Fourier transform. Here N is factored into a set of Winograd factors belonging to {2, 3, 4, 5, 7, 8, 9, 16}. The factors have to be relatively prime. Compared to FFTA, WFTA significantly reduces the number of multiplications for all values of N for which both FFTA and WFTA can be applied. The number of additions are almost the same in both the cases [10] . It is important to note that the order in which the factors of N are taken has a bearing on the number of additions in WFTA. For example, the order 5, 2, 3 for 30 sample points takes less number of additions than the order of factors 2, 3, 5. A comparison between the two methods is given in Section 2. Application of these methods to the particular case of production cost evaluation of the IEEE reliability test system [11] is discussed in Section 3. Sensitivity analysis has been carried out for the two algorithms to compare the accuracy and computing time, under the influence of varying N. It is observed that, when the number of sample points N can be factored as a product of the factors of the Winograd set, WFTA is much faster than the FFTA.
Description of proposed methods
To compute the discrete Fourier transform of the outage probability density functions of the generating units and the load duration curve of the system by the FFTA and WFTA [8, 9] , it is necessary to discretise these probability distributions. To discretise these distributions, one needs to know the total length of the capacity domain T o and the sampling interval T. T o is evaluated as the sum of the total installed capacity and the peak load. A proper sampling interval has to be chosen depending on the size of the units. The number of points to discretise the distribution is chosen as
N > TJT
(1)
Mixed-radix fast Fourier transform algorithm
The mixed-radix fast Fourier transform algorithm was developed by Singleton [8] using the factorisation of Sande [12] . The basic idea of the algorithm is that of factorising the number of sample points N as where N t e {2, 3, 4, 5 and odd prime factors till 23}. N t may or may not be relatively prime. In FFTA, the way in which N is factored has great importance. N is written as the product of factors of 4, then into factors of 2, 3, 5 and other prime factors. N should be preferably chosen such that it can be factored into factors less than or equal to 5 because for factors greater than 5 the number of operations increases. For example, N = 96 should be factored as 4x4x2x3 and not as 2 5 x 3 or any other combination as the first involves fewer multiplications. The generalised formula for computing the number of complex operations [10] (6) where M N and C N are the total number of real multiplications and real additions, respectively. The number of operations involved for each factor during transform calculations is given in Table 1 . 
Winograd Fourier transform algorithm
Winograd developed the Winograd Fourier transform algorithm for computation of the discrete Fourier transform. In this algorithm N is factored into a set of Winograd factors belonging to set {2, 3, 4, 5, 7, 8, 9, 16}. The factors have to be relatively prime. In WFTA, after factorising N into factors of the Winograd set, the order of the factors has to be chosen. The total number of multiplications involved remains the same for any order of the factors but the total number of additions differ. The order of the factors can be chosen by finding the total number of additions involved for each order of the factors.
The generalised relations for the number of operations are given as follows [10] :
Number of multiplications: Table 2 . FFTA can be used for wide choices of N while WFTA is restricted to a few values of N. If the choice of N is such that it is factorisable for both the algorithms, then WFTA should be used as it involves fewer operations. When N is factorisable only by the FFTA set, then FFTA can be efficiently used. The accuracy of computations in obtaining the discrete Fourier transform is nearly the same for both the algorithms. WFTA reduces the number of multiplications necessary to compute the discrete Fourier transform keeping the number of additions almost at the same level as that of FFTA for those values of N which are factorisable in both the algorithms. The benefit of using WFTA is significantly observed in machines which take a longer time for multiplication than addition. Table 3 gives the number of operations for FFTA and WFTA for complex data. 
3
Production costing using FFTA and WFTA
The calculation of expected value of energy generated by each unit, using the FFTA and WFTA is presented in following generalised algorithmic form (see Reference 5 and Section 7 for notations).
Step 1: The LDC is sampled for N points and a complex function is defined where the real part represents the LDC values and the imaginary part is taken as zero.
Step 2: The LDC is transformed by the FFTA or WFTA.
Step 3: Calculate the SINCR and SINCI functions.
Step 4: Multiply the transformed LDC with the complex sum of SINCR and SINCI functions.
Step 5: Find the area under the product function using the trapezoidal rule over the N sample points. The area corresponds to the expected value of energy not served before committing any unit.
Step 6: The capacity values at which the generating unit availability probability density functions have impulses are read after sampling by N points. A complex function is denned as in Step 1.
Step 7: Multiply the transformed LDC values by the complex conjugate of the transformed availability probability density function of the first generating unit in the merit order. This is the transformed equivalent load duration curve (ELDC) after deconvolving the first unit.
Step 8: Multiply the transformed ELDC by the complex sum of SINCR and SINCI functions.
Step 9: Evaluate the area under the product function computed in Step 8 by the trapezoidal rule. This area corresponds to the expected value of energy not served after committing the unit.
Step 10: Calculate the difference in the expected value of energy not served before and after a unit is committed. This is the expected value of energy generated by that unit.
Step 11: Multiply the latest transformed ELDC by the transform of availability probability density function of the generating unit that is next in the merit order.
Step 12: Repeat steps 8-11 till all the generating units have been committed in the merit order.
The algorithm is depicted in the form of a flowchart in Fig. 1 
Numerical results
The two algorithms FFTA and WFTA are applied to the IEEE reliability test system (RTS). This is a 32 machine system with a total capacity of 3405 MW and peak load of 2850 MW. Table 4 gives information regarding the generating units of IEEE-RTS. For comparing the performance of the two algorithms FFTA and WFTA N is chosen as 1680 points. Integration is performed over the N points using the trapezoidal rule without interpolation. Generally, N is chosen to be greater than TJT. In the method used for production cost evaluation, approx- total energy demanded = 15 297.08 GWh [11 ] imations are introduced owing to the low order interpolations used for computing the area and round-off error in computations. For better accuracy, it is necessary to choose larger number of points than the nearest suitable value given by eqn. 1. The sampling interval T should be chosen such that the capacity of the units should be exactly divisible by T. In the IEEE-RTS, if T = 1 MW then N 3* 6255. This would give better accuracy but increases the number of computations enormously. If we take T = 5 MW, it exactly divides almost all the unit capacities. The impulses of availability probability density functions of the units not exactly divisible by T are represented as in Reference 3. For the case of T = 5 MW, there are three such units. A higher sampling interval than 5 MW will decrease the number of points required, hence the number of computations, but introduces inaccuracies in the results since sampling of the functions will not be efficient.
The results obtained for the expected values of energy by using the algorithms FFTA and WFTA are given in Table 5 .
The computational times taken by FFTA and WFTA are 3.744 and 3.121 ms, respectively. The theoretical prediction of the performance of WFTA is reflected in the computational time taken by the algorithm. The results obtained using the present algorithms (FFTA and WFTA) are in close agreement with the results obtained by the basic recursive method [11] . The cost of energy production by each unit can be obtained by multiplying the amount of energy generated by each unit with the corresponding average cost of generation.
A sensitivity analysis is carried out to compare the accuracy (Table 6 ) and computing time (Table 7) of the methods with the standard recursive method, as the number of points are varied keeping the sampling interval the same. The comparison shows that the accuracy of FFTA and WFTA is almost the same but the computing time taken by the WFTA is less than the time taken by WFTA. Those values of N for which both FFTA and WFTA can be used are only compared.
The total expected values of energy supplied by IEEE-RTS computed by different methods is given in Table 8 . The difference in the total energy demanded and the total expected value of energy supplied is also given.
Conclusions
Both algorithms evaluate the energy generated by each unit of the generating system with a great deal of accuracy and are computationally faster. The WFTA requires fewer multiplications compared to FFTA while the number of additions are almost the same. This advantage of WFTA is reflected in the computer time taken in the test example of the IEEE reliability test system. When the number of sample points N can be factored as a product of the factors of the Winograd set, WFTA is much faster than the FFTA. For those N which are factorisable in only the FFTA set, FFTA can be efficiently used for evaluating the energy generated for each unit of the generating system. 
