Abstract. In this paper we build, for any natural n, a closure operator relative to the n−matrix endofunctor over the category of rings with 1. We analyze which properties are invariant under this operator. This operator tends to be decisive, in the sense that the operator preserves the property or loses the property for all rings.
Introduction
The matricial closure is, at the same time, a generalization and a particular case of the ultramatricial algebras. An ultramatricial algebra is a countable direct limit of a direct system of matrix algebras over a fixed K. We study just one case of this kind of direct limits, that is the sense of the particular case, but over any ring, that is the sense of the generalization.
We prove that the matricial closure is a closure operator over the category of rings, when the category of rings is thought as a big preorder with preorder induced by the monomorphisms. We define the matricial closure as an operator in the category of rings, also we prove that the matricial closure is an endofunctor. We see that the closure properties are fulfilled by a monic natural transformation in the case of the inflatory property and by a natural isomorphism in the case of the idempotent property.
We show that the matricial closure commutes with certain categorical constructions as the group ring and the polynomial ring. Then we study two functors that arise naturally between their categories of left modules. The first one is the induced by the ring morphism of the inflatory property and the second one is the direct limit of Morita equivalences. In general the two functors are not equivalences, but the second one preserves certain properties as to be simple or to be faithfull.
We study the lattice of ideals of the matricial closure. We give a lattice isomorphism between the lattice of two-sided ideals of the original ring and the lattice of two-sided ideals of its matricial closure. We show that the lattice of left (right) ideals tends to grow a lot. We analyze some chain conditions that the matricial closure of a ring never fulfills and some dimensions that the matricial closure of a ring never have, making it a pathological ring in general. We study the behavior of the matricial closure with respect to the Jacobson radical, prime rings, semiprime rings, V-rings, von Neumann regular rings and the invariant basis number.
PRELIMINARIES
Throughout this paper all rings will be assumed associative with 1. For a ring R and a positive integer n, M n (R) denotes the ring of n × n matrices with coefficients in R, the 1 of this ring will be denoted by I n and satisfies (I n ) ij = δ ij for any 1 ≤ i, j ≤ n where δ is the Kronecker's delta. For any pair of integers n and m, M n×m (R) denotes the set of n × m matrices with coefficients in R. The category of all rings with morphism that preserve the 1 is denoted by R. All R-modules will be left unitary modules over R.
2.1. Dimensions in Ring Theory. Our reference for dimensions are [4] and [5] . For a ring R and a left R-module M , a family of submodules of M , {M i } i∈I , is called independent, if M j ∩ i∈I,i =j M i = 0 for all j ∈ I. If there is a maximal finite independent family of submodules of M , the cardinality of this family is the uniform dimension of M and is well defined. In this case we will say that M has finite uniform dimension. We also say that R has left finite uniform dimension if it has finite uniform dimension as left module over itself.
For a ring R and a left R-module M , the Krull dimension of M is denoted by dK(M ). The Krull dimension of M is defined recursively as follows: dK(0) = −∞, dK(M ) = 0 if M is artinian, and dK(M ) = α if dK(M ) = β for any ordinal β < α and in any descending chain of submodules of M all but a finite number of factors have Krull dimension less than α. We say that R has left Krull dimension if it has Krull dimension as left module over itself. A classic result in the theory states that, for any ring R, if a left R-module has Krull dimension then it has finite uniform dimension. In particular, if R is viewed as a left R-module has Krull dimension then R R has finite uniform dimension.
Let R be a ring and let M be a left R-module. The projective dimension of M is denoted by pd(M ). We recall that M has projective dimension n if there is an exact sequence 0 −→ P n −→ ... −→ P 0 −→ M −→ 0 with P i projective for i = 0, ..., n and there is no such as that for any 0 ≤ k < n. Notice that M is projective if and only if pd(M ) = 0.
Classes of rings.
For general aspects of ring theory our references are [3] and [6] . Now we give certain properties that the rings may have and we will test if wether they are preserved by our endofunctor.
Let R be a ring. We recall that the Jacobson radical of R, denoted by J(R), is the intersection of all maximal left ideals of R. A x ∈ R is left quasiregular in R if 1 − x is left invertible in R. Between the many characterizations of J(R) is that J(R) is the unique left ideal which all its elements are left quasiregular and it is maximal with respect to this property. A well known result is that, for any positive integer n, J(M n (R)) = M n (J(R)). A ring R such that J(R) = 0 is called semisimple. A semisimple artinian ring is a ring such that is left artinian and semisimple.
A ring R is called left perfect if any left R-module has a projective cover. The equivalence that we will use is that a ring R is left perfect if and only if R is a left max ring (all non zero left R-modules have a maximal submodule) and R/J(R) is semisimple artinian. A ring R is called semiperfect, if any left simple R-module has a projective cover. This is equivalent to R/J(R) to being semisimple artinian and idempotents lift modulo J(R).
A ring R is called von Neumann regular ( see [1] ) if for any a ∈ R there exists x ∈ R such that a = axa. A classic result is that, if R is a von Neumann regular ring, then M n (R) is von Neumann regular ring for any natural n. A ring R is called left V-ring if all simple left R-modules are injective. A ring R is called quasi Frobenius if it is left noetherian and left self injective.
A ring R is called left primitive ring if it has a simple faithful left R-module. An equivalence is that a ring R is left primitive if and only if R is isomorphic to a dense subring of the ring of endomorphisms of a left vector space over a division ring D. A left full linear ring R is the ring of all linear transformations of a left vector space over a division ring D, this is equivalent to ask to R to be von Neumann regular, left self-injective with non zero left socle.
Let R be a ring and let P be a proper ideal of R, P is prime if for any two two-sided ideals I and J of R such that IJ ⊆ P then I ⊆ P or J ⊆ P . For a proper ideal P of R, this is equivalent to, if for any a, b ∈ R, aRb ⊆ P implies a ∈ P or b ∈ P . A ring is called prime if the zero ideal is prime. Let R be a ring and let I be a proper ideal of R, I is called semiprime if for any a ∈ R, aRa ⊆ I implies a ∈ I. A ring is called semiprime if the zero ideal is semiprime. Trivially all prime rings are semiprime rings.
A ring R has Invariant Basis Number, if for any pair of natural numbers n and m, R n ∼ = R m as left R-modules implies n = m. This definition is equivalent to: for any pair of natural numbers n and m, if AB = I n and BA = I m with A ∈ M n×m (R) and B ∈ M m×n (R) then n = m. We remark that the last formulation of the invariant basis number let us see that the property is symmetric.
MATRICIAL CLOSURE
3.1. Definition. Let n be a positive integer, we define the assignation M n : R −→ R given by: for any ring R we assign it M n (R) and for any ring morphism f :
Proof. Obviously M n sends rings into rings, what is left is to verify that sends morphisms into morphisms. Let f : R −→ S be a ring morphism, A, B ∈ M n (R) and
Let f : R −→ S and g : S −→ T be ring morphisms, A ∈ M n (R) and
For any positive integer n we have also a natural transformation η n : 1 R −→ M n defined as follows: for any R ring and a ∈ R, η
Proof. Let f : R −→ S be a ring morphism and a ∈ R. First ((η
It is well known that for any pair of positive integers n and m, there is a natural isomorphism from M n • M m to M nm . So we fix n and for any natural numbers m, k we define α[R, n]
The last composition was made identifying M k (M m (R)) with M km (R) by the natural isomorphism mentioned before. We notice that by the last proposition α[R, n]
. For any ring R and any positive integer n, we get a directed system over the natural numbers. We denote its direct limit by M C n (R). We will denote by i[R] n k : M n k (R) −→ M C n (R) the canonical morphism in the direct limit, we remark that this morphism is injective. Proof. Again it is obvious that M C n : R −→ R sends rings into rings, so we will focus in the morphisms. First notice that α[ , n] k m : M n m −→ M n k is natural transformation since it is a composition of finitely many natural transformations. So for any ring morphism f : R −→ S we get the next commutative diagram 
Let f : R −→ S and g : S −→ T be ring morphisms, and
We call M C n (R) the n-matricial closure of the ring R.
Closure Properties. Proposition 4 (Inflatory). Let n and k be positive integers. Then
Proof. It is a general fact that, in a direct limit, if the transition maps in the inductive limit are monomorphisms then the structural maps of the direct limit are monomorphisms.
In particular we will denote by i n : 1 R −→ M C n the natural transformation above in the case when k = 0.
Proposition 5 (Monotone). Let n be a positive integer, let R and S be rings and let f : R −→ S be a ring monomorphism. Then M C n (f ) is a ring monomorphims.
Proof. As the functor M n k sends monomorphism into monomorphisms, we get proposition.
Proposition 6 (Idempotent). Let n be a positive integer. Then there is a natural isomorphism between M C n and M C 2 n . Proof. We notice that the functor M n is equivalent to the functor M n (Z)⊗ Z −. From this fact and from the fact that the tensor product commutes with direct limits we get that M C n is equivalent to M C n (Z) ⊗ Z −. Now using natural isomorphisms
It follows by induction that for any integer
As it is proved above the matricial closure operator behaves as an operator closure in a partial ordered, but in this case we have consider the category R with the preorder induced by the monomorphims.
Functorial Properties with respect to certain Constructions
Proposition 7. Let n be a positive integer and let I be a finite set. Then there is a natural isomorphism
Proof. Let (R i ) i∈I be a family of rings indexed over I. We construct υ[n, I]
1 (A)(i) jk = A(i) jk for any A ∈ M n ( i∈I R i ), i ∈ I and 1 ≤ j, k ≤ n. We use the fact that, υ[n, I]
1 is a natural isomorphism to construct the desired natural isomorphism. So we take υ[n, I]
(Ri)i∈I ). As before we claim that the natural isomorphism υ[n, I] we looked for is the direct limit of the family of natural isomorphisms {υ[n, I] k } k∈N . This morphism give us that, M C n ( i∈I ) ∼ = lim − →k ( i∈I M n k (R i )), but as filtered colimits and finite limits commute in the category of sets we get that M C n ( i∈I ) ∼ = i∈I M C n (R i ).
Proposition 8. Let n be a positive integer. Then there is a natural isomorphism
Proof. Let R be a ring. We contruct ι[n]
1 is a natural isomorphism to build the desired natural isomorphism. Then
. And again we get the natural isomorphism ι[n] as the direct limit of the familiy of natural isomorphism {ι [n] k } k∈N .
Proposition 9. Let n be a positive integer and let G be a group. Then there is a natural isomorphism
Proof. Let R be a ring. We contruct θ[n]
1 is a natural isomorphism to build the natural isomorphism. Then
m R ) and again we get the natural isomorphism θ[n] as the direct limit of the familiy of natural isomorphism {θ [n] k } k∈N .
Corollary 1. Let n be a positive integer. Then there is a natural isomorphism
Let R be a ring, Cen(R) denotes the center of R.
Proposition 10. Let n be a positive integer and let R be a ring. Then Cen(R) ∼ = Cen(M C n (R)).
Proof. We consider the next ring morphism f : Cen(R) −→ Cen(M C n (R)) where f is i n restricted to Cen(R) in the domain and restricted to Cen(M C n (R)) in the codomain. First we should see that i n (Cen(R)) ⊆ Cen(M C n (R)) to verify that f is well defined. Let i n k (A) ∈ M C n (R) with A ∈ M n k (R) and a ∈ Cen(R).
Also we note as the function i n is injective then the function f is injectives. So
Let R be a ring, U (R) denotes the set of units of R.
Proposition 11. Let n be a positive integer. Then
Proof. As the multiplication behaves in a local way, an element has inverse if and only if it has inverse in its original matrix ring.
Proposition 12. Let n be a positive integer. Then
Proof. The cardinality os M C n (R) is the supremum of the cardinalities of M n k (R) which is max{|R|, ℵ 0 }.
Functors
Let n be a positive integer and let R be a ring. We consider the following functor δ :
Now we define δ 0 = δ and δ k+1 = δ • δ k , so we obtain a direct system of functors. We put ∆ = lim − → δ k : R-Mod−→ M C n (R)-Mod. Note that δ k is the usual functor that give us the Morita equivalence between R-Mod and M n k (R)-Mod, so the funtor ∆ is in a way an attempt to get and equivalence between R-Mod and M C n (R)-Mod. Almost never ∆ is an equivalence, but there is information that we may obtain from ∆. 
and Ann MCn(R) (∆(M )) = 0.
Corollary 2. Let n be a positive integer and let R be a ring. If R is a left primitive ring then M C n (R) is a left primitive ring.
Proposition 17. Let n be a positive integer and let R be a ring. Then ∆ commutes with coproducts.
Proposition 18. Let n be a positive integer and let R be a ring. Then ∆(R) is a free left R-module.
It is easy to see that we could construct an ascending chain of R-linearly independent sets that its union R-generates ∆(R). There is another naive functor from R-Mod to M C n (R)-Mod. We consider the ring morphism i R : R −→ M C n (R) the canonical inclusion, so any left M C n (R)-module has structure of left R-module. In particular and by simmetry, M C n (R) has structure of R-R-bimodule. Then we may define the new functor as Φ(M ) = M C n (R) ⊗ R M for any left R-module M and Φ(f ) = 1 MCn(R) ⊗ f for any left R-morphism f . There is simple way to compare the two functors.
Proposition 19. Let n be a positive integer and let R be a ring. There is a natural transformation Π : Φ −→ ∆.
Proof. Let k be a natural and let M be a left R-module. Then we define a
k is a natural transformation from R-Mod to M n k (R)-Mod, so we may take the direct limit of the direct system {Π k } k∈N . That is the natural transformation Π we are looking for.
Proposition 20. Let n be a positive integer and let R be a ring. Then M C n (R) is a free left R-module.
Corollary 4. Let n be a positive integer, let R be a ring and let M be a left
R-module. If pd R (M ) = k then pd MCn(R) (Φ(M )) ≤ k .
Ideals of the Matricial Closure
The direct system created for a ring R serves as direct system for any left (right, two-sided) ideal I of R, at least in the category of abelian groups. Since we have that M C n (I) is a subgroup of M C n (R). Moreover we obtain: Proposition 21. Let n be a positive integer, let R be a ring and let I be a left (right, two-sided) ideal of R. Then M C n (I) is a left (right, two-sided) ideal of M C n (R).
Proof. First we name w k : M n k (I) −→ M C n (I) the canonical inclusions of the matricial closure of a left (right, two-sided) ideal with k a natural and β The next proposition tell us that the matricial closure behaves like the matrix ring respect to the two-sided ideals.
Proposition 22. Let n be a positive integer and let R be a ring. Then there is a lattice isomorphism between the two-sided ideals of R and the two-sided ideals of M C n (R).
Proof. We take a two-sided ideal I of M C n (R) and define the next subset of R,
It is easy to see that J is a two-sided ideal of R. Next, we call {e k ij } 1≤i,j≤k the canonical basis of M k (R), and for A ∈ M k (R) we remark that (Ae k rs ) ij = A ir δ sj and (e k rs A) ij = δ ir A sj with 1 ≤ i, j, r, s ≤ k, where δ stands for the Kronecker's delta. We wish to prove that M C n (J) = I. Let w m (X) ∈ M C n (J) for some X ∈ M n k (J) and some natural m. We write
For all 1 ≤ i, j ≤ n m there exists a matrix Y ij ∈ M n m ij for some natural m ij such that w mij (Y ij ) ∈ I and Y ij 11 = X ij . It is easy to notice:
This equality and the fact that I is a two-sided ideal mean that w m (e As I is a two-sided ideal of M C n (R), then w m (X) ∈ I. Now, let w m (X) ∈ I for some X ∈ M n k (R) and some natural m. We take
If we observe that X ij = (e n m 1i Xe n m j1 ) 11 so X ij ∈ J for any 1 ≤ i, j ≤ n m . So we have that the assignation M C n from the ideals of R to the ideals of M C n (R) is onto. It is easy to observe that is also into and monotone, so it is a lattice isomorphism.
Corollary 5. For a positive integer n and a ring R, if R is a simple ring then M C n (R) is a simple ring.
Proposition 23. Let n be a positive integer, let R be a ring and let
Proof. From the fact that
Then the union of an ascending chain of left (right, two-sided ideals) is I a left (right, two-sided) ideal. If I is not a maximal left (right, two-sided) ideal, there is an element X = i n k (A) such that I + M C n (R)X = M C n (R) for some A ∈ M n k (R) and for some natural k. Then Proof. See Herbera [2] , theorem 2.5.
Let K be a finite field. It is easy to see that K satisfies the condition of the previous theorem. Then this is a case where the lattice of left ideals of the matricial closure of a ring is bigger than the lattice of left ideals of the original ring.
7. Chain Conditions 7.1. Descending Chain Condition. All left artinian rings satisfy the descending chain condition on the left direct summands. Let R be a ring, we denote {e m ij } 1≤i,j≤m the canonical basis of M m (R) for any natural m. Let n be a positive integer, we may build a strictly descending chain of left direct summands Proof. For the caracterization mentioned in the preliminaries, J(M C n (R)) is the unique left ideal with all its elements left quasiregular and maximal with respect to this property. So we note that M C n (J(R)) is a two-sided ideal of M C n (R), in particular a left ideal. Also any element is of the form i k n (A) with A ∈ M n k (J(R)) and a natural k, since M n k (J(R)) = J(M n k (R)). Then there I n k − A is left invertible, which means that, A is left quasiregular. From this it is followed that all elements of M C n (J(R)) are left quasiregular, therefore M C n (J(R)) ⊆ J(M C n (R)). At last, we notice that a left quasiregular element in M C n (R) be-
, so we get the other contention. Proof. It is well known that the direct limit of von Neumann regular rings is a von Neumann regular ring.
9.2. V-rings. As Herbera proves in her paper [2] , for any von Neumann regular ring R, if it has dimension less than 2 ℵ0 over its center, then there is no left injective simple modules over R. We know that for K a field and for a positive integer n , if we put R = M C n (K) then its center is isomorphic to K. Also that the dimension of R is exactly ℵ 0 . So the next result follows:
Proposition 28. Let n a positive integer and let K be a field. Then M C n (K) is not a V-ring. Proof. Let A ∈ M r×s (M C n (R)) and B ∈ M s×r (M C n (R)) with AB = I r and BA = I s for some natural numbers r and s. We put k A = max{r ij | A ij = i n rij (A ij ) for some A ij ∈ M n r ij (R)}, k B = max{s ij | B ij = i n sij (B ij ) for some A ij ∈ M n s ij (R)} and k = max{k A , k B }. From these matrices we build two matrices C ∈ M n k r×n k s (R) and D ∈ M n k s×n k r (R) with CD = I n k r and DC = I n k s . As R has invariant basis number, then n k r = n k s. Which implies that r = s, so M C n (R) has invariant basis number.
