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ABSTRACT 
Five different estimators of the conditional probability of 
correct classification are considered for the two population classification 
problem with known covariance matrix where the population distributions 
follow a st~tionary Gaussian process. The estimators and their conditional 
distributions are observed to be identical to the corresponding results 
for the two population equal sample standard classification problem • 
.... 
-
-
1. Introduction. 
In a recent study the author [3] has considered the problem of classifying 
a unit ·to one of two specified populations TT1 and TT2 • However, unlike 
the standard classification problem where TT1 and rr2 are considered to 
be two independent populations, the two papulations are considered as the. 
same population observed at two different states or points of time. Since 
it is not known to which of the two populations the unit belongs, a vector 
X of p measurements is used for classification. To be more specific, 
consider the following set-up. 
Let w be an experimental unit which is a random outcome from a 
population TT. It is known that TT is identical to one of the two specified 
populations rrl and TT2, where rrl and rr2 denote the same population 
at two different points of time t 1 and Let X = X(w) be a p x 1 
vector of measurements on ·the unit w and the distribution function of 
X be Fi when TT= Tri, i = 1,2. The problem is to identify TT with one 
of rr1 and rr2 on the basis of X and the knowledge of F1 and F2 • 
When F1 and F2 are not completely known, information is obtained about 
them based on a random sample of N units w1, w2 , ••• ,wN with Xia as the 
X-observation on the unit wa observed at time ti, a= 1,2,.o.,N; i = 1,2. 
Thus the two · samples are likely to be dependent since they are based on 
the same set of units. Samples of such kind will be termed as "dependent 
training samples". Here {Xia' a = 1,2, ••• ,N; i = 1,2) constitutes our 
dependent training sample. 
Consider a situation when the distribution of X from TT1 , is 
?\, [µ, E], i = 1,2; and (Xia' x;a)', a= 1,2, ••• ,N are independently 
distributed as 
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(1) N· 
2P [CJ (~~ p~)] 
where µ,i, 's are p x 1 unknown vectors and ~ is a known p x p 
positive definite ma~rix and IPI < 1. To give an example of a situation 
where the distribution given in (1) arises, consider a first order 
autoregressive process 
where U 's 
t are independently distributed as ~[O, A]. This process has 
been studied from the time series point of view for estimation and 
·prediction; it is lmown that (Anderson [2], p. 166) for every t and r 
00 I, 
and for Ill < 1 and J1lm1, 1 I < 00 
where 
, 
and 
r p = 1 o 
rr1 and rr2 may be considered as any two time points t - r and t. Under 
the distribution assumption (1), five estimators of the conditional 
probability of correct classification (PCC) of a likelihood ratio rule 
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-has been considered in Section 3. Results of Section 3 are generalized 
for a more general set-up when the training sample consists of observations 
from a stationary Gaussian process. 
2. Classification rules. 
be the density frunction of X from n. , 
1 
i = 1,2. 
Then the class of rules which classify X to rr1 if, and only if, 
for some constant c is a complete class of admissible rules (Anderson [l], 
chapter 6). The class of rules given by (2) is equivalent to the class of 
* rules tk which classify X to rr1 if, and only· if, 
for some constant k and where, for a p x 1 vector y and a p x p 
non-singular matrix B, 
(4) ((y)) = y'y 
and 
(5) ((y; B)) = y'B-ly. 
k can be taken to be zero when the prior probabilities of drawing X from 
rr1 and rr2 are the same and misclassification costs are equal, i.e., 
* t0 is the unique minimax rule in this case. Let P1(t) denote the PCC 
of the rule , given that X is from rr1 , i = 1,2. Then 
(6) 
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where 
and l{x) is the distribution function of the standard normal variateo 
* Since tk is the best class of rules one can have and since ~ and µ,2 
are unknowns, one might replace µ1 and µ2 by their 'good' estimators 
* to get a plug-in version of the class of rules tk given by (3), and a 
natural choice of a good estimator of ~i is 
N 
( 7) Xi = ( 1/N) ~ Xia , i = 1, 2 • 
c»=l 
Hence, we get a class of rules tk which classifies X to rr1 if, and 
only if, 
ca) c Cx1 - x ; E> ) - c cx2 - x ; ~ > < k • 
We also note that the rule tk given by (8) is also a minimum distance 
rule (see Ellison [4]). To judge the perforD)fince of the class of rules 
* tk one may compare the PCC of tk with the PCC of wk. 
Since we are not considering any other rule, we give a justification for 
using tk. The likelihood of the training sample {Xia, a= 1,2, ••• ,N; 
i = 1,2} and X, when X is from Tr1 , is given by 
N 2 
= c • exp[- (1/2) L) ((x2a - ""2 - p(Xla - µ,1); (1-p) E})] 
a=l 
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where 
(10) 
-p(2N+l)/2 2 -N/2 -(2N+l)/2 
c = (211') ( 1-p ) I ~ I • 
The supremum of L1(~1, µ2 , p) over µ1 and µ2 is 
-1 
(11) L1(p) = c • exp(trace [- (1/2)~ (A +D01)]) 
where 
N 
(12) Si.= ~ (Xi - Xi)(X. - X.)', i = 1,2, j = 1,2 
J c»=l a JO! J 
(13) A = (l-P 2f 1 ( 811 - P812 - P821 + 822) 
and 
(14) o0 i = [(N/(N+l)](x - xi)(x - xi)', i = 1,2. 
Similarly, when X is from rr2 , L2(p), the supremum of the likelihood 
over µ1 and ~2 is the same as the one given by (11) with 002 instead 
of 001 and hence the likelihood ratio rule is obtained by taking ratio, 
which in equivalent to the rule wk. We also note that vk is ~till the 
likelihood ratio rule even if p were unknown since 
L1(p)/L2(p) = sup L1(p)/ sup L2(p) • p p 
It has also been proved that (see [3]) wk is an admissible Bayes ruleo 
We shall take k = 0 in the sequel, which is equivalent to assuming 
equal prior probabilities and equal cost of misclassification. We wish 
to estimate the PCC of w0 given the training sa1T4>le, or equivalently, 
given xl and x2 since xl and x2 are jointly sufficient (and 
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complete) for .µl and µ2. Let P1(*olx1, X2) denote the conditional 
PCC of the rule Vo given x1 and x2 when X is from rr1 , i = 1,2. 
Remarks have been ma.de on the significance of the conditional PCC 
P1(v01x1, X2) and the unconditional PCC Pi(t0 ) in Hills [7] and 
Sorum (14] and (15] • 
3. Estimation of P1<tolx1, X2). 
Since ~ is known, without loss of generality consider ~ = Ipo 
Now 
(15) P1(t0 1x1, x2) = P1 [((x1 - X)) - ((x2 - X)) < olx1, x2 ] 
= P1[(2X - x1 - x2)'Cx2 - x1) < 01x:1 , x:21 
= I [(Xl + x2 - 2µ1)'(x2 - Xl)/2d] 
where 
2 - - )) (16) d = ((x1 - x2 • 
Various estimators of P1<tolx1; X2) have been studied by Sorum [14] 
and [15] of which a few will be considered here. 
(a) Plug-in estimator: One way to estimate P1<volx1, X2) is to 
replace µ1 by its maxit1U1m likelihood estimator x. In that case the 
estimator of P1(t01x1, x2) is given by 
,.. 
(17) P1(v0 1x1 , x2) = t[(x1 + x2 - 2i'1)'Cx2 - x1 )/2dJ 
= t(d/2) • 
- 6 -
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The estimator given by (17) was originally proposed by Fisher [5] 
* as an estimator of P1(t0) = 1(~/2) and as a natural choice. Though, 
given xl and x2, this estimator is a constant, it is easy to find 
the unconditional distribution of the estimator. For (1/2) ~ t ~ 1 
and p = 1, and for ,-1(t(a)) = a 
(18) P[t(d/2) ~ t] = P[d ~ 2t-1(t)] 
Let x denote a noncentral chi-square random variable with p degrees 
of freedom and noncentrality 2 ~ /2. When p > 1, d2 = x and hence 
One might refer to [3] for exact expression of (19). When p = 1, the 
expected value of the estimator t(d/2) is obtained as, for Z -N(0,1), 
(20) Ei(d/2) = EP[Z ~ d/21 x1 , X2] 
= Pr z - cx2 - x1) 12 ~ o 1 + Pc (x2 - x1) ~ o 1 
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+ 2N - 2N 
- 11/2 rr::r;- 1 
. J l - i . J;!ji+'l-p 
2N 2N 
Where G[ •., •, p] is the distribution function of standard bivariate 
normal with coefficient of correlation p. For p > 1, exact expression 
becomes complicated. However, for large N, one has {see (3]) 
(21) E l(d/2) = 1(11/2) + N-l ~(6/2)((211)-l(p-1)(1-p) 
- 11(1-p)/4] + O(N-2) 
where ~(x) is standard normal density function. 
(b) Reclassification estimator; The reclassification estimator 
PR, the proportion of observations from rr1 correctly classified by 
* the rule t0 , was proposed by Smith [13] to estimate P1 ($0 ) and used 
by Hills [7] and Sorum (14] as an estimator of pl Ctolx1, x2). Results 
and expressions of Sorum [14] will be used here in studying PR. 
Let 
Then 
Now 
(22) 
and 
y = 
a I 1 if ((xla - xl)) < «Xi.a - x2)) 0 otherwise • 
N 
PR = (1/N) .~ y 
a=l a. 
E(PRlx1 , x2) = E(Y11x1, x2) = Q1, say 
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(23) 
where 
(24) 
Now 
where 
and 
(25) 
Var{PRlx1, x2) = N-l Var{Y11x1, x2) + (N-l)N-l Cov{Y1, Y21x1, x2) 
-1 2 -1 2) 
= N (Ql - Ql) + (N-l) N (Ql,2 - Ql 
-1 ( ) -1 2 
= N Ql + N-1 N Ql,2 - Ql 
Ql,2 = E(Yl. Y2lx1, x2) • 
( I I -, -, ) I x11 , x12, x1, x2 - N4P (A, A] 
I ( I I I ') A = µ1, µ1, µl, µ2 
A= ( 1,.1 
~1 
1½.2 ) 
/\22 
and where Aij's are 2p x 2p matrices given by 
1½.1 = cp 
( 
N-1 Ip 
1,.2 = A~l = N-1 Ip 
: ) 
p 
pN-1 Ip) 
-1 I pN p 
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- ~2= 
( N-:l Ip p::l Ip) 
. 
pN I N I p p 
-' 
Hence the conditional joint distribution of x11 and x12 given x1 
.. 
and x2 is 
- [ (11 ) \ ( :1 ) ] _ N2P [ ~c , '\1,2] (26) 
. x12 x2 
- where 
... µ,1 
-1 ( :1 -~l) (27) 
~c = ( ) + '\2 ~2 
µ,l x2 - µ,2 
-
_. µ,l I Pl I 
-PIP) ( :1 - ~l) 
= ( ) + 1 ( p PJ (-P: µ,2 ~ Ip Ip x2 - µ, 
-
1-p p p 2 
- I 0 :x1 -
~) x µ,l ( p ) (_ = ( _1 ) 
= ( ) + 
Ip 0 x2 - µ,2 x2 ~ µ,2 
and 
- (28) -1 
'\1•2 = '\1 - Al2 A22 A21 
- N-l I N-l I (p 0) ( N-l: N-l: ) ~ = '\1 - I 0 p p p p p 
-
... 
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N-l 1 0 I N I p p p 
(1 - ½>rP 
= ( -11 
- N p 
- N-l I 
(1 - .!): ) . 
N p 
Sorum [14,_ appendix II] has obtained the same result (26) with µ,c given 
by (27) and A11 •2 given by (28). Hence we have 
(29) [ 
(1/2Hx1 + x2>' <x2 - x1) - <x1 >' <x2 - x1 > ] 
Ql = I 
. h -½> d2 
= t [ ~ (1 _ ifl/2 ] 
Ql,2 = P[((Xll - xl)) < ((xll - X2)), ((xl2 - Xl)) < ((xl2 - x2)) xl, x2] 
(30) 
= G[(l- ! )-1/2 2. (1- _! )-1/2 2.' - (N-1)-1] • 
N 2' N 2 
Hence 
E(PRIX1, X2) = t[! (1-.½ )-1/2] 
and 
V(PRIX1, X2) = N-l t[~ (1- j·)-1121 
+ (N-l)N-1 G[~ (1- ½ )-1/2 '~ (1- ½ )-1/2' - (N-1)-1] 
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as obtained by Sorum. One inequality, which is obvious from (17) and 
(29), is 
P1(v0 lx1 , x2 ) < E(PRlx1 , x2 ) • 
A 
Since E{PRlxl, X2) and Pl(volx1, X2) are similar in nature 
(except for the constant factor (1 - · .!.)-112) we can obtain the distribution 
N 
A 
of E(PRlx1, X2) along the same line as was done for pl and in particular, 
for p = 1 
(31) E[E(PRIX1, X2)] = E(PR) = t [ b./2 ]+ ill [ -b./2 ] 
J._1__p_ jl.._J!... 
2N 2N 2N 2N 
- 2G [ ' b./2 
j_ 1 L 
-2N-2N 
~1-, - J2if=Ri 
For p > 1 and for large N (see [3]) 
(32) -1 -1 · -2 E(PR) = j(b./2) + N ~(b./2)[(2b.) (p-1)(1-p) + p/4] + O(N ) • 
(c) Lachenbruch's estimator Pu: The estimator PU was introduced 
by Lachenbruch (8] which is defined as follows: 
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Let 
-1 N 
= (N-1) L) x1 a=l a 
/:k 
Define Ya as before, replacing x1 
N 
PU = (1/N) . ~ Y • 
a=l a 
k = 1,2, ••• ,N • 
_(a) 
by x1 and 
This estimator was studied by Lachenbruch [8] and Lachenbruch and 
* Mickey [9] as an estimator of P1(w0). Hills [7] and Sorum (14] studied 
this as an estimator of P1(v0 1x1 , x2). Question may be raised about the 
appropriateness of using this estimator in the conditional sense since 
we are using different rules to classify each observation. A partial 
answer may be found in C.A.B. Smith's discussion of Hills [7] paper and 
Hill's reply, or in Sorum (13]. One justification for using PU was that 
the observations to be classified were independent of the rest of the 
observations and so the computations were not much involved; but, in our 
case, since x1a and x2a are dependent, the classification statistic arid 
the observation to be classified become dependent. However we shall see 
later that we get the same results obtained by Sorum (14] for 
The estimator PU will be studied only for p = 1. 
Now, 
-(1) 
xl µ,l 
-(2) 
xl [ µ,1 ' A l x1 -N4 µ,1 
x2 µ,2 
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where 
1 N-2 1 p 
N-1 (N-1)2 i i 
N-2 1 1 e. 
(N-l)2 N-1 i N 
1 1 1 e. N i i N 
p 
.e. p 1 N N i i 
Hence the conditional distribution of xfl) and xil) given x1 
and x2 is bivariate normal with conditional mean µ,c given by 
µ, N-1 
11c = ( µ. l ) + ( N-1 
1 
pN-1 
pN-1·) 
N-1 
( pN-1 
pN-l) -l ( ~1 - µ.1) 
N-l X2 - µ,2 
µ,1 
= ( ) + 
µ,1 
o xl - µ,1 J Cr - µ ) 2 2 ( 1 1 
and the conditional ·covariance matrix Ai_1 •2 
Hence 
) -1 (N-1 
1,_l •2 = ( (N-2)(N-lf2 
l/N(N-1) 
= ( -l/N(N-1)2 
(N-2) (N-1 )-2 
(N-1)-l ) 
-l/N(N-1) 2 
l/N(N-1)) 
(33) E(Y1IX1, X2) = 1 - 1(-d/a) - t(-d/b) 
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(34) E(Y1 Y21x1 , X2) 
= E{{1-Y1)(1-Y2)1x1 , x2) + 2E(Y1 1x1 , x2> - 1 
d d 1 
= 1 - 21(-d/a) - 21(-d/b) + G[-, -, - -N 1) a a .. 
d d 1 d d 1 
- 2G[a, b' N-1] + G[b, b' - N-1) 
where b = N-l/2(N-1)-l/2 and a= (2N-l)b. Hence the conditional 
variance is easily calculated from (33), (34) and (23). The 
unconditional expected value is given by 
(35) 1 - EPU = P[2X11 - xf1) - x2 ~ O] + P[if~l)_ x2 ~ O] 
- 2P[2X11 - xf i) - x2 ~ o, xf i) - x2 ~ oJ 
where 
= I ( ll/2) + I ( ll/2) _ 2G [ !l/2, ll/2, 
Jf+e Je Jf+e Je 
2(N-l)p+l ] 
J(4N2 -4N+f)f 
e = [2N - 1 - 2p(N-l)]/4N(N - 1) = £/4N(N - 1) • 
(d) Estimators using prior distribution: Various estimators 
are derived by Sorum [14] using a normal prior for the unknown mean 
vectors. The simplest estimator using a prior distribution is 
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obtained by replacing the unknown mean vector by its conditional 
posterior mean given the tra~ning sample. Another estimator is obtained 
by considering the conditional expected value of the posterior 
distribution of P1(v01x1 , x2) given the training sample. The later 
method was suggested by Geisser [6]. If a quadratic loss function 
is considered, estimators given above minimize the posterior {conditional) 
expected loss {see Sorum (14]). Even though P1(w0 1x1, x2) does not 
involve µ,2, it might be reasonable to assume correlated prior 
distributions for µ1 and µ,2 since populations rr1 and rr2 are 
correlated. In particular, the prior distribution of µ,1 and µ2 is 
assumed to have a 2p variate normal distribution given by 
(36) ( ~l) 
µ,2 - N2p 
tl) 
62 
( 
a2r 
pa~ p 
pa2rp) 
a2r • p 
The reason for using the same p is because, as was in the example, 
E(Xt) = mt + A E(Xt-l) 
i.e.,· µ,t's could be assumed to have a first order auto correlated 
model. The limiting form of the estimators using the prior distribution 
given by (36) as a2 ~~ may be considered as no prior information. 
Straight forward calculations show that if the distribution of 
z1 given z2 is NP[z2 , Ai] and the distribution of z2 is 
Np[µ,, A2], then the distribution of z2 given z1 is 
(37) Np [{J\l + A;l)-1 (J\l Zl + ~l ~), (t.;:l + A;lfl] • 
- 16 -
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Hence, the conditional posterior distribution of µ1 and µr given 
xl and x2 is a 2p-variate normal with covariance matrix given by 
( 
a2i 
. p 
+ pa2r 
p 
( -2)-1 ( Ip = N + a pl p 
and the mean vector is 
+ ( 
This reduces to 
(39) 
-~I 
1 2 p -p 
.1L1 
l-p2 p 
Hence the marginal conditional posterior distribution of µ1 given 
xl and x2 is 
2 -
N [ a N x1 + 61 
p 1 + a2 N 
( -2)-1 N + a I p ] . 
- 17 -
(40) 
which is identical to Fisher's estimator l(d/2) as 2 a ~ oo • 
The other estimator is derived by considering the conditional 
posterior mean of P1(w01x1, x2). We note that for 
2 -~ a N x1 + 61 ) ' a = x1 + x2 - 2 2 cx2 - x1 ) 12d 1 + a N 
2 ( -2)-1 and a = N + a we have the conditional posterior distribution 
of 
Hence 
00 t 
= J J 
-00 -00 
-x
2/2 -{t-9)/2of' 
e e 
-----
Jiff Jiff °' 
dx dt 
which,when 2 a ~co, converges to the estimator given by 
(42) 
- 18 -
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Both of these estimators (40) and (41) agree with the estimators 
obtained by Sorum [14]. The unconditional expectation or the dis-
tribution of (42) can be derived in the similar line as was done 
for Fisher's estimator. 
4. A more general set-up. 
Consider a situation when {Xt) is a stationary Gaussian process 
and the two populations are any two time points. Then (see Anderson 
[2], page 173) (Xia, x;a)', a= 1,2, ••• ,N are independently 
distributed as 
where 
and where ~ is a p x p positive definite matrix and T is a 
p x p matrix such that r is a 2p X 2p positive definite matrix. 
We note that (1) is a special case of (43) when T = p~ or p = 1. 
We first establish that the rule wk is the likelihood ratio rule 
in this case. The supremum over µ1 and µ2 of the likelihood of 
the training sample and X, when X is from TT., 
l. 
1 
• exp {trace [- (1/2) 6 DOi]) 
is given by 
I I-N/2 ( -1 • r exp {trace [- l/2)r S]) 
- 19 -
where 
(46) 
and sij's are given by (12) and Doi is given by (14). Since, 
for 'r known or unknown 
tk is the likelihood ratio rule. This rule is also the plug-in rule and 
the minimum distance rule, but, unlike the case when 'r = p :E, we 
have not established the admissibility of vk for general ~. 
Results for Fisher's estimator t(d/2) are still true except 
that the large sample result given in (21) changes to {see [3]) 
(47) 1 1 -
1 
El{ 4/2) = l(ll/2) + N- cp(ll/2)[ (2ll)- trace {I - :E ~ ) p 
Similar computations show that for Smith's estimator PR, (32) 
changes to 
(48) 
- 20 -
However, conditional distribution of PR remains the same and hence 
the conditional expectation and conditional variance are unchanged. This 
fact can be seen from the following analysis. 
Note that, there exists a matrix A such that {see Rao [12], page 37) 
(49) 
and 
A~ A'= I p 
(50) A -r A' = D 
where D is a diagonal matrix-with diagonal elements less than unity in 
absolute value {since r is positive definite}~ Moreover, the class of 
* rules *k and *k are invariant under the transformations 
(51) 
Xia "? A Xia , i = 1, 2; a = 1, 2, ••. , N 
X "? AX 
for every nonsingular matrix A. Hence without loss of generality we 
can take ~=I and -r = D, a diagonal matrix. Now, we observe that p 
A in (25) is given by 
and 
0) 
I p 
I (/ 
p 
Hence {see Rao [12], page 29) 
D 
D 
I 
A = N-l ( p 
22 
D 
) . 
- 21 -
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Al2 A22 
= cp 
p 
:) cp : rl 
p 
= cp :) ( Ip +D(Ip-D2)-lD 
- D(Ip-D2) -1 p 
= cp ) 
p 
Hence (27) and (28) still hold. 
- D(Ip-D2)-1) 
(Ip - D2)-1 
To see the estimators derived using prior distributions on µ1 and 
µ2 remains unchanged, let the joint prior distribution of µ1 and µ2 
be, after reduction of the problem, 
(52) (1) 
µ2 
N2p 
6 [ ( 1) 
62 
a2 cp 
D 
D)] 
Ip 
• 
Once again using (37), we get the conditional covariance matrix of 
µl and µ2 given xl and x2 as 
I 
I D -1 
N ( p ) + a-2 
D I 
(p 
D p 
= (N + a-2)-1 ( Ip 
D 
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: n-1 
p 
D) 
Ip 
and so, the conditional mean vector of 11. and µ,2 given xl and 
x2 is 
cp D ) (N cp D ) -1 ( ~1) ( -2)-1 N+a 
D I D Ip x2 p 
I 
°rl (1)} -2 . ( p + a 
D I 62 p 
( -2)-1 = N + a 
which is the same as (39). 
Conditional asymptotic expansions for large N, given x1 and x2 , 
of l(d/2), PR and PU {for p = 1) are obtained by Sorum (14], [16] 
and [17]. For the two Bayes estimators Sorum's results for T = 0 can be 
easily modified to accomodate our case. 
Exact and large sample unconditional expectation of the conditional 
PCC has been considered in [3] along with the distribution of the associated 
classification statistic for unknown ~- For T = 0 McLachhan (10] and 
[11] derived the asymptotic expansion of the unconditional distribution 
of the conditional probability of misclassification and, in particular, 
he has obtained the expansions of the unconditional expectation and the 
unconditional variance. 
- 23 -
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