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Our goal is to demonstrate on Iw” the Holley, Kusuoka, and Stroock result about 
the asymptotic behavior of the second eigenvalue associated to dynamical systems 
with a small random perturbation. 0 1992 Academic Press, Inc. 
INTRODUCTION 
On considere une fonction UE C*(W’, R), verifiant les hypotheses de 
croissance suivantes: 
(A) IVU( + co et U-+ co quand [xl--) co. 
(B) IVU( * - AU est borne inferieurement. 
Remarques. 1. D’aprbs l’hypothese (A), 3R,, (VU= 0} c B(0, R,) oii 
B(0, R) dbigne la boule ouverte de centre 0 et de rayon Ro. Dans toute la 
suite, une fois R,, fix& on supposera sans restriction que min(U) = 0, et 
lVU( < 1 dans B(0, R). 
2. Toujours grace a l’hypothese (A), on a Va>O, j exp( -all(x)) 
dx < 00 (cf. Appendice). On peut done definir la probabilite p,(dx) = 
Z(E) exp - (2~~*U(x)) dx oh Z(s) est la constante de normalization. 
On pose L,(b) = (s*/2) A# -VU .V4 pour 4 E 9(W’). Par l’isomttrie 
@: L*(pJ + L*(dx), Q(f) =f[Z(s)]“* exp - (E -* U(x)) L, est transforme 
en (.5*/2)A-VE, od V,=s-*(WI*--iU. 
En appliquant des resultats connus sur l’opirateur de Schrlidinger 
(cf. [R & S]), on dtduit de l’hypothese (B) que L, se prolonge de man&e 
unique en un opkrateur autoadjoint de L*&) note encore L,, et que g&e 
a l’hypothese (A), le spectre de -L, est discret: 0 = n,(s) c n,(s) < . . . . Le 
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sous espace propre correspondant a A, est constitue des fonctions constan- 
tes, d’ou l’on tire que: &(e)=inf{{ [V#l’dp,, var,(d)= l;d~g([W~)). 
Dans tome la suite on note E,(d, 4) = 5 IVd(” dpE, et var,(d) la variance 
de d rapport pLE. Le but ici est d’etudier le comportement de &(E) quand 
& -+ 0. 
Soit z0 un point tel que U(z,) = 0. On considere m, l’eltvation maximale 
de U qu’il faut envisager de fournir si on veut pouvoir joindre tout 
point de Rd a zO. Formellement, m est detinie de la man&e suivante: 
m = sup{H(x, zO) - U(x), x E IP}, od H(x, I?) = inf(E(y), y E C ‘( [0, 11, 
IWd), y(O)=x,y(l)=y) et E(y)=sup{U(y(t)), te [0, 11). I1 est facile de 
voir que m ne depend pas du choix de z,,. 
Remarque. I1 est clair que m 2 0, et si on nomme “ensemble de mini- 
mum local strict,” tout compact K tel que: U est une constante C sur K et 
il existe un voisinage V de K tel que, U> C sur V- K, on voit facilement 
que m > 0 si et seulement si il existe plusieurs ensembles de minimum local 
strict; dans ce cas, la valeur de m est atteinte pour x0 dans l’un de ces 
ensembles. D’autre part, comme (VU= 0} est contenu dans B(0, R,), 
i&,0, R. )c WJI ) et infB~o,R,d U) sont strictement positifs, et tout point x de 
B’(0, R,) peut Ctre joint a la frontibre de B(0, R,) saris depasser le niveau 
U(x) (il n’y a qu’a suivre une ligne de pente), on peut done pour calculer 
m se restreindre a x dans B(0, R,) et y dans C’( [0, 11, B(0, R,)). Ainsi, 
tout se passe comme si m etait calcule pur U restreinte a B(0, R,). 
Dans cet article, on suppose que m est strictement positif, et on 
montre que s2 log n,(s) tend vers -2m quand E tend vers 0. Ce rtsultat est 
interessant, puisqu’il donne la constante probablement optimale a 
partir de laquelle, si s(t) = c/log( 1 + t), c > 2m, le processus X, solution de 
l’bquation differentielle stochastique dX( t) = c(t) dB, - VU(X,) dt verifie: 
Vx, I/P’;, - ~~(~,ll + 0, quand t tend vers l’inhni (cf. [R; C & H & S; Ml). 
Dans le cas d’une varitte compacte (cf. [H 8z K & S] ), la convergence n’a 
pas lieu en general pour c > 2m. En particulier, on peut appliquer ce 
resultat a la theorie du recuit simult, puisque P~,~, se concentre sur l’ensemble 
{U= 01. Dans cette optique, le cas m = 0 a moins d’intCr&t, puisque U 
n’admet alors qu’un seul ensemble de minimum local strict, et done qu’une 
methode du gradient, avec exploration locale autour du point stationnaire 
atteint, s&it a determiner le minimum absolu. Cependant, par des calculs 
analogues a ceux qui suivent, on pourrait montrer que dans le cas oti m est 
nul, on a encore a2 log(&(s)) -+ m. 
Halley, Kusuoka and Stroock ont deja montrb ce resultat en se placant 
sur une variett compacte. On peut tout de suite utiliser leur demonstration 
pour montrer que lim[s’ log(l,(e))] < -2m. En effet, il suffit de considerer 
les fonctions tiEI oti E -=z (1 A m/6) detinies de la manike suivante: 
SECONDE VALEUR PROPRE SI BRUIT QUASI NUL 337 
Si m = H(z,, yO) (le sup est atteint car tout se passe comme si on 
travaillait sur le compact B(0, R,)), on note A, = (x E R”, H(z0, x) < 
H(z0, ~0) - 3.5). On remarque que B(z,, 2~) et B(y,, 2~) sont incluses dans 
B(0, R,), et done que B(z,, 2~) c A, et B(y,, 2~) c Af. 
On prend alors une fonction tiE telle que: 
$6(Z) = 1 si B(z, E) c A, 
=o si B(z, E) c A: 
et 
IV,12 < KE -2d- 2. 
On a (on renvoie a l’article de (H & K & S] pour les details de la 
demonstration): E,(+,, +,) <Z(E) K;2d-2 exp(( -2/&‘)(m f U(yo) - 5~)) Rt 
et 
2Wvk) 2 LW12 JBcz, E) I,, E) exp (2 (Wd + 24) dx dy. 
Les deux parties qui suivent seront consacrtes a l’inegalite inverse. Dans 
la premiere on va se restreindre au cas oti U est strictement convexe a 
I’inlini; dans la seconde, on gtneralisera le resultat au cas od U verifie 
seulement les hypotheses (A) et (B). I1 est a noter que Hwang and Sheu ont 
deja obtenu le comportement asymptotique de n,(a) (cf. [H & S]) dans Rd. 
Cependant, ils donnent de m une definition tres indirecte et leur 
demonstration est ditournee. 
Le present travail devrait pouvoir se generaliser a une varitte rieman- 
nienne complete M. La gtneralisation de l’opkrateur L, est Ctudiee 
(cf. [D 8z S]), et on notera que L, est encore essentiellement autoadjoint 
sur 9(M) (cf. [St]) (la demonstration donnee pour A s’adapte immediate- 
ment). 11 faut cependant rajouter aux hypotheses (A) et (B), l’integrabilitt 
de exp - (c’U) par rapport a la mesure riemannienne, pour tout E stricte- 
ment positif. On peut s’attendre a ce que le resultat soit le mCme. Cepen- 
dant, Ies mtthodes qui sont employees ici ne se gentralisent pas de man&e 
Cvidente, car elles utilisent trop la geometric euclidienne de Rd. 
1. CAS Oti u EST CONVEXE .i L’WFINI 
Dans toute cette partie, on suppose que U verifie l’hypothtse (A), ainsi 
que l’hypothese suivante: 
(C) 3R1 > Ro, 3V strictement convexe sur Wd, au sens oti 3C> 0, 
D21/> C-‘1, et telle que U coincide avec V sur B(0, R,)‘. 
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On note H ‘( R”, pL,), l’ensemble des fonctions numeriques dehnies sur R 
appartenant a L*(p,), et dont le gradient au sens des distributions est dans 
L2(Pa, Rd). 
1.1. THI~OR~ME. Si U v&ifie les hypothtses (A) et (C), il existe un 
polynbme Q (Q(0) # 0) et Ed > 0 tels que: 
~~-=,,w~‘(~d,PL,), var,(@) 6 Q(E-‘) exp(2Ep2m) 4(4,4). 
On va dtmontrer le thtoreme pour 4 E 9(Rd); par regularisation, on 
montrerait que le resultat s’ttend a H’. On part de la formule 2 var,(@) = 
jf (4(x) - 4(Y))2 PW) P,(dY). 0 n majore separement Z”,(4), Z;(d), Z;(d), 
qui sont les integrales doubles de (4(x) -d(y))’ y,(dx) am restreintes 
respectivement aux trois domaines: 
Dl = [B(O, RI + rJJ2, 02 = [B(O, R, + rJ12, 
03 = B(0, R, + rl) x B(0, R, + r2)’ u B(0, RI + r2)’ x B(0, R, + rl). 
Les rayons rr > 0, r2 > 0 seront determines ulttrieurement. 
La majoration de Zf rtsulte d’un theorbme de Brascamp et Lieb sur les 
mesures log-concave (cf. [B & L] et s’enonce dans le lemme 1.3. 
1.2. THBOR~ME. Soit F(x) = exp[ -f(x)], XE [Wd, oli f est 2 fois continti- 
ment dlj@rentiable et strictement convexe et p(dx) = F(x) dx, on a: 
Vhe C’(LRd), var,(h) <j (Vh, (D*f)-’ Vh) 4. 
Remarque. En fait on utilise seulement la version plus faible suivante: si 
D’f > k-‘I, alors var(h) < k { IVh12 dp qui peut aussi se demontrer de 
man&e probabiliste (cf. [B & HI). 
1.3. LEMME. On a, pour r, suffisamment grand: Z;(b) < CE’E,(~, b)+ 
c2 var,(d). 
Demonstration. Soit ICE C’(Rd) tel que: 
lc=l sur B(0, R, + rl)’ 
=o sur B(0, R,) et 0 i K < 1. 
On peut choisir r, sufisamment grand pour pouvoir imposer en plus a K 
que IVrc12 < C -‘, oii C est la constante tigurant dans l’hypothbe (C). On 
SECONDE VALEUR PROPRE SI BRUIT QUASI NUL 339 
considhe alors la fonction I+ qui est de classe C’ et est a support dans 
B(0, R1)C, et on suppose saris restriction que S 4 dpE = 0. On a: 
et d’apres l’inigalite de Brascamp et Lieb et l’hypothese (C), on a: 
6 a2 #2 IvKj* dpe + J‘ \vh’ K* dp, 
> 
d E* var,($) + C~*&(q4 4). U 
La majoration de Z;(4) fait intervenir la valeur de m. En effet, grace a 
la compacite de D2, on peut raisonner comme l’ont fait Holley et Stroock 
sur une variett compacte: 
1.4. LEMME. On peut trouver des constantes K,, K, positives telles que: 
Z;(d) < K,E-~~(~ + K2e-2df2) exp(2e-*m) E,($, 4). 
Demonstration. Comme R, > R,,, tout se passe comme si m ttait 
calculee pour U restreinte a B(0, RI + rr) (cf. la definition de R, dans l’in- 
troduction). Done on travaille avec JVUI borne et on peut supposer, quite 
A modifier les constantes K1 et K2, que (VUJ 6 1. 
On recouvre 02 par N, = k,s-4d couples de boules de rayon s* (k, est 
une constante qui ne depend que de R, + rI), Z;(d) 6 [Z(E)]* N,A(E, 4), 
Oil: 
46 4) = SUP 
x (4(w) - 4(u)12 div do; (x, Y) E 02 
Pour estimer A(&, 4), on considere y E.X,Y, joignant x a y, “presque optimal,” 
c’est a dire: E(y E,X,Y) < m + E* + U(x) + U(y) et tel que: 
~uP(lj;~,x,,wl~ te co, uI~u~)+1 oh U@=su~(Uw, Y), (x, y)42) 
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= x, y( 1) = y et y “presque optimal” 
V(& q) E [B(O, s2)12, on construit une deformation de yE.X.Y, qui relie x + t 
a y + q, de la man&e suivante: r( t, r, q) = y(t) + ( 1 - t) r + tq. Observons 
que l’on a les deux inegalites suivantes: 
(1) umt, r, rl)) G m(t)) + E’, done E(y) d m + U(x) + U(y) + 2~~. 
(2) Ifk 5, ?)I G L(E) + 1. 
On utilise alors deux changements de variables, et on obtient successive- 
ment: 
s (4~) - 4W2 do dw B(d) xB(Y2) 
< (L(E) + 1)2 exp(2o-‘(m + U(x) + U(y) + 2s2) 
1 
X IS IW’ (r(t, 5, ~1) exp - (2&-2W(t, 5, ~1) 4 4 0 e”q’&2 
et ensuite, en prenant les nouvelles variables: tI = r(t, 5, q) et y = 5 pour 
0 < t < f, y = q pour 4 c t < 1, on obtient un jacobien supkrieur a 2-4 On 
a alors: A(&, 4) < (L(E) + 1) 22dexp(2s-2m) I&(&, #)[Z(s)]-‘. 
Montrons maintenant que L(E) < KE-~~+~ oti K est une constante. Pour 
cela, on montre que pour tout x, y, if existe un chemin 7 reliant x a y, 
“s presque optimal,” et tel que (ji If( dt)‘12 < KE-‘~+*. On construit y 
de la man&e suivante: 
Soit y, y(O)‘= x, y( 1) = y et E(y) < s2/4 + m + U(x) + U(y). On recouvre 
y par au plus N,=k,s- 2d boules de rayon ~~14, puis on extrait de ce 
recouvrement une suite de boules, definie par recurrence de telle sorte que: 
x appartienne A B(x,, c2/4), et B(xki+,, ~~/4) contienne y(Ti A l), oti Ti 
est le dernier temps de sortie de y de la boule B(x,,, ~~/4) (ainsi, on ne 
prend jamais plusieurs fois une m%me boule). On rejoint ensuite les centres 
des boules consecutives par des segments qui sont done de longueur ~~12, 
et on construit ainsi un chemin 7, C’ par morceaux, de longueur majoree 
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par KE-~~+~ qui joint x a y. II sufit alors de remarquer que [Z(E)]-’ > 
s E(ZlJ, 9) exP - (2E -‘u(X)) dX > bde-2&-2d (oii bd est le volume de la boule 
unite de lRd) pour obtenir le resultat annond. 1 
La majoration de I;(4) utilise l’hypothbe (A), et joue sur le fait qu’on 
peut prendre r2/r1 tres grand. 
Remarquons que par symbtrie, on a: I;(#) = 2 SD, r\ f ,,., s ,Y, j (4(x) - 4(y))’ 
p,(dx) p,(dy), et done, en joignant x et y par une segment de droite par- 
couru 21 vitessse unite, et en utilisant l’inegalite de Schwarz, on obtient: 
1.5. LEMME. Considerons, pour R > 0 et r > 0 donnes, les domaines de 
Rzd+ ’ suivants: 
D (R,R+r)= {tx> Y), x~B(0, R), yEB(0, R+r)‘,O-cz<(y-xl) 
D{R,R+)={(LX KU);~E~~~(-K yt~(R+)‘, (l,u)>O,u 
E Sd-‘, r - XII E B(0, R), 5 + YU E B(0, R + r)“>. 
Alors l’application @: 
(rY++?(Y-x),r, IY-xl, E) 
est un dvfeomorphisme, et son jacobien est de la forme: J(Q) = (X + Y)d-’ 
A(u), oti A est la fonction de u = (a,, . . . . ad- 1), qUi apparait duns le jacobien 
du changement de variables en coordonnees spheriques classiques. 
Demonstration. Pour le changement en coordonnees spheriques, la 
matrice jacobienne qui intervient est de la forme: 
al ad--I r  
XI 
x2 
rA C 
xd-l 
ou A est une matrice carree triangulaire inferieure, B est une matrice ligne 
et C est une matrice colonne telles que A, B, C ne dependent que de 
(a,, a2, . . . . a& 1); done J= rd-‘A(a,, . . . . ad- ,). 
342 S. JACQUOT 
Ici, notre changement de variables est compose de deux changements en 
coordonnees spheriques de pole 5: x = 5 - Xu, y = 5 + Yu, z = X. La 
matrice jacobienne est de la forme: 
xd 
Yl 
Yd 
z 
Id -XA 0 -c (1) 
-XB 
Id YA C 0 (2) 
YB 
0 1 (3) 
En soustrayant le bloc (1) au bloc (2), on obtient J= (Y+ X)d-l 
d(cc,, *.., cld- 1). 
D’apres ce lemme, on a: 
xexp-(2&Z*(U(r-Xu)+U(<+ Yu)))dXdYdud& 
On va choisir r2 sufhsamment grand pour que y = 4 + Yu N (A’+ Y) u. 
1.6. LEMME. Avec les notations prkidentes, on a: 
3r > 0, Vr, > r, V(c, Y, X, U) 
•qRl+rl,Rl+r2~ g (5 + Yu) 2 (2C)-’ (Jr+ Y). 
Dkmonstration. On note M(& u), la projection de 5 sur la sphere de 
rayon R, + rl = R; . On considbre la fonction f: Y + iJ(M( 5, u) + Yu). Elle 
est convexe pour Y > 0, et f”( Y) 2 C - ‘, done f’( Y) > f’(0) + C -’ Y 2 
inf((VU(x), u), 1x(= R’,)+ C-‘Y3 -K+ C-‘Y done: 
g(5+ru)=f’(Y+(lr/-R;))> -K+C-‘(Y+X+lQ-X-R;) 
2 -K-2R;+C-‘(Y+X). 
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Or Y + X> rz done on peut choisir r suffisamment grand pour que 
g (l+ Yu) 2 (2C)-’ (x+ Y), quand r2 > r. 
1.7. LEMME. Pour tout k > 0, on note Y,(<, u) le nombre Y positif qui 
vhifie 15 + Yul = k. Soit d> R,. Alors: 3G > d, VR > G, 3L > 0, 3~,, > 0, 
I’(<, u, X) E D(d, R), V’E < Ed: 
(X+ YR(<, u))“-’ exp- (2C*U(< + YR([, u) u))< LXd- ’ exp - (2~~*U(5)). 
Dtimonstration. Soit 6 > 0 arbitrairement petit, on envisage les trois cas 
suivants: 
(a) 151 <d+6,3B, U(t)<B. On prend G>D+46, sulfisamment 
grand pour que inf{ (x), 1x12 G) 12 2B (hypothbse (A)). Ainsi, VR > G, 
V& < El,d, 
(X+ YR(5, u))“-’ exp- (2s-*U(5 + YR(5, u) u) 
< (X+ 20 + R)d- ’ exp - (2~~*2B) < Xd- ’ exp - (2~*B). 
(b) d + 6 < It1 d R - 6, on a, d’aprh le lemme precedent, 
U({ + Y(<, u)u) > U(t) + a& et 3~~,~, VE < E*,~, exp - (2E-*a8) 
(1 +(R-d)/6)d-1< 1. 
(c) R - 6 < 151 < R, YR(tJ, u) < 6, et (X + YR(L u)Jd-’ G 
Xd-‘(1 +c?/(G-~))~-‘. 
11 suftit de prendre L = (1 + 6/(G - cTI))~-I, et s0 = inf(sl,G, E*,~). 1 
Nous allons maintenant majorer Z;(4). On prend r2 de man&e a ce 
qu’on puisse appliquer les deux lemmes precedents sur le domaine 
DiR+r,R+r)p pour E-,. 
D’aprb le lemme 1.6, on a: X+ Yd 2C(aU/aY)(5 + Yu). Ainsi, Z;(Q) < 
2K j IW(t)l* d5, oti 
Ke = f%,+rl.,Q,+r*l 
(x+ y)d- 1 au 
a ay (5 + mcm)1* 
x exp - (2s~*(U(< + Yu) + U(< - Yu))) dXdY d(u) du 
et en effectuant une integration par parties en Y, on obtient: 
&=I Z(E)(A(K u) + B(X u) 
WRI + II, RI + rd 
x exp - (2.5 -*U(&Xu))dXd(u)du 
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avec 
A = C--(X+ Y)d-’ CE*Z(E) exp - (2sP2U({ + Yu)] &z, +r2,C,uJ 
et 
B= (d- 1) j (X+ Y)d-2 Cs2Z(s) exp - (2s-*U(5 + Yu)) dY 
On applique le lemme 1.7 a A et on remarque que B v&if& 
B<Cs’(d-I)& puisque sur D’X+ Ybr,+r,al. On a done: 
K,~C(&)exp-(2&-2Uo)C&2~~_XU~B(oR + 
<E.U>>O 
> I r 
,,exp-W2Ui(P-Xu)) 
xXd-1dXdYd(u)du+C&2(d-l)K~. 
Le 1”’ terme resulte du changement en coordonnees sphtriques de p&e r 
de W j BfO,R- 1 +rlW2 exp - (2~~*U(x)) dx, ou $B(O, R) designe le pale sud 
de la boule B(0, R). Ce terme &ant inferieur a 1, on a: K,(l - CE2(d- 1)) < 
Z(e) C.s* exp - (2~~*V(5)) et pour E suffisamment petit, on a enfin: 
‘! 
K,QC-1-;&l)E2 Z(E) exp - (2sK2U(<)). 
D’apres les lemmes 1.3, 1.4, 1.6, et 1.7 on peut conclure que: 
var,(d) < s2 var,(d) x Kfs?(l + K2seZd+*) exp(2e-2m) 
E2 
+C-‘-(d-l)8 
ce qui termine la demonstration du theoreme. 8 
Remarque. Si U viritie en plus l’hypothbe (B), on peut considerer 
l’operateur autoadjoint -L, et sa deuxieme valeur propre n,(s). Le 
theorbme 1.1 donne alors immediatement bs2 log(,I,(s)) 3 -2m et done 
d’apres la majoration de l’introduction, on a aussi: lim s2 log(l,(s)) = -2m. 
2. CAS GlhhRAL 
Dans cette partie, on gtntralise la minoration de bs* log(l,(s)), dans 
le cas od U v&tie settlement les hypotheses (A) et (B). On utilisera les 
deux lemmes suivants: 
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2.1. LEMME. Soir U uerifiant les hypotheses (A) et (B), alors on 
a: 3R, > R0 et 0~ C*(W’, [w) tel que: 
1. U>Uet O=USU~B(O,R,). 
2. Sur B(0, R,)‘, 6 coincide avec V strictement convexe telle que 
o*v> c-‘I. 
3. m et m, les elevations maximales respectives pour U et 0, sont 
Pgales. 
Demonstration. On peut trouver V, strictement convexe tel que V, 2 U; 
on la construit radiale 6 partir de sup{ U(x); 1x1 <r}. On prend V= V, $ 
C-’ 1x1*. On considkre s tel que 2’(s) = {x; U(x) <s} contienne &O, R,). 
On remarque que si U(z,) = 0 on a pour tout point x de la front&e de 
-w), mx, ZCJ) - U(x) < 0. 
On considkre maintenant 2’(s + E), od E est suffkamment petit pour que 
I’on ait (V(x) - V(y)1 <m/2 si IX- y[ <E pour x, YE Y(s+ 1). On 
considkre p E C’(W’), p = p( U(x)) oti 6: Iw -+ R est croissante, et vCrifie: 
p=o sur Y(s) 
p=l sur Uc(s + E). 
On note I!?= (1 - p) U + p V. On voit alors facilement que A = m v m’ oti 
m’=sup{H(x,z,)- U(x), XE~(S)~~~(S+E)}. 
Soit x E Y(s)’ n U(s + E)) et T tel que y(T) E 82’(s), oti y est difmi par 
dyldt = -VW(t)), ~(0) = x. Alors m’ < sup(o(‘(~(t); t < T} - U(x). Or 
1: Iv”(~)l’ dv = -SOT < VU(y(u)), y’(u) > du = U(x) - U(y(T)) < E. 
D’autre part, l?(s)1 2 u oti u = infs(O,Sjc (IVUI), done T< eu-‘. 
On a alors: 
Ir(t)-xl= ~IV )dv <t j u 1, li2(j [f(u)]*d+(eu-‘)““8* 
G EU”2m’ G sup { C(1 -P(Y(t))) U(y(t)) + p(y(t) W(t)))1 
- C(l -P(X)) U(x) + P(X) V(x)1 > 
x Cl- dx)(U(y(t)) - U(x)) + P(Y(t)(v(Y(t)) - V(x)) 
+ V(x)(P(Y(t))-P(x))gO+~+O 
pour E suffsamment petit. Done m’ <m/2 <m et fi = m. 
2.2. LEMME. Soit U*(E) un vecteur propre reduit associe ci la 2*me 
valeur propre n,(e) de l’operateur L” = (~~12) A -VU .V. Alors existent 
346 S.JACQUOT 
p > 0, Cl > 0, cz > 0 tezs que: VXEB(0, p)‘, IUZ(&)(X)( < C{[Z(&)] -“2 
exp(C*[ -c 1x21 + U]). 
Demonstration. La demonstration est fondee sur la formule de 
Feymann et Kac et des techniques de grandes deviations (cf. [R & S] ). 
Pour avoir une demonstration complete on peut aussi se rtferer a 
([H & S], preprint). 
Si R, est le rayon defini dans l’introduction, on suppose, quite a 
l’augmenter, que R, > p. On construit alors 6 par le lemme 2.1, et on note 
fi la mesure associee. Notre resultat sera deduit du lemme precedent a l’aide 
des quatre remarques suivantes (dans toute la suite a,, designe un reel 
positif suffisamment petit): 
(1) Pour E < co, 1 (Us)* 44 2 (i(~)/z(~)) j (e(E))’ 4, 2 
1-s BCo,RO) exp - (s-‘c2 1x1) dx 3 $ pour so <E, so suftisamment petit. 
(2) Pour 6 < co, Cj d&) dcie)z = (.fB(O,Rojc +(~)(&,-ddli,)) G 
c~/Z(.s,)* exp(2sg*c,R,)(j,(,,,,, dp, - JeCo,RoJf d&)*. Le membre de droite 
tend vers 0, done on peut choisir so pour que le membre de gauche soit 
inferieur a I. 
On dtduit facilement des deux remarques precedentes, que pour E <co, 
v9rE( U(s)) 3 $. 
(3) fmd, P,) c H’(Rd, i&J. 
(4) p(B(O, R,)‘) tend vers 0 quand E tend vers 0, done: Es,, V/E < Ed: 
I exp-(2s-*U)dx> I 
exp - (2s-‘U) d,u, done ‘(e) f 
~‘$0. RY B(0.R)’ ZpT 
2.3. TH~OR~ME. On consid.?re U E C”(rW”, [w) qui vtrifie les hypothkses 
(A) et (B). Alors E* log(l,(.s)) tend vers -2m quand E tend vers 0. 
Dkmonstration. On sait deja que i&r s2 log n,(s) < -2m. On va faire 
un raisonnement par l’absurde. On suppose que lim E* log I,(E) < -2m. 
Alors existent u >O et une sous suite E, qui tend vers 0, tels que 
E: log J,(E) < -2(m + u). 
D’apres toutes les remarques preddentes et le theoreme 1.1 qui s’appli- 
que a 0, on peut ecrire: 
Z(GJ ^ ev - (2&12(m + 0)) > &(d = -%,(u~(E,), ~~(4) 27 Z(E 
n 
) J%.(~2(Gz)~ ~2c%l)) 
done finalement, on a: Vn, exp - (E;~u) > i exp(si2u) Q(E; ‘)-I. On aboutit 
ainsi a une contradiction en passant a la limite des deux cot&. 1 
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Si U vkrifie l’hypothbse (A), on a: Vcr > 0, j exp( -au(x)) dx < CO. 
Dtmonstration. On note 4(r) = inf(U(x), 1x1 2 r), et soit x(r) un point 
oti I’inf est atteint. 
a. Si r est suffkamment grand, l’inf est atteint sur la sphke 1x1 = r 
(car JVUI # 0 pour 1x1 >, r) et de plus VU(x, (r)) est normal g la sphkre. 
b. b(r) est croissante, localement lipschitzienne, done b’(r) existe 
presque sbement, et 4 est absolument continue. 
c. On suppose que f(r) existe, alors d(r) = U(x(r)) et 4’(r) 2 lim,,, 
R( U((r + h) r-lx(r)) - U(x(r)) > JVU(x(r)l > K si r sufisamment grand. 
Done 4(s)>fi-Cpour s>r. 1 
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