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RESUMEN 
 
A lo largo de la historia del hombre la naturaleza, y los complejos procesos que se ven 
involucrados en ella, han servido de inspiración para resolver problemas de la vida cotidiana. 
Los algoritmos bio-inspirados son una rama de la Inteligencia Artificial en la que se emula el 
comportamiento de los sistemas naturales con el fin de diseñar métodos heurísticos no 
determinísticos de búsqueda, optimización, aprendizaje, reconocimiento, simulación y 
caracterización.  
 
Se puede pensar en la Inteligencia Artificial como una ciencia que trata de incorporar 
conocimiento a los procesos que realiza una máquina, para que estos se ejecuten con éxito. Uno 
de los personajes más influyentes en la actualidad en el campo de la Inteligencia Artificial es 
Ray Kurzweil, quien es considerado como un experto en el campo y es autor de The age of 
intelligent machines. Kurzweil asevera en sus escritos que para el año 2030 la Inteligencia 
Artificial logrará un avance extraordinario ya que superará a la inteligencia humana. Con esta 
afirmación hace mención a que las máquinas podrán igualar las capacidades del ser humano en 
el ámbito de laboratorio y dentro de 50 años lograrán formar parte de la vida cotidiana que 
vive el hombre. También Kurzweil ha mencionado que en los próximos 100 años existirán 
nuevas máquinas las cuales tendrán una mayor capacidad que en la actualidad, serán 
“superinteligentes”. 
 
La Inteligencia Artificial es entonces el fututo de la computación y de los sistemas artificiales 
que nos rodean. Los algoritmos bio-inspirados le imprimen naturalidad a dichos sistemas y poco 
a poco se irán refinando para asemejarse a aún más a los métodos utilizados por la naturaleza. 
 
El presente trabajo integra los fundamentos biológicos y matemáticos de los principales 
algoritmos bio-inspirados utilizados en las ciencias de la computación, así como algunas de sus 
principales aplicaciones. La importancia de estudiar estos algoritmos radica en que los métodos 
inspirados en el comportamiento biológico han probado ser eficaces en la solución de numerosos 
problemas de ingeniería que, si se aplicarán los métodos tradicionales, resultarían en problemas 
demasiado costosos de resolver. 
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1. ALGORITMOS EVOLUTIVOS 
 
1.1 Introducción 
Una de las características de la naturaleza que ha captado la atención del hombre por siglos ha 
sido la gran capacidad de esta para adaptarse al cambio. Organismos que se adaptan para 
sobrevivir en lugares inhóspitos de la tierra, en condiciones extremas y escasez de recursos, dan 
prueba de ello. Esta capacidad de adaptación de algunos seres vivos se hace aún más evidente 
cuando consideramos que el medio ambiente donde coexisten se encuentra en constante cambio.  
 
Los cambios en el ambiente circundante de los organismos vivos promueven la diversidad 
biológica, provocando la muerte de los organismos más débiles y la consecuente supervivencia 
de los organismos más fuertes, o en este caso mejor adaptados al nuevo ambiente. 
La modificación del ambiente genera nuevas necesidades, esas nuevas necesidades conllevan a 
una modificación de los organismos, que sería heredable. La supervivencia de los organismos 
mejor adaptados supone un proceso de selección natural, puesto que las generaciones futuras, 
resultado de la reproducción de estos organismos, estarán conformadas por individuos aptos 
para sobrevivir en el ambiente modificado. Los cambios que pueden manifestarse en los 
organismos se dan a través de varios mecanismos como la derivada genética, la mutación y el 
flujo genético, lo que da origen a nuevas variantes fenotípicas, y en última instancia a nuevas 
especies. A estos cambios que se originan en los organismos a través del tiempo se les llama 
evolución. 
 
¿Cuál es la lección que nos enseña la naturaleza? La palabra clave es “adaptabilidad”. Un 
algoritmo evolutivo es básicamente un algoritmo de adaptación a un problema en particular en 
el que se simulan de cierta forma los procesos naturales de la evolución (selección, 
reproducción, mutación, etc.),  con el fin de encontrar a los individuos mejor adaptados a un 
ambiente dado, es decir, la mejor solución a un problema específico. Así, un algoritmo evolutivo 
no es otra cosa que un procedimiento de búsqueda y  optimización inspirado en la teoría de la 
evolución. 
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1.2 Fundamentos biológicos 
 
1.2.1 Teoría clásica de la evolución 
 
"Visto a la luz de la evolución, la biología es, quizás, la ciencia más satisfactoria e inspiradora. 
Sin esa luz, se convierte en un montón de hechos varios, algunos de ellos interesantes o 
curiosos, pero sin formar ninguna visión conjunta” 1 
La evolución biológica es el proceso histórico de transformación de unas especies en otras 
especies descendientes. Éste es el gran principio de la biología, sin el cual no es posible entender 
las propiedades que distinguen a un organismo de otro, sus procesos de adaptación, ni las 
relaciones, en mayor o menor grado, que existen entre las diferentes especies. 
La citada frase del genetista ucraniano Theodosius Dobzhansky, no es más que una aplicación 
particular del principio más general que afirma que nada puede entenderse sin una perspectiva 
histórica. Es mediante la evolución como se explica esta perspectiva histórica, un tanto 
romántica, en el sentido en que a la luz de la teoría de la evolución todos los seres vivos 
compartimos un antepasado en común. Así, los conceptos de la evolución proporcionan una 
explicación científica para la historia de la vida en la Tierra. 
 
A pesar de que la evolución como característica inherente de los organismos vivos, no es 
materia de debate entre la comunidad científica, los medios por los cuales se explican las 
transformaciones y diversificación de las especies aún son materia de investigación. 
 
La idea de la evolución biológica tiene amplios precedentes desde épocas remotas y en 
diferentes culturas, sin embargo, la teoría moderna no se estableció hasta llegados los siglos 
XVIII y XIX, con la contribución de científicos como Jean-Baptiste Lamarck y Charles Darwin. 
A mediados del siglo XVIII Lamarck hace pública su teoría evolutiva2, siendo el primero en 
proponer que los organismos vivos tal y como los conocemos hoy en día, habían evolucionado 
de organismos más simples que se adaptaron a los cambios que el medio ambiente ha sufrido. 
De alguna manera, la capacidad de adaptación de estos organismos simples era transmitida y 
mejorada de generación a generación, de esta forma con el pasar del tiempo resultaban 
organismos más complejos y con mejores capacidades para sobrevivir. Lamarck se enfrentó al 
paradigma creacionista que andaba en rigor en aquella época y que aceptaba la intervención 
                                                            
1 DOBZHANSKY, Theodosius. “Nada en la Biología tiene sentido excepto a la luz de la Evolución”. 
The American Biology Teacher. Marzo de 1973, p. 129. 
2 LAMARCK, Jean Baptiste. Philosophie zoologique (Filosofía zoológica).  1809.  
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divina cómo la única causante de la vida en la tierra; formas de vida inmutables creadas por 
Dios. 
 
A pesar de los aportes de Lamarck no fue hasta 1859, con la publicación de “El origen de las 
especies”3 de Charles Darwin, que la teoría de la evolución comenzó a ser ampliamente 
aceptada. En su libro  Darwin apoyó sus argumentos con una gran cantidad de hechos, la 
mayor parte de ellos estaban basados en registros fósiles. También realizó observaciones 
detalladas de los organismos en su hábitat natural, que lo llevaron a exponer los siguientes 
postulados4: 
 
1. Los actos sobrenaturales del Creador son incompatibles con los hechos empíricos de la 
naturaleza. 
2. Toda la vida evolucionó a partir de uno o de pocos organismos simples. 
3. Las especies evolucionan a partir de variedades preexistentes por medio de la selección 
natural. 
4. El surgimiento de una especie es gradual y de larga duración. 
5. Los taxones superiores (géneros, familias, etc.) evolucionan a través de los mismos 
mecanismos que los responsables del origen de las especies. 
6. Cuanto mayor es la similitud entre los taxones, más estrechamente relacionados se 
hallan entre sí y más corto es el tiempo de su divergencia desde el último ancestro 
común. 
7. La extinción es, principalmente, resultado de la competencia inter-especie. 
8. El registro geológico es incompleto: la ausencia de formas de transición entre las 
especies y taxones de mayor rango se debe a las lagunas en el conocimiento actual. 
 
Tanto Lamarck como Darwin causaron una fuerte controversia con sus teorías anti-
creacionistas, sin embargo con ellas sentaron las bases para la formulación de la teoría de la 
evolución moderna.  
 
 
 
 
                                                            
3 El título completo de la primera edición fue On the Origin of Species by Means of Natural Selection, or 
the Preservation of Favoured Races in the Struggle for Life (El origen de las especies por medio de la 
selección natural, o la preservación de las razas favorecidas en la lucha por la vida). En su sexta edición 
de 1872, el título fue modificado a On The Origin of Species (El origen de las especies). 
4 DARWIN C. On The Origin of Species. 6ª ed. John Murray, Londres. 1872 
13 
 
1.2.2 Teoría sintética de la evolución 
 
La teoría de la evolución actual, llamada síntesis evolutiva moderna o teoría sintética de la 
evolución, es la ampliación de la teoría darwiniana, en términos de la selección natural, con los 
principios sobre genética descubiertos por el monje austríaco Gregor Mendel y los 
conocimientos sobre genética actuales.  
Los experimentos de cruzamiento con guisantes realizados por Mendel, llevaron al monje a 
formular las famosas tres leyes que llevan su nombre5 y con las cuales se explican y predicen 
cómo van a ser las características de un nuevo individuo, partiendo de los rasgos presentes en 
sus padres y abuelos. En síntesis, Mendel establece que las características o caracteres de un 
individuo se heredan de padres a hijos, aunque no siempre de forma directa, puesto que pueden 
ser dominantes o recesivos. Los caracteres dominantes se manifiestan siempre en todas las 
generaciones, pero los caracteres recesivos pueden permanecer latentes, sin desaparecer, para 
surgir y manifestarse en generaciones posteriores. Este principio es llamado de forma más 
general como la ley de la herencia. 
 
Según la teoría sintética, la evolución ocurre mediante los siguientes mecanismos: 
 
• La selección natural, igual que en la teoría de Darwin 
• Las mutaciones 
• La derivada genética 
• El flujo genético 
 
Es importante resaltar que gracias al descubrimiento de Mendel, la evolución se entendió como 
un proceso donde se producen cambios genéticos en los individuos, estos cambios son 
transmitidos entonces de una generación a otra en el proceso de reproducción.  
 
La teoría sintética es la teoría mayoritariamente aceptada por la comunidad científica. No 
obstante, existen teorías alternativas, como la teoría del equilibrio puntuado de Esteban Jay 
Gould6  o el neutralismo de Kimura7.  
 
 
 
 
                                                            
5 Las leyes de Mendel: ley de la uniformidad, ley de la segregación y ley de la segregación independiente. 
6 La evolución se concibe como un proceso a saltos y no como un proceso gradual. 
7 Las variaciones son neutras desde el punto de vista de su valor adaptativo 
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1.2.3 Principios de genética 
 
La genética analiza cómo la herencia biológica es transmitida de una generación a la siguiente, 
y cómo se efectúa el desarrollo de las características que controlan estos procesos. Los procesos 
genéticos son esenciales para la comprensión de la vida misma, por ello muchos creen que el 
centro de la biología misma es la genética. La genética controla la función celular, determina en 
gran medida las características físicas de los individuos y sirve de unión entre generaciones de 
todas las especies. En sí mismo el conocimiento en genética es esencial para la comprensión de 
otras áreas como la bilogía molecular, biología celular, fisiología, evolución, ecología y etología. 
La palabra genética proviene del griego γένος (gen) que significa “descendencia”. De allí el 
principal objeto de estudio de la genética son los genes. Un gen no es más que una secuencia de 
nucleótidos que forman la estructura de ADN, este a su vez al comprimirse forma otra 
estructura llamada cromosoma. Así el cromosoma es el encargado de “almacenar” la 
información genética de un individuo. Los cromosomas, junto con otras proteínas especiales 
llamadas histonas, componen la cromatina, estructura que se encuentra en el núcleo de todas 
las células eucariotas8. 
Desglosaremos cada uno de estos conceptos de lo más específico a lo más general, iniciando por 
entender qué es el ADN. 
 
 
1.2.3.1 El ADN 
El ADN (Ácido Desoxirribonucleico) es un polímero formado por nucleótidos. Un polímero es 
una molécula orgánica formada por elementos más simples, llamados monómeros, que se 
enlazan entre sí9. Un nucleótido es un monómero que consta de tres elementos:  
a. Un azúcar: desoxirribosa en este caso (en el caso de ARN o ácido ribonucleico, el 
azúcar que lo forma es una ribosa). 
b. Un grupo fosfato (ácido fosfórico). 
c. Una base nitrogenada. 
                                                            
8 Se denomina eucariotas a todas las células que tienen su material hereditario fundamental (su 
información genética) encerrado dentro de una doble membrana, la envoltura nuclear, que delimita un 
núcleo celular. 
9 S. KLUG, William, R. CUMMINGS, Michael, A. SPENCER, Charlotte, A. PALADINO, Michael. 
Concepts of Genetics. Ed 9. Pearson Education 2009 
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Sustitución AGCATCCTA → AGCTGCCTA 
Inversión TCGTGAGGT → TCGAGTGGT 
Translocación AGGTACCAT → AACCGGTAT 
Inserción GCAT|GGCA → GCATAGCGGCA 
Deleción CATGCAATGCT → CAT*TGCT 
Figura 1.4 Tipos de mutación 
Las mutaciones más frecuentes (alrededor de un 80%) son las causadas por desfasamiento 
(inserción, deleción). Se estima que la tasa de mutación en humanos es de 2,5x10-8. Las 
mutaciones son la principal causa de enfermedades genéticas, el cáncer es un ejemplo típico de 
enfermedad causada por mutaciones donde se alteran los llamados oncogenes, que afectan 
proteínas reguladoras de la división celular y ocasionan una alteración en la proliferación de las 
células. 
 
1.2.3.3 Genes, genotipo y fenotipo 
 
Un gen no es más que una secuencia específica de nucleótidos en la cadena de ADN. Aunque 
sólo hay cuatro tipos de nucleótidos, estos pueden estar en cualquier orden y el segmento de 
ADN que corresponde a un gen en particular puede ser de cualquier longitud. Así, un tipo de 
gen podría tener la secuencia …TACCGTAGACTTC… en las posiciones 108 hasta la 120, 
mientras otro gen podría tener la secuencia …CGAATCGTACCAG… en las mismas posiciones. 
 
Una secuencia dada de As, Ts, Gs y Cs puede ser utilizada para crear moléculas de proteínas 
que tengan secuencias particulares de aminoácidos, indicando que se debe traducir un gen dado 
a su secuencia en ciertas células, en tejidos particulares, y en ciertos momentos del desarrollo y 
de la vida del organismo.12 Un gen es pues una codificación en secuencia de aminoácidos, de 
tamaño variable, que se traduce a una función celular. 
Aunque los genes fueran de sólo 100 bases de longitud (son mucho más largos) habría 4100, o 
aproximadamente 100000010 tipos posibles distintos. Cada secuencia distinta no tiene por qué 
llevar diferente información, pero el número de posibilidades es aún enorme.  
 
A cada posible valor que un gen pueda tener se le denomina alelo. Utilizando la definición de 
gen que hace referencia a una porción de ADN determinada, los alelos de ese gen serían todos 
los posibles valores que puede tomar ese segmento de ADN.  
                                                            
12 J. F. Griffiths Anthony, R. WESSLER Susan. Introduction to genetic analysis. W. H. Freeman and 
Company. USA 2008.  
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Por ejemplo, si se tiene el gen ATG algunos posibles alelos del mismo podrían ser: CGA, TCG, 
AAT, AGA y cualquier otra combinación posible de A’s, T’s, C’s y G’s en 3 posiciones (64 
posibilidas, 64 alelos). Por ejemplo, los genes que determinan los ojos castaños y los que 
determinan los ojos azules son alelos del mismo gen: el gen que determina el color de los ojos.  
A veces se habla de genes alelos, aun cuando sería más apropiado decir valores de genes alelos, 
o simplemente, alelos.  
 
Entendiendo ahora la definición de gen, es importante aclarar dos conceptos relevantes: 
fenotipo y genotipo. Se denomina genotipo a la información genética del individuo, es decir, al 
conjunto de todos los genes que conforman el ADN y fenotipo a la manifestación externa del 
genotipo, esto es, las características observables de un organismo. A pesar de la relación directa 
que existe entre el genotipo y el fenotipo de un individuo, este último no sólo depende del 
primero pues ya se planteaba antes que el ambiente también actúa en los organismos 
produciendo cambios, en este caso físicos. De esta manera el fenotipo es la suma del genotipo y 
del ambiente circundante del individuo. 
 
Fenotipo = Genotipo + Ambiente 
1.2.3.4 Los cromosomas 
En 1879 el biólogo alemán Walther Flemming descubrió que utilizando ciertos colorantes se 
podía teñir un material desconocido hasta el momento, que se encuentra en el núcleo celular; a 
dicho material lo denominó cromatina. Posteriormente, los avances en microscopía permitieron 
a los investigadores identificar a los cromosomas13 como componentes principales de la 
cromatina. Los cromosomas son estructuras de ADN súper-compactado. En este estado, las 
cadenas de ADN se compactan unas 10.000 veces. 
Los cromosomas de una célula difieren en tamaño y forma, y de cada tipo se encuentran dos 
ejemplares, de modo que el número de cromosomas es de 2N (se le denomina número diploide). 
Durante la formación de células sexuales (meiosis) el número de cromosomas baja a N. La 
fertilización del óvulo por el espermatozoide restaura el número de cromosomas a 2N, de los 
cuales N proceden del padre y N de la madre. Todos los individuos de una misma especie 
tienen el mismo número de cromosomas. En los humanos el número de cromosomas es de 23 
pares, los 22 primeros son parejas de cromosomas que se denominan autosomas, mientras que 
                                                            
13 La palabra cromosoma proviene del griego “cromo” que significa color y “soma” que significa cuerpo o 
elemento.  
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1.3 De la biología evolutiva a los algoritmos evolutivos 
 
1.3.1 Comprendiendo un algoritmo evolutivo  
 
En el subcapítulo anterior se realizó una revisión sucinta de los conceptos más importantes de 
la biología evolutiva. En este punto el lector está familiarizado con la terminología utilizada, así 
procederemos a realizar un símil entre la teoría biológica y la teoría computacional que se 
inspira en ella. 
 
En un Algoritmo Evolutivo (AE) se intenta resolver un determinado problema por medio de la 
manipulación  de un conjunto de individuos (población) que representan las soluciones de dicho 
problema, cada individuo se codifica en uno o más cromosomas que son estructuras 
computacionalmente manipulables (por ejemplo un vector). El conjunto de soluciones 
representa el fenotipo  y los cromosomas representan su genotipo. Un proceso 
codificación/decodificación permite realizar el mapeo entre cromosomas y soluciones. Cada 
cromosoma está compuesto por diferentes genes o valores que determinan la solución, ubicados 
en determinado locus o posición dentro de la estructura. La población sufre un proceso de 
cambio a través del tiempo por medio de la competencia entre los individuos, esta competencia 
se realiza haciendo uso de una función que evalúa el desempeño de cada uno, es decir, el grado 
de similitud de la solución encontrada por el algoritmo evolutivo con la solución real, para el 
caso en que la solución es conocida, o  el valor en menor o mayor grado que entrega el 
algoritmo para un problema de optimización dado, cuando la solución a dicho problema es 
desconocida. 
Los individuos que “sobreviven” se reproducen, esto es, intercambian entre ellos material 
genético (valores que determinan la solución al problema) originando una nueva población 
compuesta por hijos. En esta nueva población uno o más individuos pueden sufrir mutaciones 
aleatorias produciendo nuevos alelos en sus genes, es decir, cambios en los valores del 
cromosoma que representa la solución, originando una nueva población compuesta de los 
individuos mutados y no mutados. El proceso de selección, reproducción y mutación se repite 
en el tiempo originando en cada unidad del mismo nuevas generaciones de individuos hasta que 
se cumple cierta condición (por ejemplo número de generaciones).  
 
En la tabla 1.1 se resumen los conceptos utilizados en la biología evolutiva y su respectiva 
interpretación en los algoritmos evolutivos. 
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Tabla 1.1 Definición de conceptos biológicos para un AE 
 
 
1.3.2 Esquema general de un algoritmo evolutivo 
 
Cómo puede observarse en la figura 1.7 en un AE existe un conjunto  F denominado espacio 
fenotípico que comprende las posibles soluciones del problema. Asociado con F, existe el 
conjunto G denominado espacio genotípico, conformado por las soluciones codificadas del 
conjunto F. Estos conjuntos se relacionan por medio de una función g, que permite mapear los 
elementos del conjunto G a su equivalente en el conjunto F, así  G y F son el dominio y el 
codominio de la función g respectivamente.  
Fenotipo Conjunto de posibles soluciones de un problema específico. 
Genotipo 
Conjunto de soluciones codificadas en estructuras 
manipulables computacionalmente. 
Población 
Subconjunto de N cromosomas del conjunto genotípico con el 
cual el algoritmo operará. 
Cromosoma 
Codificación de un individuo solución en una estructura 
manipulable computacionalmente. Elemento del conjunto 
genotípico. 
Locus Posición particular dentro de una estructura cromosoma. 
Gen 
Subestructura de la estructura cromosoma en un locus 
determinado. 
Alelos 
Conjunto de posibles valores que puede tener la subestructura 
gen. 
Desempeño 
Valor resultante del proceso de evaluación de un cromosoma 
que incide en el proceso de selección. 
Selección 
Mecanismo mediante el cual se eligen determinados 
cromosomas que formarán parte de la población que se 
cruzará. 
Cruzamiento ó 
Reproducción 
Intercambio de genes entre dos estructuras cromosoma 
llamadas padres, que origina una estructura nueva llamada 
hijo. 
Mutación Cambio aleatorio de alelos dentro de una subestructura gen. 
Generación 
Ciclo selección-cruzamiento-mutación para una población 
determinada. 
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Algoritmo Evolutivo: 
 
Codificar F en G, como un conjunto de estructuras computacionalmente manipulables 
1.  P = inicializar(G)  /* obtener N individuos del conjunto G */ 
2. evaluar_desempeño(P) 
3. mientras criterio de parada no se cumpla hacer: 
(a) P’ = seleccionar(P) 
(b) P’’ = cruzar(P’) 
(c) mutar(P’’) 
(d) P = reemplazar(P’’) 
   fin mientras 
4. Retornar el mejor individuo de la última generación. 
 
 
 
 
 
 
 
 
 
 
Figura 1.8 Pseudocódigo general de un AE 
 
El esquema general de un AE se adapta a la resolución de un problema particular, dependiendo 
del tipo de problema se elige una codificación idónea de las soluciones del mismo. Este proceso 
no es tan trivial, pues el mismo incide directamente en la efectividad del AE. El tipo de 
estructura elegida para realizar la codificación determina la forma en la que se aplican los 
operadores genéticos (selección, cruzamiento, mutación). Es diferente, por ejemplo, realizar un 
cruzamiento entre estructuras de tipo vector que realizarlo entre estructuras de tipo árbol. 
Claro está que independientemente de la estructura que se elija para representar a los 
cromosomas el esquema general del AE no cambia, las únicas variaciones que existen son la 
aplicación de los operadores genéticos en la estructura en particular. 
 
 
1.3.3 Tipos de algoritmos evolutivos 
 
Como vemos el concepto Algoritmo evolutivo tiene un significado bastante amplio, casi que 
abarca a cualquier estrategia que se utilice en computación que haga uso de los principios de la 
evolución biológica. Es por esto que se ha creado una clasificación para diferenciar a los 
algoritmos según el tipo de estrategia que se usa y la forma en la que están codificadas las 
soluciones del mismo, distinguiéndose uno del otro esencialmente por la estructura de datos 
elegida para representar a los cromosomas. La clasificación es la siguiente: 
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Programación Evolutiva (PE): Este tipo de AE nació a través de los trabajos realizados 
por Lawrence J. Fogel15, un estadounidense pionero en AEs, en los años 60s. La PE se enfoca 
más en la adaptación de los individuos que en la evolución de su información genética a través 
de las generaciones, para ello hace uso únicamente de la mutación (llamada reproducción 
asexual) prescindiendo del intercambio de información entre individuos (cruzamiento o 
reproducción sexual). Este comportamiento usualmente se modela mediante estructuras de 
datos complejas como Autómatas Finitos o Grafos. 
 
Estrategias Evolutivas (EE): Estas técnicas se originaron en Alemania por medio de los 
trabajos realizados por Ingo Rechenberg y Schwefel. Su objetivo principal era servir como 
herramienta para resolver problemas de ingeniería. Se caracterizan por representar a los 
individuos como vectores con valores numéricos de punto flotante y utilizar, en la mayoría de 
los caso y similar a la PE, únicamente la mutación como operador genético. Cada individuo de 
la población es un posible óptimo de una función llamada función objetivo; la representación de 
cada individuo de la población consta de 2 tipos de variables: las variables objeto y las 
variables estratégicas. Las variables objeto son los posibles valores que hacen que la función 
objetivo alcance el óptimo global y las variables estratégicas son los parámetros mediante los 
que se gobierna el proceso evolutivo indicando de qué manera las variables objeto son afectadas 
por la mutación. 
 
Algoritmos Genéticos (AG): Es la técnica más ampliamente extendida y utilizada por ser 
la que hace uso de la representación más simple de los individuos. La codificación se realiza por 
medio de cadenas de bits (1’s o 0’s) lo que facilita la aplicación de los operadores genéticos. Los 
AG se centran más en el proceso de cruzamiento que en el de mutación, siendo el primero la 
herramienta principal que usa el algoritmo para explorar más ampliamente el espacio de 
soluciones, asumiendo que es posible encontrar partes independientes de la solución óptima que 
luego son combinadas para crear mejores soluciones. La operación de mutación se toma como 
un proceso secundario que garantiza la diversidad de los individuos, introduciendo información 
nueva que posiblemente no podría obtenerse usando sólo el operador de cruzamiento16. 
 
Clasificadores Genéticos (CG): Los CG son AEs cuya finalidad es obtener un sistema 
clasificador. Un sistema clasificador se define como un sistema paralelo basado en reglas, de 
paso de mensajes, que es capaz de interactuar con el entorno y aprender reforzadamente 
                                                            
15 LAWRENCE J. Fogel. Evolutionary Computation: Toward a New Philosophy of Machine Intelligence. 
IEEE Press, Piscataway, NJ. 1995 
16 J. H. Holland. Adaptation in Natural and Artificial Systems. University of Michigan Press, Ann 
Harbor, MI, 1975. 
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mediante la asignación de recompensas y el descubrimiento de nuevas reglas. Normalmente los 
CG hacen evolucionar un conjunto de reglas que serán las encargadas de realizar la 
clasificación. 
 
Programación Genética (PG): A John R. Koza se le atribuyen las investigaciones 
preliminares en este campo. Esencialmente en la PG las estructuras utilizadas para representar 
a los individuos son programas, dichos programas son codificados mediante árboles17. El 
objetivo final del algoritmo de PG es encontrar un programa para resolver un problema 
formulado como una colección de entradas y salidas. Sin embargo, no sólo se utiliza para 
generar programas, sino cualquier otro tipo de soluciones cuya estructura sea similar a la de un 
programa, por ejemplo fórmulas matemáticas o circuitos electrónicos. En un algoritmo de PG 
se aplican todos los operadores genéticos teniendo en cuenta que estos se resumen a operaciones 
realizadas en árboles (inserción de nodos o de subárboles, eliminación de nodos o subárboles, 
modificación de valores en un nodo, etc.) 
 
Algoritmos Meméticos (AM): Los AMs son una familia de técnicas que intentan aunar 
ideas y conceptos de diferentes métodos de resolución como el hill climbing (ver sección 1.3.4) o 
el branch and bound. El adjetivo “memético" proviene del término inglés meme, acuñado por 
Richard Dawkins18 para designar al análogo del gen en el contexto de la evolución cultural. Así 
un meme es una unidad de información cultural, sea una idea, palabra, imagen, costumbre, etc. 
que se transmite de un individuo a otro o de una generación a la siguiente. En semejanza con 
los genes, los memes también mutan y se cruzan con otros para generar memes nuevos. Resulta 
conveniente resaltar sin embargo que el empleo de esta terminología no representa un propósito 
de adherirse a una metáfora de funcionamiento concreta (la evolución cultural en este caso), 
sino más bien lo contrario: hacer explícito que se difumina la inspiración puramente biológica y 
se opta por modelos más genéricos en los que se manipula, se aprende y se transmite 
información, es por eso que en ocasiones suele referirse a ellos como AEs híbridos o 
lamarckianos. 
En la terminología de los AEs, un AM no se refiere a individuos que evolucionan en el tiempo, 
sino a agentes. El motivo básico es el hecho de que “individuo" denota un ente pasivo que está 
sujeto a los procesos y reglas evolutivas, mientras que el término “agente" implica la existencia 
de un comportamiento activo, dirigido a propósito a la resolución de un cierto problema. Dicho 
comportamiento activo se ve reflejado en diferentes constituyentes típicos del algoritmo, como 
por ejemplo técnicas de búsqueda local. En pocas palabras un AM es una estrategia de 
                                                            
17 KOZA, John. Genetic Programming. MIT Press Cambridge, MA, 1992. 
18 Etólogo, zoólogo y teórico evolutivo autor de El gen egoísta, obra publicada en 1976, que popularizó la 
visión evolutiva enfocada en los genes, y que introdujo los términos meme y memética. 
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búsqueda en la que una población de agentes optimizadores compiten y cooperan de manera 
sinérgica19. Más aún, estos agentes hacen uso explícito de conocimiento sobre el problema que 
se pretende resolver. 
 
Además de las variantes de AEs mencionadas, existen muchas otras técnicas que podrían 
incluirse en el alcance de los AEs, como los algoritmos de estimación de distribución (AED) o 
la dispersión de búsqueda (scatter search), entre otras. Todas ellas buscan algún tipo de 
balance entre la exploración de nuevas regiones del espacio de búsqueda y la explotación de 
regiones no conocidas que pueden ser prometedoras para resolver un problema, y así minimizar 
la complejidad computacional requerida para encontrar la solución deseada20. Sin embargo, 
estas técnicas exhiben comportamientos distintos y hacen uso de operaciones diferentes a las 
descritas en el pseudocódigo general de un AE de la figura 1.8. El término metaheurística, es 
un concepto más global que se usa para designar este amplio conjunto de técnicas de 
optimización, entre las que se incluyen los AEs. 
 
En los subcapítulos 1.4 y 1.5  se estudian en más detalle la familia de los Algoritmos Genéticos 
(AGs) y la Programación Genética (PG) respectivamente, al ser estas las técnicas más 
ampliamente usadas y que se ajustan de manera más fiel al esquema general de un AE. 
 
 
1.3.4 Algoritmos evolutivos y optimización 
 
La mayoría de los problemas que se presentan en ingeniería o investigación se pueden expresar 
como un problema de optimización: dado un conjunto de variables que afectan un sistema, se 
busca una serie de valores para dichas variables que permitan optimizar su comportamiento 
(maximizar el rendimiento, minimizar el costo, maximizar la calidad, etc.). En el contexto de 
los problemas de optimización, a las variables del sistema se les denomina variables de decisión 
y a la función que describe el comportamiento del sistema se le conoce como función objetivo. 
De esta manera un problema de optimización equivale a hallar los valores que deben tomar las 
variables de decisión de tal suerte que maximicen o minimicen, según el caso,  el valor de la 
función objetivo. 
                                                            
19 On Evolution, Search, Optimization, Genetic Algorithms and Martial Arts: Towards Memetic 
Algorithms Moscato, P. Technical Report Caltech Concurrent Computation Program, Report. 826, 
California Institute of Technology, Pasadena, California, USA 
20 C. Blum, A. Roli.  Metaheuristics in combinatorial optimization: Overview and conceptual comparison. 
ACM Computing Surveys, 35: 268–308, 2003. 
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Los métodos clásicos de resolución para problemas de optimización exploran el espacio de 
soluciones de forma metódica o determinista. Por ejemplo la técnica de hill climbing hace uso 
del cálculo de la pendiente de la función objetivo para la vecindad del punto actual y de esta 
forma determina hacia donde crece la función y selecciona el punto de mayor pendiente. Si el 
valor de la función objetivo es mejor en el punto nuevo, el punto anterior se reemplaza por el 
que fue hallado. Este proceso continua hasta que no es posible encontrar ninguna mejora. 
Cómo se observa en la figura 1.9, una de las desventajas de este método es su incapacidad de 
escapar de óptimos locales. Si la exploración inicia en el punto p, por ejemplo, el algoritmo 
encontrará el máximo local a sin llegar nunca al máximo global b, ya que para hacerlo tendría 
que atravesar la región r, que posee valores peores que a. 
 
 
 
 
 
 
 
Figura 1.9 Función ejemplo con dos máximos locales y un máximo global 
 
Una alternativa de solución al problema anterior podría ser tomar al azar valores en el espacio 
de búsqueda, estimando el valor del óptimo por técnicas estadísticas. Estas técnicas pueden 
aplicarse a diversos problemas pero no son muy eficientes.  
 
Los AEs combinan mecanismos de búsqueda dirigida y búsqueda aleatoria en problemas de 
optimización. La combinación de estos dos mecanismos le concede a los AEs una propiedad que 
no poseen otros métodos de búsqueda exhaustiva, la capacidad de acceder a cualquier región 
del espacio de búsqueda mientras exploran el espacio de soluciones de una forma mucho más 
eficiente que un algoritmo netamente aleatorio. Así la evolución puede interpretarse como un 
proceso de adaptación a la optimización. Al no escalar de manera uniforme a regiones de mejor 
adaptación, y gracias a los mecanismos de selección y mutación, los AEs pueden cruzar 
regiones de baja adaptación y llegar a óptimos globales, con lo que se solucionaría el problema 
de la figura 1.9. 
 
Es evidente que un algoritmo específico, que se diseñe para resolver un problema en concreto, 
es más eficiente que un AE. Sin embargo, existen muchas situaciones en las que no es posible 
contar con tal algoritmo, así los algoritmos evolutivos proporcionan una alternativa a través de 
un esquema general para la resolución de problemas. 
a
p
b
r
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1.4 Algoritmos Genéticos (AG) 
 
1.4.1 Introducción 
 
Cómo ya se había mencionado con anterioridad los Algoritmos Genéticos (AG) son la variante 
de AEs más populares. Entre las razones por las que los AG suelen ser los más detalladamente 
estudiados están su eficiencia y sencillez de implementación, debido a la simpleza en la 
representación de los cromosomas. Otra de las razones es la existencia de numerosos estudios 
de los mecanismos subyacentes al funcionamiento de estos algoritmos para la resolución de 
problemas. 
 
Los AGs responden fielmente al esquema general de los AEs representado en el subcapítulo 
anterior (figura 1.8). La ejecución de un AE requiere de la definición de una serie de 
parámetros de funcionamiento, por ejemplo el tamaño de la población con la que se ejecutará el 
algoritmo, y otros que forman parte de los operadores genéticos, como la probabilidad de cruce 
y la probabilidad de mutación. Cómo se estudiaba en el subcapítulo anterior, el esquema 
general de los AEs da lugar a diferentes clases de algoritmos, en función de la representación 
adoptada para los individuos que componen la población. Dentro de cada una de estas clases, 
cada algoritmo es un caso particular, no sólo en función del problema en concreto en que se 
aplica sino también de la elección de los métodos que se utilizan en los distintos procesos 
involucrados, como la selección y la reproducción. 
 
A continuación se realiza una revisión más detallada de los elementos del esquema general 
aplicados al caso de los AGs analizando las variantes más usuales. Aunque los elementos que se 
estudian son particulares para los AGs, algunos de ellos pueden ser aplicados a cualquier tipo 
de AE. 
 
1.4.2 Codificación de los individuos 
 
Los individuos en un AG se codifican en cadenas binarias. Denotaremos por b a dichas cadenas 
y x al espacio de búsqueda del problema. Haciendo uso de la terminología biológica b hace 
parte del genotipo del AG y x se refiere a su fenotipo. Para este caso un gen es una sub-cadena 
de b pudiendo ser inclusive de longitud unitaria, y locus una posición determinada en la 
cadena. Alelo es el conjunto de posibles valores que puede tomar una sub-cadena gen. Lo más 
usual es referirse a gen como un único carácter binario y a locus cómo su posición en la cadena, 
tal como se muestra en la siguiente imagen: 
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Gen 1 
 9    8     7    6     5    4     3    2     1    0 
Locus
Cromosoma
Alelos = { 0, 1 }
 
Figura 1.10 Codificación simple de un cromosoma para un AG 
 
Es necesario disponer de algún método (función) que permita convertir la codificación en 
cromosomas (genotipo) a sus correspondientes valores para el espacio de búsqueda natural del 
problema (fenotipo). Este paso es necesario para evaluar el desempeño del cromosoma como 
solución al problema considerado. Lógicamente el proceso de transformación depende del 
problema en concreto, aunque es muy común realizar una conversión de valor binario a 
decimal. Por ejemplo, para el cromosoma de la figura 1.10, su genotipo corresponde a la cadena 
1001011011 y su fenotipo sería 603. Este valor decimal ahora podría usarse como parámetro de 
una función de desempeño que opere sobre números enteros por ejemplo. 
 
No sólo puede representarse el cromosoma como una cadena (o vector) binaria, en algunos 
casos esta representación puede extenderse a una matriz dependiendo de la naturaleza del 
problema a resolver. Inclusive en muchos casos la codificación binaria en si es insuficiente para 
representar la solución al problema y se opta por codificar cada gen como un valor entero o 
real, aunque esta práctica no forma parte de la filosofía original de los AGs.  
Para el caso en que se requiera usar valores enteros para cada gen, por ejemplo, estos podrían 
representarse en forma binaria y formar filas dentro de una matriz que representaría al 
cromosoma. Así la posición de la fila dentro de la matriz sería el locus para un gen del 
cromosoma (figura 1.11). En este caso el cromosoma tendría longitud 10 (número de filas) y 
cada gen tendría una longitud de 8 bits (número de columnas), es decir que cada uno de ellos 
podría representar un valor entero entre 0 y 255. 
 
Aunque pareciera obvio decirlo, es importante que cada posición del cromosoma tenga un 
significado para el problema, ya que de esta forma se favorece que los genes que determinan un 
cromosoma con desempeño alto permitan un desempeño igualmente alto para un nuevo 
cromosoma, obtenido por alguna operación genética a partir del primero.  
 
 
 
1 0 0 1 0 1 1 0 1 1
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Figura 1.11 Codificación matricial de un cromosoma para un AG 
 
1.4.3 Inicialización del AG 
 
La inicialización de un AG se refiere a definir todos los parámetros involucrados en el 
algoritmo, incluyendo la creación de la primera generación de cromosomas. Más específicamente 
se deben inicializar los siguientes parámetros: 
 
• Tamaño de la población (N  número de cromosomas) 
• Cantidad de genes (longitud del cromosoma) 
• Población inicial (valor de los genes para los N cromosomas) 
• Probabilidad de cruce (probabilidad para que dos cromosomas se crucen) 
• Probabilidad de mutación (probabilidad para un cromosoma mute) 
• Criterio de parada (número máximo de generaciones) 
• Tasa de elitismo, si lo hay (porcentaje de cromosomas con mejor desempeño que 
formarán parte de la siguiente generación) ver sección 1.4.8 
 
Los cromosomas de un AG que hacen parte de la población inicial suelen ser generados de 
forma completamente aleatoria, esto es, se genera cada gen del cromosoma mediante una 
función que retorna un 1 o un 0 con igual probabilidad. En ocasiones se puede favorecer la 
creación de cierto de tipo de cromosomas, cuando se dispone de información de antemano sobre 
aquellos que pueden llegar a ser soluciones factibles del problema. Sin embargo, es 
1 0 0 0 1 0 1 1
0 1 0 1 1 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1
1 0 0 0 1 1 0 1
0 1 1 1 1 1 1 1
0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1
Cromosoma
Gen 
1 0 0 0 1 0 1 1
Locus 
Alelos = { 00000000, 
     00000001, 
     00000010, 
    00000011, 
        ... ,      
    11111111 } 
6 
4
3 
1
0
2
5 
7 
9 
8 
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recomendable dotar a la población de suficiente variedad para permitir explotar todas las zonas 
del espacio de búsqueda y garantizar el buen funcionamiento del AG.  
 
Uno de los problemas más comunes en un AG es la llamada convergencia prematura, que se 
refiere a que el algoritmo arroja un resultado sub-óptimo (óptimo local) y queda incapacitado 
para hallar el óptimo global (similar al problema del método hill climbing de la sección 1.3.4). 
Este problema es en la práctica difícil de detectar pues muchas veces no se conoce a priori el 
valor del óptimo global, y es causado, la mayoría de veces, por el uso de una baja probabilidad 
de cruce, una probabilidad de mutación pequeña o un tamaño de población muy reducida. 
 
La inicialización aleatoria de la población puede complementarse con la inclusión de otros 
valores entregados por heurísticas diferentes, esto podría traer beneficios en términos de 
velocidad de convergencia y calidad de las soluciones encontradas. En cuanto al tamaño de la 
población se aconseja que sea en proporción inversa al número de generaciones, es decir, a 
mayor número de generaciones menor cantidad de cromosomas. La probabilidad de cruce suele 
definirse entre un 40% y 90%21. La probabilidad de mutación comúnmente no sobrepasa el 10% 
y la tasa de elitismo debería ser menor al 5%22. Sin embargo los valores de estos parámetros 
pueden cambiar según la estrategia de solución que se adopte para el problema en particular y 
el tamaño de la población elegido. 
 
1.4.4 Función de desempeño 
 
La función de desempeño permite asignarle valores numéricos a los cromosomas que indican 
qué tan bueno éste como solución al problema para poder realizar el proceso de selección. Si 
nos referimos a optimización es frecuente que se conozca una función matemática explícita, en 
ese caso la función de desempeño coincide con la función a optimizar (función objetivo). 
Denotaremos como g(x) a la función objetivo y f(x) a la función de desempeño. 
 
Existen diferentes técnicas en las que se realizan modificaciones a la función objetivo para 
obtener una función de desempeño que se acomode a algún método de selección o para definir 
cierto comportamiento deseado en el proceso de selección. La elección de una de las técnicas y 
de algunos parámetros asociados a ellas es una cuestión de práctica y experiencia. A 
continuación se estudian las técnicas más utilizadas. 
                                                            
21 Esta probabilidad no debería ser de 100% pues no se estaría recreando la situación natural en la que no 
todos los individuos de una población tienen la oportunidad de reproducirse. 
22 F. Glover, G. Kochenberger. Handbook of Metaheuristics. KluwerAcademic Publishers, Boston, MA, 
2003. 
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1.4.4.1 Desempeño error cuadrático 
 
En ocasiones se conoce de antemano el valor del óptimo de la función objetivo o una serie de 
valores que definen el comportamiento de la misma. Cuando éste es el caso, la función de 
desempeño podría determinar qué tan cercano se encuentra un cromosoma con respecto a la 
solución real del problema. La función de desempeño para un cromosoma xi estaría dada por: 
 
 ( )2( ) ( )i if x g x r= -  
 
Donde g(xi) corresponde al resultado entregado por la función objetivo al evaluar el cromosoma 
i, y r  al resultado real conocido. 
En el caso en que no se conozca la función objetivo g(x) pero si son conocidos una cantidad n 
de valores rj que toma la misma para un conjunto de entradas, la función de desempeño para 
un cromosoma podría expresarse como el error cuadrático medio entre los valores conocidos rj  
y los valores arrojados por la evaluación del cromosoma (xj) en el conjunto de entradas: 
 
2
1
( )
( )
n
j j
j
x r
f x
n
=
-
=
å
 
Donde n corresponde a la cantidad de valores conocidos de la función objetivo. 
 
1.4.4.2 Desempeño de minimización 
 
Algunos métodos de selección como el de la ruleta (sección 1.4.5.1) asignan probabilidades de 
selección proporcionales a la función de desempeño. Esto funciona correctamente en el caso en 
que el objetivo del AG sea el de encontrar un valor máximo. Sin embargo, para el caso en que 
se busquen valores mínimos no se pueden aplicar los mecanismos de selección tal cual. 
Tampoco podríamos limitarnos a cambiar el signo de la función puesto que estos mecanismos 
operan con valores positivos que representan probabilidades. 
 
La solución está en modificar los valores que entrega la función objetivo de tal forma que se 
obtengan valores positivos y que cuanto menor sea el valor de la misma (más cercano al 
óptimo) mayor sea el valor de la función de desempeño. La función de desempeño que cumple 
con estas condiciones es: 
 
 ( ) max ( )f x d g x= * j -  
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Donde dmax  es el valor máximo entregado por la función objetivo g(x) para los cromosomas de 
determinada generación y j  es un porcentaje superior al 100%. Este porcentaje hace que se 
utilicen valores ligeramente mayores a dmax para prevenir que el desempeño se haga cero 
cuando toda la población converge a un mismo valor de desempeño. Usualmente j  es igual a 
1.05. 
 
1.4.4.3 Desempeño escalado 
 
Esta técnica hace que el comportamiento de la selección varíe a lo largo de la evolución. El 
valor de la función de desempeño depende, además de la función objetivo g(x), del valor 
promedio de dicha función para toda la población g  y de la dispersión s de valores: 
 
 
( )
1 0( ) 2
1.0 0
i
i
g x g
sif x
si
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Donde  
 1
( )
N
i
i
g x
g
N
==
å
 
 
Siendo N el tamaño de la población y s la desviación estándar: 
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1 1
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( ) ( )
N N
i i
i i
N g x g x
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= =
æ ö÷ç ÷-ç ÷ç ÷çè øs =
å å
 
  
Se puede analizar que en las primeras generaciones se obtendrán valores altos de desviación 
estándar lo que hará que las variaciones de los valores de la función de desempeño sean 
pequeñas y las oportunidades de supervivencia se repartan23. Según avanza la evolución, la 
desviación estándar tiende a disminuir por lo que los cromosomas con mejor desempeño tienen 
más oportunidades. 
 
 
                                                            
23 M. FONSECA, Carlos, J. FLEMING, Peter. “An overview of evolutionary algorithm in multiobjetive 
optimization”. Evolutionary Computation, 3(1): pag 1-16  
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1.4.5 Mecanismos de selección 
 
Avanzando en el algoritmo general de la figura 1.8 (sección 1.3.2), después de que la población 
ha sido generada y se ha evaluado el desempeño de cada uno de los cromosomas, se conforma 
una nueva población de cromosomas que serán candidatos para cruzarse. En la mayoría de los 
casos la probabilidad de que un cromosoma sea seleccionado para cruzarse es proporcional a su 
desempeño. Con esto se intenta replicar el proceso de selección natural que se da en la 
naturaleza, donde los individuos mejor adaptados tienen más posibilidades de sobrevivir. 
Existen diferentes métodos para realizar la selección, los más utilizados son: 
 
1.4.5.1 Selección por muestreo proporcional o por ruleta 
 
En este método a cada cromosoma le corresponde una probabilidad de selección directamente 
proporcional a su desempeño. La probabilidad de selección ip  para un cromosoma i, depende 
de su desempeño ( )if x  y del desempeño medio de la población f . 
 
( )i
i
f x
p
f
=  
Donde   1
( )
N
i
i
f x
f
N
==
å
   con N igual al tamaño de la población. 
 
El cromosoma escogido será aquel en cuyo rango esté el número resultante de sumar el número 
aleatorio con el resultado total que sirvió para escoger el elemento anterior. El comportamiento 
es similar al de una ruleta (figura 1.12), donde se define un avance cada tirada a partir de la 
posición actual. Para aplicar el método se puede seguir el siguiente procedimiento24: 
 
1. Definimos las puntuaciones acumuladas de la siguiente forma: 
 
{ }
0
1 1
2 1 2
1 2
0
... 1,2,3,...,i i
q
q p
q p p
q p p p con i N
=
=
= +
= + + + =
 
2. Se genera de forma aleatoria un número c en el intervalo 0,1é ùê úë û . 
3. Se selecciona al cromosoma i que cumpla con:  1i iq c q- < <  
                                                            
24 D. Dumitrescu, B. Lazzerini, L. C. Jain. Evolutionary computation. The CRC Press International 
Series on Computational Intelligence. CRC Press, 2000 
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Los pasos 2 y 3 se repiten N veces, obteniendo un nuevo conjunto de cromosomas de igual 
tamaño a la población inicial. 
 
( )i
i
f x
p
f
=  
 
 
 
 
 
  
 
 
 
Figura 1.12 Selección por ruleta 
 
Como podemos observar, entre mayor sea el desempeño de un cromosoma mayor porción de la 
ruleta le corresponderá, lo que se traduce en una mayor probabilidad de ser elegido. 
 
 
1.4.5.2 Selección por muestreo estocástico 
 
Es un procedimiento similar al de selección por ruleta, pero en este caso se genera un solo 
número aleatorio c  y con base en este se generan los N números restantes necesarios para 
seleccionar los cromosomas. Después de ejecutar el paso 1 y 2 del método de la ruleta, se 
agrega el siguiente procedimiento: 
 
 { }1 1,2,3,...,i c ic con i NN
+ -= =  
 
Una vez hecho esto se procede a ejecutar el paso 3 del método de ruleta para cada i, 
obteniendo los N cromosomas necesarios. El paso 3 para este caso queda expresado de la 
siguiente forma: 
Se selecciona al cromosoma i que cumpla:     { }1 1,2,3,...,i i iq c q con i N- < < =  
Se ha comprobado a través de la práctica que este método es más eficiente que el de la ruleta25. 
                                                            
25 D. Dumitrescu, B. Lazzerini, L. C. Jain. Evolutionary computation. The CRC Press International 
Series on Computational Intelligence. CRC Press, 2000 
p1 p2 p3 
p4 
p5 
p6 p7 p8 
p9 
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1.4.5.3 Selección por torneo 
 
Existen muchas variantes de este método. La más común es la selección por k-torneo donde se 
eligen k cromosomas de la población de forma aleatoria que forman el grupo de competencia. El 
cromosoma que se selecciona es aquél que posea un mejor desempeño entre los k elegidos. El 
procedimiento se repite N veces para obtener la población  de cromosomas a cruzar. 
Usualmente se elige 2 4k£ £ , siendo constante durante todo el torneo. 
 
Como vemos los métodos de selección contiene un componente aleatorio que se controla en 
cierto grado por medio de la función de desempeño. Esto no garantiza que los mejores 
cromosomas siempre se elijan para realizar el cruce, lo cual es deseable pues como ya se dijo 
antes es necesario introducir diversidad en la población haciendo posible que cromosomas con 
muy mal desempeño también puedan cruzarse. Esto es porque se parte de la base que un 
cromosoma de la generación actual que no posea un buen desempeño, puede llegar a ser un 
cromosoma con muy buen desempeño en generaciones posteriores, además de esta forma se 
puede evitar el problema de convergencia prematura. 
 
 
1.4.6 Cruzamiento 
 
Avanzando en el algoritmo general de la figura 1.8 (sección 1.3.2). Después de obtener a los 
cromosomas candidatos por medio de un método de selección, se procede a realizar un cruce 
entre ellos. El cruzamiento es un operador genético donde se eligen dos cromosomas padre que 
intercambian entre ellos material genético para generar dos cromosomas hijo. 
 
Los operadores genéticos poseen una probabilidad de aplicación, en este caso probabilidad de 
cruce, de manera que el operador sólo se aplica si un número generado aleatoriamente (entre 0 
y 1) está por encima de la probabilidad especificada. Así por ejemplo si se define una 
probabilidad de cruce de un 75% y al generar aleatoriamente un número obtenemos un valor de 
0.8, que es mayor que 0.75, entonces se le aplica el operador de cruce a los cromosomas 
elegidos26 para tal efecto, en caso contrario, por ejemplo si el número obtenido es 0.6, al ser 
menor que 0.75 no se le aplica el operador de cruce a estos cromosomas. Como se dijo en la 
sección 1.4.3 la probabilidad de cruce usualmente se establece entre 0,4 y 0,9.  
                                                            
26 La palabra elegidos aquí, hace referencia a un proceso de elección netamente aleatorio dentro de la 
población de cromosomas previamente seleccionados como candidatos por algún método de la sección 
1.4.5. 
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En la siguiente figura se muestra un pseudocódigo ejemplo para el procedimiento teniendo en 
cuenta la probabilidad de cruce:  
 
   
 
 
 
 
 
 
 
 
 
 
 
Figura 1.13 Pseudocódigo general de cruzamiento con probabilidad 
 
Como puede observarse, cada cromosoma ocupa una posición dentro de una lista 
PoblacionCandidata, se generan dos números enteros al azar entre 0 y el tamaño poblacional 
que son las posiciones en la lista de los dos cromosomas a cruzar (pos1 y pos2). Luego se genera 
un número p entre 0 y 1, si el número es mayor que ProbCruce se aplica cruzamiento y los 
hijos se agregan a  NuevaPoblación, en caso contrario no se aplica cruce y los hijos son 
equivalentes a los padres. Como el proceso genera 2 hijos por cada 2 padres deberá repetirse 
N/2 veces para mantener un tamaño N de población constante. Esto obliga a que el tamaño de 
la población sea un número par.  
 
 
1.4.6.1 Cruzamiento monopunto 
 
La forma más simple y habitual de realizar el cruzamiento, es por medio del cruzamiento 
monopunto27. En este método se elige una posición al azar en la cadena de ambos padres 
denominada punto de cruce y se intercambian las sub-cadenas que se generan a partir de dicho 
punto, obteniendo así dos hijos que combinan genes de ambos padres, como se muestra en la 
figura 1.14. 
                                                            
27 ARAÚJO, Lordes; CEVIGÓN, Carlos. Algoritmos evolutivos: un enfoque práctico. Alfaomega Grupo 
Editor S.A. México DF 2008. 
para  i = 1 hasta N/2 hacer: 
pos1 = AleatorioEntero(0,N-1) 
pos2 = AleatorioEntero(0,N-1) 
padre1 = PoblacionCandidata.obtener(pos1) 
padre2 = PoblaciónCandidata.obtener(pos2) 
p = AleatorioDecimal(0,1.0) 
si  p > ProbCruce entonces 
  Hijos.agregar(cruzar(padre1, padre2)) 
sino 
  Hijos.agregar(lista[padre1,padre2]) 
 fin si 
NuevaPoblacion.agregar(Hijos) 
fin para 
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Figura 1.14 Cruzamiento monopunto 
 
 
1.4.6.2 Cruzamiento multipunto 
 
El cruzamiento monopunto tiene el inconveniente de no permitir cualquier tipo de combinación 
posible del material genético de los dos padres. Entre los operadores de cruzamiento 
alternativos propuestos están los cruces multipunto.28 Un caso particular de este tipo de cruce 
es el cruzamiento de dos puntos, en el que se eligen aleatoriamente dos puntos de cruce en los 
padres y se intercambia entre ellos el gen definido entre estos, como se muestra en la figura: 
 
 
 
 
 
 
 
 
 
 
Figura 1.15 Cruzamiento de dos puntos 
 
El cruce de dos puntos se extiende de forma natural al cruce multipunto, en el que se generan 
múltiples puntos que determinan un conjunto de segmentos que se intercambian entre los 
padres. El número de puntos generados, y por lo tanto de segmentos, debe ser par, para que 
sea posible alternar el mismo número de segmentos pertenecientes a cada padre.  
                                                            
28 MICHALEWICZ, Z. Genetic algortihms + Data structures = Evolution programs. Springer-Verlag, 2 
ed. 1994 
1 0 0 0 1 0 1 1
 7    6     5    4     3     2    1    0 
Padre 1 
0 1 1 0 0 1 1 0 
 7    6     5    4     3     2    1    0 
Padre 2 
Punto de cruce = 3
1 0 0 0 0 1 1 0
 7    6     5    4     3     2    1    0 
  Hijo 1 
0 1 1 0 1 0 1 1 
 7    6     5    4     3     2    1    0 
  Hijo 2 
1 0 0 0 1 0 1 1
 7    6     5    4     3     2    1    0 
Padre 1 
0 1 1 0 0 1 1 0
 7    6     5    4     3     2    1    0 
Padre 2 
Puntos de cruce = {3,5}
1 0 1 0 0 0 1 1
 7    6     5    4     3     2    1    0 
  Hijo 1 
0 1 0 0 1 1 1 0
 7    6     5    4     3     2    1    0 
  Hijo 2 
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1.4.7 Mutación 
 
Después de haber realizado el proceso de cruzamiento, los hijos resultantes pueden sufrir 
mutaciones como consecuencia de errores naturales en la copia del material genético. La forma 
más sencilla de mutación que puede aplicarse a un cromosoma hijo es la mutación por 
sustitución puntual (figura 1.16) en la que se elige de manera aleatoria un locus y se cambia el 
valor del gen para el mismo, de esta forma si en el locus se encuentra un gen con valor 1 se 
cambia a 0 y viceversa. 
  
 
 
 
 
 
Figura 1.16 Mutación por sustitución puntual 
 
Para aplicar el operador de mutación se realiza un recorrido por todos los cromosomas de la 
población generando un número al azar entre 0 y 1 para cada cromosoma, si el número 
generado es mayor a la probabilidad de mutación establecida,  el cromosoma actual se muta, en 
caso contrario permanece inalterado. En la figura 1.17 se muestra un pseudocódigo para 
realizar este proceso. Como se dijo en la sección 1.4.3 la probabilidad de mutación no debería 
superar el valor de 0,1. 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.17 Pseudocódigo general de mutación 
 
Como se observa en el pseudocódigo ejemplo, cada cromosoma tiene un atributo booleano 
mutado que indica si ya se realizó o no la mutación en él. Esto es recomendable para evitar que 
para  i  = 1 hasta N hacer: 
pos = AleatorioEntero(0,N-1) 
cromosoma = Poblacion.obtener(pos) 
p = AleatorioDecimal(0,1.0) 
si  p > ProbMutación  y cromosoma.mutado verdadero  entonces 
  cromosoma.mutar() 
  cromosoma.mutado = verdadero 
 fin si 
fin para 
CalcularDesempeño(Poblacion) 
1 0 0 0 1 0 1 1
 7    6     5    4     3     2    1    0 
Cromosoma original
1 0 0 1 1 0 1 1 
 7    6     5    4     3     2    1    0 
Cromosoma mutado 
locus de mutación = 4
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se realicen múltiples mutaciones en un mismo individuo. Además, notamos que después del 
bucle para se realiza un llamado al método CalcularDesempeño, esto se hace debido a que en el 
proceso de cruzamiento y de mutación los cromosomas han cambiado su información genética y 
es necesario conocer el desempeño de la nueva población para poder aplicar algunos métodos de 
reemplazo, como el elitismo. Sin embargo otros métodos como el de reemplazo generacional  y  
reemplazo aleatorio no hacen uso del desempeño de la nueva población por lo que ese paso 
podría omitirse si estos se eligen como técnica de reemplazo (sección 1.4.8). 
 
El operador genético de mutación permite al AG realizar pequeños saltos a diferentes áreas del 
espacio de búsqueda que posiblemente no pudieran ser alcanzados si no se aplica. En muchos 
casos la mutación produce individuos de peor desempeño que los individuos originales, ya que 
la mutación puede desligar las posibles correlaciones que se hayan formado entre genes a través 
del paso de las generaciones. Sin embargo esto contribuye a la diversidad poblacional, lo que es 
fundamental para el correcto funcionamiento del algoritmo y evitar el ya tan mencionado 
problema de convergencia prematura, siempre que no se elijan probabilidades de mutación 
demasiado altas o demasiado pequeñas. 
 
1.4.8 Reemplazo poblacional 
 
Después de haber generado una nueva población de descendientes a través de los procesos de 
cruzamiento y mutación, la cuestión siguiente es elegir cuales de los nuevos candidatos 
obtenidos harán parte de la siguiente generación.  
El proceso de reemplazo no debe confundirse con el de selección, puesto que en este último se 
manifiesta una competencia entre los miembros de la misma población. Por el contrario el 
reemplazo se trata de un proceso de supervivencia poblacional, similar a lo que ocurre en la 
naturaleza donde no todos los descendientes sobreviven para formar la nueva generación. 
 
Hasta este punto y según el esquema general de un AE de la figura 1.7 (sección 1.3.2), a través 
de los procesos de evaluación, selección, cruzamiento y mutación, hemos obtenido una nueva 
población P’’. Ahora nos corresponde encontrar una función o método que determine cuáles 
cromosomas de esta generación reemplazarán a los cromosomas de la población P original. 
Existen varias alternativas: 
 
• Reemplazo generacional: La población P es reemplazada en su totalidad por sus 
descendientes P’’. En este caso no es necesario realizar ningún tipo de operación sobre la 
población P’’, por lo que esta pasaría a ser directamente la población actual para el 
siguiente ciclo del algoritmo. 
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• Elitismo: El mejor cromosoma (o los n mejores) de la población P’’ son retenidos para la 
generación siguiente. La cantidad de cromosomas elegidos depende de la tasa de elitismo 
definida en la inicialización del AG (sección 1.4.3). A los cromosomas restantes, que no 
hacen parte de la elite, se les aplica cualquier otro método de reemplazo. La estrategia más 
común de elitismo es la de preservar únicamente al mejor individuo de la población P’’. 
 
• Reemplazo de los n peores: Se eligen los cromosomas con desempeño menor al 10% del 
desempeño medio f  de la población P’’. Luego se eligen aleatoriamente una cantidad n de 
cromosomas a reemplazar (usualmente el 40% del conjunto de cromosomas con peor 
desempeño), estos son eliminados de la población P’’ y se reemplazan en igual cantidad 
por cromosomas de la población P elegidos al azar. La población P’’ resultante pasa a ser 
la siguiente generación. 
 
• Reemplazo de vecindad: Se ordenan los cromosomas de las poblaciones P’’ y P de mayor a 
menor desempeño. Luego se elige un tamaño de vecindad dependiendo del tamaño de la 
población, usualmente entre 3 y 5. Cada cromosoma de la población P’’ reemplaza a un 
vecino elegido al azar en la población P. La nueva generación será la población P que 
incluye algunos vecinos de la población P’’. Por ejemplo, si el tamaño de la vecindad es 3 
y un cromosoma 1c  de la población P’’ se encuentra en la posición 5, se elegirá al azar una 
posición entre 4, 5 y 6 de la población P, introduciendo 1c en P en dicha posición. 
 
• Reemplazo aleatorio: Se genera un número aleatorio a mayor a la probabilidad de cruce 
establecida y menor o igual a 1. Según este porcentaje, se seleccionan aleatoriamente la 
cantidad respectiva de cromosomas en la población P’’ y se reemplazan por la misma 
cantidad de cromosomas en la población P. Por ejemplo, si la probabilidad de cruce es 
60%, el tamaño de la población es 100 y a es 0,8 (que es mayor a 0,6), se eligen 80 
cromosomas en la población P’’ y estos reemplazan a otros 80 cromosomas de la población 
P, ambos grupos elegidos al azar. Nótese que para el caso en que a = 1 se reemplaza el 
100% de la población, lo cual sería equivalente a realizar un reemplazo generacional.   
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1.5  Programación Genética (PG) 
 
1.5.1 Introducción 
 
Desde sus inicios, uno de los principales objetivos dentro del campo de la inteligencia artificial 
ha sido que los computadores resuelvan problemas sin programarlas específicamente para 
hacerlo. Podríamos hablar de programación automática donde le indicamos a la máquina cuál 
es el problema a resolver, pero no detallamos los pasos para llevar a cabo dicha tarea. Una 
forma de lograr esto es por medio de la programación genética29. 
 
Como ya se mencionó en otra oportunidad, la PG es un algoritmo evolutivo en el que la 
población es un conjunto de programas que se hacen evolucionar hasta obtener el mejor 
programa que resuelva un problema en particular. En muchos casos un programa es la mejor 
forma de representar una solución a un problema, pues de manera general, un programa es una 
secuencia de pasos a seguir para lograr un objetivo.  
 
Los programas con los que opera la PG, están formados por dos conjuntos denominados 
conjunto de  funciones y conjunto de símbolos terminales que son propios del dominio del 
problema. En ocasiones se usa el lenguaje LISP30 para representar estos programas, esto se 
debe a que en LISP todas las funciones son listas e incluso los programas se toman como una 
lista de funciones, esto permite operar con ellos directamente sin realizar otro tipo de 
codificación para luego decodificar el programa en su respectiva solución. Sin embargo la 
representación de un programa se puede extender a una estructura tipo árbol. En este trabajo 
se adopta este tipo de representación, por ser una forma más general que permite implementar 
la estructura en cualquier lenguaje de programación. 
 
El proceso evolutivo en PG involucra los mismos conceptos estudiados para los AGs, aplicando 
las operaciones genéticas habituales de selección, cruce y mutación y está guiado igualmente 
por una medida de desempeño de los programas frente al problema a resolver. La forma en la 
que se aplican los operadores genéticos de cruce y mutación es en esencia igual, sin embargo en 
este subcapítulo se analizan dichos operadores aplicados a la nueva representación. 
                                                            
29 A. Michael, WINKLER Stephan, WAGNER Stefan, B. Andreas. "Genetic algorithms and genetic 
programming: Modern concepts and practical aplications". CRC Press Tylor & Francis Group. USA 2009 
30 Acrónimo de List Programming. Lenguaje Especificado originalmente en 1958 por John McCarthy. 
Lisp es el segundo lenguaje de programación de alto nivel más viejo precedido por FORTRAN. Los 
dialectos Lisp de propósito general más ampliamente conocidos son el Common Lisp y el Scheme. 
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Los pasos de un algoritmo de PG son similares a los mencionados de manera general para un 
AE en la sección 1.3.2. Se puede adaptar el algoritmo general de la figura 1.8 de dicha sección 
para el algoritmo de PG así: 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.18 Pseudocódigo general para un algoritmo de PG 
 
En este subcapítulo se realiza una revisión más detallada de los elementos de este esquema 
analizando las variantes más usuales. Los elementos que se estudian son particulares para el 
algoritmo de PG. 
 
 
1.5.2 Codificación de los individuos 
 
El primer paso para aplicar PG es codificar los individuos en estructuras de tipo árbol. Para 
ilustrar la codificación, supongamos que queremos encontrar un programa que permita calcular 
el periodo orbital  p de un planeta, dada su distancia media al sol a. La tercera ley de Keppler 
establece que  
2 3p a=  
 
si p se expresa en años terrestres y a en unidades astronómicas (distancia media de la tierra al 
sol). Así que tenemos  
3p a=  
 
que se puede expresar como  
( )p sqrt a a a= * *  
 
Por lo tanto esa sería la expresión que queremos hallar automáticamente, a partir de datos 
medidos para p y a. La codificación en forma de árbol para dicha expresión sería: 
Algoritmo PG: 
1. Generar una población de programas aleatorios mediante expresiones 
LISP o árboles formados por funciones y símbolos terminales. 
2. mientras no se cumple criterio de parada hacer: 
a. Ejecutar cada programa para evaluar su desempeño 
b. Aplicar selección 
c. Realizar cruzamiento 
d. Aplicar mutación 
e. Reemplazar población 
    fin mientras 
3. Devolver el mejor programa como solución 
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Figura 1.19 Ejemplo de codificación en un problema de PG 
 
En la figura 1.19, toda la estructura árbol representa al cromosoma y un gen podría representar 
a un sub-árbol o a un único nodo del mismo. El locus corresponde al número del nodo donde se 
encuentra un gen específico. 
Es posible extender esta representación a un árbol n-ario dependiendo de la naturaleza del 
problema. Por ejemplo, si se tiene el siguiente bloque de código: 
 
 
 
 
 
 
La codificación en árbol para este bloque sería: 
 
 
 
 
 
 
 
 
 
 
Figura 1.20 Ejemplo de codificación en árbol n-ario 
a 
*
a
Cromosoma 
a
SQRT
*
a *
a
0  
1  
2  3
4  5
Gen 
locus = 3
IF (x > 5 AND x < 8) THEN 
 x := x +1; 
ELSE 
 x := 0; 
> 
IF/ELSE
AND  
<
x 5 x 5
 :=
x +
x 1 
 :=
x 0
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1.5.3 Inicialización del algoritmo de PG 
 
Después de entender la forma en la que se codifican los cromosomas en PG, es necesario en 
primer lugar definir una serie de parámetros con los cuales el algoritmo operará. Más 
específicamente se deben determinar los siguientes parámetros: 
 
• Conjunto de funciones y su aridad (cantidad de parámetros que recibe la función) 
• Conjunto de símbolos terminales 
• Identificar la función de desempeño 
• Tamaño de la población 
• Profundidad de inicialización y profundidad máxima de los cromosomas 
• Inicialización de los cromosomas 
• Probabilidad de cruce  
• Probabilidad de mutación 
• Criterio de parada (número máximo de generaciones) 
• Tasa de elitismo 
 
Podemos percatarnos que en primer lugar es necesario determinar cuáles serán el conjunto de 
funciones y el conjunto de símbolos terminales respectivamente. Las funciones se definen como 
nodos internos o padres de los nodos terminales, estos últimos por consiguiente serían las hojas 
del árbol. La identificación de las funciones y de los nodos terminales dependerá obviamente del 
problema en particular a resolver. En la siguiente tabla se muestran ejemplos de funciones y 
símbolos terminales.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 1.2 Ejemplo de funciones y símbolos terminales 
Conjunto de Funciones
Tipo Ejemplo
Aritmética , , ,+ - * /,...
Matemática , cos, tan, , exp,...sen sqrt  
Booleana , , , ...and or not
Condicional , , ...if if else-
Ciclos , , , , ...for while do while repeat-  
… …
Conjunto de Terminales 
Variables , , , , ,...a b x y z
Constantes 0,1, 2, 3, 2.5, 4.8, ...
Funciones Nullary , , , , ...move left right rand  
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Como se observa en la figura, usualmente los nodos función son sentencias condicionales, 
sentencias que agrupan otras sentencias, sentencias de ciclos o repetición, operadores 
matemáticos, funciones trigonométricas, etc y los terminales podrían ser variables 
independientes, constantes o funciones nullary también conocidas como 0-arias, que no reciben 
ningún parámetro. 
 
En el ejemplo de la figura 1.19, el cromosoma que se ilustra es el resultado que debería obtener 
la ejecución del algoritmo después de cierto número de generaciones. Realmente no se conoce 
cuál es la forma o estructura de la función que se quiere hallar pero se cuenta con una serie de 
valores conocidos de p para ciertos valores de a. El conjunto de funciones con el que se 
inicializa el algoritmo podría ser por ejemplo { }, , , /,F SQRT= + - *  y el conjunto de símbolos 
terminales { }T a= . La aridad de cada función del conjunto F debe ser conocida, por ejemplo 
las funciones , ,+ - * y / tienen aridad 2 pues necesitan de dos argumentos para poder realizar 
el cálculo, por el contrario la función SQRT tiene aridad 1 porque sólo requiere de un 
argumento para ser calculada. 
 
Lo siguiente es identificar la función de desempeño ( )f x  que mide el resultado de la ejecución 
de cada programa. Por ejemplo, supongamos que el problema consiste en mover una hormiga 
por un tablero para recoger comida ubicada en ciertas posiciones desconocidas, el desempeño de 
cada programa sería la cantidad de alimento que la hormiga puede recoger ejecutando la 
estrategia dada por el mismo. Sin embargo, también podría definirse una función de desempeño 
que no sólo dependa de la cantidad de alimento recogido sino del número de movimientos que 
la hormiga realice. Así mismo podría aplicarse cualquier modificación al resultado de la 
evaluación original del programa como las estudiadas en la sección 1.4.4 
 
Igualmente, como se describió en la sección 1.4.3 para el AG, se recomienda definir la 
probabilidad de cruce en un valor entre 40% y 90%. La probabilidad de mutación en un valor 
menor al 10% y la tasa de elitismo menor al 5%. En lo que respecta al tamaño de la población 
se aconseja que sea en proporción inversa al número de generaciones, es decir, a mayor número 
de generaciones menor cantidad de cromosomas. La principal limitación del tamaño de la 
población es el tiempo de evaluación de la función de desempeño, debido a que la evaluación es 
la ejecución de cada programa el tiempo que se invierte será demasiado si se tiene una 
población muy grande, lo que ralentizará el algoritmo. Usualmente la población no supera los 
500 cromosomas.   
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Además de los parámetros descritos, que son similares tanto para el AG como para el algoritmo 
de PG, deben definirse dos parámetros que son exclusivos del algoritmo de PG. Estos son la 
profundidad de inicialización y la profundidad máxima de los cromosomas31. La profundidad de 
inicialización se utiliza durante el proceso de creación de la población inicial, y garantiza que no 
se formen cromosomas de un solo nodo por ejemplo, lo cual es probable que no signifique nada 
para el problema. La profundidad máxima previene la formación de cromosomas con 
demasiados nodos, puesto que con las operaciones de cruzamiento y mutación se pueden formar 
árboles demasiado profundos que se vuelven computacionalmente costosos de evaluar y 
mantener en la población, ya que ocupan más espacio en memoria. Este fenómeno es conocido 
como Bloating32. La profundidad de inicialización debería ser mucho menor que la profundidad 
máxima y por lo menos igual a 2. Igualmente durante el proceso de inicialización se debe 
controlar que los cromosomas resultantes sean sintácticamente válidos en el contexto del 
problema. 
 
1.5.4 Creación de la población inicial 
 
La población de cromosomas inicial se crea de forma aleatoria haciendo uso del conjunto de 
funciones y de símbolos terminales definidos con anterioridad. En ocasiones se puede garantizar 
la creación de cierto tipo de cromosomas que se conoce de antemano podrían ser soluciones 
factibles del problema, aunque no es recomendable introducir cromosomas que se sabe que 
pueden tener un desempeño demasiado alto, pues se debe garantizar diversidad poblacional 
para prevenir el problema de la convergencia prematura (ver sección 1.4.3). 
Existen varias técnicas para crear la población inicial, las más usadas son: 
 
1.5.4.1 Inicialización completa 
 
En este método se van creando nodos del cromosoma que pertenezcan únicamente al conjunto 
de funciones F,  hasta que se alcance un nivel menos de la profundidad de inicialización 
definida( 1)initp - . Luego en ese punto sólo se crean nodos que pertenezcan al conjunto de 
terminales T. El procedimiento se realiza para todos los hijos del nodo raíz. La elección de los 
nodos función y nodos terminales se hace de manera aleatoria para cada caso. 
Como puede observarse en la figura 1.21, este método asegura la creación de árboles completos. 
Un árbol completo es aquél que es totalmente balanceado, es decir, que todo nodo que no es 
                                                            
31 La profundidad de un árbol es igual a la longitud de la trayectoria más larga de la raíz a cualquier hoja, 
sin contar la raíz. Esto es, profundidad = máximo nivel - 1 
32 KOZA, John, Genetic Programming: On the Programming of Computers by Means of Natural 
Selection. The MIT Press, 1992 
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hoja tiene todos sus hijos definidos y las hojas se encuentra únicamente en la profundidad 
máxima del árbol. 
 
 
 
 
 
 
 
 
 
2initp =  
{ }, , ,/,F SQRT= + - *  
{ }T a=  
 
 
 
Figura 1.21 Ejemplo de inicialización completa 
 
En la figura 1.22 se muestra un pseudocódigo ejemplo. La función InicializacionCompleta recibe 
la variable profundidad como único parámetro y se invoca recursivamente para cada hijo del 
nodo actual generando un nodo hijo aleatorio del conjunto Funciones hasta que se alcanza la 
profundidad de inicialización Pinit luego de lo cual se generan aleatoriamente nodos del conjunto 
Terminales. El llamado inicial para esta función sería InicializacionCompleta(0) 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.22 Pseudocódigo para el método de inicialización completa 
*
+
*
a
+
*
a 
+ 
*
SQRT 
a 
a 
+ 
*
a
a
+
*
SQRT
a a
1. 2. 3. 4. 
5. 6. 
función InicializacionCompleta(profundidad)   
 si profundidad  Pinit – 1 entonces 
  NuevoNodo = aleatorio(Funciones) 
  para  i = 1 hasta NuevoNodo.NumeroDeHijos hacer 
   NuevoNodo.Hijoi = InicializacionCompleta(profundidad + 1) 
  fin para 
 sino 
  NuevoNodo = aleatorio(Terminales) 
 fin si 
retornar NuevoNodo 
fin funcion 
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1.5.4.2 Inicialización creciente 
 
En este método se van creando nodos del cromosoma que pertenezcan tanto al conjunto de 
funciones F como al conjunto de símbolos terminales T,  hasta que se alcance un nivel menos 
de la profundidad de inicialización definida( 1)initp - . Luego se crean nodos que pertenezcan 
únicamente al conjunto T 33. El procedimiento se realiza para todos los hijos del nodo raíz. La 
siguiente figura muestra un ejemplo de inicialización creciente: 
 
 
 
 
 
 
 
 
 
3initp =  
{ }, , ,/,F SQRT= + - *
 { }T a=  
 
 
 
 
Figura 1.23 Ejemplo de inicialización creciente 
 
Como puede observarse en la figura 1.23, este método de inicialización no asegura la creación 
de árboles nivelados y por consiguiente tampoco permite crear árboles completos. 
Al igual que en el método de inicialización completa la elección de los nodos función y nodos 
terminales se hace de manera aleatoria, en este caso para cada hijo del nodo actual se genera 
un nodo hijo aleatorio del conjunto Funciones y Terminales, es decir la unión entre los dos 
conjuntos (Funciones È Terminales) hasta que se alcanza un nivel menos de la profundidad de 
inicialización Pinit. El siguiente es un pseudocódigo ejemplo: 
 
                                                            
33 Poli, W. B. Langdon, y N. F. McPhee. (con contribuciones de  J. R. Koza). A field guide to genetic 
programming. Publicado en http://lulu.com, 2008, disponible gratuitamente en http://www.gp-field-
guide.org.uk. 
*
a 
*
1. 2. 3. 4. 
5. 
a
*
/ a 
*
SQRT
/
a
a 
*
SQRT 
/ 
a 
a 
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Figura 1.24 Pseudocódigo para el método de inicialización creciente 
 
 
1.5.4.3 Inicialización “Ramped Half-and-Half” 
 
Este método de inicialización  propuesto por John R. Koza34 es una combinación de los dos 
métodos anteriores que se ha comprobado que aporta diversidad a la población.  
Dada la profundidad de inicialización initp se divide la población en 1initp - grupos. Cada grupo 
hace uso de una profundidad p  de inicialización diferente elegida aleatoriamente, siendo 
2 initp p£ £ . La mitad de cromosomas de cada grupo se crea con el método de inicialización 
creciente y la otra mitad con el método de inicialización completa.  
 
Los métodos de inicialización hacen que sea difícil controlar la distribución estadística de 
propiedades importantes del cromosoma como el tamaño y la forma. Por ejemplo, el tamaño y 
la forma de los cromosomas generados por medio del método de inicialización creciente 
dependen directamente del tamaño de los conjuntos de funciones y de terminales. De igual 
forma, si el número de funciones es considerablemente mayor al número de terminales, el 
método creciente se comportará de manera similar al método de inicialización completa. 
Además, la aridad de las funciones también  afectará estas propiedades.  
 
 
 
 
                                                            
34 KOZA, John, Genetic Programming: On the Programming of Computers by Means of Natural 
Selection. The MIT Press, 1992 
función InicializacionCreciente(profundidad)   
 si profundidad  Pinit – 1 entonces 
  NuevoNodo = aleatorio(Funciones Terminales) 
  para  i = 1 hasta NuevoNodo.NumeroDeHijos hacer 
   NuevoNodo.Hijoi = InicializacionCreciente(profundidad + 1) 
  fin para 
 Sino 
  NuevoNodo = aleatorio(Terminales) 
 fin si 
retornar NuevoNodo 
fin funcion 
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1.5.5 Función de desempeño y selección 
 
Como se comentó con antelación en la sección 1.5.3, la función de desempeño de un algoritmo 
de PG mide el resultado de la ejecución de un cromosoma, en términos de la capacidad del 
mismo para resolver el problema en cuestión. El método para realizar la ejecución de cada 
cromosoma dependerá en cada caso de la naturaleza del problema a resolver. Para explicar 
mejor este concepto, supongamos que se quiere resolver el siguiente problema: 
 
En la tabla 1.3 se muestra una lista de valores para dos variables a y b y una serie de 
resultados conocidos de una función f  para cada par de valores de a y b. Se desea encontrar 
una fórmula explicita aproximada de la función f para 2,2a é ùÎ -ê úë û  y 0,2b é ùÎ ê úë û . 
 
 
 
 
 
 
 
Tabla 1.3 Valores conocidos para la función f(a,b) 
 
Debido a que no se tiene alguna pista de las operaciones que puede realizar la función f sobre 
los valores a y b, el conjunto de funciones sería una suposición. Aunque podemos inicializarlo 
con los operadores aritméticos más usados y/o otras funciones matemáticas comunes. En este 
caso por ejemplo el conjunto de funciones podría ser { }, , , /,F sqrt= + - *  y el conjunto de 
símbolos terminales estaría dado por { },T a b= . Supongamos que la población  inicial de 
cromosomas ya se creó con algún método de inicialización descrito en la sección anterior y 
queremos evaluar el desempeño del siguiente cromosoma: 
 
 
 
 
 
 
 
 
Figura 1.25 Cromosoma ejemplo 
a b f(a,b)
-1.23 0.52 -1.6425
-0.54 0.87 -0.5529
0.76 1.14 1.0412
1.28 1.35 2.3812
1.46 1.76 3.3386
a 
   * 
SQRT
/
a 
b 
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Para evaluar el desempeño del cromosoma de la figura 1.25 en primer lugar tendríamos que 
hacer un recorrido a través de él, ya sea en inorden (izquierda – raiz - derecha), preorden (raíz 
– izquierda – derecha) o postorden (izquierda – derecha – raíz).  
Para el cromosoma ejemplo el recorrido en inorden sería ( ( ( ) / ))a SQRT b a* , el recorrido en 
preorden ( (/ ( ) ))a SQRT b a*        y el recorrido en postorden ( ( ( ) /) )a SQRT b a      * . Debemos 
hacer uso de los valores de la tabla 1.3, reemplazando en el cromosoma las variables a y b y 
evaluando durante el recorrido. Por ejemplo, en la primera fila de la tabla a = -1.23 y b = 0.52, 
reemplazando en el cromosoma y evaluando: 
 
 
 
 
 
 
 
 
 
 
Figura 1.26 Ejemplo de recorrido y evaluación de un cromosoma 
 
Como vemos, al final obtenemos un solo nodo en el cromosoma que contiene el resultado de la 
evaluación para el valor de a y b especificados. Este proceso se repite en el cromosoma para 
todos los valores de a y b. En la siguiente tabla se resumen los resultados obtenidos en cada 
caso: 
 
 
 
 
 
 
 
Tabla 1.4 Resumen de resultados para el cromosoma de la figura 1.25 
 
Bien, hasta ahora hemos obtenido los resultados para cada valor de a y b, pero en realidad no 
conocemos cual es el desempeño del cromosoma. Para esto debemos comparar de alguna forma 
los resultados obtenidos con los resultados conocidos. 
a b Resultado
-1.23 0.52 0.7211
-0.54 0.87 0.9327
0.76 1.14 1.0677
1.28 1.35 1.1618
1.46 1.76 1.3266
-1.23 
*
SQRT 
/ 
-1.23 
0.52 
-1.23
*
0.7211
/
-1.23
-1.23
*
-0.586 
   0.7211  
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Si analizamos bien, este caso corresponde perfectamente al tipo de función de desempeño 
estudiado en la sección 1.4.4.1, donde se conocen una serie de valores de la función objetivo y 
una serie de resultados para cada cromosoma, podemos aplicar desempeño error cuadrático  
medio. La función de desempeño entonces, estaría dada por: 
2
1
( )
( )
n
j j
j
x r
f x
n
=
-
=
å
 
Siendo los valores de f(a,b) de la tabla 1.3 los rj, los valores de resultado de la tabla 1.4 los xj y 
n = 5. Entonces 
 
2 2 2
5
2
1
1
(0.7211 ( 1.6425)) (0.9327 ( 0.5529)) ... (1.3266 3.3386)
( )
( )
5 5
j j
j
x r
f cromosa = - - + - - + + -
-
 = =
å
 
1( ) 2.665f cromosa =  
 
Por lo tanto, este es el desempeño para el cromosoma del ejemplo. Podemos notar que al usar 
la función de desempeño error cuadrático medio los mejores cromosomas serán aquellos para los 
que el error se encuentre más cercano a cero. No sólo podemos hacer uso del error cuadrático 
medio para obtener el desempeño, podríamos usar además cualquiera de los métodos estudiados 
en la sección 1.4.4 dependiendo de la naturaleza del problema. 
 
Podemos notar a partir del ejemplo, que evaluar el desempeño de un cromosoma es realizar un 
recorrido por su estructura para obtener un resultado numérico. Todo el procedimiento anterior 
deberá repetirse para cada cromosoma de la población. Al final obtendremos todos los valores 
de desempeño y podemos aplicar selección. No explicaremos aquí los mecanismos de selección, 
puesto que se pueden usar exactamente los mismos que fueron descritos para los AGs: selección 
por ruleta, por muestreo estocástico y por torneo (ver sección 1.4.5) 
 
 
1.5.6 Cruzamiento 
 
El cruzamiento en PG consiste en combinar información genética, ya sea un subárbol o un 
nodo terminal, entre dos cromosas, generando un nuevo árbol o cromosoma hijo. En la figura 
1.27 se muestra un ejemplo de cruzamiento. Para realizar el proceso de cruzamiento todos los 
nodos del cromosoma deben estar enumerados con su correspondiente locus. 
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El locus a partir del cual se hará el cruzamiento se elige aleatoriamente para cada padre, el 
subárbol del padre 1 a partir del primer locus se combina en el padre 2 para crear al hijo 1, y 
viceversa, el subárbol del padre 2 se combina en el padre 1 para crear al hijo 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.27 Ejemplo de cruzamiento en PG 
 
Es importante tener presente la profundidad máxima definida en los parámetros de 
inicialización del algoritmo, debido a que el cruzamiento permite que los cromosomas aumenten 
demasiado de tamaño. Además, el locus de cruce generado no debe ser igual a cero, para no 
permitir que se modifique la totalidad de la información genética de cada padre.  
Cada vez que se realiza el proceso de cruzamiento se deben enumerar los nodos de los 
cromosomas hijo nuevamente, ya que esto es necesario para aplicar el operador de mutación.  
a
*
SQRT 
/ 
a
b 
0 
1 2 
3 
4 
5
Padre 1 
a 
0
1
2
3
SQRT 
*
+
aa b 
4
5 
6 7 
Padre 2 
a
*
b a
0 
1 2 
3 4
Hijo 1 
0
1
2
3
SQRT 
*
+
aa
4
5 
6 7 
Hijo 2 
SQRT 
/ 
a 
b 
8
locus de cruce = 2 locus de cruce = 5
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1.5.7 Mutación 
 
Mientras que en un AG la mutación usualmente consiste en cambiar aleatoriamente el valor de 
un bit en una cadena, en PG se usan muchas técnicas diferentes para realizar este paso, incluso 
en muchas ocasiones se han aplicado varios métodos simultáneamente obteniendo muy buenos 
resultados35. A continuación se describen los tipos de mutación más comunes en PG: 
 
1.5.7.1 Mutación terminal 
 
Este tipo de mutación opera únicamente en los nodos terminales. Consiste en elegir 
aleatoriamente un nodo terminal y cambiar su valor por otro, también elegido aleatoriamente, 
que pertenezca al conjunto de símbolos terminales. En el ejemplo de la figura el locus de 
mutación es 5, y el conjunto de símbolos terminales es { },T a b=     . 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.28 Ejemplo de mutación terminal 
 
1.5.7.2 Mutación funcional 
 
Consiste en modificar un operador o función elegido aleatoriamente en el cromosoma, por otro 
que pertenezca al conjunto de funciones, también elegido de forma aleatoria; sin embargo 
siempre debe respetarse la aridad de la función modificada. Como se muestra en la figura 1.29. 
 
                                                            
35 Poli, W. B. Langdon, y N. F. McPhee. (con contribuciones de  J. R. Koza). A field guide to genetic 
programming. Publicado en http://lulu.com, 2008, disponible gratuitamente en http://www.gp-field-
guide.org.uk. 
SQRT 
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/
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b 
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a
*
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b
b 
0 
1 2 
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4 
5
cromosoma original cromosoma mutado 
locus de mutación = 5 
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Figura 1.29 Ejemplo de mutación funcional 
 
1.5.7.3 Mutación de subárbol 
 
En este tipo de mutación se elige un locus aleatorio del cromosoma y se reemplaza el subárbol 
en este punto por un nuevo subárbol generado aleatoriamente. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.30 Ejemplo de mutación de subárbol 
 
1.5.7.4 Mutación de permutación 
 
Este tipo de mutación consiste en intercambiar el orden de los argumentos de una función, esto 
es, intercambiar los hijos de un nodo función elegido de forma aleatoria. 
 
SQRT
a 
*
/
a
b 
0 
1 2
3 
4 
5
SQRT 
a 
*
+ 
b
b 
0 
1 2 
3 
4 
5
cromosoma original cromosoma mutado 
locus de mutación = 2 
SQRT
a 
*
/
a
b 
0 
1 2
3 
4 
5
a 
a 
*
b
0 
1 2 
3 4
cromosoma original cromosoma mutado 
locus de mutación = 2 
*
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Figura 1.31 Ejemplo de mutación de permutación 
 
1.5.8 Reemplazo poblacional 
 
Luego de obtener la nueva población de programas a través de los procesos de selección, 
cruzamiento y mutación, y al igual que en un AG, el siguiente paso es reemplazar a la 
población original por la nueva. Para ello podemos aplicar cualquiera de los métodos expuestos 
con anterioridad en la sección 1.4.8: reemplazo generacional, elitismo, reemplazo de los n 
peores, reemplazo de vecindad y reemplazo aleatorio. 
 
 
1.6 Aplicaciones 
 
Los AGs y la PG tienen infinidad de aplicaciones en diversas áreas del conocimiento. Desde el 
diseño de automóviles, de edificios, máquinas, piezas de ingeniería, optimizando el uso de 
materiales, hasta economía, finanzas y la búsqueda de mejores estrategias de inversión en la 
bolsa. El campo de investigación de los AGs y la PG es bastante amplio, y continúa creciendo. 
Entre las aplicaciones en sistemas y computación destacamos: 
 
Diseño de algoritmos: En ciencias de la computación la principal aplicación de la PG ha sido el 
diseño de algoritmos. Al estar en la capacidad de manipular estructuras simbólicas, la PG es 
uno de los métodos heurísticos más confiables para la búsqueda de algoritmos. Algoritmos de 
ordenamiento, algoritmos para almacenamiento en caché, generadores de números aleatorios, 
algoritmos de paralelización automática de código, de planificación de horarios, de control de 
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tráfico aéreo, por sólo nombrar algunos, han sido formulados usando PG. El espectro de 
aplicaciones se expande desde la generación de pruebas para cálculo de predicados hasta la 
evolución de código máquina para acelerar la evaluación de funciones. 
 
Software autoprogramado: La programación genética es mucho más poderosa que un algoritmo 
genético simple ya que la salida de un AG por lo general es una cantidad, un valor numérico, 
mientras que la salida del algoritmo de PG es otro programa de computador. En esencia, este 
es el principio de los programas que se programan a sí mismos. La PG funciona mejor que 
cualquier otro AE en la resolución de problemas en los que no se tiene una solución ideal. Por 
ejemplo, el diseño de un software que permita conducir un vehículo automáticamente. No existe 
una única solución para el problema de conducir un automóvil, algunas soluciones pueden 
sacrificar tiempo por conducir de manera segura, otras  pueden comprometer la seguridad a 
expensas de conducir más rápido. En todo caso, conducir implica el compromiso de varias 
variables entre sí, cómo la velocidad y la seguridad. En este caso la PG encontraría una 
solución eficiente teniendo en cuenta una larga lista de variables. Además, la PG es ideal para 
encontrar soluciones de problemas en los que las variables están en constante cambio.  
 
Optimización de enrutamiento en telecomunicaciones: El enrutamiento en redes de datos es 
básicamente un problema de optimización de rutas que depende de varias variables como la 
distancia, el costo, la velocidad de transferencia, etc. Los AGs se han aplicado para optimizar 
varios protocolos de enrutamiento y de esta forma mejorar el rendimiento de las redes. Así 
mismo se han usado para optimizar la disposición y cobertura de antenas celulares. 
 
Hardware evolutivo: Se refiere a circuitos electrónicos modelados en computador y que hacen 
uso de los AGs y la PG para encontrar nuevas configuraciones más eficientes que las anteriores. 
Los circuitos pueden llegar a ser auto-configurables y auto-programables. Aunque aún es 
materia de investigación, lo que se desea es que un circuito pueda evolucionar y adaptarse a 
nuevas necesidades del entorno, por ejemplo, haciendo uso de una “librería evolutiva” y un 
simulador interno para rediseñarse automáticamente. 
 
Videojuegos: En muchos juegos de estrategia, donde el usuario configura y cambia 
constantemente una serie de parámetros, el videojuego responde a ellos y “aprende” de todo lo 
que el usuario hace. Gracias a los AGs y a la PG, estos videojuegos incorporan las estrategias 
más exitosas basadas en partidas anteriores. 
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2. REDES NEURONALES ARTIFICIALES 
 
2.1 Introducción 
El cerebro es el órgano más complejo e incomprendido de la anatomía humana, su 
funcionamiento ha cautivado a una gran cantidad de científicos durante muchos años y a pesar 
de los numerosos estudios y avances que se han logrado, muchos de sus mecanismos de 
funcionamiento son aún enigmáticos.  
 
El cerebro está compuesto por billones de unidades de procesamiento más pequeñas llamadas 
neuronas y trillones de conexiones entre ellas llamadas sinapsis. La capacidad de procesamiento 
del cerebro se debe al enorme número de neuronas que trabajan cooperando entre sí, para 
manipular la información que fluye a través de ellas en forma de pulsos electroquímicos. Esta 
gran capacidad de cómputo que posee el cerebro humano le permite  resolver fácilmente 
problemas tan complejos como el uso del lenguaje, la memoria y el control del movimiento del 
cuerpo, tareas que para una máquina de cómputo automática son demasiado difíciles de 
realizar. Más aún, el cerebro es el encargado de determinar otros elementos más intangibles 
como la conciencia, los sentimientos y los sueños, aspectos que al parecer, o por lo menos hasta 
ahora, son imposibles de modelar en una máquina. 
En todo caso, el funcionamiento del cerebro ha inspirado a muchos científicos a encontrar una 
forma de modelarlo. Las Redes Neuronales Artificiales (RNA) están inspiradas en las redes 
neuronales biológicas del cerebro humano. Están constituidas por elementos que se comportan 
de forma similar a la neurona biológica en sus funciones más simples y se organizan de forma 
similar a como lo hacen las neuronas biológicas en el cerebro. La gran diferencia del empleo de 
las RNA en relación con otras aplicaciones de la computación radica en que no son 
algorítmicas, esto es, no se programan haciéndolas seguir una secuencia predefinida de 
instrucciones. Las RNA aprenden a generar sus propias reglas de funcionamiento, para asociar 
la respuesta a su entrada; es decir, aprenden por ejemplos y de sus propios errores. El 
conocimiento de una RNA se encuentra en los valores de los pesos sinápticos, similar a las 
redes neuronales biológicas, donde el conocimiento de las mismas se encuentra en la sinapsis o 
conexiones entre ellas. Así, una RNA brinda una capacidad de procesamiento de información 
que es mucho mayor, y posiblemente más eficiente, que cualquier otro método de manipulación 
de datos. La clase de problemas que se resuelven mejor con las RNA  son los mismos que el ser 
humano resuelve mejor: asociación, evaluación, y reconocimiento de patrones. 
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2.2 Fundamentos biológicos 
2.2.1 El sistema nervioso y el cerebro humano 
El sistema nervioso es el centro de decisión y comunicación de nuestro cuerpo, que se encarga 
de recibir la información que proviene de los receptores como ojos, nariz, boca, piel, órganos 
internos, etc., para interpretarla y responder de la manera adecuada. En general, el sistema 
nervioso es el encargado de controlar todas las funciones fisiológicas de nuestro organismo, 
además de realizar tareas únicas que operan independientemente de los otros sistemas del 
cuerpo. El sistema nervioso tiene cuatro funciones principales1: 
1. Sensorial (obtener información del ambiente externo) 
2. Integrador (reunir la información adquirida para interpretarla y evaluarla) 
3. Efector (producir una respuesta) 
4. Regulador interno (mantener una condición estable) 
El sistema nervioso está dividido en dos subsistemas: el sistema nervioso central y el sistema 
nervioso periférico. El sistema nervioso central está compuesto por la medula espinal y el 
cerebro, y es el encargado principal del procesamiento de la información, mientras que el 
sistema nervioso periférico se compone de todos los nervios que están distribuidos por nuestro 
cuerpo y se encarga de transmitir la información adquirida al sistema nervioso central.  
La información que se recibe a través del sistema nervioso periférico en forma de pulsos 
electroquímicos se transmite a la medula espinal y llega hasta el centro del cerebro. Allí, se 
ramifica como un árbol por toda la superficie del mismo. El cerebro recibe estos impulsos a una 
razón de 100 millones por  segundo, los procesa, y envía unos impulsos de respuesta de vuelta a 
la medula espinal y ésta al sistema nervioso periférico. 
Como vemos, el cerebro es el órgano más importante del sistema nervioso, es rico en neuronas 
con funciones especializadas. Las áreas dentro del cerebro controlan las funciones musculares y 
también controlan el habla, el pensamiento, las emociones, la lectura  y el aprendizaje. Su peso 
es en promedio, para un hombre adulto, alrededor de 1600 g. esto es cerca del 2% del peso total 
del cuerpo. Su actividad metabólica es tan elevada que consume el 20% del oxígeno. El cerebro 
se divide en dos hemisferios o mitades llamadas hemisferios cerebrales, separados por una 
profunda fisura, pero unidos por su parte inferior por un conjunto de fibras nerviosas llamadas 
cuerpo calloso que permite la comunicación entre ambos. 
                                                            
1 MICHAEL-TITUS, Andina. REVEST, Patricia. SHORTLAND, Peter. The nervous system. Churchill 
Livingstone. Inglaterra, 2007 
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la creencia de que un cerebro que desarrolle una mayor cantidad de conexiones neuronales 
puede adquirir mayor inteligencia que uno con menor desarrollo neuronal.  
A pesar que el cerebro ha inspirado algunos modelos matemáticos y computacionales, la 
capacidad de procesamiento y almacenamiento de un cerebro humano estándar supera aún a 
las mejores computadoras hoy en día. 
Existe una paradoja denominada la paradoja de Moravec. En los años 80 Hans Moravec 
postulaba el principio del razonamiento humano comparándolo con el desempeño de las 
máquinas, asegurando que el pensamiento razonado humano requiere de poca computación, 
mientras que las habilidades sensoriales y motoras, no conscientes y compartidas con otros 
muchos animales, requieren de grandes esfuerzos computacionales. Fue así como Moravec dijo: 
«es fácil comparativamente conseguir que las computadoras muestren capacidades similares a 
las de un humano adulto en tests de inteligencia, y difícil o imposible lograr que posean las 
habilidades perceptivas y motrices de un bebé de un año»4. 
 
2.2.2 La neurona 
 
La neurona es similar al resto de células del cuerpo humano, ya que así cómo cualquier célula, 
posee un núcleo que contiene la información genética, está rodeada por una membrana que 
protege el cuerpo celular  y posee organelos que soportan su vida como el aparato de Golgi y 
las mitocondrias. Pero, a diferencia de otras células del cuerpo humano, las neuronas dejan de 
reproducirse tiempo después del nacimiento. Es por eso que algunas zonas cerebrales son más 
ricas en neuronas en los primeros años de la vida que en la adultez, puesto que las neuronas 
que posteriormente mueren no son reemplazadas, claro que esto se compensa creando o 
interrumpiendo conexiones entre ellas. Existe además una diferencia clave que hace de las 
neuronas únicas en su tipo: están especializadas para transmitir información a través del 
cuerpo.  
 
La información que transmite una neurona puede ser tanto eléctrica como química. 
Dependiendo de la función que desempeñe, una neurona puede ser: sensorial, si es responsable 
de la conversión de los estímulos externos del medio en estímulos internos; motora, si transmite 
información del cerebro a los músculos del cuerpo  o interneurona, si está encargada 
únicamente de permitir la comunicación entre diferentes tipos de neuronas en el sistema 
nervioso. 
                                                            
4 Moravec, Hans. Mind Children. Harvard University Press (1988)  
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potencial de acción es un cambio muy rápido en la polaridad de la membrana celular de la 
neurona de negativo a positivo y vuelta a negativo, en un ciclo que dura unos milisegundos. 
Cuando una neurona no está enviando impulsos, el interior de la misma tiene una carga 
negativa con respecto a la carga positiva fuera de la neurona. Químicos eléctricamente 
cargados, conocidos como iones (de potasio y de sodio), mantienen el balance de carga positiva 
y negativa en el interior y el exterior de la neurona. Mientras la neurona permanece en reposo 
la membrana celular permite el paso de iones de potasio, por medio de canales llamados canales 
iónicos, y restringe el ingreso de iones de sodio. La neurona debe activar el transporte de iones 
para mantenerse en estado de polarización estable (menos carga dentro que fuera del soma), 
para ello, por cada 2 iones de potasio que entran a la membrana, tres de sodio son expulsados 
fuera de ella. Así, la diferencia de potencial neuronal se mantiene en -70 mv, indicando que en 
el soma hay 70 mv menos que fuera del mismo. 
Durante el proceso de trasmisión del impulso, la membrana permite que más iones de sodio 
entren al soma y que menos iones de potasio salgan de ella. Este proceso incrementa la carga 
positiva de las fibras nerviosas dentro del soma de la neurona. Cuando esta carga supera un 
umbral de aproximadamente +40 mv, el soma genera un potencial de acción que es transmitido 
al axón. Si no se alcanza esta diferencia de potencial la neurona no envía ningún impulso. 
Después del envío del impulso los canales de potasio se abren de nuevo y los de sodio se 
cierran, para que la neurona retorne gradualmente a su estado de polarización estable. El 
proceso de aumento y disminución del potencial de acción se muestra en la siguiente imagen:  
 
 
 
 
 
 
 
 
Figura 2.3 Potencial de acción durante la transmisión del impulso neuronal 
 
+100 
+50 
0 
-50 
-100 
1 2 3 4 5
Milivoltios 
Milisegundos 
Potencial de reposo
Potencial umbral
Apertura canales de sodio
Apertura canales de potasio
 2
 
L
e
y
n
a
s
L
e
L
c
 
 
 
 
E
d
c
c
L
q
d
a
p
c
.2.3 La sin
as dendrita
stos contact
 permiten q
eurona que 
lgunas lo es
e conoce com
a mayoría 
spinas dend
a comunica
omo transm
n el momen
el axón, la
ontigua. Seg
omo neuron
a transmisi
uímicas con
iferentes. C
xones al esp
ueden dirig
élula, y ento
apsis y las 
s establecen 
os distan un
ue un impu
lo genera. L
tán hasta co
o sinapsis, 
de las sinaps
ríticas, sobre
ción entre la
isión sinápti
to en que un
 información
ún la direcc
a pre-sinápt
ón de las s
ocidas como
uando una d
acio que los 
irse a la cél
nces son llam
redes neur
contactos co
os de otros p
lso se propag
a mayoría de
n 250000. Es
término que 
is en las cél
salen de las 
s células ne
ca.  
a neurona g
 debe ser 
ión del impu
ica y a la neu
eñales a tra
 neurotransm
endrita recib
separa, se cr
ula, y son ll
adas inhibi
Neur
Re
66
onales 
n los axone
or aproxima
ue por toda
 las neurona
tos puntos e
proviene del
ulas de la c
dendritas co
rviosas en e
 
 
 
Figura 2.4
 
enera un imp
transmitida 
lso se acostu
rona que lo 
vés de las s
isores, de 
e uno de los
ean en ella p
amadas exci
torias. Hay v
otransmisores
ceptores
s y dendrita
damente 20
s las neuron
s están cone
n donde se 
 griego y que
orteza cereb
mo pequeño
stos puntos 
Sinapsis 
ulso y una v
por medio 
mbra nomb
recibe como
inapsis se r
los cuales ho
 neurotransm
equeñas cor
tatorias o b
arios tipos d
Sinapsis
s procedente
 millonésima
as que se en
ctadas con a
establecen lo
 significa “u
ral se encuen
s micrófonos
de contacto
ez el mismo
de la sinaps
rar a la neur
 neurona pos
ealiza media
y se conoce
isores,  libe
rientes eléctr
ien se muev
e sinapsis en
s de otras n
s partes de u
cuentran cer
l menos otra
s contactos 
nido”.  
tran situad
 en busca de
 es lo que s
 ha alcanzad
is hacia la 
ona que lo t
t-sináptica.
nte unas su
n más de ci
rados por un
icas. Estas c
en hacia fue
tre neuronas
euronas, 
n metro 
ca de la 
s 50000, 
es lo que 
as en las 
 señales. 
e conoce 
o el final 
neurona 
ransmite 
stancias 
en clases 
o de los 
orrientes 
ra de la 
:  
67 
 
• Axosomáticas: El axón de la neurona pre-sináptica se inserta en el soma de la 
neurona post-sináptica.  
• Axodendríticas: Unión de axón de la neurona pre-sináptica con las dendritas de la 
neurona post-sináptica.  
• Axoaxónicas: Unión de axón con axón entre neurona pre-sináptica y post-sináptica.  
Una red neuronal se define como una población de neuronas físicamente interconectadas por 
medio de sinapsis. La mayoría de las redes neuronales o estructuras neuronales importantes se 
forman en el nacimiento, por lo que el desarrollo neurológico es crítico en los primeros años de 
vida, por ejemplo, se ha demostrado que si a un cachorro de gato se le impide usar uno de sus 
ojos durante un periodo corto de tiempo, nunca desarrollará una visión normal por ese ojo. 
Otra parte de las estructuras neuronales se desarrolla a través del aprendizaje en un proceso en 
el que nuevas conexiones sinápticas se forman entre las neuronas y otras se pierden por 
completo.  
Las estructuras neuronales siguen cambiando durante toda la vida, los cambios consisten en el 
refuerzo o debilitamiento de las uniones sinápticas; se cree que la retención de información 
nueva se sustenta por la modificación de la intensidad entre estas uniones, así por ejemplo, el 
proceso de recordar el rostro de un nuevo amigo consiste en alterar varias sinapsis.  
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2.3 De la neurona biológica a la neuronal artificial 
 
2.3.1 La neurona artificial 
 
Para realizar el símil entre una neurona biológica y una artificial, consideremos los siguientes 
aspectos fundamentales: 
1. Las neuronas biológicas reciben señales de entrada que llegan a su cuerpo celular o 
soma y afectan su comportamiento o el comportamiento de una neurona vecina 
conectada por medio de la sinapsis. 
2. Los neurotransmisores son sustancias químicas encargadas de permitir o bloquear el 
paso de las señales que provienen de otras neuronas a través de la sinapsis. Al grado de 
bloqueo que los neurotransmisores manifiestan para una señal determinada, se le 
denomina peso sináptico. 
3. Todas las señales que llegan al soma de la neurona por medio de las dendritas se 
acumulan o se suman para, posteriormente, definir la respuesta que se transmitirá a 
través del axón. 
4. Bajo una circunstancia apropiada (sobrepaso del umbral de potencial) la neurona 
transmite la señal hacia el axón. 
5. La salida de una neurona actúa como entrada para otras neuronas que se encuentran 
conectadas a ella. 
Entendido esto, se puede definir una neurona artificial como un elemento de procesamiento que 
recibe un conjunto de señales de entrada { }1 2 3, , , ..., nX x x x x= , que representan las dendritas 
de la neurona y que son modificadas respectivamente por una serie de pesos sinápticos  
{ }1 2 3, , , ..., nW w w w w= , cuyo papel es el de emular la sinapsis de la neurona biológica. Los 
diferentes valores modificados por los pesos sinápticos se suman en lo que se denomina la 
entrada neta. La activación o no de la neurona depende de lo que llamaremos función de 
activación  que actúa sobre la entrada neta y se encarga de regular la salida (axón) de la 
neurona. 
Como se observa en la figura 2.5 la sumatoria y la función de activación representan el cuerpo 
celular o soma de la neurona y es allí donde se realizan los cálculos correspondientes para 
transmitir el resultado a la salida y , que representa al axón de la neurona.  
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Figura 2.5 Neurona artificial 
 
La entrada neta es el resultado de la sumatoria de la multiplicación de los valores de entrada 
por su correspondiente peso sináptico además de un valor bias o umbral de la neurona, que 
determina cuando se activará la misma, más adelante se aclarará este concepto. El cálculo de la 
entrada neta se puede determinar entonces con la siguiente fórmula: 
 
 
1
n
i i
i
Net x w b
=
= +å  
La salida y  de la neurona está determinada por la función de activación f que actúa sobre la 
entrada neta Net, así: 
 
1
( )
n
i i
i
y f Net f x w b
=
æ ö÷ç ÷= = +ç ÷ç ÷çè øå  
Así como una neurona biológica puede estar activa (excitada) o inactiva (no excitada); es decir, 
que tiene un “estado de activación”, las neuronas artificiales también tienen diferentes estados 
de activación; algunas de ellas solamente dos (0 y 1), al igual que las biológicas, pero otras 
pueden tomar cualquier valor dentro de un conjunto determinado. Básicamente el papel que 
cumple la función de activación es el de escalar o limitar dicho conjunto de valores, que no son 
otra cosa que la salida que se desea obtener en la neurona.  
 
Existen diferentes tipos de funciones de activación, en la figura 2.6 se muestran algunas de las 
más comunes. Algunas recomendaciones para elegir la función de activación son6: 
 
• Si se quieren obtener salidas binarias (0 ó 1) se recomienda hacer uso de la función 
sigmoidea binaria. 
                                                            
6 M.I, Jordan. Why the logistic function? A tutorial discussion on    probabilities and neural networks, 
MIT Computational Cognitive Science.   Reporte 9503 (1995) 
y 
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• Si el objetivo es obtener salidas reales (Â ) en cualquier rango, se hace uso de la 
función identidad. 
• Para salidas reales limitadas en un rango específico ,a bé ùê úë û , se puede usar la función 
sigmoidea bipolar, escalando7 la función según los valores de a y b.  
• Si se quieren obtener valores positivos pero se desconoce un límite superior, se puede 
hacer uso de una función de activación exponencial, pero teniendo cuidado con el 
desbordamiento de los datos. 
 
 
         
       ( )f x x=    1 0( )
0 0
si xf x
si x
ìï  ³ï= íï  <ïî
  1 0( )
1 0
si xf x
si x
ìï  ³ï= íï-   <ïî
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-
-
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22( ) , 0
x b
cf x ae a
--  =       >  
 
 
 
Figura 2.6 Funciones de activación más comunes 
Las funciones de activación más usadas son las que tienen forma de escalón y las funciones 
sigmoideas, el uso de una función de activación u otra dependerá en cada caso del tipo de 
problema a resolver. Independientemente de la función de activación elegida, esta puede 
escalarse de acuerdo con el rango de valores que se quieren obtener en la salida.  
 
                                                            
7 Escalar en este caso significa multiplicar o añadir constantes a la función de tal forma que la salida 
(valores de ( )f x ) se acople al intervalo deseado. Por ejemplo, si una función ( )f x  entrega valores reales 
entre 0 y 1 y queremos que entregue valores reales entre 1 y 2, podríamos escalar ( )f x así:  
( ) ( ) 1g x f x= + , o si por ejemplo quisiéramos valores entre 0 y 12 , podría escalarse así: 12( ) ( )g x f x=   
Función Identidad Función Escalón Binaria
1
Función Escalón Bipolar
 
 
1 
-1 
Función Sigmoidea Binaria
1 
Función Sigmoidea Bipolar
1
-1 
a =1 
Función Gaussiana
b 
a 
c 
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2.3.2 Redes neuronales artificiales (RNA) 
 
Una neurona artificial aislada por sí sola no posee una gran capacidad de procesamiento. El 
verdadero potencial radica cuando se logran las interconexiones entre un gran número de ellas 
simulando las redes neuronales biológicas. Una RNA se define entonces como un sistema que 
está compuesto por muchos elementos simples de procesamiento, que operan en paralelo y cuya 
función es determinada por la estructura de la red y el peso de las conexiones, donde el 
cómputo se realiza en cada uno de los nodos (neurona) o elementos de procesamiento de la red. 
Las RNA no alcanzan la complejidad del cerebro, sin embargo hay dos aspectos similares entre 
redes biológicas y artificiales. En primer lugar, los bloques de construcción de ambas redes son 
sencillos elementos computacionales (aunque las RNA son mucho más simples que las 
biológicas) altamente interconectados; en segundo lugar, las conexiones entre neuronas 
determinan la función de la red. 
Una RNA se desarrolla por medio de un procedimiento paso a paso (proceso de aprendizaje o 
entrenamiento) que optimiza un criterio conocido como regla de aprendizaje.  Los datos de 
entrenamiento de entrada/salida son cruciales para las RNA ya que la información necesaria 
para descubrir el punto de funcionamiento óptimo se transmite a través de toda la red. 
Además, las RNA son bastante flexibles, al ser sistemas que en la mayoría de los casos no son 
lineales (dependiendo de la función de activación). 
Otras características principales de las RNA son: 
• Los pesos sinápticos de las conexiones entre neuronas son utilizados para almacenar el 
“conocimiento” que adquiere la red después de haber completado el proceso de 
aprendizaje. 
• Las señales se transmiten a través de los enlaces de conexión entre las neuronas. 
• Cada neurona aplica su función de activación a sus correspondientes entradas para 
determinar la señal de salida. 
• La distribución de una RNA se organiza en niveles o capas.  
• Cada capa está conformada por un número determinado de neuronas que reciben de 
forma simultánea la misma información. 
 
Existen diferentes arquitecturas de RNA que varían según la cantidad de capas y la forma en 
la que se transmiten las señales, cada una se diferencia además por el tipo de algoritmo que se 
usa para entrenar la red. 
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2.3.3 Arquitecturas de las RNA 
Dependiendo de la cantidad de capas de la RNA se pueden determinar dos tipos: monocapa y 
multicapa; y dependiendo de la forma en la que fluye la información se distinguen las redes 
unidireccionales (feedforward) y redes recurrentes. 
2.3.3.1 Redes monocapa 
Una RNA monocapa es la red más simple, en la que se tiene un conjunto de m neuronas 
similares con n entradas y  m salidas. Cada una de las entradas del sistema están conectadas a 
todas las neuronas de la red, así que la información entra al mismo nivel, se modifica por los 
pesos sinápticos y pasa a la salida de la red.  
Se le denomina red monocapa porque sólo contiene un conjunto de neuronas de procesamiento 
entre las entradas y las salidas. Al conjunto de entradas se le denomina capa de entrada y al 
conjunto de neuronas de salida, capa de salida. En la figura 2.7 se muestra un ejemplo de red 
monocapa. Como puede observarse, la capa de entrada está compuesta por un tipo de neuronas 
muy simples (representadas por puntos en la figura) en las que no hay ningún tipo de 
procesamiento de los datos de entrada. 
 
 
 
 
 
 
 
 
 
 
Figura 2.7 Ejemplo de RNA monocapaca 
 
La salida de una RNA monocapa se puede expresar de forma matricial como:  
( )·Y F X W B=   +  
w21 
y1 
Capa de Entrada Capa de Salida 
x1 
x2 
x3 
xn 
y2 
y3 
ym 
1 ∑ f1 
∑ f2 
∑ f3 
∑ f4 
2 
3 
m 
w11 
wmn 
b1 
bm 
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Con, 
( )1 2 3(·) (·), (·), (·), ... , (·)mF f f f f=       
( )1 2 3, , , ... nX x x x x =     ,  
( )1 2 3, , , ..., mB b b b b=      
( )1 2 3, , , ..., mY y y y y =     
11 12 13 1
21 22 23
31 32 33
1
... n
m mn
w w w w
w w w
W w w w
w w
é ùê úê úê úê ú= ê úê úê úê úê úë û
  

 
mnw : Peso sináptico de la conexión entre la neurona m  y la entrada n. 
 
2.3.3.2 Redes multicapa 
 
Una red multicapa tiene, además de la capa de entrada y la capa de salida, una capa 
intermedia compuesta por una cantidad i de neuronas. Esta capa recibe el nombre de capa 
oculta, debido a que las neuronas que la componen no interactúan directamente con las 
entradas o salidas de la red. En este caso la información fluye de la capa de entrada pasando 
primero por la capa oculta hasta llegar a las neuronas de la capa de salida, además, puede 
existir conectividad total, es decir, todas las entradas están conectadas a las neuronas de la 
capa oculta y las salidas de estas últimas a las neuronas de la capa de salida, como se muestra 
en la figura 2.8. Es importante resaltar que la capa oculta a su vez puede estar compuesta por 
más capas. 
 
 
 
 
 
 
 
 
 
Figura 2.8 Ejemplo de RNA multicapa 
w221 
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La salida para este tipo de redes se puede expresar como: 
 ( )1·l l l l lY Z F Z W B-= =    +  
1 1 1 1( · )con Z F X W B y     =   +         1 1( )l Capas ocultas salida£ £   +   
Donde, 
Fl  : funciones de activación de la l-ésima capa 
Zl   : vector de salidas de la l-ésima capa oculta 
Wl : matriz de pesos sinápticos de entrada para la l-ésima capa 
Bl  : vector de valores “bias” para las neuronas de la l-ésima capa 
X  : vector de valores de entrada 
 
Así por ejemplo para la RNA de la figura 2.8 tenemos: 
 
( )2 2 1 2 2 1 2( · ) , , ..., mY Z F Z W B y y y = =   +  =  
2 2 2
1
i
m m j mj m
j
y f x w b
=
æ ö÷ç ÷= +ç ÷ç ÷çè øå  
( ) ( )1 1 1 1 1 1 1 11 2 3· , , , ..., iZ F XW B z z z z= + =      
1 1 1
1
n
i i j ij i
j
z f x w b
=
æ ö÷ç ÷= +ç ÷ç ÷çè øå  
( )1 1 2 3(·) (·), (·), (·), ..., (·)iF f f f f=     
( )2 1 2(·) (·), (·), ..., (·)mF f f f=    
( )1 1 1 1 11 2 3, , , ..., iB b b b b=       
( )2 2 2 21 2, , ..., mB b b b=    
1 1 1 1
11 12 13 1
1 1 1
21 22 23
1 1 1 1
31 32 33
1 1
1
... n
i in
w w w w
w w w
W w w w
w w
é ùê úê úê úê ú= ê úê úê úê úê úë û
  
  
2 2 2
11 12 1
2 2
2 21 22
2 2
1
i
m mi
w w w
w wW
w w
é ùê úê úê ú= ê úê úê úê úë û

  

2.3.3.3 Redes unidireccionales 
En este tipo de RNA la información fluye en una sola dirección a través de toda la red, desde 
la capa de entrada hasta la capa de salida. Por ejemplo, para la red monocapa de la figura 2.7 
la información de la n-ésima entrada fluye hasta la m-ésima neurona de salida; de forma similar 
para la red multicapa de la figura 2.8, la información de la n-ésima entrada llega a la i-ésima 
neurona de la capa oculta y la salida de esta última se transmite a la m-ésima neurona de la 
capa de salida. 
Es importante mencionar que las redes unidireccionales son, en cuanto a implementación y 
simulación, las más sencillas; pero su desempeño es bueno para aplicaciones donde no se 
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requiera que la red retenga información de resultados anteriores como ayuda para obtener 
resultados futuros. 
2.3.3.4 Redes recurrentes 
En este tipo de RNA, la información no se transmite en un único sentido, sino que también 
existen conexiones hacía atrás o entre las neuronas de cada capa, lo que permite 
retroalimentación y retención de los datos. En las redes recurrentes no se impone entonces 
ninguna restricción en su conectividad, con lo que se gana un número mayor de pesos por 
neurona y por lo tanto una mayor representatividad.  De esta forma, la principal característica 
de este tipo de redes es la de realimentar su salida a su entrada, evolucionando hasta un estado 
de equilibrio donde proporciona la salida final de la red. Esta característica las hace útiles 
cuando se quiere simular sistemas dinámicos; sin embargo, su entrenamiento es más lento que 
el de una red unidireccional y a la vez mucho más complejo. 
2.3.4 Métodos de aprendizaje 
La propiedad más importante de una RNA es su capacidad de aprender a generalizar o 
encontrar un patrón o regla a partir de un conjunto de valores de entrenamiento, es decir, la 
capacidad de encontrar un modelo que ajuste los datos de entrada. Análogamente al modelo 
biológico y como ya se mencionaba con anterioridad, el conocimiento de una red neuronal 
reside en su sinapsis, o más concretamente, en el valor de cada uno de los pesos sinápticos de 
las conexiones entre neuronas. El aprendizaje en una RNA es un proceso iterativo que permite 
ajustar los valores de dichos pesos sinápticos. De forma general se puede escribir la fórmula de 
actualización de un peso sináptico wij como: 
 ( 1) ( ) ( ), 1,2,3,...ij ij ijw k w k w k k+ = + D       =  
Donde, 
( 1)ijw k +  : Nuevo valor del peso sináptico 
( )ijw k       : Valor actual del peso sináptico 
( )ijw kD      : Variación del peso sináptico 
Esto significa que el aprendizaje de una RNA es un proceso mediante el cual se modifican los 
valores de los pesos sinápticos de cada una de las conexiones entre neuronas, así se considera 
que una RNA ha “aprendido” cuando los valores de los pesos sinápticos permanecen constantes 
con cada nueva iteración, esto es: 
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0ij
w
k
¶ =¶  
El tipo de aprendizaje en una RNA está determinado por el algoritmo o regla de aprendizaje, 
donde se define el criterio  que se utiliza para  cambiar los pesos sinápticos. Se pueden 
distinguir dos tipos principales: el aprendizaje supervisado y  el  aprendizaje no-supervisado. 
 
2.3.4.1 Aprendizaje supervisado 
 
También es llamado aprendizaje asociativo, en él a la RNA se le presentan una serie de valores 
de entrada para los cuales el resultado esperado es conocido y de acuerdo con el error entre los 
valores esperados y los valores entregados por la RNA, los pesos sinápticos se van modificando 
hasta ajustar estos últimos con los primeros. Todo el proceso es controlado por un agente 
externo llamado supervisor, este hace las veces de un “maestro” que guía el aprendizaje de la 
red y tiene conocimiento sobre las salidas deseadas correspondientes a las respectivas entradas. 
 
La RNA y el supervisor reciben los datos de entrada simultáneamente, el supervisor propone la 
salida deseada para ser comparada con la salida que entrega la RNA y modifica los valores de 
los pesos sinápticos de la red de acuerdo con la diferencia entre ambas, definiendo para ello un 
error de entrenamiento así: 
e d y= -  
 
Donde,  
                                                 :d  Salida deseada 
:y Salida de la RNA 
 
En los procesos de aprendizaje se utilizan cierta cantidad de parejas de vectores ( ),X D  donde 
X es el vector de valores de entrada y D el vector de valores de salida para las respectivas 
entradas. Cada una de dichas parejas se conoce como patrón de entrenamiento, de esta forma 
en una regla de aprendizaje supervisado se tienen una cantidad p de patrones de entrenamiento 
de la forma ( ) ( ) ( ){ }1 1 2 2, , , , ,p pX D X D X D    ...  ,  , donde: 
 
{ }1 2 3, , ,p p p p pnX x x x x=       ... ,   : Entrada de N elementos para el patrón de entrenamiento p 
{ }1 2 3, , ,p p p p pmD d d d d=       ... ,   : Salida de M elementos para el patrón de entrenamiento p 
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La RNA debe “aprender” todos los patrones de entrenamiento definidos, para ello el supervisor 
debe hacer uso de un error global que indique el error que produce la red ante todo los patrones 
de aprendizaje, es por eso que no puede usarse un error local. El error global se define entonces 
como el error cuadrático medio de los errores locales, así: 
( )2
1 1
1 1
2
P M
pi pi
p i
E d y
PM = =
= -åå  
Donde, 
:P  Número de patrones de entrenamiento  
:M  Número de neuronas en la capa de salida 
 
2.3.4.2 Aprendizaje no supervisado 
 
En este tipo de aprendizaje la RNA no cuenta con un agente externo que supervise el proceso, 
si no que se le entrega directamente el vector de datos de entrada que describe el problema y la 
modificación de los pesos sinápticos se realiza en función de la caracterización que se haga del 
mismo, de acuerdo con un objetivo específico que permite obtener el conocimiento que se quiere 
representar. La red aprende a adaptarse a nuevos valores de entrada basándose en los 
resultados obtenidos a partir de patrones de entrenamiento anteriores. 
 
 
2.3.5 Modelos de RNA 
 
A través de los años con el estudio de las RNA se han desarrollado diferentes modelos con 
diversas aplicaciones, diferenciándose unos de otros por su arquitectura, por el tipo de función 
de activación y por el método de aprendizaje del que hacen uso. Entre los modelos de RNA 
más conocidos y utilizados tenemos: 
 
Perceptrón simple: Fue desarrollado por el científico informático estadounidense Frank 
Rosenblatt, en 1959. Básicamente es una red monocapa que utiliza la función de activación 
escalón de tipo binaria. El perceptrón simple, como otras redes neuronales contemporáneas (red 
ADALINE), se revelaron inútiles para resolver cierto tipo de problema cuando años más tarde 
Minsky publicó un artículo donde estudiaba todas sus limitaciones: El perceptrón simple sólo 
sirve para clasificar problemas linealmente separables, cosa que ya se podía hacer mediante 
métodos estadísticos, y de una forma mucho más eficiente.8 
 
                                                            
8 Minsky M. L. and Papert S. A. Perceptrons: An introduction to Computacional Geometry. Cambridge, 
MA: MIT Press. 1969 
78 
 
Perceptrón multicapa: Para resolver las limitaciones que posee el perceptrón simple se 
propuso añadir capas a la arquitectura de la red entre las entradas y las salidas, conocidas, 
como ya se mencionó con anterioridad, como capas ocultas y que potencializan la capacidad de 
procesamiento de la red. Este tipo de RNA es unidireccional y comúnmente hace uso de la 
función de activación sigmoidea ya sea binaria o bipolar. 
 
ADALINE: Este modelo de RNA fue desarrollado por Bernie Widrow y Marcian Hoff en la 
Universidad de Stanford (California) en 1960. Su nombre es un acrónimo de ADAptative 
LInear Element y fue utilizada inicialmente en telefonía como un circuito eléctrico adaptativo. 
Generalmente este tipo de RNA es monocapa y hace uso de una función de activación de tipo 
escalón.  
 
Mapas Auto-organizados (redes de Kohonen): Desarrollados por el Profesor de mérito de 
la academia Finlandesa, Teuvo Kohonen, en 1989. Son un tipo de RNA que hace uso de una 
técnica de aprendizaje no-supervisado para producir una representación N-dimensional del 
espacio de datos de entrada, llamada mapa (comúnmente en dos dimensiones).  
 
Las redes de Kohonen están conformadas por dos capas de neuronas: la capa de entrada de 
sensores y la capa de salida que realiza el cálculo. Cada neurona de la capa de salida debe 
reflejar las coordenadas que tiene en el espacio N-dimensional en el que se esté trabajando.  
Este tipo de RNA se diferencia de otros en que hace uso de una función de vecindad para 
preservar la topología del espacio de datos entrada, además la función de activación es bastante 
diferente pues realiza una comparación entre las neuronas, teniendo en cuenta la función de 
vecindad, para elegir la que representará al patrón de entrada. Este proceso se conoce como 
algoritmo competitivo. 
 
Máquinas de Boltzman: Propuesta por los investigadores Geoffrey Hinton y Terry 
Sejnowski en 1983. Son RNA simétricas recurrentes que modelan una distribución de 
probabilidad para un conjunto de datos dado. Cada neurona de la red tiene un estado binario 
determinado de manera probabilística por la función de activación (usualmente sigmoidea), y se 
organizan en dos capas denominadas neuronas visibles y neuronas ocultas. 
A este tipo de RNA se le conoce con el nombre de Máquina de Boltzmann porque la 
probabilidad de que el sistema se encuentre en determinado estado viene dada por una 
distribución de Boltzmann-Gibbs9. 
 
                                                            
9 HINTON, Geoffrey & SEJNOWSKY, T.J. Learning and Releaming in Boltzmann Machines in Parallel 
Distibuted Processing, Vol 1, Cambridge MTT Press, 1986 
79 
 
Redes de Elman: Es una RNA recurrente de dos capas, en la que existe retroalimentación 
desde la capa oculta, puesto que la salida de esta se presenta como entrada de la red. Esta 
retroalimentación hace posible que una red de Elman detecte o genere patrones variantes en el 
tiempo. Una red de Elman hace uso de una función de activación sigmoidea bipolar en las 
neuronas de la capa oculta y la función identidad en la capa de salida. 
 
Redes de Hopfield: Desarrolladas por el científico estadounidense John Hopfield en 1982. 
Son un tipo de RNA recurrentes cuyo funcionamiento se relaciona con las llamadas memorias 
asociativas, pues aprenden a reconstruir los patrones que recibieron como entrada durante el 
entrenamiento. Este tipo de redes tiene arquitectura monocapa con interconexión total entre 
las neuronas que la componen, utilizan una regla de aprendizaje no-supervisado y hacen uso de 
funciones de activación de tipo binaria. 
 
El aporte principal de Hopfield consistió precisamente en conseguir que estas RNA recurrentes 
fueran en sí mismas estables. Imaginó un sistema físico capaz de operar como una memoria 
auto-asociativa, que almacenara información y fuera capaz de recuperarla aunque la misma se 
hubiera deteriorado. 
 
Redes ART: ART corresponde a las siglas de Adaptative Resonance Theory (Teoría de la 
Resonancia Adaptativa). Este tipo de redes fueron desarrolladas por Stephen Grossberg y Gail 
Carpenter como propuesta para resolver el dilema de la estabilidad y la plasticidad del 
aprendizaje en redes neuronales. Básicamente el dilema se refiere a que en la mayoría de los 
modelos de RNA las redes tienden a perder la información que aprendieron con anterioridad si 
se intenta añadir incrementalmente nueva información. Este comportamiento es aceptable 
cuando el dominio del problema es acotado y estable, pero en muchas ocasiones para problemas 
reales estas dos situaciones no se dan. 
 
En los siguientes subcapítulos se estudian más detalladamente los modelos de RNA más 
conocidos: los perceptrones, las redes de Kohonen y las redes de Hopfield. 
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2.4 El perceptrón simple  
 
2.4.1 Arquitectura del perceptrón simple 
 
El perceptrón es la RNA más simple en la que no se posee ninguna capa oculta, es decir, es una 
red monocapa, por lo que el perceptrón sólo posee una capa de procesamiento que es 
equivalente a la capa de salida compuesta por una o más neuronas. En la figura 2.9 se muestra 
un ejemplo de perceptrón simple compuesto por una única neurona. Un perceptrón hace uso de 
una función de activación de tipo escalón ya sea binaria [0, 1] o bipolar [-1, 1]. 
 
Para facilitar la representación gráfica de las neuronas se suele graficar el sumador en un solo 
círculo junto con una gráfica en miniatura de la función de activación, como se observa en la 
figura: 
 
 
 
 
 
  
 
 
 
Figura 2.9 Perceptrón simple 
 
Para el caso que se utilice la función de activación escalón binario, también llamada escalón 
unitario denotada por u(x), la salida del perceptrón simple estaría dada por: 
 
1 0( )
0 0
si Nety u Net
si Net
ìï   ³ï= = íï   <ïî
 
 
Siendo   
1
n
i i
i
Net x w b
=
 = +å
 
 
Como se puede analizar un perceptrón es simplemente un clasificador lineal, puesto que para 
cualquier tipo de entrada, la salida que entrega sólo puede tener dos posibles valores. Esto 
significa que para un vector de entrada cualquiera { }1 2 3,  ,  , ,  nX x x x x= ¼  donde nX RÎ , 
b 
y w3 
x2 w2 
w1 
wn 
x1 
x3 
xn 
∑
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el perceptrón realiza una partición lineal del espacio Rn en dos semiplanos, en los que por una 
parte estarían los vectores con salida +1 y por otra parte los vectores con salida 0 (para el caso 
de la función escalón binario).  
 
Para entender mejor este concepto supongamos que tenemos un perceptrón simple que trabaja 
con vectores de entrada en dos dimensiones, esto es R2 y { }1 2,X x x=   , con pesos sinápticos 
{ }1 2,W w w=   como se muestra en la figura 2.10. Se realizará el ejemplo con vectores en dos 
dimensiones con el fin de poder representarlos gráficamente en el plano cartesiano.  
 
 
 
 
 
 
 
 
 
 
Figura 2.10 Perceptrón simple para un vector de entrada en dos dimensiones 
 
Para cualquier conjunto de parejas ordenadas { }1, 2x x  la entrada neta del perceptrón estaría 
dada por: 
 
1 1 2 2Net x w x w b= + +  
 
De esta forma la neurona se activa (entrega un valor de salida 1) cuando 0 ,Net ³  esto es, 
cuando 1 1 2 2 0x w x w b+ + ³ , lo que es lo mismo que  1 1 2 2x w x w b+ ³ -  , es por esta razón que el 
valor bias también es conocido como umbral de la neurona, pues la misma no se activará si el 
valor de la entrada neta no supera el valor del umbral. 
 
Para analizar matemáticamente el plano o superficie de separación que el perceptrón genera, 
tomamos el caso cuando la entrada neta es igual a cero pues corresponde al valor crítico de la 
función de activación f, así: 
 
1 1 2 2 0x w x w b+ + =  
w2 
w1x1 
x2 
∑
b
y 
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Si reorganizamos esta ecuación expresando x2 en términos de x1 tenemos: 
 
1
2 1
2 2
w bx x
w w
= - -  
 
Esto indica que la superficie de separación generada por un perceptrón simple para un vector 
de entrada en R2 es una línea recta, con pendiente 1 2w w-  y punto de corte con el eje x2 en 
2b w- tal como se muestra en la figura 2.11. 
 
En el ejemplo de la figura, el perceptrón separa los puntos en dos clases, una representada por 
los puntos grises y la otra por los puntos rojos. La primera  está compuesta por los vectores 
para los cuales la salida de la neurona es 1, esto es 1 1 2 2x w x w b+ ³ -  y en la segunda clase se 
incluyen los vectores para los que la salida del perceptrón es 0, esto es 1 1 2 2x w x w b+ < - .  
 
    Región 1 1 2 2x w x w b+ ³ -                 
                                  1 1 2 2x w x w b+ = -  
 
 
 
 
 
Región 1 1 2 2x w x w b+ < -   
 
Figura 2.11 Superficie de separación para un perceptrón simple en R2 
 
El análisis realizado se puede extender para vectores de entrada en n dimensiones, por ejemplo 
si los vectores de entrada pertenecen a R3 la superficie de separación sería un plano, así: 
 
1 2
3 1 2
3 3 3
w w bx x x
w w w
= - - -  
 
La superficie de separación obtenida por un perceptrón simple para vectores de entrada en Rn 
se denomina de manera general como hiperplano. 
 
x1 
x2 
→ 1 
→ 0 
83 
 
Se debe tener en cuenta que el perceptrón simple puede estar compuesto por más de una 
neurona y como la arquitectura del perceptrón es monocapa, estas corresponden a las salidas 
del mismo. Podemos entonces extender la arquitectura de una sola neurona a un perceptrón 
simple con n entradas y m neuronas en la capa de salida, tal como se muestra a continuación: 
 
 
 
 
 
 
 
 
 
Figura 2.12 Perceptrón simple con n entradas y m neuronas de salida 
 
Como se observa en la figura 2.12 tenemos m salidas diferentes donde cada una de ellas 
determina la ecuación de un hiperplano que clasifica los datos de entrada, de esta forma se 
pueden clasificar los datos en m clases diferentes. 
 
Para ilustrar el comportamiento de esta arquitectura extendida del perceptrón simple, tomemos 
el caso cuando se tienen puntos en el plano cartesiano (n = 2) y queremos clasificarlos en tres 
clases diferentes (m = 3). En este caso es necesario tener 3 neuronas en la capa de salida puesto 
que cada una de ellas determina la pertenencia a una de las tres clases, es decir, si la salida de 
la primera neurona es uno, el dato de entrada pertenece a la primera clase, en caso contrario no 
pertenece; así mismo si las salidas de la segunda o tercera neurona respectivamente son iguales 
a uno, entonces el dato de entrada pertenece a la segunda o tercera clase respectivamente. 
 
 
 
 
 
 
 
 
 
 
Figura 2.13 Perceptrón simple con 2 entradas y 3 neuronas de salida 
w11 x1 ∑
∑
∑
x2 
xn 
w21 
b1 
b2 
bm 
 
y1 = u(x1w11 + x2w12  + … + xnw1n + b1) 
wmn 
y2 = u(x1w21 + x2w22  + … + xnw2n + b2) 
ym = u(x1wm1 + x2wm2 + … + xnwmn + bm)
w11 
x1 
∑
∑
y1 = u(x1w11 + x2w12  + b1)
y2 = u(x1w21 + x2w22  + b2) 
y3 = u(x1w31 + x2w32  + b3)
w31 x2 
∑
b1 
b2 
b3 
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Si ilustramos los datos de entrada y los hiperplanos generados por el perceptrón, tenemos: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.14 Hiperplanos para un perceptrón simple de 3 neuronas 
 
Como se observa en la figura 2.14 el resultado de un perceptrón simple de 3 neuronas 
corresponde a tres hiperplanos clasificadores que dividen la superficie en 7 áreas diferentes, 
representadas por las combinaciones que se pueden obtener en la salida del perceptrón. Cada 
uno de los hiperplanos clasificadores se determina para cada clase respecto a las otras dos. 
Nótese que la combinación 111 no aparece en la gráfica porque no es posible obtenerla 
geométricamente. Las demás combinaciones (N/A en la tabla) sombreadas en la gráfica, son 
áreas de no-decisión, puesto que los puntos que se encuentren en estas áreas no se podrían 
clasificar exclusivamente en alguna de las tres clases (C1, C2 o C3). Esto hace que las clases sean 
mutuamente excluyentes y que entre mayor sea el número de clases en las que se deseen 
clasificar los datos de entrada, menor sea el área de clasificación para cada una y por 
consiguiente, mayor sea el área de no-decisión. Estas áreas de no-decisión podrían aprovecharse 
en problemas de clasificación en los que las clases no sean mutuamente excluyentes, es decir, en 
los que un dato de entrada pueda pertenecer a más de una clase al tiempo.  
 
2.4.2 Algoritmo de aprendizaje del perceptrón simple 
 
El proceso de aprendizaje de un perceptrón simple es de tipo supervisado y consiste en 
modificar iterativamente los pesos sinápticos y el valor de los umbrales, de tal suerte que se 
modifiquen las ecuaciones de los hiperplanos progresivamente hasta obtener aquellos que 
separan los datos en las categorías deseadas.  
x1 
x2 
C3 
C2 C1 
l3 
l2  l1 l2 : x1w21 + x2w22  + b2 = 0 
l1 : x1w11 + x2w12  + b1 = 0 
l3 : x1w31 + x2w32  + b3 = 0 
y3 y2 y1 Clase 
0 0 0 N/A 
0 0 1 C1 
0 1 0 C2 
0 1 1 N/A 
1 0 0 C3 
1 0 1 N/A 
1 1 0 N/A 
1 1 1 N/A 
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Consideremos entonces que se dispone de un perceptrón simple compuesto por una única 
neurona y n variables de entrada. Es necesario definir un conjunto de P vectores de entrada 
{ }1 2 3, , ,...,i nX x x x x=      , de los cuales se conoce su correspondiente salida di (salida deseada), que 
se utilizarán como datos de entrenamiento (también llamados patrones de entrenamiento) y 
donde di puede tomar el valor de 1 ó 0. Así, se está buscando un vector { }1 2 3, , ,..., nW w w w w=       
de pesos sinápticos y un valor b de bias, que garanticen la correcta separación o clasificación de 
dichos vectores de entrada. 
 
Teniendo ya definidos los patrones de entrenamiento y antes de aplicar el algoritmo, se deben 
inicializar cada uno de los pesos sinápticos wi   y el umbral b con valores aleatorios. Usualmente 
se recomienda que estos valores se encuentren entre -1 y 1. Además, también se define un 
factor m  entre 0 y 1, que corresponde a la tasa de aprendizaje10. De este valor dependerá la 
velocidad con que el perceptrón aprenderá. Así, entre mayor sea la tasa de aprendizaje, mayor 
será la corrección que se realice a los pesos, aunque también habrá mayor riesgo de que se 
produzcan oscilaciones demasiado bruscas en el ajuste y por lo tanto el algoritmo converja más 
lentamente. Teniendo en cuenta lo anterior, el algoritmo de aprendizaje sería:  
 
fin = falso 
mientras fin == falso: 
para i = 1 hasta P (cantidad de patrones de entrenamiento): 
i. calcular la salida iy  entregada por el perceptrón, para el vector 
de entrada Xi así:  
1
n
i j j
j
y u x w b
=
æ ö÷ç ÷ç ÷ç ÷ç ÷è ø
= +å  
ii. calcular el error local i i ie d y= -  
iii. hacer ( )( 1) ( ) i iW k W k e X+ = +  m *  , donde W y X son vectores. 
iv. hacer ( 1) ( ) ib k b k e+ =   +  m *   
v. si 0ie =  entonces  fin = verdadero 
sino fin = falso 
   fin para 
   fin mientras 
Figura 2.15 Algoritmo de aprendizaje del perceptrón simple 
                                                            
10 CAICEDO BRAVO, Eduardo Francisco. Una aproximación práctica a las redes neuronales artificiales. 
Programa Editorial Universidad del Valle, Cali 2009 
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Si analizamos el algoritmo y tenemos en cuenta que la salida del perceptrón simple únicamente 
podrá ser 0 o 1, podemos notar que el error  entre la salida deseada di  y la salida obtenida yi, 
sólo podrá tomar tres valores diferentes: 1, -1 y 0. Para el caso en que el error es 1, el vector de 
pesos sinápticos W aumenta sus valores de una forma proporcional a la tasa de aprendizaje y al 
vector de entrada, esto es así porque la salida entregada por el perceptrón es menor a la salida 
deseada, por lo que es necesario aumentar los valores de los pesos sinápticos para así obtener 
un valor mayor en la salida y acercarse más al valor deseado. Para un error igual a -1, los pesos 
sinápticos se reducen, puesto que en ese caso la salida obtenida es mayor a la deseada. Y 
finalmente para el caso en que el error sea cero, los pesos sinápticos no se modificarán, pues se 
entiende que la salida deseada y la salida obtenida son iguales. 
 
El mismo principio de actualización de los pesos sinápticos se extiende para la actualización del 
valor bias b. Podemos notar que el bias puede tomarse como un peso sináptico cuya entrada es 
siempre uno, por lo que la regla de actualización es muy similar a la del vector W, con la 
salvedad de que en este caso b no corresponde a un vector sino a un escalar, para el caso del 
perceptrón con una única neurona. 
 
Es necesario tener en cuenta, además, que este algoritmo puede extenderse para el caso en que 
se tenga un perceptrón simple con más de una neurona en la capa de salida. En ese caso W 
corresponderá a una matriz de pesos sinápticos y tanto di  como yi serán vectores, así como el 
valor bias b. 
 
 
2.4.3 Limitaciones del perceptrón simple 
 
En el algoritmo de la figura 2.15 notamos que el error se calcula para cada patrón de 
entrenamiento y que el algoritmo no se detendrá hasta que la variable fin se haga verdadera. 
En ese punto el algoritmo ha convergido a error total cero, lo que implica que los pesos 
sinápticos no se modifican para ningún patrón y que el perceptrón ha finalizado su proceso de 
aprendizaje. Pero esta situación no se da siempre, existe una condición que se conoce como 
Teorema de convergencia del perceptrón, que indica que si el conjunto de patrones de 
entrenamiento es linealmente separable, entonces el perceptrón simple encuentra una solución 
en un número finito de iteraciones, es decir, consigue que el error se haga nulo. Si esta 
condición no se satisface, esto es, que los patrones de entrenamiento no son linealmente 
separables, entonces el algoritmo no podrá converger y por lo tanto no será posible hallar 
solución alguna. 
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Para ilustrar la condición de separabilidad lineal, supongamos que se requiere que un 
perceptrón aprenda la función OR y que otro perceptrón aprenda la función XOR, como se 
muestra en la tabla 2.1. 
 
 
 
 
  
   
 
 
Tabla 2.1 Funciones OR y XOR para vectores de entrada en R2 
 
Si ilustramos los patrones en el plano cartesiano (figura 2.16) podemos notar que para el caso 
del perceptrón que requiere aprender la función OR, es posible trazar una recta que permita 
dividir los puntos obtenidos en dos grupos, lo que quiere decir que la función OR es linealmente 
separable. Por el contrario para el caso del perceptrón que requiere aprender la función XOR, 
notamos que esta no es linealmente separable, puesto que no es posible encontrar una línea 
recta que permita dividir los puntos en dos grupos. 
 
 
 
 
 
 
 
 
            
 
Figura 2.16 Ejemplo de separabilidad lineal 
 
El hecho de que el perceptrón simple sólo pueda resolver problemas de clasificación que sean 
linealmente separables es una limitante enorme, pues muchos de los problemas cotidianos no 
son de este tipo. Para darle solución a un problema de clasificación que no sea linealmente 
separable se deberá entonces hacer uso del perceptrón multicapa. Además, el perceptrón 
multicapa se utiliza también para resolver otro tipo de problemas como asociación de patrones 
y compresión de datos. 
x1 x2 x1 OR x2
0 0 0
0 1 1
1 0 1
1 1 1
x1 x2 x1 XOR x2 
0 0 0
0 1 1
1 0 1
1 1 0
(a) Función OR (b) Función XOR 
1 
1 
x1 
x2 
→ 1 
→ 0 
0 
1 
1 
x1 
x2 
0 
 
(a) OR: Separable linealmente           (b) XOR: No separable linealmente 
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2.5 Perceptrón multicapa (Multilayer Perceptron: MLP) 
  
2.5.1 Arquitectura del perceptrón multicapa 
 
Las limitaciones del perceptrón simple hicieron que se plantease la necesidad de implementar 
redes en las que se aumentara el  número de capas. El perceptrón multicapa (MLP) es entonces 
una extensión de la arquitectura del perceptrón simple que consiste en agregar una o más capas 
ocultas, además de hacer uso de una función de activación diferente.  
 
El MLP hace uso de la función sigmoidea ya sea binaria o bipolar, la principal ventaja radica 
en que esta función, a diferencia de la función  escalón, es diferenciable y no lineal. El uso de 
una función no lineal introduce un nuevo paradigma en el procesamiento de los datos de 
entrada permitiéndole a la red aprender las variaciones no lineales en distintos tipos de 
ambientes. 
 
En la figura 2.17 se muestra una arquitectura ejemplo de un MLP de dos entradas, una capa 
oculta compuesta por tres neuronas y  dos neuronas en la capa de salida. Al igual que el 
perceptrón simple el MLP es una red unidireccional, de esta forma las entradas que llegan a la 
primera capa son mapeadas en las salidas en función de las distintas capas de neuronas 
intermedias y de los parámetros libres de la red (pesos sinápticos y umbrales). Además, se dice 
que la red es de conectividad completa cuando cada neurona de una capa está conectada con 
todas las neuronas de la siguiente capa, y es de conectividad parcial cuando se omiten 
conexiones entre neuronas. 
 
 
 
 
 
 
 
 
Figura 2.17 Arquitectura de un perceptrón multicapa con conectividad completa 
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Figura 2.18 Ejemplos de regiones de decisión obtenidas con diferentes perceptrones 
 
La popularidad de la arquitectura del MLP se debe al hecho de que una red neuronal de este 
tipo con una única capa oculta puede aproximar cualquier función continua en un intervalo 
dado, cuestión demostrada por Funahashi (1989) y que proporciona una base sólida al campo 
de las redes neuronales11. Es por esto que las redes multicapa se conocen también como 
aproximadores universales. 
 
En la figura 2.18 se muestran diferentes tipos de regiones de decisión obtenidas según la 
cantidad de capas ocultas en un perceptrón. Por ejemplo, con un perceptrón de dos capas se 
puede implementar la función lógica XOR. De manera general, vamos a ver que cualquier 
función Booleana {0,1}N → {0,1} se puede implementar con un MLP utilizando una sola capa 
oculta. Esto se debe a que la capa  oculta realiza una proyección de los patrones de entrada en 
                                                            
11 FLÓREZ LÓPEZ, Raquel. FERNÁNDEZ, José Miguel. Las redes neuronales artificiales: Fundamentos 
teóricos y aplicaciones prácticas. Netbiblo, S. L. España 2008 
Tipo de perceptrón Regiones de Decisión obtenidas 
 
Simple 
 
 
 
 
Hiperplano 
(dos regiones) 
  
 
Multicapa 
(una capa oculta) Regiones poligonales 
convexas 
  
 
 
Multicapa 
(dos capas ocultas) 
Regiones arbitrarias 
  
A 
B
A 
B
A 
B
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un espacio dimensional diferente, de tal forma que los patrones resulten ser separables 
linealmente en dicho espacio.  La dimensión del espacio en el que se proyectan los datos de 
entrada viene dada por el número de neuronas que componen la capa oculta. Todo ello permite 
que la región de decisión resultante no se limite a un hiperplano, si no a regiones poligonales 
convexas y otras regiones más complejas que permitan clasificar correctamente los patrones de 
entrada. 
 
Como se mencionaba anteriormente, un MLP con una única capa oculta es suficiente para 
representar cualquier función booleana. Para implementar una función booleana se puede 
diseñar un MLP con tantas neuronas en la capa oculta como argumentos de la función 
booleana a los que se les asigna el valor 1 en la salida esperada. Por lo tanto, a cada patrón de 
entrada que tenga salida igual a uno le asignamos una neurona en la capa oculta y utilizando 
una neurona de salida conseguimos la representación deseada. Por ejemplo, si deseamos 
implementar la función XOR basta con utilizar dos neuronas en la capa oculta, puesto que hay 
solo dos patrones de entrada a los que se les asigna una  salida igual a 1: ( 1, 0 ) y (0, 1). 
 
Uno de los problemas que se pueden presentar en un MLP, es el hecho de que no está 
determinado el número exacto de capas ocultas que debe tener, así como de neuronas en dichas 
capas, para que el perceptrón aproxime adecuadamente una función. Esto sólo se puede 
determinar mediante la experiencia, pero como regla general, si la red no logra aprender un 
determinado proceso se aumentan neuronas en las capas ocultas y si la red pierde capacidad de 
generalización, se quitan neuronas. 
Otro problema en algunos casos seria el hecho de que la cantidad de pesos sinápticos a 
actualizar por cada iteración, se vuelve bastante elevado, haciendo que el tiempo de 
entrenamiento se incremente. 
 
 
2.5.2 Regla de aprendizaje del MLP: Algoritmo Backpropagation 
 
El MLP tiene un algoritmo de entrenamiento un poco más complejo que el del perceptron 
simple, pero que básicamente utiliza el mismo principio de actualización de los pesos sinápticos. 
Este algoritmo es denomidado algoritmo de retropropagación o backpropagation. 
 
Como ya se mencionó con anterioridad, el proceso de aprendizaje de una RNA consiste en 
encontrar la combinación óptima de pesos sinápticos y de umbrales, tales que la salida 
entregada por la red se aproxime lo más cercano posible a una función dada; esta última no se 
encuentra de forma explícita sino que se determina por medio de algunos valores conocidos 
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llamados patrones de entrenamiento. Tal como se estudió en la sección 2.3.4.1, es necesario 
definir estos patrones de entrenamiento que se presentarán a la red, de la forma ( , )i iX D , 
donde { }1 2 3, , ,i i i i inx x x xX       ... ,  =  corresponde al vector de entrada del patrón i y 
{ }1 2, ,i i i imd d dD    ... ,  =  a su correspondiente vector de salida deseado, para una red de n 
entradas y m neuronas en la capa de salida. 
 
Por ejemplo, si queremos que un MLP aprenda la función XOR, necesitamos construir una red 
de dos entradas, dos neuronas en la capa oculta y una neurona en la capa de salida, de esta 
forma los patrones de entrenamiento que se pueden entregar a la red serán del tipo:
( ) { }( )1 1, 0, 0 , 0X D =     , ( ) { }( )2 2, 0, 1 ,X D =     1 , etc. 
 
En esa misma sección, se llegó a la conclusión de que se debe minimizar el error global de la 
red, definido como el erro cuadrático medio de los errores locales, así: 
 
( )2
1 1
1 1
2
P M
pi pi
p i
E d y
PM = =
= -åå  
Donde, 
:P  Número de patrones de entrenamiento  
:M  Número de neuronas en la capa de salida 
:pid  i-ésima salida deseada del p-ésimo patrón 
:piy  i-ésima salida obtenida por la red para el p-ésimo patrón 
 
Ahora bien, teniendo en cuenta que pid  y piy  son componentes del vector de salida deseada pD
y del vector de salida obtenido pY , respectivamente, y cuya cantidad de componentes es m 
para ambos, la expresión anterior se puede simplificar así:  
 
2
1
1
2
P
p p
p
E D Y
P =
= -å  
 
Nótese que en este caso se calcula la norma del vector resultante de la diferencia entre los 
vectores de salida deseada y salida obtenida. El algoritmo backpropagation se encargará 
entonces de encontrar un mínimo local para esta función de error. 
 
92 
 
Los únicos parámetros de la red que pueden ser modificados son los pesos sinápticos y los 
umbrales de cada neurona, para hacer que el error cuadrático medio E sea lo más cercano a 
cero posible. Como E es una función que depende de los pesos sinápticos de la red y de los 
umbrales, los cuales a su vez hacen parte de una función continua y diferenciable (función 
sigmoidea), E  es también una función continua y diferenciable. Podemos minimizar E haciendo 
uso de un proceso iterativo de descenso gradiente12, de esta forma se espera encontrar  un 
mínimo de la función error, donde  ∇E = 0, que indica que los pesos sinápticos en ese punto 
permanecen constantes, lo que significa que el algoritmo ha convergido a una solución factible. 
 
De forma simplificada, el funcionamiento del algoritmo de aprendizaje de una red MLP consiste 
en un entrenamiento de un conjunto de patrones, empleando un ciclo de propagación-
adaptación de dos fases, llamados fase hacia adelante y fase hacia atrás. En la fase hacia 
adelante, se aplica un vector de entrada como estímulo para la primera capa de neuronas de la 
red, se va propagando a través de todas las capas posteriores hasta generar una salida y se 
calcula el error para cada neurona de salida. En la fase hacia atrás, los errores calculados se 
transmiten hacia atrás en la red, partiendo de la capa de salida, hacia todas las neuronas de la 
capa oculta que contribuyan directamente a la salida, recibiendo el porcentaje de error 
aproximado a la participación de la neurona oculta en la salida original. Este proceso se repite 
capa por capa, hasta que todas las neuronas de la red hayan recibido un error equivalente a su 
aporte relativo al error total. Con base en el error recibido, se reajustan los pesos sinápticos de 
cada neurona, de tal suerte que, la próxima vez que se presente el mismo patrón a la red, la 
salida real esté más cercana a la deseada; es decir, el error disminuya.  
 
Si analizamos la función de error, notamos que esta depende únicamente del resultado obtenido 
en la capa de salida, ya que la salida de las neuronas de la capa oculta no es conocida, por lo 
que no es posible calcular un error en cada una de las capas. Es por esto que para actualizar los 
pesos sinápticos de las neuronas de las capas ocultas, el algoritmo backpropagation debe 
propagar hacia atrás el error calculado por medio de los pesos sinápticos de la capa de salida. 
Durante este proceso, los pesos se multiplican con el valor de la salida de una neurona de la 
capa de salida y este valor se transfiere a la correspondiente neurona de la capa oculta. El valor 
para esta neurona es producido sumando los productos transmitidos por cada neurona de salida 
y luego multiplicándolo por la derivada de la función de activación. Este proceso se conoce 
como la regla delta generalizada, que se explica con más detalle a continuación. 
                                                            
12 El gradiente de un campo escalar f es un campo vectorial denotado por ∇f. El vector gradiente de f 
evaluado en un punto genérico x del dominio de f, ∇f(x), indica la dirección en la cual el campo f varía 
más rápidamente y su módulo representa el ritmo de variación de f en la dirección de dicho vector 
gradiente. 
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2.5.2.1 Regla delta generalizada 
 
Bernard Widrow, profesor de Ingeniería Eléctrica de la Universidad de Stanford, propuso en 
1960 la regla delta, la cual es utilizada en redes monocapa como el perceptrón simple. Esta 
regla se ha extendido a redes multicapa con conexiones hacia adelante y compuestas por 
neuronas que tienen funciones de activación continuas, dando lugar al algoritmo de 
backpropagation. Estas funciones continuas son derivables además. La función sigmoidea, de la 
que hace uso la red MLP, pertenece a este tipo de funciones, a diferencia de la función escalón 
de la que hace uso el perceptrón simple. 
 
Como se explicaba con anterioridad, el algoritmo utiliza una función o superficie de error 
asociada a la red, buscando el estado estable de mínimo error a través del camino descendente 
de la superficie de error (descenso gradiente). Por ello, realimenta a la red para realizar la 
modificación de los pesos sinápticos en un valor proporcional al gradiente descendente de dicha 
función de error.  
 
El método de la regla delta generalizada es bastante similar al de la regla utilizada en el 
perceptrón simple. Es decir, los pesos sinápticos se modifican proporcionalmente a la delta o 
diferencia entre la salida deseada y la salida real ( i id yd = - ), que en el caso del perceptrón 
simple era llamado, de forma simplificada, error. Consideremos la i-ésima neurona de salida y 
la salida que produce yi, el cambio que se produce en el peso de la conexión que une la salida 
de dicha neurona con la neurona j (wij) para un patrón de aprendizaje p determinado, es: 
 
ij pi pjw yD = m d   
 
Donde el subíndice p corresponde al patrón de entrenamiento en concreto y m  a la tasa de 
aprendizaje. 
 
La diferencia entre la regla delta original y la regla delta generalizada radica en el valor 
concreto de pid . Si bien en las redes multicapa, a diferencia de las redes monocapa, en principio 
no se puede conocer la salida de las neuronas de las capas ocultas para poder determinar los 
pesos en función del error, si se puede conocer la salida deseada, es decir, el resultado de las 
neuronas de la capa de salida. Así, si consideramos la i-ésima neurona de la capa de salida, 
entonces definimos: 
 
( ) ( )'pi pi pi id y f Netd = - ⋅  
94 
 
Donde pid corresponde a la salida deseada de la neurona i para el patrón p y iNet corresponde a 
la entrada neta que recibe la neurona i. 
 
Notamos que la fórmula difiere de la regla delta original en la inclusión de la derivada de la 
función de activación. Este término representa la modificación que debe realizarse en la entrada 
que recibe la neurona i, el error que se produce estará en función del error que se cometa en las 
neuronas que reciban como entrada la salida de dicha neurona. Esto es lo que se denomina 
propagación hacia atrás del error. Según esto, en el caso en que la neurona i no sea una 
neurona de la capa de salida (y por consiguiente sea alguna neurona de las capas ocultas), el 
error que se produce está en función del error que proviene de las neuronas que reciben como 
entrada la salida de la neurona i, así: 
 
( )'pi pk ki i
k
w f Net
æ ö÷ç ÷d = d ⋅ç ÷ç ÷è øå  
Donde el rango k cubre a todas aquellas neuronas a las que está conectada la salida de la 
neurona i. De esta forma, el error que se produce en una neurona de la capa oculta es la 
sumatoria de los errores que se producen en las neuronas a las que está conectada su salida, 
cada uno de ellos multiplicado por el peso sináptico correspondiente. 
 
Si analizamos detenidamente lo estudiado hasta ahora, notamos que el método backpropagation 
requiere una gran cantidad de cálculos para realizar el ajuste de los pesos sinápticos de la red. 
Ya hemos mencionado que el método también hace uso de un indicador de variación de los 
pesos, que está dado por la tasa de aprendizaje m  y que como sabemos interviene directamente 
en la velocidad de aprendizaje de la red. El problema es que si esta tasa de aprendizaje es muy 
grande, puede generar fluctuaciones o cambios muy bruscos en los pesos sinápticos. Se ha 
sugerido que para filtrar estas oscilaciones se debe añadir en la expresión de modificación de los 
pesos, un término de momento denotado por b , de manera que la expresión sea: 
 
( )( 1) ( ) ( ) ( 1)
( 1) ( )
ij ij pi pj ij ij
ij ij pi pj ij
w k w k y w k w k
w k w k y w k
+   = + m d  + b - -
+   = + m d  + b D ( )       
 
De esta forma b  es una constante (momento) que determina el efecto en k+1 el cambio de los 
pesos sinápticos en la iteración k. La inclusión de la constante b  en el algoritmo, es opcional. 
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Al agregar la constante de momento en la actualización de los pesos, se disminuyen las 
iteraciones necesarias para la convergencia del algoritmo, porque si la variación en la iteración k 
( ijw k D ( ) ) era positiva y en k+1 también, entonces el descenso por la superficie de error en 
k+1 es mayor, y si la variación era positiva en k pero negativa en k+1, el descenso en k+1 es 
más pequeño, lo cual es deseable, ya que esto significa que se está descendiendo cerca de un 
mínimo y que las modificaciones que se hacen deben ser menores para poder alcanzarlo.  
 
Finalmente, la regla de actualización de los pesos sinápticos para el algoritmo backpropagation 
quedaría así: 
 
( )( 1) ( )ij ij pi pj ijw k w k y w k+   = + m d  + b D ( )       
 
Donde,   
 
( ) ( )'pi pi pi id y f Netd = - ⋅   Si la neurona i es una neurona de la capa de salida. 
( )'pi pk ki i
k
w f Net
æ ö÷ç ÷d = d ⋅ç ÷ç ÷è øå  Si la neurona i es una neurona de la capa oculta. 
 
 
2.5.2.2 Pasos del algoritmo backpropagation 
 
A continuación, se presentan a manera de síntesis los pasos y fórmulas que se deben utilizar 
para aplicar el algoritmo backpropagation:  
 
Paso 1.  Inicializar los pesos de la red y los umbrales de las neuronas con valores entre -1 y 1. 
Paso 2.  Inicializar la tasa de aprendizaje m  y el momento b(opcional) con valores entre 0 y 1. 
Paso 3.  Presentar a la red un patrón de entrenamiento del tipo { },p pX D  
Paso 4.  Computar la salida real de la red, calculando cada una de las salidas de las neuronas 
en cada capa. Así, para una neurona i: 
 
 ( )
1
N
l l l
pi pi ij pj i
j
y f Net f w x b
=
æ ö÷ç ÷= = ⋅  +ç ÷ç ÷çè øå  
Donde el índice l se refiere a la capa sea oculta o de salida, que según corresponda y el 
índice p al p-ésimo patrón de entrenamiento. 
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Paso 5.  Calcular el término delta para todas las neuronas. Teniendo en cuenta que la función 
sigmoidea con 1a = , tiene como derivada ( )'( ) ( ) 1 ( )f x f x f x= ⋅ - , entonces, si la 
neurona i se encuentra en la capa de salida el valor de delta es: 
 
 ( ) ( ) ( ) ( )' 1pi pi pi pi pi pi pi pid y f Net d y y yd = - ⋅ = - ⋅ -   
Para el caso en que la neurona i no sea de salida, el error en las capas ocultas depende 
de todos los términos de error de la capa de salida, por lo que el valor de delta es: 
 
( )1pi pk ki pj pj
k
w x x
æ ö÷ç ÷d = d ⋅ -ç ÷ç ÷è øå  
 
Donde k se refiere a todas las neuronas de la capa anterior a la neurona i. 
Paso 6.  Actualización de los pesos sinápticos y del umbral de la neurona i, utilizando la regla 
delta generalizada: 
 
( )( 1) ( )ij ij pi pj ijw k w k y w k+   = + m d  + b D ( )       
( )( 1) ( )i i pi ijb k b k w k+   = + m d + b D ( )       
 
Paso 7.  Repetir el procedimiento desde el paso 3 hasta el paso 6 hasta que el término de error 
resulte aceptablemente pequeño: 
 
 2
1
1
2
M
p pk
k
E
=
= då
 
Donde m es la cantidad de neuronas en la capa de salida 
 
Como ya se ha mencionado, el algoritmo backpropagation encuentra un valor mínimo de error 
mediante la aplicación de pasos descendentes (gradiente descendente). Cada punto de la 
superficie de error, corresponde  a un conjunto de valores de los pesos sinápticos de la red. 
Gracias al descenso gradiente, cada vez que se realiza un cambio en los pesos se garantiza el 
descenso hacía el mínimo más cercano, lo que puede hacer que el proceso de aprendizaje se 
detenga en un mínimo local del error, por lo que nunca podría alcanzarse un error mínimo 
global que sería el óptimo. Sin embargo, ha de tenerse en cuenta que no en todas las 
aplicaciones es necesario encontrar un mínimo global si no que es suficiente con hallar un error 
mínimo local preestablecido. 
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En las técnicas de gradiente descendente, es conveniente avanzar por la superficie del error con 
pequeños incrementos de los pesos sinápticos. Esto es así porque únicamente disponemos de 
información local de la superficie, y no se conoce lo lejos o lo cerca que se está del punto 
mínimo. Con incrementos muy grandes, se corre el riesgo de pasar por encima del punto 
mínimo sin conseguir estacionarse en él. Es por esto que la variación de los pesos debe 
contralase eligiendo un valor adecuado de tasa de aprendizaje m , normalmente este valor debe 
encontrarse en el orden de 0,05 a 0,25, para asegurar que la red llegue a asentarse en una 
solución13. Lo habitual es aumentar el valor de m  a medida que disminuye el error de la red 
durante la fase de aprendizaje. Así aceleramos la convergencia, pero teniendo cuidado de no 
llegar nunca a valores de m  demasiado grandes, que hicieran que la red fluctúe alejándose 
demasiado del mínimo, esto se evitaría haciendo uso del momento b , por lo general utilizando 
valores que no superen el orden de 0.55. 
 
Una vez que la red se haya asentado en un error mínimo ya sea local o global, el proceso de 
aprendizaje finaliza, si la solución es admisible desde el punto de vista del error, no importa si 
el mínimo es local o global, en la práctica una red deja de aprender antes de llegar a una 
solución aceptable, por eso en ocasiones se suele cambiar el número de neuronas ocultas o la 
tasa de aprendizaje y el momento, o simplemente se vuelve a iniciar el entrenamiento con 
valores distintos de pesos sinápticos originales para resolver el problema. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                            
13 HILERA GONZÁLEZ, José Ramón. MARTÍNEZ HERNANDO, Víctor José. Redes Neuronales 
artificiales: fundamentos, modelos y aplicaciones. Alfaomega S.A, México DF, 2000. 
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2.6 Redes de Hopfield 
 
2.6.1 Arquitectura de las redes de Hopfield 
 
Indiscutiblemente, el americano John Hopfield ha sido uno de los actores principales en la 
expansión del desarrollo en el campo de las redes neuronales. En 1982 Hopfield construyó un 
modelo, que lleva su nombre, lo suficientemente simplificado como para poder extraer 
información sobre las características relevantes de un sistema, conservando las ideas 
fundamentales de las redes construidas en el pasado y presentando una serie de funciones 
básicas. Con su aporte, Hopfield redescubrió el mundo casi olvidado de las redes 
autoasociativas, caracterizadas por una nueva arquitectura y un nuevo funcionamiento, para 
las que se tuvieron que diseñar otro tipo de reglas de aprendizaje. 
 
Debido a su arquitectura y a su funcionamiento, la red de Hopfield se puede incluir dentro de 
las redes neuronales recurrentes, pues cada neurona está conectada con todas las demás y 
además se produce un procesamiento temporal de los patrones. Lo que diferencia a esta red de 
las demás redes recurrentes es que actúa como una memoria asociativa. El concepto de 
memoria asociativa es bastante intuitivo pues se se trata simplemente de la asociación de dos 
patrones. 
 
En esencia, una red de Hopfield consiste en una red monocapa compuesta de n neuronas que 
tienen valores de salida binarios: 0, 1 ó -1,+1. La particularidad del modelo es que las neuronas 
de la capa de entrada componen única capa de la red, por lo que corresponden a su vez la capa 
de salida. Cada neurona de la red posee una conexión con las demás neuronas, excepto consigo 
misma (no existen conexiones autorecurrentes), tal como se muestra en la figura 2.19. Además, 
los pesos sinápticos asociados a las conexiones son simétricos, lo que quiere decir que el peso de 
la conexión entre la neurona j y la neurona i, es igual al peso de la conexión entre la neurona i 
y la neurona j ( ij jiw w= ). 
 
En el modelo original se hacía uso de la función escalón, como función de activación de todas 
las neuronas, por lo que se trataba de una red discreta, con entradas y salidas discretas; sin 
embargo, Hopfield desarrolló posteriormente una versión con entradas y salidas analógicas 
utilizando como función de activación la de tipo sigmoidea14. 
                                                            
14 HOPFIELD, John. Neurons with grade response have collective computacional properties like those of 
two-states neurons. Proceding of the National Academic of Sciences, 81, págs. 3088-3092. Reimpreso en el 
texto Artificial Neuran Networks: Theorical Concepts (V. Vemuri ed), págs.. 82-86, IEEE Computer 
Society Press Technology Series, 1988. 
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Figura 2.19 Arquitectura del modelo de Hopfield 
 
Como ya se mencionó, la red de Hopfield es una red autoasociativa, de esta forma durante el 
proceso de aprendizaje varios datos diferentes pueden ser almacenados en la red, como si se 
tratara de una memoria. Posteriormente, si se presenta a la entrada alguno de los datos 
almacenados, la red evoluciona hasta estabilizarse, dando como resultado en la salida el dato 
almacenado que coincide con el presentado en la entrada. Si por el contrario, el dato 
presentado no coincide con ninguno de los almacenados, la red evoluciona generando como 
salida los valores más cercanos posibles.  
 
Usualmente una red de Hopfield utiliza valores de umbral (bi) proporcionales a la suma de los 
pesos sinápticos de las conexiones de cada neurona con el resto: 
 
 
1
1
2
n
i ji
j
b w
=
= å
 
 
2.6.2 Funcionamiento de una red de Hopfield 
 
En una red de Hopfield la información es aplicada directamente a la única capa que posee la 
red. Si consideramos el caso en particular de una de las neuronas de la red, ésta recibirá como 
entrada neta el valor que le corresponde del vector de entrada y las salidas de las demás 
neuronas, valores que inicialmente coinciden con los de entrada, multiplicados por los pesos 
sinápticos correspondientes. A este valor de entrada neta se le aplica la función de activación, 
y3 
yn 
x3 
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obteniéndose, según el tipo de red, valores de salida binarios 0,1/-1,+1 ó un número real en el 
rango [0, 1]/[-1,+1]. Esto corresponde a un primer paso en el procesamiento realizado por la 
red, este proceso continúa hasta que las salidas de las neuronas se estabilizan, lo cual ocurrirá 
cuando dejen de cambiar de valor. Entonces, el conjunto de estos n valores de salida 
constituirán el valor de salida real entregado por la red, el cual corresponderá con algún patrón 
que fue almacenado durante la etapa de aprendizaje. 
 
Este funcionamiento puede expresarse matemáticamente de la siguiente forma: 
 
• En el instante inicial ( 0k = ) se aplica a la red el vector de entrada ( )1 2 3, , ,..., nx x x x     y la 
salida de las neuronas coincide con estos valores, así: 
 
( 0)i iy k x con i n= =             1 £ £  
 
• La red realiza iteraciones hasta alcanzar la convergencia ( )( 1) ( )i iy k y k+ = , es decir, 
cuando no hay cambio en el valor de yi de una iteración a otra: 
 
1
( 1) ( )
n
i ij j i
j
y k f w y k b
=
æ ö÷ç ÷+ = +ç ÷ç ÷çè øå  
 
Donde f es la función de activación ya sea de tipo escalón, para el modelo discreto, o 
sigmoidea para el modelo continuo. Para el caso del modelo discreto, si se trabaja con 
valores binarios de 0 y 1, se tendría: 
 
 
1
1
1
1 ( ) 0
( 1) ( ) ( ) 0
0 ( ) 0
n
ij j i
j
n
i i ij j i
j
n
ij j i
j
si w y k b
y k y k si w y k b
si w y k b
=
=
=
ìïï +  >ïïïïïïï+ = +  =íïïïïïï +  <ïïïî
å
å
å
 
• En el instante en el que la red converge, la salida ( )1 2 3, , ,..., ny y y y     representa la información 
almacenada por la red que más se parece a la información presentada en la entrada 
( )1 2 3, , , ..., nx x x x    . 
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Este funcionamiento descrito corresponde al modelo discreto de la red de Hopfield. El modelo 
continuo tiene mayor campo de aplicación que el anterior al permitir resolver problemas 
representados con valores numéricos reales (por ejemplo imágenes en color o en escala de grises 
en vez de sólo blanco y negro). 
 
Tanto en el modelo continuo como en el discreto, se pueden distinguir dos tipos diferentes de 
comportamiento según la forma en que se lleva a cabo la actualización de las salidas de las 
neuronas. Si esta actualización se realiza simultáneamente en todas las neuronas, se trata de 
una red de Hopfield síncrona, esto implica que todas las neuronas de la red generan las salidas 
al mismo tiempo, así en la próxima iteración ( 1k + ) todas utilizarán como entradas las salidas 
generadas en el instante anterior (k). Si por el contrario, la actualización de las salidas se 
realiza secuencialmente, estamos hablando de una red de Hopfield asíncrona, actualizándose 
únicamente la salida de una neurona en cada iteración15. En este caso ocurre que la salida a la 
que converge la red puede ser diferente en función del orden de la secuencia de activación de 
las neuronas. 
 
Para el caso de las redes de Hopfield síncronas continuas, el funcionamiento de la red tendrá 
que ser representado en forma de ecuación diferencial, así: 
 
 
1
n
i
i ij j i i
j
y
f w y b y
k
d
d =
æ ö÷ç ÷t = + -ç ÷ç ÷çè øå  
Donde it  es un parámetro denominado tasa de retardo que pretende representar el retraso de 
recepción de las salidas de las demás neuronas, que se produce en la neurona i. 
Si se pretende simular una red de Hopfield síncrona continua como la descrita, se debe resolver 
la ecuación diferencial entregada, o puede implementarse físicamente por medio de un circuito 
analógico que tenga un comportamiento similar al de la ecuación. En estos circuitos, los pesos 
sinápticos se representan como resistencias, las funciones de activación mediante amplificadores 
operacionales, y la tasa de retardo se logra poniendo en paralelo una resistencia y un 
condensador a la entrada del amplificador operacional correspondiente16. 
 
 
                                                            
15 S. Y. Kung. Digital Neural Networks. Ed. Prentice-Hall, 1993. 
16 HOPFIELD, John. Neurons with grade response have collective computacional properties like those of 
two-states neurons. Proceding of the National Academic of Sciences, 81, págs. 3088-3092. Reimpreso en el 
texto Artificial Neuran Networks: Theorical Concepts (V. Vemuri ed), págs.. 82-86, IEEE Computer 
Society Press Technology Series, 1988. 
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2.6.3 Regla de aprendizaje de las redes de Hopfield 
 
Las redes de Hopfield utilizan un mecanismo de aprendizaje no supervisado conocido como 
aprendizaje hebbiano y que pretende medir la familiaridad o extraer características de los datos 
de entrada. Este aprendizaje consiste básicamente en el ajuste de los pesos de las conexiones de 
acuerdo con la correlación de los valores de salida de las dos neuronas conectadas, de esta 
forma: 
 ij i jw x x=  
Recordemos que inicialmente las salidas de las neuronas i y j corresponden a los valores de 
entrada xi y xj respectivamente. Podemos notar que, si ambas neuronas son activas (salidas 
positivas) o ambas son pasivas (salidas negativas), se produce un reforzamiento de la conexión. 
Si por el contrario, una de ellas es activa y la otra pasiva, se produce un debilitamiento de la 
conexión. Por tanto, la modificación de los pesos se realiza en función de los estados de las 
neuronas, obtenidos tras la presentación de la información de entrada. 
 
De forma general, si el número de patrones de entrenamiento es P, el valor definitivo de cada 
uno de los pesos se obtiene mediante la suma de los P productos obtenidos por el 
procedimiento anterior. Si nos referimos a una red de Hopfield discreta con valores -1 y +1, la 
regla de aprendizaje puede expresarse como: 
 
 1 ,
0
P
p p
i j
pij
x x si i j
w con i j n
si i j
=
ìïï ¹ïï=              1 £ £íïïï =ïî
å     
Donde pix  y 
p
jx  corresponden respectivamente a la componente i-ésima y j-ésima del p-ésimo 
patrón de entrenamiento. 
 
Para el caso en que se trate de una red de Hopfield discreta con valores de 0 y 1, entonces los 
pesos se calculan según la expresión: 
 
 ( )( )1 2 1 2 1 ,
0
P
p p
i j
pij
x x si i j
w con i j n
si i j
=
ìïï - - ¹ïï=              1 £ £íïïï =ïî
å  
 
La forma para calcular los pesos en el modelo de red de Hopfield continuo es similar al descrito 
anteriormente, si se utiliza la red como memoria asociativa. Si la red se utiliza para resolver 
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problemas de optimización, el cálculo de los pesos dependerá del problema en concreto. 
Además, en el modelo continuo muchas veces se suele considerar la existencia de conexiones 
autorecurrentes, por lo que no siempre wii = 0. 
 
2.6.3.1 Función de energía 
 
Como ya se mencionó en la sección anterior, el aprendizaje de una red de Hopfield es de tipo 
Hebbiano, esto asegura la convergencia hacia una respuesta estable cuando se presenta un 
patrón de entrada. Muchas de las investigaciones acerca de la estabilidad de las redes se basan 
en el establecimiento de una función, denominada función de energía y que permite verificar la 
convergencia de una red por medio del criterio de estabilidad de Lyapunov. Se puede verificar 
que a medida que el estado de una red de Hopfield evoluciona la energía de la red se hace cada 
vez menor, decreciendo de manera asintótica. La función de energía de una red de Hopfield 
discreta es: 
 
1 1 1
1
2
n n n
ij i j i i
i j i
E w y y b y
= = =
= - +å å å  
Donde, 
:ijw  Peso sináptico de la conexión entre la i-ésima y j-ésima neurona. 
:iy     Valor de salida de la neurona i. 
:jy     Valor de salida de la neurona j. 
:ib     Umbral de la neurona i. 
 
Esta función guarda una estrecha similitud formal con el concepto de energía en mecánica 
clásica. Trata de representar la evolución del sistema, considerando cada vector de las salidas 
de las neuronas, como puntos en un espacio de dimensión n, relacionándolos con un estado de 
la red en un momento dado. Por ejemplo, si hablamos del espacio dimensional n = 3, la función 
energía puede imaginarse entonces como si se tratara de una superficie montañosa, donde los 
valles corresponden a los mínimos de la misma (Figura 2.20). Cuando en la red se han 
almacenado los P patrones, habrán también P posibles estados estables para la red, así durante 
su funcionamiento normal podrá responder  ante cierta entrada con una salida que represente 
alguno de estos patrones registrados. Estos P estados corresponden precisamente con los 
mínimos de la función de energía. Cuando se presenta a la entrada de la red un nuevo dato, 
ésta evoluciona hasta alcanzar un mínimo de la función, generando una salida estable. 
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tenerse para elegirlo. Si a tiene un valor tendiente a ¥ , f corresponderá a una función de tipo 
escalón y la red se convierte en una red de Hopfield discreta. Si a toma valores muy pequeños, 
los mínimos de la función de energía disminuyen y como consecuencia, el número posible de 
estados de la red, reduciéndose a un solo mínimo cuando a = 0. 
 
 
2.6.4 Limitaciones de las redes de Hopfield 
 
En una red de Hopfield, la cantidad de patrones que pueden ser aprendidos se encuentra 
enormemente limitada. Si se almacenan demasiados patrones durante la etapa de 
entrenamiento, la red podría converger a valores diferentes en su funcionamiento normal de los 
aprendidos con anterioridad, con lo que la tarea de asociación entre la información presentada 
y la almacenada se realiza de manera incorrecta. 
 
Puede comprobarse que esta situación no se produce nunca si el número de patrones 
almacenados es menor o igual que 4 ln( )n n , siendo n el número de neuronas de la red. Sin 
embargo, este límite puede suavizarse si se permite la posibilidad de un error mínimo en la 
recuperación de los patrones almacenados, suficientemente pequeño como para poder identificar 
dicha información sin ningún problema. En ese caso la cantidad de patrones que podrá 
almacenar la red será menor al 13,8%18 del número de neuronas de la red (0.138n). Por tanto la 
capacidad de almacenamiento de información de una red de Hopfield con n neuronas es: 
 
 
0.138
4 ln( )
n para una recuperación suficientementebuena
capacidad n para una recuperación completa
n
ìï     ïïï = íï                           ïïïî
 
Notamos que la limitación de la red de Hopfield en su capacidad de almacenamiento, hace que 
cuando la red se utiliza como memoria asociativa, requiera de una gran cantidad de neuronas, y 
por tanto, un número elevado de conexiones para almacenar una pequeña cantidad de datos. 
Por ejemplo si tomamos la limitación del 13,8%, en una red de 100 neuronas, se tendrían 
100 99 9900* = conexiones y sólo podrían almacenarse 13 datos. 
 
Otra limitación del modelo es que a pesar de cumplirse el requisito anterior, no siempre se 
puede garantizar que la red realice una asociación correcta entre una entrada y uno de los 
patrones almacenados. Si estos últimos no son lo suficientemente diferentes entre sí, es decir, si 
                                                            
18 HILERA GONZALÉZ, José Ramón, MARTÍNEZ HERNANDO, José. Redes neuronales artificiales: 
fundamentos, modelos y aplicaciones. Alfaomega editores, 2000. 
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no son ortogonales, puede ocurrir que cada uno de ellos no represente un mínimo de la función 
de energía. También puede ocurrir que ante una entrada en particular que coincida con uno de 
los patrones aprendidos, la red converja a otro de los patrones almacenados que fuese muy 
parecido. En definitiva lo que se requiere es que los patrones que debe aprender la red sean 
ortogonales, lo cual ocurre si cada par de patrones de entrada difieren  en, al menos, n/2 
componentes. Esta condición puede expresarse con la operación de producto punto entre 
vectores, así: 
 0k mX X k m⋅ £       " ¹  
Siendo kX  y mX   los k-ésimo y m-ésimo patrones de entrenamiento respectivamente. Esta 
condición también se conoce como distancia de Hamming y puede ser relajada estableciendo 
una distancia mínima del 30% del total, para que los patrones sean casi ortogonales, 
garantizándose todavía un funcionamiento aceptable. En este caso la expresión sería: 
 0.7 0.3 0.4k mX X n n n⋅ £ - =  
Ya que se permite un 70% de componentes diferentes y un 30% de componentes iguales. 
Algunos autores han propuesto modelos de redes autoasociativas que podrían ser más eficientes 
que el modelo de Hopfield. Por ejemplo J. Anderson desarrolló la red conocida como Brain-
State-In-A-Box (BSB)19. Se trata de una red con la misma topología que la rede de Hopfield, 
pero con conexiones autorrecurrentes en todas las neuronas. En la red BSB los patrones que se 
almacenan también deben ser ortogonales. Sin embargo, esta red tiene una mayor capacidad de 
almacenamiento, ya que puede aprender un número de patrones igual al número de neuronas 
que componen la red. Por ejemplo, una red BSB de 200 neuronas podrá almacenar un máximo 
de 200 patrones para que funcione correctamente, frente a los 27 patrones que podría 
almacenar una red de Hopfield con la misma cantidad de neuronas. 
 
 
 
 
 
 
                                                            
19 H. HASSOUN, Mohamad. Associative Neural Memories: Theory and Implementation, Oxford 
University Press, 1993. 
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2.7 Mapas autoorganizados: Redes de Kohonen 
 
2.7.1 Arquitectura de las redes de Kohonen 
 
En muchas áreas del cerebro de los animales y del hombre, las neuronas se encuentran 
organizadas de forma especial. Por ejemplo, en el área somatosensorial las neuronas encargadas 
de recibir las señales provenientes de la piel están cerca de la corteza cerebral, de manera que 
reproducen una especie de mapa de la superficie de la piel en una zona de la misma. Por otro 
lado, en lo que respecta al sentido del oído, existen áreas en el cerebro que representan mapas 
tonotópicos, donde los receptores que determinan distintas clases de rasgos relacionados con el 
tono de los sonidos, se encuentran organizados en dos dimensiones. En síntesis, es frecuente 
encontrar neuronas en la corteza cerebral que se encuentran organizadas espacialmente 
formando mapas de neuronas. El modelo de mapas de rasgos autoorganizados o SOFM (Self-
Organizing Feature Maps), intenta reproducir esta forma de organización de las neuronas de la 
corteza cerebral. 
 
Los mapas autoorganizados fueron desarrollados por el físico finlandés Teuvo Kohonen a lo 
largo de la década de los ochenta, de allí que también se le conozcan como redes de Kohonen. 
En este modelo, las neuronas se organizan en una arquitectura unidireccional de dos capas, la 
primera es la capa de entrada conocida como capa sensorial, que consiste en n neuronas, una 
por cada variable de entrada. Estas se comportan como buffers, distribuyendo la información 
procedente del espacio de entrada a las neuronas de la segunda capa, las entradas son entonces 
muestras ( ) nx t Î Â del espacio sensorial20. El procesamiento se realiza en la segunda capa, que 
está compuesta de m neuronas, ya sea en una dimensión (línea de neuronas), dos dimensiones 
(arquitectura rectangular) o de tres dimensiones (paralelepípedo). La conectividad de la red es 
total, es decir, todas las neuronas de la capa de salida reciben sus estímulos de todas las 
neuronas de la capa de entrada. 
 
Kohonen propuso inicialmente una red con una capa de salida en una sola dimensión (lineal), 
donde las neuronas están organizadas en una fila similar a un vector, a esta estructura la 
denominó LVQ (Linear Vector Quantization). A través de un vector de entrada, se le presenta 
a la red un estímulo que es modificado por los pesos sinápticos de las conexiones y se le 
presentan a la capa de neuronas de procesamiento, resultando un vector de salida y. 
 
                                                            
20 KOHONEN, Teuvo. Self-organized formation of topologically correct feature maps. Biological 
Cybernetics, 43, pp. 59-69, 1982 
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En la arquitectura en dos dimensiones (SOFM), una de las más populares, las neuronas de 
salida se organizan en forma de matriz (figura 2.21), a las neuronas organizadas de esta manera 
es a lo que se le conoce como mapa de la red. En general, este tipo de red permite tomar 
patrones de entrada de dimensión n y visualizar los rasgos que hay en los mismos usando una 
estructura bidimensional o de mapa. 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.21 Arquitectura de una red de Kohonen de dos dimensiones 
 
Como se observa, las conexiones entre una neurona k de la capa sensorial y una neurona i,j 
(posición en la matriz) del mapa, está representada por el peso sináptico wijk. 
 
La red auto-organizada debe descubrir rasgos comunes, regularidades, correlaciones o categorías 
en los datos de entrada, e incorporarlos a su estructura interna de conexiones. Se dice, por 
tanto, que las neuronas deben auto-organizarse en función de los estímulos (datos) procedentes 
del exterior. Es así como el objetivo de este tipo de redes es clasificar los patrones de entrada 
en grupos de características similares, de manera que cada grupo activará siempre una o varias 
neuronas de salida. Cada grupo de entradas queda representado entonces en los pesos de las 
conexiones de la neurona o neuronas de salida.  
 
En esencia las redes de Kohonen realizan una proyección no lineal de un espacio 
multidimensional nÂ sobre un espacio discreto de salida representado por el mapa de la red, 
constituyendo así una imagen del espacio sensorial, pero de menor número de dimensiones, 
reflejando con más fidelidad aquellas dimensiones del espacio sensorial de menor varianza, que 
suelen coincidir con los rasgos más importantes de las entradas21.  
 
                                                            
21 KOHONEN, Teuvo. Interpretation of the Self-Organizating map algorithm. Neural Networks, 6, 7, pp. 
895-905, 1993 
Neurona(i,j)
Sinapsis wijk 
x (t)
Mapa (salida) 
Capa sensorial (entrada) 
Neurona k
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La proyección se realiza de manera óptima, en el sentido que la topología del espacio de 
entrada se preserva en lo posible sobre la superficie de la capa (entradas x similares se 
corresponden con neuronas cercanas). Así, la distribución de las neuronas sobre el mapa resulta 
ser un reflejo de la función densidad de probabilidad ( )p x : regiones en el espacio sensorial 
cuyos representantes x  aparecen con más frecuencia (mayor valor de ( )p x ) serán proyectadas 
sobre un número mayor de neuronas en el mapa. 
 
En la fase de funcionamiento normal de la red, cuando una nueva señal x llega, todas las 
neuronas compiten para representarla. En primer lugar, cada neurona (i, j) calcula la similitud 
entre la entrada y su propio vector de pesos sinápticos wij, de acuerdo con algún criterio de 
similitud o distancia, este cálculo equivaldrá a la entrada neta de la neurona (i, j). 
 
Existen dos métodos ampliamente utilizados para calcular el grado de similitud. En el primer 
método el vector de entrada se multiplica componente a componente, por el correspondiente 
vector de pesos sinápticos y los resultados se suman. Esto corresponde al cálculo tradicional de 
la entrada neta como producto punto entre dos vectores, así para una neurona (i, j) del mapa, 
la entrada neta será: 
 
1
n
ij k ijk
k
S x w
=
= å  
El segundo método hace uso de la distancia euclidiana para computar la medida de similitud, 
así: 
 
( )2
1
n
ij k ijk
k
S x w
=
= -å  
 
En este caso, un resultado igual a cero significa que el vector de pesos y el vector de entrada 
son idénticos. Cualquiera de estos dos métodos se aplica a todas las neuronas del mapa de la 
red, y se elige como neurona ganadora aquella que tenga el mayor valor para el primer caso, y 
aquella de menor distancia euclidiana para el segundo caso. A esta neurona se le modificarán 
los pesos sinápticos. Sin embargo, el modelo de Kohonen introduce el concepto de función de 
vecindad, que define un entorno alrededor de la neurona ganadora; su efecto es que durante el 
aprendizaje se actualizan tanto los pesos de la vencedora como de las neuronas pertenecientes 
al entorno o vecindad22. 
 
 
                                                            
22 KOHONEN, Teuvo. The self-organizing Map. Proc. Of the IEEE, 78, 9, pp. 1464-1480, 1990 
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2.7.2 Regla de aprendizaje de las redes de Kohonen 
 
Las redes de Kohonen utilizan un método de aprendizaje no supervisado, que por la 
característica mencionada en la sección anterior, recibe el nombre de aprendizaje competitivo, 
puesto que cada neurona del mapa compite por ser la que representará las características o 
rasgos de los patrones de entrada. 
 
En la etapa de aprendizaje cada neurona del mapa está relacionada con diferentes rasgos del 
espacio de entrada. Tras la presentación y procesamiento del vector de entrada x, la neurona 
ganadora y las neuronas de su vecindad, determinadas por la función de vecindad, modifican 
sus pesos sinápticos. Este proceso se repite para numerosos patrones de entrada, de tal forma 
que al final los diferentes vectores de referencia sintonizan con dominios específicos de las 
variables de entrada y tienden a representar la función densidad de probabilidad ( )p x  (o 
función de distribución) del espacio sensorial. Si dicho espacio está dividido en grupos, cada 
neurona se especializará en uno de ellos, y la operación esencial de la red se podrá interpretar 
entonces como un clustering (agrupamiento de datos). 
 
Antes de llevar a cabo el proceso de aprendizaje de la red, debemos definir los parámetros que 
caracterizan a la red, como el número de neuronas (n) de la capa sensorial y la dimensión (m) 
del mapa. El número de neuronas de entrada es igual a la dimensión del vector del espacio de 
características que define el problema que se va a solucionar con la red. Las m neuronas del 
mapa se distribuyen, en general, en una matriz i j´  donde i y j son el número de filas y 
columnas de la matriz, respectivamente. Lo siguiente que debe definirse, es la función de 
vecindad que se usará en el algoritmo. La función de vecindad definida como ( ),h a g t-  , 
determina en cada iteración t, si una neurona a pertenece o no a la vecindad de una neurona 
ganadora g. Debido a que la vecindad es simétrica y centrada en la neurona g, uno de los 
argumentos  de la función de vecindad es la distancia entre la neurona genérica ( , )a i j=  y la 
neurona ganadora 1 2( , )g g g= : 
 
 2 21 2( ) ( )a g i g j g- = - + -  
En general, la función h decrece con la distancia a la neurona ganadora, y depende de un 
parámetro denominado radio de vecindad R(t), que representa el tamaño de la vecindad actual; 
es decir, el número de neuronas que se tomarán por radio. 
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La función de vecindad más simple, es la de tipo escalón: 
 ( ) 0 ( ),
1 ( )
si a g R t
h a g t
si a g R t
ìï - >ïï- = íï - £ïïî
 
Cuando la función de vecindad toma un valor de 1, la neurona i pertenece a la vecindad de la 
neurona ganadora g, pues su distancia es inferior al radio de vecindad R(t). 
También es común utilizar otras funciones de vecindad, como las gaussianas, las funciones pipa 
y los sombreros mexicanos, como se muestra en la figura 2.22. Las funciones gaussianas y de 
sombrero mexicano, son funciones continuas y derivables en todos sus puntos, y delimitan 
vecindades decrecientes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.22 Funciones de vecindad comunes y vecindades obtenidas 
 
Como vemos, la función de vecindad tiene una forma definida, pero su radio R(t) varía 
linealmente con el tiempo. Se parte de un valor inicial R0 grande (usualmente m/2) que 
determina vecindades amplias, con el fin de lograr la ordenación global del mapa. R(t) 
disminuye con el tiempo, hasta alcanzar un valor final Rf = 1, en este punto únicamente se 
actualizarán los pesos de la neurona ganadora y las adyacentes. 
 
Escalón Función Pipa Gaussiana Sombrero Mexicano
    
 
h(x) h(x) h(x) h(x) 
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Asi, el radio de vecindad R(t) se define como: 
 0 0( ) ( )f
r
tR t R R R
t
= + -  
Donde t  es la iteración actual y rt es el número máximo de iteraciones hasta llegar a Rf. 
 
Otro parámetro importante que debe definirse para aplicar el algoritmo de aprendizaje para 
una red de Kohonen, es la tasa de aprendizaje (m ). Esta tiene la particularidad, a diferencia de 
los algoritmos estudiados hasta ahora y al igual que el radio de vecindad, de ser linealmente 
decreciente en cada iteración. La tasa de aprendizaje comienza en un valor inicial 0m  alto pero 
no mayor a 1, esto hace que los pesos sinápticos inicialmente se modifiquen en mayor grado, 
luego decrece hasta alcanzar el valor final 0.01fm @  de acuerdo con la siguiente ecuación: 
  
( )0 0( ) f tt tmm = m + m - m  
 
Donde tm es el número máximo de iteraciones que debe hacerse para alcanzar el valor de fm . 
También es usual hacer uso de una función de tasa de aprendizaje que decrece 
exponencialmente23: 
 
0
0
( )
t
t
fk
mæ öm ÷ç ÷çm = m   ÷ç ÷ç m ÷çè ø
 
 
El uso de una u otra función por lo general no afecta demasiado el resultado final. 
 
 
2.7.2.1 Pasos del algoritmo de aprendizaje para las redes de Kohonen 
 
Después de haber definido la función de vecindad, el radio de vecindad, la tasa de aprendizaje y 
los demás parámetros del algoritmo, se procede a aplicar el algoritmo de aprendizaje. Es 
importante tener en cuenta que no existe un algoritmo de aprendizaje totalmente estándar para 
las redes de Kohonen. No obstante, el resultado final es bastante independiente de los 
parámetros particulares usados. 
                                                            
23 FLOREZ, Raquel. FERNANDEZ, Jose Miguel. Las redes neuronales artificiales: fundamentos teóricos 
y aplicaciones prácticas. Netbiblio S.L, España 2008 
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Como hemos estudiado, la principal novedad del algoritmo de aprendizaje para las redes de 
Kohonen es que la modificación de los pesos sinápticos se hace con base en la función de 
vecindad. Al inicio del entrenamiento la vecindad comprende una amplia región del mapa, lo 
que permite un ordenamiento global de los pesos sinápticos. A medida que se avanza en el 
número de iteraciones, el tamaño de la vecindad se reduce hasta que finalmente sólo se 
modifican los pesos sinápticos de la neurona ganadora. Así, el proceso de aprendizaje 
comprende dos fases: un ordenamiento global, en el que se produce el despliegue del mapa; y un 
ajuste fino, en el que las neuronas se especializan.  
La cantidad de iteraciones del algoritmo, debe ser proporcional al tamaño del mapa (a mayor 
cantidad de neuronas de salida, mayor cantidad de iteraciones), usualmente 50 iteraciones por 
neurona es suficiente para que el algoritmo converja. 
A continuación se exponen los pasos del algoritmo: 
Fase de despliegue 
Paso 1:  Inicizalizar aleatoriamente los pesos sinápticos ijkw  con valores entre -1 y 1. 
Para 0t =  hasta t iteraciónmáxima=   hacer: 
Paso 2: Presentar un patrón x tomado de acuerdo con la función de distribución de 
probabilidad ( )p x  del espacio sensorial de entrada. Si se tiene un número 
finito de patrones, lo cual es habitual, basta con elegir uno al zar y 
presentarlo a la red. 
Paso 3:  Para cada neurona ( , )a i j=  del mapa, calcular la similitud entre su vector 
de pesos sinápticos ijw  y el vector de entrada x. Si se usa la distancia 
euclidiana: 
( )2
1
n
ij k ijk
k
S x w
=
= -å
 
Paso 4: Elegir como neurona ganadora 1 2( , )g g g= , aquella cuya distancia sea la 
menor de todas. 
Paso 5:  Actualizar los pesos  de la neurona ganadora y las vecinas, siguiendo la regla: 
 
( ) ( )( 1) ( ) , ( ) ( )ijk ijk k ijkw t w t t h a g t x t w t+ = + m( )⋅ - ⋅ -  
Fase de especialización 
Repetir los pasos 2 a 5, con )tm(  y ( )R t  constantes, en general:  ) 0.01tm( =  y ( ) 1R t = . 
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2.8 Aplicaciones 
 
Las redes neuronales tienen infinidad de aplicaciones en diferentes ciencias y se están aplicando 
sistemáticamente para resolver distintas clases de problemas. Citamos aquí algunas de las 
aplicaciones más relevantes en las ciencias de la computación. 
 
Las redes neuronales multicapa como el MLP, se aplican sobre todo en: 
 
Codificación de información: La arquitectura de la red juega un papel fundamental en este tipo 
de aplicación. La idea principal consiste en que la información de entrada se recupere en la 
salida por medio de un código interno. Si esto se consigue, en la fase de funcionamiento sólo 
habrá que proporcionar a la red la información codificada, compuestas por los estados de 
activación de las neuronas de las capas ocultas y los pesos correspondientes obtenidos durante 
la etapa de aprendizaje, para generar correctamente la salida. 
 
Traducción de texto en lenguaje hablado: Es una aplicación desarrollada por Sejnowski y 
Rosenberg24. En la capa de entrada se codifica convenientemente cada una de las posibles 
letras, así como el contexto local, que consiste en las tres letras precedentes y posteriores, a 
través de una ventana que se va moviendo por el texto secuencialmente. En la capa de salida se 
codifica la información correspondiente a la pronunciación de una serie de fonemas, más ciertas 
características que dan idea de sus vecinos. Con un número adecuado de neuronas ocultas, la 
red establece la correspondencia texto-fonemas que permitirá, durante la fase de 
funcionamiento, generar automáticamente los fonemas correspondientes a un determinado 
texto. 
 
Reconocimiento del lenguaje hablado: Es un tipo de aplicación muy actual y su dificultad 
radica en la capacidad que debe tener la red para tratar información temporal. Se ha 
propuesto, entre otras soluciones, introducir retardos que permitan identificar explícitamente la 
existencia de ventanas temporales en la captura de la información. Las conexiones entre las 
neuronas de la capa oculta y las neuronas de la capa de salida deben tener una unidad de 
retardo. De esta forma se pretende obtener respuestas similares a patrones de entrada similares 
ya que se encuentran desfasados en el tiempo. Para abordar este tipo de problemas puede 
hacerse uso del algoritmo backpropagation haciendo algunas variaciones: el error no sólo ha de 
ser propagado espacialmente por todas las capas si no también temporalmente. 
 
                                                            
24 T. Sejnowski y C. Rosenberg. Parallel networks that learn to pronounce english text. Complex Systems, 
págs. 145-168 
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Reconocimiento óptico de caracteres (OCR): Se trata de una aplicación típica de 
reconocimiento de patrones, siendo en este caso las letras de un texto los patrones a reconocer. 
El objetivo es que la red tenga la capacidad de generalizar pasada la fase de aprendizaje, es 
decir, que reconozca formas de caracteres no utilizadas en el proceso. Los caracteres pueden 
presentarse a la neurona como una imagen compuesta por cierto número de pixeles, generando 
en la salida un código, por ejemplo ASCII, correspondiente al carácter de entrada. También se 
puede utilizar una segunda red como diccionario que aprenda palabras completas y permita 
depurar posibles errores en el reconocimiento de caracteres aislados llevado a cabo por la 
primera red. 
 
A pesar de las limitaciones estudiadas en las redes de Hopfield, el modelo ha sido uno de los 
más utilizados, como se describió o con algunas modificaciones, esto se debe a la relativa 
facilidad de implementación física de la red utilizando tecnología VLSI – Very High Scale 
Integration (muy alta escala de integración). Las aplicaciones más conocidas incluyen: 
 
Reconocimiento de imágenes: La red de Hopfield puede reconstruir versiones distorsionadas o 
parciales de imágenes almacenadas durante la fase de aprendizaje. Una limitación que presenta 
el modelo original es la imposibilidad de recuperar correctamente la imagen si la información de 
entrada ha sido trasladada o rotada. Para ello sería necesario introducir nuevas reglas de 
aprendizaje diferentes a las de Hebb, que tengan implícitas las invarianzas necesarias para que 
se pueda llevar a cabo el reconocimiento deseado. 
 
Resolución de problemas de optimización: Una de las aplicaciones de las redes neuronales en 
general, y en particular del modelo de Hopfield, es la resolución de problemas de optimización 
complejos. La utilización de una red de Hopfield para este fin se basa en la idea de expresar la 
función objetivo del problema en particular en términos de la función de energía de la red, 
calculándose los pesos sinápticos y los umbrales en términos de parámetros de la función 
objetivo, para que ambas expresiones sean equivalentes. De esta forma cuando se pone en 
funcionamiento la red, esta itera hasta alcanzar un mínimo de la función de energía, que en 
este caso coincidirá con el mínimo de la función objetivo, encontrando así una posible solución 
al problema. 
 
Para el caso de las redes de Kohonen, las aplicaciones en las que mejor se desempeñan este tipo 
de redes son las que están relacionadas con reconocimiento de patrones, análisis de datos y 
clustering. 
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3. INTELIGENCIA COLECTIVA 
 
 
3.1 Introducción 
 
El comportamiento de algunos animales que se organizan en grupos, especialmente insectos 
como las hormigas, termitas, abejas y avispas; ha inspirado la creación de algoritmos que 
intentan modelar los principios por los que se rigen estos insectos “sociales”. La integración y la 
coordinación de tareas de los individuos que componen estas colonias no requieren de un 
supervisor o jefe central que de órdenes a todos. Dichos individuos resuelven sus problemas 
ligados a su supervivencia, de forma distribuida y paralela, son capaces de llevar a cabo tareas 
inteligentes como encontrar el camino más corto entre dos puntos, construir complejas 
estructuras y repartir tareas entre sí. El campo de la inteligencia artificial que estudia este tipo 
de comportamiento e intenta aplicarlo a la resolución de problemas se denomina “swarm 
intelligence”, es decir, inteligencia de enjambre o colectiva. 
El comportamiento aparentemente inteligente que presentan los enjambres o colonias de 
insectos se debe precisamente a su forma de organización. Como individuos aislados estos 
insectos realmente son poco sagaces, pero como colonias pueden responder de forma rápida y 
efectiva a su entorno. Las habilidades colectivas de estos animales, ninguno de los cuales 
alcanza a percibir la situación en general, siguen pareciendo fascinantes incluso para los 
biólogos que los estudian. 
El origen de esta inteligencia colectiva constituye uno de los mayores interrogantes que se han 
planteado a cerca del funcionamiento de la naturaleza. ¿Cómo se suman las acciones simples de 
un conjunto de individuos para dar como resultado un complejo comportamiento grupal?, 
¿Cómo logra un enjambre de abejas tomar decisiones críticas sobre su colmena si no todos los 
individuos están de acuerdo?, ¿Cómo es posible que un conjunto de hormigas encuentre una 
ruta óptima entre la colonia y su fuente de alimento?. Los investigadores han deducido 
explicaciones fascinantes al respecto, y estas explicaciones han inspirado el desarrollo de 
algoritmos como la optimización por colonia de hormigas, la optimización por enjambre de 
partículas (PSO – Particle Swarm Optimization) y los autómatas celulares. Estos algoritmos 
pretenden hacer uso de los principios básicos por los que se rige la teoría de la inteligencia 
colectiva, para resolver problemas cotidianos y de ingeniería principalmente relacionados con la 
optimización. 
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3.2 Fundamentos Biológicos 
3.2.1 Las colonias de hormigas 
“Las hormigas no son listas, las colonias de hormigas sí” 1 
Si observamos a una hormiga tratando de hacer algo por sí sola, alejada de la colonia, 
comprobaremos que su ineptitud es abrumadora. Si se trata de tomar una decisión una única 
hormiga está completamente perdida. Entonces, ¿Cómo puede explicarse el increíble éxito que 
han tenido las hormigas durante estos 140 millones de años?, la respuesta se encuentra en el 
trabajo en equipo. 
La citada frase de la bióloga de la Universidad de Stanford, Deborah M. Gordon, nos hace 
pensar en la existencia de un comportamiento inteligente en conjunto, que pierde sentido 
cuando se estudia a un individuo fuera de su contexto social como integrante de una colonia. 
Ciertamente, una colonia de hormigas puede resolver problemas que serían imposibles de 
resolver por un sólo individuo, todo esto gracias a la inteligencia colectiva que guía a cada uno. 
Uno de los factores importantes de las colonias de hormigas es que ninguna de ellas está al 
mando, controlando todo lo que hace cada una. Incluso un hormiguero de medio millón de 
hormigas opera perfectamente sin la dirección de un individuo. Por el contrario, el 
comportamiento de estos insectos se basa en incontables interacciones entre ellos, siguiendo 
cada uno un conjunto de reglas simples. Los científicos lo describen como un sistema auto-
organizado. 
Para lograr entender el funcionamiento de esta inteligencia grupal, es importante primero 
estudiar cómo se origina una colonia de hormigas. 
 
3.2.1.1 ¿Cómo se origina una colonia de hormigas? 
 
Una hormiga hembra guarda el esperma que el macho depositó en su receptaculum seminis 
durante el apareamiento. Tras la fecundación, que generalmente tiene lugar en el aire, la 
hormiga se posa y se arranca las alas con las mandíbulas o  frotándolas contra un objeto sólido. 
Luego comienza a excavar una pequeña cámara y permanece en ella hasta el año siguiente. 
Durante todo este tiempo esta hormiga depende, para su propia nutrición, únicamente de su 
voluminoso cuerpo y de los músculos de vuelo que se degeneran poco a poco.  Tiempo después 
pone unos cuantos huevos que luego se transformarán en hormigas obreras. Cuida de ellos y 
                                                            
1  GORDON, Deborah M. Ants at Work: How An Insect Society Is Organized. Facultad de biología, 
Universidad de Stanford. 2000 
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cuando nacen las larvas las alimenta con secreciones salivares. En este momento esta hormiga, 
conocida como hormiga reina, comenzará a dar origen a su colonia. 
Las primeras hormigas obreras pueden salir de la cámara para llevar comida a la reina y a las 
larvas que nazcan posteriormente. También pueden desempeñar labores de construcción y 
mantenimiento del nido. Con el paso del tiempo las hormigas crecerán en número y por ende 
construirán un nido más grande y conseguirán aún más alimento para ellas mismas, para las 
larvas y para la reina.  
Los huevos de hormiga son blancos y sólo miden 0,5 mm de longitud. Las obreras los llevan de 
un lugar a otro a medida que cambian las condiciones del nido, manteniéndolos siempre allí 
donde las condiciones son óptimas y lamiéndolos con frecuencia para mantenerlos libres de 
infecciones. Las hormigas agrupan a las larvas en montones del mismo tamaño y 
aproximadamente de la misma edad. Si en un montón surge un individuo de mayor tamaño las 
"niñeras" le prestan más atención. Por consiguiente, la clasificación de las larvas de modo que 
todas sean del mismo tamaño sirve para que cada una reciba la cantidad de atención que 
precisa2. 
Una vez adquirida la forma adulta, las obreras ayudan a la hormiga a salir de su envoltura. La 
casta de una hormiga es determinada por el tipo de alimento que recibe durante su estado 
larvario. Las destinadas a reproductoras (reinas) son alimentadas con una dieta rica en 
proteínas, mientras que las obreras reciben fundamentalmente una dieta rica en hidratos de 
carbono. En algunas especies de hormigas unas obreras son más grandes que otras, estas 
desempeñan labores mucho más pesadas que las obreras más pequeñas. 
El sexo de una hormiga está genéticamente determinado: las hembras tienen cromosomas XX y 
los machos XY. Todas las hormigas obreras son hembras que no son fértiles, esto las obliga a 
trabajar en la colonia durante toda su vida. Aquellas que corren con la suerte de ser fértiles 
(reinas) estarán destinadas a abandonar el nido, aparearse y posteriormente formar una nueva 
colonia. Los machos se originan a partir de huevos no fecundados, en su mayoría estos huevos 
se destinan también como alimento para las larvas. Si un macho logra nacer, este abandona la 
colonia para posteriormente aparearse con una hormiga reina y morir durante el acto. En la 
figura 3.1 se puede observar la apariencia de las hormigas macho y hembras (reina y obrera). 
Una reina puede vivir hasta quince años y durante todo ese tiempo es capaz de poner miles de 
huevos que se fecundan con el esperma guardado durante el apareamiento. 
                                                            
2 SLEIGH, Charlotte. Ant – Animals and Civilizations, Reaktion Books LTD, Londres, 2003. 
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Desde el punto de vista anatómico la reina es muy distinta de los zánganos y las obreras. Su 
cuerpo es largo, con un abdomen mucho mayor que el de una abeja obrera. Sus mandíbulas 
están armadas con afilados dientes cortantes, mientras que sus descendientes tienen mandíbulas 
sin dientes. La reina tiene un aguijón curvo y liso que puede usar una y otra vez sin poner en 
peligro su vida, en contraste, las abejas obreras van armadas de una aguijón recto y barbado, 
de modo que cuando pican queda anclado con firmeza en el cuerpo de la víctima y al intentar 
sacarlo la abeja se desgarra parte del abdomen y muere poco después. La reina, además, carece 
de las herramientas de trabajo que poseen las obreras como cestas para el polen, glándulas que 
segregan cera y una vejiga bien desarrollada para la miel. Su alimento es casi exclusivamente 
una secreción llamada jalea real que producen las glándulas de las abejas obreras. 
 
Las obreras construyen la colmena a base de cera que se produce en unas glándulas especiales 
llamadas glándulas cereras. Construyen las famosas celdas hexagonales, en donde se criarán los 
huevos que la abeja reina deposita. Ya desarrolladas, las larvas se encerrarán en una celda y, 
cuando se conviertan en una abeja adulta, saldrán rompiendo la cubierta que las había aislado. 
Pero la función de las abejas obreras no es sólo la de recoger alimento y atender a la reina, 
también tienen que limpiar la colmena y renovar el aire con las alas. Cada colmena tiene, 
además, un olor propio, eso permite que cada abeja vuelva siempre a su hogar y no se 
equivoque de colmena. 
 
Las obreras también desempeñan una labor de suprema importancia para la colonia, la correcta 
elección de un lugar adecuado para la colmena. A finales de la primavera, cuando el número de 
abejas ya es demasiado elevado, la colonia se divide y la reina, algunos zánganos y casi la 
mitad de las obreras vuelan a un lugar cercano, usualmente un árbol, y se amontan. Allí 
esperan mientras un grupo de obreras sale en busca del lugar ideal para instalar la nueva 
colmena. Cuando la colonia elige un lugar todas se dirigen a él y no vuelven a moverse de allí, 
así que la decisión debe ser muy acertada. ¿Cómo logran las abejas ponerse de acuerdo sobre el 
mejor lugar para instalar su nuevo hogar? 
 
3.2.2.1 El principio de los enjambres de abejas 
 
Pese a que las abejas suelen tener opiniones diferentes sobre el mejor lugar para localizar la 
nueva colmena el grupo tiende a escoger el mismo sitio. Para tomar esta decisión las abejas 
recolectan información por ellas mismas, haciendo evaluaciones independientes y, 
posteriormente, realizando una especie de votación. 
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3.3 De la biología a la inteligencia colectiva artificial 
 
3.3.1 Los agentes simples y los sistemas de agentes 
 
Después de haber entendido cuáles son los principios biológicos en los que se inspira la 
inteligencia colectiva artificial, podemos percatarnos que básicamente hay tres aspectos 
fundamentales que están relacionados con la inteligencia colectiva natural, estos son: seres 
simples destinados a realizar tareas concretas, un conjunto de reglas de interacción entre estos 
seres que guían y modifican las tareas asignadas y un objetivo compartido, conocido a nivel 
local. En este orden de ideas, un algoritmo de inteligencia colectiva simula estos aspectos 
mediante la creación de agentes simples, reglas de comunicación local entre los mismos y un 
control distribuido (auto-control por parte de cada agente). 
 
Un agente, en inteligencia artificial, es una entidad (física o virtual) que está en la capacidad de 
percibir su entorno, procesar los datos que provienen del mismo y actuar en su entorno de 
acuerdo a los resultados del procesamiento de la información percibida y a un conjunto de 
reglas, para maximizar un resultado esperado. En la figura 3.6 se puede observar la estructura 
general de un agente simple. 
 
Para el caso de la inteligencia colectiva se habla de agentes simples, puesto que estas entidades 
sólo perciben su entorno a nivel local, realizando un procesamiento simplificado de los datos de 
entrada y sus acciones dependen en gran parte de las acciones que otros agentes han llevado a 
cabo. Es así entonces como un agente simple representa a una hormiga, una abeja, una célula o 
cualquier organismo biológico simple. 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.6 Estructura de un agente simple 
Ambiente 
Agente Simple 
Receptor
Reglas 
Condiciones 
Respuesta 
Emisor
Percepciones
Acciones
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Al igual que los organismos biológicos simples se organizan en colonias, los agentes simples se 
organizan en sistemas. Si se quiere igualar el éxito de los insectos sociales a la hora de resolver 
problemas es necesario que el sistema posea las siguientes características: 
 
• Autonomía: Todos los agentes simples deben ser autónomos, controlando su propio 
comportamiento y tomando sus propias decisiones con base en la información local que 
puedan percibir. 
• Adaptabilidad: El sistema debe estar en capacidad de adaptarse a un entorno cambiante 
gracias a la interacción entre los agentes simples. Esta interacción puede ser directa o 
indirecta por medio del ambiente local; dos agentes simples interactúan indirectamente 
cuando uno de ellos modifica el ambiente cercano y el otro percibe los cambios y 
posteriormente responde. Este medio de comunicación local permite que los agentes 
tengan la habilidad de detectar cambios en el ambiente de forma dinámica. Así, pueden 
adaptar por ellos mismos su comportamiento a los nuevos cambios detectados, esto se 
conoce como habilidad de auto-configuración. 
• Escalabilidad: El sistema debe estar en capacidad de operar aunque esté conformado 
por sólo unos cuántos agentes, por unos cientos o por miles de ellos. 
• Flexibilidad: Ninguno de los agentes del sistema es indispensable para el funcionamiento 
del mismo, en cualquier momento debe ser posible adicionar, remover o reemplazar a 
cualquiera de ellos. 
• Robustez: Al tratarse de un sistema distribuido, es decir, en el que el procesamiento de 
la información y la toma de decisiones es descentralizado (depende de cada agente), no 
hay un único punto de falla. Esto se traduce en que si uno o más agentes fallan, el 
sistema en general puede seguir ejecutando la tarea inicial. 
• Auto-organización: Este término se refiere a la capacidad que debe poseer el sistema de 
aumentar su complejidad, estabilizarse y ejecutar una tarea sin requerir la intervención 
de ningún agente externo. El comportamiento exhibido por el sistema está determinado 
por la suma de las acciones de cada uno de los agentes que lo componen. Así, el 
resultado obtenido como la solución a un problema, no se encuentra predefinido o pre-
programado sino que se determina colectivamente. 
 
Todas estas características listadas se integran implícitamente al sistema gracias a que el 
algoritmo, que define el comportamiento de los agentes y del sistema, las incorpora. 
 
En los siguientes subcapítulos se estudian con más detalle las técnicas de inteligencia colectiva 
más comunes, como lo son la optimización por colonia de hormigas, optimización por enjambre 
de partículas y los autómatas celulares.    
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3.4 Optimización por colonia de hormigas 
 
3.4.1 Fundamentos de la optimización por colonia de hormigas 
 
La optimización por colonia de hormigas es un algoritmo propuesto inicialmente por Alberto 
Colorni, Marco Dorigo y Vittorio Maniezzo5 - 6, que hace parte de los métodos heurísticos para 
aproximar soluciones a problemas de optimización combinatoria. Un problema de optimización 
combinatoria es un problema de optimización en el que el conjunto de posibles soluciones es 
discreto o se puede reducir a un conjunto discreto. Así, el objetivo consiste, como en cualquier 
problema de optimización, en hallar la solución óptima que minimiza o maximiza una función 
objetivo dada; en este caso la función objetivo depende de varias variables. En la mayoría de 
los casos estos problemas se formulan mediante grafos ponderados, facilitando de esta forma la 
implementación del algoritmo como un problema de búsqueda del camino más corto entre dos 
vértices o nodos del grafo. 
 
Un grafo simple ( , )G V A= , donde V es el conjunto de vértices y A es el conjunto de aristas, 
es un grafo ponderado sí tiene asociado una función :W A + Â  llamada función de 
ponderación o función de peso. Así, a cada arista del grafo se le asigna un valor real positivo 
denominado peso, que representa el coste de recorrer esa arista desde un nodo origen i al nodo 
destino j; este peso se denota por ijw . Un ejemplo de grafo ponderado se puede observar en la 
siguiente figura: 
 
 
  
 
 
 
 
 
 
Figura 3.7 Ejemplo de grafo ponderado 
 
                                                            
5 A. Colorni, M. Dorigo, and V. Maniezzo, Distributed  optimization by ant colonies, Proceedings of 
ECAL'91, European Conference on Artificial Life, Elsevier Publishing, Ámsterdam, Paises Bajos (1991) 
6 M. Dorigo, V. Maniezzo, and A. Colorni, The ant system: an autocatalytic optimizing process, 
Technical Report TR91-016, Politécnico de Milán, Italia (1991) 
a 
b e
c
d
4 3
8
6 5
2
4
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El grafo ilustrado en el ejemplo es un grafo ponderado y además doblemente dirigido, lo que 
implica que los nodos que se encuentran conectados entre ellos pueden ser tanto de partida 
como de llegada para un recorrido dado. Es decir, por ejemplo, del vértice a se puede llegar al 
vértice b o al vértice c; y a la vez desde los vértices b y c se puede llegar al vértice a. Los pesos 
de cada una de las aristas del grafo ponderado son: 
 
4 8
6 3
5 4
2
ab ba ac ca
bc cb be eb
ce ec cd dc
de ed
w w w w
w w w w
w w w w
w w
= =         = =   
= =          = =
= =         = =
= =
  
 
Como vemos, el grafo del ejemplo no es un grafo completo, es decir, no todos los vértices se 
encuentran conectados con el resto. Siendo esto así, hay algunos pesos que no se encuentran 
definidos y cuyo valor se asume como ¥; de esta forma, se denomina matriz de pesos de un 
grafo ponderado ( , )G V A= , tal que { }1 2 3, , , ..., nV v v v v=    , a una matriz de orden n n´  
formada como sigue: 
 
( )
( )
,
,
ij i j
ij ij
i j
w si v v A
W a a
si v v A
ìï   Îïïé ù=   íê úë û ï¥    Ïïïî
 
 
Así, el grafo de la figura 3.7 tiene como matriz de pesos: 
 
4 8
4 6 3
8 6 4 5
4 2
3 5 2
W
é ù¥ ¥ ¥ê úê ú¥ ¥ê úê ú= ¥ê úê ú¥ ¥ ¥ê úê ú¥ ¥ê úë û
 
 
La matriz de pesos puede entonces representar las distancias entre un grupo de ciudades en el 
problema del viajero, el tiempo de ejecución de una tarea en un problema de planificación, y 
cualquier otro valor o coste en un problema que pueda representarse en forma de grafo 
ponderado. 
 
En un algoritmo de optimización por colonia de hormigas, un número determinado de hormigas 
artificiales construye soluciones para un problema de optimización e intercambia información 
129 
 
sobre la calidad de esta solución por medio de un esquema de comunicación temporal 
(feromonas). 
 
El algoritmo de optimización por colonia de hormigas es esencialmente un algoritmo 
constructivo, es decir, en cada iteración del algoritmo cada hormiga determina una solución al 
problema recorriendo un grafo ponderado. Cada arista del grafo representa los posibles pasos 
que la hormiga puede dar y tiene asociado dos tipos de datos que guían el movimiento de la 
hormiga, estos son: 
 
Información heurística: Mide la preferencia de una hormiga de moverse desde el nodo r hasta el 
nodo s, es decir, de recorrer la arista rsa  y se denota por rsh . Las hormigas no modifican esta 
información durante la ejecución del algoritmo. 
 
Rastro de feromona: Mide que tan deseable es el movimiento del nodo r al nodo s según la 
experiencia de otras hormigas. Imita a la feromona natural y se modifica durante la ejecución 
del algoritmo dependiendo de las soluciones encontradas por las hormigas. Se denota por rst . 
  
Diferentes algoritmos de optimización por colonia de hormigas han sido propuestos a través de 
los años. Sin embargo, el algoritmo original es conocido como Sistema de Hormigas y fue 
propuesto a inicios de los 90’s, la mayoría de los demás algoritmos pueden considerarse como 
variantes del algoritmo original. En la siguiente tabla se puede observar una lista de los 
algoritmos de colonia de hormigas más comunes7: 
 
Algoritmo Autor(es) Año
Sistema de Hormigas Dorigo et al. 1991
Sistema de Hormigas - Elitista Dorigo et al. 1992
Hormiga -Q Cambardella & Dorigo 1995
Sistema de Colonias de Hormigas Cambardella & Dorigo 1996
Sistema de Hormigas Max-Mini Stutzle & Hoos 1996
Sistema de Hormigas Basado en Ranking Bullnheimer et al. 1997
ANTS Maniezzo 1999
Sistema de Hormigas – Hipercubo Blum et al. 2001
 
Tabla 3.1 Algoritmos de Colonia de Hormigas más comunes 
                                                            
7 GHALEB, Saad, AL-SLAMY, Nada. Ant Colony Optimization. Department of Management 
Information Systems. College of Economics & Business. Al-Zaytoonah University or Jordan. Amman, 
Jordania 2008 
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Este subcapítulo se centra en el estudio de los sistemas de hormigas al ser el algoritmo original 
y de uso más extendido.  
 
3.4.2 Sistema de Hormigas: Modelo basado en feromonas 
 
Un problema de colonia de hormigas puede definirse como un problema ( ),P S f=  de 
optimización en el que se tiene un conjunto de objetos S y una función objetivo :f S + Â  
que asigna un valor positivo que representa el costo. El objetivo es encontrar un objeto s  con 
un costo mínimo. Así, un problema de colonia de hormigas basado en feromonas puede definirse 
como ( ), ,P S f= W  donde: 
 
• S es el espacio de búsqueda (o soluciones) definido sobre un conjunto finito de variables 
de decisión y un conjunto W  de condiciones o restricciones para las variables. 
• :f S + Â  es la función objetivo a ser minimizada. 
 
El espacio de soluciones S se define de la siguiente manera: Dado un conjunto de n  variables 
discretas iX con valores { }1 2, , ..., iiij i i i Dv D v v vÎ =    , 1,2,3,...,i n= . Una instanciación de una 
variable, que corresponde a la asignación de un valor ijv  a una variable iX , se denota por 
ij iv X= . Una solución factible s SÎ corresponde a una asignación completa (una solución en 
la que cada variable de decisión tiene un dominio de valor asignado) que satisface las 
condiciones. Si el conjunto de condiciones W  es vacío, entonces cada variable de decisión puede 
tomar cualquier valor de su dominio independientemente de los valores de otras variables de 
decisión. En este caso P se denominaría un problema sin restricciones. 
 
Para construir un modelo de un sistema de colonia de hormigas basado en feromonas es 
necesario generar los componentes de solución que conciernen al caso en particular. En primer 
lugar, denominaremos componente de solución a la combinación de una variable de decisión iX
y a su dominio de valores ijv  y lo denotaremos como ijc . Así, el modelo basado en feromonas 
consiste en un parámetro rastro de feromona denotado por ijT  para cada componente de 
solución ijc . El valor para un parámetro de rastro de feromona ijT - llamado simplemente 
feromona – se denota por ijt , el conjunto de todos los rastros de feromona se denota por T y 
el conjunto de todos los componentes de solución se denota por C. Entonces, el grafo de 
 c
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ciudades, algo más de medio minuto en resolver el problema para 11 ciudades y 77.147 años en 
resolver el problema para sólo 20 ciudades. Por ejemplo, las rutas posibles entre 12 ciudades 
son 479 001 600 combinaciones, y el número de caminos individuales entre ciudades es la 
sumatoria desde 1 hasta 12-1, es decir, 66. 
 
Un posible modelo para este problema, usando un Sistema de Hormigas, consiste en una 
variable de decisión binaria aX asociada a cada a AÎ  del grafo del problema del viajero 
( , )G V A= . Así, para cada a AÎ  se obtienen dos componentes de solución 1ac  que indica que 
la arista a es parte de la solución, y 0ac  que indica que la arista a no es parte de la solución. 
Nótese que cualquier otro modelo que cumpla con las reglas generales de un grafo ponderado 
puede acomodarse a este problema, pero básicamente el principio sigue siendo el mismo. 
 
 
3.4.3 Algoritmo Sistema de Hormigas 
 
En la figura 3.9  se puede observar el pseudocódigo para el algoritmo de sistema de hormigas. 
Para  este caso, js  con 1,2,3,...,j n=  es la solución construida por la hormiga j  y n es el 
número de hormigas. Después de la inicialización de los valores de las feromonas, en cada 
iteración del algoritmo cada una de las hormigas construye una solución. Estas soluciones son 
usadas luego para actualizar los valores de las feromonas.  
 
InicializarFeromonas(T) 
mientras condiciones de parada no satisfechas hacer 
 para j = 1,2,3,…, n hacer 
  ( )js ContruirSolucion T=  
 fin para 
 1 2 3( , , , , ..., )nActualizarFeromonas T s s s s  
fin mientras 
 
Figura 3.9 Algoritmo Sistema de Hormigas 
 
InicializarFeromonas(T): Al inicio del algoritmo, todos los valores de las feromonas se 
inicializan con un valor 0c > . Se recomienda que estos valores sean pequeños, generalmente 
entre 0,1é ùê úë û . 
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ConstruirSolución(T): En la fase de construcción, cada hormiga construye mediante un proceso 
incremental una solución añadiendo componentes a la solución parcial Ps  construida hasta el 
momento. La probabilidad de elegir el siguiente componente de solución que será añadido se 
determina mediante la probabilidad de transición: 
 
 ( ) ( ),P Pij ijp c s c s    "   Î  Â  
 
Donde ( )PsÂ  es el conjunto de componentes de solución factibles que una hormiga puede 
añadir a la solución parcial actual Ps . La probabilidad de transición se determina por medio de 
una función denominada regla de transición de estado, la cual recibe como parámetros los 
valores de las feromonas y posiblemente otra información adicional. La regla de transición de 
estado determina la probabilidad de añadir a la solución parcial actual Ps  un componente de 
solución factible ( )Pijc s Î  Â  como la razón entre la ijc ésima-  feromona ijt  y la suma de las 
feromonas de todos los componentes de solución factible.  
 
1 2 3( , , , , ..., )nActualizarFeromonas T s s s s : Una vez que todas las hormigas hayan construido una 
solución, el siguiente paso es aplicar una regla de actualización de las feromonas, así: 
 
 
{ }
( 1) (1 ) ( ) ( )
1,2,3,..., 1,2,3,...,
ij
ij ij
s G c s
i
k k F s
para i n y j D
 Î   Î 
t + = - a ⋅ t   +  a ⋅
  
     =             =  
å
 
 
Donde G es el conjunto de soluciones que fueron generadas en la iteración actual (k), a es un 
parámetro denominado tasa de evaporación, su valor debe encontrarse entre (0,1ùúû 8 y su 
función, como su nombre lo indica, es la de desgastar paulatinamente en cada iteración el 
rastro de feromona depositada por una hormiga, simulando el desgaste natural de las feromonas 
por efectos climáticos y demás en su estado natural. De esta forma la feromona se “evapora” 
completamente si en muchas iteraciones el rastro no es reforzado por otra hormiga. 
:F G +  Â  es llamada función de calidad y se encarga de determinar qué tan buena es una 
solución construida por una hormiga. Como podemos notar, el objetivo de esta regla de 
actualización de feromonas es aumentar la concentración de feromonas de los componentes de 
solución que han resultado tener un valor muy alto de calidad como soluciones factibles. 
                                                            
8 BLUM, Christian. Theorical and Practical Aspects of Ant Colony Optimization.  
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3.5 Optimización por enjambre de partículas 
 
3.5.1 Fundamentos de la optimización por enjambre de partículas (PSO) 
 
El método de optimización por enjambres de partículas –PSO (por sus siglas en inglés Particle 
Swarm Optimization) es un método de optimización heurístico que fue descrito cerca de 1995 
por James Kennedy y Russell C. Eberhart9. Este algoritmo está inspirado, como ya se 
mencionó antes, en el comportamiento que presentan los enjambres de insectos y en especial los 
enjambres de abejas.  Para aplicar el algoritmo PSO es necesario modelar un conjunto de 
soluciones alternativas o potenciales del problema como miembros del enjambre que se echan a 
volar en el espacio multidimensional de las posibles soluciones. En un algoritmo PSO las 
partículas o miembros del enjambre  son interpretados como agentes de búsqueda que recorren 
el espacio de soluciones. Durante el “vuelo” cada partícula ajusta su posición de acuerdo con su 
propia experiencia y la experiencia de otras partículas vecinas, moviéndose hacia la mejor 
posición hallada por sí misma o por sus vecinas. Así, el algoritmo PSO combina métodos de 
búsqueda local (a través de la experiencia propia) con métodos de búsqueda global (a través de 
la experiencia de otras partículas). 
 
En la práctica, un algoritmo PSO se inicializa con una población de soluciones candidatas o 
partículas. Dos factores caracterizan el estado de las partículas en el espacio de búsqueda: su 
posición actual y su velocidad. Adicionalmente, el desempeño de cada partícula se mide de 
acuerdo con una función que usualmente se refiere al costo. A cada partícula se le asigna 
inicialmente una velocidad y posición aleatoria y esta se mueve iterativamente a través del 
espacio de búsqueda del problema. Una partícula es atraída hacia la posición en la que mejor 
ha obtenido desempeño ella misma y la posición de las partículas con mejor desempeño logrado 
hasta el momento en su vecindad. Existen dos versiones del algoritmo PSO dependiendo de la 
regla que se usa para determinar la vecindad de una partícula. En la versión global del 
algoritmo la vecindad de la partícula es toda la población, es decir, todo el enjambre. En las 
versiones locales del algoritmo el enjambre se divide en vecindades superpuestas de partículas. 
 
En un algoritmo PSO el objetivo del enjambre de partículas es explorar el espacio de búsqueda 
hasta llegar a su objetivo, representado por la mejor posición en el espacio; por tanto, cada 
partícula, o de manera más estricta su posición, se considera una solución candidata. Para 
evaluar la calidad de la posición de una partícula la función de desempeño (fitness) debe poseer 
                                                            
9 C. EBERHART, Russell, SHI, Yuhui, KENNEDY, James. Swarm Intelligence. Academic Press. United 
States of America, 2001. 
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El enjambre realiza su movimiento considerando un modelo social, en el cual cada partícula 
ignora su experiencia y se ajusta a la experiencia exitosa de sus vecinas10; un modelo cognitivo, 
en el cual  cada partícula es un agente aislado y dependiente exclusivamente de su experiencia, 
o una mezcla entre los dos modelos anteriores. De acuerdo con el modelo definido, el enjambre 
explora el espacio de búsqueda haciendo un número  determinado de movimientos o hasta que 
se cumple una condición de parada, siendo la mejor partícula la solución al problema de 
optimización. 
 
3.5.2 Algoritmo PSO 
 
3.5.2.1 Descripción del algoritmo PSO 
 
Un algoritmo PSO consiste en un proceso iterativo y estocástico que opera sobre un conjunto 
de partículas. La posición de cada partícula representa una solución potencial al problema que 
se está resolviendo. Generalmente, una partícula ip  está compuesta de tres vectores y dos 
valores de desempeño, así: 
 
• El vector { }1 2 3, ,i i i i inx x x x x=   , ...,  almacena la posición actual de la partícula en el 
espacio de búsqueda. 
• El vector { }1 2, ,...,i i i inpBest p p p=   almacena la posición de la mejor solución 
encontrada hasta el momento. 
• El vector de velocidad { }1 2, ,...,i i i inv v v v=  almacena el gradiente (dirección) en la cual 
se moverá la partícula. 
• El valor _ ifitness x  almacena el desempeño de la solución actual (vector ix ). 
• El valor _fitness pBest  almacena el desempeño de la mejor solución local encontrada 
hasta el momento (vector pBest) 
 
El enjambre se inicializa generando las posiciones y las velocidades iniciales de las partículas. 
Las posiciones se pueden generar aleatoriamente en el espacio de búsqueda (quizás con ayuda 
de algún método heurístico), de forma regular o con una combinación de ambas formas. Una 
vez generadas las posiciones, se calcula el desempeño de cada una y se actualizan los valores de 
_ ifitness x  y _fitness pBest . En la figura 3.11 se observa un ejemplo de inicialización de un 
enjambre de partículas en un espacio de búsqueda de tres dimensiones. 
                                                            
10 Kenndy, J., Eberhart, R., Shi, Y. (2001). Swarm Intelligence. San Francisco, CA 
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( ) :iv k  Velocidad de la partícula i en la k-ésima iteración. 
:w  Factor de inercia 
1 2 :j , j Tasas de aprendizaje que controlan los componentes cognitivo y social respectivamente. 
1 2, :rand rand  Números aleatorios entre 0 y 1. 
( ) :ix k  Posición actual de la partícula i en la k-ésima iteración. 
:ipBest Mejor posición (solución) encontrada por la partícula i hasta el momento. 
:ig  Posición de la partícula con el mejor _fitness pBest  del entorno de ip  (localbest) o de 
todo el enjambre (globalbest). 
 
En la primera ecuación se garantiza la actualización del vector velocidad de cada partícula i en 
cada iteración k. El componente cognitivo (experiencia propia) está modelado por el factor 
( )1 1 ( )i irand pBest x kj ⋅ ⋅ -  y representa la distancia entre la posición actual y la mejor 
conocida por esta partícula, es decir, la decisión que tomará la misma con base en su propia 
experiencia. El componente social esta modelado por el factor  ( )2 2 ( )i irand g x kj ⋅ ⋅ -  y 
representa la distancia entre la posición actual y la mejor posición del vecindario, es decir, la 
decisión que tomará la partícula según la influencia que el resto del enjambre ejerce sobre ella.  
 
La segunda ecuación modela el movimiento de una partícula i en cada iteración k a través del 
espacio de búsqueda y en dirección determinada por el vector velocidad iv . En la siguiente 
figura se representa gráficamente el movimiento de una partícula en el espacio de soluciones: 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.12 Movimiento de un partícula en el espacio de soluciones 
 
pBest
Mejor solución de la partícula
Mejor solución de la vecindad
pg
Posición actual de 
la partícula 
x(k) 
x(k+1) 
Posición siguiente 
de la partícula 
vpBest(k) 
vpg(k) 
v(k) 
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En la figura anterior, las flechas de línea discontinua representan la dirección de los vectores de 
velocidad. ( )pBestv k  es la velocidad de la mejor posición tomada por la partícula con base en su 
experiencia (componente cognitivo), ( )pgv k  es la velocidad de la mejor partícula encontrada en 
el vecindario (componente social) y ( )v k  es la velocidad actual de la partícula. La flecha de 
línea continua representa la dirección que toma la partícula para moverse desde la posición 
( )x k  hasta la posición ( 1)x k + . 
 
Un problema habitual de los algoritmos de PSO es que la magnitud de la velocidad suele llegar 
a ser muy grande durante la ejecución, con lo que las partículas se mueven demasiado rápido 
por el espacio. El rendimiento puede disminuir si no se fija adecuadamente el valor de maxv , la 
velocidad máxima de cada componente del vector velocidad. Para evitar este excesivo 
crecimiento en las velocidades, se ha agregado a la ecuación de actualización de la velocidad un 
factor de inercia w . Este factor de inercia se reduce gradualmente en cada iteración del 
algoritmo por medio de la ecuación: 
 
max min
max
max
w w
w w iter
iter
-= - ⋅  
 
Donde maxw  es el factor de inercia inicial y minw  el factor de inercia final, maxiter  es el número 
máximo de iteraciones e iter  es la iteración actual. w debe mantenerse con valores entre 0.9 y 
1.2. Valores muy altos provocan búsquedas exhaustivas (más diversificación) y valores muy 
bajos una búsqueda más localizada (más intensificación)12. 
 
Otro aspecto a tener en consideración es el tamaño del enjambre de partículas, pues determina 
el equilibro entre la calidad de las soluciones obtenidas y el coste computacional (número de 
evaluaciones necesarias). 
Recientemente, se han propuesto algunas variantes que adaptan heurísticamente el tamaño del 
enjambre, de manera que, si la calidad del entorno de la partícula ha mejorado pero la 
partícula es la peor de su entorno, se elimina la partícula. Por otra parte, si la partícula es la 
mejor de su entorno pero no hay mejora en el mismo, se crea una nueva partícula a partir de 
ella. Las decisiones se toman de forma probabilística en función del tamaño actual del 
enjambre. 
                                                            
12 R. Eberhart and Y. Shi. Comparing Inertia Weights and Constriction Factors in Particle Swarm 
Optimization. In Proceedings of the International Congress on Evolutionary Computation, volume 1, 
pages 84-88, July 2000. 
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Finalmente, se han realizado trabajos en los que se proponen valores adaptativos para las tasas 
de aprendizaje 1 2j  ,  j . Las tasas que definen la importancia de los componentes cognitivo y 
social pueden definirse dinámicamente según la calidad de la propia partícula y del entorno. 
Cuanto mejor es una partícula, más se tiene en cuenta a sí misma (tendencia cognitiva) y no 
tiene en cuenta factores pasados ni externos. Por el contrario, cuento mejor es el vecino, más 
tiende a ir hacia él (tendencia social). 
 
 
3.5.2.2 Tipos de algoritmos PSO 
 
Se pueden obtener diferentes tipos de PSO según los valores que puedan tomar los parámetros 
del algoritmo, por ejemplo, según la importancia de los pesos cognitivo y social y según el tipo 
de vecindario utilizado. 
 
Por una parte, dependiendo de la influencia de los factores cognitivo y social ( 1 2j  ,  j  
respectivamente) sobre la dirección de la velocidad que toma una partícula en el movimiento se 
pueden identificar cuatro tipos de algoritmos13: 
 
• Modelo completo ( )1 2 0j , j > : Tanto el componente cognitivo como el social 
intervienen en el movimiento. 
• Modelo Cognitivo ( )1 20 , 0j >    j = : Únicamente el componente cognitivo interviene en 
el movimiento. 
• Modelo Social ( )1 20 , 0j =    j > : Únicamente el componente social interviene en el 
movimiento. 
• Modelo Social Exclusivo ( )1 20 , 0, i ig xj =    j >   ¹ : La posición de la partícula en sí no 
puede ser la mejor de su entorno. 
 
Se han realizado diversos estudios  sobre la influencia de las tasas de aprendizaje14 en los que se 
recomienda valores de 1 2 2j = j = . Por otra parte, desde el punto de vista del vecindario, es 
decir, la cantidad y posición de las partículas que intervienen en el cálculo de la distancia en la 
componente social, se clasifican dos tipos de algoritmos: PSO Local y PSO Global. 
                                                            
13  J. Kennedy. The Particle Swarm: Social Adaptation of Knowledge. IEEE International Conference on 
Evolutionary Computation, pages 303-308, Apr 1997 
14 J. Kennedy, R. Eberhart, and Y. Shi. Swarm Intelligence. San Francisco: Morgan Kaufmann 
Publishers, 2001. 
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En el PSO local, se calcula la distancia entre la posición actual de partícula y la posición de la 
mejor partícula encontrada en el entorno local de la primera. El entorno local consiste en las 
partículas inmediatamente cercanas en la topología del enjambre. En la figura 3.13 se muestra 
el pseudocódigo de la versión local del algoritmo PSO.  
 
()E inicializarEnjambre=  
mientras no se cumpla condición de parada hacer 
 para i = 1 hasta tamaño(E) hacer 
  evaluar el desempeño de cada partícula ix  del enjambre E 
  si ( ) ( )i ifitness x fitness pBest>  entonces 
   
( ) ( )
i i
i i
pBest x
fitness pBest fitness x
=
=  
  fin si 
 fin para 
 para i = 1 hasta tamaño(E) hacer 
  seleccionar lBesti , la partícula con mejor fitness del entorno de ix  
   ( ) ( )1 1 2 2( 1) ( ) ( ) ( )i i i i i iv k w v k rand pBest x k rand g x k+ = ⋅ + j ⋅ ⋅ - + j ⋅ ⋅ -  
   ( 1) ( ) ( 1)i i ix k x k v k+ = + +  
 fin para 
fin mientras 
 
Figura 3.13 Algoritmo PSO local 
 
Para el PSO global, la distancia en el componente social viene dada por la diferencia entre la 
posición de la partícula actual y la posición de la mejor partícula encontrada en el enjambre 
completo igBest . La figura 3.14 muestra el pseudocódigo para la versión global del algoritmo 
PSO. 
La versión global converge más rápido pues la visibilidad de cada partícula es mejor y se 
acercan más a la mejor del enjambre favoreciendo la intensificación, por esta razón, también 
cae más fácilmente en óptimos locales. El comportamiento de la versión Local es el contrario, es 
decir, le cuesta más converger favoreciendo en este caso la diversificación, pero no cae 
fácilmente en óptimos locales15. 
                                                            
15 K. Parsopoulos, E. Papageorgiou, P. Groumpos, and M. Vrahatis. A First Study of Fuzzy Cognitive 
Maps Learning Using Particle Swarm Optimization. In Proceedings of the IEEE Congress on 
Evolutionary Computation 2003, pages 14401447, Canbella, Australia, 2003 
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()E inicializarEnjambre=  
mientras no se cumpla condición de parada hacer 
 para i = 1 hasta tamaño(E) hacer 
  evaluar el desempeño de cada partícula ix  del enjambre E 
  si ( ) ( )i ifitness x fitness pBest>  entonces 
   
( ) ( )
i i
i i
pBest x
fitness pBest fitness x
=
=  
  fin si 
si ( ) ( )ifitness pBest fitness gBest>  entonces 
   
( ) ( )
i
i
gBest pBest
fitness gBest fitness pBest
=
=  
  fin si 
 fin para 
 para i = 1 hasta tamaño(E) hacer 
  ( ) ( )1 1 2 2( 1) ( ) ( ) ( )i i i i i iv k w v k rand pBest x k rand g x k+ = ⋅ + j ⋅ ⋅ - + j ⋅ ⋅ -  
    ( 1) ( ) ( 1)i i ix k x k v k+ = + +  
 fin para 
fin mientras 
 
Figura 3.14 Algoritmo PSO global 
 
3.5.3 Topologías del enjambre de partículas 
 
Otro aspecto muy importante a considerar es la manera en la que una partícula interacciona 
con las demás partículas de su vecindario. El desarrollo de una partícula depende tanto de la 
topología del cúmulo como de la versión del algoritmo. Las topologías definen el entorno de 
interacción de una partícula individual con su vecindario. La propia partícula siempre 
pertenece a su entorno. Los entornos pueden ser de dos tipos16: 
 
• Geográficos: se calcula la distancia de la partícula actual al resto y se toman las más 
cercanas para componer su entorno. 
• Sociales: se define a priori una lista de vecinas para la partícula, independientemente de 
su posición en el espacio. 
                                                            
16   J. Kennedy and R. Eberhart. Particle Swarm Optimization. In Proceedings of the IEEE International 
Conference on Neural Networks, volume 4, pages 1942 1948, Perth, Australia, Nov 1995. 
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3.6 Autómatas celulares 
 
3.6.1 Fundamentos de los Autómatas Celulares (AC) 
 
Existen muchos sistemas naturales cuya estructura compleja está lejos de ser descrita a través 
de formulaciones matemáticas precisas capaces de describir su estado y su evolución, en 
algunos casos la aproximación es posible, en contraste con someter al sistema a una alta 
reducción de rendimiento. 
 
Los avances en hardware computacional, el aumento del rendimiento y la capacidad de 
procesamiento de los sistemas ha hecho posible la inclusión de un número mayor de variables 
en los modelos, haciéndolos más sofisticados y exactos, pero manteniendo un enfoque clásico en 
el desarrollo de algoritmos. Se inicia con la construcción de un modelo matemático que describa 
el sistema (ecuaciones diferenciales, ecuaciones integro-diferenciales, etc.) y posteriormente se 
implementa el modelo en un sistema computacional, es decir, se discretizan las ecuaciones. En  
algunos casos este enfoque no aporta resultados significativos en el modelado, debido 
principalmente al número elevado de variables que caracterizan muchos sistemas reales y a la 
complejidad de los procesos involucrados, lo que redunda en la dificultad para hallar un modelo 
apropiado. 
 
Las dificultades anteriormente mencionadas pueden ser atenuadas utilizando herramientas de 
simulación que respondan, en un primer momento, a una descripción más cualitativa, sin por 
ello renunciar a la obtención de parámetros y de variables que cuantifiquen la evolución de un 
determinado proceso. Una de las posibles alternativas de solución es el modelado basado en 
Autómatas Celulares, ya que estos se adaptan eficazmente a estructuras biológicas y 
proporcionan además algunos elementos para el desarrollo de otros enfoques en la simulación de 
fenómenos físicos y sociales17. 
 
Se debe pensar en un Autómata Celular (AC) como en un conjunto de objetos situados sobre 
una región o asociados a puntos de un espacio y susceptibles de adquirir ciertos estados a 
medida que transcurre el tiempo, siempre en forma discreta o a saltos. Estos objetos o 
individuos representan formas de vida simples como bacterias y demás seres unicelulares. 
Los individuos cambian sus estados en función de sus propios estados previos y de los estados 
de los demás individuos situados en su vecindad. 
 
                                                            
17 Stephen Wolfran. Publications by Stephen Wolfran. www.stephenwolfran.com. Cellular autómata. 
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En pocas palabras, un AC es un modelo formal que está compuesto por un conjunto de 
individuos elementales, cada uno de ellos susceptible de encontrarse en un cierto estado y de 
alterarlo de un instante al siguiente, asumiendo que el tiempo transcurre de forma discreta. La 
regla que gobierna la transición de estados en los individuos es sensible a los estados de los 
demás individuos en su vecindad, siendo por tanto una regla de transición local. El aspecto que 
más caracteriza a los ACs es su capacidad para dotar al conjunto del sistema, visto como un 
todo, de una serie de propiedades emergentes inducidas por la propia dinámica local. En 
general, no es fácil obtener las propiedades globales de un sistema definido como el anterior, 
complejo por naturaleza, a no ser por medio de la simulación, partiendo de un estado inicial de 
la población y cambiando en cada instante los estados de todos ellos de forma síncrona. 
 
Un AC también puede conceptualizarse como una representación matemática de un sistema, 
definido por un conjunto de elementos discretos que interactúan entre sí localmente18.  Como 
un ejemplo de AC consideremos una línea de campos cada uno con un valor de 0 o 1 (Figura 
3.16). Si tomamos el valor del campo en la posición i en el tiempo t como ( )ia t , entonces una 
regla simple para la evolución de los valores de este autómata puede ser: 
 
( )1 1( 1) ( ) ( ) mod 2i i ia t a t a t- ++ = +         
 
Donde mod 2  indica que se toma el residuo de 0 o 1 al dividirse entre 2 luego de realizar la 
suma. De acuerdo con esta regla, el valor de un campo en particular está determinado por los 
valores de los campos del vecino de la izquierda y el vecino de la derecha. Si se analiza con 
detenimiento podemos percatarnos que esta regla corresponde a la función booleana XOR o OR 
exclusivo. 
 
 
 
 
 
 
Figura 3.16 Ejemplo simple de autómata celular 
 
Es común representar los estados de los AC mediante colores en las celdas, por ejemplo en la 
gráfica anterior las celdas negras representan los 1’s y las celdas blancas los 0’s del autómata. 
                                                            
18 J. D. Demogeot, E. Goles, M. Tchuente. Dinamical system and celular autómata. Academic Press, 
1985. 
1 0 1 1 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 0 
         
         
ai-1(t) ai(t+1) ai+1(t)
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3.6.2 Definición de un Autómata Celular 
 
3.6.2.1 Estructura de un Autómata Celular 
 
Como ya hemos estudiado, un Autómata Celular es una herramienta computacional que hace 
parte de la Inteligencia Artificial basada en modelos biológicos, el cual está básicamente 
compuesto por una estructura estática de datos y un conjunto finito de reglas que son aplicadas 
a cada nodo o elemento de la estructura. El interés que ha despertado esta técnica radica en la 
sencillez y en la simplicidad que caracteriza la construcción de los modelos (son susceptibles de 
fácil programación); además, en la particularidad de los patrones de comportamiento 
presentados por el Autómata en tiempo de ejecución, permitiendo una observación directa y 
detallada de los mismos a medida que evolucionan en el tiempo. 
 
Aunque un AC es un sistema bastante simple, su aplicación ha permitido simular sistemas 
complejos y hacer predicciones. Es por esto que es importante entender el funcionamiento de 
un AC desde su estructura. Un AC está conformado básicamente por: 
 
• Un plano bidimensional o un espacio n-dimensional dividido en un número de sub-
espacios homogéneos, conocidos como celdas. 
• Cada celda puede estar en uno de un conjunto finito o numerable Σ de estados. 
• Una Configuración C, que consiste en asignarle un estado a cada celda del autómata. 
• Una Vecindad definida para cada celda, que consiste en un conjunto contiguo de celdas, 
indicando sus posiciones relativas respecto a la celda misma. 
• Una Regla de Evolución, que define cómo debe cambiar de estado cada celda, 
dependiendo del estado inmediatamente anterior de su vecindad. 
• Un Reloj Virtual de Cómputo conectado a cada celda del autómata, el cual generará 
pulsos simultáneos a todas las celdas indicando que debe aplicarse la regla de evolución 
y de esta forma cada celda cambiará de estado de manera síncrona. 
 
Un sistema se define como un Autómata Celular sólo si se tiene que todas las celdas19: 
 
• Tienen el mismo Conjunto Σ de Estados posibles. 
• Tienen la misma forma de Vecindad. 
• Tienen el mismo conjunto de Reglas de Evolución. 
                                                            
19 T. Toffoli y N. Margolus. Cellular Automata Machines: A New Environment for Modelling. The M.I.T. 
Press., Cambridge, MA, 198 
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La estructura de un AC le garantiza al sistema un conjunto de propiedades fundamentales, 
entre las cuales encontramos: 
 
Paralelismo: Debido a que las celdas del autómata cambian de estado simultáneamente. 
Localidad: El nuevo estado de una celda depende exclusivamente de la información que se 
encuentre en su vecindad (información local) y de su propio estado. 
Homogenidad: Existen leyes universales, comunes al espacio de los autómatas. 
 
 
3.6.2.2 Componentes de un Autómata Celular 
 
Los autómatas celulares se componen de celdas que representan individuos, un espacio discreto, 
pasos de tiempo discretos, una condición inicial, condiciones de frontera y reglas. Una condición 
inicial es el estado (valor) de cada una de las celdas en el tiempo t=0. La evolución del sistema 
dependerá de esta condición inicial.  
 
Las condiciones de frontera se refieren a qué ocurre en las celdas que tocan los bordes del 
espacio. Se clasifican en: 
 
Frontera abierta: se considera que todas las células fuera del espacio del autómata toman un 
valor fijo. 
Frontera reflectora: las células fuera del espacio del autómata toman los valores dentro de este 
como si se tratara de un espejo. 
Frontera periódica o circular: una celda que está en la frontera interacciona con sus vecinos 
inmediatos y con las celdas que están en el extremo opuesto del autómata, como si fuera en 
círculos. 
Sin frontera: el autómata no tiene límites, es infinito. 
 
Es importante destacar la complejidad que se logra con un AC. De acuerdo a la dimensión en 
la que se genere (línea, plano, espacio, etc.) tendrá un numero potencial de vecinos. Por 
ejemplo, digamos que la vecindad será de 1, estos es, sólo las células inmediatas o más cercanas 
serán tomadas en cuenta. Para el caso de una sola dimensión cada célula tendrá solo 2 vecinos. 
Para un AC en dos dimensiones contara con 4 (arriba, abajo, izquierda, derecha) u 8 vecinas si 
tomamos en cuenta también las diagonales. Como el siguiente estado de cada célula se computa 
con base en el estado anterior y de sus vecinas (es decir que el estado 2 surge del estado 1 y el 
3 del 2, etc.), se tiene un sistema que es dinámico y que es difícil de predecir. 
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3.6.3 Tipos de Autómatas Celulares 
 
Existen muchas variaciones de ACs. Los más simples se desarrollan en una dimensión. Imagine 
una fila de células, cada una evaluando constantemente a sus dos vecinas para decidir de qué 
color teñirse. Presentadas todas las generaciones en un mismo plano, el modelo puede evocar 
con eficacia ciertos patrones de pigmentación en caracoles, por ejemplo. 
Dando valores aleatorios a la primera generación se obtienen diversos patrones, aunque puede 
discernirse el estilo básico de cada grupo de leyes. Cuando estas últimas cambian, los patrones 
obtenidos son radicalmente diferentes. Aunque se presenten en dos dimensiones, debe 
recordarse que sólo existe una generación o línea a la vez. 
 
La misma idea puede trasladarse al universo bidimensional. En los autómatas celulares de 
trama cuadriculada, cada célula se puede considerar como viviendo en un vecindario de cinco o 
nueve células, ella misma incluida. Las infinitas variaciones de estos vecindarios han ido 
creciendo en tamaño conforme al aumento de potencia computacional disponible. 
 
Según Stephen Wolfran los autómatas celulares pueden ser clasificados en cuatro clases 
diferentes. En todos estos casos suponemos que el estado inicial es aleatorio (una secuencia 
escogida al azar) o bien se trata de una cadena de autómatas en estado 0 y algunas posiciones 
escogidas al azar en un estado diferente: 
 
Clase I: Es independiente del estado inicial. El autómata tiende a permanecer en un estado 
homogéneo sin estructuras espaciales ni temporales de ningún tipo, sin importar si se producen 
cambios en las condiciones iniciales. 
 
Clase II: La evolución del sistema lleva al autómata  a dividirse en estructuras estables y 
periódicas. 
 
Clase III: la evolución da lugar a patrones caóticos. Espacialmente surgen estructuras fractales 
y temporalmente observamos ciclos de longitud muy grande, pero al no existir periodicidad con 
el paso del tiempo, el autómata no presenta alguna estructura definida y finaliza en un estado 
no uniforme. 
 
Clase IV: La evolución genera estructuras complejas localizadas que se propagan y cuya 
duración aumenta exponencialmente con el tamaño del sistema; esto hace que su 
comportamiento sea completamente impredecible. 
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3.6.3.1 El juego de la vida 
 
Uno de los autómatas celulares más conocidos es sin duda el denominado juego de la vida 
(Life), ideado en 1970 por el matemático inglés John Conway. Es un buen ejemplo de cómo un 
conjunto de reglas muy simples posee la capacidad de generar una gran variedad de 
comportamientos. La idea de Conway perseguía la obtención del juego más simple posible (sin 
jugadores) que pudiera generar comportamientos imprevisibles. Conway y sus estudiantes 
llevaron a cabo un estudio exhaustivo y determinaron finalmente un modelo de enrome 
simplicidad en su expresión formal pero de enorme complejidad en sus posibles evoluciones. 
 
El juego de la vida está basado en un autómata celular definido sobre un espacio cuadrado a 
modo de red y en la que el conjunto de estados posibles å  consta de dos elementos: vivo (1) o 
muerto (0). Los vecinos a considerar son los cuatro próximos. En el instante it  algunas celdas 
de la red tendrán autómatas vivos, en el siguiente instante 1it + , el nuevo conjunto de 
autómatas en dicho estado quedará determinado por el siguiente conjunto de reglas: 
 
• Regla de muerte: Una autómata vivo (1) que posee dos o tres vecinos vivos sobrevivirá 
en la próxima generación. En caso contrario morirá (pasará al estado 0). 
• Regla de nacimiento: Si un autómata posee el estado 0 y tiene exactamente tres vecinos 
vivos, en esa posición aparecerá un autómata vivo (pasará al estado 1). 
 
Este sistema puede generar estructuras espaciales de gran complejidad como las de los ejemplos 
que se ilustran en la figura 3.18. Existen numerosos tipos de patrones que pueden tener lugar 
en el juego de la vida, como patrones estáticos (vidas estáticas, still lifes), patrones recurrentes 
(osciladores, oscillators) y patrones que se trasladan por el tablero (naves espaciales, 
spaceships). Los ejemplos más simples de estas tres clases de patrones se muestran en la figura 
3.18. Las células vivas se muestran en gris y las muertas en blanco. Los nombres son más 
conocidos en inglés, por lo que también se muestra el nombre de estas estructuras en dicho 
idioma.  
 
Las estructuras denominadas spaceships son las más importantes en el autómata, puesto que al 
trasladarse por el espacio a medida en que cambian de estado, permiten la propagación de 
información a través del sistema. 
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Figura 3.18 Patrones obtenidos en el autómata Life 
 
Los patrones llamados Matusalenes (Methuselahs) pueden evolucionar a lo largo de muchos 
ciclos, o generaciones, antes de estabilizarse. El patrón Diehard desaparece después de 130 
turnos, mientras que Acorn tarda 5206 ciclos en estabilizarse en forma de muchos osciladores, y 
en ese tiempo genera 13 planeadores. 
 
Se puede demostrar que este autómata celular bidimensional posee las condiciones estructurales 
y dinámicas mínimas necesarias para llevar a cabo cálculo universal. Podemos construir 
compuertas lógicas de distintos tipos (AND, OR y NOT) que nos permitirían, una vez 
acopladas de alguna forma, construir una máquina de Turing Universal20. 
                                                            
20  V. S. Richard, C. M. Susanna. Orden y caos en sistemas complejos. UPC, Barcelona, 2001. 
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3.7 Aplicaciones 
 
Los algoritmos inspirados en la inteligencia colectiva natural tienen variedades de aplicaciones 
en diferentes campos, destacando sobre todo la alternativa de solución que brindan a la hora de 
resolver problemas NP como otros métodos heurísticos. 
 
Los algoritmos de Colonia de Hormigas se han aplicado con resultados eficientes a diversos 
problemas de optimización combinatoria,  tanto estáticos como dinámicos. Generalmente estos 
algoritmos se combinan con técnicas de búsqueda local que  refinan las soluciones encontradas.   
Entre las principales aplicaciones se encuentran: Problema del Viajero o Travelling Salesman 
Problem (TSP), Problema de  Asignación Cuadrática o Quadratic Assignment Problem (QAP), 
Cubrimiento de Conjuntos o Set Covering Problem (SCP), Planificación de Tareas o Job Shop 
Scheduling  (JSS), Enrutamiento de Redes de Comunicaciones, Enrutamiento de vehículos, 
Ordenamiento Secuencial, Secuenciación o Flow Shop Scheduling (FSS), Coloreado de Grafos, 
Aprendizaje Automático o Machine Learning, principalmente en el diseño de algoritmos de 
aprendizaje para estructuras de representación del conocimiento: reglas clásicas, reglas difusas, 
reglas bayesianas y Diseño de Circuitos Lógicos Combinatorios. 
 
Los Algoritmos de Optimización por Enjambre de Partículas se han aplicado en Machine 
Learning, en el entrenamiento de redes neuronales, en la construcción de reglas de lógica difusa, 
para resolver problemas en sistemas dinámicos, en investigación de operaciones para resolver 
problemas de planificación, en teoría de juegos, en bioinformática y medicina para resolver 
problemas de calibración de equipos y placaje de magnetoencelografías, y en problemas de 
optimización multiobjetivo y por restricciones. 
 
Entre las aplicaciones de los Autómatas Celulares podemos encontrar: 
 
Simulación de sistemas naturales. Dentro de este contexto se busca simular sistemas en donde 
el comportamiento de los mismos se rija por la interacción local de sus componentes, de este 
modo se han podido modelar el crecimiento de cristales, incendios forestales, modelos de 
reacciones químicas como la reacción de Belousov-Zhabotinsky, mecánica de fluidos, patrones 
de pigmentación de piel, crecimiento de conchas marinas y corales, comportamiento de colonias 
de microorganismos entre otros 
En este campo se utilizan a los AC para estudiar áreas como complejidad, sistemas caóticos, 
termodinámica, entropía, computación en paralelo, computación universal, teoría de lenguajes 
computacionales o estudio de patrones fractales. 
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Predictores del flujo de tráfico en una carretera de un sólo carril. Si consideramos cada 1 como 
un coche, y cada 0 como un espacio libre. Con esta base, el autómata presenta patrones simples 
que se cumplen en la realidad: si hay muchos sitios libres el coche avanzará sin problemas, pero 
si hay coches se producirá un efecto similar al de los atascos. 
 
Para simular el comportamiento de partículas de materia y antimateria que se van aniquilando 
y el choque de otras partículas. Algoritmos basados en Autómatas Celulares se están usando 
actualmente en el famoso Gran Colisionador de Hadrones (LHC) ubicado cerca de Ginebra, 
Suiza y que se utiliza para colisionar haces de hadrones, más particularmente protones, con el 
propósito de verificar la validez del modelo estándar que es el marco teórico de la física de 
partículas. 
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4. SISTEMAS INMUNOLÓGICOS 
ARTIFICIALES 
 
4.1 Introducción 
 
El sistema inmunológico humano carga con la gran responsabilidad de detectar las infecciones o 
ataques de agentes externos a nuestro cuerpo (patógenos), como bacterias y virus, y 
defendernos de los mismos, es decir, tiene la responsabilidad de mantener nuestro cuerpo 
saludable. El mecanismo que utiliza el sistema inmunológico humano para reconocer y 
contrarrestar la presencia de atacantes externos ha servido de inspiración para resolver 
problemas de ciencia e ingeniería, relacionados principalmente con la seguridad de un sistema. 
Más aún, el sistema inmunológico humano posee ciertas características deseables en un sistema 
artificial, como: auto-organización, aprendizaje, memoria, adaptabilidad, reconocimiento, 
robustez y escalabilidad. Así, un Sistema Inmunológico Artificial (AIS – por sus siglas en inglés 
– Artificial Inmune System) pretende emular el funcionamiento natural de nuestro sistema 
inmune. 
 
El sistema inmunológico natural puede entenderse como un sistema de protección multicapa, en 
el que cada capa provee diferentes tipos de mecanismos de defensa para detectar, reconocer y 
entregar una respuesta ante la presencia de un intruso. Así, para que un sistema artificial 
pueda imitar la compleja labor del sistema inmune natural, éste debe estar dotado de un 
mecanismo sofisticado de reconocimiento de patrones y de entrega de diferentes respuestas que 
dependen de la naturaleza del intruso, para que de esta forma se logre destruir o neutralizar los 
efectos negativos que este último pueda causar. 
 
Desde que los Sistemas Inmunológicos Artificiales fueron propuestos un gran número de 
modelos han surgido con el paso del tiempo, principalmente aplicados en áreas como 
reconocimiento de patrones, detección de fallas y seguridad computacional. Entre los modelos 
fundamentales y más estudiados se encuentran las redes inmunológicas, la selección clonal y la 
selección negativa. 
 
 
 
 
 4
 
4
 
N
t
c
a
m
p
m
a
r
b
y
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
.2 Fund
.2.1 Funda
uestro siste
rabajan en 
ualquier ele
ntígeno no 
icroorganis
uede referir
olécula de 
lgunos ejem
espiratorias,
ucales y gen
 el hongo ca
 
amentos
mentos de
ma inmuno
conjunto pa
mento que p
debe confund
mo vivo que
se a un virus
naturaleza p
plos de ag
 caries dent
itales; el pa
ndida albica
Parásito: E
Bacteria: 
 biológi
l sistema in
lógico es un
ra combatir
rovoca una 
irse con el c
 invade nues
, bacteria o 
roteica o co
entes patóg
al, infeccion
rásito esquis
ns, causante
Figura 4.1
squistosoma
Estreptococ
155
cos 
munológic
a red comp
 sustancias
reacción inm
oncepto de 
tro cuerpo y
microbio, m
mpuesta po
enos: la bac
es auditivas;
tosoma, caus
 de la candid
 
 Ejemplo de
o
o humano
leja de órga
dañinas llam
unológica en
patógeno. Un
 libera uno 
ientras que u
r carbohidra
teria estrep
 el virus de
ante de pato
iasis. 
 agentes pat
Hongo: Ca
Vir
nos y célula
adas antíge
 nuestro cu
 agente pat
o más antíge
n antígeno 
tos. En la f
tococo, cau
l herpes, cau
logías en pi
ógenos 
ndida Albic
us: Herpes 
s especializa
nos. Un ant
erpo. El con
ógeno se refi
nos, así un p
por lo genera
igura 4.1 se 
sante de in
sante de in
el, vejiga e i
ans 
das que 
ígeno es 
cepto de 
ere a un 
atógeno 
l es una 
muestra 
fecciones 
fecciones 
ntestinos 
156 
 
La principal actividad que desarrolla el sistema inmunológico es la de eliminar los antígenos 
que son causantes de enfermedades. Para ello el sistema inmunológico libera en el cuerpo un 
grupo de células especiales que se encargan de reconocer y atacar a los antígenos, estas son las 
células conocidas como anticuerpos. En situaciones normales, nuestro sistema inmunológico 
diferencia entre lo que es “propio”, es decir, las células de nuestro cuerpo, de lo que no lo es. 
Sin embargo, existen enfermedades llamadas autoinmunes en las que el sistema inmunológico es 
incapaz de reconocer las células propias de nuestro organismo y lanza un ataque contra nuestro 
propio cuerpo. Algunos tipos de artritis y diabetes son enfermedades autoinmunes. 
 
Los anticuerpos que libera el sistema inmunológico ante la presencia de antígenos determinan 
diferentes formas de respuestas inmunes, algunas tan específicas que los anticuerpos se han 
especializado en reconocer un tipo de bacteria de otra por medio de la experiencia. Esta forma 
de inmunidad específica se denomina inmunidad adquirida puesto que es activada únicamente 
ante la primera exposición de un patógeno en particular. Por otra parte, existen también 
respuestas naturales que fueron adquiridas antes del nacimiento, estas son conocidas como 
inmunidad innata.  
 
Los mecanismos de inmunidad innata se dividen en dos categorías. La primera de ellas está 
compuesta por las barreras de defensa pasiva, que conforman una capa externa de protección 
para nuestro cuerpo, impidiendo que agentes dañinos entren fácilmente al interior del mismo. 
La piel es una de las barreras de defensa pasiva más importantes de nuestro cuerpo (y el 
órgano más extenso del mismo), así como las mucosas presentes en todas las cavidades como el 
tracto digestivo, el tracto respiratorio, etc. La segunda categoría de mecanismos de inmunidad 
innata son las respuestas activas que atacan de manera agresiva a cualquier agente extraño que 
entre en nuestro cuerpo1. 
 
De esta manera, el mecanismo de inmunidad innata puede visualizarse como un conjunto de 
barreras que impiden la entrada de intrusos al organismo. En la primera línea de esta barrera 
inmunológica se encuentra entonces la piel, las membranas mucosas de algunos tejidos y ciertos 
químicos corporales. En la segunda línea de protección encontramos células inmunológicas 
complementarias, inflamación y fiebre. Y finalmente, como última barrera tenemos las células 
inmunológicas especializadas como linfocitos y anticuerpos, tal como podemos apreciarlo en la 
figura 4.2 
 
                                                            
1 KLOSTERMAN, Lorrie. The Amazing Human Body: Immune System. Karen Ang Editor. Tarrytown, 
New York, 2009 
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sistema inmunológico funciona de forma coordinada para controlar el cuerpo en busca de 
gérmenes o sustancias que puedan ocasionar problemas. 
 
Existen dos tipos básicos de leucocitos, que son: 
 
• Fagocitos: Células encargadas de destruir a los organismos invasores. 
• Linfocitos: Células que permiten detectar y “recordar” invasores anteriores para contribuir a 
su destrucción. 
 
Los fagocitos incluyen varias células diferentes. El tipo más común son los neutrófilos, que 
principalmente atacan a las bacterias. Es común que los médicos recurran a un análisis de 
sangre para determinar si el porcentaje normal de neutrófilos ha aumentado, lo que indicaría 
que el paciente tiene una infección. Los otros tipos de fagocitos tienen funciones específicas para 
garantizar que el cuerpo reaccione adecuadamente a un determinado tipo de invasor. 
 
 
4.2.2.1 Linfocitos y su papel clave en el sistema inmunológico 
 
Todas las células sanguíneas e inmunológicas, como en el caso de los linfocitos, se producen en 
la médula osea, que es un tejido blando y graso presente en las cavidades de los huesos. Cierta 
parte de las células inmunológicas que se producen serán fagocitos mientras que otra parte se 
transformarán en linfocitos. Una vez los linfocitos inician su formación, algunos continuarán su 
proceso de maduración y se volverán linfocitos B (llamados así porque maduran en la médula 
osea – Bone Marrow), otros terminarán su proceso de maduración en el timo y se convertirán 
en linfocitos T (llamados así porque maduran en el timo). Una vez hayan alcanzado su 
madurez algunos linfocitos habitarán en los órganos linfáticos, mientras que otros viajarán 
continuamente alrededor del cuerpo por medio de los vasos linfáticos y el torrente sanguíneo. 
Los linfocitos B funcionan como el sistema militar del cuerpo, ya que localizan el objetivo y 
envían defensas para atraparlo, mientras que los linfocitos T se asemejan a los soldados, puesto 
que destruyen a los invasores que el sistema de inteligencia identifica. 
 
Cuando los linfocitos B se estimulan con un antígeno, responden madurando en otros tipos de 
células llamadas células plasmáticas. Este tipo de células producen anticuerpos, que encuentran 
su camino hacia el fluido sanguíneo y secreciones corporales. Estos anticuerpos son moléculas 
de proteínas altamente especializadas con “diseños” específicos que reconocen cada tipo de 
antígeno. Estos diseños se asemejan a llaves con formas diversas que encajan en ciertos canales 
que poseen los antígenos. Más adelante se explicará con más detalle este fenómeno. La variedad 
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de anticuerpos que pueden producirse es tan diversa que los linfocitos B tienen la facultad de 
producirlos casi contra todos los microorganismos del medio ambiente. 
 
Los nombres químicos para las proteínas de los anticuerpos son inmunoglobulinas o 
gamaglobulinas. Hay cinco grandes clases de inmunoglobulinas: Inmunoglobulinas G (IgG), 
Inmunoglobulinas A (IgA), Inmunoglobulinas M (IgM), Inmunoglobulinas E (IgE) e 
Inmunoglobulinas D (IgD). Cada clase de inmunoglobulina tiene una característica química 
especial que le brinda ciertas ventajas. Por ejemplo, los anticuerpos pertenecientes a la clase 
IgG se forman en grandes cantidades y pueden viajar del fluido sanguíneo a los tejidos, puesto 
que son la única clase de inmunoglobulinas que cruzan la placenta y le trasmiten inmunidad 
desde la madre hacia el recién nacido. Los anticuerpos de la clase IgA se producen cerca de las 
membranas mucosas y llegan hasta secreciones como las lágrimas, la bilis, la saliva y otras 
mucosas que protegen contra infecciones respiratorias e intestinales. Los anticuerpos de la clase 
IgM son los primeros  anticuerpos que se forman en respuesta de las infecciones y por lo tanto 
son importantes a la hora de garantizar la protección del organismo en los primeros días de la 
infección. Los anticuerpos de la clase IgE se encargan de las reacciones alérgicas y finalmente, 
la función de los anticuerpos de la clase IdG no se entiende aún por completo2. 
 
Los anticuerpos nos protegen contra las infecciones mediante diversos mecanismos. Por 
ejemplo, algunos microorganismos deben adherirse a las membranas de las células del cuerpo 
para poder causar una infección, pero anticuerpos que se encuentren en la superficie pueden 
interferir con la habilidad del microorganismo para sujetarse a la célula. Además, los 
anticuerpos sujetados en la superficie de algunos microorganismos pueden activar un grupo de 
proteínas pertenecientes al Sistema del complemento que pueden destruir directamente a las 
bacterias y virus. Estas acciones de los anticuerpos impiden que microorganismos invadan 
tejidos críticos del cuerpo donde pueden causar infecciones serias. 
 
Por otra parte, los linfocitos T (también llamados células T) no producen anticuerpos 
moleculares, puesto que cumplen con funciones especializadas como atacar directamente 
antígenos y actuar como reguladores del sistema inmunológico.  
 
Los linfocitos T se desarrollan a partir de células madre en la médula osea. En la vida 
temprana del feto, células inmunológicas inmaduras migran al timo, allí las células se 
desarrollan y se convierten en linfocitos T maduros. Es por esto que el timo es esencial para 
                                                            
2 WOODS, Lydia. Understanding the immune system. U.S Department Of Health and Human Services. 
Public Health Service, National Institutes of Health. 
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Los receptores de los linfocitos se construyen combinando de manera aleatoria segmentos de 
genes o “librerías” de genes, dando como resultado un número exponencial de posibles 
combinaciones y  por consiguiente una enorme diversidad de estructuras receptoras en los 
linfocitos. Este método aleatorio de creación de estructuras receptoras permite al sistema 
inmunológico crear alrededor de 1015 diferentes tipos de receptores, esto se debe a que el cuerpo 
humano únicamente fabrica alrededor de 1016 proteínas diferentes4. Si la diversidad de 
receptores presentes es mucho menor que la diversidad de epítopos en los patógenos, el sistema 
inmunológico debe garantizar mayor diversidad por medio de dos mecanismos: 
 
• Afinidad extendida: Un único receptor de un linfocito podría reconocer más de un tipo de 
epítopo en un patógeno. 
• Dinamismo: Los linfocitos tienen un tiempo de vida corto (de 2 a 3 días), esto garantiza que 
se reemplazan constantemente por linfocitos nuevos con nuevas estructuras en sus receptores 
(aproximadamente 100 millones de linfocitos son creados cada día). 
 
 
4.2.3.2 Evolución de la afinidad linfocito-patógeno (Aprendizaje) 
 
Hasta ahora sabemos que para cubrir el espacio de todos los posibles patrones o estructuras de 
los patógenos se requiere de una gran cantidad de diversidad en los receptores de los linfocitos. 
Sin embargo, esta diversidad no siempre está garantizada y además los linfocitos tardan 
demasiado en detectar patrones específicos de epítopos. Para contrarrestar este problema el 
sistema inmunológico incorpora un mecanismo de aprendizaje de estructuras de proteínas 
desconocidas, concretamente el sistema inmunológico “evoluciona” y reproduce linfocitos que 
tienen un grado de afinidad alto con patógenos específicos. 
 
Gracias a un proceso de evolución de la afinidad, que es esencialmente un proceso darwiniano 
de variación y selección, el sistema inmunológico puede atacar cualquier patógeno presente en 
el organismo cuya estructura proteica sea desconocida. La evolución de la afinidad permite que 
un conjunto de linfocitos B  evolucione. Este proceso inicia cuando un linfocito B es activado 
(su umbral de afinidad es superado) por los enlaces establecidos con un patógeno, entonces el 
linfocito segrega los elementos llamados anticuerpos que atrapan al patógeno e intenta 
inhabilitarlo. Después de esto, los linfocitos B se clonan a sí mismos, pero el proceso no es 
perfecto ya que está sujeto a altas tasas de mutación, por lo que el linfocito resultante es algo 
                                                            
4 KLOSTERMAN, Lorrie. The Amazing Human Body: Immune System. Karen Ang Editor. Tarrytown, 
New York, 2009 
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diferente al original. De esta manera se crean linfocitos con receptores un poco diferentes a sus 
linfocitos de origen y pueden enlazarse con otros patógenos, y si poseen una afinidad alta 
repetir el proceso de clonación.  
 
Entre mayor sea la afinidad que posee un linfocito con un patógeno en particular, mayor es la 
posibilidad que tiene de clonarse y competir para enlazarse con otros patógenos. De esta forma, 
con el tiempo, una población de linfocitos con baja afinidad puede evolucionar y mejorar sus 
receptores para aumentar la afinidad y mejorar la respuesta inmunitaria. Es así entonces como 
la diversidad de la población de linfocitos es introducida por la mutación en el proceso de 
clonación y la selección por la competencia de los linfocitos según su grado de afinidad con los 
patógenos.  
 
4.2.3.3 Memoria inmunológica 
 
El mecanismo descrito en el apartado anterior corresponde a una respuesta primaria del 
sistema inmunológico en la que la proliferación de linfocitos B con alta afinidad entre patógenos 
es el principal elemento de la respuesta. Debido a la corta vida que poseen los linfocitos B y 
una vez eliminado el patógeno del organismo, se esperaría que la población de linfocitos 
muriera. Esto implicaría que si un patógeno del mismo tipo atacara de nuevo, el sistema 
inmunológico debería iniciar la respuesta inmunitaria primaria  y reanudar todo el proceso de 
evolución y aprendizaje de los linfocitos, lo cual es absurdamente ineficiente. El sistema 
inmunológico elimina esto aplicando un mecanismo de memoria  mediante el cual se guarda la 
información codificada en el proceso de aprendizaje de los linfocitos B durante la respuesta 
primaria. 
 
El mecanismo de memoria se basa en el mantenimiento, a lo largo del proceso de aprendizaje y 
después del mismo, de un grupo de linfocitos B con alta afinidad y de larga vida, que preserven 
la información adquirida para disponer de ella en ataques futuros y así mitigar los efectos del 
patógeno en el organismo. Estos linfocitos pueden posteriormente duplicarse y preservar gran 
parte (aunque no completamente) de la información que define las estructuras de sus 
receptores.  
 
Gracias al mecanismo de memoria del sistema inmunológico, si el organismo es atacado de 
nuevo por un mismo patógeno, éste se detecta fácilmente  haciendo uso de la subpoblación de 
linfocitos B adaptados, que provee una respuesta mucho más específica e inmediata 
denominada respuesta secundaria. Usualmente esta respuesta secundaria es tan eficiente que se 
puede estar seguro que el organismo no será infectado de nuevo por el mismo patógeno. 
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4.3 De la inmunología natural a la inmunología artificial 
 
4.3.1 Teorías de la inmunología biológica y artificial 
 
La inmunología artificial pretende usar los principios de reconocimiento, aprendizaje y memoria 
usados por el sistema inmunológico humano con el fin de aplicarlos para resolver problemas de 
ingeniería y ciencia en general. Uno de los mayores problemas para aplicar la metodología 
radica en el escaso conocimiento que se posee sobre el funcionamiento detallado del mecanismo 
de memoria que utiliza el organismo para efectuar una respuesta inmunológica secundaria.  A 
lo largo de la historia se han propuesto varias teorías que intentan explicar este y los demás 
mecanismos de los que hace uso el sistema inmunológico natural. Entre las principales teorías 
podemos encontrar: 
 
 
4.3.1.1 Teoría de la red inmunológica 
 
Esta teoría fue propuesta a mediados de los setentas (1974). La hipótesis fue que el sistema 
inmunológico mantiene una red de linfocitos B interconectados (conocida como red idiotípica) 
especializados en el reconocimiento de un antígeno en particular. Estos linfocitos se estimulan e 
inhiben unos con otros de cierta manera que estabilizan la red. Dos linfocitos B permanecerán 
conectados si el grado de afinidad que cada uno posee para el reconocimiento del antígeno 
sobrepasa cierto umbral, y la fuerza de la conexión es directamente proporcional a la afinidad 
que comparten. 
 
En los modelos de Redes Inmunológicas Artificiales (AIN – Artificial Immune Systems), una 
población de linfocitos B se compone de dos subpoblaciones: la población inicial y la población 
clonada. El conjunto inicial es generado a partir de un subconjunto novato de datos entrenados 
para crear la red de linfocitos B, el resto son usados como elementos de entrenamiento para 
antígenos. Los antígenos entonces son seleccionados aleatoriamente del conjunto de 
entrenamiento, y son presentados a ciertas áreas de la red de linfocitos B. Si el reconocimiento 
es exitoso, entonces los linfocitos se clonan y sufren mutación. La mutación introduce 
diversidad en el conjunto de anticuerpos que pueden ser usados en el proceso de clasificación. 
Una vez que se crea un nuevo linfocito B se intenta agregar a la red en el lugar que ocupan los 
linfocitos B más cercanos a él. Si el nuevo linfocito no puede integrarse, es removido de la 
población. Si el reconocimiento no es exitoso entonces se genera un linfocito B usando como 
plantilla  el antígeno y luego el linfocito es incorporado a la red. 
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4.3.1.2 El principio de la selección clonal 
 
El principio de la selección clonal describe las características básicas de la respuesta inmune 
ante un estímulo generado por un antígeno. Este principio establece la idea de que únicamente 
son proliferados aquellos linfocitos que reconocen a los antígenos, y no se presenta un proceso 
de competencia y selección entre linfocitos que reconocen antígenos y los que no. Las 
principales características de la teoría de la selección clonal son: 
 
• Los nuevos linfocitos son copias de sus padres (clones) y están sujetos a un mecanismo de 
mutación a tasas muy altas (hipermutación somática). 
• La eliminación de los linfocitos recién diferenciados que llevan receptores que reaccionan 
espontáneamente. 
• La proliferación y diferenciación en contacto entre los linfocitos maduros y los antígenos. 
 
En sistemas inmunológicos artificiales existe un algoritmo denominado CLONALG que está 
basado en el principio de selección clonal y maduración de la afinidad. Este algoritmo es muy 
similar a los algoritmos genéticos, pero posee algunas características nuevas y bastante 
interesantes como: 1) El tamaño de la población se puede ajustar dinámicamente, 2) La 
explotación y exploración del espacio de búsqueda se hace de manera distribuida y 3) Es 
posible encontrar múltiples valores óptimos. 
 
 
4.3.1.3 Selección negativa 
 
El propósito de este mecanismo de selección es proveer tolerancia ante las células propias del 
organismo. Esto tiene que ver con la capacidad que posee el sistema inmunológico natural de 
detectar antígenos desconocidos sin reaccionar o comprometer a las células normales del cuerpo.  
 
Durante la generación de los linfocitos T, los receptores de los linfocitos  se crean mediante un 
proceso aleatorio, como lo vimos en apartados anteriores. Después, se inicia un proceso 
sensorial en el timo conocido como selección negativa durante el cual los linfocitos que 
reaccionan contra las proteínas propias del cuerpo son destruidos, de esta manera sólo aquellos 
que no reaccionan ante proteínas propias pueden abandonar el timo después de la maduración. 
Estos linfocitos maduros comienzan entonces a circular a través del cuerpo para desempeñar 
funciones inmunológicas y proteger al cuerpo de los antígenos. 
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4.3.2 Fundamentos generales de los sistemas inmunológicos artificiales 
 
Uno de los elementos más importantes de los algoritmos basados en sistemas inmunológicos 
artificiales es el principio de selección clonal. El principio de selección clonal es usado para 
explicar las características básicas de una respuesta inmune adaptativa ante un estímulo 
antigénico. Las células seleccionadas son sujetas a un proceso de maduración de afinidad, que 
mejora su afinidad con los antígenos en cuestión. En capítulos posteriores se profundizará más 
sobre uno de los algoritmos inspirados en el principio de selección clonal mayormente utilizado 
(CLONAG). Por ahora, es importante establecer las bases y definir los conceptos 
fundamentales de los sistemas inmunológicos artificiales en general. 
Diversos autores han propuesto definiciones de lo que se entiende por un sistema inmunológico 
artificial, entre las que encontramos: 
 
“Los sistemas inmunológicos artificiales son metodologías para la manipulación de datos, 
clasificación, representación y razonamiento, los cuales siguen el paradigma biológico del 
sistema inmunológico humano”5 
 
“Los sistemas inmunológicos artificiales son sistemas adaptativos, inspirados en la teoría, 
modelos y principios inmunológicos y las funciones inmunes observadas, que se aplican a la 
solución de problemas”6 
 
Una de las características envidiables del sistema inmunológico natural, y que intenta 
implementarse en los sistemas inmunológicos artificiales, es el comportamiento dinámico que lo 
caracteriza, siendo capaz de ajustarse a lo que se presente. El sistema inmunológico emplea un 
sistema de seguridad por multiniveles para defenderse de los invasores, a través de mecanismos 
específicos, que son adquiridos gracias al sistema inmunológico adaptativo, y no específicos, 
regulados por el sistema inmunológico innato. El rol principal del sistema inmunológico es 
reconocer todas las moléculas o células dentro del cuerpo y caracterizarlas en propias e 
impropias, así se puede estimular un tipo apropiado de mecanismo de defensa ante las células 
categorizadas como impropias. Para hacer esto los linfocitos, encargados de la defensa y ataque 
ante los antígenos, poseen características como: diversidad, adaptabilidad y memoria. 
                                                            
5 J. Timmis and M. Neal. Invetigatting the evolution and stability of a resource limited artificial immune 
system. In Proc. of the Genetic and Evolutionary Computation Conference, Workshop on Arti¯cial 
Immune System and Their Applications, pages 40-41, 2000. 
6 Leandro Nunes de Castro and Jonathan Timmis. Arti¯cial Immnue System: A New Computational 
Intelligence Approach. Springer Verlang, Reino Unido, Septiembre 2002. 
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Entre otras características importantes que se toman del sistema inmunológico natural y se 
reproducen en los sistemas inmunológicos artificiales, tenemos: 
 
Reconocimiento: El sistema debe estar en capacidad de reconocer y clasificar diferentes patones 
y generar determinadas respuestas. 
 
Extracción de características: Debe existir elementos básicos del sistema (células) que se 
encarguen de detectar la presencia de elementos ajenos a él. 
 
Diversidad: El sistema debe garantizar una población diversa de elementos fundamentales que 
garantice la detección de la mayor cantidad posible de elementos ajenos a él. 
 
Aprendizaje: El sistema debe estar en capacidad de aprender de las experiencias y con base en 
esto saber qué respuesta dar ante un estímulo en especial. Este mecanismo debe garantizar la 
reproducción o replicación de células con buen desempeño para preservar la integridad del 
sistema. Este tipo de mecanismo es conocido como expansión clonal. 
 
Memoria: Debe existir un mecanismo en el que se pueda almacenar un registro de los elementos 
dañinos para el sistema, esto es, el sistema debe tener la capacidad de recordar que tipo de 
elemento fue el causante del ataque y almacenar la estructura de la célula encargada de 
contrarrestarlo, pudiendo posteriormente clonar esta célula para volver a atacar al cuerpo 
extraño. 
 
Detección distribuida: El sistema inmunológico puede verse como un sistema distribuido, es 
decir, los elementos encargados de la detección circulan por todo el sistema sin depender de 
ningún elemento centralizado, y cuando se encuentran ante la presencia de un elemento 
extraño, informan inmediatamente al resto del sistema. 
 
Auto-regulación: Cuando el sistema produce muchos elementos detectores y destructores de 
intrusos, debe deshacerse de ellos una vez culminada la labor. Sin embargo, un remanente de la 
población se conserva para un posible uso posterior. Es decir, en caso de un nuevo ataque 
provocado por el mismo antígeno, el sistema sabe cómo defenderse. 
 
Co-estimulación: La activación de las células B está regulada a travñes de la co-estimulación, 
es decir, la segunda señal que viene de los linfocitos T de ayuda, asegura la tolerancia y juicio 
entre invasores e inofensivos o falsas alarmas. 
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Protección dinámica: La expansión clonal y la expansión somática permiten la generación de 
células inmunes de alta afinidad (maduración de afinidad). Este proceso realiza un equilibrio 
dinámico entre la exploración y la explotación en la inmunidad adaptativa. La protección 
dinámica incrementa el alcance que provee el sistema inmune a través del tiempo. 
 
Detección probabilística: La reacción cruzada en la respuesta del sistema inmunológico 
corresponde a un proceso estocástico. La detección, además, es aproximada. Por lo que un 
linfocito puede emparejarse con muchos tipos de antígenos estructuralmente relacionados. 
 
Con todas estas características descritas es entonces posible diseñar un algoritmo que las 
introduzca. Así mismo, la simulación computacional de un sistema inmunológico natural podrá 
aplicarse a la solución de problemas del mundo real. 
Varios autores han propuesto un esquema universal para sistemas computacionales con 
inspiración biológica que se puede aplicar a los SIA: Una representación de los componentes del 
sistema; un conjunto de mecanismos para evaluar las interacciones de los individuos con el 
ambiente y entre ellos; y, por último, un proceso de adaptación que gobierne las dinámicas del 
sistema, es decir, el algoritmo en sí7. 
 
En la gráfica que aparece a continuación se presenta la aplicación de este esquema a los SIA: 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.5 Esquema general de un SIA 
 
                                                            
7 Nunes de Castro, Leandro & Timmis, Jonathan. An Introduction to Artificial Immune Systems: A New 
Computational Intelligence Paradigm. s.l. : Springer-Verlag. 2002 
Algoritmos Inmunológicos 
Grado de Afinidad 
Representación
Solución
Dominio de la aplicación
SIA 
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4.4 Algoritmos basados en Sistemas Inmunológicos Artificiales 
 
4.4.1 Algoritmo de selección clonal (CLONALG) 
 
4.4.1.1 Aspectos básicos del algoritmo 
 
En la sección 4.3.1.2 describimos el principio de selección clonal natural, y es precisamente esta 
idea la base del algoritmo de selección clonal que abordaremos. Este algoritmo fue propuesto 
inicialmente para aplicaciones en reconocimiento de patrones  y optimización. Sin embargo en 
esta sección abordaremos con más detalle la versión de optimización por ser la de uso más 
extendido. 
 
Las principales características del sistema inmunológico natural de las que hace uso este 
algoritmo son ente otras, el mantenimiento  de un conjunto específico de memoria, la clonación 
y selección de los elementos con mayor desempeño, la eliminación de los anticuerpos no 
estimulados, la maduración de la afinidad y re-selección de genes proporcional a la misma, y la 
generación y mantenimiento de la diversidad. 
 
 
4.4.1.2 Descripción del algoritmo 
 
En la implementación del algoritmo CLONAG se asume un repertorio de anticuerpos (Ab) que 
pueden ser estimulados por un antígeno (o el valor de una función objetivo g(.) a ser 
optimizada) y los anticuerpos con una afinidad alta pueden ser seleccionados para generar 
poblaciones de clones. Durante el proceso de clonación, algunos anticuerpos pueden sufrir 
mutaciones somáticas proporcionales a su afinidad antigénica y los clones de afinidad alta serán 
seleccionados para formar el conjunto de memoria. Los anticuerpos de baja afinidad son 
reemplazados, simulando el proceso de edición del receptor8. 
La aplicación del principio de selección clonal a optimización se muestra en el pseudocódigo de 
la figura 4.6 y el diagrama de flujo del mismo en la figura 4.7. 
 
 
 
                                                            
8 Leandro Nunes de Castro and Fernando José Von Zuben. Artificial Immune Systems: Part I - Basic 
Theory and Applications. Technical Report TR-DCA 01/99, FEEC/UNICAMP, Brazil, December 1999. 
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Entradas: Ab, gen, n, d, L 
Salidas: Ab, f 
Para t = 1 hasta t < gen hacer: 
     (1) ( )f afinidad Ab  =  
(2) ( , , )nAb seleccionar Ab f n  =  
(3) ( , , )
(4) ( , )
(5) ( )
(6) ( , , )
(.)
(.) ( , ) / /
(7)
n
n
n
d
C clonar Ab f n
C hipermutación C f
f afinidad C
Ab seleccionar C f n
Ab Ab
Ab generacion d L generar d anticuerpos de longitud L
Ab reemplazami
*
*
*
    =
  =
   = 
  =
   ¬
   =             
  = ( , , )dento Ab Ab f
 
Fin para 
( )f decodificar Ab=  
 
Figura 4.6 Algoritmo de selección clonal para optimización 
 
1. En el primer paso no existe una población de antígenos a reconocer explícitamente, sino 
una función objetivo a ser optimizada (maximizar o minimizar). De esta manera, la 
afinidad de un anticuerpo corresponde a la evaluación de la función objetivo, y cada 
anticuerpo representa un elemento en el espacio de entrada. Adicionalmente, debido a que 
no existe una población específica de antígenos a ser reconocida, el conjunto de anticuerpos 
conforma la memoria y esto hace que no sea necesario que la memoria esté en otra 
estructura separada. Así, se determina el vector f que obtiene su afinidad de todos los n 
anticuerpos. 
2. Se seleccionan los n anticuerpos de la población total Ab cuya afinidad f sea la más alta 
para formar el nuevo conjunto de anticuerpos Abn. 
3. Los n mejores anticuerpos seleccionados son clonados para formar una población C de los 
anticuerpos con la mejor afinidad. 
4. La nueva población de clones es sometida a un proceso  de mutación inversamente 
proporcional a su afinidad: los clones con una afinidad más alta tendrán un porcentaje de 
mutación más pequeño que aquellos con afinidad menor. De esta manera se obtiene una 
nueva población de clones mutantes C*. 
5. Se determina la afinidad de los clones mutantes. 
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6. Del conjunto de clones madurados, seleccionamos el anticuerpo que tenga la afinidad más 
alta con respecto al antígeno y éste es candidato a ser ahora el antígeno, siempre y cuando 
sea mejor que el actual. 
7. Finalmente se reemplazan los d peores individuos de la población de anticuerpos con los 
mejores que se generan después del proceso de clonación y mutación. 
 
Después que se realizan los 7 pasos del algoritmo, podemos decir que se ha completado una 
generación. Así que el proceso se repite hasta el número de generaciones totales definidas (gen). 
 
 
4.4.2 Algoritmo de selección negativa 
 
El ejemplo básico de un sistema inmunológico artificial es aquél empleado en un sistema 
computacional como discriminador de elementos ajenos y dañinos a él, es decir, detección de 
virus computacionales9. Un sistema discriminador de elementos propios e impropios involucra la 
creación de un perfil de archivos de secuencia que realizan llamadas al sistema en una red 
computacional durante un periodo normal de funcionamiento. Para detectar un posible intruso 
cualquier secuencia subsecuente debe encajar en el perfil normal, y cualquier desviación puede 
ser reportada como un posible archivo malicioso. 
 
Uno de los desarrollos más importantes en la implementación de este algoritmo como sistema 
discriminador fue el implementado el sistema conocido como “Lysis”, el cual consiste de tres 
fases. La primera fase fue usada para la definición del sistema en sí, por ejemplos, el perfil 
normal es generado a partir de unos datos de entrada que definen el comportamiento normal 
del sistema. La segunda fase involucra la generación de un conjunto aleatorio que contiene una 
representación apropiada para hacer coincidir todos los patrones propios contenidos en el 
propio perfil. La fase final implementa la detección de anomalías en datos que no han sido 
previamente analizados, comparando cada detector con todos los patrones propios contenidos 
en el perfil. Si alguno de los detectores generados aleatoriamente coincide con  el patrón propio, 
el detector es considerado como inapropiado y es removido del conjunto de detectores. Sin 
embargo, si el detector no coincide con alguno de los elementos, es almacenado y pasa a ser 
parte del conjunto usado para la detección de anomalías. En la figura 4.7 se puede observar un 
esquema de funcionamiento de este algoritmo. 
 
                                                            
9 S. Forrest, A. Perelson, L. Allen, and R. Cherukuri. Self-nonself discrimination in a computer. In Proc. 
of the IEEE Symposium on Security and Privacy, pags 202–209. IEEE Computer Society, 1994. 
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4.4.3 Redes inmunológicas artificiales (redes idiotípicas) 
 
La teoría de las redes inmunológicas se basa en el principio de que los anticuerpos pueden 
enlazarse con otros anticuerpos así como lo hacen con los antígenos. Esta activación puede 
continuar a través de la población y potencialmente tiene mucho poder de expansión. Esto 
podría explicar, por ejemplo, como se mantiene la memoria de infecciones pasadas. 
 
Los epítopos que encajan a un determinado anticuerpo son llamados idiótopos, y el grupo de 
anticuerpos que comparten el mismo idiótopo se les conoce como idiotipo. Cuando el idiotipo de 
un anticuerpo es reconocido por el receptor de otro, el primero es suprimido y se reduce su 
concentración. Sin embargo, cuando un receptor de un anticuerpo reconoce el idiotipo de otro, 
o el epítopo de un antígeno, éste es estimulado y su concentración aumenta. 
 
La teoría de la red idiotípica ve al sistema inmunológico como una compleja red de receptores 
de anticuerpos que reconocen idiótopos e idiótopos que reconocen receptores. Esto implica que 
un linfocito B no sea un elemento netamente independiente, si no que se comunique con otros 
linfocitos por medio de interacciones dinámicas en la red. La red continuamente se adapta a sí 
misma, manteniendo un estado estable que refleja el estado global que resulta de la interacción 
con el ambiente. Esto contrasta con la teoría de la selección clonal, que sustenta la creencia de 
que un linfocito B puede convertirse en una célula de memoria por medio de la interacción con 
los antígenos únicamente. 
 
A partir del modelo teórico se han propuesto muchas implementaciones computacionales. Entre 
estas implementaciones sobresalen aiNet usada para clustering y optimización, y RAIN, usada 
principalmente para solución de problemas de clustering y reconocimiento de patrones10. 
 
Una red idiotípica puede ser considerada como un modelo coevolutivo: posee una dinámica 
evolutiva, donde el desempeño de cada célula dependerá de la ubicación en el espacio de las 
formas de las células más cercanas. Este modelo coevolutivo posee un componente cooperativo, 
pues el modelo busca obtener un conjunto de células que colaboren entre sí para cubrir todo el 
espacio. Además, también posee un componente competitivo, dado que las células cercanas 
compiten por el reconocimiento de antígenos similares. 
 
                                                            
10 TIMMIS, Jonathan. Artificial Immune Systems: A novel data analysis technique inspired by immune 
network theory. PhD thesis, University of Wales, Aberystwyth. Ceredigion. Wales, 2001. 
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Las redes idiotípicas están basadas principalmente en el modelo computacional del “granjero” 
de la teoría de la red idiotípica11, en el que una cadena binaria de longitud l representa epítopos 
y receptores. El modelo simplifica la realidad biológica asumiendo que cada anticuerpo posee 
sólo un epítopo. Cada anticuerpo tiene además un par ,p eé ùê úë û  de cadenas binarias, y cada 
antígeno posee una única cadena eé ùê úë û . El grado de afinidad de estas cadenas binarias, emulando 
la afinidad natural entre antígenos y anticuerpos, se calcula haciendo uso de la operación 
binaria OR. Así, entre un digito 0 y un digito 1 existe una afinidad positiva. 
 
No es necesario que exista un encaje exacto entre p y e, ya que las cadenas pueden encajar en 
cualquier alineación, únicamente es necesario definir un valor umbral s  el cual determina si 
hay o no reacción. Por ejemplo si s fue definido en 6 y hubo 5 correspondencias (pares de 0 y 1) 
para una alineación dada, el valor de esa alineación debería ser 0. Si hubo 6 correspondencias, 
el valor sería 1 y si hubo 7 el valor debería ser 2. La fuerza G de la reacción de una alineación 
dada es entonces: 
 
1G = + m  
 
Donde m  es el número de bits que se corresponden después de exceder el umbral. La fuerza de 
la reacción para todas las posibles alineaciones ijm entre dos anticuerpos i y j es dado por: 
 
 
1
q
ij k
k
m G
=
= å  
 
Donde q es el número de posibles alineaciones. En el modelo del granjero, la ecuación 
diferencial que se muestra describe como la concentración continua de anticuerpos cambia 
dependiendo de la concentración de antígenos, estimulación y supresión: 
 
 1 2
1 1 1
n N N
i
ji i j ij i j ji i j i
j j j
dx
c m x y k m x x m x x k x
dt = = =
é ùê ú= - + -ê úë û
å å å  
 
Donde N es el número de anticuerpos y n es el número de antígenos. Las correspondencias 
específicas están dadas por m, con el primer valor refiriéndose al epítopo y el segundo al 
receptor. 
                                                            
11 N. Jerne. Towards a network theory of the immune system. Ann. Immunology (Inst. Pasteur), 125 
C:373–389, 1974. 
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4.5 Aplicaciones 
 
Para poder aplicar un modelo de sistema inmunológico artificial y resolver un problema en 
particular, en primer lugar es necesario elegir el modelo de algoritmo acorde con la naturaleza 
del problema a resolver. Después, se identifican los elementos involucrados en el problema y 
como pueden ser modelados como entidades, además de elegir la representación de los mismos, 
especialmente una representación en cadenas ya sea de bits, números enteros o números reales, 
o una representación hibrida si es el caso. Subsecuentemente se define un criterio de afinidad, 
como una distancia o medida que determine la regla de correspondencia entre dos cadenas. Así, 
el algoritmo elegido se usará adecuadamente para generar un conjunto de soluciones factibles 
que puedan proveer una buena solución al problema. 
 
La tendencia de sistemas inmunes artificiales es un tema innovador que ofrece muchas 
posibilidades y permite diversas aplicaciones, que la convierten en una herramienta eficaz en la 
solución de problemas. 
 
Los sistemas inmunológicos artificiales están siendo usados en diversas aplicaciones como 
detección de anomalías, reconocimiento de patrones, minería de datos, seguridad 
computacional, control adaptativo y detección de fallas. Entre las aplicaciones más importantes 
detallamos: 
 
Seguridad computacional: 
 
El papel que desempeña el sistema inmunológico puede ser considerado como análogo al 
proceso que realiza un sistema de seguridad computacional. Los métodos de detección de 
intrusos construyen una base de datos que cataloga el comportamiento normal durante el 
tiempo en términos de las llamadas a sistema realizadas. Después de esto, la base de datos 
puede ser monitoreada por un llamado a sistema que no se encuentre en el comportamiento 
normal de la base de datos. Esta solución tiene la ventaja de ser completamente independiente 
de la plataforma. 
 
Un método alternativo consiste en utilizar detección de intrusos basado en redes idiotípicas. De 
esta forma estaríamos hablando de protección de redes de computadores y no de un único 
computador. Esto es similar a los servicios de monitoreo de redes que ofrecen algunos 
programas y que analizan el comportamiento de la red en términos de tráfico, comportamiento 
de los usuarios, conexiones denegadas y archivos dañinos. 
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Detección de fallas 
 
En el campo del diagnóstico de fallas es necesario predecir o recuperar problemas presentados 
en sistemas críticos, como una fábrica en la que se manejan sistemas refrigerantes o un sistema 
de comunicación telefónica. Esto se logra haciendo uso de un método conocido como 
Aprendizaje por Cuantificación Vectorial o LVQ (por sus siglas en inglés: Learning Vector 
Cuantization) para determinar la correlación entre dos sensores y sus salidas, y asegurar que 
funcionen correctamente todo el tiempo. Cada sensor corresponde a un linfocito B en una red 
inmunológica y prueba si las salidas de los demás sensores son las correctas. Aquí, la 
confiabilidad del sensor es utilizada en lugar de la similitud con los vecinos. El campo de 
detección de fallas también se interesa en la creación de un sistema de diagnóstico distribuido 
basado en redes inmunológicas artificiales. 
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5. COMPROBACIÓN DE LA HIPÓTESIS Y ANÁLISIS DE 
RESULTADOS 
 
5.1 Hipótesis 
¿Es posible elaborar un documento que integre las bases teóricas de los métodos bio-inspirados 
más utilizados en inteligencia artificial y que permita mejorar el conocimiento de los 
estudiantes de Ingeniería de Sistemas y Computación en ésta área? 
 
5.2 Población 
Estudiantes de Ingeniería de Sistemas y Computación de la Universidad Tecnológica de Pereira 
que hayan cursado o estén cursando la materia Sistemas Expertos. 
 
 
5.3 Muestra 
Se seleccionó como grupo de prueba los estudiantes que integraban el curso Sistemas Expertos 
Grupo 1 del semestre extraordinario comprendido entre Agosto de 2011 y Abril de 2012, 
dirigido por el Magister Julio Hernando Vargas Moreno. 
 
5.4 Variables medidas 
 
- Nivel de interés por la temática 
- Grado de conocimiento sobre la temática 
 
A continuación se relacionan las variables de medición, su definición operacional, categorías 
indicadores e ítems: 
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Variable Definición operacional Categorías Indicadores Ítems 
Conocimiento 
que poseen los 
estudiantes de 
Ingeniería de 
Sistemas y 
Computación 
sobre los 
modelos bio-
inspirados. 
Utilizar 
correctamente 
algoritmos bio-
inspirados para 
resolver problemas 
computacionales. 
 
Matemática
Entendimiento 
y uso de los 
fundamentos 
matemáticos. 
1. Justificación 
matemática del 
modelo. 
2. Comprensión y uso 
de las fórmulas 
matemáticas. 
Biología 
Conocimiento 
básico de los 
fundamentos 
biológicos que 
inspiran el 
modelo. 
1. Descripción biológica 
del modelo. 
2. Comparación entre el 
modelo biológico y el 
modelo 
computacional. 
Algoritmia 
Conocimiento y 
uso correcto de 
la estructura  del 
algoritmo que 
define el 
modelo. 
1. Formulación del 
algoritmo. 
2. Implementación del 
algoritmo en un 
lenguaje de 
programación. 
Nivel de interés 
que poseen los 
estudiantes de 
Ingeniería de 
Sistemas y 
Computación 
en los modelos 
bio-inspirados. 
Grado de 
motivación para 
realizar 
implementaciones, 
investigaciones, 
proyectos; 
relacionados con 
métodos bio-
inspirados. 
Interna 
Factores que 
provienen del 
estudiante 
1. Decisión de 
comenzar la 
actividad. 
2. Perseverancia. 
3. Compromiso 
cognitivo en 
cumplirla. 
4. Resultado obtenido 
Externa 
Planteamientos 
para interesar a 
los estudiantes: 
tipo de 
actividad, 
alternancia, 
organización del 
contexto. 
1. Aspectos 
institucionales. 
2. Características del 
curso. 
3. Características de las 
tareas a realizar. 
 
Tabla 5.1 Detalle de variables de medición 
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5.5 Metodología aplicada 
Para realizar la comprobación de la hipótesis planteada se dispuso de un grupo de estudiantes, 
ltlamado grupo de prueba, a los cuales se les puso a disposición los capítulos 1 y 2 del presente 
trabajo investigativo, previa revisión y aprobación por parte del director de proyecto. Se 
dispuso además de otro grupo de estudiantes a los cuales no se les presentó la posibilidad de 
acceder a los documentos, este grupo es llamado grupo de control. 
Para medir la variable Grado de conocimiento sobre la temática se aplicó una evaluación de 
conceptos generales, diseñada por el docente guía del grupo de prueba. Para medir la variable 
Nivel de interés por la temática se aplicó una encuesta (ver Anexo)  en la que se valoró 
cuantitativamente el documento tanto en contenido como en forma, y se calificó de igual 
manera el grado de aporte de nuevos conocimientos y de interés de los estudiantes. Tanto al 
grupo de prueba como al grupo de control se les pidió la realización de la evaluación de 
conceptos generales. Sin embargo, únicamente al grupo de prueba se les había facilitado el 
acceso a los documentos y solicitado su lectura, así como el diligenciamiento de la encuesta de 
valoración de los mismos. 
La evaluación del grupo de prueba se realizó incluyendo 2 preguntas en el examen parcial 
realizado por el docente guía, en las que se debía realizar un resumen de los conceptos que se 
exponen en los documentos. Igualmente, la evaluación del grupo de control solicitaba un 
resumen de los conceptos de la temática con el fin de validar el conocimiento que ya se debía 
poseer, con la salvedad de que estas preguntas no correspondían a un examen parcial. 
 
5.6 Mediciones obtenidas 
 
Posterior a la aplicación de la evaluación, que ocurrió en primera instancia, se obtuvo el 
consolidado del desempeño del grupo de prueba y el grupo de control, como se muestra de 
manera agrupada en la tabla 5.2. 
 
En la figura 5.1 se puede observar fácilmente el desempeño general de cada grupo en términos 
de rango de nota y porcentaje de estudiantes. El eje horizontal representa la clase, que en este 
caso corresponde a un rango de notas y el eje vertical representa el porcentaje de estudiantes 
que obtuvieron una nota que se encuentra en el rango establecido; para un total de 16 
estudiantes que integran el grupo de prueba y 14 estudiantes que integran el grupo de control. 
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En la encuesta de evaluación del documento (ver Anexo) los estudiantes calificaron varios 
componentes del mismo mediante una valoración cuantitativa de 1 a 5, donde 1 representa la 
valoración más baja y 5 la más alta. El capítulo 1 del documento, titulado “Algoritmos 
evolutivos”, se tomó como base para realizar la encuesta. Cada una de las valoraciones 
responde a la percepción que el estudiante posee acerca del documento, lo cual es sumamente 
valioso puesto que finalmente el documento está enfocado para ser utilizado por ellos como guía 
de estudio o de investigación. 
El número total de estudiantes encuestados fue de 14, de los 17 que conforman el grupo de 
prueba. En la siguiente tabla se muestran cada uno de los ítems valorados y la cantidad de 
estudiantes que calificaron el ítem en cada valor, así como el porcentaje que representan: 
 
Nº Ítem 
Valoración cuantitativa
1 2 3 4 5 
1 Estructura 0 0 0 6 8
2 Contenido 0 0 0 5 9
3 Redacción 0 0 0 4 10
4 Lenguaje escrito 0 0 0 8 6
5 Cumplimiento de expectativas de contenido 0 0 0 2 12
6 Calificación general 0 0 0 9 5
7 Conocimiento ANTES de leer el documento 0 3 10 1 0
8 Conocimiento DESPUÉS de leer el documento 0 0 0 4 10
9 Aporte de nuevos conocimientos 0 0 0 2 12
10 Importancia de disponer del documento 0 0 0 1 13
11 Influencia en desempeño académico 0 0 0 9 5
12 Grado de interés previo sobre la temática 0 0 4 8 2
13 Aumento de interés por la temática 0 0 0 4 10
14 Motivación a realizar trabajos relacionados con la temática 0 0 0 6 8
 
* 1: Muy bajo    2: Bajo     3: Medio     4: Alto   5: Muy Alto 
 
Tabla 5.3 Resultados de la aplicación de la encuesta de valoración 
 
En la Figura 5.2 se relacionan cada uno de los ítems valorados con el respectivo porcentaje de 
estudiantes que calificaron el ítem. 
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registraron estudiantes con desempeño Bajo, en contraste con el 6,7% registrado en el grupo de 
control. 
 
Por otro lado, los resultados de la encuesta indican que 100% de los estudiantes del grupo de 
prueba calificaron el documento con una valoración de 4 o 5, en términos de estructura, 
contenido, redacción, lenguaje escrito, cumplimiento de expectativas y valoración general. Esto 
indica un nivel muy bueno de aceptación del documento. Además, el resultado muestra que el 
28,6% de los estudiantes considera que el documento aumento su nivel de conocimientos en un 
grado de 4, mientras que el 71,4% considera que el documento aumentó su nivel de 
conocimiento en un grado de 5. Más del 90% de los estudiantes considera como sumamente 
importante el acceso que obtuvo al documento. El 71,4% considera que su grado de interés por 
la temática expuesta después de haber leído el documento es de Alto o Muy Alto, así mismo el 
100% de los estudiantes asegura que el documento aumento en el mismo nivel su grado de 
interés. 
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CONCLUSIONES Y RECOMENDACIONES 
 
• La aplicación de algoritmos bio-inspirados se constituye como una buena alternativa para 
solucionar problemas de alta complejidad computacional. Los tipos de problemas que estos 
algoritmos solucionan más efectivamente son aquellos relacionados con la optimización, 
reconocimiento de patrones, caracterización de datos de entrada y aprendizaje adaptativo. 
 
• Los Algoritmos Evolutivos combinan mecanismos de búsqueda dirigida y búsqueda aleatoria 
en problemas de optimización. La combinación de estos dos mecanismos le concede a los 
Algoritmos Evolutivos una propiedad que no poseen otros métodos de búsqueda exhaustiva: 
la capacidad de acceder a cualquier región del espacio de búsqueda mientras exploran el 
espacio de soluciones de una forma mucho más eficiente que un algoritmo netamente 
aleatorio. 
 
• Las Redes Neuronales Artificiales están lejos de asemejarse al complejo funcionamiento del 
cerebro humano. Sin embargo, los ingeniosos mecanismos con los que opera les permite 
realizar tareas que para cualquier otro método resultarían demasiado costosas 
computacionalmente. Además, la posibilidad de interconectar y relacionar cada uno de los 
nodos de múltiples maneras, de cambiar los parámetros de los mismos y de emplear 
diferentes modelos en una sola red, hacen que estas se adapten fácilmente para resolver 
eficientemente cualquier problema. Especialmente problemas relacionados con el 
reconocimiento de patrones y el tratamiento, la caracterización y la codificación de la 
información. 
 
• La Inteligencia Colectiva constituye un paradigma social y colaborativo de pequeños 
agentes. La filosofía del trabajo cooperativo y del ‘‘divide y vencerás’’ es una buena 
alternativa para resolver problemas de optimización y simulación de sistemas con múltiples 
variables. 
 
• Los  Sistemas Inmunológicos Artificiales son un tema innovador que ofrece muchas 
posibilidades y permite diversas aplicaciones, que la convierten en una herramienta eficaz en 
la solución de problemas. Los sistemas inmunológicos artificiales están siendo usados en 
diversas aplicaciones como detección de anomalías, reconocimiento de patrones, minería de 
datos, seguridad computacional, control adaptativo y detección de fallas.  
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• Comparando los resultados obtenidos en el grupo de prueba y el grupo de control podemos 
notar que los estudiantes que integran el grupo de prueba obtuvieron un desempeño mucho 
mayor en la evaluación de conceptos que los estudiantes del grupo de control. El aumento 
del desempeño, comparando los promedios en cada grupo, fue de alrededor del 20%. 
 
• Los resultados de la encuesta aplicada que evalúa el interés por la temática expuesta en este 
documento muestran que el 71,4% de los estudiantes que tuvieron acceso a él aumentaron su 
interés, en un grado considerado como muy alto. 
 
• El documento resultante de este trabajo facilita la realización de nuevas investigaciones 
sobre el tema, ya que estudiantes e investigadores pueden hacer uso del mismo como 
referencia. Así mismo, los docentes del programa de Ingeniería de Sistemas y Computación y 
de otros programas que contengan cursos sobre inteligencia artificial, podrían hacer uso del 
documento como una fuente de información base para orientar la materia.  
 
• Es recomendable promover la investigación interdisciplinar entre médicos, biólogos, 
matemáticos y científicos de la computación y de esta forma aumentar los avances que se 
pueden hacer en esta área, para profundizar los conocimientos y lograr explotar el potencial 
de estos métodos. 
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Universidad Tecnológica de Pereira 
Ingeniería de Sistemas y Computación 
Diciembre 15 de 2011 
 
Responsable: Alejandro Cárdenas Cardona 
 
ENCUESTA DE EVALUACIÓN DEL DOCUMENTO: ALGORITMOS EVOLUTIVOS 
La siguiente encuesta hace parte del desarrollo del proyecto: “Inteligencia artificial, métodos bioinspirados: un enfoque 
funcional para las ciencias de la computación”; con ella se espera evaluar  el grado de interés que los estudiantes de Ingeniería 
de Sistemas poseen en temáticas relacionadas con la inteligencia artificial. La encuesta corresponde al primer capítulo titulado: 
“Algoritmos Evolutivos”. 
Estimado(a) estudiante, su opinión sobre el documento que ha leído es muy importante. A continuación se le presentan dos 
preguntas para las cuales sólo debe responder SI o NO, marcando con una equis (X) la opción. Posteriormente, se le presentan 
algunos ítems para los cuales debe marcar con una equis (X) el puntaje que usted considere adecuado, siendo 1 la puntuación 
más baja y 5 la puntuación más alta. Duración máxima de la encuesta: 10 minutos. 
¡Muchas gracias por su tiempo! 
 
¿Es la primera vez que cursa la materia Sistemas Expertos?          SI          NO 
¿Es la primera vez que se le enseña sobre Algoritmos Evolutivos?   SI          NO 
 
Escriba en este espacio las observaciones, comentarios o sugerencias sobre el documento: 
 
 
Ítem 
Valoración 
Cuantitativa 
1 2 3 4 5
El documento se encuentra correctamente estructurado.      
El contenido del documento es suficiente para entender el tema expuesto.      
El documento está escrito de forma clara y ordenada.      
El lenguaje escrito utilizado es adecuado.      
El documento cumplió con sus expectativas  de contenido  sobre el tema.        
En general, ¿Cómo calificaría usted el documento?      
Califique  el grado de conocimiento que usted considera poseía sobre el tema, ANTES de leer el 
documento.  
     
Califique  el grado de conocimiento que usted considera posee sobre el tema, DESPUÉS de haber leído el 
documento. 
     
¿Cómo calificaría usted el aporte del documento a sus conocimientos sobre el tema?      
¿Qué tan importante fue para usted haber tenido este documento a su disposición?      
¿Qué tanto cree usted influiría en su desempeño académico en esta asignatura, disponer de documentos 
de este tipo? 
     
Califique el grado de interés que usted posee sobre la temática expuesta en el documento.      
¿Cómo calificaría el grado en que el documento aumentó su interés sobre la temática?      
¿Qué tan motivado se siente para leer otros documentos de este tipo, de temas relacionados como: redes 
neuronales artificiales, inteligencia de enjambre, sistemas inmunológicos artificiales, etc.? 
     
