Abstract: An improved teaching-learning-based optimization (I-TLBO) algorithm is proposed to adjust the parameters of extreme learning machine with parallel layer perception (PELM), and a well-generalized I-TLBO-PELM model is obtained to build the model of NO X emissions of a boiler. In the I-TLBO algorithm, there are four major highlights. Firstly, a quantum initialized population by using the qubits on Bloch sphere replaces a randomly initialized population. Secondly, two kinds of angles in Bloch sphere are generated by using cube chaos mapping. Thirdly, an adaptive control parameter is added into the teacher phase to speed up the convergent speed. And then, according to actual teaching-learning phenomenon of a classroom, students learn some knowledge not only by their teacher and classmates, but also by themselves. Therefore, a self-study strategy by using Gauss mutation is introduced after the learning phase to improve the exploration ability. Finally, we test the performance of the I-TLBO-PELM model. The experiment results show that the proposed model has better regression precision and generalization ability than eight other models.
Introduction
Reducing NO X emissions of a boiler has been paid a significant attention recently in the economic development of power plants. In order to implement the reduction of NO X emissions, a precise model of NO X emissions firstly needs to be built. Due to the complex nonlinear relationship between the NO X emissions of the boiler and its influencing factors, it is difficult to build an accurate mathematical model by using mechanism modeling methods [Wang and Yan (2011) ]. Artificial neural networks (ANNs) based on datadriven modeling is an effective method in solving this problem [Zhou, Cen and Fan (2004) ; Ilamathi, Selladurai, Balamurugan et al. (2013) ]. However, the conventional neural network has the disadvantages of large amount of calculation, slow training speed, poor generalization ability and easy to fall into local minimum points. Extreme learning machine with parallel layer perception (PELM) [Tavares, Saldanha and Vieira (2015) ] is a new type of neural network. In the PELM, the input weights and thresholds of hidden layer in the nonlinear part are randomly generated, and then the input weights and thresholds of hidden layer in the linear part are obtained by the generalized inverse of the matrix. The PELM has some good characteristics: Low model complexity, high calculation speed and good generalization ability. So, this network can overcome the shortcomings of back propagation (BP) neural network, such as large iterative calculation amount, slow training speed and poor generalization ability. In Tavares et al. [Tavares, Saldanha and Vieira (2015) ], the PELM is applied to solve twelve different regression and six classification problems. The experiment results show that the PELM with high speed can achieve very good generalization performance. Furthermore, the PELM has the same regression ability as extreme learning machine (ELM) [Huang, Zhu and Siew (2006) ; Huang, Zhou, Ding et al. (2012) ], but it only uses just a half of hidden neurons and has a much less complex hidden representation. So, the PELM is an efficient modeling tool, which can be used to solve various regression problems in real life. Therefore, in this study, the PELM is considered to build the model of NO X emissions of a boiler. Because the PELM randomly selects the input weights and thresholds of hidden layer in the nonlinear part, the regression precision and generalization ability may be affected. It is necessary to select the optimal input weights and thresholds in the PELM. Therefore, we need to find an efficient optimization algorithm to optimize the PELM. Teaching-learning-based optimization (TLBO) algorithm is an intelligent optimization algorithm based on the teaching-learning in classroom [Rao, Savsani and Vakharia (2011) ; Rao, Savsani and Vakharia (2012) ]. This algorithm needs fewer parameters setting, but it can achieve higher calculation precision. The TLBO algorithm is simple in the concept, easy to understand, and fast in the calculation speed. Therefore, the TLBO algorithm has attracted many scholars' attention and has been applied in many fields [Pawar and Rao (2013) ; Rao and Kalyankar (2013) ; Bhattacharyya and Babu (2016) ]. The TLBO algorithm has many advantages, but it also inevitably has some shortcomings. When it is used to solve some global optimization problems, the diversity of the population decreases with increasing number of iterations. It is very easy to fall into the local minimum and even stagnate. On the other hand, the convergent speed in the early stage is fast, but the convergent speed in the late stage gradually becomes slow. So the effectiveness of the TLBO algorithm is affected. To overcome the shortcomings and improve the exploration ability and the exploitation performance of the TLBO, an improved TLBO (I-TLBO) algorithm is proposed in this study. In the I-TLBO algorithm, there are four major highlights. Firstly, quantum initialization by using the qubits on Bloch sphere replaces random initialization in original TLBO. This highlight can improve the quality of the initial population. Secondly, two kinds of angles in Bloch sphere are generated by using cube chaos mapping. The introduction of the cube chaos mapping can increase the diversity of the initial population. The search ability of ergodic to the solution space is improved. Thirdly, an adaptive control parameter is added into the teacher phase to speed up the convergent speed. And then, according to actual teaching-learning phenomenon of a classroom, students learn some knowledge not only by their teacher and classmates, but also by themselves. Therefore, a self-study strategy by using Gauss mutation is introduced after the learning phase to improve the exploration ability. The effectiveness of the I-TLBO algorithm is benchmarked on eight well-known testing functions. The performance of the I-TLBO algorithm is compared with particle swarm optimization (PSO) algorithm [Kennedy and Eberhart (1995) ], grey wolf optimizer (GWO) algorithm [Mirjalili, Mirjalili and Lewis (2014) ], TLBO algorithm, mTLBO algorithm [Satapathy and Naik (2013) ], and TLBO with crossover (C-TLBO) algorithm [Ouyang and Kong (2014)] . Wilcoxon signed rank test shows that the proposed I-TLBO algorithm is able to provide very good results compared to five other algorithms. So, the I-TLBO algorithm becomes a good selection to optimize the PELM, and a well-generalized I-TLBO-PELM model is obtained to predict NO X emissions of a boiler. The rest of this study is arranged as follows. In Section 2, the PELM model and the TLBO algorithm are reviewed, respectively. In Section 3, the I-TLBO algorithm is proposed. In Section 4, the experimental study shows the validity of the I-TLBO algorithm. In Section 5, the I-TLBO-PELM model is proposed and is applied to model NO X emissions of the boiler. Finally, Section 6 concludes this study.
Basic concepts and related works

The model of the PELM
The PELM was proposed by Tavares et al. [Tavares, Saldanha and Vieira (2015) ]. The structure of the PELM is described in Fig. 1 . 
where jl a and jl b are
ji u and ji v are the elements of U and V ; il x is the i th input of the l th sample and l y is the output of the l th sample. In the PELM, the input-output mapping is made by applying the product of functions [Tavares, Saldanha and Vieira (2015) ].
As a particular case of Eq. 
In Eq. (5), ji v of the nonlinear part is randomly selected in [ 1,1] − , and then ji u of the linear part is obtained by the least square method.
An introduction of the TLBO algorithm
The TLBO algorithm simulates the influence of a teacher on learners in a class teaching to obtain the global optimal solution. Compared with other nature-inspired algorithms, The TLBO algorithm has the advantages of the simple principle, the few parameters and the high precision. In the TLBO, the learners are considered as the population X .The teacher is considered as the most knowledgeable person in a class and shares the knowledge to the students to improve the marks of class. The learning result of a learner is analogous to the fitness ( )
, where M is the size of the population. There are two parts in the TLBO: The teacher phase and the learner phase. The teacher phase means that students learn the knowledge from the teacher. The learner phase means that students learn the knowledge from the classmates by communicating with each other.
The teacher phase
In this stage, the teacher teaches individual knowledge to their students to improve the average level of the students in whole class. The students learn the knowledge from teachers to narrow the gap between the teachers and the students. Let i X and , new i X , 1: i = M denote scores before and after study, respectively. The average level of the students in the whole class is mean X . The teacher tries to raise the level of students to teacher X by differential teaching. Then the whole teaching process can be expressed as
where
is a random number, and F T is a teaching factor as shown below [ ]
, if it gives a better function value.
The learner phase
After the teacher has finished teaching, the knowledge levels of the students have been improved. However, the individual level of every student is different from others, so the students can still learn new knowledge from other superior individuals. At the stage of mutual learning among students, the student i X randomly selects another student j X ( i j ≠ ) by contrast learning. The process of learning among the classmates is
, if it gives a better function value. The algorithm will continue its iterations until reaching the maximum number of iterations.
An improved TLBO （I-TLBO）algorithm
The parameter setting of the TLBO algorithm is fewer and the calculation precision is higher. However, the TLBO is also easy to fall into a local minimum, and it can not find the optimal solutions. Therefore, an improved TLBO algorithm called I-TLBO algorithm is proposed. In the I-TLBO algorithm, there are four major highlights, which are expressed in detail as follows.
Quantum initialized population by using the qubits on Bloch sphere
In general, population-based optimization techniques start the optimization process with a set of random solutions, but they need sufficient individuals and iterations to find the optimal solution [Mirjalili (2016) ]. Vedat et al. [Vedat and Ayşe (2008) ] pointed out that initial population of high quality could reduce the number of search to reach the optimum design in the solution space. The initial solutions were coded by using Bloch spherical coordinates, which expanded the quantity of the global optimal solution and improved the probability to obtain the global optimal solution [Huo, Liu, Wang et al. (2017) ]. Because the original TLBO algorithm uses a randomly initialized population, it is difficult to guarantee that the population has good quality solutions. For overcoming the defect, the population is generated by using qubits based on Bloch spherical coordinate. The detailed scheme is described in this part. In quantum computing, a qubit represents the smallest unit of the information, whose state can be expressed by Eq. (9) ( )
where the angles ϕ and θ can determine the point on the Bloch sphere [Li (2014) ]. Representation of the qubit on Bloch sphere is shown in Fig. 2 . 
Let i P be i th candidate solution of the population, and the coding scheme is shown in Eq. (11). 
where d is the dimension of the optimization space, 1, 2, ,
P corresponds to three locations on Bloch sphere, which is shown in Eq. (14). They are on X axis, Y axis and Z axis, respectively. cos sin , ,cos sin sin sin , ,sin sin cos ,cos , ,cos
According to the relationship between the qubits and the coordinates of the points on Bloch sphere, the global optimal solution P * is possibly obtained on the three circles [Li (2014) ], which is shown in Fig. 3 . 
Then select M individuals with the best fitness values as the initial population among all 3M candidate solutions. Because the initial solutions of high quality are possibly obtained from three coordinate axes, the number of initial solutions of high quality is extended. Thereby, the introduction of quantum mechanism increases the convergent probability. This highlight makes the I-TLBO algorithm more easily find the global optimal solution.
The angles ij
ϕ and ij θ are generated by using cube chaos mapping
The angles ij ϕ and ij θ in Eqs. (12-13) are randomly generated by using the uniform distribution. Therefore, a random initialization reduces the search efficiency of the algorithm to some extent. Chaos is a kind of universal nonlinear dynamic phenomenon, and the chaotic motion can traverse all states according to its own law within a certain range. This advantage can be used as an effective method to avoid falling into a local minimum. Because of the ergodicity of the chaos, the initialized population by using chaos is diverse enough to potentially reach every mode in the multimodal functions [Gandomi and Yang (2014) ]. Jothiprakash et al. [Jothiprakash and Arunkumar (2013) ] generated the initial population for Genetic algorithm (GA) and Differential Evolution (DE) algorithm by chaos theory and applied it to a water resource system problem. They showed that GA and DE with initial chaotic populations outperformed those of the standard GA and DE algorithm. Furthermore, the combination of chaos and metaheuristic optimization algorithms has a faster iterative search speed than the uniform distribution [Coelho and Mariani (2008) ]. All these studies show the potential of chaos theory for improving the performance of the optimization algorithms. The literature [Zhou, Liu and Zhao (2012) ] proved that cube chaos mapping based on time series has good homogeneity. Therefore, we generate ij ϕ and ij θ by using the cube chaos mapping, which is shown in Eq. (16).
The detailed implement process of the cube chaos mapping in the I-TLBO algorithm are given as follows:
Each component of these two vectors is between 0 and 1. for 1:
Because the introduction of cube chaos mapping can increase the diversity of the population, it expands the ergodic ability to search solution space. Therefore, the highlight improves the quality of the initial population once again and enhances the global exploration ability of the TLBO algorithm.
An Adaptive control parameter in the teacher phase
In order to balance the local exploitation ability and the global exploration ability of TLBO algorithm, an adaptive control parameter, as shown in Eq. (17) ( ) ( )
In Eq. (17), start w and end w are the maximum value and the minimum value of the control parameter, respectively; t is the current iteration number, and G is the maximum iteration number. A larger value of w facilitates the global exploration, while a smaller value of w facilitates the local exploitation. Selecting suitable value of w can provide a balance between the global exploration and the local exploitation. Therefore, in Eq. (17), the control parameter w nonlinearly decreases with increasing of the number of iterations. This highlight makes the algorithm advantageous to the global exploration in the early stage and the local exploitation in the late stage of the iteration.
A self-learning process by using Gauss mutation after the learner phase
In the TLBO algorithm, the students only improve their marks by learning from their teacher and classmates. In fact, the students not only rely on others to learn some knowledge, but also they often make unremitting efforts by themselves to improve their marks in actual learning. So inspired by the idea of self-learning to gain some knowledge, we add the self-learning process after the student phase. We implement the self-learning process by using Gauss mutation. This highlight is used to improve the exploration ability against the premature convergence. The self-learning process is illustrated as follows.
where h is the step size; i X is the current best solution in learner phase; ( ) i abs X denotes the absolute value of the elements of i X , and randn is a Gauss random number. Accept
The flow chart of the I-TLBO algorithm is shown in Fig. 4 . By adding above four improvements, we enhance the exploration ability and exploitation ability of the TLBO algorithm. Therefore, the optimization capability of the I-TLBO algorithm is better than the TLBO algorithm. This analysis is consistent with the following simulation results.
Initialize the population based on the quantum mechanism and cube chaos mapping 
Is the maximum number of iterations reached ?
Output the best solution 
The simulation experiments on the benchmark functions
The optimization performance of the I-TLBO algorithm on a test of benchmark functions is compared with the PSO, GWO, TLBO, C-TLBO, and mTLBO. The performance of the proposed algorithm is verified on eight classic benchmark functions.
The classical benchmark functions
These benchmark functions [Rashedi, Nezamabadi-Pour and Saryazdi (2009) ; Mirjalili, Mirjalili and Lewis (2014) ] are the classical functions utilized by many researchers, which are shown in Tab. 1. F 1 -F 4 is unimodal benchmark functions, which are used to verify exploitation ability of fast finding the optimal solutions. The convergent speeds of unimodal benchmark functions are more interesting than the final results of optimization. F 5 -F 8 are used to verify the exploration ability of finding the global optimal solutions. For the multimodal functions, the computation results are much more important. They reflect an algorithm's abilities of escaping from poor local optima and finding a good nearglobal optimum [Xin, Liu and Lin (2002) ]. Best 9.6490e+002 2.5093e-001 4.5090e+000 1.0770e+000 5.8059e+000 7.4420e-003
Mean 6.6702e+003 6.2577e-001 5.5461e+000 1.5142e+000 6.4642e+000 9.4372e-003 S.D. 4.4675e+003 3.5977e-001 6.7364e-001 4.1869e-001 4.5061e-001 1.8115e-003
Best 7.1834e-004 3.4349e-004 1.4381e-003 6.8791e-004 8.5543e-004 8.4759e-006
Mean 2.0932e-003 2.1347e-003 3.4714e-003 1.8940e-003 2.5537e-003 1.2209e-003 S.D. 1.0063e-003 1.4812e-003 1.3236e-003 1.2337e-003 1.5676e-003 9.2795e-004
Best -5.3674e+003 -6.9367e+003 -5.7710e+003 -8.5501e+003 -5.1081e+003 -9.6351e+003
Mean -3.8689e+003 -6.1003e+003 -4.6600e+003 -7.4291e+003 -4.4785e+003 -8.5263e+003
S.D. 7.3830e+002 7.2657e+002 5.5730e+002 7.8395e+002 3.7110e+002 5.8876e+002 As seen from Tab. 2, when 30 d = , the I-TLBO algorithm presents the best value and the lowest mean in all eight functions and the lowest S.D. in seven functions except F 5 . The mTLBO algorithm shows the lowest S.D. on F 5 , but the best value and the mean are much worse than the I-TLBO algorithm. The mTLBO algorithm also presents the best value, the lowest mean and S.D. on F 6 -F 8 . The TLBO algorithm also presents the best value, the lowest mean and S.D. on F 6 . However, from Fig. 5 , we can see that the convergent speed of the I-TLBO algorithm is much faster than the mTLBO and the TLBO on F 6 -F 8 . As seen from Tab. 3, when 50 d = , the I-TLBO algorithm presents the best value and the lowest mean in all eight functions and the lowest S.D. in seven functions except F 5 . The mTLBO algorithm shows the lowest S.D. on F 5 , but the best value and the mean are much worse than the I-TLBO algorithm. The TLBO algorithm also presents the best value, the lowest mean and S.D. on F 6 and F 8 . The mTLBO algorithm also presents the best value, the lowest mean and S.D. on F 6 -F 8 . However, from Fig. 5 , we can see that the convergent speed of the I-TLBO algorithm is much faster than the TLBO and the mTLBO on F 6 -F 8 . . Best -8.2867e+003 -9.7367e+003 -8.3468e+003 -1.2760e+004 -7.3004e+003 -1.6543e+004
Mean -5.5771e+003 -8.6260e+003 -6.2701e+003 -1.0673e+004 -6.1143e+003 -1.3778e+004
S.D. 1.1607e+003 1.0109e+003 9.6979e+002 1.0542e+003 6.4453e+002 1.3340e+003 Wilcoxon signed rank test is devoted to detecting possible differences between the I-TLBO and five other optimization algorithms. The "+", "=" and "-" denote that the performance of the I-TLBO algorithm is better than, similar to and worse than that of the corresponding algorithm, respectively. The significance level is set as 0.05. As seen from the results of statistical tests in Tabs. 4-5, the I-TLBO algorithm is significantly better than five other algorithms on the unimodal functions and the multimodal functions.
From the above analysis of the experimental results, it has been found that whether on unimodal or multimodal functions, whether 30 d = or 50 d = , the I-TLBO algorithm is superior to five other optimization algorithms. Therefore, the I-TLBO algorithm is an excellent optimization algorithm, and can be applied to optimize the PELM for modeling NO X emissions of a boiler. 
Model the NO X emissions based on the I-TLBO algorithm and PELM
With the development of coal-fired power stations, combustion technology of low NO X emission has become an important research direction of boiler engineering. In order to reduce pollutant emissions, NO X emissions model firstly needs to be built. The NO X emissions model depends on various operating parameters, such as air velocity, coal feeder rate, oxygen content in the flue gas, exhaust gas temperature. However, due to the complexity, uncertainty, strong coupling, and the nonlinearity of the combustion process, it is difficult to use the theory of thermodynamics to model the NO X emissions. The PELM is a new intelligent modeling tool based on the history combustion data of a boiler.
In the PELM, the input weights and thresholds of hidden layers in the nonlinear part are randomly generated. To improve the generalization performance of the PELM, it is necessary to select the optimal input weights and hidden thresholds. Therefore, we select proposed I-TLBO algorithm to optimize the PELM and build I-TLBO-PELM model of NO X emissions.
An introduction of the data
There are 240 data samples collected from a boiler, which are sampled once every 30 s and listed in Tab. 6. 100% load, 75% load and 50% load have 80 samples, respectively. In this study, the total 240 cases are divided into two parts: 192 cases (64 for 100% load, 64 for 75% load, and 64 for 50% load) as the training data, and the remaining 48 cases as the testing data. The NO X emission is as the output variable, and 20 operational conditions closely related to the output variable are as the input variables of the I-TLBO-PELM model. The 20 operational conditions are given as follows.
The boiler load (%); The fluid bed temperature (FBT, o C);
The coal feeder rate (CFR, th The secondary air temperature (SAT, o C), including left level and right level;
The electricity of powder feeding machine (EPFM, A), including A level and B level; The oxygen content in the flue gas (OC, %); The exhaust gas temperature (EGT, o C).
Model the NO X emissions by using the I-TLBO-PELM
According to Caminhas et al. [Caminhas, Vieira and Vasconcelos (2003) ; Tavares, Saldanha and Vieira (2015) ], although the PELM requires much smaller number of hidden neurons than other ANNs, it can still obtain the good generalization capability and approximation performance. After a lot of experiments, 3 neural nodes are set in the PELM. The activation function is sigmoid function ( ) 1 1
The maximum iteration number of six optimization algorithms is set as 100. All other parameter settings are the same as those of the Fourth part. The optimization object function is the root mean square error (RMSE) on the training data as follows:
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where N is the number of the training data and
The detailed modeling process by using the I-TLBO-PELM is summarized in the following steps.
Step 1: Set the control parameters of the I-TLBO algorithm, such as the size of the population M , the maximum number of iterations G , the values of start w and end w ;
Step 2: Initialize the population based on the quantum mechanism and cube chaos mapping. The population is composed of M individuals;
Step 3: Evaluating the fitness ( ) f η of each individual η by using Eq. (20);
Step 4: Optimize η based on the teacher phase, student phase and self-learning phase;
Step 5: If the maximum number of iterations M is reached, the I-TLBO algorithm is stopped; otherwise, renew the population of the I-TLBO algorithm and the iteration is repeated from Step 4;
Step 6: The optimal η is obtained, and then η is substituted in Eq. (5). We can obtain the optimal PELM model and then the model is applied to predict the NO X emissions on the testing data.
The experiment results and analysis
As shown in Tab. 7, for the I-TLBO-PELM model, the RMSE is 4.1763, the MAE is 3.1867, and the MAPE is 0.0228. Three performance indexes of the I-TLBO-PELM are smaller than those of eight other models. Therefore, the approximate ability of the I-TLBO-PELM is the best in nine models.
For the testing data, for the I-TLBO-PELM model in Tab. 7, we can see that the RMSE is 4.9068, the MAE is 3.9174, and the MAPE is 0.0276. Every performance index is also the smallest in nine models. So, the I-TLBO-PELM model has the best generalization and predicted performance in nine models. Fig. 7 shows predicted NO X emissions of nine models on the testing data. As seen from it, the predicted values of the I-TLBO-PELM model are very closer to the actual values than eight other models. The relative errors of the testing data are given in Fig. 8 . The range of the error fluctuation of the I-TLBO-PELM model is about in [-0.06, 0.06] . The ranges of eight other models are larger than the I-TLBO-PELM. Therefore, the I-TLBO-PELM is more accurate for modeling the NO X emissions of the boiler than eight other models. Relative errors of nine models on testing data Moreover, in order to further verify that I-TLBO-PELM is a better modeling tool under different experiments conditions, 5% white noise is added into the target attribute of the data. For noise-added data, the parameters of employed methods are the same as the data without noise in order to well compare the robustness of all models to perturbations [Li and Niu (2013) ]. The comparison results of the training data and the testing data are shown in Tab. 8. As seen from Tab. 8, whether on the training data or on the testing data, every performance index of the I-TLBO-PELM model is also the smallest in all nine models. It shows that the I-TLBO-PELM model owns a good robustness and can competently reduce the adverse effects which are caused by the perturbation. In summarize, the proposed I-TLBO-PELM model is relative accurate. This model has very good approximate ability, generalization performance and robustness. So, the I-TLBO-PELM can provide an effective method to predict the NO X emissions of the boiler working.
Conclusions
In order to improve the exploration ability and exploitation performance of the TLBO algorithm, an I-TLBO algorithm is proposed. In the I-TLBO, there are four improvements. Firstly, the quantum initialized population based on qubits replaces the randomly initialized population. Secondly, two kinds of angles in Bloch sphere are generated by using the cube chaos mapping. Thirdly, an adaptive control parameter is added into the teacher phase. And then, a self-learning process by using Gauss mutation is proposed after the learner phase. The optimization performance of the I-TLBO algorithm is verified on eight classical optimization functions. The experimental results show that the I-TLBO algorithm not only can jump out of the local optimal solution so as to achieve the global optimal solution, but also the convergent speed is the fastest in the six algorithms. Finally, a hybrid I-TLBO-PELM model is built to predict NO X emissions of a boiler. Compared with eight other models, the I-TLBO-PELM model has good regression precision and generalization performance. Therefore, the I-TLBO-PELM model is more suitable to predict the NO X emissions of the boiler. In the future, the I-TLBO algorithm and the I-TLBO-PELM model will be used to make combustion optimization of the boiler to reduce the NO X emissions.
