Characterization of river flow fluctuations via horizontal visibility
  graphs by Braga, A. C. et al.
Characterization of river flow fluctuations via horizontal visibility graphs
A. C. Bragaa,b, L. G. A. Alvesc, L. S. Costac, A. A. Ribeirob, M. M. A. de Jesusd,
A. A. Tateishie, H. V. Ribeiroc,d
aDepartamento de Matema´tica, Universidade Tecnolo´gica Federal do Parana´, Apucarana, PR 86812-460, Brazil
bDepartamento de Matema´tica, Universidade Federal do Parana´, Curitiba, PR 81531-980, Brazil
cDepartamento de F´ısica, Universidade Estadual de Maringa´ - Maringa´, PR 87020-900, Brazil
dDepartamento de F´ısica, Universidade Tecnolo´gica Federal do Parana´ - Apucarana, PR 86812-460, Brazil
eDepartamento de F´ısica, Universidade Tecnolo´gica Federal do Parana´ - Pato Branco, PR 85503-390, Brazil
Abstract
We report on a large-scale characterization of river discharges by employing the network framework
of the horizontal visibility graph. By mapping daily time series from 141 different stations of 53
Brazilian rivers into complex networks, we present an useful approach for investigating the dynamics
of river flows. We verified that the degree distributions of these networks were well described by
exponential functions, where the characteristic exponents are almost always larger than the value
obtained for random time series. The faster-than-random decay of the degree distributions is
an another evidence that the fluctuation dynamics underlying the river discharges has a long-
range correlated nature. We further investigated the evolution of the river discharges by tracking
the values of the characteristic exponents (of the degree distribution) and the global clustering
coefficients of the networks over the years. We show that the river discharges in several stations
have evolved to become more or less correlated (and displaying more or less complex internal
network structures) over the years, a behavior that could be related to changes in the climate
system and other man-made phenomena.
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Introduction
The study of earth-related systems has become even more important with the growing concerns
about environmental changes and the awareness of sustainable development. As a paradigm of com-
plex systems, this research topic relies on multidisciplinary efforts and has also been addressed by
physicists via methods of statistical physics. Earthquakes [1, 2], geomagnetic activities [3], cli-
mate [4] and weather-related systems [5, 6] are just a few examples of systems that researchers
have tackled in these pages. In particular, as pointed out by Dove and Kammen [7], one of the fore-
most global environmental challenges is the climate change. In a broader sense, the complexity of
climate systems is related to the complex interactions between atmosphere, biosphere, cryosphere,
lithosphere and hydrosphere. The latter one is the part of the climate system that comprises
oceans, lakes and rivers, that is, the liquid water at the Earth’s surface and underground [8] and
it is well known the extremely important role of water in global environmental change [9, 10].
In this context, important systems are the rivers and their discharges, which have a large
impact on human activities, and that may also suffer huge influence from these activities. A river
flow results from complicated interactions between the weather-related systems (such as rainfall,
temperature and evaporation), the landscape (such as basin area and land relief) and human
activity (such as pollution and power generation). These many features make river flow rates (river
discharges) a complex process that has attracted the attention of scholars over the last six decades.
For instance, the seminal work of Hurst about the long-range dependence of runoff records from
several rivers [11] has fostered several discussions on the fractal/multifractal and scaling properties
of the temporal evolution of river flows [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25]. The
correlations between river flows and other systems have been also studied, for instance, climate
systems such as rain fall [26, 27, 28] and sunspots [29]; and economic systems such as the growth
of companies [30, 31]. Moreover, chaos theory [32, 33], stochastic models [34] and permutation
entropy [35, 36, 37, 38, 39] are examples of approaches used to probe the complexity of runoff time
series.
Despite the considerable attention towards the investigation of river flows, several works are
still based on small datasets and a large-scale characterization of time series related to river
flows is rarely reported. Furthermore, previous efforts have been mainly focused on well estab-
lished/traditional methods of times series analysis (such as fractal/multifractal analysis) and, for
instance, the interesting advances in mapping time series into networks have just recently attracted
the attention of researchers working on this topic [40, 41, 42, 43, 44]. Here, we further fill this gap
by studying the flows in 141 different measuring stations that cover 53 Brazilian rivers via daily
time series obtained from the period of 1931 to 2012. Specifically, we have employed the network
framework of the horizontal visibility graph [45, 46, 47] for mapping these river flow series into
networks. By tracking the evolution of topological properties of these networks, the horizontal
visibility approach reveals that the flow in several stations are becoming more or less correlated
(and displaying more or less complex internal network structures) over the years, a behavior that
could be related to changes in the climate system and other man-made phenomena.
This work is organized as follows. We first describe our database and review some properties of
the horizontal visibility approach. We next employ the horizontal visibility graph to our time series.
Then, we characterize these networks by investigating the degree distribution and the clustering
coefficient as well as evolutive features of these two measures. We also find that these measures
display a kind of coupling. Finally, we present a summary of our findings and some concluding
remarks.
2
Data presentation and analysis
The data we have accessed consist of time series of the natural river flow rates (river discharges)
with daily resolution measured in 141 different stations. These time series cover 53 Brazilian rivers,
span the period from 1931 to 2012 [as described in Fig. 1(a) and (b)] and are made freely available
by the Operador Nacional do Sistema Ele´trico — ONS — (a federal institution that controls the
power system in Brazil) [48]. Let’s denote the flow rates by Ft(i), where i = 1, 2, . . . , 365 is a
discrete time variable indexing the days of the year and t stands for the year associated with the
flow; thus, F1986(10) represents the flow rate in Jan. 10 1986 in a given station. For the matter
of convenience, we have removed the datapoint associated to Feb. 29 from all time series of leap
years.
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Figure 1: (color online) Schematic description of the dataset. (a) Number of stations over the years. The dataset
starts with 45 stations in 1931 and since 1995 there are 141 stations covering 53 Brazilian rivers. (b) Histogram of
the record length (in years) for all stations.
We have focused our analysis on a normalized version of the flow rates defined as
ft(i) =
Ft(i)− µ(i)
σ(i)
, (1)
where
µ(i) =
1
n
n∑
t=1
Ft(i) and σ
2(i) =
1
n− 1
n∑
t=1
[Ft(i)− µ(i)]2 (2)
are respectively the average and the variance flow profile along the days of the year for a given
station (n is the number of years available for that station). The upper panel of Fig. 2(a) illustrates
the definition of the normalized flow rates ft(i) by showing a concrete example of its construction.
By doing this procedure, we ensure that (at least) the main seasonal trend is removed from the
original flow rates.
Once having the normalized flow ft(i), we have applied the horizontal visibility graph approach
for mapping each year of the time series in a corresponding complex network. This procedure was
proposed by Luque et al. [45] as a more restrictive version of the visibility graph approach [46] with
the advantage of providing analytical expressions for fully random time series [45, 47]. The visibility
approach has been applied to several contexts [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60], enabling
researchers from time series analysis to employ tools from network science. Several properties of
the horizontal visibility graph can be found in Refs. [45, 47]; here, we briefly present its algorithm
and some results related to the degree distribution.
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Figure 2: (color online) Schematic illustration of the network construction from the river discharges. (a) The upper
panel illustrates the definition of the normalized flow ft(i) over the days (i = 1, 2, . . . , 365) for a given year and
station. The procedure consists in subtracting the daily average flow µ(i) from the flow Ft(i) in a given year and
dividing the result by the daily standard deviation flow σ(i) (all in units of 104 × m3/s ). Once ft(i) is defined,
we employ the horizontal visibility approach for building up the network, where each node represents a day of the
year (shown in the network). This particular network has been built with data from the Parana´ River measured in
the Itaipu Station in the year t = 1931. The size of nodes are proportional to their degrees and the colors are just
illustrative. (b) Illustrative application of the horizontal visibility graph approach. The left panel shows a simple time
series represented by vertical bars. Here, the horizontal dashed lines indicate the network connections established
according the geometrical criterion of Eq. 3. The right panel shows the network emerging from this time series.
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The horizontal visibility algorithm is a map that assigns each datapoint of a time series to a
node/vertex in a complex network. Two nodes, i© and j©, will be connected whenever one can
draw a horizontal line in the time series space that join the datapoints ft(i) and ft(j) without
intersecting any intermediate datapoint height, that is,
i©↔ j© when [ft(i), ft(j)] > ft(l) ∀ l |(i < l < j) . (3)
Notice that, in our case, the horizontal visibility algorithm will produce one network per year of
the time series of a given station. The bottom panel of Fig. 2(a) shows an example of a network
constructed from the previous procedure by considering data from the Parana´ River collected at
the Itaipu Station in the year t = 1931. Also, Fig. 2(b) illustrate the horizontal visibility approach
applied to a simple time series. Thus, our approach enables the investigation of possible evolutive
features of the river flow rates by tracking the evolution of network measures.
We first evaluated the degree distribution of the networks P (k), where k stands for the node
degree or its number of connections (notice that the networks are undirected). From the works of
Luque [45] and Lacasa [47], we know that the degree distribution takes the form
P (k) ∼ exp(−λ k) with λ = λrand = ln(3/2) (4)
for fully random time series, regardless the probability distribution underlying the values of the time
series. Furthermore, time series arising from more complex dynamics are also usually described
by asymptotic exponential distributions. However, the value of λ is usually different from λrand.
Actually, λ < λrand is associated with chaotic processes (the smaller the λ, the smaller the system
dimensionality) and λ > λrand is associated with stochastic processes (the larger the λ, the longer
the system correlations) [47].
In our case, Fig. 3(a) shows the cumulative degree distributions for all the 82 networks (one for
each year) constructed with data from the Parana´ River at the Itaipu Station. We observe that all
distributions are asymptotically well described by exponential decays, which on log–lin scale are
represented by straight lines whose slopes match the values of λ. When comparing the asymptotic
behavior of these distributions to the one expected for a random time series [P (k) ∼ exp(−λrand k)],
we note that the empirical distributions display a faster decay. In order to numerically estimate
the empirical value of λ for each distribution, we have fitted a linear model to each cumulative
distribution (on log–lin scale) after removing the initial non-exponential behavior (k > 4). We
have further obtained the average value of λ after shuffling the times series over 100 realizations.
Figure 3(b) shows the values of λ for each year of the original series as well as the average (and
confidence intervals) of λ for the shuffled versions of these series. We observe that the empirical
values of λ (for this particular station) are always larger than λrand and that they are outside the
confidence bounds related to random versions of these series. Figures 3(c) and (d) provide another
representative example (for the Tocantins River at the Tucuru´ı station) of this analysis, where
again we have found values of λ larger than λrand.
In order to fully characterize the degree distributions of our entire dataset, we have proceeded
as in the two previous-discussed examples for estimating the values of λ for every time series. After,
we calculate the probability distribution for the values of λ obtained from the original time series
as well as for one shuffled version of each time series. Figure 3(e) shows both distributions, where
it is evident that the values of λ for the original series are larger than λrand for practically all time
series in our dataset, only 0.3% of the time series display slightly smaller values (but close to λrand).
It is worth noting that the average value of λ is 0.65, a value that can be related to long-range
5
correlations in the river flows. In particular, if consider that our time series are described by a
power-law correlation function R(τ) ∼ 〈ft(i + τ)ft(i)〉 ∼ τ−γ , an average 〈λ〉 = 0.65 corresponds
to γ ≈ 0.5 (see figure 3 of Ref. [47]) and consequently to a Hurst exponent around 0.75, a result
that is compatible with the existence of long-range persistent correlations in the river flows.
0.4
0.6
0.8
1.0
1.2
1935 1950 1965 1980 1995 2010
10−3
10−2
10−1
100
0 3 6 9 12 15
Degree, k
Paraná River (Itaipu)De
gr
ee
 d
ist
rib
ut
ion
, P
(k
)
10−3
10−2
10−1
100
0 3 6 9 12 15
De
gr
ee
 d
ist
rib
ut
ion
, P
(k
)
Degree, k
Tocantins River (Tucuruí)
0
1
2
3
4
0.2 0.4 0.6 0.8 1.0
Ch
ar
ac
te
ris
tic
 e
xp
on
en
t d
ist
rib
ut
ion
, 
Characteristic exponent,
Shuffled 
time series
Original 
time series
Ch
ar
ac
te
ris
tic
 e
xp
on
en
t,
0.4
0.6
0.8
1.0
1.2
1970 1980 1990 2000 2010
Year, t
Year, t
Paraná River (Itaipu)
Tocantins River (Tucuruí)
(a) (b)
(c) (d)
(e)
0
4
8
12
16
20
24
0.2 0.4 0.6 0.8 1.0
Ch
ar
ac
te
ris
tic
 e
xp
on
en
t,
Figure 3: (color online) Degree distributions and the correlated nature of the normalized river discharges. (a)
Cumulative distributions of the vertex degree P (k) (log–lin scale) for each network built from time series available
for the Parana´ River (Itaipu Station). The gray curves are the distributions for each year and the solid black line
is an exponential fit to the window average of these distributions, where the average characteristic exponent is
〈λ〉 = 0.74± 0.01. The red dashed line illustrates the exponential decay expected for a random time series, that is,
P (k) ∼ exp(−k/λrand), with λrand = ln(3/2) ≈ 0.41. (b) Evolution of the characteristic exponent λ obtained for
each one of the previous distributions. The black line shows the empirical values of λ for each year. The red line
shows the values λ after randomizing the time series (averaged over 100 realizations) and the light (dark) shaded
areas stands for their 95% (99%) bootstrap confidence intervals. Panel (c) and (d) show the same quantities for the
Tocantins River (Tucuru´ı Station). (e) Distribution P (λ) for the values of λ obtained from the original times series
(black line) and for the randomly shuffled ones (red line). Notice that the values of λ are concentrated around λrand
for the randomized series; whereas the values of λ of the original times series are almost always larger than λrand
(99.7% of the series), having an average value (evaluated over all rivers and years) equal to 0.65. The inset shows
these distributions for a larger plot range.
Another question that our data pose is regarding possible evolutive features in the river flow
dynamics. To address this question, we have investigated whether the values of λ of a given station
display a time dependence over the years t. Specifically, we have tested the hypothesis of the
relationship λ versus t showing a linear trend by fitting the linear model (via the ordinary least
6
squares method)
λ = a+ b t , (5)
where a and b are the linear coefficients. Thus, the value of b and its statistical significance provide
clues of whether λ is changing over the years t or not. Figure 4 shows the value of b for each station.
In order to check the statistical significance of b, we have employed the t-test for examining the
null hypothesis of b being different from zero via the two-tail p-value. For a confidence level of
95% (that is, p-value smaller than 0.05), we find that the null hypothesis cannot be rejected in 46
among 141 measuring stations (Fig. 4). Also, among the stations where b is statistically significant,
we find that the majority (72%) displays an increasing trend. This result thus indicates that some
stations are presenting a more correlated dynamics over the years. It is important to mention that
the t-test assumes that the residual distributions are normal and it can be considered not ideal
in this context [61]. However, we have further applied the bootstrap regression approach [62] and
the results obtained are quite similar, that is, the linear trends considered significant by the t-test,
were also considered statistically significant by the bootstrap regression.
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Figure 4: (color online) Evolutive trends in the degree distribution. The main panel shows the values of the linear
coefficients b obtained by least squares fitting the model λ = a + b t to the relationships between the characteristic
exponent λ and t (the year associated with the time series) for all rivers. The gray circles show the values of b that
are not statistically significant (that is, rivers in which the relationship between λ and t are well approximated by
a constant function) and the red asterisks show the significant ones. The panels indicated by the arrows provide
representative cases for the relationship λ versus t (red circles), where the dashed lines represent the adjusted linear
models.
In addition to the degree distribution, another common-studied network property is the clus-
tering coefficient [63, 64, 65]. This quantity measures the likelihood of nodes to create tight-knit
groups with a relatively high density of ties. Specifically, we have employed the global clustering
coefficient C, which is the number of closed paths of length two in the network over the number
of all paths of length two. Similarly to the analysis of the degree distribution, we have compared
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the values of C obtained from the networks emerging from the original time series with the net-
works obtained from shuffled versions of these series (average over 100 realizations). Figures 5(a)
and 5(b) show representative cases for the values of C evaluated from two measuring stations. For
both stations, we note that the values of C evaluated for the original time series (black lines) are
considerably larger than the values obtained from the randomized series (red lines). Similar be-
haviors are observed for almost all time series. In fact, we note from Fig. 5(c) that the values of C
from the original series are distributed around 〈C〉 = 0.399, whereas the values of C related to the
shuffled series present a more acute distribution around 〈Crand〉 = 0.346. This result thus indicates
that the underlying fluctuations of the river flows produce networks with more complex internal
structures, which are visually observed in Fig. 2 by noticing the formation of cliques among closer
days.
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Figure 5: (color online) Global clustering coefficients of the networks. Evolution of the clustering coefficient C for
each network built from the time series available for (a) the Parana´ River (Itaipu Station) and (b) the Tocantins
River (Tucuru´ı Station). The black lines show the values of C for each year t. The red lines show the values of C
after randomizing the time series (averaged over 100 realizations) and the light (dark) shaded areas stands for their
95% (99%) bootstrap confidence intervals. (c) Clustering coefficient distribution P (C) for the values of C obtained
from the original times series (black line) and the randomly shuffled ones (red line). Notice that the values of λ
are concentrated around 〈Crand〉 = 0.346 for the randomized series; whereas the values of C from the original times
series are almost always larger than 〈Crand〉 (99.1% of the series), having an average value (evaluated over all rivers
and years) of 0.399. The inset shows these distributions for a larger plot range.
We have also investigated the evolutive features in the values of C over the years t for all
stations. As we did previously for the degree distribution, we have verified the hypothesis of C
versus t displaying a linear trend by least squares fitting the model
C = a′ + b′ t , (6)
where a′ and b′ are now the model parameters. Again, the value of b′ and its significance provide
8
clues of whether C is changing over the years t or not. Figure 6 shows the values of b′ for each
station, where the asterisk markers indicate the values that are statistically significant (confidence
level of 95%). Among the 141 measuring stations, we find out that 68 stations exhibit a statistically
significant linear trend and that the majority of these stations (72%) present an increasing trend
in C (similar results are obtained with the bootstrap regression approach). We further show in
Fig. 6 some representative cases of these evolutive trends.
−0.001
0.000
0.001
0.002
0.003
0 25 50 75 100 125 150
0.33
0.36
0.39
0.42
1980 1990 2000 2010
0.33
0.36
0.39
0.42
1940 1960 1980 2000
Station index
Lin
ea
r c
oe
fic
ien
t, 
b′ Curua-Una 
Tres Marias
0.38
0.40
0.42
0.44
1970 1980 1990 2000 2010
Cl
us
te
rin
g 
co
ef
fic
ien
t, 
C
Year, t
Anta
0.38
0.40
0.42
0.44
1970 1980 1990 2000 2010
Year, t
Ilha Pombos
Cl
us
te
rin
g 
co
ef
fic
ien
t, 
C
0.36
0.39
0.42
0.45
1940 1960 1980 2000
Year, t
Ilha Solteira
Cl
us
te
rin
g 
co
ef
fic
ien
t, 
C
Cl
us
te
rin
g 
co
ef
fic
ien
t, 
C
Cl
us
te
rin
g 
co
ef
fic
ien
t, 
C
Figure 6: (color online) Evolutive trends in the clustering coefficient. The main panel shows the values of the linear
coefficients b′ obtained by least squares fitting the model C = a′ + b′ t to the relationships between the clustering
coefficient C and t (the year associated with the time series) for all rivers. The gray circles show the values of b′ that
are not statistically significant (that is, rivers for which the relationship between C and t are well approximated by
a constant function) and the blue asterisks show the significant ones. The panels indicated by the arrows provide
representative cases for the relationship C versus t (blue circles), where the dashed lines represent the adjusted linear
models. Notice that most of the stations displaying significative evolutions for the C values also present evolutive
trends in the λ values (see Fig. 4).
Another intriguing aspect of the Fig. 6 is that most of the stations displaying evolutive features
in C have also presented a similar dynamics in λ. This behavior suggests that the values of C and
λ may be somehow coupled. In order to check this possibility, we have plotted the values of C
against the values of λ evaluated for each station and year of the time series. Figure 7 shows this
relationship where (despite the scatter) we note that the increasing of λ is (on average) followed
by an increasing of C. In order to overcome the noise and to focus on the main tendency of these
data, we have calculated the window average values of this relationship. Our results suggest that
an exponential function describes quite well the average relationship, which confirms a coupling
(on average) between the values of C and λ.
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Figure 7: The relationship between the clustering coefficient and the characteristic exponent. The gray dots are the
values of the clustering coefficient C versus the characteristic exponent λ for each time series in our dataset. The
red dots are window average values of the previous relationship, error bars stand for one standard deviation, and the
solid line is an exponential fit to average values (parameters are shown in the plots).
Summary and Conclusions
We have studied the river discharges from a relatively large dataset composed of almost one
hundred and fifty stations covering more than fifty Brazilian rivers in time periods of more than
eighty years. In our investigations, we have proposed to employ the network framework of the
horizontal visibility method for characterizing river flow fluctuations. Our approach has pointed
some intriguing evolutive features of the river discharges. We have shown that river discharges
in certain measuring stations are becoming more or less correlated as well as displaying more or
less complex internal network structures. Despite the difficult in testing this hypothesis from our
data, we believe that these evolutive features may be related to changes in the climate system, in
particular regarding the rainfall system. Other man-made phenomena such as the large-scale use
of water in agricultural activities may also have contributed to these evolutive features. Perhaps,
other investigations at more local level could help to elucidate the mechanisms underlying the
evolutive aspects of the river discharges presented here. Finally, we believe that our work sheds
new light on river flow dynamics and open the possibility for other direct investigations based on
the horizontal visibility approach.
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