Current ultrasonic scatterer size estimation methods assume that acoustic propagation is free of distortion due to large-scale variations in medium attenuation and sound speed. However, it has been demonstrated that under certain conditions in medical applications, medium inhomogeneities can cause significant field aberrations that lead to B-mode image artifacts. These same aberrations may be responsible for errors in size estimates and parametric images of scatterer size. This work derives theoretical expressions for the error in backscatter coefficient and size estimates as a function of statistical parameters that quantify phase and amplitude aberration, assuming a Gaussian spatial autocorrelation function. Results exhibit agreement with simulations for the limited region of parameter space considered. For large values of aberration decorrelation lengths relative to aberration standard deviations, phase aberration errors appear to be minimal, while amplitude aberration errors remain significant. Implications of the results for accurate backscatter and size estimation are discussed. In particular, backscatter filters are suggested as a method for error correction. Limitations of the theory are also addressed. The approach, approximations, and assumptions used in the derivation are most appropriate when the aberrating structures are relatively large, and the region containing the inhomogeneities is offset from the insonifying transducer.
I. INTRODUCTION
The estimation and imaging of tissue parameters using ultrasound has proven to be useful in the diagnosis and monitoring of disease. [1] [2] [3] [4] [5] [6] [7] Scatterer size estimation and imaging, in particular, has been thoroughly investigated as a source of additional information beyond what is currently provided by clinical ultrasound machines. [8] [9] [10] [11] [12] However, the methods currently used to estimate scatterer size assume that the interrogating acoustic field is well characterized and free of distortion. They ignore aberration in the phase and amplitude of the field due to inhomogeneities located between the transducer and the region of interest. Although neglecting aberration is often appropriate and results in no significant consequences, it has been demonstrated that in certain cases, such distortion can lead to the significant deterioration of B-mode images. [13] [14] [15] [16] [17] Consequently, there may be instances where failing to account for aberration results in noticeable scatterer size estimation errors.
A significant amount of work has been done on the quantification of aberration, and the characterization of its effects upon ultrasonic fields. In particular, Waag et al. developed a theoretical scattering model which incorporates the effects of phase aberration, and relates the physical characteristics of inhomogeneities to aberration quantifiers. 18 O'Donnell looked at the effects of phase aberration upon backscatter measurement, 19 and Smith, Trahey et al. investigated the properties of B-mode speckle in the presence of phase aberration. 13, 14 Recent work has focused primarily upon compensating for errors due to phase aberration through the incorporation of appropriate time delays in array transducer processing. [20] [21] [22] [23] Varghese et al., however, recently investigated the implications of phase aberration for elastographic imaging. 24 In this work we extend the basic model published by Waag et al. 18 to include amplitude aberration due to variations in inhomogeneity attenuation with respect to the background, and investigate the effects of both aberration types ͑amplitude and phase͒ upon scatterer size estimation. In particular, aberration quantification is briefly discussed before inclusion in the general expression for Fourier-transformed rf-data segments. This expression is then used to calculate the errors in both backscatter coefficient and size estimates resulting from phase and amplitude aberration. These results are subsequently partially verified by simulations that address the two types of aberration separately. Only the limiting case, where aberration is invariant over the space occupied by an individual scatterer, is investigated. After a brief discussion of the results, possible correction filters are proposed. Finally, the limitations of the theoretical model are discussed.
II. THEORY
The following analysis closely follows the theoretical work done by Waag for phase aberration, 18 and is therefore subject to the same constraints. Namely, in order to properly apply his geometric ray/perturbation theory formalism, it must be assumed that the scale of the distorting inhomogeneities, or aberrators, are larger than the insonifying wavelength. According to Waag, the amount of phase distortion associated with any given point in space can be characterized by a path length correction which is associated with a phase change.
where r is a point in space, ␥ c is the fractional variation in sound speed at any given location from the average, c 0 , and C is the straight line path from the acoustic source to the point r, which is an approximation to the actual ray path that neglects refraction. For the sake of later analysis, the path length correction ͑i.e., phase aberration͒ will be treated as a random variable. This work will follow Waag et al. in assuming a zero-mean Gaussian distribution for the correction, which should be approximately valid and become moreso, according to the central limit theorem, as the number of aberrators between the source and r increases. In order to assure a zero-mean distribution, it will be assumed that the aberrating region is homogeneous, and that its thickness, if it does not extend throughout the entire medium, remains relatively constant across the acoustic beam. Amplitude aberration due to attenuation variation is handled in a similar fashion. The attenuation between an acoustic source and any point in space can be expressed by
where ␣ 0 is the average attenuation in nepers per unit distance per unit frequency, ␣ is the deviation from this value at rЈ, is the acoustic angular frequency, and f is the acoustic frequency. This quantity can be simplified to
where r 0 is the location of the acoustic source, and
The first term contained in Eq. ͑3͒ is generally measured and compensated for in scatterer size estimation. In particular, the estimation method described in this work will use a point correction technique, which accounts for medium attenuation as quantified by the point approximation described below. The second term is the source of amplitude aberration, and will therefore be the focus of what follows. For the reasons mentioned previously, it will be assumed that is also a zero-mean, Gaussian distributed, random variable. In general form, the Fourier transform of a windowed ultrasonic rf data segment is given by 25 
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where aberration effects have been excluded, and gating effects have been approximated by a restriction, represented by ⌬⍀, on the limits of integration over the scatterer field. The restriction includes positions in space for which 2͉ r ͉/c 0 falls within the time interval of the gate, and is most accurate when the system response for a single scatterer is short in comparison to the gate duration. T() is the complex transfer function for the system transducer, B() is the complex superposition coefficient corresponding to the insonifying pulse, and A t and A r are the field integrals for transmit and receive, respectively. ␥(r)ϭ͓(r)Ϫ 0 ͔/ 0 Ϫ͓(r) Ϫ 0 ͔/(r) is the spatially dependent reflectivity of the scattering medium, where and are compressibility and density, and 0 and 0 are their corresponding mean values. e Ϫ2 f ␣ 0 z is a point approximation of the medium attenuation, where z is the distance from the transducer aperture to the point in space perpendicular to the aperture which corresponds to the middle of the time gate, and is most accurate when z is greater than the width of the active transducer aperture. 25 To generate a size estimate for a gated segment, the Fourier transform of the segment, given by Eq. ͑5͒, is used to produce a corresponding spectral estimate. The result is divided by the magnitude squared of the appropriate point attenuation correction term and a type of system transfer function, which is, in most cases, measured using a planar reflector or reference phantom. 26, 27 What remains, assuming that z is much larger than the characteristic length of the spatial autocorrelation function for the scatterers, is a backscatter estimate for the medium. This function is subsequently fit to a theoretical curve, whose frequency dependence is defined solely by scatterer size, to produce a size estimate. Several different theoretical models have been used to estimate scatterer size in tissue, 4 however, the Gaussian model for spatial autocorrelation functions will be considered exclusively here. For this case, the size estimate corresponding to an individual backscatter estimate is given by
where y()ϭ10 ln(BŜ C()/ 4 ), d 1 Ϸ3.1 is a constant, and the summation is over discrete frequency values, correlated or uncorrelated, within the bandwidth of the transducer.
In order to discern how phase and amplitude aberration effect scatterer size estimates, aberration terms must be included in the signal equation, Eq. ͑5͒, and propagated through the mathematical machinery of size estimation described above. The resulting changes to the signal equation appear in the field integrals, and are outlined below:
where the final exponential terms are the additions, S is the face of the transducer, K t contains transmit phase and amplitude modifying terms, such as those for apodization and transmit focusing, and K r contains analogous receive terms, including those for dynamic receive focusing, dynamic aperture, and apodization. Given these changes, the periodogram spectral estimate for a gated segment is expressed by
where it has been assumed that the aberrators and scatterers are independent, i.e. that they are not the same objects. Making the change of variable r 2 ϭr 1 ϩ⌬ r yields
where R(⌬ r)ϭ͗␥(r 1 )␥*(r 1 ϩ⌬ r)͘ is the spatial autocorrelation function ͑SAF͒ for the scatterer field, 29 and is assumed to be statistically stationary.
Assuming that the characteristic length of the spatial autocorrelation function is small, the far-field approximation can be introduced, k͉ r ϪrЈϩ⌬ r ͉Ϸk͉r ϪrЈ͉ϩk •⌬ r and ͉ r ϪrЈϩ⌬ r ͉Ϸ͉r ϪrЈ͉, giving
where
and two additional assumptions have been made. First, the direction of the vector k has been approximated by the direction of r 1 rather than the true direction of r 1 ϪrЈ, which is accurate given that that the distance to the gated region is larger than the size of the active area of the transducer. Second, and most importantly, it has been assumed that both forms of aberration are effectively independent of rЈ, the variable of integration over the transducer surface, in order to achieve results that are both simple and field, and thus system, independent. This approximation may not always hold true, but should be acceptable when aberrator size is on the order of the transducer's active area, or the aberrating region is far from the transducer face.
If the further assumption is made that the aberration is either negligible or not present in the gated region, which is consistent with small gates or aberration due to intervening layers such as a bodywall, it follows that aberration values are invariant along the direction of the beam ͑approximately r 1 /͉r 1 ͉) within the gated region ͑Fig. 1 displays the geometry for an aberrating layer͒. This assumption, together with the earlier homogeneity assumption, implies both that aberration variances, l 2 (z) and 2 (z)
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regardless of the correlation between values of l and , where
and and l are characteristic decorrelation values similar to the decorrelation lengths of scatterer spatial autocorrelation functions. These values may be related to one another if the sources of the two types of aberration are identical, i.e., the same inhomogeneities are both phase and amplitude aberrators. If amplitude aberration is excluded, Eq. ͑12͒ is identical to the result presented by Waag et al. for Gaussian distributed phase aberration. 18 Arbitrarily setting the ⌬z axis direction to match that of r 1 , the approximation
can be used given that the integrand of Eq. ͑10͒ is suppressed by the scatterer spatial autocorrelation function for all but the smallest values of ⌬ r . Assuming a short gate and relatively narrow acoustic field such that ͉ r 1 ͉Ϸz, Eq. ͑12͒ can be recast:
where w ϭ z and w l ϭ l z are amplitude and phase decorrelation lengths, respectively. Assuming a Gaussian form for the aberration correlation functions yields
Because aberrator size must be much larger than scatterer size for the theoretical approach to be valid, the aberration decorrelation lengths must also be much larger than the characteristic length of the spatial autocorrelation function. 30 As a result, the exponential terms within the exponents of Eq. ͑15͒ will be small for nonzero values of the spatial autocorrelation function. These terms can therefore be legitimately approximated by their first-order expansions to yield Figs. 2 and 3 , where the effects of the two types of aberration have been isolated by setting the variance of the excluded type in Eq. ͑17͒ to zero. In both cases, the scatterer diameter is 80 microns, which is representative for scatterer size estimation at diagnostic frequencies, the bandwidth is 50 percent, the center frequency is set such that 9 k cent aϭ0.8, and the interval between summed frequencies corresponds to the decorrelation distance for a 5 mm Hanning window. For Fig. 2 , the fractional error in scatterer size is displayed as a function of w l / l , while for Fig. 3 , it is plotted versus for several values of w , the amplitude decorrelation length. Results for lower values of the aberration decorrelation lengths should be regarded with caution given the earlier restriction that w l, ӷӷa. As the aberration decorrelation lengths both increase and decrease, errors approach limiting values that become relatively insensitive to changes in the lengths. For example, for decreasing values of these parameters, the frequency dependence of
, which dominates the behavior of Figs. 2 and 3 for small aberration decorrelation lengths, yet is independent of these values. 
III. METHOD
Verification focused upon the opposing region of parameter space where w ͓see Eq. ͑18͔͒ is large, since, as will become evident, it can be explored without simulations that employ a high degree of complexity. Within this region, Eq. ͑17͒ can be approximated by
which indicates that while amplitude aberration remains a source of error, phase aberration does not. This result is equivalent to what is obtained when it is assumed that aberration values are effectively invariant over the characteristic length of the spatial autocorrelation function. Under this assumption, the correlation functions of Eq. ͑12͒ can be replaced by unity, leaving a quantity that can be extracted from the integrals of Eq. ͑10͒ to yield an expression that reduces to Eq. ͑19͒. Simulated rf data were generated using code 31 that artificially implements a Gaussian spatial autocorrelation function by multiplying the frequency-dependent scattered amplitude from randomly distributed point-like scatterers by the square root of the form factor for a Gaussian spatial autocorrelation function, e
. Typically, such an implementation would be inadequate for studying aberration effects since it cannot incorporate effects due to changing aberration values over the dimension of a spatially extended scatterer. However, because size estimate errors in the region of parameter space under consideration are equivalent to those obtained under the assumption of aberration invariance on the scale of scatterer size as described above, it can be appropriately used. Aberration effects were included by multiplying the frequency dependent scattered amplitude for each scatterer by either e Ϫ2 f (z)n or e 2ik l (z)n , ͑20͒
for amplitude and phase aberration respectively, where n is a random number drawn from a zero-mean, unity-standard deviation Gaussian probability distribution. Several independent planes of rf data ͑300 acoustic lines per plane͒ were generated for a simulated linear array transducer ͑0.15 mm by 10 mm elements with 0.2 mm spacing; 5 cm transmit and elevational foci; 10 elements active during transmit; dynamic receive focus, dynamic aperture, and apodization active͒. In all cases, the average speed of sound was set to 1540 m/s, the average attenuation to 0, the scatterer density to 4000 per cubic cm, the transducer center frequency to 7 MHz, and the bandwidth to 5.5 MHz. The sampling frequency was set by the code to be approximately 38 MHz. 17 aberration-free reference planes were generated for backscatter estimation, where the scatterer diameter was 50 microns. Planes that included aberration were generated in sets of two across multiple values of aberration variance. Each set incorporated only one type of aberration, and all scatterer diameters were 75 microns. Backscatter estimates were produced for each of the 300 acoustic lines using the reference phantom method, 27 where the necessary power spectral estimates were drawn from 1 cm data segments centered about a depth of 4 cm. Sample power spectral estimates were averaged across each 2-plane set, and reference power spectral estimates across all 17 planes. The results were used to generate size estimates using the method described previously. The fractional error was calculated for each size estimate, and mean and standard deviation point estimates of the fractional error were produced for each value of aberration variance.
IV. RESULTS
Figures 4 and 5 display the results for phase and amplitude aberration, respectively. In both cases, the mean fractional error is plotted as a function of the aberration standard deviation. Error bars correspond to the approximate standard error of the mean, and theoretical values were generated nu- merically according to Eqs. ͑19͒ and ͑6͒. All values, including the phase aberration control, are biased low. This error appears to be the result of an inherent bias in the backscatter coefficient estimation technique, although bias in the size estimator could also be a contributing factor. The more noise contained in the reference spectral estimate, the worse the bias of the reference phantom method. Otherwise, the agreement between simulation and theoretical values appears to be good.
V. DISCUSSION
According to the results contained in Fig. 4 , phase aberration should have a minimal effect upon size estimates for typical values of the phase decorrelation length unless the aberration standard deviation is high. As a result, corrections should only be necessary under this condition, given that the stated assumptions of the theoretical section hold. Figure 5 , on the other hand, indicates that amplitude aberration can cause significant errors for modest values of aberration standard deviation, regardless of the value of the amplitude decorrelation length. Errors, in fact, appear to be maximal for larger values of the decorrelation length. However, the form of Eqs. ͑17͒ and ͑19͒ suggests a relatively simple method to correct for amplitude aberration. Assuming that is known and that w , the amplitude decorrelation length, is comparatively large, the filter
can be applied to backscatter estimates before size estimation to effectively eradicate any detrimental aberration effects. Notice that according to Eqs. ͑17͒ and ͑18͒, the filter can be adapted to account for both amplitude and phase aberration when aberration standard deviations are higher. However, an approximate a priori knowledge of scatterer size and aberration decorrelation lengths is necessary in order to make the appropriate adjustments. Although the effects of phase and amplitude aberration upon size estimation have been adequately characterized under the stated restrictions, the assumption that both forms of aberration are independent of rЈ, which was made in order to arrive at Eqs. ͑10͒ and ͑11͒, excludes aberration due to moderately sized inhomogeneities close to the active face of the transducer. If this assumption is withdrawn, the expected value of Eq. ͑9͒, rather than simplifying to the form found in Eq. ͑10͒, becomes
(1) ͒K r ͑ r (2) ,͉r 1 Ϫr (2) ͉͒K t *͑r (3) ͒K r *͑r (4) ,͉r 1 ϩ⌬ r Ϫr Ϫikl(r 1 ϩ⌬ r Ϫr (4) )Ϫ f (r 1 ϩ⌬ r Ϫr (4) ) ͘.
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Not only is this expression extremely complex, but it also implies that backscatter and size estimation errors will be field dependent, given that the aberration term is a function of the field integration variables. As a result, characterization of the error will be both difficult and system specific. The one case that is easily calculable is the limit where the correlation between aberration values approaches zero, such that
Because this result is independent of all integration variables, given the previous assumptions of the theoretical section, its associated backscatter error can be obtained immediately:
However, for this limit to be remotely applicable to physical cases, aberrating inhomogeneities must be small in comparison to the active area of the transducer, a condition which may rarely be met by objects which must also meet a minimum size requirement for the theory to be accurate.
VI. CONCLUSION
Expressions for the errors in ultrasonic backscatter coefficient and size estimates due to phase and amplitude aberration were derived based upon the theoretical framework described by Waag et al. 18 For large values of aberration decorrelation lengths relative to aberration standard deviations, theoretical results compared favorably with simulations. Under these conditions, phase aberration errors appear to be minimal, while amplitude aberration errors remain significant. However, a simple filter can be applied to backscatter estimates, assuming that the amplitude aberration variance is known to correct for the error. When aberration standard deviations are comparatively large, the filter can be modified to correct for higher order phase and amplitude aberration given that prior knowledge of the approximate scatterer size and aberration decorrelation lengths is available.
Although the results of the aberration error characterization are relatively simple, their applicability is somewhat limited by the assumptions that were made in their derivation. Namely, they are accurate only in cases where the aberrating inhomogeneities are large in comparison to and/or distant from the insonifying transducer. 
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