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Abstract
In 1958 the author gave a proof of the Maximum Principle [Dokl. Akad. Nauk SSSR 119 (6)
(1958) 1070–1073] in the Theory of Optimal Control. B. Pshenichni had written that the proof was
a little sensational, since it used topology to obtain a result of variational calculus. Later the author
worked out the Tent Method [Russian Math. Surveys 30 (3) (1975) 1–54] that is a general way to
solve some extremal problems. In fact, main ideas of the Method were contained in the proof of
the Maximum Principle [Dokl. Akad. Nauk SSSR 119 (6) (1958) 1070–1073]. In the talk a short
survey of the Tent Method and the idea of the proof of the Maximum Principle are explained, paying
attention to necessary topological tools.
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This is a survey paper aiming to offer a short description of topological ideas and meth-
ods developed by the author for solving various problems in optimization theory. The paper
is written as an introductory article presenting geometric and topological ideas in optimiza-
tion theory. Two main ideas are the separation property of a finite system of convex cones
and the use of “tents”.
Consider the classical Lagrange conditional extremum problem: Find the minimum of a
real-valued function f (x), x ∈Rn, under the restrictions gi(x) = 0, i = 1, . . . , s. Denoting
the set {x: gi(x) = 0} by Ωi , we have to find the minimum of f on the set Ω1 ∩ · · · ∩ Ωs.
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A point x ∈ Ω1 ∩· · ·∩Ωs at which the minimal value of the function f is attained is said to
be a minimizer of f . If the functions g1, . . . , gs are smooth and independent (i.e., the func-
tional matrix has the maximal rank), then Ω1 ∩· · ·∩Ωs is an (n−s)-dimensional manifold,
i.e., the problem is to minimize a function on a manifold. If some of the sets Ω1, . . . ,Ωs are
defined by the equalities gi(x) = 0, the others being defined by the inequalities gi(x) 0
(the problem of mathematical programming), we have to find the minimum of a function
on a “curvilinear” polytope. The classical Lagrange theorem solves the first problem, while
the Kuhn–Tucker theorem solves the second one. We now generalize the problems.
Abstract extremal problem. Given sets Ω1, . . . ,Ωs in Rn and a real-valued function f
whose domain contains the set Σ = Ω1 ∩· · ·∩Ωs, find the minimum (and the minimizers)
of the function f on the set Σ .
Assume we expect that x1 ∈ Σ is a minimizer of the function f on the set Σ . To justify
this, we introduce the set Ω0 = {x: f (x) < f (x1)} ∪ {x1}.
Theorem 1. The point x1 ∈ Σ is a minimizer of the function f on Σ if and only if Ω0 ∩Σ =
Ω0 ∩ Ω1 ∩ · · · ∩Ωs = {x1}.
Theorem 1 reduces the Abstract extremal problem to the following one:
Abstract intersection problem. Given Ω0,Ω1, . . . ,Ωs in Rn with a common point x1,
find a condition under which the intersection Ω0 ∩ Ω1 ∩ · · · ∩ Ωs consists of the single
point x1.
This problem envelops a wide category of extremal problems. For example, consider a
controlled object x˙ = g(x,u) with x ∈Rn,u ∈ U, where U ⊂Rr is a compact resource set.
Every piecewise continuous function u(t),0  t  t1, with values in U is an admissible
control. Let x0 ∈Rn be an initial point, Ω1 be a terminal set, and f (x) be a real-valued cost
function whose domain coincides with Rn. We say that an admissible control u(t),0 t 
t1, transfers x0 to a point x1 if the solution x(t) of the equation x˙ = g(x,u(t)), 0 t  t1,
with the initial condition x(0) = x0 satisfies the terminal condition x(t1) = x1. The Mayer
optimization problem is: Find an admissible control which transfers x0 to a point x1 ∈ Ω1
(Fig. 1) and supplies the minimal value f (x1) at the terminal point x1 (the moment t1
being not given in advance). Denote by Ω2 the controllability region, i.e., the set of all
points which can be obtained by a suitable admissible control starting from x0. Then the
problem is to minimize f (x) on the set Ω1 ∩ Ω2, and we again arrive to the Abstract
intersection problem: Ω0 ∩ Ω1 ∩ Ω2 = {x1}.
The idea of the Tent Method [2] is to replace each of the sets Ω0,Ω1, . . . ,Ωs by an its
linear approximation (“tent”, as we say further) in order to pass from the equality Ω0 ∩
Ω1 ∩ · · · ∩ Ωs = {x1} to a simpler condition in terms of tents.
Definition 1. A set K ⊂ Rn is a cone with apex x1 ∈ K if for every a ∈ K distinct from
x1 the set K contains the ray emanating from x1 and passing through a. Let Ω ⊂ Rn be
a set containing a point x1. A closed, convex cone K with apex x1 is said to be a tent of
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Ω at the point x1 (Fig. 2) if there exists a continuous mapping ϕ :U → Rn where U is a
neighborhood of the point x1 such that (i) ϕ(x) = x + o(x − x1) and (ii) ϕ(K ∩U) ⊂ Ω.
Definition 2. A system K0,K1, . . . ,Ks of closed, convex cones with common apex x1
in Rn is said to be separable if there exists a hyperplane Γ containing x1 that separates
one of the cones from the intersection of others (Fig. 3). In other words, for an index
i ∈ {0,1, . . . , s} the cone Ki is situated in Π1 and the intersection K of the other cones is
situated in Π2 where Π1 and Π2 are two closed half-spaces defined by the hyperplane Γ ,
i.e., Ki ⊂ Π1 and K =⋂1js,i =j Kj ⊂ Π2.
Definition 3. Let K ⊂ Rn be a closed cone with apex x1. A vector y ∈ Rn is said to be a
dual vector of K if for every x ∈ K the scalar product 〈y, x − x1〉 is non-positive. The set
of all dual vectors of the cone K is itself a cone called the dual cone for K and denoted
by K∗.
Lemma 1. Let Q1, . . . ,Qs be closed convex cones inRn with apex at the origin. If the cone
Q = conv(Q1 ∪ · · · ∪Qs) is not closed, then there exist vectors a1 ∈ Q1, . . . , as ∈ Qs , not
all equal to zero, such that a1 + · · · + as = 0.
We outline the proof shortly. Let x0 ∈ clQ \ Q. Then x0 = limk→∞ x(k) where
x(k) ∈ Q. Hence x(k) = x(k)1 + · · · + x(k)s where x(k)i ∈ Qi for i = 1, . . . , s. We may as-
sume that the number m(k) = maxi=1,...,s ‖x(k)i ‖ is positive for all k = 1,2, . . . . Moreover,
m(k) → ∞ (otherwise x0 ∈ Q). We may assume that the limits ai = limk→∞ 1m(k) x
(k)
i , i =
1, . . . , s, exist. At least one of the vectors a1 ∈ Q1, . . . , as ∈ Qs is non-zero, since
maxi=1,...,s 1m(k) ‖x
(k)
i ‖ = 1. Finally,
a1 + · · · + as = lim
k→∞
1
m(k)
(
x
(k)
1 + · · · + x(k)s
)= lim
k→∞
1
m(k)
x(k) = 0. 
Theorem 2. For separability of convex cones K0,K1, . . . ,Ks in Rn with common apex
x1 it is necessary and sufficient that there exist dual vectors a0, a1, . . . , as of the cones
K0,K1, . . . ,Ks , respectively, at least one of the vectors being distinct from 0, such that
a0 + a1 + · · · + as = 0.
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Theorem 3. Let Ω0,Ω1, . . . ,Ωs be sets inRn with a common point x1 and K0,K1, . . . ,Ks
be tents of these sets at x1. Assume that at least one of the tents is distinct from a plane,
i.e., there is an index i ∈ {0,1, . . . , s} such that x1 is not a relatively interior point of the
cone Ki . If Ω0 ∩ Ω1 ∩ · · · ∩Ωs = {x1}, then the cones K0,K1, . . . ,Ks must be separable.
We show how the Tent Method works in the Lagrange problem. By Theorem 1, the
equality Ω0 ∩ Ω1 ∩ · · · ∩ Ωs = {x1} is a necessary (and sufficient) condition for f to
attain its minimal value at x1. Theorems 2 and 3 imply that the tents K0,K1, . . . ,Ks are
separable, i.e., there are dual vectors a0, a1, . . . , as not all equal to 0 with a0 + a1 + · · · +
as = 0. Since Ω1, . . . ,Ωs are smooth manifold, their tangential hyperplanes K1, . . . ,Ks at
the point x1 are their tents at the point x1, respectively, and hence ai = λi gradgi(x1), i =
1, . . . , s. By definition of Ω0, we have a0 = λ0 gradf (x1) with λ0  0. Thus
λ0 gradf (x1)+ λ1 gradgi(x1)+ · · · + λs gradgi(x1) = 0.
We may suppose λ0 = 1 (because the functions g1, . . . , gs are independent), and this gives
Lagrange’s necessary condition of extremum. 
Theorem 1 is almost trivial. Indeed, if there is a point x ′ ∈ Ω0 ∩ Σ distinct from x1,
then x ′ ∈ Σ and f (x ′) < f (x1), contradicting that x1 is a minimizer. Thus the condition
Ω0 ∩Σ = {x1} is necessary. On the other hand, assume the condition Ω0 ∩Σ = {x1} holds.
Then for every point x ′ ∈ Σ distinct from x1 we have x ′ /∈ Ω0, i.e., f (x ′)  f (x1). This
means that x1 is a minimizer, proving the sufficiency. 
Theorem 2 may be proved by methods of the convex set theory. Indeed, assume that
a0, a1, . . . , as exist. Assume also, without loss of generality, that a0 = 0. Denote by Π1,Π2
the closed half-spaces with the boundary hyperplane Γ = {x: 〈a0, x − x1〉 = 0} and the
outward normals w = a0, v = −a0, respectively (Fig. 3). By duality, 〈ai, x−x1〉 0 for all
x ∈ Ki, i = 0,1, . . . , s. This implies K0 ⊂ Π1 and K1 ∩ · · · ∩ Ks ⊂ Π2, i.e., the condition
in Theorem 2 is sufficient.
To establish the necessity, we need the following formula that is known in the theory of
convex sets (see, for example, [13, Corollary 16.4.2, p. 146]):
(K1 ∩ · · · ∩ Ks)∗ = cl
(
conv
(
K1
∗ ∪ · · · ∪Ks∗
))
.
Let K0,K1, . . . ,Ks be separable; without loss of generality, we may assume that K0 ⊂
P0 and K1 ∩· · ·∩Ks ⊂ P1 where P0,P1 are two closed half-spaces defined by a hyperplane
Γ . First we consider the case when conv(K1∗ ∪ · · · ∪ Ks∗) is a closed cone. Denote by a0
the unit outward normal of the half-space P0. Then a0 ∈ K0∗ and −a0 ∈ (K1 ∩· · ·∩Ks)∗ =
conv(K1
∗ ∪ · · · ∪ Ks∗), i.e., −a0 = a1 + · · · + as where a1 ∈ K1∗, . . . , as ∈ Ks∗, i.e., the
condition indicated in Theorem 2 holds.
It remains to consider the case when the cone conv(K1∗ ∪ · · · ∪ Ks∗) is not closed. By
Lemma 1, in this case there are vectors a1 ∈ K1∗, . . . , as ∈ Ks∗, not all equal to zero, such
that a1 + · · · + as = 0. Hence, setting a0 = 0, we obtain the conclusion of Theorem 2. 
To explain topological tools which allow to prove Theorem 3, consider an example.
Let V ⊂ R3 be a ball centered at the origin and M0,M1,M2 be the coordinate planes.
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Denote by E0,E1,E2 the intersections M0 ∩V,M1 ∩V,M2 ∩V , respectively (Fig. 4). Let
ξi :Ei → R3 be a continuous mapping with ‖x − ξi(x)‖ < ε for x ∈ Ei, i = 0,1,2. Then
ξi(Ei) is close to Ei, i = 0,1,2. It is intuitively obvious that for ε > 0 small enough the
sets ξ0(E0), ξ1(E1), ξ2(E2) have at least one common point. This Example is generalized
in the following Topological Lemma.
Lemma 2. Let L0,L1, . . . ,Ls be subspaces of Rn such that Rn = L0 ⊕ L1 ⊕ · · · ⊕ Ls .
Let x∗ ∈ Rn. For every index i = 0,1, . . . , s denote by Mi the vector sum of all subspaces
L0,L1, . . . ,Ls except for Li and by M∗i the plane x∗ +Mi . Let V ⊂Rn be a ball centered
at x∗. Denote by Ei the intersection M∗i ∩ V, i = 0,1, . . . , s. Let, finally, ξi :Ei → Rn be
a continuous mapping with ‖x − ξi(x)‖ < ε for all x ∈ Ei, i = 0,1, . . . , s. Then for small
enough ε > 0 the intersection ξ0(E0)∩ ξ1(E1)∩ · · · ∩ ξs(Es) is nonempty.
To prove the Lemma we use the homology theory and intersection theory for homology
that was originally introduced by S. Lefschetz (see detailed description in [11]). Represent
M∗i as a cell complex in such a way that the ball Ei = M∗i ∩ V is the union of some
cells. Taking the cells with coefficient 1, we represent Ei as a chain zi mod 2 of dimension
dimEi . The intersection z0 × z1 × · · · × zs is the 0-dimensional cycle mod 2 consisting
of the point x∗ with coefficient 1. Consider now the continuous chains z′i = ξi(zi), i =
0,1, . . . , s. Without loss of generality, we may assume that the map ξi is identity on the
relative boundary of the ball Ei , and hence the chains zi and z′i have the same boundary:
∆zi = ∆z′i , i = 0,1, . . . , s. Consequently zi + z′i is a cycle mod 2.
We note that ∆z0 × z1 ×· · ·× zs = 0 (and similarly for other indices), since the relative
boundary of E0 has the empty intersection with E1 ∩ · · · ∩Es . For small enough ε > 0 this
remains to be true when we replace zi by z′i (since z′i is situated in ε-neighborhood of the
ball Ei ).
We now apply the Lefschetz formula for the boundary of the intersection (considering
the chains mod 2):
∆(y0 × y1 × · · · × ys) =
s∑
i=0
y0 × · · · × yi−1 ×∆yi × yi+1 × · · · × ys.
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The cycle zi + z′ is homologous to zero in Rn. Choose a chain xi mod 2 such that ∆xi =i
zi + z′i . The chain xi is situated in ε-neighborhood of the ball Ei . By the Lefschetz formula
we have (for every i = 0,1, . . . , s)
∆
(
z0 × · · · × zi−1 × xi × z′i+1 × · · · × z′s
)
= z0 × · · · × zi × z′i+1 × · · · × z′s + z0 × · · · × zi−1 × z′i × · · · × z′s .
Adding these formulas over i = 0,1, . . . , s, we obtain that the 0-dimensional cycle z0 ×
· · · × zs + z′0 × · · · × z′s is the boundary of an 1-dimensional chain, i.e., the cycles z0 ×· · · × zs and z′0 × · · · × z′s are homologous.
Now, assuming the intersection ξ0(E0) ∩ · · · ∩ ξs(Es) is empty, we conclude that z′0 ×· · · × z′s = 0, contradicting that the cycle z0 × · · · × zs is not homologous to zero. 
We note that it is possible to consider the dual proof, considering cocycles instead of
cycles and product of cocycles instead of intersection of cycles.
Now we outline the proof of Theorem 3. Since K0,K1, . . . ,Ks are not separable, exists
a point x∗ ∈Rn that belongs to the relative interior of each cone K0,K1, . . . ,Ks . Moreover,
there is a direct decomposition Rn = L0 ⊕L1 ⊕ · · · ⊕ Ls such that the plane M∗i as in the
Topological Lemma is situated in the minimal plane that contains Ki . Let V be a ball
centered at x∗ such that Ei = M∗i ∩ V is contained in the relative interior of Ki for every
i = 0,1, . . . , s (Fig. 5).
For every positive integer k we denote by hk the homothety with center x1 and co-
efficient 1
k
, i.e., the map defined by hk(x) = x1 + 1k (x − x1). We consider the mapping
ξi = λ−1k ◦ ϕi ◦ λk :Ei → Rn where ϕi is the mapping as in Definition 1 for the tent Ki
of Ωi . Since λ−1k ◦ λk is the identity mapping of Rn and ϕi(x) = x + o(x), the mapping
ξi = λ−1k ◦ ϕi ◦ λk is arbitrarily close to the identity embedding Ei → Rn when k is large
enough. By the Topological Lemma, it is possible to select k such that the intersection
ξ0(E0) ∩ ξ1(E1) ∩ · · · ∩ ξs(Es) is non-empty. Let y ∈Rn belong to this intersection. Thus
y ∈ λ−1k (ϕi(λk(Ei))), i.e., λk(y) ∈ ϕi(λk(Ei)). In other words, for every i = 0,1, . . . , s the
point x ′ = λk(y) belongs to the set ϕi(λk(Ei)) ⊂ Ωi , i.e., x ′ ∈ Ω0 ∩ Ω1 ∩ · · · ∩ Ωs . It re-
mains to remark that x ′ = x1, since at least one of the cones K0,K1, . . . ,Ks , say Kj , is
not a flat, i.e., x1 is not contained in the relative interior of Kj , and hence x1 /∈ Ej , i.e., the
point x ′ ∈ ϕi(λk(Ei)) is distinct from x1. 
In conclusion we outline the proof of the Maximum Principle. Let u(t), 0 t  t1, be
an admissible control and x(t),0 t  t1, be the corresponding trajectory with the initial
point x(0) = x0. Without loss of generality, we may assume that u(t) is continuous at the
terminal moment t = t1 and, moreover, u(τ) = u(τ + 0) for every τ < t1.
For an auxiliary variable ψ = (ψ1, . . . ,ψn) we write the Hamiltonian
H(ψ,x,u)= 〈ψ,g(x,u)〉= n∑
i=0
ψig
i(x,u)
and the conjugate system of differential equations
ψ˙j = − ∂
∂xj
H
(
ψ,x(t), u(t)
)
, 0 t  t1.
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Let ψ(t) be a solution of the conjugate system. We say that u(t), x(t),ψ(t) satisfy the
maximum condition if
H
(
ψ(t), x(t), u(t)
)= max
u∈U
H
(
ψ(t), x(t), u
)
for all t ∈ [0, t1].
Maximum principle. Let u(t), 0  t  t1, be an admissible control and x(t),0 
t  t1, be the corresponding trajectory with the initial point x(0) = x0. If the process
u(t), x(t),0  t  t1, solves Mayer’s variational problem, Ω1 being a smooth manifold,
then there is a solution ψ(t) of the conjugate system such that x(t), u(t),ψ(t) satisfy the
maximum condition and the following transversality condition: H(ψ(t1), x(t1), u(t1)) = 0
and there is a number λ 0 such that the vector ψ(t1) + λgradf (x(t1)) is orthogonal to
the terminal manifold Ω1 at the point x(t1) (in this case we write ψ(t1)+λgradf (x(t1)) ⊥
Ω1 at x1), the vector ψ(t1) being distinct from zero if λ = 0.
To prove the Principle, we use the Tent Method. First we describe a tent of the set Ω2
at the point x1 = x(t1). Consider the variational system of equations
ξ˙ k =
n∑
i=1
∂gk(x(t), u(t))
∂xi
ξi .
The following affirmation expresses the main its property: If x¯(t),0 t  t1, is a solution
of the equation x˙ = g(x,u) with the same control u(t), 0  t  t1, then up to o(‖x¯(t) −
x(t)‖) the function ξ(t) = ∆x(t) = x¯(t) − x(t) is a solution of the variational system of
equations.
Let now τ < t1 and u ∈ U . Denote by ξ¯ (t), τ  t  t1, the solution of the variational
system with the initial condition
ξ¯ (τ ) = f (x(τ), u)− f (x(τ), u(τ )).
Then we say that ∆(τ,u) = ξ¯ (t1) is the deviation vector corresponding to the chosen values
τ and u. By Q we denote the closed convex cone generated by all deviation vectors and the
vectors ±g(x(t1), u(t1)). We prove that K2 = x1 +Q is a tent of the set Ω2 at the point x1.
Indeed, consider the following needle-shaped variation [1] of the control u(t):
uε(t) =


u(t) for t < τ,
u for τ  t < τ + ε,
u(t) for t  τ + ε.
In other words, uε(t) coincides with u(t) everywhere except the interval τ  t < τ + ε
where uε(t) = u (Fig. 6).
Let xε(t1),0  t  t1, be the trajectory that corresponds to the control uε(t) and em-
anates from the point x0. Then xε(t) coincides with x(t) for 0  t  τ and xε(t) =
x(t)+ εξ¯(t)+ o(ε) for τ + ε  t  t1 (since for τ + ε  t  t1 the control uε(t) coincides
with u(t)). In particular, xε(t1) = x1 + ε∆(τ,u) + o(ε), where ∆(τ,u) is the deviation
vector as above (Fig. 7). The point ϕ(ε) = xε(t1) belongs to the set Ω2, i.e., x = ϕ(ε)
is a parametric representation of a curve Λ that is situated in the set Ω2. The derivative
v = ddε ϕ(ε)|ε=0 = ε∆(τ,u) is the tangential vector of the curve Λ at the point ϕ(0) = x1.
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Since Λ ⊂ Ω2, the vector v = ε∆(τ,u) is, by definition, a tangential vector of the set Ω2
at the point = x1. Moreover, if ∆(τ1, u1) and ∆(τ2, u2) are two deviation vectors, then
their linear combination λ1∆(τ1, u1) + λ2∆(τ2, u2) with positive coefficients λ1, λ2 also
is a tangential vector of the set Ω2 at the point x1 (Fig. 8), since it is possible to consider
needle-shaped variations on the intervals τ1  t < τ1 + λ1ε and τ2  t < τ2 + λ2ε. This
allows to prove that K(P) is a tent of the set Ω2 at the point x1.
According to Theorem 1, we conclude that Ω0 ∩ Ω1 ∩ Ω2 = {x1}. Since Ω1 is a
smooth manifold, its tangential plane K1 at x1 is its tent at x1. Furthermore, the cone
K2 constructed above is a tent of Ω2 at the point x1. Finally, the half-space K0 =
{x: 〈gradf (x1), x − x0〉  0} is the tent of Ω0 at the point x1, and consequently every
its dual vector a0 has the form a0 = λgradf (x1) where λ 0.
By Theorem 3, there exist dual vectors a1, a2 and a number λ  0 such that
λgradf (x1) + a1 + a2 = 0 where either λ = 0 or at least one of the vectors a1, a2 is
distinct from zero. Since a1 ⊥ Ω1 at the point x1, the necessary condition of optimality
can be formulated in the following form: there exist a number λ  0 and a dual vector a2
of the cone K2 such that λgradf (x1)+ a2 ⊥ M1 at the point x1 and a2 = 0 when λ = 0.
Denote by ψ(t) the solution of the conjugate system with ψ(t1) = a2. The scalar prod-
uct 〈ψ(t), ξ¯ (t)〉 keeps a constant value for τ  t  t1 (since its derivative is equal to zero).
Consequently〈
ψ(τ), ξ(τ )
〉= 〈ψ(t1), ξ(t1)〉= 〈a2, ξ(t1)〉 0.
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Thus 〈ψ(τ), ξ(τ )〉 = 〈ψ(τ), f (x(τ ), u) − f (x(τ ), u(τ ))〉  0. In other words,
H(ψ(τ, x(τ ), u)H(ψ(τ, x(τ ), u(τ ), i.e., the maximum condition holds.
It remains to prove the transversality condition. Since ±g(x(t1), u(t1)) ∈ Q, we have
〈a2, g(x(t1), u(t1))〉 = 0, i.e., H(ψ(t1), x(t1), u(t1)) = 0. Furthermore, there is a number
λ 0 such that λgradf (x1) + a2 ⊥ Ω1 at the point x(t1), where λ = 0 if the vector a2 =
ψ(t1) vanishes. 
There are some other variational problems besides Mayer’s one. Lagrange’s problem
is obtained when we replace f (x1) by the functional J =
∫ t1
0 f
∗(x,u)dt . In particular,
if f ∗(x,u) ≡ 1, then J = t1 is the transferring time and we obtain the time-optimization
problem: To transfer x0 to Ω1 in the shortest time. Finally, Bolza’s problem uses the mixed
functional f (x(t1)) + J. The four problems are equivalent, i.e., every one of them can be
reduced to another one with a suitable change of variables. Therefore the Maximum Prin-
ciple for Mayer’s problem implies that for other ones the Maximum Principle holds, too.
Moreover, using the Tent Method, in [8,9] the Robust Maximum Principle is established
for minimax optimization problems.
Theorems 2 and 3 only treat Euclidean spaces. However, in [3] and [4] the theory of tents
is extended to locally convex topological vector spaces. We describe that generalization,
restricting ourselves by the statement of results for the case of Banach spaces. For detailed
proofs see [5].
Definition 4. Let L be a closed subspace of a Banach space B and a ∈ B . The number
minx∈L ‖a−x‖ is said to be the distance of the point a from the subspace L and is denoted
by d(a,L). Closed subspaces Q0,Q1, . . . ,Qs of B are in general position if for every
ε > 0 there is δ > 0 such that the inequalities d(a,Qi)  δ‖a‖, i = 0,1, . . . , s, imply
d(a,Q0 ∩ Q1 ∩ · · · ∩ Qs) ε‖a‖.
We note that two closed subspaces Q0,Q1 of B are in general position if and only if
the subspace Q0 +Q1 is closed. In [3] there are examples of two closed subspaces Q0,Q1
which are not in general position.
Definition 5. Closed subspaces Q0,Q1, . . . ,Qs of B possess the property of general inter-
section if two arbitrary subspaces, every one of which is representable as the intersection
of several of the subspaces Q0,Q1, . . . ,Qs , are in general position.
Theorem 4. Closed subspaces Q0,Q1, . . . ,Qs of B possess the property of general inter-
section if and only if each subsystem of {Q0,Q1, . . . ,Qs} containing at least two subspaces
is in general position.
Definition 6. A plane in B is any set of the form x1 +L where L is a subspace of B . For a
convex set M ⊂ B its affine hull is the minimal plane containing M; it is denoted by affM .
A convex set M ⊂ B is standard if the plane affM is closed and M has interior points with
respect to affM .
The general position and the property of general intersection for the planes are formu-
lated as for the subspaces.
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Definition 7. Let K be a convex cone with apex x1 in B . Denote by D(K) its dual cone,
i.e., the subset of the dual space B∗ consisting of all continuous linear functionals a ∈ B∗
such that a(x − x1) 0 for all x ∈ K .
The following theorem generalizes Theorem 2 for Banach spaces.
Theorem 5. Let K0,K1, . . . ,Ks be standard closed convex cones with common apex x1
in B . Assume that the planes affK0, affK1, . . . , affKs possess the property of general
intersection. The cones K0,K1, . . . ,Ks are separable if and only if there exist continuous
linear functionals ai ∈ D(Ki), i = 0,1, . . . , s, not all equal to zero, such that a0 + a1 +
· · · + as = 0.
Now we consider a generalization of Theorem 3 for Banach spaces.
Definition 8. Let U ⊂ B be an open set. A mapping U → B is smooth if its Frechét
derivative f ′x, x ∈ U, is continuous with respect to x . Let now 0 ∈ U . A smooth mapping
f :U → B is an o-mapping if its Frechét derivative at the origin f ′0 is equal to zero.
Definition 9. Let Ω ⊂ B be a set, x1 ∈ Ω , and K ⊂ B be a standard convex cone with apex
x1. The cone K is said to be a tent of Ω at the point x1 if there exists a smooth mapping
ϕ :U → B where U is a neighborhood of the point x1 such that (i) ϕ(x) = x + o(x − x1)
and (ii) ϕ(K ∩ U) ⊂ Ω.
Theorem 6. Let Ω0,Ω1, . . . ,Ωs be sets in a Banach space B with a common point x1
and K0,K1, . . . ,Ks be their tents at the point x1, respectively. Assume that the cones
K0,K1, . . . ,Ks are standard and the planes affK0, affK1, . . . , affKs possess the property
of general intersection. Moreover, assume that at least one of the cones K0,K1, . . . ,Ks is
distinct from its affine hull. If the cones K0,K1, . . . ,Ks are not separable, then there is a
point x ′ ∈ Ω0 ∩ Ω1 ∩ · · · ∩ Ωs distinct from x1.
Theorems 5 and 6 solve the abstract intersection problem in the Banach space B . In
particular, we obtain the following generalization of the Kuhn–Tucker Theorem that gives
a solution of the mathematical programming problem in the Banach space B .
Theorem 7. Let f (x) be a smooth real function defined on B . Let, furthermore, Ωi, i =
1, . . . , s, be subsets of B defined by the equalities gi(x) = 0, i = 1, . . . , s, respectively,
and Ξj , j = 1, . . . , t, be subsets of B defined by the inequalities hj (x) 0, j = 1, . . . , t,
respectively, where gi and hj are smooth real-valued functions defined on B . If x is a
minimizer of the function f (x) considered on the set
Σ =
(
s⋂
i=1
Ωi
)
∩
(
t⋂
j=1
Ξj
)
,
then there are real numbers ψ  0, λ1, . . . , λs,µ1, . . . ,µt such that the following condi-
tions hold:
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(1) the Frechét derivatives at the point x satisfy the equalityψf ′x +
s∑
i=1
λi(gi)
′
x +
t∑
j=1
µj(hj )
′
x = 0;
(2) µj  0 and µjhj (x) = 0 for every j ∈ {1, . . . , t};
(3) at least one of the numbers ψ,λi,µj is distinct from zero.
We note that the function ϕ(x) in Definition 1 and the functions ξi in Lemma 2 are
assumed to be continuous. On the other hand, in Definition 9 the function ϕ(x) is smooth.
Similarly, the functions ξi in the analog of the Topological Lemma for Banach spaces
should be smooth, since we do not have the “infinite-dimensional” intersection theory
for homology. It is this difference between the finite-dimensional and infinite-dimensional
cases that makes it difficult to generalize the Maximum Principle for Banach spaces.
We conclude this paper with some historical remarks. In the middle of XX century
Hestenes deduced the Maximum Principle from the classical Weierstrass Theorem (see
nice survey [12] or Section 10 in Chapter I of [7]). The Hestenes theorem was obtained
in the frames of the classical variational calculus, i.e., under the following restrictions:
the function g(x,u) is smooth, the resource set U ⊂ Rn is open, and the optimization is
considered in local sense with respect to u.
For the first time a non-classical optimization problem was solved in 1953 by Fel’d-
baum [10]. Fel’dbaum often said in his talks that for engineering problems it is important
to consider variational problems with closed resource sets.
Being based on that Feldbaum’s ideology and some linear examples calculated with
the help of the Maximum Principle [6], Pontryagin conjectured that for any closed re-
source set the Maximum Principle is a local, sufficient condition of the time-optimality.
R. Gamkrelidze proved that for linear controlled objects (under general position condition)
the Maximum Principle is the necessary and sufficient condition of time-optimality. For
non-linear objects the Maximum Principle in non-classical form, proved in [1], is a global,
necessary condition of optimality (generally, non-sufficient, contradicting Pontryagin’s hy-
pothesis). Moreover, the resource set U may be arbitrary Hausdorff topological space [1].
Today there are several dozens of different versions of the Maximum Principle that
constitute the kernel of modern non-classical variational calculus (cf. Chapter I in [7]).
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