Abstract. The characteristic equation for a linear delay differential equation (DDE) has countably infinite roots on the complex plane. This paper considers linear DDEs that are on the verge of instability, i.e. a pair of roots of the characteristic equation lie on the imaginary axis of the complex plane, and all other roots have negative real parts. It is shown that when the system is perturbed by small multiplicative noise, the stability depends on a specific complex number. A brief summary of recent results concerning perturbations by nonlinearities and noise is given. These results show that for small enough perturbations one can obtain good enough description of the system by studying a stochastic differential equation (SDE) without delay.
Introduction
In [3] , authors make a case for studying effect of noise on oscillators with delayed feedback. As a prototypical oscillator they consider the van der Pol model x(t) + ω 2 0 x(t) + ηx(t − τ ) =βẋ(t) + κẋ(t − τ ) − bx 2 (t)ẋ(t) + x(t)ξ(t) (1) with ξ a Gaussian white noise with zero mean and variance ξ(t)ξ(t ) = 2Dδ(t − t ). They consider the above system as a small perturbation of a linear system at the verge of instability, i.e.
• the characteristic equation
is assumed to have a pair of purely imaginary solutions ±iω and all other solutions with negative real parts (see eq 8 of [3] ).
• the noise intensity is scaled as D = ε 2D .
• under the scaling x → εx (see eq 2 of [3] ), the nonlinear term is of order ε 2 . Writing x(t, T ) = εA(T ) cos(ωt) − εB(T ) sin(ωt) (3) with T = ε 2 t and using multiscale analysis, they obtain stochastic differential equations (SDE) for A and B. These equations do not involve any delay and hence easier to analyze. Using the SDEs obtained they study the effect of noise on the stability of the system.
Multiscale analysis for stochastic delay equations, which can be described as small perturbations of critically stable linear systems, has also been done in [5, 6] . Delay equations on the verge of instability arise also for example in the study of eye pupil [9] , chatter in machining process [1] and act of human balancing [13] . Other kind of instability i.e. one root of characteristic equation being zero and all others having negative real parts are dealt with in [7] for additive driving noise using a center-manifold analysis.
We found that instead of writing a multiscale expansion like (3), if we exploit the spectral theory (see chapter 7 of [4] and chapter 5 of [2] ) we would be able to give an explicit SDE (without delay) which gives a good approximation of the perturbed system. These explicit formulas, not present in [3, 5, 6] , can give key insights into the nature of the perturbed system. For example, for linear perturbations we identify a complex number which alone dictates the stability of the sytem. Another advantage is that, when quadratic nonlinearities are present, we need not resort to center-manifold reduction-our method gives explicit formula for the contribution of the center-manifold, in terms of finite number of solutions of the linear system.
Precise setup of the problem is given in the next section. The current paper describes the results keeping technical aspects to a minimum. Rigorous proofs for scalar equations are presented in [8] . For the setup of deterministic DDE we refer the reader to [4, 2] and for stochastic DDE we refer to [11] .
A comment on the notation: (1) e λ• means a function whose evaluation at θ is e λθ (2) * as superscript indicates transpose, (3)z is complex conjugate of z, (4) vectors are indicated with line underneath as in a, (5) v ∈ R n means v is n × 1 vector and v ∈ R n * means v is 1 × n vector.
Mahtematical setup of DDE
Let x(t) be a R n -valued process governed by a DDE with maximum delay τ . The evolution of x at each time t requires the history of the process in the time interval [t − τ, t]. So, we take the state space as C := C([−τ, 0]; R n ) the space of continuous functions on [−τ, 0] . At each time t, we denote the [t − τ, t] segment of x as ♥ t x. Note that ♥ t x ∈ C and
Now, a linear DDE can be represented in the following form
where L 0 : C → R is a continuous linear mapping on C and ϕ is the initial history required.
We assume there exists a bounded matrix-valued function µ 0 : [−τ, 0] → R n×n , continuous from the left on (−τ, 0) and normalized with µ(0) = 0 n×n , such that
This is not a restriction: every continuous linear operator L 0 has such a representation.
The object of study in this paper is perturbations of linear DDE, i.e. equations of the form
where F, G : C → R n are possibly nonlinear, W a Wiener process and ε 1 is a small number signifying perturbation.
Remark 2.1. From the fact that εW (t/ε 2 ) has the same probability law as W (t), it can be seen that noise has a significant effect on the dynamics of x only on times of order 1/ε 2 . In order that deterministic nonlinearities given by G and stochastic effects given by F are of comparable magnitude, we scale the strength of the G perturbation as ε 2 . Systems with cubic nonlinearities can be put in the above form. For example, the system (1) under the scaling x → εx can be put in the above form (see 4.2). We discuss more stronger deterministic perturbations in section 5.
We assume the operator L 0 is such that the unperturbed system (4) is on the verge of instability, i.e. Assumption 1. Define
The characteristic equation
has a pair of purely imaginary solutions ±iω and all other solutions have negative real parts.
Projection onto eigenspaces.
Here we show, given an η ∈ C, how to find the projection onto the eigenspace of critical eigenvalues. For details, see see chapter 7 of [4] .
The space C can be split as C = P ⊕ Q where P is the eigenspace of the critical eigenvalues ±iω. Any η ∈ C can be written as η = πη + (I − π)η where πη ∈ P and (I − π)η ∈ Q. The projection operator π : C → P can be constructed as follows: Let
where d 2 ∈ R n * is chosen such that
and the constant c is chosen such that
we obtain for the projection π : C → P ,
2.2. Behaviour of solution on the eigenspaces. The solution to the unperturbed system (4) can be written as ♥ t x = Φz(t) + y t where z(t) = Ψ, ♥ t x and y t = ♥ t x − Φz(t). Note that z ∈ C 2 is a 2-component vector with z 2 =z 1 , and Φz(t) ∈ P and y t ∈ Q. It can be shown that
i.e. z oscillate with constant amplitude and frequency ω. We have 2z 1 z 2 as a constant in time. Further, it can be shown that ||y t || decreases to zero exponentially fast (because the dynamics on Q is governed by eigenvalues with negative real parts). Define
As noted above,
is a constant for the unperturbed system (4). When we deal with the perturbed system (5) the quantity H(t) := h(♥ t x) evolves much slowly compared to x. Significant changes occurs in H only in times of order 1/ε 2 . Our main result [8] is that the probability law of H(t/ε 2 ) converges to that of a SDE without delay. Because of the nature of decay on Q, ||y t || is very small, and studying H is enough to obtain a good approximation to the behaviour of x in (5). We show in later sections how to obtain the SDE.
A crucial role is played by the vector Ψ(0). So we reserve the symbolΨ for Ψ(0).
Averaging the perturbed system
As noted above h(♥ t x) for the perturbed system (5) varies slowly compared to x. Changes in h(♥ t x) are significant only on times of order 1/ε 2 . Hence, we rescale time and write X ε (t) = x(t/ε 2 ) where x is governed by (5) .
In order to be able to write the evolution equation for X ε , we need to define a new segment extractor♥ ε t by (
Now, the process X ε has the same probability law as that of a process satisfying
where W is a Wiener process. (12) where
It can be shown that as ε → 0, the probability law of H ε converges to the law of a processȟ which is the solution of the SDE
where b H and σ H are obtained by averaging as described below.
Consider the solution ♥ t x to the unperturbed system (4) with initial condition
Then we have
Since z vary according to (9) , it can be shown that the solution ♥ t x with the above intial condition is given by
Then, the averaged coefficients b H and σ H are given by
These evaluations can be simplifed by noting that for η = ♥ t x given by (15),
Remark 3.1. In [8] , we were able to show convergence only for bounded F . 
In this case L 0 η = − 
The averaged drift and diffusions can be calculated as
In 5.2, we verify these results by numerical simulations.
van der Pol oscillator. The oscillator (1) can be put in the following form (using Ito interpretation and after scaling
The characteristic equation becomes
Assume that the parameters of the problem are such that the characteristic equation has two roots ±iω and all other roots have negative real parts. The matrices Φ and Ψ can be evaluated as
where c = (ω 2 + e −iωτ (η + iητ ω + κτ ω 2 ) + ω 2 0 ) −1 . We have
where L i are linear operators, with L 0 satisfying assumption 1. The averaged equation corresponding to (21) is
where b H and σ H can be evaluated using (16) and (17) as
The solution to (22) is given by
The Lyapunov exponent for (22) can be calculated to be
Define λ ε (t) := 1 t log sup s∈[t,t+nτ ] |x(s)| with n ∈ N such that nr ≥ 2π ωc (here n is chosen so as to avoid oscillations in the modulus of x). It can be checked that for large t, λ ε (t) is close to ε 2 1 2 λ avg . The 1 2 arises from the fact that is quadratic in x. We verify the above result using the sytem: For t large λ ε (t) is close to −0.0005 and we have ε 2 1 2 λ avg ≈ −0.0006. Recalling thatΨ 2 and L 1 Φ 2 are the complex conjugates ofΨ 1 and L 1 Φ 1 respectively, we find that
where θ * is the angle of the complex numberΨ 1 L 1 Φ 1 . The stability condition λ avg < 0 translates to cos(2θ * ) > 0. Note that we are restricting to systems satisfying assumption 1.
[10] discusses methods to obtain bounds on the maximal exponential growth rates of more general class of delay equations. However the bounds given in [10] are not optimal (see [8] ) for systems satisfying assumption 1.
Stronger deterministic perturbations
Here we consider systems with slightly stronger deterministic perturbations: The effect of G q is significant in just times of order 1/ε whereas the effects of G and F are significant in times of order 1/ε 2 . So we consider only those G q which are such that a certain kind of time averaged effect of G q is zero:
where η t = Φ 1 (•)e iωt + Φ 2 (•)e −iωt . The above condition can be simplified using Ψ i , Φ j = δ ij as
For example, G q (η) which are homogenously quadratic in η (say G q (η) = (η(0)) 2 ) satisfy this property. Now, the effect of F, G and G q are significant only on times of order 1/ε 2 . Writing X ε (t) = x(t/ε 2 ), and H ε (t) := h(♥ ε t X ε ) equations analogous to (11) can be written for X ε and equations analogous to (12), (13) and (14) can be written for H ε . In the limit ε → 0, G q would result in two additional drift terms for the SDE limit of H ε . These two additional terms are exactly that arise from a center-manifold calculation: one term is solely due to the critical eigenspace and the other term is due to interaction of critical eigenspace with stable eigenspace. To give explicit formula for these two terms, we need to set up some notation.
For ϕ ∈ C, letT (t)ϕ denote the solution at time t of the unperturbed linear system (4) with initial condition ♥ 0 x = ϕ, i.e.T (t)ϕ = ♥ t x where x is governed by (4). Let 1 {0} : [−τ, 0] → R n×n indicate the matrix valued function
For a constant n × 1 vector v, one can solve (4) with ♥ 0 x = 1 {0} v. The solution is indicated bŷ
Recall that π is the projection operator onto the critical eigenspace and is given by (8) . Even though 1 {0} v does not belong to C (because it is not continuous), the definition π(1 {0} v) = Φ Ψ, 1 {0} v still makes sense using the bilinear form (7). The meaning ofT (t)π1 {0} v and T (t)(I − π)1 {0} v should now be clear.
Suppose G : C → R and let η, ξ ∈ C. Then (ξ.∇)G(η) denotes the Frechet differential of G evaluated at η in the direction of ξ, i.e.
Let E : C → R 1×n and g (1) , g (2) : C → R be given by
Note that E(η) = E(πη). This is because Ψ 1 , η gives the coordinate z 1 of the projection of η with respect to base Φ 1 ; and the projection of η is same as the projection of πη. Define
Then the addition drift terms that G q gives rise to are
for k = 1, 2. That is, the law of H ε (t) converges as ε → 0 to the law of the SDE given by arises from the interaction between stable eigenspace and critical eigenspace. When G q is purely quadratic, these are the same terms that arise from a centermanifold calculation.
We give a few comments helpful in evaluation of b
So, we can take ρ(η t ) = 2π ω − t.
• Using chain rule on g (2) 
Since the η that we choose (we use η = 1 2
e iωt e −iωt in (29)) belongs to P , i.e. η = πη, we have that
• We would need (I − π)T (s)1 {0}v for some vector v ∈ R n . This can be written as
where e j is the unit vector in the j direction of R n . All that we need are n quantitieŝ T (s)(I − π)1 {0} e j and these can be obtained numerically by solving (4) with initial condition ♥ 0 x = (I − π)1 {0} e j .
• In the evaluation of b q,(2) H it would be easier to evaluate the 2π/ω 0 first using Mathematica, and then evaluating the ∞ 0 . If one employs this approach we arrive at integral of the form
where F : C → R. Because (I − π)1 {0} v belongs to Q where the dynamics is governed by eigenvalues with negative real parts, the norm of (I −π)1 {0} v decays to zero exponentially fast. So, evaluating only to a finite time would give a good enough approximation.
Example. Consider the equation (18) with added quadratic nonlinearity
Note that b H and σ H are already evaluated (see equations (19) and (20)). We continue using the bases Φ and Ψ from there. Now we evaluate b
H . Note that G q (η) = η 2 (−1). Using chain rule on g (1) 
Define the RHS of the above equation as
Using Mathematica, we get
Using the comments given before, we find
It is easier to do the
5.2. Verification by numerical simulations. Consider
Draw a random sample of N samp particles with values
. Simulate them according to
for 0 ≤ t ≤ T end , where b H and σ H are obtained from (19), (20), (31), (32):
Fix ε = 0.025. Simulate (33) for 0 ≤ t ≤ T end /ε 2 using initial history
. Let τ ε be the first time |x(t)| exceeds √ 2H * and τ be the first time (t) exceeds H * , i.e.
We can check whether the following pairs are close.
(1) the distribution of h(♥ T end /ε 2 x) from (33) and the distribution of (T end ) from (34), (2) the distribution of ε 2 τ ε and the distribution of τ .
We took H * = 1.5, T end = 2, N samp = 4000, and Figures 2 and 3 answer the above questions. Three cases are considered with σ = 1 fixed: (γ q = 0, γ c = 0), (γ q = 0, γ c = 1), (γ q = 1/ √ 3, γ c = 0). From the figures we can see that it is enough to study the averaged equations for h(♥ t x) to get a good approximation of the behviour of x. Because the averaged equations do not contain any delay, they are easier to analyse and simulate numerically.
Other kinds of noise
Here we consider equations of the form
where F : C → R n is possibly nonlinear and ξ is a noise process whose state space is denoted by M, and σ : M → R. We could have included the deterministic nonlinear perturbations G and G q as in equation (23), but the averaged drift terms arising from these would be same as in the previous sections.
We make the following assumptions on the noise ξ. The cdf value at ε 2 τ ε = 2 indicates the fraction of particles whose modulus exceeded √ 2H * before the time 2/ε 2 . Assumption 2. The noise ξ is a M-valued time-homogenous Markov process with transition probability function, ν, given by ν(t, ξ, B) = P{ξ t ∈ B | ξ 0 = ξ} for B a borel subset of M. There exist a unique invariant probability measureν and positive constants c 1 and c 2 such that for all t ≥ 0,
i.e. the transition probability density converges to stationary density exponentially fast. The function σ is bounded, and such that M σ(ζ)ν(dζ) = 0. Other requirements are: M is locally compact separable metric space; the transition semigroup is Feller with σ(·) in the domain of the infinitesimal generator.
For example, a finite-state continuous-time markov chain satisfies the above requirements. The autocorrelation of the noise process ξ is denoted by
For the perturbed system (35), h(♥ t x) varies slowly compared to x. Changes in h(♥ t x) are significant only on times of order 1/ε 2 . Hence, we rescale time and write X ε (t) = x(t/ε 2 ) where x is governed by (35). Also, we write ξ ε t = ξ(t/ε 2 ). Using the segment extractor♥ ε t defined in (10), X ε satisfies
Write
e iωt e −iωt . Then averaged drift and diffusion terms are given by
where (t, s) can be concisely represented as follows:
Let
(t, s) can be evaluated to be
6.1. Linear perturbations. When F (η) = L 1 η where L 1 : C → R n is a linear operator, the above expressions can be more explicitly evaluated as follows: Let Υ be the 2 × 2 matrix Υ ij =Ψ i L 1 Φ j . Let Figure 5 . cdf of ε 2 τ ε (org) and cdf of τ (avg). The cdf value at ε 2 τ ε = 1 indicates the fraction of particles whose modulus exceeded √ 2H * before the time 1/ε 2 .
can be calculated to be
Analogous results for systems without delay are found in section 4 of [12] . Even systems with delay can be put in the framework of [12] . Lyapunov exponents for scalar delay systems are obtained using singular perturbation methods in [14] .
6.2. Verification by numerical simulation. Consider the system dx(t) = − π 2 x(t − 1)dt + εσ(ξ t )x(t − 1)dt. (40) Let ξ be a two-state symmetric markov chain with switching rate g/2, i.e. lim t↓0 1 t P 1→2 (t) = g/2 = lim t↓0 1 t P 2→1 (t) where P i→j (t) is the probability of transition from state i to state j in time t. Let σ(ξ = 1) = −σ(ξ = 2) = σ 0 . We then have R(s) = σ 2 0 e −gs . We consider two cases g = 2 or g = 6 with σ 0 = 1. The averaged equations are g . We obtain the following figures 4 and 5 which show that the averaged system gives a good approximation of the original system.
