RESEARCH
R ecent advances in genotyping technology have made data acquisition of genome-wide marker polymorphisms cost eff ective (Syvänen, 2005; Li et al., 2008) . Nowadays, projects for collecting genome-wide marker polymorphisms are proceeding in several crop species (e.g., Rostoks et al., 2005) as well as model plants (e.g., Kim et al., 2007) . In crop species, genome-wide marker polymorphisms will be useful not only for the wholegenome association mapping (e.g., Beló et al., 2008; ) but also for predicting the agronomic performance of untested individuals based on their genotypes (i.e., genomic selection; Meuwissen et al., 2001; Heff ner et al., 2009; Zhong et al., 2009) . Because the markers covering the whole genome are in linkage disequilibrium (LD) with genes controlling a target trait, their polymorphisms have some association with phenotypic variations of the target trait, and can be used in the estimation of eff ects and locations of the genes as well as the predictions of the phenotypic and of genotypic variation in the trait. The genomewide marker polymorphisms, especially the genome-wide single
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ABSTRACT
We evaluated a strategy in which the scores of markers untyped in a low-density experimental panel were imputed on the basis of data from a high-density reference panel, in its application to whole-genome genotyping of barley (Hordeum vulgare L.) breeding lines. Using a barley core set consisting of 98 lines genotyped with 3205 markers (high-density reference panel), we imputed marker scores untyped in 863 barley breeding lines genotyped with 1330 common markers (low-density experimental panel). In repeated analyses, the scores of one common marker were masked in the experimental panel, and then imputed as an untyped marker. Imputation accuracy was evaluated by comparing imputed scores with true ones. The correct imputation rate was >0.9 in 92% of markers. The square of correlation coeffi cient between true genotypes and mean imputed genotypes was >0.6 in 90% of the markers. Factors affecting imputation accuracy were minor allele frequency, linkage disequilibrium with neighbor common markers, minimum distance to the closest common marker, and degree of differentiation among subpopulations. Actual quantitative trait loci (QTL) would be unobserved in both reference and experimental panels. Markers masked in both panels to mimic this situation sometimes showed larger correlation to imputed markers than to typed common markers, indicating that imputation can sometimes capture the variation of unknown QTL better than the genotypes of common markers.
nucleotide polymorphisms (SNPs), may also be useful in the studies of crop evolution and domestication (e.g., Caicedo et al., 2007) . Although the development of cheap and highthroughput genotyping assays have made large-scale genotyping experiments feasible, it is not necessarily effi cient to genotype all polymorphisms for all samples. Because of LD among nearby markers, many polymorphisms in a genomic region may be highly correlated with each other such that it may be possible to impute the genotype of some markers based on the genotype of other markers. In a simulation study, Jannink et al. (2009) demonstrated the potential of the following experimental design. The full set of marker polymorphisms is typed in a reference panel that consists of representative lines from a germplasm collection. A subsequent experimental panel of lines is typed only with a subset of markers that are common to the reference and experimental panels. Genotypes of the full set of markers are then imputed in the experimental panel based on the genotypes of the common markers across the two panels and the haplotypes and patterns of LD among markers in the reference panel. In the context of the whole-genome association mapping, this design is attractive because it provides marker information over the full known set of polymorphisms while only requiring funds to genotype a subset of markers and therefore allowing more samples in the association mapping for the same budget. Similarly, in the genomic selection context, it may allow us to select among a higher number of lines with the same budget. Finally, imputation can merge data provided from diff erent sources of genome-wide marker polymorphisms. Although it is typical that diff erent marker sets were used in diff erent experiments, if all markers are typed on a general reference panel, the polymorphisms of the full set of markers can be imputed based on the polymorphisms of common markers, as demonstrated in mouse (Szatkiewicz et al., 2008) and simulated in barley (Hordeum vulgare L.) .
The Barley Coordinated Agricultural Project (CAP; www.BarleyCAP.org [verifi ed 23 Mar. 2010] ) was formed to develop genomic and statistical tools for whole-genome association studies and integrate them into the U.S. barley breeding programs. The Barley CAP has already collected genome-wide marker data on >1800 breeding lines, and this number will exceed 4000 lines by the end of the project. The project maintains a barley core set consisting of 102 lines that has been typed at >3800 SNPs and 1400 diversity-arrays-technology (DArT; Jaccoud et al., 2001) markers. The breeding lines that are not in the core set will be typed at a subset of about 3000 markers. By imputing genotypes of the full set of markers in the breeding lines, we can use a larger number of markers in wholegenome association mapping and genomic selection. This imputation may increase quantitative trait loci (QTL) detection power and increase the accuracy of phenotype prediction for selection. Before the actual application of a strategy based on imputation, however, it is indispensable to evaluate the accuracy of the imputation and to clarify factors that aff ect it. Jannink et al. (2009) have evaluated the potential of imputation in a study based on simulated breeding lines, and demonstrated high imputation accuracy. The study, however, was not based on marker data of real breeding lines, but on lines that were generated by simulated random mating of lines in the barley core. Such a simulation setting may be so idealized that it overestimates the accuracy of the imputation. Thus, accuracy evaluation on real breeding lines is necessary before practical applications. Through accuracy evaluation, we may also be able to identify factors aff ecting imputation accuracy and that would be useful for choosing common markers that need to be typed in the experimental panel. In the context of its application to association mapping studies, it is also necessary to determine whether imputed genotypes may indeed be in higher LD with potential QTL than markers that are actually typed in experimental panels.
In the present study we evaluate imputation of genome-wide SNPs using the barley core as the reference panel and the CAP breeding lines as the experimental panel. We thus place ourselves in the same position and use the same resources as the breeders and geneticists applying association methods to Barley CAP data. As in Jannink et al. (2009) , we impute missing genotypes using a statistical method implemented in the software application fastPHASE (Scheet and Stephens, 2006) . The method assumes that over short genomic regions a large number of lines may cluster into few groups and it allows cluster membership to change continuously along the genome according to a hidden Markov model. The method is fast and accurate as compared with other methods (Scheet and Stephens, 2006; Roberts et al., 2007) , and its effi ciency in the application to association studies has also been demonstrated (Servin and Stephens, 2007; Guan and Stephens, 2008) . Our objectives were to evaluate the accuracy of imputation with fastPHASE on the real Barley CAP data, to identify factors that aff ect the accuracy of imputation, and to evaluate the potential of this approach in the detection of QTL in whole-genome association mapping.
MATERIALS AND METHODS

Germplasm and Marker Data
The data used in this study are of marker polymorphisms on the Barley CAP core and Barley CAP breeding lines from 2006. The CAP core consists of 102 lines primarily of North American origin (there are 11 lines of non-North American origin). The CAP core contains 30 two-row and 27 six-row spring malt types; 1 two-row and 2 six-row winter malt types; 11 two-row and 3 six-row spring feed types; 11 six-row winter feed types; 4 forage types; and 13 genetic stocks ). The were from inbred lines), a haplotype-cluster number of 20 was fi xed, and that the number of expectation-maximization (EM) procedures was one. The haplotype-cluster number of 20 was determined via cross-validation with the range of fi ve to 50 at intervals of 5. The imputation step was repeated 100 times (i.e., 100 replications of the EM procedure) for each masked marker. Then, the mean imputation (i.e., posterior mean genotypes in a Bayesian context) was obtained by averaging imputed genotypes over the 100 replications. Finally, "best guess" imputed genotypes (i.e., the genotype assigned the highest probability) were obtained by setting a score as 1 if the posterior mean was >0.5 and as 0 otherwise.
Evaluation of Imputation Accuracy
The imputation accuracy was measured with two indices. The fi rst index was accuracy rate, p a = n c /n t , where n c and n t are the number of correctly imputed samples (i.e., breeding lines) and the total number of imputed samples, respectively. True and "best guess" imputed genotypes were compared to calculate the accuracy rate. The second index is the square of correlation coeffi cient between the mean imputation and true genotypes, r a 2 . Marker data points that were actually missing in the original data set (i.e., before the marker being masked) were not taken into account in the evaluation.
Relationships between Imputation Accuracy and Other Factors
To clarify factors that aff ected the imputation accuracy, we evaluated the relationships between r a 2 and some factors that we hypothesized would aff ect the accuracy. We considered six potential factors: (i) an empirical factor discussed below, (ii) the rate of missing data, (iii) minor allele frequency (MAF), (iv) LD with neighbor markers, (v) distance to the nearest common markers, and (vi) genetic diff erentiation among subpopulations. All factors were measured in the reference panel because we intended to build a prediction model of the accuracy based on the information in the reference panel. The empirical factor was obtained by measuring imputation accuracy on a mock experimental panel, which consisted of a duplicate of the reference panel from which all uncommon markers were removed. Imputation accuracy on this mock panel was measured as described above, giving an r 2 value that was used as a factor. The LD with neighbor markers was measured as the maximum LD based on the square of the correlation coeffi cient (Zaykin et al., 2008) , r ld 2 , between a masked marker and common markers that were within 5 cM of it. The among-subpopulation diff erentiation was calculated as F ST (Wright, 1951; Weir, 1996) using the package HIERFSTAT (Goudet, 2005) for the statistical software R (R Development Core Team, 2008) . The subpopulation structure was estimated by K-means clustering (Hartigan and Wong, 1979) . In the K-means clustering, we used genotypes of the common markers, and partitioned breeding lines into six subpopulations on the basis of the Euclidian distance calculated from standardized genotype scores (i.e., genotype scores standardized so that mean and variance equaled 0 and 1, respectively). The number of subpopulations was determined via Bayesian clustering (Pritchard et al., 2000) . The relation-2006 CAP breeding set used here consists of 863 lines from nine U.S. barley breeding programs. The lines were representative of barley breeding in the United States, and contained various types of two-row and six-row barley.
The CAP core lines have been screened with SNPs obtained from three Illumina GoldenGate oligonucleotide pool assays (Illumina Inc., San Diego, CA). One assay (pilot oligonucleotide pool assay [POPA]) was described in Rostoks et al. (2005) , denoted POPA1, and the two others were developed with similar methods (Close et al., 2009) , denoted POPA2 and POPA3. Ninety-fi ve of the lines have also been screened with barley DArT markers (Wenzl et al., 2004) . We excluded four lines ('Oregon Wolfe Barley-Dominant', 'Oregon Wolfe barley-Recessive', 'Steptoe', and 'Barke') from the analysis because they did not cluster well with the others . Of the remaining 98 lines, three lines ('Haruna Nijo', 'BCD12', and 'Morex') were not scored with the DArT markers. The CAP breeding lines used here have been genotyped with a set of 1478 SNPs (denoted Barley Oligonucleotide Pool Assay [BOPA] 1) that were selected based on screening all POPA SNPs typed on the CAP core (Close et al., 2009) .
In this study, we only used markers that had map position from consensus biparental mapping projects (Close et al., 2009; Wenzl et al., 2006; P. Szucs and P. Hayes, personal communication, 2008) . Map information came from diff erent populations and was merged as described in Jannink et al. (2009) . We also removed markers for which more than half the lines had missing scores and ones that showed no polymorphism in the 98 CAP core lines. Finally, we used 907, 857, 725, and 716 POPA1, POPA2, POPA3, and DArT markers, respectively. Of these 3205 markers, 382, 536, 496, 340, 570, 408, and 473 mapped to the fi rst to seventh chromosomes of barley, respectively. Of the 3205 markers, 609 POPA1 and 721 POPA2 markers were typed on the CAP breeding lines as BOPA1 SNP. Of the 1330 BOPA1 SNP common to the core and breeding line panels, 152, 231, 203, 165, 249, 171 , and 159 mapped to the fi rst to seventh chromosomes, respectively.
Imputation
We used the CAP core lines as a reference panel and the CAP breeding lines as the experimental panel. We imputed in the experimental panel the genotypes of the markers that were typed only in the reference panel. Hereafter, we call markers typed on the reference panel as full-set markers, and markers typed on both panels as common markers. To evaluate the accuracy of the imputation, we have to know the true genotypes of imputed markers in the experimental panel. To make this possible, we masked common markers (i.e., scored them as missing) on the experimental panel, then imputed them as if they belonged to the full set, and fi nally calculated accuracy by comparing imputed with true genotypes.
Imputation was conducted using the program fastPHASE version 1.3 (Scheet and Stephens, 2006) as follows. First, genotypes AA and BB were scored as 0 and 1, respectively. Next, the marker data were separated into seven diff erent data sets corresponding to each of seven barley chromosomes, and a single common marker was masked in each data set. Then, the program fastPHASE was called to impute missing data, with options to indicate that all haplotype-phases were known (since the data ships between r a 2 and these factors were modeled with multiple linear regression and tested by ANOVA.
We also evaluated the infl uence of genetic diff erence between the reference and experimental panels on the imputation accuracy. The between-panel diff erentiation was also calculated as F ST . The signifi cance infl uence of the between-panel diff erentiation on the accuracy was modeled with single linear regression and tested by ANOVA.
Evaluation of Ability to Capture the Variation in Untyped Inbred Lines
To clarify benefi ts from imputed genotypes in subsequent analyses such as association mapping, we analyzed two cases. In the fi rst case, the QTL was assumed to have been typed in the reference panel, but not the experimental panel whereas in the second case, the QTL was not typed in either panel. In the fi rst case, LD with neighbor markers was calculated in the same way as described above (i.e., the maximum r ld 2 between a masked marker and common markers that were within 5 cM of it), but was calculated in the experimental panel rather than the reference panel. If r a 2 was larger than the r ld 2 to neighbor common markers, this indicated that variation of a QTL typed in the reference panel can be better predicted by the mean imputation than by the genotypes of neighbor common markers in the experimental panel. This would suggest that the imputation should be benefi cial in subsequent analyses.
In the second case, we masked genotypes of common markers not only in the experimental panel but also in the reference panel. In these analyses, we could not impute the masked marker genotypes, but could impute genotypes of all other full-set markers. We determined whether the variation of genotypes of the masked marker could be captured more accurately by the imputed genotypes of full-set markers than by typed common markers. We calculated the maximum r 2 , denoted r fs 2 , between true genotypes of a masked marker and the mean imputation of full-set markers within 5 cM, and compared it with the maximum r ld 2 between a masked marker and its neighbor common markers. Although we did not know the true genotypes of full-set markers in the experimental panel, if r fs 2 is larger than r ld 2 , it indicates that imputed genotypes of full-set markers can capture the variation of a QTL not typed in any panel better than genotypes of common markers.
RESULTS
Imputation Accuracy
The accuracy rate of imputed SNPs (i.e., p a ) was high: p a was >0.9 at 1219 out of 1330 (92%) SNPs (Fig. 1a and Table 1 ). The square of the correlation coeffi cient between the mean imputation and true genotypes (i.e., r a 2 ) was >0.6 at 1195 out of 1325 (90%) SNPs (Fig. 1b and Table  1 ; we could not calculate r a 2 for fi ve out of 1330 markers because they were monomorphic in the experimental panel). Along the seven barley chromosomes, there was no obvious heterogeneity in SNP imputation accuracy (i.e., no stretches of the genome were consistently below or above average p a or r a 2 ; Fig. 1 ), nor were there outstanding diff erences among the chromosomes (Table 1 ).
Information about subpopulation structure among samples can be taken into account in the imputation process of fastPHASE and possibly contributes to the improvement of imputation accuracy. To assess the potential of this approach, we ran fastPHASE also with subpopulation labels, which were given to breeding lines using the K-means clustering described in the Materials and Methods. The inclusion of subpopulation labels however signifi cantly decreased p a and r a 2 (pairwise t test; t = −2.59, df = 1329, p < 0.01 for p a and t = −3.99, df = 1324, p < 0.001 for r a 2 ).
Relationships between Imputation Accuracy and Other Factors
Missing rate showed no clear relationship with the imputation accuracy measured by r a 2 . The eff ect of missing rate was not signifi cant in ANOVA based on the multiple linear regression (Table 2) . By contrast, other factors showed signifi cant eff ects in the ANOVA. The empirical factor that was obtained by measuring imputation accuracy on a mock experimental panel showed the largest F value in the ANOVA (Table 2) , indicating this factor is the most important for predicting the imputation accuracy in an experimental panel (Fig. 2a) . Lower MAF led to lower r a 2 , indicating that rare alleles were diffi cult to impute (Fig. 2b) . The MAF, however, was not signifi cant when the accuracy was measured by p a (data not shown), because most of samples had a major allele that was easy to impute when MAF was low. Lower LD with neighboring markers led to lower r a 2 (Fig. 2c) . Higher distance to the nearest common marker led to lower r a 2 (Fig. 2d) . Lower F ST led to lower r a 2 , indicating the SNPs showing smaller population diff erentiation were harder to impute (Fig. 2e) . The coeffi cient of determination of the regression model (R 2 ) was 0.628, indicating >60% of variation of r a 2 was explained by these factors. Figure 3 shows the relationship between observed r a 2 and r a 2 fi tted with the estimated regression model. While the multiple linear regression model did well at predicting which SNP would be easy to impute, there were several SNP whose imputations were substantially less accurate than expected.
The genetic diff erence between the reference and experimental panels was also signifi cantly related to the imputation accuracy (F = 14.79, p < 0.001). Higher F ST was related to lower r a 2 , indicating the SNPs showing larger genetic diff erentiation between reference and experimental panels were harder to impute.
Comparison of Imputed Genotypes with the Genotypes of Neighbor Markers
To mimic the case where a QTL was typed in the reference but not the experimental panel, we compared the r a 2 , the accuracy of imputation, with r ld 2 , the predictive ability of neighbor common markers in the experimental panel. The number of markers used in the evaluation of imputation accuracy (the markers had been typed both reference and experimental panels). ‡
The number of markers that were polymorphic in the experimental panel. § Average accuracy rate (p a ). ¶ The number of markers that showed p a > 0.9.
# The average of the square of correlation coeffi cient between true and imputed genotypes (r a 2 ). † †
The number of markers that showed r a 2 > 0.6.
The r a 2 was generally larger than the maximum r ld 2 (Fig. 4) . Especially when the maximum r ld 2 was small, the diff erence between r a 2 and r ld 2 became large. The r a 2 was larger than r ld 2 in 1032 out of 1325 (78%) cases. Moreover, r a 2 was larger than 0.9 r ld 2 in 1295 out of 1325 (98%) cases, because in most cases where r a 2 was smaller than r ld 2 , they were both close to 1 (Fig.  4) . These results indicate that genotypes of a masked marker were predicted more accurately by the imputed genotypes than by the genotypes of its neighbor common markers.
To mimic the case where a QTL was typed in neither the reference nor the experimental panel, we also conducted analyses with common markers masked across both panels. In this case, imputation will be useful if the predictive ability of an imputed marker from the full set (r fs 2 ) is greater than the predictive ability of the scored genotypes of a common marker (r ld 2 ). There were many cases in which r fs 2 was greater than r ld 2 (Fig. 5) . In 246 out of 1330, or 18%, the diff erence between r fs 2 and r ld 2 was >0.2, indicating that the imputed marker genotypes would explain >20% more of the phenotypic variance generated by untyped QTL than would neighbor common markers. These results indicate that genotypes of a masked marker sometimes can be captured more accurately by imputed genotypes than observed genotypes.
DISCUSSION
In this study, we evaluated the potential of a strategy in which marker genotypes untyped in an experimental panel were imputed based on a full marker set in a reference panel. We found that the vast majority of genotypes masked in the experimental panel were imputed correctly using the fastPHASE method, as has also been observed in human genetics (Scheet and Stephens, 2006; Roberts et al., 2007; Servin and Stephens, 2007) and in a simulation study based on barley data . Accuracy rate between imputed and true genotypes and the square of the correlation coeffi cient between the mean imputation and true genotypes were 0.96 and 0.83 on average, respectively. The accuracy did not vary signifi cantly among chromosomes or along the chromosomes, indicating the feasibility of the strategy applied to genome-wide barley analyses. This study was performed assuming an experimental panel typed with one Illumina GoldenGate assay, the BOPA1. A second production GoldenGate assay, BOPA2, is now available (Close et al., 2009) . We suspect that the full set of markers could be imputed with even greater accuracy in an experimental panel typed with both BOPA assays, though naturally it would cost more to type the panel with both BOPAs. Given the design of the two BOPAs, it is also likely that a high number of barley lines will only be typed with BOPA1, and this study will be relevant for those lines.
As a measure of imputation accuracy, we have discussed the squared correlation coeffi cient between the true genotype with the mean imputation (r a 2 ). In addition, it is also possible to calculate the squared correlation coeffi cient between imputed genotype itself and the true genotype, r b 2 . We found, however, that r b 2 was smaller than r a 2 for most markers (73%) and had a smaller mean (0.80) than r a 2 (0.83), suggesting that the mean imputation can predict missing genotypes better than imputed genotypes themselves. Because the mean imputation takes into account uncertainty in the imputation, we think the incorporation of the uncertainty improves the imputation accuracy. Guan and Stephens (2008) demonstrated that the mean imputation (i.e., posterior mean genotypes) was useful in imputationbased association mapping based on Bayesian factors.
We identifi ed fi ve factors that signifi cantly related to imputation accuracy: empirical factor based on the imputation accuracy on a mock experimental panel, maximum LD with neighboring common markers, MAF, minimum distance to the closest common marker, and among-subpopulation diff erentiation. The empirical factor showed the largest F value, suggesting this factor could be a good indicator for predicting which SNP would be easy to impute. Only with this empirical factor, however, the accuracy of prediction is not high (Fig. 2a) , compared with the accuracy of prediction based on all the fi ve factors (Fig. 3) . Maximum LD to the neighbor common markers showed the second largest F value. The regression coeffi cient of the maximum LD is negative, indicating markers that have lower LD with neighbor markers are more diffi cult to impute. Minor allele frequency showed the third largest F value among the factors. The regression coeffi cient for MAF was positive, indicating markers that have lower MAF are more diffi cult Table 2 . Analysis of variance based on a multiple linear regression of imputation accuracy measured as the square of correlation coeffi cient between predicted and true genotypes (r a 2 ) onto factors that were considered to affect the accuracy. *** Signifi cant at the 0.001 probability level. † Sum of squares. ‡ Empirical factor that was obtained by measuring imputation accuracy on a mock experimental panel, which consisted of a duplicate of the reference panel from which all uncommon markers were removed (see text). § Minor allele frequency (MAF) in the reference panel. ¶ Maximum linkage disequilibrium (LD) was measured as the square of correlation coeffi cient between a masked marker and its neighbor markers that were typed both for the reference and experimental panels.
# Map distance from a masked marker to its closest markers that were typed both for the reference and experimental panels. † †
The differentiation was measured as F ST when we assumed that lines were differentiated into six different subpopulations. ) and factors that were considered to affect the accuracy: (a) empirical factor that was obtained by measuring imputation accuracy on a mock experimental panel that consisted of a duplicate of the reference panel from which all uncommon markers were removed (see text), (b) minor allele frequency (MAF), (c) linkage disequilibrium (LD) to neighbor common markers (r ld 2 ), (d) distance to the closest common marker, and (e) genetic differentiation among subpopulations (F ST ). Curves fi tted to plots were calculated by using the local weighted scatter-plot smoothing (loess).
to impute. The distance to the closest marker showed the fourth largest F value among the factors. The regression coeffi cient for the distance was negative, indicating markers that were further from other markers were more difficult to impute. Note that the signifi cance of the distance to the closest marker remained even in a multiple regression model that included maximum LD to neighboring markers. Clearly the r ld 2 parameter must account for some fraction of the infl uence of LD on imputation accuracy. It is possible that the closest marker distance accounts for a diff erent fraction of the infl uence of LD on imputation, possibly relating to multilocus LD. The degree of diff erentiation among subpopulations showed the fi fth largest F value among the factors. The regression coeffi cient for the among-population diff erentiation was positive, indicating markers that showed lower diff erentiation were more diffi cult to impute. The markers that showed high diff erentiation between two-row and six-row barley breeding lines were sometimes almost monomorphic in one type. This situation may make imputation easy for highly diff erentiated markers.
The result that subpopulation diff erentiation can help predict the accuracy with which a marker will be imputed seems to contradict the result we discussed earlier that imputation accuracy decreased with the incorporation of subpopulation into the fastPHASE analysis. In this study, however, our reference population was fairly small and using subpopulation labels requires fastPHASE to estimate more parameters. Increased error in parameter estimation may have reduced imputation accuracy. Diff erent partitioning of the breeding lines, however, may possibly improve the accuracy of imputation with subpopulation labels. Further study is required to determine the conditions under which subpopulation labels improve imputation accuracy.
We found that the genetic diff erentiation between the reference and experimental panels was signifi cantly related to the imputation accuracy. Markers that showed higher diff erentiation showed lower imputation accuracy. This suggests that reference and experimental panels should not diff er greatly for accurate imputation. Guan and Stephens (2008) found that imputation accuracy could be relatively robust to genetic mismatches between reference and experimental panels, although the accuracy was aff ected by the mismatches. Further study is needed to evaluate the robustness of the accuracy to mismatched panels.
In practical applications to barley breeding programs, the reduction of cost and labor for genotyping is important because it allows us to increase the number of lines used in QTL detection and genomic selection. If we can avoid scoring markers that are predicted to be easy to impute accurately, the cost and labor for genotyping can be reduced without losing much genotypic information. The regression model estimated in this study may be useful when we select markers that are not typed in the experimental panel. In this study, the model could explain >60% of the variation in the accuracy with which markers were imputed. The diff erence between observed and fi tted r a 2 was smaller when r a 2 was close to 1 (Fig. 4) , indicating that the model was useful especially for predicting markers that can be accurately imputed. We also tried to clarify how benefi cial imputed genotypes might be in subsequent analyses like association mapping. We found that r 2 between the mean imputation and masked genotypes were larger than the maximum r 2 between neighbor marker and masked genotypes. Thus, the mean imputed genotypes can capture the variation of an untyped marker better than genotypes of its neighbor markers. This suggests that QTLs could be detected more reliably by imputing genotypes than with genotypes of neighbor markers when the QTL has been typed in the reference panel. We also conducted analyses in which markers were masked in both the reference panel and the experimental panel. This analysis mimicked the more likely situation of a QTL that was not typed in the reference panel. We found that the masked marker often (47% of the time) showed larger correlation to the mean imputed genotype of neighbor imputed markers than to the genotype of neighbor common markers that had actually been scored in the experimental panel. This indicates that imputed genotypes can often capture the variation of unknown QTL genotypes better than the genotypes of common markers. Thus, QTL detection power may be improved by marker imputation (Servin and Stephens, 2007; Marchini et al., 2007; Guan and Stephens, 2008) .
Quantitative trait locus detection power is aff ected by numerous factors that are not within the scope of this study. Multiple testing, however, is a factor that is relevant to imputation: when imputation is used in a study, a greater number of marker tests will be performed in a genome-wide QTL scan and one could therefore argue that more stringent signifi cance thresholds should therefore be adopted. We are not sure higher thresholds would be justifi ed. For example, Lander and Kruglyak (1995) argued that the same threshold should be used regardless of marker density, given that evidence of a QTL at a low marker density would be subsequently pursued at higher density. We think the same argument holds between studies that do or do not use imputation. Further analysis and simulation of these issues is warranted to evaluate the efficiency of imputation-based association mapping.
Genome-wide SNPs in crop species may also be useful in crop evolution and domestication studies (e.g., Caicedo et al., 2007) . The imputation of missing data balances unbalanced data, and may enable us to compare evolutionary statistics between diff erent genomic regions in which available samples (i.e., individual or lines) in the unbalanced data are not consistent. In such applications, however, attention must be focused on the properties of imputation error. In this study, we observed that marker polymorphisms with lower MAF were less likely to be imputed correctly. Statistics for evaluating population demography are usually quite sensitive to the frequency of minor alleles because rare alleles are more readily lost by drift than are frequent alleles (Nei et al., 1975) and many statistics try to capture signals of loss of rare alleles.
We have demonstrated that in an elite cultivated population of a self-pollinating crop, an experimental panel typed only with a partial set of markers could be imputed for a full set of markers typed on a reference panel. This suggests that multiple data sets from diff erent experimental panels can be merged even if the sets of markers used in the diff erent panels do not correspond to each other. This suggests that an important step for any crop community seeking to take advantage of the power of imputation in future research is to select a relevant reference panel as described by Szatkiewicz et al. (2008) . Such a reference panel should contain core sets of lines from the diff erent subpopulations of a crop, which should allow it to serve as a general resource for imputation (Guan and Stephens, 2008) . This kind of resource should be used carefully because of prediction errors as described above, but it will be useful especially for large-scale association analyses combining multiple experimental data sets (e.g., Zhu et al., 2008) or for meta-analyses of association studies. ). The squared correlation coeffi cient r fs 2 is calculated between the mean genotype of an imputed marker and genotypes of a masked marker. In the simulations, genotypes of a masked marker was masked not only for the experimental panel but also for the reference panel. For points above the dashed line, r fs 2 > r ld 2 + 0.2.
