The Equivariant Gromov--Witten Theory of CP^1 and Integrable hierarchies by Milanov, Todor E.
ar
X
iv
:m
at
h-
ph
/0
50
80
54
v3
  2
9 
A
pr
 2
00
6
THE EQUIVARIANT GROMOV–WITTEN THEORY OF CP 1 AND
INTEGRABLE HIERARCHIES
TODOR E. MILANOV
Abstract. We construct an integrable hierarchy in terms of vertex operators
and Hirota Quadratic Equations (HQE shortly) and we show that the equivariant
total descendant potential of CP 1 satisfies the HQE. Our prove is based on the
quantization formalism developed in [G1], [G2], and on the equivariant mirror
model of CP 1. The vertex operators in our construction obey certain transforma-
tion law under change of coordinates, which might be important for generalizing
the HQE to other manifolds.
We also show that under certain change of the variables, which is due to E.
Getzler, the HQE are transformed into the HQE of the 2-Toda hierarchy. Thus
we obtain a new proof of the equivariant Toda conjecture.
1. Introduction
Let Mg,n(CP 1, d) be the moduli space of stable maps f : (Σ, p1, . . . , pn)→ CP 1,
such that Σ is a genus-g complex curve with at most nodal singularities, p1, . . . , pn
are marked points on Σ, pairwise distinct and different from the nodes, and f has
degree d (i.e. f∗([Σ]) = d [CP
1] ∈ H2(CP 1;Z)). Let Li be the line bundle on
Mg,n(CP 1, d), whose fiber at (Σ, p1, . . . , pn; f) is the cotangent line T ∗piΣ at the
i−th marked point. We equip the moduli spaceMg,n(CP 1, d) with the action of the
complex torus T = (C∗)2, which is induced from the standard diagonal action of T
on CP 1.
The equivariant descendant Gromov–Witten invariants are defined by:
〈t1ψk1 , . . . , tmψkm〉Tg,n,d =
∫
[Mg,n(CP 1,d)]T
∧mi=1(ev∗i (ti) ∪ ψkii ),
where ti ∈ H∗T (CP 1;Q) is an equivariant cohomology class, evi is the evaluation
map at the i−th marked point, ψi is the equivariant first Chern class of Li, and
[Mg,n(CP 1, d)]T is the equivariant virtual fundamental cycle. The equivariant total
descendant potential is defined by:
D(t) = exp
(∑
ǫ2g−2
Qd
n!
〈t(ψ), . . . , t(ψ)〉Tg,n,d
)
,
where t(z) =
∑
k≥0 tkz
k is a formal series with coefficients in the equivariant coho-
mology algebra H = H∗T (CP
1,C) and the summation is over all g, n, d ≥ 0.
E-mail: milanov@math.stanford.edu.
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Let H := H((z−1)) be the loop space, equipped with the symplectic form
Ω(f, g) :=
1
2πi
∮
(f(−z), g(z))dz , f(z), g(z) ∈ H,
where ( , ) is the equivariant Poincare´ pairing. Note that H = H+ ⊕ H− , where
H+ = H[z] and H− = z−1H[[z−1]], is a polarization of H, which may be used to
identify H with the cotangent bundle T ∗H+. The functions on H+ which belong to
the formal neighborhood of −1z, where 1 is the unity inH, form a vector space which
is called the Bosonic Fock space. The total descendant potential D is identified with a
vector in this space via the dilaton shift t(z) = q(z)+z, where q(z) =
∑
qk z
k ∈ H+.
An element f ∈ H can be written as
f(z) =
∞∑
k=0
(qk,0φ0 + qk,∞φ∞) z
k + (pk,0φ
0 + pk,∞φ
∞) (−z)−1−k,
where {φ0 = (p − ν∞)/(ν0 − ν∞), φ∞ = (p − ν0)/(ν∞ − ν0)} is a basis of H and
{φ0, φ∞} is the dual basis with respect to the equivariant Poincare´ pairing, p is
the equivariant first Chern class of the hyperplane bundle O(1) and ν0 and ν∞ are
the restrictions of p respectively to the fixed points [1, 0] and [0, 1]. The coordinate
functions {pk,i, qk,i}k≥0, i=0,∞ form a Darboux coordinate system on H, thus the
following quantization rules:
p̂k,i := ǫ∂/∂qk,i, q̂k,i := qk,i/ǫ, i = 0, ∞,
define a representation of the Heisenberg Lie algebra generated by the linear Hamil-
tonians on H on the Bosonic Fock space.
We introduce the vertex operators
Γ±χ0 = exp
(
∓
∑
d∈Z
λd
∏0
j=−∞(ν − jz)∏d
j=−∞(ν − jz)
φ0
)̂
(1.1)
Γ±χ∞ = exp
(
∓
∑
d∈Z
λd
∏0
j=−∞(−ν − jz)∏d
j=−∞(−ν − jz)
φ∞
)̂
(1.2)
1where ν = ν0 − ν∞, each of the exponents in (1.1) and (1.2) is identified with a
vector f ∈ H by expanding the terms corresponding to d ≥ 0 (d < 0) into the powers
of z−1 (z), and ̂ stands for the following quantization rule. Given a vector f ∈ H
we define a differential operator f̂ by quantizing the linear Hamiltonian Ω( , f).
Expressions like ef , f ∈ H are quantized by first decomposing f = f− + f+, where
f+(f−) is the projection of f on H+(H−), and then setting
(
ef
)̂= efˆ−efˆ+ .
1In this formula ±χ0 and ±χ∞ stand for the characters of the torus action on the tangent spaces
T0CP
1 and T∞CP
1 respectively
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Theorem 1.1. The equivariant total descendent potential of CP 1 satisfies the fol-
lowing HQE:
Resλ=∞
(
λn−mΓχ0 ⊗ Γ−χ0 − (Q/λ)n−mΓ−χ∞ ⊗ Γχ∞)(
e(n+1)φ̂0+nφ̂∞ ⊗ emφ̂0+(m+1)φ̂∞
)
(D ⊗D) dλ
λ
= 0 ,(1.3)
where m,n are arbitrary integers.
The proof of Theorem 1.1 will be given in section 4. The Hirota quadratic equa-
tions (1.3) are interpreted as follows. Switch to new variables x and y via the
substitutions: q′ = x+y, q′′ = x−y. The LHS of the HQE expands as a series in y
with coefficients Laurent series in λ−1, whose coefficients are quadratic polynomials
in D and its partial derivatives. The residue is defined as the coefficient in front of
λ−1.
Let y0, y1, . . . and y0, y1, . . . be two sequences of time variables related to q0,0, q1,0, . . .
and q0,∞, q1,∞, . . . via an upper-triangular linear change defined by the following re-
lations: ∑
n≥0
(−w)−n−1∂qn,0 =
∑
k≥0
1
ν(ν − w) . . . (ν − (k + 1)w) ∂yk ,(1.4) ∑
n≥0
(−w)−n−1∂qn,∞ =
∑
k≥0
1
(−ν)(−ν − w) . . . (−ν − (k + 1)w) ∂y¯k .(1.5)
Corollary 1.2. The change (1.4)–(1.5) transforms the sequence of functions
{Qn2/2enǫ∂D}n∈Z,
where ∂ = ∂q0,0 + ∂q0,∞ , into a sequence of tau-functions of the 2-Toda hierarchy.
Corollary 1.2 is the so called equivariant Toda conjecture. The flows of the 2-
Toda hierarchy can be presented in many different ways (see [UT]). Respectively,
the equivariant Toda conjecture can be stated in many different ways. The original
formulation belongs to E. Getzler [Ge] 2, who described the 2-Toda flows as two
infinite sequences of commuting derivations in a certain differential algebra.
Corollary 1.2 was proven by A. Okounkov and R. Pandharipande in [OP2]. In
section 2 we will prove that the change (1.4)–(1.5) transforms the HQE (1.3) into
the HQE of the 2-Toda hierarchy. In particular, Theorem 1.1 can be derived from
the results in [OP2]. However, we want to give an alternative proof based on the
equivariant mirror model of CP 1. Our hope is that the argument can be genralized
to CPn and other toric manifolds.
Let π :Mg,n+l(CP 1, d)→Mg,n be the stabilization of the map which forgets the
stable map and the last l marked points. The ancestor Gromov–Witten invariants
are defined by
〈t1 ψk1 , . . . , tn ψkn〉Tg,n(τ) =
∑
d, l
Qd
l!
∫
[Mg,n+l(CP 1,d)]T
∧ni=1
(
ev∗i (ti)ψ
ki
i
)
∧n+lj=n+1 ev∗j(τ),
2Actually E. Getzler describes the flows of an integrable hierarchy which is a reduction of the
2-Toda hierarchy and he calls it the equivariant Toda lattice.
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where τ, ti ∈ H∗T (CP 1;Q), ψi = π∗(ψi) are the pullbacks of the ψi−classes onMg,n,
and Q is the Novikov variable. The total ancestor potential of CP 1 is defined by:
Aτ (t) = exp
(∑
ǫ2g−2
1
n!
〈t(ψ) + ψ, . . . , t(ψ) + ψ〉Tg,n(τ)
)
,
where t(z) =
∑
tkz
k, tk ∈ H∗T (CP 1;Q) and the summation is over all integers
g, n ≥ 0. It is a formal function in the sequence of vector variables t0, t1, t2, . . . and
τ.We identify Aτ with a vector in the Fock space via the dilaton shift t(z) = q(z)+z.
The total ancestor potential also satisfies HQE similar to (1.3). Moreover, Aτ has
some special property which allows to interpret the corresponding residues as actual
residues of meromorphic forms.
An asymptotical function is, by definition, an expression
T = exp
∞∑
g=0
ǫ2g−2T (g)(t;Q),
where T (g) are formal series in the sequence of vector variables t0, t1, t2, . . . with
coefficients in the Novikov ring C[[Q]]. Furthermore, T is called tame if
∂
∂tk1,a1
. . .
∂
∂tkr,ar
∣∣∣∣
t=0
T (g) = 0 whenever k1 + k2 + . . .+ kr > 3g − 3 + r,
where tk,a are the coordinates of tk with respect to {φ0, φ∞}. The total ancestor
potential Aτ is a tame asymptotical function, because the tameness conditions is
trivially satisfied for dimensional reasons: dimMg,r = 3g − 3 + r.
Introduce the vertex operators
Γ±χ0τ = exp(f
±χ0
τ (x))̂= exp
(
±
∑
n∈Z
I(n)χ0 (τ, x) (−z)n
)
,̂(1.6)
where I
(n)
χ0 (τ, x) are rational functions in x with values in H, defined by
I(0)χ0 (τ, x) = −
φ0 + (Qe
t/x2)φ∞
1− (ν/x)− (Qet/x2)
and the recursion
∂xI
(n)
χ0 (τ, x) =
(
1− ν
x
− Qe
t
x2
)
I(n+1)χ0 (τ, x) .
Note that for n < 0 the recursion involves a choice of integration constants. In
section 3, we will prove that the rationality of I
(n)
χ0 (τ, x) with respect to x uniquely
determines the integration constants.
We say that: a tame asymptotical function T satisfies the equivariant HQE of
CP 1, corresponding to a parameter t ∈ C, if for each m ∈ Z:∑
ξ=0,∞
Resx=ξ exp
{
2
Qet
xν
+
m− 1
ν
(
x+
Qet
x
− ν log x+ tν0
)}
×(1.7)
× (Γχ0τ ⊗ Γ−χ0τ ) (T ⊗ T ) dxx2 = 0.
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The Hirota quadratic equations (1.7) are interpreted as follows: switch to new vari-
ables x and y via the substitutions: q′ = x+ ǫy, q′′ = x− ǫy. The first line in (1.7)
is independent of q′ and q′′. Due to the tameness ([G1], section 8, Proposition 6),
after cancelling the terms independent of x, the second line in (1.7) expands into a
power series in y and ǫ, such that each coefficient depends polynomially on finitely
many I(n)(τ, x) and finitely many partial derivatives of Aτ . The residues in (1.7)
are interpreted as the residues of meromorphic 1-forms.
Theorem 1.3. Let τ = tP. Then the total descendant potential of CP 1 satisfies the
HQE (1.3) iff the total ancestor potential Aτ satisfies the HQE (1.7).
The proof of Theorem 1.3 will be given in section 3.
Acknowledgments. I am grateful to my adviser A. Givental for the many helpful
discussions on this project and for showing me some computations (see sections 2
and 3 bellow) which indicated that the equivariant Toda conjecture can be proved
by applying the methods from [G1] to the equivariant mirror model of CP 1.
2. Proof of Corollary 1.2
The goal in this section is to show that the upper-triangular linear change between
the set of variables {yk, y¯k} and {qn,0, qn,∞} defined by (1.4)–(1.5) transforms the
HQE of the 2-Toda hierarchy into the HQE of Theorem 1.1 3.
First, we apply the change (1.4) to the terms in the exponent of (1.1) correspond-
ing to d = −k− 1, k ≥ 0. According to the formula of E. Getzler ([Ge], Proposition
A.1), inverting the change (1.4),
ǫ∂yk = (k + 1)
k+1∑
i=1
νi
[
k + 1
i
]
ǫ∂k+1−i,0,
where ∂n,0 := ∂/∂qn,0 and
[
k
i
]
, 1 ≤ i ≤ k, is the coefficient in front of νizk−i in the
polynomial: ν(ν + z) . . . (ν + (k − 1)z). Then
(−ν(ν + z) . . . (ν + kz)φ0)̂ =
= −
k+1∑
i=1
νi
[
k + 1
i
](
zk+1−iφ0
)̂ =
= −
k+1∑
i=1
νi
[
k + 1
i
]
ǫ∂k+1−i,0 = −(ǫ∂yk)/(k + 1).
Let yk =
∑
n≥0 ak,nqn,0 be a linear change. Then by the chain rule: ∂qn,0 =∑
n≥0 ∂ykak,n i.e.,
(2.1)
∑
n≥0
(−w)−n−1∂qn,0 =
∑
k≥0
∑
n≥0
ak,n(−w)−n−1
 ∂yk .
3The observation that Getzler’s change of the variables (1.4)–(1.5) transforms the vertex opera-
tors of 2-Toda into the vertex operators Γ±χ0 and Γ±χ∞ belongs to A. Givental.
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Using formula (2.1), we get that the change (1.4) transforms the terms in the expo-
nent of (1.1) corresponding to d = k + 1, k ≥ 0 as follows (note that φ0 = νφ0):(
− 1
(ν − z) . . . (ν − (k + 1)z) φ0
)̂
=−∑
n≥0
ak,n(−z)−n−1φ0
̂=∑
n≥0
ak,n(qn,0/ǫ) = yk/ǫ,
where we used that in the loop space formalism qn,0/ǫ = (−(−z)−n−1φ0) .̂
Finally, the term in the exponent of (1.1) corresponding to d = 0 is: −φ̂0 = −ǫ∂0,0.
We get: Γ±χ0(λ) = Γ±y(λ)e∓ǫ∂0,0 , where
Γ±y(λ) = exp
±∑
k≥0
(yk/ǫ)λ
k+1
 exp
∓∑
k≥0
ǫ∂yk
λ−k−1
k + 1
 .
In order to change the variables in Γ±χ∞ we need just to switch index 0 and index
∞. Note that ν = ν0 − ν∞, thus when switching 0 and ∞ we need to change ν to
−ν: Γ±χ∞(λ) = Γ±y(λ)e∓ǫ∂0,∞ , where
Γ±y(λ) = exp
±∑
k≥0
(yk/ǫ)λ
k+1
 exp
∓∑
k≥0
ǫ∂yk
λ−k−1
k + 1
 .
Substituting the formulas for Γ±χ0 and Γ±χ∞ in (1.3) and letting τn = Q
n2/2enǫ∂D
we get:
Resλ=∞
{
λn−m
(
Γy ⊗ Γ−y) τn ⊗ τm+1 − λm−n (Γ−y ⊗ Γy) τn+1 ⊗ τm} dλ
λ
= 0.
The last expression, up to rescaling the time variables yk and yk by ǫ
−k, is precisely
the HQE of the 2-Toda hierarchy (see appendix A in [O] or [UT]).
3. From descendants to ancestors
3.1. The twisted loop group formalism. Let
L(2)GL(H) = {M(z) ∈ GL(H) | M∗(−z)M(z) = 1} ,
where ∗ means the transposition with respect to the Poincare´ pairing, be the twisted
loop group. The elements of the twisted loop group of the type M = 1 +M1z +
M2z
2+ . . . (respectively M = 1+M1z
−1+M2z
−2+ . . .) are called upper-triangular
(respectively lower-triangular) linear transformations. They can be quantized as fol-
lows: write M = logA, then A(z) is an infinitesimal symplectic transformation. We
define M̂ = exp Aˆ, where A is identified with the quadratic Hamiltonian Ω(Af , f)/2
and on the space of quadratic Hamiltonians the quantization rule ̂ is defined by:
(qk,αql,β)̂:= qk,αql,β
ǫ2
, (qk,αpl,β)̂:= qk,α ∂
∂ql,β
, (pk,αpl,β)̂:= ǫ2 ∂2
∂qk,α∂ql,β
.
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We remark that ̂ defines only a projective representation of the subgroups of lower-
triangular and upper-triangular elements of L(2)GL(H) on the Fock space B.
Let Sτ = 1 + S1z
−1 + S2z
−2 + . . . be an operator series defined by:
(Sτφi, φj) = (φi, φj) +
∑
k≥0
〈φiψk, φj〉T0,2(τ) z−k−1.
It is a basic fact in quantum cohomology theory that Sτ is an element of L(2)GL(H)
(see [G3], section 6 and the references there in). According to [CG], Appendix 2,
(3.1) D = eF(1)(τ)Ŝ−1τ Aτ ,
where F(1) = F (1)
∣∣
t0=τ,t1=t2=...=0
is the genus-1 no-descendants potential.
The proof of Theorem 1.3 amounts to conjugating the vertex operators in the
HQE (1.3) by Sτ . We will use the following formula ([G1], formula (17)):
(3.2) Ŝτe
fˆ Sˆ−1τ = e
W (f+,f+)/2e(Sτ f )ˆ ,
where + means truncating the terms corresponding to the negative powers of z. The
key ingredients in the computation are an explicit formula for Sτ and the fact that
the series Sτ f
χi(λ), i = 0,∞ obey certain transformation law under the change of
the coordinate λ.
3.2. Explicit formula for Sτ . By definition, the J-function of CP
1 is the following
H-valued series:
J(τ, z) = 1+ τz−1 +
∞∑
k=0
〈φaψk〉T0,1(τ)φaz−2−k.
According to [G4], Theorem 9.5, J(τ, z) = J1, where J is a linear operator on H
defined by
J =
∞∑
d=0
(Qet)de(tp+t0)/z∏d
j=1(p− ν0 + jz)(p − ν∞ + jz)
.
Here, the cohomology class p is identified with the linear operator acting on H by
equivariant multiplication by p and (t0, t) are the coordinates of τ in the basis {1, P}
i.e., τ = t01+ tp. The product in the denominator, by definition, is 1 if d = 0.
Let τ = τ0φ0 + τ∞φ∞. Then t = (τ0 − τ∞)/ν and t0 = (−ν∞τ0 + ν0τ∞)/ν. Using
the chain rule and z∂t0J = J we get z∂τkJ = φk(z∂t)J, where the cohomology classes
φk, k = 0,∞ are viewed as polynomials in p and φk(z∂t) is the differential operator
obtained from φk by substituting p with z∂t.
Comparing the definitions of Sτ and the J-function we get
(3.3) φi(τ, z) := Sτ φi =
∑
k=0,∞
φk(z∂t)(Jφi, φi)φk ,
where we used that (J1, φi) = (Jφi, φi).
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3.3. Vertex operators and change of the coordinate λ. Let
f(λ) =
∑
I(n)(λ)(−z)n ∈ H
be a vector such that the coefficients I(n) are formal Laurent series in λ−1, satisfying
the recursive relation:
(3.4) ∂λI
(n)(λ) = φ(λ)I(n+1)(λ),
where φ = 1 + a1λ
−1 + a2λ
−1 + . . . is some formal series with a1 6= 0.
First, we will prove that if such f exists then it is uniquely determined from I(0)
and φ. The uniqueness is equivalent to the following Lemma.
Lemma 3.1. Assume that all non-negative modes I(k), k ≥ 0 of the series f are
zero. Then f must be zero as well.
Proof. Assume that I(−k) = 0. Then (3.4) implies ∂λI
(−k−1) = φ(λ)I(−k) = 0. Thus
I(−k−1) = c is a constant. Again, by (3.4) we have
I(−k−2) =
∫
φ(λ)I(−k−1)(λ)dλ = cλ+ c a1 log λ+ ( lower order terms).
By definition, all modes are Laurent series ⇒ c a1 = 0 ⇒ c = 0. 
Lemma 3.2. Let f be as above and λ = λ(x) = x + O(x−1) be a transformation
between two coordinates λ and x. Then(∑
n∈Z
I(n)(x)(−z)n
)
=
(∑
n∈Z
I(n)(λ)(−z)n
)
exp
(
1
z
∫ λ
x
φ(η)dη
)
.
Proof. Denote the RHS by g and note that
(−z∂x)g = (φ(λ)λ′(x)− φ(λ)λ′(x) + φ(x))g = φ(x)g.
Comparing the coefficients in front of z we find that the modes of g satisfy the
recursive relation (3.4). Thus, thanks to Lemma 3.1, it is enough to show that the
coefficients in front of z0 are equal. On the RHS the coefficient in front of z0 is
(3.5)
∑
k≥0
(Φ(x)− Φ(λ))k
k!
I(k)(λ),
where Φ(η) is an anti-derivative of φ(η). Let us introduce an auxiliary variable
ξ = Φ(λ). Then the recursive relation (3.4) takes on the form ∂ξI
(n)(Φ−1(ξ)) =
I(n+1)(Φ−1(ξ)) ⇒ I(n)(λ) = ∂nξ I(0)(Φ−1(ξ)). Thus, using the Taylor’s formula, we
can write (3.5) as
I(0)
(
Φ−1(ξ +Φ(x)− Φ(λ))) = I(0)(x),
since ξ = Φ(λ) by definition. The lemma is proved. 
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3.4. Conjugating vertex operators. According to formula (3.2), in order to con-
jugate Γχi , i = 0,∞ by Sτ we need to compute Sτ fχi and the corresponding phase
factor Wi :=W (f
χi
+ , f
χi
+ ).
Similarly to (1.6), we define the vertex operators
Γ±χ∞τ = exp(f
±χ∞
τ (x)) = exp
(
±
∑
n∈Z
I(n)χ∞(τ, x) (−z)n
)
,̂(3.6)
where I
(n)
χ∞(τ, x) are rational functions in x with values in H, uniquely determined
(see Lemma 3.1) from
I(0)χ∞(τ, x) = −
φ∞ + (Qe
t/x2)φ0
1 + (ν/x)− (Qet/x2)
and the recursive relation
∂xI
(n)
χ∞(τ, x) =
(
1 +
ν
x
− Qe
t
x2
)
I(n+1)χ∞ (τ, x) .
Lemma 3.3. Let fχ0 and fχ∞ be respectively the exponents in (1.1) and (1.2). Then
fχ0τ (x) = Sτ f
χ0(λ), fχ∞τ (x) = Sτ f
χ∞(λ),
where x = λ(1 + a1λ
−1 + . . .) and x = λ(1 + a1λ
−1 + . . .) are the unique solutions
near λ =∞ respectively of
λ− ν log λ = x− ν log x+ Qe
t
x
+ tν0 and(3.7)
λ+ ν log λ = x+ ν log x+
Qet
x
+ tν∞.(3.8)
Proof. We will prove the statement only for fχ0τ . The argument for f
χ∞
τ is similar.
Also, to avoid cumbersome notations, let us put χ := χ0.
Recalling formula (3.3) with i = 0, we get:
Sτφ0 = e
tν0/z
 φ0 +∑
d≥1
(Qet)d
d!zd ν(ν + z) . . . (ν + (d− 1)z) φ0+(3.9)
+
∑
d≥1
(Qet)d
(d− 1)!zd−1ν(ν + z) . . . (ν + dz) φ∞
 .
Note that (−z∂λ + (ν/λ))fχ = fχ. Thus for each d ∈ Z we have:
(3.10) fχ = −
∑
n∈Z
(
−z∂λ + ν
λ
)n
λd
∏0
j=−∞(ν − jz)∏d
j=−∞(ν − jz)
φ0.
Formulas (3.9) and (3.10) imply 4
Sτ f
χ = −
∑
n∈Z
(
−z∂λ + ν
λ
)n
e(Qe
t/λ+tν0)/z
[
φ0 +
Qet
λ2
φ∞
]
.(3.11)
4Formula (3.11) was derived by A. Givental.
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Commuting e(Qe
t/λ+tν0)/z across (−z∂λ + ν/λ)n in (3.11), we get:
(3.12) Sτ f
χ = −e(Qet/λ+tν0)/z
∑
n
(
−z∂λ + ν
λ
+
Qet
λ2
)n [
φ0 +
Qet
λ2
φ∞
]
.
Let f be the sum on the RHS of (3.12). Note that f satisfies a recursive relation
of the type (3.4) with φ = 1 − (ν/λ) − (Qet/λ2). Also, if x is related to λ via the
change (3.7) then∫ λ
x
φ(η)dη =
(
λ− ν log λ+Qet/λ ) − (x− νx+Qet/x ) = Qet/λ+ tν0.
Thus the lemma follows from Lemma 3.2. 
Lemma 3.4. Let Wi =Wτ (f
χi
+ , f
χi
+ ), i = 0,∞. Then the following formulas hold:
W0 = C0 + 2
Qet
νx
+ log
λ(λ− ν)
x2 − νx−Qet(3.13)
W∞ = C∞ − 2Qe
t
νx
+ log
λ(λ+ ν)
x2 + νx−Qet ,(3.14)
where C0 = tν0/ν +Qe
t/ν2 and C∞ = −tν∞/ν +Qet/ν2.
Proof. It is enough to prove the first formula. The second one is derived by switching
indexes 0 and ∞. As before, let us put χ = χ0.
Using that ∂xI
(k) = (1− ν/x−Qet/x2)I(k+1) we get
∂xW0 = ∂xWτ (f
χ
+, f
χ
+) = ∂x
∑
k,l≥0
(WklI
(l)
χ , I
(k)
χ )(−1)k+l =
= −
∑
k,l≥0
[
([Wk,l−1 +Wk−1,l]I
(l)
χ , I
(k)
χ )
](
1− ν
x
− Qe
t
x2
)
(−1)k+l =
= −
∑
k,l≥0
[
(Sl(−1)lI(l)χ , Sk(−1)kI(k)χ )− (I(0)χ (λ), I(0)χ (λ))
](
1− ν
x
− Qe
t
x2
)
=
=
[
−
(
I(0)χ (τ, x), I
(0)
χ (τ, x)
)
+
(
I(0)χ (λ), I
(0)
χ (λ)
)](
1− ν
x
− Qe
t
x2
)
,
where the last equality follows from Lemma 3.3.
After a direct computation we get∫ (
I(0)χ (τ, x), I
(0)
χ (τ, x)
)(
1− ν
x
− Qe
t
x2
)
dx =(3.15)
1
ν
(
−Qe
t
x
+ x− ν log x+ ν log(x2 − νx−Qet)
)
,∫ (
I(0)χ (λ), I
(0)
χ (λ)
)(
1− ν
λ
)
dλ =
1
ν
(λ+ ν log(λ− ν)) .(3.16)
In order to fix the integration constant, note that fχ+ = φ0 for x =∞. Thus
C0 :=Wχ|x=∞ =Wτ (φ0, φ0) = (W0,0φ0, φ0) = (S1φ0, φ0) = tν0/ν +Qet/ν2,
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where the last equality is obtained from (3.9). The lemma follows. 
3.5. Proof of Theorem 1.3. Using formula (3.2) together with Lemma 3.3 and
Lemma 3.4 we find that the HQE (1.3) are equivalent to:
Resλ=∞
dλ
λ
{
λn−meW0Γχ0τ ⊗ Γ−χ0τ − (Q/λ)n−meW∞Γ−χ∞τ ⊗ Γχ∞τ
}
(3.17) (
e(n+1)φˆ0(τ,z)+nφˆ∞(τ,z) ⊗ emφˆ0(τ,z)+(m+1)φˆ∞(τ,z)
)
(Aτ ⊗Aτ ) = 0.
On the other hand Aτ is a tame asymptotical function. Thus, after the substitu-
tions
ǫy = (q′ − q′′)/2 and x = (q′ + q′′)/2,
and the cancellation of the terms which do not depend on λ, the 1-form in (3.17)
becomes a formal series in y and ǫ with coefficients which depend polynomially on
finitely many of the modes I
(k)
χ0 and I
(k)
χ∞ and finitely many partial derivatives of
Fτ (x) := logAτ . According to Lemma 3.3, after choosing new (formal) coordinates
x and x in a neighborhood of λ =∞, the coefficients I(k)χ0 and I(k)χ∞ become rational
functions respectively in x and x. Thus the residue in (3.17) can be interpreted as
the residues of rational 1-forms, which appear as the coefficients in a formal series
in x,y, and ǫ. Moreover, the action of the operator (note that it is independent of
λ)
(3.18) exp(−(n + 1)φˆ0(τ, z)− nφˆ∞(τ, z)) ⊗ exp(−mφˆ0(τ, z) − (m+ 1)φˆ∞(τ, z))
on such series is well defined: it results in transforming the formal series into a
formal series with coefficients which have the form of a rational 1-form multiplied
by the exponential of a rational function, thus the residue still makes sense. Since the
quantization of linear Hamiltonians is a representation of Lie algebras, we have the
following commutation relation: efˆegˆ = eΩ(f,g)egˆefˆ . The operator (3.18), applied
to (3.17), will cancel the term in the ( )−brackets. However, the two terms in the
{ }−brackets will gain commutation factors which are exponentials of the following
expressions:
Ω ( −(n+ 1)φ0(τ, z)− nφ∞(τ, z) , fχ0τ ) +
+ Ω
( −mφ0(τ, z) − (m+ 1)φ∞(τ, z) , f−χ0τ ) =
− Ω ((n+ 1)φ0 + nφ∞, fχ0)−Ω(mφ0 + (m+ 1)φ∞, f−χ0) = (m− n− 1)λ
ν
and
Ω
( −(n+ 1)φ0(τ, z) − nφ∞(τ, z) , f−χ∞τ )+
+ Ω(−mφ0(τ, z) − (m+ 1)φ∞(τ, z) , fχ∞τ ) =
− Ω ((n + 1)φ0 + nφ∞, f−χ∞)− Ω(mφ0 + (m+ 1)φ∞, fχ∞ ) = (m− n+ 1)λ
ν
.
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We get that the HQE (3.17) are equivalent to:
Resλ=∞
dλ
λ
{
λ−meW0+(m−1)(λ/ν)Γχ0τ ⊗ Γ−χ0τ −
−(Q/λ)−meW∞+(m+1)(λ/ν)Γ−χ∞τ ⊗ Γχ∞τ
}
(Aτ ⊗Aτ ) = 0,
Write the above residue sum as a difference of two residues. In the first one
substitute λ with x according to the change (3.7) and use Lemma 3.4:
Resλ=∞ λ
−meW0+(m−1)λ/ν
(
Γχ0τ ⊗ Γ−χ0τ
)
(Aτ ⊗Aτ ) dλ
λ
=(3.19)
Resx=∞ exp
(
2
Qet
xν
+
m− 1
ν
(
x+
Qet
x
− ν log x+ tν0
)
+ C0
)
×
× (Γχ0τ ⊗ Γ−χ0τ ) (Aτ ⊗Aτ ) dxx2 .
Similarly, substituting in the second residue term λ with x we get:
Resλ=∞(Q/λ)
−meW∞ +(m+1)λ/ν
(
Γ−χ∞τ ⊗ Γχ∞τ
)
(Aτ ⊗Aτ ) dλ
λ
=(3.20)
Resx=∞ exp
(
−2Qe
t
xν
+
m+ 1
ν
(
x+
Qet
x
+ ν log x+ tν∞
)
+ C∞
)
×
× (Γ−χ∞τ ⊗ Γχ∞τ ) (Aτ ⊗Aτ ) dxx2 .
Note that I
(0)
χ∞(τ,Qe
t/x) = −I(0)χ0 (τ, x) and
(−z∂x)fχ∞τ (Qet/x) =
(
1 +
ν
x
− Qe
t
x2
)
fχ∞τ (Qe
t/x).
Hence the substitution x = Qet/x transforms Γ∓χ∞τ into Γ
±χ0
τ . The residue (3.20)
equals
Resx=0Q
−m exp
(
−2x
ν
+
m+ 1
ν
(
Qet
x
+ x+ ν logQ+ t(ν + ν∞)− ν log x
)
+ C∞
)
×
(
Γχ0τ ⊗ Γ−χ0τ
)
(Aτ ⊗Aτ )
(
− dx
Qet
)
=
= −Resx=0 exp
(
m− 1
ν
(
Qet
x
+ x− ν log x+ tν0
)
+ 2
Qet
xν
+ 2
tν0
ν
+ C∞ − t
)
×
(
Γχ0τ ⊗ Γ−χ0τ
)
(Aτ ⊗Aτ ) dx
x2
(3.21)
The difference between the exponents in the exponential factors in (3.19) and (3.21)
is:
C0 − C∞ − t(2ν0
ν
− 1) = tν0 + ν∞
ν
− t2ν0 − (ν0 − ν∞)
ν
= 0.
The theorem is proved. 
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4. Vertex operators and the equivariant mirror model of CP 1
In this section we give a proof of Theorem 1.1 by showing that the total ancestor
potential Aτ satisfies the HQE (1.7). We follow the argument in [G1].
4.1. Ancestor potential and the equivariant mirror model. According to
[G2], for a generic τ ∈ H (in particular, τ = t p is generic), there are a basis
{11,12} of H and a linear transformation M(τ) = M+M− ∈ L(2)GL(H), where
M+ and M− are respectively upper- and lower-triangular linear transformations in
L(2)GL(H) such that
(4.1) Aτ = M̂
(Dpt(q1)Dpt(q2)) ,
where qi are the coordinates of q with respect to the basis {11,12}, Dpt is the
Witten-Kontsevich tau-function, and M̂ = M̂+ M̂−.
The transformation M can be described in terms of the genus-0 Gromov–Witten
invariants of CP 1. However we are going to use an alternative description in terms of
the equivariant mirror model of CP 1. Let f : C2 → C be the multi-valued function
defined by
f(X0,X∞) = X0 +X∞ + ν0 logX0 + ν∞ logX∞ .
Denote by ft the restriction of f to the hypersurface {X0X∞ = Qet} and introduce
the oscillating integrals:
JΓi =
∫
Γi⊂{X0X∞=Qet}
eft/z
dX0dX∞
d(X0X∞)
, JΓi =
∑
k=0,∞
φk(z∂t)JΓiφk,
where the cycles Γi are defined as follows. Let X
i and ui, i = 1, 2 be the critical
points and the critical values of ft respectively. Choose a path γi in C, starting
at ui, avoiding the other critical value, and approaching ∞ in such a way that
Re γi → −∞. The function ft is a double covering in a neighborhood of the critical
point Xi, hence f−1t (Λ) = {X+(Λ),X−(Λ)} for Λ ∈ γi close to ui. Using the
homotopy lifting property, we extend X+(Λ) and X−(Λ) for all Λ ∈ γi. The cycle Γi
is the union of two branches Γ+i and Γ
−
i , parametrized by X+(Λ) andX−(Λ), Λ ∈ γi,
respectively, with orientation from X− to X+.
According to [G2], the matrix
J =
[
φ0(z∂t)JΓ1 φ0(z∂t)JΓ2
φ∞(z∂t)JΓ1 φ∞(z∂t)JΓ2
]
is asymptotic, as z → 0, to the matrix of the linear operator M with respect to the
bases {11,12} and {φ0, φ∞} respectively in the domain and codomain of M .
4.2. Conjugation by M̂ . We identify the mirror hypersurface {X0X∞ = Qet} with
the complex circle C∗ ⊂ CP 1 by choosing the coordinate x = X∞. Let xi, i = 1, 2
be the critical points of ft = Qe
t/x+ x− ν log x+ tν0 + ν0 logQ. In this subsection
we show how to conjugate the vertex operator Γχτ (x) by M̂ for x close to xi.
The function fτ is a double covering for x close to x
i. Let x±(Λ) be the two
branches of f−1t . In order to keep track of them, we pick a reference point Λ0 ∈ γi ,
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sufficiently close to ui. The value of x± at Λ0 is fixed by requiring that x±(Λ0) ∈ Γ±i
(γi and Γ
±
i are the same as in the definition of Γi). For arbitrary Λ (close to ui),
the value x±(Λ) depends on the choice of a path connecting Λ0 and Λ.
The oscillating integral JΓi can be written as:
JΓi =
∫
Γi
eft(x)/z
(
φ0 +
Qet
x2
φ∞
)
dx =
∫ −∞
ui
eΛ/zI
(0)
χ+−χ−(τ,Λ)dΛ,
where
I
(0)
χ+−χ−(τ,Λ) := I
(0)
χ (τ, x+(Λ)) − I(0)χ (τ, x−(Λ)).
For any α = c1χ+ + c2χ− we define
Γατ (Λ) = exp(f̂
α
τ (Λ)) = exp
(∑
n∈Z
I(n)α (τ,Λ)(−z)n
)
,̂
where 5
I(n)α (τ,Λ) = c1I
(n)
χ (τ, x+(Λ)) + c2I
(n)
χ (τ, x−(Λ)).
Lemma A. For Λ near the critical value ui, the following formula holds:
(4.2) Γ±(χ+−χ−)/2τ M̂ = e
(Wi+wi)/2M̂ Γ±,
where
Wi = − lim
ǫ→0
∫ ui+ǫ
Λ
{(
I
(0)
(χ+−χ−)/2
(τ, ξ), I
(0)
(χ+−χ−)/2
(τ, ξ)
)
− 1
2(ξ − ui)
}
dξ,
wi = −
∫ Λ
Λ−ui
dξ
2ξ
,
Γ± = exp
(∑
n∈Z
(−z∂Λ)n 1i±√2Λ
)
.
Proof. This is Theorem 3 from [G1]. 
The integration path in the definition of Wi is any path connecting Λ and ui + ǫ
and ǫ→ 0 in such a way that ui + ǫ→ ui along a straight segment.The integration
path in wi is the straight segment connecting Λ − ui and Λ. The branch of
√
Λ in
Γ± is determined by the straight segment between Λ− ui and Λ and the branch of√
Λ− ui. The later one is determined by the expansion:
I
(0)
(χ+−χ−)/2
(τ,Λ) =
1√
2(Λ− ui) (1i +O(Λ− u
i)).
Lemma B. The vertex operators Γ
±χ±
τ factor as follows:
Γχ±τ = e
±K Γ(χ±+χ∓)/2τ Γ
±(χ±−χ∓)/2
τ , Γ
−χ±
τ = e
±K Γ−(χ±+χ∓)/2τ Γ
∓(χ±−χ∓)/2
τ ,
5Here χ± = [x±(Λ0)] ∈ H
0(f−1t (Λ0;Z) are one point cycles and the RHS can be viewed as a
0-dimensional integral:
∫
α(Λ)
I
(n)
χ (τ, x).
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where
K = −
∫ ui
Λ
(
I
(0)
(χ+−χ−)/2
(τ, ξ), I
(0)
(χ++χ−)/2
(τ, ξ)
)
dξ.
Proof. This is Proposition 4 from [G1], section 7. 
4.3. Proof of Theorem 1.1. It is enough to show that the total ancestor potential
Aτ satisfies the HQE (1.7). Comparing with Lemma 3.3 we see that the only possible
poles of the vertex operators Γ±χτ are at x = 0,∞, x1, or x2, where xi, i = 1, 2 are
the critical points of ft(x). Thus if we want to prove that the total ancestor potential
Aτ satisfies the HQE (1.7), it is enough to show that the residue at each critical
point xi is zero.
Let us restrict x to a neighborhood of xi.Using the change Λ = ft(x), we transform
the residue at xi into a residue at the critical value ui. We have the following general
formula:
Resx=xi g(x)dx = ResΛ=ui
∑
±
g(x±(Λ))
∂x±
∂Λ
(Λ)dΛ,
where g(x) is an arbitrary function meromorphic in a neighborhood of xi.
The residue at x = xi of the 1-form in (1.7) transforms as follows:
(4.3) ResΛ=ui
{
dΛ
∑
±
e2Qe
t/(νx±)
x2± − νx± −Qet
Γχ±τ ⊗ Γ−χ±τ Aτ ⊗Aτ
}
e
m−1
ν
ΛQ−(m−1)ν0/ν ,
We will prove that the 1-form in the { }-brackets in (4.3) is analytic in Λ. In
particular this would imply that the residue (4.3) is 0.
Using Lemma A and Lemma B we get:∑
±
e2Qe
t/(νx±)
x2± − νx± −Qet
Γχ±τ ⊗ Γ−χ±τ Aτ ⊗AτdΛ = Γ(χ++χ−)/2τ ⊗ Γ−(χ++χ−)/2τ
M̂ ⊗ M̂
{∑
±
c±(τ,Λ)Γ
±
(i) ⊗ Γ∓(i)
dΛ
±√2Λ
} ∏
i=1,2
Dpt(qi)⊗
∏
i=1,2
Dpt(qi),
where the index i in Γ±
(i)
is just to emphasize that the vertex operator is acting on
the i-th factor in the product
∏
i=1,2Dpt(qi) and the coefficients c± are given by the
following formula:
(4.4) log c± = 2
Qet
νx±
− log(x± − νx± −Qet) +Wi + wi ± 2K +
∫
γ±
dξ
2ξ
,
where γ+ and γ− are two paths connecting 1 and Λ and such that
∫
γ±
dξ/(2ξ) =
±√2Λ (note that γ−1− ◦ γ+ is a simple loop around 0).
We will prove that with respect to Λ the functions c+ and c− are analytic and
coincide in a neighborhood of ui. This would finish the proof of the theorem because,
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according to A. Givental [G1], the 1-form∑
±
Γ±(i) ⊗ Γ∓(i)
dΛ
(±√2Λ)T ⊗ T
is analytic in Λ whenever T is a tau-function of the KdV hierarchy. Thanks to the
Konstevich’s theorem [Ko], Dpt is a tau-function of the KdV hierarchy, thus the
theorem follows.
Recalling the proof of Lemma 3.4, formula (3.15), we get:
2
Qet
νx±
− log(x2± − νx± −Qet) = −
∫ Λ
Λ0
(
I(0)χ±(τ, ξ), I
(0)
χ±(τ, ξ)
)
dξ + Λ/ν + C±
where the constants C± are independent of Λ (they depends only on x±(Λ0)) and
satisfy
C+ − C− = −
∮
γ′
(
I(0)χ−(τ, ξ), I
(0)
χ− (τ, ξ)
)
dξ,
where γ′ is a small loop around ui starting and ending at Λ0. Formula (4.4) trans-
forms into
log c± = lim
ǫ→0{
−
∫ Λ
Λ0
(
I(0)χ±(τ, ξ), I
(0)
χ±(τ, ξ)
)
dξ −
∫ ui+ǫ
Λ
(
I
(0)
(χ+−χ−)/2
(τ, ξ), I
(0)
(χ+−χ−)/2
(τ, ξ)
)
dξ∓
∓2
∫ ui+ǫ
Λ
(
I
(0)
(χ+−χ−)/2
(τ, ξ), I
(0)
(χ++χ−)/2
(τ, ξ)
)
dξ +∫ ui+ǫ
Λ
dξ
2(ξ − ui) −
∫ Λ
Λ−ui
dξ
2ξ
+
∫
γ±
dξ
2ξ
+
1
ν
Λ + C±
}
.
In the first integral put χ± = (χ±+χ∓)/2+(χ±−χ∓)/2. After a simple computation
we get:
log c± = −
∫ Λ
Λ0
(
I
(0)
(χ±+χ∓)/2
(τ, ξ), I
(0)
(χ±+χ∓)/2
(τ, ξ)
)
dξ +(4.5)
lim
ǫ→0
{
−
∫ ui+ǫ
Λ0
(
I
(0)
(χ+−χ−)/2
(τ, ξ), I
(0)
(χ+−χ−)/2
(τ, ξ)
)
dξ−
−2
∫ ui+ǫ
Λ0
(
I
(0)
(χ±−χ∓)/2
(τ, ξ), I
(0)
(χ±+χ∓)/2
(τ, ξ)
)
dξ +∫
γ′±
dξ
2ξ
}
+
1
ν
Λ+ C± ,
where γ′± is the composition of the paths: γ± – starting at 1 and ending at Λ, the
straight segment between Λ and Λ−ui (see the definition of wi), and the path from
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Λ−ui to ǫ obtained by translating the path between Λ and ui+ ǫ (see the definition
of Wi). Note that formula (4.5) can be written also as
log c± = −
∫ Λ
ui
(
I
(0)
(χ±+χ∓)/2
(τ, ξ), I
(0)
(χ±+χ∓)/2
(τ, ξ)
)
dξ +
lim
ǫ→0
{
−
∫ ui+ǫ
Λ0
(
I
(0)
(χ±
(τ, ξ), I
(0)
(χ±
(τ, ξ)
)
dξ +
∫
γ′±
dξ
2ξ
}
+
1
ν
Λ+ C± ,
The integral on the first line is analytic near Λ = ui, because near Λ = u
i, the
mode I
(0)
χ± expands as a Laurent series in
√
(Λ− ui) with singular term at most
1/
√
(Λ− ui). However the analytical continuation around Λ = ui transforms I(0)χ±
into I
(0)
χ∓ , hence I
(0)
χ± + I
(0)
χ± must be single-valued and in particular, it could not
have singular terms. The limit on the second line is clearly independent of Λ. The
analyticity of c± follows.
Note that
log c+ − log c− = lim
ǫ→0
{
−
∮
γǫ
(
I(0)χ−(τ, ξ), I
(0)
χ− (τ, ξ)
)
dξ +
∮
γ−1− ◦γ+
dξ
2ξ
}
,
where γǫ is a closed loop around u
i starting and ending at ui+ǫ. The second integral
is clearly ±πi (the sign depends on the orientation of the loop γ−1− ◦γ+). To compute
the first one, write χ− = (χ− − χ+)/2 + (χ− + χ+)/2 and transform the integrand
into(
I
(0)
(χ−−χ+)/2
, I
(0)
(χ−−χ+)/2
)
+ 2
(
I
(0)
(χ−−χ+)/2
, I
(0)
(χ−+χ+)/2
)
+
(
I
(0)
(χ−+χ+)/2
, I
(0)
(χ−+χ+)/2
)
.
The last term does not contribute to the integral because it is analytic in ξ. The mid-
dle one could have singular terms of the type (something analytic in ξ)/
√
ξ − ui,
however limǫ→0
∮
γǫ
of such terms is 0. Finally, the first term has an expansion of
the type (
I
(0)
(χ−−χ+)/2
, I
(0)
(χ−−χ+)/2
)
=
1
2(ξ − ui) +O(ξ − u
i)
and so it contributes only ±πi to the integral. Thus (log c+ − log c−) is an integer
multiple of 2πi, which implies that c+ = c−. The theorem is proved. 
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