We show that for graphs of bounded degree, a subset minimal elimination ordering can be determined in almost linear time.
Theorem 1 For bounded degree graphs, a minimal elimination ordering can be determined in O(n) (n) time. Here (n) is the inverse Ackemann function.
The strategy of the algorithm is as follows.
1. We divide the vertex set V of the graph into levels V 1 ; : : : ; V k of bounded size, such that we there is a minimal elimination ordering, such that with x 2 V i , y 2 V j , and i < j, we have x < y. This partition of the vertex set is also called a bounded approximation of a minimal elimination ordering. This is done in section 3 2. In section 4, we determine an elimination tree of the partition V 1 ; : : : ; V k with the nodes V 1 ; : : : ; V k in the same way as one determines an elimination 3. In section 6, we determine for each vertex v of G a subtree T v of the elimination tree. To keep a space bound of O(n), we will use a compact tree representation. 4. The elimination tree gives one enough information how to re ne the levels V i . This is done in section 7.
Notation
A graph G = (V; E) consists of a vertex set V and an edge set E. Multiple edges and loops are not allowed. The edge joining x and y is denoted by xy.
We say that x is a neighbor of y i xy 2 E. The set of neighbors of x is denoted by N(x) and is called the neighborhood. The set of neighbors of x and x is denoted by N x] and is called the closed neighborhood of x.
The degree of a vertex v is the size of its neighborhood and is denoted by d(v). The maximum degree of a graph G is denoted by .
The number of vertices of a graph G is denoted by n, and the number of its edges is denoted by m.
Trees are always directed to the root. The notion of the parent, child, ancestor, and descendent are de ned as usual.
A subgraph of (V; E) is a graph (V 0 ; E 0 ) such that V 0 V , E 0 E. We denote by n the number of vertices and by m the number of edges of G.
A graph is called chordal i each cycle of length greater than three has a chord, i.e. an edge that joins two nonconsecutive vertices of the cycle. Note that chordal graphs are exactly those graphs having a perfect elimination ordering <, i.e. for each vertex v the neighbors w > v induce a complete subgraph, i.e. they are pairwise joined by an edge 6].
Moreover, chordal graphs G = (V; E) are exactly the intersection graphs of subtrees of a tree 7, 2], i.e. there is a tree T and a collection of subtrees T v , v 2 V , such that vw 2 E if and only if T v and T w share a node. We call (T; T v ) v2V also a tree representation of G. Whenever the trees T v are represented by their leaves, we call (T; T v ) v2V a compact tree representation of G. Note that it is su cient to mention the leaves of T v , because with s and t in T v , all vertices of T on the unique path from s to t in T are also in T v .
Note that in any chordal graph, the number of maximal cliques is bounded by n and the number of pairs (x; c) such that x is in the clique c is bounded by the number of edges. This procedure computes the elimination tree and has the same time bound as union-nd. The time bound is O(n (n)).
Q.E.D.
5 Pre-Fill-in of Equivalence Classes
We determine, for each equivalence class C, the set E C of edges that are in any ll-in of an ordering that meets is compatible with V 1 ; : : : ; V n . They are just those edges xy joining two vertices in C V i that are in E or adjacent to a particular connected component of V 1 : : : V i?1 .
Let v 2 C V i and C be an equivalence class. Let vw 2 E and w 2 C 0 V j and j < i. Then C 0 is a descendent of C. Let C 00 be the child of C that is an ancestor of C 0 . We say v adj C 00 (v is adjacent with C 00 ). Proof: We can determine a preorder enumeration C 1 ; : : : ; C k of the elimination tree in linear time. We therefore get a sorting of the edges joining C with some descendent C 0 of C with respect to the number of C 0 together with the children of C in linear time. For each edge vw joining v 2 C with some descendant C 0 of C, we determine the last child C 00 coming before C 0 in the preorder enumeration, and we get as a result that v is adjacent with C 00 .
Q.E.D.
Let v and w be in C. Then 
Final Elimination Ordering Using Modi ed Lexical Search
It remains to re ne each equivalence class C. We may assume that E C is known.
In general, one nds a minimal elimination ordering using lexical breadthrst search as follows 12].
We iteratively re ne an ordered partition L 1 ; : : : ; L k as follows. 1. We select an unnumbered vertex v of the largest level and number it. We call this algorithm due to Rose, Tarjan, and Lueker, also the RTLalgorithm.
The key result for further re nement is the following.
Lemma 4 Let v belong to an ancestor equivalence class of C and let x 2 C.
Then v and x are adjacent in any ll-in of a compatible ordering if v is adjacent to a vertex y that belongs to an equivalence class C 0 that is a descendant of an adjacent child of x.
Proof: Assume that x 2 C V i . Let x be adjacent to the child C 00 of C and therefore be adjacent to the vertex z belonging to the descendant C 000 of C 00 . Let y be de ned as in the lemma. y also belongs to an equivalence class C 0 that is a descendant of C 00 . C 00 is the set of vertices of some V j , j < i The second case is equivalent to the fact that T v and T w share also C 0 . If v is not in C, but w 2 C then either vw 2 E or there is a child C 0 , such that v and w are adjacent to vertices belonging to descendants of C 0 . The second case is equivalent to the fact that T v and T w contains C 0 . If v and w are both not in C then T v and T w contain both also the parent of C.
The third statement follows directly from the construction of the edge sets E 0 C .
The fourth statement follows directly from the second statement. Q.E.D.
Lemma 6 If we determine a minimal ll-in, for each G 0 C separately, then we get a minimal ll-in of G.
Proof: We only have to show that we get a ll-in of the whole graph, i.e. that we get a chordal graph. Let T C be any tree representation of a minimal ll-in of G 0 C . Consider any edge CC 0 of the elimination tree. Note that all vertices v, such that T v passes CC 0 are pairwise adjacent in G 0 C and therefore the corresponding subtrees T 0 v in G 0 C share a node t of T C . Therefore we can link the edge CC 0 with t. When we do this, for all C and all edges CC 0 , we get a tree representation of the graph G 0 that comes up if we determine a minimal ll-in, for each G 0 C separately. Therefore G 0 is chordal.
To determine a minimal ll-in of G 0 C , we proceed as in 12]. We consider the vertices not in C as vertices with larger numbers than those in C. Since the vertices not in C are pairwise adjacent, we may assume any ordering of the vertices not in C. We may assume that the vertices v with C 6 2 Comp v are of greater number than those v with C 2 Comp v .
In detail, we proceed as follows.
1. We rst consider the vertices v, such that C 2 T v , but C 6 2 Comp v .
We call a child C 0 of C a pass through child of C if there is a T v passing C 0 and C, such that C is not in Comp v and therefore C 0 is the only child of C in T v . Such a vertex v is also called a pass through vertex of C. We determine the pass through children of all C as follows.
For each node C of the elimination tree, we determine the distance dist(C) from the root. 
Conclusions
Note that a minimal elimination ll-in can be far from a minimum ll-in. But the approach of this paper might also be helpful to improve elimination heuristics. For example, the second re nement procedure might be helpful to make an ordered vertex partition a minimal elimination ordering. Future research might go in that direction to improve this algorithm such that the resulting ordering has also good approximation properties.
The time bound that has been proved is O(n( 3 + (n)). The exponent of might be lower.
