ABSTRACT Communication is often considered as the most costly component of a wireless sensor node. As a result, a variety of technologies and protocols aim to reduce the energy consumption for the communication especially in the Internet of Things context. In order to select the best suitable technology for a given use case, a tool that allows the comparison of these options is needed. The goal of this paper is to introduce a new modular modeling framework that enables a comparison of various technologies based on analytical calculations. We chose to model the cost for a single data transfer of arbitrary application data amounts in order to provide flexibility regarding the data amount and traffic patterns. The modeling approach covers the stack traversal of application data and thus in comparison to other approaches includes the required protocol overhead directly. By applying our models to different data amounts, we are able to show tradeoffs between various technologies and enable comparisons for different scenarios. In addition, our results reveal the impact of design decisions that can help to identify future development challenges.
I. INTRODUCTION
With a growing interest in various smart systems that benefit from sensing or actuating devices being accessible via the Internet, many different networking technologies to connect the sensor nodes to the Internet have been developed and are currently under development. A large variety of technologies each designed with specific use cases in mind, makes it difficult to select the best solution for a given application or system [1] . Depending on the application requirements, one or multiple technologies can be possible candidates for the last mile communication. Last mile communication in this context refers to the wireless communication within a network from nodes in the field towards a gateway node that forwards the information into a wired network towards the Internet.
Besides criteria such as range and data rate, the cost of the transmission in terms of latency and energy units required to transfer the data amount are important factors. Transmission latency is directly coupled to the operation principles of the technology in question. To transfer arbitrary amounts of application data, it might be required to send several smaller chunks and thus adding to the overall delay. Low energy
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consumption is a traditional design goal for communication in the Internet of Things (IoT) in order to achieve long node lifetimes. However, often this is achieved by limiting or reducing the data amount to transfer as well as increasing the nodes duty-cycle an thus allowing it to sleep most of the time. If the application requirements are different as for example in [2] and [3] , these fundamental assumptions might not hold anymore rendering a technology as inappropriate for the use case.
Therefore, it is important to evaluate the technologyspecific cost for each data transfer in order to enable system designers to choose the best option for their constraints. Besides this engineering oriented point of view, such an evaluation also enables a better evaluation of protocol energy efficiency.
Several papers already discuss the suitability of different IoT communication technologies with respect to various application scenarios, e. g. [4] - [8] . However, in those application specific works, the discussions usually focus on a subset of possible technologies and selected use cases covering the traditional periodic traffic pattern only. As a result, a discussion of trade-offs between different technologies is limited. Likewise, the respective applicability of technologies to use cases with requirements that differ from the traditional assumptions remains open.
Besides that, there are few tools that allow the evaluation of various IoT communication technologies with different data amounts or traffic patterns. Simulations come to mind as the first option as they provide realistic networking conditions and energy models that are associated to the protocol operation. However, tools like OMNeT ++ [9] or ns-3 [10] only provide a subset of the relevant technologies. Especially recently developed options are missing and thus limiting possible comparisons.
Analytical models are another option to evaluate both cost metrics and several models for the various technologies have been discussed. These models are however technologyspecific and are typically developed by different groups with a variety target evaluation goals. Due to this variety, a comparison of the technologies based on multiple separately designed models becomes challenging to impossible, if the parameters and assumptions do not allow a fine tuning of the evaluation scenario. Therefore, a unified framework to evaluate various technologies based on the same assumptions is needed for a fair comparison.
One such approach was presented in [11] , where the authors model several low-rate technologies. Other technologies e. g. based on cellular communication are however not covered. Besides that, the focus is to estimate the node lifetime based on periodic traffic. While periodic traffic is common for many applications, it is not the only traffic pattern possible in the IoT context. To reduce data transfers, eventbased communication based on in-node processing could also be an option. We contribute to this by building analytical models allowing the evaluation of other traffic patterns as well.
In this paper, we present a framework to analytically estimate the delay to complete the transfer of an arbitrary application data amount as well as the energy required for this. To do this, we follow an analytical modeling approach similar to that presented in [11] . Besides the higher freedom traffic patterns, we extend their work with further possible IoT networking technologies adding especially cellular networks. Realistic energy consumption is achieved by considering both protocol specific operation and real hardware for the energy consumption.
To cover a wide set of technologies, we build the individual models based on a generic description of a single data transfer. Modeling a single data transfer enables the analysis of various traffic patterns or retransmission schemes. Based on the generic description, we classify different technologies based on their relevant operation principles. The individual models are then parameterized accordingly with technologyspecific variations where needed. This concept allows an easy extension of the framework with further models, regarding additional technologies or specific Medium Access Control (MAC) protocols.
Using our models, we performed a trade-off analysis regarding arbitrary data amounts and the resulting energy and delay cost metrics. The resulting comparison of available technologies shows some rather surprising effects that are important for application designers and system developers, in order to develop systems that are well suited for the use case at hand. Besides that, the results indicate where further development is needed to enable the full potential of versatile IoT applications, especially if other traffic patterns are applied.
The contributions of our work compared to the state of the art are the following:
• We provide a modular analytical modeling concept for a wide range of IoT communication technologies that is easy to extend with further technologies and hardware.
• We extend the existing models in [11] in several aspects. We add several additional technologies (cellular, 802.15.4g, and multiple Bluetooth Low Energy (BLE) versions). We use real hardware specifications instead of optimized average values and we support event-based traffic patterns in addition to the more traditional periodic traffic.
• Using our framework, we provide results studying the energetic cost of higher data amounts and provide insights in trade-offs between delay and energy cost metrics per technology. In addition, we show that our framework is providing results regarding comparisons of protocol operation, of different hardware options, and node lifetime. The paper is organized as follows. Before going into the details of current communication technologies for IoT applications in Section III, we briefly introduce the description of a distributed IoT system in Section II that will be used as base for the modeling. Afterwards, we review relevant communication technologies to realize the communication of the actual sensor nodes and describe the relevant criteria for the later modeling. The modeling concept as well as the implementation are described in Section IV. Before comparing the modeled technologies in Section VI, we provide information on performed model validation in Section V. Finally, the paper is concluded in Section VII. 
II. SYSTEM DESCRIPTION
An IoT system consists of several functional levels and we deal with different node types at each level as illustrated in Fig. 1 where each level is represented by several nodes. In this paper, we focus on nodes at the sensing level only. VOLUME 7, 2019 Sensing nodes are nodes deployed at the network edge performing the actual sensing task or, if appropriately equipped, actuation tasks. Depending on the deployment and communication technology, nodes of this type can act as mere data producers/consumers without taking an active part in routing or forwarding information to other nodes or represent a hybrid form between sensor node and relay performing both tasks.
In case of battery-powered or otherwise energy-constraint devices, the nodes energy consumption needs to be well understood in order to achieve guaranteed system lifetimes. Besides the actual sensing hardware, the processing effort and the communication activity are the main consumers with communication being one of the more costly components [12] . The total energy consumption of the node is therefore defined as shown in Equation (1):
where E c in Equation (1) is the energy spend for communication tasks, E s is the energy required for sensing, and E p is the energy required for processing tasks. The energy required for communication tasks (E c ) is depending on the chosen hardware and how often that hardware is used. The activity of the transceiver in turn depends on the application data amount, the protocol stack configuration, and the protocol-specific timing. In this paper, we enable the estimation of both the energy and the delay of a communication task by considering all above points.
Several options exist if communication costs in term of consumed energy are to be reduced: One is to change to a less energy hungry technology with similar performance regarding required data rates. At this point, our models are designed to enable a corresponding comparison between a range of candidates.
Another option can be to change the communication hardware to a more energy efficient version. Whether the impact of this is sufficient, is another question that can be answered by applying our models.
Finally, the amount of data to transfer can be reduced. In this case, the communication effort will be reduced due to less data and thus activity. This does however not guarantee that the overall node energy consumption is lower because some form of in-node processing of the raw data will be required to reduce the data [13] . Since we focus on modeling the communication aspects only, a direct analysis of these in-node trade-offs is not performed. Our work does however support such analyses by enabling the cost estimation for arbitrary data amounts.
III. TECHNOLOGY REVIEW AND SELECTION
Before modeling communication behavior of IoT sensing devices, we will briefly discuss and introduce potential networking technologies for different use cases. We also include an overview on further technology-specific constraints that can limit the suitability of a technology for certain use cases for further comparison and consideration when selecting an appropriate technology. Neither the discussion nor the overview will cover all networking technologies, that have been discussed in the IoT context. In this contribution, we focus on technologies for which corresponding transceiver chips are available and thus allow us to integrate more realistic power values based on the data sheets.
A. COMPARISON CRITERIA
Since we want to model a wide variety of communication technologies covering the typically available options for IoT application designers, the selection has to cover a large set of technologies. We focus on wireless communication technologies that were developed over the last years and where hardware is commercially available. Besides that, additional criteria are important to select an appropriate technology for a given use case. Before going into the details of individual technologies, we therefore introduce the most relevant criteria.
Essential characteristics to evaluate the suitability of a technology for IoT scenarios are the following: Deployment Options are mainly defined by possible communication ranges and topology options. Delay is mainly defined by four parameters: the data rate, the frame size, the access probability to the medium and the distance between nodes. Fairness is mainly depending on the applied access procedure and can have a significant impact on the delay. Scalability describes the ability of the network to handle traffic from many devices and options to increase the network if needed. Monetary Cost depends on the required investment in own infrastructure and whether a license fee has to be paid in order to access network resources from other providers. IP Support is important if all devices are to be accessible from the Internet as well. At a first glance, the data rate and possible communication range seem to be the most important factors when selecting a technology. Both criteria are highly linked to the respective physical layer (PHY) implementation of a technology. Limiting the comparison to these two parameters only is however too simple.
With respect to deployment, there are mainly two options: ad hoc and infrastructure-based communication including cellular networks. In case of ad hoc networks, no previous infrastructure is required and all nodes can talk to each other in a fully meshed topology. This provides flexible deployment options but also the need to deploy the complete system including the relaying layer. Infrastructure-based networks feature fixed gateways that control the communication in their surrounding resulting in star topologies. Here, the nodes cause interference to each other but all communication is mainly handled via the gateway. Only recent enhancements allow direct device-to-device communication of neighboring nodes.
Communication delay is another important factor, especially if real-time constraints apply. To achieve real-time 58656 VOLUME 7, 2019 constraints, some form of guarantee is needed for the transmission. Not all technologies provide this, which can result in varying delays for different packets. Besides the technology choice this also depends on the actual deployment and the network conditions in the surrounding of the node in question. Therefore, the delay for a successful transfer will also depend on the actual probability of a node to access the channel when needed as well as the probability for error-free transmissions. Since we focus on the delay to send the data out, the actual transmission delay between two nodes that is affected by the distance between these nodes, is not considered.
Ideally, all nodes should have the same fair chance to access the medium within a certain time frame. If such a fair access scheme is ensured, the delay for the medium access should be therefore evenly distributed in average. To ensure this, different medium access schemes are possible. This also applies to scheduled communication, where an entity defines the schedule for all participants.
Scalability is coupled to both the deployment options and the medium access/fairness. If the channel capacity is used up and additional nodes cannot join the network, deploying further resources using different channels is required.
When building an IoT-based system, monetary cost is an essential factor. This applies to costs for the nodes at each system level as an initial investment but also to running cost for the operation of the system. Especially, subscription fees required for mobile communication networks are relevant for the latter.
Finally, the support of Internet Portocol (IP)-based communication is important, if all nodes in the network shall be accessible via the Internet directly. Most technologies will require some form of gateway to translate the technologyspecific formats. If native IP communication is used in the last-mile context as well, further translations/conversion are however not required.
In the next section, we will discuss a wide range of technologies with respect to these criteria.
B. TECHNOLOGY REVIEW
Following the discussion in Section II regarding possible devices and communication technologies for last mile wireless communication, we discuss our selection of technologies here and attempt to cover relevant candidates from different categories. Table 1 summarizes important characteristics of the discussed technologies.
Near Field Communication (NFC) [14] and Radio Frequency Identification (RFID) are two technologies that are mentioned in the IoT context to track and identify objects [15] , [16] . Recent RFID tags also feature sensing tasks and can transfer reported sensing data to a gateway [17] . All communication is done in a point-2-point fashion with an extremely short communication range. For NFC a 6Lo-based adaptation is available to enable native IP-based communication [18] . The actual data amount for both technologies is however limited by memory available on the devices, even if the bit rates are also suitable for higher data amounts. Therefore, both technologies are not arbitrarily applicable to different scenarios and will not be considered in the modeling.
The IEEE standardized 802.15.4 family [19] is traditionally applied to Wireless Sensor Networks (WSNs). Different extensions were developed for special applications and multiple PHY variants were introduced. We focus on three variants in this work. The first is the original specification in non-beacon mode and therefore featuring Carrier Sense Multiple Access (CSMA) as medium access scheme. This variant is common for WSN deployments and provides a communication range of around 100 m [20] . As second variant, we chose Time Synchronized Channel Hopping (TSCH) medium access scheme introduced in the 802.15.4 e extension [21] for increased predictability especially in industrial environments [22] . Finally, we consider the sub-GHz PHY introduced in 802.15.4 g [23] with higher data rates and increased range. In addition to the variants standardized by the IEEE, several specialized network stacks can be running on-top of 802.15.4, including ZigBee, Z-Wave as well as Thread.
Bluetooth Low Energy (BLE) [24] is the other frequently discussed technology for short range sensor networks. Besides that, it is a popular technology available in smartphones and used to couple various devices with each other. Typically, BLE provides a star topology with one master device and several slaves connected to it. The master controls the resources assigned to slaves and their sending scheme. We chose three versions that mainly differ in the available data rate but also the support for true mesh communication. The latter was introduced with version 5 [25] . All BLE versions support higher rates than 802.15.4 making them interesting for data intensive applications. IPv6 over BLE [26] is possible and further enables the usage of BLE for IoT applications by enabling IP-based upper layer communication directly without a gateway or translation entity in-between.
In case of industrial applications more standards are relevant to connect the actual devices at the sensing level [27] , [28] . One is WirelessHART that was developed as wireless alternative to an existing wired field bus solution HART. Another one is ISA100.11a with basically the same application spectrum and purpose. Both are based on a modified version of the original 802.15.4 PHY with slight modifications and own implementations on the upper layers and especially no direct IP support. The integration into the factory automation network landscape does however limit the applicability of the technologies to industrial contexts only. Similar to the limitations for NFC/RFID, this is the reason why these technologies are not considered further.
If high data rates are required, the more traditional WSN technologies might not be ideal. To compensate this, we include two versions from the WiFi family of standards. The first is 802.11 n [29] which is the current standard used in Local Area Network deployments for example at home or in office environments. Due to this, the infrastructure in form [30] . This standard was specifically designed for IoT applications providing longer communication ranges and comparatively high data rates [31] . It also supports IPv6 communication via a 6Lo adaptation layer [18] .
Cellular communication technologies are also used in the IoT context especially if a long communication range is required. All cellular networks discussed here support packetbased data transfers and IP based communication on top of the lower layer cellular protocols. These technologies are designed with asymmetric data rates favoring the downlink (e. g. from the gateway or base station to the sensing node) instead of the uplink. This scheme efficiently supports short requests from the device and large responses from a server in the Internet as it is found in typical web applications. In the IoT context, this does however not hold as the sensors are mainly producing data and thus require more resources in the uplink. Another critical point is a comparatively high energy consumption to cover the distance to the base stations and the support of parallel users. Recent developments in cellular technologies in 4G and towards 5G leverage these effects.
Among the different cellular technologies, we consider GPRS, HSPA, and the LTE derivates Cat.4, Cat.1, and NB-Iot. Even though it is an old standard, GPRS (General Packet Radio Service) is still relevant, as many sensor applications use GSM-based (Global System for Mobile Communications) modems to send data. Besides that, GPRS is often used as comparison technology for newer options as e. g. in [32] . The same applies to HSPA (High-Speed Packet Access) that provides higher data rates [33] . LTE (Long Term Evolution) supports several device options allowing the users to select appropriate modems for their use case while still using the same network infrastructure. Besides the Cat.4 which corresponds to smartphone class of devices, there are several variants for machine type communication and the IoT. Among these, we selected Cat.1 which features a reduced data rate compared to Cat.4, but has otherwise the same capabilities with respect to voice, Cat.M1 which was specifically designed for machine-to-machine (M2M) communication, and Narrow Band IoT (NB-IoT) designed for low rate, long range IoT communications. The latter two target the typical IoT scenarios with a large number of supported devices that however only send small data amounts infrequently. NB-IoT is part of the LTE specifications (Release 13) but meant to co-exist with LTE or GSM, depending on the operational mode chosen by the maintainer of the infrastructure network [34] . As an LTE sibling, NB-IoT uses the same cellular infrastructure and supports unique PHY features with a focus on uplink transmissions from the sensor devices to the network rather than the traditional downlink direction. Cat.M1 was specified in the same release as NB-IoT and is integrated into LTE bands. In contrast to NB-IoT, it features higher PHY data rates in a symmetric distribution between up-and downlink. Cat.M1 was not modeled for now but might be added later.
Besides these mobile communication standards and the traditional ad-hoc or local area network technologies, several new technologies emerged targeting low rate, long range communications. Among those, we consider LoRa and SigFox. Both technologies target low power wide area networks (LP-WANs) with long communication ranges and represent the recent development towards infrastructure based IoT technologies besides the traditional cellular networks [35] . Another similarity of the two technologies is that they support only comparatively low data rates and long duty cycles. The transmissions typically feature a few bytes of data only. Due to this, both technologies apply custom protocols at the upper layer and are to our knowledge currently not able to support IP-based communication. IP-based communication is only supported between the gateway and other backend servers [35] .
Even if the low data rates are similarly limiting as for RFID and NFC, we add LoRa and SigFox to our modeling framework. Both are nonetheless interesting for multiple use cases and provide more interesting networking features thanks to the increased communication range. Besides that, there are attempts to use these networks also for even more challenging applications. One example is described in [36] , where the authors verify the use of LoRa for multimedia applications.
IV. ANALYTICAL IOT COMMUNICATION MODELS
In this section, we introduce our evaluation framework that allows to compare the performance of a wide range of lastmile communication technologies.
A. MODELING CONCEPT
To model the communication specific behavior of nodes at the sensing level, requires detailed knowledge on the communication technology as well as the application requirements and the environment of the node. If all aspects are to be considered for different technologies, the resulting calculations become complex. However, it is possible to simplify this considering the goal of our work.
We target models that allow us to estimate the required communication introduced delay and energy consumption of nodes in the sensing level for arbitrary application scenarios. This constraint allows us to reduce the complex network structure to a two-node-system, consisting of the sensor node under test and a receiving counterpart. Two nodes are sufficient to model the ideal communication behavior required to send out data and confirm that transfer on medium access level. Therefore, we chose to model the chosen communication technologies analytically. The required level of detail for the two nodes is however different. On the sender side, the delay to send a specific amount of data is depending on the factors mentioned in Section II and is therefore protocol and application-specific. The same is true for the energy required for the transfer, but the actual power consumption depends additionally on the desired hardware. Therefore, the model of the sensor node sending its data has to be a white box model including details with respect to both the technology in question and transceiver hardware.
On the receiver side, a simpler black box model is sufficient. The model of the receiver has to describe the protocolspecific reaction to received data in order to estimate the correct timing of the interaction between sender and receiver. Further details on transceiver hardware or the role of the receiver in the network, are not required as they do not effect the energy cost at the node under test. The same is true for potential further transfers, that might be required to reach the final destination after the initial reception of the data at the first hop. Fig. 3 depicts this basic system and general modeling idea. Reducing the system to two nodes only, leads to a system without interference from other nodes. Interference and interactions between multiple nodes at each functional level have an impact and will result in both increased delay and increased energy consumption. The increase results from a potentially reduced resource availability or repeated transmissions in case of errors. Both aspects lead to a higher transceiver activity than under ideal conditions even if we only consider the sensing node as data source.
Using the two-node-system, the estimated cost metrics will represent the minimum achievable cost regarding both energy and delay and thus the best case for a given scenario. This best case scenario provides us with valuable insights regarding the suitability of a technology for that use case and thus a tool to evaluate different design choices when selecting one or multiple communication schemes for a given application.
The white box model for the sending node follows the approach in [37] and is modeled around two principle equations. Since modern transceiver chips provide several power consumption levels depending on the current operation mode, it is crucial to estimate how much time is spent in each state. This timing is defined by the protocol operation and the amount of data to send. We chose to consider four main states: sending tx, receiving or listening rx, idle i, and sleeping s. The actual transceiver activity when completing one transfer of application data includes the sending tx, the active listening rx, an idle state when the transceiver is active but neither sending or listening, and switching times between these states. In addition the transceiver itself typically has several low power or sleep modes, that are used between subsequent transfers. Using these states, we calculate the total time it takes to send out the application data amount (further denoted as delay in this paper) in Equation (2) as the sum of the time spend in each state.
The total energy (cf. Equation (3)) is then calculated accordingly by multiplying the duration spent with the hardware specific power consumption in each state:
where d denotes the application data amount to send and hw denotes a specific transceiver. Depending on the actual protocol operation, some states are optional. In that case, the corresponding term in Equation (3) equals zero.
Using all four states, we are able to describe event-based and periodic traffic with traditional duty-cycles (cf. Fig. 2a) . We extend the duty-cycle concept in order to support arbitrary application data amounts. If the desired amount is too large for a single transmission, we model multiple subsequent transmissions based on the technology operation principles (cf. gray highlight in Fig. 2b ). Due to the subsequent transmission, longer waiting phases in between packets can occur.
This duration is modeled with the transceiver in sleep mode. Therefore, we include the term t s (d)P s (hw) into the Equations (2) and (3). TSCH is one technology where this is possible due to the scheduling.
The goal of the model is to identify how much time is spent in each state based on a given data amount and chosen technology by estimating the number of transmissions n T (d, te) at transceiver level. Before going into details about this, we will introduce our assumptions to enable analytical descriptions of the communication.
B. ASSUMPTIONS
Besides the limitation to a two-node model, we took the following additional assumptions: 1) Only data transfer modeled 2) Only single transfer modeled 3) Overhead includes IPv6 headers where applicable 4) Energy consumption based on datasheet values We model a confirmed data transfer. This means that any additional control traffic required to setup and maintain a connection is omitted from the model. Only those control messages directly related to the data transfer (acknowledgements and resource reservations) are considered. Therefore, the resulting delay represents the time required to send the data and receive a confirmation that it was received successfully.
Our model returns the metrics of one single transfer, only. Transfer here refers to one amount of application data, independent of how many actual physical transmissions are required to transfer that amount. It therefore does not support direct calculations of a nodes lifetime, which is another frequently used metric for the evaluation of IoT technologies. Such a lifetime estimation requires further constraints regarding the traffic patterns, e. g. periodic sending intervals. These constraints however limit the potential of the tool to consider multiple use cases with diverse application requirements. On the other hand, calculations of the lifetime as well as analyses of shortest sending intervals become possible based on the resulting values for delay and energy values.
It is unlikely to send application data as raw data via the communication interface directly. Usually, the firmware of a node contains a network stack implementation supporting a selection of higher layer protocols depending on the nodes memory and processing capabilities. As mentioned in Section III-A, we favor IP-based communication where possible. Therefore, we have to include corresponding header information and possible fragmentation as overhead. This means that the actual data amount transferred by the interface can be significantly higher than the raw application data due to additional control overhead. We consider this fact by integrating the overhead into the model.
In order to estimate realistic energy consumption for the data transmission, we use real transceiver hardware as a base for the energy calculations. All energy consumption values (cf. Tables 3 and 4) for different activity states of a transceiver are taken from the respective datasheet. We selected hardware that is available on the market and used for embedded applications. The latter fact can lead to reduced performance characteristics in order to save energy.
C. MODELING FRAMEWORK OVERVIEW
Several aspects are involved if the required time for an application data transfer has to be estimated, independently of the chosen technology under review. Fig. 4 shows the flow of information through the node. Besides the raw application data (1) and the transceiver hardware, the information has to traverse the network stack of the node. Part of the stack is implemented as operating system (OS) or firmware function while another part is hardware implemented. The latter typically applies to the lower layers of the Open Systems Interconnection (OSI) reference model (cf. Fig. 5 ).
Even though we only model the communication module aspects here, we have to consider the OS-related network stack functions in order to obtain the correct data amount at the transceiver (2). While traversing the network stack, each protocol layer adds additional encapsulation overhead. To model proper timing of a data transfer, the overhead introduced by the stack configuration has to be considered only at the PHY layer (3), the bit rate and operation principles define the actual duration of transceiver activity.
As a result, our model follows the data flow through the network stack and considers the package encapsulation at each layer. However, we do not model each layer separately. We simplify the models, by grouping relevant functionality instead. Fig. 5 shows this concept.
The grouping is done based on similar behavior of the technologies at each level. For example, all IP-based technologies feature the same upper layer implementation, while the adaptation layer is parameterized based on the chosen lower layer technology. The parameterization is used to describe Implementations of this component model therefore the specific operation principles at the PHY layer and the idealized medium access. Fig. 6 shows the class diagram of the framework. Each of the three main components is designed as interface defining the common behavior of the component. Derived classes implementing the interface are then used to model the unique differences. transferring one TB size data chunk per transmission interval. This version is used for all technologies based on 3GPP standardization. TDD describes a PHY where the nodes get assigned time slots to transmit their data. This model is chosen for GPRS with is modeled on the Time Division Duplex (TDD) frame structure of GSM. The design of our modeling framework allows further extension for additional technologies or other components by implementing additional variants for each main component. Additional transceiver hardware can be added similarly by parameterizing a corresponding transceiver object.
D. MODEL IMPLEMENTATION
To implement our framework, we developed MatLab functions for each of the classes defined in Fig. 6 featuring the corresponding equations to capture the fundamental operation principles of each technology. For each technology, a wrapper function takes care of the interaction between the components according to Table 2 . In all figures of the this section, we use arabic letters from (a) to (k) denote the size of individual packet components such as header, payload or tail. The actual value will be derived from the protocols at hand in each case. The code is available for download under [38] .
1) UPPER LAYER
The Upper Layer components handle the encapsulation of the application data and thus define the amount of data to be handled by the adaptation and lower layers. Fig. 7 illustrates this concept for the IP-based version featuring UPD as Transport Protocol. In case of the non-IP version, no additional overhead is added and the fragmentation is done at the lower layer. We chose UDP over TCP for the initial version of the model as it is more common for IoT applications due to the reduced overhead. The concept is however not limited to UDP and further implementations can be added easily. Adding TCP is therefore possible and might be implemented in the future.
In Figure 7 (a) denotes the UDP header udp he size and (b) the corresponding payload. We chose the UDP payload size so that one UDP packet fits into the payload of a maximumsized IP packet (e). The Maximum Transmission Unit (MTU) of an IPv6 packet ip mtu is set as parameter in each model according to the defined standards. It defines the maximum size of a packet including the full IPv6 header ip he (d) information. As a result, the maximum payload of a UDP and IP packet (cf. Equation (4)) is therefore defined based on the MTU and the header information:
Based on this payload value, the number of full-sized IP packets n ip (d) and an optional final packet with a shorter payload (c and f) is calculated. This information is then provided to the component below.
2) ADAPTATION LAYER
Regarding the Adaptation Layer component, two subclasses are currently implemented: one for 6Lo and one for 3GPP defined PDCP and RLC layer combination as discussed above. In case of the 6Lo model, all technology-dependent header and payload sizes are provided as input values to the function, allowing flexible configuration. The parameters are taken from the overview on different 6Lo variants provided in [18] . The model itself is built as follows. In traditional sensor networks, IPv6 packets have to be fragmented again in order to fit into comparatively small packets at the MAC level. 6Lo was introduced to do this and is now standardized for multiple underlying technologies [18] . Fig. 8 illustrates the concepts supported by our model. Based on the IP packet information (size and number of packets) from the Upper Layer component, the number of frames at the MAC level is calculated. 6Lo allows to compress the IP header (a) to by removing all redundant information. As a result the header becomes smaller (c). We modeled this feature as optional, as some implementations do not support full header compression [39] . This allows us to estimate the energy consumption for different real implementations as well.
The next step is the segmentation of the IP packet into smaller fragments. (d,f) denote the individual header 6lo he,te of each fragment. The size of the first header can be different than that of subsequent fragments [18] . Since the total fragment size is restricted by the maximum payload size of the MAC frame (i), the fragment payload f pl,te varies as well. Four cases are possible: 1) the first maximum-sized fragment (cf. Equation (5)) , 2) all subsequent maximum-sized fragments (cf. Equation (5)) , 3) the final shorter fragment of each full-sized IP packet 6lo pl,l,te (cf. Equation (6)) , and 4) the final fragment of the final shorter IP packet 6lo pl,f ,te (cf. Equation (7)). This distinction is required to calculate the duration spend in the tx state.
These cases have to be handled separately, as they result in differently sized MAC frames. Equations 5 to 7 give the corresponding fragment sizes that can occur. 6lo pl,m,te = f pl,te − 6lo he,te (5) 6lo pl,l,te = ip mtu mod f pl,te (6) 
Besides the size of each fragment type, also the number of fragments per type is required for the timing calculations. The number of full fragments (cf. Equation (10)) is calculated based on the IP MTU and the Lower Layer frame size (cf. Equations (8) and (9)).
The result of Equation (10) accounts for all maximum sized fragments of IP packets with MTU size and all maximum sized fragments of the final, potentially smaller, IP packet.
Correspondingly, n ip (d) − 1 fragments with a size according to Equation (6) and one fragment with the finally remaining data amount according to Equation (7) are required to transfer the complete arbitrary application data amount. The total number of fragments and thus transmissions is therefore calculated as shown in Equation (11):
Information on how many fragments of each type exist and what their actual size is, is than handed to the lower layer component to calculate additional MAC/PHY overhead as well as the delay due to medium access.
The Radio Link Control model works similar in principle, starting at the Packet Data Convergence Protocol (PDCP) layer in order to obtain the number of Transport Blocks required to transfer the data amount from the upper layer following the data flow described in [33] and [40] .
In cellular networks up to the 4 generation, two protocols are used between IP and the actual MAC layers. These protocols are modeled as adaptation layer component with the details shown in Fig. 9 . When traversing the stack from IP downwards, the packet is first processed by PDCP. This protocol is responsible for header compression as well as several other functions for the connection control [40] . The later functions are not considered here. PDCP reduces the size of the IP header from (a) to (c) and adds its own header (d) to each packet. The payload size (b) remains the same at this point and forms the PDCP packet payload pdcp pl (cf. Equation (12)) together with the compressed header ip he,comp .
The second protocol is the RLC protocol. It is able to concatenate and fragment PDCP packets in order to provide maximum-sized payload (i) Transport Blocks. To ensure this, padding (k) is used to fill up the final packet, if needed. RLC adds its own header information (e) to each newly generated packet, too.
Similar to the 6Lo Adaptation Layer component, the size and number of the different fragment types has to be calculated. Since the combination of two protocols results in data reduction followed by data expansion, this is done in a two step process. First, we calculate the amount of data after the PDCP processing according to Equation (13) including all headers. Afterwards, we perform the segmentation of that amount at RLC level to obtain the number of MAC frames n rlc,t (d) based on Equation (14) .
For the first step, we use the number of full sized IP packets n ip (d) and the size of the final IP packet ip pl,f as provided by the upper layer component:
Each IP packet results in one PDCP packet, with the difference in size for the final IP packet, if that has a smaller size ip pl,f . The second step is based on the maximum size of payload mac pl that can be transported by the lower layer (i). This values defines the fragment size at the RLC layer. Each fragment gets an RLC header rlc he (e). Since padding (k) is used on the MAC layer to fill up any final shorter fragment (g), we can use the ceiling operation in this case to obtain the number of lower layer transmissions n rlc (d).
Here, we use the accumulated data at the PDCP layer that is required to transfer the given application data amount according to Equation (13) as input value. The amount is then divided by the payload available at RLC in order to obtain the number of transmissions required. This information is then handed to the lower layer component for actual transportation.
3) LOWER LAYER
Each Lower Layer component covers the MAC and PHY layers of the OSI reference model of a chosen technology. These two layers are traditionally covered by the respective standardization documents of that technology. Our modeling approach follows the behavior in the standards for both encapsulation and medium access. Therefore, we require one function per technology. We did however group the functionality into four general schemes, covering common operation principles. Due to this, the PHY management is quite similar for all representatives of each class except for the technology-dependent parameters, that are modeled as constants at this level. For each version, we also include PHY and MAC overhead per transmission. Therefore, our model covers the total overhead throughout the stack more realistically than for example the models described in [11] .
In order to calculate the actual timing and energy consumption of a transceiver, the data amount and the required number of transmissions at the PHY layer are however not enough. What is missing are delays introduced by technology-specific medium access schemes. Therefore, we include specific variants for each technology covering its characteristic medium access as defined in Table 1 . The modeling of that follows the standardized access schemes and is not repeated here.
Packet-based as well as symbol-based models use the MAC frame size according to Table 1 as the base unit. In case of packet-based transmissions, the lower layer takes the information on size and number of fragments from an level above and uses that to encapsulate the data into MAC frames. For each frame MAC overhead in form of header (a) and tail (c) is added to the payload (b) before it is handed down to the PHY layer, which adds additional overhead (d). Fig. 10 shows this. To obtain the timing information, we calculate the 58664 VOLUME 7, 2019 number of transmissions for each frame size by considering the PHY data rate including all overhead.
For symbol-based transmissions, we calculate the number of symbols required to represent the frame information including overhead and use the symbol duration to evaluate the timing. The data is encapsulated into corresponding MAC frames first containing a header (a) and the actual payload from the upper layer (b and c). Similar to the packet-based approach, a PHY preamble is sent before the actual frame. The preamble (d) and the payload (e,f) are symbol representations. Fig. 11 illustrates this. The standard documents contain information on how to calculate the number of symbols for a given data amount at the MAC level. In addition, they provide equations to calculate the transmission time required for a number of data symbols as well as any control packets that might be needed to provide a confirmed transmission service. These equations are specific for each technology.
In some cases, the MAC layer contains several aggregation mechanisms as for example for the WiFi standards. This information is considered in the model as well, adding further intermediate steps to the encapsulation.
The TDD model is used to describe GPRS since it follows the timeslotted medium access of GSM. We assume that the sensing node is provided with 5 time slots per GSM frame using two of them for uplink communication. Based on this assumption and the GSM frame structure, we are able to calculate the timing for a given amount of time slots.
To obtain this number, we have to consider the encapsulation between the IP-based Upper Layer and the slot capacity. Fig. 12 shows the encapsulation scheme. The IP packet is fragmented into RLC blocks with a maximum-sized payloads (d) and a potentially shorter final fragment (e). One RLC block including the header (c) is transferred in four slots (f) including all overhead. Even if a packet is shorter than the maximum capacity of the slot, the transceiver stays active for that duration.
More recent cellular technologies are not using the time slot concept but a more flexible resource allocation where a variable length TB is transferred during a Transmission Time Interval (TTI) [33] . The size of the TB corresponds to the current resources allocated to the node by the base station and is depending on current channel conditions as well as cell status. In our model with two nodes, we assume a best case scenario resulting in maximum sized TBs per technology for the given node and enough resources for subsequent data packets if required.
In order to obtain the number of TBs, we consider the encapsulation. We use the TB size (e) as base parameter to define the maximum size of a MAC frame, including header (a), payload (b, c) and potential padding (d). Padding is used at the MAC layer to fill up shorter frames. Fig. 13 visualizes the encapsulation scheme. Each TB is secured with a checksum (f) at the PHY and is transferred according to the resource assignment in a TTI. We calculate the timing for the complete data transmission based on the number of TBs and the TTI duration.
4) TRANSCEIVER MODEL
To obtain a realistic energy consumption, we used voltage and current values reported in the datasheets of transceiver hardware. We chose this approach over measurements to provide a fair comparison between many technologies. It is however possible to replace the datasheet values with actual measurement results for the corresponding activity states. In the following, we introduce the chips and their consumption values that we use throughout the remaining evaluation. Table 3 lists the transceivers for ad hoc technologies. We chose a sleep mode where the chip is running one timer and uses memory retention to ensure that the nodes can wake up without requiring an external trigger.
Another important point to note is that two transceivers are capable to run both 802.15.4 and BLE. The category in the table corresponds to the technology that we use for the comparisons in Section VI. However, the models support the analysis of both technologies in this case. Table 4 lists the corresponding parameters for the cellular transceivers. In this case, several transceivers do not distinguish current consumption for transmit and receive modes. Therefore, we only list the combined value when the transceiver is active. The sleep current in this case has the VOLUME 7, 2019 same definition as in Table 3 for NB-IoT, LoRa, and SigFox. For the other transceivers this corresponds to the idle mode, where the node is still connected to the network.
Transceivers for the IoT-specific technologies NB-IoT (Cat.NB1), LoRa, and SigFox provide distinct values for each state. Especially the latter two technologies reach low current consumption for all states. The values are however still higher than those of recently developed transceivers for ad-hoc technologies.
V. MODEL VALIDATION
In this section, we describe how we validated our approach. As mentioned before, there are three general options to analyze the performance of a given technology. These can also be used to validate our approach. However, the limitations that lead to the development of this tool have to be considered during validations as well. To justify the approach, we therefore use a combination of options. 
A. THROUGHPUT ANALYSIS
As a first evaluation, we estimated the achievable application data throughput of each model. Our model estimates the cost in terms of delay for a single data transfer of a given amount of application data and includes all waiting times and repetitions as required by the technology under test. To calculate the throughput, we divide the input data amount by the delay required for the transfer as calculated by our models. Since we model UDP and IP overhead as well as technologies specific timing constraints, we expect that the calculated throughput stays below the nominal data rate of each technology as described in Table 1 . Fig. 14 shows the calculated throughput of a single transfer of application data in the range from 1 Byte to 1 MByte. We chose large amounts to illustrate the convergence of the throughput to the link capacity as well as to illustrate the impact of higher data amounts on the transfer in general. Details on delay and energy costs are discussed in the following section.
For better readability the technologies are grouped based on their average communication range. Based on the values in Table 1 , we define all technologies with ranges smaller than 300 m as short range, technologies with ranges over 1 km as long range, and all technologies between these as medium range. The observed fluctuations result from fragmentation and consequently different transmission unit sizes. Whenever an additional transmission is required, the overhead increases and therefore the throughput decreases.
As expected, the throughput values stay below the expected throughput of the technologies and show a saturation towards the link capacity. However, this throughput analysis contains some surprising results too. First, the performance of TSCH does not follow the general trend. Instead, it decreases significantly with increased data amounts. The reason for this is the scheduling scheme used. We model TSCH with a default slot frame length of 101 slots of 10 ms and one assigned slot per node [42] . As a result, transfers that require multiple slots, get delayed disproportionally leading to the observed throughput performance.
Second, the performance of SigFox shows a significant drop and stays low afterwards. The drop happens as soon as more than one transmission is required to send the data amount from the application layer. Due to the strict timing regulations for SigFox, each additional packet requires a significant waiting time required for a 1% duty-cycle. This leads to the very low throughput.
B. COMPARISON TO MEASUREMENTS
To evaluate the delay calculations, we performed measurements with different UDP payloads 802.15.4. We used two OpenMotes [43] programmed with an adapted version of the gnrc_example of RIOT [44] , [45] in order to send arbitrary application data amounts over UDP and 6LoWPAN. The stack was configured to support a maximum size of 1232 Byte at the 6LoWPAN layer corresponding to one IPv6 packet. Larger data amounts are fragmented manually in the application. The delay was measured in software, by generating timestamps after each sending event.
Using this setup to send and receive data between the two 802.15.4 devices. The results vary by 5 to 8% between measurement and estimation using our model for cases where more than one frame is required to transfer the application data. The difference is bigger for smaller data amounts, where the measurement shows higher values.
C. COMPARISON WITH LITERATURE
Finally, we can compare out results to previously reported performance of the technologies in the literature. This is especially possible for the energy consumption, because many different works target either energy modeling or characterization of various technologies. Most other approaches focus on node and on network lifetimes while we model a single data transfer in order to provide some flexibility regarding possible traffic patterns.. Therefore, some additional calculations are required for a comparison of node lifetime. This includes the number of transfers and the duration spent duty-cycling between subsequent transmission events. Fig. 15 shows such an example comparison using our models to predict the energy consumption for periodic data transfers. The sending interval is set to 1 s and the data amount is varied. Otherwise, we assume the same energy model and setup as described in [11] featuring an initial energy amount of 13.5 kJ and a cutoff voltage at 10% of that energy.
As a constraint, we only considered technologies that are able to complete a single data transfer within 10 ms. Due to this, LoRa, NB-IoT and SigFox are not part of the comparison and some of the technologies are not able to cover the complete range of possible data amounts. We use the sleep mode (cf. Tables 3 and 4) of each transceiver to model periods of inactivity. This results in an optimistic estimation, because additional transceiver activity might be required to remain connected to the network [12] . Therefore, we expect real world lifetimes to be below our estimation.
When comparing our results to those reported in [11] , we can observe that our model reports overall shorter node lifetimes while the general behavior stays the same. This difference results from a different approach regarding the hardware parameters. Morin et al. [11] use several actual transceivers and select minimal values for each transceiver state from the list instead of using values from a single chip. Therefore, their lifetime calculations are based on idealized minimal consumption values which result in longer system lifetime. This is however misleading as the variance between different hardware for the same technology is quite high as shown in Table 3 . The lifetime results already show that cellular technologies have a high cost, due to energy hungry transceivers (cf. Table 4 ). More details on how this affects single transfer comparison are provided in the next section.
Apart from the node lifetime, other parameters can be used for comparisons as well. Del Carpio et al. [46] report a singlehop delay for 802.15.4 of 5 ms for a payload at MAC layer of 120 Byte. When adapting the application payload by reducing the payload introduced by UDP, IPv6 and 6LoWPAN, our model reports 4.35 ms. In the same work, 802.11ah and BLE 4.2 are compared, both are reported with a delay of approx. 4 ms. Our model returns 3 ms for 802.11ah and 2 ms for BLE. The difference results from our assumption to VOLUME 7, 2019 consider only the data transfer and not preceding connection setups.
Regarding BLE, Spörk et al. [47] provide measurement results for uplink packet duration and energy consumption for a transmission of 27 Byte fragments. Calculating the total delay for a single transfer based on their input parameters and using the fragmentation required for IPv6 over BLE, we are able to reproduce the same results. Morin et al. [11] report a delay of 6.42 s for a 12 Byte SigFox frame. The same value is reported by our tool. The performance of LoRa was analyzed in [48] . According to that work, it takes 1.45 s to send a LoRa frame with 20 Byte payload that is sent with SF = 12, which matches exactly the value from our model. For NB-IoT and GPRS the time-on-air per 10 Byte packet is reported in [32] . The time-on-air corresponds to the delay estimated by our model within 5% of the originally reported value.
VI. COMMUNICATION COST TRADE-OFFS
In order to evaluate the cost trade-off for different communication technologies, we performed several comparisons using our tool. The following results present the operation of the tool and show how is can be used to evaluate the delay/energy trade-off between different aspects relevant for the selection of suitable IoT communication technologies. If not noted otherwise, the energy values represent the chip with the lowest power consumption.
A. PROTOCOL DESIGN IMPACT
In this subsection, we will show how our models can be used to compare protocol design specific aspects of different technologies. As examples, we use the 6Lo header compression, acknowledgement schemes in SigFox and a comparison of different BLE versions.
1) 6LO HEADER COMPRESSION
The 6Lo specification includes IP header compression as an option to reduce the overhead due to header information [49] . This overhead can be quite significant, especially for small data amounts.
We added a feature into the 6Lo adaptation layer that allows to select, whether this compression is used or not. As an example, we run the models for BLE 5 and 802.15.4. Fig. 16 shows the comparison.
As expected, the header compression shows the most benefit for small packets with a few bytes or cases where the data is fragmented into few packets with a small final fragment. For higher application data amounts, the impact becomes smaller.
This result is expected, as it shows the defined behavior of the header compression option. However, even if it is specified, it does not mean that it is actually implemented in any case. For example in [50] , Lenders report that RIOT does not support header compression currently, resulting in higher overhead and thus higher energy consumption. Our results clearly show, that this feature can help save energy and should be part of the software stack of constraint nodes. In contrast to other models that include the higher layers, we provide the option to choose between both configurations and thus enable the cost estimation for given implementations. This allows a more realistic overhead for 6LoWPAN based technologies.
2) SIGFOX ACKNOWLEDGEMENT SCHEMES
Due to its limited downlink capacity, SigFox [51] does not support acknowledgements for every uplink packet. If the transfer should still be confirmed, other schemes are needed. We modeled SigFox in a way that allows to use either no acknowledgement at all (this was also used for the evaluation in Fig. 14) or to use one final acknowledgement after the last uplink packet. Fig. 17 shows the comparison of both schemes, this time with a reduced range for the application data to transfer. Both schemes show a sudden increase in delay as soon as more than one packet has to be used due to the dutycycle constraint, introducing long waiting times between subsequent packets. The jump is however not visible in the energy consumption, because we modeled the chip in a lowpower sleep state during the waiting time. The usage of 58668 VOLUME 7, 2019 an acknowledgement does however introduce a significant offset in the delay. In order to receive a downlink message, a SigFox transceiver has to wait for 20 s before receiving the acknowledgement. This corresponds to the standard and the measurements in [52] . Again the energy cost for the scheme shows no significant difference due to the usage of the low power mode for the waiting time.
Whether an acknowledgement is needed, has to be carefully assessed in SigFox networks. Besides the delay offset, the protocol operation does only support 8 downlink packets per day [52] limiting the availability further, even if only a final packet is to be confirmed. Acknowledgements are however a well-known protocol mechanism to minimize data loss/corruption during transmissions and could be used also to manage in-node memory (e. g. to free memory of successfully transfered data). If the application is fine with the additional offset, such a scheme might be good choice as the energy cost remains similar to a node without acknowledgements. To our knowledge this is the first model of SigFox covering the impact of a confirmed data transmission using acknowledgements.
3) COMPARISON OF BLE VERSIONS
The final protocol related comparison in this paper shows a comparison of three BLE versions 4.0, 4.2, and 5 based on their respective characteristics in Table 1 . Versions 4.0 and 4.1 share the same characteristics and are described using one model. The same is true for versions 4.2 and 5 if the latter is operated on top of a 1 Mbit/s PHY layer. Delay values are therefore the same between these versions, while hardware specific energy consumption varies depending on the selected hardware. . 18 shows the comparison of the three BLE model variants. For each variant, we chose a chip supporting the base version of the models (e. g.the nrf51822 for BLE 4.0, the kw41z for BLE 4.2, and the da14585 for BLE 5). As expected, the version with the highest data rate also shows the lowest delay. That this version is also the one with the lowest energy consumption in this test is due to the fact, that the whole transfer simply is completed in less time thanks to the increased speed of the 2 Mbit/s PHY option in BLE 5. Besides that, in parallel to the evolution of the BLE versions, there has been a parallel development towards more energy efficient chips. Both aspects together lead to an increased efficiency for the transfers.
Our results show that there is a significant difference between the BLE versions in terms of delay and energy. The delay is a result of enhanced frame size and faster PHY of newer BLE versions. The reduced transmission durations also decrease the energy consumption since the transceiver is active for shorter durations. This effect is further increased by advances in the transceiver energy consumption for newer transceivers resulting in lower per state consumption.
Our models enable the comparison of all three versions, taking into account that currently available nodes can feature hardware supporting any of the discussed versions. In contrast, Morin et al. [11] focus on one version only but model multiple schemes for that. However, corresponding extensions of our framework to cover further operation modes are possible.
B. HARDWARE IMPACT ON ENERGY COST
Since the hardware is modeled as a separate class, it is possible to add multiple transceiver chips per technology and perform a comparison of hardware specific costs. In Fig. 19 , we present an example comparison between five chips for 802.15.4 as listed in Table 3 . The delay is not shown in this figure, because the protocol operation is considered the same in all cases. By using different transceivers, we are able to visualize the trend towards more energy-efficient transceivers over the past years. The chip with the worst performance was developed 2007, while the best two were introduced 2016. The difference between the best and worst hardware is a factor four in this case.
In addition, our result shows that the chip selection is an important criterion for the selection of suitable IoT Our tool supports this selection process by enabling an easy integration of further hardware for all technologies. Moreover, the results show that the values from a given hardware can differ quite significantly and therefore the usage of artificially optimized hardware as it is used in [11] should be discouraged. Instead, the realism of the model can be enhanced further by integrating measurement results for each transceiver state instead of the ideal datasheet values. Using this approach, the models can be used to predict the cost for a given real-world node.
C. COMPARISON OF TECHNOLOGIES
Next, we present a comparison between all supported technologies. This type of comparison enables an assessment of the suitability of different technologies for a given IoT scenario and the wide range of supported technologies sets our approach apart from previous studies. We use the range classification as mentioned in Section V-A mainly to enhance the visibility of the performance. Fig. 20 shows the delay and energy metrics for a single transfer of application data in the range from 1 Byte to 1 MByte.
When comparing the technologies, there are several points that are interesting especially if the goal is to select suitable technologies for a certain use case. These points show the trade-off decisions that have to be analyzed and assessed to choose a technology. At the same time, these points can lead to future research questions.
We start with a comparison of the short range technologies. As already discussed before, the delay introduced due to the default scheduling in TSCH is not scaling well with the data amount. The effect is not visible in the energy consumption, because the node is in sleep mode in all but its assigned slot. However, TSCH consumes slightly more energy than the traditional 802.15.4 version on the same hardware. This results from a higher activity within each time slot as compared to the 802.15.4 CSMA-based operation, at least under our ideal case. In non-ideal cases where multiple nodes compete for the medium leading to collisions this higher cost per slot will not have a significant impact. The schedule in TSCH with exclusively assigned slots then reduces the need for retransmissions and ensures a predictable delay. At the same time, the delay for CSMA-based 802.15.4 becomes unpredictable due to possible backoff times and retransmissions.
When comparing traditional 802.15.4 with the other technologies, it becomes obvious that its performance is very close to that of BLE 4.0. Both technologies were introduced nearly in parallel and have been developed further since they were first introduced. The BLE 5 however outperforms all 802.15.4 versions we considered here, due to the focus on enhanced data rates.
Besides these traditional short range WSN technologies, we added 802.11n into this category even if it is typically not mentioned in the context of small and low-power IoT devices. Our results show a reason for that clearly. 802.11n provides the lowest delay but the energy is comparatively high due to higher transceiver power consumption (cf. Table 3 ). This is a disadvantage especially for small data amounts that are common for traditional sensor nodes. As the application data amount increases to about 1 kByte, we observe an enhanced energy efficiency leading to the second best overall results. Therefore, WiFi has its right in this selection and might be an interesting candidate for devices that anyhow require more energy.
We modeled only two technologies for the medium range. In this case, 802.11ah clearly outperforms the 802.15.4g due to its higher PHY data rate (MCS 4) of 40 Mbit/s compared to 800 kbit/s. However, the evaluation for 802.11ah is done based on consumption values reported in [41] as datasheets for commercial chips were not available at the time writing this article. The energy consumption here has to be adjusted for real hardware.
Finally, we compare the long range technologies. As previously discussed, SigFox shows the worst performance of all technologies in terms of delay and energy consumption. While this was expected for higher data amounts, the high cost for small amounts of application data that can be transported within one SigFox transmission was surprising. SigFox has the highest energy consumption per transfer, even though the transceiver power consumption is in the range of older 802.15.4/BLE transceivers. The reason for this is the protocol operation of SigFox. In order to ensure some 58670 VOLUME 7, 2019 reliability without acknowledgements, SigFox repeats each packet several times, resulting in the highest transmission delay for a single packet. With a delay for a single transmission of over 6 s the transceiver is active for a much longer time, resulting in the observed behavior.
Besides SigFox, the other two technologies that were specifically designed for IoT purposes have a relatively high delay and high energy consumption per transfer, too. This results mainly from low PHY data rates that increase the transmission delay and transceiver activity durations. In comparison to the short and medium range technologies, the three technologies have the advantage of the increased communication range. Compared to other long-range technologies, the improvements related to required overhead and powersaving mechanisms when nodes do not actively transmit should be beneficial but are not covered here.
While GPRS is the oldest technology in our comparison, the performance per transfer ends up in a medium range also explaining, why these modems are still popular for embedded solutions. Finally, the two LTE variants show the best performance here due to the increased PHY data rates that allow a fast completion of a data transfer. This is however only the case for larger data amounts. In case of small data amounts that correspond to the traditional sensor model, these technologies show a constant delay offset. The offset corresponds to one TTI interval that is the minimal transmission unit in LTE systems.
Next, we add another comparison considering the best technologies from each class against each other in order to see more trade-offs. Fig. 21 shows the corresponding diagrams for the technologies with the lowest delay (21a), the lowest energy consumption (21b), and the ones with the best combination of both metrics (21c) from each group.
When comparing the technologies with the lowest delay, all technologies stay below 10 ms for small data amounts. For higher data amounts, the technologies with high data rates show the expected advantage. LTE Cat.4 and 802.11n show a similar performance for higher data amounts but energy wise 802.11n is in advantage due to a much smaller power consumption of the transceiver (cf. Tables 3 and 4) . Regarding the energy, 802.11ah is able to outperform both technologies for small data amounts.
When looking at the technologies with the best energy efficiency, the selection is different. Instead of 802.11n we now see BLE 5 from the short range technologies and HSPA from the long range technologies. Both have a reduced data rate compared to the respective technology with the shortest delay. HSPA shows a small improvement compared to LTE Cat.4 while requiring longer delay to complete the transfer due to a longer TTI.
As a result, we compare the BLE 5 and 802.11n in Fig. 21c as the two most efficient technologies. Here again, we observe the advantage of the higher data rate for 802.11n and the higher energy efficiency of BLE 5. However, depending on the use case, this plot shows that the increased delay of BLE 5 is compensated by a lower energy consumption for small data amounts while for larger data amounts 802.11n is preferred due to the lower delay at a similar energy consumption.
D. IMPACT OF TRAFFIC PATTERNS
One idea behind our models is to enable the evaluation of different traffic patterns other than the traditional periodic traffic. In this section, we introduce a case study showcasing this feature. If an application requires the sensor node to communicate data when certain criteria are met only, the actual transmissions are not periodic but rather eventbased. We chose to model this, by using a Poisson arrival process. This allows us to generate randomly distributed events, that still follow a certain average arrival rate.
In our example, we use both a periodic sending strategy and two examples drawn from a Poisson process with the same average arrival rate. The arrival rate captures a scenario were in average 1 sample per hour is transfered. Fig. 22 shows the timely distribution of 100 generated events per traffic pattern.
The Poisson process results in a variation of the arrival times of subsequent events. This has two implications. At a given point in time, e.g. after two days, the number of events can be lower (green) or higher (blue) than for the periodic process. Besides that, the total duration to complete the 100 events differs as well.
We sampled the Poisson values ensuring that at least one transmission of a given data amount can be completed within the minimum inter arrival time of the samples at hand. Based on that, we then calculated the accumulated energy consumption for the most energy efficient BLE 4.0 transceiver for three different constant data amounts per transmission for each traffic pattern. Similar to the lifetime estimation in Fig. 15 , we use the sleep mode of the transceiver to calculate the energy consumption between the individual transmissions. Fig. 23 shows the corresponding results. The energy consumption follows the event distribution in all cases, as expected. As a result, we observe the same variations as for the event distribution itself. On one hand, a given number of events can consume more or less energy depending on the timely context and on the other hand, a different number of events can be handled with a certain energy budget.
By using or models for single data transfers and additional calculations for the event generation were are able to analyze both questions for a given technology. Besides that, our approach enables the evaluation of scenarios where the data amount in such an event-based scheme is not constant, e.g. is the sensing is periodic but the communication is not and data gets accumulated as well. In such cases, the call to the functions is executed with the respective data amount when the event takes place. These use cases are more realistic regarding the traffic and transceiver activity compared to traditional analytical models.
E. IMPACT OF MULTIPLE NODES
Finally, we would like to address more complex scenarios as described in Section II. There, we stated that in a distributed IoT system, nodes at the sensing level can have several roles/tasks depending on the actual deployment. Possible roles include the traditional sensor that produces data and sends this towards a sink but also hybrid forms, where the node acts as relay for other nodes in its surrounding. In both cases, the simplified two-node model we propose in this work covers only a limited extend of possible interactions, as traffic from further neighboring nodes is not considered.
Depending on the medium access scheme at hand, traffic from neighboring nodes can however increase the latency if the channel is busy or resources get distributed between multiple nodes. In addition, collisions between packets can occur triggering retransmissions that consume additional time and energy. While these aspects are not covered in our models directly, we are still able to perform some analyses regarding a common collision domain for neighboring nodes.
Especially, if nodes do not send their data at the same time, we can estimate how many nodes can use a common collision domain (e.g. in a star topology talking to a common relay) without overlapping each others transmissions for a given data amount. This gives insights on the minimum required sending interval as well as the maximum data amount at application layer to achieve this. Similarly, we can analyze the traffic patterns of relay nodes that are part of the last mile network, e.g. in all ad-hoc style networks. This requires the energy to receive and forward data from all child nodes and that requires to optionally send the data from the relay as well, if it follows a hybrid approach. Since we model an individual data transfer, retransmissions are only possible if they are triggered from the application. Any automatic lower layer retransmissions to recover from transmission errors is however not covered, leading to an overestimation of the required time and energy consumption for retransmissions. However, adding a certain error percentage to the transmissions as done in [11] is possible.
Using these approaches, we are also able to cover other use cases than just the simple two node case and provide more flexibility to the analysis of energy cost at node-level depending on the actual role of the node in the network. This sets our work apart from other analytical models while not achieving the flexibility of simulations. As a comparison framework, that provides more technologies than previously covered, it is however a valuable intermediate tool between both worlds.
VII. CONCLUSIONS
In this paper, we presented our approach to estimate delay and energy consumption of a single data transfer covering a wide range of IoT last mile communication technologies. All models together provide a valuable tool for both the system design and the research and development of new communication standards. The modular design allows the integration of further technologies or other configurations.
Based on the presented example comparisons, we showed that our models provide a useful tool that allows to estimate both delay and energy consumption for the included technologies. Using this tool, trade-offs between delay and energy can be analyzed. This is not limited to the comparison between technologies. Comparisons between different hardware and operation options are also possible.
The per transfer modeling allows more flexibility than traditional models that focus on periodic traffic only. Using additional wrapper functions on top of the current implementation allows estimations for various traffic patterns that become more relevant for preprocessing or event-based sensing applications. As such, it provides valuable insights on energy-efficient communication required for various application fields.
As future work, we plan to apply the models to several specific IoT scenarios and use cases in order to identify a set of suitable technologies. In addition, we plan to evaluate the impact of protocol introduced overhead and retransmission schemes on the communication cost. Finally, further extensions of the models are planned. These include among others the introduction of non-ideal transmission scenarios and packet error probabilities as well as extensions considering collision domains for those technologies applicable. As alternatives to the current stack setup, we plan to add further protocols as for example TCP. 
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