Abstract. We show which Lorentz spaces are isomorphic to subspaces of Lx and which are not.
The class of subspaces of L1 is known to be quite big. Even if one considers only symmetric subspaces of L1, i.e. subspaces that have symmetric basis or that are isomorphic to a rearrangement invariant function space, one finds that the class is quite rich.
It can be shown that those spaces are isomorphic to averages of Orlicz spaces [3, 11] . It was first believed that those spaces are in fact just Orlicz spaces [1] . Examples were given that this is not the case [3] . These examples have an abstract nature. Therefore our paper serves two purposes. On one hand it decides the natural question, which Lorentz spaces embed into L and on the other hand it gives some examples of spaces that show up naturally in functional analysis and that are symmetric subspaces of L though they are not Orlicz spaces.
In particular we show that the Lorentz spaces Lp '" embed into L if and only if I < q < p <2 or p = q = 2 .
We would like to mention that infinite-dimensional versions of the Orlicz spaces that we use in our standard embedding were already used in [6] for some other purpose. This type of space was first studied by Rosenthal [12] .
In § 1 we state the theorem and derive some corollaries. Also we present some propositions from which the theorem follows. The propositions are proved in the following section.
Preliminaries
A basis {e¡}"=x of a normed space is C-symmetric if we have for all signs e, = ± 1, x,■ e R, and all permutations n Í2xiei í=i <C 
Ë«,Wî i=i
The Banach-Mazur distance of two Banach spaces E and F is d(E, F) = inf{||/||||/~ |||J is an isomorphism between E and F}. For a given x e R." the sequence x*, i = 1, ... ,n , is the decreasing rearrangement of \x,\, i = I, ... ,n. If f is a measurable function on [0,1] we denote by f* the decreasing rearrangement of |/|. Let I = ax> a2> ■ ■ • > an>0.
The For a given Banach space we denote the infimum of these numbers C by concave2(£'). Proof of Theorem 1.1. If Lpw is isomorphic to a subspace of Lp then Lpw has cotype 2, or, which is equivalent [4, 10] , is 2-concave. We show first that Lpw is isomorphic to a subspace of Lp if there is a constant C such that (1.1) holds. By Lemma 1.4 it is enough to show that the subspaces of Lpw spanned by the vectors Xtn-u/n ,/"i > i -I, ... ,n , are uniformly isomorphic to subspaces of
and the space d(a,p) is isometric to the subspace of Lpw spanned by
By our hypothesis (1.1) we have
<c(-) jf ^w*-c(;) Zl^ioä,.
Therefore we get
This means in particular
Therefore we obtain
This implies
J2airp/2<C'kx-p/2ak, l<k<-^r, tí (2C)2/P and C' depends only on C. In case this inequality does not hold for k > n(2C)~ lP we simply change the ak . We put ak = %/(2cm for k > n(2C)~2/p . 
We obtain i/ for all 1 < k < n < oo . D For the proof we also require the following notion and lemma [8] . Suppose that {e,)"=l is a 1-symmetric basis of E. Then there is an Orlicz function ME such that
We say that ME is associated to E. Lemma 1.6. Let {e,}"=x be a l-symmetric basis of E and suppose that E is C-isomorphic to a subspace of L . Then we have for all x Í2xiei ¿»i
where D is a universal constant and ME an associated Orlicz function.
Proof of Corollary 1.5. The positive direction for 1 < q < p < 2 is a consequence of Theorem 1.1. The negative direction follows from Lemma 1.6. The spaces L2'q do not have cotype 2 unless q = 2 [2] . Therefore those spaces cannot be isomorphic to subspaces of L1 . If p > 2 then LPA does not have cotype 2 [2] . D
Some required lemmas
Here we collect some results that were proved in other places and that are essential for the proof of the main result.
We prove the results by using averages over permutations. For other methods see [6, 12] . is y/2-isomorphic to a l-symmetric subspace of lp .
Proof. Let / be the isomorphism mapping x eR" onto an element from l^2"n,
given by (2nn\)-l/pÇ£llxi^n{i)j)j,e,n'• w*'*** Proof. The result for p = 1 and a constant equal to 3 is contained in [7] . To pass to the general case we consider the matrix ap, instead of a, ■. Also, as second exponent we have to choose q/p which is possible since p < q . ü
As an immediate consequence we get the following lemma. Compare also [13] .
For the proof we require the following lemma which is essentially the same as Theorem 4.6 in [5] . and Z> is only depending on C. By Lemma 4.7 we obtain
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use which gives k k Taj1'5'1 < D2kx/s-xTat, Kk<-V^T ■ For zc > n/D(2C)sl(s~X) we get the inequality because a,, i = 1, ... , n , is a decreasing sequence, a
