The CP N−1 model in 2D is an interesting toy model for 4D QCD as it possesses confinement, asymptotic freedom and a non-trivial vacuum structure. Due to the lower dimensionality and the absence of fermions, the computational cost for simulating 2D CP N−1 on the lattice is much lower than the one for simulating 4D QCD. However to our knowledge, no efficient algorithm for simulating the lattice CP N−1 model has been tested so far, which also works at finite density. To this end we propose and test a new type of worm algorithm which is appropriate to simulate the lattice CP N−1 model in a dual, flux-variables based representation, in which the introduction of a chemical potential does not give rise to any complications.
Introduction
The two-dimensional CP N−1 model [4, 5] has a non-trivial vacuum structure with stable instanton solutions and possesses asymptotic freedom as well as confinement and is therefore an interesting toy-model for four-dimensional SU(N) Yang-Mills theories. Unfortunately, it turns out that simulations using standard lattice formulation of the model suffer from exponential critical slowing down [8] of topological modes, which could also not be overcome by the development of cluster [9] and loop algorithms [13] 1 . A first worm algorithm, based on a new dual formulation of the CP N−1 model [11] , has then been proposed and tested in [12] , where it was unfortunately found that the algorithm suffers from an ergodicity problem in relevant parts of parameter space. In this work, we implement ergodic worm algorithms for both, a more recent (and simpler) dual formulation of the CP N−1 partition function [15] , as well as for the dual formulation from [11] , and discuss their performance. This proceeding is based on our full article [1] .
The CP N−1 model
The CP N−1 model in d dimensional continuous Euclidean space can be seen as a U(1) gauged non-linear SU(N) sigma model (local U (1) and global SU(N) symmetry) [2, 5, 7] :
where z ∈ C N is an N-component complex scalar field subject to the constraint
is the covariant derivative with respect to an auxiliary U(1) gauge field A µ and g is the corresponding coupling strength. By substituting
, which is the solution to the classical equation of motion for A µ , into (1.1), one finds the alternative, quartic action [3, 5, 7] ,
Classically, (1.1) and (1.2) are equivalent, but in the quantum theory, quantum fluctuations generate a kinetic term for A µ in (1.1) and turn it into a dynamic field [5] .
Lattice formulation
Applying the standard discretization strategy to the action S A from (1.1) one finds
where β is the lattice version of the inverse coupling 1 g , different lattice sites are labeled by x, µ is the vector that points from one lattice site to its nearest neighbor in µ-direction and U µ (x) ∈ U(1) is the parallel transporter with respect to the gauge field A µ from site x to site x + µ along the corresponding link. The partition function for (1.3) then reads
1 In the loop algorithm [13] , the slowing down is caused by a different mechanism (update of long lists) and could possibly be overcome.
where
where dU µ (x) is the U(1) Haar measure for the link variable U µ (x) = e i θ x,µ . Discretizing (1.2), yields the quartic lattice action and corresponding partition function:
(1.6)
Dual formulation
To obtain the dual formulation of the partition function (1.6), we follow the derivations in [11, 12] and start by explicitly writing out all sums in the exponential of (1.6) :
Now we write the exponential of the summed terms in (1.7) as the product of exponentials of the individual terms and then use the power series representation for each of these exponentials to find:
(1.8)
After integrating out the z a (x) and defining new integer variables k a b
x,µ , we find for (1.8):
In this version of dual CP N−1 partition function, we have in total N 2 degrees of freedom per link which are given by the independent components of the k-and l-variables: the N(N − 1)/2 independent components of the anti-symmetric k a b x,µ are subject to on-site constraints, while the N(N + 1)/2 independent components of the symmetric l a b x,µ are unconstrained. The dual version of the auxiliary U(1) partition function Z A from (1.4) can be obtained from (1.9) by introducing additional link-weight factors (see [1] for more details),
after which one finds
where the changes caused by the link weight (1.10) are marked in red and the number of constrained and unconstrained degrees of freedom remains unchanged. We would like to stress that both, (1.9) and (1.11) can be coupled to (N − 1) independent chemical potentials without introducing a signproblem (see [1] for more details). An alternative dual formulation of (1.4), which relies on only 2 N degrees of freedom per link, and which also remains sign-problem free after the introduction of chemical potentials, has been given in [15] and can be written as
where we have set the chemical potentials to zero, as we will not discuss finite density here.
The worm algorithm
The general idea behind a worm algorithm [14] is to update configuration variables for a partition function Z, which are subject to on-site constraints as those in (1.12) and (1.9), by generating configurations that contribute to some partition functions Z 2 (x, y) instead of Z, with Z 2 (x, y) being a two-point partition function for the same system that is described by Z itself, but in the presence of an external source at x and an external sink at y, which contribute an additional −1 or +1 to the constraint for the respective site. The constrained configuration variables are then updated one after another by moving the external sink from site to neighboring site and whenever source and sink meet again, a new configuration that contributes to Z can be obtained by removing again the source/sink pair. This strategy works well for the partition function (1.12) based on 2 N degrees of freedom per link (see [1] ), but for the partition functions (1.9) and (1.11), which are based on N 2 degrees of freedom per link, it has been found in [12] that an "ordinary" worm algorithm is not sufficiently ergodic to sample the most relevant configurations efficiently. The reason for this ergodicy problem with the ordinary worm is the additional freedom that one has in the N 2 d.o.f. per link formulation to compensate for a displacement of a particular external sink (see Fig. 1 ). In the remainder of this section we sketch how this additional freedom can be taken into account by generalizing the ordinary worm algorithm to an internal space sub-worm algorithm.
Internal space sub-worm algorithm
We will discuss the internal space sub-worm (ISSW) algorithm on the example of (1.11), in which case the relevant two-point partition functions, mentioned above, that allow for updates of x,ν of components of k x,ν , with n ≥ 1 (example with n = 2 in right-hand grids), which has to be taken into account. individual k-variables, are given by:
with φ ab (x) = z a (x) z b (x). The ISSW algorithm works very similarly to an ordinary worm algorithm, but whenever it is proposed to move the head of the worm from a site x to a neighboring site x + ν, a sub-worm cycle as described in Fig. 3 is started instead of simply proposing to update a single k ab -variable. For more details see [1] . The figure illustrates (from left to right) how a sub-worm cycle of the ISSW algorithm works, assuming that a positive direction ν is selected. The small grids represent the sum of all the k x,µ matrices and sources/sinks that enter the delta-function constraints for x and x +ν on the second line of (2.1). Note that if a negative direction ν is chosen at the beginning of the sub-worm cycle, the cycle has to start with a = b 0 instead of a = a 0 in the second column in the figure, and also for the two possibilities by which the sub-worm cycle can end, as depicted in the last column, the roles of a 0 and b 0 are interchanged. This is necessary in order to satisfy detailed balance between start and end of the sub-worm cycles (for each possible update, the algorithm must be able to propose the corresponding inverse move as the next update).
Results
We have run extensive tests to verify that our worm and internal space sub-worm algorithms correctly sample configurations for ( To test the efficiency of our algorithms, we compare in Fig. 2 for CP 9 in (1 + 1) dimensions their dynamical critical exponents z for the integrated auto-correlation times of the average energy and magnetic susceptibility:
and the so-called second moment correlation length (see e.g. [8] ),
φ a b (x)φ b a (y) − 1 N ∑ x,y,t x ,t y with those obtained from data presented in [16] for an over-heat-bath algorithm that directly simulates the (non-dual) system (1.4). As can be seen, for the given choice of parameters, all three algorithms show very similar dynamical critical exponents.
Conclusion
We have implemented and tested two worm algorithms which are suitable to simulate the lattice CP N−1 model in two different dual "flux-variable" formulations, which both allow one to couple the model to (N − 1) independent chemical potentials without causing a sign-problem. For the simulation parameters used in this work (N = 10, fixed), the worm algorithms do not seem to significantly reduce critical slowing down in comparison to traditional simulation techniques. It is however possible, that the worm algorithms might start to perform better if N is increased, since the slowest dynamical modes are those that change topology, and topological degrees of freedom are integrated out in the dual formulation (see [1] ).
