Abstract. We develop an approach of variational analysis and generalized differentiation to conditioning issues for two-person zero-sum matrix games. Our major results establish precise relationships between a certain condition measure of the smoothing first-order algorithm proposed by Gilpin et al. [Proceedings of the 23rd AAAI Conference (2008) pp. 75-82] and the exact bound of metric regularity for an associated set-valued mapping. In this way we compute the aforementioned condition measure in terms of the initial matrix game data.
1. Introduction and formulation of main results. This paper is devoted to applications of advanced techniques in variational analysis and generalized differentiation to the study of conditioning in optimization. Our specific goal is to apply the key notions and generalized differential characterizations of Lipschitzian stability and metric regularity, fundamental in variational analysis, to computing a certain condition measure of the first-order smoothing algorithm proposed in [4] to find approximate Nash equilibria of two-person zero-sum matrix games.
To the best of our knowledge, applications of Lipschitzian stability and metric regularity to numerical aspects of optimization were initiated by Robinson in the 1970s; see, e.g., [17] and the references therein. In the complexity theory, Renegar [15, 16] established relationships between the rate of convergence of interior-point methods for linear and conic convex programs and their "distance to ill-posedness" and related condition numbers. We refer the reader to [1, 2, 3, 6, 7, 14] and their bibliographies for more recent results in this direction for various algorithms in convex and nonconvex optimization problems.
In [4] , a new condition measure was introduced to evaluate the complexity of a first-order algorithm for solving a two-person zero-sum game where A ∈ IR m×n , where the symbol T stands for transposition, and where each of the sets Q 1 and Q 2 is either a simplex (in the matrix game formulation) or a more elaborate polytope (in the case of sequential games). Problems of this type arise in many interesting applications; see, e.g., [13, 20, 22, 23] and the references therein.
It was shown in [4] that an iterative version of Nesterov's first-order smoothing algorithm [11, 12] computes an ε-equilibrium point (in the sense of Nash) for problem (1.1) in O( A κ(A) ln(1/ε)) iterations, where κ(A) is a condition measure of (1.1) depending only on A; see (1.7) for the definition of the condition measure κ(A) in the case of matrix games. The dependence of this complexity bound on ε is exponentially better than the complexity bound O(1/ε) in the original Nesterov's smoothing techniques. Furthermore, it was proved in [4] that the condition measure κ(A) is always finite while the proof therein was non-constructive. In particular, no explicit upper bound on κ(A) was given. However, numerical results reported in [4] clearly demonstrate that the developed iterative version of Nesterov's smoothing algorithm is faster than other algorithms known in this setting and that this version exhibits at least linear convergence for a random collection of the problem instances considered in [4] . This allows us to treat the number κ(A) as a condition measure of the algorithm and evaluate it in what follows.
In this paper we focus on the matrix game equilibrium problem x i = 1, x ≥ 0 describes the set of mixed strategies for the x-player (Player 1) with m pure strategies; similarly for the y-player y ∈ ∆ n (Player 2). This means that if Player 1 uses x ∈ ∆ m and Player 2 uses y ∈ ∆ n , then Player 1 gets payoff −x T Ay while Player 2 gets payoff x T Ay. Thus the equilibrium problem (1.2) can be reformulated as the following problem of nonsmooth convex optimization:
where the minimizing cost function F (x, y) is defined by the maximum
It is easy to observe that
Taking (1.5) into account, we say [4, 23] that a feasible pair (x,ȳ) ∈ ∆ m × ∆ n is a Nash equilibrium to (1.2) if F (x,ȳ) = 0, which corresponds to an optimal solution of the constrained optimization problem (1.3). Consider the optimal solution set
and, following [4] , define the condition measure κ(A) of the matrix game (1.2) depending on the underlying matrix A via the objective (1.4) and the optimal solution set (1.6) as
where dist (·; S) stands for the standard Euclidean distance function.
In what follows we derive three major results concerning the characterization of the condition measure κ(A) in (1.7). The first theorem shows that the condition measure κ(A) precisely relates to the exact bound of metric regularity for an associated set-valued mapping built upon the cost function (1.4). The second result expresses this exact regularity bound via the subdifferential of the convex function (1.4) and the normal cone to the simplex product ∆ m × ∆ n and then computes the latter constructions in terms of the initial data of (1.2). Finally, we arrive at an exact formula for evaluating κ(A), which is a key step towards performing further complexity analysis of the algorithm [4] .
To formulate the first theorem, define a set-valued mapping Φ :
via the cost function F constructed in (1.4). Let reg Φ ((x, y), F (x, y)) be the exact bound of metric regularity (or the exact regularity bound/modulus) of the mapping Φ around the point ((x, y), F (x, y)) ∈ gph Φ; see [10, 19] . For the reader's convenience we recall these concepts in Section 2 below. Theorem 1.1. (condition measure via the exact regularity bound). Assume that (∆ m × ∆ n ) \ S = ∅ with S defined in (1.6). Then we have the precise relationship
between the condition measure (1.7) and the exact regularity bound of (1.8).
Our second major result gives a complete characterization of metric regularity for the setvalued mapping Φ defined in (1.8).
Theorem 1.2. (computing the exact bound of metric regularity). For any point (x, y) ∈ (∆ m × ∆ n ) \ S, the exact regularity bound of the mapping Φ from (1.8) around the point ((x, y), F (x, y)) admits the representation
via the subdifferential of the convex function (1.4) and the normal cone to the simplex product
Unifying the results of Theorem 1.1 and Theorem 1.2 and then explicitly computing the subdifferential and normal cone on the right-hand side of (1.10), we get the precise formula for computing the condition measure of the smoothing algorithm for matrix games as stated in Theorem 1.3 below. To formulate this third major result, we introduce some convenient notation. Let a i as i = 1, . . . , n and −b T k as k = 1, . . . , m stand for the columns and the rows of the matrix A, respectively. By e j , j = 1, . . . , m + n, we denote the unit vectors in IR m+n , i.e., (e j ) l = 0 for all l = j and (e j ) j = 1 as j = 1, . . . , m + n.
For a positive integer p, let 1 p := 1 . . . 1 ∈ IR p . Finally, given a feasible point (x, y) ∈ ∆ m × ∆ n , define the index sets I(x), K(y), and J(x, y) by
Then, in the notation above, the condition measure k(A) defined in (1.7) is computed by
where the symbols span, cone, and co stand respectively for the linear, conic, and convex hulls of the sets in question.
The proofs of Theorem 1.1 and Theorem 1.2 given below are based on applying advanced techniques of variational analysis and generalized differentiation. This approach leads us therefore to deriving the precise formula for the condition measure in Theorem 1.3. For additional insight, we also present a direct, independent proof of the latter theorem relying on more conventional while somewhat more laborious techniques of convex optimization employing particularly Lagrangian duality.
Remark 1.4. (numerical implementation and further research). Numerical implementation of the formula for the condition measure in Theorem 1.3 is not a purpose of this paper and in fact is not an easy job. It has been well recognized in complexity theory that evaluating condition measures may be in general as difficult as to solve the original problem. This is true, e.g., in the cases of such fundamental complexity measures as the condition number of a matrix [5] used in estimating complexity of numerical linear algebra algorithms, Renegar's condition number [14, 15, 16] that characterizes difficulty of solving conic feasibility problems, the "measure of condition" for finding zeros of complex polynomials introduced by Shub and Smale [21] , etc.
The main purpose of this paper is not obtaining an easily computable expression for the condition measure κ(A), but rather gaining a better understanding on how exactly the problem data influence the condition measure. Observe that the formula for κ(A) obtained in Theorem 1.3 is much easier to evaluate and analyze than the original construction (1.7). This is valuable for the average-case and smoothed analysis of the algorithm, singling out classes of well-conditioned problems, preconditioning issues, and making further improvements to the algorithm. We will pursue these goals in our subsequent research.
The rest of the paper is organized as follows. In Section 2 we recall some basic definitions and facts of variational analysis and generalized differentiation crucial for deriving the main results of the paper. Section 3 is devoted to variational proofs of the main results formulated above. Finally, in Section 4 we present an alternative direct proof of Theorem 1.3 by employing tools of convex optimization.
Throughout the paper we use standard notation and terminology of variational analysis; see, e.g., the basic texts [10, 19] .
Preliminaries from variational analysis and generalized differentiation.
Here we confine ourselves to finite-dimensional Euclidean spaces sufficient for the subsequent applications. The reader is referred to [10, 19] for more details and related material.
Given a set-valued mapping G :
as well as its graphs, domain, and range defined respectively by
The notion of metric regularity is of primary interest in our development. Definition 2.1. (metric regularity). A set-valued mapping G : IR n → → IR m is metrically regular around (x,z) ∈ gph G with modulus µ ≥ 0 if there exist neighborhoods U ofx and V of z such that
The infimum of µ ≥ 0 over all (µ, U, V ) for which (2.1) holds is called the exact regularity bound of G around (x,z) and is denoted by reg G(x,z).
It is well known in variational analysis that the fundamental property of metric regularity is closely related to Lipschitzian behavior of inverse mappings. Recall that a mapping G :
is Lipschitz-like (or has the Aubin property) around (x,z) ∈ gph G with modulus ℓ ≥ 0 if there are neighborhoods U ofx and V ofz such that
where IB stands for the Euclidean closed unit ball of the space in question. The infimum of ℓ ≥ 0 over all the combinations (ℓ, U, V ) for which (2.2) holds is called the exact Lipschitzian bound of G around (x,z) and is denoted by lip G(x,z).
The following result can be found, e.g., in [10, Theorem 1.49]. Proposition 2.2. (relationships between metric regularity and Lipschitz-like properties). Let G : IR n → → IR m , and let (x,z) ∈ gph G. Then the mapping G is metrically regular around (x,z) if and only if its inverse
. Furthermore, we have the equality
One of the key advantages of modern variational analysis is the possibility to completely characterize Lipschitzian and metric regularity properties of set-valued mappings in terms of appropriate generalized differential constructions enjoying full calculus. Let us recall such constructions used in this paper.
Given a nonempty subset Ω ⊂ IR n and a pointx ∈ Ω, define the Fréchet/regular normal cone to Ω atx by
where the symbol x Ω →x means that x →x with x ∈ Ω. Then the Mordukhovich (basic/limiting) normal cone to Ω atx ∈ Ω is defined by
where 'Lim sup' stands for the Painlevé-Kuratowski outer/upper limit of a set-valued mapping
If the set Ω is locally closed aroundx, the normal cone (2.3) admits the equivalent description (which was in fact the original definition in [8] )
in terms of the projection operator Π Ω (x) := {y ∈ Ω | y − x = dist (x; Ω)}. Note that the normal cone (2.3) may be nonconvex even for simple sets Ω ⊂ IR n , e.g., for the graph of |x| and the epigraph of −|x| at (0, 0). Due to its nonconvexity, the normal cone (2.3) cannot be polar to any tangent cone. Nevertheless, this nonconvex normal cone and the corresponding subdifferential/coderivative constructions for extended-real-valued (i.e., with values in (−∞, ∞]) functions and set-valued mappings satisfy comprehensive calculus rules, which are derived by using variational arguments, particularly the extremal principle of variational analysis; see [10, 19] and the references therein.
A set Ω is called normally regular atx ∈ Ω if N Ω (x) = N Ω (x). The class of normally regular sets covers "nice" sets having a local convex-like structure. A major example is provided by convex sets; see, e.g., [10, Proposition 1.5].
Proposition 2.3. (normal regularity of convex sets). Let Ω ⊂ IR n be convex. Then it is normally regular at every pointx ∈ Ω, and its normal cone (2.3) reduces to the normal cone in the sense of convex analysis:
Given next a set-valued mapping G : IR n → → IR m and a point (x,z) ∈ gph F , define a generalized derivative of G at (x,z) induced by the normal cone (2.3) to gph G at (x,z). Namely, the 
The latter signifies that the coderivative (2.4) is an appropriate extension of the adjoint/transpose derivative operator to the case of nonsmooth and set-valued mappings. Note also that, by the nonconvexity of the normal cone (2.3), the coderivative (2.4) is not dual to any tangentially generated graphical derivative, except of the case when G is graphical regular at (x,z) meaning that
As mentioned above, the coderivative (2.4) satisfies comprehensive calculus rules for general set-valued mappings. In this paper we only need the following one, which is a consequence of [10, Proposition 3.12] . To formulate it, recall that the indicator mapping δ Ω :
(a bit different from the indicator functions) and that we easily have the relationship
Proposition 2.4. (coderivative sum rule). Let Ω ⊂ IR n be locally closed aroundx ∈ Ω, and let G : IR n ⇉ IR be closed-graph and Lipschitz-like around (x,z) ∈ gph G. Then for all v ∈ IR we have the inclusion 
.
The final and most important result presented in this section provides a complete coderivative characterization of the Lipschitz-like property (known as the Mordukhovich criterion [19] 
3. Proofs of main results. We give here complete proofs of Theorem 1.1 and Theorem 1.2, and thus derive the condition measure formula of Theorem 1.3 by variational arguments.
Let us start with the proof of Theorem 1.1. To proceed, we first establish a more convenient representation of the condition measure (1.7) for our further analysis, which in turn is preceded by a technical claim.
Observe that the function F (x, y) defined by (1.4) can be written as follows:
In addition we represent the simplex product ∆ m × ∆ n by:
To simplify notation, rewrite the function F as
where L := {1, . . . , n} × {1, . . . , m} and c
Denote further Ω := ∆ n × ∆ m = {w | w ≥ 0, Ew = f } and rewrite (1.7) as
with S given by (1.6). Observe that min Ω F (x) = 0 by (1.5). It is also convenient for us to define the moving sets
and to represent the mapping Φ in (1.8) and its inverse by
Let us finally denote J := {1, . . . , n, n + 1, . . . , m + n} and define the corresponding counterparts of the index sets I(·) and J(·) from (1.11) given by
. It is not difficult to verify the following technical claim, where IB γ stands for the closed ball of radius γ > 0 centered at the origin.
Claim 3.1. (relationships between index sets). For everyw ∈ Ω there exists γ > 0 such that I(w) ⊂ I(w) and J (w) ⊂ J (w) whenever w ∈w + IB γ . Proof. Fix an arbitrary element w ∈ Ω and let 0 < γ < min Similarly, for every ℓ 0 ∈ I(w) we have
which in turn implies that It remains to show that J (w) ⊂ J (w) for all w ∈ w + IB γ . The latter inclusion is obvious when J (w) = J . Assume now that J \ J (w) = ∅ and then get for every w ∈w + IB γ and j ∈ J \ J (w) the relationships
Thus w j > 0 whenever j ∈ J \ J (w), and thus we arrive at J (w) ⊂ J (w). △
The next result provides a useful representation of the condition measure (3.1) convenient for our subsequent analysis. Lemma 3.2. (representation of condition measure). Assume that Ω \ S = ∅. Then there existsw ∈ Ω \ S such that
The proof of Lemma 3.2 is based on dividing the set Ω \ S into a finite family of subsets and showing that the supremum is attained on each one of such sets. Before presenting this proof, we introduce some notation and prove a technical proposition.
For every s ∈ S let N S (s) be the normal cone to S at s. Observe that this cone is polyhedral and can be represented as follows:
Also for every s ∈ S define
Note that for every s ∈ S the set K s is a convex polytope and that
In addition, it follows from (3.7) and the definition of K s that for every s ∈ S and any w ∈ K s we have dist (w; S) = w − s .
Proposition 3.3. (supremum attainability).
For every s ∈ S there existsw ∈ K s \ {s}, which realizes the supremum
Proof. Let s ∈ S, and let a sequence {w k } ⊂ K s \ {s} be such that
Without loss of generality it can be assumed that w k → w 0 ∈ K s along the whole sequence {w k }, since K s is closed and bounded. If w 0 = s, we get F (w 0 ) = 0 and thus
Therefore, in this case we have foundw = w 0 that satisfies (3.8) .
In the case when w 0 = s, consider the sequence {g k } defined by
Since {g k } is bounded, suppose without loss of generality that g k → g with g = 1. The polyhedrality of K s implies the existence of
Further, the finiteness of the index set L allows us to get without loss of generality that
Then there exists l 0 ∈ I 0 such that
which by (3.9) yields that l 0 ∈ I(s).
Let us show in addition that there is λ 2 > 0 for which l 0 ∈ I(s + λg) whenever λ ∈ [0, λ 2 ]. Indeed, assume the contrary and find a sequence {λ
By the same arguments used above to show that l 0 ∈ I(s), we getl ∈ I(s) and thus
Together with (3.9), the latter yields that c T l0
By passing to the limit as k → ∞, we obtain c
which contradicts our assumption and thus justifies the claim.
To proceed further, denote λ := min{λ 1 , λ 2 } andw := s + λg. Then we have
But it follows at the same time that
which shows thatw satisfies (3.8) and thus completes the proof of the proposition. △ Now let us justify our basic Lemma 3.2.
Proof of Lemma 3.2. For every s ∈ S consider the tangent cone to Ω at s defined by
We split the set S into a family of disjoint subsets S, which correspond to the following equivalence classes:
, and ∂F (s 1 ) = ∂F (s 2 ).
Observe the relationship
where the outer supremum (over C ∈ S) on the right-hand side is attained, since the number of different sets/classes in S is finite due to the polyhedral structure of the problem. The innermost supremum in (3.11) is attained by Proposition 3.3. Hence to prove the claim, it remains to show that the supremum over s ∈ C in (3.11) is also attained. We do it by proving that for every C ∈ S it holds sup
To proceed, pick an arbitrary set C ∈ S and arbitrary elements s 1 , s 2 ∈ C. Fix a point w 0 ∈ K s1 \ {s 1 } and get by the definition of K s1 the corresponding point g := w 0 − s 1 ∈ N S (s 1 ). Since N S (s 1 ) = N S (s 2 ) and since N S (s 2 ) is a cone, we have λg ∈ N S (s 2 ) for all λ ∈ [0, ∞).
It follows again from the definition of K s and from the polyhedrality of Ω that g ∈ T Ω (s 1 ) and hence g ∈ T Ω (s 2 ) by T Ω (s 1 ) = T Ω (s 2 ). This ensures the existence of λ 1 > 0 such that s 2 + λg ∈ Ω for all λ ∈ [0, λ 1 ]. Thus
Since F is polyhedral, it follows that for each point s in S the function F (·) − F (s) is positively homogeneous in a neighborhood of s, and therefore it can be represented in this neighborhood via the subdifferential of F as
. Letting further λ := min{λ 1 , λ 2 } and denoting w 1 := s 1 + λg ∈ K s1 and w 2 := s 2 + λg ∈ K s2 , we have F (w 1 ) = F (w 2 ) and
by the convexity of F . This implies the relationships
Since the latter holds for any w 0 ∈ K s1 \ {s 1 }, we get sup
The inverse inequality to (3.13) is obtained by interchanging the roles of s 1 and s 2 . Since our initial choice of C ∈ S and s 1 , s 2 ∈ C was arbitrary, we arrive at the equality in (3.12) for all C ∈ S and thus complete the proof of the lemma. △ Now we are ready to prove our main results, namely Theorem 1.1, Theorem 1.2 and Theorem 1.3.
3.1. Proof of Theorem 1.1. We split the proof of the theorem into three major steps.
Step 1: metric regularity via condition measure. For everyw / ∈ S and everyz > 0 we have the distance estimate
Proof. Whenw / ∈ Ω, the right-hand side of (3.14) becomes infinity (by the construction of Φ in (3.3) and the standard convention on inf ∅ = ∞) while the left-hand side is finite, i.e., there is nothing to prove. Considering the case ofw ∈ Ω, observe that the left-hand side of (3.14) becomes zero when F (w) ≤z, and thus the inequality holds automatically. It remains to examine the case when 0 <z < F (w) withw ∈ Ω.
To proceed, let w * := Π Φ −1 (z) (w), and observe that F (w * ) =z, since otherwise the continuity of F would allow us to find a closer point to w in [w
where S(·) is defined in (3.2). Let w 0 := Π S (w). Employing again the continuity of F , we find λ ∈ (0, 1) such that
In addition the convexity of F yields that
Combining the above, we have the relationships dist w; Φ −1 (z) = dist w; S(z) by (3.15)
by (3.17) = (1 − λ)F (w), (3.19) which finally give
by (3.19) and thus allow us to arrive at (3.14). △
Step 2: distance properties. Letw ∈ Ω \ S be such that Then for any λ ∈ (0, 1) we have the properties:
(ii) dist (w; Φ −1 (F (w λ ))) = λ dist (w; S). Proof. To justify (i), observe that by the convexity of F we have
in the notation above. On the other hand, the definition of k F and the choice ofw yield
Thus assertion (i) follows from (3.21) and (3.22) .
To justify (ii), it suffices to show that dist w; Φ −1 (F (w λ )) = w − w λ .
Proceeding by contradiction, assume that dist w; Φ −1 (F (w λ )) < λ dist (w; S) = λk F F (w) and let w * := Π S(F (w λ )) (w). By the continuity of F we have dist w; Φ −1 (F (w λ )) = dist w; S(F (w λ )) = w − w * , which yields therefore that
Taking further a point w closest to w * in S, we get by (3.1) and by part (i) above that
Since w ∈ S, the latter implies that dist (w; S) ≤ w − w ≤ w − w * + w * − w (by the triangle inequality)
by (3.23) and (3.24) = k F F (w), which contradicts (3.20) and thus completes the proof of Step 2. △
Step 3: condition measure via metric regularity. We have the equality
Proof. Let us first show that
Assuming the contrary, find (w
Observe that there exists a neighborhood of (w ′ , z ′ ) such that for all points (w, z) in that neighborhood w / ∈ S and z > 0. By the definition of metric regularity we can findw,z in such a neighborhood of (w ′ , z ′ ) for which
The latter contradicts Step 1 and thus ensures (3.26).
To prove the opposite inequality in (3.25), by Lemma 3.2 findw ∈ Ω \ S such that dist (w; S) = k F F (w).
Let w 0 := Π S (w) and define
It follows from Step 2 that for every λ ∈ (0, 1) and the above choice ofw we have
The latter implies, since w λ →w and
which therefore yields
and completes the the proof of the theorem. △
Proof of Theorem 1.2. First of all, observe by
Step 1 in the proof of Theorem 1.1 that the multifunction Φ is metrically regular around (w, z) ∈ gph Φ for every w ∈ Ω \ S. Employing the corresponding results of Section 2, for (w, z) ∈ gph Φ with w ∈ Ω \ S we get
by the definition of D * Φ(w, z)
by Proposition 2.5 with n = 1 .
This gives therefore the regularity exact bound formula reg Φ(w, z) = 1 min dist 0; D * Φ(w, z)(−1) , dist 0; D * Φ(w, z) (1) .
Defined next a set-valued mapping F : IR m+n ⇉ IR by
and observe that it is Lipschitz-like at every point of its graph, which is the epigraph of a Lipschitz continuous function. Furthermore, the graph of F is convex, and hence F is graphically regular at any point of its graph by Proposition 2.3, which also ensures the normal regularity of the convex set Ω. Applying Proposition 2.4 to the sum Φ = F + δ Ω , we get the equality
It follows from the structure of F in (3.28), the coderivative definition (2.4), and the well-known subdifferential representation
for any convex function ϕ : 
Indeed, the classical subdifferential formula for max-functions (see, e.g., [19, Exercise 8 .31]) gives us
This implies by the max-structure of the function F in (1.4) that
which is (3.32). To prove (3.33), we recall first the calculus formula
held at every w ∈ A ∩ B for arbitrary convex polyhedra in finite dimensions; see, e.g., [18, Corollary 23.8.1]). Thus we have in our case that
Moreover, it is easy to see that
Thus for any w = (x, y) ∈ Ω = ∆ n × ∆ m we have
which is (3.33). △ 4. Condition measure formula via alternative proof. In this section we give another proof of Theorem 1.3 based on convex optimization. This proof is split into three lemmas and the preceding technical claim.
Given a pointw ∈ Ω \ S and keeping the notation above, consider the following two problems of parametric optimization (with the parameter z ∈ IR) defined by
and
and name (P z ) and ( P z ) the first and second parametric problem, respectively. Observe that for everyw ∈ Ω \ S and z ∈ IR + the optimal value V z (w) in problem ( P z ) is equal to dist (w; S(z)).
Although the proof of the following claim is straightforward, we provide it for completeness and the reader's convenience. Claim 4.1. (stability of optimal solutions to first parametric problem). For anyw ∈ Ω\ S and any γ > 0 there is ε > 0 (depending onw and γ) such that whenever z ∈ [F (w)− ε, F (w)] a unique solution w z to problem (P z ) exists and satisfies the continuity property w z −w ≤ γ with respect to the parameter z. Proof. Fix γ > 0 and put w S := Π S (w). Let w :=w + τ (w S −w) with τ := min γ w S −w , 1 ∈ (0, 1].
Setting ε := F (w) − F ( w), observe by the convexity of F that
We have furthermore that
≥ 0 for all j ∈ J (w), and w −w = τ w S −w ≤ γ, which imply the inclusion w ∈ ∆ := w w −w ≤ γ, Ew = f, w j ≥ 0 for all j ∈ J (w) .
Since the set ∆ is obviously convex withw ∈ ∆, we get w t :=w + t( w −w) ∈ ∆ whenever t ∈ [0, 1].
It follows from F ( w) = F (w) − ε and the continuity of F that for every z ∈ [F (w) − ε, F (w)] there is t z ∈ [0, 1] such that w tz satisfies the equation
For any z from the above we easily get that w tz is feasible to problem (P z ), that the set of feasible solutions to this problem is surely closed and bounded, and that the cost function is continuous with respect to w. Thus (P z ) admits an optimal solution, which is unique as a unique projection ofw on the convex feasible set. Finally, V z (w) = w z −w ≤ w tz −w ≤ t z w −w ≤ γ, and hence the optimal solution w z belongs to the ballw + IB γ . △
The next result, whose proof is based on Claims 3.1 and 4.1, indicates the parameter region on which the optimal values in the first and second parametric problems agree.
Lemma 4.2.
(optimal values agree for both parametric problems). Letw ∈ Ω \ S. Then there exists εw ∈ (0, F (w)) such that for every parameter z ∈ [F (w) − εw, F (w)] the optimal values of problems (P z ) and ( P z ) coincide. Proof. Fixw ∈ Ω \ S and observe that the set of feasible solutions for ( P z ) obviously belongs to the set of feasible solutions for (P x ). Thus we have V z (w) ≥ V z (w) for all z ∈ IR. It remains to show that there exists εw > 0 such that V z (w) ≤ V z (w) whenever z ∈ [F (w) − εw, F (w)].
Employing Claim 3.1, find γ > 0 for which I(w) ⊂ I(w) and J (w) ⊂ J (w) when w ∈w + IB γ . Further, it follows from Claim 4.1 that for such γ there is ε > 0 with the property: whenever z ∈ [F (w) − ε, F (w)] there exists a unique solution w z to problem (P z ) satisfying w z ∈w + IB γ . Our choice of γ ensures the feasibility of w z in problem ( P z ), and therefore we have the relationships Letting w = (x, y) ∈ Ω, observe finally that c ℓ ℓ ∈ I(w) = (a i , b k ) i ∈ I(x), k ∈ K(y)}, (ker E) ⊥ = span {1 n } × span {1 m }, and κ(A) = k F , which complete the proof of the theorem. △
