A new implementation of the approximate coupled cluster singles and doubles CC2 linear response model using Cholesky decomposition of the two-electron integrals is presented. Significantly reducing storage demands and computational effort without sacrificing accuracy compared to the conventional model, the algorithm is well suited for large-scale applications. Extensive basis set convergence studies are presented for the static and frequency-dependent electric dipole polarizability of benzene and C 60 , and for the optical rotation of CNOFH 2 and (Ϫ)-trans-cyclooctene ͑TCO͒. The origin-dependence of the optical rotation is calculated and shown to persist for CC2 even at basis set convergence.
I. INTRODUCTION
In a recent communication, 1 we have demonstrated that significant reductions in computational effort as well as storage requirements are attainable using Cholesky decompositions in electronic structure theory. Specifically, we have shown that the Cholesky representation of the two-electron integral matrix 2 can be immediately exploited for second order Møller-Plesset ͑MP2͒ perturbation theory. As mentioned in Ref. 1 , Cholesky decomposition of the integral matrix is formally similar to the socalled resolution-of-identity ͑RI͒ ͑Refs. 3 and 4͒ or density-fitting ͑DF͒ ͑Ref. 5͒ method. One noticeable difference is that while the Cholesky decomposition yields a general-purpose integral representation of selected precision relative to the exact Hamiltonian ͑within the chosen basis set͒, RI methods usually employ a preoptimized auxilliary basis set aimed at a specific subset of integrals needed for the calculation at hand. For example, the integrals needed for an MP2 energy calculation are (ai͉b j), where i, j refer to occupied and a,b to virtual orbitals in the zeroth order wave function determined from a previous selfconsistent field ͑SCF͒ computation. The Cholesky integral representation is used for both steps, whereas different auxilliary basis sets ͑i.e., different Hamiltonians͒ are used for RI-SCF and RI-MP2.
The CC2 model was introduced by Christiansen, Koch, and Jørgensen 6 as a perturbation-based approximation to the full coupled cluster singles and doubles ͑CCSD͒ ͑Refs. 7 and 8͒ model with a computational cost similar to that of MP2. The foremost advantage of CC2 over MP2 is the possibility to calculate frequency-dependent molecular response properties, such as dynamic polarizabilities or optical rotations. This additional feature, however, is accompanied by a computational penalty arising from the iterative nature of CC2.
In analogy to canonical MP2, the CC2 doubles amplitudes may be calculated analytically from integrals and a given set of singles amplitudes, while the CC2 singles amplitudes are treated formally exact through the usual coupled cluster equations. Consequently, an algorithm may be formulated in which the CC2 doubles amplitudes need not be permanently stored, neither on disk nor in core, but rather calculated ''on-the-fly'' and immediately contracted with the necessary integrals to give three-index intermediates to be stored on disk as opposed to the four-index intermediates that must be stored using the integral-direct algorithm.
principle be determined from knowledge of its optical rotation, recent years have witnessed increased activity in ab initio calculations in this field, see, e.g., Ref. 17 , and references therein. The major obstacle in ab initio calculations of optical rotation has been, and still is, the often intractable size of chiral molecules which, moreover, tend to have little or no point group symmetry to help reduce computational effort as well as storage demands. As electron correlation has been shown to be important for the accurate calculation of optical rotation, 17 we find it natural to test the doubles-direct Cholesky-based CC2 linear response model in this area.
This paper is organized as follows: Section II contains a brief survey of the Cholesky decomposition of two-electron integrals and presents the implementation of CC2 linear response theory on this basis. Sections III and IV present calculations of polarizabilities and optical rotations, respectively, and a summary and concluding remarks are given in Sec. V.
II. IMPLEMENTATION
In this section we first give a brief outline of the Cholesky integral representation followed by a discussion of the implementation of CC2 linear response theory, mainly focusing on the differences between our Cholesky-based approach and the RI-CC2 method of Hättig and co-workers. [10] [11] [12] [13] [14] The code has been included in a development version of the DALTON program, 18 and the overall strategy ͑apart, of course, from the integral handling͒ closely follows the one described in Ref. 9 .
A. The Cholesky integral representation
From the positive ͑semi-͒definite nature of the atomic orbital ͑AO͒ two-electron integral matrix it follows that a set of Cholesky vectors ͕L ␣␤ J ,Jϭ1,2,3,...,M ͖ may be calculated such that
where ␣ and ␤, and later ␥ and ␦, denote AOs. The decomposition threshold ⌬у0 may in principle be chosen arbitrarily small, although floating-point arithmetic imposes a lower limit in practice. As demonstrated through SCF and MP2 sample calculations in Ref. 1, the Cholesky integral representation
produces errors in total ground state energies on the order of ⌬, i.e., the Hamiltonian operator
is approximated with an accuracy O͑⌬͒. In Eq. ͑3͒, indices p,q,r,s refer to an orthonormal set of molecular orbitals ͑MOs͒, h pq are the usual one-electron MO integrals, e pqrs ϭE pq E rs Ϫ␦ qr E ps , and E pq ϭ ͚ a p † a q is expressed in terms of creation and annihilation operators ͑the summation being over spin projection͒. It should be noted that the integral accuracy is absolute and, consequently, the relative accuracy shows considerable variation with the numerical value of the exact integral.
In the RI approach, the integrals are approximated in a similar fashion according to
where P and Q denote auxilliary basis functions, usually preoptimized Gaussian functions centered on the atomic nuclei, and V QP ϭ(Q͉P). The accuracy of the RI approximation is determined by the ability of the auxilliary basis set to describe the subset of the integrals needed for the calculation at hand. Thus, different auxilliary basis set are optimized for different wave function models, although we note that auxilliary basis sets optimized for MP2 have been shown to be applicable to the CC2 model as well. [10] [11] [12] [13] [14] In contrast, the Cholesky decomposition length M рN(Nϩ1)/2, where N is the number of basis functions, is implicitly determined by the chosen threshold and as a rule of thumb, 1 M ϳ10N for ⌬ϭ10 Ϫ8 . Furthermore, the Cholesky integrals may be employed in conjunction with any electronic structure model. While the storage requirements clearly depend on M , the dependence is not necessarily linear, as the sparsity of the Cholesky vectors may be utilized to further minimize storage as well as I/O. Moreover, M affects the computational cost in a twofold manner. First, M equals the minimum number of columns of the integral matrix that need to be calculated during the decomposition, although the number actually calculated usually is somewhat larger, as the integrals are calculated in shell-pair distributions. 1 Second, if sparsity is not employed, M directly determines the operation count for a subsequent electronic structure calculation.
An integral-direct Cholesky decomposition algorithm is presented in Ref. 1 along with applications to SCF and MP2 calculations.
B. Cholesky-based CC2 linear response theory
The CC2 model was introduced by Christiansen, Koch, and Jørgensen 6 as an approximation to the full CCSD model based on perturbation theory and with a computational cost similar to MP2. An integral-direct implementation of CC2 linear response theory is described in Ref. 9 where the model is treated as a special case of the CCSD algorithm. Memory and disk requirements are consequently the same for integral-direct CC2 and CCSD, thus severely limiting the size of the systems and basis sets that can be treated.
Recently, Hättig and co-workers [10] [11] [12] [13] [14] have presented an alternative algorithm in which the doubles amplitudes are assembled on-the-fly from integrals and singles amplitudes, and their contributions to key intermediates are immediately calculated. While a doubles-and integral-direct algorithm formally is feasible, an efficient implementation would still require storage ͑in core or on disk͒ of half-transformed integrals roughly the same size as the doubles amplitudes them-selves. Therefore, in order not to trade efficiency for storage demands, an alternative integral representation is mandatory. Comparing Eqs. ͑2͒ and ͑4͒, we see that the Cholesky vectors may straightforwardly be used in the doubles-direct algorithm of Hättig et al. [10] [11] [12] [13] [14] Thus, we refer to Refs. 10 and 12 for the partioning of the CC2 equations and for formulas, and focus instead on some implementational aspects.
Apart from the prerequisite Cholesky decomposition and SCF optimization, a CC2 linear response calculation requires the solution of three sets of equations for the zeroth order amplitudes, for the zeroth order Lagrangian multipliers, and for the first order response of the amplitudes to an external ͑one-electron͒ perturbation of frequency . Analytical expressions for the doubles parts of these amplitudes can be derived as 
with similar definitions for the integrals of the one-electron operator B representing an external perturbation, such as electric or magnetic multipole operators. The ''particle'' and ''hole'' transformation matrices are given in terms of the SCF MO coefficient matrix, C, and the singles amplitudes and multipliers as
In Eqs. ͑6͒-͑8͒ the amplitudes and multipliers are written as a sum of iterative ͑''it''͒ and noniterative ͑''nit''͒ parts, the latter entering the right-hand side of the corresponding effective ͑partitioned͒ problem ͓for the general form of the effective linear equations for determining the multipliers, see Eqs. ͑31͒ and ͑32͒ of Ref. 12; similar expressions exist for the linear response equations for the amplitudes͔. The vast majority of the CPU time of a Cholesky-based CC2 linear response calculation is spend calculating a particular class of intermediates, defined through an expression of the form
where • Read Y ai J for aA and JJ.
• Read Z b j J for bB and JJ.
• Calculate contribution to Y ai J according to Eq. ͑24͒ for JJ, bB, and aA.
• Store updated Y ai J for aA and JJ on disk.
* End loop J.
-End loop B.
• End loop A. As indicated, main memory is split in two parts, one for the amplitudes and another one for MO Cholesky vectors in the first step and Y -and Z-vectors in the second step. The split is set up dynamically, depending on the relative sizes of amplitudes and vectors, thereby ensuring that even very large calculations may be carried out with minimum memory requirements. On the other hand, I/O operations on the various vectors in the two steps decrease as available memory is increased. In almost any case, more than 90% of the total time is spend calculating matrix-matrix multiplications.
The ground state amplitudes, Eq. ͑6͒, are constructed from the positive definite integrals (ai ͉b j) and, consequently, t i j ab form a negative definite matrix. Hence, as has been demonstrated for the MP2 energy, 1 we may employ
Cholesky decomposition of either the (ai ͉b j) integral matrix or of the amplitudes themselves to reduce the operation count of the first step in the calculation of the ground state Y -intermediates. Specifically, using either
the scaling of the first step in the Y -intermediate calculation is reduced, provided that the number of N ai J vectors is less than the number of original vectors M . As for MP2, 1 M Ј рmin͓OV,M͔ and so Eq. ͑25͒ will certainly reduce the computational cost of calculating the amplitudes when the cost of the decomposition itself is negligible. The number of vectors M Љ needed to decompose the amplitudes is also bounded by OV, but may, on account of the orbital energy denominator, in principle be larger than M . In practice we have found that M ЉϾM Ј, making Eq. ͑25͒ preferable to Eq. ͑26͒. However, the advantage is far less pronounced than in the MP2 case, as the second step of the Y -intermediate calculation must be done for the full original set of Cholesky vectors in any case. Instead, once the equations have been solved for the ground state amplitudes, Eq. ͑26͒ may be employed once and for all to obtain a compact representation, useful for response calculations. By default, we use the same threshold for the amplitude decomposition as for the integral decomposition. For sufficiently small thresholds, this default value does not significantly reduce the accuracy of the final linear response function. As we shall see below, care must be exercised for larger thresholds, as the errors in the amplitude representation may in some cases lead to significant errors in the calculated response properties. The reason for this behavior is straightforward: the numerical value of the diagonal elements of the matrix formed by the ground state amplitudes is often in the neighborhood of 10 Ϫ3 and smaller, implying that a too large amount of the amplitudes becomes identically zero in the Cholesky representation with a decomposition threshold of, say, ⌬ϭ10
Ϫ4 . In the integral-direct approach, 9 evaluation of the linear response function from known amplitudes and their F-matrix transformed counterparts is a straightforward series of dotproducts. In the doubles-direct approach, however, the linear response function must be evaluated with doubles amplitudes assembled on-the-fly from the expression
for one-electron operators A and B. The modified MO integrals Ã pq and B pq are defined from the AO integrals of the A and B operators in analogy to the definition of modified MO Cholesky vectors in Eq. ͑15͒. Immediately after solving the equations for the first order amplitudes, the F-matrix transformations are carried out along lines similar to the Jacobian transformations, 12 thus involving calculation of Y -intermediates, Eq. ͑24͒, from full amplitudes ͑iterative as well as noniterative parts͒, and the resulting singles vectors are stored on disk. The partial first order density matrices are calculated from first order amplitudes according to
where D ⌳ is the CC2 ground state density matrix calculated from multipliers and Cholesky decomposed zeroth order amplitudes. Obviously, the most expensive terms in the calculation of the partial first order densities are those that require assembly of doubles according to Eqs. ͑7͒ and ͑8͒ using a loop structure similar to that of the Y -intermediates.
With the AO Cholesky vectors available on disk, the additional disk space requirements for a CC2 calculation based on Cholesky decomposed integrals is thus ϳOVM , which is substantially smaller than the ϳO 2 V 2 requirement of the integral-direct approach, especially for large molecules ͑large number of occupieds, O). Whereas the memory requirements for Cholesky-based CC2 and RI-CC2 are identical, the latter requires less disk space, as the three-center integrals of Eq. ͑5͒ are never stored on disk but recalculated as needed. 10 While crucial for formulating the doubles-direct algorithm, the partitioning of the CC2 Jacobian 10-14 leads to a frequency-dependent effective Jacobian ͑as well as righthand sides͒ and, thus, has the side-effect that the response equations must be solved separately for each perturbation frequency. Therefore, the total number of linear transformations ͑effective Jacobian times trial vector͒ is usually larger for the doubles-direct implementation than for the conventional one. On the other hand, the partioning also implies that the doubles parts of the equations are in fact explicitly solved, which tends to decrease the number of iterations needed for convergence and thus decrease the total number of linear transformations. The calculation of static properties ͑zero frequency͒ therefore generally requires fewer linear transformations for the doubles-direct implementation, whereas calculation of dynamic properties ͑nonzero frequencies͒ requires more. The reason for this somewhat peculiar behavior is that the Hermitian symmetrization of the linear response function in Eq. ͑27͒ forces us to solve the linear response equations not only at the perturbation frequencies of interest but also at minus those frequencies. Thus, in general, the doubles-direct algorithm requires solution of twice the number of perturbation frequencies distinct blocks of equations, whereas a single block in principle suffices in the conventional approach.
III. POLARIZABILITY
The Cartesian jk component of the electric dipole polarizability tensor is related to the linear response function according to
where is the electric dipole operator. We report the polarizability in atomic units, noting that the conversion factor to SI units is e 2 a 0 2 /E h Ϸ1.648 778ϫ10 Ϫ24 C 2 m 2 J Ϫ1 , while that to volume polarizability is a 0 3 Ϸ0.148 184 7 Å 3 . To evaluate the CC2 polarizability at a given nonzero frequency, we must solve six equations for the first order amplitude responses: two for each Cartesian component of the electric dipole operator ͑one at and one at Ϫ). In the static case ( ϭ0), only three equations need to be solved. The worst-case scenario within the doubles-direct algorithm ͑i.e., solving the partitioned response problem͒ occur when the three components of the electric dipole operator transform according to different irreducible representations of the molecular point group. In this case, we are forced to solve each of the six ͑times the number of frequencies͒ amplitude response equations separately, thereby loosing the advantages of spanning all response amplitudes in one common set of trial vectors.
Polarizability calculations are performed for the benzene and C 60 molecules. For benzene we employ the following geometry: r CC ϭ1.397 Å, r CH ϭ1.080 Å, and Є(CCC) ϭЄ(CCH)ϭ120°, placing the molecule in the xy-plane with the z-axis through the center of mass. For the fullerene, we use the same geometry as Ruud, Jonsson, and Taylor. 19, 20 Table I presents results obtained with rather modest basis sets for benzene using conventional as well as Cholesky decomposition-based doubles-direct algorithms. In order to ensure that discrepancies between the two algorithms are due solely to the Cholesky decomposition of the two-electron integrals, we have imposed very tight convergence thresholds ͑i.e., 10 Ϫ10 for errors in MOs, 10 Ϫ10 for the CC2 energy, and 10 Ϫ8 for the residual norm for the CC2 response equations͒. All calculations were carried out on an IBM/RS6000 workstation equipped with a PowerIII processor. For the conventional calculations, the AO integrals were stored on disk and thus avoiding expensive recalculations. Nonetheless, the saving in computational time is substantial, up to a factor of 54 for the aug-cc-pVTZ basis set for ⌬ϭ10 Ϫ4 , and even more pronounced savings can of course be anticipated for calculations requiring integral-direct techniques in the conventional scheme. We observe that the errors stemming from Cholesky decomposition vary systematically and, as expected, the error approaches zero for low decomposition thresholds. Note, however, that the error in general is one order of magnitude larger than ⌬, which can be traced back to the decomposition of the ground state amplitudes. As an example, decreasing the threshold for amplitude decomposition to 10 Ϫ10 while keeping ⌬ϭ10 Ϫ4 with the aug-cc-pVTZ basis set reduces the error to Ϫ2.2ϫ10 Ϫ4 a.u. We point out that for practical purposes, a decomposition threshold of ⌬ ϭ10 Ϫ6 should be sufficient to obtain essentially exact results.
A basis set convergence study of the static polarizability components for benzene is given in Table II using Pople-and  Dunning-style basis sets and ⌬ϭ10 Ϫ6 . These calculations were performed with default thresholds for convergence of SCF and CC2 wave function parameters ͑that is, 10 Ϫ8 for MOs in the SCF procedure, 10 Ϫ8 for the CC2 energy, and 10 Ϫ5 for the response equations͒. Both components of the polarizability show remarkable stability with respect to basis set, provided that diffuse functions are included. In particular, the aug-cc-pVXZ series is essentially converged already at the double-zeta level. The largest calculation, i.e., aug-ccpV7Z, involves 100 million doubles amplitudes and would require more than 13 Gb of memory using the conventional integral-direct algorithm. 33 reported 67.25 a.u. using DFT/ B3LYP and a modified 6-31ϩG(d, p) basis set. Thus, the CC2 method seems to overstimate the correlation effects on the average polarizability of benzene. Recently, we have carried out a detailed study of the static and frequencydependent polarizability of benzene and a few small ͓4nϩ2͔-annulenes. 34 Table III reports a large-scale application of the Cholesky CC2 linear response formalism to the calculation of static and dynamic polarizabilities for the C 60 molecule using decomposition threshold ⌬ϭ10 Ϫ6 and the following wave function convergence thresholds: 5ϫ10 Ϫ7 for MOs ͑SCF͒ and the CC2 energy, and 5ϫ10
Ϫ5 for the CC2 response equations. With the aug-cc-pVDZ basis set, the CC2 wave function contains 2.8 billion doubles amplitudes and an integral-direct calculation would require approximately 113 Gb of memory. As for benzene, we find that diffuse functions are essential for accurately calculating the polarizability. Note, however, that the percentwise changes going from 6-31ϩϩG or 6-31ϩϩG* to aug-cc-pVDZ are in fact smaller for C 60 than for benzene. Hence, the assumption used by Ruud et al. 19 ͑for SCF calculations of the polarizability͒ that 6-31ϩϩG constitutes a reasonable compromise between computational effort and quality of the results seems applicable to CC2 calculations as well. Comparing to the SCF results of Ruud et al. 19 and to the SCF and DFT results of Xie et al., 35 we find that the CC2 polarizability is somewhat larger. This may to some extent be explained by the use of more diffuse basis sets in the present study. At the same time, the rather low level of correlation of the CC2 approach opens for possible reductions using full CCSD or better. Such reductions are to be expected, as the experimental polarizabilities are 516Ϯ54 a.u. (76.5Ϯ8 Å 3 ) ͑Ref. 36͒ at ϭϱ and 533Ϯ27 a.u. (79Ϯ4 Å 3 ) ͑Ref. 37͒ at ϭ1064 nm. Note, however, that the dispersion is reasonably well described at the CC2 level, the polarizability increasing approximately 3% going from the static limit to 1064 nm.
IV. OPTICAL ROTATION

A. Theoretical background
The specific rotation, in units of deg ͓dm g/cm 3 ͔ Ϫ1 , of a chiral molecule is defined as 38 ͓␣͔ϭ28800
2 N A a 0
where N A is Avogadro's number, a 0 is the bohr radius in cm, is the frequency of the light in cm Ϫ1 ͑ is the frequency in atomic units͒, M is the molecular weight in g/mol, and ␤Ј͑͒ϭϪIm Tr͗͗,m͘͘ 3 , ͑35͒ in atomic units (a 0 4 ). Following tradition, we have employed the length gauge in Eq. ͑35͒, and the trace ͑Tr͒ is over Cartesian elements of the electric dipole-magnetic dipole polarizability tensor ͑ is the electric dipole operator, m the magnetic dipole operator͒. Evaluation of the specific rotation thus requires exactly twice as much effort as for the frequencydependent electric dipole polarizability, that is, twelve first order amplitude response equations for each requested frequency, making the calculation of optical rotation dispersion a rather costly affair. On the other hand, specific rotations are often reported at the sodium D line ͑i.e., at 589.3 nm, denoted ͓␣͔ D ) so that calculations need be done for only one frequency.
Origin dependence is a recurring problem in coupled cluster calculations of response properties for perturbations that involve a time-dependent magnetic field. As discussed on several other occasions, 17, [39] [40] [41] London ͑or gauge including͒ orbitals can not be used to ensure origin invariance in standard coupled cluster theory in these cases, although the problem may be solved by enforcing gauge invariance through optimizing orbitals alongside the double and higher order excitation cluster amplitudes ͑the NOCC model͒. 42 Under a translation of the origin along the vector a, i.e., r→r Ϫa, the optical rotation transforms according to
The component ⌬ j OR , i.e., the change in specific rotation per unit length along the jth Cartesian direction, can be derived as
where ⑀ is the Levi-Civita tensor, r is the position operator, and p the momentum operator. While ⌬ OR vanishes for variational methods in the limit of basis set completeness, it is nonzero for truncated coupled cluster models, including CC2 and CCSD, even with a complete orbital basis. Thus, the length gauge specific rotation calculated from CC2 linear response theory depends on the chosen ͑mathematical͒ origin.
Ruud et al. 17 calculate specific rotations with the origin at the molecular center of mass. Although certainly a reasonable choice, inconsistencies would arise when calculating vibrational effects for different isotopomers, as ␤Ј() values would be different.
In the following sections, we report sample calculations of ͓␣͔ D for two molecules, CNOFH 2 and (Ϫ)-transcyclooctene ͑TCO͒.
B. Optical rotation of CNOFH 2
Following Ruud et al., 17 we employ CNOFH 2 , derived from 2-F-oxirane by substituting the ring CH 2 with NH, as test system for probing the basis set convergence of the specific rotation. We use the DFT/B3LYP/6-31G* C 1 geometry of Ref. 17 .
In Table IV we have collected some results for the optical rotation using conventional as well as Cholesky CC2 linear response theory with the same tight convergence thresholds as for the case of benzene above. All calculations were performed on the same computer as used for benzene. The basis sets are sufficiently small that the conventional calculations may be carried out with integrals on disk and, again, the Cholesky algorithm is nevertheless significantly faster than the conventional one. The errors in the specific rotation caused by the approximate Cholesky integral representation are clearly controllable, decreasing systematically with the decomposition threshold. Note that the errors measured in a.u. ͓i.e., the errors in ␤Ј()] are on the order of ⌬, except for the ⌬ϭ10 Ϫ4 results for the augmented basis sets where the error is roughly an order of magnitude larger. Again, this increased error can be attributed to the decomposition of the ground state amplitudes. For example, using a threshold of 10 Ϫ10 for the amplitude decomposition while keeping ⌬ϭ10 Ϫ4 , the error in the specific rotation becomes Ϫ0.015 883 deg ͓dm g/cm 3 ͔ Ϫ1 with the aug-cc-pVTZ basis set. In all, as for the benzene static polarizability, we thus find that ⌬ϭ10 Ϫ6 suffices for essentially exact results. Taking advantage of the open-ended nature of the doubles-direct algorithm, we perform an extensive basis set convergence study of the specific rotation and its origindependence at the CC2 level. The results are presented in Table V with all electrons correlated and in Table VI with frozen core approximation using ⌬ϭ10 Ϫ6 and default convergence thresholds for the wave function parameters ͑cf. the benzene polarizability calculations presented above͒. The largest calculation ͑all-electron CC2 with the aug-cc-pV6Z basis set͒ incorporates nearly 126 million doubles amplitudes and would require more than 8.5 Gb of memory for the conventional algorithm.
As expected, 17 the all-electron results in Table V show that diffuse functions are essential for describing optical rotation. It should be noted, however, that for the popular 6-31G-type basis sets, augmentation with diffuse functions seems to correct the specific rotation in the opposite direction of the basis set limit. In general, the Pople-style basis sets are rather ill-suited for the correlated calculation of specific rotation, as also reflected by the, in most cases, severe origindependence. Nevertheless, it should be stressed that the 6-31ϩϩG* and 6-31ϩϩG** basis sets might provide a reasonable compromise between computational effort and accuracy for large-scale applications. If possible, the 6-311 ϩϩG(3d f ,3pd) basis set should also be considered for such applications. Dunning's basis sets, on the other hand, provide a well balanced hierarchy for CC2 calculations of specific rotation. Note also that the origin-dependence is reduced to a minimum with the augmented series, although ⌬ OR definitely does not approach zero. Double augmentation of the basis set is seen to be less important than to increase the cardinal number of the basis set. Moreover, inclusion of core-correlating functions does not significantly improve the description, indicating validity of the frozen core approximation. This is confirmed by comparing to the frozen core results in Table VI , although we note that for the largest basis sets, the effect of freezing core orbitals is comparable to the effect of increasing the cardinal number of the basis set. However, for the smaller sets of interest for larger calculations, one may invoke the frozen core approximation with impunity. Selecting among Dunning's basis sets, the aug-ccpVDZ or, preferably, the aug-cc-pVTZ basis set should be used for accurate calculations. 
C. Optical rotation of TCO
Whereas numerous ab initio studies of the electronic natural circular dichroism of TCO are available in the literature, see, e.g., Refs. 40, 41, 43, and 44 and references therein, none has appeared on the specific rotation. We use the DFT/B3LYP/cc-pVTZ C 2 geometry of Ref. 41 for the present computations. As TCO represents a more realistic application of CC2 linear response theory to the calculation of specific rotation, we perform a limited basis set convergence study to test the main conclusions of the previous section. Table VII contains a study of accuracy and timings. As for the similar calculations above, tight convergence criteria were employed for the wave function parameters. Once again, significantly reduced computational effort is gained from using the Cholesky-based algorithm and, measured in a.u., the errors are on the order of ⌬. In this case, too, the larger errors occurring for the diffuse basis sets at ⌬ϭ10 Ϫ4 are due to the ground state amplitude decomposition: decreasing the threshold for amplitude decomposition to 10 Ϫ10 and keeping ⌬ϭ10 Ϫ4 with the aug-cc-pVDZ basis set gives an error of Ϫ0.029892 deg ͓dm g/cm 3 ͔ Ϫ1 . The sizes of the cc-pVDZ and 6-31ϩϩG* basis sets differ by 4, which is reflected in the similar CPU times for these two basis sets. Note, however, that while the conventional algorithm is more time consuming for the largest basis set, the opposite is observed for the Cholesky algorithm. The reason for this peculiarity is that slightly more Cholesky vectors are needed for the decomposition of the cc-pVDZ integrals than for the 6-31ϩϩG* integrals, implying that the CC2 work load is slightly larger for the former even though the number of basis functions is smaller. A decomposition threshold of ⌬ ϭ10 Ϫ6 is, again, sufficient for minimal Cholesky errors. Using, therefore, ⌬ϭ10 Ϫ6 and default convergence thresholds for wave function parameters ͑see above͒, specific rotations for TCO with various basis sets are given in Table  VIII along with the origin-dependence vector. There are 207 million doubles amplitudes in the largest calculation ͑aug-ccpVQZ basis set͒ which would require more than 11.6 Gb of memory with the conventional algorithm. Diffuse functions are once again observed to be important, although the ccpVXZ series is in fact closer to the converged result than the smaller augmented Pople-style basis sets. The exceptions are 6-311ϩϩG(2d,2p) and 6-311ϩϩG(3d f ,3pd) which yield specific rotations in the proximity of the aug-cc-pVTZ and aug-cc-pVQZ results despite the substantially smaller number of basis functions. The basis set convergence of the origin-dependence towards a nonzero limit is even more pronounced for TCO than for CNOFH 2 above. Experimentally, 45 the specific rotation of TCO is Ϫ440 deg ͓dm g/cm 3 ͔ Ϫ1 in CH 2 Cl 2 solution. Our best CC2 result is 38% above this value. While some of this discrepancy may be ascribed to insufficient correlation treatment of the CC2 model, 17 solvent effects can be expected to contribute significantly to the experimental value. In conclusion, the aug-ccpVDZ and 6-31ϩϩG* basis sets are found to be reasonable candidates for large-scale applications. 
V. SUMMARY AND CONCLUDING REMARKS
We have presented an implementation of the linear response function at the CC2 level of theory based on Cholesky decompositions, notably of the two-electron integrals.
1,2 The algorithm is designed to avoid storage, in core as well as on disk, of four-index intermediates along the lines deviced by Hättig and co-workers [10] [11] [12] [13] [14] for the RI-CC2 method. Through examples involving as many as 2.8 billion coupled cluster doubles amplitudes, we have demonstrated the large-scale applicability of the implementation. By comparing CPU times to those of the conventional integral-direct algorithm, 9 we have shown that significant reductions in computational effort are obtained using Cholesky decompositions. Equally important, we have explicitly demonstrated that the errors introduced by the Cholesky representation of the two-electron integrals are controllable through the decomposition threshold and, in particular, our results indicate that a decomposition threshold of ⌬ϭ10 Ϫ6 guarantees essentially exact linear response properties as compared to those obtained from a conventional calculation.
In the present implementation, no use has been made of the symmetric nature of the amplitudes, i.e., X i j ab ϭX ji bi . Employing this symmetry to restrict summations in the timedetermining steps ͓i.e., calculation of Y -intermediates, Eq. ͑24͔͒ will additionally decrease the computational effort involved in the Cholesky-based CC2 linear response model.
Basis set convergence studies of static and dynamic electric dipole polarizabilities and of optical rotations have been reported and discussed. As might have been expected, the frozen core approximation may be invoked and, as a general rule of thumb, one should employ Dunning's aug-cc-pVXZ basis set series for calculating these properties whenever possible. If more modest basis set sizes are called for, Pople's 6-31ϩϩG set with an additional set of polarization functions, is a good candidate.
Calculations of specific rotations in the length gauge formulation are somewhat obscured by the inherent origindependence. Our basis set study clearly demonstrates that this problem does not disappear in the limit of a complete basis set for the nonvariational CC2 model. Investigations are underway regarding inherently origin invariant calculations of specific rotations without resorting to London orbitals for variational as well as nonvariational models. 46 TABLE VIII. Frozen core CC2 specific rotation (͓␣͔ D , in deg ͓dm g/cm 3 ͔ Ϫ1 ) at the sodium D line in length gauge ͑origin at the center of charge͒ for TCO using Cholesky algorithm. The only symmetry-allowed Cartesian element of the origin-dependence vector is the z-component, which is reported in deg ͓dm g/cm 3 
