It has been shown previously that given n items and a polynomial number of processors, sorting these items into n locations requires~(log n/ log log n) time. We sidestep this lower bound with a new technique called Padded Sort, which
show that a Padded Sort can be accomplished in @(log log n) expected time with n/ log log n processors, assuming the items are taken from a uniform dist ribut ion. We also show using similar techniques that we can solve the All Nearest Neighbors, Voronoi Diagram, Delaunay Triangulation, and
Largest Empty Circle problems in @(log log n) expected time with n/ log log n processors, assuming points are taken from a uniform distribution in the unit square.
Further, we present an algorithm to solve the Closest Pair problem in constant expected time with n processors regardless of the distribution of points. These algorithms all run on the GRCW PRAM model in which write conflicts are decided arbitrarily, and they all achieve linear speedup in expected time over their optimal serial counterparts. . We also define an ultra-fast expected time parallel algorithm as one which uses a linear number of processors and runs in O((log log n)~) expected time for some constant k.
In this paper, we will develop ultra-fast expected time parallel algorithms for sorting and many geometric problems. These algorithms will also achieve linear speedup in expected time over their use n processors and achieve @(log n) worst case time for sorting, which is PT-optimal.
We note that any PT-optimal algorithm for sorting must use at least log n time [4] . Reischuk [21] gives a PT-optimal randomized n processor, @(log n) time algorithm for sort ing. Raj asekaran and Reif [19] give a randomized algorithm for general sorting which achieves (log n/ log log n) time with n log' n processors for any c > 0, which is optimal, a randomized algorithm for integer sorting which achieves @(log n/ log log n) time with n(log log n)2/ log n processors, and a PToptimal randomized algorithm for integer sorting which achieves @(log n) time with n/ log n processors. Cole 
From this we obtain the bound P(2~2np) < 2-4np/9.
Also, for k~3 we obtain the bound P(Z~knp)~k-up, and for k~6 we obtain the bound mial in n, the prefix operation can be performed in @(log n/log log n) time with n log log n/ log n processors. When @ is maximum or minimum, the prefix operation can be performed in @(log log n) time using n/log log n processors [9, 22] . This obviously implies that the maximum or minimum of n elements can be found in~(log log n) time with n/ log log n processors [24] .
However, if we can use nl+b processors, for any b >0, the maximum of n elements can be found in constant time [24] .
Merge Two lists of size n can be merged in El(log log n) time using n/log log n processors [14] . The expected maximum number of items in a bin is @(log n/ log log n), and thus it would take that many naive attempts before all items were placed in bins.
The other problem is that assuming each processor took one bin to sort, the expected maximum time would be fl(log n/ log log n Formally, given a constant c, we assume we have an array of size n in which each item has an independent probability p of being marked, where 1/ log' n < p1 / log log n. Then with m~n/ log log n processors and in 63(log log n) time we can with high probability allocate from one to m/2np unique processors to each marked item. The probability of failing will be less than l/n. We need the following Lemma.
LEMMA 3.1. Given a constant c and an array of size n in which each item has an independent probability p of being marked, where I/logc n~p~1/ log log n, if
we partition the array into n/5 logc+l n groups of size 5 logc+l n, then the probability that there are more than 5p log'+1 n marked items in any group is less than l/n. Now we have at most n/ log log n items to be placed in n bins with n/ log log n processors. log n log log n processors to each set of unfinished bins in @(log log n) time. These will be assigned log n per bin. On failure, we simply revert to the deterministic sorting algorithm.
Stage 2: The probability that any bin has more than 2 log n points is less than l/n, so using the log n processors allocated to each unsorted bin, we can perform a deterministicsort within each of these bins simultaneously. Each sort will take @(log log n) time, and therefore the entire stage will take~(log log n) time. Again, on a failure we simply revert to the deterministic sorting algorithm for alI n points.
It is a simple matter to make sure that each unused location contains the value NULL, and this completes Padded Sort. Note that we have sorted the input into n/ log4 n log log n blocks with at most log4 n log log n + o(log4 n log log n) items in each, and thus the entire sorted list takes up a total of n + o(n) locations. Given k~4 and c = 1/2, the probability that fewer than cm items get written is less than 2-m~2. Given k~6 and c = 1/2, the probability that fewer than cm items get written is less than 2-m.
Analysis of Stage 1: The probability of an item not being placed in this stage is simply the probability that it conflicts with another item in its group, which is less than (n/2 log log n)/n = 1/2 log log n. Also since we are assuming n > 256, from Corollary 3.1 with m = n/2 log log n, k = 6 and c = 1/2, we see that the probability that fewer than n/4 log log n items get placed in any step of Stage 1 is less than l/n 2. We can also show that the probability that an item which is not placed in Stage 1 belongs to a given bin is bounded by 2/n. Also, it is easy to see that the probability that an item not placed in Stage 1 is in a specific bin is only dependent on those items which do get placed, and is independent of those items which do not get placed.
The following lemma (which assumes n > 256) will simplify the analysis of Stage 2. LEMMA 3.3. Given n/ log log n items which have an independent probability of at most 2/n of falling into any one of n bins, the probability that more than 4 log4 n items fall into any block is less than l/n. at least half will be placed with probability y l/n2.
If we let Ai,j be the event that less than half the points are placed in block j at step i, we can bound the probability of failure in this stage by
Also, we can see that at most (4 log4 n)/23'Og 10gn4 log n items will remain to be placed into each block.
Since there are n/(log4 n log log n) blocks, n >256, and each item has an equal probability of not being placed, it can easily be shown that this probability is less than 1/2 log n. bins, the probability that more than log4 n log log n + log3 n log log n items fall into any block a's less than l/n. 
n-k k ln -log log n n -log log ñ e-(k logk log= 2)/2
The left hand side of the inequality in the lemma is the maximum probability of exactly k items landing in one bin given that we have seen log log n other bins.
Now assume we have a serial sorting algorithm that sorts k items in exactly ck log k steps, for some constant c. Then the probability that it takes exactly 2ct/ loge 2 steps to sort a bin will be less than I/et. has log log n bins to sort and is given a total of 124 log log n steps. From the discussion above, the time to sort a bin is bounded by an expñ ential distribution. Let Z be the time to sort log log n bins. Then Z -I'(log log n, 1/8), so P(Z~64 log log n) <2-~l OglOgnfz < l/log4 n by -a Chernoff bound.
We also need to add another 60 log log n steps to take care of the cases when k~9.
Analysis of Stage 2:
If we let Z be the number of points in a bin, then Z~B(n, l/n), and when n~8, F'(Z > 210gn) < 2-210gn s l/n2 by a Chernoff bound. Thus the probability that any bin has over 2 log n points is less than n(l/n2) = l/n.
We have thus proven the following theorem.
THEOREM 3.1. Given n values taken from a uniform distribution over the unit interval, in @(log log n) expected time and using n/ log log n processors, these values can be arranged in sorted order in an array of size n + o(n) with the value NULL in all unfilled locations. We can obtain a random cycle of the processors from this using a prefix max operation, and we can obtain a random permutation of the processors by compressing the padded list using a prefix sum operation. Thus, by using the Padded Sort algorithm given above, a random cycle can be constructed in @(log log n) expected time with n/ log log n processors, and a random permutation can be constructed in @(log n/ log log n) expected time with n log log n/ log n processors. @(log log n) expected time using n/ log log n processors.
We show the details here.
We will use the following lemmas.
LEMMA 4.1. Given a set of n points taken from a uniform distn'bution in the unit square, and given a region R within the unit square of size p, whew log n/n~p~1, the probability that over 4pn points lie within this region is less than l/n2.
LEMMA 4.2. Given a set of n points in the plane, one can find the Voronoi cell around a point in @(log log n) time with n2/ log log n processors.
COROLLARY 4.1. Given a set of n points in the plane, one can find the Voronoi diagram in E)(log log n) time with n3/ log log n processors. Now we define three strips around the edge of the unit square. Let R be a strip of width 2 log n/n5, S be a strip of width 2/n7, and T be a strip of width l/n7 (see Figure  1 ). Note that T c S c R. From Lemma 4.1 we see that the probability of more than 0(n5 log n) points in R-S is less than l/n2. Also, given a point p in R -S, the probability that no points lie in T for a length of 2 log2 n/n3 in either direction from p is less than e -zlOgn < l/n2. Then it is easy to see that only points with~a distance 4 log2 n/n3 from p in R would have any affect on the Outer Voronoi Cell of p (see Figure  2) . By Lemma 4.1, we see that the probability of more than O(n2 log n) points in this region is less than l/n 2. Now if we assign 0(n4 log2 n) processors to each point in R-S, we can find all of their Voronoi cells in @(log log n) time by Lemma 4.2.
Now we must find the Outer Voronoi Cell for each point in S. We note that by Lemma 4.1 the probability that there are more than 0(n3) points in S is less than l/n2, and by the above discussion, the probability that over 0(n2 log n) points in R -S affecting the Outer 
