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We model general autonomously controlled production networks by means of nonlinear
differential equations and implement autonomous control methods, where transportation
times and disturbances in the transportation times are taken into account. Autonomous
control enables intelligent logistic objects to route themselves through a logistic network.
Based on this model we investigate a certain scenario of a production network, where we
show advantages and disadvantages of the implementation of autonomous control meth-
ods from a mathematical perspective in view of robustness and stability.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Production systems, supply networks and other logistic structures are typical examples of complex systems with a non-
linear behavior. Their dynamics is subject to many different perturbations due to changes on market, changes in customer
behavior, information and transport congestions, unreliable elements of the network etc. One of the approaches to handle
such complex systems is to shift from centralized to decentralized or autonomous control, i.e., to allow the plants of a net-
work to make their own decisions based on some given rules and available local information.
The term production network is used to describe company or cross-company owned networks with geographically dis-
persed plants. The primary objective of production networks is to achieve economies of scale through joint planning of pro-
duction processes, a mutual use of common resources and integrated planning value added processes [1].
The main idea of autonomous cooperating logistic processes is to enable intelligent logistic objects to route themselves
through a logistic network according to their own objectives and to make and execute decisions, based on local information
[2]. In this context, intelligent logistic objects may be physical or material objects, e.g., parts or machines, as well as imma-
terial objects (e.g., production orders, information). By an engineering point of view it has been already shown that different
autonomous control methods can help to increase the logistics performance and robustness of single production systems
[3,4]. Due to the high structural and dynamical complexity of production networks one may expect that autonomous control
has a positive effect on the dynamical behavior of these networks. This was conﬁrmed by investigations of the performance
of autonomously controlled production networks from an engineering point of view [5].
The queue length estimator (QLE) is an autonomous control method, which enables logistic objects in a production
system to estimate the waiting and processing times of different alternative processing resources. It uses exclusively local. All rights reserved.
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regarding throughput times compared to classical scheduling algorithms in highly dynamic situations [4,6].
The pheromone based autonomous control method (PHE) is a bio-inspired strategy. This approach is based on the idea to
imitate the process of ants, marking possible routes to food sources. On the way between the nest and food sources ants emit
pheromones such that other ants can detect those pheromones. They follow the trail with the highest concentration of pher-
omones [7]. This is transferred to production networks: On their route through the network, parts leave information about
their processing time at a corresponding plant. Following parts which have to execute a decision at a network stage compare
this artiﬁcial pheromone concentration and choose the plant with the highest concentration. Thus, the PHE depends on pro-
cessing and waiting times.
In this paper we analyze the application of different autonomous control methods in production networks and display the
advantages and disadvantages in view of robustness and stability from the mathematical point of view.
Therefore, we model general production networks by differential equations. Taking into account transportation times and
disturbances during the transportation process, such as trafﬁc jams or breakdowns of vehicles, for example, we use func-
tional differential equations for the modeling. The QLE and PHE are described mathematically and implemented in the pro-
duction network model.
The modeling is demonstrated in a certain scenario of a production network, where we apply autonomous control meth-
ods. We discuss the advantages and disadvantages of implementing autonomous control in contrast to a central planning
from the mathematical point of view. At ﬁrst, we take into account transportation times and then breakdowns of plants.
We compare the system states for this case using the modeling with a central planning and the implementation of auton-
omous control methods. Then, we derive conditions to guarantee stability of a network using the different control methods
under consideration of disturbances. Analyzing these conditions, we give conclusions about the advantages and disadvan-
tages of the different control methods in view of stability.
Roughly speaking, for production networks stability means that the state of the network remains bounded over time,
while all external inputs are bounded. Typical examples of unstable behavior are unbounded growth of unsatisﬁed orders
or unbounded growth of the queue of the workload of a plant or a machine. This causes high inventory costs and loss of cus-
tomers. To avoid instability of a network it is worth to investigate its behavior in advance. In particular mathematical mod-
eling and analysis provide helpful tools for design, optimization and control of such networks and for deeper understanding
of their dynamical properties. Stability analysis of production networks were performed in [8–11] for example. In [9] a
scheme to identify parameter constellations which guarantee stability was presented.
In this contribution we identify the state as the number of unprocessed parts, which is the sum of the queue length and
the WIP. Thus, stable behavior of the network is decisive for the performance and vitality of a network.
The structure of the paper is as follows. In Section 2 we model general production networks and both autonomous control
methods. Based on this, we analyze a certain scenario of a production network in Section 3 implementing the QLE and PHE
and considering plant breakdowns, where one advantage using autonomous control methods in contrast to a central plan-
ning is shown. In Section 4 we perform a stability analysis of the certain scenario and discuss advantages/disadvantages of
the implementation of autonomous control methods in Section 5. Finally, the conclusions and some approaches for future
research topics are included in Section 6.2. Modeling
In this section we model general production networks and implement the QLE and PHE.
We consider production networks, consisting of n plants. Each plant is called a subsystem of the production network,
which we call the whole network. For simplicity we assume, that there is only one uniﬁed type of material, i.e., all primary
products, used in the production network, can be measured as a number of units of this uniﬁed material.
The state xi(t) of the ith subsystem at time t 2 Rþ is the quantity of unprocessed material within the ith subsystem at time
t. The state of the whole network is denoted by xðtÞ ¼ ðx1ðtÞ; . . . ; xnðtÞÞT 2 Rn, where xT denotes the transposition of a vector. A
subsystem can get material from an external source, which is denoted by ui(t), and from subsystems of the network (internal
inputs).2.1. General networks and autonomous control without time-delays
At ﬁrst, we consider production networks without transportation times and use ordinary differential equations (ODEs) for
the modeling. ODEs describe the evolution of the state of the systemwith continuous time t 2 Rþ, where Rþ :¼ ½0;1Þ. The ith
subsystem processes the raw material from its inventory with the rate ~f iiðxðtÞÞP 0 and sends the produced goods to the jth
subsystem with the rate ~f jiðxðtÞÞ or to some customers that are not considered in the network.
We will investigate the special case ~f jiðxðtÞÞ ¼ cjiðxðtÞÞ~f iðxiðtÞÞ; cji 2 Rþ and ~f iiðxðtÞÞ ¼ ~ciiðxðtÞÞ~f iðxiðtÞÞ; ~cii 2 Rþ, where
~f iðxiðtÞÞ is a continuous, strictly increasing function with ~f ið0Þ ¼ 0 and it is proportional to the processing rate of the system.
0 6 cji(x) 6 1, i– j are some positive distribution coefﬁcients. We interpret the constant distribution coefﬁcients as pre-
scribed by a central planning and on the other hand variable distribution coefﬁcients can be used for implementing some
autonomous control method.
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Xn
j¼1;j–i
cijðxðtÞÞ~f jðxjðtÞÞ þ uiðtÞ  ~ciiðxðtÞÞ~f iðxiðtÞÞ; i ¼ 1; . . . ;n; ð1Þwhere the inﬂow of the ith subsystem is the input of material from other subsystems of the network, described by the termPn
j¼1;j–icijðxðtÞÞ~f jðxjðtÞÞ, and from an external source ui. The outﬂow of the subsystem is the processing rate ~ciiðxðtÞÞ~f iðxiðtÞÞ.
Denoting cii :¼ ~cii the whole system can be written as
_xðtÞ ¼ CðxðtÞÞ~f ðxðtÞÞ þ uðtÞ; ð2Þwhere x ¼ ðx1; . . . ; xnÞT ;~f ðxðtÞÞ ¼ ð~f 1ðx1ðtÞÞ; . . . ;~f nðxnðtÞÞÞT , u(t) = (u1(t), . . . ,un(t))T and C 2 Rnn, C = (cij)nn. Note that the condi-
tions ~f i 2K1; cii < 0 and cijP 0, i– j imply, that if x(0)P 0 (that is xi(0)P 0" i = 1, . . . ,n), then x(t)P 0 for all t > 0.
As mentioned before, by the distribution rates cij, i– j, we implement different control methods, where constant choices
represent the central planning. For the QLE we choose cijðxðtÞÞ ¼ cqijðxðtÞÞ ascqijðxðtÞÞ :¼
1
xiðtÞþeP
k
1
xkðtÞþe
;where the index k denotes all subsystems which get material from subsystem j and e > 0, arbitrarily small, is inserted to let
the fraction be well-deﬁned. The interpretation of cqij is in simple words the following: if the queue length of the ith subsys-
tem is small, then more material will be send to subsystem i in contrast to the case where xi is large and c
q
ij is small. The
method is based on the queue lengths of the subsystems.
The PHE is implemented by cijðxðtÞÞ ¼ cpijðxðtÞÞ andcpijðxðtÞÞ :¼ ð1 v iÞ
~f iðxiðtÞÞP
k
~f kðxkðtÞÞ þ e
þ
X
k–i
vk
~f kðxkðtÞÞP
q
~f qðxqðtÞÞ þ e
;where k, q are indices denoting the subsystems which get material from subsystem j, e > 0 and 0 6 vi 6 1 is the evaporation
constant of the ith subsystem. In contrast to the QLE, this choice takes into account the actual processing rates. By the evap-
oration constant vi one can justify the PHE method in order to increase the performance or robustness of the network. In the
following sections we will investigate this constant more detailed.
Remark 2.1. It holds 0 6 cqij 6 1;0 6 c
p
ij 6 1. This means, that cij is the share of the production of subsystem j, which will be
send to subsystem i.
In the Section 3, we compare the implementation of the central planning, the QLE and the PHE in a certain scenario.
2.2. General networks and autonomous control with time-delays
In general production networks time-delays occur in form of transportation times. We take this into account by modeling
production networks using retarded functional differential equations. The time needed for the transportation of material
from the jth to the ith plant is denoted by sij 2 [0,h], where h 2 Rþ is the maximal involved delay. Furthermore, we consider
disturbances in the transportation process from the jth to the ith plant, denoted by dij 2 [0,D], where D 2 Rþ is the maximal
delay, which can be due to delay, for example, trafﬁc jams, an accident or breakdowns of vehicles. Then, the dynamics of the
ith subsystem can be described by_xiðtÞ ¼
Xn
j¼1;j–i
cijðxðt  sijÞÞ~f jðxjðt  sij  dijðt; sijÞÞÞ þ uiðtÞ  ~ciiðxðtÞÞ~f iðxiðtÞÞ; i ¼ 1; . . . ;n: ð3ÞThe term xti :¼ xiðt  sij  dijðt; sijÞÞ; xti 2 Cð½0; hþ D;RÞ represents the state, where Cð½0; hþ D;RÞ denotes the space of contin-
uous functions deﬁned on [0,h + D] equipped with the norm xti
 
½0;hþD :¼ supt2½hD;0jxiðtÞj and values in R. We denote
x(t  sij) :¼ (x1(t  sij), . . . ,xn(t  sij))T.
The external input and the processing rate do not depend on any time-delay and disturbance, but the internal inputs from
other subsystems do so. This is represented by the terms cijðxðt  sijÞÞ~f jðxjðt  sij  dijðt; sijÞÞÞ. This means, that the input of
subsystem i at time t from subsystem j is the amount of material that was sent by the jth subsystem at the time
t  sij  dij(t,sij). Note that the cij(x(t  sij)) do not depend on the disturbances dij(t,sij), because at the time the material will
be send to a plant the disturbances in the future are unknown and cannot be taken into account for the calculation of the
distribution rates. The inﬂuence of the disturbances on the stability of the system will be investigated in Section 5.
The distribution rates for time-delay systems are deﬁned for the QLE bycqijðxðt  sijÞÞ :¼
1
xiðtsijÞþeP
k
1
xkðtsijÞþe
;
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~f iðxiðt  sijÞÞP
k
~f kðxkðt  sijÞÞ þ e
þ
X
k–i
vk
~f kðxkðt  sijÞÞP
q
~f qðxqðt  sijÞÞ þ e
;where k, q are indices of the subsystems which get material from subsystem j.
To illustrate this general modeling framework we consider a speciﬁc scenario of a production network in the following
section.3. Investigations on a certain scenario of a production network
In this section the presented modeling approach for production networks and autonomous control methods is applied to
a certain scenario of a production network. We display advantages and disadvantages of the implementation of autonomous
control methods in contrast to the central planning.
We consider a certain scenario of a production network as in Fig. 1, consisting of four plants. The ﬁrst plant gets some raw
material from an external supplier, denoted by u. At each plant the material will be processed with the rate ~cii~f i; i ¼ 1; . . . ;4
and immediately send to the plants according to the network topology in Fig. 1. The ﬁrst plant sends the production to the
plants 2 and 3 corresponding to certain distribution coefﬁcients ci1. The plants 2 and 3 send the production to the plant 4,
which will send one half of the produced material to some customers outside the network and one half back to the ﬁrst plant.
This can be interpreted as recycling, for example.
We choose ~cii ¼ 1 and ~f iðxiÞ ¼ aið1 expðxiÞÞ, which is an increasing function and bounded by aiP 0. This choice takes
into account the autonomous control of a plant. If the number of unprocessed parts within a plant is small, then the produc-
tion rate is also small, i.e., dose to zero. If the number of parts increases, then the production rate increases up to the maximal
possible production rate ai.
Note that by different choices of ~f iðxiÞ the systems behavior and the results of the (stability) analysis could be different.
Our approach can be understood as a starting point of a mathematical analysis and to give statements about the systemsFig. 1. Example of a scenario of a production network.
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Fig. 2. Trajectories of the network scenario without transportation times.
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the choices of the gains are different for different ~f iðxiÞ (see Chapter Section 4).
The differential equations that describe the systems behavior of the network without taking into account transportation
times are of the form_x1ðtÞ ¼ uðtÞ þ 12a4ð1 expðx4ðtÞÞÞ  a1ð1 expðx1ðtÞÞÞ;
_x2ðtÞ ¼ c21a1ð1 expðx1ðtÞÞÞ  a2ð1 expðx2ðtÞÞÞ;
_x3ðtÞ ¼ c31a1ð1 expðx1ðtÞÞÞ  a3ð1 expðx3ðtÞÞÞ;
_x4ðtÞ ¼ a2ð1 expðx2ðtÞÞÞ þ a3ð1 expðx3ðtÞÞÞ  a4ð1 expðx4ðtÞÞÞ:
ð4ÞThree planning or control strategies are compared: by the choice of c21 ¼ c31 ¼ 12 we implement a central planning, by
ci1 ¼ cqi1 the QLE and by ci1 ¼ cpi1 the PHE, i = 2,3 (see the previous section). The following ﬁgure shows the trajectories of
the queue lengths of unprocessed parts of the plants with the central planning implemented, where we choose as initial val-
ues xi(0) = 10, i = 1, . . . ,4, a constant input u(t)  10 and a1 = 21, a2 = a3 = 11, a4 = 22.5.
The trajectories of the network with the implementation of the QLE or PHE are similar and we skip them. Note that by the
choice of an ﬂuctuating input u(t) = 5(1 + sin (t)) one can simulate seasonal changes of the demand, for example, but we also
skip this, because for the investigations and goals of this paper it is enough to consider constant inputs u (for ﬂuctuating
inputs, see [6,9]).
Now, we consider transportation times, represented as time-delays sij in the network model as follows_x1ðtÞ ¼ uðtÞ þ 12a4ð1 expðx4ðt  s14ÞÞÞ  a1ð1 expðx1ðtÞÞÞ;
_x2ðtÞ ¼ c21a1ð1 expðx1ðt  s21ÞÞÞ  a2ð1 expðx2ðtÞÞÞ;
_x3ðtÞ ¼ c31a1ð1 expðx1ðt  s31ÞÞÞ  a3ð1 expðx3ðtÞÞÞ;
_x4ðtÞ ¼ a2ð1 expðx2ðt  s42ÞÞÞ þ a3ð1 expðx3ðt  s43ÞÞÞ  a4ð1 expðx4ðtÞÞÞ:
ð5ÞAgain, c21 ¼ c31 ¼ 12 represent the central planning and ci1 ¼ cqi1; ci1 ¼ cpi1 as deﬁned in the previous section represent the QLE
or PHE, respectively.
We choose the initial functions xi(s)  4, x3(s)  1, i = 1,2,4, s 2 [h,0], a constant input u(t)  10 and a1 = 21, a2 = a3 = 11,
a4 = 22.5. For h = 1 the trajectories of the plants are displayed in the Fig. 3 using the central planning, in the Fig. 4 using the
QLE and in Fig. 5 using the PHE with vi = 0.1. Using autonomous control methods in networks under consideration of trans-
portation times, we observe oscillating behaviors of the state of the plants 2 and 3 and caused by this also oscillating behav-
iors of the plants 1 and 4 in contrast to the central planning, where no such oscillating behaviors are observed.
Furthermore, it can be observed that the amplitude of the oscillating behavior using the QLE is higher in contrast to the
usage of the PHE.
If we increase the transportation times, for example by choosing h = 2, then the trajectories are displayed in the Figs. 6–8.
We observe that the amplitude of the oscillating behavior is the higher the larger the transportation times are.
The reason of the appearance of the oscillating behaviors is that by the deﬁnition of cqij and c
p
ij in the previous section we
do not take into account the parts, which are currently in transit to a plant. It may happen that a lot of parts will be send to
the second plant (and less material to the third one) according to the actual distribution rate, although there are a lot of parts
in transit and will arrive during the next time period. When they arrive within the transportation time period [t, t + h] the0 5 10 15 20
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Fig. 3. Trajectories of the network scenario with central planning and transportation time 1.
0 5 10 15 20
0
5
10
15
t
N
um
be
r o
f u
np
ro
ce
ss
ed
 p
ar
ts
x1
x2
x3
x4
Fig. 4. Trajectories of the network scenario with QLE and transportation time 1.
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Fig. 5. Trajectories of the network scenario with PHE and transportation time 1.
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Fig. 6. Trajectories of the network scenario with central planning and transportation time 2.
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Fig. 7. Trajectories of the network scenario with QLE and transportation time 2.
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Fig. 8. Trajectories of the network scenario with PHE and transportation time 2.
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Fig. 9. Trajectories, considering a breakdown, with an implemented central planning.
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2954 S. Dashkovskiy et al. / Applied Mathematical Modelling 36 (2012) 2947–2960queue length of the second plant increases, whereas the queue length of the third plant decreases, according to the
production rates. At a certain time there is a turning point, where more parts will be send to the third plant than to the sec-
ond one. From t + h on this results in a decreasing queue length of the second plant and an increasing one of the third plant.
Then this cycle will start again.
With this explanation it becomes clear why the amplitude is the higher the larger the time-delay is: parts will be trans-
ported a longer time period and therefore the number of parts which are in transit, but not taking into account by the dis-
tribution rates, is larger in contrast to a smaller time period.
To avoid the oscillating behaviors one can adapt the deﬁned distribution rates of the QLE and PHE by taking into account
the parts in transit by an additional term
R t
tsijdijðt;sijÞ xiðsÞds, for example. In reality this requires full information access about
material in trafﬁc or disturbances, for example, which has to be ensured.
3.1. Breakdown of a plant
In this subsection we model a breakdown of a plant and compare the system behaviors using the central planning, QLE
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Fig. 10. Trajectories, considering a breakdown, with an implemented QLE.
0 50 100 150 200
0
20
40
60
80
100
120
t
N
um
be
r o
f u
np
ro
ce
ss
ed
 p
ar
ts
x1
x2
x3
x4
Fig. 11. Trajectories, considering a breakdown, with an implemented PHE with v = 0.1.
S. Dashkovskiy et al. / Applied Mathematical Modelling 36 (2012) 2947–2960 2955We consider the certain scenario of a production network as in Fig. 1 modeled by the Eq. (4). Here, we do not take into
account transportation times, because we observed that they have no inﬂuence to the results or the conclusions of the com-
parison of the different control methods.
The scenario is adapted by the assumption of a breakdown of the second plant within the time interval from t = 10 to
t = 20. This is modeled by setting the production rate equal to 0 in the interval [10,20]. In the Figs. 9–11 the trajectories of
the plants are displayed implementing the central planning, the QLE and the PHE with vi = 0.1, choosing the initial values
xi(0) = 10, i = 1, . . . ,4, a constant input u(t)  10 and a1 = 21, a2 = a3 = 11, a4 = 22.5. It can be observed that the autonomous
control methods can handle the breakdown of a plant in a better way, compared to a central planning: the maximum va-
lue of the queue length is smaller and less time is needed for a normalization of the queue lengths levels. The reason is
that the QLE and the PHE can react to breakdowns by sending the parts to the third plant with a higher distribution rate,
whereas the central planning cannot react so quickly and parts will be send to the second plant although it is not
producing.
Parts are send to both plants according to the QLE and when the second plant is ready for production after the time t = 20
it can produce near by the maximal production rate. In total, the maximum of the queue lengths do not increase as much as0 50 100 150 200
0
20
40
60
80
100
120
t
N
um
be
r o
f u
np
ro
ce
ss
ed
 p
ar
ts
x1
x2
x3
x4
Fig. 12. Trajectories, considering a breakdown, with an implemented PHE with v = 0.3.
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Fig. 13. Trajectories, considering a breakdown, with an implemented PHE with v = 0.5.
2956 S. Dashkovskiy et al. / Applied Mathematical Modelling 36 (2012) 2947–2960in the scenario with a central planning and return to the ‘‘normal’’ (without a breakdown) queue length level faster at the
time t = 150 in opposite to t = 180 for the central planning.
Implementing the PHE with vi = 0.1, the queue length of the third plant grows faster in the time interval from t = 10 to
t = 20 than using the central planning or the QLE, where the state of the second plant grows faster. The maximum value
of the number of parts using the PHE is higher than using the QLE, but smaller than using the central planning. The time
needed to ‘‘normalize’’ the queue length levels is equal to the time needed to ‘‘normalize’’ the queue length levels using
the QLE.
Choosing different vi we observe different trajectories: for vi = 0.3 the maximum queue length level is a bit less than the
level using the QLE, but for vi = 0.5 the maximum queue length level is as high as using the central planning and the time
needed to ‘‘normalize’’ the queue length levels is also as high as using the central planning (see Figs. 12, 13). This shows,
that one has to adapt the PHE (choosing different vi) to achieve desired economic goals. We can conclude that the implemen-
tation of autonomous control methods makes the network more robust to breakdowns of plants in contrast to the usage of
the central planning.
4. Stability analysis of general autonomously controlled production networks
In this section we investigate whether the implementation of autonomous control methods have an effect on the derived
parameters, which guarantee stability of a network.
We note the stability property and a tool to verify whether a system of a network has this property. More details can be
found in the mentioned papers [8–11] and the references therein.
In general, production networks consist of n 2 N interconnected systems of the form
_xiðtÞ ¼ fiðx1ðtÞ; . . . ; xnðtÞ; uiðtÞÞ; t 2 Rþ; i ¼ 1; . . . ;n; ð6Þwhere xi 2 RNi ;ui 2 RMi and fi : R
Pn
j¼1NjþMi ! RNi are locally Lipschitz continuous functions. Here, xj, j– i can be interpreted as
internal inputs of the ith subsystem and the solution is denoted by xi t; x0i ; xj; j–i;ui
 
or xi(t) for short, where x0i :¼ xið0Þ is the
initial condition.
If we deﬁne N :¼Pni¼1Ni;M :¼Pni¼1Mi; x :¼ xT1; . . . ; xTn T , u :¼ uT1; . . . ;uTn T and f ¼ f T1 ; . . . ; f Tn T , then the interconnected
system of the form (6) can be written as one single system of the form_xðtÞ ¼ f ðxðtÞ;uðtÞÞ; t 2 Rþ; ð7Þ
where x 2 RN denotes the state of the system, u 2 RM and f : RN  RM ! RN describes the system dynamics.
For the stability notions, we need the following classes of comparison functions:P :¼ ff : Rn ! Rþjf ð0Þ ¼ 0; f ðxÞ > 0; x– 0g;
K :¼ fc : Rþ ! Rþjc is continuous;cð0Þ ¼ 0 and strictly increasingg;
K1 :¼ fc 2Kjc is unboundedg;
L :¼ fc : Rþ ! Rþjc is continuous and strictly decreasing with lim
t!1
cðtÞ ¼ 0g;
KL :¼ fb : Rþ  Rþ ! Rþjb is continuous;
bð; tÞ 2K; 8t P 0; bðr; Þ 2L; 8r > 0g:We will call functions of class P positive deﬁnite.
We introduce the following stability notion:
Deﬁnition 4.11. System (7) is locally input-to-state stable (LISS) if there exist constants q;qu > 0; c 2K and b 2KL such that for all ini-
tial values jx0j 6 q and all inputs kuk1 6 qu the inequalityjxðtÞj 6 max bðjx0j; tÞ; cðkuk1Þ
 is satisﬁed 8 t 2 Rþ, where j  j denotes the Euclidean norm and kuk1 :¼ esssuptR ½0;1ÞjuðtÞj is the essential supremum norm. c
is called (nonlinear) gain.
2. The ith subsystem of (6) is called LISS if there exist constants qi;qij;qui > 0; cij; ci 2K and bi 2KL such that for all initial
values x0i
  6 qi and all inputs kxjk1 6 qij; kuik1 6 qui the inequalityjxiðtÞj 6max bi x0i
 ; t ;max
j–i
cijðkxjk1Þ; ciðkuik1Þ
 	is satisﬁed 8t 2 Rþ. cij and ci are called (nonlinear) gains.
Note that, if q, qu =1 then the system (7) is called (global) ISS and if qi;qij;qui ¼ 1 then the ith subsystem of (6) is called
(global) ISS. In particular LISS and ISS guarantee that the norm of the trajectories of each subsystem is bounded.
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Deﬁnition 4.2. We assume that for each subsystem of the interconnected system (7) there exists a function Vi : RNi ! Rþ,
which is locally Lipschitz continuous. Then, for i = 1, . . . ,n the function Vi is called a LISS Lyapunov function of the ith subsystem
of (6), if Vi satisﬁes the following two conditions:
There exist functions w1i;w2i 2K1 such thatw1iðjxijÞ 6 ViðxiÞ 6 w2iðjxijÞ; 8 xi 2 RNi ð8Þ
and there exist cij; ci 2K, a positive deﬁnite function li and constants qi;qij; qui > 0 such thatViðxiÞPmax max
j–i
cijðVjðxjÞÞ; ciðjuijÞ
 	
) rViðxiÞ  fiðx;uÞ 6 liðViðxiÞÞ ð9Þfor almost all xi 2 RNi ; x0i
  6 qi; jxjj 6 qij;ui2Mi ; juij 6 qui ; cii ¼ 0, wherer denotes the gradient of the function Vi. Functions cij
are called LISS Lyapunov gains.
Note that, if qi;qij;qui ¼ 1 then the LISS Lyapunov function of the ith subsystem becomes an ISS Lyapunov function of the
ith subsystem (see [12]). In general, the LISS Lyapunov gains are different from the gains in Deﬁnition 4.1.
Condition (8) implies that Vi is positive deﬁnite and radially unbounded. Vi can be interpreted as the energy of a system
and the second condition (9) of a Lyapunov function means that if Vi(xi)Pmax{maxj–icij(Vj(xj)),ci(juij)} holds, then the en-
ergy decreases. If Vi(xi) < max{maxj–icij(Vj(xj)), ci(juij)} then the energy of the system is bounded by the expression on the left
side of the previous inequality. Overall, the trajectory of a system is bounded.
Furthermore, we deﬁne the gain-matrix C :¼ (cij)nn, i, j = 1, . . . ,n, cii = 0, which deﬁnes a map C : Rnþ ! Rnþ byCðsÞ :¼ max
j
c1jðsjÞ; . . . ;max
j
cnjðsjÞ

 T
; s 2 Rnþ: ð10ÞNote that the matrix C describes in particular the interconnection structure of the network, moreover, it contains the infor-
mation about the mutual inﬂuence between the subsystems, which can be used to verify the (L) ISS property of networks.
To analyze the whole network in view of stability we need a small-gain condition (see [13]):
Deﬁnition 4.3. Csatisﬁes the local small gain condition (LSGC) on [0,w⁄], provided thatCðwÞ < w and CðsÞjs; 8s 2 ½0;w; s– 0: ð11Þ
The notation j means that there is at least one component i 2 {1, . . . ,n} such that C(s)i < si.
To check whether the interconnected system of the form (7) has the LISS property, one has to ﬁnd a LISS Lyapunov func-
tion for each subsystem. If it exists then this subsystem has the LISS property. Furthermore, if the LISS Lyapunov gains satisfy
the local small-gain condition (4.3), then the whole system of the form (7) is LISS, which we recall in the following theorem
(see [13]):
Theorem 4.1. Consider the interconnected system (6), where each subsystem has an LISS Lyapunov function Vi. If the
corresponding gain-matrix C satisﬁes the local small-gain condition (11), then there exist constants q, qu > 0, such that the whole
system of the form (7) is LISS.
In [14,12] a similar ISS small-gain theorem for general networks was proved, where the small-gain condition is of the
formCðsÞjs; 8 s 2 Rnþ n f0g:
For time-delay systems one can deﬁne the notion of (L) ISS, a (L) ISS Lyapunov function and the result in Theorem 4.1 in a
similar way (see [15]).
4.1. Results of the stability analysis of the certain scenario of a production network
We consider the same scenario as in the previous section (see Fig. 1) without transportation times. The details of the sta-
bility analysis are skipped here, but the calculations are similar to the analysis presented in [8,9]. We only present the results
of the analysis. Using the model of the certain scenario (4) or with transportation times (5) implementing the central plan-
ning c21 ¼ c31 ¼ 12
 
we obtained, that fora1 > kuk1 þ
1
2
a4; a2 >
1
2
a1; a3 >
1
2
a1; a4 > a2 þ a3 ð12Þthe subsystems and the network has the LISS property (states are bounded), if no breakdowns of plants occur. For example,
for the choices u  10, a1 = 21, a2 = a3 = 11, a4 = 22.5 and x0i ¼ 10 implementing in the network model without time-delays
we obtain the stable behavior displayed in Fig. 2. If we choose a1 = 19, a2 = a3 = 9.6, a4 = 19.5 and x0i ¼ 10 such that the
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Fig. 14. Trajectories of the network scenario - unstable behavior.
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ysis of implementing the QLE or PHE results in the conditionsa1 > kuk1 þ
1
2
a4; a2 > a1; a3 > a1; a4 > a2 þ a3: ð13ÞFor a given input u the set of parameter of ai, which satisfy the conditions in (13) is less than the set of parameters, which
satisfy the conditions (12) calculated using the central planning. The reason is, that within the presented stability analysis
the worst case is taken into account. For the QLE or PHE the ‘‘worst case’’ is that the distribution rates are equal to one, which
means that a plant gets all of the production from the supplier plant. In the central planning scenario there are ﬁxed distri-
bution rates.
If we consider a breakdown of a plant, then the system behavior may become unstable in the time interval of the break-
down, if only the conditions to the parameters ai derived from the implementation of a central planning are fulﬁlled. In
opposite, if the conditions to ai derived from implementing an autonomous control method are fulﬁlled, then stability
can be guaranteed for the time of the breakdown also.
Finally, as a last result from the stability analysis, we observe that for time-delays sij < ~sij the estimation of the state may
be higher. This is the case, because in the deﬁnition of LISS (Deﬁnition 4.1) the estimation is the higher the (internal and
external) inputs are, i.e., for sij < ~sij the estimation may be higher. For production networks this means that the maximum
queue length level is the higher the transportation time is, which was observed in the Figs. 4–8. This is also the case for dis-
turbances in the transportation time: the estimation of the state is the higher the disturbance is.
Note that by the help of the functions cij we can calculate explicitly the ‘‘long-term’’ bound, i.e., the ‘‘long-term’’ maxi-
mum queue length level of the subsystems of a network for given initial values. Together with the information about the
parameters ai from the stability analysis this can be used, for example, to design stable networks with suitable production
rates (suitable: choices of ai to assure stability and the prevention of over capacities in the production rates) and with suit-
able inventory levels (suitable: in view of the size of the inventory to avoid high costs caused by the over dimension and
vacancy of the inventory).5. Discussion of implementing different control methods in production networks
In this section we collect and discuss the advantages/disadvantages of implementing autonomous control methods in
contrast to a central planning, which were shown in the previous sections.
The observations about the advantages/disadvantages were made by the investigation of a certain scenario of a produc-
tion network. So, this discussion or the conclusions given here may be not true for general networks, since at the moment we
cannot prove the advantages/disadvantages for general networks. But the case of decision making to which plant parts will
be send, as in the certain scenario, appears in general large-scale networks very often such that one can assume that the
advantages/disadvantages occur at every stage in a general large-scale network with such a case of decision making.
A disadvantage of implementing autonomous control methods in contrast to a central planning is that taking into account
transportation times one observes an oscillating behavior of the systems state (the queue lengths), although there is no
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ing into account the parts in transit in the modeling of the autonomous control methods.
An advantage is that the usage of autonomous control makes the system more robust to breakdowns of plants or ma-
chines. The autonomous control method can react quickly to such breakdowns and can send parts to other plants or ma-
chines according to the distribution rates of the autonomous control method. This results in a lower maximum value of
the queue length and less time needed for a ‘‘normalization’’ of the queue length levels after the ended breakdown.
In view of stability of a production network the set of parameters, which guarantee stability, implementing an autono-
mous control method is less then the set by implementing a central planning. The reason is the ‘‘worst-case’’ approach of
the stability analysis. This has the advantage, that the set of parameters obtained by the implementation of autonomous con-
trol methods guarantees stability of the network in case of breakdowns of plants or machines for all times (even during the
time interval of the breakdown, which is not the case for the central planning).6. Summary
6.1. Conclusions
We modeled general production networks by differential equations, where transportation times and disturbances of the
transportation times were considered. Different autonomous control strategies (the QLE and the PHE) were modeled and
implemented in the network model. Based on this, we simulated and investigated a certain scenario of a production network.
We analyzed the inﬂuence of transportation times and disturbances in the transportation times to the queue length levels of
the plants and simulated a breakdown of a plant. It was shown that the usage of autonomous control methods is more robust
in contrast to the usage of a central planning. Finally, a stability analysis was performed and the advantages/disadvantages of
the implementation of autonomous control in comparison to a central planning were discussed.
6.2. Future work
One can investigate in more detail the role of the evaporation constant vi and one can analyze in which situation a certain
choice of vi results in optimal trajectories in view of robustness or performance. The availability of full information about
system states to avoid an oscillating behavior of the system trajectories can be investigated and the autonomous control
methods can be adapted.
In networks, for example a shop-ﬂoor with a large number of machines and a high degree of automation, it may happen
that by implementing autonomous control methods in the network, machine breakdowns will not be detected or not quickly
detected. Parts will be further processed using other machines according to the autonomous control method, which means
that the production runs and everything seems alright, but the performance of the system decreases by an increased number
of machine breakdowns. Therefore, it is worth investigating an implementation of fault detection for autonomous controlled
systems, modeled by nonlinear differential equations. Using this detection a machine breakdown will be quickly detected
and the machine can be repared, for example.
In this paper we consider only one type of material. The next step is to model production networks, which process dif-
ferent types of material and analyze the implemenation of autonomous control methods in view of robustness, performance
and stability according to [6].
Finally, the statements and the conclusions made in Section 5 can be proved for general networks. One has to search for
(mathematical) tools, which are useful for their proofs.
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