The effective population sizes ( N e ) of six populations of the long-toed salamander ( Ambystoma macrodactylum ) from Montana and Idaho, USA were estimated from allozyme data from samples collected in 1978, 1996 and 1997 using the temporal allele frequency method. Five of the six estimates ranged from 23 to 207 (mean = 123 ± ± ± ± 79); one estimate was indistinguishable from infinity. In order to infer the actual N e of salamander populations, we compared the frequency distribution of our observed N e estimates with distributions obtained from simulated populations of known N e . Our observed N e estimate distribution was consistent with distributions from simulated populations with N e values of 10, 25, and 50, suggesting an actual N e for each of the six salamander populations of less than 100. This N e estimate agrees with most other N e estimates for amphibians. We conclude by discussing the conservation implications of small N e values in amphibians in the context of increasing isolation of populations due to habitat fragmentation.
Introduction
For theoretically ideal populations, the rate of loss of heterozygosity is inversely proportional to population size. However, most real populations violate one or more of the assumptions for ideal populations (Hartl & Clark 1989) . In order to relate population genetics theory developed for ideal populations to real populations, Wright (1931) developed the concept of the effective population size ( N e ). The effective population size is the size of an ideal population that has the same magnitude of genetic drift as the real population under consideration.
Although the effective population size can be estimated using genetic or demographic methods, genetic methods will generally provide more accurate estimates as N e is defined by a genetic measure, the rate of genetic drift. One genetic method shown to be generally applicable to organisms with a wide variety of reproductive strategies is the temporal allele frequency method (Waples 1989; Jorde & Ryman 1996) . This method is based on measuring the variance in allele frequency drift between generations. More specifically, it can be shown that N e ≈ t /(2 F ) where t is the elapsed time in generations and F is Wright's standardized variance (Waples 1989) . Because F is not typically known and must be estimated ( f ), [1/(2 S 0 ) + 1/ (2 S t ) ] (where S 0 and S t are the sample sizes from the 0th and t th generations) is subtracted from f to account for random sampling error (Waples 1989) .
Few N e estimates have been made for amphibian species, yet knowing amphibian N e values would be particularly useful in the face of worldwide amphibian declines for at least three reasons. First, because N e is related to population viability (Soulé 1987; Lande & Barrowclough 1987; Newman & Pilson 1997) , knowing the relative N e values of different populations or species would aid in the prediction of extinction risk (Green 1997) . Second, by comparing historical and current N e values, it would be possible to determine whether populations are declining. And finally, knowing N e values would facilitate the investigation of whether genetic factors such as inbreeding depression are involved in amphibian declines (Galbraith 1997) .
The long-toed salamander ( Ambystoma macrodactylum ) may be at a particular risk as its embryonic development is negatively affected by UV-B radiation (Blaustein et al . 1997) . Because evidence suggests that UV-B radiance associated with stratospheric ozone depletion is increasing in temperate latitudes (Blumthaler & Ambach 1990) , this negative effect of UV-B could become manifest at the population level. However, little demographic data exist for this species (Howard & Wallace 1985; Beneski et al. 1986; Verrel & Pelton 1996; Powell et al . 1997; Russell et al. 1996) , and no efforts have been made to estimate its N e . Without this information, it will be difficult to detect a decline.
We used the temporal method to estimate N e values of high-elevation long-toed salamander populations in Montana and Idaho, USA. Our original goal was to estimate N e for each population solely from allozyme data. Because 95% confidence intervals (CIs) for our N e estimates were wide, we used a simulation approach for infering the actual N e of each salamander population from our observed N e estimate frequency distribution. We present this simulation approach as a useful method of estimating N e when N e estimates are available for a number of different populations, but the number of loci ( L ), generations ( t ), and/or sample size ( S ) for each population are limited.
Materials and methods

Samples
Salamander larvae ( n = 36; range of n = 21-57) were randomly collected from five small lakes in Montana and one small lake in Idaho using dip nets (Tables 1 and 2 ). Larvae were collected from all lakes in 1978, from five lakes in 1996, and from two lakes in 1997. Samples collected from NDF in 1996 and 1997 were pooled to increase the sample size. Larvae were transported live to the laboratory where they were euthanized by freezing and stored in a − 40 ° C freezer until allozyme analysis.
Protein electrophoresis
Horizontal starch gel electrophoresis (Leary & Booke 1990 ) was used to determine the genotype of each larva. Of 18 loci analysed in 1978, six were found to be polymorphic in these six populations (Tallmon et al . 1999) . Two of these six polymorphic loci stained inconsistently, and so were not used to estimate N e .
We used the following enzymes, numbers (EC; Shaklee et al . 1990 ), loci, and buffers (AC = N -(3-aminopropyl)-morpholine and citric acid buffer of Clayton & Tretiak (1972) ; and RW = Tris-citric acid buffer of Ridgway et al . (1970) ) to examine protein variation: phosphogluconate dehydrogenase, 1.1.1.44, PGDH, AC; mannose-6-phosphate isomerase, 5.3.1.8, MPI, RW; phosphoglucomutase, 5.4.2.2, PGM-1, RW; and aspartate aminotransferase, 2.6.1.1, ATT, RW. Enzymes were obtained from whole animals.
The nomenclature of the loci and alleles follows the recommendations of Shaklee et al . (1990) . The relative mobilities of the electromorphs encoded by the alleles 1978, 1996 and 1997 . Only the frequency of the *100 allele is given at loci with two alleles. Samples collected from NDF in 1996 and 1997 were pooled to increase the sample size at the second time point are as follows: PGDH *100, *82; MPI *100, *87; PGM-1 *100, *92; AAT *320, *220, *100. These mobilities are relative to the electromorph encoded by the most common allele in the Bitterroot populations of long-toed salamanders.
Effective population size estimates
The temporal allele frequency method of estimating N e is based on the standardized variance in allele frequency change ( F ) between generations. F was estimated for each locus ( k ) by calculating f k (Krimbas & Tsakas 1971; Pollack 1983) as follows:
( 1) where A is the number of alleles and x i and y i are the frequencies of the i th allele in the first and second generations considered, respectively. For each population, we then calculated the mean f k (Waples 1989) . Allele frequency heterogeneity was tested for each locus with Fisher's exact tests in the case of two alleles or pseudoexact tests using Monte Carlo simulations in the case of three alleles using Zaykin & Pudovkin's (1993) program chirxc . Overall allele frequency heterogeneity was tested by combining the probabilities of independent tests of significance (Fisher 1954; Sokal & Rohlf 1981) . The mean f k was then used to estimate N e using the formula of Nei & Tajima (1981) : (2) where t is the number of generations that have elapsed between time points, S 0 is the sample size at the first time point, and S t is the sample size at the second time point. No published estimates of generation time exist for long-toed salamanders. We made our own estimate by taking the average of the minimum age at sexual maturity (2 years) and the maximum lifespan (10 years) (Russell et al. 1996) , giving a generation time of 6 years. Thus, because our sampling periods (in 1978 and 1996/1997) were separated by 18 years, t = 18/6 = 3. We also calculated N e for each population with t = 2 and t = 4 (equivalent to generation times of 9 and 4.5 years, respectively) in order to test the effect on N e estimates of what we consider to be the likely maximum and minimum generation times for these populations. Because sample sizes varied across loci, we used the harmonic mean of [1/2 S 0 + 1/2 S t ] in calculating N e (Waples 1989) . The above equation for estimating N e is appropriate because we sampled individuals before reproduction (plan II sampling scheme) as opposed to after reproduction (plan I sampling scheme; Nei & Tajima 1981; Waples 1989 ).
We calculated CIs for N e using Sokal & Rohlf's (1969) method of calculating the CIs of a variance (Waples 1989) : (3) where n is the degrees of freedom (= Σ ( A − 1) ).
In estimating N e from temporal changes in allele frequencies, we assumed that populations were demographically stable. Although we did not collect data on age structure for these populations, we did not observe any obvious changes in age structure between years. If our assumption that populations were demographically stable is not valid, f may be biased upward, which would lead to N e estimates that are too small (Pollack 1983) .
Simulations
Simulations were programmed in turbopascal , version 7.0 (Borland International).
We generated frequency distributions of N e estimates from simulated populations with known N e values of 10, 25, 50, 100, and 500 using parameter values similar to those used for estimating the N e values of the actual longtoed salamander populations. Random genetic drift was simulated at four independent diallelic loci for two, three, and four generations. At each locus, the allele frequency of the first generation of adults was generated by randomly sampling from a gamete pool with P = 0.500. In subsequent generations, the gamete pool allele frequency was determined by the allele frequency of adults in the previous generation. Closure was assumed for simulated populations as there appears to be little gene flow between these salamander populations (Tallmon et al . in press) .
Although long-toed salamander populations have overlapping generations, we assumed discrete generations in our simulations for two reasons. First, there are no estimates of age-specific survival or birth rates for long-toed salamanders. Age-specific survival and birth rates are the parameters which determine the effect of overlapping generations on temporal changes in allele frequencies and therefore on estimates of effective population size using the temporal method (Jorde & Ryman 1995) . Without reasonable estimates of these parameters, it is impossible to predict how overlapping generations will affect temporal changes in allele frequencies. Second, assuming discrete generations for populations with overlapping generations is not expected to bias N e estimates when: (i) cohorts are sampled representatively from the entire population; and (ii) one or more generations separate sampling periods (Jorde & Ryman 1995) . Both of these conditions were met in this study as we randomly sampled individuals from each population over a time interval of two to four long-toed salamander generations. Hill (1979) 
that a discrete generation model yields robust estimates of N e if generations overlap, provided that the population is demographically stable. As mentioned earlier, we believe this to be a reasonable assumption for our populations as we did not observe any obvious changes in demographic parameters between years.
Sample sizes of 35 individuals were used for calculating F k estimates. S 0 was generated by randomly sampling 70 gametes from the first generation of adults, and S t was generated by randomly sampling 70 gametes from the third, fourth, or fifth generation of adults (i.e. after two, three, or four generations of random drift, respectively). N e was then estimated as for the actual populations. One thousand simulations were conducted at each N e to produce the N e estimate distributions.
N e estimate distributions were categorized in three different ways to test the sensitivity of our simulation procedure for infering N e to the categorization scheme used. The first categorization scheme had five categories: 0 -9, 10-99, 100-999, 1000-9999, and 10 000 to infinity; the second categorization scheme had six categories: 0 -199, 200 -399, 400 -599, 600-799, 800 -999, and 1000 to infinity; and the third categorization scheme had 11 categories: 0 -99, 100 -199, 200 -299, 300 -399, 400 -499, 500 -599, 600 -699, 700 -799, 800 -899, 900 -999, and 1000 to infinity.
The goodness of fit of the observed N e estimate frequency distribution to distributions obtained from simulations was tested using one-sample Kolmogorov-Smirnov tests (Sokal & Rohlf 1981) . One-sample KolmogorovSmirnov tests estimate the probability that an observed distribution could have come from an expected distribution. In our case, we treated the N e estimate distributions obtained from simulations as the expected distributions for known N e values. We then tested whether the observed N e estimate frequency distribution was significantly different from the expected distribution for each N e . If the probability was less than 0.05 that our observed N e estimate frequency distribution, or a less likely distribution, came from an expected distribution for a given N e , we concluded that the actual N e of each of the salamander populations was significantly different from the N e of the simulated populations. In this way, we generated a range of N e values consistent with our observed N e estimate frequency distribution. An assumption of this method is that the N e value of each of the salamander populations are similar. This assumption is reasonable as all of our populations occupy habitats of approximately the same size (Table 1) .
Results
Effective population size estimates F k estimates for each locus ranged from 0.002 to 0.183 across the six populations analysed (mean = 0.046 ± 0.054) (Table 3) . Allele frequency heterogeneity at individual loci was significant in only one case (MPI in the Reed Lake (MOH) population). The correction for sampling error, [1/2S 0 + 1/2S t ], at individual loci ranged from 0.024 to 0.040 (mean = 0.030 ± 0.006) (Table 3) . At 11 of 18 loci, this sampling error correction was greater than F k estimates, resulting in negative single locus N e estimates. Negative N e values were interpreted as estimates indistinguishable from infinity (Waples 1989 ). The range of finite single locus N e estimates was 10 -568 when t = 3 (mean = 124 ± 206) ( Table 3) . As expected, the range of single locus N e estimates was lower when t = 2 (7-379; mean = 83 ± 137 ) and higher when t = 4 (14 -758; mean = 167 ± 275) (calculations not shown).
Mean F k estimates ranged from 0.019 to 0.105 (mean = 0.049 ± 0.031) across all six populations (Table 3) . Overall allele frequency heterogeneity was not significant in any population. Mean sampling error corrections across all six populations ranged from 0.024 to 0.040 (mean = 0.031 ± 0.007) ( Table 3) . Only for the population from the pond near Duffy Lake (DUF) was the mean sampling error correction greater than the mean F k estimate, resulting in a negative (i.e. infinite) N e . The range of N e estimates was 23-207 when t = 3 (mean = 123 ± 79) ( Table 3) . As expected, the range of N e estimates was lower when t = 2 (15 -138; mean = 82 ± 53) and higher when t = 4 (31-276; mean = 165 ± 106) (calculations not shown).
Ninety-five per cent CIs for N e estimates were wide. When t = 3, the narrowest 95% CI for N e was 8 to infinity for the Fort Fizzle (FFZ) population and the widest 95% CI was 1 to infinity for the Reed Lake (MOH) population (Table 3) . These same two populations had the narrowest and widest 95% CIs when t = 2 and t = 4, but 95% CIs for the FFZ population widened to 6 to infinity when t = 2 and narrowed to 11 to infinity when t = 4 (calculations not shown).
The average observed heterozygosity at the four polymorphic allozyme loci examined in the samples collected in 1996 and 1997 ranged from 0.120 to 0.435 (mean = 0.231 ± 0.125) ( Table 3 ). The correlation between the observed heterozygosity (H) and the estimated effective population size was weak. For example, when t = 3, the correlation coefficient for H and N e for the five populations with finite N e estimates was 0.508 (P = 0.382). If we assume a likely minimum N e of 250 for the DUF population, the correlation coefficient drops to 0.114 (P = 0.830). Correlations between these two variables were also weak when t = 2 and 4.
Simulation
The simulation results followed expectations. As the known N e increased, the number of N e estimates falling in the lowest N e estimate category decreased, and the number of N e estimates falling in the highest N e estimate category increased (Table 4) . This was true regardless of the number of generations between sampling points (t) or the N e estimate categorization scheme used. More specifically, as the known N e increased, the proportion of estimates falling within the correct category (i.e. the category containing the known N e ) decreased, as previously demonstrated by Waples (1989) . This was also true regardless of t or the N e estimate categorization scheme. For example, when t = 3, the percentage of estimates falling within the correct category for populations with known N e values of 10, 25, 50, 100, and 500 was 60.1%, 40.2%, 13.6%, 12.8%, and 7.9%, respectively (Table 4) .
The observed N e estimate frequency distribution deviated significantly from N e estimate frequency distributions generated from simulated populations with known N e values of 100 and 500, but not from frequency distributions for simulated populations with known N e values of 10 or 25 regardless of the value of t or the N e estimate 
categorization scheme used. When N e estimates were placed in the six or 11 previously described categories, the observed N e estimate frequency distribution was also significantly different from the distribution for simulated populations with a known N e of 50, but this difference was not observed when only five categories were used (Table 4) . These results suggest that the actual N e of each of the salamander populations is less than 100.
Discussion
Amphibian effective population sizes
Our estimated N e of less than 100 for each of the longtoed salamander populations is in general agreement with most other N e estimates for pond-breeding amphibians. Gill (1978) estimated an N e of 25-185 for the red-spotted newt (Notophthalmus viridescens); Merrel (1968) estimated an N e of 42-112 for the leopard frog (Rana pipiens); Berven & Grudzien (1990) estimated an N e of 38 -78 for the wood frog (R. sylvatica); and Scribner et al. (1997) estimated an N e of 21-46 for the common toad (Bufo bufo). Easteal (1985) , on the other hand, estimated an N e of 346-390 for the neotropical giant toad (B. marinus). One possible explanation for the larger N e estimate for B. marinus populations is that B. marinus has been recently introduced and is rapidly expanding its range.
Conservation implications
The small effective population sizes of long-toed salamanders and other amphibians suggest that genetic factors could play a role in amphibian declines. The rate of loss of heterozygosity is inversely proportional to a population's N e and previous work has shown a negative relationship between heterozygosity and fitness (Allendorf & Leary 1986 ). Moreover, recent work has shown a negative relationship between N e and the probability of population extinction (Newman & Pilson 1997; Saccheri et al. 1998 ).
If we assume that the N e estimates of the six salamander populations are representative of their historical N e values, we would expect to see a positive relationship between N e and heterozygosity. We failed to see such a relationship, as did Jorde & Ryman (1996) for brown trout (Salmo trutta) populations. This result is explainable in at least four ways: (i) the positive relationship exists, but it cannot be detected because of the inaccuracy of the N e estimates; (ii) the positive relationship exists, but there is not sufficient power with only five point estimates to detect it; (iii) the relationship does not exist because the current N e values are not representative of historical N e values; or (iv) the relationship does not exist because gene flow into populations, as well as N e , may influence observed levels of heterozygosity.
Although gene flow has the potential to offset the loss of genetic variation in small populations, gene flow can decrease as habitats become fragmented. Reduced gene flow, and a subsequent loss of heterozygosity and a decrease in fitness, have already been documented for one amphibian species (Hitchings & Beebee 1997) . Future studies investigating amphibian declines should not discount genetic factors as potentially important mechanisms contributing to declines.
Estimation of N e
By comparing our observed N e estimate frequency distribution with distributions from simulated populations of known N e , we were able to infer N e for each of the salamander populations even though 95% CIs for the N e point estimates were wide. Moreover, our simulation results were robust to variation in the number of generations between sampling points (t) and to different categorization schemes used to group N e estimates. This suggests that our infered N e is not affected by these factors.
The temporal allele frequency method of estimating N e is likely to give wide 95% CIs for other species of conservation interest as well, as the large data sets necessary for more accurate N e point estimates are often lacking for these species (Luikart et al. 1999) . The three parameters that affect the accuracy of N e estimates are the number of loci analysed (L), the number of generations that have elapsed between sampling points (t), and sample sizes (S). Waples (1989) used simulations to show that each of these parameters affects the accuracy of N e estimates by approximately the same amount. Because it is often impractical to increase t or L, he suggested using sample sizes of 100 or more whenever t or L are limiting.
When using allozymes, however, even increasing S may not be possible or ethical if lethal sampling is required and population sizes are small. Both of these conditions were true in our case, so we were only able to sample 21-57 individuals from each population at each time point. Another limitation of allozymes is the limited number of alleles at allozyme loci, which reduces the accuracy of estimates. Nevertheless, because allozyme data have been collected for 30 years, they will often be the only data collected over a sufficient number of generations to estimate N e using the temporal method. In the future, as allele frequency data accumulate for more variable genetic markers that do not require lethal sampling (e.g. microsatellites), S and L will not be as limiting and more accurate estimates of N e will be possible.
In cases where L, t, and/or S are limiting, but where N e estimates are available for multiple populations, the simulation approach shown here is a reasonable method for infering the actual N e values of the populations in question. Although this method does not provide N e estimates for individual populations, it does provide an N e estimate which can be thought of as an 'average' estimate useful for many applications.
