ABSTRACT Multi-label learning has been widely used in many fields to solve the problem of assigning multiple related categories to an instance. Nevertheless, the label for each training example is assumed complete in most of the current multi-label learning methods. As a matter of fact, it is often hard to obtain training samples with complete labels, thus weakly supervised multi-label learning is demanded, which has become a hot topic in recent years. Moreover, the missing labels would further aggravate the class imbalance in multi-label learning. In this paper, the asymmetric stage-wise loss function is introduced to make positive class samples farther away from the classification boundary than negative class samples by adjusting ramp as well as the margin parameters. In addition, the general aggregate loss function is replaced with the average top-k aggregate loss so as to protect the non-typical distributed samples from being sacrificed in the aggregation process of the loss function, and therefore improve the identification accuracy of minority labels. The experiments on both standard and large-scale multi-label data sets demonstrate that the proposed algorithm can solve the problem of class imbalance by changing the sample distribution of training set, thus obtaining competitive performance.
I. INTRODUCTION
The task of multi-label learning is to assign multiple category labels to an instance. For example, the world famous oil painting, named Monalisa, can be labeled with more than one key words of this masterwork, such as ''Da Vinci'', ''MonaLisa'', ''Smile'', ''Oil Painting'' and so on. At present, there are primarily two ways for multi-label learning [1] . One is problem transformation. In specific, multi-label learning is divided into multiple traditional single label classification problem. Different algorithms have been available for problem transformation, such as Binary Relevance algorithm [2] , PRC algorithm [3] , CC algorithm [4] , and so on. The other is to fit multi-label learning problems by modifying a specific algorithm, such as ML-kNN algorithm [5] , Rank-SVM algorithm [6] , ML-ELM algorithm [7] , and so on. So far as we know, the mentioned above multi-label algorithms assume that the label of each training sample is complete. However, The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan.
in many practical problems, it is impossible to assign accurate or complete label set for all training samples. There are two main reasons responsible for the difficulty in collecting high quality training data. On one hand, the current largescale multi-label data sets mainly come from ''crowd source (e.g., Amazon mechanical turk https://www.mturk.com/)'' and ''web crawler''. The label library is very huge, so it is difficult for the annotator to label all relevant labels on each sample. On the other hand, the similarity and ambiguity between label categories make it difficult for labels to obtain reliable category labels. The problem due to such learning incomplete multi-label data is called ''Weakly Supervised Multi-label Learning (WSML)''.
Recently, several research groups have been devoting to address the WSML issue [8] - [12] . The problem of class imbalance is widespread in multi-label learning. Due to the huge cardinal number of labels, only a small number of labels in an instance are positive labels, and most labels are negative labels. However, most algorithms ignore the class imbalance in training set with missing labels. Another concern is that the number of samples of the minority category is scarce, which would lead to a large gap in the number of training samples among categories. Moreover, the missing labels in WSML would further aggravate the imbalance.
In this paper, a new model is developed to handle such a class imbalance. In particular, an asymmetric stage-wise least square loss function is introduced to adjust the class imbalance deviation in training set. Meanwhile, the classification accuracy of non-typical distributed data is improved by imposing top-k aggregate loss function constraint. In summary, the main contributions of this paper are as follows:
• With respect to the class imbalance due to the weakly supervised multi-label learning, a label completion model based on the asymmetric stage-wise loss function has been constructed. Each iteration of the model is a convex programming problem. Moreover, the ramp parameter and the margin parameter can be dynamically adjusted during the iteration process.
• The application of average top-k aggregate loss function makes sure that the minority category and the nontypical data are not sacrificed by the process of minimizing the average loss function, which further improves the average accuracy of multi-label classification, especially top-k accuracy.
• Experiments were carried out on standard multi-label data sets and large-scale data sets (rcv1-v2, Wikipedia) for different missing ratios of labels, as well as for different imbalanced ratios. In comparison with the existing methods, the effectiveness of the algorithm proposed here has been verified. The remainder of the article is organized as follows. In Section II, related work is provided. In section III a weakly supervised multi-label classification model with class imbalance is proposed. Experimental analyses are reported in Section IV, and conclusion is made in Section V.
II. RELATED WORK
We first summarize the existing weakly supervised multilabel learning algorithms, and then discuss the treatment of class imbalance.
A. MULTI-LABEL LEARNING WITH MISSING LABELS
The problem of WSML is mainly studied from three aspects. The first idea is based on the low-rank assumption of label space, that is, label space can be obtained from a lowdimensional spatial linear mapping. For instance, LEML algorithm [9] uses the low-rank property of the label matrix to construct a linear prediction model and restore missing labels by minimizing kernel norm. Document [12] excavates the association between labels and features based on the assumption of low-rank feature space and completes label imputation according to the label dependency of the topic. Other studies based on the low-rank hypothesis use matrix completion techniques to complete missing labels, such as [10] and [13] . However, the cost of singular value decomposition required for matrix completion is very high.
The second idea uses the manifold hypothesis of label space. It is believed that similar samples should have similar labels, and the recommendation of labels can be completed by the similar neighborhoods. The document [11] makes samples with similar features have similar labels through samplelevel smoothness, and ensures that samples corresponding to categories with strong semantic association should also be similar through class-level smoothness. Document [14] combines the low-rank hypothesis and manifold hypothesis, then uses the proximal gradient descent algorithm to recover the missing labels. Another way to realize manifold hypothesis is to cluster instances [15] and recommend missing labels among clusters.
The third way is to restore missing labels based on the stacking technology of integrated learning. The document [16] makes full use of the existing relationship among labels, selects a relatively good data subset through crossvalidation method, and uses its prediction results in the next iteration, thus gradually recover all missing labels. In multilabel inference for crowdsourcing, Zhang et al. proposed a mixture of multiple independently multinoulli distributions model MCMLD [17] to capture the correlation among the labels, which significantly outperforms the traditional majority voting method. Furthermore, Zhang et al. has developed CEKA [18] , which is an open source tool that includes a large number of ground truth inference algorithms and learning models after inference.
However, most of the algorithms ( [9] - [16] ) mentioned above assume that the training set is balanced between positive and negative categories.
B. RESEARCH ON DEALING WITH CLASS IMBALANCE
At present, the methods of dealing with imbalanced data classification can be divided into two categories: data-level methods and algorithm-level methods.
The data-level method balances the distribution of samples in the training set through resampling data preprocessing. The resampling methods mainly include random undersampling method, random over-sampling method, SMOTE algorithm [19] and its derivative methods. The random undersampling method randomly selects negative class samples until the number of negative class samples is closed to the number of positive class samples. However, this method cannot make full use of the information of negative class instances. The random over-sampling method selects positive class samples randomly and repeatedly until the number of positive class samples is closed to the number of negative class samples. However, this processing method will make the training set larger in size, thus increases the complexity of the algorithm. SMOTE algorithm synthesizes a certain number of positive class samples between adjacent samples by interpolation method, so that the number of positive class samples is close to the number of negative class samples. Document [20] implements WSML with class imbalance by introducing the upper and lower limit constraint parameters of category cardinality. But the upper and lower limit parameters are set manually and cannot be adjusted in the training process.
The algorithm-level method makes the model insensitive to unbalanced sample distribution by modifying the classifier. One way is to train the base classifier and then integrate the base classifiers [21] . This method is inefficient when the label space is large and still fail to use the information of negative class samples. Another approach is cost-sensitive learning [22] - [24] , which takes into account the misclassification costs of different categories when training classifiers, and minimizes the total misclassification costs. That is, the spatial samples distribution is changed by introducing the cost of misclassification. For unbalanced noisy data inference in crowdsourcing, PLAT algorithm [25] , [26] is designed to estimate the threshold of the positive label frequency, and both imbalanced datasets and imbalanced labeling are considered simultaneously in this model. In this paper, the asymmetric stage-wise loss function based on the algorithm-level is applied to adjust the loss cost of positive samples and negative samples dynamically.
III. PROBLEM MODELING AND OPTIMIZATION
In this section, we will explain first the ''Weakly Supervised Multi-Label learning for Class Imbalance (WSML-CIB)'' algorithm proposed in this work. Next, the WSML-CIB will be further improved by considering the average top-k aggregate loss function, which is called WSML-ATCIB.
A. WSML-CIB PROBLEM DESCRIPTION
Firstly, the WSML-CIB problem is granted a mathematical definition. Let X = {x 1 , . . . , x m } be the feature matrix of a data set with m instance, and each instance x i is a d-dimensional vector. Each instance may correspond to q different candidate categories (c 1 , . . . , c q ). The label matrix of instances in the data set noted as Y ∈ {−1, 0, +1} q×m , Y i ∈ {−1, 0, +1} q , where Y ji = +1 indicates the instance x i is relevant to the label c j (positive label), and Y ji = −1 indicates that the label c j does not belong to the instance x i (negative label), while Y ji = 0 indicates that the relationship between instance and label is missing. Our goal is to obtain a complete label matrix Z ∈ {−1, +1} q×m based on the feature matrix X and the label matrix Y .
1) LOSS FUNCTION
In this paper, the LEML algorithm [9] is used to predict the labels of an instance by using the low rank mapping between the feature and the label spaces. See model (1) and Fig. 1 for details. Unlike the LEML algorithm, the missing label in the LEML algorithm is Y ji = −1, while WSML-CIB sets the missing label to Y ji = 0.
In LEML algorithm, the loss function is calculated by squared L 2 loss function, that is, (Y .,i , Z .,i ) = Y .,i − Z .,i 2 (In the literature, the loss function is extended to logistic and hinge loss functions, but squared L 2 loss function is used in main experiments). Squared L 2 loss function is not robust to abnormal samples. When the margin of abnormal samples is small, the loss function value is still large. In addition, squared L 2 loss function does not decrease monotonously and still penalizes samples x i with Z ji > 1. From a statistical point of view, the classification confidence of label c j is very high when Z ji > 1. Moreover, squared L 2 loss function treats all training samples indiscriminately, resulting in poor performance in class imbalance scenarios.
In this paper, the Asymmetric Stage-wise Least Square (ASLS) loss function [27] is used to replace the general least square loss function. Definition and iteration rules of ASLS can be formalized as follows:
.,i = Y .,i τ
where r is a ramp parameter and δ is a margin parameter. ASLS can not only set different misclassification costs for different categories of samples according to the parameters r and δ, but also make it more expensive for positive samples to be misclassified into negative samples. Meanwhile, the positive class samples are farther away from the classification boundary than the negative class samples by adjusting the margin parameter δ. When ASLS converges, it can be presented as:
For the WSML problem with class imbalance, the ramp and margin parameters of ASLS for negative class samples are (r − , δ − ) = (1, 1), so that only the ASLS parameters (r + , δ + ) of positive class samples need adjusting.
2) OBJECT FUNTION
In the t th iteration, model (1) using ASLS loss function can be expressed as follows:
.,i Y .,i = ξ .,i ,
where Λ is a diagonal matrix. If
3) CONVEX ANALYSIS
The WSML problem using ASLS loss function changes the distribution of samples through cost-sensitive parameters and improves the adverse effects of class imbalance data. Due to the ramp parameter r, it is more robust to abnormal samples and has better sparseness. Moreover, the optimization of each iteration is a convex programming problem.
As to model (4), in the t th iteration, let
The derivative of f (x i ) is:
And,
The second derivative of the objective function of model (4) is non-negative, so it is a quadratic convex programming problem in each iteration. Note that model (4) itself is not a convex programming problem, and it can only be proved that it is a quadratic convex programming problem in each iteration. The theoretical and empirical excellence of convex functions could be preserved. Therefore, this makes the Alternating Direction Method of Multipilers (ADMM) [28] applicable to the solution of model (4).
B. WSML-ATCIB
In the model (4), the aggregate function used on the sample set is the average of asymmetric stage-wise functions. Considerable results can be obtained in most cases if the average loss is minimized. However, if the data distribution is not balanced, or the typical distribution and the non-typical distribution coexist in a certain type of data, minimizing the average loss may sacrifice the minority sample or the nontypical distribution data.
In the multi-class classification task, the top-1 classification error rate is the most frequently used evaluation metric. When the prediction category with the highest confidence is consistent with the true label of the instance, its top-1 loss is 0, otherwise 1. However, in multi-label learning, the distinction among categories may become blurred, and the loss will only occur when the predicted label is not in the top k range. Therefore, the top-k classification error rate is more concerned. 
Taking the binary classification problem as an example, Fig.2 shows the classification effect of three aggregation loss functions in a 2D simulation data set where positive and negative samples are unevenly distributed (negative samples positive samples), and there exist non-typical distribution and noise points. As shown in Fig.2 , when the sample distribution is not balanced, the squared L 2 loss function is selected as the loss function of a single sample. The classification boundary obtained by the average aggregate loss function will partially misclassify the positive sample into the negative sample as to minimize the loss on the entire sample set. Since there is a noise point in the positive class, the classification boundary learned by the maximum aggregation loss function will sense the noise point, and results in the wrong classification of some positive class samples into negative classes. However, when average top k = 5 loss is selected as the aggregation loss function, the obtained classifier can better protect minority class samples and is more robust to noise data than the maximum loss function.
The proof that the average top-k aggregate loss function
is a convex function of ( 1 , . . . , m ) is given below.
Proof:
Based on the WSML-CIB model, the average loss function is further modified to the average top-k loss function, which can be called WSML-ATCIB. Here, WSML-ATCIB can be represented as:
It's difficult to solve the WSML-ATCIB straightforwardly. Each iteration is divided into two steps. In the t th iteration, the first step uses ADMM method to optimize WSML-CIB and the resulting H (t) , W (t) , ξ (t) and λ (t) . The second step is to sort ξ (t) in descending order and take the first k largest loss values. Finally, the average top-k aggregate loss function is computed before proceeding to the next iteration. The Lagrange form of the model (4) can be expressed as:
.,i Y ., − ξ .,i ] (9) ADMM method is used to solve the WSML-CIB problem iteratively, and which can be formulated as:
For descending order of ξ (t) , aggregation of loss function is only carried out for the first k largest loss values. After that, the iteration of round t + 1 is entered. In this way, WSML-ATCIB problem can be solved. For imbalanced data sets, this can better protect minority samples and reduce the computational cost of the aggregation process.
IV. EXPERIMENTS A. DATA SETS
The standard multi-label learning dataset delicious, Corel 5K, and the large-scale text type datasets rcv1-v2, Wiki-31K were selected as experimental data sets, among which, delicious is a dataset of the relationship between users and bookmarks, and Corel 5K is an annotation dataset of 5000 images. For
L to represent the number of samples, the number of labels, the number of features, average positive instances per category, and positive label ratio respectively. The parameters for each data set are listed in Table 1 . Table 1 shows that the positive label proportion in large-scale data sets is extremely low and the data imbalance is apparent. Cross-validation method was employed in the experiment. Data sets are divided into five parts uniformly, except for of the training set and test set of dataset delicious that have already been divided. Four of the five parts are used for training and the rest one is for testing. In the complete label matrix of each training set, we randomly remove a certain proportion of labels to obtain training sets that contain different proportions of missing labels, like 20% (80% complete labels), 40%, and 60% respectively. The process of randomly removing labels was repeated five times and the average of all indicators on the test set was calculated as the final output. It should be noted that some categories in Corel 5K contains very few positive instances. In order to avoid null instances (no positive labels exist) after random label removal, these special instances did not participate in the process of random label removal.
B. EVALUATION METRICS
Several commonly used evaluation indicators for multi-label learning are adopted: Top-k precision is used to evaluate the prediction performance of a small number of tops, Area under ROC curve (AUC) is used to evaluate the ranking performance, and average precision (AP) is used to evaluate the overall classification performance. The index F-measure is used to compare the F-score of each algorithm under different imbalance ratios.
Top-k accuracy: The k labels with the largest decision values of each instance are selected for prediction. The average accuracy of all samples is Top-k accuracy.
AUC: For each instance, the area under the ROC curve is calculated, and the average AUC over all test instances is computed.
AP: Average precision evaluates the average fraction of labels ranked above a particular label, which is defined as:
where Y i is the ground-truth label set of an instance x i , rank(x i , y ) denotes the ranking of label y in the label set of x i predicted by the multi-label classifier. F-measure: For a specific label, TP are set true positives, FP false positives, and FN false negatives. Here, Macro-F 1 and Micro-F 1 can be respectively defined as:
C. METHOD COMPARISON
The proposed algorithms WSML-CIB and WSML-ATCIB are compared with the state-of-the-art multi-label learning algorithms with missing labels LEML [9] and MLML-exact [11] , whereas the measure metric(Top-3, AUC, AP) under different missing label ratios are analyzed. Since most of the advanced class imbalance multi-label algorithms do not have the mechanism of missing label processing, the WSML-ATCIB algorithm can only be compared with several algorithms that can handle class imbalance in multi-label learning: USAM-EN [29] , SOMTE-EN [17] , COCOCA [1] . USAM-EN uses under-sampling method based on data-level to solve the class imbalance problem. SOMTE-EN achieves proportional equalization of positive and negative samples by interpolating from adjacent samples to generate positive samples. USAM-EN and SMOTE-EN both construct base classifiers (C4.5 decision tree) for q categories separately, and then integrate all base classifiers. The number of integration in the experiment is set to 10.
The binary classifier and multi-class classifier of COCOA algorithm are constructed by using under-sampling C4.5 decision tree, and the relevant parameters are set according to the suggestions in the article [1] .
D. EXPERIMENTAL RESULTS
When the label missing rate increased from 20% to 60%, the evaluation indexes of each algorithm are shown in Table 2 - Table 5 . From Table 3 , MLML-exact indexes are optimal when the label missing rate is low (20%) for Corel 5K, which is an image type database. MLML-exact algorithm completes the missing labels by smoothing the recommendation at label and instance level. This method has a good effect on image annotation. However, with the increase of label missing rate, the phenomenon of category imbalance becomes nonnegligible. 
Fig . 3 illustrates the performance gain percentage between WSML-ATCIB and other algorithms in different datasets with different imbalance ratios. As is shown in Fig. 3 , COCOA algorithm is slightly better in handling class imbalance than WSML-ATCIB algorithm in the standard databases delicious and Corel 5k. However, in the large-scale database rcv1-v2 and Wiki-31K, WSML-ATCIB algorithm performs best. It's evident that the imbalance ratio increases with the value of PG k . The results above demonstrate that WSML-ATCIB algorithm can provide accurate and robust multi-label learning results in different class imbalance scenarios.
E. ANALYSIS OF RAMP AND MARGIN PARAMETERS
Ramp and margin parameters are analyzed on the imbalanced artificial dataset (same as the data set in Fig.2) . The (r + , δ + ) parameters of ASLS are set to (15, 1) , (15, 3) and (30, 1) respectively, and the corresponding decision boundary can be obtained, as shown in Fig. 4 . It can be seen from Fig. 4 that the decision boundary of (r + , δ + ) = (15, 1) and (r + , δ + ) = (30, 1) is not close to the ideal boundary. Even if r + is set to 30, the high penalty for misclassification of imbalanced categories could not always correct the decision boundary. Because margin imbalance still exists in unbalanced data, parameter setting (r + , δ + ) = (15, 3) takes margin imbalance into account comprehensively, thus it is closer to the ideal boundary.
Next, the influence of ramp and margin parameters on the multi-label learning performance with class imbalance is analyzed. Take delicious dataset(the ImR is 2.78 when the label is complete) as an example, Micro-F 1 values are compared under different (r + , δ + ) for ASLS, as shown in Table 6 . In this process, regularization parameter C = 1, ramp parameter r + is set to 1 and the multiple of ImR, and k = 3.
As can be seen from Table 6 , compared with margin parameter δ + , ramp parameter r + is more helpful to improve the classification effect of category imbalance data. Generally, the number of positive instances is far less than the number of negative instances. When r + = r − , even if all positive instances are used, the contribution of positive instances to objective functions (4) and (8) is still much smaller than that of negative instances. Therefore, increasing the ramp parameter value can balance the contribution of positive and negative instances to the objective function. There is also an interesting phenomenon: the margin parameter δ + can help to improve the unbalanced classification performance only when the ramp parameter r + is increased to a certain extent. This phenomenon also exists in the analysis of (r + , δ + ) parameters in other databases, and the reasons will be explored in future studies. However, it can be concluded that the adjustment of r + should take precedence over δ + . Moreover, the δ + is not always as large as better. If δ + is set too large, all positive targets are δ + , which weakens the difference among positive samples. In general, the adjustment of ramp parameter should take precedence over margin parameter, and a proper setting of (r + , δ + ) will help to improve the multilabel classification performance with unbalanced categories.
F. ANALYSIS OF PARAMETER K IN AGGREGATE LOSS FUNCTION
The behavior of average top-k on a single data set is further analyzed. Fig. 5 shows the relationship between misclassification rate and k on four data sets(fixed C = 1, k ∈ [1, n]). On four datasets, when k = 1, the aggregate loss is the maximum loss function, and the classification performance is poor, because the potential noise and outliers will have great negative impact on the classifier. With the increase of k value, the influence of noise and outliers will decrease, so the lowest misclassification rate can be obtained. If the value of k keeps increasing, when k approaches n, the loss function approximately equals to the average loss, a growing number of well-classified samples will be aggregated into the loss calculation, and the non-zero loss of these samples will damage the performance of the classifier. Therefore, the best classification performance can be obtained by setting an appropriate k value.
V. CONCLUSION
In this study, we explore the solution to the class imbalance found in multi-label data with missing labels. By introducing an asymmetric stage-wise least squares loss function, the ramp parameter and margin parameter can be dynamically adjusted in each iteration. This not only changes the sample distribution of the training set, but also makes it more expensive for positive samples being misclassified into negative ones. In other words, positive class samples are farther away from the classification boundary than negative samples, and they are more robust to abnormal samples. In particular, the average top-k loss function is replaced by the average top-k loss function in the aggregation phase of the loss function, which can effectively protect the non-typical distributed samples from being swallowed up in the process of minimizing the average loss. As a result, the recognition accuracy of minority samples can be improved. Compared with the existing weakly supervised multi-label algorithm and class imbalance multi-label algorithm, the current algorithm is more suitable for class imbalance weakly supervised multilabel learning. Furthermore, the processing method of class imbalance loss function adopted in this paper is general and can be applied to other class imbalance scenarios.
