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A Mond]Weir type symmetric dual for a multiobjective variational problem is
formulated. Weak and strong duality theorems under generalized convexity as-
sumptions are proved for properly efficient solutions. Under an additional condi-
tion on the kernel function that occurs in the formulation of the problems, a self
duality theorem is proved. A close relationship between these variational problems
and symmetric dual nonlinear multiobjective programming problems is also incor -
porated. Q 1997 Academic Press
1. INTRODUCTION
Mathematical programs involving several conflicting objectives have
been the subject of extensive study in the recent literature. By defining a
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w xrestricted form of efficiency called proper efficiency, Geoffrion 7 estab-
lished an equivalence between a convex multiobjective nonlinear program-
ming problem and a related parametric single objective program. Using
w xparametric equivalence, Bector and Husain 2 formulated Wolfe and
Mond]Weir type dual variational problems and established various duality
results to relate properly efficient solutions of the primal and dual prob-
w xlems. The problems of 2 serve as the multiobjective version of the
w x w xproblems of Mond and Hanson 8 and of Bector, Chandra, and Husain 1 .
Symmetric duality for variational problems was first studied by Mond
w xand Hanson 9 under the convexity-concavity assumptions of the scalar
  .  .  .  ..  . n  . mfunction C t, x t , x t , y t , y t with x t g R and y t g R . Bector,Ç Ç
w xChandra, and Husain 1 gave a different pair of symmetric dual varia-
w xtional problems in which the convexity-concavity assumptions of 9 are
weakened to pseudoconvexity-pseudoconcavity while Chandra and Husain
w x w x4 presented a fractional analogue of 1 .
In this paper, we propose to study symmetric duality for multiobjective
variational problems. These duality results include as a special case, the
w xduality results of Bector, Chandra, and Husain 1 . Under the additional
assumption of skew symmetry, our multiobjective variational problem is
shown to be of self dual. It is also discussed that our duality results can be
considered as a dynamic generalization of some of the corresponding
 .static symmetric and self duality results for multiobjective nonlinear
w xprogramming problems, treated by Weir and Mond 10 .
2. NOTATIONS AND PRELIMINARIES
w x   .  .  .  ..Let I s a, b be a real interval and f t, x t , x t , y t , y t , whereÇ Ç
x : I ª Rn and y : I ª Rm, with derivatives x and y, denote a p-dimen-Ç Ç
sional vector valued twice continuously differentiable function with respect
to each of its arguments. Superscripts denote vector components; sub-
scripts denote partial derivatives. The symbols f and f denote nxpx xÇ
matrices of partial derivatives.
If l g R p, then lT f is a scalar valued continuously differentiable
 T .  T . Tfunction and l f and l f denote gradient vectors of l f with respectx xÇ
to x and x, i.e.,Ç
T TT T T T­l f ­l f ­l f ­l f
T Tl f s , . . . , , l f s , . . . , . .  .x xÇn n1 1 /  /­ x ­ x­ x ­ x ÇÇ
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 T .  T . TSimilarly l f and l f denote the gradient vectors of l f with respecty yÇ
to y and y.Ç
The following observations are used for proving the strong duality
 .theorem Theorem 2 :
d
T T T T T Tl f s l f q l f y q l f y q l f x q l f x . .  .  .  .  .  .Ç È Ç Èy y t y y y y y x y xÇ Ç Ç ÇÇ Ç ÇÇdt
Consequently,
­ d d
T Tl f s l f , .  .y y yÇ Ç­ y dt dt
­ d d
T T Tl f s l f q l f , .  .  .y y y y yÇ ÇÇ Ç­ y dt dtÇ
­ d
T Tl f s l f , .  .y y yÇ ÇÇ­ y dtÈ
­ d d
T Tl f s l f , .  .y y xÇ Ç­ x dt dt
­ d d
T T Tl f s l f q l f , .  .  .y y x y xÇ ÇÇ Ç­ x dt dtÇ
­ d
T Tl f s l f . .  .y y xÇ ÇÇ­ x dtÈ
 . T .The analogous properties for drdt l f could be employed for axÇ
converse duality theorem, but such a result is more reasonably established
by virtue of symmetry of the formulation of the variational problems.
 n.Let C I, R denote the space of piecewise smooth functions x with
5 5 5 5 5 5norm x s x q Dx , where the differentiation operator D is given` `
by
t
u s Dx m x t s a q u s ds, .  .H
0
where a is a given boundary value. Therefore drdt ' D except at discon-
tinuities.
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Consider the following multiobjective variational problem studied by
w xBector and Husain 2 :
 .  b 1  .  .. b p  .  .. .P Minimize H f t, x t , x t dt, . . . , H f t, x t , x t dtÇ Ça a
subject to
x a s a , x b s b , .  .
g t , x t , x t O 0, t g I. .  . .Ç
 .Let X denote the set of all feasible solutions of P , i.e.,
X s x g C I , Rn N x a s a , x b s b , g t , x t , x t O 0, t g I . 4 .  .  .  .  . .Ç
 w x. 0DEFINITION 1 Geoffrion 7 . A point x g X is said to be an efficient
 .solution of P if for all x g X,
b i 0 0f t , x t , x t dt .  .Ç .H
a
b i  4P f t , x t , x t dt , for all i g 1, 2, . . . , p .  . .ÇH
a
b i 0 0« f t , x t , x t dt .  .Ç .H
a
b i  4s f t , x t , x t dt , for all i g 1, 2, . . . , p . .  . .ÇH
a
0  .The point x is said to be a properly efficient solution of P , if there
 4exists a scalar M ) 0 such that, for all i g 1, 2, . . . , p ,
b bi 0 0 if t , x t , x t dt y f t , x t , x t dt .  .  .  . .Ç Ç .H H
a a
b bj j 0 0O M f t , x t , x t dt y f t , x t , x t dt , .  .  .  . .Ç Ç .H H /a a
for some j, such that
b bj j 0 0f t , x t , x t dt ) f t , x t , x t dt .  .  .  . .Ç Ç .H H
a a
whenever x g X, and
b bi i 0 0f t , x t , x t dt - f t , x t , x t dt. .  .  .  . .Ç Ç .H H
a a
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An efficient solution that is not properly efficient is said to be improp-
erly efficient. Thus for x 0 to be improperly efficient means that to every
 4sufficiently large M ) 0, there is an x g X and an i g 1, 2, . . . , p such
that
b bi i 0 0f t , x t , x t dt - f t , x t , x t dt .  .  .  . .Ç Ç .H H /a a
and
b bi 0 0 if t , x t , x t dt y f t , x t , x t dt .  .  .  . .Ç Ç .H H /a a
b bj j 0 0) M f t , x t , x t dt y f t , x t , x t dt , .  .  .  . .Ç Ç .H H /a a
 4for all j g 1, 2, . . . , p satisfying
b bj j 0 0f t , x t , x t dt ) f t , x t , x t dt. .  .  .  . .Ç Ç .H H
a a
 w x. 0DEFINITION 2 Borwein 3 . A point x g X is said to be a weak
 .minimum for P if there exists no other x g X for which
b b0 0f t , x t , x t dt ) f t , x t , x t dt. .  .  .  . .Ç Ç .H H
a a
0  .From this, it follows that if x g X is efficient for P , then it is also a
 .weak minimum for P .
3. STATEMENT OF THE PROBLEMS
We present the following symmetric dual multiobjective variational
problems whose duality results will be validated in Sections 4 and 5.
 .  b 1  .  .  .  ..Primal VP . Minimize H f t, x t , x t , y t , y t dt, . . . ,Ç Ça
b p  .  .  .  .. .H f t, x t , x t , y t , y t dt subject toÇ Ça
x a s 0 s x b , y a s 0 s y b , 1 .  .  .  .  .
x a s 0 s x b , y a s 0 s y b , 2 .  .  .  .  .Ç Ç Ç Ç
lT f t , x t , x t , y t , y t .  .  .  . . . Ç Çy
O D lT f t , x t , x t , y t , y t , t g I , 3 .  .  .  .  . . . Ç ÇyÇ
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T Ty t l f t , x t , x t , y t , y t .  .  .  .  . . . Ç Çy
T TP y t D l f t , x t , x t , y t , y t , t g I , 4 .  .  .  .  .  . . . Ç ÇyÇ
x t P 0, t g I , 5 .  .
l ) 0. 6 .
 .  b 1  .  .  .  ..Dual VD . Maximize H f t, u t , u t , ¨ t , ¨ t dt, . . . ,Ç Ça
b p  .  .  .  .. .H f t, u t , u t , ¨ t , ¨ t dt subject toÇ Ça
u a s 0 s u b , ¨ a s 0 s ¨ b , 7 .  .  .  .  .
u a s 0 s u b , ¨ a s 0 s ¨ b , 8 .  .  .  .  .Ç Ç Ç Ç
lT f t , u t , u t , ¨ t , ¨ t .  .  .  . . . Ç Çx
P D lT f t , u t , u t , ¨ t , ¨ t , t g I , 9 .  .  .  .  . . . Ç ÇxÇ
T Tu t l f t , u t , u t , ¨ t , ¨ t .  .  .  .  . . . Ç Çx
T TO u t D l f t , u t , u t , ¨ t , ¨ t , t g I 10 .  .  .  .  .  . . . Ç ÇxÇ
¨ t P 0, t g I , 11 .  .
l ) 0. 12 .
4. SYMMETRIC DUALITY
We shall use F and G for sets of feasible solutions for the primal and
dual multiobjective variational problems, respectively.
 .THEOREM 1 Weak Duality . Let
 .   .  . .   .  . .A1 x t , y t , l g F and u t , ¨ t , l g G,
 . b T   .  ..A2 H l f t,.,.,.,y t , y t dt be pseudocon¨ ex in x for fixed y, andÇa
 . b T   .  . .A3 H l f t, x t , x t ,.,.,., dt be pseudoconca¨ e in y for fixed x.Ça
Then
b b
f t , x t , x t , y t , y t dt g f t , u t , u t , ¨ t , ¨ t dt. .  .  .  .  .  .  .  . .  .Ç Ç Ç ÇH H
a a
  .  . .   .  . .  .Proof. For x t , y t , l g F and u t , ¨ t , l g G, inequalities 5 ,
 .  .9 , and 10 yield
T T T0 O x t y u t l f t , u , u , ¨ , ¨ y D l f t , u , u , ¨ , ¨ , .  .  .  . .  4 .  .Ç Ç Ç Çx xÇ
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which implies
b T T0 O x t y u t l f t , u , u , ¨ , ¨ .  .  . .   . Ç ÇH x
a
TyD l f t , u , u , ¨ , ¨ dt . 4 . Ç ÇxÇ
b T Ts x t y u t l f t , u , u , ¨ , ¨ .  .  . .  . Ç ÇH x
a
T Tq x t y u t l f t , u , u , ¨ , ¨ dt .  .  . .  .Ç Ç Ç ÇxÇ
T tsbT <y x t y u t l f t , u , u , ¨ , ¨ .  .  . .  . Ç Ç tsaxÇ
integrating the second term by parts . .
 .  .This, on using initial conditions 1 and 7 , gives
b T Tx t y u t l f t , u , u , ¨ , ¨ .  .  . .  . Ç ÇH x
a
T Tq x t y u t l f t , u , u , ¨ , ¨ dt P 0, A .  .  .  . .  .Ç Ç Ç ÇxÇ
b T   .  ..which, because of pseudoconvexity of H l f t,.,.,.,y t , y t dt for fixed y,Ça
implies
b bT Tl f t , x , x , ¨ , ¨ dt P l f t , u , u , ¨ , ¨ dt. 13 .  .  .Ç Ç Ç ÇH H
a a
 .  .  .Now inequalities 3 , 4 , and 11 give
T T T0 P ¨ t y y t l f t , x , x , y , y y D l f t , x , x , y , y , .  . .  .  . .  .Ç Ç Ç Ç .y yÇ
which implies
b T T0 P ¨ t y y t l f t , x , x , y , y .  . .  . . Ç ÇH y
a
TyD l f t , x , x , y , y dt . . Ç Ç .yÇ
b T Ts ¨ t y y t l f t , x , x , y , y .  . .  . . Ç ÇH y
a
T Tq ¨ t y y t l f t , x , x , y , y dt .  . .  . .Ç Ç Ç ÇyÇ
T tsbT <y ¨ t y y t l f t , x , x , y , y integrating by parts . .  .  . .  . . Ç Ç tsayÇ
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 .  .Using 1 and 7 , the above relation becomes
b T T¨ t y y t l f t , x , x , y , y .  . .  . . Ç ÇH y
a
T Tq ¨ t y y t l f t , x , x , y , y dt .  . .  . .Ç Ç Ç ÇyÇ
O 0. B .
b T  .This, in view of pseudoconcavity of H l f t, x, x,.,.,., dt for fixed x,Ça
implies
b bT Tl f t , x , x , ¨ , ¨ dt O l f t , x , x , y , y dt. .  .Ç Ç Ç ÇH H
a a
 .The above inequality along with 13 yields




f t , x , x , y , y dt g f t , u , u , ¨ , ¨ dt. . .Ç Ç Ç ÇH H
a a
 .THEOREM 2 Strong Duality . Assume that the pseudocon¨ exity-pseudo-
conca¨ity conditions of Theorem 1 are satsified. Let
 .  0 0 0.  .B1 x , y , l be a properly efficient solution for VP ,
 . w  .T  0T .  0T . .   .T  0T .B2 the system f t l f y D l f y D f t l f yy y y y y yÇ Ç
 0T .  0T . .4 2  .T  0T . 4x  .  .D l f y l f q D yf t l f f t s 0 « f t s 0, t gy y y y y yÇÇ Ç ÇÇ
I, and
 .  1 1.  p p.4B3 the set f y Df , . . . , f y Df be linearly independent.y y y yÇ Ç
 0 0.  . 0Then x , y is a properly efficient solution of VD with l s l .
 0 0 0.  .Proof. Since x , y , l is a properly efficient solution of VP , it is
w xalso a weak minimum. Hence, applying the results of Craven 5 along with
w x pthe analysis in 1 , there exists a g R , piecewise smooth functions b : I
ª Rm, g : I ª R, u : I ª Rn, and h g R p such that
TT T TH s a f q b t y g t y t l f y D l f .  .  . .  .  . .y yÇ
y u T t x t y hTl .  .
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 0 0 0.satisfies the following conditions at x , y , l :
H y DH q D2H s 0, t g I , 15 .x x xÇ È
H y DH q D2H s 0, t g I , 16 .y y yÇ È
H s 0, t g I , 17 .l
T 0T 0Tb t l f y D l f s 0, t g I , 18 .  . .  . .y yÇ
T0 0T 0Tg t y t l f y D l f s 0, t g I , 19 .  .  . .  . .y yÇ
T 0u t x t s 0, t g I , 20 .  .  .
hTl0 s 0, 21 .
a , b t , g t , u t , h P 0, t g I , 22 .  .  .  . .
a , b t , g t , u t , h / 0, t g I. 23 .  .  .  . .
The above relations hold throughout the interval I, except at the
 0 . 0 . 0.  .  .corners of x t , y t , l , where 15 and 16 hold for unique right and
left hand limits. The piecewise smooth functions b , g , and u are continu-
 0 . 0 . 0.ous except possibly at corners of x t , y t , l .
0  .Since h P 0, l ) 0, Eq. 21 yields h s 0. Using the observations on
 0T .  .  .  .D l f , from Section 2, Eqs. 15 , 16 , and 17 becomeyÇ
TT 0 0T 0Ta f y Df q b t y g t y t l f y D l f .  .  . .  .  . .  .y x y xx x ÇÇ
T0 0T 0T 0Ty D b t y g t y t l f y D l f y l f .  .  .  .  .  . .  . 5y x y x y xÇ ÇÇ Ç
T2 0 0Tq D y b t y g t y t l f s u t , 24 .  .  .  .  .  . . 5y xÇÇ
T0a y g t l f y Df . .  .y yÇ
T0 0T 0Tq b t y g t y t l f y D l f .  .  .  .  . .  .y y y yÇ
T0 0T 0T 0Ty D b t y g t y t l f y D l f y l f .  .  .  .  .  . .  . 5y y y y y yÇ ÇÇ Ç
T2 0 0Tq D y b t y g t y t l f s 0, 25 .  .  .  . . . 5y yÇÇ
and
f y Df b t y g t y0 t y h s 0, t g I. .  .  . . .y yÇ
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Since h s 0, the last equation reduces to
f y Df b t y g t y0 t s 0, t g I. 26 .  .  .  . . .y yÇ
 .   .  . 0 ..Multiplying 25 by b t y g t y t , we have
T0 0a y g t l f y Df b t y g t y t .  .  .  . .  . .y yÇ
T0 0T 0Tq b t y g t y t l f y D l f .  .  .  .  . .  .y y y yÇ
T0 0T 0T 0TyD b t y g t y t l f y D l f y l f .  .  .  .  .  . .  . 5y y y y y yÇ ÇÇ Ç
T2 0 0T 0qD y b t y g t y t l f b t y g t y t s 0. .  .  .  .  .  . . .  . 5y yÇÇ
 .  .This, in view of Hypothesis B2 , together with 26 yields
b t y g t y0 t s 0, t g I. 27 .  .  .  .
 .From 25 , we have
p
i 0 i i ia y g t l f y Df s 0, . .  /y yÇ
is1
which, because of the linear independence of the set
f 1 y Df 1 , . . . , f p y Df p . 5 /y y y yÇ Ç
gives
i 0 i  4a y g t l s 0, i g 1, 2, . . . , p , .
or
a s g t l0 . 28 .  .
0  0.  .  .  0.If for t g I, g t s 0, then from Eqs. 27 and 28 we get b t s 0
 .  0.and a s 0, respectively. Also, Eq. 24 gives u t s 0. Hence
  0.  0.  0. .  .a , b t , g t , u t , h s 0, contradicting the Fritz John condition 23 .
 .Thus g t ) 0, t g I.
 .  .  .Now, Eqs. 24 , 27 , and 28 yield
u t .
0T 0Tl f y D l f s , t g I. 29 . .  .x xÇ g t .
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 .  .using 20 and 22 , we obtain
T0 0T 0Tx t l f y D l f s 0, 30 .  . .  . .x xÇ
and
l0T f y D l0T f P 0. 31 . .  .x xÇ
 .From 27 , we get
b t .
0y t s P 0, t g I. 32 .  .
g t .
 .  .  0 0 0.Thus from 30 ] 32 , it follows that x , y , l g G, and the objective
functionals are obviously equal there.
 0 0.  . 0If x , y is not efficient for VD with l s l , then there exists a point
 0 0 0.u , ¨ , l g G such that
b b0 0 0 0 0 0 0 0f t , u , u , ¨ , ¨ dt G f t , x , x , y , y dt .Ç Ç Ç Ç .H H
a a
which contradicts the conclusion of Theorem 1. Now, it remains to show
 0 0.  0 0 0.that x , y is properly efficient. If it is not so, then for some u , ¨ , l
g G and some i,
b bi 0 0 0 0 i 0 0 0 0f t , u , u , ¨ , ¨ dt ) f t , x , x , y , y dt .Ç Ç Ç Ç .H H
a a
and
b i 0 0 0 0 i 0 0 0 0f t , u , u , ¨ , ¨ y f t , x , x , y , y dt .Ç Ç Ç Ç .H  5
a
b j 0 0 0 0 j 0 0 0 0) M f t , x , x , y , y y f t , u , u , ¨ , ¨ dt .Ç Ç Ç Ç .H  5
a
for any M ) 0, and all j satisfying
b bj 0 0 0 0 j 0 0 0 0f t , x , x , y , y dt ) f t , u , u , ¨ , ¨ dt. .Ç Ç Ç Ç .H H
a a
This means that
b i 0 0 0 0 i 0 0 0 0f t , u , u , ¨ , ¨ y f t , x , x , y , y dt .Ç Ç Ç Ç .H  5
a
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can be made arbitrary large whereas
b j 0 0 0 0 j 0 0 0 0f t , x , x , y , y y f t , u , u , ¨ , ¨ dt .Ç Ç Ç Ç .H  5
a
0  01 02 0 p.is finite for all j / i. Since l s l , l , . . . , l ) 0, we get
b0 i i 0 0 0 0 i 0 0 0 0l f t , u , u , ¨ , ¨ y f t , x , x , y , y dt .Ç Ç Ç Ç .H  5
a
b0 j j 0 0 0 0 j 0 0 0 0) l f t , x , x , y , y y f t , u , u , ¨ , ¨ dt .Ç Ç Ç Ç . H  5
aj/i
or
b b0T 0 0 0 0 0T 0 0 0 0l f t , u , u , ¨ , ¨ dt ) l f t , x , x , y , y dt. .Ç Ç Ç Ç .H H
a a
 .This contradicts inequality 14 and the proof is complete.
A converse duality theorem may be stated, as its proof would be
analogous to that of Theorem 2.
 .THEOREM 3 Converse Duality . Assume that the hypotheses of The-
orem 1 are satisfied. Let
 .  0 0 0.  .C1 u , ¨ , l be properly efficient for VD ,
 .C2 the system
T 0T 0Tf t l f y D l f .  .  . .x x x xÇ
T 0T 0T 0TyD f t l f y D l f y l f .  .  .  . . 5x x x x x xÇ ÇÇ Ç
T2 0TqD yf t l f f t s 0 « f t s 0, t g I , .  .  . . .x xÇÇ
and
 .  1 1.  p p.4C3 the set f y Df , . . . , f y Df be linearly independent.x x x xÇ Ç
 0 0.  . 0Then x , y is a properly efficient solution for VP with l s l .
5. SELF DUALITY
 .  . nAssume that x t , y t g R . The kernel vector function,
f t , x , x , y , y s f 1 t , x , x , y , y , . . . , f p t , x , x , y , y , .  .  .Ç Ç Ç Ç Ç Ç .
GULATI, HUSAIN, AND AHMED34
is said to be skew symmetric if
f t , y , y , x , x s yf t , x , x , y , y , for all x and y in the domain of f . .  .Ç Ç Ç Ç
That is,
i i  4f t , y , y , x , x s yf t , x , x , y , y , for all i g 1, 2, . . . , p , .  .Ç Ç Ç Ç
and x and y in the domain of f.
 .The problem VD may be recast as a minimization problem:
 b 1 . b p . .minimize y H f t, u, u, ¨ , ¨ dt, . . . , H f t, u, u, ¨ , ¨ dt subject toÇ Ç Ç Ça a
u a s 0 s u b , ¨ a s 0 s ¨ b , .  .  .  .
u a s 0 s u b , ¨ a s 0 s ¨ b , .  .  .  .Ç Ç Ç Ç
y lT f t , u , u , ¨ , ¨ O yD lT f t , u , u , ¨ , ¨ , t g I , .  . .  .Ç Ç Ç Çx xÇ
T TT Ty u t l f t , u , u , ¨ , ¨ P yu t D l f t , u , u , ¨ , ¨ , t g I , .  .  .  . .  .Ç Ç Ç Çx xÇ
¨ t P 0, t g I , .
l ) 0.
 T .  .  T .  .  T .  .Since l f t, u, u, ¨ , ¨ s y l f t, ¨ , ¨ , u, u , and l f t, u, u, ¨ , ¨ sÇ Ç Ç Ç Ç Çx y xÇ
 T .  .y l f t, ¨ , ¨ , u, u , this problem is transformed to the following prob-Ç ÇyÇ
lem,
 . X  b 1 . b p . .VD Minimize H f t, ¨ , ¨ , u, u dt, . . . , H f t, ¨ , ¨ , u, u dtÇ Ç Ç Ça a
subject to
u a s 0 s u b , ¨ a s 0 s ¨ b , .  .  .  .
u a s 0 s u b , ¨ a s 0 s ¨ b , .  .  .  .Ç Ç Ç Ç
lT f t , ¨ , ¨ , u , u O D lT f t , ¨ , ¨ , u , u , t g I , .  . .  .Ç Ç Ç Çy yÇ
T TT Tu t l f t , ¨ , ¨ , u , u P u t D l f t , ¨ , ¨ , u , u , t g I , .  .  .  . .  .Ç Ç Ç Çy yÇ
¨ t P 0, t g I , .
l ) 0.
 .  .This exhibits that the problem VD 9 is identical to VP , i.e., the objective
 .  .and the constraint functions and the initial conditions of VP and VD 9
 . w xare identical. The problem VP becomes self dual in the spirit of Dorn 6 .
 .  .It is obvious that the feasibility of x, y, l for VP implies the feasibility
 .  .of y, x, l for VD and conversely.
 .THEOREM 4. Let f be skew symmetric. Then VP is self dual. Also, if
 .  .  0 0 0.VP and VD are dual ¨ariational problems and x , y , l is a joint
 0 0 0.properly efficient solution, then so is y , x , l and the common objecti¨ e
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functional ¨alue is 0, i.e.,
b i 0 0 0 0  4f t , x , x , y , y dt s 0, i g 1, 2, . . . , p .Ç Ç .H
a
 0 0 0.  .Proof. Since x , y , l is properly efficient to the problems VP and
 .VD , the objective functional values are equal to
b 0 0 0 0f t , x , x , y , y dt.Ç Ç .H
a
 .  .  .From self duality, x, y, l is feasible for VP if and only if y, x, l is
 .  0 0 0.feasible for VD . Therefore the fact that x , y , l is properly efficient
 .  0 0 0.  .for VP implies proper efficiency of y , x , l for VD . By similar
 0 0 0.  .arguments y , x , l is properly efficient for VP . Also, the two objective
b  0 0 0 0.values are equal to H f t, y , y , x , x dt. ButÇ Ça
b b0 0 0 0 0 0 0 0f t , y , y , x , x dt s y f t , x , x , y , y dtÇ Ç Ç Ç .  .H H
a a
by the skew symmetry of f . .
Hence,
b b0 0 0 0 0 0 0 0f t , x , x , y , y dt s y f t , x , x , y , y dt ,Ç Ç Ç Ç .  .H H
a a
i.e.,
b i 0 0 0 0  4f t , x , x , y , y dt s 0, i g 1, 2, . . . , p .Ç Ç .H
a
This accomplishes the proof of the theorem.
6. NATURAL BOUNDARY VALUES
The symmetric dual multiobjective variational problems with natural
boundary values rather than fixed end points may be formulated.
 .  b 1 .Primal VP . Minimize H f t, x, x, y, y dt, . . . ,Ç Ç0 a
b p . .H f t, x, x, y, y dt subject toÇ Ça
lT f t , x , x , y , y O D lT f t , x , x , y , y , t g I , 33 . .  . .  .Ç Ç Ç Çy yÇ
T TT Ty t l f t , x , x , y , y P y t D l f t , x , x , y , y , t g I , .  . .  . .  .Ç Ç Ç Ç .y yÇ
34 .
T <l f t , x , x , y , y s 0, 35 . . . Ç Ç tsayÇ
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T <l f t , x , x , y , y s 0, 36 . . . Ç Ç tsbyÇ
x t P 0, t g I , 37 .  .
l ) 0. 38 .
 .  b 1 .Dual VD . Maximize H f t, u, u, ¨ , ¨ dt,Ç Ç0 a
b p . .H f t, u, u,¨ , ¨ dt subject toÇ Ça
lT f t , u , u , ¨ , ¨ P D lT f t , u , u , ¨ , ¨ , t g I , 39 .  .  . .  .Ç Ç Ç Çx xÇ
T TT Tu t l f t , u , u , ¨ , ¨ O u t D l f t , u , u , ¨ , ¨ , t g I , 40 .  .  .  .  . .  .Ç Ç Ç Çx xÇ
T <l f t , u , u , ¨ , ¨ s 0, 41 .  . . Ç Ç tsaxÇ
T <l f t , u , u , ¨ , ¨ s 0, 42 .  . . Ç Ç tsbxÇ
¨ t P 0, t g I , 43 .  .
l ) 0. 44 .
We shall not repeat the proofs of Theorems 1]4, but will only indicate
the modifications in the arguments that are needed for the validation of
those theorems.
 .  .  .  .For Theorem 1, 1 and 7 were used to prove relations A and B .
 .  .  .Clearly even though 1 and 7 are missing in the problems VP and0
 .  .  .VD with natural boundary values, relations A and B are still true by0
 .  .  .  .virtue of 35 , 36 , 41 , and 42 . The modifications required for Theorem
w x2 are similar to those in 8 . In proving Theorem 4, with f skew symmetric,
 .  .41 and 42 can be rewritten as
0T <l f t , ¨ , ¨ , u , u s 0, . . Ç Ç tsayÇ
0T <l f t , ¨ , ¨ , u , u s 0. . . Ç Ç tsbyÇ
The rest of the proof follows as with fixed end points. If only one point is
 .  .  .  .  .  .fixed, say x a s 0, y a s 0 and u a s 0, ¨ a s 0 in VP and VD
 .respectively, then the corresponding boundary value conditions 35 and
 .  .  .41 are removed. It is easy to see that VP and VD are still symmetric,
and Theorems 1]4 remain true.
7. MULTIOBJECTIVE MATHEMATICAL PROGRAMMING
 .  .If the time dependency of problems VP and VD is removed, and f is
considered to have the domain Rn = Rm, we obtain the pair of static
symmetric dual problems.
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 .  1 . p ..Primal VP . Minimize f x, y , . . . , f x, y subject to1
lT f x , y O 0, . . y
yT lT f x , y P 0, . . y
x P 0,
l ) 0.
 .  1 . p ..Dual VD . Maximize f u, ¨ , . . . , f u, ¨ subject to1
lT f u , ¨ P 0, . . x
uT lT f u , ¨ O 0, . . x
¨ P 0,
l ) 0.
 .  .The problems VP and VD are just the Mond]Weir type symmetric1 1
w xdual multiobjective programs considered in 10 with the omissions of
 p li s 1 as this is not required for the duality theorems to hold.is1
The condition in Theorem 2,
T 0T 0Tf t l f y D l f .  .  . .y y y yÇ
T 0T 0T 0TyD f t l f y D l f y l f .  .  .  . . 5y y y y y yÇ ÇÇ Ç
T2 0TqD yf t l f f t s 0 « f t s 0, t g I .  .  . . 5y yÇÇ
reduces, in the static case, to the condition that
T 0T 0 0f l f x , y f s 0 « f s 0. .  .y y
 0T .  0 0.This is, of course, equivalent to the requirement that l f x , y bey y
w xpositive or negative definite assumed in 10 .
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