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Abstract
The famous Clauser-Horne-Shimony-Holt (CHSH) inequality cer-
tifies a quantum violation, by a factor
√
2, of correlations predicted
by the classical view of the world in the simplest possible nontrivial
measurement setup (two systems with two dichotomic measurements
each). In such setting, this is the largest possible violation, which is
known as the Tsirelson bound. In this paper we calculate the exact
values of quantum violations for the other Bell correlation inequalities
that appear in the setups involving up to four measurements; they
are all smaller than
√
2. While various authors investigated these in-
equalities via numerical methods, our approach is analytic. We also
include tables summarizing facial structure of Bell polytopes in low
dimensions.
1 Introduction
Ever since the seminal paper by Einstein, Podolsky and Rosen [5] it has been
apparent that quantum theory leads to predictions which are incompatible
with the classical understanding of physical reality. Specifically, the prob-
ability of outcomes of joint measurements upon a quantum state may not
fit into the classical probability scheme; that is, the outcomes of each joint
measurements may be correlated in a way contradicting limitations imposed
by local realism or, mathematically, by local hidden variable models.
While it is the non-classicality of the quantum world, which usually
attracts most attention in this context, from the mathematical point of
view it is equally striking that – at least for bipartite systems and dichotomic
measurements – the discrepancy between classical and quantum correlations
can not be arbitrarily large: it can not exceed the so-called Grothendieck
constant. This is a consequence of the seminal work of Tsirelson [13] and the
even more famous Grothendieck inequality [8] from functional analysis. Here
we shall concentrate on correlation matrices corresponding to such setups
and involving up to four measurements. Already Tsirelson noticed that, for
two measurements per site, the maximal possible quantum violations is
√
2
(the Tsirelson bound). The fact that it can be that large was noticed even
earlier by Clauser-Horne-Shimony-Holt [3]. Quantum violations are certified
by the so-called Bell inequalities (defined in the next section). While the
exact value of the Grothendieck constant is between 1.6769 and 1.7822, it is
now known – based on numerical arguments – that the
√
2 bound is valid
for up to five measurements per site, see [11] and its references. The novelty
of the present work is that we calculate analytically the exact values of
quantum violations for the two Bell correlation inequalities that appear in
the case of four measurements. (For smaller setups there are essentially only
CHSH-type inequalities.) Readers familiar with the subject and interested
just in those analytical arguments may go directly to Section 5.
2 Notation and Background
In this section we recall the definitions of classical and quantum correlation
matrices and summarize the relevant results of Tsirelson and Grothendieck.
Definition 1 A m × n real matrix (aij) is called a classical correlation
matrix if there exist random variables (Xi)1≤i≤m, (Yj)q≤j≤n defined on a
common probability space, satisfying |Xi| ≤ 1, |Yj | ≤ 1 almost surely, and
such that aij = EXiYj for all i, j. The set of classical correlation matrices
is denoted by LCm,n.
Let us note here that this notion does not coincide with the concept of
correlation from statistics but rather with the somewhat less frequently used
notion of cross-covariance (when, additionally, EXi = EYj = 0).
Definition 2 A m × n real matrix (aij) is called a quantum correlation
matrix if there is a quantum state ρ on Cd1 ⊗ Cd2) (for some d1, d2 ∈ N),
Hermitian operators (Xi)1≤i≤m on Cd1 , (Yj)q≤j≤n on Cd2 satisfying ‖Xi‖ ≤
1, ‖Yj‖ ≤ 1 and such that aij = Trρ(Xi⊗Yj) for all i, j. The set of quantum
correlation matrices is denoted by QCm,n.
The physical situation that corresponds to a quantum correlation matrix
is when two observers perform measurements on a shared quantum state
ρ, with the first (resp., the second) observer having a choice of m (resp.,
n) measurements settings with dichotomic (i.e., binary) outcomes. By a
quantum state we mean a trace one positive semi-definite operator; however,
this will not be important in what follows because the sets LCm,n and
QCm,n admit simple geometric descriptions given by the following lemma.
We refer the reader to Chapter 11 of [1] for proofs (the second statement was
the main insight of [13], the first is elementary) and for further discussion.
Lemma 3 We have
LCm,n = conv{(ξiηj)1≤i≤m,1≤j≤n; ξi ∈ {1,−1}, ηj ∈ {1,−1}} and
QCm,n = {(〈xi, yj〉)1≤i≤m,1≤j≤n;xi, yj ∈ Rmin{m,n}, |xi| ≤ 1, |yj | ≤ 1},
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where | · | is the Euclidean norm.
It’s obvious from the above characterization that LCm,n is a symmetric
convex polytope with 2m+n−1 vertices and it’s not hard to see that QCm,n
is a symmetric convex compact set. We emphasize that this property is
specific to our setup; in more general settings it is possible that the set of
quantum correlations is not closed [4, 12].
A Bell correlation inequality is a linear functional ϕ with the property
that ϕ(A) ≤ 1 for any classical correlation matrix A ∈ LCm,n. Hence, if a
matrix A /∈ LCm,n, then necessarily there exists a Bell correlation inequality
ϕ such that ϕ(A) > 1. In this case, we say that the Bell inequality ϕ is
violated by A and the quantity ϕ(A) is called the violation. The quantity
maxA∈QCm,n ϕ(A) is well defined since ϕ is a continuous function on the
compact convex set QCm,n; it is called the (maximal) quantum violation of
ϕ.
It is readily seen that in order to calculate the maximal possible vio-
lation ϕ(A) for a given A it is enough to consider functionals that define
facets (i.e., maximal faces) of LCm,n. (All other Bell inequalities are convex
or positive linear combinations of these.) In other words, we understand
Bell inequalities if we know the facial structure of the classical correlation
polytope or, equivalently, the set of vertices of the polytope dual to LCm,n.
In what follows, we will mostly restrict our attention to such functionals.
The connection between correlation matrices and Grothendieck inequal-
ity was first studied by B. Tsirelson [13]. This connection is encoded in the
following theorem (for more background we refer interested readers to [1]).
Theorem 4 (Grothendieck-Tsirelson Theorem) GivenK ≥ 1 and pos-
itive integers m,n, the following two conditions are equivalent:
1. We have the inclusion
QCm,n ⊂ K LCm,n. (1)
2. For any m × n real matrix (mi,j) and for any real Hilbert space vectors
xi, yj with |xi| ≤ 1, |yj | ≤ 1 we have∑
i,j
mi,j〈xi, yj〉 ≤ K max
ξi=±1,ηj=±1
∑
i,j
mi,jξiηj . (2)
Moreover, there exists an absolute constant K ≥ 1 such that 1. and 2. hold
for any positive integers m,n.
The inequality (2) is known as Grothendieck’s inequality. The best constant
K that works in all instances of (2) (and hence in all instances of (1)) is
called the real Grothendieck constant and denoted by KG. We also denote
by K
(m,n)
G the best constant such that (2) holds for given m,n, and K
(n)
G =
K
(n,n)
G . The main results of this paper concern the constant K
(4)
G .
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Let us now sketch the argument showing the implication 2. =⇒ 1.
in Theorem 4, i.e., the boundedness of quantum violations in the present
setting. For fixed m,n, consider an arbitrary m× n matrix M = (mij) and
rescale it so that
max
ξi=±1,ηj=±1
∑
i,j
mi,jξiηj = 1. (3)
Then – by the first part of Lemma 3 – the functional ϕM (A) = trM
TA is
a Bell correlation inequality. On the other hand – by the second part of
Lemma 3 and by (2) – it follows that
max
A∈QCm,n
ϕM (A) = max
∑
i,j
mi,j〈xi, yj〉 ≤ K(m,n)G ≤ KG.
where the second maximum is taken over all unit vectors xi, yj from a real
Hilbert space (which a posteriori can be taken to be of dimension not ex-
ceeding min{m,n}).
The argument is easily seen to be reversible. If follows in particular that
determining the Grothendieck constant K
(m,n)
G is equivalent to finding the
maximal quantum violation for a finite set of m×n Bell correlation inequal-
ities, namely those corresponding to the facets of the local polytope LCm,n.
It is worth pointing out that, for large m,n, the facial structure of the local
polytope is rather complicated, thus the main difficulty in computingK
(m,n)
G
lies then in the classification of facets of the local polytope. The maximal
violation of Bell inequalities corresponding to the facets can subsequently
be approximated via SDP programming.
3 Some elementary observations
Let M = (mi,j)1≤i≤m,1≤j≤n be a matrix with no zero rows nor columns. We
are interested in maximizing the quantity from the left hand side of (2):∑
i,j
mi,j〈xi, yj〉 (4)
over any real Hilbert space vectors xi, yj with |xi| ≤ 1, |yj | ≤ 1. (The
maximum is attained by compactness since it is clearly enough to consider
a space of dimension m+ n.) We have
Proposition 5 If the quantity (4) is maximized, then:
(i) xi, yj are unit vectors from a space H with dimH ≤ min{m,n}
(ii) there exist ki, lj ∈ R>0 for i = 1, 2, ...,m and j = 1, 2, ..., n such that∑
i
mi,jxi = ljyj for all j = 1, 2, ..., n and (5)∑
j
mi,jyj = kixi for all i = 1, 2, ...,m. (6)
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If the above holds, the extremal value of the quantity (4) is
∑
i ki =
∑
j lj.
Proof. As the objective function (4) is an affine function of each of the
variables xi, yj , it follows that the maximum is attained on the boundary,
i.e., when |xi| = |yj| = 1. However, we need to show that the maximum can
not be attained if one of the vectors is of norm strictly smaller than 1.
Let xi, yj be a configuration for which (4) is maximized. Note that∑
i,j
mi,j〈xi, yj〉 =
∑
j
〈∑
i
mi,jxi, yj
〉
≤
∑
j
∣∣∑
i
mi,jxi
∣∣,
with equality when, for each j, either (a)
∑
imi,jxi = 0, or (b) yj is a unit
vector that is a positive multiple of
∑
imi,jxi. Since the latter condition
involves exactly the properties stated in (5) and in the assertion (i) of the
Proposition, we only need to show that (a) never happens in the extremal
configuration.
To that end, suppose that (for example)
∑
imi,1xi = 0 and thatm1,1 > 0
(it is here that we use the “no zero column” assumption). Pick a unit vector
u such that u ⊥ xi, u ⊥ yj for i = 1, 2, ...,m, j = 1, 2, ..., n (embed the Hilbert
space H into a higher dimensional space if necessary). Next, let y′1 = u, x′1 =
(x1 + tu)/
√
1 + t2, t > 0 and x′i = xi, y
′
j = yj for i = 2, ...,m, j = 2, ..., n.
One checks that∑
i,j
mi,j〈x′i, y′j〉−
∑
i,j
mi,j〈xi, yj〉 = t√
1 + t2
+
( 1√
1 + t2
−1
)∑
j 6=1
m1,j〈x1, yj〉,
which is strictly greater than 0 when t is positive but sufficiently small. It
follows that the original configuration was not extremal.
The assertion (6) and |xi| = 1 are shown similarly by exchanging the
roles of xi and yj. The bound on dimH follows from the fact that in the
extremal configuration the linear spans of (xi) and (yj) must coincide. In-
deed, suppose for example that some xi 6∈ K, where K is the linear span of
(yj). Then replacing xi’s by their orthogonal projections onto K leads to
a configuration with the same value of the objective function (4), some of
whose elements are of norm strictly smaller than 1, a contradiction. ✷
Remark 6 An byproduct of the above argument is the observation that the
value of the maximization problem (4) is the same as either of the two prob-
lems given below:
max
|xi|=1
∑
j
∣∣∑
i
mi,jxi
∣∣ or max
|yj |=1
∑
i
∣∣∑
j
mi,jyj
∣∣. (7)
Remark 7 In some cases, Proposition 5 allows to easily find candidates for
extremal configurations (xi) and (yj). Denote X = [x1, . . . , xm] (a matrix
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whose columns are x1, . . . , xm) and similarly Y = [y1, . . . , yn]. Then the
equations (5) and (6) can be written compactly as
XM = Y L and YMT = XK,
where K,L are diagonal matrices with diagonal entries respectively (ki) and
(lj). Now, if m = n and if the rank of X also equals to n, we can eliminate
X,Y and obtain ML−1MT = K. Examples when this is useful and when it
is not are pointed out in Remark 10 at the end of this note.
4 (2, 2)Bipartite system and (3, 3)Bipartite system
In the presenting section we consider first the classical polytope LC2,2. We
identify LC2,2 with a subset of R
4. By Lemma 3, we see that the 8 vertices
of LC2,2 are
v1 =
[
1 1
1 1
]
, v2 =
[−1 −1
−1 −1
]
; v3 =
[
1 −1
1 −1
]
, v4 =
[−1 1
−1 1
]
;
v5 =
[
1 1
−1 −1
]
, v6 =
[−1 −1
1 1
]
; v7 =
[
1 −1
−1 1
]
, v8 =
[−1 1
1 −1
]
.
Observe that the vertices v1, v3, v5, v7 are orthogonal to each other and of
equal length 2 in terms of the Hilbert Schmidt inner product (which gives
Euclidean structure). The vertices v2, v4, v6, v8 are their opposites. This im-
plies that the classical polytope LC2,2 is congruent to 2B
4
1 , the 4-dimensional
ℓ1-ball of radius 2. In particular, we have 2
4 = 16 facets (i.e., 3 dimensional
faces). Each facet of LC2,2 is a convex hull of four vertices with neither
two of them being opposite, and the normal vector to each facet is propor-
tional to the sum of its four determining vertices. For instance, the unit
normal vector to the facets determined by v1, v3, v5, v7 and v1, v3, v5, v8 are
respectively
E11 =
[
1 0
0 0
]
, CHSH2 =
1
2
[
1 1
1 −1
]
(8)
The facet determined by the latter normal vector is referred to as of CHSH-
type; the corresponding determining inequality is called CHSH inequality.
It turns out (by exhausting all possibilities or by Fourier analysis argument)
that all facets of LC2,2 are among the above two types, that is, the normal
vectors can be obtained by permuting rows or columns of either matrix
(vector) in (8), or by multiplying them by −1. E11 is a representative
of the first equivalent class of Bell inequalities whose members are ±Eij,
i, j = 1, 2, where Eij is the matrix with 1 in the ij-th entry and 0s elsewhere.
From here on, we donote by E this class of facets (for all dimensions).
6
They are of trivial-type in the sense that they cannot be violated by any
quantum correlation, as follows easily from Lemma 3) and the Cauchy-
Schwarz inequality. For the CHSH-type facets, the maximal violation, well
known as the Tsirelson’s bound, is
√
2 (see [13] and [1], Proposition 11.11).
Table 1: Classification of facets of LC2,2, which has 8 vertices and 16 facets.
The quantum value of a given facet is defined as the maximal violation of
its determining Bell inequality on the set of quantum correlation matrices.
Facet type number of facets
number of vertices
of each facet
quantum value
E 8 4 1
CHSH 8 4
√
2
Clearly all facets of same type have the same quantum value. As is
well-known, K
(2)
G =
√
2 (the Tsirelson bound) is witnessed on the CHSH
inequality. The principle, on which the argument is based, will be useful in
what follows and so we state it here.
Lemma 8 Let v,w ∈ H (an inner product space). Then
|v + w|+ |v − w| ≤ 2(|v|2 + |w|2)1/2
with equality iff 〈v,w〉 = 0.
Proof. We have
|v + w|+ |v − w| ≤
√
2(|v + w|2 + |v − w|2)1/2 = 2(|v|2 + |w|2)1/2
by the Cauchy-Schwarz inequality and the parallelogram identity. The in-
equality becomes equality iff |v + w| = |v − w|, which is equivalent to
〈v,w〉 = 0. ✷
Proposition 9 The maximal quantum violation of the CHSH inequality is
K
(2)
G =
√
2.
Proof. Let ϕ(A) = Tr
(
1
2
[
1 1
1 −1
]
A
)
be the CHSH functional. By com-
bining Lemma 3 and Remark 6 we see that
max
A∈QC2,2
ϕ(A) =
1
2
max
|x1|=1,|x2|=1
|x1 + x2|+ |x1 − x2|
and it remains to apply Lemma 8. The argument also characterizes con-
figurations (xi), (yj), for which the maximal violation occurs: we must
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have |x1| = |x2| = 1, 〈x1, x2〉 = 0 and y1 = x1+x2|x1+x2| = 1√2 (x1 + x2), y2 =
1√
2
(x1 − x2). Retracing the proof of Tsirelson’s Lemma 3, one may likewise
find the corresponding operators (Xi), (Yj) and a state ρ from the original
definition of QC2,2 (cf. Definition 2). ✷
Concerning the classical polytope LC3,3, the classification of the facets
of LC3,3 (or more general, LC3,n) goes back to [7] (see Notes and Remarks
to Section 11.2 in [1]); see also section 6.4 in [2] , where a link to the theory
of cut polytopes is exploited. First, it’s routine to establish that LC3,3 has
90 facets (though doing this manually would be rather tedious). It turns
out that all of them can be obtained from
E11 =
1 0 00 0 0
0 0 0
 and CHSH3 = 1
2
1 1 01 −1 0
0 0 0

by permuting rows or columns and/or by multiplying them by −1. Indeed, if
Êij is the subspace of 3×3 matrices with the i-th row and j-th column being
0 and Pij is the orthogonal projection onto Êij, then PijLC3,3 = LC3,3∩Êij
can be identified with LC2,2. Thus when ϕ is a Bell inequality determining
a face of LC2,2, then ϕ ◦ Pij determines a face of LC3,3. So for each such
projection, we obtain 8 faces of type E and 8 faces of type CHSH. Since
there are 9 such projections, careful counting yields 18 faces equivalent to
E11 ∈M3 and 8×9 = 72 CHSH-type facets, which accounts for all 90 facets
of LC3,3. The results of the analysis are summarized in Table 2.
Table 2: Classification of facets of LC3,3, which has 32 vertices and 90 facets.
Facets type number of facets
number of vertices
of each facet
quantum value
E 18 16 1
CHSH 72 16
√
2
It follows that K
(3)
G again coincides the maximal quantum violation of the
CHSH inequality, i.e., K
(3)
G =
√
2.
8
5 (4, 4) Bipartite system
5.1 Geometry of (4, 4) classical correlation polytope
We now consider a bipartite quantum system with four dichotomic observ-
ables being measured on each subsystem . In this case the classic correlation
polytope is a convex polytope in R16 with 128 vertices. Its facial structure
can be completely described [6,10] (verifed through Matlab package [9], man-
ual checking being rather infeasible). Besides the trivial type inequalities E
and the CHSH-type inequalities
E11 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , CHSH4 = 12

1 1 0 0
1 −1 0 0
0 0 0 0
0 0 0 0
 ,
(and their relatives), only two new Bell correlation inequalities appear (
firstly proved in [2])
41 =
1
6

2 1 −1 0
1 −1 1 1
−1 1 −1 1
0 1 1 0
 , 42 = 110

1 1 2 2
1 2 1 −2
2 1 −2 1
2 −2 1 −1
 . (9)
Once all types have been identified, classifying the facets and identifying
vertices belonging to them becomes routine. The results are summarized in
Table 3.
Table 3: Classification of facets of LC4,4, which has 128 vertices and 27968
facets.
Facets type number of facets
number of vertices
of each facet
quantum value
E 32 64 1
CHSH 288 64
√
2 ≈ 1.414
41 18432 24
5
3
√
2/3 ≈ 1.3608
42 9216 24
2
5
√
10 +
√
2 ≈ 1.3514
In the following we will find analytically the maximal quantum violations
for the inequalities 41 and 42. It turns out that they are both smaller than√
2. Accordingly, K
(4)
G =
√
2 again coincides with the maximal quantum
violation of the CHSH inequality.
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5.2 Quantum violation for the 41 Bell correlation inequality
By Remark 6, determining the maximal quantum violation of 41 = (mi,j) is
equivalent to finding the maximum of E =
∑4
j=1Ej , whereEj = |
∑4
i=1 6mi,jxi|,
over |x1| = |x2| = |x3| = |x4| = 1. Set u = x2 − x3, v = x2 + x3 and denote
t = 〈x1, u〉, s2 = |u|2. Then
E1 = |2x1 + u| =
√
4 + s2 − 4t;
E2 = |x4 + x1 − u|;
E3 = |x4 − (x1 − u)|;
E4 = |v| =
√
4− s2.
By Lemma 8, E2 + E3 ≤ 2
√
1 + |x1 − u|2 = 2
√
2 + s2 + 2t with equality iff
x4 ⊥ x1 − u.
Next we find the maximum of E1+E2+E3 over the parameter t ∈ [−1, 1].
Let φ(t) = φs(t) =
√
4 + s2 − 4t + 2√2 + s2 + 2t. The first derivative test
yields φ′(t) = 0 iff t = 1/3 (for all s) and φ′′(1/3) < 0. Hence E1+E2+E3 ≤
φ(1/3) = 3
√
8/3 + s2.
Finally, we maximize E1 + E2 + E3 + E4 with respect to the parameter
s ∈ [0, 1]. Collecting the bounds obtained thus far and applying Cauchy-
Schwarz inequality we get
E1 + E2 + E3 + E4 ≤ 3
√
8/3 + s2 +
√
4− s2
≤
√
32 + 12
√
8/3 + s2 + 4− s2 = 10
√
2/3.
The second inequality becomes the equality iff
√
8/3 + s2 = 3
√
4− s2, that
is, iff s =
√
10/3. Therefore, as asserted,∑
j
∣∣∑
i
mi,jxi
∣∣ = E1 + E2 +E3 + E4
6
≤ 5
3
√
2/3 ≈ 1.3608.
To conclude, we need to verify that this bound is saturated, i.e., that the
obtained extremal values of parameters are consistent. One way to achieve
that is to retrace the argument and to identify an extremal configuration.
The constraints are 〈x1, x2 + x3〉 = 1/3, 〈x2, x3〉 = −2/3 and 〈x1 − x2 +
x3, x4〉 = 0 and they are satisfied, for example, by x1 = (1, 0, 0, 0), x2 =
(0, 1, 0, 0), x3 = (1/3,−2/3, 2/3, 0), x4 = (0, 0, 0, 1).
5.3 Quantum violation for the 42 Bell correlation inequality
We shall find the maximum of F =
∑4
j=1 Fj where Fj = |
∑4
i=1 10mi,jxi|
and mi,j is the (i, j)-th entry of 42. By the Cauchy-Schwarz inequality,
4∑
j=1
Fj ≤ 2(
4∑
j=1
F 2j )
1/2, (10)
10
with equality if F1 = F2 = F3 = F4. We have 4∑
j=1
F 2j
1/2 = (40 + 2〈x1, x2〉+ 2〈x1, x3〉+ 2〈x2, x4〉 − 2〈x3, x4〉)1/2
= (40 + 2〈x1, x2 + x3〉+ 2〈x2 − x3, x4〉)1/2
≤ (40 + 4
√
2)1/2. (11)
It follows that F ≤ 4
√
10 +
√
2 and, consequently,∑
j
∣∣∑
i
mi,jxi
∣∣ = F/10 ≤ 2
5
√
10 +
√
2 ≈ 1.3514. (12)
We will show that this bound can be attained. First, the equality in (11)
holds when x2 ⊥ x3, x1 = (x2 + x3)/
√
2 and x4 = (x2 − x3)/
√
2, which is
clearly a feasible configuration. Under these constraints, one checks directly
that that F1 = F2 = F3 = F4 =
√
10 +
√
2. Indeed,
F1 = |x1 + x2 + 2x3 + 2x4| = |(1 + 3/
√
2)x2 + (2− 1/
√
2)x3| =
√
10 +
√
2;
F2 = |x1 + 2x2 + x3 − 2x4| = |(2− 1/
√
2)x2 + (1 + 3/
√
2)x3| =
√
10 +
√
2;
F3 = |2x1 + x2 − 2x3 + x4| = |(1 + 3/
√
2)x2 − (2− 1/
√
2)x3| =
√
10 +
√
2;
F4 = |2x1 − 2x2 + x3 − x4| = |(1/
√
2− 2)x2 + (1 + 3/
√
2)x3| =
√
10 +
√
2.
This means that we have then equality both in (10) and (11), as needed. An
example of an extremal configuration is x1 = (
√
2/2,
√
2/2), x2 = (1, 0), x3 =
(0, 1), and x4 = (
√
2/2,−√2/2).
Remark 10 The reader may verify that extremal configurations (xi), (yj)
for the inequality 41 can be identified using the procedure from Remark 7,
while the extremal configurations for 42 can not.
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