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1. INTRODUCTION 
This article originated from a comparison of the results obtained in two 
Ph.D. theses written at Warwick University. These are due to 
Starkey [lo], written under the supervision of Professor Green, and to 
Bromwich (now Mrs. P. N. Norton) [2, 71 written under the supervision 
of the author. Both pieces of work involved representations of Hecke 
algebras, although from somewhat different viewpoints. To any system of 
finite groups with a BN-pair one can associate a corresponding finite 
dimensional algebra called the 0-Hecke algebra. This algebra is in general 
not semisimple. It has a 2’x 2’ matrix of Cartan invariants where 1 is the 
rank of the BN-pair and an r x 2’ matrix of decomposition numbers where r 
is the class number of the Weyl group of the BN-pair. We consider par- 
ticularly the case of a system of &V-pairs of type A,. By comparing and 
making use of the earlier results of Norton and Starkey we show that in 
this case the equation C= D’D relating the matrix of Cartan invariants to 
the matrix of decomposition numbers can be given a combinatorial inter- 
pretation in terms of the well-known Robinson-Schensted bijection 
between permutations and pairs of standard tableaux of the same shape. 
2. THE GENERIC RING AND SOME OF ITS SPECIALIZA~II~NS 
Let IV be a finite Coxeter group generated by a subset S = {s;, ic I) with 
defining relations 
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The latter relation, which has n, factors on each side, is called a 
homogeneous Coxeter relation. 
Let G(q) be a system of finite groups with a BN-pair of type W, where q 
runs over an infinite set of prime powers [3]. Each such group G(q) con- 
tains subgroups B(q), N(q) which form a BN-pair in G(q) and such that 
N(q)/B(q) n N(q) is isomorphic to W. 
Let F be a field of characteristic 0 and M be the FG(q)-module induced 
from the principal FB(q)-module. We consider the algebra of 
endomorphisms HJq) = End,,;,,,M. H,(q) is called the Hecke algebra. It 
is an algebra with identity generated by elements r,, i6 Z, satisfying 
relations 
y=qq’fl +(q”- 1) T,, 
T, T, . = T, T, 
cn,,+ en,,+, 
where 1 B(q): B(q) n B(q)“1 = q” and the c, are certain positive integers. [3]. 
A basis for the Hecke algebra H,(q) may be obtained as follows. Let w be 
an element of W and u’= s,,s,~ ... sik be a reduced expression for u’ as a 
product of elements of S. Let T,, = T,, T,?. . . T,, E HJ q). The homogeneous 
Coxeter relations in H,(q) show that T,, is independent of the reduced 
expression used to define M’. The elements T,, , IV E W, form a basis for 
H,..(q) and the multiplication of basis elements is determined by the for- 
mulae: 
‘i T” = 
T, 
q’t ;,,!,, + (q’ I - 1 ) T,, 
if I(.r,r~) = I(MI) + 1 
if /(s, ~3) = I( \v) - I 
Here I(M’) is the length of a reduced expression for MI as a product of the 
Coxeter generators [ 33. 
We now compare the Hecke algebras H,(q) for differing values of the 
prime power q. A convenient way of doing this is to consider the generic 
ring H/-t,,, introduced by Tits [3]. HPI,,, is an algebra with identity over 
the polynomial ring F[u]. It is generated by elements a,, i E I, satisfying 
relations 
uf = Lc81 + (d’ - 1) u,, 
u,u, . = U,Qf”. 
+n,,+ +n,p 
Given U’E W let u,, = ui,u,, u,~ where M’ = .F,,s,, .. .F,, is a reduced 
expression; u,,. is uniquely determined by M’. The generic ring II,..,,,, is a free 
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F[u]-module of rank 1 WI with basis a,,., UJE W. The multiplication of the 




J,,, if I(s,M~)=/(w)+ 1 
u”‘a ,s,, ))+ (u” - 1 ) a,,. if I(s,w) = l(~rv)- 1. 
Now let f: F[u] -+ F be a ring homomorphism. f is determined by the 
element q E F with f(u) = q. For each q E F we define an algebra H,(q) by 
where F is regarded as a right F[u]-module by 
m(u) = rs(rf), r E F, s(u) E F[u]. 
HP(q) is an F-algebra of dimension 1 WI. We have a ring homomorphism 
which is surjective. This map is called the q-specialisation of the generic 
ring. We consider three examples of such a specialisation: 
(i) Let q be a prime power in the given set and take q = q. Then 
H,(q)= H,(q) is the Hecke algebra described above, and we have a 
specialisation HFLu3 + H,(q). 
(ii) Let ye = 1. Then H,,(l) is isomorphic to the group algebra FW 
and we have a specialisation H,.r,, + FW. 
(iii) Let ye = 0. Then HP(O) is called the 0-Hecke algebra and we have 
a specialisation HPl-,, -+ HP(O). 
The 0-Hecke algebra H,(O) is an F-algebra with identity generated by 
elements T,, i E Z, satisfying relations 
7-f= -T,, 
T, T, . . . = T, Ti. 
+n,,-’ +-n,-t. 
As before let T,. = T,, T,. .. T, where IV = si,si2 ‘. . si, is reduced. Then the 
elements T,,., w E W, form a basis for H,(O) and the multiplication of basis 
elements is given by 
T.v, T,. = 
T .,,11 if I(s,w)=I(w)+ 1 
- T,, if f(s,w)=f(u’)- 1. 
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3. REPRESENTATIONS OF THE GENERIC RING 
AND ITS SPECIALISATIONS 
Now, we discuss the relationship between the representations of the 
generic ring HFrul and the representations of its specialisations H,(q), FW 
and H,(O). 
We begin with the generic ring HQLu3, taking F= Q. We extend the base 
ring Q[u] to its field of fractions Q(u) and define HQc,, by 
H Q,uj is a semisimple algebra. By passing to a finite field extension K of 
Q(U) we can ensure that 
H/c= KO,,,, HQ(u) 
splits into a direct sum of complete matrix algebras over K. 
Let I be the integral closure of Q[u] in K. Let v E Q and let P be the 
prime ideal of I given by P = (U - g)I. Let K, be the subring of K given by 
K,= {ah ‘;a,hEz,h$P}. 
Then K, is a local ring with unique maximal ideal (u- yl) K, and the 
quotient Kp/(u - ‘1) K, = k is a field. In fact k is a subfield of @. 
The importance of considering subrings of K of the form K, is seen in 
the result that, for any such P, every finite dimensional irreducible H,- 
module I/, is isomorphic to KOKr V for some finitely generated K,-free 
H,,,-module V, where 
H,,,=K,Oaaru, HQ[u,, c3, 51. 
We shall consider ring homomorphisms f: KP + C with kernel (u-q) K,. 
Such a map f satisfies f( 1) = 1, f(u) = q and the image off is k. Given such 
a ring homomorphism ,f we may apply it to the representation p of H,, 
afforded by V. This gives maps 
a-+ (P,jta)) + (f(Pij(a)))* aEHK, 
and so determines a representation of the ring HKp with coefficients in k. 
Moreover. we have 
and we therefore have a representation of H,(q). Thus the H,,-module V 
determines an H,(q)-module ,f( V) = f? 
0-HECKEALGEBRA 93 
We consider three special cases of this phenomenon. 
(i) Let q be a prime power in our given set and let q = q. Then each 
finite dimensional H=module V, is isomorphic to KQ,, V for some 
finitely generated K,-free H,,- module V. Moreover each such V deter- 
mined a finite dimensional H,(q)-module V. 
(ii) Let q= I. Then each finite dimensional H,-module V, is 
isomorphic to Kg.,, V, and each such V determines a finite dimensional 
k W-module P. 
(iii) Let 9 =O. Then each finite dimensional H,-module V, is 
isomorphic to KOKp V, and each such V determines a finite dimensional 
H,(O)-module p. 
We observe that the H,(q)-module V need not be determined up to 
isomorphism by V,. However the composition factors of V are determined 
by V, [4]. Moreover the following more detailed information is available 
in the three special cases under consideration [3, 51. 
(i) If V, is an irreducible H,-module then V is an irreducible 
H,(q)-module. This gives a bijective correspondence between irreducible 
modules for H, and Hk(q). 
(ii) If V, is an irreducible H,-module then P is an irreducible k W- 
module. This gives a bijective correspondence between irreducible modules 
for H, and for k W. 
(iii) If V, is an irreducible H,-module then P need not be an 
irreducible H,(O)-module. 
4. RESULTS OF NORTON AND STARKEY 
Next, we recall the results of the H,(O)-modules obtained by Nor- 
ton [7]. It was shown by Norton that all the irreducible representations of 
Hk(0) have dimension 1. The number of such irreducible representations i
2’ where I= 111. These representations have the form T, --+ pi where 
PiE (0, - 1). 
For each subset Jc_ I we denote by ‘pJ the irreducible representation of 
Hk(0) satisfying 
if ~EJ 
if i$ J. 
Norton also obtained results on the projective indecomposable modules for 
94 R. W. CARTER 
Hk(0). If Jc I we define W, by W,= (si; ~EJ). Let wJ be the element of 
maximal length in W,. We define elements e,, oJ in HJO) by the formulae 
eJ= c T,, oJ = ( - 1 )‘(“‘J)T,,J; 
M’t w, 
let j be the subset of I complementary to J. Then HJO) ejo, is an 
indecomposable H,(O)-module. Moreover, we have 
Hk(O) = 0 ffk(O) ejof 
This decomposition of the 0-Hecke algebra into a direct sum of 2’ indecom- 
posable submodules bears a resemblance to the decomposition of Solomon 
of Q W into a direct sum of 2’ submodules [9]. However in the case of the 
0-Hecke algebra the submodules are indecomposable whereas this is not 
true for the Weyl group. 
Let cJK be the multiplicity of (Pi as a composition factor in HJO) ej oJ. 
The 2’x 2’ matrix C= (cJK) is called the matrix of Cartan invariants of 
Hk(0). This matrix was determined by Norton as follows. Let Y, be defined 
by 
Y,= {WE W;I(ws,)=I(w)-1 ifjEJ 
/(WY,) = l(w) + 1 if,i.$J}. 
Then W is a disjoint union of its subsets Y, for all JC 1. The Cartan 
invariants are given by 
c JK= ii W’ E w; ‘4’ E Y,,, U’ ’ E Y K ) 1 
We note in particular that the sum of the Cartan invariants is equal to 1 WI. 
We have seen in Section 3 that there is a bijection between irreducible 
H,-modules and irreducible k W-modules. Let /z be an irreducible represen- 
tation of W and Pi a corresponding irreducible H,-module. Then the 
specialisation p is an H,(O)-module, as in Section 3(iii). Let d,, be the 
multiplicity of ‘pJ as a composition factor in p. If r is the class number of 
W we have an r x 2’ matrix D = (d,,) called the matrix of decomposition 
numbers. As in the modular representation theory of finite groups the Car- 
tan matrix and decomposition matrix are related by the formula C= D’D 
where D’ is the transpose of D. 
We now restrict ourselves to the situation in which G(q) is a system of 
groups with a BN-pair of type A,. This means that the Weyl group W is 
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isomorphic to the symmetric group S, where n = 1+ 1. The Coxeter 
generators of W may be taken to be transpositions of consecutive numbers, 
s, = (12) s2 = (23) ,... s,= (II+ 1). 
The conjugacy classes of S, are parametrised by partitions of n. If 
1. = (A,, A,,...) is a partition of n with A1 3 A2 > . . . , then we denote by Cj. 
the conjugacy class of S, consisting of elements of cycle type (A,, A,,...). 
The irreducible representations of S, are also parametrised by partitions of 
n. Thus the irreducible representations of H, may also be parametrised by 
partitions of n, by Section 3. In this case we may take K= Q(u), I= Q[u], 
k = Q. Specialising from H, to H,(q) we see that the irreducible represen- 
tations of H,(q) are parametrised by partitions of n. 
Let v” be an irreducible representation of H,(q) corresponding to the 
partition 1. Let vi.: H,(q) + Q be the character of the representation VA. In 
particular we have defined v]“( T,.) for all w E W. 
The representations of H,(q) where investigated by Starkey [lo]. The 
characters 9’ need not be class functions in the sense that $(T,,), $(T,,,.) 
need not take the same value when w, ~1’ are conjugate in W. However a 
weaker property of this kind was obtained by Starkey, who showed that if 
u’, w’ are conjugate elements of S, of minimal length in their conjugacy 
class, then q”( T,,.) = q’( r,,.,). If A, p are partitions of n we may therefore 
define qi to be the common value $( T,,.) for all w of minimal length in the 
conjugacy class C,, . 
Note. It is not known whether vi. is constant on elements T, for w of 
minimal length in a given conjugacy class if W is a Weyl group of type 
other than A,. 
Let r be the number of partitions of n. Then the r x r matrix q = (vi) is 
called the character table of H,(q). 
The first few examples of such character tables are shown below. 
n=2 p\n 2 l2 
2 l2 i 91 1 -1 1 ’ 
n=3 PV 3 21 l3 
3 
21 
l3 i -q 4* 1 q-l -1 4 2 1
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n=4 p\n 4 31 22 212 l4 




2 q2-4 q2-2q 2q- 1 3 
-q q2+ 1 q-l 2 
212 q -q+ 1 -2q+l q-2 3 
l4 -1 1 1 -1 1 i 
Starkey gave a rule for determining the character table q of H,(q) from the 
character table x of the symmetric group S,. v] is obtained from x by 
postmultiplying by a certain triangular matrix. Given a partition I of n we 
define S;. to be subgroup 
s, E s,, x s,, x ’ . ’ 
of S,. Just as S, has a natural representation of degree n - 1 = 1, the reflec- 
tion representation, so S;, has a reflection representation of degree 
(I.,-1)+(2,-l)+ ‘... 
Given a second partition p of n we choose an element w E S, n Cj, if there 
is one. Let f,,,(x) be the characteristic polynomial of u’ in the reflection 
representation of S,,. Thus f,,,(x) is a polynomial of degree 
(p, - 1) + (p2 - 1) + . . , and depends only upon 1, and CL, not upon the 
choice of w E S, n C,. 
Let 
I S,, n c1 I 
fi$(q) IS,,I if IS,nC,j #O t; = 
0 otherwise, 
and let t be the r x Y matrix (ti). It was shown by Starkey [lo] that r] = it 
where x = (xi) is the character table of S,. 
The tirst few examples of such identities are as follows: 
n=2 
n=3 i 1 1 
-1 0 
1 -1 







1 1 1 
O-l 1 
1 2 0 
0 -1 -1 
1 1 -1 
q3+q2+q+1 o 
4 
0 0 0 
q’- 1 q*+q+1 
3 3 
o 0 0 
(q2- l)(q+ 1) 
8 
o (4+U2 o o 
4 
(q2-l)(q-1) 42-l 42-1 q+l - - 
4 2 2 2 
o 
(4- 1j3 (q-U2 (q-U2 q-1 
24 6 42 
1 
9’ q2 q2 9 1 
-4* 4*-q q*-2q 2q-1 3 
0 -4 q2+ 1 q-l 2 
4 -q+l -2q+l q-2 3 
-1 1 1 -1 I 
Note. J. Desarmenian has obtained the polynomials y~i n a different 
context. He interprets them as interpolation polynomials between charac- 
ters of the symmetric group and Kostka numbers. 
5. THE DECOMPOSITION NUMBERS OF THE 0-HECKE ALGEBRA 
Now, we consider what happens to q when we specialise to H,(O). The 
irreducible representation of H, corresponding to the partition A specialises 
to a representation of H,(O), not necessarily irreducible. Let the character 
of this representation be q: H,(O) + Q. Let Fj =q( T,.) where w is an 
element of minimal length in the conjugacy class C,. 




if the permutations in C, are even, 
otherwise, 
i’ is the dual partition of A, and 1% is the character of S, induced from the 
principal character qf S,,. 
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Proqf: Since 4 = Xt we have 
where w E S,, A C,, Hence 
Now f,?(x) is the characteristic polynomial of w acting on a space of dimen- 
sion (11, - l)+(p(,- l)+ ..., so we have 
fir(O) = ( - 1 )‘I” ‘) + (P* 2’+ det w = E(P) det w. 
Since WEC,, we have det w=(-l)(y’~‘)+(y2~“+“’ =E(v). Thus 
Now x” = &xi where c is the sign character of S,. Thus xt’ = E(V) xi. Hence 
we have 
= 44(X”~ 1 )s,, = 4PL)kc 1 $)s>r 
by Frobenius reciprocity. fl 
We next consider how T decomposes into irreducible characters ‘pJ of 
Ho(O). We know that 
and wish to determine the decomposition numbers dj,. 
We recall that the Young diagram for 1 is a diagram with jU, squares in 
row 1, & squares in row 2, etc. A L-tableau is a way of writing numbers 
from the set { 1, 2,..., n} in the squares of the Young diagram. A standard ,I- 
tableau is a I-tableau containing the numbers 1, 2,..., n once each such that 
the entries are increasing along rows and down columns. We recall that the 
degree of the irreducible representation of S, corresponding to the partition 
2 is the number of standard I-tableaux. Thus the same applies to the 
degrees of $ and g. Hence 
II j ( l 1 = C djJ is the number of standard jL-tableaux. 
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A J.-tableau is called semistandard if its entries are increasing in the strict 
sense down columns and in the wide sense along rows. A I-tableau is said 
to have type ,U if, for each i = l,..., n, i occurs pi times. 
We recall from the representation theory of the symmetric group that the 
multiplicity (1 St,, x”) is equal to the number of semistandard A-tableau of 
type P C61. 
Let J be a subset of I= { 1, 2,..., n - I }. We say that a standard i-tableau 
has type J if i E J if and only if i occurs in a higher row of the tableau than 
i+ I. 
For example, if 1” = 221, the standard %-tableaux are 
12 12 13 13 14 
34 35 24 25 25 
5 4 5 4 3 
and their types are (2, 4) 12, 3) {I, 3, 4) { 1, 3} { 1, 2,4), respectively. 
PROPOSITION 2. d,, is the number qf standard A-tableaux of type J. 
Proof: We define d,,, to be the number of standard i-tableaux of type J 
and then show that 
C d.,, ‘p., = ?, 
We evaluate both sides at T,,. where u’ is an element of minimal length in 
the conjugacy class C,,. We may choose M, to be the element with cycle 
decomposition 
w = ( 1 2.. . PINPI + 1 p1+2...pL, +/-bNp, +p2+ 1 ...).., 
Now q,(w) is given by 
q,,(w)= b-l’ 
i 
I( II’ , if u’ E W, 
if ul$ W,. 
We therefore consider which subsets J have the property that WE W,. This 
is impossible unless J contains the subset 
Jt,= { 1,2 ,..., p’I - l,p1+1,p, +2 ,...‘Pl +p2- 1, Pl +p2+ I...) 
=~-{~LI,I*I+cL2~~I+~*+~L3,...}. 
Conversely if Jz J,, then certainly w E W,. Thus w E W, is equivalent to 
Jz J,,. It follows that 
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C dj.JcPJ(M’) = C d,.~( - 1 I’(“‘) = .I .I 
J 2 J,, .I 2 J,, 
Hence s(p)(CJ d,,cp,(w)) is thz number of standard 3,-tableaux of type 
.I? .I,,. On the other hand E(P) ‘I; = (131, I’.‘) is the number of semistandard 
if-tableaux of type p. To complete the proof of our proposition we 
therefore need the following lemma. 
hMMA 3. There is a hijection between the set of semistandard A’- 
tableaux of type p and the set qf’ standard A-tableaux qf’ type J 2 J,, 
Proof: A semistandard i/-tableau of type p contains ,u, entries 1, pLz 
entries 2 etc. Suppose we replace the entries equal to 1 by 1, 2,..., p,, the 
entries equal to 2 by p, + 1, p, + 2 ,... ~1, + p2, etc., in order of increasing 
columns. We then obtain a standard I&‘-tableau. We then dualise this by 
interchanging rows and columns and obtain a standard A-tableau. Since the 
original j-‘-tableau was semistandard the final L-tableau has the property 
that the entries 1, 2,..., p, all occur in different rows. The same applies to 
theentriesp,+l,p,+2 ,..., ~,+~~andalsoto~,+~,+l,..., ~,+~2+~j, 
etc. Moreover each of the entries p, + pz + ... + p, , + l,..., p, + 
pLr + .. + pi , + pL, occurs in a higher row than its successor. Thus the type 
J of this tableau satisfies .I? J,,. We see conversely that any standard >L- 
tableau satisfying J 2 J,, comes from a semistandard I.‘-tableau of type p in 
the manner described. 
EXAMPLE. We illustrate this bijection in the case when n =4 and 
~=(211). Then J,,= (1). Th e standard i-tableaux and their types are as 
follows: 
Tableau: 1234 I23 I24 134 I 2 
4 3 2 34 
Type: cp (31 121 i*j j-21 
Tableau: I 3 I 2 I 3 I 4 I 
24 3 2 2 2 
4 4 3 3 
4 
Type: (1.3) :2,3; 1113; il.2) {l>2,3) 
The semistandard tableaux of type (211) are as follows: 
1123 I12 113 11 11 
3 2 23 2 
3 
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The bijection between standard i-tableaux of type Jz { 1 } and semistan- 
dard A-tableaux of type (211) is as shown. 
1123 112 113 11 11 
3 2 23 2 
3 
1 1 1 1 1 
1 14 1 3 1 3 134 
2 2 2 24 2 
3 3 4 
4 
6. THE ROBINSON-SCHENSTED MAP 
We have seen that the entries in the matrix of Cartan invariants are 
given by the numbers of permutations of a certain type, since 
c JK= I{w; WE YJ, w-‘e YK}I 
whereas the entries in the matrix of decomposition numbers are given by 
the numbers of tableaux of a certain type, since d,, is the number of stan- 
dard A-tableaux of type J. Thus the equation C= D’D relating the two 
matrices gives a connection between numbers of permutations of a certain 
kind and numbers of tableaux of a certain kind. We show how this matrix 
equation is related to a well known correspondence of Robinson and 
Schensted. 
The Robinson-Schensted algorithm defines a map from permutations to 
standard tableaux. Given u’ E S,, we define tableaux X,, X, ,..., A’,, by 
X,=u’(l), and X,,, is obtained from X, by adding w(i+ 1) to the first 
row, displacing the smallest entry in the first row greater than ~(i + 1) to 
the second row, displacing the smallest entry greater than this in the 





X,=6 X,=6 7 x,=2 7 X,=2 7 8 
6 6 
X,=2 4 8 X,=1 4 8 x,=1 4 5 x,=1 3 5 
67 27 278 248 
6 6 67 
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Let yA be the set of standard A-tableaux and y = ui, rA. We denote by 
6: S, + T the Robinson-Schensted map defined above 8 has the following 
properties [S] : 
(i) If O(w) E 6, then O( uz ’ ) E Cq,. Thus inverse permutations map to 
tableaux of the same shape 
(ii) The map S, -+ uA( Ti x T,) is bijective 
w--f (O(w), qw-I)). 
Let q.J be the set of standard i-tableaux of type J. Thus I&J = d,,. 
PROPOSITION 4. If w E Y, then t3( w ’ ) has type J. 
Proof. We recall that Y, is the set of w E S, such that I(wsi) = I(w) - 1 if 
and only if j6.I. This is equivalent to the condition that w(j+ 1) < w(j) if 
and only if ,j E J. Thus J is the set of numbers j with the property that the 
order ofj, j+ 1 is reversed by w. 
We consider the sequence of tableaux X, , X2,..., X,, determined by w ‘. 
Suppose w E YJ. Then j E J if and only if j + 1 is inserted before j in this 




I’= 67284153’ > 




6 3 38 35 351 157 127 124 
6 6 68 68 38 35 351 
6 68 68 
cp cp cp (51 {5,7} {5,7’1 { 2, 5, 7 ) {2,4,5,7) 
We observe that, for each i, 
ti-I if w-‘(i)+ 1 $X;~~, Ti = 
t,+,uw l(i) if M’ l(i)+ lEX,+,. 
For UJ ‘(i) is inserted into the first row of X,, so lies in T, if and only if its 
successor w ‘(i) + 1 lies in Xi , already. It is clear from the algorithm for 
obtaining Xi from X, , that 5, differs from T, , by at most M’ l(i). Now 
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MI-‘(~)+ 1 EX,_, if and only if M!-‘(~)EJ. Thus we see that z,=J and so 
fl(w-’ ) has type J. 1 
We now see finally how the matrix equation C= D’D is related to the 
RobinsonGchensted map. Let WA = {w E S,; O(w) E Fi}, W$, = {w E S,; 
8(W)E&, 8(w-‘)E9JJ}. 
Then WjK = {w E W’; w E Y,, w ~ ’ E Y,} by the previous proposition. 
The RobinsonAchensted theorem shows that 
We also recall that cJK = [{WE W; WE Y,, UJ-~E Y,}l. Thus cJK= 
Ci I W$,l = Cr dj., d,t,. 
This gives the matrix equation C = D’D. 
It is intriguing to speculate how these results might generalise to 0-Hecke 
algebras of type other than A,. 
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