Lot-sizing problem has been extensively researched in many aspects. In this manuscript, we give a dynamic programming algorithm scheme for lot-sizing problems with outsourcing.
Introduction and definitions
For lot-sizing mixing integer problems, tight description of their polyhedra has been achieved for many variations by cutting plans, extended formulations, totally unimodular matrices and other properties crossing wide fields, see [4] . Dynamic programming (DP) algorithms are still powerful for general lot-sizing problems because their structures ( [2] , [3] ). Now we give notations and formulate the general lotsizing problem as follows. Let n be the length of the planning time horizon. For each period t ∈ {1, 2, · · · , n} the following data are given: p t unit production cost in t, g t unit outsourcing cost in t, h t unit holding cost in t (defined also for t = 0), q t set-up cost in t, d t demand in t, C t production capacity in t. We suppose all data is nonnegative rational. 
Throughout the manuscript we suppose s 0 = 0 for simplicity.
Structure of optimal solutions
First, note that if the capacities production are period varying, the problem is NP-hard, without special mention, we suppose the capacities are constant, i.e., equations (1.3) are rewritten as
By the definition of problem, it is reasonable to assume that
Hence, there is an optimal solution that we have z t > 0 only if x t = C or x t = 0 by the assumption of nonnegative of set-up production cost and (2.2). Suppose that set-up variables y ∈ {0, 1} n are known, the variables in the flow conservation of constraints (1.2) together with set-up conditions (1.3) (or (2.1)) can be represented as flows in a network. And then lotsizing problem (LS − O) is a minimum cost network flow problem. In Fig. 1 ., such a network with n = 5 is shown as an instance. By (x i (y i ), z i ), we means that there are two flows on the arc, instead of this, we can draw two arcs, one with flow x i (y i ), the other with flow
Fig . 1 An example of the fixed charge netowrk flow variables Before giving the structure of optimal solutions, we need a concept defined as following. Definition 2.1: Planning time period n are partitioned into intervals [t 1 ,
, where no stock entering or leaving each interval, are called regeneration intervals.
Now we have the property about the structure of optimal solutions to LS − O, which is critical for the dynamic programming algorithm described in next section. Note Proposition 2.1 is also applied to the case when production capacities are periods varying. An instance with n = 9 is shown in Fig. 2. 
Dynamic programming algorithm
Using the flow balance equalities (1.2), we can omit stock valuables from object function. 
Note by same arguments, we can also omits production variables or outsourcing variables from objective function. Now we go on to DP for the problem of finding an optimal solution on a given regeneration interval [k, l] .
Let G k (t, τ, θ, χ v (t)) be the value of a minimum cost solution for periods k up to t during which production occurs τ times at full capacity, θ ∈ {0, 1} times at level ρ kl , and outsourcing occurs χ v (t) ∈ {0, 1} times at level (d kt − τ)C + ρ kl , where v is the period with χ v (v) = 1.
Dynamic programming recursion for regeneration intervals of LS
Note, in equations about G k (t, τ, 0, 0) and
The optimal value of regeneration interval [k, l] then can be obtained by 
Numerical implementation
In this section we give numerical tests about the algorithm suggested in Section 3. We program in C and the results are summerized in Table 1 . Every (real) running time is the average of ten examples. Note the algorithm is very efficient in practice. One reason is that there are only plus and multiple operations. Given all parameters integers, no floats are needed in programming.
Finally, we give a small example generated in our prgramming.
Lot-sizing problem with constant capacities can be solved in O(n 3 ) by some greedy scheme based on q t + p t * C for all k ≤ t ≤ l and feasibilities ( [1] ). With outsourcing, whether it can also be solved in O(n 3 ) will be our next works.
