In this work we describe and compare several predictive models, some of which have never been applied 34 to this task and which outperform the regression methods that are typically applied in the healthcare lit-35 erature. In addition, we apply methods from deep learning to the five conditions CMS is using to penalize 36 hospitals, and offer a simple framework for determining which conditions are most cost effective to 37 target. 
Introduction
readmissions within 30 days of discharge, with 76% of these being 63 potentially avoidable [3] . In total, these readmissions accounted for increased to a minimum of 3% of a hospital's Medicare reimburse-71 ment, and also included several more conditions [1] . 72 Hospital leaders recognize that scrutiny over readmission rates 73 will continue to grow over the next few years, and that the finan- ing patient readmission risk, using many types of available data. 88 Some methods, such as in [4] , leverage a variety of data sources, 89 including patient demographic and social characteristics, medica- based on only a single source of data, for instance, solely on admin-92 istrative claims data, as in [5] . A thorough review of past models 93 can be found in [6] . With the exception of [7] , all of these methods 94 are logistic regressions on independent variables typically chosen 95 by hand. 96 Our aim is to compare in detail existing methods used to predict 97 readmission with many other statistical methods. These methods 98 include ''local'' models tailored to particular patient subpopula-99 tions as well as ''global'' models fit to the entire dataset. We com-100 pare penalized linear models as well as non-linear models such as 101 random forests and deep learning. Due to the increased difficulty of 102 training deep models, we conduct a smaller set of experiments to 103 validate their performance. 104 The remainder of this paper will be organized as follows. forces some coefficients to be exactly zero. The Elastic Net of 233 [10] is a combination of the two, and is also commonly used.
234
In particular, in elastic net the coefficientsb are found by 235 solving: which would give slightly better performance. However, [11] 263 suggests this value is relatively robust, and we decided not to 264 tune it to save on computation costs, since our results using this 265 value were quite good. Additionally, each decision tree is 266 trained on a data set that is derived by sampling with replace-267 ment from the original data to form a new dataset of the same 268 size (bagging) [12] .
269
SVM Finally, we test a support vector machine (SVM) approach 270 following the methodology in [7] who also utilize them to pre- is a nonlinear function of the inputs. This is accomplished Toolbox on a desktop with a 3.5 GHz Intel Core i7 processor. 
Results

366
Following the most common procedure for evaluating models 367 for predicting early readmission, we use the area under the ROC In the left pane of Fig. 4 follows, we describe our approach to minimize overfitting in pre-515 diction of early readmission. We have relied on several sources of 516 practical knowledge on how to train these models, and they pro-517 vide much more detail on the topic [22] [23] [24] . Additional details 518 on parameter selection and tuning are provided in Appendix B. Table 5 The five conditions CMS uses to assess penalties.
Condition
Abbr.
Chronic obstructive pulmonary disorder COPD Heart failure HF Pneumonia PN Acute myocardial infarction AMI Total hip arthroplasty/total knee arthroplasty THA/TKA
Fig. 5.2. A multilayer neural network (image from [19]
). The input x is fed forward through the three hidden layers to the single output node, which could be a continuous number for a regression problem or a probability for a classification problem. The input x is fed forward through the hidden layer h to the single output node o, which could be a continuous number for a regression problem or a probability for a classification problem.
Results
520
We focused this analysis on the five patient cohorts for which 521 CMS has imposed early readmission penalties (listed in Tables 
541
In addition to AUC, we consider the positive predictive value 542 (proportion of those designated high risk who are actually read-543 mitted, also known as precision) for both methods, following [7] .
544
In Fig. 5 The impact on overall predictive accuracy that can be obtained 572 by moving from standard logistic regression to more complicated 573 models can be substantial, however these models can also be diffi-574 cult to tune and are sometimes more challenging to interpret.
575
Although in their current state we found deep learning models to 576 be the most difficult to manage due to the large number of model 577 parameters, they are also the models with the greatest potential to 578 boost predictive accuracy in statistical approaches to predicting 2 We defer to [25] , which states a model is considered ''reasonable'' if its AUC exceeds 0.7 and ''strong'' if its AUC exceeds 0.8. By this criterion most of the models considered in our study would be considered reasonable, while the global models fit to the full data (as well as models for some of the DRGs) would be considered strong. Heart failure  I500, I501, I509  Pneumonia  J121, J122, J128, J129, J13, J14, J150, J151, J152,  J153, J154, J155, J156, J157, J158, J159, J160,  J168, J170, J171, J172, J173, J178, J180, J181,  J188, J189  Acute myocardial  infarction   I210, I211, I212, I213, I214, I219 Total hip arthroplasty/total knee arthroplasty 49312-00, 49315-00, 49318-00, 49319-00, 49324-00, 49327-00, 49330-00, 49333-00, 49339-00, 49342-00, 49345-00, 49346-00, 49518-00, 49519-00, 49521-00, 49521-01, 49521-02, 49524-00, 49527-00, 49530-00, 49530-01, 49533-00, 49554-00
