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Abstract
In this paper, upper bounds are presented for the solution of the following multidimensional
divide-and-conquer maximin recurrence
G(n) = max
n1+n2++np=n
n1 ; n2 ;:::;np>1

pP
i=1
G(ni) + smin
16i6p
(k)f(ni)

;
where p>2; 16k<p; f is an arbitrary nondecreasing function, and \smin(k)16i6p f(ni)" denotes
\the sum of the smallest k numbers among f(n1); f(n2); : : : ; and f(np)". All the presented upper
bounds are at most dlog2 ke + p times the exact solution of G(n). The derivation of the upper
bounds is based on properties of partition trees. For k = 1 and k = p−1 we obtain, respectively,
two of the recurrences previously studied by Alonso et al. (SIAM J. Discrete Math. 8 (1995)
428{447). In both of these two cases, our results improve theirs. c© 2000 Published by Elsevier
Science B.V. All rights reserved.
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1. Introduction
Let A(n) and B(n) be dened, respectively, by the two recurrences
A(n)= max
n1+n2++np=n
n1 ; n2 ; :::; np>1
 pP
i=1
A(ni) + min
16i6p
f(ni)

; (1)
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with A(1); A(2); : : : ; A(p− 1) given, and
B(n)= max
n1+n2++np=n
n1 ; n2 ; :::; np>1
 pP
i=1
B(ni) + sam
16i6p
f(ni)

; (2)
with B(1); B(2); : : : ; B(p − 1) given, where p>2; f is a nondecreasing function, and
\sam" denotes \the sum of all but the maximum". These two recurrences occur, for
various functions f, in a variety of problems in the analysis of algorithms [1, 2, 10].
For example, they occur in determining the number of element interchanges in the
worst case of quicksort [11, 12], in nding lowest common ancestors [9], in the con-
struction of weight-balanced trees [4, 11, 12], in analyzing the worst-case behavior of
a certain permutation algorithm [7], and in several computational geometry problems
[3, 5, 8, 13, 14].
For p=2, recurrences (1) and (2) coincide. This case has been thoroughly studied
in [2, 10, 15]. In [1], Alonso et al. rst studied the general case p>2 of the two
recurrences. Using an elegant analysis of partition trees, they gave an upper bound
on the solution of A(n) and three upper bounds on the solution of B(n). Their upper
bound on A(n) is at most
p2
p− 1

2 +
f(bn=pc)
f(pblogp nc−1)

times the exact solution of A(n). Their upper bounds on B(n) are all at most
2p

1 +
f(bn− p+ 2)=2c)
f(pblogp(n−p)c−1)

times the exact solution of B(n). Using their upper bounds, for a given nondecreasing
function f, the asymptotic behavior of A(n) and B(n) can be determined.
In this paper, as an extension of Alonso et al.’s work in [1], we study the following
generalization of recurrences (1) and (2):
G(n)= max
n1+n2++np=n
n1 ; n2 ; :::; np>1
 pP
i=1
G(ni) + smin
16i6p
(k)f(ni)

; (3)
with G(1); G(2); : : : ; G(p − 1) given, where p>2; 16k<p; f is a nondecreasing
function, and \smin(k)16i6p f(ni)" denotes \the sum of the smallest k numbers among
f(n1); f(n2); : : : ; f(np)". Recurrence (3) is identical to (1) when k =1, and to (2)
when k =p− 1. Note that since f is nondecreasing, (3) can also be expressed as
G(n)= max
n1+n2++np=n
16n16n266np
 pP
i=1
G(ni) +
kP
i=1
f(ni)

:
In order to study the growth of G(n), some assumptions about the initial values
G(1); G(2); : : : ; G(p− 1) should be made. Otherwise, as indicated in [1], \the asymp-
totic behavior of G(n) would be obscured by idiosyncrasies arising from these initial
values". In this paper, the following two assumptions are considered.
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Assumption 1. G(1)=G(2)=   =G(p− 1):
Assumption 2. The recurrence is dened only when (p − 1)j(n − 1) (i.e., n − 1 is a
multiple of p− 1).
In the analysis of divide-and-conquer algorithms it is usually assumed that it takes
constant time to compute the answer of a small input that needs no splitting. Thus,
Assumption 1 is natural. Assumption 2 is stronger than Assumption 1. However, as
pointed out in [1], \this assumption is natural in the context of divide-and-conquer
algorithms in which O(p)=O(1) dummy elements are introduced to make the size
of the input conform to the assumption". It was also pointed out in [1] that \the
assumption is also natural in the context of algorithms based on p-ary trees in which
every node is either a leaf or has p children". In [1], all the upper bounds on A(n)
and B(n) were derived under Assumption 2.
In this paper, upper bounds on G(n) are rst derived under Assumption 1. Then,
dierent upper bounds on G(n) are derived under Assumption 2. All the derived bounds
are at most dlog2 ke+p times the exact solution of G(n). Our derivation of the upper
bounds is an extension of the work in [1, 15] and is based on properties of partition
trees [10]. By letting k =1 in the derived bounds on G(n), new upper bounds on A(n)
can be obtained. The new bounds are at most p times the exact solution of A(n) and
are tighter than the one in [1]. Recall that the bound in [1] is at most
p2
p− 1

2 +
f(bn=pc)
f(pblogp nc−1)

times the exact solution of A(n). By letting k =p − 1 in our bounds on G(n), new
upper bounds on B(n) can be obtained. The new bounds are at most dlog2(p−1)e+p
times the exact solution of B(n). The best of the three bounds on B(n) obtained in [1]
was estimated to be at most
2p

1 +
f(b(n− p+ 2)=2c)
f(pdlogp(n−p)e−1)

times the exact solution of B(n). According to the estimation, our new bounds are
tighter. However, the best bound on B(n) in [1] was underestimated. In this paper,
we will show that the best bound on B(n) in [1] is as tight as our new bounds. More
specically, we will show that the best bound on B(n) in [1] is at most dlog2(p−1)e+p
times the exact solution of B(n).
The remainder of this paper is organized as follows. In the next section, we dene
p-ary partition trees and discuss some of their properties. In Sections 3 and 4, using
properties of p-ary partition trees, dierent upper bounds on G(n) are derived under
Assumptions 1 and 2, respectively. In Section 5, comparisons between our new bounds
on A(n) and B(n) and those proposed in [1] are made. Finally, in Section 6, we
conclude this paper.
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2. p-ary partition trees
In studying recurrence (3), it is convenient to use trees to represent its recursive
evaluation. We dene p-ary trees and p-ary partition trees as follows.
Denition 1. A p-ary tree is a rooted tree in which each internal node has exactly p
children.
Denition 2. A p-ary partition tree is a p-ary tree in which each leaf is associated
with an integer between 1 and p − 1, and the p subtrees of an internal node are in
nondecreasing order, from left to right, by the sum of the integers associated with the
leaves in the subtree.
Let T be a p-ary partition tree. The weight of a node v2T , denoted by wT; v, is
the sum of the integers associated with the leaves in the subtree rooted at v. For
convenience, the weight of the root of T is also called the weight of T . We say that a
node v2T is a left-k node in T if it is not the root of T and it is one of the leftmost
k children of its parent.
As an illustrative example, a 4-ary partition tree T is depicted in Fig. 1. Here,
the underlined number below each leaf is the integer associated with the leaf, and the
number within each node is the weight of the node. In this example, we have wT; c=11,
the weight of T is 43, the set of left-1 nodes in T is fb; f ; j; n; i1; p1; q1g, and the set
of left-2 nodes in T is fb; c; f ; g; j; k; n; o; i1; i2; p1; p2; q1; q2g. Note that in Fig. 1, the 4
subtrees of each internal node are in nondecreasing order, from left to right, according
to their weights.
In the remainder of this section, we look at some properties of p-ary trees and p-ary
partition trees.
Lemma 1 (Alonso et al. [1]). Let T be a p-ary tree that contains I internal nodes.
The number of leaves in T is I  (p− 1) + 1.
Lemma 2. Let T be a p-ary tree that contains I internal nodes. The number of left-k
nodes in T is I  k.
Proof. Each internal node in T generates k left-k nodes. Thus, altogether, there are
I  k left-k nodes in T . The conclusion follows.
For an integer i>0, dene the function Rp(i) as
Rp(i)=

i
p− 1

(p− 1)− i:
Note that Rp(i) is the smallest nonnegative integer q satisfying (p − 1)j(i + q). Two
subtrees of a p-ary tree T are disjoint if they do not contain the same node. We have
the following lemma.
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Fig. 1. A 4-ary partition tree T .
Lemma 3. Let X1; X2; : : : ; Xs be s mutually disjoint subtrees of a p-ary tree T . There
are at least Rp(s− 1) leaves in T that are not contained in any subtree Xi; 16i6s.
Proof. Let Z be the set of leaves in T that are not contained in any subtree Xi. We
obtain a tree T 0 from T by replacing each Xi with a leaf node vi. Clearly, T 0 is also a
p-ary tree. The set of leaves in T 0 is the union of Z and fv1; v2; : : : ; vsg. By Lemma 1,
jZ [fv1; v2; : : : ; vsgj − 1 is a multiple of (p − 1); that is, (p − 1)j(jZ j + s − 1). Thus,
jZ j>Rp(s− 1) and the lemma holds.
Let T be a p-ary partition tree and let b>1 be an integer. Dene Lk(T; b) as the
set of left-k nodes with weights >b in T . Trivially, we have the following lemma.
Lemma 4. Let T be a p-ary partition tree and b>1 be an integer. Let X be a
subtree of T that contains r>0 nodes in Lk(T; b). If the root of X is a left-k node
in T; jLk(X; b)j= r − 1; otherwise jLk(X; b)j= r.
Lemma 5. Let T be a p-ary partition tree and b>1 be an integer. If jLk(T; b)j=m;
m>1; we can nd
(p− 1− k)

m− 1
k

+ 1

+ m+ 1
mutually disjoint subtrees with weights >b in T .
Proof. This lemma can be proved by double induction on m and the height of T .
The proof is lengthy and is, therefore, omitted here. We refer the interested reader to
Appendix A for details.
As an illustrative example of Lemma 5, consider the p-ary partition tree T depicted
in Fig. 1, where p=4. Assume k =3 and b=6. Since m= jLk(T; b)j= jfc; d; pgj=3,
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Fig. 2. Four mutually disjoint subtrees with weights >6 in a 4-ary partition tree T .
by Lemma 5, we nd 4 (= (p − 1 − k)(b(m − 1)=kc + 1) + m + 1) mutually disjoint
subtrees with weights >6 in T . In Fig. 2 four such subtrees are shown.
Theorem 1. Let T be a p-ary partition tree and b>1 be an integer. If Lk(T; b)=m;
m>1; the weight of T is at least s b+Rp(s−1); where s=(p−1−k)(b(m−1)=kc+
1) + m+ 1.
Proof. By Lemma 5, we nd a set of subtrees fX1; X2; : : : ; Xsg in T such that the
subtrees are mutually disjoint with weights >b. Let Z be the set of leaves in T that
are not contained in any Xi. By denition, the weight of T is
P
v is a leaf in T
wT; v =
P
16i6s
( P
v is a leaf in Xi
wT; v
)
+
P
v2Z
wT; v
>
P
16i6s
b+
P
v2Z
1 (since each Xi is with a weight >b)
> s b+ jZ j:
By Lemma 3, jZ j>Rp(s − 1). Thus, the weight of T is at least s b + Rp(s − 1)
and the theorem holds.
3. Assumption 1
Throughout this section, we assume that G(1)=G(2)=    =G(p− 1). Dene the
function Fk(T ), for a p-ary partition tree T by
Fk(T )=
P
v is a left-k node in T
f(wT; v):
Let T (n) be the set of all p-ary partition trees with weights n. The properties of
partition trees and the nondecreasing property of f yield the following relationship
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between recurrence (3) and the partition trees
G(n) = max
T2T (n)
 P
u is a leaf in T
G(wT;u) + Fk(T )

6 n G(1) + max
T2T (n)
Fk(T ):
(since G(1)=G(2)=    =G(p− 1) and
T contains at most n leaves:)
Therefore, we can bound G(n) by bounding n G(1) + maxT2T (n) Fk(T ).
Theorem 2.
G(n)6n G(1) +
b n−1p−1 ckP
j=1
f

n− Rp(sj − 1)
sj

;
where
sj =(p− 1− k)

j − 1
k

+ 1

+ j + 1:
Proof. Let Tmax be a p-ary partition tree in T (n) with Fk(Tmax)= maxT2T (n) Fk(T ).
The partition tree Tmax contains at most n leaves. Thus, by Lemma 1, Tmax con-
tains at most b(n− 1)=(p− 1)c internal nodes. Let fu1; u2; : : : ; urg be the set of left-k
nodes in Tmax. By Lemma 2, r6b(n − 1)=(p − 1)c  k. Without loss of general-
ity, we assume that wTmax ; u1>wTmax ; u2>   >wTmax ; ur . For each j; 16j6r, we have
jLk(Tmax; wTmax ; uj)j>jfu1; u2; : : : ; ujgj>j. Thus, by Theorem 1, the weight of Tmax is
at least sj  wTmax ; uj + Rp(sj − 1), where sj =(p − 1 − k)(b(j − 1)=kc + 1) + j + 1.
In other words, n>sj  wTmax ; uj + Rp(sj − 1). Since wTmax ; uj is an integer, we obtain
wTmax ; uj6b(n− Rp(sj − 1))=sjc. Therefore,
Fk(Tmax) =
P
v is a left-k node in Tmax
f(wTmax ; v)
=
rP
j=1
f(wTmax ; uj)
6
b(n−1)=(p−1)ckP
j=1
f(b(n− Rp(sj − 1))=sjc):
(Note that f is nondecreasing:)
As a result, n  G(1) +Pb(n−1)=(p−1)ckj=1 f(b(n− Rp(sj − 1))=sjc) is an upper bound
on G(n). Thus, the theorem holds.
We now analyze the upper bound in Theorem 2 and show that it is at most dlog2 ke+
p times the exact solution of G(n).
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Lemma 6.
Pk−1
j=1 f(b(n−Rp(sj−1))=sjc)6dlog2 keG(n); where sj =(p−1−k)(b(j−
1)=kc+ 1) + j + 1.
Proof. For 16j6k − 1, we have sj =p− k + j and Rp(sj − 1)= k − j. Thus,
k−1P
j=1
f

n− Rp(sj − 1)
sj

=
k−1P
j=1
f

n− k + j
p− k + j

6
dlog2 ke−1P
i=0
2i+1−1P
j=2i
f

n− k + j
p− k + j

6
dlog2 ke−1P
i=0
2i+1−1P
j=2i
f

n− k + 2i
p− k + 2i

(since f is nondecreasing)
6
dlog2 ke−1P
i=0
2i  f

n− k + 2i
p− k + 2i

:
To complete the proof, we show that
G(n)>2i  f

n− k + 2i
p− k + 2i

for 06i6dlog2 ke − 1:
Let
q=

n− k + 2i
p− k + 2i

and r=((n− k + 2i)mod (p− k + 2i)):
By letting in recurrence (3) n1 = n2 =    = nk−2i =1; nk−2i+1 = nk−2i+2 =    =
np−1 = q; and np= q+ r, we have
G(n)>
k−2iP
j=1
G(1) +
p−1P
j=k−2i+1
G(q) + G(q+ r) +
k−2iP
j=1
f(1) +
kP
j=k−2i+1
f(q)
(Note that 2i6k:)
> 2i  f(q):
Thus, the lemma holds.
Lemma 7.
n G(1) +
b n−1p−1 ckP
j=k
f

n− Rp(sj − 1)
sj

6p G(n);
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where
sj =(p− 1− k)

j − 1
k

+ 1

+ j + 1:
Proof. By letting in recurrence (3) n1 = n2 =    = np−1 = bn=pc and np= bn=pc +
(nmodp), we conclude that G(n)>p  G(bn=pc) + k  f(bn=pc). Let g= blogp nc.
By applying the above inequality g times, we obtain
G(n)>pg  G(bn=pgc) + k
g−1P
i=0
pif(bn=pi+1c):
Since bn=pgc>1, we have
G(n)>pg  G(1) + k
g−1P
i=0
pif(bn=pi+1c): (4)
On the other hand, we have
n G(1) +
b n−1p−1 ckP
j=k
f

n− Rp(sj − 1)
sj

6pg+1  G(1) +
b n−1p−1 ckP
j=k
f

n
sj

6pg+1  G(1) +
g−1P
i=0
k(p0+p1++pi+1)−1P
j=k(p0+p1++pi )
f

n
sj

(Note that since n<pg+1; we have
k  b(n− 1)=(p− 1)c<k(p0 + p1 +   + pg):)
6pg+1  G(1) +
g−1P
i=0
k(p0+p1++pi+1 )−1P
j=k(p0+p1++pi)
f

n
sk(p0+p1++pi)

(since f is nondecreasing)
6pg+1  G(1) + k
g−1P
i=0
pi+1f

n
sk(p0+p1++pi)

:
Since sk(p0+p1++pi) = (p−1−k)(p0+p1+   +pi)+k(p0+p1+   +pi)+1=pi+1,
we obtain
n G(1) +
b n−1p−1 ckP
j=k
f

n− Rp(sj − 1)
sj

6pg+1  G(1) + k
g−1P
i=0
pi+1f

n
pi+1

: (5)
386 B.-F. Wang / Theoretical Computer Science 242 (2000) 377{401
From (4) and (5) combined, we conclude that
n G(1) +
b n−1p−1 ckP
j=k
f

n− Rp(sj − 1)
sj

6p G(n):
Thus, the lemma holds.
By Theorem 2 and Lemmas 6 and 7 combined, we obtain the following theorem.
Theorem 3.
n G(1) +
b n−1p−1 ckP
j=1
f

n− Rp(sj − 1)
sj

is an upper bound on G(n) and is at most dlog2 ke + p times the exact solution of
G(n); where sj =(p− 1− k)(b(j − 1)=kc+ 1) + j + 1.
By letting k =1 in Theorem 3, we obtain the following corollary.
Corollary 1. Let A(n) be the function dened by recurrence (1). If A(1)=A(2)=
   =A(p− 1); then
n A(1) +
b n−1p−1 cP
j=1
f

n
(p− 1)j + 1

is an upper bound on A(n) and is at most p times the exact solution of A(n).
For example, when f(x)= x, Corollary 1 yields
A(n)6 n A(1) +
b(n−1)=(p−1)cP
j=1
bn=((p− 1)j + 1)c
6 n A(1) +
b(n−1)=(p−1)cP
j=1
n
(p− 1)j
6 n A(1) + n
p− 1
b(n−1)=(p−1)cP
j=1
1
j
:
Since [7]
rP
i=1
1
i
6bloge rc+ 1;
n A(1) + n
p− 1 

loge
n− 1
p− 1

+ 1

is an upper bound on A(n), where e is the natural number. Similarly, when f(x)=
logp x, we have
A(n)6 n A(1) +
b(n−1)=(p−1)cP
j=1
logpbn=((p− 1)j + 1)c
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6 n A(1) +
b(n−1)=(p−1)cP
j=1
logp
n
(p− 1)j
6 n A(1) +
b(n−1)=(p−1)cP
j=1
logp(n=(p− 1))− logp(b(n− 1)=(p− 1)c!):
Since loge(r!)= r loge r−r+(loge r)=2+O(1) [7], we conclude that n(A(1)+logp e=(p−
1)) + o(n) is an upper bound on A(n).
By letting k =p− 1 in Theorem 3, we obtain the following corollary.
Corollary 2. Let B(n) be the function dened by recurrence (2). Assume B(1)=
B(2)=    =B(p− 1). Then;
n B(1) +
b n−1p−1 c(p−1)P
j=1
f

n− Rp(j)
j + 1

is an upper bound on B(n) and is at most dlog2(p− 1)e+p times the exact solution
of B(n).
For example, when f(x)= x, Corollary 2 yields
B(n)6 n B(1) +
b(n−1)=(p−1)c(p−1)P
j=1

n− Rp(j)
j + 1

6 n B(1) +
n−1P
j=1
n
j + 1
6 n B(1) + nbloge nc:
Now, when f(x)= logp x, we have
B(n)6 n B(1) +
b(n−1)=(p−1)c(p−1)P
j=1
logp

n− Rp(j)
j + 1

6 n B(1) +
n−1P
j=1
logp
n
j + 1
6 n B(1) + n logp e −
3
2
logp n+O(1):
From the proofs of Lemmas 6 and 7, we know that
n G(1) +
k−1P
j=1
f

n− k + j
p− k + j

+
b n−1p−1 ckP
j=k
f

n
sj

;
n G(1) +
k−1P
j=1
f

n− k + j
p− k + j

+ k
g−1P
i=0
pi+1f

n
pi+1

;
388 B.-F. Wang / Theoretical Computer Science 242 (2000) 377{401
and
n G(1) +
dlog2 ke−1P
i=0
2if

n− k + 2i
p− k + 2i

+ k
g−1P
i−0
pi+1f

n
pi+1

are also upper bounds on G(n) and are at most dlog2 ke+ p times the exact solution
of G(n). Thus, we obtain the following theorem.
Theorem 4. Let G(n) be the function dened by recurrence (3). If G(1)=G(2)=
   =G(p− 1); then
G(n)6 n G(1) +
b n−1p−1 ckP
j=1
f

n− Rp(sj − 1)
sj

6 n G(1) +
k−1P
j=1
f

n− k + j
p− k + j

+
b n−1p−1 ckP
j=k
f

n
sj

6 n G(1) +
k−1P
j=1
f

n− k + j
p− k + j

+ k
g−1P
i=0
pi+1f

n
pi+1

6 n G(1) +
dlog2ke−1P
i=0
2i  f

n− k + 2i
p− k + 2i

+ k
g−1P
i=0
pi+1f

n
pi+1

6 (dlog2 ke+ p) G(n);
where sj =(p− 1− k)(b(j − 1)=kc+ 1) + j + 1 and g= blogp nc.
4. Assumption 2
Throughout this section, we assume that G(n) is dened only when (p− 1)j(n− 1).
Note that under this assumption, recurrence (3) reads
G(n)= max
l1+l2++lp = l−1
l1 ; l2 ; :::; lp>0
 pP
i=1
G(li(p− 1) + 1) + smin
16i6p
(k) f(li(p− 1) + 1)

;
where n= l(p−1)+1. The properties of partition trees and the nondecreasing property
of f yield the following relationship between recurrence (3) and the partition trees
G(n) = max
T is a p-ary partition tree
containing n leaves of weight 1
 P
u is a leaf in T
G(wT;u) + Fk(T )

= nG(1) + max
T is a p-ary partition tree
containing n leaves of weight 1
Fk(T ):
Therefore, we can bound G(n) by bounding
nG(1) + max
T is a p-ary partition tree
containing n leaves of weight 1
Fk(T ):
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Theorem 5.
G(n)6 nG(1) +
k−1P
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

+
lkP
j=k
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

;
where n= l(p− 1) + 1 and sj =(p− 1− k)(b(j − 1)=kc+ 1) + j + 1:
Proof. Using Theorem 1 it is not dicult to show that
G(n)6nG(1) +
lkP
j=1
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

:
The proof of the above inequality is similar to that of Theorem 2, except that the
weight of each left-k node in Tmax is an integer of the form l0(p − 1) + 1. Thus, the
details are omitted. To complete the proof, we show that
k−1P
j=1
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

:
For 16j6k − 1; we have sj =p− k + j and Rp(sj − 1)= k − j: Thus, we have
k−1P
j=1
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

(n− k + j)=(p− k + j)− 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

l− 1
p− k + j

(p− 1) + 1

(since n= l(p− 1) + 1):
On the other hand, we also have
k−1P
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

n=(p− k + j)− 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

(l− 1) + (k − j)=(p− 1)
p− k + j

(p− 1) + 1

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=
k−1P
j=1
f

l− 1
p− k + j

(p− 1) + 1

(since l− 1 is an integer and 06(k − j)=(p− 1)<1):
Thus,
k−1P
j=1
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

and the theorem holds.
Next, we show that the upper bound in Theorem 5 is at most dlog2 ke+p times of
G(n):
Lemma 8.
k−1P
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

6dlog2 keG(n);
where n= l(p− 1) + 1 and sj =(p− 1− k)(b(j − 1)=kc+ 1) + j + 1:
Proof. We have
k−1P
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

=
k−1P
j=1
f

l− 1
p− k + j

(p− 1) + 1

(from the proof of Theorem 5)
6
dlog2 ke−1P
i=0
2i+1−1P
j=2i
f

l− 1
p− k + j

(p− 1) + 1

6
dlog2 ke−1P
i=0
2if

l− 1
p− k + 2i

(p− 1) + 1

:
To complete the proof, we now show that
G(n)>2i f

l− 1
p− k + 2i

(p− 1) + 1

for 06i6dlog2 ke − 1:
Let
q=

l− 1
p− k + 2i

and r=((l− 1) mod(p− k + 2i)):
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By letting in recurrence (3) n1 = n2 =   = nk−2i =1, nk−2i+1 = nk−2i+2 =   = np−1
= q(p− 1) + 1, and np=(q+ r)(p− 1) + 1, we obtain
G(n)>
k−2iP
j=1
G(1) +
p−1P
j=k−2i+1
G(q(p− 1) + 1) + G((q+ r)(p− 1) + 1) +
k−2iP
j=1
f(1)
+
kP
j=k−2i+1
f(q(p− 1) + 1)
> 2i f(q(p− 1) + 1):
Thus, the lemma holds.
Lemma 9.
nG(1) +
lkP
j=k
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

6pG(n);
where n= l(p− 1) + 1 and sj =(p− 1− k)(b(j − 1)=kc+ 1) + j + 1.
Proof. By letting in recurrence (3) n1 = n2 =    = np−1 = q(p − 1) + 1 and np=
(q+ r)(p− 1) + 1; where q= b(l− 1)=pc and r=((l− 1) modp), we conclude that
G(n)>pG(b(l− 1)=pc(p− 1) + 1) + k f(b(l− 1)=pc(p− 1) + 1):
Let g= blogp(l− 1)c: By applying the above inequality g+ 1 times, we obtain
G(n)>pg+1G(1) + k
gP
i=0
pif(b(l− 1)=pi+1c(p− 1) + 1): (6)
On the other hand, we have
nG(1) +
lkP
j=k
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

6pg+2G(1) +
lkP
j=k
f

n=sj − 1
p− 1

(p− 1) + 1

6pg+2G(1) +
gP
i=0
k(p0+p1++pi+1)−1P
j=k(p0+p1++pi)
f

n=sj − 1
p− 1

(p− 1) + 1

(Note that since (l−1)<pg+1; we have k(p0+p1 +   +pg+1)>lk:)
6pg+2G(1) +
gP
i=0
k(p0+p1++pi+1)−1P
j=k(p0+p1++pi)
f

n=sk(p0+p1++pi) − 1
p− 1

(p− 1) + 1

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6pg+2G(1) + k
gP
i=0
pi+1f

n=pi+1 − 1
p− 1

(p− 1) + 1

:
(Note that sk(p0+p1++pi) =p
i+1:)
Since
n=pi+1 − 1
p− 1 =

(l− 1)− p
i+1 − p
p− 1

pi+16(l− 1)=pi+1;
we have
nG(1) +
lkP
j=k
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

6pg+2G(1) + k
gP
i=0
pi+1f(b(l− 1)=pi+1c(p− 1) + 1): (7)
By (6) and (7) combined, we conclude that
nG(1) +
lkP
j=k
f

(n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

6pG(n):
Thus, the lemma holds.
By combining Theorem 5 and the proofs of Lemmas 8 and 9, we obtain the following
theorem.
Theorem 6. Let G(n) be the function dened by recurrence (3). Assume that G(n)
is dened only when (p− 1)j(n− 1). Then;
G(n)6 nG(1) +
k−1P
j=1
f

(n=sj − 1
p− 1

(p− 1) + 1

+
lkP
j=k
f

n− Rp(sj − 1))=sj − 1
p− 1

(p− 1) + 1

6 nG(1) +
lkP
j=1
f

n=sj − 1
p− 1

(p− 1) + 1

6 nG(1) +
k−1P
j=1
f

l− 1
p− k + j

(p− 1) + 1

+ k
gP
i=0
pi+1f(b(l− 1)=pi+1c(p− 1) + 1)
6 nG(1) +
dlog2 ke−1P
i=0
2if

l− 1
p− k + 2i

(p− 1) + 1

B.-F. Wang / Theoretical Computer Science 242 (2000) 377{401 393
+ k
gP
i=0
pi+1f(b(l− 1)=pi+1c(p− 1) + 1)
6 (dlog2 ke+ p)G(n);
where n= l(p−1)+1; sj =(p−1− k)(b(j−1)=kc+1)+ j+1; and g= blogp(l−1)c:
By letting k =1 and k =p− 1, respectively, in Theorem 6, we obtain the following
two corollaries.
Corollary 3. Let A(n) be the function dened by recurrence (1). Assume that A(n)
is dened only when (p− 1)j(n− 1). Then;
A(n)6 nA(1) +
lP
j=1
f

n=((p− 1)j + 1)− 1
p− 1

(p− 1) + 1

6 nA(1) +
gP
i=0
pi+1f(b(l− 1)=pi+1c(p− 1) + 1)
6pA(n);
where n= l(p− 1) + 1 and g= blogp(l− 1)c:
Corollary 4. Let B(n) be the function dened by recurrence (2). Assume that B(n)
is dened only when (p− 1)j(n− 1): Then;
B(n)6 nB(1) +
k−1P
j=1
f

n=(j + 1)− 1
p− 1

(p− 1) + 1

+
n−1P
j=k
f

(n− Rp(j))=(j + 1)− 1
p− 1

(p− 1) + 1

6 nB(1) +
n−1P
j=1
f

n=(j + 1)− 1
p− 1

(p− 1) + 1

6 nB(1) +
p−2P
j=1
f

l− 1
j + 1

(p− 1) + 1

+(p− 1)
gP
i=0
pi+1 f(b(l− 1)=pi+1c(p− 1) + 1)
6 nB(1) +
dlog2(p−1)e−1P
i=0
2if

l− 1
2i + 1

(p− 1) + 1

+(p− 1)
gP
i=0
pi+1f(b(l− 1)=pi+1c(p− 1) + 1)
6 (dlog2(p− 1)e+ p) B(n);
where n= l(p− 1) + 1 and g= blogp(l− 1)c:
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5. Comparisons with the state of the art
Throughout this section, we assume that A(n) and B(n) are dened only when
(p− 1)j(n− 1). In the following, comparisons are made between our new bounds on
A(n) and B(n) and those previously proposed in [1].
The upper bound on A(n) proposed in [1] is as follows.
A(n)6 nA(1) +

n− 1
p− 1 −

n
p2 − p −
1
p− 1

−
blogp ncP
i=2

n
(pi−1 + 1)(p− 1) −
1
p− 1
!
f(1)
+

n
p2 − p −
1
p− 1

f(p)
+
blogp nc−1P
i=2

n
(pi−1 + 1)(p− 1) −
1
p− 1

f(pi)
+

n
(pblogp nc−1 + 1)(p− 1) −
1
p− 1

f(bn=pc): (8)
It was argued that the upper bound in (8) is at most
p2
p− 1

2 +
f(bn=pc)
f(pblogp nc−1)

times the exact solution of A(n) [1]. Our new bounds on A(n) in Corollary 3 are at
most p times the exact solution of A(n). Thus, our new bounds are tighter than that
in (8).
In the following, we give some examples, for various functions f, to further compare
our new bounds and the one in (8). For simplicity, assume that n=pa and A(1)= 0.
In Table 1, we summarize the upper bounds on A(n) that are derived from (8) for the
cases that f(x) is logp x; x; x
w (w>1 is an integer), and 2x, respectively. In Table 2,
we show the upper bounds on A(n) that are derived from Corollary 3 for the same
cases of f(x). All the upper bounds in Tables 1 and 2 can be easily veried except
the one for f(x)= logp x in Table 2. The derivation of the bound for f(x)= logp x
in Table 2 is as follows. When f(x)= logp x, Corollary 3 yields
A(n)6
1+p+p2++pa−1P
j=1
logp

n=((p− 1)j+1)− 1
p− 1

(p− 1)+1

(Note that A(1)= 0:)
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Table 1
Upper bounds on A(n) derived from (8)
f(x) An upper bound on A(n)
logp x

3
(p− 1)2 +
1
p(p− 1)3

n + O(1) [1]
x
p
p− 1n logp n + O(n) [1]
xw; w>1
a−1P
i=2

pa − pi−1 − 1
pi − pi−1 + p− 1

 (pi)w

+ O(n)

>p

n
p
w
2x
a−1P
i=2

pa − pi−1 − 1
pi − pi−1 + p− 1

 2pi

+ O(n) (>p 2n=p)
Note: Assume that n=pa and A(1)= 0.
Table 2
Upper bounds on A(n) derived from Corollary 3
f(x) An upper bound on A(n)
logp x

1 + logp e + logp(n=(n− p))
p(p− 1)

n + O(1)

=

1 + logp e
p(p− 1)

n + O(1) when n is suciently large

x
loge p
p− 1 n logp n + O(n)
xw; w>1

n
p
w
+

n
p− 1
w (n−1)=(p−1)P
i=2

1
j
w 
<

n
p
w
+ 2

n
p− 1
w  1
2
w
2x
1+p+p2++pa−1P
j=1
2
n
(p− 1)j + 1 (<2 2n=p)
Note: Assume that n=pa and A(1)= 0.
6
1+p+p2++pa−2P
j=1
logp

n=((p− 1)j+1)− 1
p− 1

(p− 1)+1

 
since for j>(1+p1 +p2 +   +pa−2);
logp

n=((p− 1)j+1)− 1
p− 1

(p− 1)+1

= logp 1=0
!
6
1+p+p2++pa−2P
j=1
logp

n
(p− 1)j+1

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6
1+p+p2++pa−2P
j=1
logp
n
(p− 1)j
6
1+p+p2++pa−2P
j=1
logp
n
(p− 1) − logp((1+p+p
2 +   +pa−2)!):
Since loge(r!) = r loge r−r+(loge r)=2+O(1); (n=p(p−1))(1+ logp e+ logp nn−p)
+O(1) is an upper bound on A(n). From Tables 1 and 2, it can be observed that the
bounds derived from Corollary 3 are smaller than those derived from (8) for all the
four cases that f(x) is logp x; x; x
w, and 2x, respectively.
The best of the three upper bounds on B(n) proposed in [1] is as follows.
B(n)6nB(1)+
b(l−1)=2cP
i=0

n
i(p−1)+1

−

n
i(p−1)+p

f((p−1)i+1): (9)
Alonso, Reingold, and Schott analyzed the upper bound in (9) and showed that it is
at most
2p

1+
f(b(n−p+2)=2c)
f(pblogp(n−p)c−1)

times the exact solution of B(n). Our new bounds on B(n) in Corollary 4, which are
at most dlog2(p− 1)e+p times the exact solution of B(n), are tighter. However, the
upper bound in (9) was underestimated in [1]. Actually, it is as tight as our new
bounds. We can transform it to the smallest upper bound in Corollary 4 as
nB(1)+
b(l−1)=2cP
i=0

n
i(p− 1)+1

−

n
i(p− 1)+p

f((p− 1)i+1)
= nB(1)+
b(l−1)=2cP
i=0
b ni(p−1)+1 c−1P
j=b ni(p−1)+p c
f(i(p− 1)+1)
= nB(1)+
b(l−1)=2cP
i=0
b ni(p−1)+1 c−1P
j=b n(i+1)(p−1)+1 c
f

n=(j+1)− 1
p− 1

(p− 1)+1


since

n=(j+1)−1
p−1

= i for j=

n
i(p−1)+p

; : : : ;

n
i(p− 1)+1

− 1

= nB(1)+
n−1P
j=1
f

n=(j+1)− 1
p− 1

(p− 1)+1

:
Therefore, by our analysis of
nB(1)+
n−1P
j=1
f

n=(j+1)− 1
p− 1

(p− 1)+1

;
the upper bound in (9) is at most dlog2(p− 1)e+p times the exact solution of B(n),
which is a much tighter estimation than that in [1].
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6. Conclusions
The main contribution of this paper was to derive upper bounds on the solution of
G(n). Our derivation of the upper bounds is based on properties of partition trees.
All the derived bounds are at most dlog2(k − 1)e+p times the exact solution of G(n).
Using the upper bounds, for a given nondecreasing function f, the asymptotic behavior
of G(n) can be determined. In addition to providing analyses for a generalized divide-
and-conquer maximin recurrence, we also improved the previous upper bound on A(n),
and gave a better estimation of the previous best upper bound on B(n).
In deriving upper bounds for G(n) under Assumption 1, we should consider all p-
ary partition trees in T (n). Recall that T (n) is the set of p-ary partition trees with
weights n. In deriving upper bounds on G(n) under Assumption 2, we only need to
consider p-ary partition trees in T (n) that have exactly n leaves. Thus, Assumption 2
is stronger than Assumption 1. Therefore, all the upper bounds on G(n) derived in
Section 3 hold even under Assumption 2.
It is not dicult to see that without Assumptions 1 and 2, the relationship between
G(n) and p-ary partition trees becomes
G(n) = max
T2T (n)
 P
u is a leaf in T
G(wT;u)+Fk(T )

6 nG(p− 1)+ max
T2T (n)
Fk(T ):
Thus, if Assumptions 1 and 2 are not true, we can simply modify the bounds in
Section 3 by replacing \nG(1)" with \nG(p− 1)".
Finally, it should be mentioned that lower bounds on G(n) can be easily obtained
from the upper bounds in Theorems 4 and 6 by dividing them by dlog2 ke+p.
Appendix A. Proof of Lemma 5
Lemma 5. Let T be a p-ary partition tree and b>1 be an integer. If jLk(T; b)j=m;
m>1; we can nd (p− 1− k)(b(m− 1)=kc+1)+m+1 mutually disjoint subtrees
with weights >b in T .
Proof. We prove this lemma by double induction on m and the height of T . Consider
the base case m=1. Let v be the only left-k node with a weight >b in T . Let
u1; u2; : : : ; us be the right sibling nodes of v (form left to right). Since v is a left-k
node, it has at least (p− k) sibling nodes to its right. Thus, s>(p− k). From the
denition of partition trees, the weights of ui’s are not smaller than the weight of
v, and hence are not smaller than b. Therefore, the s+1 mutually disjoint subtrees
rooted at v; u1; u2; : : : ; us, respectively, are with weights >b. Since s+1>p− k +1,
the lemma is established for m=1.
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For the inductive step, we assume that the lemma holds for any p-ary partition tree
T 0 with jLk(T 0; b)j<m, and for any p-ary partition tree T 0 with jLk(T 0; b)j=m and
height less than the height of T .
Denote T1; T2; : : : ; Tp the p subtrees of the root of T , from left to right, respec-
tively. For convenience, we classify the subtrees into two sets H1 = fT1; T2; : : : ; Tkg and
H2 = fTk+1; Tk+2; : : : ; Tpg. Let mi be the number of nodes in Lk(T; b)\Ti; i616p. We
consider three cases: (1) All the nodes of Lk(T; b) are contained in one subtree of H2.
(2) All the nodes of Lk(T; b) are contained in two or more subtrees of H2. (3) Some
nodes of Lk(T; b) are contained in the subtrees of H1.
Case 1: All the nodes of Lk(T; b) are contained in one subtree of H2. Let Ts be the
subtree in H2 that contains all the nodes in Lk(T; b). Note that ms= jLk(T; b)\Tsj=m.
Since the root of Ts is not a left-k node in T , by Lemma 4, Ts is a p-ary partition tree
with jLk(Ts; b)j=m. The height of Ts is less than T . By the inductive hypothesis, Ts
contains (p− 1− k)(b(m− 1)=kc+1)+m+1 mutually disjoint subtrees with weights
>b, and hence so does T .
Case 2: All the nodes of Lk(T; b) are contained in two or more subtrees of H2. Let
H+2 be the set of subtrees with mi>0 in H2. Note that jH+2 j>2 and
P
Ti2H+2 mi=m. By
Lemma 4, for each Ti 2H+2 , we have Lk(Ti; b)=mi. For each Ti 2H+2 , since mi<m, by
the inductive hypothesis, we can nd (p− 1− k)(b(mi − 1)=kc+1)+mi+1 mutually
disjoint subtrees with weights >b in it. Thus, we can nd
P
Ti2H+2

(p− 1− k)

mi − 1
k

+1

+mi+1

=(p− 1− k) P
Ti2H+2

mi − 1
k

+1

+m+ jH+2 j
 
since
P
Ti2H+2
mi=m
!
> (p− 1− k) P
Ti2H+2

mi − 1
k

+1

+m+1 (since jH+2 j>2)
mutually disjoint subtrees with weights >b in T . Next, we show that
P
Ti2H+2

mi − 1
k

+1

>

m− 1
k

+1

;
which establishes the inductive step for Case 2.
Let xi= b(mi−1)=kc and yi=((mi − 1)mod k) for each Ti 2H+2 . Note that mi= xik +
yi+1 and 06yi6k − 1. We have

m− 1
k

+1 =
$P
Ti2H+2 (xik +yi+1)− 1
k
%
+1
 
since m=
P
Ti2H+2
mi=
P
Ti2H+2
(xik +yi+1)
!
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6
$P
Ti2H+2 (xi+1)k − 1
k
%
+1 (since yi6k − 1)
6
P
Ti2H+2
(xi+1)− 1+1
6
P
Ti2H+2

mi − 1
k

+1
 
since xi=

mi − 1
k

completing the proof of Case 2.
Case 3: Some nodes of Lk(T; b) are contained in the subtrees of H1. Let H+1 be the
set of subtrees with mi>0 in H1. Note that jH+1 j>0 and
P
Ti2H+1 ; H2 mi=m. Before
proving the inductive step for this case, we establish the following two claims: (i) for
each Ti 2H+1 , we can nd (p− 1− k)(b(mi − 2)=kc+1)+mi mutually disjoint subtrees
with weights>b in it, and (ii) for each Ti 2H2, we can nd (p−1−k)(b(mi−1)=kc+1)
+mi+1 mutually disjoint subtrees with weights >b in it.
Let Ts be a subtree in H+1 . Note that ms>0. Clearly, the weight of Ts is at least
b; otherwise Ts cannot contain any node in Lk(T; b). In case ms=1, Claim (i) is true
since Ts is a subtree with a weight >b in itself. Assume ms>1. By Lemma 4, Ts
is a p-ary partition tree with jLk(Ts; b)j=ms− 1. Thus, by induction, we can nd
(p− 1− k)(b(ms− 2)=kc+1)+ms mutually disjoint subtrees with weights >b in Ts.
Thus, Claim (i) holds.
Now, let us consider Claim (ii). Let Ts be a subtree in H2. Note that the weight of
Ts is at least b; otherwise all the subtrees in H1 are with weights <b and hence cannot
contain any node in Lk(T; b). In case ms=0, Claim (2) is true, since Ts is a subtree
with a weight >b in itself. Assume ms>0. By Lemma 4, Ts is a p-ary partition tree
with jLk(Ts; b)j=ms. By induction, we can nd (p− 1− k)(b(ms− 1)=kc+1)+ms+1
mutually disjoint subtrees with weights >b in Ts. Thus, Claim (ii) holds.
From Claims (i) and (ii), we have
P
Ti2H+1

(p− 1− k)

mi − 2
k

+1

+mi

+
P
Ti2H2

(p− 1− k)

mi − 1
k

+1

+mi+1

=(p−1−k)
( P
Ti2H+1

mi − 2
k

+1

+
P
Ti2H2

mi − 1
k

+1
)
+m+(p− k)
 
since
P
Ti2H+1 ; H2
mi=m and jH2j=(p− k)
!
=(p− 1− k)
( P
Ti2H+1

mi − 2
k

+1

+
P
Ti2H2

mi − 1
k

+1

+1
)
+m+1
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mutually disjoint subtrees with weights >b in T . To establish the inductive step for
Case 3, we show that
P
Ti2H+1

mi − 2
k

+1

+
P
Ti2H2

mi − 1
k

+1

>

m− 1
k

:
For each Ti 2H+1 , let xi= b(mi − 2)=kc and yi=((mi − 2)mod k). And, for each
Ti 2H2, let xi= b(mi − 1)=kc and yi=((mi − 1)mod k). We have
m− 1
k

=
$P
Ti2H+1 (xik +yi+2)+
P
Ti2H2 (xik +yi+1)− 1
k
%
6
$P
Ti2H+1 ((xi + 1)k + 1) +
P
Ti2H2 (xi + 1)k − 1
k
%
(since yi6k − 1)
6
P
Ti2H+1
(xi + 1) +
P
Ti2H2
(xi + 1) +
 jH+1 j − 1
k

6
P
Ti2H+1

mi − 2
k

+ 1

+
P
Ti2H2

mi − 1
k

+ 1

(since 0<jH+1 j6k):
This completes the proof of the lemma.
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