Abstract. Many second order accurate nonoscillatory schemes are based on the minmod limiter, e.g., the Nessyahu-Tadmor scheme. It is well known that the L p -error of monotone finite difference methods for the linear advection equation is of order 1/2 for initial data in W 1 (L p ), 1 ≤ p ≤ ∞. For second or higher order nonoscillatory schemes very little is known because they are nonlinear even for the simple advection equation. In this paper, in the case of a linear advection equation with monotone initial data, it is shown that the order of the L 2 -error for a class of second order schemes based on the minmod limiter is of order at least 5/8 in contrast to the 1/2 order for any formally first order scheme.
Introduction
We are interested in the scalar hyperbolic conservation law (1) 
where f is a given flux function. In recent years, there has been enormous activity in the development of the mathematical theory and in the construction of numerical methods for (1) . Even though the existence-uniqueness theory of weak solutions is complete, there are many numerically efficient methods for which the questions of convergence and error estimates are still open. For example, there are many nonoscillatory schemes based on a variety of nonlinear limiters which are numerically robust, at least in many numerical tests, but theoretical results about convergence and error estimates are still missing [1, 5, 6, 16] . In the case of linear flux, there is a unique solution of (1) . Therefore, a total variation diminishing (TVD) property guarantees convergence of such schemes; however, the question regarding the accuracy of these schemes still remains open. In this paper, we consider a class of the so-called Godunov-type schemes for solving (1) . There are two main steps in such schemes: evolution and projection. In the original Godunov scheme, the projection is onto a piecewise constant function such that its value in each cell is the cell average of the approximate solution after the evolution step. In the general Godunov-type method, the projection is onto a piecewise polynomial function. To determine the properties of these schemes it is necessary to study the properties of the projection operator. We limit our attention to second order Godunov-type schemes based on the minmod limiter. Namely, the piecewise linear projection in such schemes is based on cell averages and uses the minmod limiter for the slope reconstruction (see (4) and (5) in the next section). We call such a scheme minmod-type. For example, the Nessyahu-Tadmor (NT) scheme [14] is of minmod-type and it is based on staggered evolution-we alternate between two staggered grids (see Section 2 or [14] for details). Other examples include the second order nonoscillatory central schemes with nonstaggered grids given in [7] , the TVD2 scheme in [5] , and the high resolution TVD schemes in [4, 17] . Theoretical results about convergence of such schemes to the entropy solution, or error estimates, are still missing. In most cases, the authors give a variation bound for such a scheme which is enough to conclude that the method converges to a weak solution (see [10] ). In the case of linear flux, the conservation law (1) is the usual linear advection equation. The theory of linear numerical schemes for the linear advection equation is well developed and is presented in detail in [2] . It is shown that if a linear finite difference scheme is of formal order µ and L 2 -stable, then the order of convergence in L 2 is exactly sµ µ+1 for initial data in W s (L 2 ). The case 1 ≤ p ≤ ∞, p = 2 is also analyzed but the theory is more complicated (see [2] for details). Hence, the order of convergence increases with the formal order of the linear scheme. In the case of BV(R) initial data, Tang and Teng show in [18] that all monotone schemes (a special case of first order schemes used in conservation laws) are exactly 1/2 order accurate in L 1 . This result was later extended to the nonlinear case in [15] . Therefore, these schemes cannot be very accurate in computations. From a numerical point of view, the formal second or higher order nonoscillatory schemes developed in [4, 17, 5, 6, 14, 8, 13] are much better than any monotone scheme, but theoretically there was no rigorous result confirming the numerical evidence even in the case of a linear advection equation. The reason is that many high order schemes used in conservation laws are based on limiters and are nonlinear even in the simplest case of linear advection. Therefore, the results in [2] are not valid for any nonoscillatory scheme based on limiters. The only known result was that a nonoscillatory total variation bounded scheme is at least 1/2 order accurate in L 1 . Recently in [11] , we showed that the second order schemes based on the minmod limiter (NT or TVD2 for example) are at least 1/2 order accurate in L 2 for any initial data in W 1 (L 2 (R)). In both cases, the order of convergence proven for the second order schemes is the same as the order for the first order (for example monotone) schemes. In general, it was not clear how to prove better error estimates for second or higher order nonoscillatory or simply nonlinear schemes even in the case of a scalar linear advection equation. The difficulty in proving better estimates is that even though the minmod-type schemes are formally second order, they are known to preserve only first order smoothness of the initial data: (i) the total variation for initial data in BV(R); (ii) a discrete (l 2 ) norm of the first derivative for initial data in W 1 (L 2 (R)) (see [11] ).
Hence, all existing error estimates were proven in the same way as for monotone schemes because they also preserve the above functionals. Here, we develop a new approach for proving better error estimates for second order schemes in the case of the linear advection equation with monotone initial data in W 1 loc (L 2 (R)). Namely, we measure how well a scheme approximates a discrete (l 2 ) norm of the first derivative in time. In our earlier paper [11] , we showed that some first (Godunov and LxF) and second order (NT and TVD2) schemes diminish the l 2 -norm of the first derivative in time and based on that we derived an error estimate with a rate 1/2 for any initial data in W 1 (L 2 (R)). Here, we prove that this decay for a minmod-type second order scheme is different (smaller) than the decay of any first order scheme in the case of a monotone initial data. The new decay estimate allows us show that the error of the standard nonoscillatory second order scheme is at least 5/8 for any monotone initial data
. The restriction to monotone initial data is natural because a standard minmodtype scheme reduces to a formal first order scheme at any local extremum. In the paper we refer to the upwind scheme as TVD2 because the other two upwind minmod-type schemes [4, 17] coincide with the TVD2 scheme for linear flux.
The paper is organized as follows. In Section 2, we describe the generic second order minmod-type schemes: the staggered minmod scheme (NT) and the upwind minmod scheme in the case of a linear advection equation. Then, we give a new decay estimate (see Lemma 1) for a discrete norm of the first derivative of the numerical solution in time. In Section 3, we present our main result: minmod-type schemes have a better convergence rate than first order schemes for monotone initial data. In the Appendix, we give the proof of Lemma 1. The results in this paper and our previous publication [11] are important steps in obtaining convergence results and error estimates for second order nonoscillatory schemes in the case of a conservation law with strictly convex flux.
Stability of nonoscillatory minmod-type schemes
In this section, we are concerned with nonoscillatory difference approximations to the linear advection equation
The prototypes of all high order nonoscillatory schemes are the second order schemes based on a piecewise linear spacial reconstruction. We restrict our attention to the standard representatives: the usual TVD2 scheme (see, e.g., [5] , and the staggered Nessyahu-Tadmor (NT) scheme [14] ). In the case of a linear flux, f (u) = au, and uniform space and time meshes, both schemes reduce to the same type of iterative relation between the sequences of new and old cell averages (note that the NT scheme alternates between two uniform grids). For simplicity, we only consider the case a ≥ 0 with the other case being analogous. We are going to show that the relationship between new and old cell averages in any of the two schemes (TVD2 or NT) is
where m(a, b) stands for the minmod limiter
We use {w j } for the sequence of cell averages of the numerical solution v at the old time step t n = n∆t and {w j } for the sequence of cell averages of the numerical solution v at the new time step t n+1 = (n + 1)∆t.
We start with the upwind scheme TVD2. Let x j := j∆x and λ := ∆t ∆x . We denote the numerical solution at time step t n with v n , v n := v(·, t n ), and its cell averages on each cell I j := (x j−1/2 , x j+1/2 ) with v n j , j ∈ Z. Note that the cell averages of v 0 are equal to the cell averages of the initial condition u 0 : v
The numerical solution v(·, t n ) is a linear function on each cell I j given by the minmod reconstruction
The cell averages v n+1 j of the numerical solution at the next time step are determined by averaging the exact solution of (2) 
for n ≥ 0. The CFL condition in this case is 0 ≤ λa ≤ 1. Note that the formula above is (3) with α = λa.
In the case of the NT scheme, we alternate between the cell averages on two staggered uniform partitions (see [14] ). In order to formulate the iterative relation in the same way as in the upwind case, we define
, and α := 1 2 + λa. Similar to the TVD2 case, the numerical solution v n := v(·, t n ) is determined from its cell averages by the minmod reconstruction can be written using the iterative formula (3) with α := 1 2 + λa (see [11] ) and the CFL condition in this case is 0 ≤
The difference from the upwind case is that (i) When n is even, the sequence of cell averages {v n j } represents the averages of the numerical solution on the regular partition
(ii) When n is odd, the sequence of cell averages {v n j } represents the averages of the numerical solution on the staggered partition
In both cases, one can define a global numerical solution v corresponding to the initial data u 0 in the following way. Let v(x, t) be a right-continuous function in t such that, for each n = 0, . . . , N − 1, v is the solution of
Note that v is uniquely determined by the functions {v
, where v n is the minmod piecewise linear reconstruction defined in (5) from the cell averages of
In the TVD2 case, we have the same uniform grid for each step, and in the NT case we alternate between two staggered uniform grids. In both cases, we end up with the same type of iterative relation between the cell averages of the numerical solution (see (3)), just the value of α is different.
We now present a new stability property for a numerical method which satisfies (8) . Namely, we assume that the new averages v 
Using (9), we derive the formula for the sequence of new jumps {δ n+1 j } in terms of the old ones {δ n j }:
In our previous paper [11] , we proved that the the iterative formula (10) does not increase the l 2 -norm of the jumps of the numerical solution in time. That is,
for all n = 0, 1, . . . . The above stability result can be easily verified for any monotone scheme because in that case the new cell averages are a convex combination of the old ones. For a first order scheme (including all monotone schemes) the difference
This reflects the diffusive nature of the first order approximation. For the exact solution, there is no decay in time of any shift invariant norm. But for a first order numerical solution we expect, and it is easy to show for the Godunov and LxF schemes, the following numerical viscosity in the decay of the first derivative l 2 -norm:
Here, we derive an improved stability estimate for the second order minmod-type schemes given in (9) . Namely, we give an exact estimate for the time decay of the discrete l 2 -norm in the case of a monotone initial condition. We claim Lemma 1. Let u 0 be any monotone function and {v n }, n = 0, 1, . . . , be the sequence approximate solutions v n defined by (9) . Then, we have
The proof of this lemma is given in the Appendix. We want to point out the main difference: for a first order scheme, we have a decay for j (δ
2 , and for a second order scheme we get a decay
2 by Lemma 1. We will use this decay estimate in the next section to derive our main result.
Error estimates for second order schemes
In this section we present our main result. Namely, we will show that minmodtype schemes have a better convergence rate than first order schemes for any monotone initial condition
In the text below, we refer to a first order scheme as exactly first order, which means that it is not also a second or higher order scheme. Let us first recall some results for first order linear schemes (see Theorem 4.2 and Theorem 4.4 in [2] ). 
. Moreover, the above estimates is optimal over the class W 1 (L 2 (R)). That is, there exists a constant c > 0 such that
whereĈ ∞ is the set of all functions with Fourier transform in C ∞ 0 (R). The above result is also valid for any monotone scheme except in the trivial case of pure translation which corresponds to α = 0 or α = 1 here (see Remark 1 in [18] and Section 3.3 in [2] ). Using the linearity of the problem and the numerical scheme, it is easy to show
Corollary 3. The convergence rate for any linear exactly first order scheme is not better than 1/2 for the class of all monotone initial conditions
for all monotone u 0 is not possible for γ > 1/2.
is a natural replacement of the full norm in estimates for equations with monotone initial conditions. It is also important to note that all results above, including the lower bound (13), hold for initial conditions u 0 which have first derivatives with compact support. That is, the error estimate and the lower bound in Theorem 2 do not depend on the infinite space domain. In the case of the Godunov or LxF schemes one can give an example of a monotone function with a derivative with compact support (similar to the construction in [18] ) which realizes the lower bound (13) . Hence, there are no "log" effects and the rate of convergence is exactly 1/2 for these two schemes.
The following theorem is our main result. That is, the standard second order minmod-type schemes, NT and TVD2, have a better rate of convergence than the rate of any formal first order (including monotone) scheme.
Theorem 4. Let
be the exact solution of (2), and v be the numerical solution generated by a standard minmod-type scheme (NT or TVD2) (see (8) - (9)). If the CFL condition 0 < α < 1 is satisfied, h := ∆x, t n = n∆t, 0 ≤ n ≤ N , and T = N ∆t, we have
where C is a constant which depends only on the final time T and α.
Proof. The error estimate is based on a refinement of the dual argument in [11] and the new stability result Lemma 1. In the proof, C will be an absolute constant that can be different at different places. It is enough to prove the estimate for initial condition u 0 which has a derivative with compact support. The general result follows by standard arguments using the local dependence of the exact and the numerical solutions.
Let e(x, t) := u(x, t) − v(x, t) be the difference between the global numerical solution v defined in (8) and the exact solution u, and E(x, t)
Therefore E is well defined for all (x, t) ∈ R × (0, T ). We have that E also satisfies (2) for n∆t ≤ t < (n + 1)∆t with initial data
, we define a minus-one norm as
It is easy to verify that for any τ ∈ R (16)
where S τ is the shift operator S τ g(·) := g(· − τ ). Let us denote the piecewise linear minmod reconstruction (5) 
and by the triangle inequality we obtain
Using (16) in (17), we obtain
Let e n be the difference between the exact and the numerical solution at time
and applying (19) for n = N, N − 1, . . . , 1, we get
We now estimate the minus-one norm of P h v(·, t n −) − v(·, t n −) in terms of the usual L 2 -norm. In order to simplify the notation, we will use v n,− := v(·, t n −), and only consider the upwind case (TVD2 scheme) with the staggered case (NT scheme) being analogous. We have
where we use in (21) that v n = P h v n,− is a conservative approximation of v n , i.e.,
Note that in the case of the NT scheme we need to use conservation over the staggered intervals (x j , x j+1 ), j ∈ Z, for odd n. After applying the Cauchy-Schwarz inequality in (21), we obtain
Therefore, the error estimate (20) reduces to
We now estimate the term
. Because the minmod operator P h is nonlinear, we will use an intermediate approximationP h defined as
It is a straightforward computation that
P h is a linear operator based on local averages. The local approximation properties ofP h were analyzed in [9] . Using that result, it is easy to show that
Then, by standard approximation theory arguments (see Chapter 7 in [3] ), we derive
(see [3] for properties and more detail). Using the above estimate with g := v n,− , we obtain
is shift invariant. It is not easy to compute ω 2 (g, h) L 2 (R) for a general g but in the case of the piecewise linear function v n it is not hard to show that for any n = 0, 1, . . . , N, we have
, with absolute constants C 1 and C 2 . Finally, we use (28) and (27) in (24) and obtain
We now go back and use (29) in the error estimate (22) to derive
Here we recall that δ
Up to this point, our arguments are very similar to the ones in our previous paper [11] . The only difference is that here, in the estimate for the negative norm (30), we use {∆δ
that was used in [11] . A new idea here will be the use of the improved l 2 -stability, Lemma 1, to derive a better error estimate than before. Let us recall the lower bound in the statement of Lemma 1. For any n = 0, . . . , N, we have
where β = 1 2 α(1 − α). We sum (31) for n = 0, . . . , N and obtain
Recall that the CFL condition is 0 < α < 1. In the trivial case α(1 − α) = 0, not covered by our theorem, we have a pure translation and the total error is equal to the error of the first step; i.e., the order of the error is O(h). So, without loss of generality, we can assume that 0 < α < 1. Then, from (32), we derive
where C is an absolute constant for any fixed 0 < α < 1 (C = 4β −3 ). Using (33),
we will now estimate Hence, we have
Using that {δ
Therefore, we have the estimates
where we use Hölder's inequality to derive (35). We use our stability estimate (33) in (35) and conclude
From Lemma 4 in [11] , we have that {δ
We use (37) in (30) and derive the final minus-one norm error estimate (38) e
where in the last inequality C depends on T and α. Similar to [11] , we will now interpolate between the negative norm estimate (38) and the discrete W 1 2 -stability of the numerical scheme (11) 
). Analogous to [11] , we approximate v N withṽ, the Steklov (sliding) average of the piecewise constant function
The functionṽ ∈ W 1 loc (L 2 (R)) and has the properties
and
(see (54), (55), and (56) in [11] ). Letẽ := u(·, T ) −ṽ. Then (38) and (39), we obtain
The Kolmogorov-Landau inequality in L 2 (R) (page 156 in [3] ) for the functions E(x),Ẽ , andẼ and the above estimate for Ẽ L 2 give
Using (42), we derive
By the triangle inequality, we have
and using the estimates (43) and (40) we conclude
where the constant C depends only on T and α.
Appendix: Proof of Lemma 1
Let us recall the statement of the lemma. We claim (see (12) ) that
. It is enough to consider the case of a nondecreasing data, δ j ≥ 0, with the other case being analogous. Let us introduce some notation. Let y j = min(δ j , δ j+1 ), 2 , and δ j ≥ 0 for all j. It is enough to prove Lemma 1 only for 0 < α < 1. We construct the new sequence {δ j } by using the rule
for each j. First we assume that {δ j } has finite support. It is easy to see how to modify the proof in case the support is not finite. Therefore we assume δ j = 0 for j ≤ 3 and for j ≥ M − 3 for some integer M . Then δ j = 0 for j ≤ 3 and
We have
To finish the proof, it is sufficient prove the following three lemmas.
Lemma 2.
Lemma 3.
Here sgn(x) is the usual sign function defined by
and u + = max(u, 0), u − = min(u, 0).
In order to simplify our notation, we will use j instead of Our aim is to rewrite 
