Two fundamental issues surrounding research on Zipf's law regarding city sizes are whether and why this law holds. This paper does not deal with the latter issue with respect to why, and instead investigates whether Zipf's law holds in a global setting, thus involving all cities around the world. Unlike previous studies, which have mainly relied on conventional census data such as populations and census-bureau-imposed definitions of cities, we adopt naturally (in terms of data speak for itself) delineated cities, or natural cities, to be more precise, in order to examine Zipf's law. We find that Zipf's law holds remarkably well for all natural cities at the global level, and it remains almost valid at the continental level except for Africa at certain time instants. We further examine the law at the country level, and note that Zipf's law is violated from country to country or from time to time. This violation is mainly due to our limitations; we are limited to individual countries, or to a static view on city-size distributions. The central argument of this paper is that Zipf's law is universal, and we therefore must use the correct scope in order to observe it. We further find Zipf's law applied to city numbers; the number of cities in the largest country is twice as many as that in the second largest country, three times as many as that in the third largest country, and so on. These findings have profound implications for big data and the science of cities.
Introduction
A widely observed regularity for cities around the world is that the sizes of the cities are inversely proportional to their ranks. Put simply, by ranking all the cities (or to be more precise, human settlements) of a country, from the largest to the smallest according to their populations, one can note that the largest city is twice as big as the second largest, and three times as big as the third largest, and so on. This regularity, known as Zipf's law (named after the linguist George Kingsley Zipf (1949) ), was first discovered by the German physicist Felix Auerbach (1913) . In the literature, Zipf's law is often used to refer to a power law in general, with an exponent between 0 and 2. However, in the context of this paper, we stick to Zipf's law with an exponent of one (AE 0:1). Remarkably, this law has been known to hold for at least 100 hundred years (Mandelbrot 1997 , Gabaix 1999 , Li 2002 , Mitzenmacher 2004 , Newman 2005 . Despite its ubiquity, some researchers (e.g., Soo 2005) tend to be skeptical of Zipf's law for all cities, and even Gabaix (1999) , who does not seem to be skeptical of the law, admit its validity for the largest cities in some occasions. This skepticism surrounds two basic questions: (1) does the law apply to all cities (or just large introduces Zipf's law and its equivalents (the Pareto distribution and power law) by a working example, and briefly presents methods on how to detect Zipf's law, in particular using the most robust maximum likelihood estimates. Section 4 outlines results on the verification of Zipf's law at the global, continental, and country levels, as well as detailing other related results. The implications of the study are further discussed in Section 5. Finally, Section 6 draws a conclusion and points to future work.
Natural cities extracted from nighttime imagery
There is a large body of literature within the field of remote sensing on how to extract cities or equivalently human settlements from satellite imagery (e.g., Yang 2011). Indeed, remote sensing imagery provides a powerful means by which to delimit cities in terms of their extents and locations, but there is no guarantee that cities can be automatically extracted from the imagery (Weber 2001) . The underlying reason for this is not related to the methods per se, but rather to the very definition of cities. The conventional definition of cities is a product of census, which literally means 'to estimate' populations for taxation purposes. According to the US Census Bureau, 'cities' could refer to incorporated places, urban areas, and/or metropolitan districts with certain population thresholds. On the other hand, remote sensing imagery aims not to estimate, but to accurately and precisely record or measure, to the best of the sensor's ability, what is on the Earth's surface. It is no wonder that an estimated entity often does not match an accurately recorded one. In addition, cities are continuously changing. For example, an authority may have decided, legally and administratively, that a certain piece of land should become part of a city, but remote sensing imagery, not to mention censuses, may not have recorded this. Given these arguments, conventional definitions of cities imposed from the top down by authorities remain valid for many scientific studies, but should not be the only choice. Jiang and his co-workers (Jiang and Jia 2011, Jiang and Liu 2012) suggested the notion of 'natural cities' as an alternative to conventional definitions of cities essentially based on populations.
Natural cities refer to human settlements, or human activities in general, on the Earth's surface, which are objectively and naturally delineated from massive geographic information of various kinds, and based on the head/tail division rule. The key to the definition is the head/tail division rule (Jiang and Liu 2012) : for any variable, if its values follow a heavy tailed distribution such as a power law, lognormal, and exponential distributions, then all values can be split around the average into two unbalanced parts: a minority above the average as the 'head,' and a majority below the average as the 'tail.' This rule was formulated when Jiang and Liu (2012) extracted millions of city (and field) blocks within a country, and categorized those that were below the average size as 'natural cities.' Surprisingly, the extracted natural cities are fair reflections of conventionally defined cities based on populations (or real cities), at a collective level, in the three largest European countries: France, Germany, and the United Kingdom. Interestingly, the head/tail division rule can be applied to values in the head recursively, leading to a new classification scheme called 'head/tail breaks' (Jiang 2013) . In this paper, natural cities are defined and delineated from nighttime satellite imagery.
The nighttime imagery data were obtained from the National Oceanic and Atmospheric Administration's National Geophysical Data Center (http://ngdc.noaa.gov/ eog/dmsp/downloadV4composites.html). Each image contains 725,820,001 pixels, with values ranging from 0 (darkest) to 63 (lightest). For the time period 1992-2010, there are a total of 31 images, captured by 6 satellites. The resolution of the nighttime images is 30 arc-seconds, for approximately 1 kilometer at the equator. In this study, we chose three images from 1992, 2001, and 2010, respectively. The three images were firstly calibrated based on the techniques developed by Elvidge et al. (2013) , in order for the pixel values to be comparable across different years. To accurately measure natural cities, we adopted the Mollweide equal area projection ( Figure 1) .
We utilize the US nighttime image as a working example to illustrate how to determine a threshold for deriving natural cities. The same example was used to illustrate the computation of ht-index (Jiang and Yin 2014) . The US nighttime image contains a total of 11,766,012 pixels, with light values or gray scales between 0 and 63. There are far more dark/gray pixels than light ones, so we can adopt the head/tail breaks to derive the hierarchy of the image. First, the average lightness of the 11,766,012 pixels is 7.5 (the first mean), which splits all pixels into two unbalanced parts: 3,091,666 pixels (26%) above the first mean in the head, and 8,674,346 pixels (74%) below the mean in the tail (see first row in Table 1 ). The average lightness of the 3,091,666 pixels in the head is 23.0 (the second mean), which again splits the head into two unbalanced parts: 1,043,922 pixels in the head (34%) and 2,047,744 pixels in the tail (66%) (see second row in Table 1 ). If we continue the same partition for the 1,043,922 pixels, the two parts would not be unbalanced, but they would be well balanced (50 to 50) (see third row in Table 1 ). The second mean would be the meaningful cutoff from which to derive the natural cities; all connected pixels lighter than 23.0 are grouped as individual natural cities ( Figure 2 ). Note that we merge all pixels (with values greater than the threshold) that are located in proximities into individual natural cities. In this regard, we adopted a very loosely defined neighborhood, that is, two pixels are neighboring as long as they touch either at a corner or side. In fact, defining natural cities using the first and third mean would be too fat and too thin, but those deriving from the second mean are just right. It should be noted that head/tail breaks relies on the average or arithmetic mean to break things into the head and tail, rather than uses the mean to characterize things. This makes head/tail breaks (Jiang 2013 ) a powerful classification scheme for data with a heavy tailed distribution. The procedure illustrated above was applied to nighttime images of the world for 1992, 2001, and 2010. Unlike the previous studies (e.g., Imhoff et al. 1997 , Tannier et al. 2011 ) that used different thresholds for different countries, this study, for natural cities in general, uses a single unique threshold for all countries or the entire world. This study is not intended to set up a one-to-one relationship between the natural cities and real cities. As we will see later in the paper ( Figure 5 in particular), the natural city in 2010 in the Shanghai region includes many real cities, so does the natural city in 2010 in the Nile river region. We believe that all of the cities in the world are an interconnected or interdependent whole, so we need a universal criterion in order to define urban agglomerations. This criterion is collectively decided by massive individual pixels, a sort of the wisdom of crowds (Surowiecki 2004), by averaging the values of the pixels to obtain a meaningful cutoff by which to derive the natural cities. Eventually, the sizes of the natural cities from the nighttime images can be characterized by their physical extents rather than human populations. Before discussing the results, we shall first present methods of detecting Zipf's law and power laws.
How to detect Zipf's law or power laws?
Zipf's law was initially formulated by x ¼ r À1 , indicating an inverse power relationship between the city rank (r) and city size (x) (Zipf 1949) . This inverse power relationship can be equivalently expressed as a cumulative distribution function (CDF), X ! x ð Þ¼x À1 , where Pr X ! x ð Þcan be considered equivalent to the number of cities greater than x. This CDF, also called Pareto distribution (discovered by the Italian economist Vilfredo Pareto), is concerned with the number of cities with a population greater than x. Both Zipf's law and Pareto distribution are more commonly seen as a probability distribution function (PDF), pr X ¼ x ð Þ¼x À2 , referring to the number of cities whose population is exactly x, rather than greater than x. It should be noted that the power law exponent is two rather than one. For the sake of simplicity and accessibility to general audiences as well as to geographers, we tried not to use more strict mathematical formulas than the three aforementioned; readers who are concerned with power law mathematics should refer to Newman (2005), Clauset et al. (2009) , and references therein for more details. To make the paper self-contained, in this section, we introduce Zipf's law, the Pareto distribution, and power law in general via a working example.
We generated synthetic data representing 10 city sizes: x = 1, 1/2, 1/3,…, and 1/10, which follow Zipf's law exactly. The data were plotted according to Zipf's law, Pareto distribution (CDF), and power law (PDF), in terms of both linear and logarithmic scales, as shown in Figure 3 . Obviously, the straight distribution lines emerged in the log-log plots (see Panels a3, b3, and c3 of Figure 3 ). Interested readers can type the synthetic data into an Excel sheet in order to duplicate these plots. A word of caution is in order for the PDF: there would be no straight distribution lines (or the tail end of the distribution would look messy for a big sample) if one used sizes (or 'bins' to use the statistical term) with arithmetic progression such as 0.1, 0.4, 0.7, and 1.0. We therefore used a geometric progression that increased by a factor of two: 0.10, 0.125, 0.25, 0.50, and 1.00. The PDF is in effect a probability density function or the number of samples per unit width. Note that all of these plots were created using a least squares estimate; this is fine for the example, but would generate unreliable or biased results regarding power laws, as discussed in the literature (Adamic 2002 , Newman 2005 , Clauset et al. 2009 ). For this reason, in this study we adopted a more robust maximum likelihood estimate for the power law detection.
The maximum likelihood method is so far the most rigorous statistical examination of power laws. Accompanying this method there is an index, p-value, which is used to characterize the goodness of fit. Readers who are interested in the method and index should refer to Newman (2005) and Clauset et al. (2009) , and the Matlab code (http:// www.santafe.edu/~aaronc/powerlaws/) for technical details. In this study, we computed four parameters for each set of cities: the number of cities; the power law exponent alpha; the minimum city size, above which the cities exhibit a power law; and the goodness-offit index p-value. In addition, for each set of cities, we verified Zipf's law (1) for all cities, (2) for those cities greater than the minimum, and (3) for large (greater than average) cities. This study is primarily concerned with whether city sizes exhibit Zipf's law, so we did not examine any alternative distributions such as lognormal or a power law with an exponential cutoff.
Results and discussion
Based on the aforementioned procedure, we extracted about 30,000 natural cities in the world for each of the three years (1992, 2001 , and 2010; see Figure 4 for an example). Note that for each of the three nighttime images, one single threshold was used as a cutoff to derive the natural cities. We applied the head/tail breaks (Jiang 2013) to the three images, and obtained three thresholds, which are respectively 33, 29, and 31. Eventually, we used the average for the three thresholds (31) to derive the natural cities for the comparison purpose from one year to another. The extracted natural cities were then assessed in terms of whether they exhibit Zipf's law at three different levels: global, continental, and country. All of the natural cities are distributed among five continents, and over 230 countries or regions. We ran three separate tests for each set of cities: (1) for all of the natural cities, (2) for those greater than 10 square kilometers, and (3) for those greater than their average. The 10 square kilometers threshold is an estimate, above which Zipf's law holds remarkably, seen from the rank-size plots (panel b and c of Figure 4 ). The third test for those cities greater than their average that can be considered to be large cities, while the first and second tests for all cities.
We found that Zipf's law holds remarkably well at the global level for the 30,000 cities, and remains unchanged from one year to another. This is clearly reflected in Zipf's exponent of 1.0, and the high p-value (≥ 0.03) ( Table 2) . At the continental level, the power law Pr(X ≥
x)
Size (x) Pareto distribution (CDF, linear scales)?
Pareto distribution (CDF, logarithmic scales)? Notes: Ten synthetic city sizes: 1, 1/2, 1/3,…, and 1/10 are plotted according to Zipf's law, CDF, and PDF. The left column (panels a1, b1, and c1) shows the plots in linear scales, while the right column (panels a3, b3, and c3) shows the plots in logarithmic scales. The middle column (panels a2, b2, and c2) displays the corresponding data of the plots. The PDF in the third row was obtained from the normalized frequency (120, 32, 8, and 2), rather than the initial frequency (3, 4, 2, and 1). For example, the frequency 120 was computed from 3/(0.125-0.10).
generally still holds, with the exception of Africa in 2010, but the scaling exponent varies between 1.9 and 2.1, and with p-values greater than 0.02; readers can cross-check the results in Table 2 (upper half). These results clearly indicate that Zipf's law remains valid, although it is not as striking at the continental level as it is at the global level. Obviously, Zipf's law is violated at the country level. In fact, no single country, including the United States, demonstrates Zipf's law as strikingly as it is exhibited at the global level, because Zipf's exponent is round 1.0 at country level rather than exactly 1.0 at the global level. It should be noted that Zipf's exponent estimated using least squares would be higher than that estimated using maximum likelihood. For a comparison purpose, we deliberately chose the six countries in which Zipf's law was violated while using census-imposed population data (Benguigui and Blumenfeld-Lieberthal 2007 , Cristelli et al. 2012 . In fact, Zipf's law holds remarkably well for certain countries at certain times, as highlighted in Table 2 . We examined 230 countries, out of which 137 countries are presented in Appendix 1, and the unlisted countries yield no valid statistical results due to the fact that the numbers of cities in these countries are fewer than six. As shown in Appendix 1, a sufficient number of cities (for example, >200) is a precondition for holding Zipf's law, but not vice versa. It is important to note that violation of Zipf's law at the continental and country levels does not rule out the law's universality, because continents and countries do not provide the correct scope (see further discussion in the next section).
We also found that city numbers among individual countries follow Zipf's law. That is, the number of natural cities in the largest country is twice as many as that in the second largest country, three times as many as that in the third largest country, and so on. This regularity is well supported by the statistical tests, with Zipf's exponent between 0.9 and 1.0, and p-values greater than 0.25. In addition, we observed that the number of natural cities in individual countries varies from one year to another; Table 3 shows the top 10 countries according to the number of natural cities during the 3 years; for example, the United States remained unchanged at the number 1 spot, although the number of cities has been decreasing, but China moved from number 4 to number 2, with the number doubling within 20 years; in addition, Canada dropped significantly from number 3 to number 6. How the rank changes reflect economic development remains an open issue for further study. For this purpose, we have made all the data publicly available to the scientific community.
The 30,000 natural cities in the world provide a valuable data source for urban studies. Most of the natural cities correspond very well with real cities (for example Chicago), despite some exceptions (see Figure 5 ). For example, the cities near the Nile river valley and delta gradually merged into one natural city, where less than 5% of the land area within the country accommodates over 90% of the country's population. There are also some lit spots, such as burning wildfires, oil drilling, and burning natural gas, as well as volcano activities, but they were removed before our data were processed (Baugh et al. 2010) . Within this study, for the first time, we have examined Zipf's law in a global setting involving all cities in the world. This is one of the defining advantages of working with big data (Mayer-Schonberger and Cukier 2013). The data, as an alternative to conventional statistical data, are particularly valuable for understanding the underlying mechanisms of urban structure and dynamics from the perspective of cities as a whole, rather than from that of individual cities.
Further discussions on the study
Zipf's law reveals an incredible regularity with respect to a set of cities that constitute an interconnected or interdependent whole, rather than for cities within a country, or an Table 3 . Top 10 countries according to number of cities for the 3 years considered (1992, 2001, and 2010 arbitrary set of cities. This study demonstrates the validity of Zipf's law at the global scale, at which the cities constitute a whole. The fact that Zipf's law does not hold for some continent or countries (or at some times) indicates that the cities within these geographic units do not constitute individual wholes. For example, all cities in Japan may not be a whole, given its global economic impacts; cities in some small countries are likely to be affected by neighboring or distant countries or regions, thus not exhibiting Zipf's law. For all cities of a country to constitute a whole, the country must usually be of a certain size. A country might not be a legitimate unit for Zipf's law. In the early days when Zipf's law was first discovered, there was little choice but to use cities in big countries for the investigation. Zipf (1949) adopted 100 of the largest metropolitan districts in the United States in 1940 to show the regularity in a rank-size plot. At that time when data are scarce, researchers could not obtain data for all US cities, let alone all cities in the world. As for the finding on Zipf's law of city numbers, we believe it is because of far more small countries than large ones, generated step by step from the thousands years of socioeconomic and political evolutions and revolutions such as wars and referenda of independence. New boundaries were drawn again and again even in the twenty-first century. Eventually, the boundaries and sizes of the countries across the world tend to be natural, as much natural as those of the natural cities. These boundaries and sizes can be compared to the broken pieces created from dropping a piece of glass on stone: there are far more small pieces than large ones, and each piece has an irregular shape. Natural cities are a product of the big data era, and can be extracted from remote sensing images, global positioning system (GPS), and location-based social media data (Jiang and Miao 1992 2001 2010
Chicago Shanghai The Nile Delta 2014). Cities, as conventionally defined, are legitimate and convenient for administration and management, but might not be good candidates for scientific inquiry due to their inexactness. For example, it was found that incorporated places or metropolitan areas contain only 80% of the US population, while the remaining 20% is not counted in city-size distributions (Holmes and Lee 2010) . Theoretically speaking, all populations should be counted within individual cities or human settlements in general. Instead, natural cities are a better candidate for studying urban structure and dynamics (e.g., Schweitzer and Steinbrink 1997). This is because natural cities can be accurately delineated and measured, unlike conventional cities that are vaguely estimated. Thus, it is important to discuss some of the differences between conventional statistical data (which are obtained through censuses, sample surveys, and statistical inferences) and big data (or digital transaction data, which are acquired and harvested from remote sensing, GPS, and social media). The collection of statistical data such as that relating to populations is a costly and labor intensive procedure, hence it is only affordable once in a month, in a year, or in a decade. Big data, or particularly social media data, can be automatically acquired and can record events weekly, daily, and even down to minute and second scales. Conventional data and statistics have turned humanities into social sciences, but it is big data that are transforming social sciences into computational social science in the twenty-first century (Lazer et al. 2009 ). More importantly, conventional statistical data and big data represent two distinct ways of thinking: a centralized and top-down mind-set within the former, and decentralized and bottomup thinking within the latter. The notion of natural cities implies a mind-set shift from individual cities to cities as a whole which is a different way of looking at cities. Cities from developing and developed countries play different roles, but they are essential parts of the whole of cities. All the natural cities in the world constitute an interconnected or interdependent whole, just like human beings on the planet. Large cities or super-large cities emerged through mechanisms such as the 'rich get richer' effect, and are based on interaction and competition between cities. This view of cities as a whole (each of which consists of many cities) sets a clear difference from the view, in which cities are often studied individually in order to track their changes and growth. Under the view of cities as a whole (a network of cities), parts are self-similar to the whole. This is why Zipf's law holds in certain continents and countries, or at least at certain times. On the other hand, many countries, or many countries at some times, do not constitute valid parts, so Zipf's law in these countries is violated. To further illustrate the idea of parts and whole, we use the Koch curve, one of first fractals invented by the Swedish mathematician Helge von Koch (1870 Koch ( -1924 . Obviously, the parts are exactly self-similar to the whole curve, but these parts must be correctly, rather than arbitrarily, identified ( Figure 6 ) in order for this to be the case. In other words, the arbitrarily identified parts are not self-similar to the whole, even with the Koch curve. What is described here or illustrated in Figure 6 regarding parts and whole applies to cities as well. All correct part arbitrary part cities in the world as a whole exhibit Zipf's law, but we need to identity correct parts in order to observe Zipf's law. The universality of Zipf's law, as argued and validated in this paper, adds some implications to building the new science of cities (Batty 2013) . As argued earlier, topdown geographic data and units remain valid for many administrative decisions, such as elections and allocations of resources, but should not be the default choice for scientific investigation. First, while studying the underlying urban structure and dynamics (Batty 2005, Jiang and Yao 2010), we should not be constrained by the conventional census data, and should instead adopt geographic information acquired from remote sensing or harvested from social media. There are major differences between the two kinds of data: the former is characterized as aggregated, sampled, and small in size, while the latter is individual, all-encompassing, and big in size. Second, we should not be constrained by census-bureau-imposed (or any top-down imposed) geographic units or boundaries, such as cities, counties, states, and countries, and instead should adopt naturally defined or delineated geographic units such as natural cities. Cities, or human activities in general, are naturally generated or self-organized through the interaction of people, which is not particularly constrained by country boundaries. This is especially true in the current circumstance when globalization is an irreversible trend. The failure to observe Zipf's law in some small countries occurs mainly because we are constrained by country boundaries. Also, while observing Zipf's law, we should not be constrained by particular time instants. This is in line with the dynamic (rather than static) view of looking the law or fractals (Jiang and Yin 2014) . Third, cities are continuously and forever changing, and they grow and develop toward an idealized status, in which Zipf's law would appear. We should therefore be very cautious while arguing against the universality of Zipf's law.
Conclusion
This paper contended that Zipf's law is universal, with respect to the dispute on whether Zipf's law holds for a set of cities. Instead of using census-bureau-imposed definitions of cities, or human settlements, to be more precise, we considered natural cities extracted from nighttime imagery in order to examine and verify Zipf's law in a global setting involving all natural cities in the world. It was found that Zipf's law holds remarkably well at the global level. However, it is violated in general at the country level, although it remains valid in certain places, and at certain times. Interestingly, among the six countries in which Zipf's law was not observed using real cities measured by populations, we found that two of them exhibited Zipf's law very well at certain times. Based on these findings, we argued that Zipf's law applies to cities as a whole, rather than to an arbitrary set of cities, such as all cities in a country, and the continental and country levels are therefore not appropriate for observing Zipf's law in the big data era. Zipf's law is also reflected in the city numbers in individual countries. That is, the number of cities in the largest country is twice as many as that in the second largest country, three times as many as that in the third largest country, and so on.
We need new ways of thinking for studying cities, while facing big data harvested from remote sensing, GPS, and emerging social media. Cities are not just individual entities, but rather an interconnected or interdependent whole. To resolve the dispute on whether Zipf's law holds universally, we need correct data, scopes, and means of examining the power laws (such as maximum likelihood estimates). Conventional statistical data and top-down-imposed geographic units as well as least squares estimates often lead to questionable conclusions on Zipf's law. The 30,000 natural cities for each of the 3 years considered here could serve as benchmark data for further urban-related studies, thus contributing to the understanding of urban structure and dynamics. As seen in Table  3 , there is a clear indicator that city expansions might be closely related to economic development. Our future work points to this direction. Jiang, B. and Yao, X., eds., 2010 . Geospatial analysis and modelling of urban structure and dynamics. Berlin: Springer. Jiang, B. and Yin, J., 2014. Ht-index for quantifying the fractal or scaling structure of geographic features. Annals of the Association of American Geographers, 104 (3), 530-540. doi:10.1080/ 00045608. .834239 Lazer, D., et al., 2009 . Computation social science. Science, 323, 721-723. doi:10.1126 / science.1167742 Li, W., 2002 . Zipf's law everywhere. Glottometrics, 5, 14-21. Mandelbrot, B., 1997 . Fractals and scaling in finance: discontinuity, concentration, risk. New York: Springer Mayer-Schonberger, V. and Cukier, K., 2013. Big data: a revolution that will transform how we live, work, and think. 
Appendix 1. Power law detection for the 137 countries
This appendix includes the power law detection results for 137 countries out of the 230 countries studied. For each country, there are four parameters: the number of cities (#), the power law exponent (alpha, or alpha-1 as Zipf's exponent), the minimum above which the city sizes exhibit a power law, and an index indicating the goodness of fit (p). If p is set as N/A, then the corresponding power law is not trustworthy. The highlighted cells indicate that cities exhibit Zipf's law, while the empty cells imply unavailability of data. For example, the number of cities in Afghanistan greater than 10 square kilometers or mean is fewer than six, which is too few to have reliable statistical tests. 
