Abstract| This paper presents a methodology to speed up the stationary analysis of large Markov chains that model asynchronous systems. Instead of directly working on the original Markov chain, we propose to analyze a smaller Markov chain obtained via a novel technique called state compression. Once the smaller chain is solved, the solution to the original chain is obtained via a process called expansion. The method is especially powerful when the Markov chain has a small feedback vertex set, which happens often in asynchronous systems that contain mostly boundeddelay components. Our experimental results show that the method can yield reductions of more than an order of magnitude in CPU time and facilitate the analysis of larger systems than possible using traditional techniques.
I. Introduction
Driven by market demands for low-power and highperformance, tools to estimate power and performance of a system have become particularly important. Such tools can help guide design choices at high levels of abstraction, thereby shortening time-to-market, as well as validate design characteristics at lower levels of abstraction, thereby providing higher con dence in the design. In an asynchronous system, the randomness caused by varying input data rate and data processing delays, makes these estimation tasks particularly challenging. The work in this paper is applicable to both areas, however, to simplify the exposition we focus on performance analysis.
There are currently two main categories of approaches to performance analysis. Approaches belonging to the rst category use bounding techniques to analyze system models with delays speci ed by upper and lower bounds. Hulgaard and Burns use a delay-annotated Petri net model to obtain upper/lower bounds for the time separations between arbitrarily indexed occurrences of two signal events 1], 2]. Also belonging to this category are Greenstreet and Steiglitz's work 3] on throughput bounds of pipelines and Ebergen and Berks' work 4] on bounding the response time for FIFOs. Approaches in the second category target metrics that are averaged over a long time period, e.g., average time separation between two events, average throughput, and average latency. These approaches analyze probabilistic models which assume arbitrarily distributed delays and allow arbitrary system behaviors such as unfair choices and con icts. case where all delays are xed, bounding techniques are often able to derive average metrics for some classes of systems, e.g., those modeled by marked graphs or extended marked graphs 1], 3], 7], 8], 9], 10]. Average performance metrics may also be derived for some systems (e.g., with FIFO-like structures) if all delays are exponentially distributed in which case classic queueing theory can be applied 3].
Bounding techniques are often faster than probabilistic techniques. This is mainly because the former typically analyze systems at their more compact event-level and do not need to perform state-level analysis which is often necessary for the latter and is more time consuming. However, the average performance measure may be more useful to guide design. This is particularly true if the computed performance bound is quite wide and the mean lies close to one end of the bound, which can easily occur in practice.
The most time consuming step of the probabilistic approaches is Markovian analysis. In Kudva et al.'s approach, systems are speci ed in a generalized timed Petri-net model 11] whereas in Xie and Beerel's approach, they are specied using an SMV 12] based discrete-timed model. Both approaches convert their models into nite state Markov chains, i.e., random processes with short memory (whose current states completely determine their future evolution). Here, states represent the valuations of system signals plus delay signals (corresponding to transition ring duration in Kudva et al.'s model and auxiliary variables capturing the probabilistic delays in Xie and Beerel's model). This conversion is proceeded by reachability analysis which nds all reachable states of the system. The derived Markov chain is then solved for the stationary distribution, the long run probabilities of all reachable states. Xie and Beerel further use this stationary distribution to compute the so called mean sojourn time 13] , the average duration the system remains in a subset of the state space, from which average time separations of events can be obtained. Fortunately, this latter part of analysis is computationally inexpensive.
The bottleneck in the Markovian analysis is the computation of the stationary distribution of the derived Markov chain. The problem is equivalent to solving a linear system with as many unknowns as the number of states in the Markov chain. The generally preferred technique is the well known Power method (e.g., 14]) which iterates from some initial distribution (or initial guess) until it converges according to some user-speci ed accuracy requirement. Since the Markov chains resulting from real designs can have huge state spaces (e.g, with hundreds of thousands of states), the Power method can take intolerably long before getting a good approximation of the stationary distribution. A promising way to speed up this phase of the analysis is to use symbolic techniques 6], 15]. Although it is then possible to handle some systems with hundreds of signals, it can still take hours to complete. Therefore, techniques that can signi cantly speed up Markovian analysis are of great demand.
There are many proposed techniques to speed up iterative approaches to Markovian analysis, including preconditioning 16] and orthogonal multi-vector iteration 17] . It is unclear whether these sophisticated techniques are likely to yield large improvements, however, because they impose signi cant overhead. In addition, there is an intensive ongoing research trend in probability theory on the lumpability of Markov chains 18], 19]. The basic idea in lumping states is to explore the similarity (if any) among the behavior of the Markov chain when it is in di erent states. Speci cally, the lumpability approach partitions the state space into subsets and treats each subset as a single state such that the resulting process retains the Markov property. A necessary and su cient condition for this to be possible is all states within each of the subsets have the same transition behavior with respect to all other subsets. However, this is a rather restrictive condition. In general, it is often not possible for a real design to satisfy this condition and get a much smaller Markov chain 20]. Therefore, we believe that this approach cannot be considered as a general method to reduce the computational complexity.
The method we propose here takes advantage of the fact that most asynchronous systems consist mainly of components with bounded delay (i.e., its is rare that a component in an asynchronous system has unbounded delay, a notable exception being an arbiter element in metastability 21]). Using time-discretization to model these systems as Markov chains leads to state spaces that have limited feedback. More precisely, we partition the (reachable) state space into two subsets, say, B and B, such that any two consecutive occurrences of any state in B is always interleaved by at least one occurrence of some state in B. That is, B is a feedback vertex set (FVS) of states. We observe that time-discretization of asynchronous systems with mostly components that have bounded delays leads to models with small feedback vertex sets. This common feature of asynchronous system models motivates us to speed up the Markovian analysis by focusing on the FVS.
More speci cally, we use standard techniques to de ne a new Markov chain which has the FVS as its state space. One of the key properties of this new Markov chain is that these feedback states keep the same relative occurrence frequencies as they have in the original Markov chain. Creating this Markov chain is the rst step of our analysis and we call it state compression. Next, the stationary distribution of the new Markov chain is computed by the Power method or even by direct (non-iterative) methods if the new Markov chain is su ciently small. Finally, the stationary distribution of the original Markov chain is expanded from that of the new Markov chain. We call this third step expansion. All these steps can be implemented using symbolic techniques. Fig. 1 depicts an overview of our method. 25] exist, but they are all too expensive for large graphs. We give two simple heuristics to symbolically nd a good FVS which may not be the minimum.
There are two signi cant contributions of this approach. First, the reduction of the stationary analysis of a Markov chain to that of a smaller Markov chain de ned over a FVS, although uses standard techniques, is novel and can be efciently implemented using symbolic techniques. Second, the proposed heuristics for symbolically nding a FVS are novel and e cient. Application of our approach to several real asynchronous designs have demonstrated over an order of magnitude reduction of the overall CPU time. Moreover, we demonstrate that our method can analyze larger systems than possible using the method in 6].
The most direct application of this work is to speedup our performance analysis tool that computes the average time separation of events in discretized-time models of asynchronous circuits 6]. This tool can compute the average latency, throughput, or cycle-time of asynchronous architectures, thereby enabling the designer to make better choice among alternative architectures. It is also possible to use Markovian analysis to determine which of two inputs to a gate is likely to be later than the other, thereby helping enable the automation of performance-driven transistor sizing and ordering. Markovian analysis can also be used to determine the relative frequency of being in di erent states of the system, which can be useful to determine the average power consumption of asynchronous and synchronous circuits 15], 26]. More generally, Markovian analysis is heavily used in the performance analysis and scheduling of networks and distributed systems (e.g., 11], 27], 28]). As in our application, the state-of-the-art for all these applications is limited by exploding computational complexity. We brie y discuss the di erent characteristics of those Markov chains and under what conditions our approach may be helpful to their analysis.
Section II brie y reviews the basics of Markov chains. Section III discusses various methods of system modeling using Markov chains and the approach we adopted. This section also identi es characteristics of these asynchronous systems that lead to models with a small FVS and thus would most bene t from our proposed approach. The classic Power method to obtain stationary distributions is reviewed in Section IV. Section V details our method as well as the theorems we have proved to check its correctness. Section VI describes our heuristic algorithms to nd the feedback set that forms the state space of the new Markov chain. Implementation issues are noted in Section VII and experimental results are given in Section VIII. We conclude this paper and outline some possible future work in Section IX. The proofs of all theorems are presented in the appendix.
II. Basics of Markov Chains
Consider a nite state space S = f1; 2; ; Ng. In the discrete-time domain, a random process X on state space S is a sequence of random variables each taking values in S, i.e., X = fX n 2 S : n 0g. We call the value assumed by random variable X n the state of X at time instant n. Process X is a Markov chain (or is Markovian) if it satis es the Markov property, i.e, its future evolution depends only on the current state. Formally, X is a Markov chain if for all n 1 and all j; i; x n?1 ; ; x 1 ; x 0 2 S, Pr(X n+1 = j j X n = i; (X n?1 = x n?1 ; ; X 1 = x 1 ; X 0 = x 0 )) = Pr(X n+1 = j j X n = i); where Pr(A j B) denotes the conditional probability that A occurs given that B occurs. This property is sometimes called the weak Markov property in the sense that the above conditioning on the event fX n = ig is taken at a xed time instant n. It is sometimes desirable to make use of a stronger property, called the strong Markov property 29] which deals with the situation where the corresponding conditioning is taken at a random time instant T. The strong Markov property states that if random variable T is a stopping time 1 of Markov chain X, then Pr(X T+m = j j X T = i; (X k = x k for 0 k < T)) = Pr(X T+m = j j X T = i) for all m > 0, i; j 2 S, and all sequence (x k ) of states.
If the probabilities governing X are independent of time, X is time-homogeneous. Thus, if X is a Markov chain and Pr(X n+1 = j j X n = i) is independent of time n, then X is time-homogeneous. In this case, we de ne a matrix P whose element at the i-th row and j-th column P ij = Pr(X n+1 = j j X n = i) = Pr(X 1 = j j X 0 = i) where P j2S P ij = 1 for any i 2 S. Matrix P is called the 1-step transition matrix or simply the transition matrix of X. Since Markov chains in our models are always time-homogeneous 6], we assume X denotes a timehomogeneous Markov chain.
A sample path of X with length n > 0 is a sequence of states (s 0 ; s 1 ; ; s n?1 ) visited by X during a particular run. States s 0 and s n?1 are called the head and the tail states, respectively. By de nition, we must have Pr(X k+1 = s k+1 j X k = s k ) > 0 for all 0 k < n ? 1. A cycle is a sample path of length at least 2 in which the head and tail states are identical. If no other two states in the cycle are identical, the cycle is called simple. We call a cycle of length 2 a self -loop in the sense that the 1 A random variable T taking values in f0;1;2; g is a stopping time of X if it is decidable whether or not fT = ng with a knowledge only of the past and present, X 0 ; X 1 ; ; Xn, and with no further information about the future.
corresponding (head/tail) state may transit to itself in one step. In this case, we also say the corresponding state has a self-loop. Let S 0 be a subset of S. It is a feedback vertex set (FVS) Let M = (S; P) be an irreducible nite state Markov chain in discrete time where S is the state space and P is the transition matrix. If M is aperiodic, it tends to stabilize in the sense that the probability for M to be in any state i 2 S converges as time progresses. Formally, the sequence fPr(M n = i); n = 0; 1; g converges to a constant called the stationary probability of state i denoted by i . If M is periodic, the average probability of M being in state i over time, i.e., the sequence f 1 n P n k=0 Pr(M k = i); n = 0; 1; g, converges to a constant. Let this constant be denoted by i as well. Regardless of its periodicity, M has the following nice property: = P (1) where is the row vector, ( 1 ; 2 ; ; jSj ) satisfying P jSj i=1 i = 1. is called the stationary (probability) distribution of M in the sense that M n has the same distribution for all (n 1) if M 0 has distribution . Irrespective of its periodicity, an irreducible nite state Markov chain has a unique stationary distribution.
In this paper, we assume the Markov chains to be analyzed are irreducible for the following reasons. tribution by performing a transient analysis. As described in Section VII, our implementation supports both these analyses.
III. Markov Chain Models of Asynchronous Systems
This section discusses performance modeling of asynchronous systems at various levels of abstraction, focusing on abstractions that contain components whose delays and output choices are probabilistically characterized. The section discusses the available options for analyzing such models and motivates the option we choose, timediscretization, which yields a discrete-time ( nite state) Markov chain model. Finally, the section explains the characteristics of asynchronous systems that yield Markov chain system models with small feedback vertex sets, highlighting the characteristics of those asynchronous systems that will most bene t from our state-compression-based approach.
A. Probabilistic Modeling of Asynchronous Systems
There have been developed many formalisms to specify asynchronous systems. Traditionally, these speci cations target synthesis and veri cation and consequently do not need to be probabilistically quanti ed. For instance, nonxed component delays may be speci ed solely in terms of upper and lower bounds. For some special classes of systems, techniques have been developed to evaluate system performance bounds directly from these speci cations, e.g., 2], 4], 8]. However, in order to obtain system characteristics such as average throughput and average power consumption, a system needs to be adequately modeled in a probabilistic sense.
We focus on the derivation of our performance models from an architectural description of the system. As explained later, a similar derivation is also possible from more abstract behavioral or more detailed gate-level descriptions. At the architectural level, like most hardware systems, an asynchronous system contains interacting datapath components and controllers.
The operation of an asynchronous data-path component is typically sequenced by go and done signals that emanate from and connect to asynchronous controllers. Consequently, the delay of the done signal determines system performance. In principle, this delay could be modeled as a random variable which depends on the values of the inputs to the component. However, the size of such a model would likely grow exponentially with respect to the bitwidth of the component, making the analysis computationally intractable. In practice, one can often achieve useful performance models by abstracting the delay of a data-path component to a random variable with an estimated probability distribution that takes into account input statistics (e.g., common v.s. rare input combinations) 6], 31]. Consequently, the actual data signals need not be modeled, thereby dramatically simplifying the complexity of the system model. As an example, Fig. 2 (b) plots the distribution of the delay of the adder shown in Fig. 2 (a) . In some cases, such an abstraction may lead to signi cant absolute error in the performance estimates. One reason is that this abstraction does not account for the correlations between the delays of di erent data-path components. When necessary, however, these correlations can be explicitly accounted for by using extra random variables at the expense of a more complicated system model.
In addition, data-path components often generate signals that dictate subsequent control operations, such as the result of a comparator. These signals can also be modeled as random boolean variables whose distributions can be estimated using, for example, high-level architectural simulation (e.g., 31]).
The issues regarding modeling asynchronous controllers are made more obtuse because there is no universal speci cation language for asynchronous controllers. For performance modeling, these formalisms must be augmented with delays and their distributions. For example, one performance model for burst-mode controllers speci es the latencies of each state transition as a constant 6]. In order to incorporate the stochastic e ects of the variation in chip operating temperatures and/or the manufacturing process, the relevant delays may be modeled probabilistically. Even under constant temperature and nominal process assumptions, some controllers do exhibit non-xed delays and should be modeled probabilistically. For instance, the delay of an arbiter in metastability may be modeled as an exponential distributed random variable with proper parameters 21]. In addition, the probability distributions of input (environmental) choices can be modeled in the same manner as we model the data-path output signals (such as the result of a comparator) that dictate the controller behavior.
The above probabilistic speci cations lead to a performance model consisting of a set of random variables which are related one to another by the system logic. Such a model essentially de nes a stochastic process whose state space is spanned by all these random variables. The process evolves according to the distributions of these random variables and their interdependencies. The larger the system to be modeled and the higher the desired accuracy of the model, the more the random variables required. The key issue we now address is how to e ciently analyze such models.
B. Handling Arbitrarily Distributed Delays using Approximations
The stochastic process de ned by the interdependent random variables used to probabilistically model an asynchronous systems (as discussed in the previous subsection) may evolve in a very complex way. This is mainly because the system component delays often have arbitrary distributions, and consequently their behavior cannot be exactly captured by any known stochastic process that can be efciently analyzed using existing methods. For this reason, many researchers proposed methods to approximate arbitrary distributions with some special distributions that facilitate more e cient analysis. This subsection brie y reviews these approaches and the next subsection describes the approach we adopted. One approach approximates the arbitrary distribution using an exponential distribution with a proper parameter. In some cases, the resulting system model can be treated as a memoryless queueing network 3]. In other cases, the resulting model can be described as a stochastic or timed A second approach approximates the arbitrary distribution using a xed delay. For example, the xed delay can be chosen to be the mean of the arbitrary distribution. This type of delay models is incorporated into Generalized Timed Petri Nets (GTPNs) which can also be converted into a Markov chain by augmenting a notion of time into the semantics of a state 11]. For example, the state can be associated with a xed time period after which the Markov chain transits to some next state.
A third approach approximates the arbitrary distribution using time discretization (see e.g., 44], 45]). The result is that events can now occur only at time instants that are multiple of some unit time step. That is, the delay interval (of reals) is discretized. The probability distribution function (pdf) is accordingly converted into a probability mass function (pmf). Similar to the other two approaches, time discretization also loses some accuracy 45]. However, it is always possible to trade discretization resolution (and consequently the computational cost) with accuracy of the nal performance estimates. The time discretized system model can also be converted to a nite state Markov chain (e.g., 44]).
C. Modeling Asynchronous Systems using Time Discretization
We choose to model asynchronous systems using time discretization for two reasons. First, we believe it is relatively uncommon that the delay of an event can be closely approximated using an exponentially or geometrically distribution. A notable exception is the delay an arbiter experiences when resolving metastability 21]. Another exception may be the data inter-arrival time from the environments which sometimes may be reasonably approximated with an exponential distribution. Beyond these cases, most system components (e.g., data-path components and controllers) exhibit bounded delays with arbitrary distributions which cannot be reasonably modeled as exponentially distributed random variables. Moreover, when exponential distributions are needed, they can be approximated with arbitrary accuracy in discrete time using a discrete geometric distributions. Second, we believe that it is often inadequate to model bounded delays with their mean values, as was proposed in 5]. For example, it can be shown that even for systems with delays having reasonably narrow bounds and nice distributions, this approximation can result in rather inaccurate performance estimates 46]. For instance, the average throughput of a micropipeline strongly depends on the second moment or the variance of the stage delays 46].
As an example of time discretization, we may discretize the adder delay whose distribution is shown in Fig. 2 (b) and model it as a discrete random variable whose pmf is shown in Fig. 2 (d) . In the system model, such a discrete random delay variable is also considered as a state variable. To distinguish such state variables (modeling component delays) from those modeling system signals, we call them timers. The next state value of a timer is probabilistically assigned when a corresponding system signal is enabled. Once set, the value of a timer decreases by 1 each time the system model makes a state transition. When it reaches 0, the corresponding system signal simultaneously res (i.e., makes a desired transition).
The semantics of the time-discretized system model is (1) state transitions are instantaneous, and (2) once a state is entered the system makes a state transition and enters another state (possibly the same state if the state has a self-loop) after precisely one time unit.
As a concrete state space example, let us consider again the abstract adder model in Fig. 2 whose discretized delay distribution is redrawn in Fig. 3 (a) . Fig. 3 (b) shows its (local) state transition graph (STG) where a state represents the value of the Ack signal and an integer timer. Suppose the adder is currently in state (00) and detects a request signal (e.g., the current state value of Req is 1) which enables a positive transition on signal Ack. According to the delay distribution of the adder, the next state value of timer is then randomly assigned. Speci cally, the next state value of timer is set to 2 with probability 0.2, a value of 1 with probability 0.5, and a value of 0 with probability 0.3. If timer is assigned a value of k (0 k 2), then the desired positive transition on Ack will occur k + 1 time steps after the adder detects a positive transition on Req. For instance, if timer is set to 2 at state (00), then the model transits to state (02) after one time step. After another time step, the model transits from state (02) to state (01) with probability 1. After one more time step, it transits from state (01) to state (10) with probability 1, simultaneously ring Ack and setting timer to 0. The discrete-time Markov chain model of an entire system is derived by composing the STGs of all system components. Experiments show that such discrete-time Markov models can yield high-quality system performance estimates (compared with extensive simulation) with fairly coarse time discretization 6]. Note, however, that our main goal is to guide architectural design choices and for this purpose it is more important for our models to accurately estimate the relative performance of di erent architectural alternatives rather than their absolute performance. In other words, relative accuracy is more important than absolute accuracy. Our experiences suggest that discrete-time models can provide fairly reliable relative performance estimates. We also note that similar conclusions have been made for timed-discretized models of queueing networks 47] and less accurate GTPN models of asynchronous systems 5].
In our tool ow, we derive architectural-level performance models speci ed using a combination of behavioral burst-mode FSMs and structural VHDL annotated with discrete delay distributions. Using abstraction and timediscretization as described above, we create the Markov chain (see 6] for details). Translations from other specication formalisms and other levels of design abstraction are also possible. For example, systems speci ed using VHDL at the behavioral level can also be converted into a Markov chain model using abstraction and time-discretization. Finally, it should be noted that in all these case, our notion of a state represents the values of some system signals. More abstract notion of a state is possible for some special class of systems such as a micropipeline with exponentially distributed delays where a state can represent the numbers of jobs in all the stages. However, for systems with more general structures and delay types, it is unclear whether such an abstract state space will satisfy the Markov property.
D. The Derived Markov Chains
In this subsection, we analyze the the number of states with self-loops and the size of minimum feedback vertex state set of the derived Markov chains for asynchronous systems. We contrast these characteristics with those of Markov chains obtained from synchronous counterparts and traditional queueing models.
Fraction of states with self-loops:
First, we observe that Markov chains derived from asynchronous systems that have mostly bounded-delay components have a small fraction of states that possess a self-loop or self-loop states. To reason why, we rely on the concept of sojourn time 29] (sometime called holding time) of a state s. It can be shown that if state s has a self-loop with corresponding transition probability p which is strictly positive, then the sojourn time of s is geometrically distributed with parameter p. In other words, state s has an unbounded sojourn time. If, on the other hand, s does not have a selfloop (equivalently, p = 0), its sojourn time is one unit of time.
As a consequence, if the Markov chain is currently in a state which has a self-loop, then only events with unbounded ring times can be enabled. Moreover, to have a self-loop, the unbounded delay event cannot be concurrently enabled with a bounded delay event, further reducing the number of self-loop states. Consequently, the fraction of self-loop states is usually small.
In contrast, Markov chains modeling synchronous circuits for power analysis usually have a large fraction of self-loop states (e.g., 15], 48]). The reason is that they target the long-term probability of state transitions where a state is a vector of Boolean values representing the contents of all latches. Since many external input changes do not cause a synchronous system to change state, most states have self-loops.
In addition, traditional applications of Markov chains in system performance or reliability analysis often lead to models with a large fraction of self-loop states. One example is in the memoryless queueing network models (such as M=M=m=n type) where data arrival and stage service times are assumed to be exponentially distributed. In these cases, almost all states of the underlying Markov chain have a self-loop. Interestingly, more recent research in queueing theories is focused on removing these restricted timing assumptions which are often found to be unrealistic. Finally, depending on the number of transitions with deterministic delays, both GTPNs and DSPNs widely used in other application areas demonstrate various amount of self-loop states.
Size of feedback vertex set:
Recall that a subset of states is a feedback vertex set (FVS) if the removal of these states makes the remaining state space acyclic. We have empirically seen that Markov chains of asynchronous systems with mostly components having bounded delays have a small FVS. There are at least two reasons which we describe below.
The rst reason is that the state space of the resulting Markov chain usually has few states with self-loops as discussed above. This may be considered as a necessarily condition for a small FVS to exist since every self-loop state must be in any FVS.
The second reason is that the state space tends to be sparse in the sense that it contains many directed acyclic graphs (DAG) like structures. We know that if the root state of a DAG is in a FVS, all other states of that DAG need not be in the FVS. Below, we list two sub-reasons that lead to the existence of these DAG-like structures in our Markov chain models.
The rst sub-reason is again related to time discretization. As discussed earlier, for each system event that has a bounded delay, a dedicated integer-valued timer is used to denote the corresponding passage of time. Suppose that e is such an event with its delay upper bounded by n time steps and that it can be enabled in state s. Then, there is a DAG-like structure rooted at state s which itself may have a self-loop. The DAG has a depth (the length of its longest path from the root) of at least n. Let this subgraph be called the enabled DAG of event e in state s.
As an example, let us consider the STG of the abstract adder model in Fig. 3 . Since Req may make a positive transition when the model is in state (00), event Ack" can be enabled in state (00). Moreover, Ack" can take up to 3 time steps to occur once it is enabled. Thus, we claim there must be an enabled DAG of event Ack" rooted at state (00) which has a depth of 3. Indeed, states (00), (02) and (01) correspond to an enabled DAG of depth 3.
Note further that the depth of the enabled DAG of event e cannot be decreased if there are other events (with or without bounded delays) enabled simultaneously in state s. Moreover, even if there are other events that can be enabled in a state within the enabled DAG of event e, this depth is not decreased. In contrast, the enabled DAGs of these events combined with the enabled DAG of event e may form a larger DAG that contain more states.
As a result, there can be many DAG-like structures in the state space, which often leads to the existence of a small FVS.
The second sub-reason is that the components of asynchronous systems often become active in a sequential fashion, which implies there are few and long cycles in the state space. Examples are the di erential equation solver 49], pausible clock interface circuits 50]. Somewhat di erent examples are heavily loaded micropipelines where stages are busy on processing data most of the time. However, even for such micropipelines, there always exists a FVS which contains at most half of the states in the state space. In fact, there exists a FVS with decreasing size as the input load gets reduced. We will discuss all these examples in more detail in Section VIII.
The existence of small FVSs of asynchronous systems that have mostly bounded delays serves as a key motivation of this work. It is this fact that we exploit to speedup the Markovian analysis of such systems. It is an open question whether models in other applications will have a small FVS. We argued above that models with many discretized bounded delays or xed delays will have a small fraction of self-loop states. In addition, the upper bounds of these delays impact the size of the DAG-like structures. On top of these two characteristics, the size of the FVS also depends on how the system components communicate. Consequently, the impact of this work on other application areas that use Markovian analysis is a subject of future work.
IV. Stationary Analysis: the Power Method
In this section, we review a traditional iterative method, the Power method (see e.g., 14]), to obtain the stationary distribution of a large irreducible Markov chain. We will use this method to solve a reduced Markov chain in Section V.
The Power method is one among many well known methods to compute an eigenvector of a square matrix corresponding to the dominant (largest in magnitude) eigenvalue of the matrix.
Let us rst recall some terms in basic matrix algebra. Let A be a square matrix, a number (possibly complex) is an eigenvalue of A if there exists a non-zero vector such that A = . Thus, is a (left-hand) eigenvector of A corresponding to eigenvalue . In general, A has N eigenvalues (not necessarily distinct) denoted by 1 ; 2 ; ; N if N is the number of its columns (or rows). Eigenvalue is mmultiple if A has m > 0 eigenvalues equal to . In the case where m = 1, is a distinct eigenvalue of A and is also called simple.
Suppose eigenvalues of A satisfy the following condition: j 1 j > j m+1 j j N j and 1 = = m :
That is, A has a unique dominant eigenvalue which is mmultiple. Then, the Power method can be used to compute an eigenvector corresponding to the dominant eigenvalue 1 according to the following iterative procedure:
x (n+1) = x (n) A (n = 0; 1; ) where x (0) is an arbitrary non-zero vector. The sequence f x (n) n 1 : n = 0; 1; g converges to a desired eigenvector denoted by x. The convergence is geometric in the sense that the norm 1 distance between x (n) and x is bounded from above by some geometrically decreasing quantity, i.e., k x (n+1) n ? xk Ce ? n where C; are positive constants. The convergence rate, e ? , is generally determined by the ratio j m+1 For an irreducible aperiodic Markov chain M = (S; P), the transition matrix P has a simple dominant eigenvalue which is 1. That is, eigenvalues of P satis es: 1 = 1 > j 2 j j jSj j 29] . From (1), we see the stationary distribution of M is an eigenvector of P which corresponds to the simple dominant eigenvalue 1. Thus, can be iteratively computed using the Power method as follows: (n+1) = (n) P; n = 0; 1; (2) where (0) is an initial distribution. The convergence is geometric with rate determined by the ratio j 2 1 j = j 2 j.
If there are no rounding errors, this iteration process needs no normalization in principle since 1 = 1. However, due to nite machine precision, normalization is still necessary after a large number of iterations, e.g., 1,000 iterations, to ensure that any unexpected drift will be scaled away.
B. The Periodic Case
If the irreducible Markov chain M has a period d > 1, the transition matrix P has not only eigenvalue 1 but also other eigenvalues which lie on the unit circle. Thus, the former is no longer the unique dominant eigenvalue. Therefore, the simple Power method cannot be used to compute although is still an eigenvector of P corresponding to eigenvalue 1 according to (1) . In fact, the sequence f (n) : n 0g obtained from the iteration described by (2) oscillates.
However, the sequence f (nd+r) : n 0g converges for a xed r 2 f0; 1; ; d ? 1g 51] . Denoting (r) = On the other hand, it is known that the stationary distribution = lim n 1 1 n P n k=0
f (n) : n 0g be the sequence generated by taking the average of subsequences of f (n) : n 0g, i.e.,
where (0) is an arbitrary distribution, and (k+1) = (k) P. Then, this sequence converges to . Moreover, the convergence is geometric with at least the same rate as that of the sequence f (nd+r) : n 0g for each xed r 2 f0; 1; ; d ? 1g.
Equation (3) describes the iterative procedure of the Power method that we use when chain M is periodic. Notice that each iteration involves d vector-matrix multiplications and that, by setting d = 1, the procedure reduces to the simple Power method used in the aperiodic case. The period of M can be found using a symbolic version of the simple algorithm described in 51] which is very e cient in practice.
V. State-Compression-Based Analysis
In this section, we develop the mathematical framework needed to reduce the stationary analysis of a Markov chain to that of a new Markov chain having a FVS of the original chain as its state space. The framework has three steps. The rst step, called state compression, de nes the reduced Markov chain over the FVS. The second step obtains the stationary distribution of the reduced Markov chain using the traditional power method. The third step, called expansion, relates the stationary distribution of the reduced Markov chain to that of the original Markov chain.
Speci cally, let M = (S; P) be an irreducible Markov chain with a large state space S. In the state compression step, we restrict M to an arbitrary subset of states S 0 (S 0 S), and de ne a new Markov chain M 0 = (S 0 ; P 0 ). We carefully construct the transition matrix P 0 for M 0 so that there is a simple relationship between the stationary distribution 0 of M 0 and that of M, say . As a result, once we compute 0 , can be easily computed from 0 using a simple vector and matrix multiplication, which makes the expansion step particularly easy. The stationary distribution 0 of M 0 can be computed using the Power method much more e ciently than of M since M 0 usually has a much smaller state space. The computational di culty lies in the construction of transition matrix P 0 of M 0 which normally involves a matrix inversion. To avoid this matrix inversion, we show that if we choose S 0 to be a FVS of S, P 0 can be obtained without matrix inversion, thereby motivating our approach.
The following three subsections describe the mathematics behind each of these three steps in order. Symbolic algorithms for their implementation are described in Sections VI and VII.
A. State Compression
The rst part of this section describes the construction of a new Markov chain M 0 with a smaller state space S 0 whose stationary distribution has an important but simple relationship to part of the stationary distribution of M.
A.1 Constructing A New Markov Chain
We start by constructing a new random process X from the original Markov chain M such that X has a smaller state space S 0 S. Then, we show that X is a timehomogeneous irreducible Markov chain whose stationary distribution (which we denote by 0 ) has a simple relationship to the stationary distribution of M.
Suppose M has N states represented by S = f1; 2; ; Ng, and that X has N 0 < N states. Without loss of generality, let us assume that X has the rst N 0 states of M so that S 0 = f1; 2; ; N 0 g. We denote by S 0 the remaining states in S, i.e., S 0 = fN 0 +1; N 0 +2; ; Ng. The partitioning of S into S 0 and S 0 implies a decomposition of into two sub-vectors: = ( S 0 ; S 0 ): The relationship between and 0 we desire is that S 0 = 0 where is a constant (called the scaling factor). To further illustrate this desired relationship, let us consider a small Markov chain example. Its transition matrix P is given in Fig. 4(b) and is depicted as a state transition graph (STG) in Fig. 4(a) where vertices denote the states and labels on edges denote the transition probabilities. Suppose the new Markov chain contains the rst two states, i.e., S 0 = f1; 2g, then our goal is to construct the new Markov chain for which ( 1 ; 2 ) = 0 = ( 0 1 ; 0 2 ) where is a constant.
To construct the new Markov chain with the desired scaling property, one possible way is to construct a random process X that keeps track of all the time instances when M is in a state of S 0 and skips all other time instances when M is in a state of S 0 . As a result, the states of S 0 keep the same relative occurrence frequency in process X as they have in M. This idea may be best described by a small example.
Example (De ning a new random process) Recall that a sample path of a random process is a sequence of states generated by a particular run of it. Let M = fM n : n 0g be the 3-state Markov chain shown in Fig. 4 . Let the new random process X = fX n : n 0g have a state space S 0 = f1; 2g. Suppose a sample path of M is: M n : 1 2 3 3 2 3 1 2 time n : 0 1 2 3 4 5 6 7 For the new random process X, its corresponding sample path is: X n : 1 2 2 1 2 time n : 0 1 2 3 4 Note that starting from 0, time for process X advances by one only when M is in a state of S 0 at the next time instant. Or equivalently, time for process X stops when M is not in any state of S 0 .
Formally, let us de ne the new random process X as follows: X = fX n = M (n) : n 0g To be consistent, let us denote this new Markov chain by M 0 instead of X. Since M 0 is irreducible, it must have a unique stationary distribution. Let this stationary distribution be denoted by 0 .
Corollary 1: S 0 = 0 , where is a positive constant. Corollary 1 shows that the expansion for S 0 from 0 can be done by a simple scaling as desired. Later in this section, we will show how to determine .
In order to compute 0 , one needs the transition matrix P 0 of M 0 which can be determined by the sub-matrices of P. Note that the partitioning of S into S 0 and S 0 implies a decomposition of P into four sub-matrices: P = P S 0 P S 0 S 0 P S 0 S 0 P S 0 Sub-matrix P S 0 describes the 1-step transition probabilities between any two states in subset S 0 . Sub-matrix P S 0 S 0 describes the 1-step transition probabilities from a state in S 0 to a state in S 0 . The other two sub-matrices can be interpreted similarly.
Example (Decomposition of P) Consider again the Markov chain shown in Fig. 4 . Let us assume again that S 0 contains the rst two states of S, i.e., S 0 = f1; 2g, and S 0 = f3g. Then, we have the following decomposition of We may draw the STG for M 0 as shown in Fig. 5(a) . Moreover, we can use any direct method (or the Power method) to obtain 0 = ( A.2 Finding A Proper S 0 We have shown that given a time-homogeneous irreducible Markov chain M = (S; P), it is possible to create a new Markov chain M 0 = (S 0 ; P 0 ) with a smaller state space S 0 S such that S 0 can be easily expanded from 0 .
However, when determining the transition matrix for M 0 using Theorem 2, a matrix inversion, i.e, (I ? P S 0 ) ?1 , has to be performed. This is not desired because the size of S 0 can be very large, close to the size of S if the new Markov chain has much fewer states than M so that this inversion may take intolerably long to compute and form a new bottleneck. The remainder of this subsection shows how we may avoid this problem by choosing a proper state space S 0 for the new Markov chain. First, let us note that in the proof of Theorem 2 (cf. Appendix) we have shown lim k!1 P k S 0 = 0. This implies that matrix I ?P S 0 is invertible and can be determined as:
(I ? P S 0 ) ?1 = I + P S 0 + P 2 S 0 + (6) Let us call this quantity the probabilistic re ective transitive closure of P S 0 and denote it by P S 0 .
If the term P k S 0 = 0 for all k K where K is some constant, the inversion of I ? P S 0 may be replaced by a nite number of matrix multiplications and summations, i.e., (I ? P S 0 ) ?1 = I + P S 0 + P 2 S 0 + + P K?1 S 0 (7) However, this is not generally true. In particular, if there is a cycle in S 0 (recall a cycle is a path with its tail and head states being identical), then there is a path of in nite length in S 0 because a cycle can be traversed in nitely many times. This means that the term P k S 0 will never be zero for a nite k.
In fact, if S 0 is chosen in such away that there is no cycle in S 0 , then, (P S 0 ) k = 0 for all k K where K is the length of the longest path in S 0 . Consequently, the inversion of I ? P S 0 can be determined by (7) without an error. This is a key observation of this paper. Moreover, matrix P S 0 is typically sparse so that the multiplications and summations involved in (7) are usually computationally cheap.
Ensuring there is no cycle in subset S 0 is equivalent to nding a subset of S such that every simple cycle in S contains at least one state in S 0 . The latter is the well known feedback vertex set (FVS) problem of a graph where a FVS is a subset of vertices of the graph and by removing all the edges connected with the vertices in this subset, the graph becomes acyclic. Generally, we would like S 0 to be as small as possible. However, there are several reasons which suggest against searching for the minimum FVS to be S 0 . First, nding the minimum FVS is NP-complete 22] . Secondly, as we will further explain, there is a trade-o associated with the total analysis time between the sizes of S 0 and S 0 . Thus, we propose simple heuristics to e ciently nd a good FVS to be S 0 in Section VI.
B. Computing 0
Once the compressed Markov chain M 0 is constructed, we use the Power method to compute its stationary distribution 0 as described in Sections IV-A and IV-B.
It is generally very hard to give a good initial guess. The simplest way to build an initial guess is to concentrate all probability to a particular state and set all other states to 0 probability. Alternatively, one may make all states equally probable. Our experiments show that there exist cases where either of them can be better than the other. In our implementation, we set the initial guess to be equiprobable by default. In this case, we set 0(0) to be an all-one vector, i.e., 0(0) = (1; 1; ; 1) rather than f 1 jS 0 j ; 1 jS 0 j ; ; 1 jS 0 j g where jS 0 j denotes the size of S 0 and normalize when necessary.
Recall that the convergence rate depends on the distribution of the eigenvalues of the d-th power of the transition matrix P if the Markov chain has a period d 1. Generally, it is the magnitude of the subdominant eigenvalue d+1 of matrix P d that determines the convergence rate. The smaller this magnitude, the higher the convergence rate. To see how state compression might change the magnitude of the subdominant eigenvalue, let us assume the Markov chain is aperiodic, i.e., d = 1.
It is possible that state compression can increase the magnitude of the second largest eigenvalue, but our experiments on many real examples suggest this rarely happens. One possible explanation to this may be stated as follows. Any given Markov chain M = (S; P) may be considered as a random sample drawn from the family of all possible Markov chains with the same state space as that of M. Consequently, one may assume the eigenvalues of P are uniformly distributed in the interval 0; 1] except the dominant eigenvalue 1. We may further assume that the eigenvalues of P 0 (i.e., the transition matrix after state compression) are also uniformly distributed in the interval 0; 1]. Then, we deduce the probability that j 0 2 j > j 2 j to be very small when jS 0 j is signi cantly smaller than jSj. A similar argument holds for the case where the Markov chain is periodic.
C. Expanding 0 to
The last step in the analysis is to expand the stationary distribution 0 of M 0 to of M. We know from Corollary 1 how 0 relates to S 0 . The following theorem further relates 0 to S 0 . Theorem 3: If and 0 are the stationary distributions of M and M 0 , respectively, then S 0 = 0 P S 0 S 0 P S 0 (8) Moreover, the normalization factor is the same as in Corollary 1 and is determined as:
where 1 T is a properly sized all-one column vector.
Theorem 3 combined with Corollary 1 enables us to expand the stationary distribution of M 0 to that of M. Recall that P S 0 in (8) is the re ective transitive closure of P S 0 (de ned by (6)) Following (9), we compute = (1 + 2a + b) ?1 . In fact, the value for is typically not important. What is important is the relative values computed for all the states in S by the expansion step. These relative values represent the relative frequencies of the corresponding states to be visited by the original Markov chain M in the long run which is generally su cient for further analysis of performance metrics (as well as power estimation 15]).
VI. Heuristics for State Compression
In this section, we describe our simple heuristic symbolic algorithms to e ciently nd a good FVS. Issues related to implementation of all three steps of our state-compressionbased analysis will be discussed in Section VII As before, let M be an irreducible Markov chain with a state space S and a transition matrix P. We need following de nitions to describe our heuristics.
De nition 1: Given two states i; j 2 S for which P ij > 0, we say state j is a next state of state i, and state i is a previous state of state j. Note that a non-decision state can reach other states only through its sole next state. Similarly, a non-merging state can be reached only through its sole previous state.
De nition 3: A forward-string is a sample path which contains only non-decision states except possibly for its tail state. A reverse-string is a sample path which contains only non-merging states except possibly for its head state. A maximal forward-string is one which is not contained in any other forward-string. A maximal reverse-string is de ned similarly.
Note that a forward-string is maximal i it starts with a next state of some decision state and ends with a decision state. Similarly, a reverse-string is maximal i it starts with a merging state and ends with a previous state of a merging state.
Example (Forward-strings and reverse-strings) Suppose the STG of some Markov chain is as shown in Fig. 6 . By de nition, every single state is both a forward-string and a reverse-string. We can list several forward-strings of length more than 1. Examples are (2; 3), (2; 3; 4) and (6; 4). The latter two are also maximal. Example reverse-strings are (4; 1; 2), (4; 1; 2; 3), and (5; 6). The latter two are also maximal.
Finally, we de ne a loop to be a simple cycle that is both a forward-string and a reverse-string.
Our rst heuristic algorithm for state compression is based the forward-string concept whereas the second heuristic algorithm combines both forward-and reversestring concepts. (5) and (7);
return String Compress(S 0 ; P 0 ; D); end maximal forward-string has a length no more than jSj. Lemma 2: Suppose is a forward-string containing a state s. For every FVS S 1 that contains s, there is another FVS S 2 containing the same states as S 1 with s replaced by the tail of , i.e, S 2 = (S 1 ? fsg) ftail of g. Lemmas 1 and 2 e ectively state that if S has maximal forward-strings, the tails of all maximal forward-strings form a FVS of S. In fact, we have the following theorem.
Theorem 4: If S has decision states, there is a FVS containing only decision states. Otherwise, S contains a single loop and any single state forms a FVS.
Our rst heuristic for state compression is thus to search for all the decision states of S. If there is no decision state, any single state of S forms a FVS which is the minimum. Otherwise, we select all the decision states as a FVS. The heuristics can be applied iteratively. That is, each time the heuristic is applied, a new Markov chain is created. Since a decision state in the original Markov chain may become a non-decision state in the new Markov chain, the heuristic may be applied again to get an even smaller Markov chain. This process continues until the heuristic fails to compress the Markov chain any further. Fig. 7 illustrates this idea. The corresponding algorithm is shown in Fig. 8 .
B. Further Compression Based on Reverse-Strings
It is not di cult to see that the compressed Markov chain returned from Algorithm 1 does not contain any forward-string of length more than 1. In other words, our forward-string-based heuristics compresses forward-strings down to their tail states. This same idea can be applied to the reverse-strings. That is, we may compress all reversestrings up to their head states. These two compression ideas can be combined.
To avoid the con ict of the two compression strategies on a forward-string that is also a reverse-string, we do not applied them concurrently but rather sequentially. Fig. 9 shows the algorithm that adopts both forward-string-based and reverse-string-based compressions.
The compressed Markov chain returned by Algorithm 2 will be no larger than that returned by Algorithm 1. One fact worth noticing, however, is that during each iteration, states in S 0 , i.e., those not in the compressed Markov chain M 0 , are all non-decision states with respect to the current Markov chain. This means that the sub-matrix, P S 0 , contains only 0's and 1's and hence is a Boolean matrix. This will speed up the computation of P S 0 when implemented using symbolic techniques (as will be explained in the following section). Thus, in some cases Algorithm 1 can result in less overall CPU time than Algorithm 2 even though it involves analyzing a larger Markov chain.
VII. Implementation
We embedded our state-compression-based algorithm (as discussed in the previous sections) in a modi ed version of the symbolic performance analysis tool described in 6]. The method serves as an alternative for the computation of stationary distributions of Markov chain models in contrast to the standard Power method previously adopted by the tool. In particular, we give some implementation details for each of the three steps of our approach as follows.
First, the tool has been recently extended to handle any kind of nite state Markov chain via an e cient symbolic reducibility check 30]. Speci cally, all transient states (if any) are symbolically identi ed and excluded from further analysis. If there are multiple recurrence classes, the tool also performs a transient analysis to compute for each of them the limiting probability with which it is hit from the initial distribution. Therefore, the computation of stationary distribution is e ectively performed for individual recurrence classes.
Second, we note some technical details related to improving the speed of the state compression step. Rather than computing the probabilistic transition matrix of a new Markov chain during each iteration of state compression, we compute its Boolean transition matrix which is su cient for further compression in the sense that it is guaranteed to nd the same FVS. Only after obtaining the nal FVS S 0 , i.e., the smallest FVS that string-based compression can get, the probabilistic transition matrix P 0 of the nal compressed Markov chain M 0 is computed according to (5) and (7) . In addition, when computing P 0 , we do not compute the re ective probabilistic transitive closure P 0 S 0 independently. Instead, we rst left multiply P S 0 by the quantity P S 0 S 0 and then iteratively compute P 0 S 0 . This is because the FVS S 0 is typically much smaller than the remaining state space S 0 so that the above treatment saves signi cant computation time.
As a third point, the convergence is checked after each iteration for both the standard Power method and our state-compression-based method. If the Markov chain under consideration is aperiodic, then the iterative procedure terminates after iteration n if k (n) ? (n?1) k ; where (i) is the probability vector after the i-th iteration and is a user de ned constant. That is, the norm 1 distance between the probability vectors resulting from two consecutive iterations is checked. It can be shown that this distance decreases not only monotonically but also geometrically. In case the Markov chain is periodic with period d, a criterion similar to that in the aperiodic case is:
where (n) is the average of subsequence of f (i) : i 0g of length d as de ned by (3) .
There are other convergence criteria recommended in the literature. For instance, one might take the relative supremum norm 14] as an alternative,
This criterion is generally stronger than the one based on the norm 1 distance that we adopted. Nevertheless, choosing the convergence criterion is rather arbitrary and should depend on the particular application one has 52]. In fact, it can be shown that for any nite state Markov chain, the above relative supremum norm and the norm 1 measures are both geometric and have the same convergence rate 53]. The di erence is a constant factor. This is true for all other usually referenced norms as well. In our applications which target the average metrics of performance or power, we observe that the criterion based on the norm 1 measure is su cient. Finally, the expansion step symbolically implements the two equations given in Corollary 1 and Theorem 3. This step is usually computationally cheap since it involves only two vector and matrix multiplication as suggested by (8) .
Recall that the quantity P S 0 S 0 P S 0 in (8) has been computed during state compression. The constant in (8) , as pointed out earlier, does not need to be computed for our performance analysis purpose.
VIII. Experimental Results
We evaluated our state-compression-based algorithm on a number of Markov chains models of asynchronous systems derived using the abstraction and time-discretization techniques described in Section III.
A. The FIFO We rst consider a FIFO with 6 stages and trivial environments as shown in Fig. 10 . All stages are assumed to be identical. The C-element has unit delay. The delay line in each stage has an interval delay distributed as (1 0 0:1; 2 0 0:1; 3 0 0:8). That is, with probability 0.1, 0.1 and 0.8, it has a delay of 1 , 2 and 3 units, respectively. The environment at the right side (RSE hereafter) acknowledges incoming requests with a xed delay of 2 units. The environment at left side (LSE hereafter) sends requests with a xed delay of 1 units upon acknowledged. We vary the delay of the LSE (which is xed) from 1 unit to 10 units, which e ectively gives us 10 di erent experiments.
In each experiment, we specify the model in SMV format 12]. Initially, all the request signals r 0 through r 6 and all the acknowledgment signals a 0 through a 6 are reset (i.e., set to 0). Referring to Fig. 10 , each stage consists of a C-element and a delay line. Fig. 11(a) shows the STG of the C-element of the rst stage. The STG speci cation of the delay line is similar to the one shown in Fig. 3 . The STG of the rst stage (shown in Fig. 11(b) ) is simply the composition of the STG of the C-element and that of the delay line. STGs of other stages are composed similarly. Finally, the STG of the entire model is the composition of all the stage STGs and the STGs of the two environments which are very similar to the stage STGs except the Celements are replaced by an inverter (for the LSE) or a bu er (for the RSE).
If we think of an empty stage (free of data) as a bubble, the average number of bubbles at any time instance increases with an increase in the LSE delay. This suggests that as the LSE gets slower, fewer stages change their (local) states concurrently, which implies a sparser state space with a smaller feedback set. In the extreme case (not shown), when the LSE is very slow, only one FIFO stage contains data. In this case, the shortest cycle in the state space corresponds to a datum traveling through the entire FIFO in which each FIFO stage has its shortest delay. Indeed, in Fig. 12 we see a trend of increasing state compression ratio as the delay of the LSE increases.
We note, however, that the state compression ratio in all 10 experiments is relatively small. Intuitively, this may be because the circuit structure has a high density of cycles, which seems to correlate with the presence of numerous cycles in the state space. Fig. 12 also plots the speedup in stationary analysis using our state-compression-based method over the standard Power method. The CPU time reduction ratio closely tracks with the state compression ratio when the LSE has a relatively large delay (over 4 units). When the LSE is relatively fast (with a delay less than 4 units), the CPU time reduction ratio tracks more closely with the number of iterations needed for convergence. Another interesting fact is the ratio between the sizes of the representations of the transition matrices P and P 0 . In our tool, these matrices are represented implicitly using arithmetic decision diagrams (ADDs) whose size is quanti ed using the number of nodes in the diagrams 54]. Clearly, the ADD of P 0 is signi cantly more complex than the ADD of P. However, we see that the larger size of P 0 does not prevent the state-compression-based method from achieving a signi cant reduction in overall CPU time. On the whole, we observe a speedup of close to or over a factor of 2 for all ten models. The model with the LSE set to 4 units requires the longest CPU time to solve (slightly over 15 minutes on a Sparc 20 with 256M of memory). In all cases, the time for state compression and expansion are negligible. As mentioned earlier, after our tool computes the stationary distribution of the Markov chain, it can quickly calculate the average time separation between pairs of userspeci ed events 6]. For example, we may compute the average cycle time for the FIFO by calculating the average time separation between two consecutive requests issued by the LSE to the rst stage. In addition, we may compute the average response time for the FIFO by calculating the average time separation between a request from the LSE to the rst stage to the corresponding acknowledgment from the rst stage back to the LSE. Both of these values are important performance measures in micropipeline design. Fig. 13 plots the computed average cycle time and average response time of the FIFO described in this section as a function of the LSE delay.
B. The Di erential Equation Solver
The second example which has been analyzed for performance metrics in 6] is the behavioral model of the di erential equation (DIFFEQ) solver 49]. As in 6], we consider its estimated and back-annotated versions. The latter has more accurate speci cations that account for some wire delays. Table I gives the numbers of their reachable states, recurrent states and states after compression. Both versions of the DIFFEQ model achieves much higher state compression ratio than the FIFOs. This is largely because the modules in the DIFFEQs are loosely coupled and rather sequential. Due to the state compression, the number of power iterations to convergence is dramatically reduced (cf. Table II ). The curves in Fig. 14 Table III lists the CPU times required. The statecompression-based method achieves over one order of magnitude in the overall CPU time reduction. Compared with the FIFO models, the DIFFEQ models require a larger portion of the CPU time for state compression mainly because their structures allow for more state compression than for the FIFO models. We conjecture that the higher state compression ratio can be attributed to the fact that the circuit structure of the DIFFEQ solver has fewer and larger cycles than that of the FIFO. Fig. 15 shows two asynchronous modules (the senders) communicating with a synchronous module (the receiver) through a variation of a pausible clocking interface (PCI) 50] which is built inside the receiver and guarantees failurefree synchronization.
When there is no request from either of the senders, the receiver is freely clocked by the ring oscillator (formed by an inverter, two mutual exclusion elements labeled as MEs, and an AND gate). It continues to run freely after receiving requests from the senders if there is a clear di erence between the arrival times of the requests and that of the clock edge. However, if this time di erence is signi cantly small so that synchronization failure may occur, either the clock is paused by stretching its falling edge or the corresponding AFSM delays its request out (a transition of signal R x ). This is done so by the corresponding ME element. The AND gate ensures that the next clock edge is delayed until all possible synchronization failures have been resolved.
We make the following timing assumptions on the model. The AND gate and the inverter have delays of 4 units and 3 units, respectively. The two senders are identical. They have a geometrically distributed delay with a parameter of 0.9. That is, the probability of a request occurring n 1 time units after an acknowledgment is 0:1 n?1 0:9. Similarly, the delay at the receiver side is also geometrically distributed with a parameter of 0.9. The two MEs have a unit delay and are assumed to be fair with simultaneously arriving requests. Table I gives the sizes of the reachable state space, the recurrent state set and the state space after compression. The model achieves a state compression ratio close to 6. A closer study of the PCI behavior suggests that any cycle in its state space represents at least one complete clock cycle as generated by the ring oscillator, a possible explanation for why the PCI model has a high state compression ratio.
We compare the overall CPU times required to compute the stationary distribution by the standard Power method and our method. The standard Power method fails to reach the convergence after 12 hours of CPU time whereas our method converges within 3 minutes yielding a speedup of over two orders of magnitude. In particular, we see that in our state-compression-based method, time spent in expansion is again negligible, but the time spent in state com- pression takes over half of the total CPU time as in the back-annotated version of the DIFFEQ model.
D. Synchronized Processes
Our last example is a set of concurrently running processes synchronized at some special points. Fig. 16 shows a simple con guration of n + 1 (n > 1) processes from p 1 to p n+1 each depicted by an inverter. All processes except p n+1 start running simultaneously. Process p n+1 starts running only after processes p 1 through p m (0 < m n) all complete and are synchronized at the C-element C 1 . The C-element C 2 waits until processes p m+1 through p n+1 terminate, and then triggers processes p 1 through p n , making the entire procedure repeat.
Let us assume all processes take some independent identically distributed random processing times as follows: with probability 0.1, a process takes a delay of 1 unit, with probability 0.4, a delay of 2 units, with probability 0.4, a delay of 3 units, and with probability 0.1, a delay of 4 units. Further, both C-elements take a xed delay of 1 unit.
It might be useful to know performance metrics such as the average cycle time of the entire procedure (average time separation of any two consecutive output transitions of the element C 2 ), or the average waiting (idle) time for each of the processes. One might then perform a Markovian analysis in order to obtain these measures 6].
The state space of this simple con guration, unfortunately, increases roughly by a factor of 4 with each added process. Taking n = 24 processes, we face a state space of over 10 15 states, excluding the possibility to use any explicit approaches on currently available machines. However, due to the symmetry involved in the con guration, we can apply the symbolic technique 6] to the standard Power method to obtain the stationary distribution with a memory usage less than 30 Mega-bytes. Unfortunately, it takes more than 14 hours to complete on a Sparc20 assuming the Power method starts with the initial distribution where each state is equiprobable.
By the technique proposed in this paper, one compresses the state space down to a single state for every possible con guration in Fig. 16 (i.e., for every possible value of m). In fact, that single state is always one of the two global synchronization states where all processes are idle and element C 2 is about to make a transition. It is worth noticing from this simple example that high concurrency does not usually limit the state compression ratio, nor does generally the synchronization (e.g., at element C 1 ). Rather, the main reason for us to achieve high state compression ratio is that there is only one feedback signal (i.e., the output of element C 2 ), which implies the system has a small feedback vertex set in its state space.
The Power method on the compressed chain converges immediately. It turns out that the compression step takes most of the run times. For n = 24, it takes slightly over 20 minutes at most when m = 1, and less than 10 minutes when m = 24. The time for expansion is negligible. Thus, one achieves a reduction of over a factor of 40 in CPU time. Fig. 17(a) shows that the overall run time is a small polynomial function of the system size while the number of states grows exponentially. ing times are also the same which is 2.5 units less than the average cycle time for a xed m.
The above experiments also show that when the system model achieves a high state compression ratio (e.g., the models of the DIFFEQ, the PCI and the synchronous processes), the Power iteration is no longer the bottleneck in terms of CPU time using state-compression-basis analysis.
IX. Conclusion and Future Work
Markov chain models currently formalized from specications of asynchronous systems require intensive CPU time to nd their stationary distributions. We propose to speedup this analysis by mapping the original Markov chain to a new Markov chain that has a smaller state space by compressing the original state space followed by a post-processing step called expansion. We further propose taking a FVS to be the state space of the compressed Markov chain to reduce the amount of computation associated with state compression. Simple string-based heuristics have been given to nd a proper FVS. We experimentally show that many asynchronous systems possess a FVS that occupies a small portion of their reachable state spaces. As a consequence, our method dramatically reduces the CPU time required, which e ectively prevents the Markovian analysis from being the bottleneck of performance and power analysis in many cases.
The application of our technique may extend beyond the analysis of asynchronous systems. We have argued that analyzing the time behavior of systems with mostly bounded delays will require a time discretization-based modeling approach that typically leads to a Markov chain with a small fraction of states with self-loops. Depending on the interactivity of system components, this may mean that the derived Markov chain will have a small FVS, and thereby bene t from our approach. This suggests that our approach may have applicability in analysis of other types of systems modeled by discrete time stochastic Petri nets and generalized timed Petri nets with some xed-ring-time transitions.
Studying more powerful mappings might be interesting future work. For instance, new state compression heuristics may be helpful to further accelerate the analysis by obtaining higher state compression ratio in system models such as FIFOs.
Nevertheless, since the size of the state space generally grows exponentially as the system increases linearly, any approach that constructs and then analyzes the at (entire) underlying Markov chain is unlikely to have solved all the problems. Thus, it may also be interesting future work to construct a small Markov chain that is su cient for targeted performance and/or power analysis without performing a complete reachability analysis. For instance, it may be possible to leverage o some recent work in partialorder-based formal veri cation (e.g. The proof of Theorem 2 relies on following lemma.
Lemma 3: Let M = (S; P) be a time-homogeneous irreducible Markov chain. Let S 0 be a non-empty proper subset of S, and i and j be two arbitrary states of S 0 . Given that M is currently in state i, the probability that it will stay in S 0 and after k(k 0) time steps it is in state j is:
Pr(M k = j 2 S 0 ; and if k > 1;
(M k?1 ; ; M 1 ) 2 S 0 j M 0 = i 2 S 0 ) = (P k S 0 ) ij :
Moreover, this probability converges to 0 as k ! 1. Further, to assume lim k!1 (P k S 0 ) ij > 0 contradicts the fact that M is irreducible since it would then be possible for state i not to communicate with any state in the non-empty subset S 0 . This completes the proof. Proof: Partitioning into ( S 0 ; S 0 ) and P into P S 0 P S 0 S 0 P S 0 S 0 P S 0 , we have S 0 = S 0 P S 0 + S 0 P S 0 S 0 from the fact that = P. That is to say, S 0 (I ? P S 0 ) = S 0 P S 0 S 0 : But (I ? P S 0 ) is invertible and it equals P S 0 , the re ective transitive closure of P S 0 , we get S 0 = S 0 P S 0 S 0 P S 0 = 0 P S 0 S 0 P S 0
The second half of the above equation is due to Corollary 1. The proof concludes with the fact that the requirement 1 T = 1 is satis ed i is as de ned.
Lemma 1: An irreducible Markov chain M = (S; P) has a maximal forward-string i it has decision states. If so, a maximal forward-string has a length no more than jSj.
Proof: If is a maximal forward-string of M, M has at least one decision state which is the tail of .
Next, the length of must be bounded by jSj because otherwise there is a state that appears multiple times on such that contains a loop. Since that loop may be traversed arbitrary many times, can not be a maximal forward-string, contradicting the assumption. Conversely, if s is a decision state of M, and M has no maximal forward-string, then every forward-string has in nite length. That is to say, every forward-string must not contain state s more than once because otherwise it would have nite length. That means either s will not ever be visited or s will be visited only nite number of times, contradicting the assumption that M is irreducible. This completes the proof. Lemma 2: Suppose is a forward-string containing a state s. For every FVS S 1 that contains s, there is another FVS S 2 containing the same states as S 1 with s replaced by the tail of , i.e, S 2 = (S 1 ? fsg) ftail of g.
Proof: Every cycle of S containing s also contains the tail of . Theorem 4: If S has decision states, there is a FVS containing only decision states. Otherwise, S contains a single loop and any single state forms a FVS.
Proof: If S has no decision states, the result is trivial. Suppose S has decision states. Suppose further a FVS of S has a non-decision state s. By Lemma 1, all maximal forward-strings in S (including those containing s) have a bounded length with a decision tail state. The proof concludes with Lemma 2.
