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Abstract
Spectrally Modulated, Spectrally Encoded (SMSE) waveforms have demon-
strated considerable practical utility and remain viable alternatives for implementing
Cognitive Radio (CR) techniques in Software Deﬁned Radio (SDR) applications. A
key beneﬁt of CR-based SDR platforms is their potential for alleviating spectrum
scarcity by eﬃciently exploiting temporal-spectral regions that are under-utilized.
When operating under limited bandwidth constraints and amid dissimilarly struc-
tured coexisting signals, CR-based SDR signals can be designed such that they
“peacefully” coexist while maintaining “manageable” levels of mutual interference
in other systems. In this research, the goal is to expand applicability of the SMSE
framework by developing a waveform optimization process that enables intelligent
waveform design. The resultant waveforms are capable of adapting to a spectrally
diverse transmission channel while meeting coexistent constraints.
SMSE waveform design is investigated with respect to two diﬀerent forms of
coexisting signal constraints, including those based on resultant interference levels
and those based on resultant power spectrum shape. As is demonstrated, the SMSE
framework is well-suited for waveform optimization given its ability to allow indepen-
dent design of spectral parameters. This utility is greatly enhanced when soft decision
selection and dynamic assignment of SMSE design parameters are incorporated. Re-
sults show that by exploiting statistical knowledge of primary user (PU) spectral
and temporal behavior, the inherent ﬂexibility of the SMSE framework is eﬀectively
leveraged such that SMSE throughput (Bits/Sec) is maximized while limiting mu-
tual coexistent interference to manageable levels. This process is accomplished using
independent selection of subcarrier modulation order and power allocation. Addi-
tional gains are achieved by accounting for the temporal behavior of coexistent sig-
nals, thereby allowing the SMSE system to statistically predict optimal waveform
iv
designs. Results demonstrate an approximate 20% increase in throughput is achieved
by employing a Reactive Spectrally-Temporally adapted waveform design relative to
a Spectrally-Only adapted design, with an additional 10% increase in throughput
realized using a Predictive Spectrally-Temporally adapted design.
SMSE system capability is extended further using uniform spectral partitioning
with carrier-interferometry (CI) coding to increase SMSE waveform agility. By adap-
tively varying the modulation order and optimally allocating power within each spec-
tral partition, inherent SMSE ﬂexibility is more fully exploited and SMSE throughput
substantially increases in the presence of spectral mask constraints. Results demon-
strate up to a 36% increase in throughput is achieved by employing spectral parti-
tioning, with up to 110% improvement achieved by employing spectral partitioning
in conjunction with a Predictive Spectrally-Temporally adapted waveform design.
v
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Spectrally-Temporally Adapted
Spectrally Modulated Spectrally Encoded (SMSE)
Waveform Design for Coexistent
CR-Based SDR Applications
I. Introduction
This chapter introduces the dissertation research and its documentation. The
operational motivation for conducting the research is provided in Section 1.1, followed
by the technical motivation in Section 1.2. Key technical contributions of this research
are outlined in Section 1.3. Finally, a dissertation overview is provided in Section 1.4.
1.1 Operational Motivation
Within the ﬁeld of communications, there exists an ever growing demand for
greater system performance amidst an apparent shortage of available spectrum. Stated
more accurately, the spectrum remains largely under-utilized with some suggesting
that 70% to 95% is ineﬃciently utilized at any point in time [1, 17, 43]. As such, re-
search emphasis throughout the communications community remains predominantly
focused on using existing resources more eﬃciently rather than demanding more.
Both Cognitive Radio (CR) and Software Deﬁned Radio (SDR) technologies are
widely recognized as having considerable potential for alleviating apparent spectrum
shortages [26,45], with some of the more eﬃcient approaches coupling intelligent CR
algorithmic control with ﬂexible SDR system architectures. The following SDR and
CR deﬁnitions are adopted for this work [45]:
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SDR: A type of radio in which some or all of the physical layer
functionality is deﬁned in and/or controlled by software.
CR: A radio that utilizes SDR and similar technologies to
autonomously adjust its behavior or functional operation
in response to changing environmental conditions such
that desired communication objectives are achieved.
Collectively, SDR can be thought of as providing a ﬂexible system architecture
while CR represents intelligent algorithmic control that eﬀectively uses all available
resources in some optimized manner. By further exploiting the design ﬂexibility and
computational eﬃciency of Orthogonal Frequency Division Multiplexing (OFDM) [3],
CR-based SDR communication systems are better able to meet the ever increasing
commercial demands for higher data throughput, more supportable users, and more
fully integrated multi-purpose devices. These demands can be satisﬁed by developing
systems that eﬀectively exploit the remaining 70% to 95% of available RF spectrum.
The work presented here helps to accomplish this development using a dynamic spec-
trum access approach whereby unused and/or under utilized signal domain features
(spatial, spectral, temporal, polaral and code) are synergistically exploited to accom-
plish communication objectives.
1.2 Technical Motivation
Adaptive methods have been proposed for OFDM-based communication sys-
tems in order to spectrally adapt to changing channel conditions while increasing
performance in the presence of other users. The complexity of these designs ranges
from simple spectral notching (avoid spectral regions with high interference or poor
channel gain) to theoretically optimal methods, such as water-ﬁlling, that strive to
achieve Shannon capacity [4, 22]. These methods generally suﬀer from either limited
performance capability or unrealistic design constraints. Some of the more practical
2
adaptive techniques employ traditional modulation schemes with subcarrier adapt-
ability provided on either an inter-symbol (symbol-to-symbol) or intra-symbol (within
a symbol) basis. The inter-symbol class of signals, e.g., OFDM-based 802.11 [32], typ-
ically use ﬁxed assignment of modulation type, order, etc., for all subcarriers within
a given symbol. Signals using intra-symbol adaptability vary subcarrier properties
within each symbol. This has been used in both wired [28, 31, 35, 63] and wireless
applications [30, 33, 52, 55, 60, 63] that have predominantly used spectral-only design
to maximize OFDM system throughput. Additionally, numerous methods exist in
the literature for temporal-based design in response to coexistent PU signals, with
techniques ranging from simple reactive designs [23,46,65] to techniques that attempt
to exploit fundamental periodic structure of PU signals [16, 29].
Of most importance to this work was the original introduction of the Spec-
trally Modulated, Spectrally Encoded (SMSE) framework [48,50] and its subsequent
extension to incorporate soft decision implementation [10, 11]. In addition, its appli-
cability for optimizing waveform design has been demonstrated when operated in an
RF environment containing coexistent PU signals [6–8].
The mapping in Table 1.1 shows related technology areas and corresponding
work that existed prior to this research. As indicated, there is a wealth of previous
related research activity. However, even when considered collectively these works fall
short of using the available RF spectrum to full capacity. Thus, the challenge posed
by CR-based implementation of SDR architectures remains formidable, and there is
considerable room for advancement in each of the listed technology areas.
1.3 Technical Contributions
The mapping in Table 1.2 shows technical contributions of this research relative
to technology areas introduced in Table 1.1. As indicated, the contributions included
modiﬁcation of the general SMSE framework to enable additional design ﬂexibility
for optimized waveform design. This includes aspects of both inter-symbol and intra-
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Table 1.1: Technical motivation mapping of “What’s Been Done Previously?”
showing related technical areas and corresponding references.
What’s Been Done Previously?
SMSE Framework
- Fundamental Research [48, 50]
- Soft Decision Overlay / Underlay [10, 11]
Time Domain PU Avoidance
- Reactive Only [23, 46, 65]
- Cyclostationary / TDMA PUs [16, 29]
Spectral Waveform Optimization
- OFDM [51,56]
- TDCS [9, 15, 25]
- RSM/GA based SMSE Optimization [6–8]
Adaptive Power/Modulation Selection
- OFDM / Mod Only [14, 28, 30, 63]
- OFDM / Power & Mod Selection [33, 52]
- MC-CDMA / Power Only [55]
symbol variation obtained through temporally and spectrally varying allocation of
subcarrier power and modulation order [37–42].
Additionally, rather than aiming to achieve mere PU temporal avoidance, the
research undertaken here seeks to achieve PU coexistence by exploiting temporal
and spectral statistics, with waveform design optimization demonstrated for both
interference-based PU constraints [37–40, 42] and PSD-based PU constraints [41].
1.4 Dissertation Overview
This document is divided into ﬁve chapters and contains ﬁve appendices. Chap-
ter 2 presents relevant technical background information on major concepts and tech-
niques used to conduct the research. Suﬃcient technical detail is presented such
4
Table 1.2: Technical contribution mapping of “What’s Been Done Here?” relative
to listing of technical areas in Table 1.1.
What’s Been Done Here?
SMSE Framework
- Intra-/Inter-Sym Variation [37–40, 42], [41]
- Soft Decision Power Selection [37–40, 42], [41]
- Soft Decision Spreading Code Selection [41]
Time Domain PU Coexistence
- Temporally Structured & Unstructured PUs
- Probabilistic - Reactive [37–40, 42]
- Probabilistic - Predictive [37, 39, 40, 42]
Spectral Waveform Optimization
- Constrained PU BER [37–40, 42]
- Constrained PSD Mask [41]
Adaptive Power/Modulation Selection
- OFDM / Power & Mod Selection [37–40, 42]
- MC-CDMA / Power & Mod Selection [41]
- MC-CDMA / Explicit PSD design [41]
Introduction of Spectral Partitioning [41]
[37–40, 42] — Phase I: Interference-Based PU Constraints
[41] — Phase II: PSD-Based PU Constraints
that the fundamental research approach is repeatable and the key contributions are
veriﬁable.
Chapter 3 provides the overall demonstration framework used for generating
results. A detailed description is included for two forms of coexistence constraints that
are used, including interference-based PU constraints and PSD-based PU constraints.
Chapter 4 provides modeling, simulation and analysis results that are generated
using the processes detailed in Chapter 3. The research involved hundreds of simula-
tions with some scenarios requiring hundreds of hours of processing time. For brevity
5
and to ensure succinctness, only a subset of representative results are presented from
selected scenarios to fully support key research ﬁndings and contributions.
Chapter 5 concludes the main document by providing an overall summary of
research activities, a summary of key ﬁndings, and recommendations for subsequent
research. Several appendices follow that provide additional mathematical detail re-
garding the process used to generate the results.
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II. Background
This chapter presents relevant technical background information on major concepts
and techniques used to conduct the research. The material here supports subsequent
material presented in the methodology, results and conclusion chapters of the docu-
ment. This chapter is not presented as a complete tutorial, but rather, intended to
provide suﬃcient detail such that the fundamental research approach is repeatable
and the key contributions are veriﬁable. For convenience, the major concepts and
techniques are presented as functionally implemented in the overall demonstration
process.
The fundamental concept of Dynamic Spectrum Access (DSA) is presented
in Section 2.1. Next, details regarding the spectral design of OFDM signals via
the Spectrally Modulated Spectrally Encoded (SMSE) framework are presented in
Section 2.2. Finally, a brief review of several optimization methods is presented in
Section 2.3.
2.1 Dynamic Spectrum Access
In wireless communications, signals are designed to “coexist” within various
physical domains (time, frequency, space, polarization and code). The design chal-
lenge is to provide “peaceful” coexistence such that mutual interference is manageable
by all users. In the context of dynamic spectrum access (DSA), signal coexistence
is obtained through waveform tailoring, or dynamic design, and provides interfer-
ence performance that can be characterized through overlay, underlay, or hybrid
overlay-underlay mechanisms. The speciﬁc waveform characterization is determined
by comparing Cognitive Radio (CR) and Primary User (PU) signal characteristics in
the jointly occupied physical domain(s).
The signal overlay concept is based on adapting signal features in the time,
and frequency domains in order to use the available channel resources while avoiding
interference to an existing PU. To design an overlay signal, a transmitter desiring
7
Figure 2.1: Primary User (PU) signal in the presence of an interference-avoiding
overlay signal and an interference-managing underlay signal.
channel access must search for and transmit exclusively in unused regions of the
time-frequency domains. In this way, the CR can make use of unused areas within
the channel for its own needs without causing undue interference with the PU. To
increase the CR channel capacity even further, the CR can also employ the underlay
concept. Unlike the signal avoidance mechanisms of an overlay design, the underlay
design generates a signal that is intentionally transmitted within the same region of
a given domain as the PU signal. However, the CR limits the interference it induces
on the PU such that the interference is “manageable” by the PU [10]. Hence, the CR
underlay signal can be thought of as “hiding” within the existing PU signal structure.
The concepts of spectral overlay and spectral underlay are demonstrated in Fig. 2.1.
While the graphic depicts these concepts in the frequency domain, they are equally
applicable to the time and code domains also. However, the greatest performance
can be achieved by designing a hybrid overlay-underlay waveform to achieve both
interference avoidance and management [13, 34, 62]. In this way, the beneﬁts of both
underlay and overlay can be simultaneously achieved. However, in order to employ the
concepts of underlay and overlay, the signal must be designed eﬃciently in response
to coexistent signals.
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2.2 Spectral Waveform Design
2.2.1 OFDM-Based Design Methods. Orthogonal Frequency Division Mul-
tiplexing is a key technology for implementing spectrally eﬃcient SDR [26] and pos-
sesses inherent frequency agility through the use of a spectral domain design pro-
cess [3]. OFDM eﬀectively divides the total available bandwidth (퐵푊 ) among 푁푓
narrower subcarriers, with each subcarrier modulated by independent data streams.
Due to the lower bandwidth allocated to each subcarrier, the time duration of each
OFDM symbol (푇푆) is increased when compared to single carrier techniques using
the same 퐵푊 . However, due to the parallel nature of OFDM, approximately the
same data rate (푅퐷) can be achieved. One beneﬁt of this process is that spectral
regions within 퐵푊 that have either poor channel quality or contain high interference
levels can be avoided in favor of spectral regions having better channel responses and
reduced interference. Additionally, through proper selection of OFDM parameters,
frequency selective channels that would have distorted the signal from a single high
rate data stream can appear as frequency ﬂat channels to each of an OFDM system’s
narrow subcarriers. These aspects of OFDM provide the foundation of OFDM’s
ability to spectrally design its signal to achieve coexistence with other users while
simultaneously maximizing its own throughput and performance.
A block diagram of an OFDM transmitter/receiver pair is shown in Fig. 2.2.
The critical component of OFDM that enables spectral ﬂexibility is frequency domain
modulation and demodulation. As a result, OFDM is the basis for numerous non-
adaptive Multiple Access (MA) schemes, to include variants based on Code Division
(CD) and Multi-Carrier (MC) techniques.
Adaptive methods have been proposed for OFDM-based communication sys-
tems in order to spectrally adapt to changing channel conditions while increasing
performance in the presence of other users. The complexity of these designs ranges
from simple spectral notching (avoid spectral regions with high interference or poor
channel gain) to theoretically optimal methods, such as water-ﬁlling, that strive to
9
Figure 2.2: Block diagram of an OFDM transmitter and receiver. [3]
achieve the Shannon capacity [4, 22]. These methods generally suﬀer from either
limited performance capability or unrealistic design constraints. Some of the more
practical adaptive techniques employ traditional modulation schemes with subcar-
rier adaptability provided on either an inter-symbol (symbol-to-symbol) or intra-
symbol (within a symbol) basis. The inter-symbol class of signals, e.g., OFDM-based
802.11 [32], typically use ﬁxed assignment of modulation type, order, etc., for all
subcarriers within a given symbol. Signals using intra-symbol adaptability vary sub-
carrier properties within each symbol. This has been used in both wired [28, 31, 35]
and wireless applications [30, 33, 60, 63] that have predominantly used spectral-only
design to maximize OFDM system throughput without due regard to coexistent sys-
tem impact. As a result, their utility diminishes in the presence of PU systems which
require a given performance level. Thus, greater design ﬂexibility through indepen-
dent selection of OFDM subcarrier features is required. As discussed next, the SMSE
framework inherently provides the required design ﬂexibility.
2.2.2 SMSE Analytic Framework. Fundamental research has been com-
pleted that provides a uniﬁed framework to aid in the spectral design of OFDM
signals. The so-called Spectrally Modulated Spectrally Encoded (SMSE) framework
in [48, 50], reduces the generally complex spectral design of OFDM signals down to
the selection of six key parameters. Each SMSE parameter is introduced to incorpo-
rate various waveform design characteristics commonly employed in communications.
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While the design of OFDM spectral components can be accomplished by various
means, the SMSE framework provides a concise methodology for describing OFDM
signals through various SMSE parameters.
The general SMSE framework speciﬁes the transmitted waveform design for the
푘푡ℎ SMSE symbol using a speciﬁc collection of waveform design parameters, includ-
ing: coding, c = [푐1, 푐2, . . . , 푐푁푓 ], 푐푖 ∈ ℂ, data modulation, d = [푑1, 푑2, . . . , 푑푁푓 ], 푑푖 ∈ ℂ,
windowing, w = [푤1, 푤2, . . . , 푤푁푓 ], 푤푖 ∈ ℂ, and a phase-only orthogonality term,
o = [표1, 표2, . . . , 표푁푓 ], 표푖 ∈ ℂ, ∣표푖∣ = 1 ∀ 푖 [48, 50]. Collectively, these terms func-
tionally incorporate various waveform design features that are commonly employed
in communications. The intra-symbol frequency components used to generate each
SMSE symbol are controlled by the assignment, a = [푎1, 푎2, . . . , 푎푁푓 ], 푎푖 ∈ {0, 1},
and use, u = [푢1, 푢2, . . . , 푢푁푓 ], 푢푖 ∈ {0, 1} parameters, where zeros indicate there is
no transmission at that particular frequency. The assignment parameter speciﬁes
available frequency bands, while the use parameter dictates which ones are actually
used. Thus, u is a subset of a, u ⊆ a, such that only assigned carriers can be used.
The spectral representation of the 푘푡ℎ SMSE symbol is given by [48, 50]
s푘 = a푘 ⊙ u푘 ⊙ c⊙ d푘 ⊙w⊙ o푘 , (2.1)
where ⊙ denotes a Hadamard product. The 푚푡ℎ subcarrier component of s푘 is given
as
s푘[푚] = 푎푚,푘푢푚,푘푐푚푑푚,푘푤푚e
푗Θ푚,푘 , (2.2)
Θ푚,푘 = 휃푐푚 + 휃푑푚,푘 + 휃푤푚 + 휃표푚,푘 ,
where 푚 = 0, 1, ..., 푁푓 − 1 is the subcarrier index number, there are 푁푓 total sub-
carriers, and 푎푚,푘, 푢푚,푘, 푐푚, 휃푐푚 , 푑푚,푘, 휃푑푚,푘 , 푤푚, 휃푤푚 and 휃표푚,푘 are corresponding
magnitudes and phases of the design parameters. The resulting SMSE framework
enables a structured approach to spectral waveform design. The design process is de-
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Figure 2.3: Spectral design process employed by SMSE systems.
picted in Fig. 2.3, where it is noted that the ability for temporal variation is achieved
through symbol-to-symbol variation of SMSE design parameters.
The framework in (2.2) is well-suited for optimization given that independent
selection of SMSE parameters can be used to describe a vast array of OFDM-based
waveforms. The practical application of SMSE waveform optimization has been
demonstrated previously in [5–7]. As such, it is adopted here as the framework used
for signal optimization.
2.3 Optimization Techniques
Optimization techniques attempt to maximize (or minimize) the response of a
mathematical expression. When the domain of acceptable solutions is limited in some
way, these optimization problems are said to be constrained. Many problems can be
solved in a way to guarantee convergence to a global maximum. However, there are
a wide range of problems that do not permit this guarantee. In these cases, there
are a number of methods that can be used to determine locally optimum values or to
stochastically search for globally optimum values [5–7].
One such process for solving a constrained optimization problem is through the
use of Lagrange multipliers. This process converts the original constrained optimiza-
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tion problem into an unconstrained problem by forming a Lagrange function that
depends on the deviation from the constraints [58]. In this manner, for an optimiza-
tion problem originally speciﬁed as:
minimize 푓(푥) (2.3)
subject to ℎ(푥) ≤ 푐
the Lagrange function is
퐿(푥, 휆) = 푓(푥) + 휆
(
ℎ(푥)− 푐) . (2.4)
It can be seen that the critical points of (2.4) satisfy the optimization criteria
and the constraints given in (2.3) by taking the gradient of L̷(푥, 휆):
▽푥퐿(푥, 휆) = ▽푥푓(푥) (2.5)
▽휆퐿(푥, 휆) = ℎ(푥)− 푐 (2.6)
As a result, the critical points of the Lagrange function given by (2.5) and (2.6)
correspond to critical points of the original problem given in (2.3). Various meth-
ods exist for solving optimization problems using Lagrange multipliers. A common
method is through a gradient descent of the Lagrange function. In this manner, an
iterative approach is applied to arrive at the solution by updating the value of 푥 by
휇▽푥 푓(푥), and updating the value of 휆 by 휇
(
ℎ(푥)− 푐), where 휇 is a step size used to
control the convergence of the descent.
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III. Methodology
This chapter presents the overall demonstration process used for generating results
and conducting analysis. The method used to evaluate and compare resultant perfor-
mance levels is outlined in Section 3.1. An overview of the demonstration process is
given in Section 3.2, followed by detailed descriptions for two forms of Primary User
(PU) interference constraints used for SMSE waveform design. The implementation
of Interference-Based PU Constraints is presented in Section 3.3 and the implemen-
tation of PSD-Based PU Constraints is presented in Section 3.4. Finally, Section 3.5
provides an overview of the format used to present results in Chapter 4.
3.1 Evaluation Criteria
3.1.1 Throughput Assessment. The object of this research is to develop both
spectral and temporal based methods to design adaptive waveforms for wireless com-
munications. Speciﬁcally, the focus is on maximizing system throughput (Bits/Sec)
at a given bit error rate (BER or 푃퐵), while adhering to transmit power and coex-
istence constraints. Therefore, the primary metric used to evaluate the performance
of various design conﬁgurations is the average resultant SMSE throughput achieved
while meeting all design constraints.
The representative responses in Figure 3.1 are provided to illustrate how re-
sultant SMSE throughput is assessed in Chapter 4 for various SMSE waveform con-
ﬁgurations. The SMSE throughput is shown for three waveform adaptation meth-
ods, labeled as “Spectrally-Only,” “Reactive Spectrally-Temporally,” and “Predictive
Spectrally-Temporally.” The horizontal axis indicates the maximum allowable SMSE
power limit (normalized by the channel bandwidth), and the vertical axis indicates the
resultant SMSE throughput achieved. For this example, all three waveform adapta-
tion methods realize an increase in throughput as the SMSE power limit is increased.
Additionally, the performance of all three waveform adaptation methods becomes
asymptotical and approaches distinct upper bounds on achievable throughput.
14
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Figure 3.1: Representative responses of average SMSE throughput (Bits/Sec)
versus normalized maximum SMSE power for Spectrally-Only, Reactive Spectrally-
Temporally, and Predictive Spectrally-Temporally adapted SMSE signals.
For each scenario considered, qualitative assessments are made based on conﬁ-
dence interval analysis which is used to declare better, poorer or consistent (identical)
performance when making comparisons. This process enables declaration of statisti-
cally signiﬁcant diﬀerences and/or similarities when comparing alternatives. Unless
speciﬁcally stated otherwise, all comparative results in this dissertation are based on
95% conﬁdence intervals calculated according to [36]
휀 ≈ ± 1.96
√
휎2
푁푇
, (3.1)
where 휎2 (the sample variance of the value being assessed) is calculated over 푁푇 > 300
independent channel realizations. The actual intervals are intentionally omitted from
plots given that 1) they are very small for some data points and hinder marker dis-
crimination (visual clarity) and 2) general behavior characterization may be suﬃcient
(trend analysis is acceptable).
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3.1.2 Visual Assessment. The eﬀectiveness of SMSE waveform design is
visually assessed and compared using time-frequency power spectral density (PSD)
responses. These responses are used to visually illustrate how eﬃciently the SMSE
system exploits available channel resources.
Representative time-frequency PSD responses are shown in Fig 3.2 for an ef-
ﬁciently adapted coexistent scenario. The PSD response of two frequency division
multiplexed (FDM) PU signals are shown in Fig 3.2a. The horizontal axis represents
the spectral regions occupied by the two PU signals, with one PU signal spectrally
centered at a carrier frequency of 퐹푐1 and another centered at 퐹푐2. The vertical axis
represents the change in channel usage over time, with the representative scenario
temporally progressing from the start of the scenario at bottom of the plot through
the end of the scenario at the top of the plot. In this way, the PU signals are shown
to operate with varying burst transmit duration as well as varying idle time dura-
tion between consecutive transmissions. The resultant PSD response of an eﬃciently
adapted SMSE waveform is shown in Fig 3.2b. As shown, the resultant SMSE PSD re-
sponse eﬀectively ﬁlls the unused time-frequency regions of the channel while avoiding
regions occupied by PU signals–the increased eﬃciency becomes more evident when
considering the ineﬃcient scenario discussed in the next paragraph. The combined
PSD response for all coexistent signals is shown in Fig 3.2c. Relative to the response
in Fig 3.2a, the composite coexistent response in Fig 3.2c clearly shows that all time-
frequency regions are occupied, indicating eﬃcient channel usage. Of particular note
is the lack of lower level blue responses in the composite PSD.
Alternately, results for a representative scenario yielding an ineﬃciently adapted
SMSE waveform are shown in Fig 3.3. The PSD response for the two FDM PU signals
is provided in Fig 3.3a. Relative to the eﬃciently adapted SMSE response in Fig 3.2b,
the ineﬃciently adapted SMSE response in Fig 3.3b allocates signiﬁcantly less trans-
mission power to the channel and thus experiences lower average throughput. The
ineﬃciency is attributed to the lower level blue responses that occur during the PU
idle periods. The composite coexistent PSD response in Fig 3.3c illustrates ineﬃcient
16
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Figure 3.2: Representative Time-Frequency PSD Responses for an Eﬃciently
Adapted Coexistent Scenario: (a) Two FDM PU Signals; (b) Eﬃciently Adapted
SMSE Signal; (c) Combined Coexistent PU and Eﬃciently Adapted SMSE Signals.
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channel usage. This is again evident by the presence of lower level blue responses
that remain during PU idle periods after the SMSE signal has been introduced into
the channel.
3.2 Demonstration Process
Figure 3.4 shows the overall demonstration process used to generate all results
presented in Chapter 4. The demonstration process is divided into two functional
groups, including 1) “Cognitive Radio” (CR) functions that are associated with the
SMSE Waveform Design Process and 2) “Software Deﬁned Radio” (SDR) functions
that are associated with SMSE Signal Generation and Transmission.
Major functions of the CR group include Estimation of PU Signal Statistics,
SMSE Design Constraint Generation, and SMSE Waveform Optimization. The SDR
group includes one major function for SMSE Waveform Conﬁguration. Each of these
major functions are introduced and described in the following sections.
3.2.1 Estimation of PU Signal Statistics. The Estimate PU Signal Statis-
tics function of Fig 3.4 is used to compute the necessary statistics associated with
PU signal temporal and spectral transmission structure. This statistical knowledge
is required to enable the SMSE system to eﬃciently tailor its waveform design to
peacefully coexist amidst PU systems. Examples of spectral statistics include the
PU PSD for each transmission state, the transmitted power level of the PU signal,
and the current carrier frequency of frequency hopping PU signals. Examples of tem-
poral statistics include those associated with the distribution of dwell time in each
transmission state and the probability of transitioning from one state to another.
For all results presented in Chapter 4, it is assumed that the PU PSD is known
perfectly for each transmission state and that the temporal statistics come either
1) directly from a priori information such as garnered from PU transmission protocol
details, or 2) indirectly by monitoring PU transmissions and forming estimates of the
temporal statistics. When the SMSE system estimates PU transmission statistics, it
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Figure 3.3: Representative Time-Frequency PSD Responses for an Ineﬃciently
Adapted Coexistent Scenario: (a) Two FDM PU Signals; (b) Ineﬃciently Adapted
SMSE Signal; (c) Combined Coexistent PU and Ineﬃciently Adapted SMSE Signals.
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uses observations of PU transmissions to form a histogram based estimate of: 1) the
probability of each transmission state, 2) the probability distribution of dwell time
in each transmission state, 3) the probability distribution of idle between consecutive
PU transmissions, and 4) the probability of transitioning from one transmission state
to another. These statistics are then used to compute the conditional probabilities
that a given PU remains in its current transmission state, or transitions to another
transmission state given that it has already been in its current state for some given
amount of time.
3.2.2 SMSE Design Constraint Generation. SMSE system performance is
maximized subject to speciﬁc design constraints, with imposed design constraints
including: 1) ﬁxed total average SMSE power (summed across all subcarriers and
averaged across time), 2) ﬁxed maximum SMSE BER (for all subcarriers), and 3) ad-
ditional conditions designed to provide “peaceful” coexistence in the presence of PU
signals. The Generate Constraints function of Fig 3.4 employs the statistics computed
by the Estimate PU Signal Statistics function to constrain the SMSE waveform to
meet desired coexistence goals.
SMSE waveform constraint generation is investigated under two separate PU
coexistence models, including Interference-Based PU Constraints as described in Sec-
tion 3.3.2 and PSD-Based PU Constraints as described in Section 3.4.2.
3.2.3 SMSE Waveform Optimization. The SMSE Waveform Optimization
function of Fig 3.4 uses outputs from the two previously described functions and
two ancillary functions to optimize the resultant SMSE waveform. The optimization
processes is designed to exploit the ﬂexibility of the SMSE framework to maximize
its throughput (Bits/Sec) while meeting each of the imposed design constraints.
The SMSE system can optimize its waveform using various degrees of complex-
ity with respect to knowledge of PU transmission state information. The simplest
technique entails using a simple average power spectrum of the PU system without
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regard for any time varying features. In this case the SMSE system estimates the ex-
pected amount of mutual interference induced by each of its subcarriers and designs
its waveform accordingly. The result is a Spectrally-Only designed waveform that
eﬀectively avoids spectral regions of high PU spectral occupancy as well as regions
with poor channel gain.
Additional beneﬁt can be realized by incorporating temporal statistics of PU
transmissions such that the SMSE waveform is both temporally and spectrally adapted.
In this case, the current PU temporal state is used to anticipate the expected amount
of PU power that will interfere with each SMSE subcarrier, as well as the expected
number of PU signals that will experience interference from the SMSE signal. The
SMSE response can then be designed accordingly, enabling the SMSE system to vary
its waveform design on a symbol-by-symbol basis, or as often as is needed and practi-
cal. The result is a Reactive Spectrally-Temporally designed waveform that is able to
respond to the current PU state to avoid spectral regions when and where PU signals
are actually present. This model is most suitable when the PU system operates either
1) without a ﬁxed timing structure, or 2) with a timing structure that is unknown to
the SMSE system.
The PU state model complexity can be increased further to account for both
transmission condition (on or oﬀ, current transmitted power level, etc) and duration,
i.e., how long the PU has been in a given transmission state. The additional PU
temporal knowledge enables the SMSE to statistically predict times that the PU is
likely to transmit. As a result, the SMSE system is better able to adapt prior to ex-
periencing interference from the PU. This predictive model is suitable when the PU
system operates with known temporal structure, such as some deﬁned range of allow-
able transmission durations or when temporal guard bands exist between successive
transmissions. The resultant Predictive Spectrally-Temporally adapted waveform is
able to avoid PU signals with an even greater degree of temporal and spectral agility
as compared to the merely Reactive Spectrally-Temporally designed waveform.
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SMSE waveform optimization is investigated under two separate PU coexistence
models, including Interference-Based PU Constraints as described in Section 3.3.3 and
PSD-Based PU Constraints as described in Section 3.4.3.
3.2.4 SMSE Waveform Conﬁguration. Once the SMSE waveform has been
optimized with regard to PU coexistence constraints, current channel conditions,
and any necessary parameters, the SMSE Waveform Conﬁguration function is used
to transmit the SMSE signal using the optimized waveform. If the waveform opti-
mization include temporal adaptability, this process also consists of monitoring PU
transmissions and selecting the appropriate waveform with respect to the current PU
transmission state.
As indicated in Fig. 3.4, SMSE waveform conﬁguration may also include au-
tonomous updating of PU estimation statistics. If estimated PU transmission statis-
tics change by some predetermined amount, the SMSE system repeats the functions
of Sections 3.2.1 through 3.2.3 and redesigns its waveform in response to the updated
PU statistics. Alternatively, the SMSE system may continuously update its estimate
of PU statistics, continuously update its constraints, and continuously modify the
optimized waveform. In this manner, rather than repeating the entire optimization
process, the SMSE system can continuously modify its waveform in response to its
current estimates. For the demonstration results in Chapter 4, it is assumed that the
PU statistics do not change over the course of a given scenario.
3.3 SMSE Optimization Using Interference-Based PU Constraints
This section provides speciﬁcs for optimizing the SMSE waveform using inter-
ference-based PU constraints to achieve acceptable signal coexistence. To support
research objectives, the original SMSE framework in [47–50] is modiﬁed and extended
to enable soft decision-based design parameters. Development details for the extended
SMSE framework are provided in Section 3.3.1. Section 3.3.2 provides the process
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used to generate the interference-based PU constraints, and Section 3.3.3 outlines
SMSE waveform optimization with respect to these constraints.
3.3.1 Soft Decision SMSE (SD-SMSE) Framework. The original SMSE
framework in [47–50] has been subsequently extended in more recent work to allow
for soft decision SMSE (SD-SMSE) implementation [10–12]. In SD-SMSE, the original
hard-decision restriction on SMSE assignment (a) and use (u) parameters (on or oﬀ)
is relaxed and a range of continuous non-negative real values applied. For the form of
SD-SMSE considered here, elements of the assignment sequence {a} and use sequence
{u} include values of 푎푖 ∈ [0, 1] and 푢푖 ∈ [0, 1]. In the context of this more general
SD-SMSE framework, the desired soft decision eﬀects include: 1) the assignment
parameter indicating the total amount of power that the SD-SMSE system is allowed
to allocate in speciﬁc spectral regions, with 푎푖 = 1 indicating maximum possible
(normalized) transmission power; and 2) the use parameter indicating the fraction
of total available transmission power that is actually used across all possible spectral
regions. Accounting for these two eﬀects, the total (normalized) power transmitted
on the 푖푡ℎ subcarrier is 푃푖 = (푎푖푢푖)
2 × ∣푐푖푑푖푤푖∣2.
Development of the SD-SMSE framework naturally follows that of the original
SMSE framework, with the spectral representation remaining unchanged from that
given in (2.1) and (2.2). Of beneﬁt to research conducted here, the framework in (2.2)
is well-suited for optimization given that independent selection of intra-symbol sub-
carrier power and modulation type/order is enabled through the 푢푚,푘 and 푑푚,푘 design
parameters, respectively. Since the SMSE parameters for each subcarrier are inde-
pendent from those applied to all others, each subcarrier can have independent power
level and modulation assigned. Furthermore, the subcarrier power and modulation
can be dynamically modiﬁed on a symbol-by-symbol basis in response to changing
channel and/or interference conditions. The key result is that the SD-SMSE frame-
work provides the ability to explicitly design a signal that is both time agile across
symbols and frequency agile across subcarriers.
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3.3.2 SMSE Constraint Generation. For research conducted here, SMSE
system performance is maximized subject to speciﬁc design constraints. For results
employing interference-based PU constraints, the imposed design constraints include:
1) ﬁxed total average SMSE power (summed across all subcarriers and averaged across
time), 2) ﬁxed maximum SMSE BER (for all subcarriers), and 3) ﬁxed maximum BER
for each PU signal.
For proof-of-concept demonstration, SMSE waveform design is further con-
strained to operate with a predetermined set of 푁푓 contiguous assigned frequencies,
with coding (c), windowing (w), and orthogonality (o) terms in (2.1) set to unity. The
subcarrier modulations are selected independently and set to 4-QAM, 16-QAM, 64-
QAM, or 256-QAM. Thus, the ﬁnal design process involves optimal selection of data
modulation (d) and frequency use (u) parameters. Speciﬁcally, within the overall goal
of maximizing average throughput (Bits/Sec), the SMSE system ﬁrst selects which
subcarriers are used and which go unused. For each selected subcarrier, the SMSE
system then selects 1) the modulation order (푀 ∈ {4, 16, 64, 256}) and 2) the allo-
cated power. The spectral design constraints for the 푘푡ℎ SMSE symbol are expressed
as:
Max
⎧⎨⎩E
⎡⎣푁푓−1∑
푚=0
{s푘[푚] Bits / Symbol}
⎤⎦⎫⎬⎭ , (3.2)
such that
E
⎡⎣푁푓−1∑
푚=0
{s푘[푚] Power}
⎤⎦ ≤ Λ푃 , (3.3)
E
⎡⎣푁푓−1∑
푚=0
{s푘[푚] Interference}
⎤⎦ ≤ Λ퐼푣 , (3.4)
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where Λ푃 is the total average SMSE symbol power, 푣 ∈ {0, . . . , 푁푃푈 − 1}, 푁푃푈
is the total number of PUs, Λ퐼푣 is the maximum eﬀective interference power (after
passing through the PU receive ﬁlter) that the 푣푡ℎ PU can tolerate from the SMSE
and still maintain its BER limit, and E[∙] denotes the expectation operator, where
the expectation is taken over time and all carrier phases, data symbols, symbol timing
oﬀsets, PU transmission states, and channel gains which the SMSE cannot observe
(i.e., the channel between PUs and the channel between the SMSE and the PUs).
If the spectral constraints in (3.2) through (3.4) are viewed deterministically with
respect to the current channel response, they can be expressed as:
Max
푀푚,푘={ 1,4,16,64,256}
⎧⎨⎩E
⎡⎣푁푓−1∑
푚=0
log2(푀푚,푘)
⎤⎦⎫⎬⎭ , (3.5)
such that
E
⎡⎣푁푓−1∑
푚=0
푃푚,푘
⎤⎦ ≤ Λ푃 , (3.6)
E
⎡⎣푁푓−1∑
푚=0
퐼푣퐷푣(푃푚,푘)
⎤⎦ ≤ Λ퐼푣 , (3.7)
where 푀푚,푘 is the modulation order applied to the 푚
푡ℎ subcarrier during the 푘푡ℎ
SMSE symbol, 푃푚,푘 is the power transmitted on the 푚
푡ℎ subcarrier during the 푘푡ℎ
SMSE symbol, and 퐼푣퐷푣(푃푚,푘) is the resultant eﬀective interference power observed
by the 푣푡ℎ PU transmitting in state 퐷푣 due to the 푚
푡ℎ SMSE subcarrier transmitted
during the 푘푡ℎ SMSE symbol (after passing through the PU receive ﬁlter). Note that
푀푚,푘 = 1 is introduced in (3.5) to account for unused subcarriers, as identiﬁed by
zero entries in SMSE variable u in (2.1), with 푃푚,푘 ≡ 0 when 푀푚,푘 = 1.
3.3.2.1 PU BER Constraint. The interference power limit, Λ퐼푣 in
(3.7), can be computed from the BER equation for the 푣푡ℎ PU system. Approximating
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the interference from the SMSE signal as Gaussian, and assuming the PU uses a
rectangular QAM or coherent BPSK signal, the uncoded PU BER is [54]:
푃푏푣 ≈ 퐶푣푃푈 ×푄
(√
3∣퐻푚∣2Υ푣푃푈
(훼푀푣푃푈 − 1)
)
, (3.8)
퐶푣푃푈 ≡
4(
√
훼푀푣푃푈 − 1)√
훼푀푣푃푈 log2(훼푀
푣
푃푈)
,
Υ푣푃푈 ≡
log2(훼푀
푣
푃푈)퐸푏푣
푁0 + 2
∑푁푓−1
푚=0
E[퐼푣퐷푣 (푃푚,푘)]
푝(퐷푣 ∕=0)
, (3.9)
where 푀푣푃푈 is the modulation order used by the 푣
푡ℎ PU, 푁0/2 is the noise power
spectral density, 퐸푏푣 is the energy used by the PU for each transmitted bit, 훼 is
a constant set to 훼 = 1 for QAM or 훼 = 2 for BPSK, 푝(퐷푣 ∕= 0) indicates the
probability that the PU is transmitting, and 푄(⋅) is given by
푄(푥) ≡ 1√
2휋
∫ ∞
푥
e
−푦2
2 d푦 .
Note that the term 푝(퐷푣 ∕= 0) is used in (3.9) to normalize the expectation op-
erator to compute the average SMSE interference values only over those times when
the PU is actually transmitting. While there is no mutual interference when the PU is
not transmitting, these times should not be included as part of the expected interfer-
ence observed by the PU since the PU signal does not experience SMSE interference
during this time, and the PU BER is not aﬀected.
Rearranging the terms in (3.8) gives
푁푓−1∑
푚=1
E
[
퐼푣퐷푣(푃푚,푘)
] ≤ Λ퐼푣 (3.10)
≈
(
3 log2(훼푀
푣
푃푈)퐸푏푣
2(훼푀푣푃푈 − 1)
[
푄−1
(
푃푏푣
퐶푣푃푈
)]−2
− 푁0
2
)
푝(퐷푣 ∕= 0) .
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The resultant eﬀective interference power observed by the 푣푡ℎ PU transmit-
ting in state 퐷푣 due to the 푚
푡ℎ SMSE subcarrier, 퐼푣퐷푣(푃푚,푘), can be obtained either
through a priori knowledge of the PU transmission statistics, or by monitoring PU
transmissions and forming estimates based on the PU channel access characteristics
and PSD. Assuming the PU employs a matched ﬁlter receiver, the value for 퐼푣퐷푣(푃푚,푘)
can be estimated by correlating the PSD for the 푣푡ℎ PU in state 퐷푣 (푍
푣
퐷푣(푓)) and the
푚푡ℎ SMSE subcarrier PSD (푋푚(푓)) as given by (A.4) in Appendix A:
퐼푣퐷푣(푃푚,푘) =
1
푃 푣푃푈
∫ ∞
−∞
푍푣퐷푣(푓) 푋푚(푓) d푓
=
푃푚,푘
푇푆푃
푣
푃푈
∫ ∞
−∞
푍푣퐷푣(푓) ∣푃 (푓−푓푐−푚Δ푓)∣2 d푓
≡ 푃푚,푘휌푣퐷푣,푚 , (3.11)
where 푃 푣푃푈 is the power of the 푣
푡ℎ PU signal, 푓푐 is the SMSE carrier frequency, Δ푓
is the SMSE subcarrier spacing, 푃 (푓) is the Fourier Transform of the SMSE pulse
shape, and 푇푆 is the SMSE symbol period.
3.3.2.2 SMSE BER Constraint. Similarly, the resultant interference
power observed by the 푚푡ℎ SMSE subcarrier due to the 푣푡ℎ PU transmitting in state
퐷푣, denoted 퐼˜
푣
퐷푣,푚, can be estimated by simply measuring the interference power
received on each SMSE subcarrier, which is given by (A.3) in Appendix A as:
퐼˜푣퐷푣,푚 =
∫ ∞
−∞
∣∣∣푃˜ (푓 − 푓푐 −푚Δ푓)∣∣∣2
푇푆 − 푇퐶푃 푍
푣
퐷푣(푓) d푓
≡ 푃 푣푃푈 휌˜푣퐷푣 ,푚 , (3.12)
where 푃˜ (푓) is the Fourier Transform of the SMSE pulse shape after cyclic preﬁx
removal and 푇퐶푃 is the SMSE cyclic preﬁx duration.
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To determine the required value of 푃푚,푘 in (3.6) that yields the desired subcarrier
BER, consider the BER equation for the 푚푡ℎ SMSE subcarrier [54]:
푃푏푚 ≈ 퐶푚,푘 ×푄
(√
3∣퐻푚∣2Υ푚,푘
(푀푚,푘 − 1)
)
, (3.13)
퐶푚,푘 ≡
4(
√
푀푚,푘 − 1)√
푀푚,푘 log2(푀푚,푘)
,
Υ푚,푘 ≡ log2(푀푚,푘)퐸
푚,푘
푏
푁0 + 2
∑푁푃푈−1
푣=0 E
[
푃 푣푃푈 휌˜
푣
퐷푣,푚
] ,
which gives the desired value of 푃푚,푘 as
푃푚,푘 =
log2(푀푚,푘)퐸
푚,푘
푏
푇푆
=
(
푁0 + 2
푁푃푈−1∑
푣=0
E
[
푃 푣푃푈 휌˜
푣
퐷푣,푚
]) 퐵(푀푚,푘)
∣퐻푚∣2 , (3.14)
퐵(푀푚,푘) ≡
[
푄−1
(
푃푏푚
퐶푚,푘
)]2(
푀푚,푘 − 1
3푇푆
)
,
where 퐸푚,푘푏 is the energy per bit allocated to the 푚
푡ℎ subcarrier during the 푘푡ℎ SMSE
symbol.
3.3.2.3 Evaluation of Constraint Performance. Coexistent BER for
a representative waveform design scenario is provided in Fig 3.5 to demonstrate how
BER constraint performance is assessed. The horizontal axis indicates the maximum
allowable SMSE power limit (normalized by the channel bandwidth) and the vertical
axis indicates the resultant BER. It is important to note that for a given optimiza-
tion scenario, the actual SMSE transmit power is dictated by design constraints and
may be less than the allowable maximum transmit power. For representative results
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Figure 3.5: Representative BER assessment for coexistent PU and adapted SMSE
signals. A maximum BER constraint of 푃퐵 = 10
−2 is applied for all systems.
presented here, both the PU and SMSE systems are constrained to operate with a
maximum BER limit of 푃퐵 = 10
−2.
Considering the resultant SMSE BER (triangle markers), the SMSE BER is
shown to meet the desired BER limit of 푃퐵 = 10
−2 across the entire range of allowable
SMSE transmit powers. Considering the PU coexistent BER (square markers) as
the allowable SMSE transmit power increases, the observed PU BER asymptotically
increases to the BER constraint of 푃퐵 = 10
−2. For lower SMSE power levels, the
PU BER is substantially better (lower) than the BER limit. In this case, the SMSE
system is operating in a purely power-constrained mode, i.e., the SMSE system is
able to allocate its entire power budget such that the actual SMSE transmit power
equals the total available power. While not apparent through visual inspection of
Fig 3.5, analysis of simulation results reveals that as the SMSE power reaches a value
of Λ푃 ≈ 1 × 10−8 W/Hz, the SMSE system begins to restrict its actual transmitted
power to something less than the total available power in order to satisfy the PU
BER constraint.
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3.3.3 SMSE Waveform Optimization. The result in (3.14) provides the
power required to use a speciﬁc subcarrier with a given modulation order 푀푚,푘. A
more useful metric for optimization purposes is the power increment Δ푃푚,푘,푙 required
to use the next higher modulation order on a speciﬁc subcarrier:
Δ푃푚,푘,푙 ≡
(
푁0 + 2
푁푃푈−1∑
푣=0
푃 푣푃푈E
[
휌˜푣퐷푣,푚
]) Δ퐵푙
∣퐻푚∣2 , (3.15)
Δ퐵푙 ≡ 퐵(훾푙)−퐵(훾푙−1) ,
where 훾푙 ≡ {4, 16, 64, 256} for the index values 푙 = {1, 2, 3, 4}, and 퐵(훾0) ≡ 0.
Using (3.15) removes the need to consider the modulation order being used
on a particular subcarrier. Instead, Δ푃푚,푘,푙 denotes the amount of power required
to transmit an additional two bits. This reduces the problem of determining what
modulation order to use for each subcarrier and what corresponding power level to
assign to each 푃푚,푘 into the task of deciding to either employ or not employ each
pair of bits, each with an independent power requirement of Δ푃푚,푘,푙. By viewing the
channel in this way, a simpler and more equitable comparison can be made between
channel conﬁgurations, and a single metric can be used to assess the amount of
additional power required for each potential pair of transmitted bits. It should also
be noted that for all values of interest Δ퐵푙+1 > Δ퐵푙, and hence Δ푃푚,푘,푙+1 > Δ푃푚,푘,푙,
as is required to ensure that the pairs of bits for a particular subcarrier are selected
in increasing order of 푙 (i.e., 4-QAM, to 16-QAM, to 64-QAM, etc). As a result, (3.5)
through (3.7) can be concisely expressed as
Max
푈푚,푘,푙={0,1}
⎧⎨⎩E
⎡⎣푁푓−1∑
푚=0
4∑
푙=1
2푈푚,푘,푙
⎤⎦⎫⎬⎭ , (3.16)
such that
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E⎡⎣푁푓−1∑
푚=0
4∑
푙=1
Δ푃푚,푘,푙푈푚,푘,푙
⎤⎦ ≤ Λ푃 , (3.17)
E
⎡⎣푁푓−1∑
푚=0
4∑
푙=1
Δ푃푚,푘,푙휌
푣
퐷푣,푚푈푚,푘,푙
⎤⎦ ≤ Λ퐼푣 , (3.18)
where 푈푚,푘,푙 ∈ {0, 1} indicates whether the 푙푡ℎ pair of bits on subcarrier 푚 is used
during the 푘푡ℎ SMSE symbol. The optimization problem then reduces to selecting
which pairs of bits to use and which not to use by setting 푈푚,푘,푙 to the appropriate
value. This maximization can be solved using Lagrange’s method by maximizing
Max
푈푚,푘,푙={0,1}
{
E
[푁푓−1∑
푚=0
4∑
푙=1
2푈푚,푘,푙 − 휆푃
⎛⎝푁푓−1∑
푚=0
4∑
푙=1
Δ푃푚,푘,푙푈푚,푘,푙 − Λ푃
⎞⎠
−
푁푃푈−1∑
푣=0
휆퐼푣
⎛⎝푁푓−1∑
푚=0
4∑
푙=1
Δ푃푚,푘,푙휌
푣
퐷푣,푚푈푚,푘,푙 − Λ퐼푣
⎞⎠]}
= Max
푈푚,푘,푙={0,1}
{
E
[푁푓−1∑
푚=0
4∑
푙=1
푈푚,푘,푙
(
2− 휆푃Δ푃푚,푘,푙 −
푁푃푈−1∑
푣=0
휆퐼푣Δ푃푚,푘,푙휌
푣
퐷푣,푚
)]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
= Max
푈푚,푘,푙={0,1}
{
E
[푁푓−1∑
푚=0
4∑
푙=1
푈푚,푘,푙퐿푚,푘,푙
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
(3.19)
where
퐿푚,푘,푙 ≡ 2− 휆푃Δ푃푚,푘,푙 −
푁푃푈∑
푣=1
휆퐼푣Δ푃푚,푘,푙휌
푣
퐷푣,푚
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and 휆푃 ≥ 0 and 휆퐼푣 ≥ 0 are the Lagrange multipliers that satisfy the constraints in
(3.16) through (3.18). The above term is maximized by assigning
푈푚,푘,푙 =
⎧⎨⎩1, 퐿푚,푘,푙 ≥ 00, 퐿푚,푘,푙 < 0 . (3.20)
Therefore, the maximization problem is reduced to ﬁnding the appropriate val-
ues of {휆푃 , 휆퐼1, . . . , 휆퐼푁푃푈 } that satisfy the constraints. Although not a convex op-
timization problem, there are a number of methods that can be used to determine
locally optimal values or to stochastically search for globally optimal values [5–7]. For
proof of concept demonstration, the results presented in Section 4.1 use a gradient
ascent of the Lagrange multipliers to ﬁnd a locally optimal operating point.
Mathematical details of the optimization process are provided in Appendix B,
where Section B.1 provides the development for a Spectrally-Only adapted waveform
design and Section B.2 provides the development for a Spectrally-Temporally adapted
waveform design. The necessary compensation for non-negligible channel estimation
error at the SMSE transmitter is given in Section B.3. Additionally, details regarding
the consideration of numerical issues associated with designing a Predictive Spectrally-
Temporally adapted signal are provided in Appendix E.
3.4 SMSE Optimization Using PSD-Based PU Constraints
This section provides speciﬁcs for optimizing the SMSE waveform using PSD-
based PU constraints to achieve acceptable signal coexistence. To support research
objectives, the original SMSE framework in [47–50] is modiﬁed and extended to sup-
port PSD constrained design using soft decision-based design parameters. Develop-
ment details for the extended SMSE framework are provided in Section 3.4.1. Sec-
tion 3.4.2 provides the process used to generate the PSD-based PU constraints, and
Section 3.4.3 outlines SMSE waveform optimization with respect to these constraints.
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3.4.1 Spectrally-Partitioned SD-SMSE Framework. The original SD-SMSE
framework in Section 3.3.1 is extended here to enable Spectrally-Partitioned SD-
SMSE implementation. While independent subcarrier design of SD-SMSE waveforms
is suﬃcient for designing a signal under the interference-based PU constraints of Sec-
tion 3.3, it does not allow for explicit soft decision control of the resultant SMSE PSD
response when implemented with coexistent BER constraints. In fact, the amount of
power required to modulate the 푚푡ℎ SMSE subcarrier using a modulation order of
푀푚,푘 to achieve the desired BER is dictated precisely by (3.14). The resultant SMSE
PSD response is highly dependant on external conditions, and the waveform design is
left with only a minimal degree of control over the resultant PSD response. To enable
waveform design with a higher degree of control over the resultant PSD response, the
SD-SMSE framework is modiﬁed here to incorporate a spectrally-partitioned design
process.
Spectrally-Partitioned SD-SMSE is based on dividing the total number of SMSE
subcarriers (푁푓 ) into 푁풫 partitions (unique collection of contiguous subcarriers), each
of which contains 푁푆퐶 subcarriers (푁풫푁푆퐶 = 푁푓 ) [41]. The framework in (2.2) is
modiﬁed to enable 푁 푖푘 ≤ 푁푆퐶 data symbols (d) to be modulated onto the 푖푡ℎ partition
of the 푘푡ℎ SMSE symbol according to
s푘[푚] =
푁풫−1∑
푖=0
푁 푖푘−1∑
푧=0
푑푖,푧푘 푎
푖
푚,푘푢
푖,푧
푚,푘푐
푖,푧
푚,푘푤푚e
푗Θ푖,푧
푚,푘 , (3.21)
Θ푖,푧푚,푘 = 휃푐푖,푧푚,푘
+ 휃푑푖,푧푘
+ 휃푤푚 + 휃표푖,푧푚,푘
,
where 푚 = 0, 1, ..., 푁푓 − 1 is the subcarrier index number, 푎푖푚,푘, 푢푖,푧푚,푘, 푐푖,푧푚,푘, 휃푐푖,푧푚,푘 , 푑
푖,푧
푘 ,
휃푑푖,푧
푘
, 푤푚, 휃푤푚 and 휃표푖,푧
푚,푘
are the corresponding magnitudes and phases of the design
parameters, and 푎푖푚,푘 ≡ 0 for all subcarriers (푚) outside of partition 풫푖.
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Additionally, the orthogonality (o) terms employed within each partition are
selected from the set of Carrier Interferometry (CI) codes adapted from [27, 44, 61]:
휃표푖,푧
푚,푘
=
2휋푚푧
푁 푖푘
, 푧 ∈ {0, . . . , 푁 푖푘 − 1}. (3.22)
where 푁 푖푘 is used in the denominator of (3.22) rather than 푁푆퐶 . In this way, maximum
separation of CI codes is achieved for each data symbol (푑푖,푧푘 ). Though this substi-
tution results in a minor loss of orthogonality between the CI codes used relative
to the traditional deﬁnition of CI codes, the resultant signal observed at the SMSE
receiver generally experiences less cross-code interference given that the SMSE signal
is transmitted over a frequency selective channel with spectrally-varying interference
levels, a spectrally-varying PSD mask, and a potentially spectrally-varying subcarrier
power allocation.
The resultant signal is considered a Spectrally-Partitioned SD-SMSE Waveform.
For the case of a maximally partitioned design (푁풫 = 푁푓 and 푁푆퐶 = 1), the system
reduces to traditional OFDM. Alternatively, for aminimally partitioned design (푁풫 =
1 and 푁푆퐶 = 푁푓), the system reduces to traditional MC-CDMA. Development of
the Spectrally-Partitioned SD-SMSE framework naturally follows that of the original
SMSE framework. Of beneﬁt to research conducted here, the framework in (3.21) is
well-suited for optimization given that independent selection of intra-symbol partition
power allocation and modulation type/order is enabled through the 푢푖,푧푚,푘 and 푑
푖,푧
푘
design parameters, respectively. Since the SMSE parameters for each partition are
independent from those applied to all others, the power allocation and modulation
employed within each partition can be independently selected. Furthermore, the
power allocation and modulation can be dynamically modiﬁed on a symbol-by-symbol
basis in response to changing channel and/or interference conditions. The key result is
that the Spectrally-Partitioned SD-SMSE framework provides the ability to explicitly
design a signal that is both time agile across symbols and frequency agile across
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subcarriers, with an even greater degree of ﬂexibility in design of the resultant PSD
response relative to the SD-SMSE framework.
3.4.2 SMSE Constraint Generation. For the research presented here, SMSE
system performance is maximized subject to speciﬁc design constraints. For re-
sults employing PSD-based PU constraints, the imposed design constraints include:
1) ﬁxed total average SMSE power (summed across all subcarriers and averaged across
time), 2) ﬁxed maximum SMSE BER (for all data symbols, d), and 3) ﬁxed maximum
resultant SMSE PSD response.
While maximum inter-partition (across partition) and intra-partition (within
partition) design ﬂexibility exists, proof-of-concept demonstration is conducted us-
ing Uniform Spectral-Partitioning. In this context, Uniform Spectral-Partitioning
consists of inter-partition design subject to: 1) independent parameter design within
each partition, 2) identical power allocation for each data symbol (d) within a given
partition which is accounted for in the frequency use parameter (u), and 3) identical
modulation order for each data symbol (d) within a given partition. The last two
conditions can be expressed as
푢푖,푧푚,푘 ≡ 푢푖푚,푘, 푧 ∈ {0, . . . , 푁 푖푘 − 1} , (3.23)
푀 푖,푧푘 ≡푀 푖푘, 푧 ∈ {0, . . . , 푁 푖푘 − 1} , (3.24)
where 푀 푖,푧푘 is the modulation used by 푑
푖,푧
푘 . Hence, while all 푁
푖
푘 data symbols (푑
푖,푧
푘 )
within partition 풫푖 employ the same power distribution and modulation scheme, the
SMSE system still has the ability to explicitly design its spectrum by selecting 푢푖푚,푘
independently for all 푁푓 frequency components.
For proof-of-concept demonstration, SMSE waveform design is further con-
strained to operate with a predetermined set of 푁푓 contiguous assigned frequencies
and with coding (c) and windowing (w) terms in (3.21) set to unity. Thus, the ﬁ-
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nal design process involves optimal selection of data modulation (d) and frequency
use (u) parameters. Speciﬁcally, within the overall goal of maximizing its average
throughput (Bits/Sec), the SMSE system ﬁrst selects which subcarrier partitions are
used and which go unused. For each selected partition, the SMSE system then deter-
mines 1) the number (푁 푖푘) of data symbols (푑
푖,푧
푘 ) to employ, 2) the data modulation
order (푀 푖푘 ∈ {4, 16, 64, 256}), and 3) the power allocated to each subcarrier (푢푖푚,푘).
The spectral design constraints for the 푘푡ℎ SMSE symbol are expressed as:
Max
⎧⎨⎩E
⎡⎣푁푓−1∑
푚=0
{s푘[푚] Bits / Symbol}
⎤⎦⎫⎬⎭ , (3.25)
such that
E
⎡⎣푁푓−1∑
푚=0
{s푘[푚] Power}
⎤⎦ ≤ Λ푃 , (3.26)
E
[
{s푘[푚] Power}
]
≤ Λ푚,푘푃푆퐷푣 , (3.27)
where Λ푃 is the total average SMSE symbol power, 푣 ∈ {0, . . . , 푁푃푈 − 1}, 푁푃푈 is
the total number of PUs, Λ푚,푘푃푆퐷푣 is the PSD mask limit associated with the 푣
푡ℎ PU
applied to the 푚푡ℎ subcarrier of the 푖푡ℎ partition (풫푖), and E[∙] denotes the expecta-
tion operator, where the expectation is taken over time and all carrier phases, data
symbols, symbol timing oﬀsets, PU transmission states, and channel gains which the
SMSE cannot observe, i.e., the channel gain between PUs and the channel gain be-
tween the SMSE and the PUs. If the spectral constraints in (3.25) through (3.27) are
viewed deterministically with respect to the current channel response, the constrained
waveform optimization can be expressed as:
Max
푀 푖푘={ 1,4,16,64,256}
{
E
[
푁풫−1∑
푖=0
푁 푖푘 log2(푀
푖
푘)
]}
, (3.28)
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such that
E
[
푁풫−1∑
푖=0
∑
푚∈풫푖
푃 푖푚,푘
]
≤ Λ푃 , (3.29)
E
[
푁풫−1∑
푖=0
푃 푖푚,푘
]
≤ Λ푚,푘푃푆퐷푣 , (3.30)
퐵퐸푅푖,푧푘 = 퐵퐸푅Desired (3.31)
∀ 푧 ∈ [0, . . . , 푁 푖푘 − 1]
∀ 푖 ∈ [0, . . . , 푁풫 − 1] ,
where 푃 푖푚,푘 is the power transmitted on the 푚
푡ℎ subcarrier during the 푘푡ℎ SMSE
symbol. Note that 푀 푖푘 = 1 is introduced in (3.28) to account for unused partitions,
as identiﬁed by zero entries in SMSE variable u in (3.21), with 푃 푖푚,푘 ≡ 0 when푀 푖푘 = 1.
The PSD mask constraint speciﬁed by (3.30) is reasonable for a non-temporally
varying spectral mask, when a temporally varying spectral mask changes gradually
enough such that the SMSE can perform its optimization process and modify its
transmitted waveform without noticeably breaking the new spectral mask constraint,
or when the SMSE has a priori knowledge of the sequence and timing of future PSD
masks. However, when a temporally varying spectral mask changes too abruptly and
without suﬃcient notice for the SMSE to perform the optimization process again,
the SMSE system is not able to optimize its waveform prior to the application of
the new spectrum mask. As a result, the SMSE must use the most restrictive PSD
mask possible in order to ensure that it does not violate the PSD mask constraint. In
this case, an interesting scenario to consider is when the PSD mask constraint can be
slightly relaxed such that the resultant SMSE PSD is allowed to exceed the spectral
mask constraint by some amount.
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The results presented in Section 4.2.4 and Section 4.2.5 are based on using a
relaxed PSD constraint, i.e., the SMSE PSD is constrained such that it may actu-
ally exceed the PSD mask by some average normalized amount. This constraint is
expressed as:
E
[
푁풫−1∑
푖=0
∑
푚∈풫푖
퐻
(
푃 푖푚,푘 − Λ푚,푘푃푆퐷푣
Λ푚,푘푃푆퐷푣
)]
≤ Υ푃푆퐷푣 , (3.32)
where Υ푃푆퐷푣 is a non-negative constraint that denotes the maximum average nor-
malized PSD mask deviation that is tolerable for the spectrum mask associated with
the 푣푡ℎ PU signal and 퐻(⋅) is the Heaviside Step Function deﬁned as:
퐻(푥) ≡
⎧⎨⎩ 0, 푥 < 0푥, 푥 ≥ 0 .
Note that in the limit as the PSD deviation constraint becomes increasingly smaller
(Υ푃푆퐷푣 → 0) the relaxed spectral mask constraint given by (3.32) reduces to that of
the spectral mask constraint given by (3.30).
3.4.2.1 PSD Mask Constraint. Results in Section 4.2 for spectrally
partitioned SD-SMSE waveform design are evaluated using two diﬀerent processes for
generating spectral masks (Λ푚,푘푃푆퐷), including: 1) a contrived non-temporally varying
spectral mask and 2) a temporally varying spectral mask generated in response to
the observed spectrum of coexistent PU signals. In each case, the spectral mask
is applied to individual subcarrier power levels according to the strict PSD mask
constraint given by (3.30), i.e., the subcarrier power levels of each transmitted SMSE
symbol are constrained to be less than or equal to the current PSD mask (Λ푚,푘푃푆퐷푣)
associated with each PU signal. For the case of the temporally varying spectral mask,
the SMSE performance is also evaluated under the relaxed PSD mask constraint given
by (3.32).
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For the contrived non-temporally varying spectral mask case, the value of Λ푚,푘푃푆퐷
is provided to the SMSE system prior to waveform design. This type of PSD mask
could be provided by system engineers responsible for integrating multiple subsystems
on a single platform or by a regulatory oversight body tasked with managing resources
across multiple platforms (see for example [20]).
For the temporally varying spectral mask case, the particular PSD mask that
is applied at a given point in time is generated in response to the observed PSD
of coexistent PU signals. A simple spectral inversion process is used for proof-of-
concept demonstration. The spectral mask associated with the 푣푡ℎ PU is generated
by 1) estimating the PSD of the 푣푡ℎ PU from the resultant interference power observed
by the SMSE, 2) inverting the PSD estimate, and 3) normalizing to obtain a PSD
mask that is a factor of 휂푣 below the PSD estimate at its peak value, where 휂푣 may be
the same for each PU or may vary among diﬀerent PUs according to some prescribed
rule (PU modulation order, DSSS PU spreading code length, etc). The resultant
temporally varying Λ푚,푘푃푆퐷푣 for the 푧
푡ℎ PU that is applied to the 푚푡ℎ SMSE subcarrier
during the 푘푡ℎ SMSE symbol interval is given by:
Λ푚,푘푃푆퐷푣 ≡
1
휂푣 퐼˜
푣
퐷푣,푚
⋅
(
Max
푚
{
퐼˜푣퐷푣,푚
})2
, (3.33)
퐼˜푣퐷푣,푚 ≡
∫ ∞
−∞
∣∣∣푃˜ (푓 − 푓푐 −푚Δ푓)∣∣∣2
푇푆 − 푇퐶푃 푍
푣
퐷푣(푓) d푓 , (3.34)
푃˜ (푓) ≡ sin(휋푓/Δ푓)
(휋푓)
,
where 푓푐 is the SMSE carrier frequency, Δ푓 is the SMSE subcarrier spacing, 푇푆 is the
SMSE symbol period, 푇퐶푃 is the SMSE cyclic preﬁx duration, and 푃˜ (푓) is the Fourier
Transform of the SMSE pulse shape after cyclic preﬁx removal, 푍푣퐷푣(푓) is the actual
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PSD of the 푣푡ℎ PU transmitting in state 퐷푣, and 퐼˜
푣
퐷푣,푚 is the resultant interference
power observed by the 푚푡ℎ SMSE subcarrier due to the 푣푡ℎ PU transmitting in state
퐷푣, given by (A.3) in Appendix A, which is used as the PU PSD estimate.
The resultant Λ푚,푘푃푆퐷푣 from (3.33) eﬀectively constrains the SMSE PSD to be
at least a factor of 휂푣 less than the PSD of the 푣
푡ℎ PU at its spectral peak. For
the case when multiple PU systems are present, the SMSE subcarrier power levels
are constrained to be less than or equal to the current Λ푚,푘푃푆퐷푣 associated with each
PU system. While there are certain alternatives for generating temporally varying
spectral masks, to include those based directly on DSA works addressing spectral
estimation and resource allocation [19, 21, 53, 57], the simple PSD inversion method
is suﬃcient for demonstrating beneﬁts of Spectrally-Partitioned SD-SMSE when a
temporally varying spectral mask is required.
The simple inversion method for generating a temporally varying spectral mask
is demonstrated in Fig. 3.6. The temporally varying PSD response for a coexistent
scenario including three dissimilarly modulated, spectrally separated PU signals is
shown in Fig. 3.6a. The corresponding temporally varying spectral mask in Fig. 3.6b
is generated in response to the PU PSD response using the inverse mask generation
process described above. An additional perspective on PSD mask characteristics is
provided in Fig. 3.6c, which shows the cross-time average response of the temporally
varying spectral mask in Fig. 3.6b.
3.4.2.2 SMSE BER Constraint. The resultant interference power
observed by the 푚푡ℎ SMSE subcarrier due to the 푣푡ℎ PU transmitting in state 퐷푣
(퐼˜푣퐷푣,푚) is given above in (3.34). This interference value is needed in order to determine
the required value of 푃 푖푚,푘 in (3.29) that yields the desired SMSE BER. Approximating
the interference from the PU signals as Gaussian, the BER equation for the SMSE
data symbols employed in the 푖푡ℎ partition is [54]:
푃 푖푏 ≈ 퐶 푖푘 ×푄
(√
3
(푀 푖푘 − 1)
1
MSE푖푘
)
, (3.35)
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Figure 3.6: Demonstration of simple PSD inversion method used for generating time
varying PSD spectral mask constraint: (a) Temporally varying PU PSD response, (b)
Temporally varying spectral mask constraint based on simple PSD inversion process
and (c) Corresponding cross-time average of time varying spectral mask.
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퐶 푖푘 ≡
4
(√
푀 푖푘 − 1
)
√
푀 푖푘 log2(푀
푖
푘)
,
where MSE푖푘 is the resultant mean squared error (MSE) of the data symbols after
being processed by an unbiased minimum MSE (MMSE) combiner, and 푄(⋅) is given
by
푄(푥) ≡ 1√
2휋
∫ ∞
푥
e
−푦2
2 d푦 .
The value of MSE푖푘 is given by (C.8) in Appendix C as:
MSE푖푘 =
⎡⎣ 1
푁 푖푘
푁 푖푘−1∑
푥=0
Υ푥
1 + Υ푥
⎤⎦−1 − 1 , (3.36)
Υ푥 ≡
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
] ,
E
[
휎2
퐷⃗,{푥,푦}
]
≡
푁0 + 2
푁푃푈−1∑
푣=0
E
[
퐼˜푣퐷푣,{푥,푦}
]
∣퐻{푥,푦}∣2푇푆 ,
푚 ≡ 푥+ 푦 ⋅푁 푖푘 + 푖 ⋅푁푆퐶 ,
where Υ푥 is the resultant signal to interference plus noise ratio (SINR) summed across
correlated SMSE subcarriers, 휎2
퐷⃗,푚
is the normalized interference plus noise term on
the 푚푡ℎ SMSE subcarrier, and the indices 푥 and 푦 are introduced to simplify notation.
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The desired BER is then obtained by applying the following constraint:
푁 푖푘−1∑
푥=0
Υ푥
1 + Υ푥
=
푁 푖푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
, (3.37)
퐵˜(푀 푖푘) ≡
[
푄−1
(
푃푏푚
퐶 푖푘
)]2(
푀 푖푘 − 1
3
)
.
From inspection of (3.37), the value of 푃 푖푚,푘 required to modulate the 푚
푡ℎ SMSE
subcarrier using a modulation order of 푀 푖푘 and achieve the desired BER is not re-
stricted to a single value as it is for the non-partitioned case of Section 3.3. Instead,
the SMSE subcarrier power allocation can be distributed within the 푖푡ℎ partition (풫푖)
to meet PSD requirements, while still meeting SMSE BER constraints. Note that for
the case of 푁푆퐶 = 푁
푖
푘 = 1, the required values of 푃
푖
푚,푘 given by (3.37) reduces to that
given by (3.14) for a traditional OFDM system as expected.
3.4.2.3 Evaluation of Constraint Performance. To demonstrate how
PSD mask constraint performance is assessed in Section 4.2, results for a representa-
tive scenario are considered using a contrived PSD mask. The contrived PSD mask
Λ푚푃푆퐷 and resultant SMSE PSDs are provided in Fig. 3.7 for two diﬀerent SMSE
waveform designs. The horizontal axis indicates the SMSE subcarrier index used and
the vertical axis indicates the resultant power transmitted on each subcarrier. For
both the Spectrally-Partitioned waveform design (푁푆퐶 = 8) and traditional-OFDM
waveform design (푁푆퐶 = 1), the resultant SMSE PSD is shown to meet the desired
spectral mask constraint across the entire range of SMSE subcarrier indices.
By visually comparing and analyzing results presented in this manner, qualita-
tive assessment of poorer or better performance can be made. For example, results
in Fig. 3.7 show that the Spectrally-Partitioned SMSE response better approximates
the spectral mask. This is indicated by the traditional-OFDM PSD being substan-
tially lower than the Spectrally-Partitioned SMSE PSD for all subcarrier indices. For
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Figure 3.7: Performance assessment using a contrived non-temporally varying PSD
mask constraint for Λ푚푃푆퐷. Resultant PSDs are shown for Traditional-OFDM (푁푆퐶 =
1) and Spectrally-Partitioned (푁푆퐶 = 8) designs.
the imposed ﬁxed BER constraint, it can therefore be concluded that the Spectrally-
Partitioned SMSE waveform has higher total transmit power (proportional to area
under its PSD) and higher SMSE throughput for a given modulation.
To demonstrate how BER constraint performance is assessed for results provided
in Section 4.1, results for a representative coexistent scenario are presented. The
resultant coexistent BER for both the SMSE and PU systems is shown in Fig 3.8. The
horizontal axis indicates the maximum allowable SMSE power limit (normalized by
the channel bandwidth) and the vertical axis indicates the resultant BER observed.
For results shown, the SMSE system is constrained to operate with a maximum
BER limit of 푃퐵 = 10
−2 while the PU BER is unconstrained. The resultant BER
performance observed by the PU systems is generally of interest and provided in
Section 4.2 for completeness.
By visually comparing and analyzing results presented in this manner, qualita-
tive assessment of poorer or better performance can be made. Considering the SMSE
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Figure 3.8: Example of resultant BER achieved for coexistent SMSE and PU sig-
nals. A maximum BER constraint of 푃퐵 = 10
−2 is applied for the SMSE system.
Resultant PU BER performance is a result of the PSD Mask constraint applied to
the SMSE.
BER curve (triangular markers), the SMSE BER is shown to meet the desired BER
limit of 푃퐵 = 10
−2 across the entire range of SMSE transmit power limits. Consider-
ing the PU BER curves (square markers) as the SMSE transmit power increases, the
observed PU BER asymptotically increases up to a resultant BER of approximately
푃퐵 = 2×10−2. For lower SMSE power levels the PU BER is substantially lower than
the BER limit. This trend occurs when the SMSE system operates in a primarily
power-constrained mode, i.e., it expends its entire power budget without being sig-
niﬁcantly impacted by the PSD mask constraint associated with the PU system. In
the scenario considered here, as the SMSE power reaches a value of approximately
Λ푃 = 1.5 × 10−8 W/Hz, the SMSE system begins to restrict its actual transmitted
power to something less than its constrained power limit to ensure the PSD mask
constraint is not exceeded.
3.4.3 SMSE Waveform Optimization.
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3.4.3.1 Strict PSD Mask Constraint. The waveform design problem
speciﬁed by the strict PSD mask constraints given in (3.28) through (3.31) can be
adapted to account for the change in SMSE subcarrier indices given in (3.36). Using
the BER requirement in (3.37) and accounting for subcarrier index variation, the
waveform optimization problem can be recast as:
Max
푀 푖
푘
={ 1,4,16,64,256}
{
E
[
푁풫−1∑
푖=0
푁 푖푘 log2(푀
푖
푘)
]}
, (3.38)
such that
E
⎡⎢⎣푁풫−1∑
푖=0
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
⎤⎥⎦ ≤ Λ푃 , (3.39)
E
[
푁풫−1∑
푖=0
푃 푖{푥,푦},푘
]
≤ Λ{푥,푦},푘푃푆퐷푣 , (3.40)
푁 푖푘−1∑
푥=0
Υ푥
1 + Υ푥
=
푁 푖푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
, (3.41)
where
Υ푥 ≡
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
] ,
푚 ≡ 푥+ 푦 ⋅푁 푖푘 + 푖 ⋅푁푆퐶 .
The new optimization problem entails selection of appropriate values for 1) the
number of data symbols used in each partition 푁 푖푘, 2) the modulation scheme used
within each partition푀 푖푘, and 3) the power distribution used in each partition 푃
푖
{푥,푦},푘.
Maximization can be accomplished using Lagrange’s method by maximizing
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Max
푀 푖
푘
,푁 푖
푘
,푃 푖
{푥,푦},푘
{
E
[
푁풫−1∑
푖=0
푁 푖푘 log2(푀
푖
푘)− 휆푃
⎛⎜⎝푁풫−1∑
푖=0
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘 − Λ푃
⎞⎟⎠
−
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
(
푁풫−1∑
푖=0
푃 푖{푥,푦},푘 − Λ{푥,푦},푘푃푆퐷푣
)
+
푁풫−1∑
푖=0
휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
]}
= Max
푀 푖
푘
,푁 푖
푘
,푃 푖
{푥,푦},푘
{
E
[
푁풫−1∑
푖=0
(
푁 푖푘 log2(푀
푖
푘)−
(
휆푃
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
+
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
푃 푖{푥,푦},푘
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ 휆푃Λ푃 +
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
}
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= Max
푀 푖
푘
,푁 푖
푘
,푃 푖
{푥,푦},푘
푁풫−1∑
푖=0
{
E
[
푁 푖푘 log2(푀
푖
푘)− 퐿푖푘
]
+ 휆푃Λ푃 +
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
}
, (3.42)
where
퐿푖푘 ≡
(
휆푃
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘 +
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
푃 푖{푥,푦},푘
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and 휆푃 ≥ 0, 휆{푥,푦},푘푃푆퐷푣 ≥ 0, and 휆푖퐵퐸푅 ≥ 0 are the Lagrange multipliers that satisfy the
constraints in (3.38) through (3.41). The above term is maximized by assigning the
values to 푁 푖푘 and 푀
푖
푘 that maximize the diﬀerence of E [푁
푖
푘 log2(푀
푖
푘)− 퐿푖푘], with the
subcarrier power allocation optimized for the values of 푁 푖푘 and 푀
푖
푘.
Therefore, the maximization problem is reduced to ﬁnding the appropriate La-
grange multiplier values of 휆푃 , 휆
{푥,푦},푘
푃푆퐷푣
, 휆푖퐵퐸푅 that satisfy the constraints. Although
not a convex optimization problem, there are a number of methods that can be used
to determine locally optimal values or to stochastically search for globally optimal
values [5–7]. For proof-of-concept demonstration, the results presented in Section 4.2
are obtained using a gradient ascent of the Lagrange multipliers and the subcarrier
power levels to ﬁnd a locally optimal operating point.
49
Mathematical details of the optimization process are provided in Appendix D,
with Section D.1 providing the development for optimization using a strict PSD
mask constraint. Additionally, details regarding the consideration of numerical issues
associated with designing a Predictive Spectrally-Temporally adapted signal under the
relaxed PSD mask Constraint are provided in Appendix E.
3.4.3.2 Relaxed PSD Mask Constraint. The waveform design problem
speciﬁed by the relaxed PSD mask constraint given by (3.28), (3.29), (3.31), and
(3.32) can be adapted to account for the change in SMSE subcarrier indices given
in (3.36). Using the BER requirement in (3.37) and accounting for subcarrier index
variation, the waveform optimization problem can be recast as:
Max
푀 푖
푘
={ 1,4,16,64,256}
{
E
[
푁풫−1∑
푖=0
푁 푖푘 log2(푀
푖
푘)
]}
, (3.43)
such that
E
⎡⎢⎣푁풫−1∑
푖=0
푁 푖
푘
−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
⎤⎥⎦ ≤ Λ푃 , (3.44)
E
⎡⎢⎣푁풫−1∑
푖=0
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
퐻
(
푃 푖{푥,푦},푘 − Λ{푥,푦},푘푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
)⎤⎥⎦ ≤ Υ푃푆퐷푣 , (3.45)
푁 푖푘−1∑
푥=0
Υ푥
1 + Υ푥
=
푁 푖푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
, (3.46)
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where
Υ푥 ≡
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
] ,
푚 ≡ 푥+ 푦 ⋅푁 푖푘 + 푖 ⋅푁푆퐶 .
The new optimization problem entails selection of appropriate values for 1) the
number of data symbols used in each partition 푁 푖푘, 2) the modulation scheme used
in each partition 푀 푖푘, and 3) the power distribution used in each partition 푃
푖
{푥,푦},푘.
Maximization can be accomplished using Lagrange’s method by maximizing
Max
푀 푖
푘
,푁 푖
푘
,푃 푖
{푥,푦},푘
{
E
[
푁풫−1∑
푖=0
푁 푖푘 log2(푀
푖
푘)− 휆푃
⎛⎜⎝푁풫−1∑
푖=0
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘 − Λ푃
⎞⎟⎠
−
푁푃푈−1∑
푣=0
휆푃푆퐷푣
⎛⎜⎝푁풫−1∑
푖=0
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
퐻
(
푃 푖{푥,푦},푘 − Λ{푥,푦},푘푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
)
−Υ푃푆퐷푣
⎞⎟⎠
+
푁풫−1∑
푖=0
휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
]}
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= Max
푀 푖푘,푁
푖
푘,푃
푖
{푥,푦},푘
{
E
[
푁풫−1∑
푖=0
(
푁 푖푘 log2(푀
푖
푘)−
(
휆푃
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
+
푁푃푈−1∑
푣=0
휆푃푆퐷푣
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
퐻
(
푃 푖{푥,푦},푘 − Λ{푥,푦},푘푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
)
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}
= Max
푀 푖
푘
,푁 푖
푘
,푃 푖
{푥,푦},푘
푁풫−1∑
푖=0
{
E
[
푁 푖푘 log2(푀
푖
푘)− 퐿푖푘
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}
,
(3.47)
where
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퐿푖푘 ≡
(
휆푃
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
+
푁푃푈−1∑
푣=0
휆푃푆퐷푣
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
퐻
(
푃 푖{푥,푦},푘 − Λ{푥,푦},푘푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
)
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and 휆푃 ≥ 0, 휆{푥,푦},푘푃푆퐷푣 ≥ 0, and 휆푖퐵퐸푅 ≥ 0 are the Lagrange multipliers that sat-
isfy the constraints in (3.43) through (3.46). The above term is maximized by
assigning the product 푁 푖푘 log2(푀
푖
푘) to the value that maximizes the diﬀerence of
E [푁 푖푘 log2(푀
푖
푘)− 퐿푖푘], with the subcarrier power allocation optimized for the values
of 푁 푖푘 and 푀
푖
푘.
Therefore, the maximization problem is again reduced to ﬁnding the appropriate
Lagrange multiplier values of 휆푃 , 휆
{푥,푦},푘
푃푆퐷푣
, 휆푖퐵퐸푅 that satisfy the constraints. Although
not a convex optimization problem, there are a number of methods that can be used
to determine locally optimum values or to stochastically search for globally optimum
values [5–7]. For proof of concept demonstration, the results presented in Section 4.2
are obtained using a gradient ascent of the Lagrange multipliers and the subcarrier
power levels to ﬁnd a locally optimal operating point.
Mathematical details of the optimization process are provided in Appendix D,
with optimization details using a relaxed PSD mask constraint provided in Section D.2
for a Spectrally-Only adapted waveform design and in Section D.3 for a Spectrally-
Temporally adapted waveform design. Additionally, details regarding the considera-
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tion of numerical issues associated with designing a Predictive Spectrally-Temporally
adapted signal under the relaxed PSD mask constraint are provided in Appendix E.
3.5 Presentation of Results
This section provides an overview of the presentation format used in Chapter 4
for presenting, analyzing, and comparing results obtained from multiple demonstra-
tion scenarios. The format is illustrated in Fig. 3.9 for a representative optimization
scenario. A textual Scenario Description is ﬁrst provided and includes parametric
details for the SMSE and coexistent PU systems. The corresponding PSD Responses
for the scenario are next presented. This includes PSD responses for the PU signals as
well as the adapted SMSE waveform. These are used to the highlight the eﬀectiveness
of SMSE waveform design through visual assessment and comparison. Finally, the
Coexistent BER and Throughput are presented for the PU and SMSE systems.
This general process is followed for results of all scenarios considered. In some
cases, multiple scenarios contain some number of common factors (type of PU mod-
ulation, number of PUs, etc.) to assess the impact of varying a speciﬁc SMSE pa-
rameter(s). For completeness, these common factors are included in each scenario
description along with an explicit list of any minor diﬀerences. The section-to-section
redundancy is intentional and enables the reader to independently assess results in a
given section without referring to other sections.
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4.1.3.1 Demonstration Scenario. SMSE system performance is sim-
ulated in a coexistent environment containing two OFDM-based 802.11a PU net-
works. The OFDM PU networks span two adjacent 20 MHz channels centered at
퐹푐1 = 5.00 GHz and 퐹푐2 = 5.02 GHz. Consistent with speciﬁcations in [32], the
802.11a users operate as follows: 1) average transmit power ﬁxed at 푃푃푈 = 100 푚W
per user, 2) a pre-encoded data rate of 푅푏 = 24 MBits/Sec with a variable length
packet structure, 3) rate 푟 = 1/2 forward error correction, 4) 16-QAM modulation
on 48 data subcarriers, and 5) pilot tones are present. An AWGN channel model is
used with the noise power set to achieve an in-band 푆푁푅 = 16.7 dB.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 GHz (spectrally centered between 802.11a
bands). The SMSE signal uses a 32 length (푁푐푝 = 32) cyclic preﬁx and propagates
through a multipath Rayleigh faded channel with an exponential power delay proﬁle
having RMS and maximum delay spreads of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s,
respectively. The SMSE subcarrier modulations are selected independently and set
to one of 4-QAM, 16-QAM, 64-QAM, or 256-QAM. Both the PU and SMSE systems
are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE system has a
perfect channel response estimate at both the transmitter and receiver locations and
updates its PU transmission state estimates every 50 SMSE symbols. Additionally,
the SMSE power is further constrained to be distributed such that the resulting
interference within a given 20 MHz band does not degrade PU preamble detection
performance, i.e., all 802.11a users can reliably detect greater than 90% of received
preambles [32].
Unlike results in Section 4.1.2, results here do not rely on a priori PU infor-
mation. Rather, the SMSE estimates PU transmission statistics by monitoring PU
transmission activity as discussed in Section 3.2.1. Using these observations, the
SMSE forms a histogram based estimate of the probability distribution of: 1) the
PU packet transmission duration and 2) the time duration between PU packets (idle
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Figure 3.9: Presentation format used in Chapter 4 for all scenarios considered:
(Top) Textual description of scenario parameters and conditions; (Middle) PSD rep-
resentations of PU response, adapted SMSE response, and composite response; and
(Bottom) Coexistent BER and Throughput for PU and SMSE systems.
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IV. Results
This chapter provides modeling, simulation and analysis results generated using the
methodology and processes detailed in Chapter 3. The research involves hundreds of
simulations with some scenarios requiring hundreds of hours of processing time. For
brevity and to ensure succinctness, only a subset of representative results are pre-
sented here. Most importantly, these representative results fully support key research
ﬁndings and contributions. The results are logically divided based on the type of
Primary User (PU) interference constraint used for SMSE waveform design and are
presented in two separate sections: Section 4.1, Interference-Based PU Constraints
and Section 4.2, PSD-Based PU Constraints.
Results are presented consistent with the format given by Fig 3.9 in Section 3.5.
This general process is followed for each set of results provided. For sets of results
that share a common demonstration scenario, a list of any minor diﬀerences are given
followed by a full description of the scenario. In this way, the results provided in a
given section can be assessed independently without referring to other sections.
4.1 Interference-Based PU Constraints
Results are ﬁrst generated to demonstrate the ability of the SMSE system to
optimize its transmitted waveform using interference-based PU constraints and the
process described in Section 3.3. These results show the potential performance im-
provement that can be realized through adaptive design of temporally and spectrally
agile SMSE waveforms. By exploiting statistical knowledge of PU spectral and tem-
poral behavior, SMSE system throughput can be maximized while adhering to both
SMSE and PU bit error rate (BER or 푃퐵) constraints.
Results in Section 4.1.1 demonstrate the ability of the SMSE system to es-
timate resultant coexistent interference levels. Simulation results are provided in
Section 4.1.2 for a coexistent scenario containing temporally unstructured Direct Se-
quence Spread Spectrum (DSSS) PU signals. Section 4.1.3 provides simulation results
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for a coexistent scenario containing temporally structured 802.11a signals. The eﬀect
of dissimilar PU BER constraints on SMSE and PU performance is demonstrated
in Section 4.1.4. In Section 4.1.5, performance sensitivity is investigated relative to
SMSE waveform update latency and update interval and the resultant trade-space
explored. Finally, in Section 4.1.6, performance sensitivity is investigated relative to
channel estimation error in the SMSE transmitter.
4.1.1 Estimation of Coexistent Interference. For the SMSE system to ef-
fectively design a waveform that meets imposed mutual interference constraints, it
must be able to accurately predict resultant interference levels. This includes both
the interference caused by the SMSE to the PUs in (3.11) as well as the interference
caused by PUs to the SMSE in (3.12). Results in this section compare the predicted
coexistent interference levels to the observed values obtained through simulation.
4.1.1.1 Demonstration Scenario. The demonstration scenario includes
a single Direct Sequence Spread Spectrum (DSSS) PU signal employing Binary Phase
Shift Keying (BPSK) for both the data and spreading modulations. The transmitted
PU power level is ﬁxed at 푃푃푈 = 1 W using a symbol rate of 푅푠 = 250K Sym/Sec,
and is transmitted at a center frequency of 퐹푐 = 5.0 GHz through an Additive White
Gaussian Noise (AWGN) channel. A 31-length (푁푐 = 31) gold code sequence is used
for the spreading code with exactly one code period per BPSK data symbol.
The SMSE signal is spectrally coincident to the DSSS PU, centered at 퐹푐 =
5.0 GHz, contains 푁푓 = 128 subcarriers with a subcarrier spacing of Δ푓 = 344.5 KHz,
uses QPSK data modulation, and has a total power of 푃푆푀푆퐸 = 1 W. The SMSE
signal uses a 32-length (푁푐푝 = 32) cyclic preﬁx and propagates through a multipath
Rayleigh faded channel with an exponential power delay proﬁle having RMS and
maximum delay spreads of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, respectively.
4.1.1.2 Simulation Results. Predicted and observed interfering power
levels are compared in Fig. 4.1 [40]. The predicted interference observed by the
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PU due to the presence of the 푚푡ℎ SMSE subcarrier is given by (3.11) and shown
in Fig. 4.1a along with the observed values obtained through simulation. The corre-
sponding interference power observed by the푚푡ℎ SMSE subcarrier due to the presence
of the PU is shown in Fig. 4.1b, where the predicted interference is given by (3.12).
In both cases, the observed simulated interference levels closely match the predicted
values, indicating that the SMSE is successfully able to estimate the resultant mutual
interference levels associated with using a particular subcarrier.
4.1.2 Coexistent Performance: Temporally Unstructured DSSS PU Signals.
Results in this section demonstrate the ability of the SMSE system to adapt its
waveform in response to multiple temporally unstructured coexistent PU signals. Since
the PU signals exhibit temporal variation but no ﬁxed timing structure, the SMSE
system has the option to design a Spectrally-Only designed waveform in response to
the spectral shape of the PU signals, or to design a Reactive Spectrally-Temporally
designed waveform by also considering the current PU transmission state. Results in
this section provide simulated coexistent performance for the SMSE and PU systems
under these two design considerations.
4.1.2.1 Demonstration Scenario. SMSE system performance is simu-
lated in a coexistent environment containing four Direct Sequence Spread Spectrum
(DSSS) PU signals. The DSSS PU signals use Binary Phase Shift Keying (BPSK)
modulation for both data and spreading. The transmitted PU power level is ﬁxed
at 푃푃푈 = 20 W per PU using a symbol rate of 푅푠 = 300K Sym/Sec. A 32-length
(푁푐 = 32) Hadamard sequence is used for the spreading code with exactly one code
period per BPSK data symbol. The four PU signals are spectrally non-overlapped at
center frequencies of 퐹푐1 = 2.0120 GHz, 퐹푐2 = 2.0383 GHz, 퐹푐3 = 2.0680 GHz, and
퐹푐4 = 2.0931 GHz. Each PU signal is generated using independent data modulation,
carrier phase and symbol timing. The PU burst transmissions are modeled as expo-
nential random variables with a mean duration of 20.0 mSec for both burst length
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(b) Interference to the 푚푡ℎ SMSE subcarrier from the PU
Figure 4.1: Predicted interference and observed interference obtained through sim-
ulation: (a) observed by the PU due to the presence of the 푚푡ℎ SMSE subcarrier and
(b) observed by the 푚푡ℎ SMSE subcarrier due to the presence of the PU [40].
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and inter-burst spacing. An AWGN channel model is used with the noise power set
to achieve an in-band 푆푁푅 = 6.2 dB.
The SMSE signal uses a maximum of 푁푓 = 8192 possible subcarriers that are
conﬁned to a frequency band of 2.0000 GHz to 2.1050 GHz (105 MHz maximum
bandwidth). Each subcarrier experiences independent Rayleigh ﬂat fading through
the AWGN channel. The subcarrier modulations are selected independently and
set to one of 4-QAM, 16-QAM, 64-QAM, or 256-QAM. Both the PU and SMSE
systems are constrained to a maximum channel BER of 푃퐵 = 10
−4. The SMSE
system has a perfect channel response estimate at both the transmitter and receiver
locations and updates its PU transmission state estimate prior to each SMSE symbol
transmission. Furthermore, all transmitters and receivers in the scenario (PU and
SMSE) are assumed to observe the same set of signals, but with independent noise
realizations. Given that the transmitted burst lengths and intervals between bursts
are modeled as a “memoryless” exponential random variables, a simple “on-oﬀ” PU
state model is appropriate for designing a Reactive Spectrally-Temporally designed
waveform. Additionally, the SMSE is assumed to have perfect a priori knowledge of
the parameters governing the burst length and inter-burst spacing when computing
PU temporal statistics. As an additional metric for consideration, the SMSE system
performance is also simulated in the channel without the DSSS PU signals present
for comparison as an upper bound to achievable SMSE performance.
4.1.2.2 Time-Frequency Power Spectral Density (PSD). The time-
frequency PSD responses of the PU signals and resultant SMSE signal are shown in
Fig. 4.2 [38, 40] for a representative scenario. In response to the PU signals shown
in Fig. 4.2a, the SMSE system can design a waveform either by using only spectral
adaptation or by using both spectral and temporal adaptation.
Considering a Spectrally-Only based waveform design, the signal satisfying (3.5)
through (3.7) avoids spectral areas containing signiﬁcant PU power as well as low
channel gain while maximizing its throughput. The resultant Spectrally-Only adapted
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SMSE response in Fig. 4.2b clearly shows that spectral areas occupied by DSSS PU
signals are avoided.
Considering a Spectrally-Temporally based waveform design, the signal satisfy-
ing (3.5) through (3.7) avoids both spectral and temporal areas containing signiﬁcant
PU power as well as low channel gain while maximizing its throughput. This is il-
lustrated in the time-frequency PSD response shown in Fig. 4.2c, where the adapted
SMSE signal spectrally and temporally avoids the four DSSS PU signals using the
simple “on-oﬀ” state model. The resultant Spectrally-Temporally adapted SMSE
signal eﬀectively power ﬁlls “voids” around the DSSS PU signals in both time and
frequency. The SMSE response clearly avoids spectral areas occupied by the DSSS
signals only when they are actually present.
4.1.2.3 PU and SMSE Bit Error Rate (BER). Simulated PU and
SMSE BER performance is shown in Fig. 4.3 [38,40] for the Spectrally-Only designed
SMSE waveform, and the Reactive Spectrally-Temporally designed SMSE waveform.
For comparison, SMSE performance is also presented without the DSSS PU signals
present. Considering the SMSE BER curves (ﬁlled markers), the SMSE BER is
shown to meet the desired BER limit of 푃퐵 = 10
−4 for the entire range of SMSE
transmit power limits simulated, with all three curves overlapping. Considering the
PU BER curves (unﬁlled markers) as the SMSE transmit power limit increases, the
PU BER increases up to within a factor of ±10% of the maximum BER constraint
of 푃퐵 = 10
−4. Note that this minor amount of deviation should be within the error
correction capability of the PU’s channel coding, and thus should be well absorbed
by the channel coding. For lower SMSE power levels the PU BER is substantially
lower than the BER limit. This occurs because the SMSE signal is able to select
subcarrier frequencies that are considerably removed from the DSSS PU spectral
regions and apply maximum power levels without causing signiﬁcant interference to
the PU systems.
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(c) SMSE Signal Response Spectrally-
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Figure 4.2: Coexistent Adapted SMSE and DSSS PU Signals. Time-Frequency
PSDs: (a) Four DSSS PU Signals, (b) SMSE Signal Response Spectrally-Only Adapted
to PU Signal and (c) SMSE Signal Response Spectrally-Temporally Adapted to PU
Signal [38, 40].
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Figure 4.3: Coexistent BER versus total normalized SMSE power for Spectrally-
Only and Spectrally-Temporally adapted SMSE signals. Corresponding DSSS PU
BER is also shown. A maximum BER constraint of 푃퐵 = 10
−4 is used for all systems
[38, 40].
4.1.2.4 Average SMSE Throughput. Results in Fig. 4.4 [38, 40] show
average SMSE throughput (Bits/Sec) versus total maximum SMSE power (normal-
ized by maximum SMSE bandwidth of 105 MHz) for both the Spectrally-Only and
Reactive Spectrally-Temporally adapted SMSE waveforms. Performance without the
DSSS PU signals present is also provided for comparison. For the lower maximum to-
tal power limits considered, all three systems perform nearly identically. This occurs
because the SMSE system can allocate its total power to a very few high gain channels.
Therefore, when the DSSS PU signals are present, the SMSE design is eﬀectively a
simple frequency division multiplexing scheme that avoids spectral regions with high
interference. Since there are generally enough high gain channels outside the DSSS
PU spectral regions, the SMSE system experiences minimal penalty for avoiding the
DSSS PU sub-bands. However, as total available power increases, the SMSE system
begins to share spectral regions with DSSS PUs and realizes a noticeable performance
improvement. For the range of power limits evaluated, results demonstrate that the
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Figure 4.4: Average SMSE throughput (Bits/Sec) versus normalized maximum
SMSE power for Spectrally-Only and Spectrally-Temporally adapted SMSE signals.
Results based on a maximum BER constraint of 푃퐵 = 10
−4 for all systems. Perfor-
mance without the DSSS PU signals present is shown for comparison [38, 40].
Spectrally-Temporally adapted waveform achieves an increase in throughput of up to
approximately 20% over that of the Spectrally-Only adapted waveform.
4.1.3 Coexistent Performance: Temporally Structured 802.11a PU Signals.
Results in this section demonstrate the ability of the SMSE system to adapt its wave-
form in response to multiple temporally structured coexistent PU signals. Since the
PU signals exhibit temporal variation as well as a packet-based timing structure,
the SMSE system has the option to design a Spectrally-Only designed waveform in
response to the spectral shape of the PU signals, a Reactive Spectrally-Temporally
designed waveform by also considering the current PU transmission state, or a Pre-
dictive Spectrally-Temporally designed waveform by also considering how long a given
PU has been in its current PU transmission state. Results in this section provide
simulated coexistent performance for the SMSE and PU systems under these three
design considerations.
64
4.1.3.1 Demonstration Scenario. SMSE system performance is sim-
ulated in a coexistent environment containing two OFDM-based 802.11a PU net-
works. The OFDM PU networks span two adjacent 20 MHz channels centered at
퐹푐1 = 5.00 GHz and 퐹푐2 = 5.02 GHz. Consistent with speciﬁcations in [32], the
802.11a users operate as follows: 1) average transmit power ﬁxed at 푃푃푈 = 100 푚W
per user, 2) a pre-encoded data rate of 푅푏 = 24 MBits/Sec with a variable length
packet structure, 3) rate 푟 = 1/2 forward error correction, 4) 16-QAM modulation
on 48 data subcarriers, and 5) pilot tones are present. An AWGN channel model is
used with the noise power set to achieve an in-band 푆푁푅 = 16.7 dB.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 GHz (spectrally centered between 802.11a
bands). The SMSE signal uses a 32 length (푁푐푝 = 32) cyclic preﬁx and propagates
through a multipath Rayleigh faded channel with an exponential power delay proﬁle
having RMS and maximum delay spreads of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s,
respectively. The SMSE subcarrier modulations are selected independently and set
to one of 4-QAM, 16-QAM, 64-QAM, or 256-QAM. Both the PU and SMSE systems
are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE system has a
perfect channel response estimate at both the transmitter and receiver locations and
updates its PU transmission state estimates every 50 SMSE symbols. Additionally,
the SMSE power is further constrained to be distributed such that the resulting
interference within a given 20 MHz band does not degrade PU preamble detection
performance, i.e., all 802.11a users can reliably detect greater than 90% of received
preambles [32].
Unlike results in Section 4.1.2, results here do not rely on a priori PU infor-
mation. Rather, the SMSE estimates PU transmission statistics by monitoring PU
transmission activity as discussed in Section 3.2.1. Using these observations, the
SMSE forms a histogram based estimate of the probability distribution of: 1) the
PU packet transmission duration and 2) the time duration between PU packets (idle
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time). These probability distributions are then used to compute the conditional prob-
abilities that the PU will remain in its current transmission state (on or oﬀ) given
that it has already been in that state for some amount of time.
4.1.3.2 Time-Frequency Power Spectral Density (PSD). The time-
frequency PSD responses of the PU signals and resultant SMSE signal are shown in
Fig. 4.5 [39, 40] for a representative scenario. In response to the PU signals shown
in Fig. 4.5a, the SMSE system can design a waveform either by using only spectral
adaptation constraints or by using both spectral and temporal adaptation constraints.
Considering a Spectrally-Only based waveform design, the signal satisfying (3.5)
through (3.7) avoids spectral areas containing signiﬁcant PU power as well as low
channel gain while maximizing its throughput. The resultant Spectrally-Only adapted
SMSE response in Fig. 4.5b clearly shows that spectral areas occupied by PU signals
are avoided.
Considering a Reactive Spectrally-Temporally based waveform design, the signal
satisfying (3.5) through (3.7) avoids both spectral and temporal areas containing
signiﬁcant PU power as well as low channel gain while maximizing its throughput.
This is illustrated in the time-frequency PSD response shown in Fig. 4.5c, where the
adapted SMSE signal spectrally and temporally adapts to the current transmission
state of the two PU signals. The resultant SMSE signal response is clearly seen to
avoid spectral areas occupied by the PU signals only when they are actually present.
Finally, considering a Predictive Spectrally-Temporally based waveform design,
the signal satisfying (3.5) through (3.7) avoids both spectral and temporal areas
containing signiﬁcant PU power as well as low channel gain while maximizing its
throughput. This is illustrated in the time-frequency PSD response shown in Fig. 4.5d,
where the adapted SMSE signal spectrally and temporally adapts to the two PU
signals prior to their transmission state changes. The resultant SMSE signal response
in Fig. 4.5d is clearly seen to not only avoid spectral areas occupied by the PU signals
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when they are actually present, but also to modify its waveform design in response
to predicted PU transmission state changes.
4.1.3.3 PU and SMSE Bit Error Rate. Resultant PU and SMSE
channel BER versus total normalized SMSE power is shown in Fig. 4.6 [39,40] for the
Spectrally-Only, Reactive Spectrally-Temporally, and Predictive Spectrally-Temporally
designed waveforms. Considering the SMSE BER curves (ﬁlled markers), the observed
SMSE BER is consistent with the desired BER limit for all three design methods.
Considering the PU BER curves (unﬁlled markers) as the SMSE transmit power
increases, the observed PU BER increases to the BER limit of 푃퐵 = 10
−2 for all
design methods. Prior to reaching the PU BER limit, the SMSE system operates in a
purely power-constrained mode, i.e., it expends its entire power budget without being
impacted by the BER constraint for the PU system. As the SMSE power reaches a
value of approximately Λ푃 = 2× 10−9 W/Hz, the SMSE system begins to restrict its
actual transmitted power to something less than its power limit constraint in order to
maintain the PU BER constraint. The resultant SMSE design successfully maintains
the PU BER constraint for all three design methods.
4.1.3.4 Average SMSE Throughput. Resultant SMSE throughput
(Bits/Sec) for the three design methods is shown in Fig. 4.7 [39, 40], where once
again the results are plotted as a function of SMSE transmit power. As indicated, all
three design methods asymptotically approach an upper limit on achievable through-
put. This limitation is a result of the designs being unable to allocate all available
power within the channel given that the PU BER constraint must be maintained.
The spectrally-only designed waveform achieves a signiﬁcantly lower through-
put than the spectrally-temporally designed waveforms. This result is partly due to
the fact that spectrally-only waveform design is obtained through pure frequency di-
vision. Since this scenario has far less spectral separation between PU system than
that of Section 4.1.2, the SMSE waveform is less able to rely on pure frequency divi-
sion to avoid PU signals. By comparison, the Reactive Spectrally-Temporally designed
67
                                                          F
c1                                         Fc2                                                 (dB)
Frequency
Ti
m
e
 
 
−95
−90
−85
−80
−75
−70
−65
(a)
                                                          F
c1                                         Fc2                                                 (dB)
Frequency
Ti
m
e
 
 
−95
−90
−85
−80
−75
−70
−65
(b)
                                                          F
c1                                         Fc2                                                 (dB)
Frequency
Ti
m
e
 
 
−95
−90
−85
−80
−75
−70
−65
(c)
                                                          F
c1                                         Fc2                                                 (dB)
Frequency
Ti
m
e
 
 
−95
−90
−85
−80
−75
−70
−65
(d)
Figure 4.5: Coexistent Adapted SMSE and 802.11 PU Signals. Time-Frequency
PSDs: (a) Two OFDM -based 802.11 PU Signal networks; (b) Spectrally-Only adapted
SMSE Signal; (c) Reactive Spectrally-Temporally adapted SMSE Signal; and (d) Pre-
dictive Spectrally-Temporally adapted SMSE Signal [39, 40].
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Figure 4.6: Coexistent BER versus total normalized SMSE power for Spectrally-
Only, Reactive Spectrally-Temporally, and Predictive Spectrally-Temporally adapted
SMSE signals. Corresponding 802.11a PU BER is also shown. A maximum BER
constraint of 푃퐵 = 10
−2 is used for all systems [39, 40].
waveform achieves an approximate 20% increase in throughput for higher power lim-
its. For lower power limits, the predictive spectrally-temporally designed waveform
achieves similar performance to the reactive waveform. However, as the power limit
increases, the predictive waveform achieves approximately an additional 10% gain in
throughput as the number of interference-free channels become scarce, and the beneﬁt
of using the PU occupied channels more eﬃciently becomes clear.
4.1.3.5 SMSE Subcarrier Utilization. To illustrate SMSE subcarrier
adaptability, results of SMSE subcarrier allocation are shown in Table 4.1 [39, 40]
for the Predictive Spectrally-Temporally designed waveform. Note that these results
are for ﬁxed channel noise conditions and ﬁxed BER limit constraints of 푃퐵 = 10
−2.
Given a particular channel realization, the total number of subcarriers carrying data
is averaged across time, as well as the number of subcarriers employing a speciﬁc
modulation order. After a minimum power limit is reached, the total number of
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Figure 4.7: Average SMSE throughput (Bits/Sec) versus normalized maximum
SMSE power for Spectrally-Only, Reactive Spectrally-Temporally, and Predictive
Spectrally-Temporally adapted SMSE signals. Results based on a maximum BER
constraint of 푃퐵 = 10
−2 for all systems [39, 40].
subcarriers used remains roughly unchanged. However, as the power limit is increased,
more subcarriers exchange lower-order for higher-order modulation schemes. Thus,
while the total number of subcarriers used remains generally ﬁxed to maintain the
interference limit to the PU systems, the total number of resultant transmitted bits
increases due to the use of higher-order modulations.
4.1.4 Dissimilar PU BER Constraints. While the demonstration scenarios
of Section 4.1.2 and Section 4.1.3 each apply the same BER constraint to all PUs
considered, the SMSE waveform design process is equally well-suited to accommodate
diﬀerent BER constraints for diﬀerent PU signals. Results in this section demonstrate
the ability of the SMSE system to design its waveform in an environment containing
PUs with dissimilar BER constraints. Results demonstrate that the SMSE system is
able to design a Spectrally-Temporally adapted waveform in response to multiple PU
signals while meeting the dissimilar BER constraints of all systems.
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Table 4.1: Subcarrier Utilization: Average Number of SMSE Subcarriers Used and
Corresponding Number Per QAM Modulation Order [39, 40].
Total Normalized Ave # 4 16 64 256
SMSE Power Limit (Λ푃 ) Used QAM QAM QAM QAM
0.23 W/Hz 57.66 57.66 0 0 0
1.14 W/Hz 75.72 30.54 39.93 5.25 0
2.27 W/Hz 75.84 28.65 22.95 24.25 0
3.40 W/Hz 75.72 30.05 20.00 17.01 8.65
4.54 W/Hz 75.72 32.07 18.19 10.20 15.25
4.1.4.1 Demonstration Scenario. To investigate the ability of the
SMSE to design its waveform in an environment containing PUs with dissimilar BER
constraints, SMSE system performance is simulated in a coexistent environment con-
taining two OFDM-based 802.11a PU networks. This demonstration scenario is iden-
tical to that of Section 4.1.3 except that the BER constraint for PU #2 (centered
at 퐹푐2 = 5.02 GHz) is varied while the BER constraint for PU #1 (centered at
퐹푐1 = 5.00 GHz) remains ﬁxed at 푃퐵 = 10
−2, and the SMSE performance is evalu-
ated using a maximum transmission power limit of 4.5×10−9 W/Hz using a Predictive
Spectrally-Temporally adapted waveform. For completeness, all scenario details are
provided.
The OFDM PU networks span two adjacent 20 MHz channels centered at 퐹푐1 =
5.00 GHz and 퐹푐2 = 5.02 GHz. Consistent with speciﬁcations in [32], the 802.11a
users operate as follows: 1) average transmit power ﬁxed at 푃푃푈 = 100 푚W per
user, 2) a pre-encoded data rate of 푅푏 = 24 MBits/Sec with a variable length packet
structure, 3) rate 푟 = 1/2 forward error correction, 4) 16-QAM modulation on 48
data subcarriers, and 5) pilot tones are present. An AWGN channel model is used
with the noise power set to achieve an in-band 푆푁푅 = 16.7 dB.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 MHz (spectrally centered between 802.11a
bands). The SMSE signal uses a 32 length (푁푐푝 = 32) cyclic preﬁx and propagates
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through a multipath Rayleigh faded channel with an exponential power delay proﬁle
having RMS and maximum delay spreads of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s,
respectively. The SMSE subcarrier modulations are selected independently and set
to one of 4-QAM, 16-QAM, 64-QAM, or 256-QAM. The SMSE system and PU #1
(centered at 5.00 GHz) are constrained to a maximum channel BER of 푃퐵 = 10
−2,
while the BER constraint for PU #2 (centered at 5.02 GHz) is varied. The SMSE
system has a perfect channel response estimate at both the transmitter and receiver
locations and updates its PU transmission state estimates every 50 SMSE symbols.
The total average (normalized) SMSE transmission power is limited to Λ푃 = 4.5 ×
10−9 W/Hz using a Predictive Spectrally-Temporally adapted waveform. Additionally,
the SMSE power is further constrained to be distributed such that the resulting
interference within a given 20 MHz band does not degrade PU preamble detection
performance, i.e., all 802.11a users can reliably detect greater than 90% of received
preambles [32].
Results here do not rely on a priori PU information. Rather, the SMSE esti-
mates PU transmission statistics by monitoring PU transmission activity as discussed
in Section 3.2.1. Using these observations, the SMSE forms a histogram based esti-
mate of the probability distribution of: 1) the PU packet transmission duration and
2) the time duration between PU packets (idle time). These probability distributions
are then used to compute the conditional probabilities that the PU will remain in its
current transmission state (on or oﬀ) given that it has already been in that state for
some amount of time.
4.1.4.2 PU Bit Error Rate. Figure 4.8 [40] shows the resultant BER
observed for the two PUs as a function of the desired BER for PU #2. For the
range of BER constraints considered, the resultant BER for PU #1 (ﬁlled markers)
remains consistent with its design constraint of 푃퐵 = 10
−2. The resultant BER
for PU #2 (unﬁlled markers) closely follows its desired BER constraint at lower 푃퐵
values. However, as its BER constraint increases above approximately 3× 10−2, the
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Figure 4.8: Coexistent BER versus the maximum BER constraint for PU #2.
Results generated using a 푃퐵 = 10
−2 maximum BER constraint for both the SMSE
and PU #1 systems [40].
observed BER for PU #2 falls below the constraint. This is attributed to the SMSE
expending all of its available transmission power before reaching the interference limit
for PU #2. In all cases, the SMSE meets its own BER constraint of 푃퐵 = 10
−2.
Additionally, as the SMSE exploits a higher degree of temporal knowledge about
the two PUs, the resultant BER for PU #2 is generally lower (less degradation).
The resulting 푃퐵 values for PU #2 are lowest when the SMSE employs a Predictive
Spectrally-Temporally designed waveform. This is attributed to the SMSE allocating
its available transmission power to temporal and spectral regions experiencing less
mutual interference from the PUs in order to achieve higher SMSE throughput. The
result is less resultant interference and a lower resultant BER for PU #2.
4.1.4.3 Average SMSE Throughput. The resultant SMSE throughput
as a function of the BER constraint for PU #2 is shown in Fig. 4.9 [40]. Here
again, the beneﬁt of employing a temporally agile waveform can be clearly observed.
By employing a Reactive Spectrally-Temporally designed waveform, the SMSE is able
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Figure 4.9: Average SMSE throughput (Bits/Sec) versus the maximum BER con-
straint for PU #2. Results generated using a 푃퐵 = 10
−2 maximum BER constraint
for both the SMSE and PU #1 systems [40].
to achieve an approximate 7% increase in throughput compared to the Spectrally-
Only designed waveform. However, as before, the greatest throughput is achieved by
employing a Predictive Spectrally-Temporally designed waveform which provides an
approximate 16% increase in throughput over the Spectrally-Only designed waveform.
4.1.5 Impact of SMSE Update Latency and Update Interval. Results in this
section show the impact of waveform update latency and update interval on SMSE
system performance, and how variation in these parameters impacts the beneﬁt of
employing a temporally adaptive waveform. In a practical communication design,
the SMSE system is not able to react immediately to PU transmission state changes,
but instead incurs some amount of latency (휏 > 0) before it is able to respond to the
new channel conditions. Similarly, the SMSE system is generally not able to update
its transmission parameters prior to transmitting each symbol due to the amount
of overhead that would be required. This overhead can be reduced by updating
SMSE parameters less frequently over blocks of 퐾 symbols for some integer 퐾 >
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1. To successfully design a temporally adaptive signal, the SMSE must take these
parameters into account and accurately compensate for them.
Results indicate that when the SMSE system is able to operate with very short
latency in PU transmission state estimates while updating subcarrier power and mod-
ulation parameters at short intervals, there is little beneﬁt to employing temporal
prediction in the waveform design process. Using moderate values of state estimate
latency and update intervals, the beneﬁt of temporal prediction over mere temporal re-
action becomes apparent. However, for large latency values or longer update intervals,
the SMSE system throughput performance deteriorates to that of a spectrally-only
designed waveform whose parameters do not change in time.
4.1.5.1 Demonstration Scenario. To investigate the impact on the
SMSE system performance as the update latency and update interval are varied,
SMSE system performance is simulated in a coexistent environment containing two
OFDM-based 802.11a PU networks. This demonstration scenario is identical to that
of Section 4.1.3 except that the SMSE performance is evaluated using a maximum
transmission power limit of Λ푃 = 9.0711× 10−9 W/Hz with various values of SMSE
update latency and update interval. For completeness, all scenario details are pro-
vided.
The OFDM PU networks span two adjacent 20 MHz channels centered at 퐹푐1 =
5.00 GHz and 퐹푐2 = 5.02 GHz. Consistent with speciﬁcations in [32], the 802.11a
users operate as follows: 1) average transmit power ﬁxed at 푃푃푈 = 100 푚W per
user, 2) a pre-encoded data rate of 푅푏 = 24 MBits/Sec with a variable length packet
structure, 3) rate 푟 = 1/2 forward error correction, 4) 16-QAM modulation on 48
data subcarriers, and 5) pilot tones are present. An AWGN channel model is used
with the noise power set to achieve an in-band 푆푁푅 = 16.7 dB.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 GHz (spectrally centered between 802.11a
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bands). The SMSE signal uses a 32 length (푁푐푝 = 32) cyclic preﬁx and propagates
through a multipath Rayleigh faded channel with an exponential power delay proﬁle
having RMS and maximum delay spreads of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s,
respectively. The SMSE subcarrier modulations are selected independently and set
to one of 4-QAM, 16-QAM, 64-QAM, or 256-QAM. Both the PU and SMSE systems
are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE system has a
perfect channel response estimate at both the transmitter and receiver locations and
updates its PU transmission state estimates once every block of퐾 SMSE symbols with
a state estimate latency of 휏 , where the values of퐾 and 휏 are varied. The total average
(normalized) SMSE transmission power is limited to Λ푃 = 9.0711 × 10−9 W/Hz.
Additionally, the SMSE power is further constrained to be distributed such that the
resulting interference within a given 20 MHz band does not degrade PU preamble
detection performance, i.e., all 802.11a users can reliably detect greater than 90% of
received preambles [32].
Results here do not rely on a priori PU information. Rather, the SMSE esti-
mates PU transmission statistics by monitoring PU transmission activity as discussed
in Section 3.2.1. Using these observations, the SMSE forms a histogram based esti-
mate of the probability distribution of: 1) the PU packet transmission duration and
2) the time duration between PU packets (idle time). These probability distributions
are then used to compute the conditional probabilities that the PU will remain in its
current transmission state (on or oﬀ) given that it has already been in that state for
some amount of time.
4.1.5.2 Time-Frequency Power Spectral Density (PSD). The impact
of update latency on SMSE waveform design is illustrated in the time-frequency PSD
responses in Fig. 4.10 [37, 40]. In response to the PU signals shown in Fig. 4.10a,
the SMSE system designs a Predictive Spectrally-Temporally adapted signal while
compensating for the amount of update latency present.
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In Fig. 4.10b, the SMSE system is operated with no update latency (휏 = 0)
and reassigns its subcarrier power and modulation parameters prior to transmitting
each symbol. The resultant response clearly exhibits three interference avoidance
mechanisms, including: 1) spectral regions occupied by PU signals are only used
when they are not present, 2) most power is allocated to spectral regions that are
never occupied by PU signals (the region between the two PU channels and the right-
most/left-most spectral extremes), and 3) since the OFDM-based 802.11a signals do
not modulate their central subcarrier frequencies (denoted by 퐹푐1 and 퐹푐2), the SMSE
waveform allocates more power in these regions as well.
When the SMSE waveform design process compensates for the update latency
it incorporates a decreased level of certainty about the current channel conditions
and the associated amount of potential mutual interference, as well as a decrease in
temporal agility incurred by its delayed response. In Fig. 4.10c, the SMSE system is
operated with an update latency of 휏 = 20 SMSE symbols and reassigns its subcar-
rier power and modulation parameters prior to transmitting each symbol. Relative
to 휏 = 0 results in Fig. 4.10b, the decreased ability of the SMSE system to quickly
respond to PU state changes is clearly seen. Additionally, the increased uncertainty
about the current PU transmission state results in less SMSE power being allocated
to PU spectral regions even when the PU is not transmitting. Regarding the three in-
terference avoidance mechanisms previously mentioned, the resultant SMSE response
in Fig. 4.10c now exhibits: 1) spectral regions occupied by the PU signals only be-
ing used when they are not present and there is a low probability that the PU has
resumed transmission during the 휏=20 symbol latency, 2) signiﬁcantly more power
being allocated to spectral regions that are never occupied by PU signals, and 3) more
power remains allocated in/near the PU central subcarrier frequencies (퐹푐1 and 퐹푐2).
Similar eﬀects are observed when the SMSE update interval is increased.
4.1.5.3 Update Latency Eﬀect on Coexistent BER. If there exists some
amount of update latency 휏 > 0, the SMSE must accurately compensate for the de-
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(c) Adapted SMSE Signal Response: 휏 = 20
Symbol Latency
Figure 4.10: Coexistent Spectrally-Temporally Adapted SMSE and OFDM-based
802.11a PU signals. Time-Frequency PSDs: (a) Two PU networks; (b) Adapted
SMSE Signal predictively updated on a symbol-by-symbol basis with 휏 = 0 symbol
latency; (c) Adapted SMSE Signal predictively updated on a symbol-by-symbol basis
with 휏 = 20 symbol latency [37, 40].
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Figure 4.11: Coexistent BER versus state estimation latency for Spectrally-
Temporally adapted SMSE signal without latency compensation (Filled Markers) and
with latency compensation (Unﬁlled Markers). Corresponding 802.11a PU BER is
also shown. A maximum BER constraint of 푃퐵 = 10
−2 is used for all systems [37,40].
gree of latency present. If this latency is not taken into account, the SMSE waveform
will be employed in a channel condition for which it was not designed and mutual co-
existent interference limits will not be met. This is demonstrated in Fig. 4.11 [37,40]
which shows resultant PU and SMSE channel BER for compensated and uncom-
pensated performance as a function of PU state estimate latency (휏). Considering
the uncompensated performance (ﬁlled markers), as the amount of latency increases
the resultant BER of each system exceeds the constraint by an increasing amount.
This is attributed to the fact that the SMSE is adapting its waveform in response to
increasingly outdated channel conditions, rather than in response to an estimate of
the current channel conditions. Considering the compensated performance (unﬁlled
markers), the BER of each system continues to meet the constraint for all values of
latency simulated, indicating that the SMSE is able to successfully compensate for
the amount of latency.
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Figure 4.12: Average SMSE throughput (Bits/Sec) versus 802.11a Update Latency
for Reactive Spectrally-Temporally and Predictive Spectrally-Temporally adapted
SMSE signals. Spectral-Only adapted SMSE results provided for comparison. Re-
sults based on a maximum BER constraint of 푃퐵 = 10
−2 for all systems [37, 40].
4.1.5.4 Update Latency Eﬀect on SMSE Throughput. SMSE system
throughput is shown in Fig. 4.12 [37, 40] as a function of PU state estimate latency
(휏). In this case, the SMSE system updates its subcarrier power and modulation pa-
rameters on a symbol-by-symbol basis, which enables a very high degree of temporal
agility. Thus, it is expected that there are limited beneﬁts to employing a tempo-
rally predictive waveform design as opposed to a reactive design. This is conﬁrmed
in Fig. 4.12 by the near identical performance for the two systems at 휏 = 0. As
latency increases, each system experiences an overall decrease in throughput in order
to maintain desired BER performance. The beneﬁt of employing a temporally predic-
tive design becomes most apparent at larger values of 휏 . At 휏 ≈ 120 the current PU
state becomes completely independent of the SMSE’s outdated state estimate and all
beneﬁts of temporal agility diminish. Since the SMSE is no longer able to exploit
temporal aspects of the PU signal, it eﬀectively creates a spectrally-only designed
waveform.
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4.1.5.5 Update Interval Eﬀect on Coexistent BER. When the SMSE
system updates its waveform parameters on a symbol-by-symbol basis (퐾 = 1), a
considerable amount of overhead processing is required. This can be mitigated by
updating SMSE parameters less frequently over blocks of 퐾 symbols, for some integer
퐾 > 1. Relative to퐾 = 1, a penalty is incurred by increasing 퐾 given that the SMSE
system can only modify its response at 퐾-symbol block boundaries. As a result, the
SMSE system commits to a set of design parameters for a longer duration of time
and becomes less eﬀective at exploiting temporal gaps in PU transmissions. This
increases the probability of SMSE-PU collision and mutual coexistent interference,
which must be accounted for by the SMSE in the waveform design process
Results in Fig. 4.13 [37,40] demonstrate that the SMSE system is able to satisfy
required BER constraints for update intervals of 퐾 > 1. Results are shown for
the case of no update latency (휏 = 0) at the start of the 퐾-symbol interval (ﬁlled
markers) as well as the case with an update latency of 휏 = 20 SMSE symbols (unﬁlled
markers). For both latency cases, the BER performance of the SMSE and PU systems
is consistent with the desired BER of 푃퐵 = 10
−2.
4.1.5.6 Update Interval Eﬀect on SMSE Throughput. Results in
Fig. 4.14 [37, 40] show SMSE system throughput versus SMSE update interval 퐾
with no update latency (휏 = 0) at the start of the 퐾-symbol interval. For smaller
values of 퐾 the SMSE system maintains a high level of temporal agility and there is
only marginal beneﬁt from employing a temporally predictive waveform design. This
is conﬁrmed in Fig. 4.14 by the near identical performance for the two systems at
퐾 = 1. As the update interval increases, each system experiences decreased through-
put due to enforcement of the BER constraint. The beneﬁt of a temporally predictive
design is apparent due to the SMSE systems ability to predict future PU transmission
states. However, for update intervals of 퐾 ≈ 100 and greater the SMSE system loses
temporal agility and is unable to localize its designed response between consecutive
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Figure 4.13: Coexistent BER versus Update Interval 퐾 for Spectrally-Temporally
adapted SMSE signal with 휏 = 0 symbol latency (Filled Markers) and 휏 = 20 sym-
bol latency (Unﬁlled Markers). Corresponding 802.11a PU BER is also shown. A
maximum BER constraint of 푃퐵 = 10
−2 is used for all systems [37, 40].
PU transmissions. In this situation there is again no beneﬁt in temporal design and
throughput performance approaches that of a spectrally-only designed waveform.
Results in Fig. 4.15 [37, 40] show SMSE throughput versus update interval 퐾
with an update latency of 휏 = 20 SMSE symbols. Relative to results in Fig. 4.14,
there is an immediate performance degradation in the spectrally-temporally designed
waveform at lower 퐾 values. The SMSE throughput performance also degrades much
faster as the update interval 퐾 is increased due to the initially degraded temporal
agility caused by the PU state estimate latency. If the SMSE system is unable to
update its subcarrier power and modulation parameters at a shorter interval relative
to results in Fig. 4.14, there is no beneﬁt to designing a temporally responsive signal.
The SMSE system must therefore tradeoﬀ conﬂicting design implications of the
loss of throughput performance associated with: 1) the additional overhead incurred
by updating the subcarrier parameters at a high rate, and 2) the degraded temporal
agility due to updating the subcarrier parameters at a low rate.
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Figure 4.14: Average SMSE throughput (Bits/Sec) versus Update Interval 퐾 for
Predictive Spectrally-Temporally and Reactive Spectrally-Temporally adapted SMSE
signals with 휏 = 0 symbol latency. Spectral-Only results provided for comparison.
Results based on a maximum BER constraint of 푃퐵 = 10
−2 for all systems [37, 40].
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Figure 4.15: Average SMSE throughput (Bits/Sec) versus Update Interval 퐾 for
Predictive Spectrally-Temporally and Reactive Spectrally-Temporally adapted SMSE
signals with 휏 = 20 symbol latency. Spectral-Only results provided for comparison.
Results based on a maximum BER constraint of 푃퐵 = 10
−2 for all systems [37, 40].
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4.1.6 Impact of SMSE Transmitter Channel Estimation Error. Results in
this section show the impact of channel estimation error on SMSE system perfor-
mance. In a practical communication design, the SMSE transmitter does not have
perfect knowledge of the wireless channel observed at the receiver. This imperfect
channel knowledge may arise due to imperfect channel estimation techniques or any
latency associated with estimating the parameters of a fading channel. As a result,
there is some amount of error in the channel estimates available at the transmitter.
Results indicate that both Spectrally-Only and Spectrally-Temporally designed
SMSE signals experience a performance degradation when imperfect channel estima-
tion occurs. As the channel estimation error increases, both the Spectrally-Only and
Spectrally-Temporally designed systems produce waveforms that are similar to those
produced by a system having no channel state knowledge, and the resultant SMSE
spectral response is based entirely on the PU spectrum shape. However, by exploit-
ing knowledge of PU temporal statistics the Spectrally-Temporally designed SMSE
system is shown to achieve a signiﬁcantly higher throughput and is more tolerant of
channel estimation error.
4.1.6.1 Demonstration Scenario. To investigate the impact of channel
estimation error on SMSE system performance, SMSE system performance is simu-
lated in a coexistent environment containing two OFDM-based 802.11a PU networks.
This demonstration scenario is identical to that of Section 4.1.3 except that the SMSE
transmitter performance is evaluated using various amounts of channel estimation er-
ror when designing a Spectrally-Only or a Predictive Spectrally-Temporally adapted
waveform. For completeness, all scenario details are provided.
The OFDM PU networks span two adjacent 20 MHz channels centered at 퐹푐1 =
5.00 GHz and 퐹푐2 = 5.02 GHz. Consistent with speciﬁcations in [32], the 802.11a
users operate as follows: 1) average transmit power ﬁxed at 푃푃푈 = 100 푚W per
user, 2) a pre-encoded data rate of 푅푏 = 24 MBits/Sec with a variable length packet
structure, 3) rate 푟 = 1/2 forward error correction, 4) 16-QAM modulation on 48
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data subcarriers, and 5) pilot tones are present. An AWGN channel model is used
with the noise power set to achieve an in-band 푆푁푅 = 16.7 dB.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 GHz (spectrally centered between 802.11a
bands). The SMSE signal uses a 32 length (푁푐푝 = 32) cyclic preﬁx and propagates
through a multipath Rayleigh faded channel with an exponential power delay proﬁle
having RMS and maximum delay spreads of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, re-
spectively. The SMSE subcarrier modulations are selected independently and set to
one of 4-QAM, 16-QAM, 64-QAM, or 256-QAM. Both the PU and SMSE systems are
constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE system updates
its PU transmission state estimates every 50 SMSE symbols and designs either a
Spectrally-Only or a Predictive Spectrally-Temporally adapted waveform using chan-
nel estimates that contain varying degrees of channel estimation error. Consistent
with the development provided in Section B.3 of Appendix B, the channel estima-
tion error for each subcarrier is modeled as a zero mean circularly-symmetric complex
Gaussian random variable with variance 휎2푒 equal to the MSE of the channel estimate.
Furthermore, the estimation error is assumed independent between subcarriers. Ad-
ditionally, the SMSE power is further constrained to be distributed such that the
resulting interference within a given 20 MHz band does not degrade PU preamble
detection performance, i.e., all 802.11a users can reliably detect greater than 90% of
received preambles [32].
Results here do not rely on a priori PU information. Rather, the SMSE esti-
mates PU transmission statistics by monitoring PU transmission activity as discussed
in Section 3.2.1. Using these observations, the SMSE forms a histogram based esti-
mate of the probability distribution of: 1) the PU packet transmission duration and
2) the time duration between PU packets (idle time). These probability distributions
are then used to compute the conditional probabilities that the PU will remain in its
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current transmission state (on or oﬀ) given that it has already been in that state for
some amount of time.
4.1.6.2 Time-Frequency Power Distribution. The impact of channel
estimation error on SMSE system performance is illustrated in the time-frequency
PSD responses in Fig. 4.16 [42]. In response to the PU signals shown in Fig. 4.10a,
the SMSE system designs a Predictive Spectrally-Temporally adapted signal while
compensating for the amount of degree of estimation error present.
In Fig. 4.16b the SMSE system has spectrally and temporally adapted its wave-
form to the PU systems for the case of no channel estimation error (휎2푒 = −∞ dB). The
resultant SMSE response fully exploits perfect channel state knowledge and 1) avoids
spectral regions occupied by the PU signals only when they are actually present, and
2) avoids spectral regions having poor channel responses.
In Fig 4.16c, the SMSE system has adapted its waveform to the PU systems for
the case of severe channel estimation error (휎2푒 = 20 dB). While the resultant SMSE
response still clearly avoids spectral regions occupied by the PU signals when they
are actually present, the SMSE system is no longer able to eﬀectively exploit spectral
regions with high gain and avoid spectral regions with low gain. As a result, spectral
shape of the SMSE signal is based entirely on the PU spectrum.
4.1.6.3 Channel Estimation Error Eﬀect on SMSE Throughput. When
performing the waveform design process outlined in Section 3.3, the SMSE system
uses the BER expression in (B.14) to determine the amount of power required for each
subcarrier used. For larger values of estimation error (larger 휎2푒), the SMSE system
requires more power to transmit on any given subcarrier. As a result, the overall
capacity achieved by the SMSE system at a given maximum transmission power limit
decreases as 휎2푒 is increased.
Simulated results in Fig. 4.17 [42] show SMSE throughput as a function of
the SMSE transmission power limit for various levels of channel estimation error
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Figure 4.16: Coexistent scenario with OFDM-based 802.11 Primary User signals
and Spectrally-Temporally Adapted SMSE signal. Time-Frequency PSDs for: (a) Two
time varying 802.11 PU Signals; (b) Adapted SMSE Signal: No Estimation Error
(휎2푒 = −∞ dB); and (c) Adapted SMSE Signal: Severe Estimation Error (휎2푒 = 20 dB)
[42].
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휎2푒 , where the given level of 휎
2
푒 is the same for all subcarriers. As expected, the
presence of channel estimation error degrades performance by approximately 5–10%
at 휎2푒 = −10 dB and by up to approximately 20% at 휎2푒 = −5 dB. For all cases
considered, the observed SMSE throughput is shown to increase steadily as the SMSE
transmit power limit is increased up to a value of approximately 6×10−9 W/Hz. Prior
to reaching this point, the SMSE system operates in a purely power-constrained mode,
i.e., it expends its entire power budget without being impacted by the BER constraint
for the PU system. As the power limit approaches approximately 6 × 10−9 W/Hz,
the SMSE system begins to limit its actual transmitted power to something less than
its power limit constraint such that the PU BER constraint is maintained.
The Spectrally-Temporally based SMSE system clearly provides superior perfor-
mance over the Spectrally-Only based system for the range of SMSE transmit power
and channel estimation error considered. Superiority of the Spectrally-Temporally
adapted SMSE system is evident in two ways: 1) The worst case performance of
the Spectrally-Temporally based system with severe channel estimation error (휎2푒 =
−5 dB) is better than the best case performance of the spectrally-only system with no
channel estimation error (휎2푒 = −∞ dB); and 2) The Spectrally-Temporally adapted
system provides approximately 34% higher throughput for all 휎2푒 considered at SMSE
transmit powers above 4× 10−9 W/Hz.
Advantages of combined spectral and temporal adaptivity are further illus-
trated using Fig. 4.18 [42] which shows performance of Spectrally-Only and Spectrally-
Temporally adapted systems over a wider range of channel estimation error 휎2푒 using a
maximum SMSE transmit power limit of 14.75×10−9 W/Hz. As shown, performance
of each system degrades steadily for −20 dB < 휎2푒 < 10 dB. For 휎2푒 > 10 dB each sys-
tem eﬀectively loses all useful information about the channel response and the spectral
design of each is based solely on the PU PSD. However, by exploiting the additional
dimension of temporal adaptivity, the Spectrally-Temporally based SMSE system is
once again superior and signiﬁcantly outperforms the Spectrally-Only system at all
휎2푒 values.
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Figure 4.17: Average SMSE throughput (Bits/Sec) versus total maximum SMSE
power for Spectrally-Only and Spectrally-Temporally adapted SMSE signals at var-
ious levels channel estimate MSE. Results based on a maximum BER constraint of
푃퐵 = 10
−2 for all systems. “Error-free” channel estimation of MSE = −∞ dB shown
for comparison [42].
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Figure 4.18: Average SMSE throughput (Bits/Sec) versus channel estimation MSE
for Spectrally-Only and Spectrally-Temporally adapted SMSE signals at maximum
transmission power of 14.75 × 10−9 W/Hz. Results based on a maximum BER con-
straint of 푃퐵 = 10
−2 for all systems [42].
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Several additional observations can be made with regard to Fig. 4.18 results.
First, the percentage of total degradation in performance across the range of 휎2푒
considered is nearly identical for both systems. This is intuitively pleasing given
that the SMSE waveforms are designed such that the BER constraint is individually
satisﬁed for each subcarrier. So while the temporal agility of the Spectrally-Temporally
adapted system provides more spectral regions for the SMSE to use, each subcarrier
is still degraded by the same amount of channel estimation error.
The two ﬁnal observations from Fig. 4.18 are based on throughput performances
indicated by the horizontal dashed lines. The line at approximately 48 MBits/Sec
represents best case performance for the Spectrally-Only adapted system and inter-
sects the Spectrally-Temporally adapted curve at 휎2푒 ≈ 0 dB. Thus, the Spectrally-
Temporally adapted system can tolerate as much as 휎2푒 ≈ 0 dB estimation error
and still outperform a Spectrally-Only adapted system operating with minimal esti-
mation error. The line at approximately 40 MBits/Sec is the asymptotic limit for
worst case Spectrally-Temporally adapted system performance with very poor chan-
nel estimation (severe estimation error). Even under these worst case conditions, the
Spectrally-Temporally adapted system provides nearly 82% of best case throughput
achieved by a Spectrally-Only adapted system with very good channel estimation
(minimal estimation error). Thus, the ﬁnal decision as to whether or not combine
both spectral and temporal adaptivity is driven by channel estimation capability.
4.1.7 Summary. Results here demonstrate the ability of the SMSE system
to optimize its transmitted waveform using interference-based PU constraints and the
process described in Section 3.3. A subset of representative results are presented for
Spectrally-Only, Reactive Spectrally-Temporal, and Predictive Spectrally-Temporally
designed waveforms. Results demonstrate the potential performance improvement
that can be realized through adaptive design of temporally and spectrally agile SMSE
waveforms. By exploiting statistical knowledge of PU spectral and temporal behavior,
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SMSE system throughput is maximized while adhering to both SMSE and PU 푃퐵
constraints.
By employing a Reactive Spectrally-Temporally, the SMSE system is shown to
achieve approximately a 20% increase in throughput over a Spectrally-Only based
design. A further increase in throughput of approximately 10% is demonstrated
when the SMSE employs a Predictive Spectrally-Temporally based design.
The Predictive Spectrally-Temporally based design is also shown to provide an
approximate increase of up to 15% in throughput over a reactive design when eval-
uated with moderate levels of SMSE update latency and update interval. However,
for very small levels of SMSE update latency and update interval the Predictive
Spectrally-Temporally and Reactive Spectrally-Temporally based designs achieve sta-
tistically similar performance. Alternately, for very large levels of SMSE update
latency and update interval the performance of the Predictive Spectrally-Temporally
and Reactive Spectrally-Temporally based designs reduces to that of the Spectrally-
Only based design.
Finally, when the SMSE system performance is assessed in the presence of
channel estimation error, the Reactive Spectrally-Temporally based design is shown
to achieve an approximate 34% increase in throughput over the range of estimation
error considered (−40 ≤ 휎2푒 ≤ 40 dB) when compared to the Spectrally-Only based
design. Furthermore, the Reactive Spectrally-Temporally based system is far more
tolerant of estimation error, i.e., its performance for −40 ≤ 휎2푒 ≤ 0 dB is better than
maximum Spectrally-Only design performance at 휎2푒 = −40 dB.
4.2 PSD-Based PU Constraints
Results provided in this section are generated to demonstrate the ability of the
SMSE system to optimize its transmitted waveform using PSD-based PU constraints
and the process described in Section 3.4. These results show the potential perfor-
mance improvement that can be realized through adaptive design of temporally and
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spectrally agile SMSE waveforms. Through the use of spectral partitioning, the SMSE
system throughput can be maximized while adhering to SMSE bit error rate (BER
or 푃퐵) and PSD mask constraints. Relative to Traditional OFDM based designs, re-
sults demonstrate that Spectrally Partitioned SMSE waveforms are better tailored in
response to spectrally varying PSD constraints. Additionally, by exploiting statistical
knowledge of PU spectral and temporal behavior, SMSE system throughput can be
increased further while continuing to adhere to coexistent constraints.
Simulation results are provided in Section 4.2.1 for SMSE waveform design in
the presence of a non-temporally varying contrived PSD mask constraint. Simula-
tion results for a coexistent scenario containing a temporally-varying spectral mask
generated in response to multiple in-band PU signals are provided in Section 4.2.2
for the case when the SMSE does not experience interference from the PU signals,
and in Section 4.2.3 for the case when the does experience PU interference. SMSE
performance under a relaxed PSD mask constraint is given in Section 4.2.2. In Sec-
tion 4.2.5, performance sensitivity is investigated relative to SMSE waveform update
latency and update interval and the resultant trade-space explored.
4.2.1 Non-Temporally Varying PSD Mask. Results in this section demon-
strate the ability of the SMSE system to adapt its waveform in response to a non-
temporally varying spectrum mask constraint. Results are provided for both Spec-
trally Partitioned SMSE and Traditional OFDM designs. Results indicate that the
Spectrally Partitioned SMSE system has a greater degree of ﬂexibility in adapting its
waveform to meet imposed PSD constraints.
4.2.1.1 Demonstration Scenario. SMSE system performance is demon-
strated using a contrived non-temporally varying spectral mask. The contrived spec-
tral mask constraint is shown in Fig. 4.19. While the speciﬁc shape of this mask is
arbitrarily chosen to demonstrate partitioning eﬀectiveness [41], its actual character-
istics (number of levels, width for each levels, power for each level, etc.) are consistent
with what may actually be imposed in practice (see for example [20]).
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Figure 4.19: Contrived non-temporally varying spectral mask used for initial proof-
of-concept demonstration.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 312.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 40 MHz centered at 퐹푐 = 5.0 GHz. The SMSE signal uses a 32 length
(푁푐푝 = 32) cyclic preﬁx and propagates through a multipath Rayleigh faded channel
with an exponential power delay proﬁle having RMS and maximum delay spreads
of 휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, respectively. The SMSE system has a perfect
channel response estimate at both the transmitter and receiver locations. The AWGN
channel is modeled as having a noise power spectral density of 푁0 ≈ 1.36 × 10−5
W/Hz. The modulations used with each spectral partition are selected independently
from sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM and is constrained to
a maximum channel BER of 푃퐵 = 10
−2.
4.2.1.2 Time-Frequency Power Spectral Density (PSD). The time-
frequency PSD response of the spectral mask constraint Λ푚푃푆퐷 and the adapted SMSE
signals are shown in Fig. 4.20 [41]. In this case the SMSE system: 1) employs 4-QAM
for all data symbols, 2) operates in a multipath fading environment, and 3) adapts its
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waveform in response to the current subchannel response while limiting its spectral
response to be less than or equal to the spectral mask constraint (Λ푚푃푆퐷) shown in
Fig. 4.20a. Performance with a Traditional OFDM SMSE design (푁푆퐶 = 1) is shown
in Fig. 4.20b. These results are consistent with what is expected for traditional
OFDM with similar performance demonstrated previously in Section 4.1. Results
for Spectrally Partitioned SMSE using 푁푆퐶 = 8 subcarriers per partition are shown
in Fig. 4.20c. Visual comparison of Fig. 4.20b and Fig. 4.20c responses shows that
spectral partitioning has enabled the SMSE system to better approximate the spectral
mask constraint.
Improvement from spectral partitioning is further illustrated in the cross-time
average results in Fig. 4.21 [41], which clearly show that the Spectrally Partitioned
SMSE response better approximates the spectral mask and has a higher resultant
total transmit power (proportional to area under the PSDs). For the imposed ﬁxed
BER constraint, higher transmit power for a given modulation yields higher SMSE
throughput. This improved eﬃciency is directly attributable to spectral partitioning
given that both systems are designed under identical constraints (maximum average
SMSE transmit power and a maximum spectral mask limits).
Adaptive modulation results are generated using both Traditional OFDM and
Spectrally Partitioned SMSE implementations. For both cases, the QAM modulation
order is independently selected from sets of 4-QAM only, {4, 16}-QAM, and {4,
16, 64}-QAM. Results in Fig. 4.22 [41] show the two dimensional cross-time average
PSD responses for the case where the SMSE employs Traditional OFDM (푁푆퐶 = 1).
Note that as the SMSE system is allowed to select from higher-order modulations,
it is able to transmit more power and its PSD response better approximates the
spectral mask limitation. Similar behavior is reﬂected in Fig. 4.23 [41] which provides
results for Spectrally Partitioned SMSE implementation with 푁푆퐶 = 8 subcarriers
per partition. Thus, the resulting SMSE response is able to achieve a more spectrally
eﬃcient waveform design when using adaptive modulation.
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Figure 4.20: Time-frequency PSDs for actual Non-Temporally Varying Spec-
tral Mask using ﬁxed 4-QAM modulation: (a) Contrived spectral mask constraint;
(b) Adapted SMSE response for Traditional OFDM (푁푆퐶 = 1); and (c) Adapted
SMSE response with Spectral Partitioning (푁푆퐶 = 8). Results based on a maximum
SMSE BER constraint of 푃퐵 = 10
−2 and maximum normalized transmission power
of Λ푃 = .875× 10−9 W/Hz [41].
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Figure 4.21: Cross-time averages of PSD responses in Fig. 4.20 for adapted
SMSE signal: Contrived spectral mask for Traditional OFDM (푁푆퐶 = 1) and
with Spectral Partitioning (푁푆퐶 = 8) as indicated. Results based on a maximum
BER constraint of 푃퐵 = 10
−2 and maximum normalized transmission power of
Λ푃 = .875× 10−9 W/Hz [41].
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Figure 4.22: Average resultant PSD responses for spectrally adapted SMSE signals
using adaptive modulation selection with Traditional OFDM (푁푆퐶 = 1). Results
based on a maximum SMSE BER constraint of 푃퐵 = 10
−2, maximum transmission
power of Λ푃 = .875× 10−9 W/Hz, and QAM modulation order selection of M = {4,
16, 64} [41].
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Figure 4.23: Average resultant PSD responses for spectrally adapted SMSE signals
using adaptive modulation selection with subcarrier partitioning (푁푆퐶 = 8). Results
based on a maximum BER constraint of 푃퐵 = 10
−2, maximum transmission power
of Λ푃 = .875 × 10−9 W/Hz, and QAM modulation order selection of M = {4, 16,
64} [41].
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Figure 4.24: Average SMSE throughput (Bits/Sec) versus total maximum SMSE
power at various partition sizes (푁푆퐶). Results based on a maximum BER constraint
of 푃퐵 = 10
−2 and 4-QAM modulation [41].
4.2.1.3 Average SMSE Throughput. Average SMSE throughput (Bit-
s/Sec) is ﬁrst assessed without modulation order adaptivity using 4-QAM only. The
results are shown in Fig. 4.24 [41] as a function of the normalized SMSE transmission
power limit (W/Hz) for various partition sizes (푁푆퐶). As the partition size increases,
the SMSE system becomes more eﬃcient at exploiting the available spectrum without
violating spectral mask constraints. For the range of normalized SMSE transmit pow-
ers considered, there is a maximum throughput increase of approximately 36% when
comparing 푁푆퐶 = 1 and 푁푆퐶 = 8 results. Note also that an increase from 푁푆퐶 = 1 to
푁푆퐶 = 2 subcarriers per partition improves SMSE throughput by approximately 25%.
These results are notable and clearly highlight the beneﬁts of spectral partitioning
with ﬁxed modulation order.
To better understand how larger partition sizes enable the SMSE system to
increase its performance, the amount of SMSE transmit power actually used versus
the total maximum power limit (Λ푃 ) is shown in Fig. 4.25 [41]. Here, it can be
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Figure 4.25: Average SMSE power actually Used versus Maximum SMSE Power
Limit (Λ푃 ) at various partition sizes (푁푆퐶). Results based on a maximum BER
constraint of 푃퐵 = 10
−2 and 4-QAM modulation [41].
seen that the Spectrally Partitioned SMSE system is able to allocate more power to
the channel, and hence is able to transmit data at a higher rate. Alternatively, the
Traditional OFDM system transmits in each spectral region much less often since the
BER constraint would require a transmitted PSD level greater than that allowed by
the PSD constraint. As a result, a large portion of the available spectrum remains
unused.
Average SMSE throughput is next assessed for waveforms designed with adap-
tive modulation order. Results are presented in Fig. 4.26 [41] for both Traditional
OFDM (푁푆퐶 = 1) and Spectrally Partitioned (푁푆퐶 = 8) implementations as a func-
tion of the normalized SMSE transmission power limit (W/Hz). There are two im-
portant conclusions that can be drawn regarding these results:
1. Modulation order adaptivity has not negatively impacted beneﬁts of spectral
partitioning. This is evident by considering that a maximum throughput in-
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crease of approximately 36% is exhibited for all modulation cases when com-
paring 푁푆퐶 = 1 and 푁푆퐶 = 8 results. This improvement is directly attributable
to spectral partitioning.
2. Modulation order adaptivity provides additional improvement when used with
spectral partitioning. This is evident by considering performance when the
SMSE system has the ability to select the {4, 16}-QAM modulation set. For
both the 푁푆퐶 = 1 and 푁푆퐶 = 8 cases, the {4, 16}-QAMmodulation set provides
an approximate 13% improvement in throughput relative to the ﬁxed 4-QAM
only case.
It is important to note that improvement with increasing modulation order is
bounded. This is evident by considering results in Fig. 4.26 that include {4, 16, 64}-
QAM as an allowable design option. As indicated, adding 64-QAM as a modulation
order option provides no statistically signiﬁcant improvement when compared with
{4, 16}-QAM performance. In this case, the amount of power required to employ
64-QAM produces a transmitted PSD level that exceeds the PSD constraint. Thus,
the spectrally partitioned SMSE waveform is generally able to transmit at a higher
data rate by increasing the number of data symbols (푁 푖푘) within a given partition
using a lower order modulation (푀 푖푘), versus using a higher order modulation with a
lower number of data symbols that results in the PSD constraint being exceeded.
Also, for all parameters chosen (modulation order and partitioning size) SMSE
system performance reaches a maximum at power limits of Λ푃 < 11.25×10−10 W/Hz.
This makes sense since the total (normalized) integrated power spectrum of the PSD
mask is approximately 11.25×10−10 W/Hz and the SMSE system is unable to transmit
waveforms having a total average power level greater than this.
4.2.2 Temporally Varying PSD Mask. Results in this section demonstrate
the ability of the SMSE system to adapt its waveform in response to a temporally
varying spectrum mask constraint. Results are provided for both a Spectrally Parti-
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Figure 4.26: Average SMSE Throughput (Bits/Sec) versus total Maximum SMSE
Power Limit at various partition sizes (푁푆퐶) and all possible modulation orders.
Results based on a maximum BER constraint of 푃퐵 = 10
−2 [41].
tioned SMSE system, as well as a Traditional OFDM waveform design. The speciﬁc
spectral mask used is generated in response to multiple in-band PU signals, which
demonstrates the ability of the Spectrally-Partitioned SMSE to adapt its PSD re-
sponse to meet coexistence requirements. Results indicate that relative to a Tradi-
tional OFDM design, the Spectrally Partitioned SMSE system has a greater degree
of ﬂexibility in designing its waveform to meet imposed PSD constraints.
4.2.2.1 Demonstration Scenario. Design performance of Spectrally-
Partitioned SMSE waveforms is demonstrated using a temporally varying spectral
mask generated in response to multiple PU signals. The multi-user scenario consid-
ered includes the following three signals:
1. One continuous (all time slots used), constant-power Frequency Hopped (FH)
signal centered at 퐹푐 = 4.976 GHz. The FH signal is transmitted at 푃 =
100 mW using OFDM with 푁푓 = 64 subcarriers at a subcarrier spacing of Δ푓 =
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312.5 KHz and a cyclic preﬁx length of 푁푐푝 = 16. The FH signal modulates its
center 52 subcarriers (except for the DC subcarrier) using QPSK modulation.
The signal hops randomly from among a set of nine possible frequencies spaced
1 MHz apart, with the time between hops generated randomly from between
175 and 350 symbols (between 0.7 ms and 1.4 ms).
2. One continuous, varying-power Direct Sequence Spread Spectrum (DSSS) signal
centered at 퐹푐 = 5.00 GHz. The DSSS signal is transmitted at an average power
of 푃 = 15 mW, employs QPSK modulation at a symbol rate of 푅푠 = 1 × 106
symbols/sec, and is spectrally spread using a length 푁푐 = 11 barker sequence
at a chipping rate of 푅푐 = 11× 106 chips/sec.
3. One non-continuous (random time slots used), varying-power 802.11a signal
centered at 퐹푐 = 5.02 GHz, transmitted at an average power of 푃 = 200 mW
and operating at 푅푏 = 12 Mb/sec with a 20 MHz channel spacing. The tempo-
ral statistics (time slot occupancy) are generated consistent with IEEE 802.11
standard speciﬁcations [32].
The resultant temporally varying PSD for the coexistent scenario is shown in
Fig. 4.27a. The temporally varying spectral mask is generated from the observed PU
spectrum as described in Section 3.4.2. For this scenario, the value of 휂푣 used to scale
the PSD mask is set such that the PSD constraint is: 1) scaled 10 dB below the PSD
of each PU at their spectral peaks, 2) reduced by an additional 3 dB for the power
fading signals, and 3) increased by the spreading gain (푁푐) for the DSSS PU signal.
The resulting spectral mask (Λ푚,푘푃푆퐷) therefore constrains the SMSE PSD to be at
least a factor of 휂푣 below the PSD of the 푣
푡ℎ PU at its spectral peak. While there are
certain alternatives for generating temporally varying spectral masks, to include those
based directly on DSA works addressing spectral estimation and resource allocation
[19, 21, 53, 57], this simple inverse method is suﬃcient for demonstrating beneﬁts of
spectrally partitioned SMSE when a temporally varying spectral mask is required.
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The resultant temporally varying spectral mask is shown in Fig. 4.27b. For
comparison with the non-temporally varying spectral mask in Fig. 4.19, the resultant
cross-time average of the temporally varying spectral mask is shown in Fig. 4.27c.
The SMSE signal uses a maximum of 푁푓 = 256 possible subcarriers with a
subcarrier spacing of Δ푓 = 283.5 KHz. The resultant maximum SMSE bandwidth
is 퐵푊 = 73 MHz centered at 퐹푐 = 5.0 GHz. The SMSE signal uses a 64 length
(푁푐푝 = 64) cyclic preﬁx and propagates through a multipath Rayleigh faded channel
with an exponential power delay proﬁle having RMS and maximum delay spreads of
휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, respectively, and a noise power spectral density
of 푁0 ≈ 1.36 × 10−5 W/Hz. The modulations used within each spectral partition
are selected independently from sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-
QAM and are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE
system has a perfect channel response estimate at both the transmitter and receiver
locations.
For results presented in this scenario, it is assumed that the SMSE is able to
adapt its waveform design as the PSD mask constraint changes. As the PU systems
change transmission state, the SMSE is able to perform the waveform optimization
process speciﬁed in Section 3.4 instantaneously without needing to suspend its trans-
mission. Additionally, while the PU signals are used to create the PSD mask, it is
assumed that they do not cause any interference to the SMSE receiver. However,
in order to aide in the assessment of how the SMSE allocates its power within the
spectrum and to verify coexistence goals, the PU signals are modeled as experiencing
interference from the SMSE.
4.2.2.2 Time-Frequency Power Spectral Density (PSD). The time-
frequency PSD responses of the spectral mask constraint Λ푚,푘푃푆퐷 and the adapted
SMSE signals are shown in Fig. 4.28. In this case the SMSE system: 1) employs
4-QAM for all data symbols, 2) operates in a multipath fading environment, and
3) adapts its waveform in response to the current subchannel response while limiting
105
                                                                               Frequency                                                            (dB)
Ti
m
e
 
 
−75
−70
−65
−60
−55
−50
(a) Temporally Varying Channel PSD
                                                                               Frequency                                                            (dB)
Ti
m
e
 
 
−75
−70
−65
−60
−55
−50
(b) Temporally Varying Spectral Mask
0 50 100 150 200 250
−90
−80
−70
−60
−50
−40
−30
SMSE Subcarrier Index
W
at
ts
/H
z 
(dB
)
ΛPSD
m
(c) Cross-time average of Spectral Mask in
(b).
Figure 4.27: PSD responses for time-varying coexistent PUs having dissimilar mod-
ulations: one continuous FH signal, one DSSS signal and one non-continuous 802.11a
signal: (a) Channel PSD response, (b) Temporally varying spectral mask based on
PSD inverse and (c) Cross-time average of the temporally varying spectral mask.
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its spectral response to be less than or equal to the current value of the spectral
mask constraint (Λ푚,푘푃푆퐷) shown in Fig. 4.28a. Here, the spectral mask constraint is
shown to vary across time in response to the changing PU spectrum. Performance
for Traditional OFDM (푁푆퐶 = 1) is shown in Fig. 4.28b. These results are consistent
with what is expected for traditional OFDM employing temporal adaptation with
similar performance demonstrated previously in Section 4.1. Results for Spectrally
Partitioned SMSE with 푁푆퐶 = 8 subcarriers per partition are shown in Fig. 4.28c.
Visual comparison of the responses in Fig. 4.28b and Fig. 4.28c qualitatively show
how spectral partitioning has enabled the SMSE system to better approximate the
temporally varying spectral mask constraint.
Improvement from spectral partitioning is further illustrated in the cross-time
average results in Fig. 4.29, which clearly show that the Spectrally Partitioned SMSE
response better approximates the spectral mask and has a higher resultant total
transmit power (proportional to area under the PSDs). For the imposed ﬁxed BER
constraint, higher transmit power for a given modulation yields higher SMSE through-
put. This improved eﬃciency is directly attributable to spectral partitioning given
that both systems are designed under identical constraints (maximum average SMSE
transmit power and a maximum spectral mask limits).
Adaptive modulation results are generated using both Traditional OFDM and
Spectrally Partitioned SMSE implementations. For both cases, the QAM modulation
order is independently selected from sets of 4-QAM only, {4, 16}-QAM, and {4, 16,
64}-QAM. Results in Fig. 4.30 show the two dimensional cross-time average PSD
responses for the case where the SMSE employs Traditional OFDM (푁푆퐶 = 1). Note
that as the SMSE system is allowed to select from higher-order modulations, it is
able to transmit more power and its PSD response better approximates the spectral
mask limitation. Similar behavior is reﬂected in Fig. 4.31 which provides results
for Spectrally Partitioned SMSE with 푁푆퐶 = 8 subcarriers per partition. Thus, the
resulting SMSE response is able to achieve a more spectrally eﬃcient waveform design
when using adaptive modulation.
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Figure 4.28: Time-frequency PSDs for Temporally Varying Spectral Mask using
ﬁxed 4-QAM modulation: (a) Spectral mask constraint; (b) Adapted SMSE response
for Traditional OFDM (푁푆퐶 = 1); and (c) Adapted SMSE response with Spectral
Partitioning (푁푆퐶 = 8). Results based on a maximum SMSE BER constraint of
푃퐵 = 10
−2 and maximum normalized transmission power of Λ푃 = 8.3× 10−9 W/Hz.
108
0 50 100 150 200 250
−90
−80
−70
−60
−50
−40
−30
SMSE Subcarrier Index
W
at
ts
/H
z 
(dB
)
 
 
ΛPSD
m
Spectral Mask Constraint
SMSE PSD, Partition Size NSC = 8
SMSE PSD, Partition Size NSC = 1
Figure 4.29: Cross-time averages of PSD responses in Fig. 4.28 for adapted SMSE
signal: Spectrally Partitioned SMSE (푁푆퐶 = 8) and Traditional OFDM (푁푆퐶 = 1)
as indicated. Results based on a maximum SMSE BER constraint of 푃퐵 = 10
−2 and
maximum normalized transmission power of Λ푃 = 8.3× 10−9 W/Hz.
4.2.2.3 PU and SMSE Bit Error Rate. Coexistent BER is ﬁrst as-
sessed without modulation order adaptivity using 4-QAM only. SMSE BER results
are shown in Fig. 4.32a as a function of the normalized SMSE transmission power
limit (W/Hz) for various partition sizes (푁푆퐶). SMSE system performance is con-
sistent with the desired BER constraint of 푃푏 = 10
−2 over the range of power levels
simulated for all partition sizes evaluated.
Though not a design constraint, the resultant PU BER performance may also
be of interest to assess how the SMSE is allocating power within the spectrum. The
resultant channel BER for PU #1 is shown in Fig. 4.32b. As the partition size
increases, this PU system experiences increasingly larger degrees of BER degradation.
This suggests that the SMSE system becomes more eﬃcient at exploiting the available
spectrum without violating spectral mask constraints as the partition size increases.
Similar results are observed in Fig. 4.32c for the resultant channel BER of PU #2.
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Figure 4.30: Average resultant PSD responses for spectrally adapted SMSE signals
using adaptive modulation selection with Traditional OFDM (푁푆퐶 = 1). Results
based on a maximum SMSE BER constraint of 푃퐵 = 10
−2, maximum normalized
transmission power of Λ푃 = 8.3× 10−9 W/Hz, and QAM modulation order selection
of M = {4, 16, 64}.
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Figure 4.31: Average resultant PSD responses for spectrally adapted SMSE signals
using adaptive modulation selection with subcarrier partitioning (푁푆퐶 = 8). Results
based on a maximum SMSE BER constraint of 푃퐵 = 10
−2, maximum normalized
transmission power of Λ푃 = 8.3× 10−9 W/Hz, and QAM modulation order selection
of M = {4, 16, 64}.
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The resultant channel BER for PU #3 is shown in Fig. 4.32d. Unlike the results
for PU #1 and PU #2, the resultant channel BER for PU #3 is largely unaﬀected by
the presence of the SMSE. Due to the nearly square spectrum of the PU combined with
its power-varying nature, the resulting PSD mask prevents the SMSE from allocating
a signiﬁcant amount of power into the spectral region occupied by the PU while it
is transmitting. However, since the PU does not transmit continuously, the SMSE is
still able to allocate a large amount of power into the spectral region when the PU
is not transmitting as indicated in the cross-time average PSD responses shown in
Fig. 4.30 and Fig. 4.31.
Coexistent BER is assessed in Fig. 4.33 for both Traditional OFDM (푁푆퐶 = 1)
and Spectrally Partitioned SMSE (푁푆퐶 = 8) implementations using adaptive modula-
tion order selected from the sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM.
SMSE system performance shown in Fig. 4.33a is again consistent with the desired
BER constraint of 푃푏 = 10
−2 over the range of power levels simulated. The BER
performance of each PU system is shown to experience only minor degradation as a
result of increasing modulation order selection suggesting that the SMSE system is
generally unable to use higher-order modulations within spectral regions occupied by
the PU systems (when they are transmitting) without exceeding the PSD limit.
4.2.2.4 Average SMSE Throughput. Average SMSE throughput (Bit-
s/Sec) is ﬁrst assessed without modulation order adaptivity using 4-QAM only. The
results are shown in Fig. 4.34 as a function of the normalized SMSE transmission
power limit (W/Hz) for various partition sizes (푁푆퐶). As the partition size increases,
the SMSE system becomes more eﬃcient at exploiting the available spectrum without
violating spectral mask constraints. For the range of normalized SMSE transmit pow-
ers considered, there is a maximum throughput increase of approximately 31% when
comparing 푁푆퐶 = 1 and 푁푆퐶 = 8 results. Note also that an increase from 푁푆퐶 = 1 to
푁푆퐶 = 2 subcarriers per partition improves SMSE throughput by approximately 15%
in this case. While somewhat poorer than the non-varying spectral mask results in
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Figure 4.32: Coexistent SMSE and PU BER versus total normalized SMSE power
resulting from Traditional OFDM (푁푆퐶 = 1) and Spectrally-Partitioned SMSE
(푁푆퐶 = 8) implementations. Results generated using a maximum SMSE BER con-
straint of 푃퐵 = 10
−2 and a temporally-varying spectral mask generated in response
to the PSD of the PU systems. A ﬁxed modulation order of 4-QAM is used for all
SMSE systems.
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Figure 4.33: Coexistent SMSE and PU BER versus total normalized SMSE power
for Spectrally-Partitioned SMSE (푁푆퐶 = 8) and Traditional OFDM (푁푆퐶 = 1) de-
signs. Results generated using a maximum SMSE BER constraint of 푃퐵 = 10
−2
and a temporally-varying spectral mask generated in response to the PSD of the PU
systems. Adaptive modulation order is used within each spectral partition selected
independently from the sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM.
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Figure 4.34: Average SMSE throughput (Bits/Sec) versus total maximum SMSE
power at various partition sizes (푁푆퐶). Results based on a maximum BER constraint
of 푃퐵 = 10
−2 and 4-QAM modulation.
Fig. 4.24 and Section 4.2.1, the results are notable and clearly highlight the beneﬁts
of spectral partitioning with ﬁxed modulation order.
Average SMSE throughput is assessed next for waveforms designed with adap-
tive modulation order. Results are presented in Fig. 4.35 for both Traditional OFDM
(푁푆퐶 = 1) and Spectrally Partitioned (푁푆퐶 = 8) SMSE implementations as a function
of the normalized SMSE transmission power limit (W/Hz). There are two important
conclusions that can be drawn regarding these results:
1. Modulation order adaptivity has not negatively impacted beneﬁts of spectral
partitioning. This is evident by considering that a maximum throughput in-
crease of approximately 23% is exhibited when comparing푁푆퐶 = 1 and푁푆퐶 = 8
results with adaptive modulation. This improvement is directly attributable to
spectral partitioning.
115
2. Modulation order adaptivity provides additional improvement when used with
spectral partitioning. This is evident by considering performance when the
SMSE system has the ability to select the {4, 16}-QAM modulation set, which
provides an approximate 60% improvement in throughput for the 푁푆퐶 = 1 case,
and an approximate 40% improvement in throughput for the 푁푆퐶 = 8 case.
Unlike results obtained for the non-temporally varying spectral mask from Sec-
tion 4.2.1.3, modulation adaptivity does not appear to be bounded in this case and
adaptive use of {4, 16, 64}-QAM modulation increases throughput by approximately
10% for both partition sizes relative to {4, 16}-QAM results.
While the overall performance is somewhat poorer using the temporally varying
spectral mask relative to results in Section 4.2.1, the results are notable and once again
highlight beneﬁts of spectral partitioning with adaptive modulation order selection.
The cause for poorer performance gains realized in his scenario is partially attributed
to diﬀerences in the two PSD masks used for demonstration. Speciﬁcally, the average
temporally varying spectral mask in Fig. 4.27c has larger maximum values and a
larger cumulative average when compared with the contrived non-temporally varying
spectral mask shown in Fig. 4.19, and thus there is less opportunity for improvement
using spectral partitioning.
4.2.3 Temporally Varying PSD Mask With PU Interference. Results in
this section demonstrate the ability of the SMSE system to adapt its waveform in
response to a temporally varying spectrum mask constraint while also considering
the impact of interference from multiple in-band PU signals. Results are provided for
both a Spectrally Partitioned SMSE system, as well as a Traditional OFDM waveform
design. The speciﬁc spectral mask used is generated in response to the PU signals,
which demonstrates the ability of the Spectrally-Partitioned SMSE system to adapt
its PSD response to meet coexistence requirements. Results indicate that relative to
a Traditional OFDM design, the Spectrally Partitioned SMSE system has a greater
degree of ﬂexibility in designing its waveform to meet imposed PSD constraints.
116
2 4 6 8 10 12
x 10−9
0
20
40
60
80
100
120
140
SMSE Power Limit (W/Hz)
Av
er
ag
e 
SM
SE
 T
hr
ou
gh
pu
t (M
Bit
s /
 S
ec
)
 
 
Partition Size NSC = 8;  {4, 16, 64}−QAM
Partition Size NSC = 8;  {4, 16}−QAM
Partition Size NSC = 8;  4−QAM
Partition Size NSC = 1;  {4, 16, 64}−QAM
Partition Size NSC = 1;  {4, 16}−QAM
Partition Size NSC = 1;  4−QAM
Figure 4.35: Average SMSE throughput (Bits/Sec) versus total maximum SMSE
power at various partition sizes (푁푆퐶) and possible modulation orders. Results based
on a maximum BER constraint of 푃퐵 = 10
−2.
4.2.3.1 Demonstration Scenario. Design performance of Spectrally-
Partitioned SMSE waveforms is demonstrated using a temporally varying spectral
mask generated in response to multiple PU signals. This demonstration scenario is
identical to that of Section 4.2.2 except that the SMSE system is now assumed to
experience coexistent interference from the PU systems, and accounts for the resultant
interference from the PUs while maintaining its BER constraint. For completeness,
all scenario details are provided.
The multi-user scenario considered includes the following three signals:
1. One continuous (all time slots used), constant-power Frequency Hopped (FH)
signal centered at 퐹푐 = 4.976 GHz. The FH signal is transmitted at 푃 =
100 mW using OFDM with 푁푓 = 64 subcarriers at a subcarrier spacing of Δ푓 =
312.5 KHz and a cyclic preﬁx length of 푁푐푝 = 16. The FH signal modulates its
center 52 subcarriers (except for the DC subcarrier) using QPSK modulation.
The signal hops randomly from among a set of nine possible frequencies spaced
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1 MHz apart, with the time between hops generated randomly from between
175 and 350 symbols (between 0.7 ms and 1.4 ms).
2. One continuous, varying-power Direct Sequence Spread Spectrum (DSSS) signal
centered at 퐹푐 = 5.00 GHz. The DSSS signal is transmitted at an average power
of 푃 = 15 mW, employs QPSK modulation at a symbol rate of 푅푠 = 1 × 106
symbols/sec, and is spectrally spread using a length 푁푐 = 11 barker sequence
at a chipping rate of 푅푐 = 11× 106 chips/sec.
3. One non-continuous (random time slots used), varying-power 802.11a signal
centered at 퐹푐 = 5.02 GHz, transmitted at an average power of 푃 = 200 mW
and operating at 푅푏 = 12 Mb/sec with a 20 MHz channel spacing. The tempo-
ral statistics (time slot occupancy) are generated consistent with IEEE 802.11
standard speciﬁcations [32].
The resultant temporally varying PSD for the coexistent scenario is shown in
Fig. 4.36a. The temporally varying spectral mask is generated from the observed PU
spectrum as described in Section 3.4.2. For this scenario, the value of 휂푣 used to scale
the PSD mask is set such that the PSD constraint is: 1) scaled 10 dB below the PSD
of each PU at their spectral peaks, 2) reduced by an additional 3 dB for the power
fading signals, and 3) increased by the spreading gain (푁푐) for the DSSS PU signal.
The resulting spectral mask (Λ푚,푘푃푆퐷) therefore constrains the SMSE PSD to be at
least a factor of 휂푣 below the PSD of the 푣
푡ℎ PU at its spectral peak. While there are
certain alternatives for generating temporally varying spectral masks, to include those
based directly on DSA works addressing spectral estimation and resource allocation
[19, 21, 53, 57], this simple inverse method is suﬃcient for demonstrating beneﬁts of
spectrally partitioned SMSE when a temporally varying spectral mask is required.
The resultant temporally varying spectral mask is shown in Fig. 4.36b. For
comparison with the non-temporally varying spectral mask in Fig. 4.19, the resultant
cross-time average of the temporally varying spectral mask is shown in Fig. 4.36c.
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Figure 4.36: PSD responses for time-varying coexistent PUs having dissimilar mod-
ulations: one continuous FH signal, one DSSS signal and one non-continuous 802.11a
signal: (a) Channel PSD response, (b) Temporally varying spectral mask based on
PSD inverse and (c) Cross-time average of the temporally varying spectral mask.
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The SMSE signal uses a maximum of 푁푓 = 256 possible subcarriers with a
subcarrier spacing of Δ푓 = 283.5 KHz. The resultant maximum SMSE bandwidth
is 퐵푊 = 73 MHz centered at 퐹푐 = 5.0 GHz. The SMSE signal uses a 64 length
(푁푐푝 = 64) cyclic preﬁx and propagates through a multipath Rayleigh faded channel
with an exponential power delay proﬁle having RMS and maximum delay spreads of
휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, respectively, and a noise power spectral density
of 푁0 ≈ 1.36 × 10−5 W/Hz. The modulations used within each spectral partition
are selected independently from sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-
QAM and are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE
system has a perfect channel response estimate at both the transmitter and receiver
locations.
For results presented in this scenario, it is assumed that the SMSE is able to
adapt its waveform design as the PSD mask constraint changes. As the PU systems
change transmission state, the SMSE is able to perform the waveform optimization
process speciﬁed in Section 3.4 instantaneously without needing to suspend its trans-
mission. In addition to using the PU signals to generate the PSD mask, it is also
assumed that the SMSE and PU signals each experience coexistent interference from
each other. As a result, the SMSE system must account for the resultant interference
levels in order to maintain its BER constraint.
4.2.3.2 Time-Frequency Power Spectral Density (PSD). The time-
frequency PSD responses of the spectral mask constraint Λ푚,푘푃푆퐷 and the adapted
SMSE signals are shown in Fig. 4.37. In this case the SMSE system: 1) employs
4-QAM for all data symbols, 2) operates in a multipath fading environment, and
3) adapts its waveform in response to the current subchannel response while limiting
its spectral response to be less than or equal to the current value of the spectral
mask constraint (Λ푚,푘푃푆퐷) shown in Fig. 4.37a. Here, the spectral mask constraint is
shown to vary across time in response to the changing PU spectrum. Performance
for Traditional OFDM (푁푆퐶 = 1) is shown in Fig. 4.37b. These results are consistent
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with what is expected for traditional OFDM employing temporal adaptation with
similar performance demonstrated previously in Section 4.1. Results for Spectrally
Partitioned SMSE with 푁푆퐶 = 8 subcarriers per partition are shown in Fig. 4.37c.
Visual comparison of the responses in Fig. 4.37b and Fig. 4.37c qualitatively show
how spectral partitioning has enabled the SMSE system to better approximate the
temporally varying spectral mask constraint. Relative to the results in Section 4.2.2.2,
each SMSE system now allocates signiﬁcantly less power to spectral regions occupied
by the OFDM-based PU signals. This eﬀect is due to the SMSE now accounting for
the interference caused by the PU signals. However, the power allocated to spectral
regions occupied by the DSSS PU signals is less aﬀected due to its lower PSD response
and lower resultant interference levels.
Improvement from spectral partitioning is further illustrated in the cross-time
average results in Fig. 4.38, which clearly show that the Spectrally Partitioned SMSE
response better approximates the spectral mask and has a higher resultant total
transmit power (proportional to area under the PSDs). For the imposed ﬁxed BER
constraint, higher transmit power for a given modulation yields higher SMSE through-
put. This improved eﬃciency is directly attributable to spectral partitioning given
that both systems are designed under identical constraints (maximum average SMSE
transmit power and a maximum spectral mask limits).
Adaptive modulation results are generated using both Traditional OFDM and
Spectrally Partitioned SMSE implementations. For both cases, the QAM modulation
order is independently selected from sets of 4-QAM only, {4, 16}-QAM, and {4, 16,
64}-QAM. Results in Fig. 4.39 show the two dimensional cross-time average PSD
responses for the case where the SMSE employs Traditional OFDM (푁푆퐶 = 1). Note
that as the SMSE system is allowed to select from higher-order modulations, it is
able to transmit more power and its PSD response better approximates the spectral
mask limitation. Similar behavior is reﬂected in Fig. 4.40 which provides results
for Spectrally Partitioned SMSE with 푁푆퐶 = 8 subcarriers per partition. Thus, the
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Figure 4.37: Time-frequency PSDs for Temporally Varying Spectral Mask using
ﬁxed 4-QAM modulation: (a) Spectral mask constraint; (b) Adapted SMSE response
for Traditional OFDM (푁푆퐶 = 1); and (c) Adapted SMSE response with Spectral
Partitioning (푁푆퐶 = 8). Results based on a maximum SMSE BER constraint of
푃퐵 = 10
−2 and maximum normalized transmission power of Λ푃 = 8.3× 10−9 W/Hz.
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Figure 4.38: Cross-time averages of PSD responses in Fig. 4.37 for adapted SMSE
signal: Spectrally Partitioned SMSE (푁푆퐶 = 8) and Traditional OFDM (푁푆퐶 = 1)
as indicated. Results based on a maximum SMSE BER constraint of 푃퐵 = 10
−2 and
maximum normalized transmission power of Λ푃 = 8.3× 10−9 W/Hz.
resulting SMSE response is able to achieve a more spectrally eﬃcient waveform design
when using adaptive modulation.
4.2.3.3 PU and SMSE Bit Error Rate. Coexistent BER is ﬁrst as-
sessed without modulation order adaptivity using 4-QAM only. SMSE BER results
are shown in Fig. 4.41a as a function of the normalized SMSE transmission power
limit (W/Hz) for various partition sizes (푁푆퐶). SMSE system performance is con-
sistent with the desired BER constraint of 푃푏 = 10
−2 over the range of power levels
simulated for all partition sizes evaluated.
Though not a design constraint, the resultant PU BER performance may also
be of interest to assess how the SMSE is allocating power within the spectrum. The
resultant channel BER for PU #1 is shown in Fig. 4.41b. As the partition size
increases, this PU system experiences increasingly larger degrees of BER degradation.
This suggests that the SMSE system becomes more eﬃcient at exploiting the available
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Figure 4.39: Average resultant PSD responses for spectrally adapted SMSE signals
using adaptive modulation selection with Traditional OFDM (푁푆퐶 = 1). Results
based on a maximum SMSE BER constraint of 푃퐵 = 10
−2, maximum normalized
transmission power of Λ푃 = 8.3× 10−9 W/Hz, and QAM modulation order selection
of M = {4, 16, 64}.
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Figure 4.40: Average resultant PSD responses for spectrally adapted SMSE signals
using adaptive modulation selection with subcarrier partitioning (푁푆퐶 = 8). Results
based on a maximum SMSE BER constraint of 푃퐵 = 10
−2, maximum normalized
transmission power of Λ푃 = 8.3× 10−9 W/Hz, and QAM modulation order selection
of M = {4, 16, 64}.
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spectrum without violating spectral mask constraints as the partition size increases.
Similar results are observed in Fig. 4.41c for the resultant channel BER of PU #2.
The resultant channel BER for PU #3 is shown in Fig. 4.41d. Unlike the results
for PU #1 and PU #2, the resultant channel BER for PU #3 is largely unaﬀected by
the presence of the SMSE. Due to the nearly square spectrum of the PU combined with
its power-varying nature, the resulting PSD mask prevents the SMSE from allocating
a signiﬁcant amount of power into the spectral region occupied by the PU while it
is transmitting. However, since the PU does not transmit continuously, the SMSE is
still able to allocate a large amount of power into the spectral region when the PU
is not transmitting as indicated in the cross-time average PSD responses shown in
Fig. 4.39 and Fig. 4.40.
Coexistent BER is assessed in Fig. 4.42 for both Traditional OFDM (푁푆퐶 = 1)
and Spectrally Partitioned SMSE (푁푆퐶 = 8) implementations using adaptive modula-
tion order selected from the sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM.
SMSE system performance shown in Fig. 4.42a is again consistent with the desired
BER constraint of 푃푏 = 10
−2 over the range of power levels simulated. The BER
performance of each PU system is shown to experience only minor degradation as a
result of increasing modulation order selection suggesting that the SMSE system is
generally unable to use higher-order modulations within spectral regions occupied by
the PU systems (when they are transmitting) without exceeding the PSD limit.
4.2.3.4 Average SMSE Throughput. Average SMSE throughput (Bit-
s/Sec) is ﬁrst assessed without modulation order adaptivity using 4-QAM only. The
results are shown in Fig. 4.43 as a function of the normalized SMSE transmission
power limit (W/Hz) for various partition sizes (푁푆퐶). As the partition size increases,
the SMSE system becomes more eﬃcient at exploiting the available spectrum without
violating spectral mask constraints. For the range of normalized SMSE transmit pow-
ers considered, there is a maximum throughput increase of approximately 20% when
comparing 푁푆퐶 = 1 and 푁푆퐶 = 8 results. Note also that an increase from 푁푆퐶 = 1
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Figure 4.41: Coexistent SMSE and PU BER versus total normalized SMSE power
resulting from Traditional OFDM (푁푆퐶 = 1) and Spectrally-Partitioned SMSE
(푁푆퐶 = 8) implementations. Results generated using a maximum SMSE BER con-
straint of 푃퐵 = 10
−2 and a temporally-varying spectral mask generated in response
to the PSD of the PU systems. A ﬁxed modulation order of 4-QAM is used for all
SMSE systems.
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Figure 4.42: Coexistent SMSE and PU BER versus total normalized SMSE power
for Spectrally-Partitioned SMSE (푁푆퐶 = 8) and Traditional OFDM (푁푆퐶 = 1) de-
signs. Results generated using a maximum SMSE BER constraint of 푃퐵 = 10
−2
and a temporally-varying spectral mask generated in response to the PSD of the PU
systems. Adaptive modulation order is used within each spectral partition selected
independently from the sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM.
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Figure 4.43: Average SMSE throughput (Bits/Sec) versus total maximum SMSE
power at various partition sizes (푁푆퐶). Results based on a maximum BER constraint
of 푃퐵 = 10
−2 and 4-QAM modulation.
to 푁푆퐶 = 2 subcarriers per partition improves SMSE throughput by approximately
15% in this case. While somewhat poorer than the result obtained by neglecting PU
interference levels in Fig. 4.34 and Section 4.2.2.4, the results are notable and clearly
highlight the beneﬁts of spectral partitioning with ﬁxed modulation order.
Average SMSE throughput is assessed next for waveforms designed with adap-
tive modulation order. Results are presented in Fig. 4.44 for both Traditional OFDM
(푁푆퐶 = 1) and Spectrally Partitioned (푁푆퐶 = 8) SMSE implementations as a function
of the normalized SMSE transmission power limit (W/Hz). There are two important
conclusions that can be drawn regarding these results:
1. Modulation order adaptivity has not negatively impacted beneﬁts of spectral
partitioning. This is evident by considering that a maximum throughput in-
crease of approximately 15% is exhibited when comparing푁푆퐶 = 1 and푁푆퐶 = 8
results with adaptive modulation. This improvement is directly attributable to
spectral partitioning.
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Figure 4.44: Average SMSE throughput (Bits/Sec) versus total maximum SMSE
power at various partition sizes (푁푆퐶) and possible modulation orders. Results based
on a maximum BER constraint of 푃퐵 = 10
−2.
2. Modulation order adaptivity provides additional improvement when used with
spectral partitioning. This is evident by considering performance when the
SMSE system has the ability to select the {4, 16}-QAM modulation set, which
provides an approximate 70% improvement in throughput for the 푁푆퐶 = 1 case,
and an approximate 55% improvement in throughput for the 푁푆퐶 = 8 case.
As was the case for results obtained in Section 4.2.2.4 which assumed the SMSE
does not observe interference from the PU signals, modulation adaptivity again does
not appear to be bounded and adaptive use of {4, 16, 64}-QAM modulation increases
throughput by approximately 8% for both partition sizes relative to {4, 16}-QAM
results.
While the overall performance is somewhat poorer when accounting for PU
interference levels relative to results in Section 4.2.2, the results are notable and
once again highlight beneﬁts of spectral partitioning with adaptive modulation order
selection.
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4.2.4 Relaxed PSD Mask. Results in this section demonstrate the ability of
the SMSE system to adapt its waveform in response to a temporally varying spectrum
mask generated in response to multiple in-band PU signals. By applying the relaxed
PSD mask constraint, the SMSE is permitted to exceed the PSD mask by some
normalized amount and is able to exploit additional design ﬂexibility to maximize
its throughput. Additionally, since the PU signals exhibit temporal variation as
well as a packet-based timing structure, the SMSE system has the option to design a
Spectrally-Only designed waveform in response to the spectral shape of the PU signals,
a Reactive Spectrally-Temporally designed waveform by also considering the current
PU transmission state, or a Predictive Spectrally-Temporally designed waveform by
also considering how long a given PU has been in its current PU transmission state.
Results are provided for both Traditional OFDM and Spectrally Partitioned
SMSE implementations. Results indicate that under the relaxed PSD mask con-
straint, the SMSE can increase its channel utilization dramatically by incorporating
temporal design. Additionally, relative to a Traditional OFDM implementation, the
Spectrally Partitioned SMSE system has a greater degree of ﬂexibility in designing
its waveform to meet imposed PSD constraints, resulting in increased throughput
performance.
4.2.4.1 Demonstration Scenario. Design performance of Spectrally-
Partitioned SMSE waveforms is demonstrated using a temporally varying spectral
mask generated in response to multiple PU signals. The multi-user scenario consid-
ered includes the following two signals:
1. One non-continuous (random time slots used), constant-power 802.11a signal
centered at 퐹푐 = 5.00 GHz, transmitted at 푃 = 100 mW and operating at
푅푏 = 12 Mb/sec with a 20 MHz channel spacing. The temporal statistics (time
slot occupancy) are generated consistent with IEEE 802.11 standard speciﬁca-
tions [32].
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2. One continuous (all time slots used), constant-power Frequency Hopped (FH)
Direct Sequence Spread Spectrum (DSSS) signal centered at 퐹푐 = 5.02 GHz.
The FH DSSS signal is transmitted at 푃 = 100 mW, employs QPSK modulation
at a symbol rate of 푅푠 = 1× 106 symbols/sec, and is spectrally spread using a
length 푁푐 = 11 barker sequence at a chipping rate of 푅푐 = 11 × 106 chips/sec.
The signal hops randomly from among a set of three possible frequencies spaced
6 MHz apart, with the time between hops generated randomly from between
700 and 1400 symbols (between 0.7 ms and 1.4 ms).
The temporally varying spectral mask is generated from the observed PU spec-
trum as described in Section 3.4.2. For this scenario, the value of 휂푣 used to scale the
PSD mask is set such that the PSD constraint is: 1) scaled 10 dB below the PSD of
each PU at their spectral peaks, and 2) increased by the spreading gain (푁푐) for the
DSSS PU signal.
The resulting spectral mask (Λ푚,푘푃푆퐷) therefore constrains the SMSE PSD to be at
least a factor of 휂푣 below the PSD of the 푣
푡ℎ PU at its spectral peak. While there are
certain alternatives for generating temporally varying spectral masks, to include those
based directly on DSA works addressing spectral estimation and resource allocation
[19, 21, 53, 57], this simple inverse method is suﬃcient for demonstrating beneﬁts of
spectrally partitioned SMSE when a temporally varying spectral mask is required.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 GHz. The SMSE signal uses a 32 length
(푁푐푝 = 32) cyclic preﬁx and propagates through a multipath Rayleigh faded channel
with an exponential power delay proﬁle having RMS and maximum delay spreads of
휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, respectively, and a noise power spectral density of
푁0 ≈ 1.36 × 10−5 W/Hz. The modulations used within each spectral partition are
selected independently from sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM
and are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE system
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has a perfect channel response estimate at both the transmitter and receiver locations
and updates its PU transmission state estimates every 50 SMSE symbols.
Unlike results in Section 4.2.2, results presented in this section do not assume
the SMSE can perform the waveform optimization process speciﬁed in Section 3.4
instantaneously in response to PU transmission state changes. Instead, the SMSE
waveform design process incorporates knowledge of PU transmission statistics to per-
form the optimization in advance, while assuring that it will not exceed the PSD
mask of either PU by more than an average normalized amount of Υ푃푆퐷푣 = .001.
Also unlike results in Section 4.2.2, results in this section do assume that both the
SMSE and PU systems experience mutual interference from the other system, and
that the SMSE must account for PU interference levels in order to meet its BER
constraint.
Additionally, results here do not rely on a priori PU information. Rather, the
SMSE estimates PU transmission statistics by monitoring PU transmission activity
as discussed in Section 3.2.1. Using these observations, the SMSE forms a histogram
based estimate of the probability distribution of: 1) the PU packet transmission
duration, 2) the time duration between PU packets (idle time), and 3) the distribution
of frequency hopping rate. These probability distributions are then used to compute
the conditional probabilities that the PU will remain in its current transmission state
(on, oﬀ, hopping frequency, etc) given that it has already been in that state for some
amount of time.
4.2.4.2 Time-Frequency Power Spectral Density (PSD). The time-
frequency PSD responses of the PU signals and resultant spectrally-partitioned SMSE
(푁푆퐶 = 4) signal are shown in Fig. 4.45 for a representative scenario. In response to
the PU signals shown in Fig. 4.45a, the SMSE system can design a waveform either
by using only spectral adaptation constraints or by using both spectral and temporal
adaptation constraints.
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Considering a Spectrally-Only based waveform design, the resulting signal is
designed to avoid spectral areas containing signiﬁcant PU power as well as low channel
gain while maximizing its throughput. The resultant Spectrally-Only adapted SMSE
response in Fig. 4.45b clearly shows that spectral areas occupied by PU signals are
avoided.
Considering a Reactive Spectrally-Temporally based waveform design, the result-
ing signal is designed to avoid both spectral and temporal areas containing signiﬁcant
PU power as well as low channel gain while maximizing its throughput. This is illus-
trated in the time-frequency PSD response shown in Fig. 4.45c, where the adapted
SMSE signal spectrally and temporally adapts to the current transmission state of the
two PU signals. The resultant SMSE signal response is clearly seen to avoid spectral
areas occupied by the PU signals only when they are actually present.
Finally, considering a Predictive Spectrally-Temporally based waveform design,
the resulting signal is designed to avoid both spectral and temporal areas containing
signiﬁcant PU power as well as low channel gain while maximizing its throughput.
This is illustrated in the time-frequency PSD response shown in Fig. 4.45d, where the
adapted SMSE signal spectrally and temporally adapts to the two PU signals prior to
their transmission state changes. The resultant SMSE signal response in Fig. 4.45d
is clearly seen to not only avoid spectral areas occupied by the PU signals when they
are actually present, but also to modify its waveform design in response to predicted
PU transmission state changes.
4.2.4.3 PU and SMSE Bit Error Rate. Resultant SMSE channel BER
versus total normalized SMSE power is shown in Fig. 4.46a. Performance of both the
Traditional OFDM and Spectrally Partitioned SMSE implementations consistent with
the desired BER constraint of 푃푏 = 10
−2 over the range of power levels simulated for
each of the Spectrally-Only, Reactive Spectrally-Temporally, and Predictive Spectrally-
Temporally adapted waveforms.
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Figure 4.45: Time-frequency PSDs for coexistent PU signals and Adapted SMSE
waveform: (a) Two temporally-structured PU Signals; (b) Spectrally-Only adapted
SMSE Signal; (c) Reactive Spectrally-Temporally adapted SMSE Signal; and (d) Pre-
dictive Spectrally-Temporally adapted SMSE Signal.
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Though not a design constraint, the resultant PU BER performance may be of
interest. The resultant channel BER for the 802.11a PU system is shown in Fig. 4.46b.
For the range of SMSE power limits simulated, the 802.11 PU system experiences only
a modest amount of BER degradation. This is consistent with observations made
regarding the SMSE PSD. Due to the nearly square spectrum of the OFDM-based
802.11a PU, the resulting PSD mask prevents the SMSE from allocating power into
spectral regions occupied by the PU.
The resultant channel BER for the FH DSSS PU is shown in Fig. 4.46c. Relative
to the BER degradation observed for the 802.11a PU, the FH DSSS PU experiences
a much more severe BER degradation. Due to the lower power spectrum and higher
PSD mask associated with the FH DSSS PU signal, the SMSE is able to allocate much
more power to spectral regions that this PU occupies. Considering the observed
BER resulting from the Traditional OFDM implementation (unﬁlled markers), as
the SMSE exploits higher degrees of PU temporal state knowledge, it is able to more
eﬀectively allocate power to the spectrum, resulting in a higher resultant BER for
the FH DSSS PU. A similar observation is made for the Spectrally Partitioned SMSE
implementation.
4.2.4.4 Average SMSE Throughput. Resultant SMSE throughput
(Bits/Sec) for the Traditional OFDM and Spectrally Partitioned SMSE systems are
shown in Fig. 4.47, where once again the results are plotted as a function of SMSE
transmit power. Results demonstrate the beneﬁts of employing either a temporally-
adapted waveform or a spectrally-partitioned waveform, with the greatest beneﬁt
realized by designing a temporally-predictive and spectrally-partitioned waveform.
Several key observations can be made regarding the performance in Fig. 4.47:
1. At low transmit power limits, there is limited beneﬁt to spectral partitioning
since the SMSE will avoid regions of high PU interference. However, there is an
immediate beneﬁt to employing temporal variation since it enables the SMSE to
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Figure 4.46: Coexistent SMSE and PU BER versus total normalized SMSE power
resulting from Traditional OFDM and Spectrally-Partitioned SMSE implementations.
Results generated using Spectrally-Only, Reactive Spectrally-Temporally, and Predic-
tive Spectrally-Temporally adapted waveforms under the relaxed PSD mask constraint
and a maximum SMSE BER constraint of 푃퐵 = 10
−2.
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better avoid interference from the PU systems and to more fully exploit spectral
regions with a high spectral mask constraint.
2. For higher transmit power limits, the SMSE begins to coincide with the PU
systems more and realizes greater performance through spectral-partitioning in
addition to the beneﬁts of temporal design. For higher transmit power limits,
the Spectrally Partitioned SMSE system achieved an approximate 20% increase
in throughput relative to the Traditional OFDM implementation for the case
of a Spectrally-Only adapted waveform, and up to an approximate 10%-15%
increase in throughput when each employed a temporally adapted waveform.
3. The Spectrally Partitioned SMSE implementation with no temporal variation
can match the performance of a temporally-reactive Traditional OFDM design.
4. Employing spectral partitioning alongside a temporally predictive design pro-
vides an increase in throughput of up to 110% relative to the Traditional OFDM
design employing only spectral adaptation
4.2.5 Impact of SMSE Update Latency and Update Interval. Results in this
section show the impact of waveform update latency and update interval on SMSE
system performance, and how variation in these parameters impacts the beneﬁt of
employing a temporally adaptive waveform. In a practical communication design,
the SMSE system will not be able to react immediately to PU transmission state
changes, but instead incurs some amount of latency (휏 > 0) before it is able to
respond to the new channel conditions. Similarly, the SMSE system is generally not
able to update its transmission parameters prior to transmitting each symbol due to
the amount of overhead that would be required. This overhead can be reduced by
updating SMSE parameters less frequently over blocks of 퐾 symbols for some integer
퐾 > 1. To successfully design a temporally adaptive signal, the SMSE must take
these parameters into account and accurately compensate for them.
138
1 2 3 4 5 6 7 8 9
x 10−9
0
5
10
15
20
25
30
35
40
SMSE Tx Power Limit (W/Hz)
Av
er
ag
e 
SM
SE
 T
hr
ou
gh
pu
t (M
Bit
s /
 S
ec
)
 
 
Predictive Spectrally−Temporally, NSC = 4
Predictive Spectrally−Temporally, NSC = 1
Reactive Spectrally−Temporally, NSC = 4
Reactive Spectrally−Temporally, NSC = 1
Spectrally−Only, NSC = 4
Spectrally−Only, NSC = 1
Figure 4.47: Average SMSE throughput (Bits/Sec) versus normalized maximum
SMSE power for Spectrally-Only, Reactive Spectrally-Temporally, and Predictive
Spectrally-Temporally adapted SMSE signals. Results based on a maximum BER
constraint of 푃퐵 = 10
−2 for all systems.
Unlike related results provided in Section 4.1.5 for interference-based PU con-
straints, results in this section indicate that when the SMSE system is able to operate
with very short latency in PU transmission state estimates while updating subcar-
rier power and modulation parameters at short intervals, there is still a large beneﬁt
to employing temporal prediction in the waveform design process. Due to the PSD
masks applied and the limited amount by which the SMSE is allowed to exceed these
PSD masks, the SMSE can achieve a signiﬁcant increase in throughput if it is able
to identify times when a PU is certain to not transmit. Using moderate values of
state estimate latency and update intervals, the performance of all conﬁgurations
decreases while maintaining a clear beneﬁt to using temporal prediction over mere
temporal reaction. However, for large latency values or longer update intervals, the
SMSE system throughput performance deteriorates to that of a spectrally-only de-
signed waveform whose parameters do not change in time. For either case of employ-
ing temporal prediction or mere temporal reaction, the Spectrally-Partitioned SMSE
139
waveform outperforms the Traditional OFDM waveform for the range of latency and
update values observed, indicating that there remains beneﬁt to employing spectral
partitioning.
4.2.5.1 Demonstration Scenario. Design performance of Spectrally-
Partitioned SMSE waveforms is demonstrated using a temporally varying spectral
mask generated in response to multiple PU signals. This demonstration scenario is
identical to that of Section 4.2.4 except that the SMSE performance is evaluated using
a maximum transmission power limit of Λ푃 = 9× 10−9 W/Hz with various values of
SMSE update latency and update interval. For completeness, all scenario details are
provided.
The multi-user scenario considered includes the following two signals:
1. One non-continuous (random time slots used), constant-power 802.11a signal
centered at 퐹푐 = 5.00 GHz, transmitted at 푃 = 100 mW and operating at
푅푏 = 12 Mb/sec with a 20 MHz channel spacing. The temporal statistics (time
slot occupancy) are generated consistent with IEEE 802.11 standard speciﬁca-
tions [32].
2. One continuous (all time slots used), constant-power Frequency Hopped (FH)
Direct Sequence Spread Spectrum (DSSS) signal centered at 퐹푐 = 5.02 GHz.
The FH DSSS signal is transmitted at 푃 = 100 mW, employs QPSK modulation
at a symbol rate of 푅푠 = 1× 106 symbols/sec, and is spectrally spread using a
length 푁푐 = 11 barker sequence at a chipping rate of 푅푐 = 11 × 106 chips/sec.
The signal hops randomly from among a set of three possible frequencies spaced
6 MHz apart, with the time between hops generated randomly from between
700 and 1400 symbols (between 0.7 ms and 1.4 ms).
The temporally varying spectral mask is generated from the observed PU spec-
trum as described in Section 3.4.2. For this scenario, the value of 휂푣 used to scale the
PSD mask is set such that the PSD constraint is: 1) scaled 10 dB below the PSD of
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each PU at their spectral peaks, and 2) increased by the spreading gain (푁푐) for the
DSSS PU signal.
The resulting spectral mask (Λ푚,푘푃푆퐷) will therefore constrain the SMSE PSD to
be at least a factor of 휂푣 below the PSD of the 푣
푡ℎ PU at its spectral peak. While
there are certain alternatives for generating temporally varying spectral masks, to in-
clude those based directly on DSA works addressing spectral estimation and resource
allocation [19, 21, 53, 57], this simple inverse method is suﬃcient for demonstrating
beneﬁts of spectrally partitioned SMSE when a temporally varying spectral mask is
required.
The SMSE signal uses a maximum of 푁푓 = 128 possible subcarriers with a
subcarrier spacing of Δ푓 = 344.5 KHz. The resultant overall SMSE bandwidth is
퐵푊 = 44.096 MHz centered at 퐹푐 = 5.01 GHz. The SMSE signal uses a 32 length
(푁푐푝 = 32) cyclic preﬁx and propagates through a multipath Rayleigh faded channel
with an exponential power delay proﬁle having RMS and maximum delay spreads of
휏푅푀푆 = 0.1 휇s and 휏푀푎푥 = 0.8 휇s, respectively, and a noise power spectral density of
푁0 ≈ 1.36 × 10−5 W/Hz. The modulations used within each spectral partition are
selected independently from sets of 4-QAM only, {4, 16}-QAM, and {4, 16, 64}-QAM
and are constrained to a maximum channel BER of 푃퐵 = 10
−2. The SMSE system
has a perfect channel response estimate at both the transmitter and receiver locations
and updates its PU transmission state estimates once every block of퐾 SMSE symbols
with a state estimate latency of 휏 , where the values of 퐾 and 휏 are varied. The total
average (normalized) SMSE transmission power is limited to Λ푃 = 9× 10−9 W/Hz.
Results presented in this section do not assume the SMSE can perform the
waveform optimization process speciﬁed in Section 3.4 instantaneously in response to
PU transmission state changes. Instead, the SMSE waveform design process incorpo-
rates knowledge of PU transmission statistics to perform the optimization in advance,
while assuring that it will not exceed the PSD mask of either PU by more than an
average normalized amount of Υ푃푆퐷푣 = .001. Furthermore, results in this section do
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assume that both the SMSE and PU systems experience mutual interference from the
other system, and that the SMSE must account for PU interference levels in order to
meet its BER constraint.
Additionally, results here do not rely on a priori PU information. Rather, the
SMSE estimates PU transmission statistics by monitoring PU transmission activity
as discussed in Section 3.2.1. Using these observations, the SMSE forms a histogram
based estimate of the probability distribution of: 1) the PU packet transmission
duration, 2) the time duration between PU packets (idle time), and 3) the distribution
of frequency hopping rate. These probability distributions are then used to compute
the conditional probabilities that the PU will remain in its current transmission state
(on, oﬀ, hopping frequency, etc) given that it has already been in that state for some
amount of time.
4.2.5.2 Time-Frequency Power Spectral Density (PSD). The impact
of update latency on SMSE waveform design is illustrated in the time-frequency
PSD responses in Fig. 4.48 for the case of a spectrally partitioned SMSE system
(푁푆퐶 = 4). In response to the PU signals shown in Fig. 4.48a, the SMSE system
designs a Predictive Spectrally-Temporally adapted signal while compensating for the
amount of update latency present.
In Fig. 4.48b, the SMSE system is operated with no update latency (휏 = 0) and
reassigns its subcarrier power and modulation parameters prior to transmitting each
symbol. The resultant SMSE response is clearly able to allocate power to spectral
regions occupied by PU signals only when they are not present.
When the SMSE waveform design process compensates for the update latency
it incorporates a decreased level of certainty about the current channel conditions
and the associated amount of potential mutual interference, as well as a decrease in
temporal agility incurred by its delayed response. In Fig. 4.48c, the SMSE system is
operated with an update latency of 휏 = 20 SMSE symbols and reassigns its subcarrier
power and modulation parameters prior to transmitting each symbol. Relative to
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휏 = 0 results in Fig. 4.48b, the decreased ability of the SMSE system to quickly
respond to PU state changes is clearly seen. Additionally, the increased uncertainty
about the current PU transmission state results in less SMSE power being allocated
to PU spectral regions even when the PU is not transmitting. Similar eﬀects are
observed when the SMSE update interval is increased.
4.2.5.3 Update Latency Eﬀect on SMSE Throughput. SMSE system
throughput is shown in Fig. 4.49 as a function of PU state estimate latency (휏). In
this case, the SMSE system updates its subcarrier power and modulation parameters
on a symbol-by-symbol basis which enables a very high degree of temporal agility.
Thus, while it might be expected that there is limited beneﬁt to employing a tem-
porally predictive waveform design as opposed to a reactive design for short latency
values, results in Fig. 4.49 indicate otherwise showing a performance increase of ap-
proximately 17% when employing a predictive design relative to a reactive design even
at small latency values. This is attributed to the ability of the predictively adapted
SMSE to determine times when it is certain the 802.11 PU signal will not transmit
due to the minimum idle time immediately following a transmission. During these
intervals, the SMSE is able to transmit in the 802.11 PU spectral region with no
chance of exceeding the PSD mask associated with this PU.
As latency increases, each system experiences an overall decrease in throughput
in order to maintain spectral mask performance, with the temporally reactive design
degrading much faster. At 휏 ≈ 20 the current PU state becomes completely inde-
pendent of the SMSE’s outdated state estimate for the temporally reactive design
and all beneﬁts of temporal agility diminish. Since the SMSE is no longer able to
exploit temporal aspects of the PU signal, it eﬀectively creates a spectrally-only de-
signed waveform. In this region, the predictive system provides approximately a 50%
increase in throughput performance relative to the spectrally-only designed waveform.
At 휏 ≈ 100, the predictive system begins to experience a more rapid decrease in
performance. This is attributed to the hopping rate of the FH DSSS PU signal. Prior
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Figure 4.48: Time-frequency responses for two PU signals and coexistent Spectrally-
Temporally Adapted SMSE signal. Time-Frequency PSDs: (a) Two PU networks;
(b) Adapted SMSE Signal predictively updated on a symbol-by-symbol basis with
휏 = 0 symbol latency; (c) Adapted SMSE Signal predictively updated on a symbol-
by-symbol basis with 휏 = 20 symbol latency.
144
to this point, the SMSE is able to predict with certainty times when the FH DSSS PU
signal would remain in its current transmission state. For values of 휏 > 100, the SMSE
must design its PSD response to conform to the PSD mask associated with other PU
carrier frequencies that the FH DSSS PU signal may occupy. At 휏 ≈ 140 the current
PU state becomes completely independent of the SMSE’s outdated state estimate for
the temporally predictive design and all beneﬁts of temporal agility diminish.
For small values of 휏 , the Traditional OFDM and Spectrally-Partitioned SMSE
implementations achieve similar performance when using temporal adaptation. When
the SMSE is able to conﬁgure its waveform with a high degree of temporal agility, it is
able to design its waveform with a higher degree of certainty regarding potential PSD
mask changes. However, as the amount of latency increases, the beneﬁt of spectral
partitioning is clear. At latency values 휏 > 20 the Spectrally Partitioned system
maintains a consistent performance increase of approximately 15% − 20% relative
to Traditional OFDM performance. Thus, while the loss in temporal agility aﬀects
both systems, the Spectrally-Partitioned SMSE maintains a consistent beneﬁt from
eﬃcient design under a PSD mask constraint.
4.2.5.4 Update Interval Eﬀect on SMSE Throughput. Results in
Fig. 4.50 show SMSE system throughput versus SMSE update interval 퐾 with no
update latency (휏 = 0) at the start of the 퐾-symbol interval. As is the case for
smaller latency values, even for smaller values of 퐾 the SMSE system still achieves
beneﬁt from employing temporal prediction. Similar to the case of increasing latency,
as the update interval increases each SMSE system experiences decreased throughput
due to enforcement of the PSD mask constraint. Once again, while there is no imme-
diate beneﬁt to employing spectral partitioned for small values of 퐾, as the update
interval increases the beneﬁt of spectral partitioning is clear.
Results in Fig. 4.51 show SMSE throughput versus update interval 퐾 with an
update latency of 휏 = 20 SMSE symbols. Relative to results in Fig. 4.50, there is an
immediate performance degradation in the spectrally-temporally designed waveform
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Figure 4.49: Average SMSE throughput (Bits/Sec) versus State Update Latency
for the Traditional OFDM and Spectrally-Partitioned SMSE implementations employ-
ing Reactive Spectrally-Temporally and Predictive Spectrally-Temporally adaptation.
Spectral-Only adapted SMSE results provided for comparison. Results based on a
maximum SMSE BER constraint of 푃퐵 = 10
−2.
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Figure 4.50: Average SMSE throughput (Bits/Sec) versus Update Interval 퐾 for
Predictive Spectrally-Temporally and Reactive Spectrally-Temporally adapted SMSE
signals with 휏 = 0 symbol latency. Spectral-Only results provided for comparison.
Results based on a maximum BER constraint of 푃퐵 = 10
−2 for all systems.
at lower 퐾 values. The SMSE throughput performance also degrades much faster
as the update interval 퐾 is increased due to the initially degraded temporal agility
caused by the PU state estimate latency. If the SMSE system is unable to update its
subcarrier power and modulation parameters at a shorter interval relative to results
in Fig. 4.50, there is no beneﬁt to designing a temporally responsive signal.
The SMSE system must therefore trade-oﬀ conﬂicting design implications of the
loss of throughput performance associated with: 1) the additional overhead incurred
by updating the subcarrier parameters at a high rate, and 2) the degraded temporal
agility due to updating the subcarrier parameters at a low rate.
4.2.6 Summary. Results here demonstrate the ability of the SMSE sys-
tem to optimize its transmitted waveform using PSD-based PU constraints and the
process described in Section 3.4. A subset of representative results are presented
for Traditional OFDM (푁푆퐶 = 1) and Spectrally Partitioned SMSE waveform de-
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Figure 4.51: Average SMSE throughput (Bits/Sec) versus Update Interval 퐾 for
Predictive Spectrally-Temporally and Reactive Spectrally-Temporally adapted SMSE
signals with 휏 = 20 symbol latency. Spectral-Only results provided for comparison.
Results based on a maximum BER constraint of 푃퐵 = 10
−2 for all systems.
signs using various subcarrier partition sizes (푁푆퐶). Results show that the Spec-
trally Partitioned SMSE system achieves nearly 36% higher throughput relative to
the Traditional OFDM implementation when using a contrived non-temporally vary-
ing spectral mask constraint. Nearly 31% higher throughput is realized when using
a temporally varying spectral mask generated in response to multiple in-band PU
systems without coexistent interference present, and nearly 20% higher throughput
is realized when accounting for coexistent interference levels.
The performance of Spectrally Partitioned SMSE is also investigated under a
relaxed PSD constraint with results presented for Spectrally-Only, Reactive Spectrally-
Temporal, and Predictive Spectrally-Temporally waveform designs. Results demon-
strate the potential performance improvement that can be realized when using adap-
tive design of temporally and spectrally agile SMSE waveforms. By exploiting sta-
tistical knowledge of PU spectral and temporal behavior, SMSE system throughput
is maximized while adhering to SMSE 푃퐵 and spectral mask constraint constraints.
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In this case, the Spectrally Partitioned SMSE system achieves nearly 20% higher
throughput when compared with the Traditional OFDM system. Furthermore, when
spectral-partitioning is combined with a Predictive Spectrally-Temporally waveform
design, performance improves considerably and nearly 110% higher throughput is
observed.
Spectrally Partitioned SMSE waveform designs are also shown to provide nearly
15%-20% higher throughput by comparison with Traditional OFDM designs when
evaluated using all but very low levels of SMSE update latency and update interval.
Additionally, the Predictive Spectrally-Temporally based design is shown to provide
nearly 50% higher throughput over a reactive design when evaluated using mod-
erate levels of SMSE update latency and update interval. Even when using very
small levels of SMSE update latency and update interval, the Predictive Spectrally-
Temporally based design provides nearly 17% higher throughput when compared to
Reactive Spectrally-Temporally waveform designs. Alternately, for very high levels of
SMSE update latency and update interval, performance of the Predictive Spectrally-
Temporally and Reactive Spectrally-Temporally waveform designs reduces to that of
Spectrally-Only waveform designs.
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V. Conclusion
This chapter concludes the main document by providing an overall summary of re-
search activities, a summary of key ﬁndings, and recommendations for subsequent
research. This is followed by several appendices that provide details for various math-
ematical derivations used in support of the research.
5.1 Research Summary
The apparent shortage of available spectrum continues to drive research aimed
at providing eﬃcient communication capability within available under utilized channel
resources. This has fueled a ﬂurry of activity to advance communication capability
using Cognitive Radio (CR) and Software Deﬁned Radio (SDR) technologies. CR-
based SDR implementations have demonstrated considerable potential for mitigating
apparent resource shortages and Spectrally Modulated, Spectrally Encoded (SMSE)
signals represent one promising alternative.
Consistent with related work, the practical utility of the SMSE framework is
once again demonstrated here and shown to provide enhanced communication per-
formance through soft decision (SD) selection and dynamic assignment of speciﬁc
SMSE design parameters. The results of this research contribute to the continually
expanding body of knowledge that is collectively embodied under “SD-SMSE.” More
speciﬁcally, this research focuses on the development of soft decision selection and
dynamic assignment of intra-symbol subcarrier power and modulation order. The
ultimate goal is achieved in that well-designed SMSE signals are introduced into a
dynamic RF environment containing primary users (PU) while successfully limiting
mutual coexistent interference to manageable levels.
An analytic process is developed that enables optimization of SMSE perfor-
mance in a coexistent environment containing arbitrary PU signals. The optimization
process exploits statistical knowledge of PU spectral and/or temporal behavior, with
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the SMSE waveform adapted on either a Spectrally-Only or Spectrally-Temporally ba-
sis. Results from proof-of-concept demonstrations are presented based on two broad
coexistence constraints–Phase I: Interference-Based PU constraints and Phase II:
PSD-Based PU constraints.
Key results from Phase I Interference-Based PU constrained design include:
1. Reactive Spectrally-Temporally waveform design achieves an approximate 20%
increase in throughput relative to Spectrally-Only design. An additional in-
crease in throughput of 10% is realized using Predictive Spectrally-Temporally
waveform design.
2. For moderate levels of SMSE update latency and update interval, Predictive
Spectrally-Temporally waveform design provides nearly 15% higher throughput
relative to a reactive design. For very low levels of latency and interval, Pre-
dictive Spectrally-Temporally and Reactive Spectrally-Temporally based designs
achieve statistically similar performance while at very high levels performance
of both designs reduce to Spectrally-Only performance.
3. Reactive Spectrally-Temporally waveform design is most tolerant to channel es-
timation error with its performance for −40 ≤ 휎2푒 ≤ 0 dB being better than
maximum Spectrally-Only design performance at 휎2푒 = −40 dB.
Key results from Phase II PSD-Based PU constrained design include:
1. Spectral partitioning improves throughput by nearly 36% relative to a traditional-
OFDM system using a contrived non-temporally varying spectral mask. For a
temporally varying spectral mask generated in response to multiple in-band PU
systems, throughput improves by nearly 31% without coexistent interference
present and nearly 20% with coexistent interference present.
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2. Spectral partitioning with a Predictive Spectrally-Temporally waveform design
using a relaxed PSD constraint increases throughput by nearly 110% relative to
a traditional-OFDM system.
3. For all but very low levels of SMSE update latency and update interval, Spectrally-
partitioned SMSE provides nearly 15%-20% higher throughput relative to a
traditional-OFDM system. For moderate levels, Predictive Spectrally-Temporally
waveform design achieves nearly 50% higher throughput relative to a reactive
design.
5.2 Recommendations for Future Research
Given that optimization of spectral and temporal SMSE waveform features is
1) successfully demonstrated for coexistent applications, and 2) well-received by the
technical community, additional research topics remain open for subsequent investi-
gation. Some of the most evident future research avenues include:
1. Additional considerations could be made to increase SMSE temporal agility,
including methods to predict and characterize the beneﬁts of employing a certain
degree of temporal design. The basis to decide whether to employ a Spectrally-
Only, Reactive Spectrally-Temporally, or Predictive Spectrally-Temporally design
could include metrics based on the temporal structure of the PU signals, the
amount of channel estimation error present at the SMSE transmitter, and the
degree of SMSE update latency and update rate.
2. Additional considerations could be made to predict and characterize the bene-
ﬁts of employing spectral partitioning, including the allowance for various par-
tition sizes employed within a single SMSE symbol and the adaptive selection
of partitioning parameters (푁풫 , 푁푆퐶 , etc). Metrics used to determine optimal
partitioning parameters could be based on the spectral variation of interference
levels, channel response, or spectral masks.
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3. Alternate statistics could be incorporated to characterize PU transmissions,
which could include cooperative, assisted, or autonomous processes. An exam-
ple would be to incorporate cyclostationary statistics to identify ﬁxed time slot
TDMA systems, or to characterize long term periodicities in PU transmission
statistics such as those associated with daytime versus nighttime usage patterns.
4. Alternate methods for generating the PSD-based constraints could be investi-
gated. For this research, a spectral mask is simply generated by inverting the
observed PU spectrum. Alternate PSD constraints could be considered and
waveforms designed based on cognitive electronic warfare objectives or appli-
cations requiring low probability of intercept, detection, and/or exploitation
waveforms.
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Appendix A. Observed Interference Power Derivation
This appendix provides derivation for estimating the eﬀective interference power ob-
served by a receiver after passing through a receive ﬁlter. This derivation is consistent
with what originally appeared in [40] and is provided in this dissertation for complete-
ness. Results here are used in support of developing (3.11) and (3.12) in Section 3.3.2
and their demonstration in Section 4.1.1. The sampled receive ﬁlter output for inter-
fering signal 푟(푡) is given by
푦 =
1√
푇푠
∫ ∞
−∞
ℎ∗(푡)푟(푡)d푡 ,
where 1/푇푠 is the desired signal symbol rate (used to normalize the signal) and
ℎ(푡) is the receive ﬁlter response for the desired signal normalized to unit power(
1
푇푠
∫∞
−∞
∣ℎ(푡)∣2d푡 = 1
)
. The received interfering signal is assumed to be of the form:
푟(푡) =
푁−1∑
푘=0
푀∑
푚=−푀
√
푃푟훼푘푑푚푔(푡−푚푇푟 − 푡0 − 휏푘) ,
where 푃푟 is interfering signal power, 1/푇푟 is the interfering signal symbol rate, 푔(푡)
is its pulse shape normalized to unit power
(
1
푇푟
∫∞
−∞
∣푔(푡)∣2d푡 = 1
)
, 푡0 is an unknown
time oﬀset which is assumed to be uniformly distributed over [−푇푟/2, 푇푟/2), 푑푚 are
zero-mean, unit-variance i.i.d. data modulated symbols, 휏푘 is the time delay of the 푘
푡ℎ
multipath component, 훼푘 are complex-valued i.i.d. multipath coeﬃcients normalized
to unit power
(∑푁−1
푛=0 퐸[∣훼푛∣2] = 1
)
, and 푀 is an integer chosen large enough such
that the interfering signal spans the support of the receive ﬁlter.
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The resultant interference power is then given as
E
[∣푦∣2] = E [∣∣∣∣ 1√푇푠
∫ ∞
−∞
ℎ∗(푡)푟(푡)d푡
∣∣∣∣2
]
= E
[∣∣∣∣ 1√푇푠
∫ ∞
−∞
ℎ∗(푡)
푁−1∑
푘=0
푀∑
푚=−푀
√
푃푟훼푘푑푚푔(푡−푚푇푟 − 푡0 − 휏푘)d푡
∣∣∣∣2
]
= E
[∣∣∣∣
√
푃푟
푇푠
∫ ∞
−∞
퐻∗(푓)
푁−1∑
푘=0
푀∑
푚=−푀
훼푘푑푚퐺(푓)푒
−푗2휋푓(푚푇푟+푡0+휏푘)d푓
∣∣∣∣2
]
= E
[
푃푟
푇푠
∫ ∞
−∞
∫ ∞
−∞
퐻∗(푓)퐻(휉)퐺(푓)퐺∗(휉)
×
푁−1∑
{푘,푙}=0
푀∑
{푚,푛}
=−푀
훼푘훼
∗
푙 푑푚푑
∗
푛푒
−푗2휋푓(푚푇푟+푡0+휏푘)푒푗2휋휉(푛푇푟+푡0+휏푙)d푓 d휉
]
=
푃푟
푇푠
∫ ∞
−∞
∫ ∞
−∞
퐻∗(푓)퐻(휉)퐺(푓)퐺∗(휉)
푁−1∑
{푘,푙}=0
E [훼푘훼
∗
푙 ] 푒
−푗2휋(푓휏푘−휉휏푙)
×
푀∑
{푚,푛}
=−푀
E [푑푚푑
∗
푛]
1
푇푟
∫ 푇푟
2
−푇푟
2
푒−푗2휋푓(푚푇푟+푡0)푒푗2휋휉(푛푇푟+푡0)d푡0d푓d휉
=
푃푟
푇푠푇푟
∫ ∞
−∞
∫ ∞
−∞
퐻∗(푓)퐻(휉)퐺(푓)퐺∗(휉)
푁−1∑
푘=0
E
[∣훼푘∣2] 푒−푗2휋(푓−휉)휏푘
×
푀∑
푚=−푀
푒−푗2휋(푓−휉)푚푇푟
∫ 푇푟
2
−푇푟
2
푒−푗2휋(푓−휉)푡0d푡0d푓d휉
=
푃푟
푇푠푇푟
∫ ∞
−∞
∫ ∞
−∞
퐻∗(푓)퐻(휉)퐺(푓)퐺∗(휉)
푁−1∑
푘=0
E
[∣훼푘∣2] 푒−푗2휋(푓−휉)휏푘
× sin [휋(푓 − 휉)(2푀 + 1)푇푟]
sin [휋(푓 − 휉)푇푟]
sin [휋(푓 − 휉)푇푟]
휋(푓 − 휉) d푓d휉
=
푃푟
푇푠푇푟
∫ ∞
−∞
∫ ∞
−∞
퐻∗(푓)퐻(휉)퐺(푓)퐺∗(휉)
푁−1∑
푘=0
E
[∣훼푘∣2] 푒−푗2휋(푓−휉)휏푘
× sin [휋(푓 − 휉)(2푀 + 1)푇푟]
휋(푓 − 휉) d푓d휉 , (A.1)
where 퐻(푓) is the Fourier Transform of ℎ(푡) and 퐺(푓) is the Fourier Transform of
푔(푡).
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Given that (A.1) holds for any 푀 large enough to span the support of the
receive ﬁlter, the limit of (A.1) may be evaluated as 푀 approaches inﬁnity. This is
done using the following identity [59]:
lim
푀→∞
sin [휋(푓 − 휉)(2푀 + 1)푇푟]
휋(푓 − 휉) ≡ 훿(푓 − 휉) . (A.2)
This is substituted into (A.1) as follows:
E
[∣푦∣2] = lim
푀→∞
E
[∣푦∣2]
=
푃푟
푇푠푇푟
∫ ∞
−∞
∫ ∞
−∞
퐻∗(푓)퐻(휉)퐺(푓)퐺∗(휉)
×
푁−1∑
푘=0
E
[∣훼푘∣2] 푒−푗2휋(푓−휉)휏푘훿(푓 − 휉)d푓d휉
=
푃푟
푇푠푇푟
∫ ∞
−∞
∣퐻(푓)∣2 ∣퐺(푓)∣2d푓
=
∫ ∞
−∞
∣퐻(푓)∣2
푇푠
푅(푓)d푓 , (A.3)
where 푅(푓) ≡ 푃푟∣퐺(푓)∣2
푇푟
is interfering signal PSD [54]. If a matched ﬁlter is employed,
(A.3) further reduces to
E
[∣푦∣2] = 1
푃ℎ
∫ ∞
−∞
푆(푓)푅(푓)d푓 , (A.4)
where 푃ℎ is the power of the desired signal, and 푆(푓) ≡ 푃ℎ∣퐻(푓)∣
2
푇푠
is the PSD of the
desired signal.
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Appendix B. Interference-Based SMSE Waveform Derivation
This appendix provides the detailed derivation for optimizing the SMSE waveform
with respect to the interference-based PU constraints. This derivation is consis-
tent with what originally appeared in [37–40, 42] and is provided in this disserta-
tion for completeness. Section B.1 provides the development for a Spectrally-Only
adapted waveform design, and Section B.2 provides the development for a Spectrally-
Temporally adapted waveform design. In Section B.3 the necessary compensation is
provided for the case of non-negligible channel estimation error at the SMSE trans-
mitter.
B.1 Spectrally-Only Adapted Waveform Design
When designing a Spectrally-Only adapted signal, the design parameters of the
resultant waveform have no temporal variation. As a result, the dependance of the de-
sign parameters on the SMSE symbol index 푘 is removed. The optimization problem
given by (3.19) in Section 3.3.3 can then be expressed as:
Max
푈푚,푙={0,1}
{
E
[푁푓−1∑
푚=0
4∑
푙=1
푈푚,푙퐿푚,푙
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
= Max
푈푚,푙={0,1}
{ 푁푓−1∑
푚=0
4∑
푙=1
푈푚,푙 E
[
퐿푚,푙
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
, (B.1)
where
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E
[
퐿푚,푙
] ≡ E[2− 휆푃Δ푃푚,푙 − 푁푃푈−1∑
푣=0
휆퐼푣Δ푃푚,푙휌
푣
퐷푣 ,푚
]
= 2− 휆푃Δ푃푚,푙 −
푁푃푈−1∑
푣=0
휆퐼푣Δ푃푚,푙E
[
휌푣퐷푣,푚
]
= 2− 휆푃
(
푁0 + 2
푁푃푈−1∑
푣=0
푃 푣푃푈E
[
휌˜푣퐷푣,푚
]) Δ퐵푙
∣퐻푚∣2
−
푁푃푈−1∑
푣=0
휆퐼푣
(
푁0 + 2
푁푃푈−1∑
푣=0
푃 푣푃푈E
[
휌˜푣퐷푣,푚
]) Δ퐵푙
∣퐻푚∣2E
[
휌푣퐷푣,푚
]
, (B.2)
E
[
휌˜푣퐷푣 ,푚
] ≡ ∫
퐷
휌˜푣퐷푣 ,푚 푝(퐷푣)d퐷푣 , (B.3)
E
[
휌푣퐷푣 ,푚
] ≡ ∫
퐷
휌푣퐷푣 ,푚 푝(퐷푣)d퐷푣 , (B.4)
where 푝(퐷푣) is the probability density that the 푣
푡ℎ PU is in the state 퐷푣, and the
integrals are taken over the range of all possible PU states. In the event there are
only a discrete number of PU states, the probability densities become impulses and
the integrals over 퐷푣 reduce to summations.
As before the above term is now maximized by assigning
푈푚,푙 =
⎧⎨⎩1, E
[
퐿푚,푙
] ≥ 0
0, E
[
퐿푚,푙
]
< 0
, (B.5)
and the maximization problem is again reduced to ﬁnding the appropriate values of
{휆푃 , 휆퐼0, . . . , 휆퐼푁푃푈−1} that satisfy the constraints. The result is a Spectrally-Only
adapted signal that is created in response to the current channel and average inter-
ference conditions.
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B.2 Spectrally-Temporally Adapted Waveform Design
When designing a Spectrally-Temporally adapted signal, the design parameters
of the resultant waveform have temporal variation. However, since the PU transmis-
sion state is the only temporally varying component of (3.19) in Section 3.3.3, the
SMSE parameters can be made functions of the observed PU state rather than the
SMSE symbol index (푘). Note that the observed PU transmission state (퐷0푣) may not
be the same as the actual PU transmission state (퐷푣). This would occur if the PU
signals change transmission states while the SMSE is transmitting its current symbol
or if there is some degree of latency involved in the SMSE waveform update process.
The optimization problem given by (3.19) in Section 3.3.3 can then be expressed
as:
Max
푈푚,푙(퐷⃗0)={0,1}
{
E
[푁푓−1∑
푚=0
4∑
푙=1
푈푚,푙(퐷⃗0)퐿푚,푙(퐷⃗, 퐷⃗0)
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
= Max
푈푚,푙(퐷⃗0)={0,1}
{ 푁푓−1∑
푚=0
4∑
푙=1
E
[
푈푚,푙(퐷⃗0)퐿푚,푙(퐷⃗, 퐷⃗0)
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
= Max
푈푚,푙(퐷⃗0)={0,1}
{
푁푓−1∑
푚=0
4∑
푙=1
E
[
푈푚,푙(퐷⃗0) E
[
퐿푚,푙(퐷⃗, 퐷⃗0)
∣∣∣퐷⃗0]]+ 휆푃Λ푃 +푁푃푈−1∑
푣=0
휆퐼푣Λ퐼푣
}
,
(B.6)
where
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E[
푈푚,푙(퐷⃗0) E
[
퐿푚,푙(퐷⃗, 퐷⃗0)
∣∣퐷⃗0]]
≡
∫
퐷⃗0
푈푚,푙(퐷⃗0)
∫
퐷⃗
퐿푚,푙(퐷⃗, 퐷⃗0)푝(퐷⃗∣퐷⃗0)d퐷⃗ 푝(퐷⃗0)d퐷⃗0
=
∫
퐷⃗0
푈푚,푙(퐷⃗0)
∫
퐷⃗
(
2− 휆푃Δ푃푚,푙(퐷⃗0)
−
푁푃푈−1∑
푣=0
휆퐼푣Δ푃푚,푙(퐷⃗
0)휌푣퐷푣,푚
)
푝(퐷⃗∣퐷⃗0)d퐷⃗푝(퐷⃗0)d퐷⃗0
=
∫
퐷⃗0
푈푚,푙(퐷⃗0)
(
2− 휆푃Δ푃푚,푙(퐷⃗0)
−
푁푃푈−1∑
푣=0
휆퐼푣Δ푃푚,푙(퐷⃗
0)
∫
퐷⃗
휌푣퐷푣,푚푝(퐷⃗∣퐷⃗0)d퐷⃗
)
푝(퐷⃗0)d퐷⃗0
=
∫
퐷⃗0
푈푚,푙(퐷⃗0)
(
2− 휆푃Δ푃푚,푙(퐷⃗0)
−
푁푃푈−1∑
푣=0
휆퐼푣Δ푃푚,푙(퐷⃗
0)E
[
휌˜푣퐷푣 ,푚
∣∣퐷⃗0])푝(퐷⃗0)d퐷⃗0
=
∫
퐷⃗0
푈푚,푙(퐷⃗0)
(
2− 휆푃
(
푁0 + 2
푁푃푈−1∑
푣=0
푃 푣푃푈E
[
휌˜푣퐷푣 ,푚
∣∣퐷⃗0]) Δ퐵푙∣퐻푚∣2
−
푁푃푈−1∑
푣=0
휆퐼푣
(
푁0 + 2
푁푃푈−1∑
푣=0
푃 푣푃푈E
[
휌˜푣퐷푣,푚
∣∣퐷⃗0]) Δ퐵푙∣퐻푚∣2E
[
휌푣퐷푣,푚
∣∣퐷⃗0])푝(퐷⃗0)d퐷⃗0 ,
(B.7)
E
[
휌˜푣퐷푣 ,푚
∣∣퐷⃗0] ≡ ∫
퐷⃗
휌˜푣퐷푣,푚 푝(퐷⃗∣퐷⃗0)d퐷⃗ , (B.8)
E
[
휌푣퐷푣 ,푚
∣∣퐷⃗0] ≡ ∫
퐷⃗
휌푣퐷푣,푚 푝(퐷⃗∣퐷⃗0)d퐷⃗ , (B.9)
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where the power increment Δ푃푚,푙 is now a function of the observed PU state (퐷⃗0)
and is given by:
Δ푃푚,푙(퐷⃗0) ≡
(
푁0 + 2
푁푃푈−1∑
푣=0
푃 푣푃푈E
[
휌˜푣퐷푣,푚
∣∣퐷⃗0]) Δ퐵푙∣퐻푚∣2 (B.10)
and 푝(퐷푣) is the probability density that the 푣
푡ℎ PU is in the state 퐷푣, 퐷⃗ ≡
[퐷0, 퐷2, . . . , 퐷푁푃푈−1] denotes the state of each PU transmitter, and the integrals are
taken over the range of all possible PU states. In the event there are only a discrete
number of PU states, the probability densities become impulses and the integrals over
퐷⃗ reduce to summations.
As before the above term is now maximized by assigning
푈푚,푙(퐷⃗0) =
⎧⎨⎩
1, E
[
퐿푚,푙(퐷⃗, 퐷⃗0)
∣∣퐷⃗0]] ≥ 0
0, E
[
퐿푚,푙(퐷⃗, 퐷⃗0)
∣∣퐷⃗0]] < 0 , (B.11)
and the maximization problem is again reduced to ﬁnding the appropriate values of
{휆푃 , 휆퐼0, . . . , 휆퐼푁푃푈−1} that satisfy the constraints. If the SMSE monitors only the cur-
rent transmission state of each PU, then the result is a Reactive Spectrally-Temporally
adapted signal that is created in response to the current channel and current interfer-
ence conditions. Alternatively, if the SMSE monitors the current transmission state
of each PU as well as how long the PU has been in its current state, then the result
is a Predictive Spectrally-Temporally adapted signal that is created in response to the
current channel and predicted interference conditions.
For the case of the Predictive Spectrally-Temporally adapted waveform, the se-
lection function (푈푚,푙(퐷⃗0)) is a function of both the observed PU state and the dura-
tion of time spent in that state. Even though this potentially represents an uncount-
ably inﬁnite number of values corresponding to the possibly continuous range of time
spent in each state, the only terms that are required to be stored are the 푁푃푈 + 1
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values of {휆푃 , 휆퐼0, . . . , 휆퐼푁푃푈−1}. When the SMSE estimates any particular value for
the observed PU states (퐷⃗0), it can calculate the appropriate value of 푈푚,푙(퐷⃗0) for
each 푚 and 푙 based on the values of 휆푃 and each 휆퐼푣 .
B.3 Compensation for Channel Estimation Error
A common assumption made in the literature on adaptive modulation is that
the transmitter designs its waveform based on knowledge of the wireless channel
observed at the receiver. However, in a realistic scenario there is some error in the
channel estimates available at the transmitter. To compensate for the various sources
of channel estimation error the SMSE transmitter must take into account the severity
of the estimation error, which can by quantiﬁed by the mean squared error (MSE) of
the estimates.
To consider the case where there is channel estimation error in the SMSE trans-
mitter, the BER equation for the 푚푡ℎ SMSE subcarrier given in (3.13) in Section 3.3.2
can be approximated by [63, 64]:
푃푏푚 ≈ 푐1exp
{
−푐2∣퐻푚∣
2Υ푚,푘
(푀푚,푘 − 1)
}
, (B.12)
Υ푚,푘 ≡ log2(푀푚,푘)퐸
푚,푘
푏
푁0 + 2
∑푁푃푈
푣=1 E
[
푃 푣푃푈 휌˜
푣
퐷푣,푚
] , (B.13)
where 푐1 = 0.2, 푐2 = 1.6, 퐻푚 is the channel response on the 푚
푡ℎ subcarrier, 푀푚,푘 is
the modulation order used on the 푚푡ℎ subcarrier during the 푘푡ℎ SMSE symbol, 퐸푚,푘푏
is the energy per bit allocated to the 푚푡ℎ subcarrier during the 푘푡ℎ SMSE symbol,
푁0/2 is the noise power spectral density, and 푃
푣
푃푈 휌˜
푣
퐷푣,푚 is the resultant interference
power observed by the 푚푡ℎ SMSE subcarrier due to the 푣푡ℎ PU transmitting in state
퐷푣 with a transmit power of 푃
푣
푃푈 .
When there is some degree of channel estimation error, the SMSE system per-
formance must account for the presence of the estimation errors in order to meet BER
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requirements. The new BER equation can be computed by evaluating the expected
value of (B.12) over the error probability distribution conditioned on the subcarrier
channel estimate. While the amount of the error and exact form that the error prob-
ability distribution takes depends highly upon the various sources of error and the
method used to estimate the channel, typical values for the MSE of the channel es-
timates have been shown to be below -5 dB [2, 18, 24]. For simplicity and proof of
concept demonstration, the channel estimation error is modeled such that the channel
estimate for the 푚푡ℎ subcarrier 퐻ˆ푚 ≡ 퐻푚 + 푒푚, where 푒푚 is a zero mean circularly-
symmetric complex Gaussian random variable with variance 휎2푒 equal to the MSE of
the channel estimate.
As a result, the probability distribution of the actual channel gain conditioned
on the channel estimate, 푝( ∣퐻푚∣
∣∣퐻ˆ푚), is Rician distributed. The resulting average
BER (푃ˆ푏푚) can be shown to be [64]
푃ˆ푏푚 = E
[
푃푏푚
∣∣∣퐻ˆ푚]
≈
∫ ∞
0
푐1 exp
{
−푐2Υ푚,푘푟
2
(푀 − 1)
}
2푟
휎2푚
exp
{
−푟
2 + ∣휇푚∣2
휎2푚
}
퐼0
(
2푟∣휇푚∣
휎2푚
)
d푟
= 푐1
(푀푚,푘 − 1)
푐2휎2푚Υ푚,푘 + (푀 − 1)
exp
{
− 푐2∣휇푚∣
2Υ푚,푘
푐2휎2푚Υ푚,푘 + (푀푚,푘 − 1)
}
, (B.14)
where
휇푚 ≡ E
[
퐻푚
∣∣∣퐻ˆ푚] = 퐻ˆ푚
1 + 휎2푒
휎2푚 ≡ E
[∣∣퐻푚 − 휇∣∣2∣∣∣퐻ˆ푚] = 휎2푒
1 + 휎2푒
are the mean and the variance, respectively, of the actual subcarrier response given the
estimated subcarrier response, and 퐼0(⋅) is the zeroth-order modiﬁed Bessel function
of the ﬁrst kind.
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While there is no closed form solution for Υ푚,푘, (B.14) can be solved for nu-
merically to determine the value (Υ푚,푘 = Υ
∗
푚,푘) that achieves the required BER. The
resulting value of 푃푚,푘 from (3.14) in Section 3.3.2 and is now given as
푃푚,푘 =
log2(푀푚,푘)퐸
푚,푘
푏
푇푆
=
(
푁0 + 2
푁푃푈∑
푣=1
E
[
푃 푣푃푈 휌˜
푣
퐷푣,푚
])
Υ∗푚,푘
=
(
푁0 + 2
푁푃푈∑
푣=1
E
[
푃 푣푃푈 휌˜
푣
퐷푣,푚
]) 퐵(푀푚,푘)
∣퐻ˆ푚∣2
, (B.15)
where 퐵(푀푚,푘) has been redeﬁned as
퐵(푀푚,푘) ≡ Υ∗푚,푘∣퐻ˆ푚∣2
to compensate for the channel estimation error in the SMSE transmitter. The devel-
opment in Section 3.3.2 continues from (3.14) without change, except for the updated
deﬁnition of 퐵(푀푚,푘) and that all occurrences of the actual channel response (퐻푚)
should be interpreted as the estimated channel response (퐻ˆ푚).
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Appendix C. BER Estimation for Spectrally-Partitioned SMSE
This appendix provides the derivation for estimating the resultant BER observed by
a Spectrally-Partitioned SD-SMSE signal using an unbiased minimum mean squared
error combiner, and is provided in this dissertation for completeness. Results here
are used in support of developing (3.35) and (3.36) in Section 3.4.2.
The SMSE signal transmitted during the 푘푡ℎ symbol in partition 풫푖 is given in
the frequency domain as
푠푘[푚] =
푁 푖푘−1∑
푧=0
푑푖,푧푘 푃
푖
푚,푘푒
푗2휋푚푧/푁 푖푘 . (C.1)
Expressed in vector notation, (C.1) becomes
s = 푃푊d ,
where
s ≡ [푠푘[0], 푠푘[1], . . . , 푠푘[푁푆퐶 − 1]]푇 ,
d ≡
[
푑푖,0푘 , 푑
푖,1
푘 , . . . , 푑
푖,푁 푖푘−1
푘
]푇
,
푃 ≡ diag
⎧⎨⎩
⎡⎣√푃 푖0,푘
푁 푖푘
,
√
푃 푖1,푘
푁 푖푘
, . . . ,
√
푃 푖푁푆퐶−1,푘
푁 푖푘
⎤⎦⎫⎬⎭ ,
푊 ≡
[
W1,W2, . . . ,W푁 푖
푘
]
,
W푚 ≡
[
푒{푗2휋0⋅(푚−1)/푁
푖
푘}, 푒{푗2휋1⋅(푚−1)/푁
푖
푘}, ⋅ ⋅ ⋅ , 푒{푗2휋(푁푆퐶−1)⋅(푚−1)/푁 푖푘}
]푇
.
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The signal observed at the SMSE receiver is then given by
r = 퐻s+ n
= 퐻푃푊d+ n ,
where
n = [푛1, 푛2, . . . , 푛푁푆퐶 ]
푇
are the complex received interference plus noise values, and
퐻 = diag {[ℎ1, ℎ2, . . . , ℎ푁푆퐶 ]}
are the complex channel response values.
When employing an MMSE combining scheme to despread the SMSE data
symbols, the value of the resultant MSE observed by the 푧푡ℎ SMSE data symbol (푑푖,푧푘 )
is given as
MMSE =
1
s퐻푅−1s
− 1
=
1
W퐻푧 푃
퐻퐻퐻푅−1퐻푃W푧
− 1 , (C.2)
where
푅 = E[rr퐻 ]
= E[(퐻푃푊d+ n)퐻(퐻푃푊d+ n)]
= 퐻푃푊푊퐻푃퐻퐻퐻 +푅푛 ,
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푅−1 =
(
퐻푃푊푊퐻푃퐻퐻퐻 +푅푛
)−1
= 푅−1푛 −푅−1푛 퐻푃푊
(
퐼 +푊퐻푃퐻퐻퐻푅−1푛 퐻푃푊
)−1
푊퐻푃퐻퐻퐻푅−1푛 ,
푅푛 ≡ diag
{[
휎21, 휎
2
2 , . . . , 휎
2
푁푆퐶
]}
,
which gives the value for the denominator of (C.2) as
W퐻푧 푃
퐻퐻퐻푅−1퐻푃W푧 =W
퐻
푧 푃
퐻퐻퐻푅−1푛 퐻푃W푧
−W퐻푧 푃퐻퐻퐻푅−1푛 퐻푃푊
(
퐼 +푊퐻푃퐻퐻퐻푅−1푛 퐻푃푊
)−1
푊퐻푃퐻퐻퐻푅−1푛 퐻푃W푧 .
(C.3)
Consider the diagonal matrix 푀 deﬁned as
푀 ≡ 푃퐻퐻퐻푅−1푛 퐻푃 ,
which simpliﬁes (C.3) to
W퐻푧 푃
퐻퐻퐻푅−1퐻푃W푧 =W
퐻
푧 푀W푧 −W퐻푧 푀푊
(
퐼 +푊퐻푀푊
)−1
푊퐻푀W푧 .
(C.4)
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Evaluating the terms of 푊퐻푀푊 provides :
푊퐻푃퐻퐻퐻푅−1푛 퐻푃푊 ≡푊퐻푀푊
=
[
푊1 푊2 . . .푊푁 푖푘
]퐻
푀
[
푊1 푊2 . . .푊푁 푖푘
]
=
[
푊1푊2 . . .푊푁 푖
푘
]퐻 [
푀푊1 푀푊2 . . .푀푊푁 푖
푘
]
=
⎡⎢⎢⎢⎢⎢⎢⎣
푊퐻1 푀푊1 푊
퐻
1 푀푊2 ⋅ ⋅ ⋅ 푊퐻1 푀푊푁 푖푘
푊퐻2 푀푊1 푊
퐻
2 푀푊2 ⋅ ⋅ ⋅ 푊퐻2 푀푊푁 푖푘
...
...
. . .
...
푊퐻
푁 푖
푘
푀푊1 푊
퐻
푁 푖
푘
푀푊2 ⋅ ⋅ ⋅ 푊퐻푁 푖
푘
푀푊푁 푖
푘
⎤⎥⎥⎥⎥⎥⎥⎦ .
Thus, the element in the 푚푡ℎ row and 푛푡ℎ column of the matrix 푊퐻푀푊 is
given by
[
푊퐻푀푊
]
{푚,푛}
=
푁푆퐶∑
푘=1
푊 ∗푚,푘푀푘,푘푊푛,푘
=
푁 푖푘∑
푘=1
푊 ∗푚,푘
⎛⎜⎜⎜⎝
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푀{푘+푞푁 푖
푘
,푘+푞푁 푖
푘
}
⎞⎟⎟⎟⎠푊푛,푘
=
푁 푖푘∑
푘=1
푊˜ ∗푚,푘푀˜푘,푘푊˜푛,푘
=
[
푊˜퐻푀˜푊˜
]
{푚,푛}
/,
where 푊˜ is an 푁 푖푘 by 푁
푖
푘 unitary matrix with entries given by
푊˜푚,푛
1√
푁 푖푘
≡ 푒푗2휋(푚−1)(푛−1)/푁 푖푘 ,
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푀˜ is an 푁 푖푘 by 푁
푖
푘 diagonal matrix with entries given by
푀˜푘,푘 ≡ 푁 푖푘
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푀{푘+푞푁 푖
푘
,푘+푞푁 푖
푘
} ,
and
푊˜퐻푀˜푊˜ ≡ 푊퐻푀푊 . (C.5)
Substituting (C.5) into (C.4) gives
W퐻푧 푃
퐻퐻퐻푅−1퐻푃W푧 = W˜
퐻
푧 푀˜W˜푧 − W˜퐻푧 푀˜푊˜
(
퐼 + 푊˜퐻푀˜푊˜
)−1
푊˜퐻푀˜W˜푧
= W˜퐻푧 푀˜W˜푧 − W˜퐻푧 푀˜푊˜
(
푊˜퐻푊˜ + 푊˜퐻푀˜푊˜
)−1
푊˜퐻푀˜W˜푧
= W˜퐻푧 푀˜W˜푧 − W˜퐻푧 푀˜푊˜
(
푊˜퐻
(
퐼 + 푀˜
)
푊˜
)−1
푊˜퐻푀˜W˜푧
= W˜퐻푧 푀˜W˜푧 − W˜퐻푧 푀˜푊˜ 푊˜퐻
(
퐼 + 푀˜
)−1
푊˜푊˜퐻푀˜W˜푧
= W˜퐻푧 푀˜W˜푧 − W˜퐻푧 푀˜
(
퐼 + 푀˜
)−1
푀˜W˜푧
=
1
푁 푖푘
푁 푖푘∑
푘=1
푀˜푘,푘 − 1
푁 푖푘
푁 푖푘∑
푘=1
푀˜2푘,푘
1 + 푀˜푘,푘
=
1
푁 푖푘
푁 푖푘∑
푘=1
(
푀˜푘,푘 −
푀˜2푘,푘
1 + 푀˜푘,푘
)
=
1
푁 푖푘
푁 푖푘∑
푘=1
푀˜푘,푘
1 + 푀˜푘,푘
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=
1
푁 푖푘
푁 푖푘∑
푘=1
푁 푖푘
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푀{푘+푞푁 푖
푘
,푘+푞푁 푖
푘
}
1 +푁 푖푘
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푀{푘+푞푁 푖
푘
,푘+푞푁 푖
푘
}
≡ 1
푁 푖푘
푁 푖푘∑
푘=1
Υ푘
1 + Υ푘
, (C.6)
where
Υ푘 ≡ 푁 푖푘
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푀{푘+푞푁 푖
푘
,푘+푞푁 푖
푘
}
≡ 푁 푖푘
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
∣푃 ∣2∣퐻∣2
휎2
푘+푞푁 푖푘
≡
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푃 푖
{푘+푞푁 푖
푘
},푘
∣ℎ푘+푞푁 푖푘 ∣2
휎2
푘+푞푁 푖
푘
. (C.7)
As a result, the value of the resultant MSE observed by the 푧푡ℎ SMSE data
symbol (푑푖푧,푘) is given as:
MMSE =
⎡⎣ 1
푁 푖푘
푁 푖
푘∑
푘=1
Υ푘
1 + Υ푘
⎤⎦−1 − 1 , (C.8)
Υ푘 ≡
⌈
푁푆퐶−푘+1
푁푖
푘
⌉
−1∑
푞=0
푃 푖
{푘+푞푁 푖
푘
},푘
∣ℎ푘+푞푁 푖
푘
∣2
휎2
푘+푞푁 푖푘
.
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Of interest is the fact that the MSE expression in (C.8) does not depend on the
index (푧) of the speciﬁc SMSE data symbol (푑푖,푧푘 ), but rather only depends on the
spectral partition. As a result, all data symbols employed within a given partition
experience the same MSE, and hence the same BER. This is intuitively pleasing since
1) the data symbols are constrained to have the same power distribution, and 2) the
CI codes are selected such that they are maximally separated and equidistant in the
code space. Maintaining a uniform BER for all data symbols within the partition is
of practical beneﬁt when designing a waveform that is constrained to meet a set BER
limit, as is the case for results presented in Chapter 4.
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Appendix D. PSD-Based SMSE Waveform Derivation
This appendix provides the detailed derivation for optimizing the SMSE waveform
with respect to the PSD-based PU constraints. This derivation is consistent with
what originally appeared in [41] and is provided in this dissertation for completeness.
Section D.1 provides the development for a designing a waveform under the strict
spectral mask constraint. The development under the relaxed PSD mask constraint
is provided in Section D.2 for a Spectrally-Only adapted waveform design and in
Section D.3 for a Spectrally-Temporally adapted waveform design.
D.1 Strict Spectral Mask Constraint
When designing a Spectrally-Partitioned SD-SMSE waveform under the strict
PSD mask constraint, it is assumed that either 1) the PSD mask is not temporally
varying or 2) the PSD mask varies slowly and gradually enough that the SMSE can
perform its waveform optimization with respect to the current PSD mask. As a result,
the expectations in (3.42) can be replaced by their observed values, resulting in:
Max
푀 푖푘,푁
푖
푘,푃
푖
{푥,푦},푘
푁풫−1∑
푖=0
{[
푁 푖푘 log2(푀
푖
푘)− 퐿푖푘
]
+ 휆푃Λ푃
+
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
}
, (D.1)
where
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퐿푖푘 ≡
(
휆푃
∑
푥,푦
푃 푖{푥,푦},푘+
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
푃 푖{푥,푦},푘
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎝
푁 푖
푘
−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
휎2
퐷⃗,{푥,푦}
1 +
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
휎2
퐷⃗,{푥,푦}
− 푁
푖
푘퐵˜(푀
푖
푘)
퐵˜(푀 푖푘) + 1
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠ .
The waveform design process now consists of ﬁnding the appropriate values
of the Lagrange multipliers that satisfy the constraints. For any speciﬁc Lagrange
multiplier values, (D.1) is maximized by selecting the appropriate values 푁 푖푘 and
푀 푖푘 for each spectral partition that maximize the diﬀerence of [푁
푖
푘 log2(푀
푖
푘)− 퐿푖푘],
with the subcarrier power allocation optimized for the values of 푁 푖푘 and 푀
푖
푘. While
for any particular distribution of subcarrier power the selection of 푁 푖푘 and 푀
푖
푘 is
straightforward, the optimal power distribution depends on the chosen values of 푁 푖푘
and 푀 푖푘, as well as the values of the Lagrange multipliers. As a result, the waveform
design process consists of: 1) updating the Lagrange multipliers via a gradient ascent
of the constraints; 2) optimizing the subcarrier power levels (푃 푖{푥,푦},푘) for each potential
set of 푁 푖푘 and푀
푖
푘; and 3) selecting the values of 푁
푖
푘,푀
푖
푘, and 푃
푖
{푥,푦},푘 for each partition
that maximize diﬀerence of [푁 푖푘 log2(푀
푖
푘)− 퐿푖푘]. The process is repeated until the
output is maximized and all constraints are met. Therefore, all that is needed is to
ﬁnd the optimal value of the subcarrier power levels (푃 푖{푥,푦},푘) within each partition
풫푖.
However, due to the form of the expression in (D.1), there is generally no closed
form solution for the optimal 푃 푖{푥,푦},푘 in terms of the Lagrange multipliers. To see
this, consider the partial derivative of (D.1) with respect to 푃 푖{푥,푦},푘:
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∂∂푃 푖{푥,푦},푘
{
푁풫−1∑
푖=0
{[
푁 푖푘 log2(푀
푖
푘)− 퐿푖푘
]
+ 휆푃Λ푃
+
푁 푖푘−1∑
푥=0
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
Λ
{푥,푦},푘
푃푆퐷푣
}}
= − ∂
∂푃 푖{푥,푦},푘
퐿푖푘
= −휆푃 −
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
+ 휆푖퐵퐸푅
1
휎2
퐷⃗,{푥,푦}⎛⎜⎝1 + ⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
휎2
퐷⃗,{푥,푦}
⎞⎟⎠
2 . (D.2)
By setting the expression in (D.2) to zero, the critical point of (D.1) with respect
to 푃 푖{푥,푦},푘 is found in terms of the Lagrange multipliers and the other subcarrier power
levels within the partition:
푃 푖{푥,푦},푘
휎2
퐷⃗,{푥,푦}
=
1
휎퐷⃗,{푥,푦}
√√√√√⎷
휆푖퐵퐸푅
휆푃 +
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
− 1−
⌈푁푆퐶/푁 푖푘⌉−1∑
푦′=0
푦′ ∕=푦
푃 푖{푥,푦′},푘
휎2
퐷⃗,{푥,푦′}
. (D.3)
For the case when the maximum number of data symbols are employed within
the partition (푁 푖푘 = 푁푆퐶), the expression above reduces to
푃 푖{푥,푦},푘
휎2
퐷⃗,{푥,푦}
=
1
휎퐷⃗,{푥,푦}
√√√√√⎷
휆푖퐵퐸푅
휆푃 +
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
− 1 ,
and the optimal value for each 푃 푖{푥,푦},푘 is given. However, for the case when 푁
푖
푘 < 푁푆퐶 ,
the expression in (D.3) implies that the critical point with respect to 푃 푖{푥,푦},푘 occurs
when the following condition is satisﬁed:
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⌈푁푆퐶/푁 푖푘⌉−1∑
푦′=0
푃 푖{푥,푦′},푘
휎2
퐷⃗,{푥,푦′}
=
1
휎퐷⃗,{푥,푦}
√√√√√⎷
휆푖퐵퐸푅
휆푃 +
푁푃푈−1∑
푣=0
휆
{푥,푦},푘
푃푆퐷푣
− 1 , (D.4)
which is in general not consistent with the critical point found with respect to 푃 푖{푥,푦∗},푘:
⌈푁푆퐶/푁 푖푘⌉−1∑
푦′=0
푃 푖{푥,푦′},푘
휎2
퐷⃗,{푥,푦′}
=
1
휎퐷⃗,{푥,푦∗}
√√√√√⎷
휆푖퐵퐸푅
휆푃 +
푁푃푈−1∑
푣=0
휆
{푥,푦∗},푘
푃푆퐷푣
− 1 . (D.5)
Instead of using a closed form solution, results provided in Section 4.2.1 and
Section 4.2.3 employ a gradient descent of the subcarrier power levels by using the
result in (D.2) to arrive at the optimal power distribution within a partition. Since
the result in (D.2) does not depend on the parameters associated with any other
partition, the subcarrier power levels (푃 푖{푥,푦},푘) and thus the values for 푁
푖
푘 and 푀
푖
푘 for
a given partition can be designed independent from the other partitions.
Alternatively, though not implemented for the results provided, an iterative
solution for the optimal values of the subcarrier power levels can be obtained. From
inspection of (D.1), the following insights are obtained: 1) the resultant BER is
unaﬀected as long as the sums given by
⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦},푘
휎2
퐷⃗,{푥,푦′}
are held constant; 2) the Lagrange multipliers (휆
{푥,푦},푘
푃푆퐷푣
) corresponding to the PSD
mask constraint are zero as long as the subcarrier power levels are kept below the PSD
mask; and 3) the only remaining term in (D.1) that contributes to the optimization
is the term associated with the resultant transmitted power level. As a result, the
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subcarrier power levels for a given partition can be optimized by allocating as much
power as possible to the subcarriers that experience the least interference. If a higher
power level is needed in order to meet the BER requirement than is permitted by
the PSD mask, then additional subcarriers may be employed. The iterative process
is given below:
1. Initialize all values of 푃 푖{푥,푦},푘 = 0.
2. For each index 푥 푖푛{0, . . . 푁 푖푘 − 1}, select the index 푦 corre-
sponding to the smallest value of 휎2
퐷⃗,{푥,푦}
.
3. Set the associated value of 푃 푖{푥,푦},푘 = 0 as speciﬁed by (D.3).
4. Adjust the value of 휆푖퐵퐸푅 to achieved the required BER.
5. If the value of 휆푖퐵퐸푅 causes one of the 푃
푖
{푥,푦},푘 terms to exceed
its PSD mask, then:
(a) Fix this value of 푃 푖{푥,푦},푘 at its PSD mask.
(b) Select the index 푦′ corresponding to the next smallest
value of a 휎2
퐷⃗,{푥,푦}
for the same 푥 index.
(c) Continue from step 3, optimizing the new 푃 푖{푥,푦′},푘 accord-
ing to (D.3) with the original 푃 푖{푥,푦},푘 ﬁxed at its PSD
mask.
D.2 Relaxed Spectral Mask Constraint for Spectrally-Only Adapted Waveform Design
When designing a Spectrally-Partitioned SD-SMSE waveform under the relaxed
PSD mask constraint, the assumptions that the PSD mask is not temporally varying
and that the PSD mask varies gradually are no longer made. By relaxing the PSD
mask constraint, the SMSE is permitted to exceed the PSD mask by some average
normalized amount, as speciﬁed in Section 3.4.2.
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When designing a Spectrally-Only adapted signal, the design parameters of the
resultant waveform have no temporal variation. As a result, the dependance of the de-
sign parameters on the SMSE symbol index 푘 is removed. The optimization problem
given by (3.47) in Section 3.4.3 can then be expressed as:
Max
푀 푖,푁 푖,푃 푖
{푥,푦}
푁풫−1∑
푖=0
{
E
[
푁 푖 log2(푀
푖)− 퐿푖
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}
= Max
푀 푖,푁 푖,푃 푖
{푥,푦}
푁풫−1∑
푖=0
{
푁 푖 log2(푀
푖)− E
[
퐿푖
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}
,
(D.6)
where
E
[
퐿푖
]
≡ E
[(
휆푃
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}
+
푁푃푈−1∑
푣=0
휆푃푆퐷푣
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
퐻
(
푃 푖{푥,푦} − Λ{푥,푦}푃푆퐷푣
Λ
{푥,푦}
푃푆퐷푣
)
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖퐵˜(푀 푖푘)
퐵˜(푀 푖) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎦
177
=(
휆푃
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}
+
푁푃푈−1∑
푣=0
휆푃푆퐷푣
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
E
[
퐻
(
푃 푖{푥,푦} − Λ{푥,푦}푃푆퐷푣
Λ
{푥,푦}
푃푆퐷푣
)]
−휆푖퐵퐸푅
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}
E
[
휎2
퐷⃗,{푥,푦}
]
1 +
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}
E
[
휎2
퐷⃗,{푥,푦}
]
− 푁
푖퐵˜(푀 푖푘)
퐵˜(푀 푖) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (D.7)
E
[
휎2
퐷⃗,{푥,푦}
]
≡
∫
퐷⃗
휎2
퐷⃗,{푥,푦}
푝(퐷⃗)d퐷⃗
=
∫
퐷⃗
⎛⎜⎜⎜⎜⎜⎝
푁0 + 2
푁푃푈−1∑
푣=0
퐼˜푣퐷푣,{푥,푦}
∣퐻{푥,푦}∣2푇푆 푝(퐷⃗)d퐷⃗
⎞⎟⎟⎟⎟⎟⎠ , (D.8)
E
[
퐻
(
푃 푖{푥,푦} − Λ{푥,푦}푃푆퐷푣
Λ
{푥,푦}
푃푆퐷푣
)]
≡
∫
퐷⃗
퐻
(
푃 푖{푥,푦} − Λ{푥,푦}푃푆퐷푣
Λ
{푥,푦}
푃푆퐷푣
)
푝(퐷⃗)d퐷⃗ , (D.9)
where 푝(퐷푣) is the probability density that the 푣
푡ℎ PU is in the state 퐷푣, 퐷⃗ ≡
[퐷0, 퐷2, . . . , 퐷푁푃푈−1] denotes the state of each PU transmitter, and the integrals are
taken over the range of all possible PU states. In the event there are only a discrete
number of PU states, the probability densities become impulses and the integrals over
퐷⃗ reduce to summations.
The waveform design process now consists of ﬁnding the appropriate values
of the Lagrange multipliers that satisfy the constraints. For any speciﬁc Lagrange
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multiplier values, (D.6) is maximized by selecting the appropriate values 푁 푖 and
푀 푖 for each spectral partition that maximize the diﬀerence of [푁 푖 log2(푀
푖)− E [퐿푖]],
with the subcarrier power allocation optimized for the values of 푁 푖 and 푀 푖. While
for any particular distribution of subcarrier power the selection of 푁 푖 and 푀 푖 is
straightforward, the optimal power distribution depends on the chosen values of 푁 푖
and 푀 푖, as well as the values of the Lagrange multipliers. As a result, the waveform
design process consists of: 1) updating the Lagrange multipliers via a gradient ascent
of the constraints; 2) optimizing the subcarrier power levels (푃 푖{푥,푦}) for each potential
set of 푁 푖 and 푀 푖; and 3) selecting the values of 푁 푖, 푀 푖, and 푃 푖{푥,푦} for each partition
that maximize diﬀerence of [푁 푖 log2(푀
푖)− E [퐿푖]]. The process is repeated until the
output is maximized and all constraints are met. Therefore, all that is needed is to
ﬁnd the optimal value of the subcarrier power levels (푃 푖{푥,푦}) within each partition 풫푖.
The partial derivative of (D.6) with respect to 푃 푖{푥,푦} is given as:
∂
∂푃 푖{푥,푦}
{
푁풫−1∑
푖=0
{
푁 푖 log2(푀
푖)− E
[
퐿푖
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}}
= − ∂
∂푃 푖{푥,푦}
E
[
퐿푖
]
= −휆푃 −
푁푃푈−1∑
푣=0
휆푃푆퐷푣E
[
1
Λ
{푥,푦}
푃푆퐷푣
퐼
(
푃 푖{푥,푦} − Λ{푥,푦}푃푆퐷푣
Λ
{푥,푦}
푃푆퐷푣
)]
+ 휆푖퐵퐸푅
1
E
[
휎2
퐷⃗,{푥,푦}
]
⎛⎜⎝1 + ⌈푁푆퐶/푁 푖푘⌉−1∑
푦=0
푃 푖{푥,푦}
E
[
휎2
퐷⃗,{푥,푦}
]
⎞⎟⎠
2 , (D.10)
where 퐼(⋅) is an indicator function:
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퐼(푥) ≡
⎧⎨⎩ 0, 푥 < 0푥, 푥 ≥ 0 .
Similar to the case of the strict PSD mask constraint, a closed form solution
for 푃 푖{푥,푦} in terms of the Lagrange multipliers cannot be obtained from (D.10). Ad-
ditionally, an iterative solution is not feasible in this case due to 1) the non-linearity
due to the indicator function 퐼(⋅), and 2) the lack of a strict PSD mask constraint.
Results provided in Section 4.2.4 and Section 4.2.5 employ a gradient descent
of the subcarrier power levels by using the result in (D.10) to arrive at the optimal
power distribution within a partition. Since the result in (D.14) does not depend
on the parameters associated with any other partition, the subcarrier power levels
(푃 푖{푥,푦},푘) and thus the values for 푁
푖
푘 and 푀
푖
푘 for a given partition can be designed
independent from the other partitions.
D.3 Relaxed Spectral Mask Constraint for Spectrally-Temporally Adapted Waveform
Design
When designing a Spectrally-Partitioned SD-SMSE waveform under the relaxed
PSD mask constraint, the assumptions that the PSD mask is not temporally varying
and that the PSD mask varies gradually are no longer made. By relaxing the PSD
mask constraint, the SMSE is permitted to exceed the PSD mask by some average
normalized amount, as speciﬁed in Section 3.4.2.
When designing a Spectrally-Temporally adapted signal, the design parameters
of the resultant waveform have temporal variation. However, since the PU transmis-
sion state is the only temporally varying component of (3.47) in Section 3.4.3, the
SMSE parameters can be made functions of the observed PU state rather than the
SMSE symbol index (푘). Note that the observed PU transmission state (퐷0푣) may not
be the same as the actual PU transmission state (퐷푣). This would occur if the PU
180
signals change transmission states while the SMSE is transmitting its current symbol
or if there is some degree of latency involved in the SMSE waveform update process.
The optimization problem given by (3.47) in Section 3.4.3 can then be expressed
as:
Max
푀푖(
⃗
퐷0),푁푖(
⃗
퐷0)
푃푖
{푥,푦}
(
⃗
퐷0)
푁풫−1∑
푖=0
{
E
[
푁 푖(퐷⃗0) log2(푀
푖(퐷⃗0))− 퐿푖(퐷⃗0)
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}
= Max
푀푖(
⃗
퐷0),푁푖(
⃗
퐷0)
푃푖
{푥,푦}
(
⃗
퐷0)
푁풫−1∑
푖=0
{
E
[
푁 푖(퐷⃗0) log2(푀
푖(퐷⃗0))
]
−E
[
퐿푖(퐷⃗0)
]
+ 휆푃Λ푃 +
푁푃푈−1∑
푣=0
휆푃푆퐷푣Υ푃푆퐷푣
}
, (D.11)
where
E
[
퐿푖(퐷⃗0)
]
≡ E
[(
휆푃
푁 푖−1∑
푥=0
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푃 푖{푥,푦}(퐷⃗
0)
+
푁푃푈−1∑
푣=0
휆푃푆퐷푣
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
퐻
(
푃 푖{푥,푦}(퐷⃗
0)− Λ{푥,푦}푃푆퐷푣
Λ
{푥,푦}
푃푆퐷푣
)
−휆푖퐵퐸푅(퐷⃗0)
⎛⎜⎜⎜⎜⎜⎜⎜⎝
푁 푖−1∑
푥=0
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}(퐷⃗
0)
E
[
휎2
퐷⃗,{푥,푦}
∣∣퐷⃗0]
1 +
⌈푁푆퐶/푁 푖⌉−1∑
푦=0
푃 푖{푥,푦}(퐷⃗
0)
E
[
휎2
퐷⃗,{푥,푦}
∣∣퐷⃗0]
− 푁
푖퐵˜(푀 푖푘)
퐵˜(푀 푖) + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
E
[
퐿푖(퐷⃗0)
]
≡
∫
퐷⃗
퐿푖(퐷⃗0)푝(퐷⃗)d퐷⃗ , (D.12)
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E
[
휎2
퐷⃗,{푥,푦}
∣∣퐷⃗0] ≡ ∫
퐷⃗
휎2
퐷⃗,{푥,푦}
푝(퐷⃗
∣∣퐷⃗0)d퐷⃗
=
∫
퐷⃗
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푁0 + 2
푁푃푈−1∑
푣=0
퐼˜푣퐷푣,{푥,푦}
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⎞⎟⎟⎟⎟⎟⎠ , (D.13)
where the Lagrange multiplier 휆푖퐵퐸푅(퐷⃗
0) is now a function of the observed PU
state, 푝(퐷푣) is the probability density that the 푣
푡ℎ PU is in the state 퐷푣, 퐷⃗ ≡
[퐷0, 퐷2, . . . , 퐷푁푃푈−1] denotes the state of each PU transmitter, and the integrals are
taken over the range of all possible PU states. In the event there are only a discrete
number of PU states, the probability densities become impulses and the integrals over
퐷⃗ reduce to summations.
The waveform design process now consists of ﬁnding the appropriate values
of the Lagrange multipliers that satisfy the design constraints. For any speciﬁc
Lagrange multiplier values, (D.11) is maximized by selecting the appropriate val-
ues 푁 푖(퐷⃗0) and 푀 푖(퐷⃗0) for each spectral partition that maximize the diﬀerence of
E
[
푁 푖(퐷⃗0) log2(푀
푖(퐷⃗0))− 퐿푖(퐷⃗0)
]
, with the subcarrier power allocation optimized
for the values of 푁 푖(퐷⃗0) and 푀 푖(퐷⃗0). While for any particular distribution of sub-
carrier power the selection of 푁 푖(퐷⃗0) and 푀 푖(퐷⃗0) is straightforward, the optimal
power distribution depends on the chosen values of 푁 푖(퐷⃗0) and 푀 푖(퐷⃗0), as well
as the values of the Lagrange multipliers. As a result, the waveform design pro-
cess consists of: 1) updating the Lagrange multipliers via a gradient ascent of the
constraints; 2) optimizing the subcarrier power levels (푃 푖{푥,푦}(퐷⃗
0)) for each poten-
tial set of 푁 푖(퐷⃗0) and 푀 푖(퐷⃗0); and 3) selecting the values of 푁 푖(퐷⃗0), 푀 푖(퐷⃗0),
and 푃 푖{푥,푦}(퐷⃗
0) for each partition and observed PU state that maximize diﬀerence
of E
[
푁 푖(퐷⃗0) log2(푀
푖(퐷⃗0))− 퐿푖(퐷⃗0)
]
. The process is repeated until the output is
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maximized and all constraints are met. Therefore, all that is needed is to ﬁnd the
optimal value of the subcarrier power levels (푃 푖{푥,푦}(퐷⃗
0)) within each partition 풫푖.
The partial derivative of (D.11) with respect to 푃 푖{푥,푦}(퐷⃗
0) is given as:
∂
∂푃 푖{푥,푦}(퐷⃗
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휆푃푆퐷푣Υ푃푆퐷푣
}
= − ∂
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퐼
(
푃 푖{푥,푦} − Λ{푥,푦}푃푆퐷푣
Λ
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푃푆퐷푣
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0)
1
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퐷⃗,{푥,푦}
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⎞⎟⎠
2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (D.14)
where 퐼(⋅) is an indicator function:
퐼(푥) ≡
⎧⎨⎩ 0, 푥 < 0푥, 푥 ≥ 0 .
Similar to the case of the strict PSD mask constraint, a closed form solution
for 푃 푖{푥,푦}(퐷⃗
0) in terms of the Lagrange multipliers cannot be obtained from (D.14).
Additionally, an iterative solution is not feasible in this case due to 1) the non-linearity
due to the indicator function 퐼(⋅), and 2) the lack of a strict PSD mask constraint.
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Results provided in Section 4.2.4and Section 4.2.5 employ a gradient descent
of the subcarrier power levels by using the result in (D.14) to arrive at the optimal
power distribution within a partition. Since the result in (D.14) does not depend
on the parameters associated with any other partition, the subcarrier power levels
(푃 푖{푥,푦},푘) and thus the values for 푁
푖
푘 and 푀
푖
푘 for a given partition can be designed
independent from the other partitions.
If the SMSE monitors only the current transmission state of each PU, then the
result is a Reactive Spectrally-Temporally adapted signal that is created in response
to the current channel and current interference conditions. Alternatively, if the SMSE
monitors the current transmission state of each PU as well as how long the PU has
been in its current state, then the result is a Predictive Spectrally-Temporally adapted
signal that is created in response to the current channel and predicted interference
conditions.
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Appendix E. Quantization of PU Temporal Knowledge
This appendix provides details regarding the consideration of numerical issues associ-
ated with designing a Predictive Spectrally-Temporally adapted SMSE signal. Meth-
ods introduced here to reduce computational complexity remain consistent with the
development in Appendix B and Appendix D.
As discussed in Section B.2, when optimizing the Spectrally-Temporally adapted
waveform, the only terms that are required to be stored are the 푁푃푈 + 1 values of
the Lagrange multipliers {휆푃 , 휆퐼0, . . . , 휆퐼푁푃푈−1}. However, when designing a Predic-
tive Spectrally-Temporally adapted waveform, optimization over the continuous range
of time spent in each PU state may not be feasible when a closed form equation
for the probability distribution of time spent in each PU transmission state is not
available. Additionally, even a numerical approach would require computing the in-
tegrals in (B.8) and (B.9) for every value of the integral in (B.7), which could become
too computationally intensive. Similarly, when optimizing the Spectrally-Partitioned
Predictive Spectrally-Temporally adapted waveform using the process outlined in Sec-
tion D.3, the optimization over the continuous range of time could again be compu-
tationally infeasible. This case is worsened by the need to store the optimal values
found for the subcarrier power allocation for each point of the continuous range of
time a PU could spend in each state.
As a result, to reduce the computational complexity involved, the values that
the SMSE estimates for the duration of time spent in any state can be quantized to
some integer (푄) number of regions (ℛ푖) as:
ℛ푖 ≡ [푡푖−1, 푡푖), for 푖 ∈ {1, 2, . . .푄} (E.1)
such that
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{
ℛ1,ℛ2, . . . ,ℛ푄
}
≡
{
[0, 푡1), [푡1, 푡2), . . . , [푡푄−1, 푡푄]
}
, (E.2)
where 푡 represents the amount of time the PU has remained in the current trans-
mission state. Hence, rather than maintaining knowledge of the exact value of 푡, the
SMSE instead only retains knowledge that 푡 ∈ ℛ푖.
Quantizing the data in this manner corresponds to discarding information about
the PU transmission state. However, since the SMSE still retains the knowledge
that 푡 ∈ ℛ푖, when computing the expected interference values
(
E
[
휌푣퐷푣,푚
∣∣퐷⃗0] and
E
[
휌˜푣퐷푣,푚
∣∣퐷⃗0]) in (B.8) and (B.9) from Section B.2, the result is the expected in-
terference conditioned on the knowledge that 푡 ∈ ℛ푖. It should be noted that this
does not mean that the SMSE simply uses a value of 푡 in the middle of ℛ푖, rather it
computes the expected interference given that the time spent in the current transmis-
sion state (푡) could have been any value of ℛ푖 according to the previously computed
probability distribution.
In this manner, even though the SMSE throughput decreases slightly by us-
ing coarser levels of temporal quantization, the power and interference levels are still
computed accurately. Assuming all PU signals have the same number 퐾 of trans-
mission states, the Predictive Spectrally-Temporally designed waveform is optimized
over 푁 = (퐾푄)푁푃푈 total states. In the limiting case as 푄 = 1, all values of 푡 are
quantized to a single value for each transmission state, which results in a Reactive
Spectrally-Temporally adapted waveform.
A further area to consider is how to divide the range of 푡 into the 푄 quantized
temporal regions. The most straightforward method is to divide the entire possible
range of 푡 into 푄 regions of equal temporal duration. However, this has the drawback
that the prior probability distribution of time spent in a given state is not uniformly
distributed across the range of possible values. As a result, the SMSE waveform
optimization might be performed over regions with negligible probability of occurring.
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Thus any gain in throughput attributed to reacting to a PU in that temporal state
would be of negligible beneﬁt.
Another method is to divide the range of 푡 into regions that maximize the
entropy of the quantized temporal regions. This would make the prior probability
that the PU will be in any temporal region ℛ푖 equal, as:
푝(푡 ∈ ℛ1) = 푝(푡 ∈ ℛ2) = . . . = 푝(푡 ∈ ℛ푄) . (E.3)
For the results presented in Chapter 4, the temporal state is quantized such
that the temporal regions have equal probability. The results provided for Predictive
Spectrally-Temporally adapted waveforms in Section 4.1 employ 푄 = 4 quantized
temporal states, while those in Section 4.2 employ 푄 = 3 quantized temporal states.
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