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The main contributions of the present thesis are novel computational methods related to
uncertainty quantification, inverse problems and reduced order modeling in engineering. In
the first chapter, we describe a framework to optimize an engineering system under large
uncertainties. The optimization problem being recast as a sampling problem, the use of ad-
vanced sampling schemes associated with a hierarchical approach using approximate models
enables an efficient identification of design values; along with corresponding sensitivity and
robustness information. The second chapter deals with the solution of Bayesian inverse
problems, in which unknown parameter values in a model are being inferred from uncertain
measurements of the output of the system of interest. A reduced order model interpola-
tion scheme, based on differential geometric ideas, enables faster computations during the
posterior sampling process while maintaining a high accuracy. Finally, the last chapter pro-
poses a solution to the snapshot selection problem in reduced order modeling, namely how
to select the parameters that represent best the system of interest in the parameter space.
The approach chosen is to interpret the parameter space as a Riemannian manifold, with a
sensitivity related metric emphasizing regions with more information. The numerical appli-
cations chosen for each of those problems are engineering oriented, with the corresponding
models being discretized using the finite element method.
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CHAPTER 1
INTRODUCTION
1.1 Context
Over the past decades, we have witnessed a formidable development in computational tools,
as well as a wider availability of computer resources. This enabled engineers to simulate
increasingly complex systems.
However, traditional mathematical modeling of engineering and physical systems has long
been focused on deterministic formulations, not taking into account uncertainties and their
impact on the system’s response and overall reliability. Advances in available computational
power enabled the development of robust and efficient uncertainty quantification computa-
tional methods for accurately assessing the consequences of uncertainties; thus leading to
improvements in system analysis and design. The first contribution of this thesis deals with
the problem of design and control of stochastic systems in the context of random heteroge-
neous materials.
Additionally, with the ever-increasing complexity of engineering systems, there is a need
for rigorous methods for system identification and prognosis in order to enable new un-
derstanding of the actual condition and future performance of such systems. The second
contribution of this thesis is a computationally efficient probabilistic framework that enables
the identification of model parameters from noisy measurements of the response, by means
of solving a Bayesian inverse problem.
Probabilistic approaches for uncertainty quantification and inverse problems are typically
computationally demanding, as several runs of the computer model are needed. The advent of
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reduced order modeling tools enabled computationally efficient approximations of the system
response, by focusing on salient features obtained from selected runs. The last contribution
of this thesis focuses on the selection of such runs so that maximum information about the
system response is collected, thus drastically improving accuracy.
Throughout this thesis, there are a few key recurring mathematical and computational
concepts, of which we provide a broad overview in the next section.
1.2 Overview of mathematical and computational tools
In this section, we provide a brief overview of the development and goals of a few recurring
mathematical and computational concepts.
Finite element methods were developed from the 1960s in order to simulate physical
systems modeled by partial differential equations, with applications in solid mechanics, heat
transfer, etc. The name “finite element” was first mentioned in [25]. The main idea is to
discretize the solution of the governing partial differential equations. To that aim, a weak
form of the latter equations is formulated, and the approximate solution is sought in a
finite-dimensional space oftentimes resulting from a meshing of the problem domain. In this
thesis, computer models of systems being considered in the numerical applications are being
developed using the finite element method.
Monte Carlo methods are a set of probabilistic techniques to sample from probabilistic
distributions. Of particular interest are Markov chain Monte Carlo (MCMC) and Sequential
Monte Carlo (SMC) methods. They enable one to sample from complex probability distri-
bution which cannot be sampled directly. Markov chain Monte Carlo, with roots in [68, 48],
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has been recognized as one of the ten most important algorithms of the century. Sequen-
tial Monte Carlo methods, of which heavy use is made in this thesis, are general sampling
techniques originating from filtering problems [45, 31]. Although such sampling methods
started being developed in the 1950s, they were rediscovered in the 1990s by statisticians to
support Bayesian computations. Bayesian inference enables one to update in a principled
way prior information or beliefs with information from data –which is of particular interest
in the context of inverse problems– by means of the celebrated Bayes’ theorem.
In the later parts of this thesis, we make use of powerful arguments emanating from Rie-
mannian geometry. Riemannian geometry, named after the German mathematician Bern-
hard Riemann, is a branch of differential geometry which enables to study curved spaces,
which metric properties can vary from point to point. It is also a powerful tool to devise
geometrical arguments on spaces that are not vector spaces, but can be found to have a
Riemannian structure.
The following chapters will provide more detailed reviews of each of those concepts, as
needed during the development of the various contributions of this thesis.
1.3 Outline
The remainder of this thesis is organized as follows: in Chapters 2-3-4, we develop the three
main contributions of this thesis mentioned earlier in section 1.1. Those chapters are self-
contained and can be read independently. The appendix describes a software contribution
developed to support the research efforts leading to this thesis.
3
CHAPTER 2
STOCHASTIC DESIGN AND CONTROL IN RANDOM
HETEROGENEOUS MATERIALS
Abstract
The present chapter discusses a sampling framework that enables the optimization of com-
plex systems characterized by high-dimensional uncertainties and design variables. We are
especially concerned with problems relating to random heterogeneous materials where uncer-
tainties arise from the stochastic variability of their properties. In particular, we reformulate
topology optimization problems to account for the design of truly random composites. In
addition, we address the optimal prescription of input loads/excitations in order to achieve
a target response by the random material system. The methodological advances proposed in
this work consist of an adaptive Sequential Monte Carlo scheme that economizes the number
of runs of the forward solver and allows the analyst to identify several local maxima that
provide important information with regards to the robustness of the design. We further
propose a principled manner of introducing information from approximate models that can
ultimately lead to further reductions in computational cost.
2.1 Introduction
The analysis of materials which exhibit very small length scales of heterogeneity has attracted
considerable attention in recent years [106]. This is because fine details in the microstructure
can give rise to marked differences in the macroscale response. In reality, the majority
of such materials exhibit randomness as local physical and mechanical properties fluctuate
4
stochastically. In multiphase materials for example the distribution of the constituent phases
in space does not follow a particular pattern and is characterized by disorder. It is therefore
obvious that a probabilistic description is most appropriate and provides a sounder basis
for their characterization and quantification of the performance of the systems where these
appear.
While marked advances have been achieved in the context of modeling [111, 60, 59, 89]
and uncertainty propagation [103, 22, 110, 107], the problem of design/optimization in
the presence of randomness has received much less attention [86, 112]. We address
two problems in the context of random heterogeneous materials. On one hand we ex-
amine the problem of designing random heterogeneous materials. This can be seen
as the fully stochastic counterpart of topology optimization, a deterministic tool for
the systematic design of composite microstructures with desirable macroscopic properties
[93, 92, 94, 99, 95, 100, 101, 11, 97, 96, 41, 43]. Rather than fully specifying the spa-
tial distribution of the constitutive phases, we are interested in controlling statistics of the
associated probability distribution (i.e. volume fractions, spatial correlations), while the
resulting microstructure remains random. Such a capability could prove particularly useful
in the fabrication of heterogeneous materials. For example in polycrystalline materials, it is
known that macro-scale forming parameters such as forging rates, die shapes and preform
shapes or heat treatment, do not uniquely define the final polycrystalline texture but rather
its statistical features [105]. In naturally occurring random heterogeneous materials such
as soils, remediation procedures such as solidification or stabilization allow us to alter the
microstructure and its properties by altering the probabilistic characteristics of the existing
phases and introducing randomly dispersed new materials.
The second problem of interest involves the optimization of the input in the presence
of uncertainties. In particular we consider a random heterogeneous material, fully defined
5
by the probability distribution of its properties and seek to identify the input such that the
expected response is as close as possible to a target, desired output [112]. Both problems are
examined in the context of heat conduction but can be readily extended to other physics as
the methodology advocated makes non-intrusive use of forward solvers (e.g. Finite Element
codes).
The present work advocates a simulation strategy that recasts the optimization problem
as a sampling problem in the expanded space which apart from the random variables in-
cludes the design/control parameters [70]. High probability regions of the auxiliary target
density correspond to maxima of the design objectives. To that end we employ adaptive
Sequential Monte Carlo (SMC) methods that are well-suited in high dimensions, and are
directly parallelizable and capable of identifying multimodal densities which correspond to
local maxima [28, 61]. In addition, they give rise to a population of estimates that provide
valuable information with regards to the robustness of the optima. Despite their advan-
tages, SMC-based samplers require multiple calls to deterministic simulators which might
be impractical or infeasible for highly complex, nonlinear solvers. To that end we propose
an adaptive sampling framework which aims at reducing the number of calls to the forward
solver in order to attain a certain level of accuracy. Furthermore, we propose a hierarchical
strategy where approximate forward models can be rigorously incorporated in order to give
accurate estimates at a reduced computational cost. Such approximate solvers can be derived
by using principled reduced-order approximations or simply by coarsening the discretization
(e.g. in Finite Element analysis).
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2.2 Proposed approach
We consider systems characterized by a vector of uncertainties denoted by θ ∈ Θ ⊂ Rnθ
distributed according to the density p(θ). This vector will characterize the spatial variability
of material properties (e.g. conductivity at various locations) and in general its dimension
will be large (i.e. nθ  1). We denote by d ∈ D ⊂ RNd the vector of design/control variables.
In the problems examined in this chapter, these represent the input or the statistics of the
distribution of θ, i.e. p(θ|d). Our goal is to find the values of the design variables d in the
feasible domain D, that maximize the expected utility Uˆ(d):
Uˆ(d) =
∫
Θ
U(θ,d)p(θ) dθ. (2.1)
The utility function U(θ,d) depends on the output of interest (and is therefore a function of
the system uncertainties and design variables) and in the present framework it suffices that it
is non-negative ∀θ,d 1. The formulation above is quite general and can readily be adapted to
cases of practical interest. For example if U(θ,d) = 1A(θ,d) is the indicator function of an
eventA of interest (e.g. failure, or exceedance of a response threshold) then maximizing Uˆ(d)
in Equation (2.1) is equivalent to the maximization of the probability associated with the
event A (similarly one can minimize the probability of event A by employing the indicator
function of the complementary even Ac in place of U in Equation (2.1)). Furthermore if
u(θ,d) denotes the output vector (i.e. displacements, stresses, temperatures etc) and utarget
a target/desired response, then using U(θ,d) = exp (−‖u(θ,d)− utarget‖) in Equation (2.1)
implies finding d for which the response is, on average, as close to the target.
The systems of interest are considered complex in the sense that the utility function
U(θ,d) is not known explicitly, and can only be computed for a particular (θ,d) with a
call to a, potentially costly, deterministic solver, e.g. a finite element solver. Thus the
1Even if U is negative, it suffices that U(θ,d) ≥ U0 > −∞ in which case one can utilize U(θ,d)−U0 ≥ 0.
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number of calls to such a solver will dominate the total amount of computational work.
It is clear that a brute force application of deterministic optimization procedures directly
on Uˆ(d) is impractical, as each evaluation of this function (and potentially its derivatives)
will in general require a high-dimensional integration with respect to the uncertainties θ.
Furthermore, discretizing the design space D is inefficient or infeasible when the dimension
nd of d is large.
For these reasons we advocate a sampling strategy, first proposed in [70]. This entails
defining an (unormalized) probability density pi(θ,d) defined on the joint space Θ×D:
pi(θ,d) ∝ U(θ,d)p(θ) 1D(d) (2.2)
where 1D(d) is the indicator function of the feasible domain D. The marginal pi(d) =∫
pi(θ,d) dθ is clearly proportional to Uˆ(d) and as a result samples drawn from the joint
density pi(θ,d) will be marginally distributed according to Uˆ(d) and populate regions where
this attains its maximum value(s). It is also important to point out that such an approach
does not lead to point estimates for the maxima of the expected utility but also provides
information about the variability of the latter with respect to d and therefore the robustness
of the select design d [90, 98]. If the global maximum of Uˆ(d) is desired, then this can be
achieved within the same framework by artificially expanding the sampling space [33, 53]. In
particular, one employs the (unormalized) density pi(θ1:n,d), where θ1:n = (θ1,θ2, . . . ,θn),
which is defined on Θ× . . .Θ︸          ︷︷          ︸
n times
×D [70]:
pi(θ1:n,d) ∝
n∏
j=1
U(θi,d)p(θi) 1D(d). (2.3)
It is clear again that the marginal with respect to d, i.e. pi(d) =
∫
pi(θ1:n,d) dθ1:n is pro-
portional to Uˆn(d). As a result, the d-coordinates of samples drawn from pi(θ1:n,d) will be
more tightly concentrated around the maxima of Uˆ(d), increasingly so with n.
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Despite its flexibility, such an approach requires sampling in the joint space of random
and design variables. Its dimension is even higher when the augmented density of Equation
(2.3) is employed. While Monte Carlo strategies offer the most general method for carrying
out the sampling task, a naive implementation would be impractical as it would require a
large number of evaluations of the utility function U(θ,d) and therefore a lot of calls to the
forward solver. Furthemore, it might fail to identify all the modes of the distribution pi(θ,d)
in Equation (2.2) (or pi(θ1:n,d) in Equation (2.3)) which correspond to local maxima of the
expected utility Uˆ(d). These local maxima can be of considerable value in terms of their
physical and engineering significance as they also reveal valuable features with regards to
the sensitivity of the expected output to the design/control variables. Traditionally Markov
Chain Monte Carlo techniques (MCMC) have been employed which are based on building
a Markov chain that asymptotically converges to the target density (in this case pi) by
appropriately defining a transition kernel. While convergence can be assured under weak
conditions [63, 83], the rate of convergence can be extremely slow and require a lot of
utility function evaluations. Particularly in cases where the target density has multiple
modes, very large mixing times might be required. For that purpose we advocate the use
of Sequential Monte Carlo (SMC) procedures which have the capability of sampling from
multi-modal distributions in high-dimensional spaces and discuss an adaptive scheme for
reducing the computational cost. It is noted that SMC strategies have been employed in
this framework and in the context of Bayesian optimal design in [7, 61] and for maximum
likelihood estimation in latent variable models in [53].
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2.2.1 Adaptive Sequential Monte Carlo
SMC strategies represent a set of flexible simulation-based methods for sampling from a se-
quence of probability distributions [65, 32, 31]. As with Markov Chain Monte Carlo methods
(MCMC, [83, 68, 48]), the target distribution(s) need only be known up to a constant as is
the case in Equation (2.2) and Equation (2.3). They utilize a set of random samples (com-
monly referred to as particles), which are propagated using a combination of importance
sampling, resampling and MCMC-based rejuvenation mechanisms [28, 29]. Each of these
particles is associated with an importance weight. These weights are updated sequentially
along with the particle locations. Hence if {(θ(i),d(i)), w(i)}Ni=1 represent N such particles
and associated weights for distribution pi(θ,d) in Equation (2.2) then:
pi(θ,d) ≈
N∑
i=1
W (i) δθ(i)(θ) δd(i)(d) (2.4)
whereW (i) = w(i)/∑Nk=1w(k) are the normalized weights and δx(.) is the Dirac delta function
centered at x. Furthermore, for any function h(θ,d) which is pi-integrable [27, 24]:
N∑
i=1
W (i) h(θ(i),d(i))→
∫
h(θ,d) pi(θ,d) dθdd. (almost surely) (2.5)
The underlying idea in SMC strategies is to operate on a sequence of distributions,
starting from one that can be accurately and easily sampled from, and gradually changing it
until the target density is reached. In that respect, it is quite similar to simulated annealing
employed in optimization but more general sequences of distributions can be adopted as
it will be demonstrated in subsequent sections. However we initially consider a sequence
parameterized by γ ∈ [0, 1] which plays the role of reciprocal temperature such that:
piγ(θ,d) ∝ Uγ(θ,d)p(θ) 1D(d). (2.6)
It is easily seen that for γ = 0 one recovers the distribution of p(θ) 1D(d) i.e. the random
variables θ is distributed according to their density p(θ) and the design variables d uniformly
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in the feasible domain D. It is implicitly assumed that generating samples from these distri-
butions is tractable. For γ = 1, one recovers the target density of Equation (2.2). Starting
with a particulate approximation for piγ=0 (which trivially involves drawing samples from
the p(θ) for θ and the uniform in D for d with weights w(i) = 1), the goal is to gradually
update the importance weights and particle locations in order to approximate the target
density. The role of these auxiliary distributions piγ for γ ∈ (0, 1) is to bridge the gap between
piγ=0 and piγ=1 and provide a smooth transition path where importance sampling can be
efficiently applied. It is easily understood that as the number of these distributions increases
the accuracy increases since the transition becomes smoother, but at the same time so does
the computational cost as more evaluations of the utility function would be needed. On the
other hand too few intermediate distributions piγ can adversely affect the overall accuracy of
the approximation.
To that end we propose an adaptive SMC scheme that automatically determines the
number of intermediate distributions needed [28, 57]. In this process we are guided by the
Effective Sample Size (ESS, [63]). In particular, let S be the total number of intermediate
distributions (which is unknown a priori) and γs, s = 1, 2, . . . , S the associated reciprocal
temperatures such that 0 = γ1 < γ2 < . . . < γS = 1, which are also unknown a priori.
Let also {(θ(i)s ,d(i)s ), W (i)s }Ni=1 denote the particulate approximation of piγs defined as in
Equation (2.6) for γ = γs. The Effective Sample Size of these particles is then defined as
ESSs = 1/
∑N
i=1(W (i)s )2 and provides a measure of the population variance. One extreme,
i.e. when ESSs = 1, arises when a single particle has a unit normalized weight whereas
the rest have zero weights and as a result provide no information. The other extreme, i.e.
ESSs = N , arises when all the particles are equally informative and have equal weights
W (i)s = 1/N .
If the next bridging distribution piγs+1 is very similar to piγs (ie. γs+1 ≈ γs), then ESSs+1
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should not be that much different from ESSs. On the other hand if that difference is pro-
nounced then ESSs+1 could drop dramatically. Hence in determining the next auxiliary
distribution, we define an acceptable reduction in the ESS, i.e. ESSs+1 > ζ ESSs (where
ζ < 1) and prescribe γs+1 (Equation (2.6)) accordingly. The proposed adaptive SMC algo-
rithm is summarized in Algorithm 1.
Algorithm 1: Adaptive SMC algorithm
Initialization: Set s = 1 and γ1 = 0. Initialize population {(θ(i)1 ,d(i)1 ), w(i)1 }Ni=1 where θ(i)1
are i.i.d draws from p(θ), d(i) are i.i.d draws from 1D(d) and w(i)1 = 1 (ESS1 = N).
while γs < 1 do
Set s = s+ 1.
Reweighing-Importance Sampling: If:
w(i)s (γs) = w
(i)
s−1
piγs(θ
(i)
s−1,d
(i)
s−1)
piγs−1(θ
(i)
s−1,d
(i)
s−1)
= w(i)s−1 Uγs−γs−1(θ
(i)
s−1,d
(i)
s−1) (2.7)
are the updated weights as a function of γs, then determine γs ∈ (γs−1, 1] so that
the associated ESSs = ζESSs−1 (the value ζ = 0.95 was used in all the examples).
Calculate w(i)s for this γs.
Resampling: If ESSs 6 ESSmin then resample (the value ESSmin = N/2 was used in
all the examples).
Rejuvenation: Use a MCMC kernel Ps
(
(θ(i)s−1,d
(i)
s−1), (θ(i)s ,d(i)s )
)
that leaves piγs invariant
to perturb each particle (θ(i)s−1,d
(i)
s−1)→ (θ(i)s ,d(i)s ).
The current population {(θ(i)s ,d(i)s ), w(i)s }Ni=1 provides a particulate approximation of piγs
in the sense of Equations (2.4), (2.5).
end while
It should be noted that unlike MCMC schemes, the particle perturbations in the Rejuve-
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nation step do not require that the Ps(., .) is ergodic [28]. It suffices that it is a piγs-invariant
kernel, which readily allows adaptively changing its parameters in order to achieve better
mixing rates. A more detailed discussion on the kernels and adaptivity schemes used in the
Rejuvenation step is deferred for section 2.3.
The same idea can be employed in sampling in the extended space with respect to the den-
sity pi(θ1:n,d), n = 1, 2, . . . in Equation (2.3). Specifically, suppose {(θ(i)1:n−1,d(i)),W (i)}Ni=1
represents a particulate approximation of the density pi(θ1:n−1,d) defined in Equation (2.3).
In order to obtain samples from pi(θ1:n,d) a new sequence of bridging distributions is built
in the spirit of Equation (2.6) as follows:
pin−1,γ ∝ Uγ(θn,d)p(θn)
n−1∏
j=1
U(θi,d)p(θi) 1D(d), γ ∈ [0, 1]. (2.8)
It is immediately obvious that for γ = 0 we recover pi(θ1:n−1,d) and for γ = 1 the target
pi(θ1:n,d). The adaptive SMC scheme of Algorithm 1 can be applied identically for the
aforementioned sequence. An additional advantage of the proposed approach is that the state
augmentation takes place sequentially which gives the analyst the opportunity to terminate
the algorithm if sufficient information on the maximum (or maxima) of the expected utility
Uˆ(d) has been obtained.
2.2.2 Using information from approximate models
The proposed adaptive SMC sampling framework allows for great flexibility in selecting
the sequence of distributions which can be adapted to the specifics of the problem. In the
following we present an alternative that can lead to significant computational savings.
It is clear that for cases of practical interest the most expensive part of the computations
relates to the repeated evaluations of the utility function U(θ,d) and in particular, in the
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Rejuvenation step of the algorithm in Table 1 (the utility functions values can be stored in
memory and used in the Reweighing step). This is because each evaluation implies a run of
the forward solver, which can in many cases be costly. For that purpose we propose employing
approximate computational models, which might be less expensive but provide inaccurate
evaluations of the utility function U(θ,d). This idea has been successfully employed in
[56, 57].
Such inexpensive, approximate models can be formally constructed using reduced-order
modeling strategies [18], or less-rigorously by coarsening the spatio-temporal discretization
of the governing PDEs or increasing the allowable error if iterative solvers are used for the
solution of the system of algebraic equations. As it has also been demonstrated in [57],
it is not important that the solutions of the approximate solver deviate significantly from
the reference, but it suffices that they exhibit some sort of dependence in the sense to be
explained in the sequence. For clarity of the presentation we assume that the approximate
model consists of a coarsened discretization of the governing PDEs, and the utility function
evaluated by this solver is denoted by Uc(θ,d). In contrast, the utility function of the
reference/fine solver with the desired discretization is denoted by Uf (θ,d). The goal is to
sample from pif (θ,d) ∝ Uf (θ,d)p(θ)1D(d) as in Equation (2.2). An important observation
to be made is that only the last distribution of the sequence has to depend explicitly on
the most accurate utility function. The ideas presented can be readily generalized to a
sequence of approximate models with increasing resolution, something that might be desired
in practical cases where it is not a priori known what the appropriate resolution should be.
In order to make use of the information furnished by the approximate solver, we first
define a sequence of distributions which employ Uc(θ,d) as follows:
piγˆ(θ,d) ∝ U γˆc (θ,d)p(θ)1D(d), γˆ ∈ [0, 1]. (2.9)
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The target density which is obtained for γˆ = 1 is pic(θ,d) ∝ Uc(θ,d)p(θ)1D(d). Sampling
from this sequence of distribution can be achieved using the adaptive SMC scheme of Table 1.
It is important to note that due the reduced cost associated which each evaluation of Uc the
overall expense is generally much lower than trying to sample from pif . Once a particulate
approximation of pic has been obtained, we propose operating on the following sequence:
piγ˜(θ,d) ∝ U1−γ˜c (θ,d)U γ˜f (θ,d) p(θ)1D(d), γ˜ ∈ [0, 1] (2.10)
which for γ˜ = 1 recovers the target density pif (θ,d). The adaptive SMC scheme of Table
1 can be readily with a slight change in the Reweighing step where the updated weights of
Equation (2.7) are now given by:
w(i)s (γ˜s) = w
(i)
s−1
piγ˜s(θ
(i)
s−1,d
(i)
s−1)
piγ˜s−1(θ
(i)
s−1,d
(i)
s−1)
= w(i)s−1
Uf (θ(i)s−1,d(i)s−1)
Uc(θ(i)s−1,d
(i)
s−1)
∆γ˜s (2.11)
where ∆γ˜s = γ˜s − γ˜s−1. This reweighing has to be performed for all intermediate steps
s = 1, . . . , S and since evaluations of the expensive utility Uf are required at each iteration
(and each particle), the overall cost is proportional to S. The expression above implies that
the second sequence of distributions is used to “correct” the inferences produced using the
approximate solver. It is critically important to point out, that the correction required does
not depend on the difference Uf − Uc but rather on the variability of the ratio Uf/Uc over
the (θ,d) space. Hence if the regions of high-probability of pic (i.e. the regions where Uc
is high) coincide with the high-probability regions under Uf very few (potentially only one)
iterations would be needed. The role of the approximate solver is to steer the sampling
at regions of interest at a fraction of the cost. Good approximate solvers are therefore
those for which the ratio Uf/Uc is as close to a constant as possible over the (θ,d) space.
Note that this can be achieved even if Uf − Uc is large. We demonstrate in section 2.3
the reduction in computational cost that can be achieved. Furthermore, if a sequence of
increasingly expensive solvers is utilized additional sequences of distributions as in Equation
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(2.10) can be defined. If the corresponding densities do not change, the analyst has the
option of terminating the sampling. Finally in the case of state augmentation of Equation
(2.3), the approximate solver(s) can be readily used at each n by defining two sequences as
in Equation (2.9) and Equation (2.10).
2.3 Numerical examples
Both problems examined in this chapter involve random heterogeneous materials in the
context of steady-state heat diffusion with a governing PDE:
−∇ ·
(
λ(x)∇T (x)
)
= f(x), x ∈ Ω. (2.12)
The conductivity field λ(x) and/or input f(x) depend on the vector of uncertainties θ and
design variables d. As a result the solution field T (x) will also implicitly depend on (θ,d).
The finite element method is employed for the discretization of the aforementioned equations
leading to the usual system of linear algebraic equations:
K(θ,d) T = F (d). (2.13)
The random variables θ parameterize the conductivities in a manner to be specialized in
each of the examples below along with the boundary conditions.
Before embarking in the presentation of the results, it is worth providing some details
on the MCMC kernels used in the Rejuvenation step of the adaptive SMC sampling scheme
(Table 1). In particular we employ a Metropolis-within-Gibbs [83] or component-wise Hast-
ings [13] sampler for the θ and d coordinates separately i.e. we sample from the conditionals
piγs(θ|d) ∝ Uγs(θ,d)p(θ) and piγs(d|θ) ∝ Uγs(θ,d)1D(d) respectively (from Equation (2.2)).
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Since the latter are analytically unavailable we employ a Metropolis-adjusted Langevin al-
gorithm (MALA, [13]), which for updating the θ-coordinates of a particle i, from θ(i)s−1 to
θ(i)s requires:
θ(i)s = θ
(i)
s−1 +
σ2θ
2 ∇θ log piγs(θ
(i)
s−1|d(i)s−1) + σθZ(i)s−1 (2.14)
where Z(i)s−1 a vector of i.i.d Gaussian random variables Z
(i)
s−1 ∼ N (0, I). The aforementioned
proposal was augmented with the standard Metropolis accept/reject step [63]. Two observa-
tions are in order. Firstly, application of this scheme requires the calculation of derivatives
of the utility function U . Due to its dependence on the solution vector of Equation (2.13) (in
a manner to be made specific in the ensuing examples), this entails differentiation of T (θ,d)
or the use of adjoint methods. It is noted that such derivatives are also used in deterministic
topology optimization schemes [47, 108]. Secondly, the parameter σθ controls the variance
of the random noise. In the simulations performed its value was adjusted at each step of the
SMC scheme so as to ensure an acceptance ratio between 50% and 80% [85]. Subsequently,
and in order to update the d-coordinates of a particle i, from d(i)s−1 to d(i)s , we employ a
MALA scheme:
d(i)s = d
(i)
s−1 +
σ2d
2 ∇d log piγs(d
(i)
s−1|θ(i)s ) + σdZ˜
(i)
s−1 (2.15)
where Z˜(i)s−1 ∼ N (0, I). The free parameter σd is also adaptively adjusted so as to ensure an
acceptance rate between 50% and 80%.
2.3.1 Designing random heterogeneous materials
This problem is inspired by deterministic topology optimization (as in [108]). The problem
domain Ω is the unit square [0, 1]2 and Dirichlet and Neumann boundary conditions are
prescribed as in Figure 2.1. The heat source density is assumed constant f(x) = 1 as in
[108]. Typically in deterministic topology optimization the problem is posed as:
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Deterministic topology optimization: Given two materials with (significantly) dif-
ferent conductivities λ1 and λ2 (the values 1 and 0.01 were used in this study) which are to
be used with volume fractions V1 and V2 (such that V1 + V2 = 1), find the spatial distribution
of the two phases that minimize J =
∫
f(x)T (x) dΩ ≈ F TT (the latter objective is referred
to as minimum compliance objective in solid mechanics [47]).
Ω
Γ
D
Γ
N
Γ
N
Γ
N
Figure 2.1: Configuration for the problem described in section 2.3.1, taken
from [108]. Dirichlet boundary conditions are T = 0 on the
boundary ΓD = [0.25, 0.75] and Neumann boundary conditions
are −λ(∂T/∂n) = 0 on the boundary ΓN .
In this work, we reformulate the problem for random heterogeneous materials. In partic-
ular we consider a composite made up of these two phases with:
λ(x) =

λ1, x ∈ phase 1.
λ2, x ∈ phase 2.
(2.16)
It is further assumed that λ(x) is a random field whose first-order distribution is fully defined
by the volume fractions, i.e. Pr[λ(x) = λ1] = V1 and Pr[λ(x) = λ2] = V2 = 1 − V1. Hence
the conductivity at each x ∈ Ω (or each pixel in the discretized case) is a binary random
variable. Clearly, optimizing with respect to λ(x) and using
∫
f(x)T (x) dΩ as an objective
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function is meaningless as they are both random. A viable set of design variables d (given
V1 and V2) consists of the higher-order statistics of the random field. More concretely, we
consider conductivity random fields defined by a mapping from a zero-mean, unit variance
Gaussian random field g(x) [12, 84] as follows:
λ(x) = λ1 + (λ2 − λ1)Φ
(
g(x)− µ

)
(2.17)
where Φ(·) is the standard normal cumulative distribution function 2. The threshold µ is
selected in order to ensure the desired volume fractions. In this study, for V1 = V2 = 0.5,
the value µ = 0 was used. The higher order statistics of the conductivity field are therefore
determined by the covariance function of the Gaussian field g(x) [84, 106]. We consider a
spectral representation of a statistically homogeneous Gaussian random field with respect to
its power spectral density Sg(ω1, ω2) [91] 3:
g
(
x = (x1, x2)
)
=
√
2
N1−1∑
n1=0
N2−1∑
n2=0
(
An1,n2 cos(ω1,n1x1 + ω2,n2x2 + φn1,n2)
+ A˜n1,n2 cos(ω1,n1x1 − ω2,n2x2 + φ˜n1,n2)
)
(2.18)
where ω1,n1 = n1∆ω1 = n1
ω1,max
N1
, ω2,n2 = n2∆ω2 = n2
ω2,max
N2
, 4
An1,n2 =

√
1
2Sg(ω1,n1 , ω2,n2)∆ω1∆ω2 if n1 = n2 = 0,√
Sg(ω1,n1 , ω2,n2)∆ω1∆ω2 if n1 = 0, n2 > 0 or n1 > 0, n2 = 0,√
2Sg(ω1,n1 , ω2,n2)∆ω1∆ω2 otherwise,
(2.19)
A˜n1,n2 =

√
1
2Sg(ω1,n1 ,−ω2,n2)∆ω1∆ω2 if n1 = n2 = 0,√
Sg(ω1,n1 ,−ω2,n2)∆ω1∆ω2 if n1 = 0, n2 > 0 or n1 > 0, n2 = 0,√
2Sg(ω1,n1 ,−ω2,n2)∆ω1∆ω2 otherwise,
(2.20)
and φn1,n2 , φ˜n1,n2 are random phase angles uniformly distributed in [0, 2pi].
2A very small  is used so that Φ approximates a Heaviside function at µ. In this study  = 0.001.
3The power spectral density is the Fourier transform of the autocovariance function.
4The upper-cutoff frequencies effectively determine the scale of heterogeneity.
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Given the expressions above, the following parameterization is adopted:
• Random variables: θ = {φn1,n2 , φ˜n1,n2}N1−1,N2−1n1,n2=0 of dimension N1N2, and uniformly
distributed in [0, 2pi] with p(θ) =
(
1
2pi
)N1N2 .
• Design variables: d = {Sg(ω1,n1 , ω2,n2)}N1−1,N2−1n1=0,n2=−(N2−1) of dimension (2N2 − 1)N1. It is
noted that since we consider unit variance Gaussian fields, the power spectral density
must integrate to 1. This imposes a constraint on the sum of the design variables. An
additional constraint is that Sg(ω1,n1 , ω2,n2) > 0, ∀n1, n2.
The objective function J(θ,d) =
∫
f(x)T (x) dΩ ≈ F TT used in deterministic topology
optimization formulations, will now be a random variable due to its dependence on the
random spatial distribution of conductivities. The two extreme values it attains are ∼ 10−3
when λ(x) = λ1 = 1, ∀x ∈ Ω and ∼ 10−1 when λ(x) = λ2 = 0.01, ∀x ∈ Ω. The utility
function we employ is:
U(θ,d) =

1 if J(θ,d) 6 J0 = 2.5× 10−3,
e−c(J(θ,d)−J0) if J(θ,d) > J0 = 2.5× 10−3.
(2.21)
For a large c (the value c = 104 was used in this study) the aforementioned utility function
approximates the Heaviside function at J(θ,d) = J0. As a result the expected utility Uˆ(d)
(Equation (2.1)) represents the probability that J is less than the threshold J0. Hence, the
formulation of the problem in the stochastic topology optimization framework proposed is:
Stochastic topology optimization: Given two materials with (significantly) different con-
ductivities λ1 and λ2 (the values 1 and 0.01 were used in this study) which are to be randomly
distributed with volume fractions V1 = V2 = 0.5, find the random spatial distribution as pre-
scribed by the design variables d above, that maximize the probability that J(θ,d) is less than
a prescribed threshold J0.
20
In order to provide insight to the goals and results of the stochastic topology optimization
proposed, we first consider a simplified power spectral density given by:
Sg(ω1, ω2) =
b1b2
4pi exp
−(b1ω12
)2
−
(
b2ω2
2
)2 . (2.22)
The corresponding autocovariance Cg(∆x1,∆x2) and Fourier transform pair with Sg is given
by:
Cg(∆x1,∆x2) = exp
(
−
(
ω1
b1
)2
−
(
ω2
b2
)2)
(2.23)
where the role of b1 and b2 can be clearly seen as the correlation lengths in the two dimensions.
We are assuming the form of Equation (2.22) for the spectral density reduces the design
variables to two, i.e. d = (b1, b2). In the simulations performed, N = 100 particles were used
and the range of values of the design variables examined was D = [0.005, 0.05]× [0.005, 0.05].
We employed ∆ω1 = ∆ω2 = 2pi and N1 = N2 = 64 in Equation (2.18). Figure 2.2 depicts
the particle locations with respect to the design variables with n = 1 and n = 2 state
augmentations. The former implies sampling in 8, 192+2 = 8, 194 dimensions and the latter
in 16, 384 + 2 = 16, 386 dimensions (where 8, 192 is the dimension of the uncertainties θ in
Equation (2.18)). As it can be clearly seen the maximum utility is attained for b∗1 ≈ 0.015 <
b∗2 ≈ 0.045.
The result of the deterministic topology optimization is shown in Figure 2.3(a) [108]. The
high-conductivity material is depicted with black (λ1 = 1) and mostly occupies the region
under the boundary ΓD where Dirichlet boundary conditions are specified. Thick or thin
clusters of the phase 1 emanate from ΓD over the whole domain in order for the energy
introduced by the heat source f(x) (Equation (2.12)) to permeate throughout Ω, ensuring a
low value of the objective. Obviously such realizations (as in Figure 2.3(a)) are inconsistent
with a statistically homogeneous random field λ(x) prescribed in the stochastic optimization
framework. For example it is clear that the volume fraction of the black phase is close to 1
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(a) n = 1: Sampling in 8, 192 + 2 dimensions
adaptiveSMC
0.01 0.02 0.03 0.04 0.05
b2
0.01
0.02
0.03
0.04
0.05
b1
(b) n = 2: Sampling in 16, 384 + 2 dimensions
Figure 2.2: Particles {d(i) = (b(i)1 , b(i)2 )}N=100i=1 for the stochastic topology op-
timization problem using the spectral density of Equation (2.22)
near ΓD and drops to zero far away. The proposed framework however allows one to control
microstructures by controlling the statistics of their random distribution (in this case through
Sg). Hence the composite is always random and its first-order distribution (as expressed by
the volume fractions) is always the same. Figures 2.3(b)-2.3(c)-2.3(d) depict three realiza-
tions of the random medium generated by the optimal b∗1, b∗2 identified in Figure 2.2(b). It can
be clearly seen that the optimal random microstructures are statistically anisotropic. As it is
perhaps expected from the result of the deterministic topology optimization (Figure 2.3(a))
and since b2 > b1 (Figure 2.2), the optimal random composite exhibits higher connectivity
in the vertical direction x2 than in the horizontal x1.
We also considered the general case, where the design variables consist of the values
of the Sg at the frequencies in Equation (2.18), i.e. d = {Sg(ω1,n1 , ω2,n2)}N1−1,N2−1n1=0,n2=−(N2−1)
The simulations were carried out with N = 100 particles and n = 5 state augmentations
(Equation (2.3)). Since the design variables d represent the power spectral density Sg, the
particulate approximations (i.e. particle values d(i) and weights W (i)) were used to estimate
the expected value of Sg as in Figure 2.4(a). The corresponding autocovariance function Cg
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(a) Results from deterministic
topology optimization
(b) Realization 1 (c) Realization 2 (d) Realization 3
Figure 2.3: (a) Result of deterministic topology optimization, taken from
[108] (Copyright c©2009 Society for Industrial and Applied Math-
ematics.) (b), (c), (d) Sample realizations obtained from the
proposed stochastic topology optimization scheme. All results
correspond to a 70 × 70 grid. The high-conductivity material is
depicted in black (λ1 = 1).
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is depicted in Figure 2.4(b). It is noted that the latter is different from the autocovariance
Cλ of the resulting binary field λ(x) in Equation (2.17). It can be established [60] that for
this particular example with volume fraction 50% (and for → 0 in Equation (2.17)):
Cλ(∆x1,∆x2) =
(λ2 − λ1)2
2pi arcsinCg(∆x1,∆x2). (2.24)
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(b) Autocovariance
Figure 2.4: (a) Average power spectral density Sg(ω1, ω2) found by aver-
aging over the particles i.e. ∑Ni=1W (i)d(i) (Equation (2.18) for
N1 = N2 = 10 and ω1,max = ω2,max = 20pi) (b) Corresponding
autocovariance Cg(∆x1,∆x2) for various separations (∆x1,∆x2),
found by taking the Fourier transform of Sg(ω1, ω2) in (a)
Figures 2.5(a)-2.5(b)-2.5(c) depict three realizations of the random medium generated by
the optimal Sg shown in Figure 2.4(a) through the mapping of Equation (2.17). It is noted
that the average Sg corresponding to a uniform distribution on the design variables gives rise
to random checkerboards, i.e. realizations that exhibit zero correlation. The realizations of
Figures 2.5(a)-2.5(b)-2.5(c) however exhibit strong correlation patterns. In particular it is
noted that the black phase (high conductivity) exhibits connected paths, particularly in the
vertical direction (x2). This is also verified in Figure 2.6 where the lineal-path functions of the
black phase for various separations in the directions x1 (horizontal) and x2 (vertical) have
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been calculated. In the pixelized version, the lineal-path function L(∆x) [106] expresses
the probability that a line of pixel-length ∆x lies wholly on the black phase. It can be
readily calculated using the spectral density Sg (Figure 2.4(a), or the autocovariance (Figure
2.4(b)) of the underlying Gaussian field in Equation (2.17). As in the previous simplified
scenario (Figure 2.3), the optimal random microstructure is statistically anisotropic and
exhibits higher connectivity in the vertical direction x2 than in the horizontal x1.
(a) Realization 1 (b) Realization 2 (c) Realization 3
Figure 2.5: Sample realizations obtained from the spectral density of Figure
2.4(a) found by the proposed stochastic topology optimization
scheme. All results correspond to a 70 × 70 grid. The high-
conductivity material is depicted in black (λ1 = 1).
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Figure 2.6: Lineal path functions in the directions x1 and x2 for various sep-
arations ∆x1 or ∆x2. These are compared with the linear path
function of a random checkerboard, i.e. with no correlation.
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2.3.2 Design/Control of random heterogeneous materials
The goal of this problem is to optimally select the input in a random system described by
a heterogeneous medium so as to maximize an expected utility related to the response. In
particular we consider the rectangular domain Ω = [−1, 1]× [0, 1] of Figure 2.7, where T = 0
on the right boundary ΓD, −λ(x)(∂T (x)/∂n) = 0 on the top and bottom boundaries ΓN1
and −λ(x)(∂T (x)/∂n) = q on the left boundary ΓN2 .
Σ
T target
ΓN2
ΓN1
ΓD
Figure 2.7: Configuration of the problem described in section 2.3.2
The design variables d in this problem parameterize the imposed flux q on the left
boundary ΓN2 . We consider several utility functions that relate to the temperature profile
T Σ along the vertical line Σ located at x1 = 0 [112]. The random variables θ parameterize
the random conductivity field λ(x). In particular we consider a statistically homogeneous
λ(x) defined through a zero-mean Gaussian field g(x) as:
λ(x;θ) = eg(x). (2.25)
The autocovariance C(∆x1,∆x2) of g(x) is prescribed as:
C(∆x1,∆x2) = exp
(
−∆x
2
1 + ∆x22
x20
)
. (2.26)
26
The value of x0 = 0.2 for the correlation length was used in this study. In order to obtain a
resolution-independent representation of g(x) we employed a Karhunen-Loève expansion:
g(x) =
nθ∑
i=1
θi
√
µiφi(x) (2.27)
where the eigenvalues µi and eigenfunctions φi(x) of the autocovariance can be calculated
semi-analytically as in [42]. The series was truncated at nθ = 1, 000 which was found to
represent 95% of the variance of g(x). The corresponding 1, 000 standard normal variates θi
represent the random variables θ in this problem. Figure 2.8 depicts a sample realization of
λ(x) obtained from Equations (2.25) and (2.27).
 0.1
 1
 10
Figure 2.8: Sample realization of the conductivity field λ(x) prescribed in
Equations (2.25) and (2.27)
One design variable – Bimodal expected utility
In this example we consider a constant flux on the left boundary ΓN2 and therefore a single
design variable. The utility function employed was:
U(θ,d) = exp
−‖ T Σ − T (1)target ‖22σ2
+ 6 exp
−‖ T Σ − T (2)target ‖22σ2
 . (2.28)
Each of the terms in the sum above provide a measure of the difference between the tem-
perature profile T Σ along Σ (see Figure 2.7) and some target values T (1)target and T
(2)
target.
27
00.04
0.08
0.12
0.16
ud
0 20 40 60 80
d
Figure 2.9: Particles {d(i)}N=1,000i=1 and corresponding histogram. The latter
is proportional to the expected utility Uˆ(d) of the problem de-
scribed in section 2.3.2.
Hence we seek the imposed flux so that the temperatures T Σ are as close as possible to the
prescribed targets. It is noted that T Σ depends on θ and d but this has been omitted for
notational economy. The reason two target profiles were selected is to assess whether the
proposed scheme can correctly identify more than one local maxima of the expected utility.
It is finally mentioned that the value σ = 5 was used and the target temperature profiles
were constant along Σ and equal to 35 and 75 respectively.
Figure 2.9 depicts the d coordinates of the particles and their histogram which is propor-
tional to the expected utility Uˆ(d) (Equation (2.1)). This simulation was performed with
N = 1, 000 particles and entailed sampling in nθ +nd = 1, 000 + 1 = 1, 001 dimensions. The
algorithm can clearly identify and populate the two modes which correspond to two distinct
local maxima of the expected utility, despite the high-dimensionality of the sampling space.
The same utility function was used and state augmentation was employed in order to test
the capability of the algorithm to zoom in the global maximum. Figure 3.8 depicts particles
and expected utilities with n = 1, n = 3 and n = 5 state augmentations as in Equation
(2.3). It is clearly seen that the global maximum is identified.
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Figure 2.10: Particles {d(i)}N=1,000i=1 and corresponding histograms for num-
bers n = 1, 3, 5 state augmentations for the utility function of
Equation (2.28)
Two design variables – Unimodal expected utility
In this problem we increase the design variables to two i.e. d = (d1, d2). In particular it
is assumed that d1 represents the flux on the upper half of ΓN2 and d2 at the lower. The
following utility function was used:
U(θ,d) = exp
(
−‖ T Σ − T target ‖
2
2σ2
)
(2.29)
and the target temperature profile was taken constant and equal to 35. Figure 2.11 depicts
the d-coordinates of N = 100 particles that were used to solve this problem without (n = 1)
and with state augmentation (n = 5). These runs entailed sampling in 1, 002 and 5, 002
dimensions respectively. An interesting observation arising from these results is that the
maxima of the expected utility seem to be attained for d1 + d2 = 20. This is more clear in
Figure 2.11(b) and provides physical insight into the sensitivity of the random system to the
input d. In particular, it appears that the total flux (i.e. d1 + d2) controls the temperature
profile along Σ.
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Figure 2.11: Particles {d(i)}N=100i=1 for the utility function of Equation (2.29)
Multi-resolution analysis
The goal of this last example is to illustrate the potential of significant computational savings
by employing approximate models in the manner explained in section 2.2.2. In particular, we
consider a two-resolution approach where the role of the approximate model is played by a
finite element solver with a coarse resolution. Our coarse/approximate model consists of 200
triangular finite elements and our reference/fine solver of 800 finite elements (in both cases
uniform meshes were used). The comparisons in terms of computational cost are expressed
in terms of the (equivalent) number of calls to the finer (most expensive) solver. In this
problem, the cost of the coarse solver is much less and corresponds to 1/64 calls to the fine
solver. Our goal is to use the former in order to expedite the sampling and reduce the overall
number of calls to the latter solver.
We consider a single design variable d (representing the flux on ΓN2) and the utility
function of Equation (2.29). The cost of the reference solution which employs only the fine
solver and the advocated adaptive SMC scheme is 7, 200 calls. The result of this simulation
in terms of the d-coordinates of the N = 100 particles used and the expected utility Uˆ(d)
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Figure 2.12: Particles {d(i)}N=100i=1 and corresponding histogram. The latter
is proportional to the expected utility Uˆ(d) in section 2.3.2.
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Figure 2.13: Each circle corresponds to (Uc(θ,d), Uf (θ,d)) (given by Equa-
tion (2.29)) evaluated using the coarse and fine solvers for the
same (θ,d) values each time.
are depicted in Figure 2.12.
Figure 2.13 compares the value of the utility function (Equation (2.29)) calculated for
the same θ and d values using the coarse i.e. Uc and fine, i.e. Uf solvers (section 2.2.2). It
can be seen that the coarse model underestimates Uf and in absolute terms provides a poor
approximation. Furthermore one observes a significant scatter which clearly implies that Uc
cannot uniquely predict Uf .
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In the proposed framework however, as explained in section 2.2.2, it suffices that the
output Uc of the coarse/approximate model is correlated with Uf in order to achieve compu-
tational savings. We employed the two sequences of distributions as in Equation (2.9) and
Equation (2.10). The first allows us to estimate the maxima of the coarse/approximate ex-
pected utility and requires only calls to the inexpensive/coarse solver. The d-coordinates and
the estimated expected approximate utility are depicted in Figure 2.14 (blue line – “coarse”).
The cost of obtaining this result with N = 100 particles was equivalent to 138 calls to the
fine/expensive solver. Obviously the result differs from the expected fine/reference utility
(red line – “fine” in Figure 2.14). Using this distribution as the starting point for sampling
from the second sequence of distributions in Equation (2.10), which requires calls to the
coarse and fine solvers, ultimately leads to the result depicted in Figure 2.14) (green line –
“coarse+fine”). The cost of sampling from this second sequence was equivalent to 717 runs
of the most expensive solver. Hence even though the total cost was 138 + 717 = 955 runs,
i.e. a reduction by a factor of 7, the result obtained practically coincides with the reference
solution.
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Figure 2.14: Particles {d(i)}N=100i=1 and corresponding histograms obtained us-
ing only the fine solver (red), only the coarse solver (blue) ,and
a combination of coarse and fine solvers (green) as in the se-
quences of Equation (2.9) and Equation (2.10).
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The efficiency gain by utilizing the approximate model was also tested for the utility
function of Equation (2.28). As it can be seen in Figure 2.15, which compares Uc and Uf ,
the coarse solver provides a very poor approximation of the output of the fine solver in terms
of Uf . It is also noted that the quality of the approximation seems to deteriorate for large
utility function values which are of interest.
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Figure 2.15: Each circle corresponds to (Uc(θ,d), Uf (θ,d)) (given by Equa-
tion (2.28)) evaluated using the coarse and fine solvers for the
same (θ,d) values each time.
Figure 2.16 compares the accuracy of the sampling with N = 1, 000 particles. It is
noted that the cost of using exclusively the fine solver (red line – “fine”) is equivalent to
57, 000 runs whereas the total cost of employing the coarse and fine solver in the manner
explained in section 2.2.2 is 25, 500 runs. Even though the computational savings achieved
(a factor of 2) are not as striking as in the previous case, it is still significant, particularly
when considering the poor correlation between the two outputs in Figure 2.15. The expected
utilities estimated exhibit negligible differences (red and green lines in Figure 2.16) despite
the presence of two modes.
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Figure 2.16: Particles {d(i)}N=1,000i=1 and corresponding histograms obtained
using only the fine solver (red), only the coarse solver (blue),
and a combination of coarse and fine solvers (green) as in the
sequences of Equation (2.9) and Equation (2.10).
2.4 Conclusions
A critical task in the context of random heterogeneous materials involves their design and
the optimization of their response/behavior/performance. An embarrassingly parallelizable
sampling scheme is discussed that is capable of dealing with systems with high-dimensional
vectors of uncertainties and design variables. An efficient adaptive SMC scheme is proposed
that can efficiently populate regions of the design space where the expected utility function
attains its maxima. The proposed framework allows the principled utilization of approxi-
mate models in order to achieve further reduction in computational cost and enables the
multi-resolution analysis of such problems. A possible extension involves the utilization of
statistical regression techniques to identify the relation between the approximate and the
reference models that could lead to more efficiency gains.
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CHAPTER 3
REDUCED ORDER MODEL TRACKING AND INTERPOLATION TO
SOLVE PDE-BASED BAYESIAN INVERSE PROBLEMS
Abstract
This chapter presents a computationally efficient probabilistic framework that enables the
identification of model parameters from noisy measurements of the response. We consider
transient PDE-based models, where the parameters correspond to physical properties. An
efficient and reliable procedure for estimation of those unknown parameters is pursued. The
proposed framework uses a Bayesian approach, an efficient Sequential Monte Carlo sampling
scheme, and adaptive reduced order models. The Bayesian approach has several advantages
including the ability to provide not only point estimates of the quantities of interest, but
also measures of credibility and robustness concerning those estimates. The associated Se-
quential Monte Carlo method sampling scheme is embarrassingly parallelizable, as well as
efficient in terms of the number of calls to the forward solver (e.g. a finite element code)
used in evaluating the likelihood function. We propose to use a reduced order model (ROM)
adaptation procedure where projection-based ROMs are seen as points on a certain Rie-
mannian manifold and are “tracked” and interpolated during the sampling process using a
database of precomputed ROMs. This approach ensures that an appropriate ROM is used
for the likelihood evaluation in every region of the parameter space, thus leading to both
significant computational savings and improvements in accuracy. Using numerical examples,
we illustrate the capabilities of the proposed framework, and show that it leads to quality
estimates with a quantified predictive uncertainty.
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3.1 Introduction
The dimension of Computational Science and Engineering (CSE) involving the rigorous and
principled quantification of uncertainty (concerning predictive abilities of computer models
or simulations, vis-à-vis their real world counterparts) is an area of investigation receiving
considerable attention within the modern scientific literature [73]. When approaching the
problem of uncertainty quantification (UQ) in CSE, it is inevitable that computational de-
mands grow; as compared with more traditional approaches involving deterministic strategies
for simulation. One important class of approaches supporting UQ in CSE involves Monte
Carlo strategies [63]. It is one version within the Monte Carlo approaches that is considered
in the present work, and more thoroughly described later herein. The inherent computational
demands that accompany Monte Carlo strategies motivates the development of a reduced
order modeling (ROM) framework that is expedient within contexts involving a Bayesian
description of the underlying uncertain system considered. Application of this ROM frame-
work within a Bayesian context, to enable UQ with Monte Carlo simulation, is the major
contribution of the present work.
The proposed ROM framework adopts a strategy wherein the numerical description of a
computational analog to a real world system is projected onto a suitably selected subspace,
such that the resulting system is much less computationally demanding to solve than the
original, unprojected system. Such projection schemes are not new, and the interested reader
is directed to [74], and references therein, for a helpful survey of the salient literature. While
such projection schemes for ROM construction can yield very good results in practically
useful engineering situations [75, 15], robustness can sometimes be an issue when details
of subsequent model definitions deviate from the underlying assumptions adopted during
the initial ROM construction. This is an important shortcoming to consider when seeking
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to apply projection-based ROM strategies to ameliorate computational demands accompa-
nying the application of Mote Carlo strategies in support of UQ. Inevitably, Monte Carlo
approaches will require the consideration of a simulation instance that falls outside of the
the parameters considered within the initial ROM construction context; thus calling into
question the accuracy of any resulting models. However, It is possible to consider strategies
for “interpolating” among a database of selected projection operators, as a means for easing
such concerns.
Again, such “interpolation” strategies for projection-based ROM construction are not
new, and a recent contribution to the literature [26] furnishes an excellent summary of re-
cent activity on this front. However, there are two important works that are not included
in that survey of the literature, and these are described now. Amsallem et al. extend their
earlier approach for “interpolating” ROM bases (by following geodesics on the Grassmann
manifold, whose elements are represented within the orthogonal Stiefel manifold, via inter-
polation within the tangent space [6]) for use in a special, but perennially useful case in
structural dynamics where the system is not forced [5]. Within this particular context, it
then becomes possible to “interpolate”, directly, the linear ROM operators themselves (not
simply interpolating the ROM bases.) In such a case, the Riemannian manifold of interest
is merely the space of all symmetric positive definite matrices, and so, in many ways, the
details concerning the proposed “ROM interpolation” are simpler to implement than the
“ROM basis interpolation” proposed earlier by these same investigators [6]. Of course, this
direct ROM interpolation is only possible in restricted contexts, and so the present work
adopts the more robust, earlier approach of Amsallem et al. [6].
Another very important work to mention is the recent contribution [16]: wherein a re-
duced basis approach [3, 72, 71, 79, 80, 66] is adapted for variational problems whose defining
coefficients are stochastic. In this recent work, the investigators develop rigorous a poste-
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riori estimates for the statistical outputs of the uncertain variational problem, and thus
enable a robust and reliable approach for quantifying uncertainty regarding a specific class
of problems: those whose parameterization of the weak form is expressible as the sum of
parameter dependent functions and parameter independent forms [16]. For other classes of
problems (e.g. where parameter dependence is nonlinear), this approach will not be robust,
thus motivating the currently proposed approach to ROM enabled UQ.
The present chapter is concerned with the identification of salient model parameters
(serving to describe an engineering system of interest) by solving a stochastic inverse problem
whose ground truth condition emanates from sparse, noisy system response measurements. A
Bayesian context is adopted, and the resulting posterior distribution of the unknown model
parameters is sampled from, dependently, using Monte Carlo strategies, to be described in the
sequel. Examples using this stochastic, Bayesian approach can be found in [109, 67, 64, 62].
It is within this setting that reduced order model tracking and interpolation strategies will be
employed to ease the computational demands associated with repeated calls to high fidelity
computational simulations required as part of an evaluation of the likelihood; as needed
within the Bayesian framework of our inverse problems. The novelty of the present work rests
in the demonstration of the potential for accelerating inverse solution times when quantifying
uncertainty in model parameter identification problems. By employing ROM tracking and
interpolation, in conjunction with Sequential Monte Carlo Sampling, considerable reduction
in solution times are enjoyed.
We begin by describing the current problem formulation in Section 3.2: both in terms of
the uncertain system considered, and the form of the underlying stochastic inverse problem.
Section 3.3 goes on to describe the important details concerning adaptive sequential Monte
Carlo approaches adopted in the work, in addition to furnishing a description of the ROM
tracking and interpolation approach employed herein. Section 3.4 develops two example
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problems used to demonstrate the current approach, and subsequent conclusions are drawn
in Section 3.5.
3.2 Problem formulation
We consider a time-dependent system described by a system of partial differential equations
defined on Rd × R+, d = 1, 2, 3 being the number of spatial dimensions:
L(u(x, t;θ);θ) = 0.
The differential operator L and the system response u(x, t;θ) are both dependent on a set
of P model parameters of interest θ = (θ1, . . . , θP ). We aim to determine these parameter
values from sparse, noisy measurements of the system response uobsi,j at various locations xi
and times tj.
We will assume a linearly additive noise model for the measurements, of the form
uobsi,j = uFEi,j (θ) + ηi,j (3.1)
where uFEi,j (θ) is some assumed suitable deterministically modeled response at location i and
time j, as instantiated by the collection of model parameters θ. It will be assumed that the
noise values at theM spatio-temporal points i, j are independent and identically distributed
(i.i.d.) from a zero-mean normal distribution of variance σ2, implying the following form of
the marginal likelihood:
f
(
uobsi,j |θ
)
= 1
σ
√
2pi
exp
(
− 12σ2
∥∥∥uobsi,j − uFEi,j (θ)∥∥∥2
)
.
Denoting by yobs =
{
uobsi,j
}
the set of M observed measurements and exploiting the i.i.d. as-
sumption, the global likelihood is given by
f
(
yobs|θ
)
= 1
(σ
√
2pi)M
exp
(
− 12σ2
∑
i,j
∥∥∥uobsi,j − uFEi,j (θ)∥∥∥2
)
. (3.2)
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The likelihood function describes the probability of having observed a specific sequence of
values yobs for a given set of parameters θ.
Maximum Likelihood Estimation (MLE) can be performed to find the parameters that
maximize the probability of having observed the measured values. Gradient-based optimiza-
tion and regularization techniques are mainly used towards this goal, generally by maximizing
the logarithm of the likelihood; thus resulting in a single estimated value of a local maximum.
A Bayesian approach is adopted herein, which leads not only to a point estimate of the pa-
rameters of interest but also a probability distribution [82, 39]; thus enabling one to identify
the different maxima, while at the same time providing valuable measures of sensitivity and
robustness concerning those values. We stress here the important change of paradigm, as a
component from the parameter vector θ is now seen as a random variable, of which its con-
ditional distribution, given the data, is to be inferred. By attributing a prior distribution to
the model parameters and applying Bayes’ Theorem, we obtain their posterior distribution;
which enables one to quantify the uncertainty concerning the parameter values.
The application of the aforementioned Bayes’ Theorem enables one to uncover the de-
sired posterior distribution of the parameters given the acquired data, thus providing the
“solution” to the inverse problem
pi
(
θ|yobs
)
∝ f
(
yobs|θ
)
pi(θ) (3.3)
where pi(θ) is the so-called prior distribution, encapsulating any available prior information
concerning the parameters. If no information is readily available beforehand, a uniform or
a more robust non-informative prior can still be used [55]. In problems in which data are
collected sequentially, the posterior with the previous data can be readily used as the prior
for the subsequent data points. Note that by taking the logarithm of the previous relation,
the prior can also be interpreted as a classical Tikhonov regularization term [54]. Specific
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prior choices will be discussed in section 3.4.
Now that the Bayesian framework was discussed, one can argue for a prior model on
the noise standard deviation σ corresponding to observation and model errors. Usually, a
Gamma prior with parameters a, b is adopted for the precision σ−2. With this choice, the
standard deviation σ can be analytically integrated out from the global likelihood (3.2), thus
leading to a new global likelihood expression, taking the form of a Student’s t-distribution:
f
(
yobs|θ
)
=
Γ(a+ M2 )b
a
Γ(a)(2pi)M2
(
b+ 12
∑
i,j
∥∥∥uobsi,j − uFEi,j (θ)∥∥∥2
)−(a+M2 )
. (3.4)
This expression of the global likelihood (3.4) is to be used instead of (3.2) when the noise
standard deviation σ is unknown, relating to the use of the Student’s t-distribution for robust
inference in applied statistics.
The systems of interest are considered complex in the sense that the posterior distribution
pi
(
θ|yobs
)
is not known explicitly, as it can only be evaluated for a particular θ, up to
a constant multiplicative factor, with a call to a potentially costly deterministic forward
solver (e.g. finite element codes). The number of calls to such a solver, via the likelihood
evaluations, dominates the total computational cost, so that brute force recovery of the
posterior is infeasible. For this reason, we adopt a sampling strategy in which samples of the
posterior distribution are produced with advanced Monte Carlo strategies, also eliminating
the need for a potentially high dimensional integration over the parameter space to determine
the posterior normalizing term. Traditionally Markov chain Monte Carlo (MCMC) methods
have been employed [49, 109], based on building a Markov chain with the posterior as its
equilibrium distribution by defining an appropriate transition kernel [8, 83, 68, 48]. However,
in cases where the posterior density has multiple modes, very large mixing times might be
required and the rate of convergence can be extremely slow, thus leading to many calls to the
forward solver. For these reasons we propose using Sequential Monte Carlo schemes [28, 29],
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combined with the use of online tracking and interpolation of reduced order models [6, 5],
to reduce the overall computational cost related to repeated likelihood evaluations.
3.3 Solution
3.3.1 Adaptive Sequential Monte Carlo
Sequential Monte Carlo schemes are flexible simulation-based methods for sampling from a
sequence of probability distributions [20, 31, 63], using a set of random samples (referred as
particles) which are propagated using a combination of importance sampling, resampling, and
MCMC-based rejuvenation mechanisms [28, 29]. We point out that, as with Markov chain
Monte Carlo schemes, the probability distributions need to be known only up to a constant.
All particles are associated with respective importance weights, updated sequentially with the
particle locations. If {θ(n),W (n)}n=1..N represent N such particles and associated normalized
weights (i.e. ∑Nn=1W (n) = 1) for the target probability distribution pi(θ|yobs) then
pi
(
θ|yobs
)
≈
N∑
n=1
W (n) δθ(n)(θ)
where δθ(n)(·) is the Dirac delta function centered at θ(n). Furthermore, for any pi-integrable
function h(θ) we have the following convergence result [24, 27]:
N∑
n=1
W (n) h
(
θ(n)
) a.s.−→ ∫ h(θ)pi(θ|yobs) dθ.
The main idea behind SMC algorithms is to operate on a sequence of distributions, starting
from one that can be accurately and easily sampled from, and gradually moving towards the
target density. Similar to simulated annealing, we consider the following sequence of inter-
mediate distributions parameterized by γ ∈ [0, 1], playing the role of reciprocal temperature:
piγ
(
θ|yobs
)
∝ f
(
yobs|θ
)γ
pi(θ). (3.5)
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It is easily seen that the prior distribution pi(θ) is recovered for γ = 0 and the posterior
distribution is recovered for γ = 1. Increasing γ can be interpreted as progressively bringing
in information via the likelihood f
(
yobs|θ
)
. Starting at γ = 0, we draw samples directly from
pi(θ) and set the weights W (n) = 1/N ; the goal being to gradually update the weights and
the particle locations, in order to approximate the target posterior density. The intermediate
distributions piγ for γ ∈ (0, 1) provide a smooth transition path where importance sampling
can be efficiently applied.
As the number of intermediate distributions is increased, we can expect an increased
accuracy since the transition becomes smoother, but the computational cost also increases as
more evaluations of the likelihood would be needed. On the other hand, too few intermediate
distributions can adversely affect the overall accuracy of the particulate approximation. To
that end we propose an adaptive SMC scheme used in uncertainty quantification, stochastic
design and system identification applications [57, 58, 104], which determines automatically
the number of needed intermediate distributions based on the effective sample size. The
effective sample size is defined as ESS = 1/∑Nn=1(W (n))2 ∈ [1, N ] and provides a measure of
the variance of the importance weights [63]. Consequently, we define an acceptable reduction
of the ESS from one distribution piγs−1 to the next one piγs , such that ESS(γs) > ζ ESS(γs−1),
with ζ < 1, and then piγs can be prescribed accordingly. Resampling the particles avoids a
potential degeneracy of the algorithm when the ESS falls to low values; the extreme case
being all the mass concentrated on a single particle of unit normalized weight, leading to
ESS = 1. Such a situation is prevented by resampling the particles with a probability
corresponding to their weights, when some criterion is reached: usually when the effective
sample size reaches N/2, half the number of particles. Then the importance weights are
reset to 1/N to get ESS = N . The details of the algorithm, as implemented in this work,
appear in Algorithm 2.
43
Algorithm 2: Adaptive SMC sampler
Initialization: Set s = 1, γs = 0, for all n ∈ {1, . . . , N} draw θ(n)1 ∼ pi(θ) and set all
weights {W (n)1 }n=1..N to 1/N .
while γs , 1 do
Set s← s+ 1
Weights updating
Compute the unnormalized weights for each particle n ∈ {1, . . . , N}
w(n)s (γs) = W
(n)
s−1
piγs
(
θ
(n)
s−1|yobs
)
piγs−1
(
θ
(n)
s−1|yobs
) = W (n)s−1 f(yobs|θ(n)s−1)γs−γs−1
where γs is found such that ESS(γs) = ζ ESS(γs−1) (ζ = 0.95 in the examples). Then
normalize the weights to obtain {W (n)s }n=1..N .
Resampling
Compute the effective sample size ESS(γs) = 1/
∑N
n=1(W (n)s )2 and resample if ESS(γs) <
N/2.
Rejuvenating
Perturbate the particles with a Metropolis-Hastings kernel Ks(·, ·) of invariant distribu-
tion piγs(θ|yobs), for n ∈ {1, . . . , N} draw θ(n)s ∼ Ks(θ(n)s−1, ·).
end while
It should be noted that unlike MCMC schemes, the particle perturbations in the rejuve-
nating step do not require the piγs-invariant Metropolis-Hastings kernel Ks(·, ·) to be ergodic
[28], thus allowing adaptive change of its parameters to achieve better mixing rates. Various
MCMC kernels will be discussed in section 3.4.
Finally, we point out that the proposed adaptive SMC algorithm is embarrassingly par-
allellizable, as the analysis for each particle can be performed independently during the
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rejuvenation step. An additional advantage of the proposed approach is that the algorithm
outputs an empirical distribution approximating the posterior distribution, thus enabling its
direct use as a prior distribution for subsequent data, if the latter is collected sequentially,
as in real time system identification problems.
3.3.2 Reduced-order model tracking and interpolation
In most problems of interest, the major part of the total computational cost resides in the
rejuvenating step of Algorithm 2, as repeated evaluations of the likelihood are needed to
compute Metropolis-Hastings accept-reject ratios; each one implying a run of the forward
solver. Although we are using an efficient SMC sampling scheme, the computational cost
can become tremendously expensive as large linear systems, resulting from the discretization
of the governing PDEs, need to be solved for each run.
We propose here to use projection based reduced order models (ROMs), represented by
their n×r orthogonal projection matrix R, where n is the dimension of the full-order system
and r is the dimension of the approximation subspace. Choices of reduced order modeling
techniques include the reduced basis method [71, 79, 80] and proper orthogonal decomposi-
tion (POD, [50, 102] and references therein) or principal components analysis (PCA, [76, 51]).
Such a projection matrix R is typically built using selected response snapshots from the full
order model, taken at different times t and/or for different values of the parameters θ. The
present work adopts a POD approach to build those projection matrices. We consider a
collection of m different responses from the full order model as an ensemble of snapshots;
where each snapshot corresponds to a n-dimensional output vector, resulting in a n × m
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snapshot matrix U, generally centered by subtracting the mean response to each snapshot:
U =

U11 U12 · · · U1m
...
...
. . .
...
Un1 Un2 · · · Unm
 .
The POD modes are the eigenvectors of the covariance matrix C = UUT , or equivalently
the left singular vectors of the snapshot matrix U. The n× r orthogonal projection matrix
R is then obtained from a subset of those modes corresponding to the r largest eigenvalues
or singular values, so as to capture a large part of the total variance by observing the decay
of the eigenvalues: in the numerical examples, we chose r such that on average 90% of the
total variance is conserved.
We advocate here the use of one specific projection matrix R for each particular pa-
rameter vector θ, thus the POD modes are computed using only time history responses for
a specific value of θ. This choice is motivated by the desire to improve the accuracy and
reliability of the reduced order approach over the whole parameter space by avoiding a great
loss of information about the system. Indeed, the POD projection matrix R contains, at
most, as much information as the snapshots provide; thus leading to a poor reduced order
approximation if the sought for solution is far from the subspace spanned by the columns of
R: for instance when localized phenomena are directly related to the parameter vector θ.
However, in our probabilistic setting described earlier, various and previously unseen
model parameters are hypothesized during the sampling process, and so there is no reason
to construct a projection matrix R using snapshots of the full order model for every new
set of parameters θ; as it would be highly inefficient and likely never be needed again. We
are therefore seeking a reduced order approach conserving as much information as possible,
while at the same time having a controlled computational cost, enabling a fast solution to
the inverse problem. In the context of the reduced basis method, a very efficient adaptation
46
procedure to solve parametrized partial differential equations was developed and analyzed
in [87, 81], though restricted to a limited class of problems and using a single reduced basis
matrix R to approximate the solutions over the parameter space.
The present work employs an interpolation approach [6], by taking a fixed population
of projection matrices {R1, . . . ,RK}, built in an oﬄine setting, associated with a specific
set of parameters {θ1, . . . ,θK}. We subsequently track and interpolate projection matrices
along the path followed by the particles in the SMC scheme, through the consideration of
the reference population; thus yielding an interpolated projection matrix R∗, as needed to
compute efficiently the likelihood for a new set of parameters θ∗, without a need for solving
the full order system for these values of the parameters. However, interpolating reduced
order models, or more generally orthogonal matrices or subspaces, is not a trivial task, since
such entities do not belong to a linear space. For completeness, we expose in the following the
interpolation procedure along with the necessary, more abstract theoretical considerations.
Firstly, it is pointed out that two n× r projection matrices R1 and R2 would lead to the
same approximation of the solution of the full order model if there exists an r×r orthogonal
matrix Q such that R1 = R2Q. Indeed, their columns span the same r-dimensional subspace
of Rn, and since we consider projection based ROMs, the fundamental entity becomes the
subspace in which the approximation is sought rather than one of its infinitely many bases
which would all be equivalent. The approximation subspace R is thus represented as an
element of the Grassmann manifold Gn,r, namely the set of all r-dimensional subspaces of
Rn, and can be represented non-uniquely by an n× r projection matrix R belonging to the
orthogonal Stiefel manifold Sn,r, defined as the set of all n × r orthogonal matrices. Those
spaces are obviously nonlinear, i.e. not “flat”, however they possess a Riemannian structure
enabling us, as we shall see, to perform the “interpolation” task. Indeed, the notion of
distance between two points on a Riemannian manifold is intuitively interpreted through the
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geodesic curves, having the property of minimizing the length of the path between points,
as gauged by a Riemannian metric [30]. Furthermore, the additional quotient manifold
structure of the Grassmann manifold Gn,r [36, 2], as a quotient of the orthogonal Stiefel
manifold Sn,r by the orthogonal group Or, will help us in describing the currently adopted
computational procedure, by considering elements of Gn,r while performing operations on
elements of Sn,r.
Since the interpolation cannot be easily performed directly in the Grassmann manifold
Gn,r, the proposed approach makes use of the bijective relation between end points of nor-
malized geodesics on the manifold starting at a point R, and elements of the tangent space
TRGn,r of the Grassmann manifold at R. This bijective relation is materialized through
the exponential map, mapping elements from the tangent space to the manifold, and its
reciprocal the logarithm map. Starting from a reference point R0, we map a subset S of
the reference population {R1, . . . ,RK} to the tangent space at R0, by way of the logarithm
mapping. The tangent space being a vector space, classical multivariate interpolation can
then be performed, and the result mapped back to the manifold with the exponential map-
ping (Figure 3.1); to get the desired point R∗. Algorithm 3 summarizes the interpolation
procedure [6], using matrix operations and formulas for the exponential and logarithm maps
resulting from the aforementioned quotient structure [1, 10]; thus enabling a proper repre-
sentation of elements R of the Grassmann manifold by elements R of the orthogonal Stiefel
manifold, and analogously for elements of their respective tangent bundles, defined as the
union of the tangent spaces.
In the example problems considered later, the subset S of the reference population is
chosen as the {Rs}s∈S such that the {θs}s∈S are appropriately selected neighbors of θ∗, and
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Algorithm 3: Reduced-order model interpolation scheme
Input: Current ROM and associated parameter {R0,θ0}, reference population
{Rk,θk}k=1..K and new parameter θ∗.
Step 1: Mapping to the tangent space TR0Gn,r
Take a subset {Rs,θs}s∈S of the reference population and compute their logarithm as
follows:
(Thin SVD) (I−R0RT0 ) Rs (RT0 Rs)−1 = UsΣsVTs
Γs = logR0 Rs = Us tan
−1(Σs)VTs
where span (R0) = R0 and span (Rs) = Rs.
Step 2: Interpolation in the tangent space
Compute the interpolation weights {αs}s∈S to obtain the new tangent vector Γ∗ =∑
s∈S αsΓs.
Step 3: Mapping back to Gn,r
Get the new ROM R∗ = span (R∗) by computing the exponential of Γ∗ as follows:
(Thin SVD) Γ∗ = U∗Σ∗VT∗
R∗ = expR0 Γ∗ = R0V∗ cos Σ∗ + U∗ sin Σ∗.
the weights {αs}s∈S are simply given by
α˜s = exp
(
− ‖θs − θ∗‖
κ
)
and αs =
α˜s∑
s∈S α˜s
where κ > 0 is a scaling parameter related to the sparsity of the reference population. Other
less general, and more problem-specific, interpolation schemes can be readily chosen: for
instance to take into account the various scales of variability of the different components
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Figure 3.1: Interpolation procedure
of the parameter vector θ. As with any interpolation scheme, good performance is only
achieved for lower parameter dimensions due to the curse of dimensionality. Improvement
of this performance can be obtained with such specific interpolation schemes, as well as
with a more insightful sampling of the initial population {Rk,θk}k=1..K , enabling a better
representation of the parameter space for an equivalent computational cost.
3.3.3 Discussion of the inverse problem solution scheme
The interpolation scheme is integrated in the adaptive Sequential Monte Carlo scheme de-
scribed in section 3.3.1 within the rejuvenating step, where interpolated approximation sub-
spaces are uncovered, used to compute the likelihood, and updated while the particles are
moved through the Metropolis-Hastings kernel. The current parameter value θ0 is associated
with the current reference approximation subspace R0 (represented by a projection matrix
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R0), and with a proposal move to θ∗ an interpolated subspace R∗ (represented by a pro-
jection matrix R∗) is generated in order to compute accurately the accept-reject ratio. If
the move to θ∗ is accepted, then the current reference approximation subspace is set to R∗.
Therefore, the reduced order models are “tracked” and interpolated as needed during the
sampling process, to enable an accurate and efficient evaluation of the likelihood.
The computational cost of the interpolation scheme mainly stems from the singular value
decomposition involved in the exponential and logarithm mappings and performed with
O(nr2) operations, to be compared with the O(n2) or O(n3) operations needed to solve a full
order system; thus significant computational savings are achieved for large-scale problems
exceeding some critical size. Indeed, the dependence upon the full order system dimension
n for the interpolation of the reduced order model, and the assembly of the reduced system
matrix during the sampling process, is the price to pay for the increased reliability and
accuracy related to the use of a specific approximation subspace for a given parameter;
compared to faster approaches working directly with reduced system matrices generated
from a single reduced basis (e.g. [46, 26]).
3.4 Numerical examples
The two problems examined in this chapter are based on transient heat diffusion and governed
by the following partial differential equation:
∂u
∂t
= ∇ · (k(x)∇u) + f(x, t) , x ∈ Ω. (3.6)
The conductivity field k(x) and/or source term f(x, t) depend on the unknown parameter
vector θ, and as a result the solution field u(x, t) will also implicitly depend on θ. The
boundary conditions, the parameterization of the equation by the parameters θ and its prior
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specification are detailed in each of the specific examples below. The finite element method
is employed for the spatial discretization of Equation (3.6), along with a backward finite
difference scheme to approximate the time derivative, leading to the following system of
algebraic equations for each time step:
At(θ)ut = f t(θ). (3.7)
The solution field at time t is then recovered for a given θ by solving the following reduced
linear system of equations, using the ROM interpolation approach described in section 3.3.2:
Bt(θ)vt = gt(θ) , with Bt(θ) = RTAt(θ)R and gt(θ) = RTf t(θ). (3.8)
The approximation of ut is then given by u˜t = Rvt, solving a r×r system instead of a n×n
system. Note that to save computer memory, the reduced system of equations (3.8) could
be assembled directly, following a Galerkin projection of the governing equation (3.6) onto
the POD modes given by R, thus avoiding the assembly and the storage of the full order
system (3.7). Furthermore, additional savings can be made in the case of linear problems
by computing the system matrices only once initially, whereas for nonlinear problems those
matrices would have to be recomputed at each time step.
Before presenting the results, we provide some details on the MCMC kernels used in
the rejuvenating step of the proposed adaptive SMC scheme described in Algorithm 2. We
employ a Metropolis-within-Gibbs [83] or componentwise Hastings [14] sampler for the com-
ponents of the parameter vector θ: the components (θ1, . . . , θP ) are sampled in separate
groups from the full conditionals piγs
(
{θp}p∈Q|{θp}p∈Qc ,yobs
)
, where QunionmultiQc = {1, . . . , P}. A
random walk Metropolis-Hastings scheme is used towards this goal, in which the standard
deviation of the moves for a group of components is adaptively adjusted at each iteration
of the SMC algorithm to ensure an acceptance rate between 20% and 30% from the accept-
reject step. The idea is that the exploration of the parameter space would be performed
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in a more efficient way, since sampling the components of the parameter vector in different
groups of related variables would allow larger moves to be accepted.
3.4.1 Phase difference identification
The first numerical application consists in a moving source, parameterized by a phase variable
which we aim to identify. We consider the following problem on the square Ω = [−1, 1]2 for
t ∈ [0, 1], 
∂u
∂t
= ∇ · (k∇u) + f(x, t) on Ω
u(x, 0) = u0 on Ω
−k ∂u
∂n
= 0 on ∂Ω
(3.9)
in which the source term f(x, t) is given by:
f(x, t) = A exp
(
−‖x− x0(t)‖
2
2τ 2
)
with x0(t) =
 sin(2pit)
sin(2pit+ φ)
 .
In this example, the goal is to determine the phase shift parameter θ = φ ∈ [0, 2pi]. The
numerical values A = 10, τ = 0.2, u0 = 0 were adopted for the other parameters. In terms of
the POD approach, this is a nontrivial problem as it involves a moving and localized feature.
It will be therefore enlightening to evaluate the performance of the utilized interpolation
scheme in this setting, compared to using directly the full order forward model.
We adopt a uniform prior for θ = φ on the interval [0, 2pi], and we assume an a priori
unknown variance for the noise in (3.1), so that the expression (3.4) is used for the likelihood.
We choose a = 0.01 and b = 0.01 for the noise precision Gamma prior, corresponding to
a diffuse distribution illustrating the lack of a priori information. Concerning the measure-
ments, data were collected using a uniform array of 20 sensors at t = 0.2, 0.4, 0.6, 0.8. We
generated the observed data y = {ui,j} using a twice finer mesh (40× 40 mesh, 1681 degrees
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of freedom) than the one used in the analysis (20 × 20 mesh, 441 degrees of freedom) and
an additive Gaussian noise with a signal over noise ratio of 50. The time step used during
the backward finite difference time integration scheme was ∆t = 0.005. The ground truth
parameter value we employed is φ = 3pi/2.
The population of K = 20 POD projection matrices {Rk,θk}k=1..K was computed uni-
formly on the interval [0, 2pi] at the points θk = φk = 2kpi/K, keeping r = 10 modes for each
matrix. We ran the adaptive Sequential Monte Carlo scheme using N = 200 particles and
45 iterations, corresponding to 9,000 evaluations of the likelihood.
4.6 4.62 4.64 4.66 4.68 4.7 4.72 4.74 4.76 4.78 4.80
5
10
15
20
25
30
35
40
45
φ
p( 
φ |
 y 
)
 
 
ROM Interpolation
ROM Interpolation
Full order model
Full order model
Figure 3.2: Histograms and kernel density estimates for the phase shift pos-
terior distribution
Histograms and non-parametric kernel density estimates for the posterior distribution of
the phase parameter φ are plotted in Figure 3.2. We also depicted a reference run using
the same procedure but evaluating the likelihood directly with the full order forward model.
We see that the proposed procedure succeeded in inferring the correct true parameter value
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φ = 3pi/2 = 4.712; albeit with a small bias that we interpret as a consequence of the
distribution of the POD projection matrices in [0, 2pi], the closest ones being at parameter
values 4.62 and 4.96. As expected, the uncertainty about the true parameter for the reference
run is smaller than with the proposed scheme, at the expense of an increased computational
cost. We will investigate in the following numerical example the consequences of the sparsity
of the initial population of POD projection matrices.
3.4.2 Source position identification
The second numerical application is a source identification problem, inspired from an example
in [64]. We consider the following model in the square domain Ω = [−1, 1]2 for t ∈ [0, 1],
∂u
∂t
= ∇ · (k∇u) + f(x, t) on Ω
u(x, 0) = u0 on Ω
−k ∂u
∂n
= 0 on Σq
u(x, t) = u1(1− cos(2piωt)) on Σu
(3.10)
in which the source term f(x, t) is given by
f(x, t) = se
−αt
2piτ 2 exp
(
− ‖x− x
∗‖2
2τ 2
)
.
Homogeneous Neumann conditions are applied on Σq = {{x1 = 1}, {x2 = −1}, {x2 =
1}} and time-dependent Dirichlet conditions on Σu = {x1 = −1}, see Figure 3.3. In our
example, the parameter θ = (x∗1, x∗2) corresponds to the position of the heat source, with
(x∗1, x∗2) ∈ [−1.25, 1.25]2 to allow for a source positioned slightly out of the domain Ω. The
numerical values k = 1, u0 = 0, u1 = 1, ω = 5, s = 5, τ = 0.2, α = 1 were adopted for the
other parameters.
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Figure 3.3: Domain and boundary conditions
A uniform prior was adopted in this study for θ = (x∗1, x∗2) on the square [−1.25, 1.25]2,
and we also assumed an a priori unknown variance for the noise in (3.1), so that the ex-
pression (3.4) is used for the likelihood. The parameters a = 0.01 and b = 0.01 were chosen
for the noise precision Gamma prior for the same reasons as in the previous application. In
this example, the measurements were taken at three different times t = 0.25, 0.5, 0.75 using
a uniform array of 20 sensors, thus leading to M = 60 measurements. The observed data
y = {ui,j} was synthetically generated from a twice finer mesh (40× 40 mesh, 1681 degrees
of freedom) than the one used to compute the population of POD projection matrices em-
ployed to compute the likelihood (20×20 mesh, 441 degrees of freedom); and x∗ = (0, 0) was
used for the ground truth parameter values. The backward finite difference time integration
scheme used a time step ∆t = 0.01. Gaussian noise was then added, characterized once
again by a signal over noise ratio of 50.
Since the parameter space is now two-dimensional, the initial population of POD projec-
tion matrices was computed on a uniform grid for θ ∈ [−1.25, 1.25]2, and r = 10 modes were
kept to build those matrices. The adaptive Sequential Monte Carlo scheme described in sec-
tion 3.3.1 was run with N = 200 particles. In addition to solving the inverse problem, we in-
vestigate here the influence of the “sparsity” of the precomputed population, {Rk,θk}k=1..K ,
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for grids with K = 81 points and K = 25 points respectively, on the posterior distribution.
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Figure 3.4: Histograms for θ1 = x∗1 (top left), θ2 = x∗2 (bottom right) and
scatter plot θ1 versus θ2 (top right) for the problem (3.10) with
K = 81 precomputed POD projection matrices
The results are presented in Figures 3.4-3.5, depicting the histograms of samples from
the marginal posterior distributions of θ1 = x∗1 and θ2 = x∗2, as well as a scatter plot between
θ1 and θ2. It can be seen that the proposed scheme correctly uncovered the true position of
the source term x∗ = (0, 0), albeit with a very small bias for θ1. The posterior distribution
exhibits a non-symmetrical shape, with more uncertainty in the region θ1 < 0. We interpret
this behavior as a possible repercussion of the grid distribution of the initial population of
POD projection matrices combined with the presence of a pronounced Dirichlet boundary
condition on Σu. This behavior is shared for both K = 81 and K = 25, and as expected
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Figure 3.5: Histograms for θ1 = x∗1 (top left), θ2 = x∗2 (bottom right) and
scatter plot θ1 versus θ2 (top right) for the problem (3.10) with
K = 25 precomputed POD projection matrices
the uncertainty about the mode is greater in the latter case. For reference, the results using
directly the full order model are plotted in Figure 3.6.
It is interesting to see that the use of a sparser reference database of projection matrices
increases the model error. Indeed, the conditional posterior of the error variance from Equa-
tion (3.2), given the data and the parameters posterior mean, can be evaluated analytically
as an Inverse-Gamma distribution, plotted in Figure 3.7. The observation noise being the
same for both values of K, the latter figure shows that a finer reference population helps to
decrease the prediction error, of which varying contributions are here the interpolation and
projection errors.
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scatter plot θ1 versus θ2 (top right) for the problem (3.10) using
the full order model
Concerning the computational cost, the SMC algorithm converged in 70 iterations, cor-
responding to 28,000 evaluations of the likelihood. This is comparable to what is used in
practice with MCMC for similar problems, however we recall that SMC is embarrassingly
parallelizable. Since the likelihood is evaluated using the reduced-order models interpolation
scheme developed in section 3.3.2, significant computational savings are achieved compared
to the direct use of the full order model; the latter being run only K times to build the initial
population of POD projection matrices. Furthermore, the empirical distribution outputted
by the proposed scheme can be directly used to evaluate the uncertainty about the parame-
ter values, and if needed taken as the prior for a subsequent run, with an adaptively refined
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database of projection matrices.
3.5 Conclusions
The present chapter has described a framework for effecting reduced order model tracking
and interpolation as part of a Sequential Monte Carlo based sampling of joint posterior
distributions. Such distributions arise naturally within uncertainty quantification contexts
aimed at gauging the veracity and predictive power of partial differential equations postulated
to describe physical systems. The example problems treated in this chapter demonstrate
the promise of the proposed approach in furnishing significant computational savings while
preserving sufficient fidelity to furnish a credible means for quantifying uncertainty regarding
modeling parameters that are useful in describing physical systems.
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CHAPTER 4
THE PARAMETER SPACE AS A RIEMANNIAN MANIFOLD: EFFECTIVE
SAMPLING STRATEGIES FOR REDUCED ORDER MODELING
Abstract
This chapter presents a novel methodology to effectively sample relevant points in the param-
eter space, when collecting snapshots for reduced-order models from an expensive to evaluate
computer model. Principles from information geometry are employed; where the parameter
space is interpreted as a Riemannian manifold equipped with a sensitivity related metric.
An adaptive Sequential Monte Carlo scheme enables an effective sampling of such points,
while allowing a controlled computational cost, related to the evaluations of the computer
model. Numerical examples demonstrating the proposed approach are provided.
4.1 Introduction
The Computational Science and Engineering (CSE) field has seen in recent years a drastic
increase in the complexity of problems that can be solved as computer speed and resources
have expanded. However, scientific interest in pushing frontiers even further has motivated
computational scientists to develop more effective approaches to modeling. This has lead to
the development of reduced order modeling methods, of which striking applications include
leading edge design, uncertainty quantification and the solution of complex inverse problems
[15, 75, 62, 38]. Indeed, for such applications, reduced order modeling (ROM) procedures
prove themselves useful as a large number of repeated simulations of the system of interest
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is required; each corresponding for instance to a set of relevant parameters to be optimized
or inferred.
For systems being modeled by a set of partial differential equations, popular ROM meth-
ods have included the proper orthogonal decomposition (POD) method [50, 102] and the
reduced basis (RB) method [71, 79, 80]. The main idea underpinning these methods is to
form a linear system of equations much smaller than the one resulting from the direct dis-
cretization of the governing partial differential equations, by projecting the latter linear sys-
tem onto a subspace related to a set of carefully selected system responses, called snapshots.
Each snapshot corresponds to a particular set of modeling parameters describing a plausible
modeling instance. The problem of snapshot selection then appears: given a certain number
of snapshots to be computed, how does one sample the corresponding points in the model
parameter space, to best represent the system response over the whole parameter space? A
widely used approach is to take uniform samples, by using latin hypercube sampling or other
low-discrepancy sequences. More sophisticated approaches have been developed in the past,
sometimes using directly information about the system of interest. Important contributions
have also been made related to the use of Centroidal Voronoi tesselations [34, 19] in reduced
order modeling. Additionally, development of greedy sampling methods [46, 17] enabled
significant progress in the snapshot selection problem, by exploiting heuristic arguments and
optimization schemes to collect relevant sets of parameters.
We suggest here an alternative approach to model parameter selection that is based on
geometric principles: the parameter space is interpreted as a Riemannian manifold, its met-
ric emphasizing the important regions of the parameter space. The latter regions are the
ones containing the most “information”, i.e. the ones being the most sensitive in affecting
the system response. The geometric reasoning employed here leads to a few connections with
the field of statistical design of experiments [9, 21, 37, 88]. We use principles of information
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geometry to guide our reasoning and a tensor interpolation procedure to build an approxi-
mation of the “information” metric, which cannot be computed practically over the whole
parameter space. An adaptive Sequential Monte Carlo scheme and clustering techniques are
then employed to sample effectively relevant parameters within the transformed parameter
space, in view of generating snapshots.
The present chapter is organized as follows: in Section 4.2 we formulate our problem
and provide a review of the geometric principles involved; then we discuss in Section 4.3
the chosen methodology, which includes the metric field approximation and the sampling
framework. Two examples illustrating our approach in the context of the POD method are
developed in Section 4.4, and subsequent conclusions are drawn in Section 4.5.
4.2 Problem description
4.2.1 Snapshot selection in reduced-order modeling
We consider a general system whose response u(θ) ∈ Rn depends smoothly on p different
parameters θ = (θ1, . . . , θp) ∈ Θ ⊂ Rp. For instance, such response could be a discretized
solution field of a system of partial differential equations governing the system of interest.
Our goal is, given a prescribed number m of calls to our computational model (due to
limitations on resources or time), to come up with the best set of m parameters {θ}mk=1,
such that the snapshots {uk = u(θk)}mk=1 represent “best” the system response for the
whole parameter space Θ. Those snapshots can then be used to build a reduced order
model of the system of interest, using for instance the reduced basis method or the proper
orthogonal decomposition (POD) method. Such reduced order models subsequently facilitate
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the fast evaluation of the system response in the context of numerical methods based on the
discretization of partial differential equations. For these methods, the approximate response
obtained from the reduced order model belongs to the subspace span {uk}mk=1 of Rn, hence
the importance of a careful snapshots selection to enable better accuracy of the ROM.
4.2.2 Riemannian manifolds and Information geometry
Our approach is to interpret the parameter space Θ as a Riemannian manifold: a curved
space in which the Euclidean metric is replaced by a Riemannian metric dependent on θ.
The idea is to devise a suitable metric that makes two parameters in an “important” (i.e.
more sensitive) region of the parameter space Θ “farther” by zooming in; and conversely
in a less “important” (i.e. less sensitive) region of Θ to make them “closer” by zooming
out. The consequence is that uniform samples taken from the resulting curved space will
naturally emphasize the “important” regions of the parameter space; which is of interest in
our problem of snapshot selection: we obviously want to build a ROM using snapshots that
involve the “important” parameter sets.
We will next first give a broad overview of the differential geometric tools that are needed,
and then we will put the aforementioned general description into the practical context em-
anating from information geometry.
Riemannian geometry
A differentiable manifold M is a “smooth” set with a C∞ complete collection of systems
of coordinates defined on a collection of open sets comprising M . Simple examples of
differentiable manifolds include the Euclidean space Rn for n ∈ N, or the unit sphere
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Sn = {x ∈ Rn | ‖x‖2 = 1}. The tangent space TxM is the set of all tangent vectors of
M at a point x ∈M , and is a linear vector space.
The following definition is adapted from [30]. A Riemannian metric on a differentiable
manifoldM is a correspondence which associates to each point x of the manifoldM an inner
product (·, ·)x on its tangent space TxM , which varies smoothly. A differentiable manifold
equipped with a Riemannian metric is called a Riemannian manifold. For a given system
of coordinates (x1, . . . , xn) in a neighborhood U ⊂ M of x0 ∈ M , the Riemannian metric
can be represented as a matrix Gx so that for two tangent vectors ξ1, ξ2 we can write
(ξ1, ξ2)x = ξT1 Gxξ2.
Information geometry and application to our problem
Information geometry [4] is a branch of statistics in which the parameter space of a given
statistical model is interpreted as a Riemannian manifold, with the Riemannian metric fur-
nished by the Fisher information matrix. Given a parameterized probability density function
p(y|θ) for θ ∈ Θ, the Fisher information matrix is given by:
I(θ) = E
( ∂
∂θ
ln p(y|θ)
)(
∂
∂θ
ln p(y|θ)
)T ∣∣∣∣θ
 = −E [( ∂2
∂θ2
ln p(y|θ)
)]
, (4.1)
where E[·] denotes here the expectation operator. Hence, the (squared) distance between two
probability density functions p(y|θ) and p(y|θ+δθ) can be computed by δθT I(θ)δθ. There-
fore, the Fisher information, which is a symmetric positive (semi)definite matrix, provides a
natural Riemannian structure on the parameter space Θ.
A canonical example is given by the normal distribution y|θ ∼ N (µ, σ2) with θ = (µ, σ)
and Θ being the upper half-plane [44]. In this setting, the Fisher information matrix is given
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by:
I(θ) =
 1/σ2 0
0 2/σ2
 .
We can compute the distance between (µ, σ) and (µ+ δµ, σ+ δσ) as (δµ2 + 2δσ2)/σ2, which
decreases as σ increases. This confirms the intuitive picture that for two given means, the
resulting normal distributions are intuitively more different when the standard deviation is
smaller.
In the following, we will now assume that y|θ ∼ N (h(u(θ)), σ2I) is the “observed”
response of the system of interest, and we will see that in fact the value of the standard
deviation σ does not matter for our purposes. The function h is here a smooth function of
u(θ), which itself depends smoothly on θ ∈ Θ. First, let us give the expression of the Fisher
information matrix for our problem:
I(θ) = σ−2
(
∂h
∂θ
)T (
∂h
∂θ
)
. (4.2)
At a point θ, the Riemannian metric given by I(θ) induces an infinitesimal volume element
on the tangent space TθΘ, which can be identified with Θ in our case:
dV(θ) =
√
det I(θ) dθ.
The previous expression also gives a Riemannian measure on the manifold Θ [77], and for
the Lebesgue measure the uniform distribution can therefore be written as
p(θ) ∝
√
det I(θ), (4.3)
which does not depend on the standard deviation σ, as was claimed above. Therefore, the
previous formula provides the uniform distribution in the parameter space, interpreted as
a Riemannian manifold equipped with the Fisher information metric; and corresponding
samples would therefore be more concentrated in regions furnishing more information, i.e.
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where the response is more sensitive with regard to the parameters. We can see that the ex-
pression (4.3) is related to the D-optimality criterion in the statistical design of experiments,
described in [21, 37]. However, when one wishes to produce such samples, the following
issues arise and will be the object of the subsequent sections:
1. The metric is a tensor field on the parameter space, given by the Fisher information
matrix (4.2). As such, it is impracticable to evaluate it for each parameter since the
required sensitivities entail calls to a computationally expensive model. We propose a
strategy based on an interpolation approach that enables an approximate representa-
tion of the metric field.
2. Sampling arbitrary probability distributions, including (4.3), is a difficult problem.
Markov chain Monte Carlo methods have been proposed in the past, however such
schemes produce samples which can become trapped in local modes. Full exploration
of the parameter space and non correlated samples are critical in our case; thus we
propose the use of an adaptive Sequential Monte Carlo scheme.
3. It is well known that uniform samples in the Euclidean space are not optimal in terms
of discrepancy; thus explaining the poor performance of uniform sampling with regard
to our problem of model parameter selection, as compared to latin hypercube sampling
or others quasi-random low discrepancy sequences. We propose the use of clustering
algorithms to alleviate this issue once in the Riemannian space.
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4.3 Methodology
4.3.1 Approximating the metric tensor field
In this section, we are describing an approximation strategy to alleviate the first issue men-
tioned earlier, namely computing the Fisher information matrix (4.2). Indeed, computing
derivatives of the response, as needed during the sampling process, is prohibitively expen-
sive for the complex systems of which we aim to furnish effective reduced-order models. A
first solution would be to compute those derivatives using surrogate models, such as ones
emanating from a coarser discretization in finite element schemes. However, this is often
impractical, as a coarser discretization can fail to capture salient features of a given system,
and the computational savings might be not as great as needed.
We suggest here an interpolation strategy, based on the work [78], in order to approxi-
mate the metric tensor field I(θ). The idea is to precompute a fixed population of metric
tensors {I1, . . . , IK} associated with a specific set of parameters {θ1, . . . ,θK}. The required
sensitivities can then be computed via finite difference schemes, or better yet, automatic
differentiation procedures, as well as adjoint methods if the output of interest h(u(θ)) is a
scalar. Fisher information matrices corresponding to arbitrary parameters are subsequently
“interpolated”, as needed during the sampling process, through the consideration of the refer-
ence population {I1, . . . , IK}. The resulting interpolated metric tensor I∗ enables an efficient
computation of (4.3) for a new parameter θ∗, without any call to the forward model.
However, “interpolating” symmetric positive definite matrices is not a trivial task, since
such entities do not belong to a linear space. It can be shown that the set of p×p symmetric
positive definite matrices Sp can be equipped with a Riemannian structure [78]; thus enabling
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us to perform the interpolation task. The proposed approach makes use of the bijective
relation between end points of normalized geodesics on the manifold Sp starting at a point
I0, and elements of the tangent space TI0Sp. This bijective relation is materialized through
the exponential map, mapping elements from the tangent space to the manifold, and its
reciprocal the logarithm map. Starting from a reference point I0, we map a subset {Iq}q∈Q
of the reference population {I1, . . . , IK} to the tangent space at I0, by way of the logarithm
map. The tangent space TI0Sp being a vector space, classical multivariate interpolation can
then be performed; and the result mapped back to the manifold through the exponential
map to get the desired point I∗. Algorithm 4 and Figure 4.1 summarize the interpolation
procedure, using matrix operations and formulas from [78] for the exponential and logarithm
maps.
I∗
I1
I0
I2
I3
Γ3
Γ1 Γ2
Γ∗
Sp
TI0Sp
Figure 4.1: Interpolation procedure
In the example problems considered later, the subset {Iq}q∈Q of the reference population
corresponds to parameters {θq}q∈Q that are appropriately selected neighbors of θ∗; and η > 0
in the interpolation weights is a scaling parameter related to the sparsity of the reference
69
population.
Algorithm 4: Fisher information metric interpolation scheme
Input: Current FIM and associated parameter {I0,θ0}, reference population {Ik,θk}k=1..K
and new parameter θ∗.
Step 1: Mapping to the tangent space TI0Sp
Take a subset {Iq,θq}q∈Q of the reference population and compute their logarithm as
follows:
Γq = logI0 Iq = I
1
2
0 log
(
I−
1
2
0 IqI
− 12
0
)
I
1
2
0
where the Γq are the images of the Iq from the FIM manifold Sp, as realizations in the
tangent space TI0Sp.
Step 2: Interpolation in the tangent space
Compute the interpolation weights {αq}q∈Q,
αq =
α˜q∑
q∈Q α˜q
with α˜q = exp
(
− ‖θq − θ∗‖
η
)
to obtain the new tangent vector Γ∗ =
∑
q∈Q αqΓq.
Step 3: Mapping back to Sp
Obtain the new FIM I∗ by computing the exponential of Γ∗ as follows:
I∗ = expI0 Γ∗ = I
1
2
0 exp
(
I−
1
2
0 Γ∗I
− 12
0
)
I
1
2
0
4.3.2 Sampling with Sequential Monte Carlo
Sequential Monte Carlo schemes are flexible simulation-based methods for sampling from a
sequence of probability distributions [20, 23, 31, 63], using a set of random samples (referred
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as particles) which are propagated using a combination of importance sampling, resampling,
and MCMC-based rejuvenation mechanisms [28, 29]. We point out that, as with Markov
chain Monte Carlo schemes [83, 68, 48], the probability distributions need to be known only
up to a constant. All particles are associated with respective importance weights, updated
sequentially with the particle locations. If {θ(n),W (n)}n=1..N represent N such particles and
associated normalized weights (i.e. ∑Nn=1W (n) = 1) for the target probability distribution
p(θ) then
p(θ) ≈
N∑
n=1
W (n) δθ(n)(θ) (4.4)
where δθ(n)(·) is the Dirac delta function centered at θ(n). Furthermore, for any pi-integrable
function h(θ) we have the following convergence result [24, 27]:
N∑
n=1
W (n) h
(
θ(n)
) a.s.−→ ∫ h(θ)p(θ) dθ.
The main idea behind SMC algorithms is to operate on a sequence of distributions, starting
from one that can be accurately and easily sampled from, and gradually moving towards the
target density. Similar to simulated annealing, we consider the following sequence of inter-
mediate distributions parameterized by γ ∈ [0, 1], playing the role of reciprocal temperature:
pγ(θ) ∝ p(θ)γpi(θ)1−γ. (4.5)
It is easily seen that the starting distribution pi(θ) is recovered for γ = 0 and the target
distribution p(θ) is recovered for γ = 1. Starting at γ = 0, we draw samples directly from
pi(θ) and set the weights W (n) = 1/N ; the goal being to gradually update the weights and
the particle locations, in order to approximate the target distribution. The intermediate
distributions pγ for γ ∈ (0, 1) provide a smooth transition path where importance sampling
can be efficiently applied. In the example problems, pi(θ) is chosen as the uniform distri-
bution pi(θ) ∝ 1 in an Euclidean setting, and p(θ) is the uniform distribution (4.3) in the
Riemannian setting described previously.
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As the number of intermediate distributions is increased, we can expect an increased
accuracy since the transition becomes smoother, but the computational cost also increases
as more evaluations of p(θ) would be needed. On the other hand, too few intermediate
distributions can adversely affect the overall accuracy of the particulate approximation. To
that end we propose an adaptive SMC scheme as previously used in uncertainty quantifi-
cation, stochastic design and system identification contexts [57, 58, 104], which determines
automatically the number of needed intermediate distributions based on the effective sample
size. The effective sample size is defined as ESS = 1/∑Nn=1(W (n))2 ∈ [1, N ] and provides
a measure of the variance of the importance weights [63]. Consequently, we define an ac-
ceptable reduction of the ESS from one distribution piγs−1 to the next one piγs , such that
ESS(γs) > ζ ESS(γs−1), with ζ < 1, and then piγs can be prescribed accordingly. Resampling
the particles avoids a potential degeneracy of the algorithm when the ESS falls to low val-
ues; the extreme case being all the mass concentrated on a single particle of unit normalized
weight, leading to ESS = 1. Such a situation is prevented by resampling the particles with
a probability corresponding to their weights, when some criterion is reached: usually when
the effective sample size reaches N/2, half the number of particles. Then the importance
weights are reset to 1/N to get ESS = N . The details of the algorithm, as implemented in
this work, appear in Algorithm 5.
It should be noted that unlike MCMC schemes, the particle perturbations in the rejuve-
nating step do not require the pγs-invariant Metropolis-Hastings kernel Ks(·, ·) to be ergodic
[28], thus allowing adaptive change of its parameters to achieve better mixing rates. In
this work, a classical random-walk Metropolis-Hastings kernel is used, although we mention
that using the newly set geometric structure of the parameter space, as in [44], is a very
interesting alternative.
Finally, we point out that the proposed adaptive SMC algorithm is embarrassingly par-
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Algorithm 5: Adaptive Sequential Monte Carlo sampler
Initialization: Set s = 1, γs = 0, for all n ∈ {1, . . . , N} draw θ(n)1 ∼ pi(θ) and set all
weights {W (n)1 }n=1..N to 1/N .
while γs , 1 do
Set s← s+ 1
Weights updating
Compute the unnormalized weights for each particle n ∈ {1, . . . , N}
w(n)s (γs) = W
(n)
s−1
pγs
(
θ
(n)
s−1
)
pγs−1
(
θ
(n)
s−1
) = W (n)s−1
 p
(
θ
(n)
s−1
)
pi
(
θ
(n)
s−1
)
γs−γs−1
where γs is found such that ESS(γs) = ζ ESS(γs−1) (ζ = 0.95 in the examples). Then
normalize the weights to obtain {W (n)s }n=1..N .
Resampling
Compute the effective sample size ESS(γs) = 1/
∑N
n=1(W (n)s )2 and resample if ESS(γs) <
N/2.
Rejuvenating
Perturbate the particles with a Metropolis-Hastings kernel Ks(·, ·) of invariant distribu-
tion pγs(θ), for n ∈ {1, . . . , N} draw θ(n)s ∼ Ks(θ(n)s−1, ·).
end while
allellizable, as the analysis for each particle can be performed independently during the
rejuvenation step. An additional advantage of the proposed approach is that the algorithm
outputs an empirical distribution approximating the target distribution, thus enabling its
direct use as a starting distribution if a potential subsequent refinement of the metric tensor
field approximation is needed.
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4.3.3 Discussion of the sampling scheme
The interpolation scheme is integrated into the adaptive Sequential Monte Carlo scheme
described previously, within the rejuvenation step and the associated Metropolis-Hastings
kernel. The initial parameter value θ0 is associated with the current reference metric tensor
I0, and with a proposal move to θ∗ an interpolated metric tensor I∗ is generated in order
to compute accurately the quantity
√
det I(θ) in the accept-reject ratio. If the move to
θ∗ is accepted, then the current reference metric tensor is set to I∗. As such, no calls to
the forward model is needed during the sampling process, enabling very fast computations
once the precomputed population of Fisher information matrices {I1, . . . , IK} is generated.
Indeed, the interpolation scheme makes only use of operations on p × p matrices, recalling
that p is the size of the parameter vector θ.
Once the sampling process is completed, samples can readily be obtained from the partic-
ulate approximation (4.4) of the probability distribution p(θ) ∝
√
det I(θ). There is however
an issue: samples from the uniform distribution on a Riemannian manifold can suffer from
the same deficiencies as samples from the uniform distribution in an Euclidean space, the
latter being significantly outperformed by low-discrepancy sequences. We advocate here the
use of a clustering algorithm to alleviate this issue. From the weighted particles produced by
the sampling process, we perform a resampling to get N independent samples of the uniform
distribution on the parameter space, interpreted as a Riemannian manifold. A clustering
algorithm such as k-means is then executed, using m as the number of clusters. In the fol-
lowing examples, we used the Matlab function kmeans from the Statistics toolbox. The m
centroids of the resulting tessellation are then the appropriate samples to be used to generate
the snapshots.
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4.4 Numerical examples
In this section, we will assess the performance of the proposed scheme in the context of
reduced-order modeling. We propose here to use projection based reduced order models
(ROMs), represented by their n×r orthogonal projection matrix R, where n is the dimension
of the full-order system and r is the dimension of the approximation subspace. Choices of
reduced order modeling techniques include the reduced basis method [71, 79, 80] and proper
orthogonal decomposition (POD, [50, 102] and references therein) or principal components
analysis (PCA, [76, 51]). Such a projection matrix R is typically built using selected response
snapshots from the full order model, corresponding to different values of the parameters θ.
The present work adopts a POD approach to build those projection matrices. We consider
a collection of m different responses from the full order model as an ensemble of snapshots;
where each snapshot corresponds to a n-dimensional output vector, resulting in a n × m
snapshot matrix U:
U =

U11 U12 · · · U1m
...
...
. . .
...
Un1 Un2 · · · Unm
 .
The POD modes are the eigenvectors of the covariance matrix C = UUT , or equivalently
the left singular vectors of the snapshot matrix U. The n× r orthogonal projection matrix
R is then obtained from a subset of those modes corresponding to the r largest eigenvalues
or singular values. Next, we describe the evaluation procedure of the proposed scheme,
which we term information geometric sampling (IGS). We compare IGS and latin hypercube
sampling (LHS) using a reference n× r projection matrix Rref , computed from a very large
number of snapshots covering the entire parameter space and thus viewed as sort of ground
truth. As such, the r columns of Rref approximate closely the r modes incorporating the
maximum information about the operator θ 7→ h(u(θ)). For various numbers of snapshots
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m, we will use the following error metric computed using the Frobenius matrix norm:
EIGS/LHS =
∥∥∥RIGS/LHS −RrefRTrefRIGS/LHS∥∥∥fro (4.6)
where RIGS/LHS is the n × r projection matrix whose columns are the r dominant POD
modes computed from m snapshots corresponding to a set of m parameters sampled using
IGS or LHS. The error metric EIGS/LHS can be interpreted as the magnitude of the orthogonal
projection of the column vectors of RIGS/LHS onto the orthogonal complement in Rn of the
subspace spanned by the columns of Rref . As such, EIGS/LHS provides a distance between the
subspaces corresponding to the projection matrices RIGS/LHS and Rref : the more similar they
are, the smaller becomes EIGS/LHS. Greedy sampling methods such as [46, 17], using deriva-
tives during the snapshot collection process, are subject to greater computational expenses;
thus they are not included in this comparison. In the following, we apply this assessment
procedure to two illustrative problems.
4.4.1 Heat source localization
The first numerical application consists in a simple heat equation problem on the square
Ω = [−1, 1]2, parameterized as follows:
∇ · (k(x)∇u) + f(x) = 0 in Ω ⊂ R2
u(x) = 0 on ∂Ω ⊂ R2
(4.7)
where the conductivity and source terms are given by:
k(x) = exp
(
2x1 + 2x22
)
and f(x) = A exp
(
−‖x− x0‖
2
2τ 2
)
. (4.8)
The parameter of interest is the source position x0 = (x01, x02), with x0 ∈ [−1, 1]2. A profile
of the conductivity term is given in Figure 4.2. Intuitively, we can conjecture that the most
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“important” regions for the source position x0 will be the regions of lower conductivity, as
the resulting peak in temperature would be more sharply peaked than in regions of lower
conductivity.
Figure 4.2: Conductivity profile from (4.8)
The problem (4.7) was discretized using the finite element method. We started by com-
puting a population of ten metric tensors {Ik}k=1..10 in view of the interpolation procedure
described in section 4.3.1. The corresponding parameters
{
x
(k)
0
}
k=1..10
were selected by latin
hypercube sampling on the square [−1, 1]2. Those computations are the only additional
expenses incurred by IGS compared to LHS. The adaptive Sequential Monte Carlo scheme
described in section 4.3.2 was then run using 1,000 particles; corresponding samples from
the resulting empirical distribution are plotted in Figure 4.3. The distribution of samples
confirms our previous guess, in that regions of lower conductivity are emphasized, in which
the temperature field is more sensitive to a change in the source position.
The parameters used to generate a number m of snapshots, taken in the range m ∈
{15, . . . , 130}, were then obtained using a k-means clustering algorithm, as mentioned in
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Figure 4.3: Samples from the particulate approximation of p(θ) ∝
√
det I(θ)
section 4.3.3. The reduced basis matrix RIGS is then formed by taking r = 15 POD modes
following a singular value decomposition of the snapshot matrix, as to capture a sufficiently
large proportion of the total variance. Figure 4.4 illustrates the value of clustering by dis-
playing 20 samples taken directly from the empirical distribution via multinomial sampling,
and the 20 centroids resulting from the k-means algorithm with m = 20: the samples from
the latter scheme are less cluttered and represent better the whole parameter space as there
are no “doubles” sampled for nearly the same parameter.
To compute the error metric EIGS/LHS from (4.6), the reference reduced basis matrix Rref
is computed using 2,000 snapshots collected via latin hypercube sampling. Rref is assumed to
encapsulate as much information from those snapshots as can be in r = 15 modes. The error
metric EIGS is plotted in Figure 4.5 for the aforementioned range of number of snapshots,
m ∈ {15, . . . , 130}. We compare it with the error metric ELHS for which the snapshots were
computed from parameters collected using latin hypercube sampling, leading to a reduced
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(a) 20 multinomial samples
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x01
x 0
2
(b) 20 cluster centroids
Figure 4.4: Comparison emphasizing the benefits of clustering the SMC out-
put samples
basis matrix RLHS. As such sampling schemes naturally have inherent randomness, the
average EIGS/LHS over 25 runs is actually plotted, alongside their respective one standard
deviation intervals. The subspace generated using IGS is then “closer” to the reference
subspace spanned by the columns of Rref than the subspace generated using LHS; thus
enabling a better fidelity in reduced order modeling applications where a fixed computational
effort is required. As the number of snapshots increases, it is expected that the IGS (red)
and LHS (blue) errors become closer; with possibly the LHS error becoming smaller than
the IGS error for a very large number of snapshots, since Rref derives from latin hypercube
sampling with 2,000 snapshots.
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Figure 4.5: Average error metric EIGS/LHS (4.6) against the numberm of snap-
shots, with one standard deviation interval
4.4.2 Heat transfer in a bar
In this example, we consider once again the heat equation, but this time on a bar Ω =
[−1, 1]× [−0.25, 0.25]. The problem and its boundary conditions, pictured in Figure 4.6, are
parameterized as follows: 
∇ · (k(x)∇u) = 0 in Ω
−k(x)∂u
∂n
= 0 on Σ0
−k(x)∂u
∂n
= 5 on Σq
u(x) = 0 on Σu
(4.9)
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where the conductivity term is given by:
k(x) = exp
 5∑
i1=1
c
(1)
i1 Li1(x1) +
5∑
i2=1
c
(2)
i2 Li2(4x2)
 . (4.10)
In the expression of the conductivity term (4.10), the {Li1,2}i=1..5 are Legendre polynomials
of order i1,2; and their coefficients {c(1,2)i1,2 }i=1..5 ∈ [−2, 2]10 are the parameters of interest.
Our problem is then to find the set of coefficients that best represents the whole range of
conductivity fields which can be expressed as in (4.10).
Figure 4.6: Configuration of the problem (4.9)
We discretized the problem (4.9) using the finite element method, and as in the previous
example we first computed a population of 25 metric tensors {Ik}k=1..25 to approximate
the metric field as in section 4.3.1; the corresponding parameters were selected by latin
hypercube sampling on [−2, 2]10. The adaptive Sequential Monte Carlo sampling scheme
described in section 4.3.2 was then run with 2,000 particles. The parameters of interest were
then taken as the centroids resulting from a k-means clustering procedure (see section 4.3.3),
with a number of clusters in the range m ∈ {15, . . . , 130}. The reduced basis matrix RIGS
was then built using r = 8 POD modes with snapshots computed from the aforementioned
parameters, once again as to capture a large enough proportion of the total variance. The
matrix RLHS used in the comparison was obtained similarly to the previous example, with
latin hypercube sampling for the same numbers of snapshots m ∈ {15, . . . , 130}. Finally,
latin hypercube sampling was also used to collect 90,000 snapshots to build the reference
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reduced basis matrix Rref with r = 8 POD modes, to which RIGS and RLHS will be compared
according to (4.6), using the error metric EIGS/LHS. As in the previous example, the average
of EIGS/LHS over 25 runs is plotted in Figure 4.7, along with their respective one standard
deviation interval. Once again, and for a higher dimension of the parameter space, we can
see that the use of IGS (red curve) brings substantial accuracy improvements over LHS (blue
curve). The IGS error is consistently lower than the LHS error, and stabilizes at a low level
for a much smaller number of snapshots; thus resulting in enhanced accuracy at a given
computational effort.
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Figure 4.7: Average error metric EIGS/LHS (4.6) against the numberm of snap-
shots, with one standard deviation interval
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4.5 Conclusions
The present chapter has described a framework for selecting suitable parameters to generate
snapshots in view of reduced order modeling applications. The parameter space is interpreted
as a Riemannian manifold equipped with a metric emphasizing its important regions. Sam-
pling is performed through an efficient adaptive Sequential Monte Carlo scheme, in which
the metric tensor field is approximated via an interpolation procedure; hence enabling fast
computations without any call to the forward solver during the sampling process. The re-
sulting parameters, obtained following a clustering procedure from the sampling output, are
then used to generate snapshots. The example problems treated in this chapter demonstrate
the promise of the proposed approach in displaying significant accuracy improvements while
calling for low computational expenses controlled by the analyst.
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CHAPTER 5
CONCLUSION AND FINAL THOUGHTS
This thesis was concerned with computational methods for uncertainty quantification,
inverse problems and reduced order modeling. The goal of these methods is to accurately
assess the consequences of uncertainties in the design and analysis of engineering systems,
as well as to enable accurate and efficient system identification and prognosis; thus leading
to a better understanding of the condition and and future performance of such systems.
5.1 Contributions
The work exposed in this thesis comprises three contributions to the aforementioned fields,
together with illustrative and engineering-oriented numerical applications.
In chapter 2, a framework to optimize an engineering system under large uncertainties
was described. The optimization problem was recast as a sampling problem, and the use of
an advanced sampling scheme, associated with a hierarchical approach using approximate
models, enabled an efficient identification of design values; along with corresponding sensi-
tivity and robustness information. We applied successfully the devised approach to problems
of stochastic design and control in the context of random heterogeneous materials, where
uncertainties arise from the stochastic variability of their properties.
Chapter 3 presents a computationally efficient probabilistic framework that enables the
identification of model parameters from noisy measurements of the response. We adopted
a Bayesian approach, along with an advanced Sequential Monte Carlo sampling scheme
and a reduced order model interpolation procedure based on differential geometric ideas.
This enabled faster computations during the posterior sampling process, while maintaining
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a high accuracy. The capabilities of the proposed framework were illustrated in the context
of transient PDE-based models, in which the parameters correspond to physical properties.
In chapter 4, a novel methodology to sample effectively relevant points in a parameter
space is devised. Of interest was the problem of collecting snapshots for reduced order mod-
eling applications; namely how to select the parameters that represent best the system of
interest in the parameter space. Using principles from information geometry, the latter was
interpreted as a Riemannian manifold, equipped with a sensitivity related metric empha-
sizing the most informative regions. Comparative applications exemplify the effectiveness
of the suggested approach for reduced order modeling. It is believed that the presented
methodology can be extended to the broader field of statistical design of experiments.
A software library developed during the course of the research effort leading to this thesis
is introduced in appendix A, and the corresponding documentation is given in appendix B,
along with an illustrative example demonstrating the use of the library.
5.2 Final thoughts
This thesis has developed innovative computational tools for uncertainty quantification, in-
verse problems and reduced order modeling. Those fields emerged as new understanding
concerning the behavior of engineering systems of ever-increasing complexity was needed.
However, many questions remains without answer, and much progress remains to be done.
It is believed that the constant advancement of uncertainty quantification and analysis meth-
ods, as well as of system identification and prognosis techniques, is of raising awareness in
the engineering community and shows great promise for the future.
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APPENDIX A
SOFTWARE CONTRIBUTION
Due to the heavy computational nature of the work described in this thesis, a significant
part of software has been written. In this appendix, we introduce SMCLib, a template,
object-oriented and extensible MCMC and SMC library written in C++. SMCLib has been
developed during the course of the research work done in view of this thesis, in order to
support the probabilistic methods described in the previous chapters. We will only discuss
the software library in this appendix, as the mechanisms underlying Markov chain Monte
Carlo methods, Sequential Monte Carlo methods and the adaptive Sequential Monte Carlo
method has been described in the previous chapters and their references, such as [68, 48, 8,
83, 45, 65, 63, 31, 23, 28, 29, 57, 58, 104].
The goal was to establish a flexible and extensible library in order to expedite the devel-
opment of a specific sampler for a particular application, such as the ones encountered in the
previous chapters of this thesis. Similar efforts have been made in the statistical community,
e.g. [52], however our approach differ in that we keep in mind the various requirements
induced by the engineering applications described in this thesis. At this time of writing,
implemented functionality includes MCMC, SMC and adaptive SMC samplers, Metropolis-
Hastings and Metropolis-within-Gibbs kernels, as well as normal and multivariate normal
probability distributions utilized as transition distributions.
The design of this library has been greatly inspired by software engineering design pat-
terns such as the ones described in [69]: generic programming and object-oriented design
have been used in order to increase flexibility and decrease the development time of a specific
sampler. The use of templates enables to easily develop samplers for both univariate and
multivariate probability distributions, while allowing for user-defined structure in the multi-
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variate case. Object-oriented design accelerates the development of a particular application
as specific samplers, kernels and probability distributions can be directly derived from library
headers by using inheritance; with polymorphism enabling those derived objects to share the
same global interface with the library. As we will see in section B.2, minimal coding work is
required as much of the general functionality is included in the library.
The library makes heavy use of headers provided by the C++ Standard Library and the
GNU Scientific Library. At the time of writing, SMCLib comprises the following elements:
• General and “high-level” template classes for MCMC and SMC samplers.
• General template classes representing elements composing the aforementioned sam-
plers, such as MCMC kernels, particles and sets of particles.
• Abstract template classes representing probability distributions and sequences of prob-
ability distributions. Derived classes for univariate and multivariate normal distribu-
tions are included.
The documentation for those classes is included in section B.1. As always, there is room for
improvements; specifically concerning ease of use and functionality. A major one would be to
parallelize the SMC part of the library, using for instance MPI/OpenMP, so that the analysis
for each particle is made on distinct processors. Potential extensions include supplementary
probability distributions, as well as additional MCMC kernels such as Gibbs samplers [40],
Hybrid Monte Carlo [35], the Metropolis-adjusted Langevin algorithm [13], etc.
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APPENDIX B
DOCUMENTATION OF SMCLIB
B.1 Generated documentation
The following pages comprise the documentation, as generated from the source code by
Doxygen 1.8.2 (www.doxygen.org), of the SMCLib software library described previously in
Appendix A. It includes documentation for all member functions and data members for each
class; and should prove itself as a useful reference for anyone wishing to use, modify or extend
the SMCLib library. A simple example program is described in the next section, illustrating
the use of the SMCLib library to sample from a univariate probability distribution.
88
Contents
1 Hierarchical Index 94
1.1 Class Hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
2 Class Index 95
2.1 Class List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3 Class Documentation 96
3.1 BoundedMvIndNormalPDF Class Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.1.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.2.1 BoundedMvIndNormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.2.2 BoundedMvIndNormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.2.3 ∼BoundedMvIndNormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.1 evalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.2 evalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.3 evalMarginalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.4 evalMarginalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.5 evalMarginalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.6 evalMarginalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.7 evalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.1.3.8 evalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.9 getDimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.10 getInfBoundVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.11 getInfBoundVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.12 getMarginalSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.13 getMarginalSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.14 getMeanVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1.3.15 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
CONTENTS 90
3.1.3.16 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.17 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.18 getStdDevVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.19 getStdDevVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.20 getSupBoundVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.21 getSupBoundVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.22 setDimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.23 setInfBoundVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.3.24 setInfBoundVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.1.3.25 setMeanVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.1.3.26 setMeanVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.1.3.27 setStdDevVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.1.3.28 setStdDevVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.1.3.29 setSupBoundVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.1.3.30 setSupBoundVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.2 MCMCSampler< T > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.2.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.2.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.2.2.1 MCMCSampler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.2.2.2 MCMCSampler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.2.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.1 getAcceptanceRatio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.2 outputReport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.3 readInputParameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.4 runMcmcSampler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.5 setNumMcmcMoves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.6 setRandNumGen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.7 setTargetPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2.3.8 setTransPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.3 MCMCUpdate< T > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.3.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.3.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.3.2.1 MCMCUpdate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.3.2.2 MCMCUpdate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.3.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.3.3.1 getCurrentState . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.3.3.2 getProposalState . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
CONTENTS 91
3.3.3.3 performMcmcUpdate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.4 performMcmcUpdateInSmc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.5 performMcmcUpdateInSmc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.6 setCurrentState . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.7 setProposalState . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.8 setTargetPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.9 setTargetPdfSequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.3.10 setTransPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.4 MetWGibbsUpdate< T > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.4.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.2.1 MetWGibbsUpdate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.2.2 MetWGibbsUpdate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.3.1 addNumAcceptGroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.3.2 getNumAcceptGroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.3.3 getNumGroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.4.3.4 performMcmcUpdate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.3.5 performMcmcUpdateInSmc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.3.6 performMcmcUpdateInSmc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.3.7 setNumAcceptGroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.3.8 setNumGroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.5 MvIndNormalPDF Class Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.5.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.5.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.5.2.1 MvIndNormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.5.2.2 MvIndNormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.5.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.1 evalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.2 evalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.3 evalMarginalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.4 evalMarginalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.5 evalMarginalInvCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.6 evalMarginalInvCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.7 evalMarginalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.8 evalMarginalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.5.3.9 evalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
CONTENTS 92
3.5.3.10 evalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.5.3.11 getMarginalSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.5.3.12 getMarginalSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.5.3.13 getMeanVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.5.3.14 getMeanVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.5.3.15 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.5.3.16 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.17 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.18 getStdDevVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.19 getStdDevVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.20 setMeanVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.21 setMeanVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.22 setStdDevVector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.3.23 setStdDevVectorComponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.6 NormalPDF Class Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
3.6.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.2.1 NormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.2.2 NormalPDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.3.1 evalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.3.2 evalCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.3.3 evalInvCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.6.3.4 evalInvCdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.6.3.5 evalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.6.3.6 evalPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.6.3.7 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.6.3.8 getSample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.7 Particle< T > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.7.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.7.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.7.2.1 Particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.7.2.2 Particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.7.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.7.3.1 getComponents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.7.3.2 operator= . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.7.3.3 setComponents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
CONTENTS 93
3.8 ParticleSet< T, np > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.8.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.2.1 ParticleSet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.2.2 ParticleSet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.3.1 computeEss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.3.2 normalizeWeights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8.3.3 resampleParticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.8.3.4 uniformizeWeights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.9 PDF< T > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.9.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.10 PDFSequence< T > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.10.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.11 SMCSampler< T, num_particles > Class Template Reference . . . . . . . . . . . . . . . . . . . . . . 125
3.11.1 Detailed Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.2 Constructor & Destructor Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.2.1 SMCSampler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.3 Member Function Documentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.3.1 findNextSeqParam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.3.2 initializeSampler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.3.3 moveParticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.3.4 outputReport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.11.3.5 performSmcLoop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.6 performSmcLoopWithReport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.7 resampleParticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.8 scanInputParameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.9 setMcmcMove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.10 setMcmcTransPdf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.11 setNumMcmcMoves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.12 setPdfSequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.11.3.13 setRandNumGen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.11.3.14 setSeqParamCurrent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.11.3.15 setSeqParamNext . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.11.3.16 updateWeights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
Chapter 1
Hierarchical Index
1.1 Class Hierarchy
This inheritance list is sorted roughly, but not completely, alphabetically:
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Class Index
2.1 Class List
Here are the classes, structs, unions and interfaces with brief descriptions:
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Chapter 3
Class Documentation
3.1 BoundedMvIndNormalPDF Class Reference
Inherited class representing a bounded multivariate Gaussian distribution.
#include <BoundedMvIndNormalPDF.h>
Inheritance diagram for BoundedMvIndNormalPDF:
BoundedMvIndNormalPDF
PDF< std::vector< double > >
Public Member Functions
• BoundedMvIndNormalPDF (long d)
Constructor of the class.
• BoundedMvIndNormalPDF (long d, const std::vector< double> &mean, const std::vector< double> &std_dev,
const std::vector< double > &bc1, const std::vector< double > &bc2)
Alternative constructor.
• virtual ∼BoundedMvIndNormalPDF ()
Destructor of the class.
• void setDimension (long dim)
Set the dimension of the state space.
• long getDimension () const
Get the dimension of the state space.
• void setMeanVector (const std::vector< double > &mean)
Set the mean vector of the distribution.
• std::vector< double > getMeanVector () const
Get the mean vector of the distribution.
• void setStdDevVector (const std::vector< double > &std_dev)
Set the standard deviation vector of the distribution.
• std::vector< double > getStdDevVector () const
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Get the standard deviation vector of the distribution.
• void setInfBoundVector (const std::vector< double > &bc1)
Set the inferior boundary vector.
• std::vector< double > getInfBoundVector () const
Get the inferior boundary vector.
• void setSupBoundVector (const std::vector< double > &bc2)
Set the superior boundary vector.
• std::vector< double > getSupBoundVector () const
Get the superior boundary vector.
• void setMeanVectorComponent (double mean_i, long i)
Set one component of the mean vector of the distribution.
• double getMeanVectorComponent (long i) const
Get one component of the mean vector of the distribution.
• void setStdDevVectorComponent (double std_dev_i, long i)
Set one component of the standard deviation vector of the distribution.
• double getStdDevVectorComponent (long i) const
Get one component of the standard deviation vector of the distribution.
• void setInfBoundVectorComponent (double bc1_i, long i)
Set one component of the inferior boundary vector.
• double getInfBoundVectorComponent (long i) const
Get one component of the inferior boundary vector.
• void setSupBoundVectorComponent (double bc2_i, long i)
Set one component of the superior boundary vector.
• double getSupBoundVectorComponent (long i) const
Get one component of the superior boundary vector.
• virtual double evalPdf (const std::vector< double > &X) const
Evaluate the pdf at the vector X.
• virtual double evalCdf (const std::vector< double > &X) const
Evaluate the cdf at the vector X.
• virtual std::vector< double > evalInvCdf (double) const
Dummy overriding of the inverse cdf member function.
• virtual std::vector< double > getSample () const
Get a sample vector from the distribution.
• virtual double evalPdf (const std::vector< double > &X, const std::vector< double > &Y) const
Evaluate the kernel pdf from X to Y.
• virtual double evalCdf (const std::vector< double > &X, const std::vector< double > &Y) const
Evaluate the kernel cdf from X to Y.
• virtual std::vector< double > evalInvCdf (double, const std::vector< double > &) const
Dummy overriding of the inverse kernel cdf member function.
• virtual std::vector< double > getSample (const std::vector< double > &X) const
Get a sample from the kernel distribution from X.
• virtual std::vector< double > getSample (const std::vector< double > &X, long i) const
Get a sample from the kernel distribution by modifying only the ith component.
• double evalMarginalPdf (double x, long i) const
Evaluate the ith marginal pdf of the distribution at x.
• double evalMarginalCdf (double x, long i) const
Evaluate the ith marginal cdf of the distribution at x.
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• double evalMarginalInvCdf (double p, long i) const
Dummy overriding – Evaluate the inverse cdf of the ith marginal distribution at probability p.
• double getMarginalSample (long i) const
Get a sample from the ith marginal distribution.
• double evalMarginalPdf (double x, double y, long i) const
Evaluate the ith marginal kernel pdf from x to y.
• double evalMarginalCdf (double x, double y, long i) const
Evaluate the ith marginal kernel cdf from x to y.
• double evalMarginalInvCdf (double p, double x, long i) const
Dummy overriding – Evaluate the inverse kernel cdf from x of the ith marginal at probability p.
• double getMarginalSample (double x, long i) const
Get a sample from the ith kernel marginal distribution from x.
• virtual void setRandNumGen (gsl_rng ∗r)
Set the random number generator.
Protected Attributes
• MvIndNormalPDF ∗ mvn
Underlying multivariate normal distribution.
• std::vector< double > bound1
Inferior boundary of the samples.
• std::vector< double > bound2
Superior boundary of the samples.
3.1.1 Detailed Description
Inherited class representing a bounded multivariate Gaussian distribution.
3.1.2 Constructor & Destructor Documentation
3.1.2.1 BoundedMvIndNormalPDF::BoundedMvIndNormalPDF ( long d )
Constructor of the class.
Default constructor, set the mean to 0 and the standard deviation to 1 for the boundaries [-1,1].
3.1.2.2 BoundedMvIndNormalPDF::BoundedMvIndNormalPDF ( long d, const std::vector< double> & mean, const std::vector<
double> & std dev, const std::vector< double> & bc1, const std::vector< double> & bc2 )
Alternative constructor.
Enable the user to define the mean, standard deviation and bounds.
3.1.2.3 BoundedMvIndNormalPDF::∼BoundedMvIndNormalPDF ( ) [virtual]
Destructor of the class.
Destructor - Delete the underlying multivariate normal.
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3.1.3 Member Function Documentation
3.1.3.1 double BoundedMvIndNormalPDF::evalCdf ( const std::vector< double> & X ) const [virtual]
Evaluate the cdf at the vector X.
Return the cdf value for the bounded multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
3.1.3.2 double BoundedMvIndNormalPDF::evalCdf ( const std::vector< double> & X, const std::vector< double> & Y ) const
[virtual]
Evaluate the kernel cdf from X to Y.
Return the kernel cdf value for the bounded multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
3.1.3.3 double BoundedMvIndNormalPDF::evalMarginalCdf ( double x, long i ) const
Evaluate the ith marginal cdf of the distribution at x.
Return the ith marginal cdf value using the underlying multivariate normal.
3.1.3.4 double BoundedMvIndNormalPDF::evalMarginalCdf ( double x, double y, long i ) const
Evaluate the ith marginal kernel cdf from x to y.
Return the ith marginal kernel cdf value using the underlying multivariate normal.
3.1.3.5 double BoundedMvIndNormalPDF::evalMarginalPdf ( double x, long i ) const
Evaluate the ith marginal pdf of the distribution at x.
Return the ith marginal pdf value using the underlying multivariate normal.
3.1.3.6 double BoundedMvIndNormalPDF::evalMarginalPdf ( double x, double y, long i ) const
Evaluate the ith marginal kernel pdf from x to y.
Return the ith marginal kernel pdf value using the underlying multivariate normal.
3.1.3.7 double BoundedMvIndNormalPDF::evalPdf ( const std::vector< double> & X ) const [virtual]
Evaluate the pdf at the vector X.
Return the pdf value for the bounded multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
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3.1.3.8 double BoundedMvIndNormalPDF::evalPdf ( const std::vector< double> & X, const std::vector< double> & Y ) const
[virtual]
Evaluate the kernel pdf from X to Y.
Return the kernel pdf value for the bounded multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
3.1.3.9 long BoundedMvIndNormalPDF::getDimension ( ) const
Get the dimension of the state space.
Get the dimension from the underlying multivariate normal.
3.1.3.10 std::vector< double> BoundedMvIndNormalPDF::getInfBoundVector ( ) const
Get the inferior boundary vector.
Return a copy of the inferior boundary vector.
3.1.3.11 double BoundedMvIndNormalPDF::getInfBoundVectorComponent ( long i ) const
Get one component of the inferior boundary vector.
Access the inferior boundary vector to return one element.
3.1.3.12 double BoundedMvIndNormalPDF::getMarginalSample ( long i ) const
Get a sample from the ith marginal distribution.
Return a sample from the ith marginal distribution using the underlying multivariate normal.
3.1.3.13 double BoundedMvIndNormalPDF::getMarginalSample ( double x, long i ) const
Get a sample from the ith kernel marginal distribution from x.
Return a sample from the ith marginal kernel distribution using the underlying multivariate normal.
3.1.3.14 std::vector< double> BoundedMvIndNormalPDF::getMeanVector ( ) const
Get the mean vector of the distribution.
Get the mean vector from the underlying multivariate normal.
3.1.3.15 std::vector< double> BoundedMvIndNormalPDF::getSample ( ) const [virtual]
Get a sample vector from the distribution.
Get a sample using the underlying multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
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3.1.3.16 std::vector< double> BoundedMvIndNormalPDF::getSample ( const std::vector< double> & X ) const [virtual]
Get a sample from the kernel distribution from X.
Get a sample from the kernel distribution using the underlying multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
3.1.3.17 std::vector< double> BoundedMvIndNormalPDF::getSample ( const std::vector< double> & X, long i ) const
[virtual]
Get a sample from the kernel distribution by modifying only the ith component.
Get a sample from the kernel distribution by updating only the ith component using the underlying multivariate normal.
Implements PDF< std::vector< double > > (p. 123).
3.1.3.18 std::vector< double> BoundedMvIndNormalPDF::getStdDevVector ( ) const
Get the standard deviation vector of the distribution.
Get the standard deviation vector from the underlying multivariate normal.
3.1.3.19 double BoundedMvIndNormalPDF::getStdDevVectorComponent ( long i ) const
Get one component of the standard deviation vector of the distribution.
Get one component from the standard deviation vector of the underlying multivariate normal.
3.1.3.20 std::vector< double> BoundedMvIndNormalPDF::getSupBoundVector ( ) const
Get the superior boundary vector.
Return a copy of the superior boundary vector.
3.1.3.21 double BoundedMvIndNormalPDF::getSupBoundVectorComponent ( long i ) const
Get one component of the superior boundary vector.
Access the superior boundary vector to return one element.
3.1.3.22 void BoundedMvIndNormalPDF::setDimension ( long dim )
Set the dimension of the state space.
Set the dimension in the underlying multivariate normal.
3.1.3.23 void BoundedMvIndNormalPDF::setInfBoundVector ( const std::vector< double> & bc1 )
Set the inferior boundary vector.
Copy the argument vector into the inferior boundary vector.
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3.1.3.24 void BoundedMvIndNormalPDF::setInfBoundVectorComponent ( double bc1 i, long i )
Set one component of the inferior boundary vector.
Access the inferior boundary vector to change one element.
3.1.3.25 void BoundedMvIndNormalPDF::setMeanVector ( const std::vector< double> & mean )
Set the mean vector of the distribution.
Copy the argument vector in the mean vector of the underlying multivariate normal.
3.1.3.26 void BoundedMvIndNormalPDF::setMeanVectorComponent ( double mean i, long i )
Set one component of the mean vector of the distribution.
Change one element in the mean vector of the underlying multivariate normal.
3.1.3.27 void BoundedMvIndNormalPDF::setStdDevVector ( const std::vector< double> & std dev )
Set the standard deviation vector of the distribution.
Copy the argument vector in the standard deviation vector of the underlying multivariate normal.
3.1.3.28 void BoundedMvIndNormalPDF::setStdDevVectorComponent ( double std dev i, long i )
Set one component of the standard deviation vector of the distribution.
Change one element in the standard deviation vector of the underlying multivariate normal.
3.1.3.29 void BoundedMvIndNormalPDF::setSupBoundVector ( const std::vector< double> & bc2 )
Set the superior boundary vector.
Copy the argument vector into the superior boundary vector.
3.1.3.30 void BoundedMvIndNormalPDF::setSupBoundVectorComponent ( double bc2 i, long i )
Set one component of the superior boundary vector.
Access the superior boundary vector to change one element.
The documentation for this class was generated from the following files:
• BoundedMvIndNormalPDF.h
• BoundedMvIndNormalPDF.cpp
3.2 MCMCSampler< T> Class Template Reference
Template base class for a McMC sampler.
#include <MCMCSampler.h>
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Public Member Functions
• MCMCSampler ()
Constructor of the class.
• MCMCSampler (long numiter, long burnin)
Alternative constructor.
• virtual ∼MCMCSampler ()
Destructor of the class.
• void setInitialState (const T &init)
Set the initial state.
• void setNumIterations (long numiter)
Set the number of iterations.
• long getNumIterations () const
Get the number of iterations.
• void setBurnInIterations (long burnin)
Set the number of burn-in iterations.
• long getBurnInIterations () const
Get the number of burn-in iterations.
• void setCurrentIterNum (long iter)
Set the current iteration number.
• void addCurrentIterNum ()
Add one iteration to the current iteration number.
• long getCurrentIterNum () const
Get the current iteration number.
• void setNumAcceptedMoves (long numacc)
Set the number of accepted McMC moves.
• void addToNumAcceptedMoves (long increment)
Add some number to the number of accepted moves.
• long getNumAcceptedMoves () const
Get the number of accepted moves.
• double getAcceptanceRatio () const
Get the current acceptance ratio.
• void setMcmcUpdate (MCMCUpdate< T > &mcmc)
Set the McMC update to use.
• void setNumMcmcMoves (long nummoves)
Set the number of McMC moves per iteration.
• long getNumMcmcMoves () const
Get the number of McMC moves per iteration.
• void setRandNumGen (gsl_rng ∗r)
Set the random number generator.
• void setTargetPdf (PDF< T > &tpdf)
Set the pointer to the target pdf to be sampled.
• void setTransPdf (PDF< T > &tpdf)
Set the pointer to the transition pdf to use.
• virtual void readInputParameters ()
Read input parameters from a file.
• virtual void runMcmcSampler ()
Run the McMC sampler, main member function.
• virtual void outputReport ()
Output results on screen and in a file.
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Protected Attributes
• std::vector< T > samples
Vector containing the samples.
• T initial_state
Initial state.
• long num_iterations
Number of iterations.
• long burn_in_iterations
Number of burn-in iterations.
• long current_iter
Current iteration number.
• long num_accepted_moves
Number of accepted McMC moves.
• MCMCUpdate< T > ∗ mcmc_update
Pointer to a McMC update object.
• long num_mcmc_moves
Number of McMC moves per iteration.
• gsl_rng ∗ rand_gen
Pointer to an instance of a eandom number generator.
• PDF< T > ∗ target_pdf
Pointer to a PDF (p.123) object representing the target pdf.
• PDF< T > ∗ trans_pdf
Pointer to a pdf object representing the transition pdf.
3.2.1 Detailed Description
template<typename T>class MCMCSampler< T>
Template base class for a McMC sampler.
3.2.2 Constructor & Destructor Documentation
3.2.2.1 template<typename T>MCMCSampler< T>::MCMCSampler ( )
Constructor of the class.
Default constructor, set parameters to defined values.
3.2.2.2 template<typename T>MCMCSampler< T>::MCMCSampler ( long numiter, long burnin )
Alternative constructor.
Set the number of iterations, burn-in time and number of moves to defined values.
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3.2.3 Member Function Documentation
3.2.3.1 template<typename T> doubleMCMCSampler< T>::getAcceptanceRatio ( ) const
Get the current acceptance ratio.
Return the value obtained by the formula naccepted/nmovesniter.
3.2.3.2 template<typename T> voidMCMCSampler< T>::outputReport ( ) [virtual]
Output results on screen and in a file.
Output the problem data, to be overriden.
3.2.3.3 template<typename T> voidMCMCSampler< T>::readInputParameters ( ) [virtual]
Read input parameters from a file.
Open an input file and read parameters.
3.2.3.4 template<typename T> voidMCMCSampler< T>::runMcmcSampler ( ) [virtual]
Run the McMC sampler, main member function.
Main function of the class.
3.2.3.5 template<typename T> voidMCMCSampler< T>::setNumMcmcMoves ( long nummoves )
Set the number of McMC moves per iteration.
Modifies the number of McMC moves, also in the McMC update object.
3.2.3.6 template<typename T> voidMCMCSampler< T>::setRandNumGen ( gsl rng ∗ r )
Set the random number generator.
Set the random number generator in the sub-objects.
3.2.3.7 template<typename T> voidMCMCSampler< T>::setTargetPdf ( PDF< T> & tpdf )
Set the pointer to the target pdf to be sampled.
Set the target pdf, also modify the McMC update object.
3.2.3.8 template<typename T> voidMCMCSampler< T>::setTransPdf ( PDF< T> & tpdf )
Set the pointer to the transition pdf to use.
Set the transition pdf, also modify the McMC update object.
The documentation for this class was generated from the following file:
• MCMCSampler.h
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3.3 MCMCUpdate< T> Class Template Reference
Template class for McMC updates.
#include <MCMCUpdate.h>
Public Member Functions
• MCMCUpdate ()
Constructor of the class.
• MCMCUpdate (long ns)
Alternative constructor.
• virtual ∼MCMCUpdate ()
Destructor of the class.
• void setNsteps (long n)
Set the number of McMC moves.
• long getNsteps () const
Get the number of McMC moves.
• void setCurrentState (const T &)
Set the current state.
• T getCurrentState () const
Get the current state.
• void setProposalState (const T &)
Set the proposal state.
• T getProposalState () const
Get the proposal state.
• void setTargetPdfSequence (PDFSequence< T > &)
Set the pointer to the target sequence of probability distributions (SMC)
• void setTargetPdf (PDF< T > &)
Set the pointer to the target probability distribution function.
• void setTransPdf (PDF< T > &)
Set the pointer to the transition probability distribution function.
• void setNumAccept (long n)
Set the number of accepted moves.
• long getNumAccept () const
Get the number of accepted moves.
• void addNumAccept ()
Increment the number of accepted moves.
• void setRandNumGen (gsl_rng ∗r)
Set the random number generator.
• virtual void performMcmcUpdate ()
Perform the McMC update procedure.
• virtual void performMcmcUpdateInSmc ()
Perform the McMC update procedure (SMC)
• virtual void performMcmcUpdateInSmc (double &fun_value)
Perform the McMC update procedure with an expensive function (SMC)
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Protected Attributes
• long n_steps
Number of McMC moves.
• long num_accept
Number of accepted moves.
• T current_state
Current state.
• T proposal_state
Proposal state.
• gsl_rng ∗ rand_gen
Pointer to an instance of a random number generator.
• PDFSequence< T > ∗ target_pdf_sequence
Pointer to a PDFSequence (p.124) object representing the target pdf sequence (SMC)
• PDF< T > ∗ target_pdf
Pointer to a PDF (p.123) object representing the target pdf.
• PDF< T > ∗ trans_pdf
Pointer to a PDF (p.123) object representing the transition pdf.
3.3.1 Detailed Description
template<typename T>class MCMCUpdate< T>
Template class for McMC updates.
3.3.2 Constructor & Destructor Documentation
3.3.2.1 template<typename T>MCMCUpdate< T>::MCMCUpdate ( )
Constructor of the class.
Set the number of steps to a default value.
3.3.2.2 template<typename T>MCMCUpdate< T>::MCMCUpdate ( long ns )
Alternative constructor.
Set the number of steps to a defined value.
3.3.3 Member Function Documentation
3.3.3.1 template<typename T> TMCMCUpdate< T>::getCurrentState ( ) const
Get the current state.
Return a copy of the current state.
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3.3.3.2 template<typename T> TMCMCUpdate< T>::getProposalState ( ) const
Get the proposal state.
Return a copy of the proposal state.
3.3.3.3 template<typename T> voidMCMCUpdate< T>::performMcmcUpdate ( ) [virtual]
Perform the McMC update procedure.
Classical Metropolis-Hastings algorithm.
Reimplemented in MetWGibbsUpdate< T > (p. 111).
3.3.3.4 template<typename T> voidMCMCUpdate< T>::performMcmcUpdateInSmc ( ) [virtual]
Perform the McMC update procedure (SMC)
Classical Metropolis-Hastings algorithm in a SMC framework.
Reimplemented in MetWGibbsUpdate< T > (p. 111).
3.3.3.5 template<typename T> voidMCMCUpdate< T>::performMcmcUpdateInSmc ( double & fun value ) [virtual]
Perform the McMC update procedure with an expensive function (SMC)
Classical Metropolis-Hastings algorithm in a SMC framework with an expensive function, modifies the argument fun_-
value.
Reimplemented in MetWGibbsUpdate< T > (p. 111).
3.3.3.6 template<typename T> voidMCMCUpdate< T>::setCurrentState ( const T & cstate )
Set the current state.
Copy the argument into the current state.
3.3.3.7 template<typename T> voidMCMCUpdate< T>::setProposalState ( const T & pstate )
Set the proposal state.
Copy the argument vector into the proposal state.
3.3.3.8 template<typename T> voidMCMCUpdate< T>::setTargetPdf ( PDF< T> & tpdf )
Set the pointer to the target probability distribution function.
Target invariant probability distribution to be sampled.
3.3.3.9 template<typename T> voidMCMCUpdate< T>::setTargetPdfSequence ( PDFSequence< T> & tpdfseq )
Set the pointer to the target sequence of probability distributions (SMC)
Target invariant probability distribution to be sampled in a SMC framework.
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3.3.3.10 template<typename T> voidMCMCUpdate< T>::setTransPdf ( PDF< T> & tpdf )
Set the pointer to the transition probability distribution function.
Transition probability distribution of the McMC update.
The documentation for this class was generated from the following file:
• MCMCUpdate.h
3.4 MetWGibbsUpdate< T> Class Template Reference
Template class for Metropolis-within-Gibbs updates.
#include <MetWGibbsUpdate.h>
Inheritance diagram for MetWGibbsUpdate< T >:
MetWGibbsUpdate< T >
MCMCUpdate< std::vector< T > >
Public Member Functions
• MetWGibbsUpdate ()
Constructor of the class.
• MetWGibbsUpdate (long ns, long ng)
Alternative constructor.
• virtual ∼MetWGibbsUpdate ()
Destructor of the class.
• void setNumAcceptGroup (long n, long k)
Set the number of accepted moves for one group of components.
• void addNumAcceptGroup (long k)
Add one to the number of accepted moves for one group of components.
• long getNumAcceptGroup (long k) const
Get the number of accepted moves for one group of components.
• void setNumGroups (long ng)
Set the number of separate groups.
• long getNumGroups () const
Get the number of separate groups.
• virtual void performMcmcUpdate ()
Perform the update procedure.
• virtual void performMcmcUpdateInSmc ()
Perform the update procedure (SMC)
• virtual void performMcmcUpdateInSmc (double &fun_value)
Perform the update procedure with an expensive function (SMC)
3.4 MetWGibbsUpdate< T > Class Template Reference 110
Protected Attributes
• long ngroups
Number of separate groups.
• std::vector< long > num_accept_group
Number of accepted moves per group of components.
3.4.1 Detailed Description
template<typename T>class MetWGibbsUpdate< T>
Template class for Metropolis-within-Gibbs updates.
3.4.2 Constructor & Destructor Documentation
3.4.2.1 template<typename T>MetWGibbsUpdate< T>::MetWGibbsUpdate ( )
Constructor of the class.
Set the number of steps to a default value.
3.4.2.2 template<typename T>MetWGibbsUpdate< T>::MetWGibbsUpdate ( long ns, long ng )
Alternative constructor.
Set the number of steps to a defined value.
3.4.3 Member Function Documentation
3.4.3.1 template<typename T> voidMetWGibbsUpdate< T>::addNumAcceptGroup ( long k )
Add one to the number of accepted moves for one group of components.
Increment by one the number of accepted moves for group k.
3.4.3.2 template<typename T> longMetWGibbsUpdate< T>::getNumAcceptGroup ( long k ) const
Get the number of accepted moves for one group of components.
Return the number of accepted moves for group k.
3.4.3.3 template<typename T> longMetWGibbsUpdate< T>::getNumGroups ( ) const
Get the number of separate groups.
Get the number of groups to be updated separately.
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3.4.3.4 template<typename T> voidMetWGibbsUpdate< T>::performMcmcUpdate ( ) [virtual]
Perform the update procedure.
Metropolis-within-Gibbs algorithm.
Reimplemented from MCMCUpdate< std::vector< T > > (p. 108).
3.4.3.5 template<typename T> voidMetWGibbsUpdate< T>::performMcmcUpdateInSmc ( ) [virtual]
Perform the update procedure (SMC)
Metropolis-within-Gibbs algorithm in a SMC framework.
Reimplemented from MCMCUpdate< std::vector< T > > (p. 108).
3.4.3.6 template<typename T > void MetWGibbsUpdate< T >::performMcmcUpdateInSmc ( double & fun value )
[virtual]
Perform the update procedure with an expensive function (SMC)
Metropolis-within-Gibbs algorithm in a SMC framework with an expensive function.
Reimplemented from MCMCUpdate< std::vector< T > > (p. 108).
3.4.3.7 template<typename T> voidMetWGibbsUpdate< T>::setNumAcceptGroup ( long n, long k )
Set the number of accepted moves for one group of components.
Set the number of accepted moves for group k.
3.4.3.8 template<typename T> voidMetWGibbsUpdate< T>::setNumGroups ( long ng )
Set the number of separate groups.
Set the number of groups to be updated separately.
The documentation for this class was generated from the following file:
• MetWGibbsUpdate.h
3.5 MvIndNormalPDF Class Reference
Inherited class representing an multivariate Gaussian distribution.
#include <MvIndNormalPDF.h>
Inheritance diagram for MvIndNormalPDF:
MvIndNormalPDF
PDF< std::vector< double > >
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Public Member Functions
• MvIndNormalPDF (long d)
Constructor of the class.
• MvIndNormalPDF (long d, const std::vector< double > &mean, const std::vector< double > &std_dev)
Alternative constructor.
• virtual ∼MvIndNormalPDF ()
Destructor of the class.
• void setDimension (long dim)
Set the dimension of the state space.
• long getDimension () const
Get the dimension of the state space.
• void setMeanVector (const std::vector< double > &mean)
Set the mean vector of the normal distribution.
• std::vector< double > getMeanVector () const
Get the mean vector of the normal distribution.
• void setStdDevVector (const std::vector< double > &std_dev)
Set the standard deviation vector of the normal distribution.
• std::vector< double > getStdDevVector () const
Get the standard deviation vector of the normal distribution.
• void setMeanVectorComponent (double mean_i, long i)
Set one component of the mean vector of the normal distribution.
• double getMeanVectorComponent (long i) const
Get one component of the mean vector of the normal distribution.
• void setStdDevVectorComponent (double std_dev_i, long i)
Set one component of the standard deviation vector of the normal distribution.
• double getStdDevVectorComponent (long i) const
Get one component of the standard deviation vector of the normal distribution.
• virtual double evalPdf (const std::vector< double > &X) const
Evaluate the pdf at the vector X.
• virtual double evalCdf (const std::vector< double > &X) const
Evaluate the cdf at the vector X.
• virtual std::vector< double > evalInvCdf (double) const
Dummy overriding of the inverse cdf member function.
• virtual std::vector< double > getSample () const
Get a sample vector from the distribution.
• virtual double evalPdf (const std::vector< double > &X, const std::vector< double > &Y) const
Evaluate the kernel pdf from X to Y.
• virtual double evalCdf (const std::vector< double > &X, const std::vector< double > &Y) const
Evaluate the kernel cdf from X to Y.
• virtual std::vector< double > evalInvCdf (double, const std::vector< double > &) const
Dummy overriding of the inverse kernel cdf member function.
• virtual std::vector< double > getSample (const std::vector< double > &X) const
Get a sample from the kernel distribution from X.
• virtual std::vector< double > getSample (const std::vector< double > &X, long i) const
Get a sample from the kernel distribution by modifying only the ith component.
• double evalMarginalPdf (double x, long i) const
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Evaluate the ith marginal pdf of the distribution at x.
• double evalMarginalCdf (double x, long i) const
Evaluate the ith marginal cdf of the distribution at x.
• double evalMarginalInvCdf (double p, long i) const
Evaluate the inverse cdf of the ith marginal distribution at probability p.
• double getMarginalSample (long i) const
Get a sample from the ith marginal distribution.
• double evalMarginalPdf (double x, double y, long i) const
Evaluate the ith marginal kernel pdf from x to y.
• double evalMarginalCdf (double x, double y, long i) const
Evaluate the ith marginal kernel cdf from x to y.
• double evalMarginalInvCdf (double p, double x, long i) const
Evaluate the inverse kernel cdf from x of the ith marginal at probability p.
• double getMarginalSample (double x, long i) const
Get a sample from the ith kernel marginal distribution from x.
Protected Attributes
• long dimension
Dimension of the state space.
• std::vector< double > mu
Mean vector of the normal distribution.
• std::vector< double > sigma
Standard deviation vector of the normal distribution.
3.5.1 Detailed Description
Inherited class representing an multivariate Gaussian distribution.
3.5.2 Constructor & Destructor Documentation
3.5.2.1 MvIndNormalPDF::MvIndNormalPDF ( long d )
Constructor of the class.
Default constructor, set the mean to 0 and the standard deviation to 1.
3.5.2.2 MvIndNormalPDF::MvIndNormalPDF ( long d, const std::vector< double> & mean, const std::vector< double> &
std dev )
Alternative constructor.
Enable the user to define the mean and the standard deviation vectors.
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3.5.3 Member Function Documentation
3.5.3.1 double MvIndNormalPDF::evalCdf ( const std::vector< double> & X ) const [virtual]
Evaluate the cdf at the vector X.
Return the value obtained by the formula P(X) =
￿ X
−∞ p(X
￿)dX ￿.
Implements PDF< std::vector< double > > (p. 123).
3.5.3.2 double MvIndNormalPDF::evalCdf ( const std::vector< double > & X, const std::vector< double > & Y ) const
[virtual]
Evaluate the kernel cdf from X to Y.
Return the value obtained by the formula P(X ,Y ) =
￿ Y
−∞ p(X ,Y
￿)dY ￿.
Implements PDF< std::vector< double > > (p. 123).
3.5.3.3 double MvIndNormalPDF::evalMarginalCdf ( double x, long i ) const
Evaluate the ith marginal cdf of the distribution at x.
Return the value obtained by the formula Pi(x) =
￿ x
−∞ pi(x
￿)dx￿.
3.5.3.4 double MvIndNormalPDF::evalMarginalCdf ( double x, double y, long i ) const
Evaluate the ith marginal kernel cdf from x to y.
Return the value obtained by the formula Pi(x,y) =
￿ y
−∞ pi(x,y
￿)dy￿.
3.5.3.5 double MvIndNormalPDF::evalMarginalInvCdf ( double p, long i ) const
Evaluate the inverse cdf of the ith marginal distribution at probability p.
Return the value P−1i (p).
3.5.3.6 double MvIndNormalPDF::evalMarginalInvCdf ( double p, double x, long i ) const
Evaluate the inverse kernel cdf from x of the ith marginal at probability p.
Return the value P−1i (p,x).
3.5.3.7 double MvIndNormalPDF::evalMarginalPdf ( double x, long i ) const
Evaluate the ith marginal pdf of the distribution at x.
Return the value obtained by the formula pi(x) = 1√2πσ2i exp
￿−(x−µi)2
2σ2i
￿
.
3.5.3.8 double MvIndNormalPDF::evalMarginalPdf ( double x, double y, long i ) const
Evaluate the ith marginal kernel pdf from x to y.
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Return the value obtained by the formula pi(x,y) = 1√2πσ2i exp
￿−(y−x)2
2σ2i
￿
.
3.5.3.9 double MvIndNormalPDF::evalPdf ( const std::vector< double> & X ) const [virtual]
Evaluate the pdf at the vector X.
Return the value obtained by the formula p(X) =∏di=1 p(xi) with p(xi) =
1√
2πσ2i
exp
￿−(xi−µi)2
2σ2i
￿
.
Implements PDF< std::vector< double > > (p. 123).
3.5.3.10 double MvIndNormalPDF::evalPdf ( const std::vector< double > & X, const std::vector< double > & Y ) const
[virtual]
Evaluate the kernel pdf from X to Y.
Return the value obtained by the formula p(X ,Y ) =∏di=1 p(xi,yi) with p(xi,yi) =
1√
2πσ2i
exp
￿−(yi−xi)2
2σ2i
￿
.
Implements PDF< std::vector< double > > (p. 123).
3.5.3.11 double MvIndNormalPDF::getMarginalSample ( long i ) const
Get a sample from the ith marginal distribution.
Use the inherited random number generator to return a Gaussian random variate distributed according to the ith
marginal.
3.5.3.12 double MvIndNormalPDF::getMarginalSample ( double x, long i ) const
Get a sample from the ith kernel marginal distribution from x.
Use the inherited random number generator to return a Gaussian random variate distributed according to the ith marginal
but with mean x.
3.5.3.13 std::vector< double> MvIndNormalPDF::getMeanVector ( ) const
Get the mean vector of the normal distribution.
Return a copy of the mean vector.
3.5.3.14 double MvIndNormalPDF::getMeanVectorComponent ( long i ) const
Get one component of the mean vector of the normal distribution.
Access the mean vector to return one element.
3.5.3.15 std::vector< double> MvIndNormalPDF::getSample ( ) const [virtual]
Get a sample vector from the distribution.
Use the inherited random number generator to return a Gaussian random vector.
Implements PDF< std::vector< double > > (p. 123).
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3.5.3.16 std::vector< double> MvIndNormalPDF::getSample ( const std::vector< double> & X ) const [virtual]
Get a sample from the kernel distribution from X.
Use the inherited random number generator to return a Gaussian random vector with mean X.
Implements PDF< std::vector< double > > (p. 123).
3.5.3.17 std::vector< double> MvIndNormalPDF::getSample ( const std::vector< double> & X, long i ) const [virtual]
Get a sample from the kernel distribution by modifying only the ith component.
Use the inherited random number generator to return an updated sample vector with the ith component updated with
the ith marginal distribution.
Implements PDF< std::vector< double > > (p. 123).
3.5.3.18 std::vector< double> MvIndNormalPDF::getStdDevVector ( ) const
Get the standard deviation vector of the normal distribution.
Return a copy of the standard deviation vector.
3.5.3.19 double MvIndNormalPDF::getStdDevVectorComponent ( long i ) const
Get one component of the standard deviation vector of the normal distribution.
Access the standard deviation vector to return one element.
3.5.3.20 void MvIndNormalPDF::setMeanVector ( const std::vector< double> & mean )
Set the mean vector of the normal distribution.
Copy the argument vector into the mean vector.
3.5.3.21 void MvIndNormalPDF::setMeanVectorComponent ( double mean i, long i )
Set one component of the mean vector of the normal distribution.
Access the mean vector to change one element.
3.5.3.22 void MvIndNormalPDF::setStdDevVector ( const std::vector< double> & std dev )
Set the standard deviation vector of the normal distribution.
Copy the argument vector into the standard deviation vector.
3.5.3.23 void MvIndNormalPDF::setStdDevVectorComponent ( double std dev i, long i )
Set one component of the standard deviation vector of the normal distribution.
Access the standard deviation vector to change one element.
The documentation for this class was generated from the following files:
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• MvIndNormalPDF.h
• MvIndNormalPDF.cpp
3.6 NormalPDF Class Reference
Inherited class representing a univariate Gaussian distribution.
#include <NormalPDF.h>
Inheritance diagram for NormalPDF:
NormalPDF
PDF< double >
Public Member Functions
• NormalPDF ()
Constructor of the class.
• NormalPDF (double mean, double std_dev)
Alternative constructor.
• virtual ∼NormalPDF ()
Destructor of the class.
• void setMean (double mean)
Set the mean of the normal distribution.
• double getMean () const
Get the mean of the normal distribution.
• void setStdDev (double std_dev)
Set the standard deviation of the normal distribution.
• double getStdDev () const
Get the standard deviation of the normal distribution.
• virtual double evalPdf (const double &x) const
Evaluate the pdf at point x.
• virtual double evalCdf (const double &x) const
Evaluate the cdf at point x.
• virtual double evalInvCdf (double p) const
Evaluate the inverse cdf at probability p.
• virtual double getSample () const
Get a sample from the distribution.
• virtual double evalPdf (const double &x, const double &y) const
Evaluate the kernel pdf from x to y.
• virtual double evalCdf (const double &x, const double &y) const
Evaluate the kernel cdf from x to y.
• virtual double evalInvCdf (double p, const double &x) const
Evaluate the inverse kernel cdf from x.
• virtual double getSample (const double &x) const
Get a sample from a kernel from x.
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Protected Attributes
• double mu
Mean of the normal distribution.
• double sigma
Standard deviation of the normal distribution.
3.6.1 Detailed Description
Inherited class representing a univariate Gaussian distribution.
3.6.2 Constructor & Destructor Documentation
3.6.2.1 NormalPDF::NormalPDF ( )
Constructor of the class.
Default constructor, set the mean to 0 and the standard deviation to 1.
3.6.2.2 NormalPDF::NormalPDF ( double mean, double std dev )
Alternative constructor.
Enable the user to define the mean and the standard deviation.
3.6.3 Member Function Documentation
3.6.3.1 double NormalPDF::evalCdf ( const double & x ) const [virtual]
Evaluate the cdf at point x.
Return the value obtained by the formula P(x) =
￿ x
−∞ p(x
￿)dx￿.
Implements PDF< double > (p. 123).
3.6.3.2 double NormalPDF::evalCdf ( const double & x, const double & y ) const [virtual]
Evaluate the kernel cdf from x to y.
Return the value obtained by the formula P(x,y) =
￿ y
−∞ p(x,y
￿)dy￿.
Implements PDF< double > (p. 123).
3.6.3.3 double NormalPDF::evalInvCdf ( double p ) const [virtual]
Evaluate the inverse cdf at probability p.
Return the value P−1(p).
Implements PDF< double > (p. 123).
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3.6.3.4 double NormalPDF::evalInvCdf ( double p, const double & x ) const [virtual]
Evaluate the inverse kernel cdf from x.
Return the value P−1(p,x).
Implements PDF< double > (p. 123).
3.6.3.5 double NormalPDF::evalPdf ( const double & x ) const [virtual]
Evaluate the pdf at point x.
Return the value obtained by the formula p(x) = 1√
2πσ2
exp
￿−(x−µ)2
2σ2
￿
.
Implements PDF< double > (p. 123).
3.6.3.6 double NormalPDF::evalPdf ( const double & x, const double & y ) const [virtual]
Evaluate the kernel pdf from x to y.
Return the value obtained by the formula p(x,y) = 1√
2πσ2
exp
￿−(y−x)2
2σ2
￿
.
Implements PDF< double > (p. 123).
3.6.3.7 double NormalPDF::getSample ( ) const [virtual]
Get a sample from the distribution.
Use the inherited random number generator to return a Gaussian random variate.
Implements PDF< double > (p. 123).
3.6.3.8 double NormalPDF::getSample ( const double & x ) const [virtual]
Get a sample from a kernel from x.
Use the inherited random number generator to return a Gaussian random variate with mean x.
Implements PDF< double > (p. 123).
The documentation for this class was generated from the following files:
• NormalPDF.h
• NormalPDF.cpp
3.7 Particle< T> Class Template Reference
Base template class for a particle in SMC algorithms.
#include <Particle.h>
Public Member Functions
• Particle ()
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Constructor of the class.
• Particle (const T &)
Alternative constructor.
• virtual ∼Particle ()
Destructor of the class.
• virtual const Particle< T > & operator= (const Particle< T > &)
Overloaded assignment operator.
• void setLogWeight (double logw)
Set the logarithm of the importance weight.
• void addToLogWeight (double increment)
Add a quantity to the logarithm of the importance weight.
• double getLogWeight () const
Get the logarithm of the importance weight.
• double getWeight () const
Get the importance weight.
• void setFunValue (double new_val)
Set the value of some expensive function for the current particle.
• double getFunValue () const
Get the value of some expensive function for the current particle.
• void setComponents (const T &)
Set the components of the particle.
• T getComponents () const
Get the components of the particle.
Protected Attributes
• double log_weight
Logarithm of the importance weight.
• double fun_value
Value of some expensive function for this particle.
• T components
Components of the particle.
3.7.1 Detailed Description
template<typename T>class Particle< T>
Base template class for a particle in SMC algorithms.
3.7.2 Constructor & Destructor Documentation
3.7.2.1 template<typename T> Particle< T>::Particle ( )
Constructor of the class.
Initialize the log-weight to default values.
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3.7.2.2 template<typename T> Particle< T>::Particle ( const T & init )
Alternative constructor.
Initialize the components to defined values.
3.7.3 Member Function Documentation
3.7.3.1 template<typename T> T Particle< T>::getComponents ( ) const
Get the components of the particle.
Return a copy of the components vector.
3.7.3.2 template<typename T > const Particle< T > & Particle< T >::operator= ( const Particle< T > & rhs )
[virtual]
Overloaded assignment operator.
Copy an entire particle.
3.7.3.3 template<typename T> void Particle< T>::setComponents ( const T & new comps )
Set the components of the particle.
Copy the argument vector in the components vector.
The documentation for this class was generated from the following file:
• Particle.h
3.8 ParticleSet< T, np> Class Template Reference
Template class representing a set of np particles.
#include <ParticleSet.h>
Public Member Functions
• ParticleSet ()
Constructor of the class.
• ParticleSet (const T &)
Alternative constructor.
• virtual ∼ParticleSet ()
Destructor of the class.
• Particle< T > operator[ ] (long i) const
Get the ith particle in the set, const return.
• Particle< T > & operator[ ] (long i)
Get the ith particle in the set, non const return.
• double computeEss ()
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Compute the effective sample size.
• void normalizeWeights ()
Normalize the weights.
• void uniformizeWeights ()
Uniformize the weights.
• void resampleParticles ()
Resample the particles.
• void setRandNumGen (gsl_rng ∗r)
Set the random number generator.
Protected Attributes
• gsl_rng ∗ rand_gen
Pointer to an instance of a random number generator.
• std::vector< Particle< T > > particles
Vector containing the particles.
3.8.1 Detailed Description
template<typename T, long np>class ParticleSet< T, np>
Template class representing a set of np particles.
3.8.2 Constructor & Destructor Documentation
3.8.2.1 template<typename T , long np> ParticleSet< T, np>::ParticleSet ( )
Constructor of the class.
Initialize the class with default values.
3.8.2.2 template<typename T, long np> ParticleSet< T, np>::ParticleSet ( const T & init )
Alternative constructor.
Initialize the class with specified values for the particles.
3.8.3 Member Function Documentation
3.8.3.1 template<typename T , long np> double ParticleSet< T, np>::computeEss ( )
Compute the effective sample size.
Normalize the weights and return the value computed by the formula ESS= 1/∑npk=1W
2
k .
3.8.3.2 template<typename T , long np> void ParticleSet< T, np>::normalizeWeights ( )
Normalize the weights.
Normalization of the log-weights.
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3.8.3.3 template<typename T , long np> void ParticleSet< T, np>::resampleParticles ( )
Resample the particles.
Systematic resampling according to the weights of the particles.
3.8.3.4 template<typename T , long np> void ParticleSet< T, np>::uniformizeWeights ( )
Uniformize the weights.
Set all the log-weights to log(1/np)
The documentation for this class was generated from the following file:
• ParticleSet.h
3.9 PDF< T> Class Template Reference
Abstract template base class for probability distributions.
#include <PDF.h>
Public Member Functions
• PDF ()
Constructor of the class.
• virtual ∼PDF ()
Destructor of the class.
• virtual double evalPdf (const T &) const =0
Evaluate the pdf.
• virtual double evalCdf (const T &) const =0
Evaluate the cdf.
• virtual T evalInvCdf (double) const =0
Evaluate the inverse cdf.
• virtual T getSample () const =0
Get a sample from the distribution.
• virtual double evalPdf (const T &, const T &) const =0
Evaluate the pdf, kernel version.
• virtual double evalCdf (const T &, const T &) const =0
Evaluate the cdf, kernel version.
• virtual T evalInvCdf (double, const T &) const =0
Evaluate the inverse cdf, kernel version.
• virtual T getSample (const T &) const =0
Get a sample from the distribution, kernel version.
• virtual T getSample (const T &, long) const =0
Modify only one component.
• virtual void setRandNumGen (gsl_rng ∗r)
Set the random number generator.
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Protected Attributes
• gsl_rng ∗ rand_gen
Pointer to an instance of a random number generator.
3.9.1 Detailed Description
template<typename T>class PDF< T>
Abstract template base class for probability distributions.
The documentation for this class was generated from the following file:
• PDF.h
3.10 PDFSequence< T> Class Template Reference
Abstract template base class for SMC sequence of probability distributions.
#include <PDFSequence.h>
Public Member Functions
• PDFSequence ()
Constructor of the class.
• virtual ∼PDFSequence ()
Destructor of the class.
• void setCurrentSeqParam (double seqparam)
Set the current sequence parameter.
• double getCurrentSeqParam ()
Get the current sequence parameter.
• void setNextSeqParam (double seqparam)
Set the next sequence parameter.
• double getNextSeqParam ()
Get the next sequence parameter.
• virtual double evalCurrentPdf (const T &) const =0
Evaluate the current pdf in the sequence.
• virtual double evalCurrentPdf (const T &, double) const =0
Evaluate the current pdf in the sequence using an expensive function.
• virtual double evalNextPdf (const T &) const =0
Evaluate the next pdf in the sequence.
• virtual double evalNextPdf (const T &, double) const =0
Evaluate the next pdf in the sequence using an expensive function.
• virtual double evalFun (const T &) const =0
Return the value of the expensive function used in the pdf evaluations.
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Protected Attributes
• double seqparam_current
Current sequence parameter.
• double seqparam_next
Next sequence parameter.
3.10.1 Detailed Description
template<typename T>class PDFSequence< T>
Abstract template base class for SMC sequence of probability distributions.
The documentation for this class was generated from the following file:
• PDFSequence.h
3.11 SMCSampler< T, num particles> Class Template Reference
Base class for a Sequential Monte Carlo sampler.
#include <SMCSampler.h>
Public Member Functions
• SMCSampler ()
Constructor of the class.
• virtual ∼SMCSampler ()
Destructor of the class.
• long getNumParticles () const
Get the number of particles.
• void setSeqParamStart (double seqparam)
Set the initial sequence parameter.
• double getSeqParamStart () const
Get the initial sequence paramater.
• void setSeqParamEnd (double seqparam)
Set the final sequence parameter.
• double getSeqParamEnd () const
Get the final sequence parameter.
• void setSeqParamCurrent (double seqparam)
Set the current sequence parameter.
• double getSeqParamCurrent () const
Get the current sequence parameter.
• void setSeqParamNext (double seqparam)
Set the next sequence parameter.
• double getSeqParamNext () const
Get the next sequence parameter.
• void setEssFactorThreshold (double essratio)
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Set the ESS ratio threshold for the adaptivity.
• double getEssFactorThreshold () const
Get the ESS ratio threshold for the adaptivity.
• void setEssFactorMargin (double essmargin)
Set the error margin for the ESS ratio threshold.
• double getEssFactorMargin () const
Get the error margin for the ESS ratio threshold.
• void setEssResamplingRatio (double essratio)
Set the resampling ESS ratio.
• double getEssResamplingRatio () const
Get the resampling ESS ratio.
• void setNumMcmcMoves (long nmoves)
Set the number of McMC updates per particle per iteration.
• long getNumMcmcMoves () const
Get the number of McMC updates per particle per iteration.
• void setNumAccepted (long naccept)
Set the number of accepted McMC moves.
• void addToNumAccepted (long naccept)
Add some number to the number of accepted McMC moves.
• long getNumAccepted () const
Get the number of accepted McMC moves.
• void setNumResamplings (long nresample)
Set the number of performed resamplings.
• void addNumResamplings ()
Add one to the number of performed resamplings.
• long getNumResamplings () const
Get the number of performed resamplings.
• void setNumSmcIterations (long numiter)
Set the number of SMC iterations.
• void addNumSmcIterations ()
Add one to the number of SMC iterations.
• long getNumSmcIterations () const
Get the number of SMC iterations.
• void setMcmcMove (MCMCUpdate< T > &)
Set the McMC update scheme to be used.
• void setMcmcTransPdf (PDF< T > &)
Set the transition pdf to be used in the McMC.
• void setPdfSequence (PDFSequence< T > &)
Set the sequence of probability distributions.
• void setRandNumGen (gsl_rng ∗r)
Set the random number generator.
• void setSeedNumber (long seed)
Set the seed number for the random number generator.
• virtual void scanInputParameters ()
Scan input date from a text file.
• virtual void initializeSampler ()
Initialize the particles.
3.11 SMCSampler< T, num_particles > Class Template Reference 127
• virtual void performSmcLoop ()
Performs the SMC loop.
• virtual void performSmcLoopWithReport ()
Performs the SMC loop writing an intermediate report.
• virtual void outputReport ()
Output results in a report file.
• void findNextSeqParam ()
Determine the next sequence parameter.
• void updateWeights ()
Update the weights of the particles.
• void resampleParticles ()
Resample the particles if necessary.
• virtual void moveParticles ()
Move all the particles.
Protected Attributes
• double seqparam_start
Initial pdf sequence parameter.
• double seqparam_end
Final pdf sequence parameter.
• double seqparam_current
Current pdf sequence parameter.
• double seqparam_next
Next pdf sequence parameter.
• double ess_factor_threshold
ESS ratio threshold for the adaptivity.
• double ess_factor_margin
Error margin for the ESS ratio threshold.
• double ess_resampling_ratio
Resampling ESS ratio.
• long num_mcmc_moves
Number of McMC updates per particle per iteration.
• long num_accepted
Number of accepted McMC moves.
• long num_resamplings
Number of performed resamplings.
• long num_smc_iterations
Number of SMC iterations.
• MCMCUpdate< T > ∗ mcmc_move
Pointer to the McMC update used to move the particles.
• PDF< T > ∗ mcmc_transition_pdf
Pointer to the transition pdf in the McMC moves.
• PDFSequence< T > ∗ pdf_sequence
Pointer to the parametrized sequence of probability distributions.
• ParticleSet< T, num_particles > particle_set
Set of particles.
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• gsl_rng ∗ rand_gen
Pointer to an instance of a random number generator.
• long seed_number
Seed number for the random number generator.
3.11.1 Detailed Description
template<typename T, long num particles>class SMCSampler< T, num particles>
Base class for a Sequential Monte Carlo sampler.
3.11.2 Constructor & Destructor Documentation
3.11.2.1 template<typename T , long num particles> SMCSampler< T, num particles>::SMCSampler ( )
Constructor of the class.
Default constructor, set data members to default values.
3.11.3 Member Function Documentation
3.11.3.1 template<typename T , long num particles> void SMCSampler< T, num particles>::findNextSeqParam ( )
Determine the next sequence parameter.
Adaptivity step.
3.11.3.2 template<typename T , long num particles> void SMCSampler< T, num particles >::initializeSampler ( )
[virtual]
Initialize the particles.
To be overriden to initialize the particles values.
3.11.3.3 template<typename T , long num particles> void SMCSampler< T, num particles >::moveParticles ( )
[virtual]
Move all the particles.
Rejuvenating step.
3.11.3.4 template<typename T , long num particles> void SMCSampler< T, num particles >::outputReport ( )
[virtual]
Output results in a report file.
Print relevant data in a file.
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3.11.3.5 template<typename T , long num particles> void SMCSampler< T, num particles >::performSmcLoop ( )
[virtual]
Performs the SMC loop.
Main member function of the class.
3.11.3.6 template<typename T , long num particles> void SMCSampler< T, num particles>::performSmcLoopWithReport ( )
[virtual]
Performs the SMC loop writing an intermediate report.
Main member function of the class, writes intermediate data.
3.11.3.7 template<typename T , long num particles> void SMCSampler< T, num particles>::resampleParticles ( )
Resample the particles if necessary.
Resampling step.
3.11.3.8 template<typename T , long num particles> void SMCSampler< T, num particles>::scanInputParameters ( )
[virtual]
Scan input date from a text file.
Read parameters and modify the corresponding data members.
3.11.3.9 template<typename T , long num particles> void SMCSampler< T, num particles >::setMcmcMove (
MCMCUpdate< T> & mcmc )
Set the McMC update scheme to be used.
Set the pointer to the address of the argument.
3.11.3.10 template<typename T , long num particles> void SMCSampler< T, num particles>::setMcmcTransPdf ( PDF< T>
& transpdf )
Set the transition pdf to be used in the McMC.
Set the pointer to the address of the argument.
3.11.3.11 template<typename T , long num particles> void SMCSampler< T, num particles>::setNumMcmcMoves ( long
nmoves )
Set the number of McMC updates per particle per iteration.
Also modifies the McMC update object.
3.11.3.12 template<typename T , long num particles> void SMCSampler< T, num particles >::setPdfSequence (
PDFSequence< T> & pdfseq )
Set the sequence of probability distributions.
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Set the pointer to the address of the argument.
3.11.3.13 template<typename T , long num particles> void SMCSampler< T, num particles>::setRandNumGen ( gsl rng ∗ r )
Set the random number generator.
Set the random number generator in the sub-objects.
3.11.3.14 template<typename T , long num particles> void SMCSampler< T, num particles>::setSeqParamCurrent ( double
seqparam )
Set the current sequence parameter.
Also modifies the pdf sequence object.
3.11.3.15 template<typename T , long num particles> void SMCSampler< T, num particles>::setSeqParamNext ( double
seqparam )
Set the next sequence parameter.
Also modifies the pdf sequence object.
3.11.3.16 template<typename T , long num particles> void SMCSampler< T, num particles>::updateWeights ( )
Update the weights of the particles.
Reweighing step.
The documentation for this class was generated from the following file:
• SMCSampler.h
B.2 Example program
We will describe in this section a simple program to sample from a probability distribution
using SMCLib. The only coding prerequisites are:
• A class representing the target sequence of densities using inheritance from
PDFSequence, here this class was defined in the header MixtureGaussianSequence.h.
All pure virtual functions need to be overloaded. In our example, we seek to sample
from a univariate distribution representing a mixture of three Gaussian distributions.
Hence, the inheritance relation was written as:
class MixtureGaussianSequence : public PDFSequence<double>.
• A class representing a SMCSampler object adapted to our problem, using once again
inheritance. Only the functions initializing the sampler (initializeSampler()) and
writing the final report (outputReport()) need to be overloaded. Using 1,000 particles,
the inheritance relation can be written as:
class SMCMixture : public SMCSampler<double,1000>.
We give in the following an example of the required main.cpp file to run the sampler, followed
by a concise explanation on its contents. The #include directives tell the C++ preprocessor
to be aware of the contents of specific headers: the NormalPDF.h header corresponding to the
chosen transition probability distribution of the MCMC kernel involved in the rejuvenation
step in SMC, as well as the headers corresponding to the two previously discussed classes.
All other required headers, such as the ones corresponding to the C++ Standard Library and
the GNU Scientific Library, are included in #include directives written in SMCLib headers
such as SMCSampler.h.
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#include "NormalPDF.h"
#include "MixtureGaussianSequence.h"
#include "SMCMixture.h"
using namespace std;
int main()
{
gsl_rng * r = gsl_rng_alloc(gsl_rng_default);
MixtureGaussianSequence mytargetpdf(-30,0.5,0,0.5,30,0.5);
NormalPDF mytransitionpdf(0,5);
mytransitionpdf.setRandNumGen(r);
MCMCUpdate<double> mymcmc;
SMCMixture mysmc;
mysmc.setMcmcMove(mymcmc);
mysmc.setMcmcTransPdf(mytransitionpdf);
mysmc.setPdfSequence(mytargetpdf);
mysmc.setNumMcmcMoves(5);
mysmc.setRandNumGen(r);
mysmc.setSeedNumber(0);
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mysmc.performSmcLoopWithReport();
mysmc.outputReport();
gsl_rng_free(r);
return 0;
}
In the main() function, the first line allocates a new random number generator using the
GNU Scientific Library. Then we declare the target density mytargetpdf, our transition
distribution mytransitionpdf and we link the latter to the random number generator r.
The following step is to declare the MCMC kernel we use, mymcmc, as well as an instance of
our SMC sampler, mysmc. The subsequent block links the declared MCMC kernel mymcmc,
associated transition distribution mytransitionpdf and the target density mytargetpdf to
the sampler object mysmc. We then initialize the SMC sampler random number generator,
before running the sampler itself and generating reports of both the sampling process and its
output. The main() function terminates by clearing the allocated random number generator
r and returning the value 0.
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