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SOME MARTINGALE CHARACTERIZATIONS OF
COMPOUND MIXED POISSON PROCESSES
D.P. LYBEROPOULOS AND N.D. MACHERAS
Abstract. Some martingale characterizations of compound mixed Pois-
son processes are proven, extending S. Watanabe’s [20] martingale char-
acterization of Poisson processes as well as the main result of [11], con-
cerning martingale characterizations of mixed Poisson processes.
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Introduction
Mixed Poisson processes (MPPs for short) play an important role in many
branches of applied probability, for instance in insurance mathematics and
point process theory (cf. [7] for more information). In particular, structural
properties of MPPs have always been of specific importance in the field
on insurance mathematics, since they are widely in modeling on counting
processes, especially in non-life insurance (see Albrecht [1] for a general
survey).
S.Watanabe [20] provided in 1964 a martingale characterization of Pois-
son processes within the class of counting processes with continuous com-
pensators, as those with deterministic compensators. O. Lundberg [10] gave
in 1940 a martingale characterization of MPPs with finite mean value within
birth processes. D. Pfeifer [17] and D. Pfeifer and U. Heller [18], proved in
1987 a variation of Lundberg’s martingale characterization of MPPs within
birth processes. B. Grigelionis [8], Theorem 1, extended in 1998 Lundberg’s
martingale characterization of MPPs with arbitrary mixing distribution U
(MPP(U) for short) within general counting processes.
Note that the definition of a MPP involving the notion of a birth process
is equivalent to that of a MPP(U) (see [14], Proposition 3.1), while each
MPP with structural parameter an almost surely positive random variable
Θ (MPP(Θ) for short) on a probability space (Ω,Σ,P ) is a MPP(U) (see
[14], Theorem 3.1) the inverse direction is not in general true, since it is
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not always possible, given a MPP(U), to construct a P -almost surely non-
negative random variable Θ such that PΘ = U (see [5], 343M). On the other
hand, assuming that there exists such a random variable Θ, it is not in
general possible to construct a regular conditional probability of P over U
consistent with Θ, since for non-perfect measures P on Σ it is impossible to
do it (see [4], Theorem 4).
To the best of our knowledge, the first result on martingale characteriza-
tion of MPPs with a structural parameter Θ has been given in [11], Theorem
4.10 along with [12]. In this paper we investigate some martingale charac-
terizations for compound mixed Poisson processes (CMPPs for short).
In Section 2 we recall the necessary definitions of compound mixed Pois-
son processes (CMPPs for short) and regular conditional probabilities (r.c.p.
for short) as well as some preparatory results, concerning the reduction of
a CMPP under a probability measure P to ordinary compound Poisson
processes under the probability measures of the corresponding regular con-
ditional probability, proven in [13].
In Section 3 we first provide a characterization of a CMPP in terms of the
martingale property of a certain transformation of the aggregate process S
(see Theorem 3.5) and then we characterize a CMPP in terms of a certain
transform of the counting process N (see Theorem 3.6). The latter, which
is the main result of this paper, yields among others Watanabe’s martingale
characterization of Poisson processes, and reduces to the main result of [11],
that is Theorem 4.10.
1. Preliminaries
N and R stand for the natural and the real numbers, respectively, while
R+ := {x ∈ R : x ≥ 0}. If d ∈ N, then R
d denotes the Euclidean space of
dimension d.
Given a probability space (Ω,Σ,P ), a set N ∈ Σ with P (N) = 0 is
called a P -null set (or a null set for simplicity). For random variables
X,Y : Ω −→ R we write X = Y P -almost surely (P -a.s. for short), if
P (X 6= Y ) = 0.
If A ⊆ Ω, then Ac := Ω \ A, while χA denotes the indicator (or charac-
teristic) function of the set A. For a map f : D −→ R and for a non-empty
set A ⊆ D we denote by f ↾ A the restriction of f to A. The identity map
from Ω onto itself is denoted by idΩ . The σ-algebra generated by a family
G of subsets of Ω is denoted by σ(G).
For any Hausdorff topology T on Ω, by B(Ω) we denote the Borel σ-
algebra on Ω, i.e. the σ-algebra generated by T, while B := B(R) stands
for the Borel σ-algebra of subsets of R. By Lℓ(P ) we denote the space of
all Σ-measurable real-valued functions f on Ω such that
∫
|f |ℓdP < ∞ for
ℓ ∈ {1, 2}.
2
Functions that are P -a.s. equal are not identified. We write EP [X | G]
for a version of a conditional expectation (under P ) of X ∈ L1(P ) given a
σ-subalgebra G of Σ.
Given two probability spaces (Ω,Σ,P ) and (Υ, T,Q) as well as a Σ-T -
measurable map X : Ω −→ Υ we write σ(X) := {X−1(B) : B ∈ T} for
the σ-algebra generated by X, while σ({Xi}i∈I) := σ
(⋃
i∈I σ(Xi)
)
stands
for the σ-algebra generated by a family {Xi}i∈I of Σ-T -measurable maps
from Ω into Υ . For any given Σ-T -measurable map X from Ω into Υ the
measure PX : T −→ R is the image measure of P under X. By K(θ) we
denote an arbitrary probability distribution on B with parameter θ ∈ Ξ. In
particular, P(θ) and Exp(θ), where θ is a positive parameter, stand for the
law of Poisson and exponential distribution, respectively (cf. e.g. [19]).
Given two real-valued random variables X,Θ on Ω, a conditional dis-
tribution of X over Θ is a σ(Θ)-B-Markov kernel (see [2], Definition 36.1
for the definition) denoted by PX|Θ := PX|σ(Θ) and satisfying for each B ∈ B
the equality PX|Θ(•, B) = P (X
−1(B) | σ(Θ))(•) P ↾ σ(Θ)-a.s.. Clearly, for
every Bd-B-Markov kernel k, the map K(Θ) from Ω ×B into [0, 1] defined
by means of
K(Θ)(ω,B) := (k(•, B) ◦Θ)(ω) for any (ω,B) ∈ Ω ×B
is a σ(Θ)-B-Markov kernel. Then for θ = Θ(ω) with ω ∈ Ω the probability
measures k(θ, •) are distributions onB and so we may writeK(θ)(•) instead
of k(θ, •). Consequently, in this case K(Θ) will be denoted by K(Θ).
For any real-valued random variables X, Y on Ω we say that PX|Θ and
PY |Θ are P ↾ σ(Θ)-equivalent and we write PX|Θ = PY |Θ P ↾ σ(Θ)-a.s., if
there exists a P -null set N ∈ σ(Θ) such that for any ω /∈ N and B ∈ B the
equality PX|Θ(B,ω) = PY |Θ(B,ω) holds true.
A family {Xi}i∈I of random variables is P -conditionally identically
distributed over a random variable Θ, if P (F ∩X−1i (B)) = P (F ∩X
−1
j (B))
whenever i, j ∈ I, F ∈ σ(Θ) and B ∈ B. Furthermore, we say that {Xi}i∈I
is P -conditionally (stochastically) independent given Θ, if it is con-
ditionally independent given the σ-algebra σ(Θ); for the definition of con-
ditional independence see e.g. [3], page 220.
From now on let (Ω,Σ,P ) be an arbitrary but fixed probability space. Un-
less it is stated otherwise, Θ is a random variable on Ω such that PΘ
(
(0,∞)
)
=
1, and we simply write “conditionally” in the place of “conditionally given
Θ” whenever conditioning refers to Θ.
2. Regular conditional probabilities and a preparatory result
Let N := {Nt}t∈R+ be a P - counting process with exceptional P -
null set ΩN (cf. e.g. [19], page 17 for the definition). Without loss of
generality we may and do assume that ΩN = ∅. Denote by {Tn}n∈N0 and
W := {Wn}n∈N the (claim) arrival process and (claim) interarrival
process, respectively, associated with N (cf. e.g. [19], page 6 for the
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definitions). Also let X := {Xn}n∈N be the (claim) size process with all
Xn positive, and S := {St}t∈R+ the aggregate process induced by the
counting process N and the size process X (cf. e.g. [19], page 103 for the
definitions). For the definition of a risk process (N,X) on (Ω,Σ,P ) we refer
to [19], page 127.
The counting process N is said to be a mixed Poisson process on
(Ω,Σ,P ) with parameter Θ (or a P -MPP(Θ) for short), if it has condition-
ally stationary independent increments, such that
PNt|Θ = P(tΘ) P ↾ σ(Θ)− a.s.
holds true for each t ∈ (0,∞).
In particular, if the distribution ofΘ is degenerate at θ0 > 0 (i.e. PΘ({θ0}) =
1), then N is a P -Poisson process with parameter θ0 (or a P -PP(θ0) for
short).
An aggregate process S is said to be a compound mixed Poisson
process on (Ω,Σ,P ) with parameters Θ and PX1 (or a P -CMPP(Θ,PX1)
for short), if it is induced by a risk process (N,X) such that N is a P -
MPP(Θ).
In particular, if the distribution of Θ is degenerate at θ0 > 0 then S is
said to be a compound Poisson process on (Ω,Σ,P ) with parameters θ0
and PX1 (or a P -CPP(θ0, PX1) for short), if it is induced by a P -risk process
(N,X) such that N is a P -PP(θ0).
The following conditions are useful for the study of CMPPs:
(a1) The processesW and X are P -conditionally mutually independent.
(a2) The random variable Θ and the sequence X are P -(unconditionally)
independent.
Next, whenever condition (a1) and (a2) holds true we shall write that the
quadruplet (P,W,X,Θ) or (if no confusion arises) the probability measure
P satisfies (a1) and (a2), respectively.
Consider now a second arbitrary but fixed probability space (Υ, T,Q). The
following definition is a special instance of that in [6], 452E, appropriate for
our investigation.
dis
Definition 2.1. A regular conditional probability (r.c.p. for short) of
P over Q is a family {Py}y∈Υ of probability measures Py : Σ −→ R such
that
(d1) for each D ∈ Σ the function P·(D) : Υ −→ R is T -measurable;
(d2)
∫
Py(D)Q(dy) = P (D) for each D ∈ Σ.
We could instead use the term of disintegration instead, but it seems that it
is better to reserve that term to the general case when Py’s may be defined
on different domains (see [16]).
If f : Ω −→ Υ is an inverse-measure-preserving map (i.e. P (f−1(B)) =
Q(B) for each B ∈ T ), a r.c.p. {Py}y∈Υ of P over Q is called consistent
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with f if, for each B ∈ T , the equality Py(f
−1(B)) = 1 holds for Q-almost
all (Q-a.a. for short) y ∈ B.
We say that a r.c.p. {Py}y∈Υ of P over Q consistent with f is essentially
unique, if for any other r.c.p. {P ′y}y∈Υ of P over Q consistent with f there
exists a Q-null set N ∈ T such that for any y /∈ N the equality Py = P
′
y
holds true.
Remark 2.2. If Σ is countably generated and (Ω,Σ,P ) or P is perfect (see
[4], page 291 for the definition), then there always exists a r.c.p. {Py}y∈Υ
of P over Q consistent with any inverse-measure-preserving map f from Ω
into Υ provided that T is countably generated (see [4], Theorems 6 and 3).
Note that the most important applications in Probability Theory are still
rooted in the case of standard Borel spaces (Ω,Σ), that is, of spaces being
isomorphic to (Z,B(Z)), where Z is some Polish space; hence of spaces
satisfying always the above mentioned assumptions concerning P , Σ and T .
It is well-known that any Polish space is standard Borel; in particular, Rd
and RN are such spaces. If (Ω,Σ) and (Υ, T ) are non-empty standard Borel
spaces, then there always exists an essentially unique r.c.p. {Py}y∈Υ of P
over Q consistent with any inverse-measure-preserving map f from Ω into
Υ (cf. e.g. [6], 452X(m)).
Throughout what follows we put Υ := (0,∞) and assume that there exists
a r.c.p. {Pθ}θ∈Υ of P over PΘ consistent with Θ.
If N is a P -MPP(Θ),then the explosion E := {supn∈N Tn < ∞} is a
P -null set. In fact, by [11], Proposition 4.4 the counting process N is a
Pθ-PP(θ) for PΘ-a.a. θ ∈ Υ ; hence E is a Pθ-null set for PΘ-a.a. θ ∈ Υ by
e.g. [19], Corollary 2.1.5, implying that E is a P -null set by condition (d2).
Without loss of generality we may consider explosion equal to the empty
set.
We need the following result of [13] as a preparatory tool.
Lemma 2.3. (i) The following conditions are equivalent:
(a) Condition (a1);
(b) N and X are P -conditionally mutually independent;
(c) there exists a PΘ-null set G
′ ∈ B(Υ ) such that for any θ /∈ G′
the processes N and X are Pθ-mutually independent.
(ii) Condition (a2) implies that the process X is P -i.i.d. if and only
it is P -conditionally i.i.d. if and only if there exists a PΘ-null set
G′′ ∈ B(Υ ) such that for any θ /∈ G′ the process X is Pθ-i.i.d..
(iii) Conditions (a1) and (a2) imply that the pair (N,X) is a P -risk
process if and only if there exists a PΘ-null set G∗ ∈ B(Υ ) such
that for any θ /∈ G∗ the pair (N,X) is a Pθ-risk process.
The proof of the above result can be found in [13], Lemma 2.3.
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3. Characterizations via martingales
Let T ⊆ R+ with 0 ∈ T. For a process ZT := {Zt}t∈T denote by F
Z
T
:=
{FZt }t∈T the canonical filtration of ZT. For T = R+ write Z and F
Z in
the place of ZR+ and F
Z
R+
, respectively. Write also F := {Ft}t∈R+ , where
Ft := σ
(
FSt ∪ σ(Θ)
)
for the canonical filtration of S and Θ, FS∞ := σ(F
S)
and F∞ := σ
(
FS∞ ∪ σ(Θ)
)
for simplicity.
Recall that a martingale in L1(P ) adapted to the filtration ZT, or
else a ZT-martingale in L
1(P ), is a process ZT := {Zt}t∈T of real-valued
random variables in L1(P ) such that Zt is Zt-measurable for each t ∈ T and
whenever s ≤ t in T and E ∈ Zs, then
∫
E
ZsdP =
∫
E
ZtdP . The latter
condition is called the martingale property (cf. e.g. [19], page 25). For
ZR+ = F we simply say that Z is a martingale in L
1(P ).
Remark 3.1. For any n ∈ N the random variable Xn is F
S
Tn
-measurable,
where
FSTn := {A ∈ Σ : A ∩ {Tn ≤ t} ∈ F
S
t for every t ∈ R+},
and for any t ∈ R+ the random variable XNt is F
S
t -measurable.
In fact, it follows by [19], Lemma 2.1.2 that all random variables Tn are
FS-stopping times. Furthermore, S is right-continuous since N is so. The
latter together with the fact that Tn−1 < Tn for any n ∈ N yields that the
random variables STn and STn−1 are F
S
Tn
-measurable for each n ∈ N (cf. e.g.
[9], Chapter 1, Propositions 2.18, 1.13 and Lemma 2.15). Thus, taking into
account that Xn = STn − STn−1 since NTn = n for each n ∈ N, we deduce
that Xn is F
S
Tn
-measurable for any n ∈ N.
But for all n ∈ N0 and t ∈ R+ we have {Nt = n} = {Tn ≤ t < Tn+1} ∈
FSt (see [19], Lemma 2.1.2), implying that X
−1
Nt
(B) ∩ {Nt = n} ∈ F
S
t for
each B ∈ B(Υ ) (see [9], Chapter 1, Lemma 2.15). Consequently, the FSt -
measurability of each random variable XNt follows.
Put FN,Θ := {FN,Θt }t∈R+ , where F
N,Θ
t := σ
(
FNt ∪ σ(Θ)
)
. Then FN,Θ
is a filtration (Ω,Σ). Moreover, set FN∞ := σ(
⋃
t∈R+
FNt ) and F
N,Θ
∞ :=
σ(FN∞ ∪ σ(Θ)).
Since our interest does not exceed the information generated by the aggre-
gate process, we assume throughout what follows that Σ = F∞.
Remark 3.2. Assume that the conditions (a1) and (a2) are satisfied by
(P,X,W,Θ). We then get that if the counting process has P -conditionally
independent (and stationary) increments, then the same applies for the ag-
gregate process.
In fact, if N is a counting process with P -conditionally independent (and
stationary) increments, then due to (i) and (ii) of [11], Lemma 4.2 and
since N0 = 0, this is equivalent to the fact that N has Pθ-independent (and
stationary) increments for PΘ-a.a. θ ∈ Υ . But since due to Lemma 2.3, (iii)
the pair (N,X) is a risk process on (Ω,Σ,Pθ), the S having Pθ-independent
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(and stationary) increments for PΘ-a.a. θ ∈ Υ is implied (cf. e.g. [19],
Theorem 5.1.2 and 5.1.3). The latter, taking into account again (i) and
(ii) of [11], Lemma 4.2, together with the fact that S0 = 0, is in its own
turn equivalent to the fact that S has P -conditionally independent (and
stationary) increments.
Next we provide two lemmas which will turn to be useful for the proof of
the main result of this section (see Theorem 3.6).
Lemma 3.3. Let S be an aggregate process induced by a risk process (N,X).
If conditions (a1) and (a2) are satisfied by (P,X,W,Θ) and the random
variable X1 is P -integrable, then for each u, t ∈ R+ with u ≤ t and for each
A ∈ FN,Θu the equality ∫
A
StdPθ =
∫
A
NtEPθ [X1]dPθ
holds true for PΘ-a.a. θ ∈ Υ .
Proof. First notice that (a1) together with Lemma 2.3, (i), imply that N
andX are Pθ-independent for PΘ-a.a. θ ∈ Υ . Then, taking also into account
the P - integrabillity of X1, condition (a2) and Lemma 2.3, (iii), for each
u, t ∈ R+ with u ≤ t and for each A ∈ F
N,Θ
u and for PΘ-a.a. θ ∈ Υ we have∫
A
StdPθ =
∫
A
∞∑
n=0
χ{Nt=n}
n∑
k=1
XkdPθ =
∞∑
n=0
∫
A
χ{Nt=n}
n∑
k=1
XkdPθ
=
∞∑
n=0
∫ n∑
k=1
χA∩{Nt=n}XkdPθ =
∞∑
n=0
n∑
k=1
EPθ [χA∩{Nt=n}Xk]
=
∞∑
n=0
n∑
k=1
EPθ [χA∩{Nt=n}]EPθ [Xk] =
∞∑
n=0
nEPθ [χA∩{Nt=n}]EPθ [X1]
=
∞∑
n=0
n
∫
A
χ{Nt=n}EPθ [X1]dPθ =
∫
A
∞∑
n=0
nχ{Nt=n}EPθ [X1]dPθ
=
∫
A
NtEPθ [X1]dPθ,
since Nt =
∑∞
n=0 nχ{Nt=n} for each t ∈ R+. 
Lemma 3.4. Let S be an aggregate process induced by a risk process (N,X)
and assume that conditions (a1) and (a2) are satisfied by (P,X,W,Θ), and
that the random variables X1 and Θ are P -integrable.
If the process {St−tΘEP [X1]}t∈R+ is a martingale in L
1(P ), then the process
{Nt − tΘ}t∈R+ is a F
N,Θ-martingale in L1(P ).
Proof. Clearly the process {Nt − tΘ}t∈R+ is adapted to the filtration F
N,Θ.
Assume now that {St − tΘEP [X1]}t∈R+ is a martingale in L
1(P ).
Claim 1. For each t ∈ R+ the random variable Nt − tΘ is P -integrable.
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Proof. It follows by the martingale property of {St− tΘEP [X1]}t∈R+ that
for any u, t ∈ R+ with u ≤ t we have
EP
[
St − tΘEP [X1]
]
= EP
[
Su − uΘEP [X1]
]
implying for u = 0 that
(1) EP [St] = tEP [Θ]EP [X1].
Fix on arbitrary t ∈ R+. We then get
EP [Nt]EP [X1] = tEP [Θ]EP [X1];
hence taking into account the P -integrability ofX1, we obtain that EP [Nt] =
tEP [Θ], implying that Nt is P -integrable, since Θ is so. Thus, Nt − tΘ ∈
L1(P ). 
Claim 2. The process {Nt − tΘ}t∈R+ satisfies the martingale property.
Proof. First fix on arbitrary u, t ∈ R+ with u ≤ t. Since {St−tΘEP [X1]}t∈R+
is a martingale in L1(P ), applying [11], Lemma 4.6 together with [12], we
get that for PΘ-a.a. θ ∈ Υ the process {St− tθEPθ [X1]}t∈R+ is a martingale
in L1(Pθ); hence∫
B
(St − tθEPθ [X1])dPθ =
∫
B
(Su − uθEPθ [X1])dPθ for each B ∈ Fu.
Let us fix now on arbitrary A ∈ FN,Θu . Then the last condition along with
the inclusion FN,Θu ⊆ Fu implies that∫
A
(St − tθEPθ [X1])dPθ =
∫
A
(Su − uθEPθ [X1])dPθ for PΘ-a.a. θ ∈ Υ .
The latter together with Lemma 3.3 equivalently yields that∫
A
(Nt − tθ)EPθ [X1]dPθ =
∫
A
(Nu − uθ)EPθ [X1]dPθ for PΘ-a.a. θ ∈ Υ ,
equivalently∫
A
(Nt − tθ)dPθ =
∫
A
(Nu − uθ)dPθ for PΘ − a.a. θ ∈ Υ,
since EPθ [X1] = EP [X1] for PΘ-a.a. θ ∈ Υ by [13], first equality of condition
(4.1) in step (b) of the proof of Proposition 4.4. Consequently, the process
{Nt− tθ}t∈R+ satisfies the martingale property. This completes the proof of
Claim 2 as well as the whole proof. 
Theorem 3.5. Let S be an aggregate process induced by a risk process
(N,X) and assume that conditions (a1) and (a2) are satisfied by (P,X,W,Θ),
and that the random variables X1 and Θ are P -integrable.
Then the following are equivalent:
(i) The aggregate process S is a P -CMPP(Θ,PX1);
(ii) the process {St − tΘEP [X1]}t∈R+ is a martingale in L
1(P ).
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Proof. Ad (i) =⇒ (ii): If (i) holds, then N is a P -MPP(Θ). Moreover, the
P -integrability of X1 and Θ yields by Wald’s identities (cf. e.g. [19], Lemma
5.2.10) that EP [St] = tEP [Θ]EP [X1] <∞ for each t ∈ R+.
Since N is a P -MPP(Θ), the aggregate process S has P -conditionally
independent increments by Remark 3.2. Then [11], Proposition 4.8 together
with [12] yields that the process {St−EPθ [St]}t∈R+ is a martingale in L
1(Pθ)
for PΘ-a.a. θ ∈ Υ , implying along with the P -integrability of the random
variables St, t ∈ R+, that {St − EP [St | Θ]}t∈R+ is a martingale in L
1(P )
(see [11], Lemma 4.6 together with [12]); hence (ii) follows.
Ad (ii) =⇒ (i): If (ii) holds, then according to Lemma 3.4, the pro-
cess {Nt − tΘ}t∈R+ is a F
N,Θ-martingale in L1(P ). It then follows by the
martingale property of {Nt − tΘ}t∈R+ that for each t ∈ R+ the equality
EP [Nt | Θ] = tΘ holds P ↾ σ(Θ)-a.s., implying that {Nt − EP [Nt | Θ]}t∈R+
is a is a FN,Θ-martingale in L1(P ); hence we can apply [11], Lemma 4.6,
in order to deduce that the process {Nt − tθ}t∈R+ is a F
N,Θ-martingale in
L1(Pθ) for PΘ-a.a. θ ∈ Υ . The latter together with e.g. [19], Theorem 2.3.4,
yields that N is a Pθ-PP(θ); hence it is a P -MPP(Θ) by [11], Proposition
4.4, implying that S is a P -CMPP(Θ,PX1). This completes the proof. 
Summarizing up we obtain:
Theorem 3.6. Let S be an aggregate process induced by a risk process
(N,X) and assume that conditions (a1) and (a2) are satisfied by (P,X,W,Θ),
and that the random variables X1 and Θ are P -integrable. The following
statements are equivalent:
(i) The aggregate process S is a P -CMPP(Θ,PX1);
(ii) the process {St − tΘEP [X1]}t∈R+ is a martingale in L
1(P );
(iii) the process {St− tθEPθ [X1]}t∈R+ is a martingale in L
1(Pθ) for PΘ-
a.a. θ ∈ Υ .
(iv) the process {Nt − tΘ}t∈R+ is a F
N,Θ-martingale in L1(P );
(v) the process {Nt − tθ}t∈R+ is a F
N,Θ-martingale in L1(Pθ) for PΘ-
a.a. θ ∈ Υ .
Proof. The equivalences (i) ⇐⇒ (ii) and (ii) ⇐⇒ (iii) follow by Theorem
3.5 and [13], Proposition 6.2, respectively. The implication (ii) =⇒ (iv) is
a consequence of Lemma 3.4, while the implication (iv) =⇒ (v) follows by
[11], Lemma 4.6 along with [12]. Finally, according to e.g. [19], Theorem
2.3.4, the statement (v) is equivalent to the fact that N is a Pθ-PP(θ) for
PΘ-a.a. θ ∈ Υ , implying that N is a P -MPP(Θ) by [11], Proposition 4.4;
hence S is a P -CMPP(Θ,PX1). This completes the proof. 
The following consequence of Theorem 3.6 contains the S. Watanabe’s
martingale characterization of the Poisson process with parameter θ0 > 0
(see Watanabe [20]).
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Corollary 3.7. Assume that the aggregate process S is induced by the risk
process (N,X) and that the random variable X1 is P -integrable. For θ0 > 0
the following statements are equivalent:
(i) The aggregate process process S is a P -CPP(θ0, PX1);
(ii) the process {St − tθ0EP [X1]}t∈R+ is a F
S-martingale in L1(P );
(iii) the process {Nt − tθ0}t∈R+ is a F
N -martingale in L1(P );
(iv) the counting process N is a P -PP(θ0).
Proof. Let Θ be a P -a.s. positive random variable on Ω such that PΘ = δθ0 .
Then (P,X,W,Θ) satisfies conditions (a1) and (a2), P = Pθ0 by property
(d2), and statement (i) is equivalent to statement
(2) the aggregate process S is a P -CMPP(Θ,PX1).
Thus, applying Theorem 3.6, we obtain that (i) is equivalent to each of its
statements (iii) and (v). But statement (iii) of Theorem 3.6 says that there
exists a PΘ-null set L ∈ B(Υ ) such that the process {St− θtEPθ [X1]}t∈R+ is
an FS-martingale in L1(P ) for any θ /∈ L. Because P ({Θ 6= θ0}) = 0, we get
that L = Υ \{θ0} and θ0 /∈ L; hence statement (ii) is equivalent to statement
(iii) of Theorem 3.6. In the same way, statement (iii) is equivalent to the
statement (v) of Theorem 3.6. The equivalence (i) ⇐⇒ (iv) follows by the
definitions. This completes the proof. 
Remark 3.8. An immediate consequence of Corollary 3.7 is Proposition 4.1,
(i)⇐⇒ (ii), of [15], according to which if S is a compound renewal process
with parameters K(θ) and PX1 , where θ :=
1
EP [X1]
, such that X1 and W1
are P -integrable (see [15] for the definitions), then the processes {Zt}t∈R+
with
Zt := St − t
EP [X1]
EP [W1]
for all t ∈ R+
is a FS-martingale in L1(P ) if and only if the counting process N is a P -
PP(θ). The proof of Proposition 4.1, (i) ⇐⇒ (ii) of [15] is totally different
than ours.
Remark 3.9. If, for PΘ-a.a. θ ∈ Υ , the distribution of X1 under Pθ is
degenerate at 1, then Theorem 3.6 reduces to the main result of [11] (see
[11], Theorem 4.10, assertions (ii) to (vi) along with [12]).
In fact, if (Pθ)X1 = δ1 for PΘ-a.a. θ ∈ Υ , then PX1 = δ1 and there exists
a P -null and Pθ-null set ΩX ∈ F such that Xn(ω) = 1 for all ω ∈ Ω \ ΩX ,
implying that there exists a P -null and Pθ-null set Ω∞ ∈ F such that
∞∑
k=1
Xk =∞
for all ω ∈ Ω \ Ω∞. Define ΩS := ΩX ∪ Ω∞. It then follows tat S is a P -
and Pθ-counting process with exceptional null set ΩS for PΘ-a.a. θ ∈ Υ .
Therefore, Theorem 3.6 reduces to the main result of [11].
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