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Abstract
This thesis is concerned with the automation of solving optimisation prob-
lems constrained by partial differential equations (PDEs). Gradient-based
optimisation algorithms are the key to solve optimisation problems of prac-
tical interest. The required derivatives can be efficiently computed with
the adjoint approach. However, current methods for the development of
adjoint models often require a significant amount of effort and expertise, in
particular for non-linear time-dependent problems.
This work presents a new high-level reinterpretation of algorithmic dif-
ferentiation to develop adjoint models. This reinterpretation considers the
discrete system as a sequence of equation solves. Applying this approach
to a general finite-element framework results in an automatic and robust
way of deriving and solving adjoint models. This drastically reduces the
development effort compared to traditional methods.
Based on this result, a new framework for rapidly defining and solving
optimisation problems constrained by PDEs is developed. The user spec-
ifies the discrete optimisation problem in a compact high-level language
that resembles the mathematical structure of the underlying system. All
remaining steps, including parameter updates, PDE solves and derivative
computations, are performed without user intervention. The framework
can be applied to a wide range of governing PDEs, and interfaces to various
gradient-free and gradient-based optimisation algorithms.
The capabilities of this framework are demonstrated through the applica-
tion to two PDE-constrained optimisation problems. The first is concerned
with the optimal layout of turbines in tidal stream farms; this optimisation
problem is one of the main challenges facing the marine renewable energy
iii
industry. The second application applies data assimilation to reconstruct
the profile of tsunami waves based on inundation observations. This pro-
vides the first step towards the general reconstruction of tsunami signals
from satellite information.
iv
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Chapter 1
Introduction to
PDE-constrained
optimisation and the adjoint
equations
Contents
1.1. Introduction . . . . . . . . . . . . . . . . . . . . . 1
1.2. Techniques for computing derivatives . . . . . . 7
1.3. Developing adjoint models . . . . . . . . . . . . . 12
1.4. Summary and overview . . . . . . . . . . . . . . . 22
1.1. Introduction
1.1.1. From simulation to optimisation
The use of computational models for simulating physical processes is a pow-
erful complement to physical experiments. Firstly, they allow simulations
that are impossible to perform in an experimental approach, such as climate
physics or the dynamics of black holes and galaxies. Secondly, computa-
tional models can provide information that goes beyond what is observable
by experiments, such as derivatives of the simulation result with respect
to parameters. This thesis focuses on the computation of these derivatives
1
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and their use in optimisation subject to computational models. The latter
is motivated by the fact that many questions in science and engineering can
be formulated as such optimisation problems.
In engineering, the need for optimisation emerges regularly when seeking
improved designs. A classical example is concerned with a key element in
aeronautical engineering:
What is the optimal shape of an aerofoil?
In the pioneering work of Jameson (1988), this question is considered as
an optimisation problem governed by the Euler equations for compressible
flow. A similar design problem is investigated in chapter 5 of this thesis.
It considers the situation where a large number of tidal turbines are to be
deployed in a tidal stream. The investigated optimisation problem is:
What are the optimal positions of the tidal turbines?
A common task in geosciences is to determine unknown parameters such
that the computer models best reproduces existing measurements (Ghil and
Malanotte-Rizzoli, 1991). For example, satellite images provide detailed
surface information about the ocean, but in general little is known about its
interior (Stammer et al., 2000). The ECCO2 project aims to incorporate as
much observations as possible to create an accurate description of the time-
evolving state of the ocean (Menemenlis et al., 2008). Here, the problem
formulation is:
What is the state of the ocean at the beginning of the observation
interval that minimises the difference between simulation and
measurements?
Chapter 6 of this thesis considers a related data assimilation problem where
satellite observations of a tsunami inundation are available. The question
here is:
Is it possible to reconstruct the profile of the tsunami wave from
the observed inundation pattern?
Despite the variety of the considered tasks, they can all be formulated as
optimisation problems constrained by partial differential equations (PDEs)
2
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of the form:
min
u,m
J(u,m)
subject to F (u,m) = 0,
(1.1)
wherem contains the optimisation parameters, J(u,m) ∈ R is the functional
of interest that is to be minimised, and F (u,m) = 0 represents a PDE
parameterised by m with solution u.
As an example, reconsider the optimal design of the aerofoil. In this case,
the parameter m contains the parameterised shape of the aerofoil, for ex-
ample the coefficients of its Be´zier curve. The physics are described by the
Euler equations, which yield the pressure and velocity for a given aerofoil
design. Finally, the functional of interest J computes the performance of
the aerofoil, for example by evaluating the drag-lift ratio. The issue that
the performance is to be maximised but formulation (1.1) describes a min-
imisation problem is resolved by minimising the negative of J .
The presented examples have the common feature that the solution of
the governing PDE is computationally demanding and that a large number
of parameters need to be optimised. This makes solving these optimisation
problems difficult and it became only recently tractable with the increase of
computational power and the availability of efficient algorithms. In particu-
lar, a key role in this progress is the development of new gradient-based opti-
misation algorithms, such as Quasi-Newton methods (Nocedal and Wright,
1999, §6), and fast gradient computations with the adjoint approach (Errico,
1997).
1.1.2. Computing derivatives of models
Gradient-based optimisation algorithms play a central role in solving PDE-
based optimisation problems in practice. One difficulty in their application
is that they require the derivative of the model output with respect to its
input parameters. Table 1.1 lists some common techniques for computing
this derivative information, together with an estimate of their computational
expense. For the examples stated above and in many other applications,
the number of input parameters is large, typically ranging from 102 (in the
tidal turbine layout problem) up to 109 (in the ECCO2 example, where the
parameter describes the initial state of the ocean (Stammer and Wunsch,
1999)) and more. At the same time, the number of output parameters can
3
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Method Complexity (PDE solves)
Finite difference approximation O(i)
Complex step approach O(i)
Tangent linear approach O(i)
Adjoint approach O(o)
Table 1.1.: Comparison of the required number of PDE solves for computing
the derivative of a computer model with i input and o output
parameters. The constant in front of the O operators is usually
one. The PDE solves are typically the principle computational
cost factor, and hence provide a good estimate for the total ex-
pense. In the given examples, i = 102, . . . , 109 and o = 1 and
hence the adjoint approach is by far the most efficient method.
often be reduced to a single value of interest. For the examples above, these
are the drag-lift ratio of the aerofoil, the norm of the difference between
model and measurements and the power output of the tidal turbines. More
generally, this is the case for any problem written in the form (1.1), since the
functional of interest J yields a single value. Examining table 1.1 reveals
that for such problems, the adjoint approach is the only practical option
since the number of PDE solves is independent of the number of input
parameters.
Despite the advantages of the adjoint approach, its implementation is
regarded as difficult and often combined with extensive development effort,
even with the progress in algorithmic differentiation that aims to automate
this process. In his recent book, Naumann (2012) states:
[T]he automatic generation of optimal (in terms of robustness
and efficiency) adjoint versions of large-scale simulation code is
one of the great open challenges in the field of High-Performance
Scientific Computing.
1.1.3. Contributions of this thesis
The first chapters of this thesis present novel techniques for the automated
derivation of adjoint models. By using a high-level reformulation of algo-
rithmic differentiation, an automatic and robust way for deriving efficient
adjoint models from models written in a high-level finite-element frame-
work is obtained (chapters 2 and 3). Based on this, a framework for PDE-
4
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constrained optimisation is developed, that is novel in terms of general-
ity (both linear and non-linear, and both steady-state and time-dependent
PDEs are supported) and its degree to which it is automated (chapter 4).
This, together with a high-level language for the problem specification, dras-
tically reduces the effort to solve PDE-constrained optimisation. The frame-
work is applied to two applications for which adjoint-based optimisation has
not been used before. Firstly, the optimal positioning of tidal turbines in
a tidal stream (chapter 5), which results in new layout designs that have
not yet been considered in the literature. Secondly, the application of data
assimilation to wetting and drying processes in shallow water (chapter 6),
which also has not been studied before. For this thesis, forward and ad-
joint models of the heat equation, the Burgers’ equation, the Navier-Stokes
equations, the Gray-Scott equations and the shallow water equations with
a wetting and drying extension have been developed, many of which have
been used for PDE-constrained optimisation.
The work in this thesis was partly undertaken with collaborators. The
library libadjoint presented in chapter 2 was developed in joint work with
P.E. Farrell and D.A. Ham. I was centrally involved in the whole design
and development process and contributed large parts of the code, in par-
ticular to the core data structures and algorithms, the debugging tools. In
addition, I was the sole developer of the checkpointing functionality for bal-
ancing the computation and storage cost. The integration of DOLFIN with
libadjoint presented in chapter 3 is joint work with P.E. Farrell, D.A. Ham
and M.E. Rognes. Again, I was centrally involved in the whole design and
development process. Large parts of the code such as the Python interface
to libadjoint, and the process of annotating and manipulating the equations
solved, were performed in pair programming with P.E. Farrell. I was the
sole author of major sections of dolfin-adjoint, including the checkpointing
support and the optimisation framework presented in chapter 4. For all
other work presented in this thesis, I am the sole contributor, in particu-
lar the turbine layout optimisation (chapter 5) and the application of data
assimilation to wetting and drying processes (chapter 6).
A publication based on the material in chapter 3, the integration of
libadjoint in DOLFIN, has been accepted (Farrell et al., 2012). Further-
more, a wetting and drying scheme for the Navier-Stokes equations with
free-surface has been developed and published as part of this Ph.D. (Funke
5
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et al., 2011). This scheme will be briefly discussed in section 7.2.7. Publi-
cations based on the remaining chapters are in progress.
1.1.4. Mathematical notation and assumptions
The adjoint approach is based on two components: the forward model and
the functional of interest. In this thesis, the forward model is a (continuous
or discretised) system of PDEs written in the abstract form:
F (u,m) = 0 ∈ Z, (1.2)
where F is the PDE operator that depends on the parameter m ∈ M and
yields the solution u ∈ U in suitable Banach spaces M , U and Z. The
parameter m might be a source term, initial or boundary conditions, the
geometry of the domain, or a coefficient that appears in the PDE. Although
the adjoint system itself is independent on m, its introduction is useful for
the following derivation and applications. In cases where the choice of the
parameter m is irrelevant, it is sometimes neglected and the forward model
is simply written as a function of u, i.e. F (u) = 0.
The second ingredient is a scalar-valued functional of interest, which maps
the PDE-solution and the parameter to a value of interest:
J(u,m) ∈ R. (1.3)
Similarly, the dependency on the parameter m is sometimes neglected and
the functional of interest simply written as J(u).
Throughout this thesis, it is assumed that the functional J and the PDE-
operator F are continuously Fre´chet differentiable. Fre´chet differentiability
is a generalisation of the differentiability from functions in Rn to Banach
spaces:
Definition 1. Let f : A ⊂ X → Y be an operator with Banach spaces X,Y
and A 6= ∅ open. f is called Fre´chet differentiable if for all x ∈ A there
exists a bounded linear operator Df(x) : X → Y such that:
lim
‖h‖X→0
‖f(x+ h)− f(x)−Df(x)h‖Y
‖h‖X
= 0.
6
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f is continuously Fre´chet differentiable if the function x → Df(x) is con-
tinuous.
In addition, it is assumed that the forward model (1.2) yields a unique
solution u for any m ∈M . This allows the definition of a solution operator
u(m), which maps the parameter m to the associated solution of the forward
model. Of course, for many PDEs the explicit form of u(m) is not known,
and instead a program is used to compute an approximation.
Substituting the solution operator u(m) into the functional of interest (1.3),
yields the reduced functional :
J˜(m) := J (u(m),m) . (1.4)
An evaluation of the reduced functional of interest consists of first solving
the forward model to obtain u and then evaluating J as in (1.3).
It is also assumed that the linearised PDE operator ∂F (u(m),m)/∂u is
invertible for any m ∈ M . The implicit function theorem shows that the
solution operator u(m) is then continuously Fre´chet differentiable (Hinze
et al., 2009, §1.4.2). A detailed discussion about the mathematical require-
ments for the adjoint approach can be found in (Hinze et al., 2009, §1.6).
A final note on the notation of partial and total derivatives. If m consists
of multiple entries arranged as a row vector m = (m1,m2, . . . ), then the
total derivative is thought of as a row vector of the form:
dJ
dm
=
(
dJ
dm1
,
dJ
dm2
, . . .
)
.
Similarly, the partial derivative is in this case:
∂J
∂m
=
(
∂J
∂m1
,
∂J
∂m2
, . . .
)
.
1.2. Techniques for computing derivatives
This section derives the equations for computing the (total) derivative of
the functional with respect to the parameters, i.e. dJ/dm. Taking the
derivative of equation (1.4) and applying the chain rule on its right hand
side yields:
dJ˜
dm
=
dJ
dm
=
∂J
∂u
du
dm
+
∂J
∂m
. (1.5)
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If equation (1.5) was used directly to compute the functional gradient, all
three terms on the right hand side would be needed. For the terms involving
J this is straightforward: the functional of interest is usually given as an
explicit analytical formula from which the derivatives can be calculated.
However, u(m) is only given implicitly through the solution operator and
therefore du/dm is not directly accessible.
One way to compute du/dm is obtained by taking the derivative of the
forward model (1.2) with respect to m:
∂F
∂u
du
dm
+
∂F
∂m
= 0. (1.6)
This equation contains the unknown du/dm and the derivatives of the for-
ward model with respect to u and m. The PDE operator F is always avail-
able in explicit form from which the derivatives can be obtained. Since the
linearised PDE operator ∂F/∂u is assumed to be invertible, the following
equation for du/dm is obtained:
du
dm
= −∂F
∂u
−1 ∂F
∂m
. (1.7)
Substituting equation (1.7) into (1.5) yields an equation for the functional
gradient with terms that can all be derived explicitly:
dJ
dm
= −
=λ∗︷ ︸︸ ︷
∂J
∂u
∂F
∂u
−1 ∂F
∂m︸ ︷︷ ︸
=−µ
+
∂J
∂m
, (1.8)
where the asterisk denotes the Hermitian transpose. The order in which
the first term on the right hand side is evaluated leads to two different
approaches: one involves solving the tangent linear model for µ, and the
other one solves the adjoint model for λ.
To facilitate the comparison of these two approaches, a dimensional anal-
ysis is performed in the following sections. For that, let |m| and |u| denote
the (finite) dimensions of the parameter m and the forward model solution
u, respectively. Figure 1.1 visualises the dimensions of the linear operators
in the right hand side of equation (1.8).
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λ︷ ︸︸ ︷
|u| × |u| × |u|
−1
× |u| × |m|
︸ ︷︷ ︸
µ
+ |m|
Figure 1.1.: The dimensions of the linear operators in the right hand side of
equation (1.8), visualised for a finite-dimensional example. The
tangent linear solution µ is a matrix of dimension |u| × |m| and
requires the solution of m linear systems. The adjoint solution
λ is a vector of dimension |u| and is obtained with a single linear
solve.
1.2.1. Tangent linear approach
The tangent linear approach computes the functional derivative by first
solving the tangent linear model for µ:
∂F
∂u
µ = −∂F
∂m
, (1.9)
and then using equation (1.8) to obtain the sought gradient:
dJ
dm
=
∂J
∂u
µ+
∂J
∂m
.
Note that the linearised forward model (1.6) and the tangent linear model (1.9)
are equivalent and hence µ = du/dm.
The computational cost of this approach is dominated by the solution of
the tangent linear system (1.9). The dimensional comparison in figure 1.1
reveals that the right hand side of this linear system is a matrix with |m|
columns, corresponding to the number of parameters. One option to solve
this system is to invert the linearised PDE operator ∂F/∂u explicitly (for
example with a LU decomposition) and to perform a matrix-matrix multi-
plication to compute µ. Alternatively, |m| iterative solves can be performed
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for each column in the right hand side of the tangent linear system (1.9).
However, in both cases, the computational cost scales linearly with |m|.
The next section shows that the adjoint approach leads to a linear system
whose dimension is independent of the parameter m.
1.2.2. Adjoint approach
The adjoint approach first solves the adjoint equation:
∂F
∂u
∗
λ =
∂J
∂u
∗
. (1.10)
The adjoint solution λ is then used to compute the functional gradient using
equation (1.8):
dJ
dm
= −λ∗ ∂F
∂m
+
∂J
∂m
. (1.11)
The dimensional analysis in figure 1.1 shows that the right hand side of
the adjoint equation (1.10) always consists of a single column vector, corre-
sponding to the scalar-valued functional of interest J . Hence, the compu-
tation of the adjoint solution λ requires only one linear solve, independent
of the dimension of m. In fact, the adjoint equation (1.10) does not depend
on the choice of m at all. Furthermore, since the adjoint system is based
on a linearisation of the forward model, its computational cost is expected
to be equal or less than that of the forward model. However, in practice
the efficient implementation of an adjoint model is often difficult, as will be
discussed in the section 1.3.
1.2.3. Alternative approaches
Apart from the tangent linear and adjoint approaches, there are alternative
ways to obtain the functional gradient. Two common methods are the finite-
difference and the complex-step approaches which will be briefly discussed
in this section.
The finite-difference approach approximates the functional gradient in the
direction δm by computing the difference quotient. The central-difference
formula for example yields:
dJ˜(m)
dm
δm =
J˜(m+ hδm)− J˜(m− hδm)
h
+O(|h|2) as h→ 0.
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The main advantage of the finite-difference approach is its easy implemen-
tation: the model can be treated as a black box since only functional eval-
uations are required. However, the determination of a suitable step length
h can be difficult: from a mathematical perspective, h should be chosen as
small as possible to improve the approximation, but due to numerical cancel-
lation the smallest suitable h value is bounded by round-off errors (Nocedal
and Wright, 1999, pp. 166–169).
The complex-step approach (Lyness and Moler, 1967) avoids this prob-
lematic by using complex calculus. It considers the reduced functional in the
complex plane and uses the Cauchy-Riemann equations to derive following
approximation of the directional derivative:
dJ˜(m)
dm
δm =
Im
(
J˜(m+ ihδm)
)
h
+O(|h|2) as h→ 0.
Since no difference operation is performed, this evaluation is not subject
to subtractive cancellation errors. From an implementation perspective the
complex-step approach is more intrusive, since the underlying code must be
modified to support complex numbers. It has been recently shown that this
method is tightly related to the forward mode of algorithmic differentiation
described below (Martins et al., 2003).
Both the finite-difference and the complex step approach only yield ap-
proximations of directional derivatives. To obtain the full functional gradi-
ent, the directional derivatives for all basis vectors in the parameter space
must be computed separately. As a consequence the computational com-
plexity increases linearly with the dimension of m. Nevertheless, the finite-
difference method is popular due to its straightforward implementation and
is a useful verification tool, see section 2.5.6.
1.2.4. Higher-order derivatives
It is possible to compute higher-order derivatives by recursively applying the
adjoint or tangent linear approach to itself. A detailed derivation of second-
order adjoints can be found in Griewank and Walther (2008, §13.4), Hinze
et al. (2009, §1.6.5) and Thevenin and Janiga (2008, §4.6).
One application of second-order information is in the context of optimisa-
tion with PDE constraints, for example for design optimisation (Guillaume
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and Masmoudi, 1994) and optimal control (Hinze and Kunisch, 2001; Raf-
fard and Tomlin, 2005).
1.3. Developing adjoint models
The implementation of an adjoint model is often complicated and can re-
quire years of development time for complex forward models. This section
introduces different options for how the adjoint model can be derived and
highlights their advantages and problems.
The development of a PDE based forward model can be divided into three
stages, as visualised in the top row of figure 1.2. First, it is decided which
system of PDEs is to be solved. Then these equations are discretised in
space and time. For that, a common choice is to first perform the spatial
discretisation using the finite element method (Elman et al., 2005), and
then apply a time stepping scheme such as Runge-Kutta methods (Ascher
and Petzold, 1998). This separation of space and time discretisation is also
known as the method of lines (Schiesser, 1991). The final step of the forward
model development is the implementation of the discretised equations as
source code.
The adjoint model can be derived at any of these three stages, as shown in
figure 1.2. The resulting adjoint system is at the same discretisation stage
as the forward model from which it was derived. That is, the continuous
adjoint is a continuous PDE, the discrete adjoint is a discretised PDE and
the adjoint of the source code is an implementation of this discretised PDE.
Interestingly, the diagram in figure 1.2 does not commute. As a result, the
adjoint yields different solutions depending on how it was derived. The fol-
lowing sections discuss these options in more detail with a specific emphasis
on how the derivation can be automated.
1.3.1. Adjoint of the continuous equations
The continuous adjoint PDE is obtained by deriving the adjoint system of
the continuous forward PDE prior to discretisation.
12
1.3. Developing adjoint models
continuous forward
equations
−−−−→ discrete forward
equations
−−−−→ forward codey libadjointy ADy
continuous adjoint
equations
discrete adjoint
equations
adjoint codey y
discrete adjoint
equations
adjoint codey
adjoint code
Figure 1.2.: The adjoint system can be derived after any stage of the forward
system development (top row). The derivation of the continu-
ous adjoint is usually performed by hand. libadjoint is a library
presented in chapter 2 that facilitates the development of the
discrete adjoint. Algorithmic differentiation (AD) tools derive
the adjoint model from the forward model source implementa-
tion. The resulting adjoint code and the adjoint solution depend
in general on the stage at which the adjoint system was derived.
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As an example, consider the time-dependent viscous Burgers’ equation
with Dirichlet boundary conditions:
∂u
∂t
+ u · ∇u− ν∇2u = 0 in Ω× (0, T ), (1.12a)
u = g on ∂Ω× (0, T ), (1.12b)
u = u0 for Ω× {0}, (1.12c)
where Ω ⊂ R defines the spatial and (0, T ) the temporal domain for the
solution u : Ω × (0, T ) → R, ν ∈ R is the viscosity parameter, g : ∂Ω ×
(0, T ) → R describes the Dirichlet boundary value and u0 : Ω → R the
initial condition. The continuous adjoint of the Burgers’ equation with
respect to a functional of interest J(u,m) ∈ R reads as (see appendix A for
a derivation):
−∂λ
∂t
− (u · ∇)λ+ (∇u)∗λ− ν∇2λ = ∂J
∂u
∗
in Ω× (0, T ),
λ =
∂J
∂u
∗
on ∂Ω× (0, T ),
λ =
∂J
∂u
∗
for Ω× {T},
(1.13)
where ∇u denotes the Jacobian matrix of u and λ : Ω × (0, T ) → R is
the adjoint solution. This adjoint PDE can be discretised and solved with
similar techniques as the forward PDE.
The continuous adjoint of the Burgers’ equation (1.13) reveals some gen-
eral properties about the adjoint of a time-dependent problem: the resulting
PDE is linear with initial conditions at the end of the time interval. Con-
sequently it is solved backwards in time. Furthermore, the adjoint PDE
depends on the forward solution u, and therefore the forward model must
be solved beforehand.
There are a few reasons why the derivation of the continuous level is
preferable over its alternatives. Firstly, it allows the independent discreti-
sation of forward and adjoint system. This flexibility can be important if
the adjoint solution has different characteristics to the forward solution.
Choosing different discretisation schemes and resolutions can increase the
numerical accuracy for the same computational cost, see for example Pel-
letier et al. (2003); Fang et al. (2006).
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The second advantage is that discontinuities introduced by numerical
methods are unproblematic. A common example are upwind schemes to
solve hyperbolic differential equations (Liu and Sandu, 2005), but also al-
gorithms for space and time adaptivity are typically non-differentiable.
Finally, the continuous adjoint plays an important role in shape optimi-
sation as it avoids the issue of computing the derivative of the functional
with respect to the mesh node positions (Anderson and Venkatakrishnan,
1999).
However, this flexibility has the caveat that the functional gradient de-
rived from the adjoint solution is generally not the functional gradient of the
discrete forward model. An extreme case is presented in Gunzburger (2003,
§4.1.2) where the functional gradient computed with the continuous adjoint
approach takes the opposite direction to the functional gradient of the dis-
crete forward model. The reason for this inconsistency is that the forward
and adjoint models are independently discretised. Hence, while forward and
adjoint solutions converge to their continuous solutions, they can be arbi-
trarily unrelated if discretisation errors dominate. The consequences have
been investigated by Griesse and Walther (2004) and Gunzburger (2003,
§4.1.2) where the authors showed that this inconsistency can impact the
convergence of gradient-based optimisation algorithms.
The manual derivation of the continuous adjoint system can be laborious
for complex PDEs and the subsequent discretisation and implementation
duplicates the development effort. This can become particularly problem-
atic for models that are still in development: whenever the discrete forward
system changes, the adjoint derivation has to be repeated and the adjoint
model implementation updated.
An automation of the continuous adjoint approach would need to be able
to process the steps involved in the appropriate path in figure 1.2. The
first step consists of the derivation of the continuous adjoint PDE from the
forward PDE. This derivation can be automated, for example by using a
symbolic algebra package such as SAGE (Stein et al., 2011). The second
step, the discretisation of the resulting adjoint PDE, is more difficult to auto-
mate: the choice of a suitable discretisation scheme for a given PDE usually
requires user expertise. Finally, the discretised equations must be passed to
a code generation tool that automatically emits the adjoint model source
code. While such tools are difficult to develop in general, there exists several
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“problem solving environments” for the finite element method, for example
FEniCS (Logg et al., 2011), Sundance (Long et al., 2012), GetDP (Dular
et al., 1998), deal.II (Bangerth et al., 2007) and Analysa (Bagheri and Scott,
2004). Besides the potential of the continuous approach, the author is not
aware of a software package that automates the required steps.
1.3.2. Computing derivatives with algorithmic differentation
An alternative to the continuous adjoint approach is to postpone the deriva-
tion until the last stage of the forward model development, see figure 1.2.
The resulting derivation operates at a much lower level: the source code.
In this approach, the forward model is considered as a sequence of ele-
mentary instructions such as +, ·, sin or exp, for each of which the derivative
is known. That is, the reduced functional (1.4) can be written as a sequence
of elementary instructions:
J˜(m) = fp ◦ fp−1 ◦ fp−2 ◦ · · · ◦ f1(m). (1.14)
Differentiating equation (1.14) and applying the chain rule to its right hand
side yields an equation for the functional gradient:
dJ˜
dm
=
∂fp(mp−1)
∂mp−1
∂fp−1(mp−2)
∂mp−2
. . .
∂f1(m)
∂m
, (1.15)
where mk is the k’th intermediate solution of equation (1.14), i.e. the result
of the first k function compositions. There are two ways in which the right
hand side of (1.15) is commonly evaluated. The first one, known as forward
accumulation or forward mode, evaluates the terms from right to left. This
evaluation involves only derivatives of elementary instructions for which the
derivatives are known.
The forward mode is tightly related to the tangent linear model (sec-
tion 1.2.1): by observing that the reduced functional (1.4) can be written
as J˜(m) = J(·,m) ◦ u(m), there exists a p′ such that u(m) = fp′ ◦ fp′−1 ◦
· · · ◦ f1(m), and hence dfp′/dm = du/dm = µ appears as an intermediate
variable during the forward accumulation. The forward accumulation also
adopts the dependency properties of the tangent linear model; in particular
the calculation can be performed in line with the forward model without
storing any additional intermediate variables.
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The second way is to evaluate the right hand side of equation (1.15) from
left to right, which is also known as reverse accumulation or reverse mode.
This mode adopts the properties of the adjoint approach: in particular the
gradient evaluation is performed backwards and all intermediate forward
variables mi, i = 1, . . . , p must be stored.
In contrast to the continuous adjoint approach, the gradient informa-
tion obtained with this approach is consistent with the discrete forward
model. That is, the computed gradient is the exact derivative of the for-
ward model implementation. While this is generally desirable, in particular
in the context of PDE based optimisation, there are cases where the consis-
tent approach leads to an unsuitable discretisation of the continuous adjoint
equation. Sirkes and Tziperman (1997) investigated this issue and present
an example for which the adjoint solution contains numerical artifacts.
The key advantage of this approach is that the derivation and evaluation
of the adjoint model follow a completely prescriptive process, for which all
required information is directly accessible from the source code. Conse-
quently, the adjoint model can, in theory, be obtained fully automatically.
This idea is implemented in automatic or algorithmic differentiation (AD)
tools (Griewank and Walther, 2008), which commonly use one of the fol-
lowing techniques:
Operator overloading. Uses the operator overloading feature of modern
computer languages to build a tape of all executed functions and their
arguments at runtime. This tape is then differentiated and evalu-
ated to obtain the derivative information. This approach is relatively
straightforward to implement but yields less efficient derivative code
because no compiler optimisations can be performed on the differen-
tiated code.
Source to source compiler. A typical source-to-source AD tool takes the
source code of the forward model as an argument and generates the
source code for computing its derivative. Compared to operator over-
loading tools, source to source compilers tend to produce more efficient
code but their implementation is more challenging.
An example application of the source to source AD tool TAPENADE (Hascoe¨t
and Pascual, 2004) to a demonstration program can be found in appendix B.
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An authoritative survey of the field can be found in Griewank and Walther
(2008); Griewank (2003); Rall and Corliss (1996) and Bu¨cker et al. (2006).
The main advantage of these low-level AD tools is that they can be ap-
plied directly to an existing forward model implementation. This is a major
feature for complex models for which the manual derivation and imple-
mentation of the adjoint equations would be prohibitive. AD tools have
been successfully applied to differentiate large models such as the MIT-
gcm general circulation model (Heimbach et al., 2005), the FLUENT CFD
code (Bischof et al., 2007), the CICE sea-ice model (Kim et al., 2006), and
the WRF weather forecasting model (Xiao et al., 2008).
However, their application have several limitations that need to be taken
into consideration. Since these AD tools operate on the source code level
they are typically designed for one specific programming language. In prac-
tice this raises two problems. Firstly, often only a subset of the programming
language is supported, requiring the model developer to avoid advanced lan-
guage features. For example, TAPENADE, a leading source to source AD
tool for C and Fortran, prohibits the usage of dynamic memory allocations
and pointer analysis in Fortran 95 in reverse mode (Hascoe¨t and Pascual,
2004, §10.4). Secondly, it complicates the usage of multiple programming
languages within the same model. A separate AD tool must be applied to
the different parts of the code and manual intervention is needed to organise
the differentiation between them. In particular, this can prohibit the use of
external numerical libraries for which no differentiated version is available.
The result of these restrictions can be seen in MITgcm, the flagship appli-
cation for both the TAF (Giering and Kaminski, 2003) and OpenAD (Utke
et al., 2008) source to source AD tools. Firstly, it is written in Fortran 77,
which is fairly straightforward to parse. Secondly, the numerics are mostly
explicit: the implicit step is self-adjoint (Heimbach et al., 2005), which
means that no derivative code needs to be generated for the equation solve.
Finally, the model has no hard dependencies on any external libraries, all
of the core numerical calculations are performed within the model itself.
Another issue for low-level AD tools is that they require significant ex-
pertise in both their usage and the forward model in order to derive efficient
adjoint code. This is best explained by means of a simple example: consider
a forward model that solves one non-linear system using the Newton method
up to machine precision. Since the adjoint system is linear, an efficient ad-
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joint implementation performs only one linear solve. Instead, without user
intervention the AD tool differentiates every single Newton iteration. The
result is that the adjoint model solves as many linear solves as there are
Newton iterations in the forward model. This issue can be avoided by an-
notating the forward model with AD tool-specific directives to supply the
necessary information. Heimbach et al. (2010) states that “work is thus
required initially to make the model amenable to efficient adjoint code gen-
eration for a given AD tool. This part of the adjoint code generation is not
automatic and can be substantial for legacy code, in particular if the code
is badly modularized and contains many irreducible control flows”. The ad-
joint code produced by low-level AD tools is typically 3 to 30 times slower
than the forward simulation (Naumann, 2012).
Finally, advanced features, such as the use of checkpoints to balance stor-
age and computation costs that will be described in section 2.6.2, are often
only implemented in mature AD packages and usually require further di-
rectives from the model developer (Kowarz and Walther, 2006; Hascoe¨t and
Araya-Polo, 2006). Also, support for parallel programs is still an active field
of research (Hovland, 1997; Utke et al., 2009; Fo¨rster et al., 2011).
In summary, the adjoint derivation on the implementation level has the
advantage that it can be automated if an AD tool is available. However,
in practice multiple caveats appear and their application often requires ex-
tensive user intervention and expertise. Vidard et al. (2008) states his ex-
periences of applying a low-level AD tool to the NEMO ocean model as:
“Even for this simplified configuration, however, substantial human inter-
vention and additional work was required to obtain a usable product from
the raw [AD]-generated code . . . [The] memory management and CPU per-
formance of the raw code were rather poor. . . . From that experience it
has been decided to go toward the hand-coding approach”. These problems
arise from the low abstraction on which the algorithmic differentiation is
applied. By reasoning on the source code level, the differentiation tools
have no high-level information about the forward model and hence have to
handle low-level implementation details such as parallelism.
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1.3.3. Adjoint of the discretised equations
Motivated by the drawbacks of the previous two methodologies, this section
and the following chapter attempt to circumvent their problems by choosing
a different level of abstraction. On the one hand, it should be low enough
such that the derivation of the adjoint system is a purely prescriptive process
that can be automated. This is the case once the discretisation type has
been chosen, along with the discrete function spaces for all variables. On
the other hand, the abstraction should be as high as possible to avoid the
implementation details of the forward model. From figure 1.2 it can be seen
that deriving the adjoint from the discretised forward model matches these
conditions.
To illustrate the approach reconsider the time-dependent Burgers’ equa-
tion (1.12). Discretising with the finite element method in space and the
forward Euler method in time, and linearising the non-linear advective term
around the solution at the previous time level, yields the iteration:
u0 = g,
1
∆t
Mun+1 − 1
∆t
Mun + V (un)un +Dun = 0 for n ∈ 0, . . . , N,
(1.16)
where the subscripts indicate the time levels, M is the mass matrix, −D is
the discretised diffusion operator, V (un) is the advection matrix assembled
at the velocity un, and N indicates the number of time step iterations. For
brevity, define
T (·) := − 1
∆t
M + V (·) +D. (1.17)
The assignments (1.16) can be written as:
I
T (u0)
1
∆tM
T (u1)
1
∆tM
. . .
. . .


u0
u1
u2
...
 =

g
0
0
...
 . (1.18)
The lower-triangular form of the matrix encodes the forward temporal flow
of information in the equations: the solutions at later time levels depend on
the solutions at earlier time levels, but not vice-versa.
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Given a functional of interest J , the discrete adjoint equation of the for-
ward model (1.18) is (the derivation is performed in section 2.4.2.2):
I∗
(
T (u0) +
∂V (u0)
∂u0
u0
)∗
1
∆tM
∗
(
T (u1) +
∂V (u1)
∂u1
u1
)∗
1
∆tM
∗ . . .
. . .


λ0
λ1
λ2
...
 =

∂J∗
∂u0
∂J∗
∂u1
∂J∗
∂u2
...
 .
(1.19)
This system recovers many of the properties of the continuous adjoint sys-
tem (1.13). The adjoint operator is upper-triangular, hence the temporal
flow of information in the adjoint system is reversed. Similarly to the contin-
uous version, the discrete adjoint system depends on the forward solutions
un.
For this example, the discrete adjoint results in the same time discretisa-
tion scheme that was used for the forward model. To demonstrate this, the
second equation in the adjoint system (1.19) is expanded:
1
∆t
M∗λ1 − 1
∆t
M∗λ2 + V ∗(λ2) +D∗λ2 +
(
∂V (u1)
∂u1
u1
)∗
λ2 =
∂J
∂u1
∗
.
It can be seen that the adjoint variable λ1 occurs only in the discretised
time derivative term. Since the adjoint equations are solved backwards
in time, this corresponds to a forward Euler method. In general, Sandu
(2006) showed the discrete adjoint of explicit and implicit Runge-Kutta
methods of any order p, result in a p-th order discretisation of the continuous
adjoint. However, depending on the dynamics of the adjoint solution, this
discretisation might be only appropriate for the forward model and result in
numerical instabilities in the adjoint solution (Sirkes and Tziperman, 1997).
The main advantage of deriving the adjoint from the discretised equations
is that the process is completely prescriptive: once the forward model has
been discretised, there is a defined procedure on how the associated adjoint
model implementation is obtained. This property is the key for chapter 2,
where a library is presented that automates this derivation. Another ad-
vantage is that, in contrast to deriving the adjoint from the source code, the
derivation of discrete adjoint system is separated from its implementation.
In particular, the operators in the adjoint equation (1.19) can be written in
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multiple programming languages, rely on external libraries and be parallel
aware.
Finally, since the adjoint is derived on the discrete level, the resulting gra-
dient information is consistent with the discrete forward model. Many op-
timisation algorithms such as SQP (section 4.3.2) and BFGS (section 4.3.1)
rely on exact derivatives, and can fail to converge if only approximations
are provided (Griesse and Walther, 2004); therefore, the consistency of the
discrete adjoint approach is an important property for the remaining chap-
ters of this thesis, where the gradients are used in the context of PDE-
constrained optimisation.
1.4. Summary and overview
The adjoint approach provides an efficient way to compute derivative infor-
mation of PDE-based models in cases where the number of output values of
interest is larger then the number of input parameters. Three approaches
for developing the associated adjoint models have been introduced and their
advantages and disadvantages discussed. The continuous approach provides
most flexibility to the adjoint model developer, but requires usually a signif-
icant amount of development work. Alternatively, the adjoint model can be
derived directly from the implementation of the forward model. Algorith-
mic differentiation tools aim to automate this process, however in practice
their applicability can be limited and they often require user intervention.
Finally, the discrete adjoint approach derives the adjoint model from the
discretised forward equations. This approach has the advantage that the
adjoint derivation is performed independently of implementation details.
The remaining chapters are organised as follows. The next chapter intro-
duces a software library that facilitates the development of adjoint models
based on the discrete adjoint approach. Chapter 3 applies this library to a
high-level finite-element framework, which results in an automatic, robust
and efficient way of deriving and implementing adjoint models. This work
is extended in chapter 4, in which a framework for rapidly setting up and
solving PDE-constrained optimisation problems is developed. Chapter 5
applies this framework to the problem of finding the optimal positions of
tidal turbines in a tidal stream. Another application is given in chapter 6,
where a tsunami wave profile is reconstructed from observed inundation
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pattern. Finally, chapter 7 makes some concluding remarks and presents
future work.
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Abstract
This chapter presents a new software library that facilitates the de-
velopment of adjoint models based on a high-level abstraction. Its
fundamental concept is to consider the forward model as a sequence
of equation solves. Based on this abstraction, the library builds a
symbolic description of the forward model, from which it can auto-
matically derive the symbolic representation of the associated adjoint
model. The contained symbolic operators are then linked to imple-
mentations of these operators, with which the library can assemble
and solve the adjoint equations. The chapter finishes with an applica-
tion of this library to develop the adjoint of two example models, for
which a direct low-level AD approach would be prohibitive.
2.1. Introduction
The numerical core of a PDE based forward model typically consists of a
sequence of equation assemblies and solves. However, the actual implemen-
tation of this functionality is often filled with machine-specific details, such
as memory management, parallel communication and in-/output. As a con-
sequence, the mathematical purpose of the model is interwoven with details
on how it is to be implemented on a particular platform.
A direct application of a low-level AD tool, which operates on the imple-
mentation level, needs to differentiate through all of these implementation
details. This is the reason for many of the practical problems of applying
such tools to complex models (see section 1.3.2), as the differentiation of
the implementation details can be difficult. A typical example is the sup-
port of parallel communication which is a topic of active research in the AD
community (Hovland, 1997; Utke et al., 2009; Fo¨rster et al., 2011).
Section 1.3.3 described an alternative derivation of the adjoint model by
considering the forward model as a sequence of equation solves. The main
contribution of this chapter is the development of the library libadjoint,
which uses this abstraction to facilitate and partly automate the develop-
ment of adjoint models. The application of libadjoint to a forward model
can roughly be divided into two steps. First, the forward model must be
annotated, i.e. libadjoint functions are added to each equation solve in the
forward model in order to pass some necessary information to libadjoint.
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This information includes the structure of the equation, the variable it solves
for and its linear and non-linear dependencies. As a result, libadjoint has a
high-level representation of the forward model, also known as a tape. This
tape is analogous to the concept of a tape in AD, except that instead of
recording individual elementary operations, the units on the tape are whole
equation solves. With the tape, libadjoint can derive the high-level repre-
sentation of the associated adjoint equations; however, the operators in the
derived adjoint equations are at that point just purely abstract handles.
Therefore, the second development steps consist of providing implementa-
tions of all occurring operators. With these, libadjoint can then assemble
and solve the adjoint equations.
The advantage of this approach is that libadjoint’s representation of the
forward equations is separate from implementation details. Consequently,
the difficult derivation of the discrete adjoint system can be automated
independently of details such as parallelism, external libraries, etc. The
implementation of the required operators is usually relatively easy, and can
be performed either manually or with the help of an additional AD tool.
The library also manages the storage of forward and adjoint variables and
supports the use of checkpointing algorithms to balance the storage and
computation cost.
Alternatively, libadjoint can be viewed as a high-level AD tool, where
the elemental functions are arbitrarily complex and their derivatives and
Hermitian transpose must be provided by the user. A related project is
CasADi (Andersson et al., 2012), a symbolic framework for solving optimal
control problems governed by ordinary differential equations with build-
in algorithmic differentiation features. In this framework, the user builds
a syntax tree by performing vector and matrix operations, which is then
used to evaluate the function and its derivative. Another related project
is YAO (Nardi et al., 2009). This project is motivated by finite difference
schemes and regards the model as a repetitive execution of similar core
functions, such as a computation on each grid point. By duplicating and
connecting these modules, the forward and its associated adjoint model
can be generated and executed. In contrast to these tools, libadjoint is
specifically designed to be applied to existing forward models and focuses
on computationally expensive models such as for solving PDEs.
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2.2. Motivation
To motivate the abstraction that libadjoint takes, the three options for
developing an adjoint model introduced in section 1.3 are evaluated for
two existing software packages: Fluidity, a computational fluid dynamics
framework currently under active development (Piggott et al., 2008) and
the FEniCS system, a collection of software components for automating the
solution of PDEs by the finite element method (Logg et al., 2011; Logg,
2007).
The application of the continuous adjoint approach (see section 1.3.1) to
Fluidity is complicated by several factors. Fluidity is highly configurable
about which and how equations are to be solved. In particular it supports
the Navier-Stokes, the Stokes and the shallow water equations with various
parametrisations and an arbitrary number of additional tracer equations.
The application of the continuous adjoint approach would require the ad-
joint derivation for all these available options. Due to the low-level develop-
ment approach, these adjoint equations would then have to be implemented
manually. This difficulty is compound by the fact that the model is un-
der active development. That is, the derivation and implementation of the
adjoint model would have to be updated with every change in the forward
model. Fluidity also allows the user to embed Python (van Rossum et al.,
2008) code to specify runtime functionality of the forward model. For exam-
ple, initial and boundary conditions, source terms, and diagnostic functions
can be specified entirely in Python. Since the mathematical equations of
this functionality are not known a priori, the continuous adjoint can not be
derived for these features beforehand.
The second alternative is to apply a low-level AD tool to Fluidity (see
section 1.3.2). However, its source code has undergone years of development
without consideration for the constraints that usually come with these AD
tools. In particular the model is written in modern Fortran, and makes
extensive use of advanced language features such as dynamic memory allo-
cation, pointers, derived data types and function overloading. All of these
are not supported by many AD tools. In addition linear equations are solved
with the PETSc library (Balay et al., 1997, 2010), for which no differentiated
version is available. For parallel execution, the model relies on MPI (Foster,
1995) whose differentiation is the topic of current research (Bu¨cker et al.,
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2004; Utke et al., 2009). All of these factors make applying currently avail-
able low-level AD tools to the whole model intractable.
Finally, the approach of deriving and implementing the discrete adjoint
equations as described in section 1.3.3 can be applied. By lifting up the ab-
straction from the source code level to equation solves, the implementation
details can be avoided, while parts of the automatic derivation of the adjoint
system can be preserved. Section 2.7 presents the successful application of
this approach to the shallow water model of Fluidity.
The second software package under consideration is FEniCS. In FEniCS,
the user specifies the discrete problem in a high-level language, from which
a dedicated finite element compiler generates efficient parallel code.
The main problem of applying the continuous adjoint approach to FEniCS
is that the equations to be solved are provided as user input and hence not
known a priori. Therefore, an automation of this approach must derive
the continuous adjoint system from the user input. However, the current
implementation of the high-level language of FEniCS has no abstraction for
time discretisation and hence the time loop is implemented manually. A
general reconstruction of the continuous equation from this time loop is not
straightforward.
The application of a low-level AD tool is unfeasible for similar reasons
to those for Fluidity: the control flow of a FEniCS model switches con-
stantly between the driver program and the generated code. These difficul-
ties are compound in the case of the Python interface of FEniCS where the
code generation, compilation and execution happens dynamically at run-
time. Furthermore, FEniCS is written in multiple different programming
languages, exploits many modern programming language features and relies
on external libraries, for example to solve the linear equations and to support
parallelism, all of which make it difficult to apply a low-level differentiation
tool.
The alternative of deriving the adjoint model from the discretised equa-
tions avoids the advanced code generation pipeline in FEniCS. This option
is particularly suited for this case, because the discrete adjoint approach and
the high-level language of FEniCS operate on the same abstraction level.
Chapter 3 presents the application of libadjoint to FEniCS in detail, which
results in an automatic and robust way to derive the adjoint models.
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2.3. The fundamental abstraction
Motivated by the previous section and the advantages that the adjoint of
the discretised equations offers (see section 1.3.3), the design of libadjoint is
based on the fundamental abstraction that the forward model is a sequence
of (linear or non-linear) equation solves.
For that, it is assumed that the forward model (1.2) can be written as a
sequence of possibly non-linear equations that are solved consecutively. The
solution u is a block vector in which each block corresponds to the solution
of one equation. The exact choice of the blocks and what is considered
as one equation is left free to the developer. In a time-dependent forward
model, each block could for example contain the solution of a specific time
level. In the application of libadjoint to the FEniCS system, presented in the
following chapter, each block corresponds to the solution of a user specified
variational problem.
While it would be possible to consider the forward model in the basic
form (1.2), libadjoint expects the model cast in an extended, but equally
expressive form:
A(u)u = b(u), (2.1)
where A is a block matrix, b is a block vector and u is the solution block
vector. For example, the basic form (1.2) can be cast into this form by
writing:
Iu = Iu− F (u), (2.2)
where I is the identity operator. The reason for using this extended form (2.1)
is that it provides libadjoint explicit information about the linearity in equa-
tion (2.1). This can be an important optimisation as will be shown in sec-
tion 2.5.3.1.
The fact that the equations are solved consecutively, reveals more in-
formation about the structure of equation (2.1). An equation solve can
only depend on previously computed solutions, and hence A is lower-block-
diagonal. For the same reason, the dependency arguments of a block row of
A and b may only contain previously computed solutions and, for non-linear
equations, the solution of the equation itself.
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2.3.1. Examples
The following three examples demonstrate how a discrete PDE model can
be cast into form (2.1).
2.3.1.1. Diffusion equation
The first example considers the steady diffusion equation given by:
−∇2u = f,
subject to appropriate boundary conditions. Discretising with the finite
element method results in the linear system:
Du = Mf, (2.3)
where −D is the discretised diffusion operator, M is the mass matrix, and
u and f are coefficient vectors for the solution and source term respectively.
Equation (2.3) can be trivially cast in the form of equation (2.1) by iden-
tifying A = D and b = Mf .
2.3.1.2. Burgers’ equation
In section 1.3.3 the Burgers’ equation discretised with a forward Euler
time-discretisation was written in a form which directly conforms to equa-
tion (2.1).
Now consider a backward Euler time-discretisation of the Burgers’ equa-
tion (1.12). One obtains following assignments (compare to (1.16)):
u0 = g,
1
∆t
Mun+1 − 1
∆t
Mun + V (un+1)un+1 +Dun+1 = 0 for n ∈ 0, . . . , N,
where the subscripts indicate the time levels, M is the mass matrix, −D
is the discretised diffusion operator, V (un+1) is the advection matrix as-
sembled at the velocity un+1, and N indicates the number of time steps.
Each time step consists of the solution of a non-linear equation, that can
be solved for example with the Newton method. There are two choices how
this system can be cast into form (2.1). Either each Newton iteration is
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considered as one equation, which results in a set of linear equations (one
equation per Newton iteration for each time step). Alternatively, the model
can be directly considered as a sequence of non-linear equations. For that,
define:
R(·) := 1
∆t
M + V (·) +D.
The assignments (1.16) can then be cast into form (2.1) as:
I
− 1∆tM T (u1)
− 1∆tM T (u2)
. . .
. . .


u0
u1
u2
...
 =

g
0
0
...
 .
2.3.1.3. Time-dependent diffusion equation with exponential
source term
Now suppose the forward model approximately solves the time-dependent
diffusion equation with an exponential source term:
∂u
∂t
−∇2u = eu,
subject to the initial condition u(t = 0) = g and suitable boundary condi-
tions. Discretising with the finite element method in space as above and
the backward Euler method in time yields the iteration
u0 = g,
1
∆t
Mun+1 − 1
∆t
Mun +Dun+1 = E(un+1) for n ∈ 0, . . . , N,
(2.4)
where subscripts denote time levels, ∆t is the time step, M is the mass ma-
trix, −D is the discretised diffusion operator as before, E is the discretised
exponential function, and N indicates the number of time steps.
The exponential operator can not be represented in the form A(u)u, and
is therefore defined as part of the right hand side b(u). Writing the itera-
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tion (2.4) into form (2.1) yields:
I
− 1∆tM 1∆tM +D
− 1∆tM 1∆tM +D
. . .
. . .


u0
u1
u2
...
 =

g
E(u1)
E(u2)
...
 . (2.5)
Note that this representation is not unique: for example, the diffusion oper-
ator could be incorporated into the right hand side as part of b(u). However,
it will later be seen that the formulation (2.5) minimises the number of re-
quired operator differentiations as it unveils that E is the only non-linear
operator.
In general, any discretised PDE may be cast in the form (2.1). For time-
dependent simulations, u is generally a block-structured vector containing
the unknowns for all time levels, A is a matrix with a lower-triangular
block structure containing the discrete operators, and b is a block-structured
vector containing the right-hand side terms of the equations.
However, this formulation does not imply that A and b are assembled and
solved at once. For example, time-dependent forward models are typically
solved from one time level to the next by iteratively assembling and solving
one block-row of A and b. Similarly, libadjoint never demands to assemble
the whole adjoint system. Instead, the adjoint equation is solved backwards
from one time level to the next.
2.4. The discrete adjoint system
2.4.1. Derivation
The discrete adjoint model is derived from the forward model cast in form (2.1).
For that, let J(u) denote the real-valued functional of interest. Applying the
definition of the adjoint equation (1.10) to the forward model (2.1) yields
the general discrete adjoint system:
(A+G−R)∗ λ = ∂J
∂u
∗
, (2.6)
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where λ is the unknown adjoint solution, A is the left hand side of the
forward model and G and R are defined as:
G :=
(
∂A
∂u
)
ijk
uj , R :=
∂b
∂u
. (2.7)
For clarification the definition of G is given in tensor index notation. The
equivalent block-wise definition is:
Gik =
∑
j
∂Aij
∂uk
uj . (2.8)
2.4.2. Examples
The general discrete adjoint system (2.6) can be used to derive the adjoint
equations for any forward system cast in form (2.1). This is now demon-
strated on two examples from section 2.3.1.
2.4.2.1. Adjoint of the diffusion equation
For the discretised diffusion equation (2.3), the operator A and the right
hand side b do not depend on u, and hence G = R = 0. The resulting
discrete adjoint system is therefore:
D∗λ =
∂J
∂u
∗
.
2.4.2.2. Adjoint of the Burgers’ equation
Next, consider the discretised Burgers’ equation (1.18). For this example,
the calculation of A∗ is trivial and R∗ = 0 as b does not depend on u.
(∂J/∂u)∗ depends on the specific functional of interest. Therefore, attention
is confined to the calculation of G. Once G is calculated, the calculation of
G∗ is trivial.
From the definition of G (2.7), the non-zero blocks of G are identified as:
Gik 6= 0 ⇐⇒ block-row i of A depends on uk.
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Analysing the left hand side of the Burgers’ model (1.18) yields the block-
sparsity pattern of the G matrix:
0
∗ 0
∗ 0
. . .
. . .
 ,
where ∗ denotes a non-zero block. To begin with, the top-left nonzero block,
G21 is calculated. G21 records the dependency of the second row of A on
variable u1, i.e. the dependency of the equation that solves for u1 on u0.
With the block-wise definition (2.8) the explicit form of G21 is obtained:
G21 =
(
∂T (u0)
∂u0
0 . . .
)
·

u0
u1
...

=
∂T (u0)
∂u0
u0.
Both the mass operator M and diffusion operator D of T (·) = − 1∆tM +
V (·) +D do not depend on u0. Therefore, these terms vanish in the differ-
entiation, and thus G21 simplifies to:
G21 =
∂V (u0)
∂u0
u0. (2.9)
By repeating this derivation for the remaining components of G, the full G
matrix is obtained:
G =

0
∂V (u0)
∂u0
u0 0
∂V (u1)
∂u1
u1 0
. . .
. . .
 . (2.10)
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Combining the contributions gives the full left hand side operator of the
discrete adjoint system (2.6):
(A+G−R)∗ =

I∗
(
T (u0) +
∂V (u0)
∂u0
u0
)∗
1
∆tM
∗
(
T (u1) +
∂V (u1)
∂u1
u1
)∗
1
∆tM
∗ . . .
. . .
 .
(2.11)
For these simple examples the derivation of the discrete adjoint model is
not particular complicated. However, for a more complex forward model the
manual derivation can become very extensive. In the case of the Burgers’
equation, one might want to use a high-order time discretisation, or couple
it to another PDE. Both change the dependency structure and introduce
additional block-rows in the recasted forward model, which complicates the
derivation of the discrete adjoint. Furthermore, this derivation needs to be
repeated every time the structure of the forward model changes, for example
if the forward model is configurable at runtime.
Despite its complication, the key property of this adjoint derivation is
that it follows a completely prescriptive process: once the symbolic descrip-
tion of the discrete forward system in form (2.1) is available, the description
of the associated adjoint system follows. Furthermore, if all block operators
that occur in this symbolic description can be assembled, then each adjoint
equation can be assembled and solved. In the Burgers’ example, the assem-
bly of the adjoint operator (2.11) requires the block operators I∗,M∗, T ∗(·)
and (∂V (·)∂· ·)∗ and the adjoint right hand side requires the partial derivatives
of J .
The library libadjoint automates exactly that symbolic derivation and
facilitates the assembly and the computation of the adjoint equations. The
application of libadjoint to a forward model can be divided into three steps:
Annotation The annotation builds an internal tape with high-level informa-
tion about each equation solve that was performed during the forward
model. Once the annotation is finished, libadjoint has a symbolic rep-
resentation of the forward model in the form of (2.1). From this it can
automatically derive a symbolic description of the associated adjoint
system.
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Solve forward equation 1
Annotate equation 1
Record forward solution 1
Register callbacks
Solve forward equation 2
libadjoint
Figure 2.1.: A typical implementation of the three required steps for apply-
ing libadjoint to a forward model.
Recording the forward solutions The adjoint system depends in general on
the forward solution. Consequently, libadjoint offers the functionality
to record forward solutions that are required for assembling the adjoint
operators.
Callback registration In order to solve the adjoint system, libadjoint must
be able to assemble the block operators that occur in the symbolic
representation. This is achieved by attaching function callbacks to
the symbolic operators. The model developer must implement these
operators according to libadjoint’s interface. Similarly, libadjoint uses
function callbacks to perform algebra operations, such as vector addi-
tion or matrix multiplication.
Once the necessary information for these three steps has been provided,
libadjoint can automatically derive, assemble and solve the adjoint system.
The order in which the above steps are executed is free to the model devel-
oper. A common choice is to perform all three steps as the equation solve
happens, see figure 2.1. These three steps will now be explained in further
detail.
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2.5. Using libadjoint
This section discusses the necessary steps to apply libadjoint to a for-
ward model. libadjoint is open-source and can be downloaded at https:
//launchpad.net/libadjoint. The core of libadjoint is implemented in
the C programming language for portability reasons, however additional
interfaces to Fortran 90 and Python are available.
The code examples in the following sections are presented in Python.
Similar implementations in C and Fortran 90 can be found in the test di-
rectory of the libadjoint code base. A detailed description of all available
libadjoint functions can be found in the manual (Farrell and Funke, 2011).
2.5.1. Annotation
The purpose of the annotation is to build a tape with high-level information
about each equation solved in the forward model. For that, libadjoint offers
library functions that enable the model developer to express:
 the block structure of an equation;
 any non-linear dependencies of each block.
Each equation of the forward system is expressed using these functions and
passed to libadjoint.
The following code example shows an annotation of the first block equa-
tion of the discretised Burgers’ equation (1.18), with libadjoint specific func-
tions marked red.
1 # Initialisation
2 adjointer = Adjointer()
3
4 # Create a symbolic representation of the identity operator
5 I = Block("IdentityOperator")
6 # Create a symbolic representation of the
7 # velocity vector at timestep 0
8 u = Variable('u', timestep = 0)
9 # Create a symbolic representation of the equation Iu = 0
10 e = Equation(u, [I], [u])
11
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12 # Add the equation to the annotation
13 adjointer.register_equation(e)
Note, that there is no need to annotate the right hand side of the Burgers’
forward model (1.18): it does not have any dependencies on u and is hence
irrelevant for the adjoint system (however, it is required for the replay func-
tionality that will be discussed in section 2.5.6). The annotation code for
the remaining equations of the Burgers’ model (1.18) is similar and simply
mimics the structure of the discrete system.
In a practical implementation, the annotation calls are typically placed
just before or after the associated equation is solved, see figure 2.1. The
reason is that at this point usually all required dependency information is
available. This also has the advantage that the annotation only happens
if the associated equation is actually solved, which ensures that the anno-
tation is always consistent with the forward model. This is particularly
important for forward models that solve different equations depending on
user configuration.
Once the annotation has been executed, libadjoint has an internal sym-
bolic representation of all forward equations and their dependencies in form (2.1).
2.5.2. Recording the forward solutions
libadjoint needs to have access to the forward solutions in order to assemble
and solve the adjoint equations. For that, the library offers functions to
record the values of the forward variables. These function calls are natu-
rally best placed directly after the equation solve in the forward model, see
figure 2.1
Continuing the example code above, the following code shows how the
initial velocity value in the Burgers’ example is recorded:
1 # Record the forward solution for the adjoint assembly
2 # Here "solution" contains the result of the associated
3 # forward equation
4 adjointer.record_variable(u, MemoryStorage(solution))
Storing the forward solutions for large models can require a significant
amount of memory and so it is important to keep the memory footprint
as low as possible. For that, libadjoint applies two strategies. Firstly,
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it only demands forward solutions on which the adjoint system depends
and so only these need to be recorded. Secondly, the library automatically
deletes forward solutions as soon as they are not required for any remaining
calculations during the adjoint computation.
In addition, libadjoint can use checkpoints that allow the recomputation
of forward solutions instead of their storage. These checkpointing strategies
will be discussed in section 2.6.2.
2.5.3. Function callbacks
2.5.3.1. Operator callbacks
With the annotation, libadjoint can derive the structure of the adjoint sys-
tem. It cannot, however, assemble and solve the adjoint equations. The
operators mentioned in the annotation are at this point just abstract sym-
bols to be manipulated. This problem is resolved by associating functions to
each of the operators that perform the required tasks. The model developer
must implement these functions with a defined interface, and attach them
as callbacks to the symbolic operators.
The specific required functionality that needs to be implemented depends
on the linearity of the operator and where it occurs in the annotation. From
the general discrete adjoint system (2.6) it can be seen that libadjoint needs
callbacks to assemble each the terms A∗, G∗, R∗ and (∂J/∂u)∗. Firstly,
consider the term A∗. Its assembly requires callbacks for each operator X
that occurs in the annotation matrix A to:
 assemble the operator X∗ or a matrix free representation thereof, if
the operator X occurs on the diagonal of A;
 compute its action on a given block vector v, i.e. X∗v, or a matrix
free representation thereof, otherwise.
Usually, the implementation of these callbacks is straightforward, since the
non-transposed operators are already available in the forward model. Their
Hermitian transpose is either obtained manually or by using the built-in
functionality of many linear algebra packages. Alternatively, the Hermitian
transpose action callbacks can be derived by algorithmic differentiation as
described in section 2.5.5. If the operators are symbolic objects, as is the
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case of the FEniCS framework presented in the next chapter, the required
callback operations are obtained by simple symbolic manipulations.
Next, consider the assembly of the G∗ contributions. For a non-linear
operator X(v) that occurs as part of the annotation matrix A, callbacks are
required to
 compute the Hermitian transpose of the Jacobian contracted with a
given block vector c, i.e. ((∂X/∂v) c)∗, or a matrix free representation
thereof, and
 compute its action on a given block vector w, i.e. ((∂X/∂v) c)∗w, or
a matrix free representation thereof.
The R∗ term assembly requires callbacks for any non-linear operator X(v)
that is part of the right hand side b in the annotation system (2.1) to
 compute the Hermitian transpose of the Jacobian, (∂X(v)/∂v)∗, or a
matrix free representation thereof.
In practice, some of these derivatives are usually implemented in the forward
model, for example if the Newton method is used to solve the non-linear
equations. Otherwise, section 2.5.5 shows how the action callbacks can be
obtained with automatic differentiation. If the operators are represented
symbolically, as is the case in the following chapter, these callbacks are
again obtained by simple symbolic manipulations.
Finally, the right hand side of the adjoint system (2.6) requires a callback
to
 compute the functional derivative (∂J/∂v)∗ for a given block vector
v, or a matrix free representation thereof.
If this function is not available in the forward model, it can either be de-
rived and implemented manually, or obtained with the help of automatic
differentiation.
The knowledge about linear and non-linear operators allows libadjoint to
minimise the amount of code for which the derivative callbacks are required.
For example, the highlighted operations in the following Burgers’ iteration
from section 1.3.3 mark the code that needs differentiating if an AD tool is
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applied to the whole model:
u0 = g,
1
∆t
Mun+1 −
(
1
∆t
M − V (un)−D
)
un = 0 for n ∈ 0, . . . , N,
J(u1, u2, . . . ).
With libadjoint’s annotation, the required derivatives reduce to only the
non-linear operators, i.e.:
u0 = g,
1
∆t
Mun+1 −
(
1
∆t
M − V (un) −D
)
un = 0 for n ∈ 0, . . . , N,
J(u1, u2, . . . ) .
The following code example implements and registers the identity callback
for the Burgers’ equation (1.18). Since the identity operator appears on the
diagonal, libadjoint requires a callback that assembles the corresponding
block or a matrix free representation of it. An implementation that uses
the numpy data structures (Oliphant, 2006) for vectors and matrices is:
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1 # Define a callback following libadjoints specification
2 def identity(dependencies, values, hermitian,
3 coefficient, context):
4 # == "dependencies" and "values" ==
5 # Lists of forward solutions that are required for
6 # the assembly of nonlinear operators. In this case empty.
7 # == "hermitian" ==
8 # A boolean which indicates of the original or the
9 # tranpose operator is to be returned.
10 # == "coefficient" ==
11 # a scaling coefficient. libadjoint sometimes adds or
12 # subtracts operators in which case "coefficent" is != 1.
13 # == "context" ==
14 # User defined context information that can be passed
15 # to the callback
16
17 # Create the identity matrix with 100 entries
18 id_mat = Matrix(coefficient*numpy.eye(100))
19 # libadjoint also needs a vector to store the
20 # solution of the equation
21 id_vec = Vector(numpy.zeros(100))
22 return (id_mat, id_vec)
23
24 # Attach the callback to the identity block that was defined
25 # in the annotation code in section 2.5.1.
26 I.assemble = identity
Of course, in practice one would usually implement a matrix free represen-
tation of the identity operator instead. The callback function parameters
contain all required information to perform the assembly. In particular,
for non-linear operators, such as the advection operator V in the Burgers’
model (1.18), libadjoint passes the non-linear dependencies to the callback.
In addition, the model developer can attach arbitrary data to the symbolic
operators which is then passed to the associated callbacks via the context
argument. In the example above, it might be useful to store the dimension
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of the matrix in the context. Other examples are the time step number, the
current time, or accumulative statistics about the model. Further details
about the callback interface can be found in the libadjoint manual (Farrell
and Funke, 2011).
2.5.3.2. Callbacks for algebraic operations
libadjoint needs to perform certain algebraic operations on vectors and ma-
trices, such as addition, scaling and matrix-vector multiplication. For solv-
ing the equations, the library also needs to have access to appropriate solver
routines.
Similar to the operator callbacks from the previous section, libadjoint re-
lies on user defined callback functions for these algebraic operations. The
set of operations that the adjoint model developer must implement depends
on the functionality used. The bare necessities include callbacks for matrix-
vector multiplication, and creating, deleting and adding vectors and matri-
ces, as they are needed to assemble the adjoint equations. The automatic
computation of the adjoint solution, presented in the next section, is based
on a callback that implements an equation solver. For the checkpointing
functionality discussed in section 2.5.6, libadjoint relies on additional call-
backs for creating checkpoints and to read and write forward solutions from
and to disk. Finally, the debugging tools discussed in section 2.5.6 require
further callbacks such as the computation of the vector norm and to fill a
vector with random values.
While the implementation of these callbacks require a certain initial over-
head of applying libadjoint to a new forward model, it allows libadjoint to
remain lightweight and flexible towards any specific data structures. For
data types for common libraries such as PETSc (Balay et al., 1997, 2010)
and numpy (Oliphant, 2006), libadjoint comes with built-in implementa-
tions of these callbacks, which can be directly used by the adjoint model
developer.
2.5.4. Solving the adjoint system
After the steps described above, libadjoint has the necessary information
about the forward model to derive, assemble and solve the associated adjoint
system. The following code example demonstrates the user interface. The
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user first defines the functional of interest for which the adjoint system
is to be derived. Then, the adjoint solutions can be computed by looping
backwards over the equation indices, solving the associated adjoint equation
and recording the result:
1 # Define a class that implements the functional of interest.
2 class MyFunctional(Functional):
3 def derivative(self, adjointer, variable, dependencies,
4 values):
5 # This function must return the partial derivative of
6 # the functional with respect the forward variable
7 # "variable". It is used by libadjoint to add the
8 # adjoint source term to the right hand side of the
9 # adjoint equations.
10 ...
11
12 J = MyFunctional()
13
14 # Loop backwards over all adjoint equations
15 for i in range(adjointer.equation_count)[::-1]:
16 # Derive, assemble and solve the i'th adjoint equation
17 (var, val) = adjointer.get_adjoint_solution(i, J)
18 # Record the adjoint solution
19 adjointer.record_variable(var, MemoryStorage(val))
The core function adj get adjoint solution performs four main steps.
First, it derives the structure of the adjoint equation using the annotation.
Second, if the equation contains any non-linear blocks it loads the required
dependency values from the recorded forward solutions. It then calls the
associated assembly and action callbacks to assemble the adjoint equation,
and finally passes the result to the solver callback and returns the solution.
2.5.5. Callback generation with algorithmic differentiation
This section demonstrates how the required action operator callbacks (sec-
tion 2.5.3.1) can be automatically generated from C and Fortran code by
applying a low-level AD tool to the associated assembly routines of the for-
ward model. This is unnecessary in the case where the callbacks manage
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symbolic representations of the operators, such as in the FEniCS framework
described in the next chapter.
All of the action operator callbacks listed in section 2.5.3.1 can be gener-
ated using algorithmic differentiation.
For example, assume the required callback is the Hermitian transpose
action X∗v for a operator X that is part of the annotation matrix A, and
a block vector v. For that, one implements a functional computing f(v, c) :
= v∗(Xc) where c is a block vector. Applying an AD tool in reverse mode
to compute the derivative of the functional f with respect to c yields the
sought function df/dc = X∗v.
A more complex computation arises for a non-linear operator X(v) that is
part of the annotation matrix A. For this, an action callback is required that
computes ((∂X/∂v)c)∗w for block vectors v, w and c. This is achieved by
first writing a functional f(v, w, c) := (X(v)c)∗w. Applying and AD tool in
reverse mode to compute its derivative with respect to v yields the required
callback function. The remaining action callbacks for the contributions of
R∗ and the right hand side (∂J/∂u)∗ are obtained in a similar way.
While these assembly routines are typically amenable to AD tools, the
restrictions of the low-level AD tool remains. In particular, the application
of these tools becomes more complicated, if the assembly routines depend
on external libraries such as MPI for parallelisation.
2.5.6. Verification and debugging
Special attention has been drawn to provide verification and debugging tools
for every stage of the adjoint model development with libadjoint. As a result,
five features have been implemented that allow the quick identification and
location of problems during the development and production stage of the
adjoint model.
Firstly, libadjoint offers to save detailed information about its current
state to an HTML file, that can be viewed in any web browser. This file
contains various information including a visualisation of the annotated for-
ward and its derived adjoint model. An example HTML output produced
from the Burgers’ annotation is shown in figure 2.2. In addition, the HTML
output shows the registered callbacks and the forward and adjoint vari-
ables that are currently recorded. If a checkpointing scheme is used (see
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(a) The forward matrix A (com-
pare to equation (1.18)).
(b) The adjoint matrix (A +
G − R)∗ (compare to equa-
tion (2.11)).
Figure 2.2.: The HTML output of libadjoint on the Burgers’ equation an-
notation. The green background denotes the diagonal blocks;
and the grey background marks off-diagonal, nonzero blocks.
section (2.6.2)), further information about the checkpointed equations and
their associated variables is included. This debugging tool is useful through-
out the adjoint model development. In particular, it greatly facilitates the
annotation process, since it allows a direct comparison of the annotation
and the discrete forward model in form (2.1).
Secondly, the library can verify the consistency of the annotation with
the forward model. This test is based on the idea that libadjoint can use
the annotation not only to derive and solve the adjoint system, but also to
rerun the forward model. While doing so, it is asserted that the computed
solutions are equivalent to the solutions that have been previously recorded
from the forward model. For this feature to work libadjoint needs to have
additional operator callbacks implemented that assemble the non-Hermitian
transpose operators mentioned in the annotation and the right hand side of
the forward equation (2.1). A successful execution of this test is a strong
indicator that both the annotation and the implementation of the non-
Hermitian transpose operators are correct.
The third debugging feature is used to verify the Hermitian transpose ver-
sion of the callbacks. Given an operator X and its adjoint implementation
X∗, libadjoint generates two random block vectors v, w with appropriate
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dimensions and checks whether following condition holds:
〈v,Xw〉 = 〈X∗v, w〉 . (2.12)
An incorrect implementation of the Hermitian transpose is typically de-
tected by repeating this test with a few different random vectors.
Fourthly, libadjoint includes a test to check the implementation of call-
backs that involve derivatives. The test applies a first-order Taylor expan-
sion and asserts that the convergence order is as expected. The Taylor
remainder convergence test is based on the observation that, given a non-
linear operator X(v), a dependency vector v and an arbitrary perturbation
δv to the initial conditions p:
‖X(v + hδv)−X(v)‖ = O(|h|) as h→ 0,
but that:∥∥∥∥X(v + hδv)−X(v)− h∂X(v)∂v δv
∥∥∥∥ = O(|h|2) as h→ 0.
For a given vector v, libadjoint generates a pseudorandom perturbation vec-
tor δv with each component uniformly distributed and verifies the conver-
gence orders for h→ 0. This test is extremely sensitive to even slight errors
in the implementation of the derivative callbacks. A typical case where this
test fails is if a non-linear derivative callback is generated with an AD tool,
but has not been reapplied after changing the non-linear operator.
Finally, the correctness of the adjoint solution can be verified by applying
the Taylor remainder convergence test to the reduced functional of interest
J˜(m) (definition (1.4)), i.e. the functional of interest considered as a pure
function of a parameter m. After computing the functional gradient ∇J˜(m)
from the adjoint solution with equation (1.11), the Taylor expansion states
that: ∣∣∣J˜(m+ hδm)− J˜(m)∣∣∣ = O(|h|) as h→ 0, (2.13)
but: ∣∣∣J˜(m+ hδm)− J˜(m)− hδm∗∇J˜(m)∣∣∣ = O(|h|2) as h→ 0. (2.14)
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Traceback (most recent call last): [...]
libadjoint.exceptions.LibadjointErrorNeedCallback:
Could not find callback ADJ_BLOCK_ASSEMBLY_CB for operator M.
(a) libadjoint throws this exception if a callback routine is missing (here the as-
sembly callback for the mass matrix from the Burgers’ example) for one of the
operators in the annotation.
Traceback (most recent call last): [...]
libadjoint.exceptions.LibadjointErrorNeedValue:
Need a value for u:1:0:Forward, but don't have one recorded.
(b) This error occurs during the adjoint computation if an adjoint equation depends
on a forward variable (here the forward solution of the second timestep and first
non-linear iteration from the Burger’s example) which has not been recorded.
Comparing u:1:0:Forward against previously recorded value:
norm of the difference is 1.648e+00 (> tolerance of 0.000e+00).
(c) During libadjoint’s replay run, this error message indicates an inconsistency
between original forward model and the annotated model.
Figure 2.3.: Python exceptions thrown by libadjoint for typical errors during
the adjoint model development.
The second-order convergence is very sensitive to implementation errors in
the adjoint, and rigorously checks that the computed functional gradient is
consistent with the discrete forward model.
With the aid of these debugging and verification tools the development
of the adjoint model becomes a step wise process after each of which its
correctness can be verified.
2.5.7. Error handling
One of the design concepts of libadjoint is to always check the prerequisites
before performing a task. In case one of the requirements is not fulfilled,
libadjoint stops its execution and informs the user. Some examples of errors
that typically occur during the development phase are listed in figure 2.3.
In particular, libadjoint returns an error if:
 a forward/adjoint solve contains an operator for which the required
callback is not registered;
 an adjoint solve depends on a forward variable which was not recorded;
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 the replay test finds an inconsistency between the original forward
solution and the recomputation with libadjoint;
 one of the Taylor remainder convergence tests from the previous sec-
tion exceeds the defined tolerance.
A detailed list of the errors and warnings can be found in the libadjoint
manual (Farrell and Funke, 2011).
In C and Fortran 90, the error handling is implemented by returning
defined error codes; in Python, libadjoint throws an exception. This error
handling further greatly simplifies the development process of the adjoint
model: in many cases the developer can apply a “try and error” approach
since the error messages given by libadjoint are often expressive enough to
indicate what needs to be implemented next.
2.6. Description of the core algorithms
This section discusses some details about the core algorithms used in libadjoint.
2.6.1. Deriving the discrete adjoint equations
This section describes the core of libadjoint that derives and assembles the
discrete adjoint system. The assembly of the adjoint system happens equa-
tion by equation with backward substitution, just as the forward system is
solved equation by equation using forward substitution. That is, the k’th
adjoint equation, the equation that solves for the adjoint solution λk, can
be written as (compare to equation (2.6)):
(A+G−R)∗kkλk =
∂J
∂uk
∗
−
∑
l,l>k
(A+G−R)∗klλl. (2.15)
Algorithms 1 and 2 describe the procedures which libadjoint follows to as-
semble the left and right hand side of this equation, respectively. In order
to avoid unnecessary assembly calls, these algorithms check in advance if an
operator evaluates to zero, which occurs if the derivative of an operator is
taken with respect to a variable on which it does not depend.
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ALGORITHM 1: Assembly of the left-hand side of the equation for λk
Data: the index k of the adjoint equation to assemble
Result: the left-hand side of the k’th adjoint system lhs
G∗kk ← 0
R∗kk ← 0
if block row k of A has a dependency on uk then
for all blocks Akj that depend on uk do
G∗kk ← G∗kk +
(
∂Akj
∂uk
uj
)∗
end
end
if bk has a dependency on uk then
R∗kk ←
(
∂bk
∂uk
)∗
end
lhs ← A∗kk +G∗kk −R∗kk
2.6.2. Optimal checkpointing
The adjoint operator in equation (2.6) consists of the term (A + G − R)∗.
For a non-linear forward model, A will have dependencies on the forward
solution and hence A∗ as well. Similarly, G∗ and R∗ may have complex
dependencies on the forward solution. As a consequence, different parts of
the forward solution must be available at different times when assembling
the adjoint equations. While the straightforward approach of storing the
whole forward solution is unproblematic for steady state problems, it can
become prohibitively expensive for time-dependent simulations, since the
storage requirement increases proportionally to the number of time steps.
For example, storing a forward solution with 107 unknowns for 105 time
steps on a standard computer requires over 7 TB. It is therefore apparent
that the available storage would greatly constrain the number of time steps
for which a real-world adjoint simulation could be run.
One way to circumvent this problem is to use temporal interpolation.
Here, instead of storing all forward solutions, only solutions at selected
time levels are kept. When the adjoint assembly requires an intermediate
forward solution, a temporal interpolation scheme is used to approximate
its value. Although the generality of this approach is questioned in Gun-
zburger (2003), it is sometimes used in hand-written adjoint codes. The ad-
joint of the NEMO ocean model is one such example (Vidard et al., 2008).
Their experience shows that the necessary code manipulation “requires deep
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ALGORITHM 2: Assembly of the right-hand side of the linear system for λk
Data: the index k of the adjoint equation to assemble
Result: the right-hand side of the k’th adjoint system rhs
rhs ← ∂J∂uk
∗
for all blocks Alk 6= 0, l 6= k do
rhs ← rhs −A∗lkλl
end
for all equations l that depend on uk, l 6= k do
for all blocks Alj that depend on uk do
rhs ← rhs −
(
∂Alj
∂uk
uj
)∗
λl
end
for all l such that bl depends on uk, l 6= k do
rhs ← rhs +∂bluk
∗
λl
end
end
knowledge of the original program and of the underlying equations . . . [and]
introduces approximation errors into the computed derivatives, whose math-
ematical behavior is unclear” (Tber et al., 2007, §4.3).
The problems associated with interpolation may be circumvented using
checkpoints, from which the forward simulation can be restarted to recom-
pute missing forward solutions. In the simplest checkpointing strategy, the
complete time interval is split into a small number of equidistant subinter-
vals and a checkpoint is stored at the beginning of each interval. When an
intermediate forward solution is required for the adjoint assembly, the for-
ward simulation is restarted from the closest preceding checkpoint and run
until the required value is recomputed. An extension known as multi-level
checkpointing applies this idea recursively: the time interval of the partial
forward integration is again split into several subintervals on which check-
points are stored, and so on. This multi-level checkpointing is successfully
used in the MITgcm ocean model (Heimbach et al., 2005).
Griewank (1992) proposed a strategy related to the multi-level approach
in which the checkpoint distribution is based on a binomial interval splitting.
By reusing the available checkpoint slots, a logarithmic growth of temporal
and computational complexity is achieved, which is proven to be optimal
(Grimm et al., 1996). Walther and Griewank (2004) showed that this ap-
proach is indeed advantageous over the multi-level checkpointing strategy
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and published a library named revolve that facilitates its implementation
(Griewank and Walther, 2000).
Both multi-level checkpointing and revolve allow the adjoint model user to
balance the storage and computational complexity to their needs. However,
this flexibility comes with additional development effort: the control flow
constantly switches context between the forward and adjoint main loops,
making the implementation of checkpointing more difficult than the tempo-
ral interpolation.
While this can involve extensive development effort for a hand-written
adjoint, the abstraction of AD is powerful enough to automatically gener-
ate the adjoint control flow according to the checkpointing strategy. Since
the tape can be used to restart the simulation from a checkpoint, the check-
pointing logic can be implemented within the AD tool. However, because
the abstraction of low-level AD considers the model as a sequence of elemen-
tary instructions, it does not natively know about the concept of timestep-
ping, which is required for efficient checkpointing. This information must
therefore be provided by the model developer, often by explicitly adding
AD-specific directives to the forward code. AD tools that offer checkpoint-
ing include TAF (Giering and Kaminski, 2002) and ADOL-C (Kowarz and
Walther, 2006).
As with low-level AD, libadjoint is sufficiently powerful to execute the re-
quired operations for checkpointing entirely within the library. In particular,
the annotation and the supplied callbacks allow libadjoint to restart the sim-
ulation from a checkpoint. But in contrast to low-level AD tools, libadjoint’s
annotation also provides the required time level information. This makes
checkpointing with libadjoint available for almost no extra model develop-
ment effort: the only requirement is to implement the callbacks for creating
and deleting checkpoints.
An implementation of this optimal checkpointing scheme within libadjoint
faces several challenges. Firstly, it must be decided at which time levels the
checkpoints should be placed. libadjoint uses the optimal checkpointing
algorithm proposed by Griewank (1992) by interfacing to the revolve li-
brary (Griewank and Walther, 2000). The following section introduces this
scheme.
Secondly, it must be determined which forward solutions must be con-
tained in a checkpoint. The checkpoints are used to restart the forward
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model, but they also need to store certain forward solutions for the adjoint
computation. This problem will be discussed in detail in section 2.6.2.2.
2.6.2.1. Binomial checkpointing
This section briefly describes the binomial checkpointing strategy imple-
mented in revolve. It manages the control flow between forward and adjoint
solves and finds the optimal checkpoint positions to minimise recomputation
costs. The basic strategy, which assumes that the number of time levels is
known a priori, is shown in algorithm 3. Clearly, the storage requirement
of this algorithm is limited by the data required to store c checkpoints. The
exact storage size depends on which forward solutions need to be included
in the checkpoints. An execution of this algorithm for N = 10 and c = 3 is
visualised in figure 2.4.
The computational expense of algorithm 3 depends on the number of
recalculations in the advance step. Therefore, the question arises where
to optimally locate the checkpoints in order to minimise the number of
recomputations. To answer this question, let t be the maximum number
of how often any forward equation is solved in the advance steps. This
number yields an upper bound for the computational cost. For example, if
t = 2 the computational cost of the advance steps is less or equal than two
full forward simulations. Now the question can be rephrased to: how large
may the number of time levels N be for a fixed t? Griewank (1992) showed
that
N ≤ β(c, t) :=
(
c+ t
c
)
. (2.16)
ALGORITHM 3: Binomial checkpointing
Data: number of time levels N ; number of available checkpoints c
Result: the adjoint solution
Checkpoint equation 1
for k = N, 1,−1 do
advance Run the forward model from the nearest checkpoint until equation
k − 1. On the way, fill all free checkpoints using the binomial
formula (2.16) as described below.
reverse Solve the k’th forward and adjoint equation. If equation k − 1 is a
checkpoint, free it.
end
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1 2 3 4 5 6 7 8 9 10
( )*
Figure 2.4.: Visualisation of binomial checkpointing strategy applied to N =
10 time levels and c = 3 checkpoints. The arrows show the
temporal flow of the calculations: an arrow to the right (left)
indicates the solution of one time step of the forward (adjoint)
model. A (crossed) dot indicates the creation (deletion) of a
checkpoint.
This result is the key to find the optimal placement of checkpoints. Initially
equation (2.16) is used to determine the smallest t that satisfies N ≤ β(c, t)
for the given number of checkpoints c and time levels N . For the example
in figure 2.4, t = 2 satisfies this condition. To find the position for the
second checkpoint (the first checkpoint is always for the first equation) in
the example in figure 2.4, it is observed that the recomputations of the first
checkpoint slot (marked with (∗) in figure 2.4) must be computable with at
most t− 1 calculations per equation. The maximum number of time levels
that can be computed with that restriction is β(c, t − 1) = β(3, 1) = 4,
and so the second checkpoint is placed at equation 5. The position of
the third checkpoint is determined in the same way, but needs to take into
account that one checkpoint less is available. Therefore, the third checkpoint
is placed β(c − 1, t − 1) = β(2, 1) = 3 time levels later. By recursively
applying this algorithm the full checkpoint positioning in figure 2.4 can be
reconstructed.
This checkpointing distribution makes it possible to run large, time-
dependent adjoint models because β increases rapidly with larger c or t
values in equation (2.16). For example, a simulation with 30, 000 time lev-
els and 55 checkpoints results in a total cost of the advance steps that is at
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most three times the cost of one full forward run. With four times the cost
of one forward model over 455, 000 time steps can be performed. Further-
more Griewank (1992) showed that under certain assumptions a trade-off
between spatial and computational complexity can be obtained such that
both the spatial and computational cost increase logarithmically with the
number of time levels. The optimality of the method has been proven by
Grimm et al. (1996).
The revolve library implements two extensions of the basic binomial
checkpointing strategy, both of which are supported by libadjoint. The
first extensions allows the user to store some checkpoints in memory and
some on disk. Saving checkpoints in memory has the benefit of a fast ac-
cess time but its capacity is often limited. Disks are slower but usually
have much larger storage capacity. The extension developed by Stumm and
Walther (2009) manages the storage destination for the checkpoints. The
second extension removes the assumption that the number of time levels is
known a priori in algorithm 3. This is particularly important for forward
models that apply time adaptive schemes where the number of time levels
is only known after the first time integration. The checkpoint distribution
for this case has been investigated by Stumm and Walther (2010).
2.6.2.2. Determination of required forward solutions in a
checkpoint
The checkpoints in algorithm 3 are created for two purposes, each of which
can introduce dependencies on different forward solutions, that the check-
point must contain. Firstly, they are used in the advance step to restart
the forward model from their associated time level. Secondly, the reverse
step uses them to access dependencies of the adjoint equation on forward
variables that are not recomputed by the advance step.
This makes it difficult to determine which forward variables need to be
included in a checkpoint. However, libadjoint’s annotation is expressive
enough to derived these dependencies automatically. Consequently, once
the annotation of the forward model is complete, libadjoint handles the
entire process of filling and freeing checkpoints internally, without user in-
tervention.
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However, usually the annotation happens simultaneously with the forward
solve (see figure 2.1). Therefore, during the annotation libadjoint can not
determine which forward solutions to include in a checkpoint, since a future
forward equation might depend on any previously computed solution. In
that case, libadjoint requests the adjoint model developer to provide a list
of forward solutions that need to be included in a checkpoint. The following
checkpoint definition specifies which solutions libadjoint expects in this list.
Definition 2. Let c be the index of a forward equation which is to be check-
pointed. A checkpoint is a set of forward solutions ui with i < c, each of
which is required for either:
1. solving a forward equation ≥ c or
2. evaluating an adjoint right hand side ∂J∂uk
∗
with k ≥ c.
Note that the first purpose of a checkpoint, being able to restart the
forward model, is trivially fulfilled by the first condition in definition 2.
However, the definition does not contain any explicit requirements to store
dependencies of the corresponding adjoint equations, despite its right hand
side. The following theorem shows that these dependencies are implicitly
contained in the checkpoints.
Theorem 1. A checkpoint for equation c contains all forward solutions ui,
i < c that are required to assemble any adjoint equation ≥ c.
Proof. Without loss of generality, the forward model is considered in the
form:
F (u) =

F1
F2
...
 (u) = 0,
where each Fl corresponds to one equation in the forward model with so-
lution ul. The forward propagation of information in the forward model
ensures that any Fl only depends on forward solutions ui with i ≤ l.
Now, let k ≥ c. The k’th adjoint equation, the adjoint equation that
solves for λk, is (compare to equation (2.15)):
∑
l,l≥k
(
∂F
∂u
)∗
kl
λl =
∂J
∂uk
∗
. (2.17)
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The proof is complete if the checkpoint c contains all forward solution de-
pendencies ui, i < c for this equations.
The required dependencies to assemble the right hand sides are trivially
contained in the checkpoint because of the second requirement in defini-
tion 2.
Now consider the dependencies of the left hand side in equation (2.17).
Assume that there is a (∂F/∂u)lk, l ≥ k that depends on ui with i < c.
That is, the l’th forward equation Fl = 0, with l ≥ k ≥ c depends on
forward solution ui. The first requirement in definition 2 ensures that ui is
contained in the checkpoint.
This theorem greatly simplifies the task of providing the list of forward
solutions that must be included in a checkpoint since the adjoint operator
dependencies can be ignored.
2.7. Examples
The following examples demonstrate the application of libadjoint to two
models that are included in Fluidity. Another application of libadjoint can
be found in the following chapter, where the library is applied to the FEniCS
system.
2.7.1. Burgers’ model
As part of its developer training documentation, Fluidity includes a small
example solver for the Burgers’ equation (1.12). The performed solutions
steps are similar to the iteration (1.16), but uses two Picard iteration per
time step to deal with the non-linear advective term:
u0 = g,
1
∆t
Mu0n+1 =
(
1
∆t
M − V (un)−D
)
un for n ∈ 0, . . . , N,
1
∆t
Mun+1 =
(
1
∆t
M − V (0.5un + 0.5u0n+1)−D)un for n ∈ 0, . . . , N.
This model was adjoined as a proof-of-concept for libadjoint. The author is
unaware of any current free low-level AD tool that is applicable to this model
for the reasons explained in section 1.3.2. First, work was undertaken to
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implement the data callbacks, to allow libadjoint to manipulate Fluidity’s
scalar, vector and tensor function objects (section 2.5.3.2). Since the re-
quired functions are common operations in the context of finite-element
discretisations, these were already implemented in Fluidity. Consequently,
the data callbacks are simply thin wrapper functions to the appropriate
Fluidity routines.
Next, a system was developed for model users to express their functional
of interest. Fluidity embeds a Python interpreter (van Rossum et al., 2008)
to provide dynamic programming facilities to model users. This was ex-
tended to provide a Python interface with which users could implement
their own functionals of interest in a flexible and user-friendly manner.
While this sacrifices some efficiency, these functionals are generally quite
cheap to compute, and their cost is usually dominated by the cost of the
forward and adjoint PDE solves.
Then, the model was annotated using the techniques presented in sec-
tion 2.5.1. The library calls for the annotation are distributed through the
model, close to the code which they describe: the annotation of each non-
linear iteration happens within the non-linear iteration loop, the time step
annotation happens within the time step loop, etc. At this point, the an-
notation was visualised in HTML (see figure 2.2) and inspected to ensure it
matched the expectations of the model developer.
Once the annotation was complete, the operator callbacks were imple-
mented and registered as described in section 2.5.3.1. For the Burgers’
model the necessary operator callbacks are:
 an assembly and action callback for the identity operator I;
 an assembly callback for the term 1∆tM ;
 an action callback for the timestepping operator T defined in (1.17);
 a callback providing the source terms for the replay test.
Matrices that do not change throughout the simulation, such as the mass
and diffusion matrices, were cached. The advection matrix was reassembled
at the arguments supplied. At this point, the annotation and callbacks were
debugged by comparing the original model run against the forward replay
mode of libadjoint (see section 2.5.6).
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Finally, the necessary derivative callbacks were supplied to libadjoint.
Following callbacks were required:
 an action callback computing the derivative of the non-linear advection
operator V ;
 a callback for the derivative of the functional of interest.
The differentiation of the functional of interest was achieved with uncertainties,
an object-overloading automatic differentiation tool for Python (Lebigot,
2011). Differentiating the non-linear advection term was more challenging,
as the assembly function made extensive use of derived types which are
poorly supported by free low-level AD tools. Instead, the advection assem-
bly subroutine was rewritten in Fortran 77, and code for its derivative was
generated with TAPENADE, a source-to-source AD tool (Hascoe¨t and Pas-
cual, 2004). Again, it is to be emphasised that no freely-available AD tool
is capable of differentiating the entire model, and so the pure low-level AD
approach is impractical. However, it was entirely practical to reimplement a
Fortran 77 version of just the non-linear advection operator, as the amount
of code to convert to an AD-differentiable form was very small.
With the derivatives supplied, libadjoint successfully assembled each ad-
joint equation in turn, beginning at the end of simulation time and prop-
agating backwards. The gradient of the functional with respect to vari-
ous parameters (initial conditions, source terms) was computed with equa-
tion (1.11).
For verification and benchmarking, the Burgers’ equation was solved in
the domain interval Ω = [−10, 10] with initial condition u(x) = sin(xpi/5),
viscosity coefficient ν = 1 and a time step size of ∆t = 1/32 for 0 ≤
t ≤ 1. The Burgers’ equation was discretised in space using the finite
element method with piecewise linear basis functions on a uniform mesh
with 2 · 104 elements, and in time using the Crank-Nicolson scheme (Crank
and Nicolson, 1947). The solutions of the forward model are shown in
figure 2.5.
Next, the functional of interest and control parameters were specified.
The functional was defined to be:
J(u,m) :=
∫
Ω
‖u(t = 1)‖2 dx, (2.18)
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Figure 2.5.: The forward solution of the Burgers’ example solved with
Fluidity.
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Figure 2.6.: The derivative of the functional of interest (2.18) with respect
to the initial condition of the Burgers’ example.
and the control parameter m was chosen to be the initial condition of u.
The resulting functional gradient from the adjoint computation is shown in
figure 2.6.
The correctness of the adjoint solution and the functional gradient was
verified with the Taylor remainder convergence test (2.14). The results,
shown in table 2.1, show the expected second order rate of convergence and
give confidence in the correctness of the adjoint implementation.
Next, the efficiency of the implementation was benchmarked on one 2.13 GHz
Intel Xeon CPU core with 12 GB memory. To obtain comparable timings for
the forward and adjoint model without incorporating model specific over-
head, the benchmark includes only the non-linear assembly, solver times
and libadjoint related function calls. Specifically, the assembly of the linear
operators is excluded, since they are assembled once in the initialisation step
and then reused in both the forward and adjoint main loop. Moreover, the
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h |J˜(u0 + hδu0)− J˜(u0)| order |J˜(u0 + hδu0)− J˜(u0) order
−hδu∗0∇J˜(u0)|
1 · 10−4 4.83 · 10−6 5.38 · 10−8
5 · 10−5 2.40 · 10−6 1.01 1.35 · 10−8 2.00
2.5 · 10−5 1.20 · 10−6 1.00 3.63 · 10−9 2.00
1.25 · 10−5 5.98 · 10−7 1.00 8.40 · 10−10 2.00
Table 2.1.: The Taylor remainders for the reduced functional J˜ (i.e. the
functional of interest (2.18) considered as a pure function of the
initial condition u0) of the Burgers’ example. The perturbation
direction δu0 is pseudorandomly generated. The expect order is
one (two) for the remainder without (with) gradient information.
Number of mesh elements 2 · 104 4 · 104 8 · 104 16 · 104
Runtime of forward solve (s) 18 36 70 138
Runtime of adjoint solve (s) 20 39 78 157
Table 2.2.: Runtime comparison of the forward and adjoint Burgers’ equa-
tion model with varying mesh resolution. The time step is fixed
to ∆t = 1/32.
runtime of the embedded Python interpreter and I/O are excluded. The av-
eraged results of four runs are given in table 2.2. They show that the adjoint
model is only marginally slower than the original forward code, even though
the G∗ contributions have to be assembled for the adjoint equations, which
are not present in the forward run. For this example the adjoint implemen-
tation produced by libadjoint is therefore very efficient compared with the
forward model.
2.7.2. Shallow water model
Fluidity also includes a shallow water model which is significantly more
complex than the Burgers’ equation solver presented in the previous section.
The model solves the linear shallow water equations:
∂u
∂t
+ g∇η = 0,
∂η
∂t
+H∇ · u = 0,
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where u and η are the unknown velocity and free-surface displacement and
the parameters g and H are the gravity constant and the free-surface eleva-
tion at rest, respectively. The equations are discretised with the P1DG-P2
finite element pair, which is both LBB-stable and can represent geostrophic
balance exactly. A full description of the model equations and their discreti-
sation can be found in Cotter et al. (2009). Unlike the Burgers’ equation
model, the shallow water model has more than one prognostic variable. The
model is also made more complex by the fact that it solves on arbitrary one-
or two-dimensional manifolds embedded in three-dimensional space, follow-
ing the strategy of Bernard et al. (2009).
As the shallow water model is also part of Fluidity, it was possible to use
the data callbacks for Fluidity’s data types and the Python interface for
implementing functionals from the previous work on the Burgers’ equation
model. The forward model was annotated, and the callbacks implemented.
For this work, the adjoint of the linear shallow water model is chosen, as
the implementation of the non-linear term on arbitrary manifolds is still
under development. Since almost all of the operators were cached by the
forward model anyhow, the callbacks merely used these cached matrices.
The only matrices not cached were the projection operators associated with
the capacity to solve on arbitrary manifolds. The code for these projection
operators was modularised to isolate the functionality in subroutines that
the callbacks could use.
The debugging features of section 2.5.6 were applied to detect potential
implementation errors. The annotation of the forward model was verified by
performing the forward replay test. Once this worked, the adjoint equations
were assembled. An initial application of the Hermitian transpose consis-
tency check (equation 2.12) indicated that the manifold projection operators
were not self-adjoint. The required conjugate transposed projections were
implemented by hand after which the Hermitian transpose consistency check
passed. Finally, the correctness of the adjoint solution was verified using the
Taylor remainder convergence test (2.14). Figure 2.3 shows the test results
for the initial data assimilation configuration described in the next section.
The Taylor remainder converged at second-order, giving confidence that the
adjoint and gradient computations are correct.
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h |J˜(ηest + hδηest)− J˜(ηest)| order |J˜(ηest + hδηest)− J˜(ηest) order
−(hδηest)∗∇J˜(ηest)|
1 · 10−4 1.87 · 10−5 5.47 · 10−10
5 · 10−5 9.33 · 10−6 1.00 1.37 · 10−10 2.00
2.5 · 10−5 4.67 · 10−6 1.00 3.42 · 10−11 2.00
1.25 · 10−5 2.33 · 10−6 1.00 8.55 · 10−12 2.00
Table 2.3.: The Taylor remainders for the reduced functional J˜ (i.e. the
functional of interest (2.19) considered as a pure function of the
initial condition of η) of the shallow water example. The pertur-
bation direction δηest is pseudorandomly generated. The expect
order is one (two) for the remainder without (with) gradient
information.
2.7.2.1. Application to an idealised data assimilation problem
To demonstrate the functionality and efficiency of the shallow water adjoint
model it was used to solve an idealised data assimilation problem. In data
assimilation, some of the parameters specifying the problem are not exactly
known. However, observations of the solution (possibly at different time
levels if the problem is time-dependent) are available. The goal of data as-
similation is to find a better estimate of the unknown input parameters for
which the solution best “fits” the observations, usually in a least-squares
sense. These kind of problems arise in many fields of geosciences, in partic-
ular in weather prediction (Park and Xu, 2009).
This application is restricted to a simple shallow water setup in a two-
dimensional, doubly-periodic domain Ω = [0, 1]2. In the considered problem,
the initial value (at time t = 0) for the free-surface displacement η is un-
known, while that of the velocity u is known. Given the observation of η
at time t = 1/2 and t = 1 (an initial numerical experiment showed that the
observation at t = 1/2 is essential for successfully solving the problem), the
initial condition of η that recovers these observations is sought. Therefore,
the functional of interest is defined as:
J(η) :=
∥∥∥∥η(t = 12
)
− ηobs
t= 1
2
∥∥∥∥2
L2(Ω)
+
∥∥∥η(t = 1)− ηobst=1∥∥∥2
L2(Ω)
, (2.19)
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and the resulting optimisation problem is:
min
ηest
J(ηest) subject to (2.20a)
∂u
∂t
+ g∇η = 0, (2.20b)
∂η
∂t
+H∇ · u = 0, (2.20c)
u(t = 0) = u0, (2.20d)
η(t = 0) = ηest, (2.20e)
u(x = 0) = u(x = 1), u(y = 0) = u(y = 1), (2.20f)
η(x = 0) = η(x = 1), η(y = 0) = η(y = 1). (2.20g)
The minimum value of (2.20) is zero which is achieved if and only if the
observations ηobst=1/2 and η
obs
t=1 are exactly recovered. The constraints (2.20b)
and (2.20c) are the momentum and pressure equation of the linear shallow
water equations. Equations (2.20d) and (2.20e) enforce the initial condition:
u0 is the known velocity initial condition and η
est is the estimate of the
free-surface displacement initial condition. Finally, the equations (2.20f)
and (2.20g) enforce periodic boundary conditions.
This optimisation problem can be solved iteratively as follows. First, use
the estimate ηest to solve the shallow water model and its adjoint with re-
spect to the misfit functional J . Then, equation (1.11) yields the derivative
dJ/dη at the current point in parameter space. Finally, a gradient-based
optimisation algorithm is applied to obtain a better estimate for ηest, with
which the procedure is restarted. For the following benchmarks, the L-
BFGS-B method (Byrd et al., 1995) of SciPy (Jones et al., 2001) was used as
optimisation algorithm. No bounds or memory limit were specified, in which
case the L-BFGS-B method is equivalent to BFGS. Starting with an initial
estimate ηest = 0, the optimisation loop was repeated until either the gradi-
ent norm of J was less than 10−12 or (Jk − Jk+1)/max(|Jk|, |Jk+1|, 1) ≤ ,
where the superscript denotes the iteration of the optimisation loop and 
is a small multiple of the machine precision.
In order to verify the implementation of the solution procedure, its order
of convergence was checked against theoretical results. For this, an analyt-
ical solution for problem (2.20) was constructed. By choosing g = H = 1, a
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(d) Optimisation convergence plot.
Figure 2.7.: The results of the shallow water data assimilation problem
with analytical solution. The optimisation starts with a zero
initial guess for the initial layer thickness and successfully re-
constructed the analytical function. The remaining errors are
mainly caused by errors in the wave speed introduced by the
time discretisation, and can be reduced by choosing smaller
time steps.
periodic solution for equations (2.20b) and (2.20c) is given by:
uexact =
(
sin(2pi(t+ x))
sin(2pi(t+ y))
)
,
ηexact = − sin(2pi(t+ y))− sin(2pi(t+ x)).
From this, the velocity initial condition and observations are derived:
u0 = u
exact(t = 0),
ηobst=1/2 = η
exact(t = 1/2),
ηobst=1 = η
exact(t = 1).
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Mesh element size 0.3 0.3/2 0.3/4 0.3/8
L-BFGS-B iterations 24 27 29 31 + 9
Rate of convergence for ηest 2.0 2.3 2.1
Rate of convergence for η(t = 1) 1.6 2.2 2.2
Rate of convergence for u(t = 1) 2.3 2.2 2.3
Table 2.4.: Spatial order of convergence for the data assimilation problem.
The time step size is 5 · 10−5. The expected order is 2.
The numerical results of the data assimilation problem with these analytical
observations on a mesh with element size 0.3/4 and a time step of 1/32 are
shown in figure 2.7.
With a correct implementation, the solution of the optimisation problem
is expected to converge to the analytical solution with the convergence rate
given by the numerical analysis of the discretisation. The forward and
adjoint shallow water problems were solved with the model described in
section 2.7.2. The forward model uses Crank-Nicolson in time (Crank and
Nicolson, 1947) and the P1DG-P2 finite element in space (Cotter et al.,
2009). It has been shown that this discretisation choice yields a second-
order convergence in time and space (Cotter and Ham, 2011). However,
any error in the implementation of the discretisation is likely to break either
the spatial or temporal order of convergence. To derive the spatial order of
convergence, the problem (2.20) was run with four different mesh resolutions
and a small time step. The results are shown in table 2.4: as expected,
second-order convergence is observed for both the control variable ηest and
the final state variables (to observe second-order convergence for ηest with
the highest resolution, it was necessary to perform 9 additional optimisation
iterations after reaching the stopping criteria of the optimisation loop). The
same technique was used to check the temporal order of convergence. The
results in table 2.5 show again second order of convergence, giving high
confidence in the correctness of the data assimilation implementation.
To benchmark the efficiency of the implementation, the average time re-
quired to solve the forward and adjoint system was recorded. The problem
was solved four times and the timing results averaged. Table 2.6 shows
almost identical timings for both the forward and adjoint solves, which can
be interpreted as follows: consider the shallow water model cast in the form
given in equation (2.1). The linearity of the problem yields a forward opera-
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Time step (s) 1/4 1/8 1/16 1/32
L-BFGS-B iterations 20 20 30 28
Rate of convergence for ηest 1.9 1.9 2.0
Rate of convergence for η(t = 1) 2.5 2.0 1.9
Rate of convergence for u(t = 1) 1.9 1.9 2.0
Table 2.5.: Temporal order of convergence for the data assimilation problem.
The mesh element size is 0.3/16. The expected order is 2.
Mesh element size 0.3/4 0.3/8 0.3/16
Time step (s) 1/32 1/64 1/128
Runtime of forward solve (s) 2.4 29 464
Runtime of adjoint solve (s) 2.5 29 474
libadjoint annotation time (s) 0.03 0.07 0.2
Table 2.6.: Averaged runtimes of the forward/adjoint solve and the total ex-
ecution time of the libadjoint annotation in the data assimilation
problem.
tor A which is independent of the solution vector. The definition of adjoint
G operators (2.7) yields that G = 0. Similarly, the right hand side b of
equation (2.1) does not depend on the solution, yielding R = 0. Hence the
adjoint operator is just the Hermitian transpose of the forward operator A,
see equation (2.6). An efficient adjoint implementation is therefore expected
to be approximately as fast as the forward equivalent. It is remarkable that
even though the application of libadjoint has been performed without any
optimisation, the benchmark timings suggest that the efficiency of the re-
sulting adjoint model is very close to this best case assumption. Finally, the
execution time of libadjoint to annotate the forward model was measured
and was found to be less than 2% of the forward running time, see table 2.6.
2.8. Summary
This chapter presented a library that facilitates and partly automates the
development of adjoint models, based on the abstraction that the model is
a sequence of equations solves. By annotating the forward model, libadjoint
builds a symbolic description of the solved discrete system. With that, it
can derive the symbolic description of the associated adjoint model. By
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providing implementations of the operators in this description, libadjoint
can then assemble and solve the adjoint equations.
The functionality was used to derive the adjoint of a Burgers’ and shal-
low water model for which low-level AD tools are not directly applicable. In
these examples, libadjoint only partly automated the adjoint model devel-
opment, as the annotation and the implementation of the operators had to
be performed manually. The next section demonstrates how these steps can
be entirely automated by applying libadjoint to a high-level finite-element
framework.
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Abstract
This chapter presents the automatic derivation and implementation of
adjoint models for finite element models written in the FEniCS sys-
tem (Logg et al., 2011; Logg, 2007). In FEniCS, the discrete problem
is represented as high-level data from which a dedicated finite element
compiler generates optimised parallel code. The adjoint derivation is
achieved by symbolic manipulation via libadjoint as described in the
previous chapter. All required tasks for applying libadjoint are au-
tomated by inspecting the high-level problem specification of the for-
ward model. The resulting adjoint model is represented in the same
high-level formulation as the forward model and so the same finite el-
ement compiler can be applied. As a consequence, the adjoint model
implementation is efficient and runs naturally in parallel. Multiple ex-
amples demonstrate the automation, robustness and efficiency of this
approach.
3.1. Introduction
The FEniCS system is a collection of software components for automating
the solution of PDEs by the finite element method (Logg et al., 2011; Logg,
2007). The user specifies the variational form of the discrete equations in
the domain specific language UFL (Alnæs, 2011), from which optimised fi-
nite element code is generated to compute their solutions. One of the key
properties of this approach is that this high-level description can be algo-
rithmically manipulated before the code generation is invoked. For example,
the Newton solver in FEniCS makes use of this feature to form the Jacobian
of the provided equations.
The main contribution of this chapter is to exploit the high-level represen-
tation of the discrete forward system to automatically derive the associated
adjoint model. This is achieved by integrating libadjoint (see chapter 2)
into DOLFIN (Logg and Wells, 2010; Logg et al., 2011), the user front end
of FEniCS. The software library presented here, dolfin-adjoint, inspects
the high-level problem description provided by the user at runtime, and
performs the required tasks for applying libadjoint automatically. The re-
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discrete forward equations
FEniCS system−−−−−−−−−→ forward code
dolfin-adjoint
y
annotation, callbacks,
recorded forward solutions
libadjoint
y
discrete adjoint equations
FEniCS system−−−−−−−−−→ adjoint code
Figure 3.1.: The automated generation of the adjoint model in FEniCS. The
user specifies the discrete forward equations in a high-level lan-
guage similar to mathematical notation (UFL (Alnæs, 2011)).
During the forward simulation, dolfin-adjoint creates the re-
quired annotation and operator callbacks. From that, libadjoint
derives the corresponding representation of the discrete adjoint
equations in UFL. Both the forward and adjoint equations are
then passed to the code generator of the FEniCS system to
compute the forward and adjoint solutions.
sulting adjoint model is represented in the same high-level data format as
the forward model. Therefore, the code generation techniques in FEniCS
can be applied to the adjoint model as easily as to the forward model, see
figure 3.1.
Compared to applying libadjoint manually, this approach has the advan-
tage that the derivation and solution of the adjoint model requires almost
no user intervention. In addition, the adjoint derivation is generic: it applies
to any PDE discretised with the finite element method, both to steady-state
and time-dependent and both to linear and non-linear problems. Also, the
adjoint model implementation is efficient and runs naturally in parallel, since
it relies on the same code generation techniques as the forward model. Fi-
nally, the user has access to the checkpointing functionality and debugging
tools implemented in libadjoint.
The finite element environment Sundance (Long et al., 2012) is similar
to FEniCS in that it also operates on variational forms. In particular,
it can automatically differentiate and adjoin individual variational forms.
However, this automation does not extend to cases where the model consists
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of a sequence of variational forms, as it is the typical case for time-dependent
problems.
3.2. The FEniCS system
This section gives a brief introduction to the FEniCS system with the rele-
vant details for the remaining sections of this chapter. A thorough overview
can be found in Logg et al. (2011).
To solve a PDE with the FEniCS system, the user defines its discretised
weak form in the domain specific language UFL (Alnæs, 2011), that mimics
and encodes the mathematical formulation. This high-level formulation is
then passed to a finite element form compiler such as FFC (Kirby and
Logg, 2006), which generates optimised low-level code for the evaluation
of the local element tensors. This generated code is used by DOLFIN to
globally assemble and solve the problem. DOLFIN also provides the data
structures for meshes, function spaces and functions. A list of commonly
used DOLFIN functions is shown in table 3.1.
For time-dependent PDEs, the temporal discretisation is usually per-
formed with a non-finite element discretisation scheme. In this case, the
user writes the time loop manually and solves the variational problem for
each time level as described above.
DOLFIN has interfaces for both C++ and Python. The Python in-
terface uses just in time compilation, i.e. it invokes the code generation
and compilation during runtime. In contrast, the code generation for the
C++ interface happens as a preprocessing step before running the forward
model. As a consequence, the high-level description of the forward problem
is not directly available during runtime with the C++ interface. Because
dolfin-adjoint relies on this data to perform runtime inspection and manipu-
lation, the remaining sections discuss only the Python interface of DOLFIN.
3.3. Applying libadjoint to DOLFIN
This section presents the software package dolfin-adjoint which integrates
DOLFIN with libadjoint. In particular, dolfin-adjoint performs the annota-
tion of the forward model, the recording of the forward solutions, and the
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DOLFIN function Short description
solve(a == b, u, bcs) Solve variational problem a(u, v) = b(u) ∀v
u.assign(v) Copy function v to u
assemble(a) Assemble variational form
bc.apply(A) Apply a boundary condition to a matrix
solve(A, x, b) Solve linear system
project(u, V) Project u onto the function space V
Table 3.1.: Important DOLFIN statements relevant to dolfin-adjoint.
generation and registration of callback functions. All of these steps happen
without any intervention by the model developer.
3.3.1. Annotation
With the annotation, libadjoint collects the necessary information about
the discrete forward system to symbolically derive the associated adjoint
system (see section 2.5.1). More specifically, each equation solve in the for-
ward model must be annotated, with information about which variable the
equation solves for and its (possibly non-linear) dependencies on previously
computed forward solutions.
In dolfin-adjoint, the annotation happens automatically during the exe-
cution of the forward model. This is achieved by overloading all DOLFIN
routines that modify the forward solution. These overloaded functions ex-
tract the required information from the UFL input and use the libadjoint
interface to annotate the corresponding equation. It then calls the original
DOLFIN routine and returns its result. All the DOLFIN routines listed in
table 3.1 are overloaded by dolfin-adjoint.
As an example, consider the solve routine that is used to solve linear
and non-linear variational forms. A linear variational problem a(u, v) =
b(v) ∀v may be solved by calling solve(a == b, u), where a is a bilinear
UFL form, b is a linear UFL form and u is the solution function. The
overloaded solve routine annotates the corresponding linear equation as
described in section 2.5.1. This annotation also contains information about
the dependencies of operators in the equation on other forward variables,
which dolfin-adjoint obtains by inspecting the associated UFL forms.
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The solve function can also be used to solve non-linear equations of the
form F (u, v) = 0 ∀v, where F is a linear UFL form in v but non-linear in
u. Calling solve(F == 0, u) automatically invokes the Newton method
to solve the non-linear system. Since libadjoint expects the annotation
in the form of equation (2.1), dolfin-adjoint annotates the mathematically
equivalent equation:
Iu = Iu− F (u), (3.1)
where I represents the identity operator. Alternatively, each iteration in the
Newton solve could be annotated. However, this approach would be com-
putationally less efficient as it yields an adjoint equation for each iteration
in the Newton solve. In contrast, annotating equation (3.1) results in only
one adjoint equation from its linearisation (Gilbert, 1992).
Finally, the solve routine can be used to solve a linear system Ax = b
where A is an assembled matrix and b an assembled vector. Such preassem-
bly is commonly applied to avoid repeatedly assembling the same discrete
operator if it occurs multiple times in the forward model. In this case, the
overloaded solve function cannot examine the dependencies of the oper-
ators on other forward variables, since A and b are not UFL forms, but
low-level matrix/vector objects without semantic information. This prob-
lem is resolved by also overloading the assemble routine in order to associate
every assembled object with its UFL form. The overloaded solve routine
then uses this association to find the corresponding UFL form of the as-
sembled objects. That way, it can access all the required information and
perform the annotation as in the cases above.
DOLFIN provides alternative ways for solving variational forms by ex-
plicitly defining a solver object, such as NewtonSolver, KrylovSolver or
LUSolver. dolfin-adjoint also overloads the solve routine of these classes
and annotates the equations similar to the solve routine described above.
3.3.2. Recording the forward solutions
As described in section 2.5.2, libadjoint requires the forward variables in
order to assemble the adjoint system. By default, no checkpointing scheme
is used and dolfin-adjoint records all forward variables. Similar to the an-
notation, this step is performed in the overloaded DOLFIN routines: after
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the original routine has been executed, the overloaded function records the
solution as described in section 2.5.2 before returning the result.
Alternatively, the user may use a checkpointing scheme to reduce the
storage requirement by recomputing some of the forward variables. For that,
libadjoint requests information about which forward variables to include in
a checkpoint from the forward model. The exact requirements were specified
in definition 2 of section 2.6.2.2.
To be able to provide this information, dolfin-adjoint manages a list of
forward variables that are currently in the program scope. When libadjoint
requests the details about a checkpoint, dolfin-adjoint provides this list. It
must be verified that this strategy fulfills the two requirements for a valid
checkpoint given in definition 2. Firstly, the program scope obviously con-
tains all forward variables that are required for future forward equations,
and hence the first condition in definition 2 is satisfied. Secondly, the func-
tionals of interest that are currently supported by dolfin-adjoint can all be
written in the abstract form J(u1, u2, ...) =
∑
k∈K j(uk), where K denotes
all or a subset of the time levels and uk represents the forward variables of
one time level. Therefore, the adjoint right hand side of the k’th adjoint
equation (∂J/∂uk)
∗ only depends on uk. Consequently, the second condition
of definition 2 does not add further dependencies to the checkpoint.
3.3.3. Callbacks
As discussed in section 2.5.3, libadjoint requires certain function callbacks
for the operators that occur in the annotation of the forward system. In
dolfin-adjoint, these callbacks are created simultaneously with the annota-
tion of the forward model: when an overloaded DOLFIN function annotates
an equation, it also generates all required callbacks for the operators that
occur in this equation.
The specific callbacks required depend on where the operator occurs in the
annotation, see section 2.5.3. For example, if the operator is on the diagonal
of the annotation, a callback for assembling its Hermitian transpose must
be provided. Otherwise, a callback for computing the operator’s Hermitian
transpose action to a given vector is required. For any operator that has de-
pendencies on forward solutions, libadjoint requires callbacks for computing
its derivatives. To support the replay functionality (section 2.5.6), libadjoint
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dolfin-adjoint statement Short description
J = Functional(inner(u, v)*dx*dt) Functional 〈u, v〉Ω×(0,T )
Functional(inner(u, v)*dx*dt[0:1]) Functional 〈u, v〉Ω×(0,1)
Functional(inner(u, v)*dx*dt[1]) Functional 〈u(t = 1), v(t = 1)〉Ω
m = InitialConditionParameter(u) Parameter for the initial velocity
compute gradient(J, m) Computes the gradient dJ/dm
compute adjoint(J) Generator for the adjoint solutions
compute tlm(m) Generator for the tangent linear solutions
adj checkpointing(...) Configure checkpointing
Table 3.2.: Important dolfin-adjoint statements. The notation 〈u, v〉Ω :=∫
Ω u · v dx is used for the L2 inner product.
also requires callbacks for the non-Hermitian transpose operators and the
right hand side of the forward model. In dolfin-adjoint, the operators are
represented as UFL forms, which makes all these operations straightforward.
For example, the adjoint variational form is obtained by swapping trial and
test functions (Alnæs, 2011, §17.5.2). The generation of the derivatives
employs the algorithmic differentiation capabilities of UFL (Alnæs, 2011,
§17.7).
Besides these operator callbacks, libadjoint requires functions to perform
algebraic operations such as addition, multiplication and solving variational
problems. The implementation of these callbacks are thin wrappers around
the corresponding DOLFIN functions and are independent of the specific
forward model. In particular, the callback for solving equations consists of
a thin wrapper around DOLFIN’s solve function that invokes the code-
generation for the assembly and solves the variational problem.
3.3.4. User interface
After loading the dolfin-adjoint module and executing the forward model,
the user has multiple options to compute and use the adjoint solution. A
list of important dolfin-adjoint statements is given in table 3.2. A high-
level interface to dolfin-adjoint is compute gradient: given a Functional
J and a Parameter m, it computes the gradient dJ/dm with the adjoint
approach. Alternatively, the adjoint solution can be accessed directly by
using the compute adjoint function. In addition, dolfin-adjoint supports
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the computation of the tangent linear solution with compute tlm, but is
not further discussed here. A dolfin-adjoint implementation of the Burgers’
problem and its adjoint is presented in figures 3.2 and 3.3.
libadjoint’s checkpointing feature, described in section 2.6.2, is activated
with the adj checkpointing function, which sets the checkpointing strat-
egy and the number of checkpoints that are available on disk and mem-
ory. dolfin-adjoint also interfaces to the debugging tools described in sec-
tion 2.5.6.
Finally, dolfin-adjoint includes additional modules for advanced applica-
tions of the adjoint and tangent linear solutions, for example to perform
stability analysis on the underlying problem. Another module, that has
been developed as part of this thesis, allows the solution of PDE-constrained
optimisation problems and will be the topic of chapter 4.
3.4. Implementation
dolfin-adjoint is written in the Python programming language. The source
code and the presented examples are available at http://dolfin-adjoint.
org.
3.4.1. Boundary conditions
Weakly enforced boundary conditions are included in the variational for-
mulation and are handled implicitly by UFL’s differentiation capabilities.
Strongly enforced boundary conditions are passed as arguments to the solve
routine which manipulates the discrete system accordingly. The solve rou-
tine overloaded by dolfin-adjoint inspects these boundary conditions, derives
the associated boundary conditions for the adjoint system and includes these
in the callback functions for libadjoint. In the case where the user manually
assembles the discrete system, the strong boundary conditions are applied
using the apply routine (see table 3.1). In this case, a similar strategy to the
annotation of preassembled matrices (section 3.3.3) is used: dolfin-adjoint
overloads the apply routine to create a mapping from the assembled object
to its applied boundary conditions. This mapping is then used in the over-
loaded solve routine to access the high-level information about the bound-
79
3. Automated generation of adjoint models in FEniCS
1 from dolfin import *
2 # Overload the DOLFIN functions
3 from dolfin_adjoint import *
4 # Define the mesh and function spaces
5 n = 10000
6 mesh = UnitInterval(n)
7 V = FunctionSpace(mesh, "CG", 2)
8 u = project(Expression("sin(2*pi*x[0])"), V)
9 u_next = Function(V)
10 v = TestFunction(V)
11 nu = Constant(0.01)
12 timestep = Constant(0.05)
13 # Define the weak form of the Burgers' equation
14 F = ((u_next - u)/timestep*v
15 + u_next*grad(u_next)*v + nu*grad(u_next)*grad(v))*dx
16 bc = DirichletBC(V, 0.0, "on_boundary")
17 # Define the simulation period
18 t = 0.0; T = 2.0
19 adjointer.time.start(0)
20 # Perform the time loop
21 while (t <= T):
22 solve(F == 0, u_next, bc)
23 u.assign(u_next)
24 # Update the simulation time
25 t += float(timestep)
26 adj_inc_timestep(time = t, finished = t>T)
Figure 3.2.: DOLFIN code for a simple discretisation of the Burgers’ equa-
tion (1.12) with dolfin-adjoint. The dolfin-adjoint module over-
loads the existing solve and assign functions. The only
changes for applying dolfin-adjoint are the inclusion of the mod-
ule (line 3) and lines 19 and 26 to provide the necessary time
step information for libadjoint.
1 J = Functional(0.5*inner(u, u)*dx*dt)
2 m = InitialConditionParameter(u)
3 dJdm = compute_gradient(J, m)
Figure 3.3.: Sample dolfin-adjoint user code complementing the Burgers’
model presented in figure 3.2: the adjoint model is gener-
ated and used to compute the gradient of the functional J =
1
2 〈u, u〉Ω×(0,T ) with respect to the initial condition u(t = 0).
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ary conditions and to apply the associated adjoint boundary conditions in
the same way as before.
3.4.2. Parallelism
One of the advantages of libadjoint is that it works on a high-level abstrac-
tion that lies above the implementation details. In particular, the annota-
tion is independent of the parallel execution of the model, as the equations
to be solved do not depend on how the computation is distributed. Instead,
libadjoint leaves it to the callbacks to handle the distributed computation.
Similarly, the description of the forward model in the UFL form language
does not contain parallel specific information. Instead, DOLFIN derives
parallel communication patterns and their implementation automatically.
Since dolfin-adjoint operates on the level of the UFL form language, the
entire derivation of the adjoint system is performed without parallel specific
code. Instead, the parallel communication calls for the adjoint model are
automatically obtained in exactly the same way as for the forward model.
This works both for the MPI and OpenMP cases (Logg et al., 2011, §6.4).
3.4.3. Limitations
While the derivation of the adjoint model with dolfin-adjoint works in many
cases without user intervention, there are some limitations to be considered.
An obvious mathematical requirement is that the forward model must be
differentiable. Non-differentiable operators in the forward model can either
originate from the continuous PDE, or can be introduced during the dis-
cretisation step (for example with upwind schemes (Liu and Sandu, 2005)).
Furthermore, adaptive discretisation methods that dynamically vary the
spatial or temporal resolution to minimise the discretisation error are usu-
ally non-differentiable. In these cases, the resulting gradient information will
not be consistent with the discrete forward model. Nevertheless, it may pro-
vide enough information for certain applications such as PDE-constrained
optimisation. Alternatively, the non-differentiable operators can be replaced
by smooth approximations. This strategy will be used in chapter 6.
Another limitation is, that not all relevant DOLFIN functions are over-
loaded by dolfin-adjoint, such as functions to access DOLFIN’s low-level
data structures directly. If such a non-overloaded function is used, the re-
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sulting annotation, and hence the computed gradient, is inconsistent with
the forward model. However, this inconsistency can easily be detected by
running the replay debugging tool provided by libadjoint (section 2.5.6).
3.5. Examples
This section presents three numerical examples to demonstrate the capabil-
ities of dolfin-adjoint. All experiments were performed on 2.13 GHz Intel
Xeon CPU cores with 12 GB memory. The presented timing benchmarks
are averaged results of five runs. More examples can be found in Farrell
et al. (2012) and the remaining chapters of this thesis.
3.5.1. Burgers’ equation
The first example considers the implementation of the viscous Burgers’ prob-
lem using the implementation shown in figure 3.2. It solves the Burgers’
equation (1.12) on the unit interval with homogeneous Dirichlet boundary
conditions and a viscosity coefficient of ν = 0.01. The result of the forward
model is shown in figure 3.4.
To test the adjoint model, the functional of interest was defined to com-
pute:
J(u) =
1
2
〈u, u〉Ω×(0,T ) , (3.2)
with a final time of T = 2. The required code changes to compute the
gradient information with the adjoint approach is shown in figure 3.3. The
(a) t = 0 (b) t = 2
Figure 3.4.: The forward solution of the Burgers’ example.
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Figure 3.5.: The derivative of the functional of interest (3.2) with respect to
the initial condition of the Burgers’ example.
h |J˜(u0 + hδu0)− J˜(u0)| order |J˜(u0 + hδu0)− J˜(u0) order
−hδu∗0∇J˜(u0)|
1 · 10−4 1.89 · 10−8 2.11 · 10−9
5 · 10−5 8.90 · 10−9 1.08 5.28 · 10−10 2.00
2.5 · 10−5 4.32 · 10−9 1.04 1.32 · 10−10 2.00
1.25 · 10−5 2.13 · 10−9 1.02 3.30 · 10−11 2.00
6.25 · 10−6 1.06 · 10−9 1.01 8.26 · 10−11 2.00
Table 3.3.: The Taylor remainders for the reduced functional J˜ (i.e. the
functional of interest (3.2) considered as a pure function of the
initial condition) of the Burgers’ example. The perturbation
direction δu0 is pseudorandomly generated. The expect order is
one (two) for the remainder without (with) gradient information.
resulting functional gradient with respect to the initial condition is presented
in figure 3.5.
In order to verify the correctness of the adjoint model, the Taylor remain-
der convergence test (section 2.5.6) was applied. The results are presented
in figure 3.3 and show the expected first and second order of convergence.
The following table shows a breakdown of the simulation runtimes:
Runtime (s) Runtime (%)
Forward model 10.97 64.1
Annotation 0.26 1.5
Adjoint model 5.88 34.4
The Newton solver of the forward model converged after 2 to 3 iterations.
Since each Newton solve corresponds to one linear solve in the adjoint model,
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an efficient adjoint implementation is expected to require approximately
half the time of the forward model, which is also observed from the timings
above.
3.5.2. Navier-Stokes equations
The next example solves the adjoint problem of the steady-state Navier-
Stokes equations:
u · ∇u− ν∇2u+∇p = 0,
∇ · u = s,
where u is the unknown velocity, p the unknown pressure, ν the viscosity
coefficient and s the pressure source term.
The considered setup is based on a demonstration example that is in-
cluded in DOLFIN. The two-dimensional domain consists of a rectangle of
size 4 × 1 with a rectangular shaped obstacle in the center of the domain.
The viscosity coefficient is set to ν = 0.02 and the pressure is set to one on
the left boundary and zero on the right boundary. A no-slip condition is
enforced on the remaining boundaries.
The mesh is structured and consists of 12, 480 triangular elements. The
Navier-Stokes equations are discretised with the P2-P1 Taylor-Hood finite
element pair and solved with a Newton method. The results of the forward
model are shown in figure 3.6.
The functional of interest is defined as:
J(u) =
1
2
〈u, u〉Ω . (3.3)
The only necessary change to obtain the adjoint model was to include the
dolfin-adjoint module. The functional gradient with respect to the pressure
source dJ/ds is shown in figure 3.7.
To verify the gradient computation, the Taylor remainder convergence
test was performed. The results are shown in table 3.4. The Taylor remain-
ders converge at the expected order, indicating that the functional gradient
computed using the adjoint is correct.
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(a) Velocity
(b) Pressure
Figure 3.6.: The forward solutions of the Navier-Stokes example.
Figure 3.7.: The derivative of the functional of interest (3.3) with respect to
the pressure source s of the Navier-Stokes example.
h |J˜(s+ hδs)− J˜(s)| order |J˜(s+ hδs)− J˜(s) order
−hδs∗∇J˜(s)|
1 · 10−5 9.87 · 10−6 2.1908 · 10−10
5 · 10−6 4.94 · 10−6 1.00 5.48 · 10−11 2.00
2.5 · 10−6 2.47 · 10−6 1.00 1.37 · 10−11 2.00
1.25 · 10−6 1.23 · 10−6 1.00 3.43 · 10−12 2.00
6.25 · 10−7 6.17 · 10−7 1.00 8.54 · 10−13 2.00
Table 3.4.: The Taylor remainders for the reduced functional J˜ , equa-
tion (3.3) for the Navier-Stokes example. The perturbation di-
rection δs is pseudorandomly generated. The expect order is one
(two) for the remainder without (with) gradient information.
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The timing results for this example are:
Runtime (s) Runtime (%)
Forward model 15.75 81.1
Annotation < 0.01 < 0.1
Adjoint model 3.67 18.9
The time required for the annotation was very small and below the timing
variations of the experiments performed. The Newton solver requires five
iteration to converge, and therefore the optimal relative runtime of the ad-
joint model is 1/6 ≈ 17%. The measured value of 18.9% indicates that the
adjoint model implementation is indeed efficient.
3.5.3. Gray-Scott equations
The final example considers the numerical simulation of the Gray-Scott
equations (Gray and Scott, 1983). They describe a simple reaction-diffusion
problem which exhibits an extraordinary range of patterns, including stripes,
spots, rolls, waves, many of which mimic patterns found in nature (Pearson,
1993). The Gray-Scott equations are:
∂u
∂t
= Du∇2u− uv2 + F (1− u),
∂v
∂t
= Dv∇2v + uv2 − (F + k)v,
(3.4)
where u and v are the two unknowns, Du and Dv are the diffusion co-
efficients, k is the rate constant of the second reaction and F the feed
rate. The setup considered here was adopted from Pearson (1993). The
two-dimensional domain consists of a square of dimension Ω = [0.0, 2.5]2
and periodic boundary conditions. Following Pearson (1993), the initial
conditions are constructed as follows. First, u and v are set to 1 and 0,
respectively. Then, the values inside the centered square with length 0.1
were perturbed to 1/2 for u and 1/4 for v. Finally, these conditions are
perturbed with a ±1% pseudorandomly generated noise to break the square
symmetry. The diffusion coefficients are set to Du = 2·10−5 and Dv = 10−5.
The solution patterns highly depend on the rate constant k and the feed
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(a) T = 0 (b) T = 20, 000
Figure 3.8.: The forward solution u of the Gray-Scott equations. The initial
perturbation propagates slowly over the domain and reaches a
quasi steady-state.
rate F . The experiments presented here are performed with k = 0.055 and
F = 0.02, for which Pearson (1993) observed a dotted solution.
The Gray-Scott equations (3.4) are solved using piecewise linear functions
in space and the explicit Euler method in time with a timestep of 1. The
initial perturbation slowly spreads over the domain and reaches a quasi-
steady state at approximately T = 20, 000, see figure 3.8.
The functional of interest is defined as:
J(u) = 〈u(t = T ), u(t = T )〉Ω . (3.5)
At this point, the compute gradient routine could be used without any fur-
ther changes to compute the functional gradient with respect to the initial
value of u using the adjoint approach. By default, dolfin-adjoint stores every
forward solution in memory for the adjoint computation. An initial test re-
vealed that storing the forward solutions of the 20, 000 time levels exceeded
the available computer memory. Therefore, libadjoint’s checkpointing func-
tionality was set up to use 100 checkpoints in memory and on disk. This
reduced the required amount of memory drastically and made it possible to
complete the computation. The result, performed in parallel on 4 CPUs, is
presented in figure 3.9. In total, less than 20 lines of code in the forward
model had to be changed to obtain these results.
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Figure 3.9.: The functional gradient for the Gray-Scott example, computed
with the adjoint approach. The plot shows the sensitivity of
the functional of interest (3.5) with respect to the initial value
of u.
h |J˜(u0 + hδu0)− J˜(u0)| order |J˜(u0 + hδu0)− J˜(u0) order
−hδu∗0∇J˜(u0)|
1 · 10−2 3.25 · 10−5 6.15 · 10−8
5 · 10−3 1.63 · 10−5 1.00 1.54 · 10−8 2.00
2.5 · 10−3 8.14 · 10−6 1.00 3.84 · 10−9 2.00
1.25 · 10−3 4.07 · 10−6 1.00 9.61 · 10−10 2.00
6.25 · 10−4 2.03 · 10−6 1.00 2.40 · 10−10 2.00
Table 3.5.: The Taylor remainders for the Gray-Scott example. The pertur-
bation direction δu0 is pseudorandomly generated. The expect
order is one (two) for the remainder without (with) gradient
information.
To verify the correctness of the adjoint solution, the Taylor remainder
convergence test described in section (2.5.6) was applied. To reduce the
computational cost of the following tests, the final time was set to T = 100.
The results of the Taylor test are listed in table 3.5. As expected, the first
and second convergence orders hold, indicating that the computed gradient
is correct.
To investigate the performance of the checkpointing scheme, the sim-
ulation was repeated with a final time of T = 100, 7 checkpoints (plus
one additional checkpoint for libadjoint’s internal use, see section 2.6.2) in
memory and 0 checkpoints on disk. An initial upper limit for the expected
computational cost of the recomputations can be determined with inequal-
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ity (2.16). The inequality is fulfilled for t = 3, and hence the runtime of
(re-)computing forward variables should be less than three times the cost
of the forward model. As can be seen from the following table, the optimal
checkpointing scheme predicts a slowdown ratio of only 2.55:
Advance steps Runtime of advance steps
Without checkpointing 100 20.73 s
With checkpointing 255 53.95 s
Ratio 2.55 2.60
The measured slowdown ratio evaluates to 2.6 and hence confirms this pre-
diction.
Finally, the breakdown of the runtimes without checkpointing is:
Runtime (s) Runtime (%)
Forward model 19.69 44.8
Annotation 1.04 2.4
Adjoint model 23.21 52.8
The relatively large annotation time compared to the previous examples is
caused by the explicit temporal discretisation. It requires many computa-
tionally cheap time step computations, while the cost of annotation stays
constant. Therefore, a larger proportion of time is spent in the annotation,
which has not been optimised. The Newton solver converges in most cases
after a single iteration and therefore an efficient adjoint system computation
should take approximately as long as the forward model. This expectation
is confirmed by the runtime results.
3.6. Summary
In this chapter, libadjoint has been applied to DOLFIN, a high-level frame-
work for solving PDEs. With this integration, the adjoint model of a for-
ward model written in the Python interface of DOLFIN can in many cases
be derived fully automatically. This is achieved by overloading the DOLFIN
routines that are relevant for automatically applying libadjoint. In partic-
ular, this includes building the annotation, recording the forward solutions
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and generating the function callbacks. Necessary derivative operators are
obtained with the differentiation capabilities of UFL. The discrete adjoint
model so derived is represented in the same high-level language as the for-
ward model. Therefore, the code generation techniques of FEniCS can be
applied in the same way for both the forward and adjoint system. The result-
ing adjoint model implementation is efficient and runs naturally in parallel.
In addition, the advanced features of libadjoint, such as checkpointing and
debugging tools, are easily accessible to the model developer.
An extension module of dolfin-adjoint to solve PDE-constrained optimi-
sation problems is the topic of the next chapter.
90
Chapter 4
A framework for
PDE-constrained
optimisation
Contents
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . 92
4.2. The reduced optimisation problem . . . . . . . . 93
4.3. Optimisation algorithms . . . . . . . . . . . . . . 96
4.4. The optimisation framework . . . . . . . . . . . . 101
4.5. Examples . . . . . . . . . . . . . . . . . . . . . . . 104
4.6. Verification . . . . . . . . . . . . . . . . . . . . . . 110
4.7. Summary . . . . . . . . . . . . . . . . . . . . . . . 114
Abstract
This chapter presents a generic framework for solving PDE-constrained
optimisation problems. The governing PDE is defined in a high-level
language using the FEniCS framework. A wide range of PDEs are sup-
ported, including transient, non-linear and coupled systems. From the
high-level problem specification, the framework automatically gener-
ates the required interfaces to various gradient-free and gradient-based
optimisation algorithms. The derivative information for gradient-based
algorithms is computed with the adjoint approach using dolfin-adjoint.
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Examples on classical problems show the flexibility of this approach,
followed by solution of novel optimisation problems in the next chap-
ters.
4.1. Introduction
PDE-constrained optimisation has applications in many areas of science
and engineering such as parameter estimation (Navon, 1998), data assimi-
lation (Le Dimet and Talagrand, 1986), optimal design (Giles and Pierce,
2000) and optimal control (Lions, 1971). The main contribution of this chap-
ter is the development of an extension module to dolfin-adjoint, that allows
the user to define and solve such optimisation problems in a generic, flexi-
ble and efficient way. The user specifies the discretised governing PDE, the
functional of interest and the optimisation parameters in the finite element
framework FEniCS (section 3.2) and the user interface to dolfin-adjoint
(section 3.3.4). With that, the presented module automatically performs all
necessary steps to minimise or maximise the functional of interest using the
given parameters.
The optimisation process consists of iteratively evaluating the functional
of interest and its gradient at different points in parameter space. The key
idea of this chapter is to automate these evaluations by operating purely on
the tape that is recorded by libadjoint. In particular, a functional evaluation
is obtained by replaying the tape (which runs the forward model). The
functional gradient is obtained by deriving and solving the adjoint model as
described in the previous chapters. If the optimisation algorithm updates
the point in parameter space, the tape is modified accordingly to reflect
these changes.
This approach adopts many of the advantages from the FEniCS system
and dolfin-adjoint. The user can formulate the problem in the UFL form
language. The presented optimisation module can be applied to linear and
non-linear, as well as steady-state and time-dependent governing PDEs. It
also interfaces to various optimisation algorithms, including local gradient-
based and global gradient-free methods. Finally, the governing PDEs can
be solved in parallel, which is often crucial for reasonable runtimes.
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Multiple alternative frameworks for PDE-constrained optimisation exist.
van Bloemen Waanders et al. (2002) developed an optimisation framework
based on the finite-element software Sundance. However the build-in au-
tomatic adjoint derivation of Sundance does not extend to cases where the
problem consists of a sequence of variational problems, which is the typically
the case for time-dependent problems. The Stanford University Unstruc-
tured suite (Palacios et al., 2012) and RoDoBo (Becker et al., 2005) provide
platforms that combine necessary tools for solving PDE-constrained opti-
misation problems. In contrast to the approach taken here, these software
packages compute the gradients using the continuous adjoint approach and
require the manual derivation and implementation of the adjoint model.
4.2. The reduced optimisation problem
This chapter considers an extended version of the general optimisation prob-
lem (1.1):
min
u,m
J(u,m)
subject to F (u,m) = 0,
h(m) = 0,
g(m) ≤ 0,
(4.1)
where m contains the optimisation parameters (also called control param-
eters for optimal control problems), F (u,m) = 0 is a system of partial
differential equations parameterised by m with solution u, and J(u,m) ∈ R
is the functional of interest that is to be minimised. The equality and in-
equality constraints h = 0 and g ≤ 0 enforce additional conditions on the
optimisation parameter m. A common example is a box constraint of the
form:
a ≤ m ≤ b. (4.2)
In addition to the regularity assumptions made in section 1.1.4, it is assumed
that g and h are continuously Fre´chet differentiable.
Figure 4.1 shows two common ways for solving such optimisation prob-
lems, and the approach taken here. One possibility is to apply optimisation
algorithms directly to the discretised problem (4.1). Here, an alternative
formulation is considered, where the functional of interest J is replaced
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minu,m J(u,m)
s. t. F (u,m) = 0
h(m) = 0
g(m) ≤ 0
discrete optimisation
problem
optimality conditions in
continuous PDE form
apply non-linear
programming
solve the discrete systems
discretise optimise
optimise discretise
Figure 4.1.: Two common approaches for solving PDE-constrained opti-
misation problems. The left path, known as discretise-then-
optimise, first discretises the problem. The resulting finite-
dimensional optimisation problem and can then be solved us-
ing appropriate solution algorithms. The right path, known as
optimise-then-discretise, first derives the optimality conditions
on the continuous level and then discretises and solves these.
Both approaches yield the adjoint equation as part of the op-
timality condition. This chapter focuses on the discretise-then-
optimise strategy.
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with the reduced functional (1.4). Since the reduced functional implicitly
enforces the solution of the PDE, the PDE-constraint becomes superficial.
The result is the reduced optimisation problem:
min
m
J˜(m)
subject to h(m) = 0,
g(m) ≤ 0.
(4.3)
Both formulations (4.1) and (4.3) have advantages and disadvantages. The
unreduced formulation allows the natural treatment of constraints for the
PDE solution u, e.g. a box constraint of the form a ≤ u ≤ b. In addition,
the optimisation iterations are typically computationally cheaper, as many
optimisation algorithms linearise the constraint equations, and hence only
linear PDEs must be solved, even if the governing PDE is non-linear.
A potential downside of the unreduced formulation is that both the PDE
solution u and the optimisation parameter m are free variables that are to
be optimised. Consequently, the number of free variables can be millions
or billions for a time-dependent large scale governing PDE. Many modern
optimisation algorithms do not scale to problems of this size, and hence
specially designed algorithms must be used instead. Furthermore, the cur-
rent estimate of the whole PDE solution u must be stored, which can be
prohibitive for large scale time-dependent governing PDEs. In contrast, the
reduced formulation contains only the optimisation parameter m as a free
variable, which is typically of much smaller dimension than the PDE solu-
tion u. Another advantage of the reduced formulation is that the governing
PDE is satisfied after each optimisation iteration, since it is implicitly solved
for in the reduced functional. Hence, the optimisation loop can be stopped
as soon as the functional is sufficiently reduced.
The following example illustrates these formulations on a classical op-
timal control problem (see for example Tro¨ltzsch (2005, chapter 2.1.5) or
Hinze et al. (2009, chapter 1.5.3)): given a thin, heatable plate with fixed
temperature at the boundary, what is the optimal cooling or heating func-
tion in order to obtain a desired temperature profile across the plate? This
problem can be formulated as an optimisation problem constrained by the
stationary heat equation:
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min
u,m
1
2
‖u− ud‖2L2(Ω) +
α
2
‖m‖2L2(Ω)
subject to−∇2u = m on Ω,
u = 0 on ∂Ω,
a ≤ m ≤ b on Ω.
(4.4)
Here ud is the desired temperature profile and u is the solution of the station-
ary heat equation with homogeneous Dirichlet boundary conditions. The
functional of interest measures the error between the PDE solution and the
desired temperature profile plus a regularisation term that is multiplied by a
scaling factor α≥0. The optimisation parameter m controls the heat source
and is limited by the values in the box constraints.
Under mild assumptions, the heat equation with Dirichlet boundary con-
ditions yields a unique solution for any source parameter m (Hinze et al.,
2009, §1.3.1.1). Hence there exists a solution operator u(m) and the reduced
problem may be formulated:
min
m
1
2
‖u(m)−ud‖2L2(Ω) +
α
2
‖m‖2L2(Ω)
subject to a ≤ m ≤ b on Ω.
4.3. Optimisation algorithms
This section introduces two common gradient-based algorithms for non-
linear optimisation that are suitable to solve the reduced problem (4.3): an
extension to the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method and
sequential quadratic programming (SQP). Both these algorithms will be
used in the upcoming chapters of this thesis. A detailed overview on opti-
misation algorithms can be found in Nocedal and Wright (1999); Wang et al.
(2010) and a mathematical discussion of PDE-constrained optimisation is
given by Hinze et al. (2009).
4.3.1. Broyden-Fletcher-Goldfarb-Shanno method
The BFGS method is a widely used algorithm for solving unconstrained,
non-linear optimisation problems. For its derivation, consider the reduced
optimisation problem (4.3) without any constraints:
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min
m
J˜(m). (4.5)
The first-order optimality conditions of problem (4.5) demand that the func-
tional gradient vanishes at every local minimum mopt:
∇J˜ (mopt) = 0. (4.6)
One way of solving equation (4.6) is to apply the Newton method (assuming
that the second derivatives of the reduced functional exist). Starting with
an initial guess m(0), a sequence of optimisation variables m(1),m(2), . . . is
computed using the Newton update:
m(k+1) = m(k) −
(
HJ˜
(
m(k)
))−1∇J˜ (m(k)) , (4.7)
where H denotes the Hessian operator.
While the Newton method benefits from a fast local convergence, it may
not converge if the initial guess is too far away from a solution mopt. This
issue can be overcome by globalisation strategies such as line searches (No-
cedal and Wright, 1999, §3) or the trust region method (Nocedal and Wright,
1999, §4).
One of the main drawbacks of the Newton method is that the Newton up-
date (4.7) requires the second-order derivatives and the solution of a linear
system with the Hessian operator. Because the Hessian matrix is usually
dense, the usage of the full Hessian in the Newton update has tradition-
ally been viewed as too computationally expensive for large scale optimi-
sation problems, which led to development of alternatives methods such
as quasi-Newton methods (Dennis and More´, 1977). Nevertheless, second-
order adjoints can be used to compute second-order derivatives (section
1.2.4), and have been used in combination with Hessian based optimisa-
tion methods (Guillaume and Masmoudi, 1994; Raffard and Tomlin, 2005;
Cioaca et al., 2012).
Quasi-Newton methods circumvent the need for second derivatives by
replacing the Hessian matrix with an approximation Bk in the Newton up-
date (4.7), that is:
m(k+1) = m(k) −B−1k ∇J˜
(
m(k)
)
. (4.8)
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ALGORITHM 4: Quasi-Newton algorithm
Data: initial optimisation variable m0
Result: optimal value for m
k ← 1
set B1 to a symmetric, positive definite matrix
repeat
compute quasi-Newton direction s← −B−1k ∇J˜(m(k))
determine step size t > 0 by performing a line search
m(k+1) ← m(k) + ts
compute Bk+1
k ← k + 1
until stopping criteria
An outline of the quasi-Newton algorithm with line searches is given in
algorithm 4. The determination of a suitable step size with the line search
ensures the global convergence of the algorithm.
There are different strategies for how to compute the Hessian approxima-
tions Bk in the quasi-Newton update (4.8). One of the most popular ap-
proaches is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, which
was independently proposed by Broyden (1970); Fletcher (1970); Goldfarb
(1970) and Shanno (1970). Starting with an initial approximation B1, it
computes the new Hessian approximation by the following rank-two update:
Bk+1 = Bk +
yy∗
y∗s
− Bkss
∗Bk
s∗Bks
, (4.9)
with s and y defined as:
s := m(k+1) −m(k) and y := ∇J˜(m(k+1))−∇J˜(m(k)). (4.10)
The convergence of certain quasi-Newton methods, including the BFGS
method, is proven to be locally superlinear, which is slower compared to
the quadratic convergence of the Newton method (Broyden et al., 1973).
Algorithm 4 does not requireBk+1 directly to determine the quasi-Newton
direction, but only its inverse. One solution to avoid the inversion of every
Bk+1 is to use the Sherman-Morrison-Woodbury formula: it states that the
inverse of a rank-k correction of a matrix can be computed by performing a
rank-k correction to the inverse of that matrix. The corresponding rank-two
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update for the BFGS method B−1k+1 is:
B−1k+1 =
(
I − sy
∗
y∗s
)
B−1k
(
I − ys
∗
y∗s
)
+
ss∗
y∗s
. (4.11)
An alternative of the inverse update formula (4.11) is to use the numerically
more stable Cholesky decomposition of Bk+1. This is particularly important
for poorly conditioned matrices, and can also be updated using a rank-
two update (Seeger, 2008; Fletcher, 1980; Gill and Murray, 1972). The
computational cost of all three update formulae is O(n2) where n is the
dimension of the optimisation variables, plus the cost for evaluating the
functional gradient.
The main disadvantage of the BFGS method is that it requires the storage
of the Hessian approximation Bk+1 or B
−1
k+1. Since this is typically a dense
matrix, the total number of values to be stored is O(n2). This can constrain
the dimensionality of the parameters space significantly: for example, with
n = 106 the required storage for the Hessian approximation with double
precision floats would exceed 7 TB.
The limited memory BFGS (L-BFGS) method (Liu and Nocedal, 1989)
circumvents this problem by not storing B−1k+1 explicitly but rather by keep-
ing only the l most recent s and y values from equations (4.10), where
l is specified by the user. The quasi-Newton direction step can then be
evaluated by applying the BFGS inverse update recursively starting with
an estimate for B−1k+1−l, typically with the identity matrix. This approach
reduces the computational cost and the storage requirement for the quasi-
Newton update to O(ln). Coming back to the example where n = 106, a
typical value of l = 10 would reduce the storage requirement from 3.5 TB
to less than 40 MB. However, these advantages come with the caveat that
the control variable converges only R-linearly to the optimal control (Liu
and Nocedal, 1989).
A further extension to L-BFGS allows box constraints of the form a ≤
m ≤ b and is known as L-BFGS-B (Byrd et al., 1995). L-BFGS-B belongs
to the class of feasible optimisation algorithms, i.e. the optimisation vari-
ables satisfy the box constraints at each optimisation iteration. An initial
optimisation variable that satisfies the constraints is obtained by projecting
the optimisation variable onto the feasible subset.
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More general equality and inequality constraints can be handled with
sequential quadratic programming described in the next section.
4.3.2. Sequential quadratic programming
The SQP method is considered to be one of the most efficient algorithms
for general non-linear optimisation problems (Hock and Schittkowski, 1983).
In contrast to quasi-Newton methods such as BFGS, the SQP method can
handle general equality and inequality constraints and is therefore suitable
to solve the general form of the reduced optimisation problem (4.3). This
chapter can only give an outline of the main concepts of SQP. A more
detailed introduction can be found in Boggs and Tolle (1995) or Nocedal
and Wright (1999, Chapter 18).
The basic idea of SQP is to approximate the reduced optimisation prob-
lem (4.3) by a quadratic subproblem and use its solution to find a better
next iterate. The definition of the quadratic subproblem is based on the
Lagrange functional of the reduced optimisation problem (4.3):
L(m,µ, ξ) := J˜ + µ∗h(m) + ξ∗g(m),
where µ and ξ are the Lagrange multipliers. Given the current iterate for the
control variable m(k) and Lagrange multipliers µ(k) and ξ(k), the quadratic
subproblem solved by SQP is based on a linearisation of the constraints and
is defined as (Nocedal and Wright, 1999, §18):
min
d
∇J˜(m(k))d+ 1
2
d∗
∂2L(m(k), µ(k), ξ(k))(
∂m(k)
)2 d (4.12a)
subject to ∇h(m(k))∗d+ hi(m(k)) = 0, (4.12b)
∇g(u(k))∗d+ gi(m(k)) ≤ 0, (4.12c)
which yields the solution d and associated Lagrange multipliers dµ and dξ.
These values are then used to update the current iterate. An outline of this
basic SQP algorithm is given in algorithm 5.
The SQP method can be viewed as a natural extension of the Newton
method and many techniques can be reapplied. In particular, the Hessian
of the Lagrangian in (4.12a) can be approximated with a quasi-Newton
technique just as in the BFGS method.
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ALGORITHM 5: Local SQP algorithm
Data: initial values for the iterates m(0), µ(0) and ξ(0)
Result: optimal value mopt
k ← 1
repeat
k ← k + 1
determine d, dµ and dξ by solving the quadratic subproblem (4.12)
update
m(k) ← m(k−1) + d
µ(k) ← dµ
ξ(k) ← dξ
until stopping criteria
In contrast to the L-BFGS-B algorithm from the previous section, SQP is
an infeasible algorithm, i.e. the constraints are not exactly satisfied during
the optimisation procedure. In particular, the initial optimisation variable
m(0) does not have to satisfy the (in-)equality constraints of (4.1), which can
be an important property as finding a feasible initial value can be difficult
for complex constraints.
4.4. The optimisation framework
The framework presented here is implemented as an extension module of
dolfin-adjoint (chapter 3). The source code and the presented examples are
available at http://dolfin-adjoint.org.
4.4.1. User interface
The optimisation framework relies on the tape that is recorded by dolfin-adjoint
with the operator overloading technique described in chapter 3. Thus, the
user first runs the forward model to create the associated tape of the forward
model.
At that point, the user can define the reduced functional J˜ with
1 j_tilde = ReducedFunctional(j, m)
where j is a Functional object that specifies the functional of interest,
and m is a Parameter object which describes the optimisation variables, see
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section 3.3.4. Optionally, a list of Parameter objects can be provided, for
example to optimise for multiple initial conditions. The reduced functional
object j tilde can then be directly used to solve the associated minimisa-
tion problem minm J˜(m) by calling:
1 m_opt = minimize(j_tilde)
or the maximisation problem maxm J˜(m) by calling:
1 m_opt = maximize(j_tilde)
Both these functions solve the optimisation problem with the default set-
tings and return the optimised parameters when finished.
Additional arguments are used to set and configure the optimisation
method and to define box and (in-)equality constraints. Currently, the pre-
sented framework supports most of the algorithms in the optimisation pack-
age of SciPy (Jones et al., 2001). For problems without box and (in-)equality
constraints these are:
 the Nelder-Mead method (Nelder and Mead, 1965),
 a modification to the Powell’s method (Powell, 1964),
 a non-linear conjugate gradient method (Nocedal and Wright, 1999,
§5.2),
 the BFGS method (section 4.3.1),
 the Newton-CG method (Nocedal and Wright, 1999, §7.1),
 and simulated annealing (Laarhoven and Aarts, 1987).
The Nelder-Mead, Powell’s and simulated annealing methods are gradient-
free optimisation algorithms. For these, the adjoint model is not required
and the optimisation algorithm uses libadjoint’s tape only to replay the
forward model. Consequently, they also do not require the forward model
to be differentiable. For problems with box or (in-)equality constraints, the
user has the choice between:
 SQP (section 4.3.2),
 and the gradient-free Constrained Optimization by Linear Approxi-
mation (COBYLA) method (Powell, 1994).
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Finally, if only box-constraints are applied, the user can additionally choose
from:
 the L-BFGS-B method (section 4.3.1),
 and a Newton-CG implementation that supports box constraints.
The user also has access to more advanced options, such as to automati-
cally test each gradient computation with the Taylor remainder convergence
test (2.14) during the optimisation procedure, or to execute user specific
code after each gradient computation, for example to create convergence
plots.
4.4.2. Implementation
Objects of the ReducedFunctional class (j tilde in section 4.4.1) have
two main functionalities: they can evaluate the functional of interest, and
its gradient for a given parameter value. The functional evaluation is imple-
mented using the replay functionality of libadjoint (section 2.5.6) to rerun
the forward model, while simultaneously evaluating the functional of inter-
est. However, a direct replay would simply reevaluate the forward model
with the original parameter values. This is resolved by generating new
callback functions (section 3.3.3) of the annotated operators that define
the parameter values, and by replacing the original callbacks. The gradi-
ent computation for a given parameter value first replaces the callbacks as
above, then replays the forward model to obtain forward solutions for that
parameter choice, and finally uses dolfin-adjoint to compute the gradient
with the adjoint approach.
The minimize and maximize routines implement the interface to the sup-
ported optimisation algorithms. These algorithms commonly require the im-
plementation of functions for evaluating the functional and the functional
gradient. The minimize and maximize routines generate these functions
using the ReducedFunctional object and by performing the conversions
from DOLFIN data structures, such at functions and constants, to generic
array data types on which the optimisation algorithms typically operate.
Parallel execution is often crucial in PDE-constrained optimisation to
achieve reasonable run times, since one optimisation run consists of many
functional and gradient evaluations, each of which requires computationally
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expensive PDE solves. While DOLFIN supports the parallel solution of the
forward and adjoint models, the considered implementations of the optimi-
sation algorithms are not designed for distributed execution. The minimize
and maximize routines solve this problem by executing the PDE solves in
parallel, but replicating the optimisation computation on each processor.
For that, the minimize and maximize functions serialise the distributed
data structures of the optimisation variables, the functional gradient and
the constraints, as these are needed for the optimisation algorithm. All
other variables, in particular the forward and adjoint solutions, remain par-
allelised and are not communicated. This approach works well for small-
scale optimisation problems, where the communication time for gathering
the data and the execution time spent on the optimisation algorithm is small
compared to the runtime of the PDE solves. For large-scale optimisation
problems one should consider interfacing a parallel optimisation algorithm,
such as TAO (Munson et al., 2012) or OPT++ (Meza, 1994).
There are cases where optimisation purely based on the annotation is
not desired. For example, a forward model with an adaptive time stepping
scheme changes the time step according to certain conditions. This adap-
tivity is not reflected in the annotation, and hence the optimisation would
always be performed with the time step choices from the initial run. For
such cases, the optimisation module allows the user to manually specify
the evaluation function that may then update the annotation. However,
this approach has the disadvantage that the discretised PDE changes in
every optimisation iteration. If the optimal solutions are sensitive to these
changes, this can result in a reduced convergence of the optimisation algo-
rithm.
4.5. Examples
This section demonstrates the application of the presented optimisation
framework to solve two classical optimal control problems. The first ex-
ample solves the optimal heating problem (4.4). The governing PDE in
this case is the stationary heat equation. The second example replaces the
stationary heat equation with a time-dependent, non-linear PDE. Although
this problem adds significant complexity to the forward and adjoint PDEs,
the required code changes are minimal.
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Further applications of this framework can be found the remaining chap-
ters of this thesis.
4.5.1. Distributed control of the heat equation
The first example solves the optimal control problem of the stationary heat
equation (4.4). The problem possesses a unique optimal solution if the box
constraints limits a and b are bounded (Tro¨ltzsch, 2005, chapter 2.5.1). In
the case that one of the box constraints is unbounded, the regularisation
term must be strictly positive, i.e. α > 0, to ensure uniqueness. In the
following example, these conditions are satisfied by choosing α = 0, a = 0
and b = 0.5.
Since the presented framework applies the discretise-then-optimise ap-
proach, the first step consists of the problem discretisation. For that, the
heat equation is discretised using the finite element method. The two-
dimensional domain of interest Ω := [−1, 1]2 was uniformly discretised us-
ing triangular elements. Then, the finite-dimensional function spaces are
constructed with piecewise linear continuous finite elements for the PDE-
solution u and the desired temperature profile ud and discontinuous piece-
wise constant finite elements for the heat source m. The latter choice is
motivated by the fact that the control can possess discontinuities for α = 0.
The following code example initialises the domain, the function spaces and
all required functions in DOLFIN:
1 # Define the domain [-1, 1] x [-1, 1]
2 n = 200
3 mesh = Rectangle(-1, -1, 1, 1, n, n)
4 # Define the function spaces
5 V = FunctionSpace(mesh, "CG", degree=1)
6 W = FunctionSpace(mesh, "DG", degree=0)
7 # Define the functions
8 u = Function(V, name="Solution")
9 m = Function(W, name="Control")
10 v = TestFunction(V)
The weak form of the heat equation is obtained by multiplying the PDE
with a test function v ∈ V , then integrating the result over the domain and
finally integrating by parts. The resulting weak formulation is: find u ∈ V
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such that:
〈∇u,∇v〉Ω = 〈m, v〉Ω ∀v ∈ V. (4.13)
The associated DOLFIN code is:
1 # Solve the forward model to create the tape
2 F = (inner(grad(u), grad(v)) - m*v)*dx
3 bc = DirichletBC(V, 0.0, "on_boundary")
4 solve(F == 0, u, bc)
During this initial solve of the heat equation, libadjoint records the tape
of the forward model. This tape is used by the optimisation framework to
compute all future functional evaluations and gradient computations.
Next, the functional is defined. The desired temperature profile ud is
defined as:
ud(x, y) = e
−1/(1−x2)−1/(1−y2),
and plotted in figure 4.2a. With this, the functional of interest of the consid-
ered optimal control problem (4.4) can be defined using the corresponding
dolfin-adjoint function described in section 3.3.4:
1 # Define the functional of interest
2 u_d = exp(-1/(1-x[0]*x[0])-1/(1-x[1]*x[1]))
3 j = Functional((0.5*inner(u-u_d, u-u_d))*dx*dt[FINISH_TIME])
Here, the FINISH TIME expression indicates that the functional of interest
is to be evaluated at the end of the computation. At this point, the optimi-
sation framework has all required information to solve the optimal control
problem:
1 # Define the reduced functional
2 j_tilde = ReducedFunctional(j, InitialConditionParameter(m))
3 # Solve the optimisation problem: min_m j_tilde(m)
4 m_opt = minimize(j_tilde, algorithm = "scipy.l_bfgs_b",
5 pgtol=2e-12, bounds = (0.0, 0.5))
The last two parameters of minimize are specific to the L-BFGS-B imple-
mentation: pgtol sets the termination condition to stop when the infinity
norm of the projected gradient becomes less than 2 · 10−12 and bounds
specifies constant upper and lower values for the box constraints.
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(a) Desired temperature profile (b) Optimised temperature profile
(c) Difference between optimised and de-
sired temperature profiles
(d) Optimised heat source control
Figure 4.2.: The solutions of the stationary optimal heating problem with
box constraints. The heat source control is limited by the box
constraints in large parts of the domain, which leads to a rela-
tively large difference between desired and optimised tempera-
ture profiles.
The optimisation algorithm starts with a zero estimate for the control, i.e.
m(0) = 0. The corresponding functional value is J˜
(
m(0)
)
= 8.9 · 10−3. The
L-BFGS-B algorithm terminates successfully after 22 iterations yielding a
final functional value of 1.4 · 10−4. The results are visualised in figure 4.2.
The desired and optimised temperature profile are of similar shape, but
their maximum values differ significantly. This is reflected in the fact that
the box constraints are active in large parts of the domain (figure 4.3d).
By removing the box constraints, a better agreement between the de-
sired and optimised temperature profile is expected. Therefore the box
constraints were removed and the regularisation parameter set to α = 10−7,
in order to ensure the uniqueness of the optimal solution. The results are
shown in figure 4.3. Compared to the previous solution, the difference be-
tween the optimised and the desired temperature profiles is decreased by
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(a) Desired temperature profile (b) Optimised temperature profile
(c) Difference between optimal and de-
sired temperature profiles
(d) Optimised heat source control
Figure 4.3.: The solutions of the stationary optimal heating problem with-
out box constraints. The optimised heat source control achieves
a good agreement between the desired and optimised tempera-
ture profiles.
more than an order of magnitude. The final functional is 7.7 · 10−8, and
hence significantly smaller than with box constraints.
4.5.2. Distributed control of a non-linear, time-dependent
PDE
This example extends the previous one by replacing the stationary heat
equation with a time-dependent, non-linear PDE:
min
m
1
2
‖u(t = T )− ud‖2L2(Ω) +
α
2
‖m‖2L2(Ω) (4.14a)
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subject to
∂u
∂t
−∇2u+ u3 = m on Ω× (0, T ), (4.14b)
u = 0 on ∂Ω× (0, T ), (4.14c)
u = 0 for Ω× {0}, (4.14d)
a ≤ m ≤ b on ∂Ω× (0, T ). (4.14e)
The state equation consists of the PDE with appropriate initial and bound-
ary conditions. The functional measures the difference between the numer-
ical and the desired temperature profiles at the final simulation time T .
The non-linearity and time-dependency of the state equation (4.14b)–
(4.14d) adds significant complexity to the solution process of the optimisa-
tion algorithm. In particular, the gradient computations involve the stor-
age of the whole forward solution (or the application of some checkpointing
scheme) and the solution of the associated adjoint system. However, be-
cause the details of the gradient computation are abstracted away in the
compute gradient function of dolfin-adjoint, the optimisation module can
apply exactly the same concepts to solve this problem.
As a result, the implementation from the previous example can be reused
almost entirely to solve problem (4.14). The only change required is to re-
place the weak formation of the heat equation with the new governing PDE.
The following code shows an example implementation with a backward Euler
time discretisation and a Newton solver for the non-linear equation solves:
1 # Define the weak form
2 timestep = 0.01
3 F = ((u - u_old)*v/timestep + inner(grad(u), grad(v)) + u**3*v
- m*v)*dx
4 # Perform 10 timesteps
5 for t in range(11):
6 solve(F == 0, u, bc)
7 u_old.assign(u)
8 adj_inc_timestep()
The optimisation algorithm starts with m(0) = 0 and an initial functional
value of J˜
(
m(0)
)
= 8.9 ·10−3. The L-BFGS-B algorithm terminates success-
fully after 29 iterations with an optimised functional value of 2.5 ·10−3. The
results are visualised in figure 4.4. The control is equal to the upper bound
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(a) Desired temperature profile (b) Optimised temperature profile
(c) Difference between optimal and de-
sired temperature profiles (d) Optimised heat source control
Figure 4.4.: The numerical solutions to the time-dependent optimal heating
problem with box constraints. The heat source control is lim-
ited by the box constraint in most parts of the domain which
leads to a large difference between the desired and optimised
temperature profile.
in most of the domain, see figure 4.4d. This results in a large disagreement
between the desired and the optimal temperature profiles, see figure 4.4c.
The results of the optimisation problem without box constraints and a
regularisation coefficient of α = 10−7 is shown in figure 4.5. As expected, the
difference between desired and optimised temperature profiles is significantly
reduced and the optimised control values exceed the box constraints from
the previous setup. The final functional value is 5.8 · 10−7.
4.6. Verification
The optimisation framework is verified on problems with analytical solu-
tions. With the analytical solution available, the numerical order of conver-
gence can be determined experimentally and compared to the theory. The
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(a) Desired temperature profile (b) Optimised temperature profile
(c) Difference between optimal and de-
sired temperature profiles
(d) Optimised control
Figure 4.5.: The numerical solutions to the time-dependent optimal heating
problem without box constraint. Without the box constraint
the optimal control achieves a significantly better fit between
desired and optimised temperature profiles
agreement of these two rates is considered to be a strong indicator that the
implementation is correct (Salari and Knupp, 2000).
The considered analytical solutions are based on the optimal control prob-
lem (4.4) of the heat equation, extended with a source term s:
min
m
‖u−ud‖2L2(Ω)
subject to −∇2u = m+ s in Ω,
u = 0 on ∂Ω,
−1 ≤ m ≤ 1.
(4.15)
To construct an analytical solution for this problem, first the optimal PDE
solution uopt and the optimal control parameter mopt are chosen, such that
they satisfy the initial and boundary conditions, and the box constraints.
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Figure 4.6.: The optimal control mopt for the smooth control test.
Element size ‖m−mopt‖ order ‖u− uopt‖ order
1.25 · 10−1 9.54 · 10−2 3.83 · 10−4
6.25 · 10−2 3.70 · 10−2 1.34 9.03 · 10−5 2.08
3.12 · 10−2 1.71 · 10−2 1.11 2.20 · 10−5 2.03
1.56 · 10−2 8.33 · 10−3 1.04 5.43 · 10−6 2.02
7.81 · 10−3 4.11 · 10−3 1.02 1.36 · 10−6 2.00
Table 4.1.: The rate of convergence for the smooth control test. The error in
the control
∥∥m−mopt∥∥ is expected to decrease at first order, and
the error in the PDE-solution
∥∥u− uopt∥∥ is expected to converge
at second order.
With these, the source term and the desired PDE solution are defined as
s := −∇2uopt −mopt and ud := uopt. It is easy to see that mopt and uopt
form an optimal solution to problem (4.15).
The following sections perform the two convergence tests, the first one
with a continuous optimal control function, and the second one with a dis-
continuous optimal control function.
4.6.1. Smooth control
The first test defines a smooth optimal control function:
mopt(x, y) := sin (pix) sin (piy) .
Figure 4.6 shows a plot of this optimal control mopt. The optimal PDE
solution is chosen to be:
uopt(x, y) :=
1
2pi2
sin(pix) sin(piy).
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By substituting these solutions into the governing PDE of the optimal con-
trol problem (4.15), the source term evaluates to s := 0. Finally, the desired
PDE solution is ud := u
opt.
The discretisation and optimisation parameters are configured identically
with the setup described in section 4.5.1, except a tighter termination tol-
erance for the optimisation algorithm of 10−16. Then the convergence test
was performed on five uniformly discretised meshes with decreasing mesh
element sizes. The resulting errors and convergence rates are given in ta-
ble 4.1. The first-order convergence for the control solution m is expected
as the underlying function space is discretised with discontinuous, piecewise
constant finite elements. Similarly, a second-order rate of convergence is ob-
served for the PDE solution u, as it is discretised with continuous, piecewise
linear finite elements.
4.6.2. Bang-bang control
The second verification test is motivated by the fact that box constraints
can lead to optimal control solutions with discontinuities. The following
example, derived in Tro¨ltzsch (2005, chapter 2.9.1), is constructed such
that the control variable yields discontinuities in a chessboard like shape:
mopt(x, y) := −sign (− sin (8pix) sin (8piy)) .
A plot of the resulting optimal control is given in figure 4.7. This kind of
control, where the control values jump from one box constraint limit to the
other, is also known as bang-bang control. The optimal state solution is
chosen to be:
uopt(x, y) := sin(pix) sin(piy).
By applying the optimality conditions, the source term s and the desired
PDE solution ud are obtained (Tro¨ltzsch (2005, chapter 2.9.1)):
s(x, y) := 2pi2 sin(pix) sin(piy) + sign (− sin (8pix) sin (8piy)) ,
and:
ud(x, y) := sin(pix) sin(piy) + sign (− sin (8pix) sin (8piy)) .
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Figure 4.7.: The optimal control mopt for the bang-bang test.
Element size ‖m−mopt‖ order ‖u− uopt‖ order
3.13 · 10−2 4.76 · 10−2 7.38 · 10−4
1.56 · 10−2 2.41 · 10−2 0.99 2.01 · 10−4 1.89
7.81 · 10−3 1.20 · 10−2 1.00 5.04 · 10−5 1.99
3.91 · 10−3 5.30 · 10−3 1.18 1.24 · 10−5 2.03
1.95 · 10−3 2.30 · 10−3 1.20 2.54 · 10−6 2.29
Table 4.2.: The rate of convergence for the bang bang control test. The
error in the control
∥∥m−mopt∥∥ is expected to decrease at first
order, and the error in the PDE-solution
∥∥u− uopt∥∥ is expected
to converge at second order.
The convergence test is performed with the same configuration as in the
previous test. The resulting errors and convergence rates are given in ta-
ble 4.2. It shows the expected first-order convergence for the control and
second-order convergence for the state solution.
4.7. Summary
A new framework for rapidly defining and solving PDE-constrained optimi-
sation problems was developed. It uses the FEniCS framework, libadjoint
and dolfin-adjoint to achieve a high-level of automation. This automation
is the result of performing all required tasks for the optimisation purely on
the tape that is recorded by libadjoint. This includes running the forward
model, evaluating the functional of interest, deriving and solving the ad-
joint problem to compute the functional gradient, and modifying the tape
in order to incorporate updated parameter values.
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By interfacing with external optimisation packages, the user has the choice
among a variety of gradient-free and gradient-based methods. General
(in-)equality and box control constraints can be applied, if supported by the
selected optimisation algorithm. As demonstrated, the optimisation frame-
work works with both linear and non-linear as well as both steady-state and
time-dependent governing PDEs.
The following two chapters apply this optimisation framework to two
novel problems.
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Abstract
Tidal turbine arrays are considered as one of the most promising tech-
nologies for extracting energy from tidal streams. In order to generate
a signification amount of power, up to hundreds of tidal turbines must
be deployed. The positioning of these turbines in the flow can signif-
icantly influence the extracted power, and hence is of huge economic
interest. In this chapter, this layout problem is formulated as an op-
timisation problem and solved using efficient gradient-based optimisa-
tion algorithms. In each optimisation iteration, a shallow water model
predicts the flow and the performance of the current turbine layout.
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The capabilities of this approach is demonstrated by optimising tur-
bine locations in three idealised scenarios, which increases the power
extraction between 20% to 75% compared to a reference layout.
Figure 5.1.: Offshore wind farm in the North Sea at Horns Rev, Denmark.
The 80 turbines are laid uniformly in the shape of an oblique
rectangle. What is the layout for marine turbines that max-
imises the power outcome?
Image copyright: Elsam A/S
Figure 5.2.: Artistic image of the deployment of tidal stream turbines. The
positions of the turbines have a significant influence on the ex-
tracted power output and is hence economically crucial.
With kind permission of MeyGen Ltd. Image copyright: MeyGen Ltd.
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5.1. Introduction
With the increasing cost of energy, tidal turbines are becoming a compet-
itive and promising option for renewable electricity generation. In order
to extract a significant amount of energy, arrays consisting of hundreds of
tidal turbines must be deployed in a tidal stream. This raises the question
of where to place the turbines in order to maximise the power output; find-
ing the optimal configuration is of huge importance as it can substantially
change the energy captured and determine whether the project is econom-
ically viable. However, the determination of the optimal layout is difficult
because of the complex flow interactions between turbines and the fact that
the power output depends sensitively on the flow velocity at the turbine
position.
This problem has heretofore been addressed in two different ways. One
approach is to simplify the tidal flow model such that the solutions are either
available as explicit analytical expressions for which the optimum can then
be derived directly, or the solution is sufficiently cheap such that the whole
parameter space can be explored. For example, Bryden and Couch (2007)
and Garrett and Cummins (2008) optimised simplified models to derive an
estimate for the maximum energy that can be extracted from a tidal basin.
Vennell (2010, 2011) used simple one-dimensional models to investigate the
influence of different farm parameters such as farm’s drag coefficient and
the number of turbine rows to deduce optimal configurations. While this
approach can provide a coarse estimate for the power potential of a site,
these simplified equations do not accurately capture the complex non-linear
flow interaction between turbines.
The second approach is to use more realistic PDE-based models to ac-
curately predict the tidal flow and the resulting power output. For these
models, their computational expense prohibits the exploration of the whole
parameter space. Consequently, usually only some selected turbine layout
configurations are investigated. Divett et al. (2011) compared the power
output of four different configurations by solving the two-dimensional non-
linear shallow water model and was able to improve the power outcome by
over 50% compared to a regular layout. Lee et al. (2010) used a three-
dimensional model to investigated how the distance between adjacent rows
in a regular array layout impacts the turbine efficiency and showed an ef-
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ficiency decay for distances of less than three times the turbine diameter.
While these studies show the potential of improving the performance by
changing the turbine positions, such manual optimisation guided by intu-
ition and experience becomes difficult in a realistic domain with complex
bottom bathymetry, flow dynamics and hundreds of turbines.
In this chapter, the limits of these two approaches are overcome by apply-
ing a gradient-based optimisation algorithm to find optimal turbine configu-
rations using a two-dimensional PDE based model. Because of the computa-
tional expense of this model, it is crucial to choose optimisation algorithms
that strive to minimize the number of model evaluations. Furthermore, in
order to be able to optimise hundreds of turbines, it is essential to ensure
that the computational cost of each optimisation iteration scales well with
the number of parameters and therefore the number of turbines.
Optimisation algorithms can be classified into two categories: gradient-
free and gradient-based algorithms. Gradient-free optimisation algorithms
use the functional of interest as a black box. They proceed by evaluating
the functional at many points in parameter space and use these values to
decide which areas of parameters space merit further exploration. While
these methods tend to be robust and can, under certain smoothness condi-
tions, provably find globally optimal solutions (Rudolph, 1996), they typi-
cally require a large number of functional evaluations that scales linearly or
superlinearly with the number of parameters to be optimised. For example,
in Bilbao and Alba (2009) used a genetic algorithm, that mimics the pro-
cess of natural evolution, to optimise the location of 8 wind turbines. The
algorithm was able to improve the power output by about 70% compared
to the initial layout after 17, 300 functional evaluations. This large number
of evaluations clearly introduces a practical upper limit for the number of
turbines that can be optimised. This difficulty is compounded if a more
realistic, and hence costly PDE based model is used. This issue is generally
overcome by using simplified models where the functional of interest is a
closed form function of the turbine position to achieve fast evaluation run
times.
Gradient-based optimisation algorithms use additional information to up-
date the position in parameter space at each iteration: the derivative of the
functional of interest with respect to the parameters. Depending on the
problem, this can lead to a significant reduction in the number of iterations
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compared to gradient-free algorithms, making it suitable for large scale op-
timisation problems (Biegler et al., 2003). One caveat of applying gradient-
based optimisation algorithms is that they find only local optima. This
issue can be circumvented by hybrid approaches (Huang, 2009). Another
caveat is that the determination of gradient information can be difficult for
complex models.
In this chapter, the gradient information is computed with the adjoint
approach as described in chapters 2 and 3. While the adjoint method is
well established in certain scientific areas such as meteorology (Errico, 1997)
and ocean modelling (Menemenlis et al., 2008), it is not well known for the
layout problem at hand. As far as the author is aware, this chapter presents
the first application of the adjoint method to optimise the marine turbine
positions based on a non-analytic flow model. While the examples are shown
in marine environment, it is expected that the presented techniques can be
reapplied to the layout optimisation of wind farms.
5.2. Current methods in wind farm layout
optimisation and possible adaptations to the
marine environment
Layout optimisation for wind farms has been focus of numerous studies,
most of which are based on gradient-free optimisation algorithms. In par-
ticular, evolutionary methods (Ba¨ck, 1996) are known to yield good re-
sults (Salcedo-Sanz et al. (2011) and the references therein). These algo-
rithms mimic the process of natural evolution by considering a population
of candidate solutions on which it executes an evolutionary process to find
the “fittest” solution. An related method is the particle swarm optimisa-
tion (Kennedy and Eberhart, 1995), which considers a population of candi-
date solutions called particles, that move through the parameter space and
influence each other to drive the swarm to the best solution. Wan et al.
(2010) applied particle swarm optimization on an analytical wake model
to optimise up to 39 turbines with an analytical wake model and showed
that this approach can yield better optimal solutions than genetic algo-
rithms. Simulated annealing algorithms (Laarhoven and Aarts, 1987) are
probabilistic optimisation algorithms that exploit an analogy between the
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way in which a metal cools and freezes into a minimum energy crystalline
structure (the annealing process) and the search for a minimum in a more
general system. Bilbao and Alba (2009) used an analytical wake model to
compare the simulated annealing algorithm with genetic optimisation al-
gorithm. In a scenario with 47 turbines, the number of model evaluations
could be reduced from 1, 036, 200 with the genetic algorithm to 61, 802 with
simulated annealing.
Only few publications solve the layout problem with gradient-based op-
timisation algorithms. Lackner and Elkinton (2007) applied gradient-based
optimisation algorithms for which the energy production model was simpli-
fied such that the derivative information is available analytically. Huang
(2009) combined a genetic algorithm with a hill climbing method to achieve
a faster convergence to an optimal solution. With this additional infor-
mation, the number of iterations were reduced by approximately an order
of magnitude, with a similar optimal functional output. Finally, Fagerfja¨ll
(2010) showed how mixed integer linear programming techniques can be
used to optimise for both the number and position of turbines. However,
the mentioned publications use very simplified wake models for which the
gradient computation is either available analytically or can be easily ap-
proximated.
In realistic domains, such simple models are unlikely to simulate the com-
plex flow around the turbines with sufficient accuracy. There has been
much effort into simulating wind turbines with advanced numerical tech-
niques, such as three-dimensional Navier-Stokes simulations and different
turbine parametrisations (Mikkelsen, 2003; Pape and Lecanu, 2004). Can
these techniques be adapted to the marine situation considered here? Tur-
bine parametrisations such as the actuator disk method and the increased
roughness coefficient parameterisation (Vermeer et al., 2003) have been ap-
plied in the marine environment (Ben Elghali et al., 2007; Divett et al.,
2011). However, there are some key differences between the flow physics
in the marine and atmospheric environment. Firstly, the flow in a tidal
channel is dominantly driven by the predictable tidal forcing, while wind
flow modelling needs to include the temporal uncertainty of magnitude and
direction of the wind forcing. Secondly, the ratio of turbine height and free
surface elevation is significantly different: while the rotor diameter of a wind
turbine is small compared to the height of the atmosphere, tidal turbines
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have typically diameters of about 20 m and are deployed in water depths
of about 50 m or less. This leads to little undisturbed flow above the tur-
bine which potentially increases the length of the wake compared to wind
turbines (Divett et al., 2011).
5.3. Mathematical formulation as a
PDE-constrained optimisation problem
In this section, the optimal positioning of turbines is formulated as a PDE-
constrained optimisation problem in the generic form (4.1). The functional
of interest J computes the extracted of the marine turbines. The flow is
computed by the shallow water equations. The optimisation variable m
encodes the x and y positions of N turbines in the format:
m = px1 p
y
1 p
x
2 p
y
2 . . . p
x
N p
y
N
Box constraints of the form (4.2) are used to restrict the valid turbine po-
sitions to a rectangular site. Finally, the inequality constraints are used to
enforce additional conditions on the turbine layout, for example a minimum
distance between any two turbines.
5.3.1. The governing PDE
The turbine layout problem is here constrained by the non-linear shallow
water equations with appropriate initial and boundary conditions:
κ
∂u
∂t
+ u · ∇u− ν∇2u+ g∇η = cb + ct(m)
H
‖u‖u on Ω× (0, T ),
κ
∂η
∂t
+∇ · (Hu) = 0 on Ω× (0, T ),
(5.1)
where the unknowns u and η are the depth-averaged velocity and the free-
surface displacement, respectively, H is the water depth at rest, g is the
gravitational force, ν is the viscosity coefficient, and cb and ct are the coef-
ficients for the quadratic bottom friction and the turbine parameterisation,
respectively. The parameter κ ∈ {0, 1} specifies if the stationary (κ = 0)
or the non-stationary problem (κ = 1) is considered. The boundary condi-
tions are as follows: on the domain inflow boundary Ωin the velocity value
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is enforced with a Dirichlet boundary condition. On the outflow boundary
Ωout the free-surface displacement is set to zero. Elsewhere, a no-normal
flow boundary condition is imposed.
5.3.2. The turbine parameterisation
A turbine is modelled as increased friction in the concerned area (denoted
as ct in equation (5.1)). This approach is also used in Divett et al. (2011)
where the authors set ct to a constant value at the turbine locations and
zero everywhere else. However, this parameterisation is problematic in the
context of gradient-based optimisation because the friction becomes a non-
differentiable function of the turbine position. For this reason, the turbine
parameterisation used here smoothly increases the friction value at each
turbine position. The associated friction function is constructed from bump
functions, i.e. smooth functions with a finite support. A bump function in
one dimension is:
ψp,r(x) :=
e1−1/(1−‖
x−p
r
‖2) for ‖x−pr ‖ < 1,
0 otherwise,
(5.2)
where the two parameters p and r are the center and the support radius of
the bump, respectively. A two-dimensional bump function is obtained by
multiplying equation (5.2) in both independent dimensions. With that, the
friction function of a single turbine is defined as:
Cp,r(x, y) := Kψp,r(x)ψp,r(y), (5.3)
where K is an additional scaling factor. A plot of the resulting friction for
K = 1, p = (10, 10) and r = 10 m is shown in figure 5.3. The turbine
friction function ct in the governing PDE (5.1) is defined to be the sum of
the friction functions (5.3) for all N turbines:
ct :=
N∑
i=1
Cpi,r, (5.4)
where a single value for r is used based on the assumption that the de-
ployed turbines are of equal size. Note that additional turbine properties
can be realised by using a generalised scaling parameter K in equation (5.3).
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Figure 5.3.: The turbine is parametrised by a smoothly increasing friction
coefficient towards the turbine center, given by the bump func-
tion (5.2) multiplied in the x and y-direction.
For example, the amount of energy that is extracted from the individual
turbines (e.g. due to different pitch settings of the turbine blades) can
be controlled by defining different scaling factors K for each turbine. As
demonstrated later, these factors can then be considered as part of the opti-
misation problem. Other possibilities are to fit the turbine parameterisation
to measurements or to handle cut in/out velocities in which the turbines
are operational. These extensions are not considered in this work.
5.3.3. The functional of interest
A natural choice for the functional of interest is the total extracted energy
due to the increased friction in the tidal farm (Vennell, 2012). In the non-
stationary case (κ = 1) this is expressed as:
J(u,m) =
∫ ∗
0
∫
Ω
ρct(m)‖u‖3dΩ dt, (5.5)
where ρ is the density of the fluid. In the stationary case (κ = 0) the
functional is defined to be the extracted power from the increased friction:
J(u,m) =
∫
Ω
ρct(m)‖u‖3dΩ. (5.6)
More advanced functional choices could take into account the economical
cost of the turbine farm, such as the installation and service costs depending
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on turbine size and the deployment location, as well as potential environ-
mental impacts. These are not considered in this study.
5.3.4. Box and inequality constraints
The box and inequality constraints in the generic optimisation problem (4.1)
are used to define the feasible values for the optimisation variables. In the
context of the turbine layout problem, a typical condition is to restrict the
area in which the turbines may be placed to the development site. The
numerical examples in this work have rectangular shaped deployment sites
and therefore box constraints are sufficient to enforce this restriction. For
more general site shapes appropriate inequality constraints would need to
be used instead.
Another common condition is to ensure that individual turbines do not
overlap. This is implemented by enforcing a minimum distance dmin between
any two turbines:
‖pi − pj‖2 ≥ d2min ∀ i, j : 1 ≤ i < j ≤ N.
More advanced constraints could enforce minimum or maximum deploy-
ment depth or to limit the maximum local bathymetry steepness where
turbines may be installed, but are not investigated in this work.
5.4. Numerical setup
5.4.1. Optimisation algorithm
The turbine layout problem is solved in the reduced form (4.3) with the
techniques described in chapter 4. A suitable optimisation algorithm must
support both the box constraints and the inequality constraints discussed
in the previous section. From the algorithms presented in chapter 4 only
sequential quadratic programming (SQP) fulfills these requirements and is
therefore used for the following numerical examples. Note that the SQP
method, as most gradient-based optimisation algorithms, does not guaran-
tee to find a global optimum. This downside can be overcome by combining
global and local algorithms (Powell et al., 1991; Renders and Flasse, 1996)
but is not considered in this work.
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The SQP implementation used here is part of the SciPy optimisation
package (Jones et al., 2001) and is described in Kraft (1988). This imple-
mentation is not scale-invariant, that is scaling the functional of interest can
affect the convergence of the algorithm. Preliminary numerical investigation
found that such rescaling was necessary for achieving fast convergence. For
the numerical results presented here, the functional was scaled such that
the maximum value of the initial gradient was ten times the turbine radius.
A simple performance comparison was undertaken by testing SQP against
the limited memory version of the Broyden-Fletcher-Goldfarb-Shanno method
with bound support (L-BFGS-B), as described in section 4.3.1. Because L-
BFGS-B does not support inequality constraints, the test did not include
the minimum distance constraints. The application of both optimisation
algorithms on several small layout problems showed similar performance,
with slightly faster convergence results with SQP.
5.4.2. Spatial discretisation
The governing PDEs (5.1) are discretised with the finite element method.
The weak form is derived by multiplying the equations with test functions
(Ψ,Φ) on suitable function spaces, integrating the result over the computa-
tional domain and integrating the appropriate terms by parts. Denoting the
L2 inner product as 〈a, b〉Ω :=
∫
Ω a · b dx, the weak form of equations (5.1)
is: find (u, η) such that ∀ (Ψ,Φ):
κ
〈
∂u
∂t
,Ψ
〉
Ω
+ 〈u · ∇u,Ψ〉Ω + ν 〈∇u,∇Ψ〉Ω + g 〈∇η,Ψ〉Ω =〈
cb + ct(m)
H
‖u‖u,Ψ
〉
Ω
,
κ
〈
∂η
∂t
,Φ
〉
Ω
− 〈Hu,∇Φ〉Ω + 〈Hu · n,Φ〉∂Ωin∪∂Ωout = 0.
(5.7)
The no-normal flow condition on ∂Ω \ (∂Ωin ∪ ∂Ωout) is weakly imposed by
excluding the associated surface integral in the continuity equation. The
Dirichlet boundary conditions are strongly imposed by restricting the func-
tion spaces to functions that yield the correct boundary values.
The discretised problem is obtained by choosing discrete function spaces
in the weak formulation (5.7). In this work, these are constructed from
a suitable triangulation of the computational domain Ω using the Taylor-
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Hood finite element pair which uses piecewise quadratic functions on each
triangle for the velocity and piecewise linear functions on each triangle for
the free-surface displacement (Taylor and Hood, 1973).
5.4.3. Temporal discretisation
If the non-stationary problem is considered, that is if κ = 1, then the
spatially discretised equations (5.7) have to be discretised in time before
they can be solved numerically. In the context of this work, the time-
discretisation is performed using the implicit Euler method. For brevity,
the equations (5.7) are written in the shortened form:〈
∂u
∂t
,Ψ
〉
Ω
= Su(u, η),〈
∂η
∂t
,Φ
〉
Ω
= Sη(u, η).
Let the superscript n denote the time level. The implicit Euler method
computes the unknowns for time level n+ 1 using a time step ∆t by solving
the non-linear system:〈
un+1 − un
∆t
,Ψ
〉
Ω
= Su(u
n+1, ηn+1),〈
ηn+1 − ηn
∆t
,Φ
〉
Ω
= Sη(u
n+1, ηn+1).
(5.9)
Since all operators featuring in equations (5.9) (or equations (5.7) in the
stationary case) are continuously differentiable, Newton’s method can be
applied for solving the non-linear systems. In this work, the Newton iter-
ation was configured to compute the solution up to a residual tolerance of
10−10.
5.4.4. Gradient computation
The functional gradient evaluations that are needed for the optimisation
algorithm are computed with the adjoint approach (Gunzburger, 2003; Giles
and Pierce, 2000). The first step of the gradient computation consists of
128
5.4. Numerical setup
solving the adjoint equation for the adjoint solution λ:
∂F
∂z
∗
λ =
∂J
∂z
,
where z := (u, η)∗. These linear PDEs are derived from the governing
PDEs (5.1) and the functional of interest from section 5.3.3 and is in this
case:
−κ∂λu
∂t
+ (∇u)∗λu − (∇ · u)λu − u · ∇λu − ν∇2λu
−H∇λη − cb + ct(m)
H
(
‖u‖λu + u · λu‖u‖ u
)
=
∂J
∂u
∗
,
−κ∂λη
∂t
− g∇ · λu = 0.
(5.10)
where λ := (λu, λη) is the vector containing the unknown adjoint velocity
and adjoint free-surface displacement, respectively. The derivation of these
equations can be found in appendix C. The non-stationary adjoint equa-
tions have a initial-condition that sets the adjoint velocity and free-surface
displacement at the final time to zero. Equations (5.10) are therefore solved
backwards in time. The boundary conditions are the homogenised versions
of the boundary conditions given in the governing PDEs (5.1).
Solving the continuous adjoint equations (5.10) to obtain the gradient
information yields a numerical approximation of the continuous gradient.
However, this gradient does in general not correspond exactly with the
gradient of the discretised forward model (Gunzburger, 2003, §4.1.2). In
the context of optimisation, this inconsistency can degrade or even stop
the convergence of the optimisation algorithm (Griesse and Walther, 2004;
Gunzburger, 2003, §4.1.2). Therefore, in this work the adjoint equations are
derived from the discretised forward system. This approach has two main
advantages. Firstly, using the techniques from chapters 2 and 3 the deriva-
tion and solution of the discrete adjoint equations are automated. Secondly,
the resulting gradient is consistent with the discrete forward model.
The second step of the gradient computation consists of evaluating the
functional gradient:
dJ
dm
= −λ∗ ∂F
∂m
+
∂J
∂m
.
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Deriving the terms for the problem considered here yields:
dJ
dm
=
〈
λ∗u,
∂ct(m)
∂m
u‖u‖H−1
〉
Ω×(0,T )
.
As the adjoint solution, the gradient evaluation is automated by the tech-
niques presented in chapters 2 and 3.
Note that the main computational expense in the gradient computation
is the solution of the adjoint equation (5.10), consisting of solving one linear
PDE, independent of the choice of optimisation variables. In particular, the
gradient computation is essentially independent of the number of turbines
that are to be optimised, which is a crucial feature if many turbines are to
be considered.
5.5. Verification
5.5.1. Verification of the forward model
The shallow water model implementation was verified by a convergence
analysis based on an analytical solution. This analytical solution is con-
structed using the method of manufactured solutions (Salari and Knupp,
2000; Roache, 2002): A desired analytical solution is chosen and then sub-
stituted into the governing PDE, which yields a non-zero remainder. By
adding this remainder as a source term to the governing equations, the
selected solution becomes an analytical solution to the modified PDE.
For the following tests, the analytical solution consists of sinusoidal func-
tions for both the velocity and the free-surface displacement:
uexact(x, y, t) =
(
η0
√
gH−1 cos
(
kx−√gHkt)
0
)
,
ηexact(x, y, t) = η0 cos
(
kx−
√
gHkt
)
,
(5.11)
with k = pi/640 m, η0 = 2 m, H = 50 m, ν = 3 m
2s−1, ct = 0, cb =
0.0025, g = 9.81 ms−2 and a final time of T = pi/(
√
gHk) ≈ 28.9 s which
corresponds to half a wave cycle. The computational domain Ω is defined
to be a rectangle of size 640 m × 320 m. Substituting the functions (5.11)
into the shallow water equations (5.1) yields a non-zero remainder which is
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(a) The spatial order of convergence
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Figure 5.4.: The expected and achieved orders of convergence for the for-
ward model.
added as a source term, and makes uexact and ηexact analytical solutions to
this modified PDE.
To determine the spatial order of convergence, the time step was fixed to
a small value of ∆t = T/16, 800 s, to ensure that the numerical error of the
spatial discretisation dominates the overall discretisation error. Then, the
forward model with the added source term was run on four uniform, increas-
ingly fine meshes and the error in the numerical solution (u, η) measured
as:
E =
(
〈u− uexact, u− uexact〉Ω×(0,T ) + 〈η − ηexact, η − ηexact〉Ω×(0,T )
) 1
2
.
The resulting errors plotted in figure 5.4a show the second-order convergence
that is expected from the Taylor-Hood finite-element pair.
For determining the temporal order of convergence, a mesh with 2.5 m
element size in the x-direction and 160 m element size in the y-direction
was generated (the analytical solution does not vary in the y-direction and
hence a relatively large mesh element size can be used). This mesh resolution
ensures that the numerical error of the temporal discretisation dominates
the overall discretisation error. The forward model was then run with a set
of different time steps. The resulting errors plotted in figure 5.4b shows the
first-order convergence expected for the implicit Euler time discretisation.
5.5.2. Verification of the gradient computation
The adjoint model and gradient computation was verified with the Taylor
remainder convergence test described in section 2.5.6.
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The Taylor remainder convergence test was applied in two stages. First
a simple configuration with a single turbine was set up with the turbine
parameterisation and the functional of interest as described above. The
Taylor remainder convergence test in a random directions yielded the ex-
pected second-order convergence.
In addition, the Taylor remainder convergence test were applied on the
numerical examples presented in the following section. For that, the setups
were altered such that every gradient computation in the optimisation it-
erations was automatically checked with the Taylor remainder convergence
test. To reduce the computational expense of these tests, the optimisation
algorithm was aborted after five iterations. All the tests resulted in an order
of convergence above 1.9, giving confidence that the adjoint model and the
gradient computation are implemented correctly.
5.6. Examples
The following numerical examples solve the optimal layout problem in three
idealised scenarios, shown in figure 5.5. In all examples, 32 turbines are to
be deployed in a rectangular turbine site of size 320 m × 160 m. The ide-
alised domains simplify the subsequent interpretation of the optimised tur-
bine layout. Nevertheless, the domains are chosen such that they resemble
structures that can be found in practical deployment sites. The main three
objectives for the numerical examples are to investigate: By how much can
layout optimisation increase the energy extraction? Can the optimisation al-
gorithm reliably improve the energy extraction for different scenarios? How
does the choice of the optimisation variables and the constraints impact the
resulting layout?
The simulations are based on the following parameters. A water depth of
H = 50 m, a viscosity coefficient of ν = 3 m2s−1, and a gravitational force
of g = 9.81 ms−2 is used throughout. The bottom friction coefficient is
set to cb = 0.0025 which is a common value for coastal modelling (Vennell,
2012). The friction ct from the turbine parameterisation is computed from
the turbine positions and a turbine radius of r = 10 m with equation (5.4).
Finally, the density of water ρ = 1, 000 kgm−3 is used in the functionals of
interest (5.5) and (5.6).
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(a) Scenario 1 (b) Scenario 2
(c) Scenario 3
Figure 5.5.: The three turbine layout domains considered in the numerical
examples, motivated by Draper et al. (2010). The dashed lines
mark the 320 m× 160 m sized sites where 32 turbines are to be
deployed. In the first two domains a constant inflow velocity
is enforced, while the third domain is driven by a sinusoidal
inflow.
Scenarios 1 and 2 are modelled using the stationary shallow water equa-
tions with the following boundary conditions. On the inflow boundary a
constant inflow velocity of 2 m/s is enforced and on the outflow boundary
the free-surface displacement is set to zero. A no-normal flow boundary con-
dition is applied on the remaining boundaries. The third scenario solves the
non-stationary shallow water equations with boundary conditions explained
below.
All examples use unstructured meshes with a uniform mesh element size
of h = 20 m outside the site area. Inside the site area, the mesh is structured
with an element size of h = 2 m. The higher resolution in the turbine site
ensures that each individual turbine is well resolved. Doubling the resolution
for the problem considered in section 5.6.1 changed the functional value by
less than 0.5%. For the purpose of the numerical examples it is therefore
assumed that the problem is sufficiently well resolved. The resulting meshes
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(a) The turbine friction (b) The velocity magnitude
(c) Free-surface displacement around
the turbine
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(d) The extracted energy from the flow
plotted against the friction coeffi-
cient K in equation (5.3)
Figure 5.6.: The setup and results of deploying a single turbine in the do-
main of scenario 1.
consist of 31, 600 triangles for scenario 1, 172, 339 triangles for scenario 2
and 161, 812 triangles for scenario 3.
The optimisation algorithm is initialised by deploying the 32 turbines in
a regular 8 × 4 grid. Box constraints for the turbine positions are used to
ensure that the turbines remain inside the marked areas, see section 5.3.4.
5.6.1. A single turbine
As a preliminary test a single turbine is deployed in the setup of scenario 1.
The turbine is placed 213.3 m × 160 m away from the left bottom corner,
as shown in figure 5.6a.
This setup is used to get insight into how the turbine performance de-
pends on the scaling factor K in the turbine friction definition (5.3). The
energy extracted from the turbine was computed for a range of K values.
The results are plotted in figure 5.6d. The graph shows a defined single
peak where the energy extraction is maximised, and is similar to previous
studies (Vennell, 2011, 2012). Too high K values deflect the flow around the
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turbine and result in the observed power drop. An optimisation algorithm
was used to determine that the associated scaling factor is approximately
K = 21. With that choice the turbine extracts 3.23 MW from the flow. Note
that this energy does not represent the actual electrical energy generation,
since it does not consider losses due to the turbine support structures and
the conversion to electricity. This scaling factor is used for all the following
numerical tests if not otherwise stated.
5.6.2. Scenario 1
First, the layout problem for scenario 1 (see figure 5.5a) was solved without
the inequality constraints described in section 5.3.4. That is, the turbines
can be placed arbitrarily inside the site area and may even overlap. With
that setup the optimisation algorithm terminates after 119 iterations and
requires 110 gradient and 186 functional evaluations. The results are shown
in figure 5.7. Compared to the initial layout shown in figure 5.7b, the op-
timisation algorithm increases the extracted energy by 75% from 54.5 MW
to 95.4 MW (figure 5.7a). In the optimised layout, shown in figure 5.7c,
the turbines are aligned in the shape of two As with the open end facing
the inflow. An interpretation of this layout is that the fluid gets trapped
by the sides of the As and then pushed through the dense wall of turbines
at its closed end. This interpretation is confirmed by the increasing free-
surface displacement difference along the sides of the As and the large jump
along their closed end, see figure 5.7d. Similarly, figure 5.7e shows a step-
wise reduction of the velocity magnitude where the turbines are aligned
perpendicularly to the flow direction.
In the next setup, the inequality constraints are included to enforce a min-
imum distance of 3 turbine radii (i.e. 30 m) between each turbine. With
this setup, the optimisation algorithm terminates after 64 iterations with 63
gradient and 90 functional evaluations. The energy extracted increases by
40% from 54.5 MW to 76.1 MW. The reduction of the optimised energy ex-
traction compared to the previous setup is expected because the inequality
constraints add further restrictions to the feasible turbine positioning. In
particular, the previous optimised turbine positioning is not a feasible so-
lution in this setup. The optimised alignment, shown in figure 5.8c, differs
significantly from the previous solution. The two main characteristic struc-
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(a) The extracted energy
(b) Initial turbine positions (c) Optimised turbine positions
(d) Free-surface displacement (e) Velocity magnitude
Figure 5.7.: Results of scenario 1 with no inequality constraints, i.e. turbines
may overlap.
tures are a > shaped alignment close to the inflow boundary and a wall of
turbines aligned perpendicular to the flow near the outflow boundary. Also
staggering can be seen in the interior of the site where one turbine is never
directly behind another turbine. Compared to the previous setup, the free-
surface displacement and the velocity magnitude decrease more gradually
towards the outflow, see figures 5.8d and 5.8e.
5.6.3. Scenario 2
The domain of the second scenario is shown in figure 5.5b. The inequality
constraints from the previous scenario are applied to this scenario to enforce
a minimum distance between the turbines. The optimisation algorithm
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(a) The extracted energy
(b) Initial turbine positions (c) Optimal turbine positions
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Figure 5.8.: Results of scenario 1 with inequality constraints.
terminates after 42 iterations and requires 41 gradient and 60 functional
evaluations. The total power output increases by 31% from 30.9 MW to
40.6 MW, see figure 5.9a. The optimised positioning, shown in figure 5.9b
features a distinct diamond shaped turbine layout with a hole on the inflow
facing side. Figures 5.9d and 5.9e of the free-surface displacement and
velocity magnitude, respectively, suggest that this hole acts to trap and push
the flow through the down-flow positioned turbines similar to the previous
examples.
This scenario is also used to investigate the potential of varying the scaling
factor K in the turbine parameterisation (5.3). For that, the optimisation
problem is altered such that both the turbine positions and the K values
for each turbine are included as optimisation variables. Additionally, box
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(a) The extracted energy
(b) Initial turbine positions (c) Optimal turbine positions
(d) Free-surface displacement (e) Velocity magnitude
Figure 5.9.: Results of scenario 2 with inequality constraints.
constraints are added to ensure that 0 ≤ K ≤ 21 for each turbine. With
this setup, the optimisation algorithm terminates after 72 iterations and
requires 71 gradient and 118 functional evaluations. The results are pre-
sented in figure 5.10. Compared to the initial layout, the energy extraction
increases by 39% from 30.9 MW to 43.0 MW - the additional freedom of the
optimisation algorithm has resulted in a higher optimum energy extraction.
The optimised turbine layout is similar in shape to the previous solution
but with a less distinct hole on the inflow facing side. However, the friction
coefficients of most turbines are significantly reduced. Only the turbines on
the down flow edges of the diamond take the maximum K value. Despite
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(a) The extracted energy
(b) Initial turbine friction (c) Optimal turbine friction
(d) Free-surface displacement (e) Velocity magnitude
Figure 5.10.: Results of scenario 2 with inequality constraints and optimis-
ing for the turbine scaling factor as well as for the turbine
positions.
this reduction, this optimised layout extracts about 8% more energy com-
pared to the solution of the previous setup. This suggests that reducing the
size of some of the turbines or removing them entirely might lead to a better
cost-performance ratio. In general this example shows that by controlling
not only the position of the turbines but also their scaling factor (which
can be viewed as controlling the pitch of the turbine blades) can lead to a
significant increase in the energy output.
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5.6.4. Scenario 3
The last example is modelled by the non-stationary shallow water equations
in the domain shown in figure 5.5c. The setup optimises only the turbine
positions and inequality constraints are used to enforce a minimum turbine
distance of 30 m. No-normal flow boundary conditions are enforced on the
sides and on the island. Dirichlet boundary conditions are applied on the
left and right boundary of the domain to enforce the following sinusoidal
in-/outflow velocity:
u(x, y, t) =
(
−2 sin (2pit/P )
0
)
,
with a P = 12 h period. The simulation time consists of one full sinusoidal
period and the time step was set to ∆t = 864 s, corresponding to a total of
50 time steps per simulation.
The results for this optimisation setup are show in figure 5.11. With
this setup, the optimisation algorithm terminates after 57 iterations and
requires 56 gradient and 86 functional evaluations. The averaged energy
extraction of the turbines increases by 22% from 48.4 MW to 59.0 MW.
Since the computational domain is symmetric and the simulation time covers
one full period, the optimal layout is expected to be symmetric in the x-
direction. The numerical solution, shown in figure 5.11b, shows indeed an
almost symmetric solution. The turbine alignment consists of two distorted
v shapes whose open ends face the in/-outflow boundaries. Similar to the
previous example, an interpretation for this alignment is to divert the stream
towards the corner of the v where turbines can extract large amounts of
energy. An additional row of turbines can be seen parallel to the bottom of
the domain. These turbines are positioned to capture energy from the flow
passing along the boundary.
5.7. Conclusions
The optimal positioning of tidal turbines in a tidal stream was formulated as
an optimisation problem constrained by the shallow water equations. This
problem was then solved with the optimisation framework from chapter 4
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using sequential quadratic programming and the adjoint approach for the
gradient computations.
The positioning problem was applied to four different idealised scenarios.
For each of these, the optimisation algorithm was able to increase the total
power extraction by between 22% to 75% compared to the initial layout.
The resulting optimal layouts show the consistent feature of a “V” shaped
alignment of the turbines, that to the knowledge of the author has not been
proposed before.
More tests have been performed that are not shown in this study. For
example, by relaxing the box constraints to allow the turbines to be po-
sitioned in the whole domain, the optimised solutions consists of tightly
packed turbines forming “barrages” across the channel. Similar alignments
have been suggested in the literature, for example by Salter (2009).
The source-code of the turbine layout optimisation program and all ex-
amples are open-source and available at http://opentidalfarm.org.
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(a) The averaged energy extraction
(b) Initial turbine friction (c) Optimal turbine friction
(d) Velocity magnitude at the time
when the input velocity from the left
reaches its maximum
(e) Velocity magnitude at the time
when the input velocity from the
right reaches its maximum
(f) The associated free-surface displace-
ment of figure 5.11e
Figure 5.11.: Results of the non-stationary scenario 3.
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Abstract
This chapter applies data assimilation to inundation problems governed
by the non-linear shallow water equations with wetting and drying.
The objective is to minimise the misfit between the simulated and an
observed wet/dry interface by recovering the wave profile at the inflow
boundary. The resulting optimisation problem is solved with gradient-
based optimisation using the framework described in chapter 4. The
capabilities of this approach are demonstrated on an idealised sloping
beach setup in which the profile of an incoming wave is reconstructed
from wet/dry interface observations. Furthermore, the wave profile re-
construction from inundation observations of a laboratory experiment
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of the Hokkaido-Nansei-Oki tsunami is considered. In both examples,
the wave profile is determined with an error of less than 1% of the
correct wave signal.
Figure 6.1.: Tsunami inundation, North of Phuket, Thailand. Is it possible
to reconstruct the incoming tsunami wave (and potentially the
mechanics of the source) from such images?
Image credit: ASTER: NASA/GSFC/METI/ERSDAC/JAROS, and U.S./Japan ASTER Sci-
ence Team SRTM: NASA/JPL/NGA.
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6.1. Introduction
Wetting and drying plays an important role in coastal research to study
tsunami waves (Kowalik et al., 2005), tidal flats and river estuaries (Zhang
et al., 2009; Xue and Du, 2010; Ka¨rna¨ et al., 2011), and flooding events (Wes-
terink et al., 2008; Song et al., 2011). For the simulation of the wetting and
drying processes many algorithms have been proposed, both for the shallow-
water equations (Medeiros and Hagen (2012) and the references therein) and
for the Navier-Stokes equations (Funke et al., 2011).
In addition to the simulation of these problems, it is often desired to study
the sensitivity of the solution with respect to input parameters such as ini-
tial and boundary conditions. The key for the efficient computation of these
sensitivities is the adjoint approach (see chapter 1). In the context of shal-
low water modelling without wetting and drying, adjoint models have been
successfully used in various applications, ranging from data assimilation
(Bagchi and Brummelhuis, 1994; Gejadze and Copeland, 2005; Chen and
Navon, 2009) and parameter identification (Ding and Wang, 2005) to wave
and flood control (Kawahara and Kawasaki, 1990; Sanders and Katopodes,
1996, 2000; Ding and Wang, 2006; Samizo and Kawahara, 2011). Blaise
et al. (2012) successfully reconstructed the initial condition of tsunami sim-
ulations from buoy measurements, but also emphasized the importance of
including wetting and drying in the adjoint model as future work.
The main contribution of this chapter is the development of an adjoint
model for the shallow water equations with wetting and drying to compute
the sensitivity of the wet/dry interface with respect to boundary conditions.
The sensitivity information is then used in combination with gradient-based
optimisation to solve data assimilation problems in an efficient manner. The
considered problems aim to find the boundary condition values that lead to
an observed wet/dry interface movement over time.
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6.2. Shallow water model with wetting and drying
6.2.1. Continuous formulation
The non-linear shallow water equations with appropriate initial and bound-
ary conditions are:
∂u
∂t
+ (u · ∇)u+ g∇η = ct(H)
H
‖u‖u in Ω× (0, T ), (6.1a)
∂η
∂t
+∇ · (Hu) = 0 in Ω× (0, T ), (6.1b)
u · n = 0 on ∂ΩS × (0, T ), (6.1c)
η = ηD on ∂ΩD × (0, T ), (6.1d)
u = u0, η = η0 at Ω× {0}, (6.1e)
where Ω is the domain of interest, T is the final time, u is the unknown
depth-averaged velocity, η is the unknown free-surface displacement, h de-
scribes the static bathymetry, H = η+h is the total water depth, u0 and η0
are the initial conditions, and n is the normal vector on the boundary. The
water height variables are visualised in figure 6.2a. The domain boundary is
divided into ∂ΩS , where a no-normal flow condition is imposed, and ∂ΩD,
where a Dirichlet boundary condition prescribes the free-surface displace-
ment ηD. The remaining parameters are the gravitational force g and the
friction coefficient in the Che´zy-Manning formulation:
ct(H) =
gµ2
H1/3
,
where µ is the user specified Manning coefficient.
In its standard form, the shallow water equations do not account for
wetting and drying processes. Various extensions have been proposed and
are summarised in Medeiros and Hagen (2012). A classical approach is to
mark individual mesh elements in the computational domain as wet or dry
and remove dry elements from the time step computation. However, the
elemental wet/dry conditions are usually discontinuous functions, which
complicates the development of the adjoint system. This can be seen in
the work of Miyaoka and Kawahara (2008), where the wetting and drying
algorithm was entirely ignored in the adjoint computation; instead, the
adjoint shallow water equations without wetting and drying were solved
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(a) Variables for the static bathymetry (b) Variables for the dynamic
bathymetry
Figure 6.2.: Modified water depth variables, source Ka¨rna¨ et al. (2011).
only in the wet area. Such an approach does not provide the sensitivity
of the wet/dry interface, which is crucial for the applications considered
here. This work is based on an alternative wetting and drying algorithm
proposed by Ka¨rna¨ et al. (2011), motivated by the fact that the authors use
the Newton method to solve the discretised equations, hence ensuring the
differentiability of the numerical schemes.
The wetting and drying algorithm developed by Ka¨rna¨ et al. (2011)
is based on the idea to replace the static bathymetry h with a dynamic
bathymetry h˜, which moves such that the water level remains always posi-
tive. This dynamic bathymetry is defined as:
h˜(x, t) := h+ f(H),
where f is a smooth function that ensures the positiveness of the total water
depth, that is:
H˜ := η + h˜ > 0. (6.2)
The resulting variables for the dynamic bathymetry approach are visualised
in figure 6.2b. For the function f Ka¨rna¨ et al. (2011) suggests a smooth
approximation of the maximum operator:
f(H) :=
1
2
(√
H2 + α2 −H
)
≈ max(0,−H). (6.3)
This function choice, plotted in figure 6.3a, is also used in this work. The
constant parameter α in definition (6.3) controls the accuracy of the approx-
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imation to the non-differentiable max operator. Ka¨rna¨ et al. (2011) gives a
guideline for determining a suitable estimate for this constant:
α ≈  := de‖∇h‖, (6.4)
where de is a typical length scale of the mesh element.
The modified shallow water equations that include wetting and drying
are obtained from the original equations (6.1) by replacing the total depth
H with its dynamic variant H˜ and including the time derivative of the dy-
namic bathymetry h˜ in the continuity equation to account for the temporal
variability of the bathymetry:
∂u
∂t
+ (u · ∇)u+ g∇η = ct(H˜)
H˜
‖u‖u in Ω× (0, T ),
∂η
∂t
+
∂h˜
∂t
+∇ · (H˜u) = 0 in Ω× (0, T ),
u · n = 0 on ∂ΩS × (0, T ),
η = ηD on ∂ΩD × (0, T ),
u = u0, η = η0 at t = 0.
(6.5)
Finally, to avoid non-differentiable functions in the continuous formulation,
the norm operator in (6.5) is replaced by a smooth approximation:
‖u‖ ≈
√
‖u‖2 + α2,
with the same α constant as above. A plot of this approximation function
is given in figure 6.3b.
6.2.2. Spatial discretisation
The modified shallow water equations (6.5) are discretised in space with
the mixed continuous-discontinuous finite element method. A general in-
troduction to discontinuous Galerkin methods can be found in Hesthaven
and Warburton (2008).
The discrete function spaces are constructed with the P1DG-P2 finite
element pair (Cotter et al., 2009; Comblen et al., 2010). Let V and W
denote the associated function spaces for the velocity and free-surface dis-
placement, respectively. The weak formulation is obtained by multiplying
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(a) Smooth approximation of the func-
tion max(0,−H), which is used to
enforce a positive water level in
equation (6.2)
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(c) Smooth approximation of the Heaviside step function (6.10)
used in the functional of interest as an indicator function for
dry areas. Note that the smooth representation is equivalent
to f ′(x) + 1, where f is defined in equation (6.3)
Figure 6.3.: Smooth approximations of the non-differentiable functions that
occur in the problem formulation. This chapter uses the same
smoothness constant α for all approximations.
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equations (6.5) with test functions Ψ ∈ V and Φ ∈W and integrating over
the domain Ω. A weak incorporation of the boundary conditions leads to
following formulation: find u ∈ V, η ∈W such that ∀ Ψ ∈ V, Φ ∈W :〈
∂u
∂t
,Ψ
〉
Ω
+ 〈(u · ∇)u,Ψ〉Ω −
∑
e∈E
(〈{u+}JuK,Ψ+〉
e
− 〈{u−}JuK,Ψ−〉
e
)
+ 〈g∇η,Ψ〉Ω − g 〈η − ηD,Ψ · n〉∂ΩD =
〈
ct(H˜)
H˜
‖u‖u,Ψ
〉
Ω
, (6.6a)〈
∂H˜
∂t
,Φ
〉
Ω
−
〈
(H˜u),∇Φ
〉
Ω
+
〈
H˜u · n,Φ
〉
∂Ω\∂ΩS
= 0. (6.6b)
Here, E denotes the interior mesh facets and the superscripts + and −
are used to distinguish between the two facet values of the discontinuous
function. {u} represents the downwind value of u, i.e.:
{u} :=
u · n if u · n < 0,0 otherwise,
and JuK denotes the jump of u across the facet side:
JuK := u+ − u−.
A simple upwinding scheme is implemented for the advection term, which is
obtained by integrating the advection term by parts, replacing the advected
velocity at the inflow facets with the upwind velocity and then integrating
by parts again. The no-normal flow boundary condition is weakly applied
by neglecting the surface integrals associated with the domain boundary
∂ΩS in equation (6.6b). Similarly, the pressure term in the momentum
equation (6.6a) is integrated twice by parts to weakly enforce the Dirichlet
boundary condition on ∂ΩD.
As discussed in Ka¨rna¨ et al. (2011), volume conservation is only satisfied
if the integrals featuring the continuity equation (6.6b) are evaluated ac-
curately. However, H˜ is not a polynomial function and therefore standard
quadrature rules would require an infinite degree to exactly evaluated these
integrals. Section 6.2.4 investigates this issue and shows how a finite quadra-
ture degree affects the volume conservation. Another difficulty is to ensure
that H˜ is everywhere positive on the discrete level. Ka¨rna¨ et al. (2011) uses
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piecewise linear elements for H˜ and exploits the fact that functions based on
linear finite elements take their extrema at vertices. Therefore a nodewise
projection for H˜ ensures a domain-wide positive water level. To circumvent
this problem for the quadratic elements used here, H˜ itself is never stored
as a discrete function, but is instead reevaluated for each quadrature point
using equation (6.2).
6.2.3. Temporal discretisation
Following Ka¨rna¨ et al. (2011), the weak equations are discretised in time
using the second-order Diagonally Implicit Runge-Kutta (DIRK22) scheme
(Ascher et al., 1997, §2.6). It is an implicit time stepping scheme and
therefore allows for large time steps in the time integration.
For brevity, the weak equations (6.6) are written in the shortened form:〈
∂u
∂t
,Ψ
〉
Ω
= Su(η, u),〈
∂H˜
∂t
,Φ
〉
Ω
= Sη(η, u).
To begin with, the continuous time period is split into discrete levels with
associated time steps ∆t. For each time level, DIRK schemes solve a se-
quence of stages, each of which consists of solving a non-linear equation.
Let the superscript n denote the time level and a superscript i denote the
stage. The computation of time level n involves following steps:
 For each stage i = 1, . . . , s solve following non-linear system to obtain
the intermediate solutions ui and ηi:
〈
ui,Ψ
〉
Ω
=
〈
un−1,Ψ
〉
Ω
+ ∆t
i∑
j=1
ai,jSu(η
j , uj),
〈
H˜ i,Φ
〉
Ω
=
〈
H˜n−1,Φ
〉
Ω
+ ∆t
i∑
j=1
ai,jSη(η
j , uj).
Each stage has an associated time level of ti = tn+ ci∆t which is used
to compute the values of forcing terms. The coefficients ai,j and ci
depend on the specific Runge-Kutta method and are defined below.
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 The final stage linearly combines these intermediates solutions to ob-
tain the unknowns at the next time level un and ηn:
〈un,Ψ〉Ω =
〈
un−1,Ψ
〉
Ω
+ ∆t
s∑
j=1
bjSu(η
j , uj),
〈
H˜n,Φ
〉
Ω
=
〈
H˜n−1,Φ
〉
Ω
+ ∆t
s∑
j=1
bjSη(η
j , uj).
Again, the coefficients bj depend on the specific Runge-Kutta method
used.
In general, the Runge-Kutta coefficients aij , bj and ci are defined compactly
in the form of a Butcher tableaux:
c1 a1,1
c2 a2,1 a2,2
...
...
...
. . .
cs as,1 as,2 . . . as,s
b1 b2 . . . bs
The Butcher tableaux of the DIRK22 scheme used in this work is defined
as (Ascher et al., 1997, §2.6):
γ γ
1 1− γ γ
1− γ γ
with γ :=
(
2−√2) /2.
6.2.4. Verification
The discretised shallow water equations with wetting and drying was im-
plemented and solved with the PDE-framework FEniCS (Logg et al., 2011).
To verify the implementation, an analytical test case published by Thacker
(1981) is used. This test case considers an undamped wave in a flat, bowl
shaped basin where wetting and drying occurs on its sides.
The test domain consists of a circular basin with parabolic depth defined
as:
h(x, y) := hc
(
1− x
2 + y2
L2
)
,
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where L and hc are positive constants describing the basin’s length and
depth at its centre, respectively. The analytical solution solves the shallow
water equations without bottom friction, that is µ = 0, and is (Thacker,
1981):
uexact(x, y, t) :=
ωA sin(ωt)
2(1−A cos(ωt))
(
x
y
)
,
ηexact(x, y, t) := hc
( √
1−A2
1−A cosωt − 1−
x2 + y2
L2
(
1−A2
(1−A cosωt)2 − 1
))
,
where
ω2 :=
8ghc
L2
, A :=
(hc + ηc)
2 − h2c
(hc + ηc)2 + h2c
,
and ηc is the maximum free-surface displacement at the basin’s centre. The
parameters for the numerical tests were chosen consistently with Balzano
(1998): L = 430.62 km, hc = 50 m, ηc = 2 m and a gravity magnitude of
g = 9.81 m/s2. This results in a periodic free-surface oscillation with a 12 h
period, see figure 6.4.
The Thacker test case was numerically solved on four meshes with in-
creasing resolution (figure 6.5). To ensure that the domain is sufficiently
large to capture the wetting and drying process, the computational domain
consists of a circle with radius 496.20 km, in accordance to Ka¨rna¨ et al.
(2011). The simulation was carried out for 24 h with a time step of 300 s.
This time step is small enough to ensure that the spatial error dominates
the temporal discretisation error: performing the convergence analysis with
a time step of 150 s resulted in similar convergence results. The smoothness
constant α is estimated using equation (6.4) and yields α ≈ 2.4 m for the
finest mesh. Numerical experiments showed that this value can further be
reduced to α = 1.8 m without loosing the stability of the simulation. Hence,
this reduced value was used for the finest mesh, and linearly increased with
the mesh element sizes for the coarser meshes (i.e. α = 1.8, 3.6, 5.4, 7.2 m
for the 10, 20, 30, 40 km meshes).
The model implementation was verified by repeating the convergence test
performed by Ka¨rna¨ et al. (2011) and comparing the resulting order of
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Figure 6.4.: The setup of the Thacker problem. The free-surface oscillates
with a 12 h period, while wetting and drying occurs at the sides
of the basin.
(a) 40 km mesh resolution (b) 30 km mesh resolution
(c) 20 km mesh resolution (d) 10 km mesh resolution
Figure 6.5.: The four meshes (generated with Gmsh (Geuzaine and Remacle,
2009)) used for the Thacker test case to determine the spatial
convergence rate of the shallow water model with wetting and
drying.
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Figure 6.6.: Spatial discretisation errors computed from the four meshes
shown in figure 6.5. The average rate of convergence is 1.46,
Ka¨rna¨ et al. (2011) observed an order of 1.47.
convergence. The error measure is defined as:
E :=
√
〈η˜ − η˜exact, η˜ − η˜exact〉Ω×(0,T ),
where η˜ := H˜ − h and η˜exact := max(ηexact,−h) are the numerical and
analytical solutions that take the bathymetry into account. The numerical
errors for the four meshes are plotted in figure 6.6. The average convergence
rate is 1.46 which is close to the convergence rate of 1.47 observed by Ka¨rna¨
et al. (2011).
6.2.5. Volume conservation
As discussed in section 6.2.2, it has to be assessed whether the inaccurate
quadrature computations affect the volume conservation. Furthermore, the
non-linear systems are solved using a Newton solver whose tolerance settings
might impact the volume conservation as well.
To test the volume conservation, the Thacker test case introduced in the
previous section was used. It consists of a closed domain and therefore
the fluid volume must remain constant throughout time. Using the setup
with the coarsest mesh from the previous section, the Thacker test case
was solved for a combination of different quadrature degrees and Newton
tolerances. For each combination, the maximum relative error in the volume
conservation was computed as:
EV := max
t∈(0,T )
∣∣∣∣V (0)− V (t)V (0)
∣∣∣∣ ,
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Quadrature degree Newton tolerance Relative volume error EV
4 10−6 1.27 · 10−8
4 10−9 5.71 · 10−12
4 10−12 4.46 · 10−15
20 10−6 1.26 · 10−8
20 10−9 5.70 · 10−12
20 10−12 2.81 · 10−15
121 10−6 1.26 · 10−8
121 10−9 5.70 · 10−12
121 10−12 2.69 · 10−15
Table 6.1.: The maximum relative volume conservation error over 24 h on
the coarsest mesh (figure 6.5a) for different quadrature degrees
and relative Newton solver tolerances.
where V (t) :=
∫
Ω H˜(t) dx is the total fluid volume at a time t.
The results of these tests are printed in table 6.1. The volume conserva-
tion error is largely dominated by the tolerance of the Newton solver while
the quadrature degree has only marginal influence. The following numerical
results use a quadrature degree of 20 and a relative Newton solver tolerance
of 10−9.
6.2.6. Validation
The validation of the forward model is out of scope of this work. However,
the wetting and drying scheme has been applied to the Scheldt estuary and
the North sea and validated against tidal stations with good results in Ka¨rna¨
et al. (2011) and Gourgue (2011).
6.3. The optimisation problem
6.3.1. Mathematical formulation as a PDE-constrained
optimisation problem
This section formulates the optimisation problem constrained by the shallow
water equations with wetting and drying. In the following section, this
formulation is then applied to data assimilation problems.
The functional of interest that is to be minimised measures the misfit
between an observed and the simulated wet/dry interface over time. For its
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formulation, an indicator function is constructed that approaches 1 in dry
and 0 in wet areas. By noting that η ≥ h in wet and η < h in dry areas (see
figure 6.2a), this indicator function is defined as H(η− h) where H denotes
following smooth approximation of the Heaviside step function:
H(x) := 1
2
(
x√
x2 + α2
+ 1
)
≈
0 if x < 0,1 else, (6.10)
in which the α constant controls the smoothness of the approximation. A
plot of this approximation in given in figure 6.3c. With that, the functional
of interest is defined as:
J(η) :=
1
2
〈H(η − h)− d,H(η − h)− d〉Ω×(0,T ) , (6.11)
where d denotes the observed wet/dry interface.
The optimisation parameters consist of the Dirichlet boundary values ηD
in the shallow water equations (6.5). For simplicity, it is assumed that these
values only vary in time, i.e. are constant in space. Note that the compu-
tation of the Runge-Kutta stages requires the Dirichlet boundary values at
intermediate time levels, see section 6.2.3. These values are obtained by
linearly interpolating the values of the two neighbouring time levels.
At this point, the full optimisation problem can the be stated:
min
ηD,u,η
J(η) subject to
∂u
∂t
+ (u · ∇)u+ g∇η = ct(H˜)
H˜
‖u‖u on ∂Ω× (0, T ),
∂η
∂t
+
∂h˜
∂t
+∇ · (H˜u) = 0 on ∂Ω× (0, T ),
u · n = 0 on ∂ΩS × (0, T ),
η = ηD on ∂ΩD × (0, T ),
u = u0, η = η0 at Ω× {0}.
(6.12)
6.3.2. Adjoint model implementation
In order to efficiently obtain the solution of the optimisation problem (6.12),
the derivative of the functional of interest J with respect to the optimisa-
tion parameters ηD is required. This information is computed here using the
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adjoint approach described in chapter 1. The continuous adjoint equations
of the shallow water equations were discussed in section 5.4.4 and derived
in appendix C. In this chapter, the discrete adjoint model is automatically
derived using libadjoint and dolfin-adjoint as described in chapters 2 and
3. The necessary code changes were minimal and involved changing less
than 10 lines of code. Since all operators in the discrete formulation are
differentiable, the resulting functional gradient is consistent with the dis-
crete system. This was tested with the Taylor remainder convergence test,
described in section 2.5.6. Its application to a simple example yielded the ex-
pected first-order and second-order convergence with and without gradient
information, respectively. Furthermore, the Taylor remainder convergence
test was successfully applied to the first ten optimisation iterations of the
following numerical examples. This gives high confidence that the adjoint
system and the gradient computation are correctly implemented. Once the
gradient computation was verified the optimisation framework described in
chapter 4 was used to solve the optimisation problem (6.12). Again, the
development effort was minimal; only two additional lines of code were re-
quired.
6.4. Numerical examples
This section presents two applications of the optimisation problem (6.12)
where wetting and drying plays an essential role. The problems are solved
with the limited memory BFGS (L-BFGS-B) implementation in SciPy (Jones
et al., 2001). The L-BFGS-B method belongs to the class of quasi-Newton
algorithms that use an approximation of the Hessian matrix based on a lim-
ited number of functional gradients, see section 4.3.1. The examples shown
in this section use 10 gradients for this approximation.
In order to be able to investigate the effectiveness of the method, the
following results are based on synthetically generated observations of the
wet/dry interface. These are obtained by first choosing a suitable Dirichlet
boundary condition ηexactD , and then executing the forward model while
recording the wet/dry interface. Using these records as the observations
d in the functional of interest (6.11) guarantees that the chosen Dirichlet
boundary condition ηexactD is a solution to the optimisation problem (6.12).
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(a) Domain (b) Mesh
Figure 6.7.: The setup for the wave profile reconstruction on a sloping beach.
6.4.1. Wave profile reconstruction on a sloping beach
The first application consists of a long, thin sloping beach with an incoming
wave on the deep side. The goal is to reconstruct the wave profile based on
observations of the wet/dry interface.
The computational domain is an adaption of a wetting and drying test
case considered by Balzano (1998). It consists of a linearly increasing slope
of 1.2 km width and 20.7 km length. The left end of the slope is 5 m below,
and the right end 2.5 m above the reference level, see figure 6.7a. The
Dirichlet boundary condition ηD controls the water level on the left hand
side of the domain while a no-normal flow condition is enforced on the other
parts of the boundary.
The remaining parameters are g = 9.81 m/s2 for the gravity constant and
µ = 0.05 s/m1/3 for the Manning drag coefficient. The domain is uniformly
discretised with triangular elements of 1.2 km size, see figure 6.7b. The time
step is set to ∆t = 600 s and the final time is T = 24 h.
The parameters to be optimised are the free-surface displacement values
at left boundary for each time level, except for the values during the initial
and final 2 h. This avoids the difficulty that, due to the finite wave speed,
the Dirichlet boundary values associated with the final time levels have no
influence on the wet/dry interface. Similarly, the first Dirichlet boundary
value has no influence as it is overwritten by the initial condition of the
shallow water equations.
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6.4.1.1. Sinusoidal Dirichlet boundary
In this first example, the synthetic Dirichlet boundary ηexactD consists of one
sinusoidal wave with p := 12 h period and 1 m amplitude (figure 6.8b):
ηexactD (t) :=

0 if t < 6 h,
1
2
(
− cos
(
2pi(t−6 h)
p
)
+ 1
)
if 6 h ≤ t ≤ 18 h,
0 t > 18 h.
(6.13)
The observations d in the functional of interest (6.11) are generated by
running the forward model with the synthetic Dirichlet boundary values for
24 h and recording the approximated wet/dry interface H(η − h) at every
time level. The resulting observations with a smoothness value of α = 1.8
are plotted in figure 6.8a.
To verify that the synthetic Dirichlet boundary condition ηexactD com-
bined with these observations is indeed a solution to the optimisation prob-
lem (6.12), the optimisation algorithm was executed with ηD = η
exact
D as an
initial guess. As expected, the algorithm terminated after the first iteration,
reporting that the first-order optimality conditions hold (i.e. the functional
gradient is exactly zero).
Next it was tested if the synthetic Dirichlet boundary condition can be
recovered without any prior information. For that, the optimisation prob-
lem (6.12) was solved with an initial guess of ηD = 0. The optimisation
algorithm was configured to terminate once the norm of the functional gra-
dient decreased below 102. With that setup, the algorithm finished after 16
iterations (18 functional evaluations). Figures 6.8b and 6.8c show that the
synthetic Dirichlet condition was successfully reconstructed, up to a max-
imum error of 2.89 · 10−6 m (figure 6.8d). The remaining error, shown in
figure 6.8d, oscillates and is concentrated at the beginning and end of the
time period.
The large smoothing constant used in the previous example can cause un-
physical results as described in Ka¨rna¨ et al. (2011). The guideline equation
for the smoothness parameter (6.4) suggests a value of α = 0.43. Therefore,
the optimisation problem was again solved with this recommended smooth-
ness value. The resulting observations are plotted in figure 6.9a. Compared
to the previous example, the sharper gradient at the wet/dry interface can
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(a) The wet/dry interface observations constructed by running the forward problem
with the synthetic Dirichlet boundary values. The observations are approxi-
mated indicator functions of the wet/dry interface (marked as dashed line).
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(e) Functional values during the optimi-
sation iterations.
Figure 6.8.: Results of the wave profile reconstruction on a sloping beach
with a sinusoidal Dirichlet boundary and smoothing value α =
1.8. The initial and final 2 h of the boundary values are excluded
from the reconstruction.
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clearly be seen. With this setup, the optimisation algorithm terminates af-
ter 93 iterations (99 functional evaluations) and was able to reconstruct the
incoming wave profile up to a maximum error of 1.04 · 10−5 m.
From figure 6.9 it can be seen that the optimisation convergence nearly
stagnates after around 10 optimisation iterations. Possible reasons for that
are that the optimisation algorithm reaches a point where tolerance settings
for the forward or adjoint models become significant, or that regularisation
techniques are required to achieve a fast convergence to the optimal solution.
A introduction to regularisation techniques can be found in Wang et al.
(2010). Nevertheless, the reconstruction error is of order 0.001% of the
wave height, which is sufficiently accurate for many practical applications.
6.4.1.2. Composed sinusoidal Dirichlet boundary
To demonstrate that also a more complex Dirichlet boundary condition can
be reconstructed, the previous example is repeated with a synthetic Dirichlet
function ηexactD that consists of the composition of two sinusoidal functions
with different periods (figure 6.10b):
ηexactD (t) =

0 if t < 6 h,
1
2
(
cos
(
2pi(t−6 h)
p
)
− cos
(
8pi(t−6 h)
p
))
if 6 h ≤ t ≤ 18 h,
0 t > 18 h.
where p := 12 h. The smoothing value is obtained from the guideline equa-
tion (6.4) and is α = 0.43. The observations are generated in the same way
as in the previous example and are plotted in figure 6.10a.
In this case, the optimisation tolerance was not reached after 150 optimi-
sation iterations (158 functional evaluations), at which point the algorithm
was manually terminated. The results in figure 6.10 show a reconstruction of
the Dirichlet boundary condition up to an absolute error of 0.011 m, which
corresponds to an error of approximately 0.5% of the incoming wave height.
Comparing the convergence plot 6.10e to the previous examples shows that
the shape of the wave profile to be reconstructed can have significant impact
on the convergence of the optimisation method.
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(a) The wet/dry interface observations constructed by running the forward problem
with the synthetic Dirichlet boundary values. The observations are approxi-
mated indicator functions of the wet/dry interface (marked as dashed line).
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(e) Functional values during the optimi-
sation iterations.
Figure 6.9.: Results of the wave profile reconstruction on a sloping beach
with a sinusoidal Dirichlet boundary and smoothing value α =
0.43. The initial and final 2 h of the boundary values are ex-
cluded from the reconstruction.
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(a) The wet/dry interface observations constructed by running the forward problem
with the synthetic Dirichlet boundary values. The observations are approxi-
mated indicator functions of the wet/dry interface (marked as dashed line).
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(e) Functional values during the optimi-
sation iterations.
Figure 6.10.: Results of the wave profile reconstruction on a sloping beach
with a composed sinusoidal Dirichlet boundary and smoothing
value α = 0.43. The initial and final 2 h of the boundary values
are excluded from the reconstruction.
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Figure 6.11.: The laboratory setup of the Hokkaido-Nansei-Oki tsunami ex-
ample, based on 1/400 laboratory experiment by the Central
Research Institute for Electric Power Industry. The island at
the center and the coast on the right are hit by a tsunami
shaped wave coming from the left boundary.
6.4.2. Reconstruction of the Hokkaido-Nansei-Oki tsunami
wave profile
The second application is motivated by the question of wether it is possible
to reconstruct a tsunami wave profile from satellite observations that record
the inundation line over time.
The considered event is the Hokkaido-Nansei-Oki tsunami that occurred
in 1993 and produced run-up heights of up to 30 m on the Okushiri is-
land, Japan. The Central Research Institute for Electric Power Industry
(CRIEPI) in Abiko, Japan constructed a 1/400 laboratory model of the
area around the island (Matsuyama and Tanaka, 2001). Following Yalciner
et al. (2011), this experiment is simulated in a rectangular domain of size
5.448 m × 3.402 m. The bathymetry and coastal topography is shown in
figure 6.11a. It contains an island in the center and coastal regions on the
top right of the domain. On the left boundary a surface elevation profile
is enforced that resembles a tsunami wave (figure 6.12b). The task is to
reconstruct this wave profile. On the remaining boundaries, a no-normal
flow condition is imposed.
The domain is discretised with an unstructured mesh consisting of 1, 411
triangular elements with increasing resolution near the inundation areas, see
figure 6.11b. The temporal discretisation uses a time step of 0.5 s with a to-
tal simulation time of 32 s. The Manning coefficient is set to µ = 0.05 s/m
1
3 .
The observations are synthetically generated by running the model with the
165
6. Data assimilation for the shallow water equations with wetting and drying
wave profile that was used in the laboratory experiment while recording the
wet/dry interface. The smoothness value was determined experimentally:
with a value of α = 0.05, the Newton solver in the forward model failed to
converge during the optimisation procedure. For this reason, an α value of
0.1 was used.
As an initial guess for the optimisation algorithm, the Dirichlet boundary
values are set to 1.05 · 10−3 m for all time levels, which corresponds to the
final free-surface displacement of the input wave. For the same reason as in
the examples above, the initial and final 2 s of the Dirichlet boundary values
were then reset to the correct Dirichlet boundary values and excluded from
the optimisation. Furthermore, a box constraint was used to restrict the
minimum and maximum free-surface displacement to −1.5 cm and +2 cm;
without these constraints the first optimisation iterations would generate
unrealistically large Dirichlet boundary values for which the forward model
would not converge.
After 103 optimisation iterations (113 functional evaluations) the relative
decrease of the functional of interest per iteration fell below the machine
precision and the algorithm terminated. The results are shown in figure 6.12.
The incoming wave was reconstructed up to an absolute error of 3.91 · 10−7
cm (figure 6.12d), which corresponds to an relative error of less than 3 ·
10−5% of the incoming wave height.
6.5. Summary
A shallow water model with wetting and drying and its adjoint model has
been developed and used in the context of data assimilation. The formulated
optimisation problem reconstructs the wave profile of inundation problems,
such that the difference between observed and simulated wet/dry interface
is minimised. The examples demonstrate that, under idealised conditions,
the profile of the incoming wave can be recovered with an error of order 1%
or less of the wave height, even if no or very little information is known a
priori. This is the first step towards reconstructing unknowns such as the
tsunami source and wave profile from real inundation data that is available
from satellite imaging.
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(a) The wet/dry interface observations after 0 s, 20 s, 29 s, 32 s, in reading or-
der. The observations are constructed by running the forward problem with
the synthetic Dirichlet boundary values. The observations are approximated
indicator functions of the wet/dry interface (marked as white lines)
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(b) The correct tsunami wave profile.
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(c) The reconstructed tsunami wave
profile.
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(d) The difference between correct and
reconstructed tsunami wave pro-
files.
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timisation iterations
Figure 6.12.: Results of the reconstruction of the Hokkaido-Nansei-Oki
tsunami wave profile. The initial and final 2 s of the boundary
values are excluded from the reconstruction.
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Chapter 7
Summary and future work
7.1. Summary
The beginning of this thesis introduced PDE-constrained optimisation and
the concept of solving the adjoint equations to efficiently compute deriva-
tive information. This chapter specifically focused on the required software
development, in particular of the adjoint model, and possible automation.
Chapter 2 presented the library libadjoint that facilitates the development
of adjoint models based on the abstraction that the computer model is a
sequence of equation solves. To demonstrate the utility of this library, it
was used to adjoin two models in the computational fluid dynamics frame-
work Fluidity, for which the application of current low-level algorithmic
differentiation tools is impossible.
Chapter 3 applied this library to the finite-element environment FEniCS.
By combining the high-level abstractions that libadjoint and FEniCS pro-
vide, it was possible to fully automate the derivation and implementation
of adjoint models from a given forward model. Multiple examples demon-
strated the degree of automation and the robustness of this approach.
Chapter 4 used these techniques to develop a framework for solving opti-
misation problems governed by PDEs. Its key features are its generality by
relying on the FEniCS environment, the small amount of development effort
required due to the automation with dolfin-adjoint and its flexibility by in-
terfacing with a wide range of gradient-free and gradient-based optimisation
algorithms.
169
7. Summary and future work
This framework was then applied in chapter 5 to solve for the optimal
positioning of tidal turbines in a tidal stream. The results showed an in-
crease in power extraction of up to 75% compared to a reference layout and
resulted in novel turbine configurations.
Another application of the optimisation module was presented in chap-
ter 6, where data assimilation was applied to a shallow water model with
wetting and drying. The question addressed here was: is it possible to recon-
struct the profile of an incoming wave from observations of the inundation
pattern? An idealised tsunami inundation was investigated, for which the
tsunami wave profile was successfully recovered.
7.2. Future work
7.2.1. Application of libadjoint to other high-level
frameworks
The library libadjoint (chapter 2) was specifically designed to develop ad-
joint models of existing forward models. In this thesis, this was demon-
strated by applying libadjoint to parts of Fluidity and to the FEniCS sys-
tem. The high-level approaches of FEniCS and libadjoint enabled the auto-
mated derivation and solution of adjoint systems. Future work could apply
libadjoint to additional forward models, with a focus on models where the
problem description is accessible as data, in order to achieve a similar de-
gree of automation. An example is the framework proposed by Markall et al.
(2010) and Rathgeber et al. (2012), a related project to FEniCS that aims to
create optimised parallel finite-element code for multiple target platforms,
including multi-core CPUs and GPUs from UFL. However, the derivation
of adjoint models is useful outside the context of finite element methods,
and the concepts and ideas of libadjoint apply to any computer model that
can be naturally represented as a sequence of equation solves.
7.2.2. Automated continuous adjoint approach in FEniCS
Chapters 2 and 3 focused on the automatic derivation and solution of the
discrete adjoint approach. However, as described in section 1.3.1, there are
cases where the continuous adjoint approach is preferable, for example in
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combination with adaptive discretisation methods, discontinuous numerical
schemes or shape optimisation.
The automation of the continuous adjoint approach from low-level source
code is impossible, since the forward equations are only available in their
discretised form, interwoven with machine-specific implementation details.
In contrast, in FEniCS the user specifies the discretised weak form in
the high-level form language UFL, and hence the mathematical problem
specification is directly accessible as data. The continuous weak problem
is obtained by replacing the discrete functions with functions from suitable
continuous function spaces (and by removing numerical facilitators such
as upwinding). Assuming that FEniCS also had an abstraction layer for
the temporal discretisation, the same strategy could be used to obtain the
continuous formulation of time-dependent problems.
With the continuous weak formulation of the forward system, the as-
sociated continuous weak formulation of the adjoint formulation could be
derived automatically by symbolic manipulation. The result could then be
discretised and solved with the techniques that FEniCS provides.
7.2.3. Using the automated adjoint derivation and the
PDE-constrained optimisation framework
The results of chapters 2 and 3 enable the rapid development of forward
and adjoint models. These can then be directly used with the optimisation
framework presented in chapter 4 to solve PDE-constrained optimisation
problems. The ease of setting up these problems is a major advance: it en-
ables the development of complex PDE-constrained optimisation in days in-
stead of years. Extensive documentation, examples, and precompiled pack-
ages for both FEniCS and dolfin-adjoint further simplify the application of
these tools.
A major avenue is to take this work and translate it into impact across
of science and engineering. So far, dolfin-adjoint has been used to solve
adjoint models and PDE-constrained optimisation problems for the Burg-
ers’, the Yamabe, and the shallow ice equation, the shallow water equa-
tions with wetting and drying, the Navier-Stokes, the Cahn-Hilliard and
the Gray-Scott equations and more. Therefore, future work could consist
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of developing additional forward and adjoint models and their application
in PDE-constrained optimisation algorithms.
7.2.4. Support for multilevel methods for the
PDE-constrained optimisation framework
Multilevel optimisation methods solve the optimisation problem on a hier-
archy of approximations to accelerate its solution (Dreyer et al., 2000; Lewis
and Nash, 2005). The approximation levels can either be defined manually,
for example by generating multiple meshes with different resolutions, or be
determined automatically, for example with reduced order techniques (Fahl
and Sachs, 2003) or error estimators (Ziems and Ulbrich, 2011).
The advantage of multilevel methods is that often most optimisation it-
erations can be performed on the coarsest approximation level. This is par-
ticularly important in the case of PDE-constrained optimisation, in which
the computational cost is typically dominated by the PDE-solves. This cost
can be greatly reduced if a coarser discretisation is used. Therefore, future
work could extend the optimisation framework presented in chapter 4 to
support multilevel optimisation.
7.2.5. Support for solving optimisation problems in the
unreduced form
Currently, the optimisation module of dolfin-adjoint solves the optimisation
problem in the reduced form (4.3). However, for the reasons explained in
section 4.2, it might be advantageous to solve the problem in the unre-
duced form. The unreduced formulation leads to a large-scale optimisation
problem and requires specially designed optimisation algorithms. Such al-
gorithms are implemented in the software package TAO (Munson et al.,
2012), and hence future work could consist of interfacing the presented op-
timisation framework with TAO.
7.2.6. Extensions of the optimal positioning of tidal turbines
The layout optimisation for tidal turbine farms described in chapter 5 can
be extended in various ways.
To begin with, the results presented in the chapter are possibly only local
solutions to the optimisation problem, since a local gradient-based opti-
172
7.2. Future work
misation algorithm was applied. Therefore, the next step could consist of
applying a global (or hybrid) optimisation algorithm to investigate possible
better configurations. Alternatively, one could perform multiple gradient-
based optimisations each with a different initial turbine layout to explore
more of the solution space.
Secondly, the example in section 5.6.3 suggested that reducing the number
of turbines could lead to a better cost-performance ratio. Such questions
could be addressed by applying mixed-integer programming, which enables
the optimisation of both continuous variables such as the turbine positions,
as well as discrete variables such as the numbers of turbines.
Thirdly, the optimisation formulation could be made more realistic by
using a functional of interest that includes factors such as the installation
costs of the cables or the dependency of the installation cost on the water
depth. In addition, time-dependent control variables could be used, for
example for controlling the blade pitches or the turbine directions over time.
Finally, the forward model could be made more realistic by adding a
depth-averaged turbulence model, such as the k− model proposed by Ras-
togi and Rodi (1978). Furthermore, the turbine model should be validated
against measurements, or compared against three-dimensional simulations.
7.2.7. Adjoint model of the Navier-Stokes equations with
free-surface and wetting and drying
The data assimilation presented in chapter 6 used the shallow water equa-
tions with wetting and drying to simulate the fluid dynamics. However, in
the inundation areas, the vertical velocity component typically becomes sig-
nificant, and non-hydrostatic effects important. Depending on the problem
at hand it can therefore be questioned whether the depth-averaged hydro-
static shallow-water equations sufficiently resolve these processes.
The author has published a wetting and drying algorithm for the non-
hydrostatic Navier-Stokes equations with free-surface (Funke et al., 2011).
In this approach, the three-dimensional domain adapts vertically with the
movement of the free-surface. The wetting and drying algorithm stops this
movement below a certain threshold to avoid negative water heights, which
naturally leads to a no-normal flow boundary condition on the free-surface
boundary.
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Future work could develop an adjoint model for this wetting and dry-
ing algorithm. Besides a maximum operator which can be smoothed with
similar techniques to these in chapter 6, the scheme does not contain any
non-differentiable operators and is therefore suitable for the adjoint model
derivation.
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Appendix A
Adjoint derivation of the
continuous Burgers equation
Consider the Burger’s equation with Dirichlet boundary conditions:
∂u
∂t
+ u · ∇u− ν∇2u = f in Ω× (0, T ),
u = g on ∂Ω× (0, T ),
u = u0 for Ω× {0},
(A.1)
where Ω × (0, T ) defines the domain of interest, u : Ω × (0, T ) → Rd is
the solution, ν ∈ R is the viscosity parameter, f : Ω × (0, T ) → Rd is the
source function, g : ∂Ω × (0, T ) → Rd describes the boundary value and
u0 : Ω→ Rd the initial value. The functional of interest J is assumed to be
to be a time-space integral.
Equations (A.1) can be written in the canonical form F (u) = 0 by defining
F (u) :=

∂u
∂t + u · ∇u− ν∇2u− f
u|∂Ω×(0,T ) − g
u|Ω×{0} − u0
 . (A.2)
In the canonical form the adjoint equation reads as:
∂F
∂u
∗
λ =
∂J
∂u
∗
, (A.3)
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where λ is the adjoint solution. Taking the derivative of operator (A.2) in
direction v yields
∂F
∂u
v =

∂v
∂t + (v · ∇)u+ (u · ∇)v − ν∇2v
v|∂Ω,(0,T )
v|Ω×{0}
 . (A.4)
To determine the adjoint version of this operator, the weak formulation of
equation (A.3) is used: find λ such that all v:〈
∂F
∂u
∗
λ, v
〉
=
〈
λ,
∂F
∂u
v
〉
=
〈
∂J
∂u
∗
, v
〉
.
Substituting equation (A.4) and the functional of interst into this weak
formulation yields: find λ := (λ1, λ2, λ3)
∗ such that for all v:〈
λ1,
∂v
∂t
+ (v · ∇)u+ (u · ∇)v − ν∇2v
〉
Ω×(0,T )
+
〈λ2, v〉∂Ω×(0,T ) + 〈λ3, v〉Ω×{0} =
〈
∂J
∂u
∗
, v
〉
Ω×(0,T )
.
(A.5)
In order to obtain the strong formulation of the adjoint equation, the terms
in equation (A.5) are integrated by parts such that the test function v is
separated to one side of the inner products. Careful integration by parts
yields: find (λ1, λ2, λ3) such that for all v:〈
−∂λ1
∂t
+ (∇u)∗λ1 − (∇ · u)λ1 − u · ∇λ1 − ν∇2λ1, v
〉
Ω×(0,T )〈
(u · n)λ1 + λ2 + ν ∂λ1
∂n
, v
〉
∂Ω×(0,T )
−
〈
νλ1,
∂v
∂n
〉
∂Ω×(0,T )
+
+ 〈λ1, v〉Ω×{T} + 〈λ3 − λ1, v〉Ω×{0} =
〈
∂J
∂u
∗
, v
〉
Ω×(0,T )
.
(A.6)
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Since the test function v is arbitrary, the strong form of the Burgers’ adjoint
equation is obtained by sorting the terms:
−∂λ1
∂t
+ (∇u)∗λ1 − (∇ · u)λ1 − (u · ∇)λ1 − ν∇2λ1 = ∂J
∂u
∗
in Ω× (0, T ),
λ1 = 0 on ∂Ω× (0, T ),
λ1 = 0 for Ω× {T},
−ν ∂λ1
∂n
− (u · n)λ1 = λ2 on ∂Ω× (0, T ),
λ1 = λ3 at Ω× {0}.
Note that adjoint components λ2 and λ3 appear only in the last two equa-
tions. Thus, unless their values are of interest, these equations may be
ignored.
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Appendix B
Example usage of
algorithmic differentiation
In this section, an algorithmic differentiation tool is applied to compute the
derivatives in forward and reverse mode for the function:
f(m) =
√
sin(m)2, m ∈ R. (B.1)
The following code implements this function:
1 double f(double m)
2 {
3 double f1, f2, f3;
4 f1 = sin(m);
5 f2 = f1 * f1;
6 f3 = sqrt(f2);
7 return f3;
8 }
Equation (B.1) can be rewritten as:
f3 ◦ f2 ◦ f1(m), (B.2)
with:
f3(·) =
√·, f2(·) = ·2, f1(·) = sin(·).
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Let mi denote the intermediate values of this equation, for example m2 =
f2(f1(m)). Then the derivative is obtained by applying the chain rule to
equation (B.2):
df
dm
= f ′3(m2)f
′
2(m1)f
′
1(m), (B.3)
where:
f ′3(m2) =
1
2
√
m2
, f ′2(m1) = 2m1, f
′
1(m) = cos(m).
The forward mode of an AD tool produces code that computes the direc-
tional derivative dfdmmd by evaluating equation (B.3) from the right to the
left along with the evaluation of the function itself. The source to source
AD tool TAPENADE (Hascoe¨t and Pascual, 2004) generates following code
in forward mode:
1 /*
2 Differentiation of f in forward (tangent) mode:
3 variations of useful results: f
4 with respect to varying inputs: m
5 RW status of diff variables: f:out m:in
6 */
7 double f_d(double m, double md, double *f) {
8 double f1, f2, f3;
9 double f1d, f2d, f3d;
10 f1d = md*cos(m);
11 f1 = sin(m);
12 f2d = f1d*f1 + f1*f1d;
13 f2 = f1*f1;
14 f3d = (f2 == 0.0 ? 0.0 : f2d/(2.0*sqrt(f2)));
15 f3 = sqrt(f2);
16 *f = f3;
17 return f3d;
18 }
The reverse mode of an AD tool generates code that first evaluates the func-
tion itself and stores all intermediate values and then computes
(
df
dm
)∗
fb
by evaluation equation (B.3) from the left to the right. The application of
TAPENADE in reverse mode returns:
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1 /*
2 Differentiation of f in reverse (adjoint) mode:
3 gradient of useful results: f m
4 with respect to varying inputs: m
5 RW status of diff variables: f:in-killed m:incr
6 */
7 void f_b(double m, double *mb, double fb) {
8 double f1, f2, f3;
9 double f1b, f2b, f3b;
10 double f;
11 f1 = sin(m);
12 f2 = f1*f1;
13 f3b = fb;
14 if (f2 == 0.0)
15 f2b = 0.0;
16 else
17 f2b = f3b/(2.0*sqrt(f2));
18 f1b = 2*f1*f2b;
19 *mb = *mb + cos(m)*f1b;
20 }
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Appendix C
Adjoint derivation of the
shallow water equations
Consider the shallow water equations with appropriate boundary and initial
conditions:
∂u
∂t
+ u · ∇u− ν∇2u+ g∇η = C‖u‖u,
∂η
∂t
+∇ · (Hu) = 0,
(C.1)
where Ω × (0, T ) denotes the domain of interest, u : Ω × (0, T ) → Rd and
η : Ω × (0, T ) → R are the unknown depth-averaged velocity and free-
surface displacement, respectively, H ∈ R is the basin depth, g ∈ R is the
gravitational force, ν ∈ R is the viscosity coefficient and C : Ω→ R specifies
the friction. The functional of interest is denoted as J(u) ∈ R.
Equations (C.1) can be written in the canonical form F (u, η) = 0 by
defining
F (u, η) :=
(
∂u
∂t + u · ∇u− ν∇2u+ g∇η − C‖u‖u
∂η
∂t +∇ · (Hu)
)
. (C.2)
In the canonical form the adjoint equation reads as:
∂F
∂z
∗
λ =
∂J
∂z
∗
, (C.3)
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where z := (u, η) and λ is the adjoint solution. Taking the derivative of
operator (C.2) in direction v := (vu, vη) yields
∂F
∂z
v =
(
∂vu
∂t + vu · ∇u+ u · ∇vu − ν∇2vu − C
(
‖u‖vu + u‖u‖u · vu
)
+ g∇vη,
∂vη
∂t +∇ · (Hvu)
)
.
(C.4)
To determine the adjoint version of this operator, the weak formulation of
equation (C.3) is used: find λ such that all v:〈
∂F
∂z
∗
λ, v
〉
=
〈
λ,
∂F
∂z
v
〉
=
〈
∂J
∂z
∗
, v
〉
. (C.5)
Substituting equation (C.4) and the functional of interest into equation (C.5)
yields the weak adjoint formulation: find λ := (λu, λη)
∗ such that for all v:〈
λu,
∂vu
∂t
+ vu · ∇u+ u · ∇vu − ν∇2vu − C
(
‖u‖vu + u‖u‖u · vu
)
+ g∇vη
〉
Ω×(0,T )
+
〈
λη,
∂vη
∂t
+∇ · (Hvu)
〉
Ω×(0,T )
=
〈
∂J
∂u
∗
, vu
〉
Ω×(0,T )
+
〈
∂J
∂η
∗
, vη
〉
Ω×(0,T )
.
(C.6)
In order to obtain the strong adjoint formulation the terms in equation (C.6)
are integrated by parts such that the test function v is separated to one side
of the inner products. For brevity the following derivation does not show
the boundary integrals. Careful integration by parts yields: find (λu, λη)
such that for all v:〈
−∂λu
∂t
+ (∇u)∗λu − (∇ · u)λu − u · ∇λu − ν∇2λu −H∇λη, vu
〉
Ω×(0,T )
− C
〈
‖u‖λu + u · λu‖u‖ u, vu
〉
Ω×(0,T )
−
〈
∂λη
∂t
+ g∇ · λu, vη
〉
Ω×(0,T )
=
〈
∂J
∂u
∗
, vu
〉
Ω×(0,T )
+
〈
∂J
∂η
∗
, vη
〉
Ω×(0,T )
.
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Since the test function v is arbitrary, the strong form of the adjoint shallow
water equations is obtained by sorting the terms:
−∂λu
∂t
+ (∇u)∗λu − (∇ · u)λu − u · ∇λu − ν∇2λu
−H∇λη − C
(
‖u‖λu + u · λu‖u‖ u
)
=
∂J
∂u
∗
,
−∂λη
∂t
− g∇ · λu = ∂J
∂η
∗
.
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