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１．序論
グラフのクリーク分割問題（CliquePartitioningProblem：CPP）は，ＶＬＳＩ回路の設
計や並列処理システムの設計などに応用され,組み合わせ最適化問題の１つとして,ＮＰ困
難な問題とされている。遺伝的アルゴリズム（GeneticArgorithm：ＧＡ）は生物の進化の
過程を模倣した比較的単純な基本的原理に基づいており,従来の手法では解決が困難であっ
たさまざまな最適化・探索の問題に対して，許容される近似解を得ることができる有効な
手法とされている。本研究ではＣＰＰの解法にＧＡを用い，LocalSearchと比較すること
でいかほどの優良な解が得られるかを検討するものである。
２．クリーク分割問題
２．１クリーク
クリークとは，無向グラフＧ＝（Ｖ,Ｅ）において節点集合Ｗ二Ｖの生成部分グラフ
Ｇ(Ｗ）が完全部分グラフであるときに，Ｗをクリークという。例を挙げると，図ｌの完
全グラフの部分グラフであり，かつ完全グラフである図２はクリークである。
図1完全グラフ 図２図ｌの部分グラフ
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２．２クリーク分割問題
完全グラフＧ＝（Ｖ,Ｅ）と，そのエッジ（バノ)ＳＥに対応したコストＧｊが与えられ
たとき，
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のように式が定められ，コストを最小にする，がを求めることで､望ましい分割を決定する。
３．遺伝的アルゴリズム
３．１遺伝的アルゴリズムについて
ＧＡは生物の進化の過程にヒントを得た比較的単純な基本原理を基にしており，ほとん
どの最適化．探索の問題に適用可能な枠組みである。一般的なＧＡは基本的な遺伝的操作
として，選択淘汰，交差，突然変異と呼ばれる操作が存在する。ＧＡは遺伝子をもつ仮想
的な生物の集団を計算機内に設定し，あらかじめ定めた環境（条件）に適応している個体
が子孫を残すように世代交代シミュレーションを実行することによって，遺伝子および生
物集団を進化（適応）させていく。この生存競争に基づく確率的探査原理によって組み合
わせ問題のような計算量の多い問題の近似解または最適解を比較的容易に短時間で得るこ
ができるとされている。ＧＡは実際のプログラミングの詳細を規定しない，緩やかな枠組
みのため，各種の規則やパラメータの設定方法など，不確定要素が多い方法論である，と
指摘されることがあるが,むしろ緩やかな枠組みであるために応用範囲が広いともいえる。
３．２単純ＧＡのアルゴリズム
ここては，本研究で用いた基本的な単純ＧＡのアルゴリズムについて述べる。
１．初期集団の発生
ＧＡでは探索空間中に複数の探索点，つまり複数の個体を設定してそれらの協調ある
いは競合を行って探索を行う。探索開始時には探索空間はブラックボックスであり，ど
のような個体が望ましいかは不明である。このため，通常は初期の生物集団はランダム
に発生させることになる。探索空間に対して何らかの予備知識がある場合は，評価値が
高いと思われる部分に対して生物集団を発生させるなどの処理を行い，近似解の導出を
高速にすることもある。
２．適応度の計算
生物集団中の各個体の環境との適応度を，あらかじめ決定されていた計算方法に基づ
いて計算する。計算方法は問題によってそれぞれ異なる。
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図３２点交叉の例
突然変異後：００１０１１１１
図４突然変異の例
表１３種類の問題
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３．交叉の実行
生成されたＮ個の個体から２つの個体のペアを選択し,それぞれに対して交叉(crossover）
と呼ばれる操作を行う。本研究で行った２点交叉を以下に説明する。
図３のように，２点交叉は２つの遺伝子型（親）に対してランダムに選んだ交叉位置
を２点間で区切り，それぞれの区切られた場所を交換することで子孫を生成する。この
ため，子は６体できることになる。交叉によってできたこの個体は親の形質を継承した
個体ということになる。この操作は探索空間上において新たな探索点を生成させること
に相当している。初期の生物集団はさまざまな遺伝子を持つ個体が存在するため，交叉
によってさらにバラエティに富んだ個体が生じる。世代が進むことで生物集団がある傾
向に定まりつつある場合，それらの子も似通った遺伝子型になる。つまり，はじめは探
索空間を大局的に探索し，傾向をつかむとより詳細に調べていくという操作が実現でき
ることになる。
４．選択・淘汰の実行
本研究における生物集団の選択（selection）は，適応度の高いものを数体残し，残り
の個体はすべて淘汰する（エリート保存戦略)。
５．突然変異の実行
生物集団が局所解におちいった場合でもそこからの脱出の可能性を持たせるため，突
然変異（mutation）を行う。あらかじめ定めた生起確率である突然変異率によって突然
変異を起こさせる。本研究ては変異を起こした個体の１つの要素をランダムなクリーク
ラベルに変化させるものとした。
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６．終了条件
生成された生物集団が，進化シミュレーションを終了するかどうかの判定を行う。最
適解や必要な精度の近似解がわかっている場合などは終了条件にそれを用いる場合があ
る。また，はじめに世代交代回数を決定しておき回数が満たされることで終了させる場
合がある。本研究ではどの程度の近似解が得られるのかを調べるために回数を決定し，
それによって終了することとした。終了条件が満たされていない場合は２の適応度の計
算の処理に戻り，シミュレーションを続行する。
４．ｌｏｃａｌＳｅａｒｃｈ
本研究では３種類のLocalSearch（ＬＳ）をつくり，ＧＡと比較した。ＬＳは山登り法
（Hillclime：ＨＣ)，確率的山登り法(ＳＨＣｌ），改良確率的山登り法(ＳＨＣ２）を用いた。
山登り法とは簡単なアルゴリズムによって，なるべく低い値（または高い値）を目指して
探索する方法である。名前の通りに登山者で例えると，登山者は自分の周りしか見ること
ができない。そして，登山者は限られた時間内に自分の周りでなるべく標高の低い地点へ
と移動する。自分の周りが今の標高よりも低くない場合はその時点で探索を終了する。も
ちろん，この方法では必ずしも最も低い地点に到達できるとは限らない。問題の山にはい
くつもの谷があるのが普通であるからである。この方法では谷（局所解）におちいった場
合に脱出することができない。
次に，確率的山登り法は局所解におちいった場合にも脱出が可能なように，あらかじめ
定めておいた確率によってＧＡの突然変異のようにランダムに探索点を変化させる。本研
究ではクリーク分割をコード化した配列の要素を１つランダムに選択し，その値を変化さ
せることによって実現している。
５．実験内容
５．１実験問題
本研究ではベンチマーク問題で最適解がわかっている３種類の問題についてＧＡと３種
類のLocalSearch（LS）を用いて比較検討を行った。３種類の問題を以下にしめす（表
１）。Wildcatsは野生のネコ科の動物の分類，ＵＮＯ１は国連参加国54ヶ国の分類，ＵＮＯ２
は国連参加国158ヶ国の分類を扱った問題である。
Wildcatsの分類は次のような特性て行っている。表２にまとめて示す。
１．毛の状態
１：斑点がなく１色２：斑点がある３：縞模様４：白
２．毛の長さ
１：短い２：長い
３．耳の形
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１：丸い２：尖っている
４．肩の高さ
１：５０ｃｍ以下２：５０～70ｃｍ未満３：７０ｃｍ以上
５．体重
l：10ｋｇ以下２：１０～80ｋｇ未満３：８０ｋｇ以上
６．体長
ｌ：８０ｃｍ以下２：８０～150ｃｍ未満３：150ｃｍ以上
７．体長と尾の長さの比較
ｌ：体よりも短い２：同じ３：尾のほうが長い
８．犬歯
１：ほとんど発達していない２：とても発達している
９．咽頭
１：ない２：ある
１０．爪が出し入れできるか
ｌ：できない２：できる
１１．活動する時間
１：昼２：昼と夜３：夜
12．獲物の大きさ
１：大きい２：大小どちらでも３：小さい
１３．木に登るか
１：登らない２：登る
１４獲物は待つか追うか
１：待つ２：追う
表２の特性表からそれぞれについての特性ベクトルを導き出す。
値）を持つ場合にはｌ，持たない場合はＯが特性ベクトルになる。
態の特性ベクトルは表３のようになる。
この特性ベクトルから，コストを計算する。望ましい分割を決ラ
を表す変数をＲＡとおくと，この問題は次のように定式化できる。
要素が同じ特性（同じ
例を挙げると，毛の状
望ましい分割を決定しうる変数をＰ， 特性
９
ﾉＭｊ"Ｚ６(Ｐ,尺陶）
ん＝１
ここで９は特性の数を表す。同値関係であるＰおよび尺肉はそれぞれ特性ベクトルハお
よびγガダで表すことができるので
8(Ｐ,尺陶)＝Ｚ（，ガーγ#)－２
ピコ,j≦〃
となり，
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９
Ｍ"ＺＺ（Pk,－γ#)２ＡB＝ｌｉ≦i,J≦〃
となる。ただし，鰯およびγ‘は式(2)(3)(4)(5)が条件となる。さらにこれを簡略化すると，
９
Ｍ〃Ｃ３ｊ＋ＺＺｐが(1-2γ＃）ん＝正三２，j≦〃
となり，
９
Ｍ〃Ｃｓt＋Ｚ，が(９－Ｚ２γ＃）プ≦i,j≦〃カー１ (6)
となる。よってコストｃ”は
表２Wildcatsの特性
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表３毛の状態の特性ベクトル
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Ｉ cが＝Ｏｃが＝ｑ－２ＺＺ=,７－ﾉｾｶﾞ Ｗ,ハノキノ (7)
となり，その結果，式(6)は
Ｍ〃Ｚｃガハゴコ,j≦刀
となる。ただし，条件は式(2)(3)(4)(5)である。この式から，この問題はＣＰＰと等価である
といえる。そこで，式(7)に特性ベクトルを代入することでコストが求められる。
また，ＵＮＯｌとＵＮＯ２の問題も同様のため省略する。
５．２パラメータの設定
ＧＡのパラメータ設定は次のように設定する。
個体数：１０
交叉確率：１．０
突然変異率：００５
打ち切り世代数はWildcats，ＵＮＯｌは1000,ＵＮＯ２は4000とする。ＨＣでは局所解が
算出されるまで計算を行った｡ＳＨＣＬ２での打ち切り世代数はWildcats,ＵＮＯ１で１０００，
ＵＮＯ２で150とした。また，確率はWildcats，ＵＮＯ１を0005,ＵＮＯ２を0.001として計
算を行った。
それぞれのアルゴリズムについて10回の試行を行い，平均世代数，適応度(最良，最悪，
平均),平均計算時間,平均クリーク数を計算した｡本実験ではIntel社のＭＭＸ搭載Pentium
200ＭＨｚを使用して計算を実行した。
５．３実験結果
本研究では，ＧＡと各種の近似解法を用いてその性能を比較した。各表からわかるよう
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に，頂点数が小さな場合にはＬＳによっても比較的良好な解が得られている。しかし，頂
点数が増えるごとに計算時間が増大し，また，適応度も悪くなる。これに対してＧＡでは
安定して良い適応度を得ることができ，組み合わせ爆発を起こす大きな問題に対して比較
的高速に良好な解が得られていることがわかる。ただし，最も高い適応度を与える分割を
求めるために，良い適応度はクリーク分割数を小さくするとは限らない。
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表４Wildcatsにおける算出結果
LＳＳＨＣ１ＳＨＣ２ＧＡ
平均算出世代
最良適応度
平均適応度
最悪適応度
平均計算時間(s）
平均クリーク数
６．５
－２７８４
－２４０．６
－１９０４
０．４７２
１３．９
１４８．５
－２８４４
－２６３４．４
－２３９６
4.042
７．２
５１１．５
－２９３６
－２９１８．８
－２９０８
１６．２４２
８．３
７８．８
－３０２８
－３０２８
－３０２８
１．３００
４
表５ＵＮＯｌにおける算出結果
LＳＳＨＣ１ＳＨＣ２ＧＡ
平均算出世代
最良適応度
平均適応度
最悪適応度
平均計算時間(s）
平均クリーク数
１．９
－３４０
－２４６．４
－２１０
０．８９０
２８．５
４２４．３
－７０２
－３６０．２
－２５８
６５．１０９
１４．７
４２３．９
－７０４
－６２０．８
－５６６
８７．８７８
９．６
４６８．６
－１７１６
－１６４１．６
－１５３０
３３．８１６
６．４
表６ＵＮＯ２における算出結果
LＳＳＨＣ１ＳＨＣ２ＧＡ
平均算出世代
最良適応度
平均適応度
最悪適応度
平均計算時間(s）
平均クリーク数
１．８
－５８８
－４３４．０
－１３８
５８．９５６
７８．１
３２．６
－５８０
－４５９．０
－１３６
５２７．４２８
６６．９
４３．５
－５８８
－４５２．９
－１１０
１３１４．３１９
６１．０
2802.2
-24868
-24868
-24868
432.４１４
６
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SorneCommentsonEfficientSolvingMethod
byusingGeneticAlgorithlnsforClique
PartitioningProbren］
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（ReceivedOctober6,1997）
CliquePartitioningProbem（CPP）isclassifiedasNP-hardoptimizationprobrem・
Cliquepartitioningprobremisoneofconvinationaloptimizationprobremofgraph
Therefore，cliquepartitioningprobremisconsideredtobeNP-hardoptimization
probremThiscliquepartitioningprobremhasbeenusedinwiderangeofapplication
fromVLSIcircuitdesigntomappingparallelprogramsonparallelarchitectures
Recently,GeneticAlgorithms(ＧＡ)hasbeenfocussedattentiontobestrongalgorith
mwhichcansolveaconvinationaloptimizationprobremi、viewpointofpractical
application
Inthispaperwerepresenttheefficientryofgeneticalgorithmsforsolvingtheclique
partitioningprobrem．
