Abstract. Rational decision making (for flood warning, navigation, or reservoir systems) requires that the total uncertainty about a hydrologic predictand (such as river stage, discharge, or runoff volume) be quantified in terms of a probability distribution, conditional on all available information and knowledge. Hydrologic knowledge is typically embodied in a deterministic catchment model. Fundamentals are presented of a Bayesian forecasting system (BFS) for producing a probabilistic forecast of a hydrologic predictand via any deterministic catchment model. The BFS decomposes the total uncertainty into input uncertainty and hydrologic uncertainty, which are quantified independently and then integrated into a predictive (Bayes) distribution. This distribution results from a revision of a prior (climatic) distribution, is well calibrated, and has a nonnegative ex ante economic value. The BFS is compared with Monte Carlo simulation and "ensemble forecasting" technique, none of which can alone produce a probabilistic forecast that meets requirements of rational decision making, but each can serve as a component of the BFS. probabilistic quantitative precipitation forecasting system nationwide [Graziano, 1998]. In its ultimate operational version the system will produce fields with elements of probability distributions of spatially averaged precipitation amounts for 6-hourly subperiods up to 72 hours into the future. These advances provide an impetus for research into theories and methods of probabilistic river forecasting based on probabilistic quantitative precipitation forecasts.
Introduction

Impetus for Probabilistic Forecasting
Hydrologic models used operationally for forecasting hydrographs of stages or discharges, or time series of runoff volumes, are typically deterministic and complex. They are built of numerous submodels, each mimicking some physical process such as soil moisture accounting, rainfall-runoff transformation, channel routing, or stage-discharge relation. Forecasts produced via such models are typically in the form of time series of estimates. These estimates are not error-free.
From the viewpoint of a rational decision maker who receives such estimates and must decide upon a flood warning, operation of a waterway or a barge, or releases from a reservoir, there remains uncertainty about the actual realization of the time series being forecast. Bayesian principles of rationality [De- Groot, 1970; Berger, 1985; Bernardo and Smith, 1994 ] dictate that (1) this uncertainty should be quantified in terms of a probability distribution and (2) decisions should be made on the basis of this probability distribution rather than on the face value of estimates [K•sztofowicz, 1983; Murphy, 1991] . The primary source of uncertainty in short-term river forecasts is the future time series of precipitation amounts needed as an input to a hydrologic model. It is safe to say that quantiffcation of uncertainty about this input is prerequisite for probabilistic river forecasting. In this regard, the last decade has brought about significant advances: the confirmation of a steady improvement of 24-hour quantitative precipitation forecasts produced operationally by the National Meteorological Center [Olson et al., 1995] , the development and testing (since 1990 to present day) of a prototype system for probabilistic quantitative precipitation forecasting [Krzysztofowicz et al., 1993; Krzysztofowicz, 1998 ], and the formulation of a strategic plan by the National Weather Service for implementing the Copyright 1999 by the American Geophysical Union.
Paper number 1999WR900099. 0043-1397/99/1999WR900099509.00 probabilistic quantitative precipitation forecasting system nationwide [Graziano, 1998 ]. In its ultimate operational version the system will produce fields with elements of probability distributions of spatially averaged precipitation amounts for 6-hourly subperiods up to 72 hours into the future. These advances provide an impetus for research into theories and methods of probabilistic river forecasting based on probabilistic quantitative precipitation forecasts.
Toward a General Theory
This article lays down a theory for probabilistic forecasting of hydrologic variates. The theory is Bayesian and has five attributes. (1) It works in conjunction with any deterministic hydrologic model without imposing on that model any structural (e.g., linearizing) or distributional (e.g., normalizing) assumptions. (2) It provides a methodological framework for developing a variety of probabilistic forecasting systems suited to different purposes. (3) It outputs a predictive distribution of the variate being forecast (the predictand). The predictive distribution, which results from the Bayesian revision of a prior (climatic) distribution, quantifies the total uncertainty that remains about the predictand, given all information input to the hydrologic model at the forecast time. Consequently, for any event of interest the predictive distribution yields a probability that admits the subjective (Bayesian) interpretation as a degree of credence about the occurrence of the event. (4) It guarantees a self-calibration property: Probabilistic forecasts preserve, in the expected value sense (or in the long run), the prior (climatic) distribution of the predictand. (5) It guarantees a coherence property, which is indispensable for rational decision making under uncertainty: The ex ante economic value ofthe probabilistic forecast can never be negative (relative to the value of a prior distribution).
Aside from the potential practical utility, the theory may serve as an intellectual tool. For example, it reveals certain desired (normative) properties of any probabilistic forecasting system. It also enables one to identify a proper (and limited) Section 2 develops the theory whose building blocks are a principle of decomposition of the total uncertainty, the input uncertainty processor, the hydrologic uncertainty processor, and the integrator; the section concludes with an analysis of key properties of the Bayesian forecasting system (BFS). Section 3 develops the understanding of the Bayesian integrator of uncertainties; the vehicle for this development is a univariate forecasting problem which admits a parametric, closed-form solution. Section 4 summarizes properties of the Bayesian framework for probabilistic forecasting and pinpoints the role of Monte Carlo and ensemble simulation techniques.
Bayesian Theory
Decomposition of Uncertainty
The sources of uncertainty associated with a river forecast can be categorized as operational, input, and hydrologic. Operational uncertainty is caused by erroneous or missing data, human processing errors, unpredictable interventions (e.g., changes in reservoir releases not communicated by a dam operator to the forecaster), unpredictable obstacles within a river channel (e.g., ice jams), and the like. These sources of uncertainty are exterior to the forecasting theory. Therefore the term "total uncertainty" used henceforth will not encompass operational uncertainty.
To decompose the total uncertainty, the first step is to screen all inputs to the hydrologic model and identify those whose uncertainty has a significant impact on the model outputs, varies from one forecast to the next, and can be quantified at the forecast time. Such inputs will be treated as random. The remaining inputs will be treated as deterministic. In effect, the total uncertainty will be decomposed into two sources: (1) input uncertainty associated with random inputs to the model and (2) hydrologic uncertainty arising from all sources beyond those classified as random inputs; in general, these sources include model, parameter, estimation, and measurement errors.
For example, in short-term forecasting of floods the principal source of uncertainty is the unknown future rainfall, which is treated as the random input. Future potential evapotranspiration is also unknown, but it is more predictable and of lesser significance than rainfall; it is therefore treated as a deterministic input. The uncertainty due to an error in the potential evapotranspiration estimate is aggregated with all other uncertainties (except rainfall uncertainty), which are collectively referred to as hydrologic uncertainty. These other uncertainties may arise from imperfections of the model: its structure and relations (e.g., soil moisture accounting, rainfall-runoff transformation, channel routing, stage-discharge relation), incorrect values of model parameters (e.g., a recession coefficient), incorrect estimates of deterministic inputs (e.g., past mean areal rainfall), errors in measurements of physical quantities (e.g., precipitation, temperature, river stage), and so on.
The rationale underlying this decomposition of uncertainty is that for the purpose of real-time forecasting it is infeasible, and perhaps unnecessary, to explicitly quantify every single source of uncertainty. There are usually a few sources (such as future rainfall in flood forecasting and future temperature in snowmelt runoff forecasting) whose contribution to the total forecast uncertainty dominates the contribution of any other source. Therefore a plausible compromise between the exactness and the practicality of a theory can be reached by limiting the explicit quantification to (1) the dominant uncertainties (input uncertainty) and (2) all other uncertainties in the aggregate (hydrologic uncertainty). While theoretically suboptimal (with respect to maximizing the informativeness of a probabilistic forecast), this compromise may be practically nearoptimal if the hydrologic uncertainty is quantified via a Bayesian processor with suitably chosen state variables.
The decomposition of uncertainty leads to a forecasting system whose structure is depicted in Figure 1 . Conceptually, one may think of two statistical processors being attached to a hydrologic model. One processor maps the input uncertainty into the output uncertainty under the hypothesis that there is no hydrologic uncertainty, and another processor quantifies the hydrologic uncertainty under the hypothesis that there is no input uncertainty..Then the two uncertainties are optimally integrated to produce a probabilistic forecast.
Bayesian Predictive Inference
The theory was outlined in concept by Krzysztofowicz [1993] . It rests on principles of Bayesian predictive inference. The inference scheme is depicted in Figure 2 . Although the theory is applicable to any forecasting problem, it is interpreted herein in the context of forecasting river stages from precipi- In principle, parametric modeling of densities # and f, and the subsequent derivation of densities K and (k, may follow the path through which Bayesian processors of deterministic forecasts have been developed as normal-linear processors [e.g., Krzysztofowicz, 1985 Krzysztofowicz, , 1987 
where •/is the predictive weighting function specified by
The predictive density ½( ß Iho, Y, u, v) constitutes the probabilistic forecast of It.
Properties of Predictive Density
Equations (6)-(7) reveal the fundamental structure of the Bayesian forecasting system. This structure is independent of the hydrologic model to which the BFS is attached. To investigate properties of this structure, it is convenient to omit vectors (ha, y, u, v) whose values are fixed on a particular forecasting occasion (although they vary from one occasion to the next). The operational equations are then Equation (t0) states that the expected density of precipitation input W must be equal to the climatic density of W. Equation (t t) states that conditional on the observed river stage Ha -ha, the expected predictive density of river stage H must be equal to the prior (climatic) density of H. Obviously, these are more general and more stringent verification criteria than any criteria based on equalities of moments.
Theorem (calibration): If the forecasting system supplying a probabilistic forecast of the random input is well calibrated, then the Bayesian forecasting system defined by (2)-(7) is well calibrated.
In a nutshell, if (t0) holds, then (tt) holds. The proof is given in the appendix. The theorem reveals one of the unique properties of the BFS: the self-calibration. Its practical significance is twofold. First, it is imperative that the probabilistic forecast of the random input to a hydrologic model comes from a system which is well calibrated. This imperative justifies the ongoing effort within the National Weather Service aimed at verification of the calibration property of probabilistic quantitative precipitation forecasts produced for hydrologic purposes [•sztofowicz and Sigrest, 1999]. Second, good calibration of the probabilistic forecast inputted to the BFS is sufficient to ensure good calibration of the resultant probabilistic forecast of a hydrologic predictand. In particular, if the likelihood function is properly modeled and estimated, as described in section 2.4.3, and if the prior density of predictand H is also properly modeled and estimated, in the sense that it is based on a climatic record of river observations and preserves climatic estimates of all conditional moments of (HIHo -ho), then the probabilistic forecasts of H are guaranteed to preserve, in the long run, all these moments. These moments will be preserved even if the hydrologic model itself, when tested via simulation, fails to preserve them. In fact, the BFS will preserve not only all conditional moments, but the entire fam-
ily of conditional densities { #( ß I ho): all ha} of H.
In a broad sense, our Bayesian framework enables the hydrologist to separately develop two models: a deterministic model of physical processes within a catchment and a stochastic model of streamflow at the forecast points. Then the BFS combines the two models into a forecasting system that preserves properties embedded in each model.
Judgmental Quantification of Uncertainties
Although our interpretation of the BFS has focused on statistical estimation of densities based on observations, the densities could be assessed judgmentally in accordance with the subjective probability theory. For instance, probabilistic quantitative precipitation forecasts are produced by meteorologists of the National Weather Service who apply knowledge, experience, and techniques to observations, analyses, and model outputs. To quantify the uncertainty, the meteorologists follow a protocol that prescribes the probabilistic reasoning process Therefore #( ß Iha) is a judgmental density. The same could be true with respect to the family of the likelihood functions f. In conclusion, the input density, the prior density, or the family of the likelihood functions each may be judgmental.
Understanding Integration of Uncertainties
Forecasting Problem
The key operations performed by the BFS are the quarttiffcation and the integration of uncertainties. To gain insight into the integration operation, a hypothetical example is constructed. This example involves a univariate normal density of output and a normal-linear hydrologic uncertainty processor, which afford a closed-form solution for the predictive density. Earlier Bayesian analyses of various forecast data suggest that such a BFS is certainly unsuitable for forecasting river stages or discharges [Kelly and Krzysztofowicz, 1994] 
Input Uncertainty Processor
The input uncertainty processor is not modeled herein be- In both examples 2 and 3 the hydrologic uncertainty appears to dampen the effect of the output uncertainty. Moreover, when the hydrologic uncertainty increases (as it does from example 2 to example 3), the dampening becomes stronger. If this result seems counterintuitive, it is possibly because human intuition expects an additive integration of uncertainties. The optimal, Bayesian integrator is nonadditive and nonlinear, the properties examined in the next section. However, when o '2 exceeds 272 -a2V 2, hydrologic uncertainty begins to dominate output uncertainty. The increasing hydrologic uncertainty pushes the predictive variance v 2 upward until it converges to V 2.
In conclusion, the Bayesian integrator of input uncertainty with hydrologic uncertainty has a nonmonotone structure. This structure may appear counterintuitive at first. It is certainly not additive: the effect of hydrologic uncertainty cannot be repre- 
Summary and Conclusions
Bayesian Framework
The Bayesian theory presented herein offers a methodological foundation and an operational framework for probabilistic forecasting via a deterministic hydrologic model of an arbitrary complexity. This framework, called Bayesian forecasting system (BFS) for short, has five general properties.
1. The BFS decomposes the total uncertainty about the predictand into input uncertainty and hydrologic uncertainty.
Input uncertainty is associated with inputs which constitute the dominant sources of uncertainty and which therefore are treated as random and are forecasted probabilistically. Hydrologic uncertainty is associated with all other sources of uncertainty such as model, parameter, estimation, and measurement errors. Each uncertainty is quantified independently of the other, and then both are integrated into the probabilistic forecast.
2. The probabilistic forecast is in the form of a predictive (Bayes) density. This density quantifies the total uncertainty about the predictand, given all knowledge and information incorporated into the hydrologic model, the probabilistic forecast of random inputs, and the estimates of deterministic inputs.
3. The predictive density is a revised prior density of the predictand. The prior density constitutes a stochastic model of the predictand; it quantifies the uncertainty that would exist without the hydrologic model. This uncertainty is tantamount with the natural variability of the predictand.
4. The BFS possesses a self-calibration property: provided the forecasting system supplying the probabilistic forecast of random inputs is well calibrated, the BFS is well calibrated. Loosely speaking, it means that probabilistic forecasts are guaranteed to preserve, in the long run, all distributional properties of the predictand that are captured by the family of prior (climatic) densities.
5. The BFS guarantees a coherence property that is essential for rational decision making: it guards the decision maker against notoriously poor forecasts (whose economic value is negative relative to the value of the prior density that one would use if forecasts were unavailable). In particular, if the hydrologic model has no predictive capability or the input density is noninformative for predicting output, then the predictive density automatically converges to the prior density.
Whereas properties 1 and 3 may be considered specific to the BFS, properties 2, 4, and 5 are submitted as necessary for any probabilistic forecasting system if such a system is to support rational decision making.
Monte Carlo and Ensemble Techniques
It is instructive to compare the BFS with a typical Monte Carlo simulation: given a distribution of an input vector, one randomly generates realizations of this vector, inputs them to a hydrologic model to produce realizations of the output vector, and, finally, constructs an empirical distribution of the output vector [Law and Kelton, 1991]. In essence, this is a technique for executing the input uncertainty processor of the BFS. In the context of the example constructed in section 3, Monte Carlo simulation yields density ,r with mean v and variance •, whereas the BFS yields density ½ with mean rn and variance v 2. The numerical examples in Table 1 In summary, unless hydrologic uncertainty is insignificant and can be ignored, neither Monte Carlo simulation nor ensemble forecasting can alone produce a predictive distribution that satisfies properties 2, 4, and 5. In other words, these techniques are not synonymous with probabilistic forecasting, as defined herein, but each can serve as a component of the BFS. Some designers of ensemble forecasting systems [e.g., Schaake and Larson, 1998 ] recognize the need to account for hydrologic uncertainty and search for an effective solution. As the examples in Table 1 
The task now is to demonstrate that the integral on the right side equals one. This demonstration takes four steps.
Step 1: According to (4) and ( Step 2: The superdensity •w, h, ha, y, u, v) and the response function s = r(w, u) induce a joint density •(s, h, ha, y, u, v).
Step 3' The joint density can be factorized as follows:
• 
which demonstrates that the expected density of S is equal to the conditional expectation of the output density. This expected density of S is identical to that specified by (4) in terms of g(hlho) and f(slh, y) because f(slh, y) and ,r(slu, v) are coherent.
Step 4: When, on the right side of (A1), •/(h; ha, y, u, v) is replaced by (7) and •(y, u, vlho) is factorized as •(u, vlho, y)•(ylho), the triple integral takes the form
