Abstract. Many problems arising in dealing with high-dimensional data sets involve connection graphs in which each edge is associated with both an edge weight and a d-dimensional linear transformation. We consider vectorized versions of the PageRank and effective resistance which can be used as basic tools for organizing and analyzing complex data sets. For example, the generalized PageRank and effective resistance can be utilized to derive and modify diffusion distances for vector diffusion maps in data and image processing. Furthermore, the edge ranking of the connection graphs determined by the vectorized PageRank and effective resistance are an essential part of sparsification algorithms which simplify and preserve the global structure of connection graphs.
Introduction
In this paper, we consider a generalization of graphs, called connection graphs, in which each edge of the graph is associated with a weight and also a "rotation" (which is a linear orthogonal transformation acting on a d-dimensional vector space for some positive integer d). The adjacency matrix and the discrete Laplace operator are acting on the space of vector-valued functions (instead of the usual real-valued functions) and therefore can be represented by matrices of size dn×dn where n is the number of vertices in the graph.
Connection graphs arise in numerous applications, in particular for data and image processing involving high-dimensional data sets. To quantify the affinities between two data points, it is often not enough to use only a scalar edge weight. For example, if the high-dimensional data set can be represented or approximated by a low-dimensional manifold, the patterns associated with nearby data points are likely to related by certain rotations [29] . There are many recent developments of related research in cryo-electron microscopy [15, 28] , angular synchronization of eigenvectors [11, 27] and vector diffusion maps [29] . In many areas of machine learning, high-dimensional data points in general can be treated by various methods, such as the Principle Component Analysis [18] , to reduce vectors into some low-dimensional space and then use the connection graph with rotations on edges to provide the additional information for proximity. In computer vision, there has been a great deal of recent work dealing with trillions of photos that are now available on the web [2] . Feature matching techniques [24] can be used to derive vectors associated with the images. Then information networks of photos can be built which are exactly connection graphs with rotations corresponding to the angles and positions of the cameras in use. The use of connection graphs can be further traced to earlier work in graph gauge theory for computing the vibrational spectra of molecules and examining the spins associated with vibrations [9] .
Many information networks arising from massive data sets exhibit the small world phenomenon. Consequently the usual graph distance is no longer very useful. It is crucial to have the appropriate metric for expressing the proximity between two vertices. Previously, various notions of diffusion distances have been defined [29] and used for manifold learning and dimension reduction. Here we consider two basic notions, the connection PageRank and the connection resistance, (which are generalizations of the usual PageRank and effective resistance). Both the connection PageRank and connection resistance can then be used to define correlations between vertices in the connection graph. To illustrate the usage of both metrics, we derive edge ranking using the connection PageRank and the connection resistance. In the applications to cryo-electron microscopy, the edge ranking can help eliminate the superfluous or erroneous edges that appear because of various "noises".
The notion of PageRank was first introduced by Brin and Page [7] in 1998 for Google's Web search algorithms. Although the PageRank was originally designed for the Web graph, the concepts work well for any graph for quantifying the correlations of pairs of vertices (or pairs of subsets) in any given graph. There are very efficient and robust algorithms for computing and approximating PageRank [3, 6, 17] . In this paper, we further generalize the PageRank for connection graphs and give efficient and sharp approximation algorithms for computing the connection PageRank.
The effective resistance plays a major role in electrical network theory and can be traced back to the classical work of Kirchhoff [22] . Here we consider a generalized version of effective resistance for the connection graphs. To illustrate the usage of connection resistance, we examine a basic problem on graph sparsification. Graph sparsification was first introduced by Benczúr and Karger [5, 19, 20, 21] for approximately solving various network design problems. The heart of the graph sparsification algorithms is the sampling technique for randomly selecting edges. The goal is to approximate a given graph G on n vertices by a sparse graphG, called a sparsifier, with fewer edges on the same set of vertices such that every cut in the sparsifierG has its size within a factor (1± ) of the size of the corresponding cut in G for some constant . Spielman and Teng [30] constructed a spectral sparsifier with O(n log c n) edges for some large constant c. In [33] , Spielman and Srivastava gave a different sampling scheme using the effective resistances to construct an improved spectral sparsifier with only O(n log n) edges. In this paper, we will construct the connection sparsifer using the weighted connection resistance.
A Summary of the Results
Our results can be summarized as follows: -We give definitions for the connection graph and the connection Laplacian in Section 2. In particular, we discuss the notion of "consistency" in a connection graph (which is considered to be the ideal situation for various applications). We give a characterization for a consistent connection graph by using the eigenvalues of the connection Laplacian. -We introduce the connection PageRank in Section 3. We give two efficient approximation algorithms for computing the connection PageRank vectors. The two algorithms provide somewhat different approximation guarantees. For ranking edges, we require the approximation to be sharp with error bounds of order log(1/ ) so that the bounds will still be effective when the is taken to be in the range of O 1/n 2 , for example. -We define the connection resistance in Section 4 and then examine various properties of the connection resistance. -We use the connection resistance to give an edge ranking algorithm and a sparsification algorithm for connection graphs in Section 5.
Preliminaries
For positive integers m, n and d, we consider a family of matrices, denoted by F(m, n, d; R) consisting of all md × nd matrices with real-valued entries. A matrix in F(m, n, d; R) can also be viewed as a m × n matrix whose entries are represented by d × d blocks. A rotation is a matrix that is used to perform a rotation in Euclidean space. Namely, a rotation O is a square matrix, with real entries, satisfying O T = O −1 and det(O) = 1. All rotation matrices of size d × d are known to form the special orthogonal group SO (d). It is easy to check that all eigenvalues of a rotation O are of norm 1. Furthermore, a rotation O ∈ SO (d) with d odd has an eigenvalue 1 (see [14] ).
The Connection Laplacian
Suppose G = (V, E, w) is an undirected graph with vertex set V , edge set E and edge weights w uv = w vu > 0 for edges (u, v) in E. Suppose each oriented edge (u, v) is associated with a rotation matrix O uv ∈ SO (d) satisfying O uv O vu = I d×d . Let O denote the set of rotations associated with all oriented edges in G. The connection graph, denoted by G = (V, E, O, w), has G as the underlying graph. The connection matrix A of G is defined by: 
Recall that for any orientation of edges of the underlying graph G on n vertices and m edges, the combinatorial Laplacian L can be written as L = B
T W B where W is a m × m diagonal matrix with W e,e = w e , and B is the edge-vertex incident matrix of size m × n such that B(e, v) = 1 if v is e's head; B(e, v) = −1 if v is e's tail; and B(e, v) = 0 otherwise. A useful observation for the connection Laplacian is the fact that it can be written in a similar form. Let B ∈ F(m, n, d; R) be the block matrix given by
Also, let the block matrix W ∈ F(m, m, d; R) denote a diagonal block matrix given by W(e, e) = w e I d×d . Then, we have the following useful lemma whose proof is omitted here.
Lemma 1. (i) For any orientation of edges on graph
where f (v) here is regarded as a row vector of dimension d. (iii) L has a complete set of real eigenfunctions φ 1 , φ 2 , . . . , φ nd and corresponding real eigenvalues 0 ≤
The Consistency of A Connection Graph
For a connection graph G = (V, E, O, w), we say G is consistent if for any cycle c = (v 1 , v 2 , . . . , v k , v 1 ) the product of rotations along the cycle is the identity
In other words, for any two vertices u and v, the products of rotations along different paths from u to v are the same. In the following theorem, we give a characterization for a consistent connection graph by using the eigenvalues of the connection Laplacian. Proof. (=⇒). For a fixed vertex u ∈ V and an arbitrary d-dimensional vector x, we can define a function f : V → R d , by defining f (u) = x initially. Then we assign f (v) = f (u)O vu for all the neighbors v of u. Since G is connected and G is consistent, we can continue the assigning process to all neighboring vertices without any conflict until all vertices are assigned. The resulting function
L has an eigenspace of dimension d for the eigenvalue 0, and it has d orthogonal eigenfunctions f 1 , . . . , f d corresponding to eigenvalues 0. Now, let us consider the underlying graph G. Let f i : V → R denote the eigenfunctions of L corresponding to the eigenvalue λ i for i ∈ [n] respectively. Our proof of this direction follows directly from the following claim whose proof is omitted here.
. Now, suppose that for two vertices u and v there are two different paths from u to v such that the products, denoted by Π 1 and Π 2 , of rotations along the two paths are different. There must be a vector
. This is impossible. The theorem is proved.
Fom Theorem 1 we can derive the following. Proof. The proof follows from Theorem 2 and the proof (=⇒) of Theorem 1.
Random walks on a connection graph
Consider the underlying graph G of a connection graph G = (V, E, O, w). A random walk on G is defined by the transition probability matrix P where P uv = w uv /d u denotes the probability of moving to a neighbor v at a vertex u. We can write P = D −1 A, where A is the weighted adjacency matrix of G and D is the diagonal matrix of weighted degree.
In a similar way, we can define a random walk on the connection graph G by setting the transition probability matrix P = D −1 A. While P acts on the space of real-valued functions, P acts on the space of vector-valued functions
Theorem 4. Suppose G is consistent. Then for any positive integer t, any vertex u ∈ V and any function s :
Proof. The proof of this theorem is straightforward from the assumption that G is consistent. For p = s P t , note that p(v) is the summation of all d dimensional vectors resulted from rotating s(u) via rotations along all possible paths of length t from u to v. Since G is consistent, the rotated vectors arrive at v via different paths are positive multiples of the same vector. Also the rotations maintain the 2-norm of vectors. Thus,
is simply the probability that a random walk in G arriving at v from u after t steps. The theorem follows.
PageRank Vectors in a Connection Graph
The PageRank vector is based on random walks. Here we consider a lazy walk on G with the transition probability matrix Z = I+P 2 . In [3] , a PageRank vector pr α,s is defined by a recurrence relation involving a seed vector s (as a probability distribution) and a positive jumping constant α < 1 (or transportation constant). Namely, pr α,s = αs + pr α,s (1 − α)Z.
For the connection graph G, the PageRank vector pr α, s : V → R d is defined by the same recurrence relation involving a seed vector s : V → R d and a positive jumping constant α < 1:
where Z = 1 2 (I nd×nd + P) is the transition probability matrix of a lazy random walk on G. An alternative definition of the PageRank vector is the following geometric sum of random walks:
By Theorem 4 and Equation (2), we here state the following useful fact concerning PageRank vectors for a consistent connection graph.
Proposition 1.
Suppose that a connection graph G is consistent. Then for any u ∈ V , α ∈ (0, 1) and any function s : V → R d satisfying s(u) 2 = 1 and s(v) = 0 for v = u, we have pr α, s (v) 2 = pr α,χu (v). In particular, v∈V pr α, s (v) 2 = pr α,χu 1 = 1.
We will call such a PageRank vector pr α, s a connection PageRank vector on u. To compute a connection PageRank, we need the following subroutine called Push and Lemma 2 for proving Theorem 5.
Push(u, α) :
Let p = p and r = r, except for these changes: 
To bound the running time, we examine one fixed round of while-loop in the second step. Let T denote the total number of Push operations performed by ApproximatePR and let d i denote the degree of the vertex involved in the ith Push operation. When the ith Push operation was performed, the quantity v r(v) 2 decreases at least by the amount αξd i . Since at the beginning of each while-loop
Since there are at most log( 1 ) rounds in the second step, the total running time is bounded by O(
).
The Connection Resistance
Motivated by the definition of effective resistance in electrical network theory, we consider the following block matrix Ψ = BL
is the pseudo-inverse of L. Note that for a matrix M , the pseudo-inverse of M is defined as the unique matrix M + satisfying the following four criteria [14, 25] :
We define the connection resistance R eff (e) as R eff (v, u) = Ψ (e, e) 2 . Note that block Ψ (e, e) is a d × d matrix. If d = 1 or all orthogonal transformations are identity transformation, i.e. O uv = I d×d for all (u, v) ∈ E, then it can be shown that R eff (u, v) is reduced to the usual effective resistance R eff (u, v) of the underlying graph G. In general, the connection resistance between the endpoints of an edge e = (u, v) is not necessarily equal to its effective resistance in the underlying graph G. We will investigate the relation between the effective resistance in the underlying graphs and connection resistance for some family of connection graphs.
We consider the connection graph whose underlying graph G is a tree. Our first observation is the following Lemma.
Lemma 3. Suppose G is a connection graph whose underlying graph G is a tree. The rotation matrices between u and v are O uv ∈ O (d) for (u, v) ∈ E. Let L be the connection Laplacian of G and L be the Laplacian of G respectively. Then for two vertices u and v joined by a path, denoted by (
we have
By using the above lemma, we examine the relation between the connection resistance and the effective resistance by the following theorem and give one of its application by Corollary 1. The proof will be included in the full paper.
Theorem 7. Suppose G is a connection graph whose underlying graph is a tree.
Corollary 1. For any uniform weighted path on vertices v 1 , v 2 , . . . , v n with rotation matrices O vivi+1 ∈ SO (d) for 1 ≤ i < n and some odd number d, then
Ranking edges by using the connection Resistance
A central part of a graph sparsification algorithm is the sampling technique for selecting edges. It is crucial to choose the appropriate probabilistic distribution which can lead to a sparsifier preserving every cut in the original graph. The following algorithm Sample is a generic sampling algorithm for a graph sparsification problem. We will sample edges using the distribution proportional to the weighted connection resistances.
1. For every edge e ∈ E, set pe proportional to p e . 2. Choose a random edge e of G with probability pe, and add e to G with edge weight we = we qpe
. Take q samples independently with replacement, summing weights if an edge is chosen more than once. 3. Return G.
Theorem 8. For a given connection graph G and some positive ξ > 0, we consider G = Sample(G, p , q), where p e = w e R eff (e) and q = 4nd log(nd) log(1/ξ) 2 . Suppose G and G have connection Laplacian L G and L G respectively. Then with probability at least ξ, for any function ∀f :
Before proving Theorem 8, we need the following two lemmas, in particular concerning the matrix
. We omit their proofs here. To show that G = (V, E, O, w) is a good sparsifier for G satisfying (3), we need to show that the quadratic forms f L G f T and f L G f T are close. By applying similar methods as in [33] , we reduce the problem of preserving f L G f T to that of gΛg T for some function g. We consider the diagonal matrix S ∈ F(m, m, d; R), where the diagonal blocks are scalar matrices given by S(e, e) = we we I d×d = Ne qpe I d×d and N e is the number of times an edge e is sampled. Lemma 5. Suppose S is a nonnegative diagonal matrix such that ΛSΛ − ΛΛ 2 ≤ . Then, ∀f :
We also require the following concentration inequality in order to prove our main theorems. Previously, various matrix concentration inequalities have been derived by many authors including Achiloptas [1] , Cristofies-Markström [10] , Recht [26] , and Tropp [34] . Here we will use the simple version that is proved in [8] .
Theorem 9. Let X i be independent random symmetric k × k matrices, X i ≥ 0, X i 2 ≤ M for all i a.s. Then for every ∈ (0, 1) we have
Proof (of Theorem 8).
Our algorithm samples edges from G independently with replacements, with probabilities p e proportional to w e R eff (e). Note that sampling q edges from G corresponds to sampling q columns from Λ. So we can write for block matrices y 1 , . . . , y q ∈ R nd×d drawn independently with replacements from the distribution y = 1 √ pe Λ(·, e) with probability p e . Now, we can apply Theorem 9. The expectation of yy T is given by E yy T = e p e 1 pe Λ(·, e)Λ(·, e) T = Λ which implies that E yy for some constant 0 < ξ < 1. Thus, the theorem follows.
The oversampling Theorem in [23] can be modified and stated as follows.
Theorem 10 (Oversampling). For a given connection graph G and some positive ξ > 0, we consider G = Sample(G, p , q), where p e = w e R eff (e), t = e∈E p e and q = 4t log(t) log(1/ξ)
2
. Suppose G and G have connection Laplacian L G and L G respectively. Then with probability at least ξ, for all f :
Now let us consider a variation of the connection resistance denoted by R eff (e) = Tr (Ψ (e, e)). Clearly, we have R eff (e) = Tr (Ψ (e, e)) ≥ Ψ (e, e) 2 = R eff (e) and e w e R eff (e) = e Tr (Λ(e, e)) = Tr (Λ) ≤ nd. Using Theorem 10, we have the following.
Corollary 2. For a given connection graph G and some positive ξ > 0, we consider G = Sample(G, p , q), where p e = w e R eff (e) and q = 4nd log(nd) log(1/ξ) 2 . Suppose G and G = Sample(G, p , q) have connection Laplacian L G and L G respectively. Then with probability at least ξ, for all f :
