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Abstract
We characterise the aﬃne span of the midpoints sets,(x, y), for Thompson’s
metric on symmetric cones in terms of a translation of the zero-component of the
Peirce decomposition of an idempotent. As a consequence we derive an explicit
formula for the dimension of the aﬃne span of(x, y) in case the associated Eu-
clidean Jordan algebra is simple. In particular, we find for A and B in the cone
positive definite Hermitian matrices that
dim(aﬀ(A, B)) = q2,
where q is the number of eigenvalues μ of A−1B, counting multiplicities, such that
μ  max{λ+(A−1B), λ−(A−1B)−1},
where λ+(A−1B) := max{λ : λ ∈ σ(A−1B)} and λ−(A−1B) := min{λ : λ ∈ σ(A−1B)}.
These results extend work by Y. Lim [18].
1. Introduction. Introduction
The space of n × n Hermitian matrices contains a cone Πn(C) of all positive-semidefinite
matrices. Its interior, Πn(C)◦, consists of all invertible elements, and is a prime example of
a symmetric cone. It is well know, see for example [4], that Πn(C)◦ can be equipped with a
Riemannian metric
δ2(A, B) := ‖ log(A−1B)‖2 =
⎛⎜⎜⎜⎜⎜⎝
n∑
i=1
(log λi(A−1B))2
⎞⎟⎟⎟⎟⎟⎠
1/2
,
where the λi(A−1B)’s are the eigenvalues of A−1B. The metric space (Πn(C)◦, δ2) is geodesic,
i.e., any two points are connected by a geodesic. In fact, in this case the geodesic is unique
and given by the path,
t → A1/2(A−1/2BA−1/2)tA1/2,
where t ∈ [0, 1], and the geometric mean
AB := A1/2(A−1/2BA−1/2)1/2A1/2
is the unique midpoint of A and B.
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Another natural metric on Πn(C)◦ is Thompson’s metric,
dT (A, B) := ‖ log(A−1B)‖∞ = max
i
∣∣∣log λi(A−1B)∣∣∣ .
The space (Πn(C)◦, dT ) is a geodesic Finsler metric space, see [17, 21], in which the path
t → A1/2(A−1/2BA−1/2)tA1/2 is also a geodesic, but in general not unique.
Thompson’s metric, which was introduced in [24], is a useful metric that can be defined
on the interior of any closed cone in a normed space. It is widely applied in the spectral
theory of linear and nonlinear operators on cones [1, 8, 9, 14, 15, 22, 24].
It is also studied in the geometry of spaces of positive operators, where it provides a useful
alternative for the usual Riemannian metric, see [3, 5, 6, 10, 20]. Unlike the Riemannian
case, Thompson’s metric is not uniquely geodesic. Understanding the geodesic structure of
these metric spaces is not only of geometric interest, but also plays an important role in the
study of operator means [11, 12, 13, 19, 23]. Motivated by understanding the properties of
various matrix means, Lim studied in [18] the geometry of the midpoints set
(A, B) :=
{
C ∈ Πn(C)◦ : dT (A,C) = 12dT (A, B) = dT (C, B)
}
for A, B ∈ Πn(C)◦. Among other results Lim [18, Theorem 5.2] showed that(A, B) is a
singleton if, and only if, the spectrum of A−1B satisfies σ(A−1B) ⊆ {α, α−1} for some α > 0.
This result has been generalised by the authors in [16] to the cone of positive self-adjoint
elements in a unital C∗ algebra and symmetric cones.
In general cones the midpoints set(x, y) := {z ∈ K◦ : dT (x, z) = 12dT (x, y) = dT (z, y)} is
convex, as it is the intersection of the Thompson metric balls B(x, 1/2) and B(y, 1/2), which
are both convex, see [14, Lemma 2.6.2]. The main goal of this paper is to characterise
the aﬃne span of the midpoints set(x, y) for x and y in a symmetric cone in terms of
a translation of the zero-component of the Peirce decomposition of an idempotent. As a
corollary we obtain an explicit formula for the dimension of(x, y), which is equal to the
dimension of its aﬃne span ((x, y) is convex), in case the associated Euclidean Jordan
algebra is simple. In the special case where A, B ∈ Πn(C)◦ we find that
dim((A, B)) = q2,
where q is the number of eigenvalues μ of A−1B, counting multiplicities, such that
μ  max{λ+(A−1B), λ−(A−1B)−1}
and λ+(A−1B) := max{λ : λ ∈ σ(A−1B)} and λ−(A−1B) := min{λ : λ ∈ σ(A−1B)}.
To obtain the results we first prove a characterisation of the midpoints set in a general
cone in terms of its faces, see Theorem 3.2. This result is subsequently used in Section 4 to
find the aﬃne span of the midpoints set, and its dimension, in symmetric cones. We begin
by recalling some basic definitions.
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2. Preliminaries. reli inaries
A cone K in a vector space V is a convex subset such that K ∩ (−K) = {0} and λK ⊆ K
for all λ ≥ 0. It induces a partial ordering ≤K on V by putting x ≤K y if y − x ∈ K. Given
x ≤K y in V we denote the order interval by [x, y]K := {z ∈ V : x ≤K z ≤K y}. A non-empty
convex subset F ⊆ K is said to be a face of K if x, y ∈ K such that λx + (1 − λ)y ∈ F for
some 0 < λ < 1 implies that x, y ∈ F. The face generated by z ∈ K is denoted Fz, i.e.,
Fz := {y ∈ K : λy + (1 − λ)z ∈ K for some λ < 0}.
The faces can be characterised as follows.
Lemma 2.1. If (V,K) is a partially ordered vector space and z ∈ K, then
Fz =
⋃
n≥1
[0, nz]K .
Proof. Note that λy + (1 − λ)z ∈ K for some λ < 0 if and only if −μy + (1 + μ)z ∈ K for
some μ > 0, which is equivalent to y ≤K αz ∈ K for some α > 0. Thus, Fz = ∪α≥1[0, αz]K =
∪n≥1[0, nz]K . 
We say that a cone K is Archimedean if for all x ∈ V and y ∈ K with nx ≤K y for n ≥ 1
we have that x ≤K 0. An element u ∈ K is called an order unit if for each x ∈ V there
exists λ > 0 such that x ≤K λu. The triple (V,K, u) is called an order unit space if K is
Archimedean and u is an order unit.
An order unit space (V,K, u) can be equipped with the order unit norm ‖ · ‖u, which is
defined by
‖x‖u := inf{λ > 0 : −λu ≤K x ≤K λu}.
With respect to this norm, the cone K is closed by [2, Theorem 2.55(2)]. Furthermore, the
norm ‖ · ‖u is monotone, that is, ‖x‖u ≤ ‖y‖u for all 0 ≤K x ≤K y. In particular, K is a normal
cone with respect to ‖ · ‖u, i.e., there exists a constant κ > 0 such that ‖x‖u ≤ κ‖y‖u whenever
x ≤K y in V . It is known, see [2, Lemma 2.5], that each interior point of K is an order unit
of K. On the other hand, if x ∈ K is an order unit of K, then there exists M > 0 such that
u ≤K Mx. So, for y ∈ V with ‖y‖u ≤ 1/M we have that 0 ≤K x − u/M ≤K x − y, which show
that x ∈ K◦. Thus, the interior K◦ coincides with the set of order units of K.
We see that given an order unit space (V,K, u) and x, y ∈ K◦, there are constants 0 < β
such that x ≤K βy, and hence we can define
M(x/y) := inf{β > 0 : x ≤K βy} < ∞.
Now Thompson’s metric on K◦ is given by
dT (x, y) := log(max{M(x/y),M(y/x)})
and was introduced in [24]. The set of midpoints is denoted
(x, y) :=
{
z ∈ K◦ : dT (x, z) = 12dT (x, y) = dT (z, y)
}
.
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Thompson’s metric spaces (K◦, dT ) are geodesic spaces, see [14, Section 2.6], that is to
say, any two points in K◦ are connected by a geodesic segment. Recall that a map γ from
an (open, closed, bounded, or, unbounded) interval I ⊆ R into a metric space (X, d) is called
a geodesic path if d(γ(s), γ(t)) = |s − t| for all s, t ∈ I. The image of γ is called a geodesic
segment in (X, d), and for x, y ∈ (X, d).
3. Midpoints in general cones. idpoints in general cones
Before we give the characterisation of the midpoints set in (K◦, dT ), where (V,K, u) is an
order unit space, we make some preliminary observations. To begin, we note that if x, y ∈ K◦
are linearly dependent, then the straight-line segment connecting x and y is a unique geodesic
segment for Thompson’s metric, see [16, Lemma 3.3], and hence the midpoints set is a
singleton in that case. So, in the sequel we only need to consider the midpoints sets of
linearly independent elements of K◦.
If x, y ∈ K◦ are linearly independent, then we write V(x, y) = span (x, y) and we let
K(x, y) := V(x, y) ∩ K be the 2-dimensional cone containing x and y, which has relative
interior K(x, y)◦ in V(x, y). Note that for w, z ∈ K(x, y)◦ the distance dT (w, z) with respect to
K(x, y) is the same as dT (w, z) with respect to K. As K(x, y) is a closed cone in V(x, y) and
K(x, y)◦ is non-empty, we know [14, Theorem A.5.1] that there exist linearly independent
linear functionals ψ1 and ψ2 on V(x, y) such that
K(x, y) = {z ∈ V(x, y) : ψ1(z) ≥ 0 and ψ2(z) ≥ 0}.
The linear map Ψ : V(x, y) → R2 given by, Ψ(z) = (ψ1(z), ψ2(z)) for z ∈ V(x, y), maps
K(x, y) onto the standard positive cone R2+ := {(w1, w2) : w1 ≥ 0 and w2 ≥ 0}. Furthermore
for u, v ∈ K(x, y)◦ we have that M(u/v) = M(Ψ(u)/Ψ(v)), and hence Ψ is a dT -isometry. One
can verify that in ((R2+)
◦, dT ) the path t → Ψ(x)1−tΨ(y)t, for t ∈ [0, 1], where Ψ(x)1−tΨ(y)t :=
(Ψ(x)1−t1 Ψ(y)
t
1,Ψ(x)
1−t
2 Ψ(y)
t
2) ∈ (R2+)◦, is a geodesic path from Ψ(x) to Ψ(y). The pull–
back of this geodesic path under the isometry Ψ is an geodesic path connecting x and y in
(K(x, y)◦, dT ). We will call it the canonical geodesic connecting x and y and denote it by
γxy. Moreover, the midpoint
mxy := γxy(1/2)
is said to be the canonical midpoint of x and y. Note that
M(x/mxy) = M(Ψ(x)/Ψ(x)1/2Ψ(y)1/2) = M(Ψ(x)1/2/Ψ(y)1/2) = M(x/y)1/2,
so that M(x/y) = M(x/mxy)2. Likewise it can be shown that
(3.1) M(mxy/y)2 = M(x/y) and M(mxy/x)2 = M(y/x) = M(y/mxy)2.
Given x, y ∈ K◦, we let +xy := {λy + (1 − λ)x : λ ≥ 0} be the half-line emanating from x
through y. The following basic observation will be useful.
Lemma 3.1. Let (V,K, u) be an order unit space and x, y ∈ K◦. If M := M(x/y) > 1, then
+xy intersects ∂K in
(3.2) y′ :=
M
M − 1y +
1
1 − M x.
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Proof. Note that, as K is closed in (V,K, u), we have that y − M−1x ∈ ∂K. This implies
that y′ := MM−1y +
1
1−M x ∈ ∂K. As y′ is also on +xy the result follows. 
Similarly, if M = M(y/x) > 1, we get that +yx intersects ∂K in the point
(3.3) x′ :=
M
M − 1 x +
1
1 − M y.
For a non-empty subset W ⊆ V we will denote the aﬃne span ofW in V by aﬀW.
Theorem 3.2. Let (V,K, u) be an order unit space and x, y ∈ K◦ be linearly independent.
Then the aﬃne span of(x, y) satisfies:
(i) aﬀ(x, y) = mxy + span Fy′ , if M(x/y) > M(y/x);
(ii) aﬀ(x, y) = mxy + span Fx′ , if M(y/x) > M(x/y);
(iii) aﬀ(x, y) = mxy + span Fx′ ∩ span Fy′ , if M(x/y) = M(y/x),
where x′ and y′ are as in (3.3) and (3.2), respectively.
Proof. Note that case (ii) follows from case (i) by symmetry. So, suppose that M(x/y) >
M(y/x) and write M := M(x/y). As dT (x, y) = logM, we see that M > 1. It now follows
from Lemma 3.1 that +xy intersects ∂K in
y′ :=
M
M − 1y +
1
1 − M x.
Let z ∈(x, y). We deduce from
dT (x, y) ≤ logM(x/z) + logM(z/y) ≤ dT (x, z) + dT (z, y) = dT (x, y)
that dT (x, z) = logM(x/z) = logM(z/y) = dT (z, y), so that M(x/z)2 = M(z/y)2 = M. Write
N := M(x/z) > 1. Again using Lemma 3.1 the half-line +xz intersects ∂K in
z1 :=
N
N − 1z +
1
1 − N x,
and +zy intersects ∂K in
z2 :=
N
N − 1y +
1
1 − N z,
see Figure 1.
∂K
K
z
x
z1
∂K
K
y
z
z2
Fig. 1. Endpoints
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Working out the following convex combination
1
N + 1
z1 +
N
N + 1
z2 =
(
N
N2 − 1z +
1
1 − N2 x
)
+
(
N2
N2 − 1y +
N
1 − N2 z
)
=
N2
N2 − 1y +
1
1 − N2 x =
M
M − 1y +
1
1 − M x
= y′
shows that z1 and z2 both belong to the face Fy′ .
Write z := mxy + v for some v ∈ V . Let mxy ∈ Fy′ be the points of intersection of +mxyy and
∂K. So,
mxy =
N
N − 1y +
1
1 − Nmxy
by Lemma 3.1. It follows that v = (N − 1)(mxy − z2) ∈ span Fy′ which yields the inclusion
aﬀ(x, y) ⊆ mxy + span Fy′ .
Conversely, suppose v ∈ span Fy′ , with v  0. Define z := mxy + v. By Lemma 3.1 the
point
mxy :=
N
N − 1y +
1
1 − Nmxy
lies in ∂K. As γxy lies in K(x, y), we see thatmxy is a positive scalar multiple of y′, and hence
mxy lies in the relative interior of Fy′ . Let t = (1 − N)−1 and note that
mxy + tv =
N
N − 1y +
1
1 − N (mxy + v).
As mxy is in the relative interior of Fy′ , we can replace v by v for some  > 0 suﬃciently
small, and assume that mxy + tv ∈ Fy′ and mxy + v ∈ K◦. We know from [14, pp. 28–29] that
M(mxy/y) =
|mxymxy|
|ymxy| and M(z/y) =
|z(mxy + tv)|
|y(mxy + tv)| ,
where |uw′|/|ww′| denotes the ratio of the lengths of the straight-line segments [u, w′] and
[w, w′], see Figure 2. Using similarity of triangles we conclude that M(mxy/y) = M(z/y).
mxy + tv
mxy
y
z
mxy
Fy′
Fig. 2. The endpoints in Fy′
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Similarly, let
mˆxy =
N
N − 1mxy +
1
1 − N x.
Note that mˆxy ∈ ∂K by Lemma 3.1 and is a positive scalar multiple of y′, as γxy is contained
in K(x, y). By possibly further reducing  > 0 we may assume for s := N/(N − 1) that
mˆxy + sv =
N
N − 1(mxy + v) +
1
1 − N x ∈ Fy′
and mxy + v ∈ K◦. Again using similarity of triangles, see Figure 3, we get that
M(x/mxy) =
|xmˆxy|
|mxymˆxy| =
|x(mˆxy + sv)|
|z(mˆxy + sv)| = M(x/z).
mˆxy mxy
x
Fy′
mˆxy + tv
z
Fig. 3. The endpoints in Fy′
It now follows from (3.1) that
M(x/z)2 = M(x/mxy)2 = M(x/y) > M(y/x) = M(mxy/x)2.
As the map (u, w) → M(u/w) is continuous on K◦×K◦, see [15, Lemma 2.2], we can assume,
after possibly further reducing  > 0, that M(z/x)2 < M(x/y). It now follows that dT (x, z) =
dT (x,mxy) = 12dT (x, y). In the same way it can be shown that dT (z, y) = dT (mxy, y) =
1
2dT (x, y). We conclude that z ∈(x, y) and hence mxy + span Fy′ ⊆ aﬀ(x, y).
Finally, suppose that M(x/y) = M(y/x). We have already shown that the inclusions
aﬀ(x, y) ⊆ mxy + span Fx′ and aﬀ(x, y) ⊆ mxy + span Fy′ hold, which immediately
implies that
aﬀ(x, y) ⊆ mxy + span Fx′ ∩ span Fy′ .
Moreover, if v ∈ span Fx′ ∩ span Fy′ and z := mxy + v, then we have also shown that for
small enough  > 0, the equalities logM(x/z) = logM(z/y) = 12dT (x, y) hold. Now since
M(x/y) = M(y/x), we can apply the same argument to show that logM(z/x) = logM(y/z) =
1
2dT (x, y), and hence
mxy + span Fx′ ∩ span Fy′ ⊆ aﬀ(x, y),
which proves the last assertion. 
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4. Midpoints in symmetric cones. idpoints in sy etric cones
The interior K◦ of a closed cone K in a finite-dimensional inner-product space (V, 〈·, ·〉) is
called a symmetric cone if the dual cone, K∗ := {y ∈ V : 〈y, x〉 ≥ 0 for all x ∈ K} satisfies
K∗ = K, and the automorphism group Aut(K) := {A ∈ GL(V) : A(K) = K} acts transitively
on K◦. A prime example is the cone of positive definite Hermitian matrices.
It is well known that the symmetric cones in finite dimensions are precisely the interiors
of the cones of squares of Euclidean Jordan algebras. We will follow the notation and
terminology from [7], which gives detailed account of the theory of symmetric cones.
A Euclidean Jordan algebra is a finite-dimensional real inner-product space (V, 〈·, ·〉)
equipped with a bilinear product (x, y) → x • y from V × V into V such that for each
x, y ∈ V:
(i) x • y = y • x,
(ii) x • (x2 • y) = x2 • (x • y), and
(iii) for each x ∈ V , the linear map L(x) : V → V given by L(x)y := x • y satisfies
〈L(x)y, z〉 = 〈y, L(x)z〉 for all y, z ∈ V.
A Euclidean Jordan algebra is not associative in general, but it is commutative. The unit in
a Euclidean Jordan algebra is denoted by e. An element c ∈ V is called an idempotent if
c2 = c. A set {c1, . . . , ck} is called a complete system of orthogonal idempotents if
(i) c2i = ci for all i,
(ii) ci • c j = 0 for all i  j, and
(iii) c1 + · · · + ck = e.
The spectral theorem [7, Theorem III.1.1] says that for each x ∈ V there exist unique real
numbers λ1, . . . , λk, all distinct, and a complete system of orthogonal idempotents c1, . . . , ck
such that x = λ1c1+ · · ·+λkck. The numbers λi are called the eigenvalues of x. The spectrum
of x is denoted by σ(x) = {λ : λ eigenvalue of x}, and we write
λ+(x) = max{λ : λ ∈ σ(x)} and λ−(x) = min{λ : λ ∈ σ(x)}.
The spectral decomposition gives rise to a functional calculus on V . For example, for x =
λ1c1+ · · ·+λkck with λi > 0 for all i = 1, . . . , k, we can define x−1/2 := λ−1/21 c1+ · · ·+λ−1/2k ck.
For x ∈ V the linear mapping, P(x) = 2L(x)2−L(x2), is called the quadratic representation
of x. Note that P(x−1/2)x = e for all x ∈ K◦. It is known that P(x−1) = P(x)−1 for all x ∈ K◦
and P(x) ∈ Aut(K) whenever x ∈ K◦, see [7, Proposition III.2.2]. So, P(x) is an isometry of
(K◦, dT ) if x ∈ K◦ by [14, Corollary 2.1.4]. For x, y ∈ K◦ we write
λ+(x, y) = λ+(P(y−1/2)x) and λ−(x, y) = λ−(P(y−1/2)x).
Note that for x, y ∈ K◦, x ≤K βy if and only if 0 ≤K βe − P(y−1/2)x, and hence
M(x/y) = λ+(x, y).
Similarly, αy ≤K x is equivalent with 0 ≤K P(y−1/2)x − αe, and hence
M(y/x)−1 = λ−(x, y).
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So, for x, y ∈ K◦ the Thompson metric distance is given by
dT (x, y) = log
(
max{λ+(x, y), λ−(x, y)−1}
)
.
For A, B ∈ Πn(C)◦ we have that P(B− 12 )A = B− 12AB− 12 ; so, in that case
dT (A, B) = max
{
max
i
log λi(B−
1
2AB−
1
2 ),max
i
− log λi(B− 12AB− 12 )
}
= max
i
∣∣∣log λi(B−1A)∣∣∣ .
The quadratic representation P(y−1/2) of y ∈ K◦ is an isometry with respect to Thomp-
son’s metric, and hence z ∈(x, y) if and only if P(y− 12 )z ∈(P(y− 12 )x, e). Thus, without
loss of generality, we may consider midpoints sets of the form(x, e) where x ∈ K◦.
The following lemma, which is Exercise III.3 in [7] will be useful in the sequel. A proof
can be found in [16, Lemma 6.1].
Lemma 4.1. Let K◦ be a symmetric cone. For x, y ∈ K we have 〈x, y〉 = 0 if and only if
x • y = 0.
Given an idempotent c ∈ K we have the Peirce decomposition
V = V(c, 0) ⊕ V(c, 12 ) ⊕ V(c, 1)
where V(c, λ) are the corresponding eigenspaces of the only possible eigenvalues λ that the
linear operator L(c) can have, see [7, Proposition III.1.3]. Although this is a direct sum of
vector spaces, both components V(c, 0) and V(c, 1) are Jordan subalgebras [7, Proposition
IV.1.1], and for λ = 0, 1 we will denote the cone of squares in V(c, λ) by K(c, λ). Regarding
the midpoint sets, we are particularly interested in V(c, 0). Note that this subalgebra has e−c
as a unit.
For x ∈ K◦ with spectral decomposition x = ∑ki=1 λici we let
x :=
{
ci ∈ {c1 . . . , ck} : max{λi, λ−1i } = max{λ+(x), λ−(x)−1}
}
.
Note that after reordering the eigenvalues λ1 < λ2 < · · · < λk we have that x ⊆ {c1, cn}.
Before we characterise the aﬃne span of the midpoints set(x, e) for x ∈ K◦, we first prove
the following lemma.
Lemma 4.2. Let V be a Euclidean Jordan algebra with cone of squares K and let c ∈ K
be an idempotent. Then K(c, 0) is a face of K with relative interior
K(c, 0)◦ = Inv(V(c, 0)) ∩ K(c, 0),
where Inv(V(c, 0)) denotes the set of invertible elements in the subalgebra V(c, 0).
Proof. Let z ∈ K(c, 0). If ξ1, ξ2 ∈ K and 0 < t < 1 are such that z = tξ1 + (1 − t)ξ2, then
0 ≤ t 〈c, ξ1〉 + (1 − t) 〈c, ξ2〉 = 〈c, z〉 = 0,
so ξ1, ξ2 ∈ K(c, 0) by Lemma 4.1, and hence K(c, 0) is a face of K. Note that the Jordan
subalgebra V(c, 0) has unit e − c ∈ K(c, 0), since (e − c)2 = e − c. The fact that K(c, 0)◦ =
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Inv(V(c, 0)) ∩ K(c, 0) now follows from [7, Theorem III.2.1]. 
Note that K(c, 0) = Fe−c. Indeed, if x ∈ K(c, 0), then x ≤ n(e− c) for some n ≥ 1, as e− c
is an order unit in V(c, 0). So, K(c, 0) ⊆ Fe−c by Lemma 2.1. Conversely, if y ∈ Fe−c, then
0 ≤K y ≤K n(e − c) for some n ≥ 1. It now follows that
0 ≤ 〈c, y〉 = 〈c, y〉 − 〈c, n(e − c)〉 = 〈c, y − n(e − c)〉 ≤ 0,
and hence y ∈ K(c, 0) by Lemma 4.1.
We can now prove the characterisation of the midpoints set in symmetric cones.
Theorem 4.3. Let K◦ be a symmetric cone. For x ∈ K◦ \ {e} let x be defined as above
and put c :=
∑
ci∈x ci. The aﬃne span of(x, e) satisfies
aﬀ(x, e) = mxe + V(c, 0).
Proof. Let x = λ1c1 + · · · + λkck be the spectral decomposition of x with λ1 < · · · < λk.
First suppose that x = {ck}. Note that λk > 1, as dT (x, e) = log λk > 0. The endpoint
x′ =
λk
λk − 1e −
1
λk − 1 x =
k−1∑
i=1
λk − λi
λk − 1 ci,
where e is between x′ and x, is in the relative interior of K(c, 0) by Lemma 4.2, as it is
invertible in V(c, 0) with respect to e− ck = c1+ · · ·+ ck−1. The desired equality now follows
from Theorem 3.2 since K(c, 0) is generating in V(c, 0). In the same way it can be shown
that the assertion holds if x = {c1}. Finally, if x = {c1, ck}, then c = c1 + ck and it follows
from Theorem 3.2 that
aﬀ(x, e) = mxe + V(c1, 0) ∩ V(ck, 0).
Clearly V(c, 0) ⊇ V(c1, 0) ∩ V(ck, 0). As V(ci, 0) = ker L(ci) for i = 1, k and K(c, 0) ⊆
ker L(c1) ∩ ker L(ck), we must have that V(c, 0) = V(c1, 0) ∩ V(ck, 0), since spanK(c, 0) =
V(c, 0). 
It follows from Theorem 4.3 that dim aﬀ((x, e)) = dimV(c, 0). If V is a simple n-
dimensional Euclidean Jordan algebra, i.e., V has no non-trivial ideals, then for any two
orthogonal primitive idempotents c1 and c2 in V the dimension
d := dimV(c1, 12 ) ∩ V(c2, 12 )
is independent of c1 and c2. In fact, if rank(V) = r, then
n = r + d2 r(r − 1)
by [7, Corollary IV.2.6].
Now let us decompose x with respect to a Jordan frame, for details see [7, Theorem
III.1.2], where we might have diﬀerent primitive idempotents corresponding to the same
eigenvalues, so
x = λ1c1 + · · · + λrcr.
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We can rearrange the eigenvalues in such a way that
x =
∑
j∈cx
λ jc j +
∑
ci∈x
λici.(4.1)
It follows that for q := |cx | the dimensional formula
dimV(c, 0) = dimV(e − c, 1) = q + d2q(q − 1)
holds by [7, Proposition IV.3.1]. As dim(x, e) = dim aﬀ((x, e)), this immediately gives
the following corollary.
Corollary 4.4. Let V be a simple n-dimensional Euclidean Jordan algebra with cone of
squares K and rank r > 1. If x ∈ K◦, then the aﬃne dimension of the midpoints set satisfies
dim(x, e) = q +
d
2
q(q − 1) = q + n − r
r(r − 1)q(q − 1).
As an example, let us consider the Hermitian matrices Hn(C) and compute
dim(aﬀ(A, In)) for A ∈ Πn(C)◦ and In the n × n identity matrix. There exists a unitary
matrix U such that UAU∗ = D where D is a diagonal matrix with the eigenvalues on the
diagonal arranged as in (4.1). Conjugating with U is a linear automorphism of Πn(C), and
B ∈(A, In) if and only ifU∗BU ∈(D, In). So, to compute the dimension of aﬀ(A, In)
we may assume without loss of generality that A is a diagonal matrix as described above. In
that case the projection C is of the form
C =
n∑
i=q+1
Eii =
(
0 0
0 In−q
)
,
where q = |cA|. It is easily checked that V(C, 0) equals
V(C, 0) =
{(
Aq 0
0 0
)
: Aq ∈ Hq(C)
}
,
see [7, p. 63], and dim(V(C, 0)) = q2. Since rank(V) = n and dim(V) = n2, it follows from
Corollary 4.4 that
dim(A, In) = q + q(q − 1) = q2.
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