Abstract: Transportation infrastructure in intelligent transportation systems (ITSs) is complemented with information and communication technologies to achieve better passenger safety and reduced transportation time, fuel consumption, and vehicle wear and tear. This paper shows how data mining techniques are used in ITSs for accident detection and prevention on motorways. In traffic, vehicles show similar behavior to that of vehicles in closed neighborhoods. Vehicles that show different behaviors than neighbor vehicles in cases like accidents, inappropriate lane changes, and speeding can be considered as anomalies and detected. In this paper, a traffic accident is simulated and the effectiveness of different clustering techniques is examined for detecting traffic accident. We show that if velocity and position values of each vehicle are given, vehicles' behavior can be analyzed and accidents can be detected easily. The success of the proposed algorithms is demonstrated in a highway scenario by means of simulations. Simulations showed that data mining tools successfully detected accidents with an average accident detection rate of 100% and a false alarm rate of 0% using DBSCAN and hierarchical clustering.
Introduction
Traffic collisions are not referred to as accidents by many safety experts since they consider that those collisions could and should have been prevented. In fact, under critical traffic conditions that can cause motor vehicle accidents, drivers can either take or not take protective actions to prevent crashes. Taking protective actions is critical in traffic situations and aids drivers to prevent collisions or at least decrease their severity. According to Uc et al. [1] , preventing a crash requires continuous observation of neighboring vehicles, and foreseeing and adjusting to alterations in their speeds and locations under the pressure of time, which depends on multiple cognitive capabilities. The US National Highway Traffic Safety Administration displays great involvement in accident-avoiding applications such as lane departure warnings and brake assists. As a result, many automobile makers investigated and mounted collision avoidance warning systems in new car models that are configured to inform drivers about potential dangers from roadway departure and other vehicles [2] [3] [4] [5] [6] [7] [8] .
The outgrowth of new information technologies and the transformation that has happened in road traffic management have both increased a demand for very precise road traffic information. In order to supply precise and more comprehensive traffic conditions in a road network, the traffic sensors that are commonly used to measure the current traffic status are inefficient. Other data sources (such as cameras, GPS, cell phone tracking, and probe vehicles) are progressively used to supplement the information supplied by those prevailing measurements [9] . Some of the envisioned applications for vehicular networks are vehicle collision warning, security distance warning, driver assistance, cooperative driving, cooperative cruise control, dissemination of road information, internet access, map locations, automatic parking, and driverless vehicles [10] . As intelligent transportation system (ITSs) and vehicular ad hoc network technology (VANET) improve toward more critical applications such as vehicle collision warning systems and driverless vehicles, it is possible that a stable and highly accessible localization system will be needed [10] .
Motorway accidents are responsible for a substantial amount of loss and costs to the motoring public. Accident detection is a process that brings an accident to the attention of drivers. The detection of accidents also enables drivers to respond more quickly in advance, to warn them of oncoming traffic accidents and to reduce the danger of secondary accidents. There is a number of approaches to automatic accident detection (AAD) [11] . Based on the goals of the research, 2 major types of data mining can be employed: predictive and descriptive techniques [12] . For traffic accident detection, the descriptive data mining technique of cluster analysis is used to divide heterogeneous data into several homogeneous classes or clusters [13] . The aim of this work is to observe the effectiveness of cluster analysis as a technique for detecting traffic accidents and to prevent subsequent traffic accidents. VANETs can be utilized for accident detection in AAD algorithms.
In order to improve traffic safety, data mining techniques can be used for accident detection and prevention [14] . Recently, several data mining techniques have found their way into traffic safety research, such as rule induction [15] , frequent item sets [16] , artificial neural networks [17] , and classification and regression trees [13, 18] .
In this study, we used data mining methods to analyze collected information from vehicles to detect collisions. When there is an accident on the road, other vehicles will be affected by the accident. In this study, the main idea is to detect abnormal behaviors in the traffic flow. Because of the accident, the vehicle to which the accident happened will stop and vehicles behind or around it will stop or slow down. Behaviors of vehicles around the accident can be said to be different than that of vehicles away from the accident. It is also expected that the number of vehicles affected by the accident will increase with time. In the case of accident detection, drivers will be alerted about the collision and they will have time to take precautions to avoid pile-up collisions. The remainder of this paper is organized as follows. Section 2 describes vehicular ad hoc networks and gives explanatory information about accident detection studies. In the same section, clustering algorithms that will be used in this study and a simulation of urban mobility (SUMO) traffic simulation will be introduced. In Section 3, data acquisition from the simulator will be explained, a comparison between DBSCAN and E-M and between hierarchical clustering and K-means methods will be made, and results will be discussed. Section 4 provides our conclusions and our comments on which kind of clustering algorithm might show better performance with traffic data.
Materials and methods

VANETs
The idea of utilizing wireless communication in vehicles has attracted researchers since the 1980s [19] . The main purpose of these studies is to improve road safety and transportation effectiveness, in addition to reducing the effect of transportation on the environment. These 3 groups of applications of VANET technology are not entirely unrelated: for instance, decrease in number of accidents can in turn diminish the amount of traffic congestion, which could decrease the level of environmental effect [20] .
The main purpose of VANETs is to provide safety and comfort for passengers. Every vehicle is equipped with a device to provide an ad hoc network and to communicate with servers. Each vehicle will be able to act as a node in the ad hoc network and relay data to other vehicles. Multimedia and internet connectivity are also provided within the wireless coverage of each vehicle. Parking lot payments and toll collections are other applications inside VANETs.
Another application area is safety-related applications. They can be categorized into 3 different groups: assistance (navigation, cooperative collision avoidance, and lane change), information (speed limit, work zone info), and warnings (after crashes, obstacles, road condition warnings). The cooperative driver assistance system is one of the advanced applications, where sensor data or other status information is exchanged. Transmitting this information to other vehicles enables drivers to get information about hazards, obstacles, or traffic flow ahead [21] .
Traffic accident detection
Passenger safety is one of the essential prospects in an ITS. Studies demonstrate the use of active safety equipment, which complements the conventional passive ones. Advanced driver assistance systems and collisionavoidance systems are a result of such studies. The main focus in these systems is to supply reliable information about traffic incidents around the vehicle to road users, to use systems like adaptive cruise control and collision avoidance [22] .
Intervehicle spacing, relative speed, lane change tracking, and intervehicle time gaps are microscopic traffic variables that have been utilized for anomaly detection [23] [24] [25] [26] . In a vehicular-based networking and computing grid [24] , it was reported that location information of each vehicle can solely be used to find out if the vehicle is in a queue and propagate information to neighboring vehicles. Another recent implementation named wireless local danger warning (WILLWARN) utilizes on-board equipment to measure microscopic variables (e.g., wheel speed, reduced friction) to discover possible dangers [27] . However, the information is mainly disseminated to other vehicles as hazard warnings [28] .
Some of the recent anomaly detection systems include Vehicle Infrastructure Integration with Support Vector Machine (VII-SVM), Vehicle Infrastructure Integration with Artificial Neural Network (VII-ANN) [29] , and Notification Of Traffic InCidEnts (NOTICE) [25] . They use lane-changing characteristics and speed profiles of each vehicle. However, to obtain such fine-grained information, these systems need a specific road side infrastructure that is equipped with sensors and wireless transceivers mounted appropriately on each road section and/or on each lane [28] .
Simulation of Urban Mobility
SUMO is a microscopic, multimodel traffic simulation. Every vehicle moves independently of other and has its own route and its own model. SUMO simulates a large set of traffic management topics [30] . SUMO assigns an identifier, the departure time, and a route to each vehicle. It is possible to describe vehicles with more options, such as departure and arrival lane, velocity, and position. Each vehicle can also be assigned with a type that describes the physical properties of the vehicle and values of movement model [30] .
The simulation is time-discrete and space-continuous. Default simulation step length is 1 s. Internally, the vehicle's position is recorded by lane number and distance from the beginning of the current lane. SUMO uses a car following model [31] by default and also supports a lane-change model [32] . Simulations can be run from command line application or can be visualized with a graphical application using openGL. Various kinds of outputs can be generated from SUMO at each simulation execution [30] .
In this study, vehicles' behavior has been analyzed to detect accidents that are occurring at that moment by using clustering methods, which has showed great success in finding anomalies in data sets. Because of the difficulty of collection of vehicle position and velocity information in the real world, SUMO [30] has been used to simulate traffic and produce position and velocity information. Position and velocity values of the vehicles have been collected and vehicles showing different behaviors from others have been detected.
Clustering methods
Cluster analysis tries to divide data components into groups or clusters in a way that maximizes both the homogeneity of components within the groups and the heterogeneity between groups [33] . This method is known as an unsupervised learning algorithm because the true number of clusters and their shapes are not known [34] . Generally, cluster analysis is a process of repeatedly maximizing the resemblance between intracluster components and the dissimilarity between intercluster components [35] . These similarity-based clustering methods calculate similarity using a specific distance function for components with continuous attributes and calculate similarity measures for components with qualitative. Two main approaches are well known among the similarity-based methods. These are the hierarchical approach (e.g. Ward's method, single linkage method) and the partition approach (e.g., K− means) [13, [36] [37] [38] .
Density-based spatial clustering of applications with noise (DBSCAN)
DBSCAN [39] is a density-based clustering algorithm. High-density regions represent clusters while regions with less density of points represent noise or anomalies. This algorithm is designed to overcome large data sets with noise and is capable of determining different sizes and shapes [39] .
DBSCAN is a density-based spatial clustering algorithm and density-based means that clusters are connected points where the density of points is equal to or more than a threshold. If the density is less than the threshold, the data are considered as noise. When a data set is given, DBSCAN divides it into segments of clusters and a set of noise points. The density threshold condition is that there should be at least MinPts number of points in ε-neighborhood. Clusters contain core points and boundary points. A core point is a point that meets the density condition, and a boundary point is a point that does not meet the density condition but is close enough to one or more core point's ε-neighborhood. Points that are not core points or boundary points are considered as noise [40] .
Expectation maximization
Expectation maximization (EM) [41] is a well-founded clustering algorithm in the statistics community. EM is a density-based algorithm that considers that data points can be represented by a sum of multivariate normal distributions and algorithms use expectation and maximization steps to find out distribution parameters. Every distribution can be considered as in [42] .
The EM repeatedly executes expectation (E) and maximization (M) steps. The E step calculates the expectation of likelihood by including the latent variables. The M step calculates parameters for maximum likelihood estimates by maximizing the expected likelihood values calculated in the E step. Values found in the M step are then used in the next E step. E and M processes are repeated until the process termination criterion is met [43] .
Hierarchical clustering
Hierarchical clustering (HC) algorithms can be divided into agglomerative and divisive algorithms. In agglomerative hierarchical clustering (AHC), every point in the data set is considered as a cluster and clusters that are close to each other are combined to make a new cluster. In divisive hierarchical clustering, data points are divided into smaller groups. AHC methods are used more than divisive methods [43] . In this study, we also used AHC. In AHC, when a data set with N points is given to be clustered, an N × N distance (similarity) matrix is produced. At the beginning, every point represents one cluster. The algorithm then finds the most similar cluster pairs and combines them into a single cluster. Similarity between clusters can be calculated by using one of the linkage criteria such as single-linkage, complete-linkage, or average-linkage. When single-linkage is used, the distance between 2 clusters is the minimum distance between points of each cluster. In the complete-linkage case, the distance is the maximum distance between points of each cluster. In the average-linkage case, the distance is the mean distance between points of each cluster. After combining the most similar cluster pair, the algorithm finds the next most similar cluster pair and combines them. Combining clusters continues until the desired number of clusters is reached.
K-means clustering
The K-means algorithm [44] divides the data set into K clusters. The algorithm randomly produces K cluster centers and every point is assigned to a cluster whose center is the closest to that point. Cluster centers are calculated using cluster members. Since new centers are different from previous centers, for each data point, distances to cluster centers are calculated again and data points are assigned to the closest clusters. Calculating centers and distances continues until cluster centers do not change much between successive calculations [45] .
Most of the K-means type of algorithms need the number of clusters K to be given to be able to cluster. This feature is one of the biggest disadvantages of these algorithms. Moreover, the algorithms create clusters of similar sizes, since they will always try to associate an object to the closest center of the cluster. This might often cause clusters to form incorrectly, because the algorithm is designed to optimize centers of clusters instead of cluster borders (http://en.wikipedia.org/wiki/Cluster analysis).
Results and discussion
Algorithm and assumptions
The realization of the concept of vehicle-infrastructure integration (VII) will enable vehicles and infrastructure units to exchange data with each other. It presents a possibility to enhance the performance of the present traffic surveillance system. VII systems envision that vehicles and roadside infrastructures equipped with wireless communication interfaces will enable vehicles to send updates on continually changing data, such as acceleration/deceleration, speed, maneuver data, and position, to the traffic surveillance (National VII Coalition, http://www.vehicle-infrastructure.org). The vehicle's microscopic variables can also be used for traffic condition evaluation as used in roadway traffic flow measurements. Qi et al. [46] and Cheu et al. [47] developed a technique to find freeway incidents using acceleration and speed characteristics of probe vehicles.
In the test network of our study, RSUs are assumed to be placed at every road segment along the highway, as in Figure 2 . It is assumed that each vehicle on that highway segment is able to exchange data with the RSU that is managing that segment, either directly to the RSU or through the relay of other vehicles or wireless repeaters located along the highway. All vehicle data in a specific highway segment are collected at one specific central database as shown in Figure 2 . Collected information about vehicles is analyzed using clustering methods to determine anomaly situations, and if anomaly situations are increasing in time, it is identified as an accident. Figure 2 depicts the accident detection algorithm for this study. Furthermore, it is assumed that every vehicle can aggregate microscopic traffic data such as traveling speed and location information. The vehicle locations can be determined from each vehicle's distance to the RSU and each other using signal processing techniques [29] .
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Road sect on under surve llance In this study, a 3000-m one-way road segment is created in the SUMO simulator, and 100 cars enter the road segment from one end of the road and leave the simulation from the other end. During simulation time, vehicle id, vehicle position (x, y), and velocity values of each car at every second were saved as the output of the simulation. Table 1 shows x, y, and velocity values of a few cars at the 17th second.
In order to realize a variety of vehicles and drivers, 5 different vehicle types have been designed and every vehicle has been assigned with one of these types randomly. Table 2 shows the different vehicle types. The SUMO traffic simulator is collision-free traffic simulator. To simulate an accident, cars are forced to stop in a predefined position. Stops also can be considered as important incidents in a road segment. The stopped vehicle itself or passengers who are leaving the stopped vehicle might cause a problem. Identifying such an incident and alerting coming vehicles will avoid possible accidents. One car is forced to make a stop at the 50th second of the simulation. The deceleration value is chosen as 30 m/s 2 to make the stop instantaneous.
Simulation outputs before and after the accident have been used as input to clustering algorithms to identify accidents.
Simulation environment
Vehicle ID, vehicle position (x, y), and speed information of each vehicle currently on the road segment have been received from the SUMO traffic simulator at every second and these values are entered into clustering algorithms as input. We used DBSCAN, EM, K-means, and HC algorithms to distinguish anomaly data from normal data, where data from vehicles that are affected by an accident are considered as anomaly data. The DBSCAN and EM algorithms are able to make clusters without knowledge of the number of clusters. On the other hand, K-means and HC algorithms need to know the number of clusters to be able to divide the data set. Every second, vehicle positions are received from the SUMO traffic simulator and fed to the WEKA machine learning tool [48] . A list of vehicles affected by the accident at every second is given in Table 3 . Table 3 is constructed by observing the simulation and identifying vehicles that are queued behind the accident location, and it will be used to measure the performance of data mining algorithms. Veh7 is the vehicle scheduled to have an accident at the 50th second of the simulation and veh21, veh5, and veh45 are observed to be slowing down because of the accident. Since the accident happens at the 50th second of simulation, Table 3 contains values from after the 50th second.
Comparison of DBSCAN and EM
In this part, 2 clustering algorithms that do not require knowledge of the number of clusters in advance, DBSCAN and EM, will be used to detect the accident. The DBSCAN algorithm detected a new cluster at the 50th second and the number of vehicles in this new cluster has increased in the following seconds. Table 4 also shows which vehicles were detected as anomalies. Veh7 is the vehicle scheduled to have an accident, and veh21, veh5, and veh45 are vehicles following veh7 and slowing down because of the accident. On the other hand, the EM algorithm was not able to create a new cluster after the accident happened. A new cluster and an increase in number of cluster members in this new cluster are expected results from clustering algorithms in the case of an accident, but only DBSCAN was able to show that behavior. As is seen in Table 5 , the number of clusters is changing every second and it is hard to know which cluster is the cluster that contains vehicles affected by the accident. The quality of results with DBSCAN is clear, but in order to make a statistical comparison, true positive (TP), false positive (FP), true negative (TN), false negative (FN), and accuracy values have been calculated. Table 3 gives the list of vehicles that are anomalies and the results of DBSCAN and EM are compared. Accuracy of the results is calculated using the following formula: Accuracy = (TP + TN) / (TP + FP + TN + FN).
In Table 6 , the quality of results for DBSCAN is given comparing Tables 3 and 4 . Vehicles in cluster NOISE are considered as having anomaly behavior and cluster #1 is considered as normal behavior. In Table 7 , quality of results for EM is given comparing Tables 3 and 5 . Since there is no way to determine which cluster represents the accident-affected vehicle cluster, we have assumed that the cluster that contains most of the accident-affected vehicles is the cluster that is the anomaly, and then calculated statistical rates are given in Table 7 . Algorithms with high accuracy can be considered as good clustering algorithms. DBSCAN has shown excellent success with 100% accuracy at each second. In the case of the EM algorithm, it showed more than 80% accuracy, but these values were generated upon the assumption of knowledge of the anomaly cluster. In DBSCAN, the number of vehicles in the noise group appeared suddenly and increased in number in the following seconds, but in EM, there is no identifying sign to choose which cluster is the anomaly cluster. DBSCAN has shown better performance at detecting accidents than the EM algorithm.
Comparison of AHC and K-means
AHC and K-means clustering algorithms will be used to detect accidents on the road segment. These algorithms require knowledge of cluster count. However, in a certain road segment, there might be several different groups of vehicles traveling at different speeds or to different locations, and it is hard to determine how many clusters there should be. Since vehicle to which the accident happens and vehicles around it will show different behaviors than other vehicles, vehicles can be divided in 2 groups: normal vehicles and accident-affected vehicles (anomaly vehicles). Tables 8 and 9 show clustering results of AHC and K-means, respectively. 35 (veh5, veh7, veh21, veh45) As seen from Table 8 , the AHC algorithm was able to put only vehicles affected by the accident in the same cluster after the accident happened. AHC results match with Table 3 . Before the accident, however, the AHC algorithm tries to divide the vehicles into 2 groups according to their current position and speed. On the other hand, K-means managed to locate all vehicles in the same cluster after the accident, but that cluster also included normal vehicles. TP, FP, TN, FN, and accuracy values have been calculated to evaluate the efficiency of the algorithms. Tables 10 and 11 show statistical rates for AHC and K-means, respectively.
As presented in Table 10 , the AHC algorithm has successfully distinguished anomaly vehicles from normal vehicles. Expected behavior from the anomaly cluster is that the number of members of the anomaly cluster increases after the accident, and the anomaly cluster is supposed to contain only anomalies. Cluster #2 in the AHC algorithm has shown anomalous behavior after the accident. On the other hand, there is no visible behavior change before and after the accident in the clustering behavior of the K-means algorithm. It is hard to decide which cluster is the anomaly and which cluster is the normal cluster. In order to be able to make comparisons, we assume that the cluster that contains the most anomaly vehicles is the anomaly cluster. AHC has shown great success with 100% accuracy at detecting accidents. (%)  50  100  0  100  0  100  51  100  0  100  0  100  52  100  0  100  0  100  53  100  0  100  0  100  54  100  0  100  0  100  55 100 0 100 0 100 Average accuracy 100 
Discussion
The proposed usage of clustering methods aims to improve the accident detection rate. In this study, the effectiveness of clustering methods on microscopic traffic variables is evaluated and compared. For this purpose, DBSCAN, EM, K-means, and AHC clustering methods were applied to traffic data obtained from the SUMO traffic simulator. Average accuracies of these clustering methods were evaluated on the obtained data set. The realized average accuracy was 100% for DBSCAN and AHC, 90.2% for EM, and 79% for K-means. The results are shown in Tables 6, 7 , 10, and 11.
DBSCAN is a density-based clustering algorithm. In density-based clustering, areas with high density of objects are considered as clusters and objects far from those clusters are considered as noise. Since objects are connected to each other to make clusters, density-based algorithms do not have a cluster center and can form clusters with arbitrary shapes. Hierarchical clustering is also based on connectivity between objects rather than cluster centroids. Objects tend to join nearby clusters rather than farther clusters. When traffic behavior is considered, vehicles move according to nearby vehicles. Most of the time vehicles follow other vehicles. It can be said that vehicles in the same neighborhood show similar behavior. If there is a long convey moving together, they will have similar velocity but different position values. DBSCAN or AHC can put these convey members in the same cluster whereas K-means or EM might put convey members in different clusters. It should also be noted here that the use of AHC is complicated because it requires knowledge of cluster number in advance. However, implementation of AHC gave us an idea of what kind of clustering algorithms are appropriate for traffic data.
Based on the results of the present work, the following can be emphasized:
• DBSCAN and AHC algorithms have shown better performance than EM and K-means at distinguishing accident-affected vehicles from other vehicles.
• Density-and connectivity-based algorithms show better performance than centroid-or distribution-based algorithms at clustering vehicles in traffic.
• Unsupervised density-or connectivity-based algorithms can show good performance at grouping the most similar vehicles together.
Conclusion
This paper has presented a real-time traffic accident detection method, which used the VII concept with data mining techniques. The proposed method was carefully evaluated in a microscopic traffic simulation environment, SUMO. It was shown that incidents can be considered as anomalies in traffic data and data mining techniques can be used to detect those anomalies. As soon as a traffic incident is detected, other vehicles can be informed about the incident and this will give drivers the chance to take some action to avoid further incidents or change their route. Detecting incidents will also help road administration officers to remove the problem immediately. In addition, the proposed study can provide estimated location information regarding the possible accident.
The evaluation of the VII model revealed that the DBSCAN and AHC methods successfully detected accidents using speed and location information, because these algorithms are developed to identify clusters of various shapes and sizes. This study showed that DBSCAN and AHC give promising results in analyzing the behavior of traffic movement.
