Abstract. The purpose of this article is to construct highly localized summability kernels on the unit sphere in R d that are restrictions to the sphere of linear combinations of a small number of shifts of the fundamental solution of the Laplace equation (Newtonian kernel) with poles outside the unit ball in R d . The same problem is also solved for the subspace R d−1 in R d .
Introduction
The shifts of the fundamental solution of the Laplace equation − . An alternative formulation of the problem is to approximate a given potential U by the potential of n point masses (using terminology from Geodesy) or by the potential of n point charges (in terms of Electrostatics) or by the potential of n magnetic poles (in Magnetism).
It should be pointed out that there is a great deal of work done on the Method of Fundamental Solutions for the Dirichlet problem of the Laplace equation in Numerical Analysis. This theme is directly related to the problems we consider here. We refer the reader to [2, 6, 8] for the basics of Potential theory.
The poor localization of the Newtonian kernel makes the above approximation problem unamenable and challenging. An important step in solving this problem (see [7] ) is to construct highly localized summability kernels on the unit sphere S d−1 in R d that are restrictions to the sphere of linear combinations of finitely many (fixed number) shifts of the Newtonian kernel. This is the main goal of this article.
The simple fact that (1.2) |x − aη| 2 = a 2 + 1 − 2a(x · η), x, η ∈ S d−1 ,
implies that the restriction of any shift of the Newtonian kernel to S d−1 is a zonal function, i.e. it is the composition F (x · η) of an appropriate univariate function F : [−1, 1] → R and the dot product x·η, x, η ∈ S d−1 . This leads us to the following explicit formulation of the problem at hand:
For given ε ∈ (0, 1] find 2m + 1 constants b ν ∈ R, a ν > 1 so that the restriction F ε (x · η) of the function
to the unit sphere S d−1 ⊂ R d satisfies the following conditions:
(1.6)
with constants m ∈ N and c > 0 depend only on M and d.
Here ρ(x, η) := arccos (x · η) is the geodesic distance between x, η ∈ S d−1 and σ denotes the Lebesgue measure on S d−1 . It should be pointed out that the localization required in (1.5)-(1.6) is only on the boundary S d−1 of the unit ball. As far as every such f ε,η is a harmonic function on B d it cannot be well localized in the interior of the ball.
We shall present two solutions (even three in dimension d = 2) of Problem 1. To solve this problem it suffices to solve either of the following two problems:
to S d−1 satisfies conditions (1.5)-(1.6), where as above the constants m ∈ N and c > 0 depend only on M and d.
As is well known the ℓth directional derivative operator (η · ∇) ℓ , where ∇ stands for the gradient operator, is approximated well by the finite difference operator
and a similar claim is valid when d = 2. Having in mind that D ℓ t (η)|x − aη| 2−d is a linear combination of Newtonian kernels with poles at (a − kt)η, k = 0, . . . , ℓ, we see that, a solution of Problem 2 or Problem 3 leads immediately to a solution of Problem 1.
It is easy to see that a properly dilated and normalized version of the Poisson kernel provides a solution of Problem 2 and Problem 3 in the case M = d. Indeed, the Poisson kernel for a ball of radius a > 1 in R d takes the form
where
as a function of x and setting y = aη with η ∈ S d−1 and a := 1 + ε we get
Hence, the kernel F ε (x · η) := P (aη, x) is of the forms (1.7) and (1.9) with m = 1. It is also easy to see that in dimension d = 2
and hence the kernel F ε (x · η) := P (aη, x) is of the forms (1.8) and (1.10) with m = 1. Furthermore, it is easy to show that (see (3.7)) (1.14) 5 
m is the mth degree ultraspherical polynomial normalized by the identity C . Now, using that lim µ→0+ µ −1 (|t| −µ − 1) = ln 1 |t| and
where T m is the mth degree Chebyshev polynomial of the first kind normalized by
(1.18) Now, using (1.17) and (1.14) we obtain the sharp estimate
On the other hand, since (η · ∇) m |x − aη| 2−d is a harmonic function we have
Therefore, if we set
with a normalization constant c * so that F ε (x · η) obeys (1.6) then in light of the additional multiplier ε −m+1 in (1.19) |F ε (x · η)| with m ≥ 2 cannot have the decay from (1.5) for any M > d − 1. The same argument applies if d = 2. The conclusion is that Problem 2 cannot be solved by using a single mth directional derivative of the Newtonian kernel.
In this article we present two main results. First, modifying Lemma 2.5 in L. Colzani [3] we show that the function
where P is the Poisson kernel (1.11) and m ≥ M − d, solves Problem 2. Secondly, we show that Problem 3 is solved by the simpler kernel
where m ≥ (M − d + 2)/2, a = 1 + ε, and c ⋆ > 0 is a normalization constant. While the proof of the first result is straightforward, the proof of the second (more surprising) result is quite involved and this is the main novelty in this paper.
Our solution of Problem 3 (and hence of Problem 1) has an obvious advantage over Colzani's solution of Problem 2 -it is amenable to generalizations. Our scheme can be used for the solution of the analog of Problem 3 and consequently Problem 1 for domains with much more complicated geometry than the ball, while Colzani's solution of Problem 2 relying on the Poisson kernel is limited to domains for which the Poisson kernel is available in a convenient concrete form.
The rest of this article is organized as follows. In Section 2 we presents a solution of Problem 2 based on an idea of L. Colzani from [3] . In Section 3 we present the solution of Problem 3 mentioned above. In Section 4 we present a second solution of Problem 3 in dimension d = 2. Section 5 treats in brief the localization on S
As a natural progression of our development, in Section 6 we also solve the analogues of Problems 2 and 3 and as consequence the analogue of Problem 1 with
Localized kernels on S d−1 in terms of Newtonian kernels: Solution of Problem 2
In this section we present a solution of Problem 2 from §1 based on the idea from [3, Lemma 2.1].
where P is the Poisson kernel (1.11). Then the restriction F ε (x · η) of the function f ε,η (x) on S d−1 has these properties:
and (2.3)
where c > 0 is a constant depending only on m and d. Furthermore, f ε,η (x) can be represented in the form
where a j := 1 + jε.
Proof. From the definition of f ε,η (x) and (1.12)-(1.13) it readily follows f ε,η (x) can be represented in the form (2.4) or (2.5).
From the harmonicity of the Poisson kernel we know that
which confirms (2.3). To prove (2.2) we first observe that for x, η ∈ S d−1 and a > 1 (see (1.2))
and hence, using (1.11),
If ρ(x, η) ≤ ε, then from above it readily follows that
We claim that
where c is a constant depending only on m and d. Indeed, from (2.7)
Using this representation of g(u) it easily follows that (2.8) holds. Finally, (2.8) coupled with (2.6) yields (2.2).
Localized kernels on S d−1 in terms of Newtonian kernels: Solution of Problem 3
The solution of Problem 3 from the introduction is essentially contained in the following
, and 0 < ε ≤ 1. Set a := 1 + ε and δ := 1 − a −2 . Consider the function
The function F ε has these properties:
and (3.3)
where c 1 , c 2 > 0 are constants depending only on m and d. Furthermore,
where the coefficients q 0 , . . . , q m are determined as the solution of the linear system of m + 1 equations:
Here (u) 0 := 1, (u) k := u(u + 1) · · · (u + k − 1) denotes the Pochhammer's symbol and (u) + := max{0, u}. 
where F ε,m is from (3.4) or (3.5) and m = ⌈(M − d + 2)/2⌉. Then the function f ε,η solves Problem 3 from the introduction.
We shall carry out the proof of Theorem 3.1 in three steps.
3.1. Proof of (3.1)-(3.3). Representation (3.1) is immediate from the definition of F ε and (1.2). We claim that
Indeed, let x, η ∈ S d−1 and denote by β (0 ≤ β ≤ π) the angle between x and η. Using η · x = cos ρ(x, η) = cos β in (1.2) we get
Assume 0 ≤ β ≤ π/2. Using the obvious inequalities (2/π)β ≤ sin β ≤ β we obtain (2/π)
2 , which implies (3.7). In the case π/2 < β ≤ π inequalities (3.7) are trivial. Now estimate (3.2) readily follows by (3. 1) and (3.7) .
Also, from (3.1) we derive
Restricting the interval of integration to [1 − ε 2 , 1] and using that a
for u in this range we get Note that (3.10) has coefficients independent of d, which also justifies that α ℓ (m) does not depends on d.
In order to remove the dependence of the upper bound of the sum in (3.10) on m − ν we set α ℓ (m) := 0 for ℓ > m. Then (3.10) becomes ν+k ν k z j+k . We shall show that the solutions α ν (m) of (3.11) for all m ∈ N are uniquely determined by the following recursive procedure:
where (3.13) is applied inductively on m and for given m inductively on k.
In order to establish this we prove by induction on m ∈ N that α k (m), k ∈ N, from (3.12)-(3.14) satisfy (3.11). Observe that (3.11) trivially follows from (3.14) for ν = 1, m ≥ 2, and from (3.12) for ν = m, m ≥ 1. Hence (3.11) is true for m = 1 and m = 2. For m ≥ 3 assume (3.11) is true for for m − 1. Using (3.13) we get for ν = 2, . . . , m − 1
This verifies (3.11) by induction. Now, one establishes directly that the non-zero entries in (3.12)-(3.14) are given by (3.9) and hence (3.9) solves (3.10). This completes the proof of Lemma 3.4. and T ℓ are even functions for even ℓ and odd functions for odd ℓ we rewrite the derivatives of the Newtonian kernel (1.17)-(1.18) as 
Now, by (3.17) and (3.15) substituted in the right-hand side of (3.4) or by (3.18) and (3.16) substituted in the right-hand side of (3.5) we get for d ≥ 2
To find a convenient representation of the values of F ε,m (aη, x) for |x| = 1 we denote by θ the angle between the vectors aη − x and η, |aη − x| cos θ = (aη − x) · η. By the Law of Cosines we have
which, with the notation 
We rewrite (3.22) as follows. In the expression
we set k = ν − s and get
Separating the terms for ν = 0 (which implies s = 0) and shifting the order of summation in ℓ and ν in the triple sum above we get
In the triple sum we set s = ℓ − ν − k with (ℓ − 2ν) + ≤ k ≤ ℓ − ν and get
where we used (3.6) for the last equality. Indeed, if the summation index in the ν + 1-st row of (3.6) is changed from ℓ to ℓ − ν and this equation is multiplied by
, which completes the proof of Theorem 3.1.
The asymptotic of F ε,m (aη, 0) as ε → 0 (and of S d−1 F ε (x · η) dσ(x) as well) is given by Proposition 3.6. Under the assumptions of Theorem 3.1 we have
Proof. In order to evaluate F ε,m (aη, 0) in the case d ≥ 3 we substitute (3.15) in (3.4) and use that C
The validity of (3.26) in the case d = 2 is obtain by substituting (3.16) in (3.5) and the use of T ℓ (1) = 1. Note that (3.26) is the first equality in (3.25).
From the first equation of (3.6) we get q 0 = −q 1 /2 + O(ε), which together with (3.26) and (3.8) gives
Finally, (3.27) and (3.9) with ℓ = 1 prove (3.25).
Remark 3.7. The values of the q ℓ 's and F ε,m (aη, 0) for m = 1, 2, 3, 4 are as follows:
• If m = 3, then
• If m = 4, then
Localized kernels on S 1 : Second solution
In dimension d = 2 we next identify another linear combination of a single shift of the Newtonian kernel directional derivatives with excellent localization on the unit sphere S 1 .
Theorem 4.1. Let 0 < ε ≤ 1, a = e ε , m ∈ N, and η ∈ S 1 . The function
has the following properties:
with a constant c > 0 depending only on m, and
Moreover, G ε (x · η) is the restriction to S 1 of the following harmonic function, defined on R 2 \{aη},
and S k,ν denote the Stirling numbers of the second kind, defined by
The proof of Theorem 4.1 is based on several auxiliary statements. , where 
Now (4.8) follows from (4.10), (4.11) and (4.12).
Lemma 4.3. Let k ∈ N and t ∈ C, |t| < 1. Then
where A k,ℓ are defined in (4.6).
Proof. Identity (4.13) for k = 1 reduces to the geometric series
We differentiate the previous identity ν times, then multiply by t ν and finaly apply the binomial formula to obtain
This coupled with (4.7), where k replaced by k − 1, leads to
which proves the lemma.
−m for u ∈ R, and z = e −2πiu . Then (4.14)
Proof. Applying Lemma 4.2 and the Poisson summation formula:
we get (4.15)
For the evaluation of the inner sum in the right-hand side of (4.15) we use Lemma 4.3 with t = a −1 z and with t = a −1z to get
Substituting (4.16) in (4.15) we arrive at (4.14).
Proof of Theorem 4.1. Due to the rotational invariance we may assume that the vector η = (1, 0) in (4.1). For any x = (x 1 , x 2 ) ∈ S 1 we apply Theorem 4.4 with z = x 1 + ix 2 = e −2πiu , |u| ≤ 1/2. Thus ρ(x, η) = 2π|u| and a − z = |x − aη|e iϕ , where cos ϕ = − (x−aη)·η |x−aη| . Using the Maxwell formula (1.18) we get
Now, combining (4.17) with (4.14) we get (4.18)
whenever u ≥ 0. Identity (4.18) is also valid for u < 0 because the left-hand side of (4.14) is an even function of u. Now, multiplying both sides of (4.18) by Inequalities (4.2) follow readily by (4.1). From (4.1) and (4.8) we get
which confirms (4.3).
Remark 4.5. Some similarities and differences between the functions F ε,m (aη, x) defined in (3.5) and G ε,m (aη, x) defined by (4.4) are:
• F ε,m is defined for every d ≥ 2, while G ε,m is defined only for d = 2.
• In (3.5) a = 1 + ε, while a = e ε in (4.4).
• q ℓ and Q ℓ are polynomials of the same degree and q ℓ (δ) − Q ℓ (2ε) = O(ε), ℓ = 1, . . . , m.
• The polynomials Q ℓ are given explicitly, while the q ℓ 's are only known recursively.
Localization on
Having solved Problem 1 one can easily solved the analogous problem for localization on S d−1 of linear combinations of shifts of the Newtonian kernel with poles inside the unit ball. The answer is given by the simple
The proof follows immediately by the symmetry lemma:
6. Localized kernels on R d−1 in terms of Newtonian kernels
In this section we construct highly localised kernels on the subspace Proof of Theorem 6.1. We shall derive this result from Theorem 3.1 by a limiting process.
Our first step is to obtain a version of Theorem 3.1 for an arbitrary sphere of radius R in R d . Let m ∈ N, d ≥ 2, ε > 0, η ∈ S d−1 ,x ∈ R d , and R > ε. Set y =x + (R + ε)η. Denote by S(x, R) the sphere in R d centered atx of radius R, i.e. S(x, R) := {x} + RS d−1 . Scaling by a factor of 1/R the sphere S(x, R) and the pole locationȳ we arrive at the sphere S(x/R, 1) and pole location at y/R =x/R + (1 + ε/R)η. By (3.1) with ε/R andx/R in the place of ε andx we get for x/R ∈ S(x/R, 1) .
We multiply both sides above by R 1−d and factor 1/R out of the norm to obtain
It is easy to verify that x −x ∈ RS d−1 . Then (6.8) and (6.9) hold. Letting R → ∞ in (6.8) or (6.9), using Lemma 3.4 and observing that x → x * we conclude that the restriction of F * ε,m from (6.5)-(6.6) coincides with F * ε,m from (6.2) at every point x ⋆ ∈ R d−1 . Inequalities (6.3)-(6.4) follow trivially from (6.2).
