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Cette thèse de doctorat traite de la modélisation stochastique des débits jourdiers. 
L'objectif principal, poursuivi tout au long de nos t r a v w  est de mettre au point un 
modèle de simulation des débits journaiiers capable de représenter le fonctionnement 
hydrologique particulier des réseaux hydrographiques sahéliens. En &et, I'hydrognunme 
annuel des cours d'eau de cette région se caractérise par une seule m e  annuelle de juin à 
septembre, et par une décrue rapide en septembre et octobre. À partir du mois de 
novembre, le tarissement débute et se poursuit jusqu'à I'amivée de la crue suivante. Avant 
l'arrivée de cette deniiàe, une phase dite d'épuisement peut être atteinte au cours de 
laquelle certains cours d'eau peuvent s'assécher. 
De façon générale, la modélisation stochastique des écoulements à un pas de temps 
journalier est fort complexe. Le nouveau modèle proposé se décompose en deux 
sous-modèles distincts, l'un pour reproduire le processus alterné de montée et de baisse 
des eaux (crue et décrue) a l'autre pour modéliser les débits durant la décrue. Un 
processus intermittent formé par des impulsions permet de définir ces deux parties de 
l'hydrogramme. En &ét, une impulsion se produit au jour t lorsque le débit augmente 
entre le jour t-1 a le jour t. L'impulsion équivaut à l'accroissement de débit entre deux 
jours successfi. La décrue se produit l o q u e  le débit baisse, et dans ce cas, il n'y a pas 
d'impulsion. L'intermittence du processus d'impulsions est modélisée par un modèle 
binaire DAR (Dismete AutoRegresive) d'ordre 1 alors que l'intensité des impulsions est 
générée par un modèle ARMA (AutoRegresive M-g Avercge) ou par un modèle 
GAR (Gmnma AutoRegresive) de  distri'bution marginale gamma 
La décrue est régie par un coefficient de tarissement qui n'est pas constant, et qui évolue 
en fonction du temps. Nous déterminons ce dernier en considérant le bassin versant 
comme un réservoir et en résolvant simultanément les équations dynamique et de 
continuité de I'écouiement en l'absence d'apport par les précipitations. À ce niveau, notre 
modèle est très innovateur puisqu'il est d'usage courant de considérer un coefncient de 
tarissement constant. Le profil des courbes donnant le coefficient de tarissement en 
fonction du temps est spécifique au bassin versant étudié, puisque le tarissement est un 
processus qui est propre au contexte géomorphologique. Cependant, le modèle 
s'applique dans un quelconque contexte climatique. 
L'application du modèle à la simulation des débits j o d e r s  à la station de Bakel sur le 
fleuve Sénégal (Sénégal, f i q u e  de Fouest) révèle des potentialités très intéressantes tant 
au niveau des statistiques jounialières et mensuelies que des statistiques d'agrégation 
(statistiques des débits mensuels et annuels). Les statistiques journaliéres sont excelientes 
dans l'ensemble. Les statistiques mensuelies sont bien reproduites en ce qui concerne la 
moyenne, la variance et le coefficient d'autocorrélation d'ordre 1. Le profii de l'asymétrie 
mensuelle est bien présme sauf en fMia et en juin. 
Le modèle reproduit très bien les débits mensuels et pour ce qui est des débits annuels, il 
parvient à présmer leurs moyenne et variance ce qui est très intéressant. Cependant, les 
coefficients d'autocorre~ation d'ordre 1 et d'asymétrie ne sont pas du tout préservés. Les 
événements secs déterminés à partir des séries de débits journaliers synthétiques ont 
également des statistiques intéressantes qui peuvent être améiiorées, si on n'admet pas 
que la phase de tarissement est la seule à se produire de janvier à a d  conduisant à une 
sous-estimation des débits mensuels au cours de cette période. Enfin, le modèle génère 
une faible proportion de crues maximaies annueiles supérieures au maximum de la crue 
maramale annuelle historique. Ces crues maximaies se produisent également à des 
moments qui sont en accord avec les o b s d o n s  historiques. 
The subject of this Ph.D. dissertation is the stochastic modeling of daily flows. The 
principal objective, which we have pursued throughout our work, is to perfea a daily 
flow simulation model capable of representing the way in which sahelian hydrographie 
networks bct ion hydrologically. The annual river fiow hydrograph in this area is 
characterized by a single annual flood period lasting f?om June to Septernber, and by a 
rapid flow reduction in September and Octoba. Starting in November, the recession 
b e g k  and corninues until the mival of the next flood. Prior to the afrival of this flood, a 
depletion phase rnay occur duMg which some nvers may dry up altogether. 
In general, the stochastic modeiing of fiows on a daily basis is a highiy cornplex process. 
The new model proposed here is composed of two distinct sub-models: one to reproduce 
the alternathg rise and fidl of water levels, and the other to model the flows occurring 
durhg the penod of flow reduction. An intermittent process, forrned by impulses, makes 
it possible to define these two parts of the hydrograph. This is because one impulse 
occurs on &y t as a result of the increase in flow between &y t-1 and day t. The impulse 
is thus quivalent to the increase in flow fiom a given &y to the next. The imenninent 
nature of the impulse process is modeled by a £ira order binary DAR (Discrete 
AutoRegressive) model, while the intensity of the impulse is generated by an ARMA 
(AutoRegressive Moving Average) mode1 or by a GAR (Gamma Autoregressive) model 
with a gamma marpuiai distribution. 
The reduction in flow is regdated by a recession coefficient that is not constant, and 
which evolves as a hction of the .  We determine this coefficient by considering the 
catchment area as a resemoir and by the simuhaneous remlution of the dynamic and 
continuity flow equations in the absence of additional water flowing in as a result of 
precipitation. In this respect, our model is a very innovative one since the m e n t  
practice is to consider a constant recession coefficient. The curve profile giving the 
recession coefficient as a ac t ion  of time is specific to the catchment area under study, as 
recession is a process that is peculiar to a particular geomorphological context. 
The application of the model to the simulation of daily flows at the Bakel station on the 
Senegal River (Senegai, West Afrca) shows veiy interesting potentiai, both in t m s  of 
daily and monthly statistics and of aggregation statistics (monthly and annual flows 
statistics). The W y  statistics are excellent on the whole. The monthly statistics are 
reproduced weil as far as the mean, the variance and the first order autoconelation 
d c i e n t  are concerneci. The skewness profile holds up well, except in F e b w  and 
June. 
The monthly flows are very weU reproduced and, as fiir as annual flows are concemed, 
the model manages to presewe their mean and variance, which is of great interest. 
However, the first order autocorrelation and skewness coefficients are not pre~erved at 
ail. The droughts determineci based on the synthetic daily flow series have also 
interesting statistics, and these cari be irnproved if one does not assume that the only 
recession phase ocairs during the January to April period. Such an assurnption would 
lead to an underestimation of the monthly flows during this period. The model in fact 
generates a srna11 proportion of maximal annual floods that is pa te r  than the maximum 
of the maximal annaul histonc flood. These ma>rimal floods also occur at h e s  that agree 
with the historical observations. 
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CHAPITRE 1 
1.1 Problématique généraie 
Dans toute l'histoire de l'humanité' l'importance des grands réseaux hydrographiques ne 
s'est jamais démentie. Ils ont toujours constitué des pôles d'attraction en suscitant la 
sédentarisation des populations sur les terres avoisinantes. En &et, l'accès immédiat et 
sans restriction à l'eau potable et la disponiiilité de terres fertiles permettaient de 
répondre aux besoins élémentaires et vitaux des populations riveraines. Au fil des siècles, 
l'indusaialisation aidant, des activités de tous ordres om engendré des besoins en eau de 
plus en plus croissants (alimentation en eau potable, inigation, navigation, etc.). C'est 
ainsi qu'on en est venu à régulariser les écoulments dans les cours d'eau par la 
construction de barrages qui ont aussi pour buts de créer des réserves en eau suffisantes 
pouvant être utilisées ensuite, produire si possible de l'électricité pour permeme la 
croissance des industries manufimurières et autres' a enfin pour assurer la protection des 
populations riveraines contre les inondations. La gestion optimale des ressources en eau 
est devenue dors de plus en plus incontournable. Pour gérer, à très court terme, les 
ressources en eau de façon optunale, il était nécessaire de modéliser les écoulements au 
pas de temps joumaiier. 
C'est ainsi qu'a la fin des années soixante a au début des années soixante-dix, ont débuté 
les premiers essais de mise au point de modèles stochastiques de débits journaliers 
(Bernier, 1970; Fiering, 1967; Payne et al., 1969; Quimpo. 1967). Les modèles sont de 
deux types principalement. Le premier type de modèles ne t r a d e  qu'avec la série de 
débits historiques, et le deuxième utilise le concept de la transformation pluie-débit. Ces 
derniers modèles emploient une fonction de transfert qui est modélisée de fkçon 
déterministe ou stochastique. Il devient nécessaire alors de simuler les séquences de 
précipitations journalières. Ce genre de modèles tente de reproduire le mécanisme 
physique donnant naissance à l'écoulement (Chang et al., 1987). Ils ont une connotation 
physique contrairement à une variante du premier type de modèles qui a une connotation 
statistique puisque les précipitations sont idéalisées sous forme d'impulsions qui ont une 
signification purement statistique ('Weiss, 1974, 1977). 
Le processus d'écoulement au pas de temps journalier est fort complexe. Le cycle annuel 
de rotation de la terre autour du soleil s'y reflète au vu de la périodicité quasi annuelle de 
ces écoulements. A cela s'ajoute la complexité de la structure de la fonction 
d'autowrrélation. Il est donc difficile de mettre au point un modèle de simulation des 
débits journaliers capable de reproduire cornectement de telles caractéristiques. En 
général, la prise en compte de la périodicité se fhit en divisant l'année en plusieurs 
périodes (saisons, mois, etc.). Cependant, l'écoulement j o d e r  peut être un processus 
non stationnaire au sein de ces périodes. 
1.2 Objeetas et démarche de nos travaux 
Nos travaux de recherche ont pour objectif principal, le développement d'un modèle 
stochastique capable de reproduire les écoulements j o u d e r s  d'un réseau 
hydrographique situé en zone sahélienne. Le Sahel est une région située sur la bordure 
méridionale du désert du Sahara qui réalise la transition entre ce dernier et les régions 
tropicales humides. Le Sahara est le plus grand désert du monde. Il s'étend sur une 
superficie de huit millions de km2 entre l 'Mique du Nord méditerranéenne et I'Anique 
noire et entre l'océan Atlantique à l'ouest et la mer Rouge à l'est. Nous avons choisi de 
t r a d e r  avec les données du fleuve Sénégal à la station de Bakel. Les débits journaliers 
m zone sahélienne reflètent fidèlement le cycle annuel des précipitations. Ils se 
caractérisent par une crue annuelle de juin à septembre et ensuite par une d h e  
progressive qui dure environ huit mois. Rochette (1974) décompose cette phase de 
décrue en trois périodes successives: la décrue rapide, le tarissement et l'épuisement. 
Notre modèle doit être capable de reproduire les statistiques jomalieres mais aussi les 
statistiques d'agrégation (statistiques mensuelles et annuelles). En outre, dunuit toute la 
phase de décrue, le modèle doit préserver aussi les caractéristiques des événements secs 
qui sont déterminés en suivant la procédure de ZelQihasic n Salvai (1987). Les 
caractéristiques principales de ces événements sont le déficit en volume et la durée. 
Notre démarche a consisté à décomposer I'hydrognumne en deux phases qui se succèdent 
par alternance, celle de la montée des eaux et ceile de la décrue. Nous modélisons les 
débits journaliers de façon spéafique pour chaque phase. Pendant la montée des eaux, le 
débit augmente et nous définissons une impulsion correspondant à l'accroissement de 
débit. Lorsque le débit baisse, il n l  a pas d'impulsion. Nous sommes donc en présence 
dim processus intermittent. L'occurrence ou non des impulsions peut être modélisée par 
un modèle DAR (Discrete AutoRegresive) d'ordre 1 ou par un processus de Bemouili 
dors que l'intensité est simulée par un modèle de la M e  des modèles ARMA 
(AutoRegresive Moving Average) ou par un modèle GAR (Gamma AutoRegresive) qui 
est un modèle autorégressif dont la distribution marginaie est une distribution gamma a 
deux paramètres. Durant la phase de décrue, la décroissance de l'écoulement est 
gouvernée par un coefficient de tarissemait évoluant en fonction du temps. 
En considérant le processus des impulsions, notre modèle est défini comme un modèle 
hybride. En &et, à ce niveau, il nl a pas de connotation physique, à proprement parler, 
telle que nous l'avons spécifiée précédemment. Étant donné que nous déterminons des 
impulsions historiques à partir des valairs de débits, notre modèle n'a pas une 
w~otation purement statistique. 
Cette thése est organisée autour de six chapitres. Le chapitre 2 présente une brève revue 
de littérature et décrit les différentes contributions de nos travaux. La revue de littérature 
aborde la question de la définition de ia sécheresse, de la sécheresse hydrologique et de 
l'étiage. Nous présentons aussi une revue des travaux sur Fétude des sécheresses qui ont 
touché I'Afiique de l'Ouest. Nous décrivons ensuite les processus intermittents et les 
modèles qui ont été utilisés pour les représenter. La revue de littérature se termine avec 
une présentation des modèles de débits journaliers que nous jugeons les plus peninents 
dans le cadre de nos travaux. La formulation de notre modèle se trouve au chapitre 3 
ainsi que la procédure de génération des séries de débits journaliers. Le modèle 
comprend deux sous-modèles. Le premier simule le processus interminent des 
impulsions à l'aide d'un modèle multiplicatif. Le deuxième génère les débits lors de la 
décrue en considérant le bassin versant comme un réservoir et en considérant un 
coefficient de tarissement qui varie en fonction du temps. Pendant la montée des cary la 
connaissance des impulsions permet de générer directement les débits. Le chapitre 4 
décrit le site ayant servi à l'application de notre modèle et fournit une analyse des domées 
utilisées. Cette analyse est M e  en fonction des objectifs poursuivis par notre modèle. 
L'application de notre modèle fhit l'objet du chapitre 5 et les résultats découlant de 
celle-ci y sont présentés et commentés. Enfin, la conclusion générale au chapitre 6 
dégage les principaux éléments qui caractérisent notre modèle et propose les perspectives 
de recherche possibles suite à ce travail de recherche. 
REWE DE L ~ É R A T Z T R E  
ET 
CONTRIBUTIONS DE LA THÈsE 
L'objectif principal attribué à notre modèle est de simuler les débits jouniaiiers dans un 
contexte climatique partiailia qui est celui du Sahel dans la zone ouest-africaine marquée 
par la sécheresse. Nous avons donc examiné les travaux sur les sécheresses dans cette 
sous-région de l'Afrique occidentale. Les études sur les sécheresses s'intéressent 
généralement a des processus dont le pas de temps est annuel ou mensuel (Dracup et al., 
1980b). Avec un pas de temps jounialier, c'est la période d'étiage qui est intéressante 
pour le gestionnaire des ressources en eau en zone sahélienne en raison de sa durée, du 
déficit en volume qu'il engendre par rapport à un niveau de riférence et de la possibilité 
que le cours d'eau s'assèche au bout d'un certain temps. Nous avons donc au préalable 
examiné la relation qu'on pouvait fàire entre sécheresse et étiage. 
Dans notre modèle, le signal ou l'impulsion qui génère la montée des eaw est en fait un 
processus intermittent. Nous passons aussi en revue la littérature sur les modèles qui 
traitent le cas spécifique des processus intermittents. Les techniques de modélisation 
stochastique des débits journaliers sont aussi prises en compte en considérant les modèles 
les plus pertinents. En &et, dans le caâre de ce chapitre, il était illusoire de vouloir 
présenter tous les modèles mis au point à ce jour. 
Enfin, nous terminons en décrivant les contributions originales fates dans le cadre de nos 
travsulx de recherche par rapport aux travaux cités dans la rewe de Littérature. 
2.1 Sécheresses, sécheresses hydrologiques et étiages 
2.1.1 Sécheresses 
Trouver une définition de la sécheresse pouvant convenir à l'ensemble de la c o r n m m é  
scientifique représente un défi de taille. En &kt, il n'existe pas à I ' h w e  actuelle de définition 
unique de la séchaesse. Efle varie en fonction de lirtilisateur de la ressource en eau et des 
conditions d'opération kées par œlui-ci (Dracup et al., 1980b; Yevjevicb, 1%7). Pour 
I'eculteur, toute période pendant laqueiie l'humidité du sol est insuilisante pour assurer la 
croissance des plantes est aitique. Le météorologue quant à lui, est plus intéressé par les 
périodes sans précipitation sous forme de phee ou de neige. Les périodes où les débits a une 
station ou aninnt à un réservoir sont idmeurs a la nomiale, d e s  où la e o n s o d o n  
dépasse 1- capacités de production en eau potable sont le lot de I'hydrolugue. 
Trois composantes hydrologiques majeures ont été énoncées soient les précipitations, 
i'écoulement de surface et I'humidité du sol. Au niveau du bassin venant, l'absence de 
précipitation est une cause de sécheresse a la fàiilesse de l'écoulement de srrrface pan être 
considérée corrime un effet (Dracup et al., 1980b). Cependant, sur le plan méteOroIogique, les 
causes de la sécheresse peuvent être situées au niveau de la ciradation atmosphérique 
(dynamique des masses d'air) et des relations atmosph&&. Les activités humaines 
d e n t  source de modifications climatiques (&ets anthropogéniques) conduisant à une 
ocairraice plus marquée des sécheresses (UNESCO/OMM, 1987). 
Il existe pourtant entre les dBërentes définitions de la sécheresse des points de d o r m i t e -  
bo t s  (1988) et UNESCO/OMM (1987) en démivent quelquesuns: 
Une paiode sèche est marquée par un d&it des d ispomibi i  natudes en eau 
(précipitations, eau de surface, humidité du soi, eau soutenaine) par rapport à une valeur 
de référence (souvent la moyenne) qui caractérise la situation normale @nwp et al., 
1980b). 
Quand on évoque une sécheresse, on y associe une dimension temporelle à laquelle peut 
s'ajouter une dimension spatiale. On parie bien souvent de période sèche touchant une 
région géographique dom& (Dracup et ai., 1980b; Yevjevich, 1%7). C'est un phénomène 
traasitoire. On distiaguera donc la séchefesse, de l'aridité qui a la d e  dimemiion spatiale. 
* O ,  Les zones arides sont auactensgs par une sécheresse permanente. 
La séchaesse affécre les activités humaines et les conséquences sont plus ou moins 
dévastatrices sur l'environnement @hénomène de dWcation), sur ia d e  de d o n s  
d'êtres humains (fimines) et et l'économie en hypothéquant les promictions de 
l'agricdttue, de l'énergie hydroélectrique et de l'élevage. lï fiut d noter toutes les 
nuh~ces  causées par les pénuries d'eau potable pour l'usage domestique ou industriel. 
La notion de sécheresse vaie d'une u>m climatique à une autre. A Bali (le dlndonége), 
toute période de six jours ou pius sans pluie est considérée comme sèche alors qu'en Libye, il 
faut phis de deux années sans pluie pour constater une sécheresse (Hudson et H a m  1%4). 
2-13 Sécheresses hydrologiques 
Pour définir la sécheresse hydrologique, plusieurs auteurs ont proposé des methodo10gies 
Systimatques constituées chaame d'étapes essenfielles (Bo& 1993; Draaip et al., 1980b; 
Mohan et Rangacharya, 1991; Yevjevich, 1967). Cellesci pexmettent à l'investigaîteur de 
prendre des décisions quant à la nature du d&i t  en eau, la variable indicatrice, le pas de 
temps et le seuil de riférence en y greffant ou non l'aspect régional qui intègre l'extension 
spatiale des sécheresses. La définition de la sécheresse hydrologique sera basée sur ces étapes. 
Nous insisterons principalement sur le pas de temps et le d de réf&ence. 
Draaip et al. (1980a) ne considérad dans l'étude des sécheresses que les pas de tanps -el 
et maisuel pour Giire la diErence a m  l'étiage. Le pas de temps annuel est le phis ut*& 
@raaip et al., 1980a; Jackson, 1975; Sen, 1976, 1980a). À un degré moindre, on a le pas de 
temps mensuel (Mohan et Rangacharya, 1991; Sen, 1980b). Le pas de temps affecte la M e  
de l'échantillon, la dépendance séquentielle au sein de la série des événements secq la 
saisoRnalifé ou non de ces événements ce qui conditionne le type de modèle utilisé pour 
simuler le mécanisme générateur de ces événements. 
Le seuil de référence caractérise la situation dite normale. C'est lui qui permet de 
distinguer les périodes de sécheresse des périodes humides (figure 2.1). Chaque 
événement sec comporte trois paramètres principaux: une durée D (m kngrh), une sévérité S 
(NR mm) a une magnitude M (nm rntenffty). La La S q x é s m t e  le v o h e  du déficit 
d é  au cours de l'événement sec de durée D. L'équation (2.1) donne la magnitude M de 
l'événement qui est la déviation moyenne par rapport au seuil de &&-ence: 
Seuil de rdfdrence 
- - 
Temps 
Fimire 2.1 Detexmination des événements secs et de leurs paramètres associés. 
Théoriquement, le seuil de &&ence peut être une constante, une variable stochastique, une 
fonction déterministe 
. . 
ou une quelconque combinaison de ces dernières @raaip et al., 1980b; 
Yevjevich., 1967). Un niveau de coupure constant est adopté majoritairement par l'ensemble 
des analystes. Le s e d  de r é f i c e  le plus ut*sé est la moyenne ou la médiane. En M o n  
des objectifs de l'étude, phisieurs auteurs ont proposé des méthodes de sélection du seuil de 
r6fikenc-e (Chang, 1987, 1990; Draap et al., 198%; Ozga-Ziehka, 1989; Yevjevich, 1967; 
Zelenhasic et Saivai, 1987). 
Le terme étiage a un sens assez large. Habituellement, il désigne le &eau annuel le plus bas 
atteint par un cours d'eau en un point donné. En fiüsam réfikence à l'écoulement, on parie tris 
souvent de dibit d'étiage qui représente le débit le plus h i l e  de l'année (Roche, 1986). Selon 
cate définition, on a donc un seul étiage chaque année. Seulement, de fàçon abusive, le mot 
étiage est employé dans le sens de basses eaw. On peut observer plusieurs périodes de basses 
eaux OU de tanssement par année. Pendant la période de tarisement, seul l'écoulement 
soukmin se prolonge puisque le niissellawit de surfàce (précipitations &/ou fonte des 
neiges) et l'écoulement hypodermique ont pris fin L'expression période d''étiage est aussi 
usitée. 
Dans cenains endroits, la m o d e  de basses eaw peut durer de neuf mois à p h  d'un an (Woo 
et Tamule, 1994). Cetîe période d'étiage est considérée comme une période aitique 
dincitaire en erai et on peut alors faire un lien avec la sécheresse. La méthodologie 
d'identihtion des sécheresses hydrologiques s'applique bien souvent aux étiages. La 
d i n i c e  majeure réside dans l'incrément de temps utilisé, car i'étiage s ' o b m  avec un 
hydrogramme réel, donc avec un incrément de temps joucnalier. 
L'étude des étiages est très utile pour k mnaption et la gestion préventive (règles 
d'exploitation) des systèmes de ressource en eau @eard et Wik, 1972; S t d  et Neill, 1961) 
amsi que pour les structures hydrauliques utilisées dans l'industrie nucléaire @Vaka& 1981). 
Eue est nicessairr également lors de certaines études d'impact des pollutions de diverses 
origines. En effd, au cours des pénodes de basses eaw, ii se produit un accroissement des 
niveaux de concaiaation des polluants, car l'& de düution est moins important. 
La rnoddïsation stochastique des étiages est peu développée Deux modèles ont été 
inventoriés qui abordan le sujet de fàçon bien spédque. Le premier m d e  est celui de 
Logandm et al. (1986) qui repose sur une modélisation stochastique du processus de 
génération des bas débits. En &kt, les débits s u d  au début du phénomène de 
tarissement sont modélisés par un processus markovien à d c i e n t  aléatoire (ranrdoni 
cq@cientMwkov m d i )  dans la formuiatïon duquei la loi de décroissance exponentielle des 
débits est introduite pour aboutir au débit d'étiage. Ce modèle parnet de justifier l'hypothèse 
de dépaidance en chaîne des débits d'étiages successifs fëite par Bernier (1%4). 
Le modèle de Zelâihasic et Salvai (1987) est ai réalité une adaptation du d d e  de 
renouvdement (ou modèle des excédances) pour l'étude des étiages. Le modèie de 
renouvdement a beaucoup éti utilisé en hydrologie pour la détaminarion des quantiles de 
crues @ernier, 1967; Miquel, 19û4). En général, dans l'analyse fiéquentieiie des aues, on ne 
considère que la m e  maximale observée au cours du pas de temps choisi par l'analyste (un an 
habitudement). En choigssant un seuil de référence, appelé débit ou seuil de base, on change 
la procédure d'échantillonnage de la série des débits. On tient alors compte de toutes les crues 
qui sont au-dessus de ce seuil. Cetîe méthode d'échantülonnage aboutit à la constitution dime 
série de durée partielle @arlrPl dtadon series). 
La contribution de Todorovic (1970) dans le développement de la théorie des extrêmes, a été 
utüisée dans la mise au point dim m d e  stochastique plus générai pour lîanaiyse des mes. 
Rousselle et Hindié (1 974), Todorovic (1978), Todorovk et Rousselle (1971). Todorovic et 
ZelenhaSc (1970) a ZdaihaSc (1970) ont aussi proposé certains déveioppaents a 
applications. 11 fàut sigrder égaiement les contriiutions au préalable de Borgman (1963), 
E h y  (1969) a Shane et Lyrm (1964). 
Le modèle de Zeienhasic a S a h i  (1987) accorde beaucoup d'importance a la sévérité et a la 
durée des étiages. Ce sont les caractéristiques essentielles de ces événements. Le nombre 
d'étiages se produisant dans un mtervalle (O, t] suit un proce~sus de Poisson non homogène. 
Les distn'butions de probabiié du temps d'occurrience du KI étiage et du plus grand déficit 
dans (O, t] sont décrites de fkpn analytique. En appliquant le modéle à deux fleuves en 
Yougoslavie, Zelenhasic et S a h i  (1987) ont trouvé que la dis&iiution exponentielle était 
adéquate pour les déficits a les durées des étiages dans un i n t d e  d'un an. Pour ce même 
& M e ,  le plus grand déncit et la plus grande durée suivent une disaiution de Gumbel. 
Woo et Tarhule (1994) se sont inspirés du modèle de Zelenhasic et Saivai (1987) pour 
étudier les étiages sur quatre rivières du nord du Nigéria. Ils ont trouvé des distributions 
de probabilités mieux adaptées au contexte climatique en question. Ils ont disangué des 
étiages de courte et de longue durées. La durée des étiages de courte durée est distribuée 
suivant une loi de Weibull a ceile des étiages de longue durée suit une loi normale. Étant 
donné que la longueur des étiages et l'ampleur des déncits correspondants sont fortement 
codés, des distri'butions identiques ont été ajustées aux déficits. La date d'occllcrence des 
étiages (courte ou longue durée) qui est définie comme la date de début de la M o d e  
déficitaire suit une loi normale. Liitilisation de cette loi peut se comprendre par le fait que les 
variations climatiques saisoxmières font que les étiages se produisent en moyenne autour dime 
date donnée. II en est de même de la durée des longs étiages. 
2.2 Études des sécheresses en zone ouest-ainuine 
Sircoulon (1976) a dénombré, durant le siècle en f i q u e  occidentale, trois grandes 
sécheresses météorologiques dites sécheresses de « 19 13», de « 1 W O N  et de « 1 9 6 8 ~ .  Si 
ces sécheresses ont des caractéristiques d'intensité et d'extension spatiale différentes, elies 
sont toutes marquées par d'importants déficits en précipitation. Depuis la £in des années 
soixante, la sécheresse a connu deux points ailminants: le premier en 1972-1973 et le 
second en 1982-1984 (Sircouion, 19841985). On note également, à ce niveau, un 
important déficit pluviométrique annuel pour une grande partie des stations de la région 
ouest-afkaine. A ces déficits plwiométriques, sont évidemment associés d'importants 
déficits d'écoulements pour lu grands ~euves de l'ouest afkicain, le Sénégal et le Niger. 
Plusieurs auteurs ont établi la non s t a t i o k t é  des séries pluviométriques et 
hydrométéorologiques du Sahel. Hubert et Carbo~ei (1987) ont réaiisé une étude 
statistique de 42 séries pluviométriques entre le Niger et le Sénégal. Ils ont montré le 
caractère non stationnaire de ces chroniques en utilisant une méthode bayésienne décrite 
par Lee et Heghinian (1977). Ces demières sont constituées par deux sous-séries 
homogènes. La rupture se situe à la fin des années soixante et partidèrement entre 
1969 et 1970. Cette rupture est caractérisée principalement par un changement de 
moyenne. 
Hubert et al. (1989) ont généralisé cette investigation en utilisant des séries 
hydrométéorologiques (précipitations et débits moyens annuels) recueillis en Afkique de 
I'ûuest. Ils ont présenté une procédure originale de segmentation de ces séries. Elle 
consiste à subdiviser la série en k sous-séries par une technique d'optimisation qui 
maximise la somme, pour tous lu k, de la distance au carré entre les moyennes des 
segments et la moyenne globale de la série initiale. Le test de ScheEé (1959) au niveau 
de signification a permet de tester si la différence entre les moyennes est significative. Il 
vérifie donc la validité de la segmentation. Si on diminue le niveau de signification a, la 
procédure introduit moins de bruit lors de la détemination des segments. 
Dans leurs conclusions générales, Hubert et al. (1989) proposent, à partir des séries 
étudiées (période allant de la décennie 1910-1920 à 1989) une segmentation en cinq 
séquences: avant 1922, de 1923 à 1935, de 1936 à 1950, de 195 1 à 1970, après 1970. 
Contrairement aux seconde et quatrième séquences qui sont relativement humides, les 
autres séquences sont relativement sèches. Cependant, si on consulte les résultats de la 
segmentation des débits du fleuve Sénégal a Bakel, une seule rupture, avec un niveau de 
signification de 0.01 pour le test de Scheffe, est mise en lumière. Elie se situe entre 1967 
et 1968. Cette rupture ne contredit pas les résultats de Hubert et Carbonne1 (1987). Par 
contre, au niveau de signification de 0.05, quatre ruptures sont répertoriées. 
Vannitsem et Demarée (1991) ont proposé également une nouvelle méthodologie 
permettant de différencier les trois grandes sécheresses du siècle en h q u e  
occidentale en démontrant la non staiiomarité des séries de données employées. Cette 
méthodologie se base sur trois tests non pmétriques: les tests de Mann-Kendall 
(Sneyers, 1975), de Lombard (1988) a de Penin (1979). Les données utilisées sont dix 
skies de hauteurs de précipitations annuelies de la Gambie, du Maii, de la Mauritanie et 
du Sénégal. De façon générale, ces auteurs concknt que les résultats tirés de 
l'application de cette procédure concordent avec ceux obtenus par Hubert et Carbonnel 
(1987). La méthodologie développée par Vannitsem et Dernarée (1991) confirment la 
différence entre les sécheresses évoquée par Sircoulon (1976). Ils notent que l'extension 
spatiale des sécheresses, selon la teminologie de Sircoulon (1 976), est très variable. Si 
les sécheresses de «1913» et de « 1968)) semblent avoir touchées l'ensemble de la région 
étudiée, ceile de «1940» n'a pas atteint une large bande côtière de cette région. La 
sécheresse de « 1940)) serait due à une perturbation climatique locale qui n'a affecté que 
certaines zones de I'Afiique occidentale. Un autre constat concerne la variabilité de la 
durée de ces sécheresses. 
Bernier (1994) utilise une méîhode bayésienne pour détecter des changements abrupts 
dans la moyenne d'une série au lieu de considérer des tendances progressives (tendance 
polynomiale ajustée par la méthode des moindres carrés). L'auteur propose trois types de 
modèles de changement de moyenne. 
Le modèle 1 se présente sous la forme suivante: 
Quant au modèle II, il s'éait comme suit: 
Enfin, le troisième modèle proposé (modèle III) est libellé ainsi: 
où m : moyenne avant le changement de moyenne, 
mi : moyenne de la sous-série i, 
T : date de changement de moyenne, 
Ti : date de changement de moyenne associée à la moyenne mi, 
6 : saut de moyenne, 
p : coefficient. 
Contrairement aux modèles 1 et III (équations 2.2 et 2.4) qui admdtent des sauts dans la 
moyenne, le modèle II (équation 2.3) considère, a partir de la date T, une variation 
monotone de la moyenne. La méthodologie proposée par Bernier (1994) est de type 
paramétrique. L'hypothèse de normalité de la variable est admise, avec au besoin une 
aansformation de la variable originale, de type loganthmique par exemple. Les méthodes 
statistiques classiques sont passées en revue. Ces dernières sont jugées moins objectives 
que les méthodes bayésiennes. Du point de vue de l'auteur, lors de l'utilisation des 
méthodes statistiques usuelles, il est extrêmement difncile d'empêcher, en interprétant les 
résultats, l'intervention des idées que l'on a a priori sur le mécanisme générateur de la 
série étudiée. Vu la nature de la théorie bayésieme, cette afbmtion est discutable. 
La méthode bayésienne développée par Bernier (1994) a permis la détermination a 
posteriori de la date la plus probable de changement de moyenne dans le cas des débits 
moyens annuels du fleuve Sénégal (1903-1986). Il s'agit respectivement pour les modèles 
I a il des années 1971 et 1953. Une légère préférence est accordée au modèle II eu 
égard à la variance des résidus e< O[< = mt + 3. Ainsi, on peut admettre l'existence d'une 
tendance à la baisse des modules annuels du fleuve Sénégal débutant en 1953 ou 
envisager un changement de moyenne par saut à parth de 197 1. 
23 Les processus intermittents 
2.3.1 Définition 
Un processus intermittent est un processus discontinu que l'on observe de façon 
irrégulière puisqu'il n'est actif que durant certains intervalles de temps (figure 2.2). Un 
processus peut êae intermittent de nature ou par défaut. Dans ce dernier cas, le 
processus intermittent l'est accidentellement ou intentionnellement a cause d'une censure. 
La censure est un acte intentionnel qui restreint l'observation d'une variable à un certain 
intervalle (haiciga et al., 1992). La précipitation est un processus intermittent de nature. 
Par contre' le débit d'un cours d'eau mesuré à un exutoire peut être un processus 
intermittent en raison d'un assèchement total du cours d'eau. Dans ce dernier cas, le 
débit est nul. C'est le cas typique de processus intermittent en hydrologie. 
2.3.2 Modélisation 
À ce niveau, on distinguera la modélisation statistique de celle stochastique Dans le 
cadre de la modélisation statistique, nous ne nous attarderons pas à la description des 
différentes lois de probabilités utilisées mais plutôt à la f à p n  dont on prend en compte 
l'existence de valeurs nulles dans un échantillon de données. 
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Firmre 2.2 Exemple de processus intermittent: la précipitation. 
23.2-1 Modélisation statistique 
Le cas des cours d'eau intannttentS est important a considérer pour les d m  raisons suivantes: 
1) la transformation logarithmique n'est pas applicable en raison de la présence de valeurs de 
débits nulies dans l'échantiüon 
2) les dis t r i ions  de probabilité continues admettent une probabilité nulle d'ocairrence diin 
débit quelconque. Or, pour les cours d'eau intermittents la probabilité que le cours d'eau 
soit sec est non nulle. 
Des solutions ont été proposées pour le traitement des débits nuls (Ham, 1977; Kite, 1977). 
On peut ajouta une constante aux dom& de l'échantillon origïnai. Cette constante sera 
sousbaite des quades après avoir ajusté une distniution aux noweIles données. 
L'incowénient de cette solution réside dans le fait que l'ajout d'une constante affécte les 
paramètres de la distn'bution En outre, la distnion étant continue, la probabilité 
d'occurrence d'un débit égal à la constante (débit nul de l'échantillon original) reste toujours 
nulle. 
Une aiternative reposant sur le théorème des probabilités totales O& une solution plus solide 
sur le plan théorique. On obtient alors une distniution mixte comportant une probabilité de 
masse à l ' o n e  (Q = O). Lorsque la distriiution des vaieurs non nulles de l'échantinon n'a pas 
une forme -que connue (lois log-Pearson a r o d e  par exemple), I'appiication de cette 
méthode est d u e  ciBicile. Ces distriiutions mixtes ont été beaucoup employées en analyse 
li-équaiaelle des bas débits (Joseph, 1970; KMiaraswdmy, 1980; Logamthan et al., 1985, 
1986; Nathan et McMahon, 1990). 
2.3.2.2 Modélisation stochastique 
La modélisation stochastique d'un processus intemiitîent peut se faire en deux étapes. La 
variable intermittente étudiée est alors le produit de deux variables, l'une déaivant 
l'intermittence et l'autre l'intensité. Cette approche est dénommée non zero/zero 
appro~ch dans la littérature anglaise (Yevjevich, 1972, 1984). Le modèle global est 
appelé modèle produit @r&ct mocief). 
Pour modéliser le processus d'intermittence, les travaux récents ont utilisé le modèle 
binaire DARMA (Discrete AutoRegresSnte-Moving Average) qui est un cas particulier du 
modèle général DARMA mis au point par Jacobs et Lewis (1978% 1978b). Le modèle 
DARMA permet de modéliser des séquences stationnaires de variables aléatoires 
discrètes dont la structure est généralement non markovienne. Cependant, un cas 
particulier de ce modèle peut décrire une séquence dont la stnicture de corrélation est 
markovienne. Un processus DARMA est formé par une combinaison linéaire probabiliste 
de variables aléatoires discrètes indépendantes et identiquement distribuées. Une 
caractéristique fondamentale du processus DARMA est que sa structure de corrélation 
est indépendante de sa distribution marginale qui est aussi la distribution des variables 
aléatoires indépendantes et identiquernent distribuées qui sont uulisées pour réaliser la 
combinaison linéaire évoquée ci-dessus. 
En hydrologie, l'intermittence est souvent caractérisée par un processus binaire d'où 
l'utilisation du modèle binaire DARMA@,@. Ce modèle se compose de deux termes et 
est formulé comme suit: 
où A, q l l ,  est la composante autorégressive d'ordre p défini par 
Cette composante est constituée par deux termes qui sont sélectionnés de façon aléatoire. 
Y. est choisi avec une probabilité 1-p. Par contre, avec une probabilité p, la composante 
autorégressive est &. Le paramètre ml pexmet de choisir le délai de la composante 
moyenne mobile d'ordre q. Il peut être égal à l'une des valeurs entières 0, 1, 2, .. ., q-1 
avec les probabilités respectives 60, 6,' &, ..., tjql dont la somme donne 1. Le paramètre 
m2 est utilisé pour choisir aléatoirement le délai de la composante autorégressive d'ordre 
p parmi les valeurs 1,2, ..., p auxquelies on associe respectivement les probabilités ai, a*, 
..., a, telles que leur somme est égale à 1. (Un) et (Va) sont des processus indépendants 
dont les distributions respectives sont telles que: 
(Y.) est aussi un processus indépendant dont la distribution est: 
Delleur et al. (1989) ont donné une interprétation intéressante au processus 
DARMA@,q) qui consiste en l'utilisation de cinq urnes à partir desquelles on compose 
une séquence décrivant un tel processus. La figure 2.3 donne une représentation 
schématique d'un modèle DARMA(p,q). Nous ne donnons ci-dessous que la formdation 
du modèle DAR(1) puisque c'est ce dernier que nous avons utilisé dans le cadre de nos 
travaux de recherche. Pour avoir un tel modèle, il faut que 8 4 .  Alors, X,, = k, et 
X, avec une probabilité p (O < p < 1) 
Y, avec une probabilité 1- p 
9 est une chaîne de Markov du premier ordre. 
Le modèle DARMA a été appliqué en hydrologie pour modéliser les séquences de 
précipitation au pas de temps jourder (Buishand, 1978; Chang et al., 1984; Delleur et 
al., 1989). Chebaane et al. (1992, 1995) ont pris en compte la périodicité dans la 
formulation du modèle DARMA pour modéliser des séries de débits mensuels 
intermittents typiques des régions arides a semi-arides. Chang et al. (1987) ont aussi 
utilisé le processus stationnaire DARMA pour modéliser la précipitation. En utilisant 
ensuite une fonction de transfert, ces auteurs proposent un modèle de simulation des 
débits jounialiers. Nous reviendrons sur ce modèle dans la section suivante. 
Fimire 2 -3 Représentation schématique d'un modèle DARMA(p,q). 
(Defleur et al., 1989) 
2.4 ModClUation des débits journaliers 
Rappelons que dans cette section, nous ne présentons que les modèles de simulation de 
débits joumaiiers qui sont les plus pertinents a relies à nos travaux de recherche. 
2.4.1 Le modèle de Poisson fitré 
Ce modèle a été proposé par Bernier (1970) et développé par Weiss (1974, 1977). Le 
processus de Poisson filtré (shot noise proces) se compose d'une série d'événements 
dont l'arrivée est décrite par une loi de Poisson. Chaque événement produit une 
impulsion dont I'arnphde aléatoire est distribuée de façon exponentielle. Une fois 
produite, cette impulsion a une décroissance exponentielle à coefficient constant. Le 
processus de Poisson filtré est un processus autorégressif d'ordre 1, stationnaire, continu 
dans le temps, et dont la distribution marginale est une gamma à deux paramètres. Le 
modèle se formule ainsi: 
Y : variable aléatoire détaminant l'amplitude des impulsions, de distribution 
exponentielle de moyenne 8, 
N(t) : processus de Poisson de taux v, 
b : cafficient de décroissance constant, 
z : instant oii se produit une impulsion. 
Le modèle est entièrement défini par trois paramètres qui sont le taux banivée des 
impulsions v, l'amplitude moyenne des impulsions 8 et le coefficient de décroissance b. 
Ces paramètres sont estimés à l'aide de la moyenne, de la variance et du coefficient 
d'autocorrélation d'ordre 1 des débits historiques. Pour arriver à préserver les statistiques 
mensuelles, Weiss (1974, 1977) a proposé un modèle fomé de deux processus de 
Poisson filtré (double shol noise proces) représentant respdvement le ruissellement de 
surfàce et le débit de base. Cependant, en appliquant ce nouveau modèle, les résultats 
tirés de la simulation de séries de débits journaliers synthétiques ne permettent pas de 
juger de la préservation des statistiques mensuelles de façon satisfaisante. 
Plusieurs travaux ont été réalisés pour généraliser le modèle shot noise. Au lieu diui 
processus de Poisson gouvernant l'occurrence des impulsions, certains auteurs (Konecny, 
1992; Todoroviç et Woolhiser, 1987) ont proposé d'autres processus @oint process) plus 
susceptibles de reproduire les regroupements des impulsions (cluters) et la variabilité de 
leur ocamence (overdispersion). Murrone et al. (1992) ont tenté d'incorporer une 
conceptualisation du processus de niisseiianent dans le modèle shot noise en considérant 
le bassin versant comme un système linéaire composé de trois résenoh.  
Treiber et Plate (1977) ont utilisé un modèle non linéaire où le ruissellement est la 
réponse d'un système à une excitation composée d'impulsions dont l'arrivée est 
représentée par une chaîne de Markov. Une fonction de transfert déterministe h(.) réalise 
les transformations opérées par le système. Cette fonction de transfert est déterminée en 
fàisant l'hypothèse que les impulsions sont un bruit blanc. Les auteurs jugent satisfaisants 
les résultats issus de la génération de séries synthétiques. Mais, comme le souligne 
Kawas et Delieur (1984). la fonction d'autocorrélation de la série de débits historiques 
sera différente de celle des séries de débits synthétiques puisque les impulsions générées 
ont une structure de corrélation markovienne a ne sont pas un bruit Manc. En fait, les 
résultats de la simulation réalisée par Treiber et Plate (1977) ne font pas mention de la 
préservation de la fonction d'autocorrélation ou du moins des premiers délais de celle-ci. 
Rappelons que leur modèle nécessite la détermination de 67 paramètres. 
2.4.2 Le modèle T-DARMA 
Les travaux de Chang et al. (1984) ont montré que les séquences de précipitation 
journaliére pouvaient être modélisées avec succès à l'aide de modèles issus de la famille 
des modèles DARMA Ainsi, le modèle de débits joumaiiers proposé par 
Chang et al. (1987) utilise un modèle de type DARMA pour simuler les séquences de 
précipitation, un modèle pour simuler les quantités de précipitation qui est couplé au 
premier modèle et une fonction de transfert linéaire (processus stochastique). C'est un 
modèle qui ualise l'idée de la transformation pluie-débit. Le modèle est dénommé 
T-DARMA (Transfen Discrete AutoRegresive Moving Average) et sa formulation est la 
suivante: 
avec 
débit journalier au jour lq 
précipitation au jour k-d générée par un modèle DARMA@,@, 
pertes journalières moyennes à la saison j tenant compte de 
l'hpotranspiration, de l'infiltration et de la perwlation vers la nappe 
souterraine, 
ordre de la composante autorégressive du modèle D m  
ordre de la composante moyenne mobile du modèle D m  
ordre de la composante autorégressive du processus de transfert, 
ordre de la composante moyenne mobile du processus de transfert, 
délai entre l'entrée et la sortie. 
Le modèle de l'équation (2.1 1) est un T-DARMA(p,q,m,n,c,d) où c désigne le nombre de 
termes pour les pertes. Toutes les pertes sont regroupées dans le terme L, c est donc 
égal à 1. L'application du modèle révèle des résultats très satisfàisants en ce qui concerne 
les statistiques de premier et de second ordres. Cependant, il n'est pas f%t mention des 
statistiques de troisième ordre (asymétrie). 
Nous développons beaucoup plus ce modèle puisque notre méthodologie s'appuie aussi 
au départ, sur une décomposition de l'hydrogramme en deux phases distinctes soient une 
phase de montée des eaw et une phase de d h e .  
Kelman (1980) a proposé une nouvelle approche pour modéliser les séries de débits 
j o d e r s .  Il a proposé de modéliser séparément les débits en période de crue et en 
période de décrue. Le bassin versant est représenté par deux réservoirs linéaires. Le 
résewoir 1 est affecté à l'emmagasinement de l'eau souterraine. Le résemoir 2 englobe la 
rétention de I'eau en surface, I'emmagasinement dans les berges et celui dans le canal 
d'écoulement. Le débit q(t) à l'exutoire du bassin versant équivaut à la somme de trois 
composantes: 
ou qt(t) : débit sortant du réservoir 1, 
qz(t) : débit sortant du réservoir 2, 
q3(t) : débit de ruissellement direct. 
Étant donné que seul le débit total q(t) est mesuré, Kelman (1980), en s'appuyant sur les 
considérations hydrologiques inhérentes au modèle de décomposition de q(t), f& 
I'hypothése suivante qui permet d'évalua q3(t): 
On constate que le nüssellement direct admet deux valeurs possibles: zéro ou l'incrément 
positif de débit total entre le jour t et le jour t-1. La série q3(t) représemte un processus 
intermittent qui est conçu comme éîant la réponse du bassin versant aux précipitations a 
modélisé comme la précipitation En effet, Keiman (1977) a modélisé les précipitations 
Xt grâce au modèle représenté à la figure 2.4. La formulation mathématique du modèle 
est la suivante: 
st et Z sont des variables aléatoires de distribution normale N(0,1) a ~ ( ~ 2 )  
respectivement et p, 4 p et a sont les paramètres du modèle. hm)(-) est la fonction 
indicatrice. 
Fiaure 2.4 Représentation schématique du modèle intermittent de Kelman 
(Kelman, 1980). 
Pour tenir compte de la périodicité du processus, l'année est subdivisée en 26 saisons de 
14 jours chacune. Pour chaque saison, les paramètres p, a, p et a sont estimés ce qui 
permet de simuler le ruissellement direct. Une fois cette étape franchie, il s'agit de 
modéliser la phase de décnie représentée comme étant le résultat de la vidange des 
réservoirs 1 et 2. Le débit sortant du réservoir i au cours de cette phase est décrit par la 
loi de décroissance exponentielle des débits: 
Ainsi en période de décrue, le débit totai q(t) s'écrit: 
avec 
KI a KZ sont des constantes a déterminer mais comme q(0) est variable, W est considéré 
comme une variable aléatoire dont il faut connaître la distribution conditionnelie à q(0). 
La détermination de Ki et K2 fait appel à la résolution diui problème d'optimisation en ce 
sens que l'on minimise la différence entre les courbes de décrue théorique et observée. La 
formulation de ce problème d'optimisation Eut en sorte qu'à chaque paire (Kl,KÎ), on doit 
associer une valeur de W. Pour décrire statistiquement la variable aléatoire W, Kelman 
(1980) considère que l'espérance mathématique Eplq(O)] doit être p&e si q(0) est 
élevé. La grande capacité d'emmagasinement du réservoir 1 assure une stabilité de ql(t). 
Ainsi& si q(0) est éievé, la contribution du résenoù 2, q2(t) est importante et donc 
E[Wlq(O)] est petite. Par contre, lorsque q(0) est fhible, Kelman (1 980) postule que: 
L'expression mathématique de l'espérance de W si q(0) qui respecterait la condiion 
admise a l'équation (2.21) est donnée par: 
Le coefficient q~ est estimé par la méthode des moindres carrés puisque pour chaque 
décrue obse~rée, on peut y associer la paire de domées (q(O), w). De façon générale, la 
variable aléatoire W est exprimée par la relation suivante: 
où Z est une autre variable aléatoire. Cette équation permet de déterminer la distribution 
de Z étant donné que pour chaque décrue observée, la paire (q(O), w) permet de 
déterminer z. 
Kelman (1980) a appliqué ce modèle à une &rie de débits jourdiers de la rivière Powell 
près de Arthur, Tennessee, USA. C a e  série couvre une période de 40 ans. La 
procédure de simulation des débits journaliers comporte essentiellement trois étapes. Elle 
est illustrée à la figure 2.5. A partir de la simulation diui sail échantillon de 40 ans, 
Kelrnan (1980) conciut que le modèle proposé simule bien le comportement de la série 
historique. Cependant, en générai, les valeurs de Ki et K2 ne permettent pas toujours un 
bon ajustement entre les décrues théoriques et obsenées. 
Fimire 2.5 Procédure de génération d'échantillons équiprobabies de débits jounialiers 
utilisée par Kelman (1 980). 
2.5 Contributions de la thèse 
Rappelons tout d'abord que nos travaux de recherche s'inscrivent dans la perspective de 
mettre au point un modèle stochastique pour la simulation des débits journaliers capable 
de reproduire l'&et du mécanisme générateur des débits dans un contexte climatique 
quelconque et partidèrement dans les zones ch t iques  qualifiées abusivement de 
zones arides ou semi-arides. À partir de notre revue de littérature sur la modélisation 
stochastique des débits journaliers, nous pouvons conclure que ce sujet est toujours 
d ' a d t é .  Nous avons privilégié la méthode qui consiste à travailler directement avec la 
série de débit en considérant cette dernière comme la réponse intégrale du système à 
l'ensemble a à la configuration partidère des excitations (précipitations). De ce fait, 
nous ne considérons pas la transformation pluiedébit prise en compte dans certains 
modèles. 
Les contributions de nos travaux de recherche se situent à plusieurs niveaux. Comme 
Kelman (1980), nous avons décomposé I'hydrogramme en deux phases qui se succèdent 
par alternance et qui sont les phases de montée des eawc et de décrue. Ce processus 
alterné est transformé en un processus intennittmt constitué par l'occurrence ou non 
d'impulsions définies simplement comme les accroissements de débits. Pour la première 
fois, le modèle multiplicatif est employé, dans ce contexte, pour d'une part, simuier 
l'occurrence des impulsions et d'autre part, générer l'amplitude de l'impulsion grâce à un 
modèle continu. Ce type de modélisation a été utilisé par Chebaane et al. (1992, 1995) 
pour simuler des séries intermittentes de débits mensuels qui sont des processus 
périodiques. 
En ce qui nous concerne, nous avons développé le modèle de Chebaane et al. (1992, 
1995) en donnant de façon explicite sa formulation dans le cas de processus stationnaires. 
C'est ainsi que nous considérons un couplage entre un modèle binaire DAR(I) pour 
simuler l'occurrence des impulsions a un modèle continu qui peut être l'un des modèles 
suivants: AR(1) [AutoRegres.FIve], MA(1) [Moving Average] ou GAR(1) [Gamma 
AutoRegresive]. Le modèle MA(I) est considéré pour la première fois dans le cadre de 
cette thèse. Lors de la simulation de l'occurrence des impulsions, nous tenons compte 
également de cenains cas partiailiers de processus sp-ques à notre étude (processus 
indépendant ou déterministe). Notre modèle est plus général que celui de Kelman (1980) 
et s'applique à un quelconque bassin versant, quel que soit son contexte climatique. 
Pour tenir compte de la périodicité des séries hydrologiques lorsque le pas de temps est 
inférieur à une année (mois, semaine, jour), il est d'usage courant de diviser l'année en 
plusieurs pénodes pour lesquelles le processus ai question est considéré comme 
stationnaite. Nous considérons qutil est plus avantageux de modéliser l'occurrence des 
impulsions auirement que par un modèle de Poisson, comme le fait Weiss (1974, 1977), 
pour deux raisons essentieilment. Dans un premier temps, il est plus aisé d'admettre la 
stationnarité des impulsions au cours d'une période que d'admettre celle des débits surtout 
en zone semi-aride où les débits ont l'une des tendances générales suivantes, à la montée 
ou à la baisse. Ainsi, au lieu de déterminer les paramètres régissant I'occwence des 
impulsions à partir des statistiques d u  débits (modèle de Poisson filtré), nous les 
déterminons directement à partir des impulsions historiques. Dans le cas du modèle de 
Poisson filtré, les impulsions ont une signification essentiellement statistique. 
Dans un deuxième temps, le processus de Poisson qui est un processus continu a révéié 
ses limites pour reproduire le regroupement des impulsions (chsters). Le modèle de 
Poisson peut avoir, entre autres, une tendance à simuler moins d'impulsions avec des 
intensités associées très importantes ce qui aboutit à une mauvaise reproduction de 
l'dure générale de I'hydrogramme. Les modèles de type DARMA ayant simulé de façon 
satisfaisante les séquences de précipitation journalière, nous avons pensé qu 'b seraient en 
mesure de bien reproduire f'occurcence des hp~l s ions  en présentant la tendance pour des 
regroupements d'impulsions. 
Quant a la phase de décrue, nous avons pense qu'il était plus avantageux de considérer un 
coefficient de tarissement non constant puisque l'usage d'un coefficient constant a montré 
ses h i t e s  (Kawas a Delleur, 1984; Kelman, 1980; Weiss, 1974, 1977). Nous 
proposons donc une méthode originale permettant la détermination d'un coefficient de 
tarissement qui évolue en fonction du temps. Pour ce faire, nous avons idéaiisé le bassin 
versant comme un réservoir. Cette technique a l'avantage de bien reproduire l'alhire d a  
décrues. 
Étant d o ~ é  la structure de notre modèle, la génération des séries de débits journaliers se 
fait suivant une procédure originale puisque nous utilisons les séries simulées d'impulsions 
et les courbes donnant le coefiïcient de tarissement non constant (fonction du délai par 
rapport au jour ou se produit une impulsion) pour simuler des séries de débits 
synthétiques. Cette @on de procéder minimise les erreurs dues au passage d'une période 
à l'autre. 
CHAPITRE 3 
MÉTHODOLOGIE DE MODÉLISATION 
DES DÉBITS JOURNALJEXS 
Nous abordons dans ce chapitre, la présentation théorique de la méthodologie que nous 
préconisons pour la modélisation des débits journaliers. Pour y amver, nous 
décomposons le processus stochastique des débits journaliers de manière a avoir des 
périodes de montée (crues) et de baisse des eaux (décrues et tarissements). Le processus 
alterné de montée et de baisse des eaux est sous-tendu par un processus intermittent 
composé d'impulsions. Les impulsions produisent la montée des eaux. La baisse des 
eaux survient à cause de I'absence d'impulsions. 
En premier heu, la modélisation du processus intermittent formé par les impulsions est 
introduite. A cet &et, nous utilisons le modèle binaire DAR combiné à des modèles de 
séries chronologiques basés sur des distniutions marginales lognormale et gamma. La 
connaissance des impulsions pemet de générer directement la montée des eaux. 
Par la suite, durant la baisse des eaux, le bassin est considéré comme un résentoir dont le 
coefficient de tarissement est fonction du temps. Les débits en période de baisse des eaux 
sont modélisés de manière à représenter la vidange du réservoir. Enfin, la procédure de 
simulation des débits journaliers est présentée de fàçon succincte. 
3.1 Modélisation d a  impulsions 
S o t  Qt, e l ,  une série de débits j o d e r s  mesurés à une station donnée. À chaque 
instant t, Qt est considéré wme étant la somme de dew composantes: 
ou AQt représente l'incrément de débit a l'instant t. 
Durant la phase de montée des eaux, les incréments de débit sont positifk. Par contre, 
lorsque ces incréments sont négatifs, la décrue se produit. Pour modéliser le processus 
alterné de montée et de baisse des eaux, nous utiliserons la série censur6e des incréments 
de débits (KeIman, 1980). En e&t, à tous les incréments négatifs seront affêctées des 
valeurs nulies. Les incréments positas demeurent en l'état et représentent les impulsions. 
La série Yi qui sera utilisée pour la modélisation des impulsions s'écrira comme suit: 
En Gt, Y, est obtenu à partir de la censure &ecaiée sur la série des différences 
premières. La technique de la Mérentiation est utiiisée par Box et Jenkins (1976) pour 
la modéüsation de processus non stationnaires. Le processus (Y,) est un processus 
intemittent périodique de période quasi annuelle. A chaque instant t, il se produit ou non 
une impulsion dont I'amplihide est une variable aléatoire. C'est ce type de signal qui 
gouveme le modèle shot noise de Weiss (1977). Pour tenir compte de la périodicité, 
nous allons modéliser le processus (Y,) par saison ou période de l'année. 
Considérons une période i quelconque de l'année. Pour chaque année n, on consthe la 
série y,:, avec pl,..,m et m est le nombre de jours de la période i. On peut former 
ensuite la série Yi, en jwtaposant dans l'ordre chronologique les séries y,", . On admettra 
que (Yii} est un processus stationnaire qui est le produit des processus ( K t }  et (&,) 
qui sont également stationnaires. (Xi,) est un processus discret binaire (1,O) dont la 
d i s t r i ion  marginaie est de Bernoulli, et reproduit le phénomène d'occurrence ou non 
des impulsions ou des incréments de débits positifs. De son côté, (5) est un processus 
continu qui pennet de déterminer l'amplitude de ces impulsions. De plus, {Xii) et (&) 
sont des processus mutueilment indépendants. Pour la distribution marginaie du 
processus continu, on utüisera les distributions lognormaie et gamma pour tenir compte 
de I'asymétrie de la distribution de 5. L'autocorrélation présente dans {Zil} sera 
reproduite par lMsation d'une modélisation de type ARMA (AutoRegreSSiYe Moving 
Average) de Box et Jenkins (1976) ou par un modèle autorégressif utilisant une 
distriaution marginale qui tienne compte de l'asymétrie présente dans les séries 
hydrologiques, comme la distribution gamma @mandez et Salas, 1990). L'hypothèse de 
stationnarité que nous posons ici signifie que pour chaque période i, le fait de passer d'une 
année à l'autre ne modifie pas la structure de dépendance séquentielle des processus {XLt} 
et (5). 
Ains'i le processus {Yit} sera écrit de la façon suivante: 
où p désigne le nombre de périodes de l'année, N, le nombre total d 'a~ées  et m, le 
nombre de jours de la période i. Pour ne pas alourdir le texte, on désignera Yi(, xi et Zt 
par Y, X, et Z respectivement. L'équation (3 -3) s'écrira donc: 
Pour simuler (Y,}, nous utilisons la technique de modélisation de Chebaane et al. (1992, 
1995). Cependant, étant donné l'hypothèse de stationnarité que nous avons posée, nous 
reformulons de façon explicite tout le modèle en tenant compte de certains cas 
particuliers spécifiques à notre étude. Nous définissons d'abord les principales 
statistiques du processus (Yt) Ensuite, nous décrivons le modèle bornaire discret et 
stationnaire DAR qui simule l'intermittence des impulsions. Sous certaines conditions 
particulières, l'intermittence des impulsions est modélisée par des processus plus simples. 
Enfin, pour chaque modèle décrivant le processus binaire { X ) ,  nous définissons le 
modèle du processus continu {Z) . 
3.1.1 Caractéristiques statistiques de çY,) 
Pour déterminer certaines caractéristiques statistiques de (Y,), on utilisera l'équation 
(3.4) et l'indépendance entre { X )  a {Z} . 
3.1.1.1 Moyenne 
L'espérance mathématique de {Y,) donne: 
L'équation (3.5) peut être réécrite de la façon suivante: 
3.1.1.2 Variance 
La variance de (Yt) vaut: 
=E[Y,~] -E'[Y,]=E[x:z:]- E'[X I z t ] 
= E[X: ] E[Z: ] - E' [ X I  ]E' [Z ,  ] 
X est une variable aléatoire de Bernoulli dont la propriété est telle que E[x'] = q ~ ] .  
L'équation (3 -7) devient donc: 
3.1.1.3 Coenicient d'autocorrilation 
L e  co&cient d'autocorrélation d'ordre k pour le processus {Yt) est défini par: 
Pour calculer le wefncient d'autowrrélation d'ordre k, il taut déterminer, au préalable, la 
fonction dautocovariance du processus (Y,} :
L'hypothèse de stationnarité des processus { X }  et {&) nous permet de réécrire 
l'équation (3.1 O): 
En substituant l'équation (3.1 1) dans l'équation (3.9) et en considérant l'hypothèse de 
stationmité de (Y,), le co&cient d'autocorrélation d'ordre k devient: 
Or. puisque {&) est stationnaire: 
L'équation (3.12) devient donc: 
3.1.2 Le modèle DAR pour le processus binaire discret n) 
Chebaane et ai. (1992) ont utilisé les modèles saisonniers SDMA(1) ( S e d  binary 
Dzscrete first order Moving Avercge) et SDARMA(1,l) (Seusod binmy Discrete 
AutoRegresive Moving Average) pour modéliser le processus binaire discret. Les 
restrictions posées sur les paramètres de ces modèles les rendent moins souples que le 
modèle saisonnier SDAR(1) (Seasonal bhmy Discrete first order AutoRegresive). 
C'est cette raison qui nous a amené à considérer, dans une démarche exploratoire, 
uniquement le modèle DAR(1) (Discrete fimi order AutoRegresiw) pour simuler le 
processus binaire discret {KI .  Dans ce cas, X,  s'écrit: 
(Ut) et (Vil sont des processus binaires dont la distribution margi.de est de Bemouiü: 
Les paramètres du modèle DAR(1) sont 6 et y. En combinant les équations (3.15) et 
(3.16), on remarquera que (Chang et al., 1987; DeUeur a al., 1989): 
X ,  avec une probabilité y 
xt = { 
ut avec une probabilité 1 - y 
(3- 17) 
( X )  est une chahe de Markov d'ordre ua et sa matrice des probabilités de transition, P, 
s'écrit (Jawbs et Lewis, 1978a): 
3.13.1 Fonction d'autocovariance du processus &} 
La fonction d'autocovariance du processus { X )  se calcule ainsi: 
Par itérations successives, i'I'équation (3.19) devient: 
La stationnarité du processus ( X )  nous permet d'écrire sa fonction d'autocovariance 
sous la forme suivante: 
On retrouve, à partir de l'équation (3.21), l'expression de la fonction d'autowrrélation 
d'un processus DAR(1) proposée par Jacobs et Lewis (1978a): 
On remarque que la fonction d'autocorrélation du processus DAR(1) est toujours 
strictement positive pour n'importe quel délai k. En employant les équations (3.14) et 
(3.22), on peut maintenant écrire l'expression générale de la fonction d'autocorrélation du 
processus {Yi) lorsque { X )  est un processus DAR(1): 
3.133 Estimation des paramètres du modèie DAR(1) 
Les paramétres du modèle DAR(1) peuvent être estimés par la méthode dite des 
probabilités de transition (transitionprobabiIity method) qui est équivalente à la méthode 
du maximum de vraisemblance (Chebaane et al., 1992, 1995). 
Soit le système d'équations suivant, tiré de la matrice des probabilités de transition: 
La résolution de ce système d'équations donne la valeur des paramètres y et 6: 
On peut estimer P(0,O) et P(1.1) de la fkçon suivante: 
ou iiij : nombre de transitions qu'effectue la variable X entre l'état i a l'instant t-l et 
l'état j à l'instant t, 
ni : nombre de fois que la variable X est dans l'état i à l'instant t-1. 
Aiors, les valeurs estimées de y et 6 sont: 
Les valeurs estimées f et $ sont soumises aux contraintes qui figurent à l'équation 
(3.16). En outre, en examinant les équations (3.27) et (3.28), on évite l'indétermination si 
%nid) et nin&nmi&. Donc, on estimera les paramètres y et 6 avec ces équations à 
condition que non, * O, n,no, + n,qO # O et nonl, > n, no, . Ces conditions doivent être 
respectées pour être en mesure de modéliser le processus { x )  par un modèle DAR(1). 
On retrouve au tableau 3.1, les estimateurs des paramétres y et 6 du processus DAR(1). 
3.1.2 3 Processus particuliers pour (X} 
L'équation (3.16) nous indique que le paramètre y est strictement compris entre O et 1 
pour que (Y&) soit un processus DAR(1). Si y était égal à zéro, dors {X) serait un 
processus indépendant formé par Ut et aurait une distribution de Bernoulli. L'équation 
(3.17) s'ecrirait: 
X, = LI, avec P (u, = 1) = 6 
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Tableau 3.1 E h t e u r s  des paramètres du modèle DAR(1) par la méthode des 
probabilités de transition. 
{TG)  défini à l'équation (3.29) n'est pas un processus DAR(1). Donc, le paramètre 6 n'est 
plus à proprement parler celui du processus DAR(I) et l'équation (3.28) ne peut pas être 
utilisée. 6 est alors estimé de la façon suivante: 
Estimateurs des paramètres 




S = w 0 1  
VOI + ?'&O 
Dans certains cas, le processus ( X )  peut contenir uniquement des valeurs O ou des 
valeurs 1. Le processus ( X )  est donc entièrement déterministe. Si { X }  contient 
seulement des 0, alors %*=O, et ni*. {Y,} ne comporte aussi que des valeun O et 
est aussi un processus déterministe. Cette configuration du processus (Yt) fera l'objet de  
la modéiisation des débits en phase de tarissement. Par contre, si ( X }  est formé 
uniquement par des valeurs 1, Yt est différent de zero, quelque soit t. L'équation (3.4) 
s'écrit alors: 
Conditions d'utilisation 
non, * 0 
q n o l  * O 
non, I > n ~ n o ~  
3.1.3 Les modèfes pour le processus continu {Z) 
Rappelons que nous avons admis la stationnarite du processus (Z}. Ainsi, nous 
considérons que la structure de dépendance séquentielle de ce processus est préservée 
d'une année à l'autre pour une période de l'année quelconque. Étant donné l'asymétrie de 
la variable Z, nous avons utilisé les distributions marginales lognormale et gamma. 
Lorsque la distribution marginaie de & est lognonnale, nous employons les modèles 
AR(I) et MA(1). Dans le cas d'une distribution marginaie gamma, nous utilisons le 
modèie gamma autorégress~ GAR(1). Les distributions marguiales lognomiale et 
gamma ont deux paramètres. 
Pour le cas de la distribution margi.de lognormale, les paramétres sont estimés dans le 
domaine transformé. Il s'agit essentiellement de la moyenne, de la variance et du 
coefficient autorégressif ou moyenne mobile selon que l'on utilise le modèle AR(1) ou le 
modèle MA(1). Pour le cas de la distribution marginale gamma, il n'est pas nécessaire de 
procéder a une quelconque transformation. Les paramètres du modèle sont donnés dans 
le domaine non transformé et correspondent aux deux paramètres de la distribution 
gamma et au coefficient autorégressif. 
3.13.1 Cas de ia distribution marginde lognormale 
Si la distribution de Z, est lognormale, alors la variable Z:, telle que définie ci-dessous, a 
une distribution normale: 
Le modèle AR(1) pour le processus (a') 
Si (2:) est un processus autorégressif d'ordre 1, le modèle s'écrit (Salas et al., 1980; 
Salas, 1993): 
où pz. est la moyenne du processus (2; ) et 4 (z') est le paramètre du modèle; E< est un 
bruit blanc de distribution normale de moyenne nulle et de variance O:. La variance du 
bruit blanc s'écrit: 
Les paramètres à estimer pour le modèie AR(1) représenté à l'équation (3.33) sont donc 
p .  a:. et +l (r ). Du fait de la relation entre les variables Z a 2: et que ( Z; ) est un 
processus AR(l), les relations suivantes existent entre les statistiques de Z, a ceiles de 2: 
et évitent l'introduction d'un biais lors de l'estimation de ces statistiques @urges, 1972; 
Matalas, 1 967): 
Si on combine les équations (3.6), (3 .Q  
variance du processus { 2: ): 
2 a,. = ln 
(3.35) et (3.36), on retrouve I'expression de la 
Cette équation est soumise à la contrainte p, + O qui est équivalente à px # O .  Cette 
dernière contrainte est toujours vérifiée puisque q,n, * 0. 
En associant les équations (3.6), (3.3 5) et (3 -3 8), la moyenne du processus { 2; ) tw: 
De façon identique à l'équation (3.38), il nl a pas de contrainte à l'existence de l'équation 
(3.39). La résolution de i'équation (3.37), en utilisant les équations (3.6), (3 - 3 9 ,  (3 -36) 
et l'équation (3 -23) pour k1, donne le paramètre autorégressif #, (Z'): 
Pour que le modèle soit stationnaire, il faut que 14, (z')I c 1 . En outre, l'équation (3.40) 
est soumise à la contrainte p, (Y)C; + p: > O qui est toujours vérifiée si p, (Y)  > O .  Par 
contre, si p, (Y) < O ,  il faut que 
À partir des statistiques des données de Y, et X, on estime les paramètres du modèle 
AR(1) pour le processus (2:) de la façon suivante: 
q r ,  (u>si + P2] 
T'[;Y + (1 - X ) f ]  
2') = 
avec comme conditions: 
où , : moyennes échantillonnaies de X,  et Y ,  
4 : variance échantillonnale de Yt, 
r, (Y) : coefncient d'autocorrélation échantillonnale d'ordre 1 de Y, 
A 
Y : paramètre du modèle DAR(1) estimé a l'aide de l'équation (3.27). 
Si ( X )  est un processus indépendant de Bernodi, dors les relations (3 -39) et (3.38) 
donnant la moyenne pz. et la variance 0;. du processus (2;) restent inchangées. Par 
contre, l'expression du paramètre autorégressif est modifiée et devient: 
Dans le cas où les processus (Yt) a (&) sont identiques [voir équation (3.31)], la 
moyenne, la variance et le co&cient autorégressif du processus (2; ) sont exprimés par 
les relations suivantes: 
Dans les deux cas particuliers de procesous évoqués ci-dessus pour { X }  (processus 
indépendant et identique), on estime aussi les paramètres du modèle AR(1) pour le 
processus (2;) à partir des statistiques des domées de Yt et Y?. En résumé, le 
tableau 3.2 nous donne les esthateun des paramètres du modèle AR(1) pour (2;) en 
fonction du modèle utilisé pour { X ) .  Quelque soit le modèle du processus { X ) ,  un 
estimateur non biaisé de la variance du bruit blanc est (Salas et al., 1980): 
ou N est le nombre total d'années d'observation et m, le nombre de jours d'une période 
quelconque de I'année. 
Le modèle MA(1) pour le processus {z') 
Si (2;) est un processus moyenne mobile d'ordre 1, le modèle s'écrit (Bras et 
Rodriguez-Iturbe, 1993; Salas et al., 1980): 
où pz- est la moyenne du processus (2: ) et 8, (2') est le paramètre du modèle; E< est 
un bruit blanc de distribution normale de moyenne nulle et de variance a:. La variance 
du bruit blanc s'émit: 
Les paramètres à estimer pour le modèle MA(1) représenté à l'équation (3.50) sont donc 
Pi. 0;- et @,(a. 

Si Z, et 2: sont liés par la relation définie à l'équation (3.32), Mejia et 
(1974) ont établi la relation entre le coefficient d'autocorrélation d'ordre 1 du processus 
(2) et celui de { 2: 1, quelque soit le mécanisme générateur du processus { Z: ) : 
Si (2:) est un processus MA(l), alors son coefficient d'autocorrélation d'ordre 1 est tel 
que @ras et Rodriguez-Iturbe, 1993; Salas et al., 1980): 
L'équation (3.52) devient don: 
La moyenne pz. et la variance O:. du processus (2:) sont encore définies par les 
équations (3 -3 9) et (3.3 8). Pour déteminer le paramètre 8, (2 ), on utilise la relation 
suivante déterminée à partir des équations (3 -23) pour k1 a (3 54): 
On trouve à partir de i'équation (3.55) que 
Soit la constante A défie  par 
alors, i'équation (3 -56) s'exprime ainsi 
Les racines de cette équation nous permettent d'estimer le paramètre B,(Z' )  si 
1 - 4 ~ ~  2 0 :  
Le modèle est inv-%le si le paramètre 8, (2') est tel que 10, (Za)l < 1 . À partir des 
statistiques des données de Yt et X, on estime les paramètres du modèle MA(I) pour le 
processus ( 2: } de la kçon suivante: 
avec 
avec Irl (Y)I < F2/s; si rI (Y) < O 
où x, y : moyennes échantillonnales de X et Yt, 
4 : variance é c h d o d e  de Y ,  
r, (Y) : coefficient d'autocorréiation échantillo~ale d'ordre 1 de YL 
Y : paramètre du modèle DAR(1) estimé a l'équation (3.27). 
Lorsque ( X )  est un processus indépendant, aiors les relations donnant la moyenne pi et 
la variance O:. du processus (2:) restent inchangies. Le paramètre 9, (2') est la 
solution de l'équation (3.58) où la constante A vaut cette fois 
Le paramètre 8,(Z'), racine de l'équation (3.58), a la même expression que l'équation 
Considérons maintenant le sont identiqi les [voir 
équation (3.3 111, la moyenne et la variance du processus (2:) sont exprimés par les 
équations (3.46) a (3.47). Le paramètre 8, (Z) a la même expression que l'équation 
(3.59) si 1 - 4~~ 5 O avec A défini maintenant comme suit: 
En résumé, le tableau 3.3 nous donne les estimatws des paramètres du modèle MA(1) 
pour (2: ) en fonction du modèie utiiisé pour { X ) .  Quelque soit le modèle du processus 
{E) ,  la variance estimée du bmit blanc est: 
3.133 Cu de la distribution marginale gamma 
Le modèle GAR(1) pour le processus (ZI) 
Le modèle stationnaire GAR( 1) a été mis au point par Gaver et Lewis (1 980). Le fàit que 
la distribution marginale des séries de données hydr010giques soit généralement 
asymétrique a amené les hydrologues à employer le modèle GAR(1) pour reproduire la 
structure de dépendance séquentielie de ces séries. MI, Fernandez et Salas (1986, 
1990) ont modélisé respectivement des débits moyens hebdomadaires et annuels avec ce 
type de modèle. Fernandez a Salas (1986), pour le cas périodique, ont désigné le modèle 
G A .  par le modèle AGAR ( U t i v e  Gamma AutoRegreSrjve) pour le dinérencier du 
modèle GAR de type multiplicatif (MGAR) a du modèle GAR de type mixte qui lui 
prend le sigle GA.. 
Si (Z} est un processus autorégresif d'ordre 1 de distribution marginaie gamma, le 
modèle s'écrit (Fernandez et Salas, 1990; Salas, 1993): 
où Q est le bruit blanc et 4 (2) est le paramètre autorégessiftel que O < ), (2) < 1. 

& a une distribution gamma à deux paramètres dont la fonction de densité de probabilité 
est: 
où a : paramètre d'échelle, 
paramètredeforme, 
( )  : fonction gamma incomplète. 
Les paramètres du modèle GAR(1) sont donc a, P et 4, (2). En utilisant la méthode des 
moments, on peut écrire les relations suivantes entre les paramètres du modèle GAR(1) et 
les moments de (Z) : 
En utilisant les équations (3 -6) et (3.8), on trouve l'expression de a$ : 
En combinant les équations (3.69) et (3.70), a: s'écrit aussi: 
Les équations (3 -7 1) a (3.72) nous permettent de trouver le paramètre d'échelle a: 
Pour que a soit fini, il nuit que p x p ,  # O ce qui est vérifié puisque non, # O.  En outre, 
a est un paramètre positif, ce qui implique que 
L'équation (3.74) équivaut à une contrainte sur le co&cient de variation de Y, telie que 
À partir de l'expression de a, le paramètre de forme vaut: 
Pour que p soit fini, il faut que oFPx - ( 1  - P, )  + O .  Cette condition est toujours 
vérifiée, au. en utilisant les équations (3 -6) et (3.8), on démontre que 
Le membre de gauche de l'équation (3.77) étant toujours positg alors la contrainte 
défime à l'équation (3.75) est toujours vérifiée. On peut alors dire que les paramètres a 
et fl seront toujours strictement positifs et qu'il n'y a aucune contrainte rattachée à ces 
paramètres. 
Les fonctions d'autocorrélation des modèles GAR(1) et AR(I) sont identiques 
(Fernandez et Salas, 1986, 1990). On peut donc écrire que: 
Or, à partir de l'équation (3 -23) pour k 1, on peut écrire que: 
Si on développe l'équation (3 -79) en utilisant les équations (3 -6) et (3 -7 1 ), on obtient 
Si on combine les équations (3.78) et (3.80), le paramètre autorégressif (, (2) vaut: 
Ii n'y a aucune contrainte partidère rattachée au paramètre autorégressif (, (2) sauf 
celle stipulant que O < 4, (2) < 1. 
A partir des statistiques des données de Yi et X,  on peut esfimer les paramètres du 
modèle GAR(1) pour le processus {&) de la façon suivante: 
où , : moyennes échantiilonnales de X a Yt, 
4 : variance échantillonnale de Yt, 
r, (Y) : coefiicient d'autocorrélation échantillonnale d'ordre 1 de Y, 
n 
Y : paramètre du modèle DAR(1) estimé a l'équation (3.27). 
Considérons maintenant le cas ou { X }  est un processus indépendant. L'expression des 
paramétres a et p reste identique à celie des équations (3.73) et (3 -76). Par contre, le 
coefficient d'autocurrelation d'ordre 1 du processus {&} devient 
En tenant compte des équations (3 -71) et (3.78), le paramètre autorégressif (, (Z)  vaut 
maintenant : 
Lorsque les processus (Yt) et (&) sont identiques [voir équation (3.3 l)], les paramètres 
d'échelle a et de forme f3 mm obtenus par les relations suivantes: 
Quant au paramètre A(Z). ii cornespond au coefficient d'autocorrélation d'ordre 1 du 
processus {Yt) : 
En résumé, le tableau 3.4 nous donne les estimateurs des paramètres du modèle GAR(I) 
pour {Z) en fonction du modèle utilisé pour {x ) .  Quant au bruit blanc E, Lawrance 
(1982) a montré que sa distriiution était celle d'un processus de Poisson composé en 
faisant une analogie avec le modèle shot noise de Weiss (1977). Alors, le bruit blanc et 
s'écrit: 
où M : nombre aléatoire tiré diuie distribution de Poisson de paramètre 
-Blnr4l(zll. 
wr : nombre aléatoire dormément distniué dans (O, l), 
Pr : nombre aléatoire de disaibution exponentielle de paramètre a. 
3.2 Modélisation des d h e s  
De façon conceptuelle, le ruisseiiement est assunilé comme provenant de la vidange de 
réservoirs placés en série. Nash (1957) a considéré le cas général avec n réservoirs 
identiques dont le coefficient d'emmagasinement est K, alors que dewc réservoirs ont été 
pris en compte par Kelman (1980). Dans le cas où le bassin est représenté par un seul 
réservoir, la vidange à l'instant t durant la phase de décrue s'écrit (Kavvas a Delieur, 
1984): 
où y(@ est le débit de pointe à l'instant b à partir duquel commence la d h e  et b, le 
coetncient d'emmagasinernent du bassin. L'équation (3.91) est bien connue comme la loi 
de tarissement exponentiel des débits ou loi de Maillet (Bernier, 1964). En hydrologie, 
on suppose généraiexnent que le coefficient b est constant. Cependant, la modélisation 
des débits en phase de décrue avec un coefficient de tarissement constant a donné des 
résultats peu satisfkisants (Kelman, 1980). Weiss (1977) a abouti au même constat et a 
tenté d l  remédier avec le modèle DSN (Douale Shol Noise). Deux co&cients constants 
bi et b2 sont considérés respectivement pour le ruissellement de SUrfSlce et le débit de 
base. Kawas et Deilair (1984) ont proposé que le coefficient d'emrnagasinement b soit 
fonction du temps et de l'instant d'occumence du débit de pointe b qui dépend de la 
vaieur de ce débit de pointe (état du système a l'instant to). 






L'équation (3.9 1) s'écrit alors: 
Le paramètre b(s; ta y(h)) est estimé à partir des données de débits journaliers de la 
fkçon suivante: 
avec J représentant la durée de la décrue à partir du temps d'occurrence du débit de 
pointe de I'hydrogramrne. 
En ce qui nous concerne, nous considérons aussi, qu'en phase de décrue, le débit provient 
de la vidange d'un seul résemoir et que le cueflicient d'emmagasinement dépend 
uniquement du temps pour b et y(to) fixés. Si on prend en compte i'équation de 
continuité et l'équation dynamique, on obtient les équations du réservoir linéaire (Kawas 
a Delieur, 1984): 
où x(t) débit instantané dû à la précipitation, 
y(t) : débit de ruissellement instantané, 
s(t) : volume instantané du réservoir ou du bassin d'anmagasinement, 
b(t) : coenicient d'emmagasinement instantané. 
La phase de décrue étant caractérisée par la portion de i'hydrogramme ou le débit est un 
processus monotone décroissant, on fera lthypothèse que le débit instantané dû à la 
précipitation x(t) est nul. Alors, l'équation (3 -94) devient: 
Durant le tarissement, la variation de volume du réservoir est négative étant d o ~ é  que le 
réservoir se vide sans qurt ait apport par la précipitation puisque x(t)=û. À partir de 
l'équation (3.96), on peut écrire que 
Alors, 
Si on substitue l'équation (3.98) dans l'équation (3.99, on obtient l'expression suivante: 
~ ( 0  = -b(Oly(t) dl 
En considérant que la décrue débute à l'instant et finit a l'instant t, on obtient 
oii C est la constante d'integration. 
Donc, l'équation (3.100) devient 
On peut maintenant écrire que le coefkient de tarissemmt b(t) est égal à: 
Les séries de débits jounialiers sont des séries discrètes. Donc, on peut estimer le 
dénominateur du membre de droite de l'équation (3.103) de la façon suivante: 
où AT représente la durée de l'intervalle élémentaire [i, i-1] et Yi est le débit au pas de 
temps i. 
Considérant l'équation (3.104), le coefFicient de tarissement au pas de temps t s'écrira: 
L'équation (3.105) nous permet de déterminer l'évolution temporelle du coefficient de 
tarissement bt lorsque l'on connaît la courbe de décrue débutant a to c'est-à-dire si h~ et 
y(t,) sont cornus. Par contre, connaissant bt, on peut détermina la courbe de décrue à 
partir du débit de pointe y(t,)  par la relation suivante: 
Les données de débits jounialiers sont en m3/s, donc on utiliseni la relation suivante pour 
caicuier bi en (jour)-', AT étant égal a 1 jour dans l'équation (3.105) 
Alors, le débit au pas de temps t en m3/s seni 
À partir des données de débits journaliers, on pourra calder les fonctions discrètres bt 
avec l'équation (3.107). La procédure de sélection de ces fonctions sera évoquée au 
chapitre 5 .  Celles-ci nous serviront a la simulation des débits en phase de décrue par 
l'entremise de  l'équation (3.108). 
3.3 Procédure de simulation des débits journaliers 
Pour simuler des séries de débits journaliers, il y a essentiellement deux étapes principales 
a suivre. Dans un premier temps, il faut simuler les incréments positifs de débit que nous 
avons appelés aussi impulsions pour chaque période de l'année. Cette étape fait l'objet 
de la figure 3.1. Ensuite, a partir de la connaissance de la &e des impulsions pour tout 
l'horizon de simulation des débits journaliers, on générera ces deniers de la façon 
il.lustrée a la figure 3.2. Nous avons supposé que les fonctions discrétes bt sont connues 
pour le moment. 
NON 
OUI 
N o N N N o N { F )  W h =  n ~ n o ~  
OUI OUI 
Fiaure 3.1 Procéâure de simulation du processus {Y,] pour une période donnée. 
OUI 
déBmr= 1 r-l 
Fi-mue 33. Procédure de calcul des débits journaliers à partir du processus simulé (Y,}. 
CHAPITRE 4 
Dans ce chapitre, nous présentons, dans ses grandes lignes, le bassin versant du fleuve 
Sénégal sur lequel est situé la station de Bakel d'où proviennent les données qui nous ont 
permis d'appliquer la nowelie méthodologie de modélisation développée au chapitre 
précédent. Ces données sont analysées pour découvrir toutes les composantes 
statistiques importantes et utiles, tant pour la modélisation que pour i'évaluation de la 
performance de notre modèle. 
4.1 Le fleuve Sénégal et son busin versant 
Le fleuve Sénégal, qui est long de 1800 km, est le second fleuve en importance de 
l'&que occidentde après le fleuve Niger (4200 km). Le Bafïng qui est la branche mère 
du Sénégai, prend sa source dans le massif du Fouta Djailon. A 250 km en amont de 
Bakei, la confluence du Bafing et du Bakoye - dont la source est dans le plateau 
Mandingue, en Guinée - donne naissance au fleuve Sénégal. Tout le long de son cours à 
partir de Bakel il constitue la frontière entre la Mauritanie et le Shégal et se jette ensuite 
dans l'océan Atlantique, au droit de la ville de Saint-Louis au Sénégal. En rive droite, les 
affluents du fleuve Sénégal scat 1% Kolombine (près de Kayes) et le Karakoro à 70 km en 
amont de Bakel. En rive gauche, la confluence avec la Falémé se réalise à 50 km m 
amont de Bakel (figure 4.1). 
Le bassin versant du Sénégal occupe une superficie dont l'évaluation n'est pas précise. 
Elle est comprise entre 289 000 kmz et 334 000 km2 selon les auteurs et la date de 
publication de leun travaux (Godana, 1985). Le bassin s'étend sur les territoires de la 
Guinée, du Mali, de la Mauritanie et du Sénégal (figure 4.1). 
Fimire 4.1 Le bassin versant du fleuve Sénégal (Albergel et al., 1993). 
Du point de vue climatique, le bassin traverse, du nord au sud, quatre zones climatiques, 
passant du domaine sahélien au domaine guinéen. Cette diversité climatique s'appuie sur 
des critères de dzérentiation qui sont la précipitation moyenne annuelle P, la température 
moyenne annuelle T, l'humidité relative H et la durée de la saison des pluies (Gac, 1993). 
Le tableau 4.1 donne les critères de Wérentiation pour chacune des zones climatiques. 
Tableau 4.1 Les critères de Werentiation chnatiques du bassin versant du Sénégal. 
Le bassin du Sénégal voit I'altern~ulce de deux grandes saisons: la saison des pluies et la 
saison sèche. La saison des pluies peut durer de deux à huit mois dans la période allant 
du mois d'avril au mois de novembre. Le reste de I 'a~ée ,  c'est la saison sèche qui 
s'installe, caractérisée par l'absence de pluies. Cependant, on peut avoir. au cours de la 
saison sèche, quelques précipitations. de faible intensité, appelées communément "pluies 
des mangues". Ces pluies surviennent entre décembre et février et sont dues à la 
confrontation en altitude, de l'air fioid polaire et de l'air humide provenant du courant-jet, 
de direction sud-ouest. 
Cest le déplacement dans le sens nord-sud de la zone intertropicale de convergence 
(ZITC) qui règle la succession des saisons. La ZITC est constituée par l'inter£& entre 
deux masses d'air des basses couches de l'atmosphère et sa trace au sol représente 
l%quateur météorologique. Ces deux masses d'air sont l'Harmattan et la Mousson. 
L'Harmattan est un vent chaud et sec de secteur nord-est. La Mousson provient des 
alizés de l'Atlantique sud. Après la traversée de l'Équateur, les vents prennent la direction 
sud-ouest en apportant une masse d'air chaud et humide (Gac, 1993). On peut considérer 
qu'au nord de la ZITC, il nl a pas de précipitation. 
La pluviométrie moyenne annuelle est très inégale à I'Uitérieur du bassin. Sur sa lisière 
méridionale au Fouta Djallon, la précipitation annueile moyenne est de 2 000 mm alors 
que sur son extrémité sep tdona le ,  elle est d'environ 200 à 250 mm (Rochette, 1974). 
Le bassin a été durement affécté à tous les niveaux par plusieurs périodes de sécheresse 
qui ont occasionné d'importants déficits d'écoulement du fleuve Sénégal mais aussi des 
crises vivrières dans l'ensemble du bassin (Oliyr, 1983 et 1987; Sircodon, 1976). Cette 
situation a eu comme conséquence de ralentir considérablement la croissance économique 
des États riverains. Ces derniers regroupés au sein de I'OMVS (Organisation pour la 
Mise en Valeur du fleuve Sénégai) ont donc mis en place un programme d'aménagement 
du fleuve Sénégal. C'est ainsi que les barrages de Diama (1985) et de Manantafi (1988) 
ont été construits. Le barrage de Diama est essentieilexnent un barrage anti-sel limitant la 
remontée de la langue salée alors que celui de Manantaii permet la production d'énergie 
hydroélectrique. Ces deux barrages permettent également de régulariser l'écoulement du 
Sénégal, de développer l'irrigation et rendent possible la navigation fluviale jusqu'à Kayes. 
Cependant, l'impact de ces aménagements, vu les problèmes engendrés, n'est pas toujours 
bénéfique @vara et al., 1996). 
Le régime hydrologique du fleuve Sénégal est de type tropical assez pur. Il est marqué 
grossièrement par une saison de hautes eaux de juin-juillet à octobre-novembre et par une 
saison de basses eaux de novembre-décembre a mai-juin. Durant la période de basses 
eaux, le tarissement a une allure régulière aboutissant à de fiiibles écoulements en mai et 
juin (Albergel et al. 1993; Rochette, 1974). L'année hydrologique commence le 1" mai et 
se termine le 30 avril. Le tableau 4.2 fournit les traits caractéristiques de l'écoulement du 
fleuve Sénégal. Rappelons que les débits caractéristiques d'étiage a de crue représentent 
le débit moyen respectivement non dépassé a dépassé pendant 10 jours de l'année. 
Tableau 4.2 Caractéristiques hydrologiques du haut bassin du Sénégai pour la période 
195 1-1989 (Albergel et al., 1993). 
Précipitation m u d e  moyenne (mm) 1 1 600 1 1 200 1 820 I 
Station de contrôle 
Superficie du bassin venant (km2) 
Débit caractéristique de crue (m3/s) 1 1213 1 336 1 3515 1 
Bafing Makana 
22 O00 
Débit moyen m u d  (m3/s) 
Volume moyen annuel (ld m3) 
DCbit caractéristique d9éti.ee (m'ls) 
4.2 Les données de l'étude 
Les données utilisées au cours de notre étude proviennent de la station de Bakel. 
Recueillies par I'ORSTOM (Institut de recherche scientifique pour le développement en 
coopération), elles ont été obtenues grâce à la bienveillance du ministère de IWydrauiique 







La station de Bakel (figure 4.1) dispose de la plus longue chronique de débits débutant en 
1903. C'est la seule station, située à la &ontière entre le haut bassin et la vallée, qui peut 
être choisie pour représenter la variation de l'écoulement du fleuve Sénégal. Plusieurs 
raisons étayent ce constat. En premier lieu, elie a une position géographique qui lui 
perrnet de contrôla tous les apports provenant du haut bassin (figure 4.1). L'aire du 
bassin versant du Sénégal à Bakel est de 218 000 km2. Ensuite, la qualité de sa section 
en travers, la qualité et la continuité de ses observations sont des facteurs non 
négiigeables. Jusqu'en 1950, les relevés limnimétnques étaient effectués chaque année en 
période de moyennes et hautes de j d e t  à novembre. C'est a p h  de 195 1 qu'ils 
BakeI 
I 






0.1 1 1 4.1 1 
i'ont été toute i'année (Rochette, 1974). Cependant, les données de débits journaliers que 
nous avons utilisées couvre la période commençant avec l'année hydrologique 1953/1954 
et se tenninant avec d e  de 1983/1984, soient 3 1 années hydrologiques représentant 
1 1 323 valeurs de débits journaliers. 
4.3 Analyse esploratoire des données de l'étude 
Une consultation rapide de notre série de données de débits journaliers a révélé la 
présence de six périodes d'observations manquantes. L'existence de ces lacunes est 
principalement due à des cotes hors barème. Le tableau 4.3 répertorie les périodes de 
données manquantes de notre &rie d'observations. Ces lacunes ont été comblées par les 
deux techniques suivantes: les modèles ARIMA (AutoRegreSSlYe Integrated Moving 
Average) de Box et Jenkins (1976) et la loi de décroissance exponentielle des débits en 
phase de tarissement. L'utilisation de l'une de ces techniques dépend du contexte 
particulier de l'évolution des débits de part et d'autre de la période de données 
manquantes. 
Tableau 4.3 Périodes de données manquantes a la station de Bakei 
I Périodes I 
2û octobre - 3 novembre 1956 
25 mai - 2 juin 1957 
17 au 23 juin 1960 
28 a d  - 3 juin 1964 
31 décembre 1967 









Lors de l'utilisation des modèles ARIMA, la pomon de l'hydrogramme à gauche de la 
lacune est modélisée dans le sens chronologique (processus avant) et la portion située à 
droite l'est dans le sens contraire (processus arrière). La valeur adoptée pour la donnée 
manquante est obtenue par une somme pondérée des prévisions obtenues par les 
processus avant et arrière. Le facteur de pondération de l'une des prévisions est 
proportio~el à la variance de prévision de l'autre valeur prévue, et inversement 
proportionnel à la somme des variances de prévision. 
Ainsi, I'hydrogramme des dibits journaliers pour les 3 1 années hydrologiques se présente 
sous la forme que décrit la figure 4.2. Les conséquences de la sécheresse des années 70 
et 80 se ressentent au niveau de l'écoulement transitant à Bakel au cours des huit 
demières années de notre série de domées. Les débits de pointe sont très inférieurs à 
ceux notés dans les 23 premières années. Quant à la figure 4.3, elle Uustre quelques 




Finure 4.2 Débits journaliers a la station de Bakel de mai 1953 à avril 1984. 
7 0 0 0  - 
1" m a l  1 9 5 5  - 3 0  a v r i l  1 9 5 6  
6 0 0 0  - -  
5 0 0 0  m m  
4 0 0 0  
3 0 0 0  m m  
2 0 0 0  m m  
1 0 0 0  = -  
O 
- - - 
1 5 0 9 9 1 4 8  1 9 7  2 4 6 2 9 5  3 4  4 
7 0 0 0  r 
l e r m a i  1 9 6 7  - 3 0  a v r i l  1 9 6 8  
6 0 0 0  q -  
5 0 0 0  - -  
4 0 0 0  * -  
3 0 0 0  - -  
2 0 0 0  d m  
1 0 0 0  
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1" m a i  1 9 7 6  - 3 0  a v r i l  1 9 7 7  
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J o u r s  
Fimire 4.3 Singularités dans la forme de I'hydrogramme annuel à la station de Bakel. 
4 .  Détermination des statistiques de Ir série de données historiques 
Soit une série de débits jouders désignée par Qi de longueur N. Le calcul de la 
moyenne 7, de la variance s2 et du coefficient d'asymétrie g de cette série se fhit grâce 
aux relations suivantes: 
- 
y = (f) Z Y t  
La série Q, étant autocor~élée, un estllnateur non biaisé de la variance est (Salas, 1993): 
avec 
e2 = (N - 1) S' 
I V - K  
Pour des échantillons de petite M e ,  par exemple lors du calcul des statistiques des débits 
mensuels, on comge le coefncient d'autocorrélation échantillonnale rr (Salas, 1993): 
I1 arrive que la valeur wmgée du coefficient d'autocorrélaîion échantilionnale, en valeur 
absolue7 soit supérieure à 1. Donc, la correction sera fkite sous la condition suivante, 
comme le recommande Wallis et O'ConneU (1  972): 
Les séries de débits ont une distnîution margïnaie non gaussienne. Alors, l'estimatair 
non biaisé de l'asymétrie est (Bobée et Robitaille, 1975): 
avec 
et g donné par l'équation (4.3). 
4.3.1.1 Statistiques des débits journaliers 
Le tableau 4.4 donne les statistiques de la série des débits journaliers à la station de 
Bakel. À la lumière de ces statistiques, on constate que la variabilité des débits 
journaliers sur l'ensemble d'une année est très élevée. L'asymétrie positive très élevée 
révéfe que, pendant une bonne partie de l'année, les dibits sont relativement faibles, 
confirmant ahsi la longue durée de la période d'étiage. 
Nous complétons cette section avec I'autocorreIogrammes des débits j o d e r s  
originaux et différenciés à l'ordre 1 qui sont illustrés respectivement aux figures 4.4 et 
4.5. La figure 4.4 montre que la série des débits journaliers est non stationnaire et 
confirme le caractère périodique du processus. La Mérentiation d'ordre 1 pennet de 
débarraser la série onguiale de son caractère non stationnaire. Par contre, il reste 
quelques traces de périodicité (figure 4.5). 
Tableau 4.4 Statistiques historiques de la série des débits journaliers a la station de 
Statistiques 
Moyenne (m31s) 
3 2 Variance (m 1s) 
Coefficient d'autocorrélation d'ordre 1 
Coefficient de variation 
Asymétrie 
Mit minimum (m3/s) 
Débit mnlcimum (m3/s) 
Débit caract6ristique d'Ctiage (m3/s) 
Débit carnctéristiaue de cme (m3/s) 
Valeurs 
-Niveau de signification (95  % )  1 
- - - 
1  76 1 5 1  226 301 376 451  
D é l a i  k 
Fimire 4.4 Automrrélognunme de la série des débits journaliers à la station de Bakel. 
D é l a i  k 
1 .O0 - 
Fimire 4.5 AutocorréIogramme de la série des débits journaliers différenciée a i'ordre 1 
à la station de Bakel. 
0 . 8 0  
m m -  -Niveau de signification (95 % )  
43.13 Statistiques annuelies 
Les figures 4.6 à 4.9 fournissent quelques statistiques annuelles issues de la série des 
débits j o d e r s  à la station de Bakel. Ce sont les débits moyens, l'écart type et les 
co&cients de variation et d'asymétrie annuels. À partir de 1970, le débit moyen baisse 
considérablement en raison principalement de la chute des débits maximums annuels suite 
aux déficits pluviomitriques dans la région. Ceci conduit à un accroissement de la durée 
de la période des moyennes et basses eaux. L'écart type annuel suit la même tendance 
que le débit moyen annuel. L'année du changement de tendance (1970) correspond à une 
année près à celle issue de la segmentation proposée par Bernier (1994). Par contre, 
étant donné que le profil d u  courbes du débit moyen et de l'écart type annuels est quasi 
identique, il est normal d'avoir une stabilité des wefnnents de variation annuels (figure 
4.8). Le profil des cuefncients d'asymétrie annuels est aussi stable puisque la forme de 




F i w e  4.6 Débits moyens annuels a la station de Bakel. 
1953 1957 1961 1965 1969 1973 1977 1981 
Années 
Fimire 4.7 Écarts type annuels à la station de Bakel. 
1953 1957 1961 1965 1969 1973 1977 1981 
Années 
Fimire 4.8 Coefncients de variation annuels a la station de Bakel. 
Fimve - 4.9 Coefncients d'asymétrie annuels à la station de Bakel. 
Nous avons étudié particulièrement la série des débits annuels illustrée à la figure 4.6. La 
moyenne, la variance, les coefncients d'autocorrélation d'ordre 1 a d'asymétrie de ia série 
des débits annuels sont donnés au tableau 4.5. 
Tableau 4.5 Statistiques historiques de la série des débits annuels à la station de Bakel. 
Staîistiaues I valeurs I 
I Moyenne VariSnce 
I Coeflticient d'autocorrélation d'ordre 1 I 0.693 I 
1 Coefficient d'asymétrie 1 -0.08 
4.3.13 Statistiques mensudles 
Les figures 4.10 a 4.12 donnent le profil des courbes de débits, variances et co&cients 
d'autocorreiation d'ordre 1 moyais mensuels à la station de Bakel. Sur la figure 4.10, on 
distingue aisément les caractéristiques du régime hydrologique du fleuve Sénégai . La 
phase de montée des eaux se déroule de juin à septembre. Dès octobre, s'amorce la 
période des moyennes eaux caractérisée par une baisse rapide des débits. A partir de 
décembre, débute la phase de tarissement qui se prolonge jusqu'en mai. 
Fiwe  4.10 Débits moyens mensuels a la station de Bakd. 
La courbe des variances moyennes mensueiles (figure 4.1 1) a le même profil que d i e  des 
débits mensuels. En &kt, les débits sont les réponses du système aux impulsions 
(précipitations) qu'il reçoit. Au cours de la période où les impulsions se produisent 
(période de montée des eaux), la variabilité des débits est importante. 
Fimire 4.1 1 Variances moyennes mensueiies à la station de Bakel. 
Quant au meniciait d'autowrrélation moyen mensuel, il est assez stable, sauf en juin 
(figure 4.12). La baisse du coefncient d'autocorrélation moyen mensuel en juin s'explique 
par le début de la montée des eaux au cours de cette période. Le profil du coefficient 
d'asymétrie moyen mensuel est stable dans i'ensemble, sauf pour le mois de juin où il y a 
une hausse de l'asymétrie (figure 4.13). Le mois de février est particulier avec un 
coefficient d'asymétrie moyen mensuel qui est pratiquement nul. 
Les données sur les moyennes mensuelles des débits, variances et coefncients de 
corrélation d'ordre 1 et d'asymétrie qui ont servi à I'eMoration des figures 4.10 à 4.13 
sont présentées au tableau 4.6. 
Mai Jriil Sept Nw Janv Mars 
Année hydrologique 
Fiszure 4.12 Coefiïcients d'autowrrélation moyens mensuels à la station de Bakel. 
1 . 1 I 
Mai JuI Se@ Nw Jaw Mars 
Année hydrdogique 
Fimire 4.13 Coefficients d'asymétrie moyens mensuels à la station de Bakel. 




















1 650 968 
2 698 567 












L'hypothèse de stationnarité des débits jourdiers au sein d'une période mensuelle est 
fausse en ce qui concerne la station de Bakel. Pour justifier cette affirmation, nous avons 
déterminé I'hydrogramme moyen annuel des débits journaliers pour les 31 années et 
calculé l'autocorrélogramme des débits pour chaque mois. La figure 4.14 présente les 
autocorrélogrammes des mois de mai, octobre et avril qui sont représentatifs de 
l'ensemble des autocorrélogrammes mensuels. La lenteur de la décroissance de 
l'autocorrélation échantillonnale témoigne de la non stationnarité des débits à l'échelle 
mensuelle. En outre, il est nécessaire de procéder à une différentiation d'ordre 1 pour - 
pouvoir utiliser une modélisation de type ARMA 
Les débits moyens jourdiers à la station de Bakel s'inscrivent donc généralement dans 
une certaine tendance: à la fiausse, en période de crue ou à la baisse en période de décrue. 
Nous avons alors considéré des pénodes constituées par des décades et calculé le débit 
moyen pour chaque décade. La première décade représente les dix premiers jours du 
mois, la deuxième, les dix prochains et la troisième, les dix ou onze derniers jours du mois 
selon que le mois compte 30 ou 31 jours. On constate encore i'existence d'une tendance 
monotone, à la hausse ou à la baisse (tableau 4.7). 
- - - *Nivasu de signification ( 9 5 % )  
0 . 6 0  m m  
t 
0 . 2 0  i w  
4 
0 . 0 0  - I œ - œ - - i 
1 2 3 4 5 6 7 
- aNiveau da  signification ( 9 5 % ) (  
m 
g o -  -Nivaau d a  signification (85% ) 
u 
b 
F i m e  4.14 Autocorrélogrammes des débits moyens joumaiîers pour les mois de mai, 
octobre et avd à la station de Bakel. 




















































Pour terminer cette section, nous avons étudié la série des débits mensuels qui est 
iuustrée à la figure 4.15. Cette série est périodique de période égale à 12 mois. Les 
principales statiques des débits maisuels sont données au tableau 4.8. 
ma43 
Moiset Année 
Fiare 4.15 Série des débits mensuels à la station de Bakel. 








1 243 305 
0.641 
2.35 
4.3.1.4 Débits maximums annuels 
Nous donnons d'abord, les statistiques sur le moment où survient le débit maximum au 
cours d'une année hydrologique à la station de Bakel (tableau 4.9). En 3 1 années, le débit 
maximum se produit environ deux fois sur trois, au mois de septembre (67.8 %) et 
p~cipalement, une fois sur deux, durant la première quinzaine de ce mois (48.4 %). En 
août, la cxue maximale a lieu environ une fois sur quatre (25.8 %) a majoritairement 
pendant la deuxième quinzaine (22.6 %). Une fiaction minime des débits maximums se 
produit en octobre (6.4 %). 





Périodes Nombre Pourcentage (O/.) 
Indinduell Total 
Pour ce qui est de l'intensité des débits maximums, nous donnons leurs principales 
statistiques au tableau 4.10. L'dure de la série des débits maximums montre une baisse 
importante des crues marcimales annuelles a partir de 1976 mais aussi, une décroissance 
progressive de celles-ci à partir de 1953 (figure 4.16). La figure 4.17 renseigne sur la 
variabilité des débits maximums historiques. La distribution des débits maximums est 
normale ce qui a été w n f h é  par un test de nomalite- L'asymétrie quasi nulle de la série 
a le caractkre symétrique de la figure 4.17 suggèrent une telle distribution. 
Fimire 4.16 Série des crues maximales annueiies à la station de Bakel. 




Coefficient d'autocorrélation d'ordre 1 
Coefficient d'asymfie 
Valeurs 




1 O00 1 I 
Q , historique 
F iwe  4.17 Box-plot des crues maamales annuelies à la station de Bakel. 
4.4 Détermination des événements secs 
En adoptant la méthodologie de détermination des sécheresses hydrologiques décrite au 
chapitre 2, nous avons déterminé les événements secs pour difkents seuils situés dans la 
région des bas débits. ZeLenhasic et Salvai (1987) ont adopté la même procédure lors de 
leur étude des débits minimums par la méthode du renouvellement (méthode des 
"excédances") adapté à l'étude des bas débits. 
À l'image de ces derniers, nous avons adopté des hypothèses permettant la détermination 
des événemmts secs. On peut comparer ces hypothèses à un m e .  D'abord, le choix 
dim seuil de débit pemxt de déterminer grossièrement les événements secs. Ensuite, 
hsage du filtre détermine la sileaion finale des événements secs pour le seuil en 
question. En ce qui nous concerne, les paramètres principaux caractérisant un événement 
sec sont sa durée en jours et le volume déficitaire cumulé durant cette période. 
Le filtre utilisé rialise deux opérations principales. La première opération consiste à 
regrouper deux événements secs successifs si la durée qui les sépare est inférieure ou 
égale à six jours. On compose alors un nouvel événement dont le volume déficitaire et la 
durée sont égaux à la somme des déficits et des durées des deux événements qui ont servi 
à le constituer. Cette opération est répétée aussi longtemps que l'on détecte deux 
événements secs successifs dont la durée qui les sépare ne respecte pas la condition 
spécifiée précédemment. La deuxième opération permettra de négliger tous les 
événements à h i l e  déficit, c'est-à-dire dont le déficit est inférieur à 5 % du déficit 
maximal. 
Les paramètres des événements secs déterminés par ordre chronologique, pour les seuils 
de 75, 50 et 25 m3/s, sont donnés au tableau 4.1 1. Les derniers événements ont des 
durées et des volumes déficitaires plus importants. C'est une conséquence de la 
sécheresse du années 70 et 80. À partir des données du tableau 4.1 1, nous avons 
constaté qu'il existe une relation linéaire entre le déficit en volume et la durée pour un 
seuil de débit d o ~ é .  Pour chacun des seuils de 75, 50 et 25 m3/s, la relation linéaire est 
illustrée aux figures 4.1 8, 4.1 9 et 4.20 respectivement. Nous avons effkctué des tests de 
normaiité sur les variables durée et volume déficitaire des événements secs à différents 
seuils. La distribution normale s'ajuste aussi bien à la durée qu'au volume déficitaire de 
ces événements pour les seuils de 25, 50 et 75 m3/s. 
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Durée (jours) 
Figure 4.18 Relation Volume déficitaire-Durée pour le seuil de 75 m3/s. 
40 60 80 IO0 120 140 O 180 
Durée (jours) 
Figure 4.1 9 Relation Volume déficitaire-Durée pour le saiil de 50 m3/s. 
20 40 60 80 100 120 140 160 180 
Durée (jours) 
Figure 4.20 Relation Volume déficitaire-Durée pour le seuil de 25 m3/s. 
APPLICATION DU MODÈLE ET RÉSULTATS 
Au chapitre 3, nous avons présenté notre modèle de simulation des débits journaliers. Il 
s'agit maintenant de l'appliquer en simulant des séries de débits journaliers pour la station 
de Bakel située sur le fleuve Sénégal. Les domies historiques provenant de cette station 
ont déjà été analysées au chapitre 4 a h  de nous permettre de juger de la qualité des 
résultats issus de la simulation. Nous dons  d'abord exposer la méthode de détermination 
des fonctions discrètes bt qui sont utilisées lors de la simulation des courbes de décrue. 
Ensuite, il s'agira de simuler les impulsions Y, pour chaque période de l'année que nous 
aurons choisie. Enfin, en suivant la procédure décrite a la figure 3.2, les séries de débits 
jourdiers seront générées. Après chaque étape de simulation décrite ci-dessus, -les 
résultats sont analysés et critiqués afin d'Muer la méthodologie de simulation des débits 
journaliers que nous avons présentée. Signalons que tous les programmes informatiques 
ont été écrits avec le langage de programmation de Matlab pour Wmdows version 4 . 2 ~ .  1.
Toutes les simulations ont été hites avec ce logiciel sur un ordinateur munis d'un 
microprocesseur Pentium 100 Mhz et de 16 M de RAM. 
5.1 Détermination des courbes donnant le coefficient de tarissement en fonction du 
temps 
Étant d o ~ é  la forme de lliydrogramme à la station de Bakel, il y a une forte corrélation 
entre le débit de pointe et la période de l'année où il survient. Nous avons donc décide de 
déterminer les fonctions discrètes bt en fonction d t n  intervalle où se situe le débit de 
pointe. Pour illustrer la méthode de détermination de b, nous avons choisi de le faire 
daos le cas où les débits de pointe sont supérieurs à 7 000 m3/s. Le tableau 5.1 donne les 
principales informations sur les quatre courbes de décrue historiques pour lesquelles Le 
débit de pointe est supérieur à 7 0 0  m3/s. Nous précisons ici que nous ne considérons 
que les courbes de décrue qui durent au moins cinq jours après la date d'occurrence du 
débit de pointe. 
Tableau 5.1 Données historiques des courbes de décrue ayant un débit de pointe 










28 août 1958 
10 septembre 196 1 
7 septembre 1964 
10 septembre 1965 
Débit de pointe 
(m3/s) 
En utilisant l'équation (3.107), nous déteminons pour chaque courbe de décrue 
l'évolution de bt au fùr a à maure que la décrue se poursuit. Les courbes bt obtenues 
sont illustrées à la figure 5.1. A partir de ces courbes, nous avons déterminé le profil 
moyen de bi à la figure 5.2, lorsque le débit de pointe est supérieur à 7 000 m3/s. Cette 
fonction discrète bi nous savira à générer la courbe de décrue pour tous les cas où le 
débit de pointe sera plus grand que 7 000 m3/s. Nous avons procédé de la même façon 
pour plusieurs gammes de débits sauf pour les mois de mai, juin et juiliet. Ces mois sont 
traités de façon particulière puisque les premiers soubresauts de la nue  se font sentir 
durant ces mois. 
- - - -  Hydr. 1 - - - - Hydr. 2 
- a - -  Hydr. 3 
----  Hydr. 4 
O 10 20 30 40 50 60 
Duthe de la decrue (jours) 
Fimire 5.1 Les courbes bt des segments de décrue a la station de Bakel lorsque le débit 







O 10 20 30 40 50 60 
Dutee de la decrue (jours) 
Fimire 5.2 Profil moyen de la courbe bt a la station de Bakel lorsque le débit de pointe 
est supérieur à 7 000 m3/s. 
Nous procédons toujours par gamme de débits en ajoutant I'information supplémentaire 
sur le mois en question (mai, juin ou juillet). Les figures 5.3, 5.4 et 5.5 donnent le profil 
moyen de pour les mois de mai, juin et juillet en fonction du débit de pointe appelé Qo. 
En juillet, les valeurs de a sont plus élevées lorsque le débit de pointe est inférieur ou égal 
a 700 m3/s parce que les décrues proviennent d'hydrograrnmes de nue individualisés par 
le fat d'événements pluvieux ponctuels et espacés sufnsamment pour provoquer des 
décrues plus rapides, à ce moment de l'année. 
L'ensemble des d e s  pour la période allant des mois d'août à avril est présaité à la 
figure 5.6. Eles sont au nombre de 24. Outre la dimension temporelle, ces courbes ne 
sont données qu'en fonction des débits de pointe. Les différentes gammes de débits de 
pointe définies lors de l'élaboration des courbes b, pour la période medonnée 
précédemment, sont fournies au tableau 5.2. 
Nous avons v W é  la vraisemblance des valeurs trouvées lors de la détermination des 
courbes en consultant les études du tarissement réalisées sur le fleuve Sénégal. 
Rochette (1 974) a étudié, entre autres, le tarissement à la station de Bakel au moyen de la 
loi de décroissance exponentielle des débits avec un coefficient de tarissement constant. 
Pour la station de Bakel il note tout d'abord um phase de décrue rapide (septembre et 
octobre) à laquelle succèdent une phase de tarissement (novembre à janvier) puis une 
autre dite d'épuisement qui prend fin avec le début de la m e .  Ces deux demières phases 
sont caractérisées par une décroissance exponentielle des débits. Les wefncients de 
décroissance sont k et Y respectivement pour le tarissement et l'épuisement. Le 
co&cient k' est supérieur à k. 
Durant la phase de tarissememt, les débits proviennent exclusivement des écoulements de 
la nappe souterraine. Quant à l'épuisement, il s'explique par l'importance que prennent les 
pertes par évaporation quand les débits fluviaux deviennent fables. 
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Figure 5.4 Pronl moyen de la courbe à la station de Bakel au mois de juin. 
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Figure 5.5 Profil moyen de la courbe bt à la station de Bakel au mois de juillet. 
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Tableau 5.2 Conditions posées sur le débit de pointe pour la détermination des courbes 
bi pour la période allant du mois d'août à avril. 
Courbes bt Débit de pointe QO 
(m3/s) 
Qo > 7 O00 
Courbes bt Débit de pointe QO 
(m3/s) 
500 < Qo 1600 
400 c Qo S 500 
300 < Qo 1 400 
200 c Qo 1 300 
100<Qo 1200 
50 c Qo s 100 
40 C Qo S 50 
30CQ0140 
20 <Qo 130  
10 CQ* 120  
5 c Q 0 s  10 
2.5 <Qo s 5 
Lorsque le lit du cours d'eau est formé de bancs de sable, ces pertes par évaporation 
augmentent au moment où ces bancs sont à découvert. Le cas échéant, l'évaporation se 
produit non seulement au niveau de la surface d'écoulement mais aussi au droit de la 
Surface de sable mouillée par la frange capillaire de la nappe alluviale. C'est au cours de 
la phase d'épuisement que le cours d'eau peut s'assécher. 
Des seuils de débits caractéristiques indiquent le début des périodes de tarissement et 
d'épuisement. Pour la station de Bakel, le tarissement débute au seuil de débit 325 m3/s 
et l'épuisement au seuil de 40 m3/s. Les coefficients de décroissance k et k' sont 
respectivement égaux à 0.01 85 jour" et 0.048 joui1 respectivement. Toutes ces valeurs 
sont des valeurs médianes pour une période de 15 années d'observation, soit de 195 1 à 
1965 (Rochette, 1974). Les études du tarissement sur le fleuve Sénégal, a la station de 
Bakel ont été actualisées par Oliwy en 1987. Il constate une augmentation du coefficient 
de tarissement qui est un des effets de la sécheresse. Le coefficient de tarissement moyen 
pour les années hydrologiques 1903-1904 à 19864987 (84 ans) est de 0.0202 joui1. 
Pour la période 1973- 1987, la valeur moyenne est de 0.0278 jour-'. 
Les courbes bt que nous avons déterminées pour la station de Bakel prennent en compte 
la décrue rapide, le tarissement et éventuellement l'épuisement à partir du débit de pointe 
occasionnée par une crue. Pour les mois de mai, juin et juillet, c'est la phase de décrue 
rapide qui se produit principalement. En effet, avec le début des pluies dans le haut 
bassin, il est peu probable d'entrer dans la phase de tarissement et encore moins dans celle 
d'épuisement au cours de ces mois. Quand les trois phases se produisent, l'évolution de bt 
est caractérisée par une tendance à la hausse de ce dernier avec un plafo~ement en 
période d'épuisement (figure 5.6). Cette tendance n'est pas contredite par les valeurs de k 
que donnent Rochette (1974) et Olïvry (1987) et les valeurs de k' de Rochette (1974). 
En outre, les valeurs numériques trouvées sont raisormables. 
5.2 Simulation des débits journaliers 
5.2.1 Simulation des impulsions 
Comme nous l'avons dit au chapitre 3, nous simulerons les impulsions qui provoquent la 
montée des eaux pour chaque période de l ' a ~ é e .  II s'agit donc de décomposer l'année en 
périodes pour lesquelles les processus à simuler sont considérés comme stationnaires. Le 
choix le plus immédiat est de considérer des périodes constituées par les mois du 
calendrier. Le choix définitif des périodes s'appuie sur le calcul du coefficient 
d'autocorrélation d'ordre 1, r@), du processus (&) . Le tableau 5.3 donne les valeurs 
mensuelies de ri@) et de y .  Au mois d'octobre a de novembre, le processus (2,) n'est 
pas stationnaire avec des coefncients d'autocorrélation d'ordre 1 estirnés valant 
respectivement 0.995 et 1.384. 
Tableau 5.3 Coefficients d'autoconélation d'ordre 1 estimés de Z et moyennes 





























Moyenne de Yt 
Des calculs préliminaires nous ont conduit aussi à la décision de simuler les impulsions 
uniquement de mai à décembre. La raison principale réside dans le fillt que le modèle 
DAR(1) ne simule pas bien le processus binaire (0,l) pour les mois de janvier a mars. En 
&et, pour ces mois, les impulsions sont rares et très espacées ce qui crée une instabilité 
lors de I'eaimaton des paramètres du modèle DAR(1) conduisant à des valeurs élevées 
du biais. L'autre raison réside dans la rareté et dans la faiblesse des impulsions pour les 
mois de janvier à avril. Les petites valeurs des moyennes de Y durant ces mois en sont la 
preuve (tableau 5.3). On choisit alors de n'avoir que du tarissement de janvier à avril. 
Pour corroborer cette hypothèse et en faisant une relation de cause à effet entre les 
précipitations et les impulsions, signalons que Rochette (1 974, page 262) indique que: 
".. . Le véritable tarissement, qui correspond à un écoulement d'origine presque 
uniquement souterraine, ne commence pratiquement qu'en décembre. On 
dispose pour son étude des données relatives à la période 195 1 - 1965. 
... On reléve en 15 ans, 4 cas de précipitations survenant au cours du 
tarissement, 3 correspondant à des précipitations se produisant ai décembre, et 
1 à des précipitations se produisaat en ad." 
Ainsi le choix final des périodes de simulation des impulsions ainsi que leurs durées 
respectives sont indiqués au tableau 5.4. Les Mes des périodes 5 à 7 ont été fixées 
après plusieurs essais au cours desquels la valeur du coefficient d'autocorrélation d'ordre 
1 de Z était un indice de la non stationnarité de ce processus. 
Étant d o ~ é  la composition des séries des impulsions historiques pour chaque période, il 
est nécessaire d'indiquer la façon de calcula certains paramètres comme ni et n, introduits 
à l'équation (3 -26): 
où ni : nombre de transitions qu'effectue la variable X entre l'état i à l'instant t-1 a 
l'état j à l'instant t, 
ni : nombre de fois que la variable X est dans l'état i à l'instant t-1, 
k : indice pour la période, 
N : nombre d'années. 
Tableau 5.4 Choix des périodes de simulation des impulsions. 







1" septembre au 4 octobre 
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En outre, le coefficient d'autoconélation échantillonnale ri@), pour chaque période de 
simulation 4 est calculé de la fkçon suivante: 
ou m : nombre de jours de la période k, 
X(U) : d e u r  de X au jour i de la période k de l'année j, 
X : moyenne de tous les xij. 
On s'appuiera sur le format de l'équation (5.3) pour calculs le coefticient de corrélation rt 
pour les séries Yt et &. 
Pour chaque période k, nous avons simulé 500 séries comportant chacune 32x111 données 
ou m est le nombre de jours de la période k. Dans les pages qui suivent, les tableaux 5.5 
a 5.28 présentent les résultats issus de la simulation des 500 séries pour chacune des huit 
périodes de simulation mentionnées au tableau 5.4. Pour chacune des périodes, trois 
tableaux présentent les statistiques des séries simulées X,  25 et Y,. La série X< est 
modéiisée par un DAR(1) alors que Z, est modélisé par un LAR(1) ou un LMA(1) 
lorsque la transfomation logarithmique est nécessaire ou par un GAR(1) lorsque sa 
distribution marginale est une distribution gamma. Les séries simulées Yc sont 
déterminées, quel que soit le modèle utilisé pour &, a partir des mêmes séries simulées 
pour X. Finalement, les tableaux 5.29 et 5.30 présentent les paramètres des modèles de 
2: ou de Z selon le modèle ut%& pour le processus continu. 
Pour les séries & a Yt, la moyenne, la variance et le coefficient d'autocorrélation d'ordre 
1 sont présentées comme statistiques. Pour les séries &, en plus des statistiques citées 
précédemment, on trouve les paramètres estimés du modèle DAR(l), f et ê, ainsi que 
les statistiques des variables b et LI qui représentent la durée des séquences formées de O 
et de 1 respectivement. Les statistiques des variables b et LI sont la moyenne, la 
variance et les maximum et minimum. , 
Nous évaluons la performance de la simulation au moyen du biais qui est donné en valeur 
absolue et en pourcentage, et au moyen de la racine carrée de ltemeur quadratique 
moyenne (REQM). Pour une statistique quelconque W, et pour s simulations, EcT 
désigne l'écart type des valeurs simulées. Quant au biais exprimé en valeur absoIue et à la 
REQW ils sont caldés de la façon suivante pour s simuiations réalisées: 
- 
Biais = W, - W, 
Tableau 5.5 Statistiques des séries simulées X à la période 1. 
Statistiques - 
X 
s i  






s t  
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Tableau 5.6 Statistiques des séries simulées & et Yi à la période 1 (Z=LAR(l)). 
I 
- -- -- - - - 



























Tableau 5.7 Statistiques des séries simulées & et Yt à la période 1 (Z+AR(l)). 
Simulé 
0.223 0.09 1 
1.459 1. 130 20.0 
-5.8 I a: I 
Tableau 5.8 Statistiques des séries simulées X à la période 2. 





















Biais ( O h )  
Tableau 5.9 Statistiques des séries simulées Z a Yt à la période 2 (Z=LAR(l)). 
I statistiques Historique simulé EcT Biais 1 Buis(%) REQM 
Tableau 5.10 Statistiques des séries simlées & et Yt a la période 2 (Z=GAR(l)). 
Staîistiques Historique Simulé EcT Biais Biais(%) REQM - 
Z 16.8 18 16.824 1.675 0.006 0.03 1.674 
4 991 -894 989.936 200.543 -1.957 -0.20 200.352 
rt (2) 0.533 0.5 13 0.032 -0.020 -3.80 0.03 8 
1.955 













































































Tableau 5.1 1 Statistiques des séries simulées X à la période 3. 
Statistiques 

























































Tableau 5 -  12 Statistiques des séries simulées Z et Yt à la période 3 (Z=LAR(l)). 
1 Séries simulées & (5ûû x 992 d o ~ é t o )  1 
-- - 
Statistiques Historique1 SimuiC - 














Tableau 5.13 Statistiques des séries simulées Z, et Y, à la période 3 (Z=GAR(I)). 
1 Séries simuiées 2, (500 x 992 données) 1 






























































Tableau 5.1 5 Statistiques des séries simulées Z et Yi à la période 4 (Z=LAR( I )). 
Statistiques Historique Sirnui6 EcT 1 Biais Biais(%) REQM 
- - 
Z 192.534 193.244 - 16.935 0.71 1 0.4 16.933 
Sz 37 216.0 37 436.2 12 868.3 220.2 0.6 12 857.3 
ri (2) 0.760 0.73 1 0.038 -0.028 - -3 -7 0.048 
I Séries simalées Y, (500 x 992 données) 
Tableau 5.16 Statistiques des séries simuiées Z, a Y, à la période 4 (Z=GAR(l)). 
-- . 
I Séries simulks & (500 x 992 données) 
I Séries simulées Y, (500 x 992 d01~16es) 
Tableau 5.17 Statistiques des séries shulées X à la période 5. 















































Tableau 5.18 Statistiques des séries simulées Z et Y, à la période 5 (Z=LAR(l)). 





Biais BH;? i REQM 1 EcT 12.843 0.016 12.830 12 499.4 226.8 12 489.0 
0.044 -0.019 -2.97 0.048 


















Tableau 5.19 Statistiques des séries simulées & et Y, à la période 5 (Z=GAR(l)). 
EcT Biais Biais ( O h )  REQM 
7.564 -3 -225 -5.4 8-2 16 
Tableau 5.20 Statistiques des séries simuiées X< à la période 6. 
I Séria sirnul& X, (500 x 992 données) - Modèie DAR(1) -
Historique 
O. 124 





























































Tableau 5.21 Statistiques d u  séries simulées Z et Yi à la période 6 (Z=LAR(l)). 
1 
Statistiques Historique Sirnul6 EcT Biais Biais ( O h )  REQM - 
Y 10.202 9.1 10 3.010 -1.092 -10.7 3.199 
s : 2 357.8 2 073.6 1 925.9 -284.2 -12.1 1 944.9 
r, (Y) 0.622 0.572 O. 123 -0.050 -8. O O. 133 
Tableau 5.22 Statistiques des séries simulées & a Yi à la période 6 (Z=GAR(I)). 
Statistiques Historique Sirnui6 EcT B i i  _Biais ( O h )  REQM - 
Z 82.387 82.938 11.909 0.551 0.7 1 1.909 
4 13093.8 13293.1 3796.2 199.3 1.5 3 797.7 
i; (2) 0.834 0.805 0.023 -0.030 -3.6 0.038 
I sénes simulées Yt (500 x 992 données) 
Statistiques 1 Historique SïmuiC EcT Biais Biais (%) REQM - 
Y 10.202 9.304 3.141 -0.897 -8.8 3 -264 
s : 2 357-8 2 234.9 1 333.8 -123.0 -5.2 1 338.1 
r1 (Y) 0.622 OS82 0.124 -0.040 -6.5 O. 130 
Tableau 5.23 Statistiques des séries simulées X à la période 7. 




























































Tableau 5.24 Statistiques des séries simulées Z et Yt à la période 7 (Z=LAR(l)). 
1 Séries simulées 2, (500 x 832 données) 1 
Simulé 
12.944 0.953 0.077 
210.5 
0.556 






































Tableau 5.25 Statistiques des séries simuIées Z et Yt a la période 7 (Z=GAR(l)). 
I %es simulées & (500 x 832 données) I 
Statistiques Historique Simulé EcT 
z 12.867 12.870 0.965 
1 Séries simulées Yt (500 x 832 domées) 1 
Tableau 5.26 Statistiques des séries simulées X à la période 8. 















Biais ( O ? )  
-8.0 
-8.2 
Tableau 5.27 Statistiques des séries simulées Z et Yi a la période 8 (Z=LAR(l)). 
Statistiques Historique Sirnui6 EcT Biais Biais (%) REQM - 
Z 11.470 11,488 0.657 0,018 0.2 0.657 
4 156.60 155.97 42.88 -0.63 -0.4 42.85 
rt (2) 0.424 0.41 1 0.052 -0.013 -3 .O 0.054 
Tableau 5.28 Statistiques des séries simulées Z et Y, à la période 8 (Z=GAR(I)). 
cSimoK EcT Biais Biais(%) REQM 





























Tableau 5 .Z9 Paramètres du modèle AR(1) du processus continu { 2: ) . 
Tableau 5.30 Paramétres du modèle GAR(1) du processus continu (Z). 
5.22 Discussions sur les résultats de In simulation des impulsions 
5.2-2-1 Modèle pour le processus binaire X 
C'est le modèle DAR(1) qui a été utilisé pour toutes les périodes. De façon générale, le 
modèle DAR(1) donne de bons résultats. Cependant, pour les périodes 1, 6 et 7, les 
performances sont moins nettes. Pour la période 1, les biais en valeur relative pour la 
moyenne et la variance atteignait leurs valeurs maximales avec respectivement 22.1 % a 
17.7 %. Cela conduit à une mauvaise préservation des statistiques des durées b et Li 
pour cate période. Pour les autres périodes, la moyenne de LO et LI est bien reproduite 
alors que leurs variances respectives obtenues par simulation est plus importante que la 
variance historique. Les valeun minimales de et Li sont bien reproduites par 
simulation sauf pour les périodes 7 et 8. Par contre, il y a une tendance à la surestimation 
des valeurs maximates de b et LI, sauf pour les périodes 6 à 8. Les paramètres du 
modèles DAR(I) sont bien préservés dans l'ensemble. Enfin, signalons qu'à la période 8, 
sur les 500 séries simulées, une seule ne remplit pas les conditions d'un DAR(1) et cette 
dernière est un processus de Bernoulli. 
532.2  Modèle pour le processus continu & 
Le modèle MA(1) n'a pu être appliqué à aucune période puisque les conditions de son 
application n'ont jamais été respectées. Le modèle GAR(1) a toujours de meilleures 
performances au niveau de la REQM, par contre, en ce qui concerne le biais, il est 
supérieur au modèle LAR(1) sauf pour les périodes 5, 6 et 8. Quelque soit le modèle 
utilisé, les performances en terme de biais sont excellentes. Le biais en valeur relative est 
toujours plus important pour le coefficient d'autocorrélation d'ordre 1. 
5.233 Modèle pour le processus intermittent Yi 
Les performances au niveau de la REQM sont meilleures lorsque le processus continu Z a 
été modélisé par un GAR(1). Le cas échéant, lu performances en terme de biais, sont 
meilleures pour les périodes 1, 3, 5 et 6. De façon générale, on constate que les 
performances au niveau du biais se détériorent quand on passe du processus continu au 
processus i n t e d e n t ,  si le modèle DAR(1) modélise moins bien le processus binaire. À 
la période 1, le modèle surestime la moyenne des impulsions (biais supérieur & 20 %). On 
observe la tendance contraire à partir de la période 5 avec, cependant, de meilleures 
perfo~nances en valeur absolue. Aux périodes 6 et 7, le biais moyen sur la moyenne des 
irnpuisions est de l'ordre de 1 1 %. 
52.3 Génération des s U i a  de débits journaiiers 
En suivant la procédure décrite à la figure 3.2, nous avons simulé 450 séries synthétiques 
comprenant 31 années chacune. À la fin de la simulation de chaque série, celle-ci 
comporte 32 années. La première année est simulée en adoptant pour la décrue, la valeur 
kW.048 de Rochette (1974) et la loi de décroissance exponentieile des débits, jusqu'à ce 
qu'il se produise une crue dont le débit de pointe permettra de sélectionner une courbe b. 
En définitive, chaque série synthétique comportera uniquement les 3 1 dernières années. 
Signalons que ce sont les débits j o u d e r s  qui ont été simulés. Cependant, les débits 
mensuels et annuels issus des débits journaliers seront qualitiés de séries simulées par 
agrégation pour les distinguer de leurs équivalents historiques. Nous présentons dans les 
tableaux 5.3 1 à 5.36, les statistiques des débits journaliers, les statistiques mensuelles de 
ces débits et celles des débits annuels simulés par agrégation ainsi qu'une évaluation de la 
performance de la simulation. Ces statistiques comprennent, en générai, la moyenne, la 
variance, les coefficients d'autocorrélation d'ordre 1 et d'asymétrie. Pour les séries de 
débits journaliers, il y a aussi le coefficient de variation et les débits caractéristiques de 
crue et d'étiage. 
Tableau 5.3 1 Statistiques des séries de débits journaliers simulés. 
I Séries de déliitJ joarnrliers simulés (450 x I l  323 données) 























































































2 414 455 
3 294 930 











1 046 602 





















Tableau 5.34 Coefficients d'autocorrélation mensuels d'ordre 1 des séries de débits 
jownaliers simulés. 
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Tableau 5.36 Statistiques des séries de débits annuels simulés par agrégation. 
53.4 Discussions sur Ir performance da modèle 
Séries de dtbits joumil*rs simuKr (450 x 11 323 données) 
Suite à la génération des séries synthétiques, nous procédons, dans ce qui suit, à une 
interprétation des résultats pour juger de la performance de notre modèle en ce qui 
c o n m e  les débits journaliers, mensuels et annuels. 
5.2.4.1 SîatUtiques des débits joumaiiers simulés 
En termes de biais, on constate que la moyenne, le coefficient d'autocorréMon d'ordre 1 
et le coefficient de variation sont très bien préservés. Pour la variance et le débit 
caractéristique de crue, les valeurs simulées sont bonnes et voisines des valeurs 
historiques. Par contre, Fasymétrie a tendance à être surestimée dors que le contraire se 






53.43 Statistiques mensuelles des débits journaiiers simulés 
Les moyennes mensuelles sont bien préservées en mi, août, octobre, novembre et 
décembre. En juin et juillet, la moyenne est largement surestimée alors que c'est le 
contraire en septembre. A partir de janvier et jusqu'en avril, le modèle sous-estime la 
moyenne mensuelle. Cela explique le résuitat constaté précédemment pour le débit 
































On observe aussi la même tendance a sous-estimer la variance mensuelle a partir de 
janvier. Mis à part les mois d'octobre et de novembre, le coefficient d'asymétrie mensuel 
n'est pas bien reproduit et en février, celui-ci est très largement surestimé. 
Si les résultats pour la moyenne, la variance et le coefficient d'asymétrie mensuels sont 
mitigés, le coefficient d7autocorrélation d'ordre 1 mensuel est très bien préservé sauf en 
juin ou il y a un léger décrochage. 
52-42 Sîatistiques des débiîs annuels 
Le tableau 5.36 nous révèle que la variance et surtout la moyenne des débits annuels sont 
bien préservées. Par contre, le modèle ne reproduit pas l'autowrrélation d'ordre 1 des 
débits annuels historiques a l'asymétrie est très largement surestimée. 
5.2.5 Raffinement des périodes de juin à septembre 
Au paragraphe 5.2.4, nous avons discuté des résultats obtenus après la simulation des 
séries de débits synthétiques basée sur une partition de l'année en huit périodes dont la 
description figure au tableau 5.4. Nous proposons ici une nouvelle partition de l'année 
qui touchera p~cipalement Iw mois de juin à septembre (périodes 2 à 5). En effet, cate 
nouveiie partition est M e  dans le but d ' d o r e r  les statistiques mensueiles des séries de 
débits jounialiers et par la même occasion, une amélioration des statistiques des débits 
jounialiers peut en découler. Nous avons procédé à plusieurs essais de partition à partir 
desquels le découpage final qui figure au tableau 5.37 a été choisi. Pour le mois de juin, 
nous avons considéré deux périodes en prenant en compte le temps moyen d'arrivée de la 
crue comme charnière. Pour les mois de juillet à septembre, nous avons débuté avec des 
quinzaines pour fidernent adopter des décades. Pour chacune des nouvelles périodes 
déterminées, nous simulons les impulsions et procédons ensuite à la génération d'une 
deuxième vague de 450 séries de débits synthétiques. Les résultats issus de la simulation 
des impulsions pour les périodes 2A à SC figurent en annexe et sont présentés awr 
130 
tableaux A- 1 a A33.  Comme précédemment, il y a trois tableaux pour chaque période. 
Les tableaux A34 et A 3 5  montrent les paramétres des modèles LAR(1) et GAR(1) pour 
les processus continus { 2; ) et (ZJ. 
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53.6 Commentaires sur les résultats de I. simulation des impulsions pour les 
nouvelles périodes issues du raffinement 
5.2.6.1 Modèle pour le processus binaire X< 
Ici aussi, le modèle DAR(1) a été utilisé pour toutes les périodes. Les biais en valeur 
relative sur la moyenne, la variance a le coefncient d'autocorrélation d'ordre 1 révèlent 
une bonne préservation de ces statistiques. Le paramètre y est sous-estimé de niçon 
générale alors que 6 est bien reproduit par le modèle. Sauf pour les périodes 2A et 2B, 
on note certaines améliorations au niveau des statistiques de b et Li. 
5.2.6-2 Modèle pour Ie processus continu Z 
Les conditions d'application du modèle MA(1) n'ont jamais été respectées. Le modèle 
GAR(1) a également toujours de meilleures performances au niveau de la REQM. Pour 
le biais, le modèle GAR(1) est généralement supérieur au modèle LAR(1). Les 
performances en terme de biais sont excellentes pour les deux modèles. Cependant, on 
constate une sous-estimation, beaucoup plus importante, du coefficient d'autocorrélation 
d'ordre 1. Il est possible que ce soit un effet de taille puisque la durée des périodes est 
plus courte. 
52-63 Modèle pour le processus intermittent Y, 
On arrive au même constat que précédemment. Les performances au niveau de la REQM 
sont meilleures lorsque le processus continu Z a été modélisé par un GAR(1). Les 
performances en terme de biais sont moins bonnes pour le coacient  d'autocorrélation 
d'ordre 1 ce qui était prévisible puisque le même phénomène a été remarqué pour le 
processus continu. 
5.2.7 Nouveiie génération de séries de débits journdiers 
Avec les impulsions simulées pour les périodes 2A à SC et ceîles précédemment simulées 
pour les périodes 1 ainsi que celles de 6 à 8, donc pour 15 périodes, nous avons généré 
450 nouvelles séries synthétiques comprenant 31 m é e s  chacune. Nous les désignons 
communément sous le vocable de deuxième vague de simulation. Les statistiques des 
débits journaliers, les statistiques mensuelles de ces débits et celles des débits mensuels et 
annuels simulés par agrégation sont présentées dans les tableaux 5.38 à 5.44. 
Tableau 5.38 Statistiques des séries de débits j o u d e r s  simulés de la deuxième vague. 
1 Séries de débits journaliers simulés (450 x 11 323 données) 1 
Statisti ues Histori ut I l  
1 Asymétrie 1 2.60 





; de crue (m3/s) 
Simulé EcT Biais Biais ( O h '  
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CoefEcients d'autocorrélation mensuels d'ordre 1 des séries de débits Tableau 5 -4 1 










































Tableau 5.42 Coefficients d'asymétrie mensuels des séries de débits journaliers simulés 
de la deuxième vague. 






















































Tableau 5.43 Statistiques des séries de débits mensuels de la deuxième vague. 
I 
- -  -- - 
Séries de débits journaiiers s&d& (450 x 11 3% données) 
EkT Biais Biais (%) REQM 
48.2 3 -2 0.5 48.2 
Tableau 5.44 Statistiques des séries de débits annuels de la deuxième vague. 
1 Séries de débits journaliers simulés (450 x 11 323 données) 1 
52.8 Discussions finres sur la performance du modèle 
Dans cette section, nous commmtons tes résultats issus de la deuxième vague de 
simulation des débits journaliers. Pour mieux visualiser les performances du modèle, 
certains graphiques pertinents sont présentés. 
5.2.8.1 Statistiques des débits journaiiers simulés de la deuxième vague 
Mis à part le débit caractéristique d'étiage, on a une nette amélioration en ce qui concerne 
le biais en valeur relative et le REQM. Si le biais en pourcentage de la variance est plus 
élevé (5.6 % à 9.6 %), l'écart type (Ect) de la variance des séries simulées a diminué de 
30 %. 
5.2.8.2 Statistiques mensudles des dCbits journrüem simulés de la deuxième vague 
Pour la moyenne, il y a une nette amélioration en termes de biais et de REQM. Seuls les 
mois de juillet et de décembre ont une valeur absolue du biais supérieure à 10 % (12.2 % 
et 10.7 % respectivement). On constate toujours une sous-esàmation de la moyenne 
mensuelie a partir de janvier. La figure 5.7 compare les moyennes mensueiles historiques 
et simulées. Les figures 5.8 et 5.9 indiquent que la variabilité des moyennes mensuelles 
simulées est presque identique à celie des moyennes mensuelles historiques si on ne tient 
pas compte des valeurs aberrantes produites chaque mois. 
Mai Juil sep Nw Jan Mar 
Mds 
Figure 5.7 Comparaison des moyennes mensuelies historiques et simulées 
a la station de Bakel. 
M u  
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Fi-mire 5.8 Box-plot des moyennes mensuelles historiques à la station de Bakel. 
Mois 
F&we 5.9 Box-plot des moyennes mensuelles simulées à la station de Bakel. 
En ce qui concerne la variance mensuelle, il y a une nette ameiioration en termes de biais 
et de REQM. Le modèle a tendance à surestimer la variance de mai à décembre. À partir 
de janvier, c'est le contraire qui se produit (figure 5.10). 
Le coefficient d'autocorrélation mensuel d'ordre 1 est stable et bien reproduit sauf en juin 
ou il est légèrement supérieur au coefficient historique (figure 5.1 1). Le profil de 
l'asymétrie mensuel est bien reproduit avec, cependant, des décrochages au niveau des 
extremum de juin et février. L'asymétrie menouelle est bien préservée d'octobre a 
janvier, mais eiie est sous-estimée de mai à septembre et surestimée de février à avril 
(figure 5.12). 
Mai UI -P Nov Jan Mar 
Mois 
F i w e  5.10 Comparaison des variances mensueiles historiques et simulées 
a la station de Bakel. 
Figure 5.1 1 Comparaison des coefficients d'autocorréiation mensuels d'ordre L 
historiques et simulés à la station de Bakel. 
Mai Juil Sep Nov Jan Mar 
Mots 
Fimire 5.12 Comparaison des co&cients d'asymétrie mensuels historiques 
et simulés à la station de Bakel. 
5.2.83 Statistiques des débits mensuds de ia deuxième vague 
Les statistiques des débits mensuels sont bien reproduites pour la moyenne, la variance a 
le coefficient dtautocorrélation d'ordre 1. Malgré un biais en pourcentage de 15 %, le 
coefncient d'asymétrie est assez bien présem. 
5.2.8.4 Statistiques des débits annueis de In deuxième vague 
Ch constate une nette amélioration en tennes de biais et de REQM au niveau de la 
moyenne et de la variance. Toutefois, le profil des débits anmiels n'est pas bien reproduit 
généralement en raison du coefEcient de corrélation d'ordre 1 moyen qui est presque nul. 
L'asymétrie est toujours largement positive mais sa valeur est moindre que 
précédemment. La mauvaise préservation de ces deux statistiques est due principalement 
à la simulation de débits annuels supérieurs à 1 400 m31s (en général, au nombre de 1 à 3). 
53.84 Statistiques des débits maximums anaads de In deuxième vague 
Nous avons déterminé au tableau 5.45, le moment de l'année où se produit le débit 
maximum pour les 450 séries simulées. Le modèle gaière les débits de pointe à des 
moments qui sont, généralemm en conformité avec les données historiques présentées 
au tableau 4.7. La crue maximale annuelle amhie un peu moins de 2 fois sur 3 en 
septembre et toujours majoritairement durant la première quinzaine (près de une fois sur 
deux). Le débit marcimum simulé se produit beaucoup plus en août que le débit maximum 
observé. En effet, historiquement, la fréquence moyenne d'apparition est de une fois sur 
quatre contre à peu près une fois sur 3 par simulation. En octobre, la fréquence 
d'apparition de la crue maximale simulée est plus faible que celle observée. Cela est dû au 
biais relativement plus important (sous-estimation) concernant la moyenne des impulsions 
simulées en octobre. En fi&, ce biais au niveau des impulsions provient du biais introduit 
au Mveau de la moyenne du processus binaire. 
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En ce qui concerne i'intensité du débit maximum simulé, on constate à la lumière de la 
figure 5.13, que la variabilité des crues maximales simulées est presque identique à celle 
des crues maximaies historiques si on exclut les valeurs jugies aberrantes. La proportion 
des débits maximums simulés supérieurs à 8 000 m3/s est de 5.3 % (733 sur 13 950 cas). 
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F iwe 5.13 Box-plot des débits maximums annuels historiques et simulés. 
5.2.8.6 Événements secs de Ia deuxième v a p e  
Comme nous l'avons niit au chapitre 4, nous avons déterminé les statistiques des 
événements secs pour les 450 séries de débits journaliers synthétiques. Le tableau 5.46 
permet de comparer les statistiques historiques et simulées de ces événements pour les 
seuils de 75 m3/s, 50 m3/s et 25 m3/s. 














Les statistiques au seuil de 25 m31s sont excellentes par contre, pour les seuils de 75 m3/s 
et 50 m3/s, la moyenne des durées a des volumes est surestimée en moyenne de 11 %. 
Ce résultat était aitendu en raison de la sous-estimation des débits mensuels à partir de 
janvier que nous avons constatée lors de l'examen des débits mensuels simulés. On note 
également que l'écart type des durées simulées est stable comme celui des durées 
historiques. Nous donnons ci-dessous la relation entre le volume deficitaw V a la durée 
D pour les seuils de 75 m3/s, 50 m3/s et 25 m3/s respectivement ainsi que le coefficient de 
détemillration R~: 
où V : volume déficitaire d'un événement sec pour un seuil donné en millions de m3, 
D : durée en jours de l'événement sec. 
5.2.8.7 Reproduction de ia forme de Ighydrogirmme annuel 
Notre modèle simule bien le pronl de l'hydrogramrne annuel. Nous l'avons illustré à la 
figure 5.14 qui montre que les singularités dans la forme de I'hydrogramme, évoquées au 
chapitre 4 (figure 4.3), sont bien reproduites. 
5.3 Conclusions 
L'application du modèle que nous avons mis au point, à la simulation des débits 
j o d e r s  à la station de Bakel, a donne dans l'ensemble des résultats très satisntisants. 
Le modèle reproduit correctement I'aliure de I'hydrogramme journalier à Bakel. Mis à 
part le débit caractéristique d'étiage, les statistiques des débits journaliers sont bien 
préservées. La sous-estunation, en moyenne, du débit caractéristique d'étiage est due au 
fait que les débits mensuels simulés par agrégation sont inférieurs à leurs équivalents 
historiques à partir de janvier. Cependant, de mai à décembre, les débits mensuels 
simuiés par agrégation sont bien reproduits avec une légère détérioration en décembre. 
Les codcients d'autocorrélation d'ordre 1 mensuels simulés suivent bien le profii 
historique de ces coefficients avec un décrochage en juin. 
1  5 0  99  148  1 9 7  2 4 6  295 3 4 4  
J o u r s  
1  5 0 99  1 4 8  1 9 7  2 4 6  2 9 5  3 4 4  
J o u r s  
1  5 0  9 9  1 4 8  1 8 7  2 4 6  205  3 4 4  
J o u r s  
Fimire 5.1 4 Hydrogrammes annuels shulés. 
La partition que nous avons utilisée étant fixe et le début de la montée brutale des eaux en 
juin étant variable, le modèle a des difncultés à reproduire convenablement le 
fonctionnement hydrologique durant ce mois. Pour cette période de l'année, le même 
problème survient au niveau du coefficient d'asymétrie. Même si le profil de ce demier 
est relativement bien respecté, on distingue aussi un décrochage en fëvner. En ce qui 
conceme la variance mensuelle, les résultats sont jugés satisfiiisants même si les biais en 
valeur relative sont relativement élevés. 
Les débits mensuels sont bien présemés pour la moyenne, la variance a les coefficiaits 
d'autoco~eIation d'ordre 1 et d'asymétrie. Pour chaque mois de l'année, la variabilité des 
débits mensuels est en conformité avec la variabîiité historique si les valeurs de débits 
mensuels jugées aberrantes ne sont pas considérées. La moyenne et la variance des débits 
annuels sont bien reproduites. La bonne préservation des débits mensuels et des débits 
annuels, à un degré moindre, est un fait important à signaler. Habituellement, les modèles 
de simulation préservent les statistiques journalières mais éprowent des difticuités à 
reproduire les statistiques de niveau supérieur (mensuel d o u  annuel), d'où le recours aux 
modèles de désagrégation. Cependant, le modèle génère quelques débits annuels 
relativement élevés qui provoquent une hausse de l'asymétrie. Ceci est confhme par le 
fat qu'une proportion de 5 % des crues maximales annuelles ont des débits supérieurs à 
8 000 m3/s. Si on ne tient pas compte de ces derniers, la variabilité des débits maximums 
annuels est bien respectée. En outre, le moment où se produisent les crues maiamales 
simulées est en adéquation avec les observations. 
Enfin, les événements secs déterminés à partir des séries synthétiques ont des statistiques, 
bonnes dans l'ensemble et qui confiment la sous-estimation des débits mensuels simulés à 




PERSPECTIVES DE RECHERCHE 
Nous avons, au cours de notre travail de recherche, mis au point une nouvelle 
méthodologie de modélisation des débits journaliers qui donne lieu à une procédure 
originale de simulation de ce genre de processus. Comparé au modèle de Kelman (1980), 
le nôtre est plus général a sa structure est plus flexible. La montée des eaux et la décrue 
sont gouvernées par des impulsions dont le processus est intermittent. L'intermittence est 
simulée par un modèle DAR(1) qui est un modèle de la M e  DARMA (Discrete 
AutoRegresive Moving A m g e ) .  Quant d i'intensifé des impulsions, elle est générée 
suite à l'application diui modèle de type ARMA ( A ~ t o R e g r e ~ v e  MoMng Average) ou 
diui modèle GAR (Chma AutoRegresive) qui est autorégressif et à distribution 
marginale gamma à deux paramètres. 
Notre modèle, simple dans sa structure, s'applique à un quelconque bassin versant quel 
que soit son contexte climatique. La technique de modélisation des débits en phase de 
décrue tente d'approcher le mécanisme physique sous-jacent en considérant le bassin 
versant comme un réservoir. Nous avons considéré un coefficient de tarissement qui 
évolue en fonction du temps. De ce fkît, notre modèle est innovateur puisque les modèles 
développés à ce jour ont toujours fàit usage d'un ou de deux coeScimts de tarissement 
constants. Nous avons défini un ensemble de courbes donnant le coefltlcient de 
tarissement en fonction du temps et en fonction également du débit de pointe atteint au 
début de la décrue. La flexibilité que nous avons introduite à ce Nveau est difncilement 
prise ai compte par la considération d'un ou de deux coefficients de tarissement 
constants. Cependant, pour chaque bassin versant, il est nécessaire de déterminer les 
courbes donnant le coefncient de tarissement en fonction du temps pour considérer la 
spécificité du processus de décrue correspondant à chaque milieu physique. 
Les résultats tirés de l'application de notre modèle révèlent des potemtialités intéressantes. 
Le modèle DAR(1) a dans l'ensemble bien modélisé l'intermittence des impuisions. En ce 
qui concerne l'intensité des impulsions, le modèle GAR a généralement de meilleures 
performances que le modèle AR. Quant au modèle MA, les conditions de son application 
n'ont jamais été respectées. Ainsi, le modèle MA da pas pu être appliqué, donc Les 
modèles AR a G A .  ont été employés exclusivement. Rappelons que les modèles 
MA et GAR sont tous d'ordre 1. 
Lw séries journalières synthétiques ont des statistiques journalières très intéressantes en 
ce qui concerne la moyenne7 la variance, le coefficient d'autocorrélation d'ordre 1, les 
coefncients de variation et d'asymétrie et le débit caractéristique de crue. En ce qui 
concerne les statistiques mensuelles, la moyenne est bonne de mai à décembre. Par 
contre7 la variance est moins bien reproduite. Le coacient d1autowrrehtion mensuel 
d'ordre 1 est bien reproduit pour tous les mois sauf en juin. Il en est de même pour le 
coefncient d'asymétrie qui est assez bien reproduit même si le biais est important en juin 
a février. La moyenne et la variance pour les mois de janvier a a d  sont beaucoup 
sous-estimées. Ce n'est pas en soi une fiualesse du modèle. En réalité, on en déduit que 
le fait de ne considérer que du tarissement pour ces mois est insuffisam pour représenter 
correstement les écoulements durant cette période. Certaines suggestions mes au 
niveau des perspectives de recherche envisagées pourraient p w e  de mieux 
reproduire les statistiques mensuelles à partir du mois de janvier. Au niveau des 
statistiques d'agrégation (statistiques des débits mensuels et annuels), nous avons constaté 
les m s  sllivmts: 
les statistiques des debits mensuels sont très bonnes. Il s'agit de la moyenne, de la 
variance et des coefficients d'autocorrélation d'ordre 1 et d'asymétrie. 
les statistiques annuelles révèlent des résultats fort intéressants en ce qui concerne la 
moyenne et la variance. Par contre, les coetficients d'autowrrélation d'ordre 1 et 
d'asymétrie des débits annuels ne sont pas bien reproduits. 
Notre modèle, contrairement à d'autres modèles de débits j ouder s ,  parvient à 
préserver les statistiques coufantes des débits mensuels ahsi que la moyenne et la 
variance des débits annuels. De ce point de vue, c'est un atout important pour notre 
modèle. Il tente de reproduire, de façon très limitée7 les propriétés des modèles de 
désagrégation mais dans le sens de l'agrégation. 
Au-delà des statistiques journalières7 mensuelies et des statistiques d'agrégation, notre 
modèle devait être en mesure de simula les débits msucimums annuels tant pour ce qui est 
de leurs amplitudes que de leurs temps d'arrivée. En ce qui conceme les mes ma><imales 
annuelles, le modèle les génère en adéquation avec les données historiques avec une faible 
proportion des pointes (environ 5 %) supérieures au maximum des crues mrurimales 
historiques. Les crues maxhaIes issues des séries journalières synthétiques se produisent 
aussi généralement aux mêmes moments que leurs équivalents historiques. 
Dans la zone sahélienne, l'étude de la période d'étiage est très importante, car elle dure 
environ huit à neuf mois. C'est pourquoi, nous avons déterminé les événements secs et 
analysé leurs caractéristiques principales qui sont le volume dificitaire et la durée. 
Malgré la sous-estimation des statistiques mensuelles de janvier a avril (moyenne et 
variance), les statistiques des événements secs sont très satisfaisantes. Enfin, nous avons 
constaté que noee modèle reproduit correctement l'allure de l'hydrognunme annuel à la 
station de Bakel. 
Suite à ce travail de recherche exploratoire, les perspectives de recherche se situent à 
plusieurs niveaux. Nous avons proposé de modéliser le processus d'intermittence avec un 
modèle DAR(1) ou avec un processus de Bernoulli comme cas particulier de modèle. 
Tout en travaiilant avec ce genre de modèles, on pourrait apporter des améliorations dans 
la façon de modéliser I'intennittence. Par exemple, en disposant de N années de données 
de débits journaliers, on pourrait réaliser, au besoin, une compartimentation des périodes 
pour laquelle chaque groupe de périodes verrait son processus d'intermittence être 
simulée avec un modèle particulier @AR, Bernoulli ou déterministe). Cependant, il peut 
se poser, pour certains cas particuliers de compartimentation, un problème de stabilité au 
niveau de l'estimation des paramètres pour les modèles DAR ou Bernoulli. NOUS 
proposons aussi comme alternative, de considérer d'autres modèles de la famille DARMA 
pour apporter plus de flexibiiité lors de la modélisation de I'inter-rnittence. 
En ce qui concerne la modéiisation de l'intensité des impulsions, nous proposons de 
considérer d'autres modèles de la famille des modèles ARMA ainsi que des modèles dont 
la distribution marginaie est une distribution exponentielle. 
Enfin., des améliorations peuvent être apportées à la méthode de détermination du 
coefficient de tarissement non constant pour mieux se rapprocher du mécanisme physique 
du tarissement. 
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ANNEXE 
Simulation des impulsions pour les périodes 2A à SC. 












































Tableau A2 Statistiques des séries simulées Z et Yi à la période 2A (Z=LAR(l)). 
Séries sirnui& & (500 x 448 domées) 1 
Séries sirnui& 
Biais (%) 1 REQM 1 





EcT Biais i BhkF) 1 REQM 
1.840 0.030 1.839 
358.952 -2.537 358.602 
0.047 -0.032 0-057 
1 Séries simulées Yt (500 x 448 d o ~ b )  i ~ïais!%) i REQM ECT Ë h i s  1.420 0.556 1,523 273.980 57.126 279.604 
0.079 -0.026 -7.4 O. 083 
Tableau A4 Statistiques des séries simulées X a la période 2B. 
Statistiques - 
X 
























































Tableau A5 Statistiques des séries simulées et Yt à la période 2B (Z=LAR(l)). 
I Séries simulées & (500 x 512 dom&) 
I 
- -  - .- -- - 





Tableau k 6 Statistiques des séries simuiées & et Yt à la période 2B (Z=GAR( 1 )). 
1 Statistiques Historique Sirnui6 EcT Biais Biais (96) REQM 






















Statistiques Historique Sirnul6 EcT Biais Biais (%) REQM - 
Y 13.084 12,816 2.090 -0.269 -2.1 2.105 
4 730.30 727.30 210.63 -3 .O0 -0.4 2 10.45 
























































Tableau A 7  Statistiques des séries simulées X à la période 3A 
Séries sirnuiées Xt (500 x 320 damées) - Modèle DAR(1) -














Tableau A8 Statistiques des séries simulées & et Yt à la période 3A (Z=LAR(I)). 

































Tableau A9 Statistiques des sines simulées Z, et Yr à la période 3A (Z=GAR(I)). 
I 
- -- 





Biais P!!, 1 REOM 
Historique Simiil6 1 EcT Biais Biais ( O h )  REQM 
26.861 29.032 4.086 2.171 8.1 4.624 
2 015.9 2 129.6 557.7 113.7 5 -6 568.6 
0.44 1 0.394 0.066 4.047 - 10.6 0-08 1 
Tableau A. 10 Statistiques des sines simulées X, à la période 3B. 
Tableau A 1 1 Statistiques des séries simulées Z, et Yi à la période 3B (Z=LAR(I)). 
I Séries simulées & (500 x 320 do-) 
1 Séries Santilées Yt (500 x 320 données) 









Statistiques Historique Simulé EcT Biais Biais (O/) REQM 
if 63 -397 63,484 6.184 0.087 O. 1 6.179 
4 5 542.7 5 566.4 f 147.6 23.7 0.4 1 146.7 
r, (2) 0.500 0.447 0.052 -0.053 -10.7 0.074 
REQM 
6.940 
































































































Tableau A 14 Statistiques des siries simulées 2, et Yi à la période 3C (Z=LAR(l)). 
-- - 
I %es simulées & (S00 x 352 damées) - I 
les simulées Yt (500 x 352 données) 
r 
Statistiques Historique Simulé - EcT 
Y 65.205 66.221 9.456 
Biais (%) 
Tableau A. 1 5 Statistiques des séries simulées Z, et Yi à la période 3C (Z=GAR( 1)). 
Statistiques [Historique Simule EcT Biais - 
Z 1 97.522 97.389 11.301 -0.133 
1 Séries simulées Y, (500 x 352 données) 
Simulé EcT Biais Biais (%) REQM 
66.059 8.760 0.854 1.3 8.793 
1 1 700.3 2 995.9 -89.6 -0.8 2 994.3 
0.366 0.070 -0.045 - 10.9 0.083 
Tableau A 16 Statistiques des séries simulées X à la période 4 k  





























Tableau A 17 Statistiques des séries simulées Z et Yt à la période 4A (Z=LAR(I)). 





Tableau A. 18 Statistiques des séries simuIées Z, et Y, à la période 4A (ZGAR(1)). 
Statistiques 





SCries simuiées & (500 x 320 données) 
Histori&ë 
181 -581 































181 .58 1 


































































Tableau A. 19 Statistiques des séries simulées X,  à la période 4B. 














































Tableau A20 Statistiques des séries simulées Zt a Yt à la période 4B (Z=LAR(l )). 
1 Séries simulées Z, (500 x 320 d o ~ é e s )  1 
I 
Simulé EcT Biais Biais ( O h )  REQM 
182.785 17.717 -0.078 -0.04 1 7.700 
Statistiques Historique Simulé EcT Biais - 
Y 98.510 106.123 14.960 7.613 
Tableau A21 Statistiques des séries simulées & et Yt à la période 4B (ZGAR(1)). 
Séries simuiées Z (500 x 320 dom-) 
Statistiques - 
Y 





EcT Biais Bïah!h) 
15.609 8.057 
8 137.6 1 409.7 
0.07 1 -0.044 -10.7 

































































Tableau A23 Statistiques des skies simulées Z, a Y, à la période 4C (Z=LAR(l)). 
Séries simulées Yt (500 x 352 dom&) 
Statistiques Historique Simul6 EcT 1 B*is Biais (%) REQM - 
Y 117.762 115.099 16.964 -2.663 -2.3 17.155 
s: 33920.1 32654.1 15204.7 -1265.9 -3.7 15242.2 
r~ (Y) 0.5 1 O 0.448 0.080 -0.062 -12.1 O. 101 






















































Tableau A.25 Statistiques des séries simulées X à la période SA. 





























Tableau A.26 Statistiques des séries simulées Z, et Yt à la période 5A (Z=LAR(l)). 





Simulé EcT Biais Biais (Y*) REQM 
110,302 15.898 0.023 0.02 15.882 
Tableau A.27 Statistiques des séries simulées et Y, à la période SA (Z=GAR(l)). 
1 !%ries simulées 2- (500 x 352 données) 1 
Séries simulées Yt (500 x 352 données) 1 
1 statistiques Historique1 Simulé 1 EcT 1 Biais Biais(%) 1 REQM 1 











































Tableau A-29 Statistiques des séries simulées Z et Yt à la période SB (Z=LM(l)). 
Séries simulées & (500 x 352 domées) 
EcT Biais Biais(%) REQM 
133.041 1 132.854 16.742 -0.187 -0.1 16.726 
Séries s i m d b  Y, (500 x 352 données) 
Statistiques Historique . Simulh EcT Biais Biais (./O) REQM - 
Y 47.598 44.223 10,268 -3 -376 -7.1 10.798 
4 15 305.8 15 183.7 24 267.7 -122.1 -0.8 24243.7 
r, (Y) O A24 0.375 0.106 -0.050 -1 1.7 0.1 17 
Tableau A30 Statistiques des séries simulées & et Yt à la période SB (ZGAR( 1)). 
1 Séries simulées Z, (5ûû x 352 d o ~ é e s )  
Historique Simulé EcT Biais 1 BiUs (%) 1 REQM 
133.041 133.784 15.153 0.743 1 0.6 1 15.156 
1 Séries simulées Yt (500 x 352 données) 
- - 
Worique Simulé EcT Biais Biais (%) REQM 
47.598 44.354 9.573 -3.245 -6.8 10.099 
Tableau A.3 1 Statistiques des séries simulées X a la période SC. 











































Tableau A.32 Statistiques des Mes simulées & et Yt a la période 5C (Z=LAR(I)). 
Historique Simulé EcT Biais Biais (%) 
137.615 135.917 16.072 -1.699 -1.2 
Statistiques Historique Simulé EcT Biais Biais (O/.) REQM - 
Y 24.046 21.270 6.253 -2.776 -1 1.5 6.835 
s : 6 169.1 5 253.9 3 477.7 -915.2 -14.8 3 592.7 
rt CY) 0.502 0.428 O. 123 -0.074 -14.7 O. 143 
Tableau A33 Statistiques des séries simulées Z a Yt à la période 5C (Z=GAR( 1)). 
Séries simulées Z (500 x 384 données) 
Séries simulées Yt (500 x 384 données) 
Biais B2.p REQM 
-2,170 6.932 
458.1 -7.4 2 836.0 
-0.076 -15.1 O. 144 
Tableau A34 Paramètres du modèle AR( I ) pour le processus continu ( Z: ) . 
Périodes si. 
180 
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