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1. Introduction
This paper is concernedwith the computationof an approximate solutionof least-squares problems
of the form
min
x∈Rn ‖Ax − b‖ (1.1)
with a matrix A ∈ Rm×n, m ≥ n, of ill-determined rank. In particular, A is severely ill-conditioned
and possibly singular. Matrices of this kind arise, for instance, from the discretization of ill-posed
problems, such as Fredholm integral equations of the first kind; see, e.g., [10,16] for discussions. The
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vector b ∈ Rm represents observations and is assumed to be contaminated by an error e ∈ Rm, which
may stem from measurement inaccuracies. Throughout this paper ‖ · ‖ denotes the Euclidean vector
norm or the associated induced matrix norm.
Let btrue denote the unknown error-free vector associated with b, i.e.,
b = btrue + e. (1.2)
The linear system of equations Ax = btrue associated with the least-squares problem (1.1) is assumed
to be consistent. We would like to determine an approximation of its solution of minimal Euclidean
norm, xtrue, by computing a suitable approximate solution of (1.1).
Due to the ill-conditioning of A and the error e in b, straightforward solution of (1.1) often does not
yield a meaningful approximation of xtrue. It is necessary to stabilize the computations by regulariza-
tion. One of the most popular regularization methods is due to Tikhonov. This method replaces (1.1)
by a penalized least-squares problem of the form
min
x∈Rn
{
‖Ax − b‖2 + μ−1‖Lx‖2
}
. (1.3)
The scalarμ ∈ (0,∞) is referred toas the regularizationparameter and L ∈ Rp×n as the regularization
matrix. Thismatrixdefinesa (semi-)norm,‖L·‖, on the solution space. Thenormal equationsassociated
with (1.3) are given by
(ATA + μ−1LT L)x = ATb. (1.4)
They have the unique solution
xμ = (ATA + μ−1LT L)−1ATb (1.5)
for any μ > 0 when
rank
⎡⎣ A
L
⎤⎦ = n. (1.6)
We assume this to be the case. The use of μ−1 above, instead of μ, is commented on in Section 2.2.
When thematrices A and L are small, solutions xμ of (1.3) easily can be determined formany values
of μ > 0 by first computing the generalized singular value decomposition (GSVD) of the matrix pair
{A, L}. For large-scale problems and a fixed μ > 0, an approximation of xμ can be determined by
applying an iterative method, such as LSQR, to (1.4). However, generally, a suitable value of the para-
meterμ is not known a priori and has to be determined during the solution process. Many approaches
to determining an appropriate value of μ, including the L-curve criterion [15,16,22], the discrepancy
principle [10,23], generalized cross validation [7,11], and information criteria [1,28], require the nor-
mal equations (1.4) to be solved repeatedly for many different values of the parameter μ. This can
make application of LSQR costly.
When L = I, the Tikhonov regularization problem (1.3) is said to be in standard form. Approxima-
tions of the solution xμ of problems in standard form can be computed by partial Lanczos bidiagonal-
ization of A; see, e.g., [2–6,13,14] for several solution methods based on this approach. The computed
approximation, xμ, lives in the Krylov subspace
K(ATA, ATb) = span{ATb, (ATA)ATb, . . . , (ATA)−1ATb} (1.7)
for some   1. Due to the shift invariance of Krylov subspaces, i.e., the property that
K(ATA, ATb) = K(ATA + μ−1I, ATb), μ > 0,
the spaces (1.7) can be used for all values ofμ > 0. This makes it possible to first project the problem
(1.4) onto a Krylov subspace (1.7) and then regularize the projected problem by Tikhonov’s method.
This approach is used in many of the already mentioned references. The first hybrid method of this
kind was proposed in [24].
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Solution by partial Lanczos bidiagonalization also can be applied to Tikhonov regularization prob-
lems (1.3) with L = I, provided that the regularization problem can be transformed to standard form
without too much effort. This transformation is carried out with the aid of the substitutions y = Lx
and x = L†Ay, when p  n,
L
†
A := (I − (A(I − L†L))†A)L†.
This matrix is referred to as the A-weighted pseudoinverse of L; see [9] for a discussion of its properties.
When L is bandedwith small bandwidthandhasaknownnull space, transformationof (1.3) to standard
form is attractive. Other situations when transformation to standard form is feasible are discussed in
[27]. However, when (1.3) is the discretization of an integral equation of the first kind in two or more
space-dimensions, the regularization matrix L often is chosen to be a sum of Kronecker products. The
expression for L
†
A then is complicated and unattractive to use; see Example 4.2 of Section 4 for an
illustration.
Kilmer et al. [19] recently proposed a projectionmethod for large-scale Tikhonov-regularized least-
squares problems that are infeasible or expensive to transform to standard form. Themethod computes
an approximation of a partial GSVD of the matrix pair {A, L} by an inner–outer iteration scheme. An
attractive property of thismethod is that the computed approximate partial GSVD is independent ofμ.
However, the inner–outer iteration scheme may be expensive, due to the possibly fairly large number
of requiredmatrix–vector product evaluationswith A and its transpose AT .We therefore are interested
in developing an alternative approach.
A scheme that projects L into a Krylov subspace (1.7) and determines an approximate solution
of (1.3) in this subspace is described in [18]. The approach of the present paper differs in that the
subspace in which we determine an approximate solution of (1.3) depends on L. A method based on
reducing both A and L by an Arnoldi-type method is presented in [25]. This method requires both A
and L to be square matrices, but we note that this restriction in some situations can be overcome, e.g.,
by zero-padding. Our approach allows both A and L to be general rectangular matrices.
This paper proposes an iterative projection method that computes an approximate solution of
(1.5) in a generalized Krylov subspace. The regularization parameter is determined by the discrepancy
principle. We assume that an estimate of the norm of the error e in the vector b in (1.1) is available,
ε ≈ ‖e‖.
The regularization parameter μ = μ(ε) is chosen so that the computed approximation x˜μ of the
solution xμ of (1.3) satisfies
‖A˜xμ − b‖ = ηε =: δ, (1.8)
where η > 1 is a user-specified constant, whose size depends on the accuracy of the estimate ε of
‖e‖. The more accurate the estimate is, the closer we let η be to one. A vector x˜μ, such that (1.8) holds,
is said to satisfy the discrepancy principle.
Introduce the function
ϕ(μ) := ‖Axμ − b‖2, (1.9)
where xμ is given by (1.5), and let μ¯ satisfy
ϕ(μ¯) = δ2. (1.10)
The function ϕ(μ) is convex and monotone. This follows from results in Section 2.2. A numerical
method for inexpensively computing upper and lower bounds for μ¯ when L = I is described in [6].
Note that the evaluation of ϕ(μ) is expensive when A is large. The inexpensive computation of bounds
for μ¯, based on the connection between partial Lanczos bidiagonalization and Gaussian quadrature,
as described in [6], therefore is attractive for large matrices A.
2848 J. Lampe et al. / Linear Algebra and its Applications 436 (2012) 2845–2865
Assumethat L is a regularizationmatrix, such that thecomputationwith L
†
A isunattractive. Introduce
the subspaceV ⊂ Rn of small dimensionk 	 n, and let the columnsofV ∈ Rn×k formanorthonormal
basis for V . We propose to approximate ϕ(μ) by the function
ϕ(μ; V) := ‖Axkμ − b‖2, (1.11)
where the xkμ is obtained by solving the Tikhonov problem (1.3) restricted to V ⊂ Rn. Specifically, let
ykμ = argminy∈Rk
{
‖AVy − b‖2 + μ−1k ‖LVy‖2
}
, xkμ = Vykμ. (1.12)
The regularization parameter μk is determined as the zero of the function
f (μ; V) := ‖Axkμ − b‖2 − δ2.
This zero can be computed, e.g., by Newton’s method, by rational inverse interpolation (see [20,21]),
or by a cubically convergent zero-finder [26]. Having determined μk , the search space V is expanded
by the gradient of the functional in (1.3) evaluated at xkμ. After expansion, a new value, μk+1, of
the regularization parameter is calculated. Zero-finding and expansion is repeated until μ = μk
and the corresponding approximation xkμ = Vykμ satisfies a stopping criterion; see Section 2. Since
the expansion direction depends on the value μk of μ, the search space V is not a Krylov subspace.
Numerical examples illustrate that the stopping criterion typically is satisfied for search spaces V of
fairly small dimension.
The most expensive part of the proposed scheme is the repeated enlargement of the search space
V . Since application of the zero-finder to the projected problem is inexpensive, we enlarge V by a
single vector as soon as a new value of the regularization parameter has been computed. The overall
complexity of the presentedmethod isO(mn) arithmetic floating-point operations, i.e., the complexity
is of the same order as a matrix–vector product evaluation with the matrix A, when A is dense and
unstructured.
This paper is organized as follows. Section 2 presents our new scheme for solving the Tikhonov
regularization problem (1.3). Implementation issues are discussed in Section 3, and Section 4 contains
numerical examples. They illustrate the efficiency of the presented approach. Concluding remarks can
be found in Section 5.
2. Tikhonov regularization via orthogonal projection
Let the function ϕ(μ) be defined by (1.9) with xμ given by (1.5), and let δ be determined by (1.8).
We assume that δ satisfies the inequalities
‖PN (AT )b‖ < δ < ‖b‖, (2.1)
where PN (AT ) denotes the orthogonal projector onto the null spaceN (AT ) of AT . The conditions (2.1) on
the error bound δ are natural for the Tikhonov least-squares problem (1.3); see Section 3.2 for details.
The computation of a value μ¯ of the regularization parameter, such that ϕ(μ¯) = δ2, is a nonlinear
problem. The evaluation of ϕ(μ) for a given μ is rather expensive, because it requires the solution of
the (large) Tikhonov least-squares problem (1.3). We therefore seek to determine approximations of
μ¯ and of the corresponding Tikhonov solution xμ¯ = (ATA + μ¯LTL)−1ATb by an iterative projection
method, that replaces the original large problem (1.3) by a sequence of problems with search spaces
of much smaller dimensions, and only solves the projected problems. Let V ⊂ Rn be a subspace of
dimension k 	 n, and let the columns of the matrix V ∈ Rn×k form an orthonormal basis for V .
Introduce the matrix
T(μ) := ATA + μ−1LTL (2.2)
and let yμ ∈ Rk be given by
yμ = (VTT(μ)V)−1VTATb; (2.3)
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cf. (1.12). We approximate ϕ(μ) by the function
ϕ(μ; V) := ‖AVyμ − b‖2, (2.4)
with yμ defined by (2.3), and determine μ = μk so that ϕ(μk; V) = δ2. We then use xμk = Vyμk as
an approximation of xμ¯. When the dimension of V is n, we have
ϕ(μ; V) = ϕ(μ).
Experience with numerous computed examples, some of which are reported in Section 4, indicates
that the dimension of V generally can be chosen fairly small.
2.1. Enlarging the search space
The choice of subspace is important for projection methods. We discuss this choice in the present
and following sections. Letμk be an available approximation of μ¯ and let the orthonormal columns of
V ∈ Rn×k span the current search space V . The projection of the normal equations (1.4) into V can be
expressed as
VTT(μk)Vy = VTATb, (2.5)
where T(μk) is defined by (2.2). Let yμk denote theminimal-norm solution of (2.5). Mapping yμk back
intoRn, we obtain the vector xμk = Vyμk . The residual associated with (2.5) is given by
rμk = T(μk)xμk − ATb.
In the absence of round-off errors, the residual rμk is orthogonal to the search space V . To enforce
orthogonality in the presence of round-off errors, we reorthogonalize rμk against V and then include
the reorthogonalized vector in V . Thus, we let
r˜μk := (I − VVT )rμk , vnew := r˜μk/‖r˜μk‖, Vnew := [V, vnew].
We refer to the computations described as an expansion step for the search space V .
The spaces V are Krylov subspaces only in special situations. If the current search space V equals the
Krylov subspaceKk(T(μk), ATb), then theexpanded search spacealso is aKrylov subspace. Specifically,
the columns of Vnew form an orthonormal basis for the Krylov subspace Kk+1(T(μk), ATb). The con-
nection between this Krylov subspace and the Lanczos process shows that the matrix VTnewT(μk)Vnew
is symmetric and tridiagonal. However, since theμk are updated during the computations, so is T(μk).
Therefore, the space V , in general, is not a Krylov subspace when L = I. In particular, the new basis
vector vnew cannot be computed with a short recurrence relation. We refer to the search spaces V as
generalized Krylov subspaces.
The cost of enlarging the search space by one dimension is O(mn) arithmetic floating point oper-
ations, and so is the multiplication of the matrix T(μk) by a vector; see also Section 3.1. This cost is
higher than the determination of a suitable Tikhonov parameter for a projected problem.We therefore
compute a new value of the regularization parameter after each increase of dim(V) by one.
2.2. Computation of the regularization parameter
Let the search space V of dimension k be available, and let the columns of V ∈ Rn×k form an
orthonormal basis. It is quite natural to let the regularization parameterμ solve the nonlinear equation
ϕ(μ; V) = δ2 (2.6)
with ϕ defined by (2.4) and δ by (1.8). This choice of μ secures that the discrepancy principle holds
for the current search space V . It is convenient to consider Eq. (2.6) a zero-finding problem for the
function
f (μ; V) := ϕ(μ; V) − δ2. (2.7)
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This section discusses some properties of the functionϕ(μ; V). We show thatϕ(μ; V) ismonoton-
ically decreasing and convex in the interval μ ∈ (0,∞) under a mild condition on the search space
V . Let the matrix V ∈ Rn×k be fixed. Then the function ϕ(μ; V) for μ > 0 can be expressed as
ϕ(μ; V) = ‖AV(VTT(μ)V)−1VTATb − b‖2
= ‖AV(VT (ATA + μ−1LTL)V)−1VTATb − b‖2. (2.8)
Theoretical results can be obtained by introducing the GSVD of the matrix pair {AV, LV}, with
AV ∈ Rm×k and LV ∈ Rp×k,
AV = UCXT , (2.9)
LV = VˆSXT , (2.10)
where the matrices U = [u1, u2, . . . , uk] ∈ Rm×k and Vˆ ∈ Rp×k have orthonormal columns, and
the entries of the matrices C = diag[c1, c2, . . . , ck] ∈ Rk×k and S = diag[s1, s2, . . . , sk] ∈ Rk×k are
ordered according to 0  c1  · · ·  ck  1 and 1  s1  · · ·  sk  0 with c2j + s2j = 1 for
1  j  k. The cj and sj are referred to as generalized singular values. Finally, the matrix X ∈ Rk×k is
nonsingular; see, e.g., [12, Section 8.7.2] for details on the GSVD. In our application, we havem  n 
p 
 k. We use the GSVD as an analytical tool, whereas the numerical method described in Section 3
uses computationally less demanding QR factorizations.
Substituting the decompositions (2.9) and (2.10) into (2.8) gives us a more tractable expression.
Using the relations
VTATAV = XC2XT , VTLTLV = XS2XT , VTATb = XCUTb,
we obtain
ϕ(μ; V) = ‖UCXT (XC2XT + μ−1XS2XT )−1XCUTb − b‖2
= ‖UC(C2 + μ−1S2)−1CUTb − b‖2
= bTb + bTUC
(
(C2 + μ−1S2)−2 − 2(C2 + μ−1S2)−1
)
CUTb
= bTb +
k∑
i=1
(
s4i
(μc2i + s2i )2
− 1
)
|uTi b|2, (2.11)
which yields the following formulas for the derivative of ϕ with respect to μ:
ϕ′(μ; V) = −
k∑
i=1
2c2i s
4
i
(μc2i + s2i )3
|uTi b|2 = −
∑
si>0
2γ 2i
(1 + μγ 2i )3
|uTi b|2  0. (2.12)
Note that all terms in (2.11) and (2.12) are well defined since ci + si > 0 for all, where γi = ci/si.
Here and below we assume that the search space V is such that
bU /∈ N (LVX−T ) with bU = X−1VTATb. (2.13)
The vector bU can be expressed as bU = CUTbwith entries bU(i) = ci(uTi b). Moreover, in view of that
N (LVX−T ) = N (VˆS), this null space is determined by the vanishing diagonal entries of the matrix S.
It follows that (2.13) holds if and only if there is an index i such that siciu
T
i b = 0. Then ϕ′(μ; V) < 0
and, therefore, ϕ(μ; V) is strictly decreasing for μ > 0.
Notice that if the assumption (2.13) is not fulfilled, the derivative ϕ′(μ; V) vanishes and ϕ(μ; V)
simplifies to the constant function
ϕ(μ; V) = ϕ(V) = bTb − ∑
si=0
|uTi b|2.
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The second derivative is given by
ϕ′′(μ; V) =
k∑
i=1
6c4i s
4
i
(μc2i + s2i )4
|uTi b|2 =
∑
si>0
6γ 4i
(1 + μγ 2i )4
|uTi b|2  0. (2.14)
Thus, the function ϕ(μ; V) is strictly convex for μ > 0 under the above assumption on V . We use
these properties of ϕ(μ; V) when designing a zero-finder for the function (2.7); see Section 3.2. We
remark that the convexity is a result of the formulation (1.3) of the Tikhonov problem instead of the
standard formulation with λ = μ−1.
Combining the discrepancy principle for updating the regularization parameter and enlarging the
search space as described in Section 2.1 leads to the following algorithm:
Algorithm 1. Generalized Krylov subspace Tikhonov regularization method.
Require: Initial basis V0, V
T
0 V0 = I
1: for i = 0, 1, . . . until convergence do
2: Find the root μi of f (μ; Vi) = 0
3: Solve (VTi T(μi)Vi)yμi = VTi ATb
4: Compute rμi = T(μi)Viyμi − ATb
5: Reorthogonalize (optional) r˜μi = (I − ViVTi )rμi
6: Normalize vnew = r˜μi/‖r˜μi‖
7: Enlarge search space Vi+1 = [Vi, vnew]
8: end for
9: Determine approximate Tikhonov solution xμi = Viyμi
Algorithm 1 iteratively adjusts the regularization parameter and builds up a search space simulta-
neously. Generally, “convergence” is achieved already for search spaces of fairly small dimension; see
Section 4. Most of the computational work is done in line 4, since determining the zero of f (μ) in line
2 and solving the projected problem in line 3 is quite inexpensive; see Sections 3.1 and 3.2.
We can use several convergence criteria in line 1:
• Stagnation of the sequence {μi}, i.e., the relative change of two consecutiveμi is small: |μi+1 −
μi|/μi is smaller than a given tolerance.• The relative change of two consecutive Ritz vectors xμi is small, i.e., ‖xμi+1 − xμi‖/‖xμi‖ is
smaller than a given tolerance.
• The absolute value of the last s elements of the vector yμi are several orders ofmagnitude smaller
than the first t elements, i.e., recent increases of the search space do not affect the computed
solution significantly.
• Theresidual rμi fromline4 is sufficiently small, i.e.,‖rμi‖/‖ATb‖ is smaller thanagiven tolerance.
We remark that the norm of Axμi − b cannot be used in a stopping criterion since it might not
change much during the course of the computations.
Remark 2.1. An equivalent formulation of (1.3) is obtained by adding a quadratic constraint to the
problem (1.1), i.e., we seek to solve
min
x∈Rn ‖Ax − b‖
2 such that ‖Lx‖2 = ρ2.
If for this problem an estimate ρ of ‖Lxtrue‖ is given (instead of an estimate of ‖e‖), thenwemay adapt
Algorithm 1 so that the constraint is satisfied in each iteration step. This can be achieved by replacing
the function ϕ(μ; V) in the algorithm by
ψ(μ; V) := ‖Lxμ‖2 = ‖LV(VTT(μ)V)−1VTATb‖2
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and determining the zero of the function
g(μ; V) := ψ(μ; V) − ρ2 (2.15)
in each step of the algorithm. However, monotonicity and convexity of ψ(μ; V) cannot be guaran-
teed for all search spaces V . Therefore, the zero of g might not be unique. This makes zero-finding
difficult.
3. Computational considerations
Wediscuss how to efficiently determine an approximate solution of the large-scale Tikhonov prob-
lem (1.3) with Algorithm 1. Our aim is to organize the computations so that the overall complexity
of the algorithm is O(mn), i.e., of the same order as the evaluation of a matrix–vector product with
a general matrix A ∈ Rm×n. The different parts of the algorithm are considered in some detail, with
the goal of achieving an efficient implementation. Section 3.1 focuses on the efficient reuse of in-
formation when building up the search space, i.e., on lines 3–7 of Algorithm 1, and in Section 3.2
several zero-finders for updating the regularization parameter in line 2 are developed. Here we either
make use of knowledge about the asymptotic behavior of the function f (μ; V) within an inverse ra-
tional interpolation scheme, see [20,21], or apply the cubically convergent zero-finder described in
[26].
3.1. Generating the search space
To start Algorithm 1, an initial subspace V is required. A natural choice is a Krylov subspace
K(ATA, ATb) of low dimension, e.g., of dimension  = 5. The matrix ATA (which is limμ→∞ T(μ))
does not have to be explicitly formed; instead  − 1 matrix–vector products (MatVecs) are evaluated
with the matrix A and  MatVecs with AT to determine a matrix V ∈ Rn×, whose columns form an
orthonormal basis for V .
For the efficient reuse of information, we store thematrices V , AV , BA := ATAV , LV , and BL := LT LV .
This requires the evaluation of matrix–vector products with L and LT . Generally, L is sparse and the
computational effort for evaluating the latter MatVecs is much smaller than for the evaluation of
MatVecs with A and AT .
It is convenient to use theQR factorizations ofAV and LV inAlgorithm1. LetV ∈ Rn×k and introduce
the factorizations
AV = QARA with QA ∈ Rm×k, RA ∈ Rk×k, (3.1)
LV = QLRL with QL ∈ Rp×k, RL ∈ Rk×k, (3.2)
where the matrices QA and QL have orthonormal columns, and the matrices RA and RL are upper
triangular.
We can formulate the computation of the vector yμ = VTT(μ)−1VVTATb on line 3 of Algorithm 1
as a least-squares problem∥∥∥∥∥∥
⎡⎣ AV
μ−1/2LV
⎤⎦ yμ −
⎡⎣ b
0
⎤⎦
∥∥∥∥∥∥
2
= min!
and by using the factorizations (3.1) and (3.2), we obtain∥∥∥∥∥∥
⎡⎣ RA
μ−1/2RL
⎤⎦ yμ −
⎡⎣ QTA b
0
⎤⎦
∥∥∥∥∥∥
2
= min! (3.3)
with the associated normal equations
(RTARA + μ−1RTL RL)yμ = RTAdA, (3.4)
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where dA := dA(V) := QTA b. Thus, whenever yμ has to be computed, we solve the 2k× k least squares
problem (3.3).
The residual in line 4 of Algorithm 1 can be evaluated by using
rμi = T(μi)Vyμi − ATb = BAyμi + μ−1i BLyμi − ATb. (3.5)
The matrices BA and BL are of the same rectangular size, n × k, as V . Therefore, the computational
effort required to evaluate MatVecs with BA and BL is negligible compared with the effort required to
compute a MatVec with the large matrix A.
We note that in exact arithmetic, the residual obtained by evaluating (3.5) gives the same new
vector vnew for enlarging the search space in line 7 of Algorithm 1 as computing
rμi = BAyμi + μ−1i BLyμi , (3.6)
since the direction ATb already is contained in the search space. The latter follows from the fact that
Ve1 = ATb/‖ATb‖, where e1 = [1, 0, . . . , 0]T . When computing rμi by (3.5) with round-off errors, re-
orthogonalization in line5ofAlgorithm1 isoptional, sincebyconstructionof theorthogonalprojection,
the Galerkin condition rμi ⊥ V holds. However, the use of rμi from (3.6) requires reorthogonalization
in line 5 of Algorithm 1. We therefore use (3.5) to compute rμi .
When enlarging the search space in line 7 of Algorithm 1 by the new vector vnew, it is necessary to
update the matrices AV , BA, LV , and BL . This can be done by two MatVecs involving the matrices A and
AT . Specifically, we compute Avnew, A
T (Avnew), Lvnew, and L
T (Lvnew), append a column to the matrices
AV , BA, LV , and BL , and update the QR factorizations of AV = QARA and LV = QLRL as follows:
A[V, vnew] = [QA, q˜A]
⎡⎣ RA rA
0 ra
⎤⎦ , (3.7)
L[V, vnew] = [QL, q˜L]
⎡⎣ RL rL
0 rl
⎤⎦ ; (3.8)
see [8] for a detailed discussion on updating and downdating of QR factorizations. The new vectors are
obtained by
rA = QTA (Avnew), qA = Avnew − rA, ra = ‖qA‖, q˜A = qA/ra,
rL = QTL (Lvnew), qL = Lvnew − rL, rl = ‖qL‖, q˜L = qL/rl.
In case of ra = 0, the last expression for q˜A is replaced by an arbitrary unit vector such that QTA q˜A = 0.
We proceed analogously when rl = 0. The vector dA can be updated by dA = [dA; q˜TAb]. The main
computational cost for (3.7) and (3.8) are two matrix–vector products with QTA ∈ Rk×m and QTL ∈
R
k×p. Since k is quite small, the QR factorizations can be updated at negligible cost.
Thus, the computational cost for increasing the dimension of the search space by one is dominated
by one MatVec with A and one with AT . This also is the dominating cost for evaluating one MatVec
with the matrix T(μi). The cost for determining the search space V therefore is acceptable.
3.2. Zero-finding methods
This section discusses updating strategies for the regularization parameter in line 2 of Algorithm 1.
The algorithm determines the zero of f (μ; V) in every iteration. A possible approach is to compute the
GSVD of the matrix pair {AV, LV} and work with the explicit forms of ϕ, ϕ′, ϕ′′ given by (2.11), (2.12),
(2.14). However, it is expensive to update the GSVD of {AVi, LVi} in the next step to obtain the GSVD of{AVi+1, LVi+1} = {A[Vi, vnew], L[Vi, vnew]}. We therefore proceed in a different manner.
Sincewe already have computed theQR factorizations ofAV and LV , we can use them to simplify the
expression for the function ϕ(μ; V) and, thereby, also the expression for f (μ; V). When substituting
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the factorizations (3.1) and (3.2) into (2.4), we obtain
ϕ(μ; V) = ‖AVyμ − b‖2 = bTb + (RAyμ)T (RAyμ) − 2(RAyμ)TdA. (3.9)
Moreover, the relation RTAdA = VTATb = ‖ATb‖e1 gives
ϕ(μ; V) = bTb + (RAyμ)T (RAyμ) − 2‖ATb‖eT1yμ.
Thus, we can evaluate ϕ(μ; V), and therefore also f (μ; V) = ϕ(μ; V) − δ2, by solving a small least-
squares problem with a 2k × kmatrix consisting of two stacked triangular matrices; cf. (3.3).
Whenusing several valuesof themonotone function f , not all having the samesign,wecanconstruct
bracketing algorithms. In the following, we investigate the asymptotic behavior of f (μ; V). This will
enableus todetermine suitablemodel functions f˜ that approximate f andareused to construct efficient
bracketing algorithms. We propose to use a rational inverse interpolation scheme, i.e., f (μi) ≈ 0 is
replaced by μi = f˜−1(0). Here and in the following μi denotes a computed iterate, and μk is an
approximation of μ¯ associated with the search space V of dimension k.
Our zero-finders use derivative values of f (μ) to achieve faster convergence. We investigate the
behavior of the first two derivatives of f (μ) as μ → 0 and μ → ∞ in order to determine a suitable
model function. The analysis uses the QR factorizations (3.1) and (3.2) of AV and LV .
The derivative of yμ = (RTARA + μ−1RTL RL)−1RTAdA from (3.4) is given by
y′μ :=
∂y(μ)
∂μ
= μ−2(RTARA + μ−1RTL RL)−1RTL RL(RTARA + μ−1RTL RL)−1RTAdA
= μ−2(RTARA + μ−1RTL RL)−1RTL RLyμ. (3.10)
The above expression yields
f ′(μ; V) = 2
(
(RAyμ)
TRAy
′
μ − μ−2(RLyμ)T (RLyμ)
)
, (3.11)
f ′′(μ; V) = 6‖RAy′μ‖2.
Note that f ′(μ; V) = ϕ′(μ; V) and f ′′(μ; V) = ϕ′′(μ; V). The quantity y′μ can be evaluated similarly
as (3.3), i.e., by solving the least-squares problem∥∥∥∥∥∥
⎡⎣ RA
μ−1/2RL
⎤⎦ y′μ −
⎡⎣ 0
μ−3/2RLyμ
⎤⎦
∥∥∥∥∥∥ = min! (3.12)
with the associated normal equations
(RTARA + μ−1RTL RL)y′μ = μ−2RTL RLyμ. (3.13)
We remark that the system matrices in (3.12) and (3.3) are the same. Therefore, we store the QR
factorization of [RTA, μ−1/2RTL ]T and use it when solving both least-squares problems. This makes the
evaluation of the derivative of f (μ) at μ = μj , when f (μj) already has been computed, cheaper than
the initial evaluation of f (μj).
We turn to the asymptotic behavior of f , f ′, and f ′′. When investigating the expressions (3.9) and
(3.11), the asymptotic behavior of yμ and y
′
μ is important. The limits of the solution yμ of Eq. (3.4) are
given by
y∞μ := limμ→∞ yμ = limμ→∞(RTARA + μ−1RTL RL)−1RTAdA = (RTARA)†RTAdA = R
†
AdA,
y0μ := lim
μ→0 yμ = limμ→0(R
T
ARA + μ−1RTL RL)−1RTAdA = 0.
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Similarly, the limits of the solution y′μ of (3.13) are
(y∞μ )′ := limμ→∞ y′μ
= lim
μ→∞(R
T
ARA + μ−1RTL RL)−1μ−2RTL RLy∞μ = 0,
(y0μ)
′ := lim
μ→0 y
′
μ
= lim
μ→0(R
T
ARA + μ−1RTL RL)−1μ−2RTL RL(RTARA + μ−1RTL RL)−1RTAdA
= (RTL RL)†RTL RL(RTL RL)†RTAdA = (RTL RL)†RTAdA.
We now are in a position to investigate the function f . Let us begin with the behavior of (3.9) as
μ → ∞, i.e.,
lim
μ→∞ f (μ; V) = limμ→∞ ‖AVy∞μ − b‖2 − δ2
= lim
μ→∞(b
Tb + (RAy∞μ )T (RAy∞μ ) − 2(RAy∞μ )TdA − δ2)
= ‖b‖2 + dTA(RAR†A)dA − 2dTA(RAR†A)dA − δ2
= ‖b‖2 − ‖PR(RA)dA‖2 − δ2. (3.14)
The limit has to be negative, because otherwise f has no finite zero for this search space. This follows
from the fact that f (μ; V) ismonotonically decreasing; cf. (2.12). Therefore, if ‖b‖2−dTA(RAR†A)dA > δ2
for the initial matrix V , then Algorithm 1 has to enlarge the initial space. The value limμ→∞ f (μ; V)
decreases monotonically when enlarging the search space. This follows from the structure of dA =
dA(V) = QA(V)Tb. We obtain for Vnew = [V, vnew] that
dA(Vnew)
T (RAR
†
A)dA(Vnew) = ‖PR(RA)dA(Vnew)‖2
= ∑
RA(i,i)=0
|QA(:, i)Tb|2 + |q˜TAb|2. (3.15)
Thus, provided that (2.1) holds, it is possible to enlarge the search space until f (μ; V) has a finite zero.
In general, ‖PN (AT )b‖ 	 δ and f (μ; V) already has a finite zero for search spaces of small dimension.
We remark that if limμ→∞ f (μ; V) < 0, then this inequality also holds for all subsequent enlarged
search spaces. This follows from (3.14) and (3.15).
The behavior of f at the origin is given by
lim
μ→0 f (μ; V) = ‖AVy
0
μ − b‖2 − δ2
= lim
μ→0(b
Tb + (RAy0μ)T (RAy0μ) − 2(RAy0μ)TdA − δ2)
= ‖b‖2 − δ2. (3.16)
Note that f (0; V) = f (0) = ‖b‖2 − δ2 is independent of V . We require that f (0) > 0, i.e., δ > 0must
be smaller than ‖b‖. The Eqs. (3.15) and (3.16) are a restriction of the inequalities (2.1) to the search
space V: To ensure a finite zero of f (μ; V), it has to hold
‖PN (VTAT )b‖ < δ < ‖b‖.
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Fig. 1. Plot of a typical function f (μ).
Turning to the limits of the first derivative of f , we obtain
lim
μ→∞ f
′(μ; V) = lim
μ→∞ 2
(
(RAy
∞
μ )
TRA(y
∞
μ )
′ − μ−2(RLy∞μ )T (RLy∞μ )
)
= lim
μ→∞ 2
(
0 − μ−2(RLR†AdA)T (RLR†AdA)
)
= 0.
Thus, the limit is independent of V . Similarly,
lim
μ→0 f
′(μ; V) = lim
μ→0 2
(
(RAy
0
μ)
TRA(y
0
μ)
′ − μ−2(RLy0μ)T (RLy0μ)
)
= lim
μ→0
(
2(RA(R
T
ARA + μ−1RTL RL)−1RTAdA)TRA(RTL RL)†RTAdA
−2μ−2(RL(RTARA + μ−1RTL RL)−1RTAdA)T (RL(RTARA + μ−1RTL RL)−1RTAdA)
)
= lim
μ→0(−2‖(RL(μR
T
ARA + RTL RL)−1RTAdA)‖2 (3.17)
= −2‖(RL(RTL RL)†(‖ATb‖e1)‖2
= −2‖ATb‖2‖(RTL )†e1‖2.
While f (0; V) is independent of V , the derivative f ′(0; V) is not; the slope decreases monotonically
with increasing search space dimension.
Finally, we consider the limits of the second derivative. We obtain
lim
μ→0 f
′′(μ; V) = 6‖RA(y0μ)′‖2
= 6‖RA(RTL RL)†RTAdA‖2
= 6‖ATb‖2‖RA(RTL RL)†e1‖2
and
lim
μ→∞ f
′′(μ; V) = 6‖RA(y∞μ )′‖2 = 0.
We turn to the design of efficient zero-finders. Newton’s method is an obvious candidate. This
method works well if a fairly accurate initial approximation of the zero is known. However, if our
initial approximation is larger than and not very close to the desired zero, then the first Newton step is
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likely to give a worse approximation of the zero than the initial approximation; see Fig. 1 for a typical
plot of f (μ). The function f is seen to be very steep for small values of μ > 0 and quickly approaches
the asymptote as μ increases.
It is interesting to note that the behavior of f close to the zero is not much influenced by the value
and the derivative of f at μ = 0. Since the derivative f ′(0; V), see (3.17), generally is of very large
magnitude, Newtons’ method with initial approximation μ = 0 often requires a large number of
steps.
We now describe the construction of a suitable model function for f to be used in a bracketing
zero-finder. It is important that the zero-finder accurately models the asymptotic behavior of f as
μ → ∞. We derive a zero-finder based on rational inverse interpolation, which takes this behavior
into account. Consider the model function for the inverse of f (μ),
f−1 ≈ h(f ) = p(f )
f − f∞ with a polynomial p(f ) =
k−1∑
i=0
aif
i, (3.18)
where the pole f∞(V) = ‖b‖2−dA(V)T (RAR†A)dA(V)−δ2 is a function of the columns of V . The degree
of the polynomial can be chosen depending on the information of f that is to be used in each step. We
propose to use either three function values (k = 3) or two function values and two derivative values
(k = 4). These choices yield small linear systems of equations with a k × k matrix that have to be
solved in each step.
We first consider the use of three pairs {μi, f (μi)}, i = 1, 2, 3, and no derivative information; see
also [20]. Assume that the following inequalities are satisfied,
μ1 < μ2 < μ3 and f (μ1) > 0 > f (μ3); (3.19)
otherwise we renumber the μi so that (3.19) holds.
If f is strictly monotonically decreasing in [μ1, μ3], then (3.18) is a rational interpolant of f−1 :
[f (μ3), f (μ1)] → R. Our next iterate is μnew = h(0), where the polynomial p(f ) is of degree 2. The
coefficients a0, a1, a2 are computed by solving the equations h(f (μ
i)) = μi, i = 1, 2, 3, which we
formulate as a linear system of equations with a 3 × 3 matrix. In exact arithmetic, μnew ∈ (μ1, μ3),
and we replace μ1 or μ3 by μnew, so that the new triplet satisfies (3.19).
Due to round-off errors, the computed valueμnew might not be contained in the interval (μ
1, μ3).
In this case we carry out a bisection step, so that the interval is guaranteed to still contain the zero. If
we have two positive values f (μi), then we letμ1 = (μ2 + μ3)/2; in the case of two negative values
f (μi), we let μ3 = (μ1 + μ2)/2.
Our second zero-finder uses the pairs (μi, f (μi)) and (μi, f ′(μi)) for i = 1, 2. Note that the
evaluation of these four pairs is cheaper than the computation of three pairs (μi, f (μi)), 1  i  3,
because of the connection between the Eqs. (3.3) and (3.12) for the evaluation of (3.11). The two values
μi are determined so that the function values f (μi) do not have the same sign, i.e., we require that
μ1 < μ2 and f (μ1) > 0 > f (μ2).
The next iterate is μnew = h(0), where the polynomial p(f ) is of degree 3. It is determined by the
conditions
h(f (μi)) = μi, h′(f (μi)) = 1/f ′(μi), i = 1, 2,
which give rise to a linear systemof equationswith a 4×4matrix for the coefficients of the polynomial.
The derivative of the model function is given by
h′(f (μi)) = a3
(
2f (μi)3 − 3f∞f (μi)2
)
+ a2
(
f (μi)2 − 2f∞f (μi)
)
− a1f∞ − a0
(f (μi) − f∞)2 .
Note that 1/f ′(μi) is the derivative of f−1 at f (μi). The value μnew replaces the value μi on the same
side of the root. In caseμnew ∈ (μ1, μ2) (e.g., due to round-off errors), a bisection step is carried out.
Depending on the sign of f ((μ1 + μ2)/2), the appropriate μi is updated.
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When the zero of f is approached, the condition number of the 3 × 3 or 4 × 4 matrices become
very large. We therefore represent p(f ) in terms of a basis of Chebyshev polynomials for the intervals
[f (μ3), f (μ1)] or [f (μ2), f (μ1)], respectively.
Analternative approach is the special zero-finder for Tikhonovproblemsproposed in [26], originally
developed for problems in standard form. The conditions for cubic convergence are fulfilled, i.e., the
function f (μ; V) : R+ → R is three times continuously differentiable and satisfies
f ′(μ; V) < 0, f ′′(μ; V) > 0, μ > 0,
as well as
lim
μ→0 f (μ; V) > 0, limμ→∞ f (μ; V) < 0.
It follows from (2.12) and (2.14) that f (μ; V) is decreasing and convex. This zero-finder is compared
to the bracketing algorithms and Newton’s method in the following section.
If the requirement (2.13) on the search space V is violated, then it is not possible to find a zero of
f (μ; V) (except when f (μ; V) ≡ 0). This situation would arise, if we choose the initial search space V
to be a subset ofN (L). Then the matrix LV is the zero-matrix and s1 = · · · = sk = 0 in the GSVD (2.9)
and (2.10). Such a choice of V is fairly natural. For example, wemay know that the desired solution xtrue
is approximately a multiple of the vector w = [1, 1, . . . , 1]T . We then would like w ∈ V . Moreover,
we may want to use a regularization matrix L, such that w ∈ N (L), because vectors in N (L) are not
damped by Tikhonov regularization (1.3); see, e.g., [27, Example 4.2] for an illustration. A simple way
to handle this situation is to increase the dimension of the initial search space V , e.g., by carrying out
a few more Lanczos steps, until (2.13) is satisfied.
4. Numerical examples
We use two test examples from Hansen’s Regularization Tools [17] to illustrate the performance of
Algorithm 1. The matrices in both examples are of ill-determined rank and numerically singular.
The MATLAB functions heat and blur yield square matrices Aˆ, the right-hand sides bˆ, and the
solutions xtrue, with Aˆxtrue = bˆ. Adding white Gaussian noise e to btrue yields the error-contaminated
vector b in (1.1); cf. (1.2). We refer to the quotient
σ := ‖e‖‖btrue‖
as the noise level. The computations are carried out on a PentiumR4 computer with 3.4 GHz and 8GB
RAM under MATLAB R2008a.
Example 4.1. In this example, we solve an overdetermined linear system of equations by stacking the
matrix and right-hand side of the inverse heat equation heat (κ=5), i.e.,
A =
⎡⎣ Aˆ
Aˆ
⎤⎦ , btrue =
⎡⎣ bˆ
bˆ
⎤⎦ ,
with the matrix A ∈ R400×200 and the error-contaminated vector b defined as described above with
noise level σ = 1 ·10−2. Stacked problems of this kind arisewhen twomeasurements bwith different
errors are available. The condition number κ(A) := ‖A‖‖A†‖ of A is larger than 1017. Thus, the matrix
is numerically singular. The parameter η in (1.8) is set to 1.1. The regularization matrix L is chosen to
be a scaled discrete first order derivative operator in one space-dimension,
L1 =
⎡⎢⎢⎢⎢⎣
1 −1
. . .
. . .
1 −1
⎤⎥⎥⎥⎥⎦ ∈ R(n−1)×n (4.1)
J. Lampe et al. / Linear Algebra and its Applications 436 (2012) 2845–2865 2859
0 50 100 150 200
7.95
8
8.05
8.1
8.15
Convergence history of Tikhonov parameter
Dimension of the search space
Va
lu
e 
of
 µ i
5 10 15 20 25 30
10−10
10−5
Relative change of the µ
Dimension of the search space
Va
lu
e 
of
 ( µ
i+
1 −
 µ
i) 
/ µ
i
0 50 100 150 200
10−15
10−10
10−5
Relative change between two subsequent x(µ)
Dimension of the search space
|| 
x(
µ i+
1) 
− 
x(
µ i)
 ||
 / 
|| 
x(
µ i)
 ||
0 50 100 150 200
10−15
10−10
10−5
Convergence history of the residual norm
Dimension of the search space
 ||
T(
µ i)
 x
(µ
i) 
− 
AT
b|
| /
 ||
AT
b|
|
0 50 100 150 200
10−15
10−10
10−5
100
Absolute values of yk
Index of y(µk)
 | 
y k
(i)
 |
0 50 100 150 200
0
0.2
0.4
0.6
0.8
1
Exact and reconstructed solution
x(µ40)
xtrue
(a) (b)
(d)(c)
(e) (f)
Fig. 2. Convergence histories for Example 4.1.
withn = 200. This regularizationmatrix has a structure that allows transformationof (1.3) to standard
formbefore solution.Wewill not exploit this, but instead illustratedifferent aspects of theperformance
of Algorithm 1.
The initial search space is the Krylov subspace span{V0} = K(ATA, ATb) for  = 7. When  < 7,
the condition limμ→∞ f (μ, V0) < 0 does not hold; cf. Eq. (3.14). Note that the index  = 7 is not
known a priori but can be determined on-the-flywhen building the initial Krylov subspace by cheaply
evaluating (3.14) with the help of (3.15) for each value of . Wewould like to illustrate the convergence
of several interesting quantities and therefore do not terminate the computations with Algorithm 1
until dim(V) = 200.
Fig. 2(a) displays the sequence {μk}, and we observe that the value μ¯ ≈ 8.07 is approached very
quickly as dim(V) increases.We recall that μ¯ is the solution of‖Axμ¯−b‖2−δ2 = 0, i.e., of f (μ, V) = 0
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Table 1
Number of iterations of the zero-finders for Example 4.1.
Zero-finder 1st iter. 2nd iter. 3rd iter. ith iter.
3-Point >20 3 3 1–2
4-Point 7 2 1 1–2
Newton 16 4 3 1–3
Cubic 7 3 3 1–2
when dim(V) = 200. The rate of convergence of the regularization parameter as a function of the
dimension k of the search space V is illustrated by Fig. 2(b); the figure shows the relative change of the
regularization parameter, |μk+1−μk|/μk , as a function of k = dim(V). After 30 iterations, the relative
change drops to zero (and therefore cannot be displayedwith a semilogarithmic plot). Other quantities
on which the stopping criterion for Algorithm 1 may be based are shown in Fig. 2(c)–(e). The relative
change of two consecutive approximate solutions of (1.1), ‖xμk+1 − xμk‖/‖xμk‖ for k = 0, 1, 2, . . . ,
is shown in Fig. 2(c) and the corresponding relative residual norms, ‖r(xμk)‖/‖ATb‖, k = 0, 1, 2, . . . ,
are displayed in Fig. 2(d); cf. line 4 of Algorithm 1.
Themagnitude of the entries of the vector yμ200 (cf. Eq. (2.5)) for V = R200 are depicted in Fig. 2(e),
and the exact solution xtrue together with the computed approximation xμ40 are shown in Fig. 2(f). The
relative error of the computed approximate solution is ‖xμ40 − xtrue‖/‖xtrue‖ = 1.85 · 10−2. All four
quantities displayed in Fig. 2(b)–(e), or some combination of them, can be used as stopping criteria for
Algorithm 1.
Notice that the convergence of the regularization parameter is not monotonic; see Fig. 2(a). It is
clearly visible that the sequence {μk} oscillates around μ¯ when the dimension k of V increases and
is small. The values μk oscillate around μ¯ also when k is large, but this is not visible in the figure.
Non-monotonic behavior also can be observed for the other quantities plotted in Fig. 2(c)-(e).
We compare four zero-finding algorithms for the subproblems f (μ, Vk) = 0 in line 2 of Algorithm
1. Each time the search space is enlarged, the zero-finder comes into play.We apply the two bracketing
algorithms described above, i.e., the 3-point zero-finder using three pairs (μi, f (μi, Vk)), i = 1, 2, 3,
or the 4-point zero-finder using two function-values and two derivative-values of f (μ, Vk). The third
zero-finder is Newton’s method and the last one is the Cubically convergent method from [26].
The initial value for the regularization parameter is chosen to be μ07 = 0.01 and the dimension
of the initial search space is 7. When, subsequently, the dimension of the search space is increased,
the initial value of the regularization parameter is set to be equal to the last calculated value, i.e., we
set μ0k+1 = μk . We start the bracketing zero-finders by first determining values μi, such that not
all f (μi) are of the same sign. Such values can be determined by multiplying available values of the
regularization parameter by 0.01 or 100 depending on the sign of f (μ, V). After very few steps this
gives an interval that contains the root of f (μ, V).
Table1 shows thenumberof iterations requiredby thezero-finders considered.After three subspace
enlargements, the values μk do not change much and only few iterations with the zero-finders are
required. The first entry of the second column of Table 1 indicates that more than 20 (inner) iterations
are needed before the stopping criterion for the zero-finder is satisfied. In this situation, we terminate
the iterations with the zero-finder at step 20 and use the best available approximation of the zero.
This is the only time when a zero-finder did not satisfy the stopping criterion. For the non-bracketing
zero-finders, we use the stopping criterion
|f (μik)|
δ2
< 1 · 10−8,
where μik is the current approximation of the desired zero. We terminate the iterations with the
bracketing zero-finders when
min{|f (μ1k)|, |f (μ2k)|}
δ2
< 1 · 10−8,
J. Lampe et al. / Linear Algebra and its Applications 436 (2012) 2845–2865 2861
whereμ1k andμ
2
k are best bracketing approximations of the zero. The ith iteration in the fifth column
shows the number of iterations with the zero-finder required after all subsequent 190 enlargements
of the search space. For this example all methods carried out between one and three steps.
All zero-finders produce approximations of xtrue of similar quality and solve the problems f (μ, Vk),
k = 7, . . . , 200, to desired accuracy (except for the 3-point bracketing algorithm for the first search
space enlargement). Indeed, for the final computed approximation of xtrue, xμ200 , we have
|‖Axμ200 − b‖2 − δ2|
δ2
< 7 · 10−12
for all zero-finders. This value is much smaller than the desired accuracy of 1 · 10−8. This is possibly
due to the fact that at least one step of the zero-finder is carried out after each search space expansion.
Table 1 shows the 4-point bracketing algorithm to be slightly superior to the cubic solver. The
3-point bracketing and Newton’s methods are clearly inferior. For the initial search space, Newton’s
method and the 3-point zero-finder requiremore than twice asmany iterations as the other two zero-
finders. The cost of one iteration is about the same for each one of the four zero-finders. The main
effort is the factorization of the 2k × kmatrix [RTA, μ−1/2RTL ]T ; cf. Eqs. (3.3) and (3.12).
Example 4.2. We consider the restoration of a greyscale image that is represented by an array of
100 × 100 pixels. The pixels are stored column-wise in a vector inR10000. The vector xtrue represents
the uncontaminated image. A block Toeplitz with Toeplitz blocks blurring matrix A ∈ R10000×10000
is determined with the function blur from [17] using the parameter values band = 5 (which is the
half-bandwidth of each 100 × 100 Toeplitz block) and sigma = 1.0 (which determines the width of
the underlying Gaussian point spread function). The matrix A has 7.7 × 105 nonzero entries. We add
white Gaussian noise corresponding to the noise level σ = 1 · 10−2. This determines the vector b in
(1.1). The vector xtrue is assumednot to be available.Wewould like to determine an accurate restoration
of xtrue given A and b. The factor η in (1.8) is set to 1.05.
Different regularization matrices L and zero-finders are compared. We use the first-order discrete
derivative operator for two space-dimensions
L1,2D =
⎡⎣ L1 ⊗ In
In ⊗ L1
⎤⎦
with L1 defined by (4.1)with n = 100 and In the identitymatrix of order 100. The second order discrete
derivative operator in two space-dimensions
L2,2D =
⎡⎣ L2 ⊗ In
In ⊗ L2
⎤⎦
also is considered, where
L2 =
⎡⎢⎢⎢⎢⎣
−1 2 −1
. . .
. . .
. . .
−1 2 −1
⎤⎥⎥⎥⎥⎦ ∈ R(n−2)×n, n = 100.
The A-weighted pseudoinverses of L1,2D and L2,2D are unattractive to use. We compare the perfor-
manceofAlgorithm1 for the regularizationmatrices L1,2D, L2,2D, and L = I. For the latter regularization
matrix, the generalized Krylov subspaces V determined by Algorithm 1 reduce to the standard Krylov
subspaces Kk(ATA, ATb) and our iterative method simplifies to LSQR.
The initial search space is chosen to be span{V0} = K10(ATA, ATb). The stopping criterion in line
1 of Algorithm 1 is to proceed until the dimension of the search space reaches 40. This choice is
rather arbitrary and can be replaced by one or several of the convergence criteria described above.
The convergence histories of the most interesting quantities when using the regularization matrix
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Fig. 3. Convergence histories for the restoration of Danny using the regularization matrix L1,2D .
L = L1,2D is shown in Fig. 3. The graphs are similar for the regularizationmatrices L = L2,2D and L = I.
The latter graphs therefore are not shown.
Fig. 3(a) displays the sequence {μk}. Similarly as in Example 4.1, convergence is not monotonic and
the regularization parameter stagnates quite quickly; see also Fig. 3(b). Other quantities on which a
stopping criterion for Algorithm 1 can be based are displayed in Fig. 3(c)–(e). The relative change of
two consecutive approximations xμk and the corresponding relative residual norm ‖r(xμk)‖/‖ATb‖
are shown in Fig. 3(c) and (d), respectively. Both quantities decrease by 7 orders of magnitude. The
magnitude of the entries of the vector yμ40 are displayed in Fig. 3(e); they decrease by 9 orders of
magnitude, but not monotonically.
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Fig. 4. Original, blurred, and restored Danny.
Fig. 4 shows the original (blur- and noise-free) image, the blurred and noisy image, and sev-
eral restorations. The first row of Fig. 4 depicts the original image as well as the blur- and noise-
contaminated image. The first restored image in the second row is obtained by using the discrete
Laplace operator L2,2D as regularization matrix and applying 30 outer iterations in Algorithm 1. Since
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Table 2
Number of iterations of the zero-finders for Example 4.2.
Zero-finder 1st iter. 2nd iter. 3rd iter. ith iter.
3-Point >20 11 3 2–3
4-Point 4 3 2 1
Newton 11 6 4 1–4
Cubic 7 4 3 1–3
the initial search space is of dimension 10, the search space is of dimension k = dim(V) = 40 at
termination. The relative error in the computed restoration is ‖xμ40 − xtrue‖/‖xtrue‖ = 3.97 · 10−2.
The restoration shown by the second image in row two is for L = I. The termination criterion is
the same as above. The computed restoration has relative error 4.28 · 10−2. The last row displays two
restored images obtainedwith L = L1,2D; thefirst one corresponds todim(V) = 20and the secondone
to dim(V) = 40. The difference between these images is very small. Both restorations have a relative
errorof3.86·10−2. The relativeerrorof theblurredandnoisy image is‖b−xtrue‖/‖xtrue‖ = 8.20·10−2.
Fig. 4 shows the regularizationmatrix L = I to give theworst restoration; the restored image can be
seen to contain a lot of “freckles”. Moreover, the relative error is larger than for the other regularization
matrices. The quality of the restorations obtained with L1,2D and L2,2D is about the same. We find the
images in the bottom row obtained with L1,2D to be slightly sharper than the image determined with
L2,2D. Also the relative error is slightly smaller. Since the two restored images in the bottom row of Fig.
4 are nearly indistinguishable, we conclude that it suffices to use the low-dimensional search space V
of dimension 20.
We compared the four zero-finders for the regularization matrix L = L1,2D. The starting value for
the Tikhonov parameter is chosen to be μ010 = 1, where the subscript 10 shows the dimension of the
initial search space. The computations are similar to those of Example 4.1. Table 2 shows the number
of iterations required by each zero-finder.
The convergence behavior illustrated by Table 2 is analogous to the behavior displayed by Table 1.
For all zero-finders the computed restorations xμ40 satisfy
|‖Axμ40 − b‖2 − δ2|
δ2
< 4 · 10−11.
This accuracy is much higher than the required accuracy of 1 · 10−8.
Remark 4.3. The bracketing zero-finders require an initial value of μ that is larger than μ¯. This may
result in underregularization. However, the fact thatwe determine an approximate solution in a search
space V of dimension much smaller than the problem dimension has a regularizing effect. We have
not observed difficulties with the bracketing zero-finders due to underregularization.
Remark 4.4. We observed in the examples that the projected matrices VTT(μk)V are “essentially”
tridiagonal, i.e., the off-tridiagonal elements are small compared to elements in the tridiagonal part
of the matrices. The relative size of the entries depends on the problem and on the changes of the
regularization parameter during the execution of the algorithm. This phenomenon may be due to the
fast convergence of the regularization parameter,which gives fast convergence of thematrices {T(μk)}
as well.
5. Conclusions
A new iterativemethod for Tikhonov regularization problemswith general regularizationmatrices
is presented and zero-finders for determining the regularization parameter are derived. Computed
examples suggest several stopping criteria and indicate that search spaces of fairly small dimension
suffice.
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