Abstract-We consider the problem of robust output regulation for nonlinear systems in the following sense: given a system with input disturbances, we are interested in steering one output to zero while tolerating an steady-state error on the second output. In other words, we are interested in inputoutput (asymptotic) stability for one output and practical (asymptotic) stability for the second. Upon the assumption that we dispose of two controllers each of which achieves separately a control objective (for either output) we propose a switching rule to commute between the two controllers appropriately i.e., conserving the input-output stability, to some extent. The problem studied is reminiscent of different concrete situations such as simultaneaous synchronization and tracking control of mechanical systems; in this article we revisit the problem of stabilizing a unicycle (regulation of the first output) towards a point while ensuring obstacle-collision avoidance (practical stabilization of the second output).
I. INTRODUCTION
There is a number of motivations to study switched control systems -cf. [1] and in particular, supervisory control -cf. . [2] . For instance, one may think of a situation in which a set of controllers, each acting on different subsets of the state space, achieves a different control goal for the same plant but no control alone achieves all objectives simultaneously e.g., perfect synchronization and tracking control under disturbances. Alternatively one may think of situations when different controllers may be used on the same state subspace, for the same plant, with the same goal but each achieving different performances (transient overshoots, speed of convergence, etc). As is wellknown stability of each independently-controlled system does not imply, in general, that the switched controlled system remains stable, let alone, that performance is improved or even conserved. For the case of uniting two controls, one "local" and another "global", the problem has different solutions: dynamic and static time invariant continuous controllers -cf. [3] , [4] ; supervisory control -cf. [5] , [6] , [7] , [8] , [9] , [10] . Stability theory for switched systems is particularly useful to establish general results on how to "orchestrate" a collection of nonlinear systems, that is on the design of the switching rule -cf. [11] , [12] , [13] . Particular variants in this direction include dwell-time hysteresis supervisors -cf. e.g. , [?] , [?] ).
All of the latter deal with the case of either state or common output regulation however, in some practical cases it is required to stabilize the system under some restrictions on admissible values of a second output. An example of such a situation is analyzed in [?] in the context of synchronization of robot manipulators: the goal is to achieve asymptotic trajectory tracking of a common desired reference for all robots under the restriction that mutual synchronization errors remain within admissible bounds established a priori. Another example is the stabilization with respect to one state variable under the constraint that other state variables remain in a pre-specified domain -cf. [14] ; this is reminiscent of many situations in adaptive control systems without parameter convergence.
In this paper we present a supervisor for the case of two controls and two different outputs. The main result are stated in terms of and aim at establishing input-output stability as opposed to input-to-state stability. We illustrate the use of our main theorem by revisiting a stabilization problem of a unicycle: to steer it to a desired configuration while avoiding obstacles. in the scheme, one regulated output corresponds to the configuration error relative to a desired reference and a second output, inversely proportional to the distance of the unicycle to obstacles, is meant to be kept within pre-specified limits.
The rest of the paper is organized as follows. Section II contains some definitions, notations and auxiliary statements. The problem that we address is formulated in in Section III and solved in Section IV. In the latter we also present the case-study of the unicycle. Proofs are presented in Section ?? and we conclude with some remarks in Section V.
II. PRELIMINARIES
Consider systemṡ
where x ∈ R n , d ∈ R m is an external disturbance, y ∈ R p is an output; i is an index taking values in the countable set I. We assume that the functions fi : R n+l → R n and h : R n → R p are continuous and locally Lipschitz, d : R+ → R m is Lebesgue measurable and locally essentially bounded i.e.,
where | · | denotes Euclidean norm. The set of functions such that 
where the switching signal i(t) is said to have an average dwelltime 0 < τD < +∞ if, between switches, for any time instants t2 ≥ t1 ≥ 0 and an integer number 1 ≤ N0 < +∞ we have
where
is the number of discontinuities of i(t) -cf. [11] , [12] , [15] , [16] . If the interval between any two switches is not less than τD then i has dwell-time and N0 = 1. System (2) with i(t) having average dwell-time or simple dwell-time undergoes a finite number of switches on any finite-time interval and its solution is continuous and locally defined. If for i(t), all initial conditions x0 ∈ R n and inputs d ∈ MRm the solutions x(t, x0, d) (corresp. y(t, x0, d) = h(x(t, x0, d))) are defined for all t ≥ 0 then the switched system is forward complete. Definition 1 -cf. [17] . For fixed i ∈ I the forward complete system (1) 
The switched forward complete system (2) with i : R+ → I is SIIOS with respect to output y and input d with input norm operator S if for all x0 ∈ R n and d ∈ MRm there exist functions
III. PROBLEM STATEMENT
Consider the systeṁ
are two outputs to be regulated, h1, h2 are continuous and f is locally Lipschitz continuous.
It is required to design a control u : R n → R m providing robust output (property SIIOS) stabilization of the system with respect to the output y1 under the restriction of keeping y2 within a prescribed limit. Thus, the following estimates are required to hold for all initial conditions x0 ∈ R n , d ∈ M R k of the closed loop system and for all t ≥ t0 ≥ 0:
where ∆ > 0 is given, β ∈ KL, γ, σ1, σ2 ∈ K. Estimate (4) is a conventional SIIOS estimate, the estimate (5) implies that for initial conditions |h2(x0)| ≤ ∆ and without disturbances the output y2 is always smaller than σ1(∆); in the presence of
are allowed. For |h2(x0)| > ∆ trajectories should converge to the subset where |h2(x)| ≤ ∆.
The solvability of this problem imposes that the outputs to be controlled are such that the intersection of the set y1 = 0 with the set |y2(x)| ≤ ∆ is non-empty. Therefore, we shall assume (-cf. . Theorem 1 later) that there exist ρ ∈ K and ρ0 > 0 such that, for all x ∈ R n ,
Also, note that Ineq. (4) may imply (5) only for t ≥ 0 such that h1(x(t)) is relatively small.
In the context of this paper we assume that independent output regulators are given then, we design a supervisor that orchestrates the switching between the regulators so as to guarantee that (4) and (5) hold.
Assumption 1. There exist controls uj
has continuous solutions x(t) defined for all t ≥ 0, the functions uj (x( · )) are right-continuous and the system (7) is SIIOS with respect to outputs yj and input d with functions βj ∈ KL, γ ∈ K. Moreover, there exist continuous functions ωj :
• ω1 is non-decreasing with respect to the first three arguments and increasing with respect to the last argument; • ω2 is non-decreasing with respect to the first three arguments, non-increasing with respect to the last argument and
and the output trajectories ofẋ
In particular, we assume that control u1 guarantees that the system satisfies an estimate similar to (4) with known upper estimate for y2. Control u2 also implies that an estimate similar to (4) holds for the output y2 which is a stronger than (5).
IV. MAIN RESULTS
By assumption we dispose of two controls which independently solve the output regulation problem for y1 and y2. We propose a supervisor to combine the controls u1 and u2 so as to ensure that (4), (5) hold for the closed-loop system. We assume that control u2 is immediately activated in the event that the output y2 reaches for the predefined level ∆; u2 remains active for a minimum amount of time τD > 0 (dwell-time) units of time to ensure convergence of the system trajectories to the set {|y2(t)| ≤ ∆}. To ensure a better performance we switch on control u1 under the condition that |y2(t)| ≤ δ, where δ < ∆ is a design parameter. Then, the switched control takes the form
where i : R+ → { 1, 2 } is piecewise constant. The supervisor is defined as
where tj, j = 0, 1, 2, ... are switching instants, j is the number of the last switch; τD > 0 is the dwell-time constant and conditions on the threshold δ > 0 are specified below. The control (8) equals to control u1 in set X1 (when amplitude of output y2 is smaller than some δ) and to control u2 in the set R n \X2 (in this case norm of the output y2 is bigger than ∆ and stabilization is required). The signal i(t) takes constant values in the set N = X2\X1 and plays a role of hysteresis in the system. Since N may be non-compact dwell-time is used to avoid chattering however, dwell-time is used only for the control u2 which is in charge of the "stabilization" goal. If the trajectory leaves the set X2 then, without dwell-time, the control u2 is switched on to guarantee (5).
Theorem 1. Let Assumption 1 and the following hold.
• Let D be a non-negative reals and define the set of
• let R1 ≥ 0 and assume that Ineq. (6) holds then, define X = { x ∈ R n : |h1(x)| ≤ R1 } and R2 = ρ(R1) + ρ0;
• consider ω1 and ω2 generated by Assumption 1 and assume that there exist δ and ∆ such that
• let β1, β2 ∈ KL be generated by Assumption 1, τD ≥ 0 and λ ∈ (0, 1) be such that T1 : R+ → R+ is a solution of ∆ = ω1(s, δ, D, T1(s)) for all s ≥ 0 and, defining
Then, the system (3), (8) , (9) is forward complete and for all x0 ∈ X, d ∈ Ω and all t ≥ t0 ≥ 0 we have
Remark 1. As it can be seen from the proof of Theorem 1 -cf. Section ??, control u1 should satisfy Assumption 1 only in the set X2 (since it is active only in this set). In this case control u1 is "local" (set X2 can be non compact in general case) and control u2 is global.
The condition (10) of the theorem implies, that the output y1 of system (7) with u1, decreases by a factor of λ during the time T1 while the output y2 does not exceed the threshold ∆. On the other hand, from (10), while output y2 of (7) with control u2 goes below the threshold δ, the output y1 does not increase. In this case, consecutive switching between the controls u1 and u2 in (7) implies that output y1 decreases. The properties of system (7) with u2, introduced in Assumption 1, ensure the desired boundedness of the output y2.
• In Theorem 1 it is required that the closed-loop system satisfy (5) -cf. (13) and, as opposed to (4), the weaker estimates (11) and (12) . The following Corollary establishes an exponential bound by imposing, besides the latter estimates, a specific rate of convergence.
Corollary 1. Let all conditions of Theorem 1 hold, T1(s) ≤ τ1
for 0 ≤ s ≤ R3, s1, s2, s3, s4 ∈ R+, σ1, σ2, σ3, σ4 ∈ K and ω2(s1, s2, s3, s4) ≤ σ2(s2) (σ1(s1) + σ3(s3) + σ4(s4)), Then, for all initial conditions x0 ∈ X, d ∈ Ω and t ≥ t0 ≥ 0
Condition (14) implies (4) and under conditions of the corollary the switched system (3), (8) , (9) admits all desired properties. The main disadvantage of Theorem 1 and the Corollary 1 relies in the complexity of the conditions. When no disturbances are considered we can simplify the conditions in following way.
Theorem 2 (without disturbances). Let Assumption 1 hold,
Assume that there exist ∆ and δ satisfying ∆ > max{ δ, ρ0, ω1(s, δ, D, 0)} and let T1 : R+ → R+ be the solution of ∆ = ω1(s, δ, 0, T1(s)), s ≥ 0 and τD ≥ 0 satisfy β2(∆, τD) = δ. Furthermore, let β1(s, T1(s)) < s, 0 < s ≤ R3,
Then, the system (3), (8) , (9) is forward complete and for all initial conditions x0 ∈ X and t ≥ t0 ≥ 0 it holds that:
Condition (15) means that the the output trajectories of (7) under control u1 i.e., y1, is strictly decreasing while during activity of control u2 the output y1 does not increase and the output y2 passes from level ∆ to δ. In this case the supervisor (9) provides for the system (3) with uniting control (8) the desired boundedness and convergence of the output y1 to zero with estimate (5) for the output y2.
A. Example: control of a unicycle with collision avoidance
Consider the unicycle model:
where x ∈ R, y ∈ R are Cartesian coordinates on the plane, θ ∈ R is the angle of the driving-wheel, u1 ∈ R and u2 ∈ R are controls and u = (u1, u2). It is required to drive the robot from any position to the origin on the plane (i.e., to stabilize the point x = y = 0). Additionally, it is assumed that there are obstacles on the plane, which must be avoided during maneuvers. The obstacles are defined as follows: for a given set Z = { (ξi, ψi, ρi) } i=1,N the pairs (ξi, ψi) define the coordinates of the obstacles' centers on the plane and ρi > 0 denote safety distances to the centers which must be maintained during the robot's motion. N > 0 is the number of obstacles. We assume that the robot always starts at an initial position far from the obstacles and that for any
The last condition means that between any obstacles there always exists a space where the robot can pass through.
Based on the previous set-up we choose the outputs to be regulated as:
The first output is the distance to the origin on the plane, the second output is the inverse of the distance to the set Z. In this case, if output y2 goes to zero the distance to the set Z goes to infinity hence, preserving the values of output y2 sufficiently small we can ensure collision avoidance.
In accordance with the proposed approach it is necessary to design two controls which provide independent stabilization of the outputs y1 and y2 in the sense of Assumption 1. Then, the supervisor (9) ensures the desired position stabilization with collisions avoidance. As is well-known the unicycle is not stabilizable via smooth stationary feedback; here, we use right-continuous controls as imposed by the main results. Control Task 1: stabilization. This task consists in steering the unicycle to the origin of the plane i.e., in stabilizing y1 = 0. Consider the Lyapunov function V1(y1) = 0.5 y 2 1 whose time-derivative isV1 = (x cos(θ) + y sin(θ)) u1. Let θ0 = atan( y x −1 ) be the angle between a line connecting the origin to the point (x, y) on the plane and the horizontal axis. Then, x y −1 1 = cos(θ0), y y −1 1 = sin(θ0). Define θ = θ0 + π + α, where θ0 + π is the desired unicycle orientation, θ and α ∈ [−π, π] is the deviation from the reference θ0 + π. Then,V1 = (cos(θ0) cos(θ) + sin(θ0) sin(θ)) y1 u1 = cos(θ0 − θ) y1 u1 = − cos(α) y1 u1. Hence,
with 0 < κ < 0.5 ensures negative semi-definiteness ofV . Sincė α = u2 + sin(α) y −1 1 u1, by substituting the control
we obtainα = −k1 α which implies exponential decreasing for the deviation variable α(t) = α(0) exp(−k1 t). For such α(t) both proposed controls have only one jump hence, are rightcontinuous as required. Note that for |α| > κ π we haveV1 = 0, while for |α| ≤ κ π V1 ≤ −cmin y
which also implies that |y1(t)| → 0 exponentially. The time interval when |α| > κ π is bounded by Tmax = 1 k1 ln
This is the time required for the controller u2, to make the robot turn from angle ±π to ±κ π). Then, the variable y1 satisfies the exponential estimate:
Task 2: Obstacle avoidance. We design now the controller u2.
To that end, we assume without loss of generality (since between any obstacles there is a minimal distance) that the control goal is to avoid the obstacle parameterized by (ξi, ψi, ρi). The control u2 must be such that the distance from level ρi (when control is switched on) up to the level Ri > ρi increases -cf. Fig. 1 .
then, control u2 must ensure that the output y2 decreases from ∆i to δi. An additional requirement is that the distance y1 does not increase; this restricts the set of possible directions for the angle θ. For illustration, consider an obstacle within a circle centered at a point C and a trajectory with initial conditions (x0, y0) at point A which is the point of intersection of the trajectory and the circle centered at point C and of radius ρi. The control u2 which becomes active when the robot is located at point A, has to push the trajectory outside the circle with radius Ri but not exceeding point B in module i.e., the actual robot path must remain below the arc centered at the origin and with radius, the module of point B 3 . Let (xA, yA) be the coordinates of the point A relative to point B are
A . The sign of the square root in yB should be chosen such that the following property is satisfied:
where θC , θA and θB are corresponding angles between the horizontal axis and the lines to points C, A, B shown in Fig.  1 . Roughly, the last equality ensures that the robot is steered by the controls away from the obstacle. The so-calculated point B indicates the direction such that the distance to the obstacle increases while not increasing the distance to the origin. See Fig.  1 .
Let us now consider the Lyapunov function
whose time derivative iṡ
where angle θI is shown in Fig. 1 , it defines the orthogonal direction from the center of the obstacle (movement in this direction will increase the distance to the obstacle in the fastest way). The goal direction, which determines the point B can be defined by the angle θg = atan( (yB − y) (xB − x) −1 ), which is also shown in Fig. 1 . Let θ = θg − α, where α ∈ [−π, π] is the deviation from the desired angle θg, thenV2 = − cos(θI − θg + α) y 3 2 u1. The variable α obeys the following differential equation:
If |θI − θg| < 0.5 π, then there exists 0.5 > ε > 0 such that
ensure thatV2 ≤ 0 and exponential convergence to zero of error variable α, k2 > 0. Indeed, in this caseα = −k2 α and α(t) = α(0) exp(−k2 t), for |α| ≤ ε π the inequalityV2 ≤ − 2 dmin V2 holds, where dmin = min |α| ≤ επ { cos(θI − θg + α) } > 0. For the case |α| > ε π we haveV2 = 0. Thus the distance to the obstacle 3 In case A coincides with D, the point B can be determined arbitrarily to the right or left of segment (O,C,D) . In the previous computations we have implicitly assumed that |θI − θg| < 0.5 π; if this does not hold (for instance, if the point A lies "too" close to point D) then, the distance to the obstacle can decrease proportionally to ε, ρi and Ri, entailing that the unicycle enters the obstacle boundary. However, there always exists χ > 1 such that y2(t) ≤ χ y2(0) exp(−dmin[t − T ′ max ]). We conclude that the system with controllers u1 and u2 satisfy the conditions of Assumption 1 hold and, in the absence of input disturbances, we can apply the result of the Theorem 2.
For the purpose of simulation, we used N = 1, ξ1 = ψ1 = 0.5, ρ1 = 0.5, R1 = 0.55, k1 = k2 = 5, κ = 1/3, ε = 1/24. The phase curves of the unicycle converging to the origin with a constrained motion are depicted in Fig. 2 .
V. CONCLUSION
We have posed a problem of output regulation with respect to two outputs. The proposed solution consists in a supervisor that ensures input-output stability in the sense that one output is driven to zero (resp. a small compact in the presence of disturbances) and another is kept within a pre-specified bound. The second output is used to generate the switching signal that defines the supervisor. Typically, motivated by technical obstructions, in switched or supervisory systems theory a single output is used for switching; this has been overcome in this paper. A simple amid motivating example is presented: switched output regulation of the unicycle ensuring obstacle avoidance.
