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LIMIT ALGEBRAS AND INTEGER-VALUED COCYCLES,
REVISITED
ELIAS G. KATSOULIS AND CHRISTOPHER RAMSEY
Abstract. A triangular limit algebra A is isometrically isomorphic to
the tensor algebra of a C∗-correspondence if and only if its fundamen-
tal relation R(A) is a tree admitting a Z+0 -valued continuous and co-
herent cocycle. For triangular limit algebras which are isomorphic to
tensor algebras, we give a very concrete description for their defining
C∗-correspondence and we show that it forms a complete invariant for
isometric isomorphisms between such algebras. A related class of opera-
tor algebras is also classified using a variant of the Aho-Hopcroft-Ullman
algorithm from computer aided graph theory.
1. Introduction
In this paper we explore the common ground between two important
classes of operator algebras: triangular limit algebras and tensor algebras
of C∗-correspondences. The limit algebras were introduced in the 80’s by
Power [42] and Peters, Poon and Wagner [35] and in a broader context
by Muhly and Solel [29]. These algebras were studied extensively in the
90’s by many authors, including [7, 12, 13, 14, 17, 25, 35, 34, 41, 40].
The tensor algebras of C∗-correspondences form a newer class of algebras
which continues to be at the cutting edge of scientific inquiry. This class
of operator algebras incorporates as examples many classes of operator al-
gebras that have been studied independently in the past, including semi-
crossed products of C∗-algebras [31], quiver (or graph) algebras [27] and
non-commutative disc algebras [39], to mention just a few. The tensor al-
gebras were introduced by Muhly and Solel in [27] soon after Pimsner’s
seminal paper [36]. Contributions here include the work of various authors
as well [6, 11, 18, 19, 22, 26, 39, 38].
Our primary objective is to characterize which operator algebras belong
simultaneously to both classes mentioned above. In the finite dimensions,
a limit algebra is just a digraph algebra; a triangular digraph algebra is
isometrically isomorphic to the tensor algebra of a C∗-correspondence if
and only if its digraph is the transitive completion of an out-forest. (See
below for definitions.) In the infinite dimensions a useful answer has to be
more involved and requires the concept of the fundamental relation. This is
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achieved in Theorem 3.11 where we show that a triangular limit algebra A
is isometrically isomorphic to the tensor algebra of a C∗-correspondence if
and only if its fundamental relation R(A) is a tree admitting a Z+0 -valued
continuous and coherent cocycle.
Theorem 3.11 relates to earlier work of others and has some interesting
applications. The concept of a tree semigroupoid first appeared in [28], in
an important study of a related class of operator algebras, the so called tree
algebras. (Following [5], the tree algebras will be called semi-Dirichlet in
this paper.) Cocycles on non-selfadjoint operator algebras have been studied
before in a slightly different context [34, 33, 45] and our results enrich these
studies. Using Theorem 3.11 we do show that the triangular limit algebras
which are also tensor algebras are exactly the direct limits of their finite
dimensional counterparts, under appropriate embeddings (see Theorem 4.5).
This puts an old result of Poon and Wagner [37, Theorem 2.9] in a new
perspective. In Proposition 4.1, we give examples of Dirichlet algebras which
are not isometrically isomorphic to tensor algebras, thus strengthening a
recent result of Kakariadis [18]. Also Proposition 4.3 gives new examples of
semi-Dirichlet algebras which are neither Dirichlet nor tensor algebras. This
continues a theme originating from [23] and provides (yet another) class of
examples that answer a question of Ken Davidson.
In the last section of the paper we classify the various algebras appear-
ing in this paper. It is still an open problem whether or not the unitary
equivalence class of a C∗-correspondence forms a complete invariant for iso-
metric isomorphisms between the associated tensor algebras. Nevertheless,
for the class of tensor algebras considered here, the answer is affirmative as
Corollary 5.3 shows. This is accomplished by showing that the defining C∗-
correspondence for a tensor algebra A, which is isometrically isomorphic to
a triangular limit algebra, can actually be materialized as an appropriate
invariant subset of its fundamental relation R(A) (Theorem 5.2). The result
then follows from a well-known result of Power [41, Theorem 7.5]. In the
same section, we also classify another class of limit algebras, the so-called
tree-refinement algebras, which are semi-Dirichlet but not isomorphic to
tensor algebras. These algebras generalize the familiar refinement algebras
and interestingly their classification requires a variant of the Aho-Hopcroft-
Ullman algorithm [1] from computer aided graph theory.
2. preliminaries
Let D be a C∗-algebra. An inner-product right D-module is a linear space
X which is a right D-module together with a D-valued inner product 〈·, ·〉
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that satisfies
〈ξ, λζ + η〉 = λ 〈ξ, ζ〉+ 〈ξ, η〉
〈ξ, ηd〉 = 〈ξ, η〉 d
〈η, ξ〉 = 〈ξ, η〉∗
〈ξ, ξ〉 ≥ 0; if 〈ξ, ξ〉 = 0 then ξ = 0,
with ζ, η, ξ ∈ X, λ ∈ C and d ∈ D. For ξ ∈ X we write ‖ξ‖2X := ‖〈ξ, ξ〉‖D
and one can deduce that ‖·‖X is actually a norm. Equipped with that norm,
X will be called a Hilbert D-module if it is complete and will be denoted
as XD, or simply X.
For a Hilbert D-module X we define the set L(X) of the adjointable maps
that consists of all maps s : X → X for which there is a map s∗ : X → X
such that
〈sξ, η〉 = 〈ξ, s∗η〉 , ξ, η ∈ X.
The compact operators K(X) ⊆ L(X) is the closed subalgebra of L(X)
generated by the “rank one” operators
θξ,η(z) := ξ 〈η, z〉 , ξ, η, z ∈ X
Definition 2.1. A C∗-correspondence (X,D,ϕ) consists of a Hilbert D-
module (X,D) and a left action
ϕ : D −→ L(X).
If ϕ is injective then the C∗-correspondence (X,D,ϕ) is said to be injective.
A (Toeplitz) representation (π, t) of X into a C∗-algebra B, is a pair
consisting of a ∗-homomorphism π : D → B and a linear map t : X → B,
such that
(i) π(d)t(ξ) = t(ϕX(d)(ξ)),
(ii) t(ξ)∗t(η) = π(〈ξ, η〉X),
for d ∈ D and ξ, η ∈ X. An easy application of the C∗-identity shows that
(iii) t(ξ)π(d) = t(ξd)
is also valid. A representation (π, t) is said to be injective iff π is injective.
In that case t is an isometry.
Definition 2.2. The tensor algebra T +X is the norm-closed subalgebra of
TX generated by all elements of the form π∞(a), t∞(ξ), a ∈ A, ξ ∈ X, where
(π∞, t∞) denotes the universal Toeplitz representation of (X,A,ϕ).
A special class of C∗-corespondences arises from the class of finite directed
graphs. Let G = (G0, G1, r, s) be a finite graph, where G0, G1 denotes the
vertex and edge sets respectively and r, s : G1 → G0 the range and source
maps respectively. Let D = c0(G
0), XG = c0(G
1)
〈ξ, η〉 (p) =
∑
s(e)=p
ξ(e)η(e), ξ, η ∈ XG, p ∈ G0
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and
(
ϕ(f)ξg
)
(e) = f(r(e))ξ(e)h(s(e)), with ξ ∈ XG, f, g ∈ D and e ∈ G1.
Let (π, t) be a non-degenerate Toeplitz representation of the graph corre-
spondence (XG,D). Let Lp = π(1p), p ∈ G0 and Le = t(1e), e ∈ G1, where
1e ∈ XG denotes the characteristic function of the singleton {e}, e ∈ G1 and
similarly for 1g ∈ D, with g ∈ G0. Then LpLq = π(1p1q) = δp,qLp, where
p, q ∈ G0. Also,
L∗eLf = t(1e)
∗t(1f ) = π(〈1e, 1f 〉) = 0, for e, f ∈ G1, e 6= f
and similarly L∗eLe = Ls(e), e ∈ G1. It is clear that the family {Le}e∈G1
of partial isometries and {Lp}p∈G0 of projections obey the Cuntz-Krieger-
Toeplitz relations
(1)


(1) LpLq = 0 ∀ p, q ∈ G0, p 6= q
(2) L∗eLf = 0 ∀ e, f ∈ G1, e 6= f
(3) L∗eLe = Ls(e) ∀ e ∈ G1
(4) LeL
∗
e ≤ Lr(e) ∀ e ∈ G1
(5)
∑
r(e)=p LeL
∗
e ≤ Lp ∀ p ∈ G1
Conversely given a family {Le}e∈G1 of partial isometries and {Lp}p∈G0
of projections obeying the Cuntz-Krieger-Toeplitz relations of (1), we can
define a Toeplitz representation of the graph correspondence (XG,D) by
setting π(1p) = Lp, p ∈ G0, t(1e) = Le, e ∈ G1 and extending by linearity.
In this case the tensor algebra of (XG,D) is the familiar quiver algebra T +G
of Muhly and Solel [27].
A maximal abelian selfadjoint subalgebra (masa) D of an AF C∗-algebra
C is said to be regular canonical provided that there exists a nested sequence
of finite dimensional C∗-algebras {Cn}∞in=1 so that the following are satisfied
(i) C = ∪nCn
(ii) Dn = Cn ∩ D is a masa in Cn, for all n ∈ N, and D = ∪nDn
(iii) NDn(Cn) ⊆ NDn+1(Cn+1), for all n ∈ N,
where
NY (X) = {x ∈ X | (x∗x)2 = x∗x and xyx∗, x∗yx ∈ Y, for all y ∈ Y }.
Alternatively such masas can be described as follows. Consider an AF C∗-
algebra C as a direct limit C = lim−→(Cn, ρn), where each Cn is direct sum of full
matrix algebras and all the embeddings ρn are regular, i.e., they map matrix
units to sums of matrix units. Then the subalgebra D ⊆ C determined by the
(sub)system D = lim−→(Dn, ρn), where each Dn ⊆ Cn consists of the diagonal
matrices, is a regular canonical masa.
In the sequel we will work exclusively with operator algebras A ⊆ C
which contain a canonical masa, i.e., regular canonical subalgebras of AF C∗-
algebras. We call such algebras limit algebras. By inductivity [41, Theorem
4.7] this implies that for such an algebra A, each of the subalgebras Cn∩A is
a finite dimensional CSL algebras containing Dn as a masa and the inclusion
NDn(An) ⊆ NDn+1(An+1)
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is satisfied for all n ∈ N. Alternatively such algebras can be described as
direct limit algebras of digraph algebras, i.e., subalgebras of the k × k ma-
trices over C containing the diagonal matrices. This is done as follows. Let
D = lim−→(Dn, ρn) be a canonical masa of an AF C
∗-algebra C = lim−→(Cn, ρn)
as in the previous paragraph, and let all {An}∞n=1 be digraph subalgebras
of Cn with ρ(An) ⊆ An+1, for all n ∈ N. Then A = lim−→(An, ρn) is a reg-
ular limit algebra and any regular limit algebra arises this way. If A is
a regular canonical subalgebra of an AF C∗-algebra, then the quadruple{An, Cn,Dn, ρn}∞n=1 is said to be a presentation for A. Recall that an oper-
ator algebra A contained in a C∗-algebra C is called triangular if A∩A∗ = D
is abelian (and a masa in this context).
A special but important class of triangular limit algebras are the strongly
maximal TAF algebras (for triangular AF). These are limit algebras of the
form A = lim−→(An, ρn) as in the previous paragraph, with the extra require-
ment that each An consists of direct sums of upper triangular matrices.
Example 2.3. Let {eij}ni,j=1 denote the usual matrix unit system of the
algebra Mn(C) of n × n complex matrices. An embedding σ : Mn(C) →
Mmn(C) is said to be standard if it satisfies σ(eij) =
∑m−1
k=0 ei+kn,j+kn,
for all i, j. If A = lim−→(An, ρn) is a limit algebra with all the embeddings
ρn : An → An+1, n ∈ N, being direct sums of standard embeddings, then A
is said to be a standard limit algebra.
Finally some terminology from graph theory. A finite (weakly) connected
graph G is said to be an out-tree (or arboresence) iff for a vertex p (called
the root) and any other vertex q, there is exactly one directed path from p
to q. In other words, an out-tree is a finite directed graph where no vertex
receives more than one edge and its underlying undirected graph is both
connected and acyclic. An out-forest is a finite disjoint union of out-trees.
3. Identifying which triangular limit algebras are isomorphic
to tensor algebras
Let A be a limit algebra with presentation {An, Cn,Dn, ρn}∞n=1 and let D⋆
be the Gelfand spectrum of its canonical masa D = lim−→(Dn, ρn). If p ∈ D is
a projection, let p˜ = {x ∈ D⋆ | x(p) = 1}. Each matrix unit e ∈ An, n ∈ N,
induces a partial homeomorphism
e˜e∗ ∋ x(·) 7−→ x(e · e∗) ∈ e˜∗e.
Let eˆ ⊆ D⋆ × D⋆ denote the graph of that partial homeomorphism. We
define
R(A) =
⋃{
eˆ | e is a matrix unit in ∪n An
}
.
We topologize R(A) by using as a basis of open sets all sets of the form
eˆ, where e is ranging over all matrix units in ∪nAn. We call the AF-
semigroupoid R(A) the spectrum or fundamental relation of A.
6 E.G. KATSOULIS AND C. RAMSEY
Definition 3.1. Let A be a triangular limit algebra and let R(A) be the
associated AF-semigroupoid on the Gelfand space D⋆ of its canonical masa
D. A real valued function δ : R(A)→ R is said to be a cocycle if it satisfies
the following
(i) δ(x, z) = δ(x, y) + δ(y, z), for all (x, y), (y, z) ∈ R
(ii) δ−1({0}) = D̂ ≡ ∪e∈D eˆ.
If δ
(R(A)) ⊆ Z+0 = {0, 1, 2, . . . } then δ is said to be a Z+0 -valued cocycle.
An integer valued cocycle δ on R(A) is said to be coherent if any element
in δ−1({k}), k = 2, 3, . . . , can be written as the product of k elements from
δ−1({1}).
The concept of a cocycle has been studied before in the context of limit
algebras in a different but nevertheless related setting [32, 34, 33]. These
authors considered continuous Z-valued cocycles defined on the AF-groupoid
of the enveloping C∗-algebra, satisfying only property (i) in Definition 3.1
and the additional property that the inverse image of the non-negative values
of the cocycle coincides with the semigroupoid of the limit (sub)algebra. For
strongly maximal TAF algebras, these two concepts of cocycle coincide.
Proposition 3.2. Let A = lim−→(An, ρn) be a strongly maximal TAF algebra
with enveloping C∗-algebra C = lim−→(Cn, ρn) and diagonal D. Let R(C) andR(A) be the AF-(semi)groupoids associated with C and A respectively. If δ :
R(A)→ Z+0 is a continuous coherent cocycle then δ extends to a continuous
coherent cocycle δ˜ : R(C)→ Z with δ˜−1([0,∞)) = Â.
Proof. Since A is strongly maximal then given any (x, y) ∈ R(C), either
(x, y) ∈ R(A) or otherwise (y, x) ∈ R(A). In the first case set δ˜(x, y) =
δ(x, y) or otherwise δ˜(y, x) = −δ(x, y). It is easy to see that this defines the
desired cocycle δ˜ : R(C)→ Z.
Even though there is no distinguishing between the two concepts of co-
cycle in the strongly maximal TAF case, the situation changes dramatically
if one removes maximality.
Example 3.3. Consider the out-tree G appearing below
1
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and let A be the digraph algebra corresponding to the transitive completion
of G. (Note also that A ≃ T +G .) It is immediate that the only coherent
cocycle d : R(A)→ Z+0 satisfies d(ê31) = d(ê43) = d(ê21) = {1}. Therefore,
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any cocycle δ˜ : R(C∗(A)) → Z extending d would satisfy d(ê42) = {1}
and d(ê32) = {0}. Clearly it would be impossible from such a cocycle to
recapture either D or A since D 6= δ˜−1({0}) and A 6= δ˜−1([0,∞))
Having ascertained the necessity of using cocycles defined only on the
semigroupoid of the limit algebra we now have.
Theorem 3.4. Let A be a triangular limit algebra, i.e., triangular regular
canonical subalgebra of an AF C∗-algebra. If A is isometrically isomorphic
to the tensor algebra of a C∗-correspondence, then R(A) admits a (neces-
sarily unique) Z+0 -valued continuous and coherent cocycle.
Proof. Assume that A = lim−→(An, ρn) is isometrically isomorphic to the
tensor algebra T +X of a C∗-correspondence (X,D). Now the fixed point
algebra of the natural gauge action {ψz}z∈T on T +X equals the diagonal
(T +X )∗ ∩ T +X = D and Xn = X ·X · . . . ·X ⊆ T +X coincides with the set of
all x ∈ T +X with ψz(x) = znx, z ∈ T. Furthermore a standard trick with the
Fejer kernel implies that the linear space generated by D and all Xn, n ∈ N,
is dense in T +X .
Since A is isometrically isomorphic to T +X , it inherits the action {ψz}z∈T.
And since an isometric isomorphism maps diagonals to diagonals, the fixed
point algebra of that action is D. We may assume that X ⊆ A and the left
action on X comes from the diagonal D. Finally, the linear space generated
by D and all Xn, n ∈ N, is dense in A.
Let us say that a matrix unit e ∈ A is k-graded if ψz(e) = zke, for some
k ∈ Z+0 and all z ∈ T. Let F(X) denote the linear space generated in A by
all finitely graded matrix units.
Claim 1: All matrix units in A belong to F(X).
Assume instead that there is a matrix unit e ∈ An with e /∈ F(X)∩An and
so e /∈ F(X) ∩ Am, for all m ≥ n. Since each F(X) ∩ Am is a Dm-module,
dist(e,F(X) ∩ Am) = 1 and so
(2) dist(e,F(X)) = 1.
On the other hand X is inductive in A since it is a D-bimodule. Thus, by
this inductivity and the fact that the embeddings are regular X is generated
as a normed space by its matrix units. In the same way for each n ≥ 1,
Xn is a D-bimodule and again is generated by the matrix units it contains.
Therefore linear combinations of finitely graded matrix units are dense, i.e.,
F(X) is dense in A. But this contradicts (2) and proves the claim.
We will now use the claim in order to build a cocycle δ : R(A) → Z+0 .
If (x, y) ∈ R(A) then by definition there exists a matrix unit e so that
(x, y) belongs to its graph eˆ. By the claim above, there exist finitely graded
matrix units e1, e2, . . . , es so that e =
∑s
i=1 ei and so there exists i0 so that
(x, y) ∈ eˆi0 . If ei0 is k-graded then we set δ(x, y) ≡ k. Since summands of
finitely graded matrix units maintain their grading from ψz, the mapping δ
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is well-defined. Furthermore δ : R(A)→ Z+0 maintains the same value over
the clopen set eˆi0 . In other words, if δ(x, y) = k for some (x, y) ∈ R(A)
then the same is true for a neighborhood of (x, y). Hence δ is continuous.
Assume that (x, y), (y, z) ∈ R(A). If (x, y) ∈ eˆ and (y, z) ∈ fˆ , then
(x, z) ∈ êf . Use the claim above to write e =∑si=1 ei and f =∑tj=1 fj as
sums of finitely graded matrix units in some Am and so
ef =
s∑
i=1
t∑
j=1
eifj,
with each eifj elementary. If (x, z) ∈ êi0fj0 , then (x, y) ∈ êi0 and (y, z) ∈ f̂j0 .
Hence
zδ(x,z)ei0fj0 = ψz(ei0fj0) = ψz(ei0)ψz(fj0)
= zδ(x,y)+δ(y,z)ei0fj0,
and so δ satisfies the cocycle condition.
We now show that δ : R(A) → Z+0 is coherent. Suppose (x, y) ∈ R(A)
with δ(x, y) = n, n ≥ 2. Hence there exists a finitely graded matrix unit e
with (x, y) ∈ eˆ and ψz(e) = zne. By the first paragraph of the proof and
the inductivity of X, we can 1/2-approximate e with a sum of the form∑s
i=1 λiei, ei ∈ Xn ∩ Am, i = 1, 2, . . . , s, m ∈ N; furthermore, each ei
can be assumed to be a product of matrix units from X. But then all the
summands of e in Am have to coincide with one of the ei in the sum above.
In particular, there exists ei which is a product of matrix units from X so
that (x, y) ∈ êi. This shows that δ is coherent.
Finally assume that δˆ : R(A) → Z+0 is another coherent cocycle and let
(x, y) ∈ R(A). We claim that δˆ(x, y) ≤ δ(x, y). Indeed if δˆ(x, y) = n, then
(x, y) = (x, x1)(x1, x2) . . . (xn−1, y)
with each one of the factors on the right side of the above equation belonging
to δˆ−1({1}); in particular xi−1 6= xi, for all i = 1, 2, . . . , n. But then the
cocycle condition implies that
δ(x, y) = δ(x, x1) + δ(x1, x2) + · · ·+ δ(xn−1, y) ≥ n = δˆ(x, y),
as desired. By reversing the roles of δ and δˆ in the above argument we also
obtain that δˆ(x, y) ≥ δ(x, y), which shows the uniqueness of δ.
In order to characterize which limit algebras are isometrically isomorphic
to tensor algebras we need two ingredients. One is of course the concept of
a Z+0 -valued cocycle that we have been discussing so far. The other one is
contained in the following definition. (Compare with [28, Proposition 4.7].)
Definition 3.5. Let R be an AF-semigroupoid on D⋆. We say that R is a
tree if for any three points x, y, z ∈ D⋆ with (x, y), (x, z) ∈ R, we have that
y and z are comparable, i.e., either (z, y) ∈ R or (y, z) ∈ R.
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We need the following elementary result.
Lemma 3.6. Let (X,D) be a C∗-correspondence with D an abelian C∗-
algebra. Let ξ, η ∈ X and assume that there exists a positive contraction
d ∈ D so that ξd = ξ and ηd = 0. Then,
‖ξ + η‖ ≤ max{‖ξ‖, ‖η‖}.
Proof. Note that
〈ξ, η〉 = 〈ξd, η〉 = d∗ 〈ξ, η〉
= 〈ξ, η〉 d = 〈ξ, ηd〉
= 0.
Hence,
0 ≤ 〈ξ + η, ξ + η〉 = 〈ξ, ξ〉+ 〈η, η〉 = 〈ξ, ξd〉 + 〈η, η(1 − d)〉
= d1/2 〈ξ, ξ〉 d1/2 + (1− d)1/2 〈η, η〉 (1− d)1/2
≤ ‖ξ‖2d+ ‖η‖2(1− d)
≤ max{‖ξ‖2, ‖η‖2}1,
as desired.
We are in position to state and prove the first half of our main result.
Theorem 3.7. Let A be a triangular limit algebra. If A is isometrically
isomorphic to the tensor algebra of a C∗-correspondence, then R(A) is a
tree admitting a Z+0 -valued continuous and coherent cocycle.
Proof. Let
{An, Cn,Dn, ρn}∞n=1 be a presentation for A. HenceD = lim−→(Dn, ρn) is a canonical masa of the AF C∗-algebra C = lim−→(Cn, ρn)
and all {An}∞n=1 are digraph subalgebras of Cn with An ∩ A∗n = Dn and
ρ(An) ⊆ ρ(An+1) for all n ∈ N. Finally, A = lim−→(An, ρn).
Assume that there exists a C∗-correspondence (X,D) and an isometric
isomorphism ϕ : T +X → A. Hence ϕ(D) = D. Theorem 3.4 implies now the
existence of an integer valued continuous and coherent cocycle δ : R(A)→
Z+0 with δ
−1({0}) = D. As we saw in the proof of Theorem 3.4, we also
have δ−1({1}) = ϕ̂(X).
In order to show that R(A) is a tree let (x, y), (x, z) ∈ R(A). We are to
show that either (x, y) is a factor of (x, z) or otherwise (x, z) is a factor of
(x, y). If either x = y or x = z, then there is nothing to prove. Otherwise,
since δ is coherent we have
(x, y) = (x, y1)(y1, y2) . . . (yk, y)
(x, z) = (x, z1)(z1, z2) . . . (zl, z)
with each one of the factors on the right side of the above equations belonging
to δ−1({1}). Without loss of generality assume that k ≤ l.
We claim that y1 = z1. Indeed, by way of contradiction assume otherwise.
Since δ(x, y1) = δ(x, z1) = 1, it follows from the proof of Theorem 3.4 that
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there exist matrix units e, f ∈ Ak∩ϕ(X), for some k ∈ N, so that (x, y1) ∈ eˆ
and (x, z1) ∈ fˆ . Since y1 6= z1, the matrix units e, f have orthogonal initial
spaces but the same final space. Hence
(3) ‖e+ f‖ =
√
2.
On the other hand let e = ϕ(ξ) and f = ϕ(η) for some ξ, η ∈ D⋆. Then
Lemma 3.6, with d = ϕ−1(e∗e), implies that
‖e+ f‖ = ‖ξ + η‖ ≤ max{‖ξ‖, ‖η‖} = max{‖e‖, ‖f‖} = 1.
This contradicts (3) and shows that y1 = z1.
Continuing in that fashion we can show now that y2 = z2, y3 = z3 and so
on. This implies that (x, y) is a factor of (x, z) and so R(A) is a tree.
We now focus on the converse of Theorem 3.7. For the rest of the sec-
tion we assume that A is a triangular limit algebra so that R(A) is a tree
admitting a Z+0 -valued continuous and coherent cocycle δ : R(A)→ Z+0 . In
what follows
{An, Cn,Dn, ρn}∞n=1 will always denote a presentation for A.
We say that a matrix unit in e ∈ A is 1-elementary iff eˆ ⊆ δ−1({1}). A
matrix unit is said to be k-elementary, for some k ≥ 2, if it is the product of
k 1-elementary matrix units. A matrix unit will be called elementary iff it
is k-elementary for some k ∈ N. (Compare these definitions with the second
paragraph of the proof of Theorem 3.4.) The collection of all k-elementary
matrix units is denoted as Xk, k ∈ N.
Lemma 3.8. Let A = lim−→(An, ρn) be a triangular limit algebra so that R(A)
is a tree admitting a Z+0 -valued continuous and coherent cocycle δ : R(A)→
Z+0 . Then any non-diagonal matrix unit in A can be written as the sum of
elementary matrix units from some An, n ∈ N.
Proof. It suffices to show that the graphs of all elementary matrix units
form a basis for the topology of R(A). Hence given a matrix unit e ∈ A
and (x, y) ∈ eˆ, we need to produce an elementary matrix unit g ∈ A so that
(x, y) ∈ gˆ ⊆ eˆ.
Towards this end, assume that δ(x, y) = k. Since δ is coherent, there
exist x1, x2, . . . xk−1 ∈ D⋆ so that (xi, xi+1) ∈ R(A) and δ(xi, xi+1) = 1, for
all i = 0, 1, . . . k − 1. (Here we understand that x0 = x and xk = y.) The
continuity of δ now implies the existence of matrix units f1, f2, . . . fk in A
so that (xi, xi+1) ∈ fˆi+1 for all i = 0, 1, . . . k − 1. Consider an n ∈ N so that
e and f1, f2, . . . fk all belong to some An. If c ∈ Dn is a diagonal matrix
unit with (y, y) ∈ cˆ, then ec is a matrix unit in An which is a summand of
e and so êc ⊆ eˆ. On the other hand, there exist matrix units g1, g2, . . . gk in
An so that f1f2 . . . fkc = g1g2 . . . gk; since gˆi ⊆ fˆi for all i = 0, 1, . . . k − 1,
the matrix units gi are 1-elementary. Hence, g = g1g2 . . . gk is k-elementary.
Furthermore, the matrix units ec and g of An have the same final projection
(since (x, x) belongs to both êc and gˆ) and so they agree, i.e., g = ec.
Conclusion: (x, y) ∈ gˆ = êc ⊆ eˆ and g is elementary, as desired.
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In the next lemma we will be using the following fact. Let {ei,j} be a
matrix unit system for some finite dimensional C∗-algebra and let S ⊆ {ei,j}
be some subset with the property that if ei,j ∈ S then eii, ejj ∈ S. We denote
by G(S) the directed graph whose nodes are all matrix units of the form
eii ∈ S and the edges are determined as follows: there exists an edge from
ejj to eii if and only if eij ∈ S. If G(S) happens to be an out-forest, then
the algebra alg(S) generated by S is completely isometrically isomorphic to
the tensor algebra T +G(S). This fact can be seen in many ways. For instance,
one can verify that alg(S) is a tree algebra in the sense of [9, Definition 2.2]
and then appeal to [9, Theorem 4.1]. (See also [3].)
Lemma 3.9. Let A = lim−→(An, ρn) be a triangular limit algebra so that R(A)
is a tree admitting a Z+0 -valued continuous and coherent cocycle δ : R(A)→
Z+0 . Then there exists an ascending sequence {Bn}∞n=1 of finite dimensional
subalgebras of A so that
(i)
⋃∞
n=1 Bn =
⋃∞
n=1An, and,
(ii) each Bn is completely isometrically isomorphic to the tensor algebra
of an out-forest.
Proof. For each n ∈ N, let Bn,1 be the collection of all 1-elementary matrix
units in An and let Bn be the finite dimensional subalgebra of An generated
by Bn,1 and Dn. Any 1-elementary matrix unit e ∈ An can expressed as a
sum
∑
ej of matrix units in ej ∈ An+1; since eˆj ⊆ eˆ, all these ej are also
1-elementary. This shows that the sequence {Bn}∞n=1 is ascending.
By Lemma 3.8, any matrix unit in A is either diagonal and so it belongs
to some Dn, n ∈ N, or otherwise, it is a sum of elementary units in some
An, n ∈ N, and so it belongs to the algebra generated by Bn,1. This shows
that ∪∞n=1Bn contains all matrix units in A and so ∪∞n=1Bn = ∪∞n=1An.
It remains to show that each Bn is completely isometrically isomorphic
to the tensor algebra of a tree. Fix an n ∈ N and let Gn be the finite graph
with nodes the matrix units in Dn and (directed) edges the elements of Bn,1,
i.e., Gn = G(Dn ∪ Bn,1). Clearly Bn = alg(Gn). If we show that Gn is a
directed tree where no vertex receives more than one edge, then the previous
discussion will imply that Bn ≃ T +Gn .
First notice that no vertex of Gn receives more than one edge. Indeed,
assume to the contrary that there exists node c ∈ Dn which receives two
distinct edges e1 and e2. This implies that there exist distinct x, y, z ∈ D⋆
so that (x, y) ∈ eˆ1 and (x, z) ∈ eˆ2. Since R(A) is a tree either (y, z) or (z, y)
belongs to R(A), say (y, z) ∈ R(A). But then the cocycle condition implies
1 = δ(x, z) = δ(x, y) + δ(y, z) = 1 + δ(y, z)
and so δ(y, z) = 0. Since δ−1({0}) = D̂, we obtain y = z, which is a
contradiction.
Having established that no vertex of Gn receives more than one edge,
we can now see that Gn has no (undirected) cycles. Indeed if such a cycle
existed then it would also have to be directed cycle or otherwise a vertex of
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Gn would receive two edges. But then the presence of such a directed cycle
would imply that A contains both a matrix unit and its adjoint. Which in
turn implies that there exist distinct x, y ∈ D⋆ so that (x, y), (y, x) ∈ R(A).
But then, by the cocycle condition
0 = δ(x, x) = δ(x, y) + δ(y, x) ≥ 2
which is a contradiction. Therefore, the proof is established.
For the proof of the main theorem below, we also need a result from [23]
which we have labeled there as the Extension Theorem. Below we just state
a special case of it.
Lemma 3.10. Let D ⊆ C be an inclusion of C∗-algebras and let X ⊆ C be a
closed D-bimodule with X∗X ⊆ D. If A = alg(X∪D) and s ∈ l2(N) denotes
the forward shift, then the following are equivalent
(i) A is completely isometrically isomorphic to the tensor algebra
T +(X,D) via a map that sends generators to generators.
(ii) The association
(4)
D ∋ d −→ d⊗ 1,
X ∋ ξ −→ ξ ⊗ s
extends to a well defined completely isometric map on alg(X ∪D).
Theorem 3.11. Let A be a triangular limit algebra. Then A is isometrically
isomorphic to the tensor algebra of a C∗-correspondence if and only if R(A)
is a tree admitting a (necessarily unique) Z+0 -valued continuous and coherent
cocycle.
Proof. One direction of the theorem follows from Theorem 3.7. In order to
verify the other direction, assume that R(A) is a tree admitting a Z+0 -valued
continuous and coherent cocycle.
Let X = [X1], where X1 denotes as before the set of all 1-elementary
matrix units. Clearly X ⊆ C is a D bimodule. We claim that X∗X ⊆ D.
Indeed if e, f ∈ X are matrix units then there exist matrix units e1, f1 ∈
X1 ∩ An, for some n ∈ N, so that e∗f = e∗1f1. However the matrix units in
X1 ∩ An = Bn,1 form the edges of the graph Gn where no vertex receives
more than one edge. (See the proof of Lemma 3.9.) Hence either e∗1f1 = 0
or otherwise e1 = f1 and so
e∗f = e∗1f1 = e
∗
1e1 ∈ D.
This suffices to show that X∗X ⊆ D.
By Lemma 3.9 we also have that alg(X,D) = A. Hence Lemma 3.10 will
imply that A = T +
(X,D)
as soon as we verify (4). This is done as follows.
Since each Bn is the tensor algebra of a graph, Lemma 3.10 shows that the
association Dn ∋ d −→ d⊗ 1,
Bn,1 ∋ e −→ e⊗ s
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extends to a completely isometric map ϕn defined on Bn. Furthermore since
each element in Bn,1 can be written as a sum of elements in Bn+1,1, we have
ϕn+1 |Bn= ϕn, for all n ∈ N. Hence we obtain a completely isometric map
ϕ defined on
∪∞n=1Bn = ∪∞n=1An = A
and satisfying (4), as desired.
Remark 3.12. Theorem 3.11 also clarifies another issue in the literature. In
[13] Donsig and Hopenwasser study non-selfadjoint (analytic) subalgebras
of C∗-crossed products by partial actions. Their theory incudes as examples
many familiar non-selfadjoint operator algebras, including the standard and
refinement limit algebras. Even though the C∗-crossed products by partial
actions can be described as Cuntz-Pimsner algebras of C∗-correspondences,
Theorem 3.11 says that their analytic subalgebras may fail to be tensor
algebras. This is a new phenomenon due to the partial action, since the
analytic subalgebras of C∗-crossed products by automorphisms are always
tensor algebras.
4. Special cases and applications
We address now some of the consequences of Theorem 3.11. In [5] David-
son and Katsoulis raised the question whether the class of semi-Dirichlet
algebras coincides with the class of tensor algebras of C∗- correspondences.
The question was actually open even for the subclass of Dirichlet algebras
and it was settled in the negative by Kakariadis [18] who produced various
examples of Dirichlet function algebras which are not completely isometri-
cally isomorphic to tensor algebras. We now use Theorem 3.11 to produce
additional examples of Dirichlet algebras, which actually fail to be isomor-
phic to tensor algebras even by isometric isomorphisms. The second author
also echoed these questions in [44].
First, let us recall the important definitions. An operator algebra A is
a Dirichlet algebra if A + A∗ is dense in C∗env(A) and we say that A is a
semi-Dirichlet algebra if A∗A ⊂ A+A∗ when considered as a subalgebra of
C∗env(A). This language is logical as it was proven in [5] that A is Dirichlet
if and only if A and A∗ are semi-Dirichlet.
Recall as well that a (regular) limit algebra A = lim−→(An, ρn) is said to
be a full nest algebra, if each An is isomorphic to the kn × kn upper tri-
angular matrices Tkn and the (regular, ∗-extendable) embeddings ρn satisfy
ρn(latAn) ⊆ lat(An+1) (such embeddings are called nest embeddings). The
prototypical example of a full nest algebra is the refinement limit algebra
(see Example 4.2) but there are many more. They were first studied in [16].
Proposition 4.1. A full nest algebra A is a Dirichlet algebra which is not
isometrically isomorphic to the tensor algebra of any C∗-correspondence.
Proof. Any non-diagonal matrix unit in a full nest algebra A can be written
as a sum of matrix units where at least one of them is the product of two
14 E.G. KATSOULIS AND C. RAMSEY
distinct non-diagonal matrix units. Hence A cannot support any integer
valued cocycle δ : R(A) → Z+0 satisfying δ(eˆ) ⊆ {1} for some non-diagonal
matrix unit e ∈ A. However as we saw in the proof of Theorem 3.4 such
a cocycle and matrix units do exist for an A isometrically isomorphic to a
tensor algebra.
Of course there are many more counterexamples: the alternation algebras,
the algebras A(Q) [40] and many more. All these counterexamples contra-
dict the intuition coming from our finite dimensional experience, where all
maximal triangular algebras are actually tensor algebras.
Next we want to elaborate further on the refinement embedding and pro-
duce additional examples of limit algebras with interesting properties. For
our next class of examples, the graphs that we will be considering are out-
trees. This allows us to move freely between the two concepts. Note that
these are the only graphs with satisfy such a property and at the same time
their C∗-envelope is a full matrix algebra.
Example 4.2 (Tree-refinement algebras). Let G be any out-tree and let
{kn} be a sequence of positive integers with k1 = |G0|. The tree refinement
algebra A(G, {kn}) = lim−→(T +Gn , σn) is a direct limit of graph algebras, which
we now describe.
Let {enij} be a matrix unit system for Mkn and let σn : Mkn →Mkn+1 be
the refinement embedding, n ∈ N. For notational simplicity we write
(5) σn(e
n
i,j) =
∑
s
en+1(i,s)(j,s) ∈Mkn+1(C),
i.e., en+1(i,s)(j,s) = e
n+1
(i−1)ln+s,(j−1)ln+s
, where ln = kn+1/kn.
Let G1 = G and assume that each one of the edges of G1 corresponds
uniquely to a matrix unit e1ij with i 6= j, i.e., G1n ⊆ {e1i,j}i 6=j , and similarly,
G0n ⊆ {eii}, so that these matrix units allow us to represent T +G1 faithfully
insideMk1(C). We construct now inductively out-trees G2, G3 . . . , which we
call ampliations of G, under the following scheme.
Assume that Gn has been constructed so that each of the edges of Gn
corresponds uniquely to a matrix unit enij with i 6= j, i.e., G1n ⊆ {e+i,j}i 6=j ,
and similarly, G0n ⊆ {enii}. Once again these matrix units allow us to consider
T +Gn inside Mkn(C). We consider now the graph Gn+1 so that the diagonal
matrix units of Mkn+1(C) will comprise the vertex set G
0
n+1 and the edge
set G1n+1 consists of the following matrix units
• en+1(i,s+1)(i,s)), 1 ≤ i ≤ kn and 1 ≤ s ≤ k − 1
• en+1(i,1)(j,ln), provided that enij ∈ T
+
Gn
,
where ln = kn+1/kn. Pictorially, the vertices j, i and the edge e
n
i,j of Gn are
“being replaced” in Gn+1 by the vertices and edges appearing below
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(j, 1) // (j, 2) // . . . // (j, k)
ss❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤❤
❤❤❤
❤❤❤
❤
(i, 1) // (i, 2) // . . . // (i, k)
For instance, if Gn is the Λ-graph
1
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❃❃
2 3
and σn is the refinement embedding of multiplicity 2, then Gn+1 will be the
graph
(1, 1)

(1, 2)
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(2, 1)
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(3, 1)
##●
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●●
●●
●
(2, 2) (3, 2)
It is easy to see that σn(T +Gn) ⊆ T +Gn+1 . Indeed, if σ(eni,j) is written as in
(5), then
en+1(i,s)(j,s) =
( s−1∏
z=1
en+1(i,z+1)(i,z)
)
en+1(i,1)(j,k)
( k−1∏
w=s
en+1(j,w+1)(j,w)
) ∈ T +Gn+1 .
Therefore we have a directed limit A = lim−→(T
+
Gn
, σn); the resulting limit
algebra is the tree-refinement algebra A(G, {kn}).
In the case where G1 is a total ordering, the resulting tree-refinement
algebra coincides with one of the familiar refinement limit algebras. The
situation is more interesting however when G1 is not a total ordering. The
proof of the next result is similar to that of Proposition refcounterexample.
Proposition 4.3. If G is not a total ordering then the tree-refinement al-
gebra A(G, {kn}) is a semi-Dirichlet algebra which is neither a Dirichlet
algebra nor isometrically isomorphic to a tensor algebra.
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An interesting feature of the limit algebras which also happen to be tensor
algebras, comes from the proof of Lemma 3.9.
Definition 4.4. Let G = ∪lk=1Gk be an out-forest which is the disjoint
union of out-trees G1, G2, . . . , Gl and let H be an out-tree. We say that a
∗-extendable embedding of the form
ρ : T +G = ⊕lk=1T +Gk −→ T
+
H
is a tree-standard embedding iff for any f ∈ G1 we have ρ(Le) =
∑
f Lf ,
for suitable f ∈ H1. By a slight abuse of terminology, direct sums of tree-
standard embeddings will also be called tree-standard.
It is easy to see that a tree-standard embedding ρ : ⊕lk=1T +Gk −→ T
+
H ,
where G1, G2, . . . , Gn,H are out-trees, maps the trees Gk onto “branches”
of H by “joining” the root of each Gk with one of the vertices of H by a
single vertex. Furthermore, a direct sum of such embeddings produces the
generic tree-standard embedding. Clearly all tree-standard embeddings are
regular.
The next result gives a characterization, in terms of a presentation, for
limit algebras which also happen to be isometrically isomorphic to tensor
algebras.
Theorem 4.5. Let A = lim−→(An, ρn) be a triangular limit algebra. Then A
is isometrically isomorphic to the tensor algebra of a C∗-correspondence if
and only if A admits a (perhaps different) presentation A = lim−→(A˜n, ρ˜n),
where each A˜n is the tensor algebra of an out-forest and the embeddings ρ˜n
are tree-standard embeddings.
Proof. The algebras A˜n are exactly the algebras Bn appearing in the proof
of Lemma 3.9 and the tree-standard embeddings ρ˜n are precisely the ones
arising from the inclusions Bn ⊆ Bn+1, n ∈ N.
The previous result will allow us now to conclude that the (unique) cocycle
appearing in Theorem 3.11 has a very specific description.
Let A = lim−→(An, ρn), where each An is the tensor algebra of an out-
forest Gn and the embeddings ρn are tree-standard embeddings. Given
(x, y) ∈ R(A) we define
(6) δˆ(x, y) = k, where (x, y) ∈ L̂u, with u ∈ Gkn, n, k ∈ N.
Because the embeddings ρn are tree-standard, the quantity δˆ(x, y) is well
defined, i.e., it is independent of the n ∈ N appearing in (6). Furthermore, as
a cocycle, δˆ is coherent and continuous. We call δˆ : R(A)→ Z+0 the counting
cocycle. The name comes from the strongly maximal TAF literature [34].
Indeed let A = lim−→(An, ρn) be a strongly maximal TAF C
∗-algebra and let
R(A) be the associated groupoid. If (x, y) ∈ R(A) then we define
(7) δˆ(x, y) = sup{j − i | (x, y) ∈ êi,j, with ei,j ∈ Am, for some m ∈ N}.
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This supremum is not always finite but whenever it is for all (x, y) ∈ R(A),
then it defines the counting cocycle δ : R(A)→ Z. It is a consequence of our
theory that (6) and (7) are compatible for the semigroupoid of a triangular
limit algebra which is also isomorphic to a tensor algebra.
Corollary 4.6. Let A be a triangular limit algebra. If A is isometrically
isomorphic to the tensor algebra of a C∗-correspondence, then the counting
cocycle is the unique Z+0 -valued coherent cocycle on R(A).
Theorem 4.5 also gives an alternate proof of an old result of Poon and
Wagner [37].
Proposition 4.7. [37, Theorem 2.9] Let A = lim−→(An, ρn) be a strongly
maximal TAF algebra. Then A is Z-analytic if and only if A admits a (per-
haps different) presentation A = lim−→(A˜n, ρ˜n), where each A˜n is a direct sum
of upper triangular matrix algebras and the regular ∗-extendable embeddings
ρ˜n are direct sums of standard embeddings.
Proof. The spectrum R(A) of a strongly maximal TAF algebra is always a
tree. Hence the presence of an integer valued cocycle is equivalent to being
isomorphic to a tensor algebra. Now the upper triangular matrices are
isomorphic to the tensor algebras of linear orderings and so the algebras Bn
appearing in the proof of Lemma 3.9 are just direct sums of such algebras.
The following example illustrates the various possibilities that arise in the
presentation of a strongly maximal TAF which is also happens to be a tensor
algebra. In particular the change of presentation hinted in Theorem 4.5 and
Proposition 4.7 may be unavoidable.
Example 4.8. Let A = lim−→(M3n , ρn) be the TUHF algebra with ρn defined
as

 A11 A12 A13A22 A23
A33

 7→


A11 A12 A13
A22 A23
A11 A12 A13
A22 A23
A33
A33
A11 A12 A13
A22 A23
A33


where Aij ∈M3n−1 . Another view of this is the block map
[
A B
C
]
7→


A B
A B
C
C
A B
C


where A ∈M2·3n−1 , C ∈M3n−1 , B ∈M2·3n−1,3n−1 .
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Let e ∈ M3n be any matrix unit with e = en+1i1,j1 + en+1i2,j2 + en+1i3,j3 , en+1is,js ∈
M3n+1 . If (x, y) ∈ eˆ then there exists s = 1, 2, 3 so that (x, y) ∈ eˆn+1is,js . In
that case it is easy to see that
sup{j − i | (x, y) ∈ êi,j, with ei,j ∈M3m , for some m ∈ N} = js − is.
Hence the supremum in (7) exists and therefore the counting cocycle δˆ is well
defined on the semigroupoid of A. Furthermore δˆ maintains the same value
in a neighborhood of (x, y), namely eˆn+1is,js . Hence δˆ is continuous and there-
fore Theorem 3.11 shows thatA is the tensor algebra of a C∗-correspondence.
Note however that the presentation A = lim−→(T3n , ρn) by no means involves
direct sums of standard embeddings. Nevertheless Theorem 4.5 guarantees
that such a presentation does exist.
5. classification
In this section we will show that if A is a triangular limit algebra which
also happens to be a tensor algebra, then A is actually the tensor algebra
of a topological graph which is naturally associated with R(A). We will
subsequently show that these graphs form a complete isomorphism invariant
for these algebras.
A topological graph G = (G0, G1, r, s) consists of two locally compact
spaces G0, G1, a continuous map r : G1 → G0 and a local homeomorphism
s : G1 → G0. The set G0 is called the base (vertex) space and G1 the edge
space. When G0 and G1 are both equipped with the discrete topology, we
have a discrete countable graph (see below).
With a topological graph G = (G0, G1, r, s) there is a C∗-correspondence
XG over C0(G
0). The right and left actions of C0(G
0) on Cc(G
1) are given
by
(fFg)(e) = f(r(e))F (e)g(s(e))
for F ∈ Cc(G1), f, g ∈ C0(G0) and e ∈ G1. The inner product is defined for
F1, F2 ∈ Cc(G1) by
〈F1 |F2〉 (v) =
∑
e∈s−1(v)
F1(e)F2(e)
for v ∈ G0. Finally, XG denotes the completion of Cc(G1) with respect to
the norm
(8) ‖F‖ = sup
v∈G0
〈F |F 〉 (v)1/2.
When G0 and G1 are both equipped with the discrete topology, then
the tensor algebra T +G ≡ T +XG associated with G coincides with the quiver
algebra of Muhly and Solel [27].
Now let A be a triangular limit algebra with presentation{An, Cn,Dn, ρn}∞n=1 and assume that A admits a continuous and coherent
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cocycle δ : R(A) → Z+0 . Let G0 = D⋆ be the Gelfand space of A ∩ A∗ and
let
(9) G1 = {(x, y) ∈ R(A) | δ(x, y) = 1}.
Given (x, y) ∈ G1 ⊆ R(A), let r(x, y) = x and s(x, y) = y. The quadruple
G = (G0, G1, r, s) A is said to be the graph associated with (R(A), δ).
Assume further that A is isometrically isomorphic to the tensor algebra
of a C∗-correspondence. By Theorem 4.7 we may alter the presentation for
A so that each An ≃ TGn is the tensor algebra of an out-forest Gn and the
embeddings ρn are tree-standard embeddings. Let X1 be the collection of
all matrix units in A corresponding to the edges of all Gn, n = 1, 2, . . . ,
and let X = [X1]. As we saw in Theorem 3.11, the pair (X,D) is a C∗-
correspondence and A ≃ T +X . Furthermore
G1 =
⋃
e∈X1
eˆ.
The collection {eˆ | e ∈ X1} forms a base for a topology on G1 and G1
equipped with that topology becomes a locally compact Hausdorff space.
Lemma 5.1. If G = (G0, G1, r, s) is as above, then G is a topological graph.
Furthermore, any element of XG can be approximated by finite sums of the
form
∑n
i=1 λiχeˆi, where {λi}ni=1 are scalars, {ei}ni=1 are matrix units with
disjoint graphs and χeˆ denotes the characteristic function of eˆ.
Proof. If e ∈ A is any matrix unit then s|eˆ becomes a homeomorphism onto
a clopen subset of D⋆. Thus s : G1 → G0 is a local homeomorphism and so
G is a topological graph.
Now notice that if e, f ∈ A are matrix units then either eˆ ∩ fˆ = ∅ or
otherwise eˆ ⊆ fˆ or fˆ ⊆ eˆ. Furthermore in the case of a containment, say eˆ ⊆
fˆ , it is easy to see that there exists matrix units e1, e2, . . . em with disjoint
graphs so that fˆ\eˆ = ∪mi=1eˆi. This implies the following: if f1, f2, . . . , fk are
matrix units in A, then there exist matrix units e1, e2, . . . en with disjoint
graphs so that ∪kj=1fˆj = ∪ni=1eˆi and each eˆi is contained in some fˆj. The
second statement of the lemma follows easily from that fact.
Indeed it is enough to verify the approximation claim for any F ∈ Cc(G1).
Let ǫ ≥ 0. By compactness there are finitely many matrix units f1, f2, . . . , fk
and scalars µ1, µ2, . . . µk so that for each x ∈ supp f there exists j = 1, 2, . . . k
so that x ∈ fˆj and |F (x)−µj| ≤ ǫ. Refine the partition {fˆ1, fˆ2, . . . , fˆk} into
a partition {eˆ1, eˆ2, . . . , eˆn} using the previous paragraph and the conclusion
follows.
Theorem 5.2. Let A be a triangular limit algebra which is isometrically
isomorphic to the tensor algebra of a C∗-correspondence and let δ : R(A)→
Z+0 be the unique continuous coherent cocycle on the semigroupoid of A. If
G = (G0, G1, r, s) is the topological graph associated with (R(A), δ), then A
is isometrically isomorphic to T +G
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Proof. Consider the following covariant representation (π, t) of the C∗-
correspondence
(
XG, C(G
0)
)
. Let F : D → C(G0) denote the Gelfand
transform and let s be the forward shift acting on l2(N). Then let
π : C(G0) −→ D ⊗ I : f 7−→ F−1(f)⊗ I.
The mapping t : XG → X ⊗C∗(s) is defined as follows: if ξ =
∑n
i=1 λiχeˆi is
as in Lemma 5.1, then
t(ξ) =
( n∑
i=1
λiei
)⊗ s.
It is easy to see that t(ξ) is well-defined and ‖t(ξ)‖ = ‖ξ‖. Lemma 5.1 shows
now that t extends to an isometry t : XG → X1 ⊗ C∗(s) and that the pair
(π, t) is a covariant representation of
(
XG, C(G
0)
)
.
One observes now that the representation (π, t) satisfies the requirements
of Katsura’s gauge invariance uniqueness theorem and therefore (π×t)(T +XG)≃ TXG . However, our considerations in the proof of Theorem 3.11 show that
(π × t)(T +XG) ≃ A and the conclusion follows.
Davidson and Roydor [10] have characterized when two tensor algebras of
topological graphs over a zero-dimensional space are isomorphic. However
the topological graphs they consider are compact, i.e., both the edge and
vertex spaces are compact. Hence their theory does not apply here. Never-
theless, since our algebras are also triangular limit algebras we can capitalize
on the existence of a complete invariant for triangular limit algebras.
Two topological graphs G = (G0, G1, r, s) and G = (G0,G1, r, s) are said
to be conjugate if there exist homeomorphisms ϕ0 : G
0 → G0 and ϕ1 : G1 →
G
1 so that the following diagrams commute
(10) G1
r
//
ϕ1

G0
ϕ0

G1
s
//
ϕ1

G0
ϕ0

G
1 r // G0 G1
s
// G
0
It is easy to see that if two topological graphs are conjugate then the asso-
ciated tensor algebras are isometrically isomorphic. It follows from work of
Davidson and Roydor [10] that the converse is also true provided that the
topological graphs are compact and acting on totally disconnected spaces.
Even though our topological graphs are not compact, this situation persists
here.
Corollary 5.3. Let A and A be limit algebras which are also tensor algebras
and let G and G be the topological graphs associated with R(A) and R(A)
respectively. If A and A are isometrically isomorphic as algebras then G
and G are conjugate as topological graphs.
Proof. By [41, Theorem 7.5], there exists a homeomorphism
θ : D⋆ ≡ G0 −→ G0 ≡ D⋆
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between the Gelfand spaces of the diagonals so that the map
θ(2) : D⋆ ×D⋆ −→ D⋆ ×D⋆ : (x, y) 7−→ (θ(x), θ(y))
becomes a semigroupoid isomorphism between R(A) and R(A),
i.e., θ(2)
(R(A)) = R(A) and θ(2) preserves products. The preservation of
products guarantees that the map
δ(x, y) ≡ δA
(
θ(x), θ(y)
)
, (x, y) ∈ R(A),
is a continuous and coherent Z+0 -valued cocycle on R(A). Hence, by Theo-
rem 3.4, we have δA = δ and so θ
(2)(G1) = G1. Therefore by taking ϕ0 = θ
and ϕ1 = θ
(2) in (10) we obtain the desired conjugacy between G and G.
We conclude the paper with the classification of the tree-refinement al-
gebras of Example 4.2. Even though our techniques work on any UHF
C∗-algebra, we choose to work with the 2∞-UHF C∗-algebra for ease in
notation. It turns out that the arguments involved in the proof of this
classification are inductive in nature and require a variant of the well-known
Aho-Hopcroft-Ullman algorithm on the rooted-tree isomorphism problem [1,
pages 84–85], which we now describe.
An out-tree G where each vertex, apart from sinks, emits at least two
edges is said to be in reduced form. Given an out-tree G, we associate a
graph Gred in reduced form as follows. If p, q ∈ G0 emit at least two edges
and there is a path e1e2 . . . en = pe1e2 . . . enq so that each one of the vertices
s(e1), s(e2), . . . s(en−1) emits only one edge, then we delete these vertices
from the graph, we write only one edge e from q to p and we assign the
weight n− 1 to p. This way each edge of Gred apart from its sinks emits at
least two edges. It is immediate that two out-trees G and G are isomorphic
as graphs if and only if the associated graphs Gred and Gred are isomorphic
as in (10) via an isomorphism ϕ0 that preserves weights of vertices.
Given an out-tree G in reduced form we define the height of a vertex
p ∈ G0 as follows. All sinks of G have height 0; in general, an edge p has
height k if one of its successors has height k − 1 and all others have height
k − 1 or less. Given a graph G in reduced form we create lists of weighted
subgraphs of G according to the following inductive scheme. The list L0
consists of all the sinks of G, including their weights. The list Lk consists of
all the subtrees of G that result from the list Lk−1 by adding to the graphs
of that list the appropriate vertices (and corresponding edges) of height k.
Note that not all graphs in the list Lk−1 are guaranteed to “receive” a vertex
of height k when they “move” to the list Lk. Furthermore the list Ln, where
n is the height of the root of G is G itself.
The proof of the next theorem follows from the following elementary prin-
ciple: in order to show that two out-trees G and G are isomorphic, it suffices
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to provide an argument that shows that at every level k ∈ N, the correspond-
ing lists Lk for the graphs Gred and Gred “coincide”. The Aho-Hopcroft-
Ullman algorithm is based on a less elaborate version of this principle as
well.
Theorem 5.4. Two tree-refinement subalgebras A(G, {kn}) and A(G, {ln})
of the 2∞-UHF C∗-algebra are isometrically isomorphic if and only if the
out-trees G and G are isomorphic, perhaps after an ampliation.
Proof. Since both A(G, {kn}) and A(G, {ln}) are assumed to be subal-
gebras of the 2∞-UHF C∗-algebra, the sets G0 and G0 have cardinality a
power of 2. Furthermore, any tree-refinement embedding of multiplicity
2n factors as a product of n tree-refinement embeddings of multiplicity 2.
Therefore we may assume that, perhaps after an ampliation, both graphs
G and G0 have the same number of vertices, say |G0| = |G0| = c, and that
kn+1/kn = ln+1/ln = 2, for all n ∈ N. From this it is immediate that if the
out-trees are isomorphic then A(G, {kn}) and A(G, {ln}) are isometrically
isomorphic as algebras.
Conversely, asume that A(G, {kn}) and A(G, {ln}) are isometrically iso-
morphic via an isomorphism
ϕ : A(G, {kn}) −→ A(G, {ln}).
Let D and D denote the diagonals of A(G, {kn}) and A(G, {ln}) with
Gelfand spaces D⋆ and D⋆ respectively and let
ϕ⋆ : D⋆ −→ D⋆;x 7−→ x ◦ ϕ−1.
Consider S ⊆ D⋆ which is maximal under the properties of being totally
ordered and hereditary, i.e., if x ∈ S and y ≤ x, then y ∈ S. (Here ≤
denotes the order on D⋆ arising from the semigroupoid R(A(G, {kn})).) It
is easy to see that there exist p, q ∈ G0 and a path e1e2 . . . en = pe1e2 . . . enq,
with |s−1(q)| = 0, |s−1(p)| ≥ 2 and |s(ei)| = 1, i = 1, 2, . . . , n − 1, so that
S = P˜ , where P = Lq + Ls(e1) + · · · + Ls(en−1). In other words S = P˜
corresponds to one of the sinks of Gred. Furthermore the weight of S is
equal to m, where tr(P ) = m/c and tr is the unique normalized trace on
the 2∞-UHF C∗-algebra. Since both (D⋆,≤) and the normalized trace are
preserved by ϕ and its induced maps, we have that ϕ⋆(S) ⊆ D⋆ corresponds
to a sink for Gred with the same weight. Therefore ϕ
⋆ induces a bijection
between the L0 lists of Gred and Gred that preserves weights, i.e., a reduced
graph isomorphism between the elements of that list.
By way of induction, assume that for k ≥ 1, we have verified that ϕ⋆
induces a bijection between the vertices of Gred and Gred that preserves
their heights up to level k and also it induces a bijection between the lists
L0,L1, . . . ,Lk of Gred and Gred that preserves weighted graph isomorphism
classes. We show that the same happens for k + 1.
Consider S ⊆ D⋆ which is maximal under the properties of being totally
ordered and hereditary with respect to vertices of height at most k, i.e., if
INTEGER VALUED COCYCLES 23
x ∈ S and y ≤ x, then y ∈ S or y ∈ S′, where S′ is a vertex of height at most
k. Arguing as before, it is easy to see that S = P˜ , where P corresponds
to a vertex of height k + 1 in Gred with weight m, where tr(P ) = m/c.
Furthermore, S and its saturation in Lk determines an element of Lk+1
which is mapped by ϕ⋆ to an element in the Lk+1 list for Gred that belongs
to the same isomorphism class as S and its saturation. In particular ϕ⋆(S)
has height k + 1. This concludes the inductive step.
It is clear that the induction terminates successfully when the Lk lists
consist of a single element for both Gred and Gred.
The previous arguments can be modified to work in the general case as
well. If A(G, {kn}) and A(G, {ln}) are isomorphic tree-refinement algebras,
then by [41, Theorem 7.5], both algebras have the same supernatural num-
ber. Since the tree-refinement embeddings commute, it follows that after
perhaps two ampliations (one for each out-tree G and G) we may assume
that both G0 and G0 have the same cardinality. Repeating the arguments
of the proof above, we obtain that the out-trees G and G are isomorphic.
Note that the ampliations for G and G cannot be arbitrary but instead
compatible with the supernatural numbers of A(G, {kn}) and A(G, {ln}).
Conversely, if A(G, {kn}) and A(G, {ln}) have the same supernatural
number and the out-trees G and G are isomorphic after compatible ampli-
ations, then one can show that A(G, {kn}) and A(G, {ln}) are isomorphic
by using an argument similar to the zig-zag argument we use to show that
two UHF C∗-algebras with the same supernatural number are isomorphic.
We leave the details for the interested reader.
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