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Abstract. The famous theorem of R. Aumann and M. Maschler states that the
sequence of values of an N -stage zero-sum game ΓN(ρ) with incomplete informa-
tion on one side and prior distribution ρ converges as N → ∞, and the error term
err[ΓN (ρ)] = val[ΓN (ρ)] − limM→∞ val[ΓM (ρ)] is bounded by CN− 12 if the set of
states K is finite.
The paper deals with the case of infinite K. It turns out that for countably-
supported prior distribution ρ with heavy tails the error term can be of the order of
Nα with α ∈ (− 1
2
, 0
)
, i.e., the convergence can be anomalously slow. The maximal
possible α for a given ρ is determined in terms of entropy-like family of functionals.
Our approach is based on the well-known connection between the behavior of
the maximal variation of measure-valued martingales and asymptotic properties of
repeated games with incomplete information.
1. Introduction
Repeated zero-sum games with incomplete information on one side were introduced
by R. Aumann and M. Maschler (for a comprehensive presentation of the theory of
repeated games we refer to the books [1] and [14]). In such a game ΓN(ρ) two players
are involved in a multistage repeated interaction, but only Player 1 is completely
informed of its properties, and Player 2 has an uncertainty about the actual payoffs
that depend on a random ρ-distributed state k ∈ K chosen by Nature before the game
starts; k is told to Player 1 but not to Player 2, who knows only ρ. The total payoff
received by Player 1 from Player 2 at the end of the game is the expected arithmetic
mean of one-stage gains. Both players are rational.
As it was shown by R. Aumann and M. Maschler, the minimax values of ΓN(ρ)
converge as N →∞, and the error term err[ΓN (ρ)] = val[ΓN(ρ)]− limM→∞ val[ΓM(ρ)]
is non-negative and is bounded from above by C
N
ΨN(ρ), where ΨN(ρ) is the value of the
following optimization problem: to maximize the expected sum of distances between
consecutive values up to timeN over all martingales (µn)n≥0 taking values in probability
distributions on K with µ0 = ρ (the total variation distance is used). The quantity
ΨN(ρ) is called the maximal variation and represents the maximal variability of beliefs
during the process of Bayesian learning with prior ρ. R. Aumann and M. Maschler
proved that, if K is finite, then ΨN(ρ) is less than constant times
√
N , and, therefore,
the error term can not decrease slower than 1/
√
N . In [18], S. Zamir showed the
existence of games with the error term of the order of 1/
√
N .
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2In the paper [10] of J.-F. Mertens and S. Zamir, the following inequality was derived
ΨN(ρ) ≤
√
N
∑
k∈K
√
ρ({k})(1− ρ({k})). Hence, for countably infinite K with ρ
having not too heavy tails the maximal variation also can not grow faster than
√
N .
In [15], A. Neyman estimated the maximal variation by Shannon’s entropy ΨN(ρ) ≤√
2NS(ρ), where S(ρ) = −∑k∈K ρ({k}) ln(ρ({k})). For countably infinite K this
result significantly extends the class of ρ with
√
N -rate of growth of the maximal
variation and with corresponding upper bound on the error term. However it was
unknown what happens if the tails of ρ are so heavy that S(ρ) = ∞. The question
about the exact class of ρ with
√
N -behavior of the maximal variation was mentioned
in [15].
In this paper countably-supported prior distributions with heavy tails are considered.
We describe asymptotic behavior of the maximal variation and the slowest possible
rate of decreasing of the error term. It turns out that for heavy-tailed ρ anomalous
behaviors are possible. Let αΨ(ρ) be such α that ΨN(ρ) grows like N
α, and let αG(ρ)
be the maximal α such that there is a game Γ with err[ΓN (ρ)] decreasing like N
α (the
rigorous definitions of αΨ and αG are given in Section 3). We set
Zε(ρ) =
∑
k∈K
ρ({k})
[
ln
(
1
ρ({k})
)] 1
2
−ε
.
Our central result is the following identity
αΨ(ρ) = αG(ρ) + 1 =
1
2
+ ε∗(ρ), where ε∗(ρ) = inf {ε ∈ [0, 1/2] | Zε(ρ) <∞} .
In particular, the class of ρ with
√
N -behavior prescribed by Neyman’s condition
S(ρ) < ∞ can be extended again, and the exact class is given by the condition of
Z0(ρ) finiteness. We also discuss the case of uncountable state space K.
The results of this paper were announced in [16].
2. Repeated games with incomplete information: main definitions
Here we describe an N -stage zero-sum repeated game ΓN(ρ) with incomplete infor-
mation on the side of Player 2. This game is given with a 4-tuple Γ = (K, I, J,A),
a number of repetitions N ∈ N, and a prior distribution ρ ∈ ∆(K). Here K is
a set of states; I and J are sets of actions of Player 1 and Player 2, respectively;
A : K × I × J → R is a one-stage payoff function; ∆(K) denotes the set of all proba-
bility distributions on K.
The game is played as follows. Before the beginning of the game Nature picks a state
k ∈ K at random with distribution ρ and tells k to Player 1. Player 2 knows only ρ.
Then at each stage n = 1, 2, ...N players simultaneously select their actions in ∈ I and
jn ∈ J using the information they have at this stage, and these actions are publicly
announced before the stage n+1. A behavioral strategy σ of Player 1 is a sequence of
maps σn : K × (I × J)n−1 → ∆(I). Player 1 randomizes his action in according to σn
given k and a history (i1, j1, ...in−1, jn−1) observed. Behavioral strategy τ of Player 2
consists of τn : (I × J)n−1 → ∆(J). The prior distribution with strategies σ and τ
3generate the probability measure Pρ,σ,τ on K × (I × J)N . After the last stage Player 2
pays
(2.1) gN(ρ, σ, τ) =
1
N
Eρ,σ,τ
(
N∑
n=1
Akin,jn
)
to Player 1 (expectation is with respect to Pρ,σ,τ ).
Hence, players have completely opposite goals. Player 1 aims to maximize gN(ρ, σ, τ),
and Player 2 wants to minimize it. The lower and upper values are given by
val[ΓN(ρ)] = supσ infτ gN(ρ, σ, τ) and val[ΓN (ρ)] = infτ supσ gN(ρ, σ, τ), respectively.
If these values coincide, the game has a value val = val = val. For finite I, J , and K
the existence of the value follows from von Neumann’s minimax theorem.
The non-revealing game ΓNR1 (ρ) is an auxiliary version of the one-stage game Γ1(ρ),
where Player 1 forgets k, i.e., the sets of strategies of Player 1 and Player 2 can be
identified with ∆(I) and ∆(J), respectively.
We denote by G(K) the class of all 4-tuples Γ = (K, I, J,A) such that:
• the sets of actions I and J are countable;
• the norm ‖A‖∞ = supk,i,j |Aki,j| is finite;
• the games ΓN(ρ) and ΓNR1 (ρ) have values for any ρ ∈ ∆(K) and N ∈ N.
It is natural to consider the class G(K) if we are going to deal with infinite K. The first
assumption allows us to avoid measurability issues arising for uncountable I, J . The
second assumption ensures that the anomalous asymptotic effects for infinite K are
caused by “infinite lack of knowledge” on the side of Player 2 and not by unbounded
payoffs. The third assumption excludes some pathological situations.
2.1. The maximal variation and its role. Let K be countable. The sequence
of measure-valued maps µn : Ω → ∆(K) defined on a filtered probability space
(Ω,F , (Fn)n≥0,P) is called an (Fn)n≥0-adapted ∆(K)-valued martingale if the sequence
(µn(B),Fn)n≥0 forms a martingale for any B ⊂ K.
We denote by M∆(K)(ρ) the set of all ∆(K)-valued martingales µ = (µn,Fn)n≥0
with non-random µ0 = ρ. The probability space is not fixed, i.e., more precisely,
M∆(K)(ρ) consists of pairs µ =
(
(µn,Fn)n≥0, (Ω,F , (Fn)n≥0,P)
)
. For brevity we write
µ ∈ M∆(K)(ρ) thus implicitly fixing the underlying probability space and we use P for
the underlying probability measure and E for the expectation with respect to P.
The N -term variation of a ∆(K)-valued martingale µ is defined by
VN(µ) = E
(
N−1∑
n=0
‖µn+1 − µn‖TV
)
,
where ‖Φ‖TV denotes the total variation of a signed measure Φ. In other words,
VN(µ) =
∑N−1
n=0
∑
k∈K E|µn+1({k}) − µn({k})|. Taking supremum over all µ from
M∆(K)(ρ) we get the maximal variation
ΨN(ρ) = sup
µ∈M∆(K)(ρ)
VN(µ).
The maximal variation is extremely important in asymptotic problems concerning
repeated games with incomplete information. The fundamental estimate on the value
4follows from the results of R. Aumann and M. Maschler. Denote by uΓ(ρ) the value of
the non-revealing game ΓNR1 (ρ). Let Cav [uΓ] be the least concave majorant of uΓ as a
function of ρ, i.e., Cav [uΓ](ρ) = sup
∑M
m=1 βmuΓ(ρm), where supremum taken is over
all M ∈ N, {βm}m=1,2,...M ⊂ [0, 1], and {ρm}m=1,2,...M ⊂ ∆(K) such that
∑M
m=1 βm = 1
and
∑M
m=1 βmρm = ρ.
Theorem 2.1 (R. Aumann and M. Maschler). Suppose K is countable and Γ ∈ G(K).
Denote val[ΓN(ρ)] − Cav [uΓ](ρ) by err[ΓN(ρ)]. Then the following two-sided estimate
holds:
(2.2) 0 ≤ err[ΓN(ρ)] ≤ ‖A‖∞
N
ΨN (ρ).
Usually this result is formulated for finite K, I and J , but the same proof (see [14],
Theorem 2.10 p.225) works in our case.
Remark 2.1. Suppose Player 1 uses a behavioral strategy σ. Then Player 2 can compute
the conditional distribution ρn of k after observing the history of actions (i1, j1, ...in, jn).
The reason why ∆(K)-valued martingales arise is that the process (ρn)n≥0 of Player 2
beliefs about k belongs toM∆(K)(ρ). Note that more general functionals similar to the
variation also appear in the context of repeated games (see the paper [6] of B. De Meyer
and the papers [7, 9] of F. Gensbittel). Because of the presence of other maximal
variations it is more correct to call the particular one defined above “the maximal
variation in the total variation norm”. For brevity we use the shorter notation.
It is well known that for countable K and ρ with not too heavy tails
limN→∞ΨN(ρ)/N = 0 (see below). Therefore, val[ΓN(ρ)] converges to Cav [uΓ](ρ).
This limiting value incorporates the influence of constant strategic advantages (or dis-
advantages) inherited from the non-revealing game, and the error term err[ΓN(ρ)] re-
flects the impact of information asymmetry on the value. In particular, if uΓ ≡ 0 (in
this case all the strategic asymmetries in ΓN(ρ) are caused by incomplete information),
then the error term can be regarded as the price of information.
In [10], J.-F. Mertens and S. Zamir showed that
(2.3) ΨN(ρ) ≤
√
NΛ(ρ), where Λ(ρ) =
∑
k∈K
√
ρ({k})(1− ρ({k}))
(the similar but weaker estimate was derived earlier by R. Aumann and M. Maschler).
Hence, the maximal variation can not grow faster than
√
N if Λ(ρ) <∞ (i.e., if ρ has
not too heavy tails). For Γ ∈ G(K) this implies C/√N upper bound on the error term.
S. Zamir) proved that the order of magnitude of this upper bound is sharp (see [18]).
In other words, for any non-degenerate ρ ∈ ∆(K) (i.e., not concentrated at one point)
there is a 4-tuple Γ ∈ G(K) such that err[ΓN(ρ)] ≥ 1/
√
N for any N . Therefore,
1/
√
N is the slowest possible rate of the error term decreasing over G(K) for ρ with
Λ(ρ) < ∞. In the paper [15], A. Neyman extended the class of ρ with √N -behavior
of the maximal variation by obtaining the following estimate in terms of Shannon’s
entropy
(2.4) ΨN(ρ) ≤
√
2NS(ρ), S(ρ) =
∑
k∈K
ρ({k}) ln
(
1
ρ({k})
)
,
5where ln x denotes the logarithm of x to the base e. Indeed, if K = N, then Λ(ρ)
diverges for ρ with ρ({k}) ∼ k−2 as k →∞, but Shannon’s entropy remains finite even
if ρ({k}) ∼ k−1(ln k)−2−ε with some ε > 0.
3. The results
3.1. Countable K. The exact class of ρ ∈ ∆(K) with the maximal variation growing
like
√
N turns out to be wider than prescribed by the condition of entropy finiteness.
Consider a family of uncertainty measures of ρ
Zε(ρ) =
∑
k∈K
ρ({k})
[
ln
(
1
ρ({k})
)] 1
2
−ε
, ε ≤ 1
2
.
The Shannon entropy corresponds to ε = −1
2
. We will see that the sharp condition for
√
N -behavior to hold is finiteness of Z0(ρ) =
∑
k∈K ρ({k})
√
ln
(
1
ρ({k})
)
. The condition
Z0(ρ) < ∞ is less restrictive than entropy finiteness; if K = N, it holds for ρ such
that ρ({k}) ∼ k−1(ln k)− 32−ε as k → ∞ with some ε > 0, but entropy is infinite if
ε ≤ 1
2
. Moreover, it turns out that beyond the class of ρ with finite Z0(ρ) the maximal
variation can grow anomalously fast (like N
1
2
+ε with some ε ∈ (0, 1/2)), and the error
term can decrease anomalously slowly.
Our main goal is to study the exponents
αΨ(ρ) = lim sup
N→∞
ln (ΨN(ρ))
lnN
and αG(ρ) = sup
Γ∈G(K)
lim sup
N→∞
ln (err[ΓN (ρ)])
lnN
as functions of ρ.
The following theorem provides a one-parametric family of estimates on the maximal
variation.
Theorem 3.1. Suppose K is countable, and ρ ∈ ∆(K). Then for any ε ∈ [0, 1/2]
(3.1) ΨN(ρ) ≤ cN 12+εZε(ρ),
where c =
√
2
(
1 + 1
2 ln 2
)
<
√
6.
The next theorem states that the estimate (3.1) after minimizing over ε gives the
exact rate of growth of the maximal variation.
Theorem 3.2. If K is countable, and ρ ∈ ∆(K) is non-degenerate, then
(3.2) αΨ(ρ) =
1
2
+ ε∗(ρ), ε∗(ρ) = inf {ε ∈ [0, 1/2] | Zε(ρ) <∞} .
Theorem 3.1 and 3.2 are proved in Sections 4 and 5, respectively.
Note that Z 1
2
(ρ) = 1 and, hence, ε∗(ρ) is well-defined for any ρ. If tails of ρ are
so heavy that ε∗(ρ) = 1
2
, then a natural question about possibility of linear growth of
ΨN(ρ) arises. The negative answer is given in Section 4, where we show that
1
N
ΨN(ρ)→
0 as N →∞ for any countably-supported ρ.
6From the results described in Subsection 2.1 it follows that for non-degenerate ρ with
S(ρ) <∞ we have αG(ρ) = αΨ(ρ)− 1 = −1/2. The relation between αΨ and αG holds
in general case.
Theorem 3.3. If K is countable, and ρ ∈ ∆(K) is non-degenerate, then
(3.3) αG(ρ) = −1
2
+ ε∗(ρ) = αΨ(ρ)− 1.
This theorem is proved in Section 6 by constructing a game GN (ρ) with anomalously
slow decreasing of the error term.
Remark 3.1. If K is countable, the game GN(ρ) has countably infinite sets of actions
of both players. The infiniteness of action sets turns out to be crucial for anomalous
behavior of the error term. Indeed, as it was announced in the paper [15] of A. Neyman,
for finite I and J the error term is bounded from above by 4‖A‖∞
√
2#I#J ln 2/
√
N
(here #B denotes the cardinality of a set B).
3.2. Uncountable K. If K is a “good” uncountable measurable space, then one can
consider repeated games with incomplete information and the maximal variation after
obvious refinements of definitions.
Remark 3.2. A completely metrizable separable topological space K equipped with
its Borel sigma-field is called a Polish space (see [17], p.52). It is enough to keep in
mind one of the following examples: countable sets with the discrete topology; interval
[0; 1] with the standard topology of the real line (or the real line itself). These are the
only Polish spaces up to Borel isomorphism, i.e., up to bijection preserving the Borel
structure ([17], Theorem 3.3.13 p.99). The set ∆(K) of Borel probability measures
over a Polish space K with the topology of weak convergence becomes Polish itself,
and, hence, one can define ∆(K)-valued measurable maps.
In order to consider repeated games with Polish K, I and J we assume that: the one-
stage payoff function A : K×I×J → R is measurable; behavioral strategies of Player 1
and Player 2 consist of measurable maps with values in ∆(I) and ∆(J), respectively.
For a Polish space K a sequence of ∆(K)-valued random variables (µn)n≥0 is called
a ∆(K)-valued martingale if for any measurable B ⊂ K the sequence (µn(B))n≥0 is
a martingale. Up to this extension we define the maximal variation as before. For
countable K the new definitions are equivalent to the given above.
Note that ρ ∈ ∆(K) can be represented as the sum of the continuous component ρc
that has no atoms and the discrete component ρd supported on a countable subset of
K. If ρ is purely discrete, i.e., if ρc ≡ 0, then the set of atoms can be considered as a
new set of states. This reduces the problem to the case of countable K. In particular,
the results of previous subsection can be considered in a more general framework of
general Polish space K and countably-supported ρ ∈ ∆(K).
The following theorem describes the asymptotic behavior of the maximal variation
for uncountable Polish space K (for example, K = R).
Theorem 3.4. Suppose K is a Polish space, and ρ ∈ ∆(K). Then
(3.4) ΨN(ρ) = 2ρ
c(K)N + o(N), N →∞.
7Hence, if a nontrivial continuous component is presented, then the maximal variation
grows linearly with N . Theorem 3.4 is proved in the end of Section 5.
One can easily show that Theorem 2.1 of R. Aumann and M. Maschler holds for any
4-tuple from G(K) with arbitrary Polish space K. But for a prior distribution ρ with
nonzero continuous component the statement becomes almost meaningless because now
the upper bound on the error term has the same order as the leading term. Nevertheless,
the theorem keeps giving the correct maximal order of magnitude of the error term (as
it is for countable K; see Theorem 3.3).
Theorem 3.5. Suppose K is a Polish space. Then there exists a 4-tuple G ∈ G(K)
such that for any ρ ∈ ∆(K)
(3.5) lim inf
N→∞
err[GN (ρ)] ≥ 1
2
ρc(K).
To show this a version of the game GN(ρ) with K = [0, 1] is described in Subsec-
tion 6.2. This game has a pathological property. The one-stage payoff function is
discontinuous at every point as a function of k ∈ K. This observation suggests that
in order to avoid pathological situations for uncountable K one should consider games
with some regularity of one-stage payoffs with respect to states.
4. The maximal variation: upper bounds
Here we prove Theorem 3.1 and derive an upper bound on the maximal variation
for uncountable K. We begin with some auxiliary estimates.
4.1. Scalar martingales. LetX = (Xn,Fn)n≥0 be a martingale taking values in [0, 1]
with non-random X0 = p. Denote by M[0,1](p) the set of all such martingales. The
N -term L1-variation of a scalar martingale X ∈M[0,1](p) is given by
VN(X) = E
(
N−1∑
n=0
|Xn+1 −Xn|
)
.
Asymptotic behavior of the maximal L1-variation ψN (p) = supX∈M[0,1](p) VN (X) as
N →∞ was studied by J.-F. Mertens and S. Zamir in [12].
They analyzed the limiting Bellman equation connecting ψN+1 with ψN and obtained
that
(4.1) ψN(p) =
√
Nφ(xp)(1 + o(1)),
where φ(x) = 1√
2pi
e−
x2
2 is the standard normal density and xp is its p-quantile, i.e.,∫ xp
−∞ φ(x)dx = p. In [5], B. De Meyer derived the same asymptotics from probabilistic
arguments. He introduced a new representation of the variation that reduces the initial
problem to investigation of the terminal distribution of an auxiliary martingale S. The
normal distribution then arises from a central limit theorem applied to S.
Remark 4.1. Let K be countable. Consider a martingale µ = (µn,Fn)n≥0 ∈ M∆(K)(ρ).
For any k ∈ K the scalar martingale µ({k}) = (µn({k}),Fn)n≥0 is in M[0,1](ρ({k}))
and VN(µ) =
∑
k∈K VN
(
µ({k})). Therefore, ΨN(ρ) ≤ ∑k∈K ψN(ρ({k})). Note that
the martingales µ({k}) should fulfill the constraint ∑k∈K µn({k}) = 1 for any n ≥ 0
8almost surely, and this is why the last formula is not equality. If K is finite, then (4.1)
implies that
(4.2) lim sup
N→∞
ΨN(ρ)√
N
≤
∑
k∈K
φ
(
xρ({k})
)
.
Let us look at the right-hand side of (4.2) separately of the inequality itself. It can be
easily checked that φ(xp)√
2p
√
ln 1
p
→ 1 as p→ +0, and thus for countably infinite K the sum
converges iff Z0(ρ) < ∞. This observation makes the answer to Neyman’s question
about the class of ρ with
√
N -behavior of ΨN(ρ) rather intuitive (see Section 3). But
there is an obstacle for making this reasoning completely rigorous. From [12] and [5]
it can be deduced only that there is an absolute constant C > 0 such that
ψN (p)√
N
≤ φ(xp) + CN−q,
where q = 1
2
in the first paper and q = 1
4
in the second. The term CN−q at the right-
hand side prevents direct derivation of inequality (4.2) in the case of infinite K. This
also explains why Theorem 3.2 is not a direct corollary of [12] and [5] even if ε∗(ρ) = 0.
To overcome the mentioned difficulty we derive an estimate on VN(X) without ad-
ditional term at the cost of worsening the constant.
Proposition 4.1. For any p ∈ [0, 1] and X ∈M[0,1](p) the following estimates hold:
(4.3) VN(X) ≤
√
2Np
√
ln
1
p
(
1 +
1
2 ln 2
)
;
(4.4) VN(X) ≤ 2Np.
To infer (4.3) De Meyer’s approach is used. But instead of the central limit theorem
we apply large deviation estimates.
Let Yn be a random variable equal to 1, when Xn ≥ Xn−1, and −1, otherwise.
The auxiliary process S corresponding to a martingale X = (Xn,Fn)n≥0 is defined by
Sn =
∑n
m=1 Zm, where Zm = Ym − E(Ym | Fm−1). Obviously, S = (Sn,Fn)n≥0 is a
martingale. In [5], B. De Meyer proved that
(4.5) VN(X) = EXNSN .
This identity allows to derive upper bounds on the variation from tail estimates for
SN . By the standard technique one can prove the following lemma.
Lemma 4.1. ∀t ≥ 0 P({SN ≥ t}) ≤ exp
(
− t2
2N
)
.
Note that the result with worse constant follows immediately from the Bernstein or
the Azuma-Hoeffding inequalities (see [2]).
Proof. The proof is based on the exponential Chebyshev inequality. For any λ > 0 the
Chebyshev inequality implies
P({SN ≥ t}) = P({exp(λSN) ≥ exp(λt)}) ≤ exp(−λt)E exp(λSN).
9From the martingale property it follows that
E exp(λSn) = E
(
exp(λSn−1)E(exp(λZn) | Fn−1)
)
.
One can easily prove that qe2λ(1−q) + (1 − q)e−2λq ≤ eλ22 for any q ∈ [0, 1]. Therefore,
denoting P({Yn = 1} | Fn−1) by q we get
E(exp(λZn) | Fn−1) ≤ exp(λ2/2).
Hence, E exp(λSN) ≤ exp(Nλ2/2), and choosing λ = t/N concludes the proof. 
We estimate EXNSN by maximizing this expectation under constraints given by the
information we have about the distributions of Xn and Sn. Note that the problem
of maximizing EXY over all joint distributions with prescribed marginals is called
the maximal covariance problem. Our proof of Lemma 4.1 is close to the proof of
Theorem 6 from [6], where a solution to the maximal covariance problem is described.
Proof of Proposition 4.1. First we obtain the estimate (4.3) for 0 < p ≤ 1
2
(if p = 0,
the estimate holds trivially). Consider the auxiliary process S and denote by G the
cumulative distribution function of SN/
√
N . For a monotonically increasing function
H its “inverse” is defined by Hinv(z) = sup{t | H(t) ≤ z}. De Meyer’s representation
(4.5) implies
VN(X) =
√
N
∫ ∞
−∞
tE(XN | SN = t
√
N)dG(t) =
√
N
∫ 1
0
Ginv(z)h(z) dz,
where z = G(t) and h(z) = E(XN | SN =
√
NGinv(z)). We set F (t) = 1 − e− t
2
2 for
t ≥ 0 and F (t) = 0, otherwise. Lemma 4.1 implies F (t) ≤ G(t) for all t ∈ R, and,
hence, Ginv(z) ≤ Finv(z) for all z ∈ [0, 1]. Therefore, VN (X) ≤
√
N
∫ 1
0
Finv(z)h(z) dz.
Note that h(z) ∈ [0, 1], and ∫ 1
0
h(z) dz = p since EXN = p. Denote by W (p) the set
of all such functions. Hence, VN(X) ≤
√
N maxf∈W (p)
∫ 1
0
Finv(z)f(z) dz. The set W (p)
is convex and optimization problem is linear. Therefore, the maximum is attained at
a peak point of W (p). Peak points are indicator functions of subsets B ⊂ [0, 1] of
Lebesgue measure p. From monotonicity of Finv we get
VN(X) ≤
√
N
∫ 1
1−p
Finv(z) dz =
√
N
∫ ∞
tp
t dF (t),
where tp =
√
2 ln 1
p
is the solution of 1 − p = F (tp). Integration by parts implies∫∞
tp
t dF (t) = tpe
− t
2
p
2 +
∫∞
tp
e−
t2
2 dt. The integral at the right-hand side can be estimated
in the following way∫ ∞
tp
e−
t2
2 dt =
∫ ∞
0
e−
t2+t2p+2tpt
2 dt ≤ e−
t2p
2
∫ ∞
0
etpt dt =
1
tp
e−
t2p
2 .
Taking into account that
(
2 ln 1
p
)−1
≤ (2 ln 2)−1, we get the estimate (4.3) for p ≤ 1
2
.
Now we consider p ∈ (1
2
, 1
]
. Note that ifX ∈M[0,1](p), thenX ′ given byX ′n = 1−Xn
belongs to M[0,1](1 − p), and VN(X) = VN(X ′). Put ϕ(p) = p
√
ln 1
p
. Therefore, (4.3)
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follows from the already considered case by the elementary inequality ϕ(p) ≥ ϕ(1− p)
for p ∈ [1
2
, 1
]
.
The rough estimate (4.4) immediately follows from |Xn+1 − Xn| ≤ Xn+1 +Xn and
EXn = p.

4.2. ∆(K)-valued martingales: discrete ρ. SupposeK is countable. Then VN(µ) =∑
k∈K VN
(
µ({k})) for any µ ∈M∆(K)(ρ). As we will see, the appropriate upper bound
from Proposition 4.1 applied to scalar martingales at the right-hand side of this identity
implies Theorem 3.1. So in the proof we do not use that
∑
k∈K µn({k}) ≡ 1 but only
that the sum of expectations equals 1. One could expect that this approach gives a
very rough estimate. Rather surprisingly the resulting upper bound reflects the correct
order of magnitude of ΨN(ρ) (see Theorem 3.2).
Proof of Theorem 3.1. Fix arbitrary µ ∈M∆(K)(ρ), N ∈ N, and ε ∈ [0, 1/2] such that
Zε(ρ) is finite. It is enough to show that VN(µ) ≤ cN 12+εZε(ρ). We represent K as the
union of K≤ =
{
k ∈ K | ln (1/ρ({k})) ≤ N} and K> = K \K≤. Applying (4.3) to the
contribution of k ∈ K≤ and taking into account the definition of K≤ we obtain∑
k∈K≤
VN
(
µ({k})) ≤ √2(1 + 1
2 ln 2
)
N
1
2
+ε
∑
k∈K≤
ρ({k})
(
ln
1
ρ({k})
) 1
2
−ε
.
For k ∈ K> estimate (4.4) implies∑
k∈K>
VN
(
µ({k})) ≤ 2N 12+ε ∑
k∈K>
ρ({k})
(
ln
1
ρ({k})
) 1
2
−ε
.
Since 2 ≤ √2 (1 + 1
2 ln 2
)
, we get
VN(µ) =
∑
k∈K
VN
(
µ({k}) ≤ √2(1 + 1
2 ln 2
)
N
1
2
+εZε(ρ).
This completes the proof. 
Remark 4.2. We claim that the growth of the maximal variation ΨN (ρ) is sublinear
even if Zε(ρ) =∞ for any ε < 12 . Indeed, let Kδ be a subset of K such that ρ(Kδ) ≤ δ.
Applying (4.3) for k ∈ K \ Kδ and (4.4) for k ∈ Kδ we get ΨN(ρ) ≤ Cδ
√
N + 2δN .
Since δ > 0 is arbitrary,
lim
N→∞
ΨN(ρ)
N
= 0.
4.3. ∆(K)-valued martingales: ρ with nontrivial continuous component. This
subsection is devoted to the case of uncountable K.
Proposition 4.2. Suppose K is a Polish space, and ρ ∈ ∆(K) is decomposed as ρc+ρd.
Then
(4.6) ΨN(ρ) ≤ 2ρc(K)N +ΨN(ρd+),
where ρd+ = ρd+(1−ρd(K))δk0, and δk0 is the Dirac δ-measure concentrated at a point
k0 ∈ K such that ρd({k0}) = 0.
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Proof. Consider an arbitrary martingale µ = (µn,Fn)n≥0 ∈ M∆(K)(ρ). Let K ′ be
the set of atoms of ρ. Define the processes of continuous and discrete parts of µ by
µcn(B) = µn
(
B∩(K \K ′)) and µdn(B) = µn(B∩K ′) for any Borel B ⊂ K, respectively.
Since µcn and µ
d
n are mutually singular, VN(µ) = VN(µ
c) + VN(µ
d) (the variation can
be obviously extended to the processes with values in finite measures). Note that
‖Φ − Φ′‖TV ≤ Φ(K) + Φ′(K) for any finite positive measures Φ and Φ′. Hence, by
martingale property VN(µ
c) ≤ 2Nρc(K). Define µd+ by µd+n = µdn + (1 − µdn(K))δk0.
Therefore, µd+ ∈ M∆(K)(ρd+), and VN(µd) ≤ VN(µd+) ≤ ΨN(ρd+). This concludes the
proof.

Remark 4.3. The measure ρd+ is countably supported, and, therefore, the results of
previous subsection can be applied. In particular, ΨN (ρ
d+)/N → 0 as N →∞. Also
note that if ρ is purely continuous, then ΨN(ρ
d+) = 0.
5. The maximal variation: anomalous growth
In this section a ∆(K)-valued martingale Υρ with rapidly growing variation is de-
scribed. For this purpose we extend the construction from the paper [15] of A. Neyman.
As a corollary we get a lower bound on the maximal variation with correct order of
magnitude for large N . This lower bound together with the results of the previous
section allow us to prove Theorems 3.2 and 3.4.
Consider a sequence {ωn}∞n=1 of i.i.d. Bernoulli random variables with success prob-
ability 1/2. Let (F2n)n≥0 be the filtration they generate (the so-called dyadic filtration).
A martingale adapted to (F2n)n≥0 is also called dyadic. The set of all dyadic martin-
gales fromM∆(K)(ρ) is denoted byM2∆(K)(ρ). Denote by 1B the indicator function of
a set B. For two finite signed measures Φi, i = 1, 2, we write Φ1 = fΦ2 if
dΦ1
dΦ2
= f .
Let uM be the uniform distribution over 2M -element subset of K. In [15], the following
dyadic martingale νM = (νMn ,F2n)n≥0 ∈ M∆(K)(uM) was constructed. It starts from
uM and evolves according to
νMn = 2
(
1Bnωn + 1K\Bn(1− ωn)
)
νMn−1
for any n = 1, 2, ...M ; here Bn ⊂ K is a predictable (F2n−1-measurable) random subset
such that νMn−1(Bn) = 1/2. For n ≥ M the martingale νM is constant, i.e, νMn = νMM .
The main feature of νM is that VN(ν
M) = N for N ≤ M , i.e., the variation of νM
grows linearly if N is not too large.
5.1. Martingale of dyadic splittings for ρ ∈ ∆(R). A dyadic martingale Υρ de-
scribed here extends the construction of νM to an arbitrary prior distribution ρ over
the real line.
The minimal closed support of ρ ∈ ∆(R) is the complement to the union of open
sets of zero measure and is denoted by supp ρ. Consider a pair of transformations
pii : ∆(R)→ ∆(R), i = 0, 1, such that for any ρ ∈ ∆(R)
(5.1) ρ =
1
2
pi0[ρ] +
1
2
pi1[ρ], and supp pi0[ρ] ≤ supp pi1[ρ]
(for B1, B2 ⊂ R we write B1 ≤ B2 if ∀x1 ∈ B1, ∀x2 ∈ B2 x1 ≤ x2).
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Such transformations exist, and one can show that they are uniquely de-
termined by (5.1). Let us describe them explicitly. A number mρ =
min
{
x ∈ R | ρ((−∞, x]) ≥ 1
2
}
is the least median of ρ. Define a function λρ : R →
[0, 2] by the following conditions: λρ(x) = 2 for x < mρ; λρ(x) = 0 for x > mρ; and∫
R
λρ(x)dρ(x) = 1. Then we set pi0[ρ] = λρρ and pi1[ρ] = 2ρ− pi0[ρ]. Roughly speaking,
pi0[ρ] and pi1[ρ] are the normalized restrictions of ρ to the left from the median and to
the right, respectively.
We define the process Υρ by
Υρn = piωn [Υ
ρ
n−1] and Υ
ρ
0 = ρ.
The properties (5.1) of pii immediately imply that Υ
ρ = (Υρn,F2n)n≥0 is a dyadic mar-
tingale from M∆(K)(ρ). If ρ = uM , then Υρ and νM coincide.
Remark 5.1. There is a more compact alternative description of Υρ, ρ ∈ ∆(R). Denote
by F the cumulative distribution function corresponding to ρ. Let z be a random
number uniformly distributed over [0, 1]. Hence, k = supt{F (t) ≤ z} is ρ-distributed.
Consider a binary representation z = 0.ω1ω2ω3... Then {ωn}∞n=1 generate the so-called
standard dyadic filtration (F2n)n≥0 of [0, 1]. Finally, we define Υρn as the conditional
distribution of k given F2n, i.e., Υρn(B) = P({k ∈ B} | F2n) for any Borel B ⊂ R.
5.2. Countably-supported prior distributions.
Proposition 5.1. Suppose K is countable and ρ ∈ ∆(K) is such that Zε(ρ) = ∞ for
some ε ∈ [0, 1
2
)
. Then there exists a dyadic ∆(K)-valued martingale µ ∈ M∆(K)(ρ)
such that for any γ < ε
(5.2) lim sup
N→∞
VN(µ)
N
1
2
+γ
=∞.
Without loss of generality, K = N, and ρ is monotonically decreasing, i.e., ρ({k}) is
greater than ρ({k+1}) for all k ∈ N (indeed, starting from general K we can enumerate
its elements in a suitable way). We identify probabilities on N and probabilities on R
supported on N. The objective is to show that in this case we can take µ = Υρ. Several
lemmas precede the proof.
Denote VN (Υ
ρ) by QN(ρ). We need a lower estimate on QN (ρ), but the situation
differs from considered in A. Neyman’s paper [15]. For the martingale νM the two
possible values of νMn+1 given ν
M
n are mutually singular. This is why each stage n ≤M
contributes 1 to the variation of νM . Bot not every probability distribution can be
represented as the arithmetic mean of two mutually singular probability distributions
(for example, Bernoulli distribution with success probability different from 1/2). In
particular, the two values of Υρn+1 given Υ
ρ
n (pi0[Υn] and pi1[Υn]) are not mutually
singular in general case, and this makes the problem more complicated. We overcome
this difficulty by observing that they are “almost mutually singular” if all the atoms
of Υρn are small enough. Therefore, we should control the heaviest atom of Υ
ρ
n. This is
why the condition Zε(ρ) = ∞ arises for the lower bound on QN(ρ) to be of the order
of N
1
2
+ε. We set H(ρ) = maxk ρ({k}).
Lemma 5.1. 1−H(ρ) ≤ Q1(ρ) ≤ 1 for any ρ ∈ ∆(R).
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Proof. By the definition Q1(ρ) =
1
2
‖pi0[ρ]− ρ‖TV + 12‖pi1[ρ]− ρ‖TV. Using the property
(5.1) we get Q1(ρ) =
1
2
‖pi0[ρ] − pi1[ρ]‖TV. Note that pi0[ρ] and pi1[ρ] can have a joint
atom at k = mρ. “The worst case” is pi0[ρ]({mρ}) = pi1[ρ]({mρ}). This implies the
desired lower bound Q1(ρ) ≥ 1 − ρ({mρ}) ≥ 1−H(ρ). The upper bound corresponds
to “the best case” of mutually singular pi0[ρ] and pi1[ρ]. 
From the recurrent structure of Υρ we immediately get the following identity.
Lemma 5.2. QM+N(ρ) = QM(ρ) + EQN (Υ
ρ
M) for any ρ ∈ ∆(R) and M,N ∈ N.
The next estimate follows from Lemmas 5.1 and 5.2.
Lemma 5.3. N − E
(∑N−1
n=0 H(Υ
ρ
n)
)
≤ QN(ρ) ≤ N.
For any d = (d1, d2, ..., dM) ∈ {0, 1}M we denote the composition pidM ◦pidM−1 ◦ ...◦pid1
by pi(d). Let N(ρ, d) be the integer part of − log2H(pi(d)[ρ]).
Lemma 5.4. QM+N(ρ,d)(ρ) ≥ 2−M(N(ρ, d)− 1) ∀M ∈ N, d ∈ {0, 1}M .
Proof. Since H(Υρn) ≤ 2nH(ρ), from Lemma 5.3 it follows that QN (ρ) ≥ N −H(ρ)2N .
By Lemma 5.2 we get QM+N(ρ) ≥ P({ΥρM = pi(d)[ρ]})QN (pi(d)[ρ]), and the definition
of Υρ implies P({ΥρM = pi(d)[ρ]}) = 2−M .

Proposition 5.1 is proved by selecting an appropriate sequence d(M) ∈ {0, 1}M , M ∈
N, and then applying Lemma 5.4.
Proof of Proposition 5.1. As it is mentioned above, we can assume that K = N and
that ρ ∈ ∆(N) ⊂ ∆(R) is monotonically decreasing. We set d(M) = (1, 1, ...1, 0) and
denote N(ρ, d(M)) by NM . By Lemma 5.4 it is enough to show that
lim sup
M→∞
2−MNM
(NM +M)
1
2
+γ
=∞.
Moreover, it is sufficient to check only that
(5.3) lim sup
M→∞
2−M (NM)
1
2
−γ =∞.
Indeed, for any sequence ML → ∞ such that 2−ML (NML)
1
2
−γ → ∞ we also have
ML + NML = NML(1 + o(1)). We put ρM = pi(d
(M))[ρ] = pi0(pi1)
M−1[ρ]. From the
monotonicity of ρ we get ρ({k}) ≥ 2−M−1H(ρM+1) for any k ∈ supp ρM . Since ρ can
be represented as
∑∞
M=1 2
−MρM , the condition Zε(ρ) = ∞ implies the divergence of
the sum
∞∑
M=1
2−M
(
ln
2M+1
H(ρM+1)
) 1
2
−ε
.
As (ln ab)c ≤ (2 ln b)c + (2 ln a)c for positive c and a, b ≥ 1, we see that the sum∑∞
M=1 2
−M (NM)
1
2
−ε also diverges. This implies (5.3) and concludes the proof. 
Define the maximal variation of dyadic martingales by Ψ2N(ρ) = supµ∈M2∆(K) VN(µ).
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Proposition 5.2. Suppose K is countable. Then for any non-degenerate ρ ∈ ∆(K)
and γ < ε∗(ρ) we have
(5.4) lim sup
N→∞
Ψ2N(ρ)
N
1
2
+γ
=∞.
Proof. If ε∗(ρ) > 0, then Zε(ρ) = ∞ for any ε between γ and ε∗(ρ), and, there-
fore, the statement follows from Proposition 5.1. Now assume that ε∗(ρ) = 0. It is
enough to show that there is a sequence of martingales µ(N) from M2∆(K)(ρ) such
that lim supN→∞ VN(µ
(N))/
√
N > 0. Let k∗ be the heaviest atom of ρ. Denote
ρ({k∗}) by p. It follows from the results of B. De Meyer (see [5], the end of Sec-
tion 1) that for any p ∈ (0, 1) there is a sequence of scalar dyadic martingales
X(N) ∈ M[0,1](p) such that VN(X(N))/
√
N → φ(xp) > 0, where φ(xp) is the nor-
mal density at its p-quantile. Finally we set µ
(N)
n =
(
1{k∗}X
(N)
n + 1K\{k∗}(1−X(N)n )
)
ρ.
Thus VN(µ
(N))/
√
N → 2φ(xp) > 0. 
Now we pass to the proof of Theorem 3.2.
Proof of Theorem 3.2. From Theorem 3.1 it follows that αΨ(ρ) ≤ 12 + ε∗(ρ). Since
ΨN(ρ) ≥ Ψ2N(ρ), Proposition 5.2 implies the reverse inequality. 
5.3. Prior distributions with nontrivial continuous component. In this sub-
section Theorem 3.4 is proved. We begin with a lemma describing the case with no
atoms.
Lemma 5.5. Let ρ ∈ ∆(R) be purely continuous. Then ΨN(ρ) = 2N .
Proof. By Proposition 4.2 it is enough to show that ΨN(ρ) ≥ 2N . For D ∈ N define
a martingale Υρ,D by Υρ,Dn = Υ
ρ
Dn. For this martingale all 2
D possible values of
Υρ,Dn+1 given Υ
ρ,D
n are mutually singular. The same reasoning as in Lemma 5.1 leads to
VN(Υ
ρ,D) = 2N(1− 2−D). Therefore, ΨN(ρ) ≥ 2N(1− 2−D). Since D is arbitrary, the
proof is completed. 
Proof of Theorem 3.4. The maximal variation does not depend on geometry of K, and
so only the measurable structure is important. Since all uncountable Polish spaces are
Borel isomorphic, it is enough to consider a particular one, and we choose K = R.
Let us show that ΨN(ρ) ≥ 2Nρc(R) for ρ ∈ ∆(R). If ρ is discrete, this inequal-
ity is trivial. Otherwise we set ρ′ = 1
ρc(R)
ρc ∈ ∆(R). Note that for any martingale
µ′ ∈ M∆(R)(ρ′) the martingale µ given by µn = ρc(R)µ′n + ρd belongs to M∆(R)(ρ),
and VN (µ) = ρ
c(R)VN(µ
′). Therefore, ΨN(ρ) ≥ ρc(R)ΨN(ρ′), and the required inequal-
ity follows from Lemma 5.5. Proposition 4.2 gives the upper bound. Together with
Remark 4.3 this concludes the proof. 
Remark 5.2. Consider the dyadic case. If ρ = ρc, then H(Υρn) = 0, and Lemma 5.3
implies Ψ2N(ρ) ≥ N (in fact, one can show that in this case Ψ2N(ρ) = N). Hence, by the
same reasoning as in the proof of Theorem 3.4 we get Ψ2N(ρ) ≥ Nρc(K) for arbitrary
ρ ∈ ∆(K).
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6. Anomalous behavior of error term
In this section we prove Theorem 3.3 that describes the slowest possible rate of error
term decreasing.
Recall that Ψ2N(ρ) is the maximal variation of dyadic martingales (see Section 5).
Proposition 6.1. If K is countable, then there exists a 4-tuple G from G(K) such that
(6.1) err[GN (ρ)] ≥ 1
2N
Ψ2N(ρ) for any ρ ∈ ∆(K) and N ∈ N.
Theorem 3.3 immediately follows from this proposition.
Proof of Theorem 3.3. From Theorem 2.1 we get αG(ρ) ≤ αΨ(ρ)− 1, and Theorem 3.2
implies αΨ(ρ) =
1
2
+ ε∗(ρ). From Proposition 6.1 it follows that
αG(ρ) ≥ −1 + lim sup
N→∞
lnΨ2N(ρ)
lnN
,
and by Proposition 5.2 this limit is greater than 1
2
+ ε∗(ρ). 
To prove Proposition 6.1 we construct the repeated game GN (ρ) explicitly. The
proof is divided into several lemmas, where we check the properties of GN(ρ).
6.1. The game GN(ρ) and its properties. The construction is based on two ingredi-
ents. One of them is the well-known repeated game GN (p) with incomplete information
introduced by S. Zamir in [18]. This game has two-element set of states {0, 1} and stage
payoffs given by the following matrices (Player 1 is the row-chooser)
a1 =
(
3 −1
−3 1
)
and a0 =
(
2 −2
−2 2
)
.
As it was shown by J.-F. Mertens and S. Zamir in [11], err[GN(p)] =
1
2N
ΨN(p)(1+o(1))
asN →∞ for any p ∈ ∆({0, 1}). Hence, this game exhibits 1/√N -behavior of the error
term, i.e., the slowest possible rate of decreasing over G({0, 1}). Another ingredient is
a special structure that
(1) allows informed player to choose what (state-dependent) game he wants to play
at a current stage from a sufficiently large amount of alternatives,
(2) informs Player 2 of this choice.
Importance of this structure comes from the intuition that, if Player 1 has enough
choices of different stage games, then at a current stage he can emphasize any particular
part of uninformed player’s lack of knowledge and uniformly benefit from it. Building
of games with such a structure from “elementary” blocks was considered by A. Neyman
in [15].
We start with informal description of the game GN(ρ) corresponding to the 4-tuple
G. As usual, at the beginning of the game Nature chooses a ρ-distributed random
element k from the set of states K. Player 1 is informed of k and Player 2 is not. It is
convenient to represent each stage n = 1, 2, ...N of the game GN(ρ) as being played in
two steps:
(1) at the first step Player 1 selects a finite subset Xn ⊂ K, and Player 2 selects a
finite subset Yn ⊂ K, then Xn ∩ Yn is told Player 2;
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(2) at the second step they play the matrix game a1 if k ∈ Xn, and they play a0,
otherwise.
That is, at the second step Player 1 selects a row xn ∈ {1, 2} using information he
has, and Player 2 selects a column yn ∈ {1, 2}. Before the next stage the selected
actions in = (Xn, xn) and jn = (Yn, yn) are announced. The total gain of Player 1 is
the expected arithmetic mean of per-step gains.
Remark 6.1. It is reasonable for Player 2 to select Yn as big as possible. But we forbid
him to choose infinite subsets in order to truncate his set of actions J and, therefore,
to make it countable for countably infinite K.
Now we define G formally. The set of states is K. The action set I of Player 1
consists of pairs (X, x), where X is a finite subset of K, and x is an element of {1, 2}.
The set of actions J of Player 2 consists of pairs (Y, y), where Y is a finite subset of
K, and y is a function from 2Y to {1, 2}. The one-stage payoff function A is given by
Ak(X,x),(Y,y) = a
1X(k)
x,y(X∩Y ).
First we prove a version of Proposition 6.1 for finite K. For this purpose we pass
from games to the martingale optimization problem similar to the maximal variation
one. This reduction was introduced by B. De Meyer in [6] to analyze a market model
based on repeated games with incomplete information. His approach was extended to
general repeated games with incomplete information having finite K and Polish I and
J by F. Gensbittel in [7].
Theorem 6.1 (F. Gensbittel). Consider a 4-tuple Γ = (K, I, J,A) with finite K,
Polish I and J , and bounded A. Define an auxiliary 4-tuple Γ∆ with the set of states
K∆ = ∆(K), action sets I and J , and one-stage payoff function given by the formula
Aρi,j =
∑
k∈K A
k
i,jρ({k}) for any ρ ∈ K∆. Then for any ρ ∈ ∆(K) and N ∈ N
(6.2) val[ΓN(ρ)] = sup
(µn,Fn)n≥0∈M∆(K)(ρ)
E
(
1
N
N∑
n=1
val
[
Γ∆1 (Λn)
])
,
where Λn ∈ ∆(K∆) is the conditional distribution of µn given Fn−1.
Remark 6.2. The game Γ∆N(Λ) with Λ ∈ ∆(K∆) can be interpreted as a partial infor-
mation extension of ΓN(ρ), i.e., Player 1 does not know the state k exactly but receives
a noisy signal M with partial information about it. So Λ represents the distribution of
informed player’s beliefs after observing M . Note that the non-revealing game ΓNR1 (ρ)
can be clearly identified with Γ∆1 (δρ), where δρ is the Dirac δ-measure at ρ.
Consider the partial-information extension of G1(p). So p =
(
p({0}), p({1})) is
distributed according to λ ∈ ∆(∆({0, 1})). Let κ be the distribution of p({1}). Then
G∆1 (λ) is equivalent to the following game. Nature picks a random κ-distributed state
s = p({1}) ∈ [0, 1] and tells it to Player 1. Further Player 1 and Player 2 play the
following matrix game
as = sa1 + (1− s)a0 =
(
s+ 2 s− 2
−(s+ 2) −(s− 2)
)
.
Lemma 6.1. val[G∆1 (λ)] = minm∈[0,1] E|s−m|.
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Proof. If s takes only finite number of different values, then the game G∆1 (λ) has a value
by the minimax theorem. In general case the existence of the value can be checked by
standard approximation arguments. Let us compute val[G∆1 (λ)]. Assume that Player 2
uses a mixed strategy (t, 1− t), i.e., selects the left column with probability t and the
right one with probability 1− t. Then the optimal reply of Player 1 is to select the row
that gives him a positive gain (depending on s). Hence, his average gain is E|s+(4t−2)|.
Therefore, val[G∆1 (λ)] = mint∈[0,1] E|s+ (4t− 2)| = minm∈[0,1] E|s−m|. 
Remark 6.3. If p takes only two different values p0 and p1 equally likely, i.e., λ =
1
2
δ(p0({0}),p0({1})) + 12δ(p1({0}),p1({1})), then
(6.3) val[G∆1 (λ)] =
1
2
E‖p− Ep‖TV.
Lemma 6.2. The statement of Proposition 6.1 holds for finite K.
Proof. We claim that the constructed 4-tupleG fits the requirements of Proposition 6.1.
Indeed, since K is finite, the action sets I and J are also finite, and so the games GN(ρ)
and GNR1 (ρ) have values by the minimax theorem. Therefore, the 4-tuple G belongs to
G(K).
From Lemma 6.1 and Remark 6.2 it follows that uG(p) = 0 for any p. Let us check
that uG is also identically zero, too. If at the first step of G
NR
1 (ρ) Player 1 selects an
arbitrary X1 ⊂ K, then at the second step both players know only that the probability
to play a1 is ρ(X1) (note that Player 2 can take Y1 = K because K is finite). Therefore,
the game at the second step is in fact GNR1 (p) with p = (ρ(K \ X1), ρ(X1)). Playing
optimally in GNR1 (p) both players guarantee to get at least 0. Therefore, uG(ρ) = 0
and val[GN(ρ)] = err[ΓN(ρ)] for any ρ.
From Theorem 6.1 it follows that the estimate (6.1) can be proved by checking that
for any µ ∈M2∆(K)(ρ)
val[G∆1 (Λ1)] ≥
1
2
E‖µ1 − Eµ1‖TV,
where Λ1 is the distribution of µ1. Recall that for any dyadic martingale µ the random
measure µ1 takes only two different values, say, ρ
0 and ρ1 equally likely. Consider the
following strategy of Player 1 in G∆1 (Λ1). At the first step he selects X1 = K<, where
K< = {k ∈ K | ρ0({k}) < ρ1({k})}. Then at the second step the payoff matrix is
as, where s equals ρ0(K<) or ρ
1(K<) with probability
1
2
. Player 2 does not know s,
but Player 1 does. In other words, at the second step players face the game G∆1 (λ)
with λ = 1
2
δp0 +
1
2
δp1 , where p
i = (ρi(K \K<), ρi(K<)), i = 0, 1. By (6.3) the optimal
behavior at the second step gives Player 1 at least 1
2
E‖p− Ep‖TV = 12E‖µ1 − Eµ1‖TV.
This concludes the proof. 
To ensure that the result remains valid also for countably infinite K we use finite
approximations. For this purpose we should check that Ψ2N(ρ) depends on ρ in a regular
way.
Lemma 6.3. If K is countable, then Ψ2N(ρ) is a 2N-Lipschitz function of ρ in the total
variation norm, i.e.,
|Ψ2N(ρ)−Ψ2N (ρ′)| ≤ 2N‖ρ− ρ′‖TV ∀ρ, ρ′ ∈ ∆(K).
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Remark 6.4. The same proof shows that ΨN(ρ) is also 2N -Lipschitz.
Proof. It is enough to show that for any ρ 6= ρ′ and any martingale µ ∈M2∆(K)(ρ) there
exists µ′ ∈M2∆(K)(ρ′) such that |VN(µ)−VN (µ′)| ≤ 2N‖ρ−ρ′‖TV. Let θn be a positive
measure on K< = {k ∈ K | ρ′({k}) < ρ({k})} such that θn({k}) = ρ({k})−ρ
′({k})
ρ({k}) µn({k})
for k ∈ K<. Define µ′ on one-element sets by
µ′n({k}) = µn({k}) +
{
−θn({k}), k ∈ K<
ρ′({k})−ρ({k})
ρ(K<)−ρ′(K<)θn(K<), k ∈ K \K<
.
Then it is easy to check that µ′ ∈M∆(K)(ρ′), and E‖µn − µ′n‖TV = ‖ρ− ρ′‖TV for any
n. Thus the result follows from the triangle inequality. 
The following lemma is well known (see [14], p.219 and p.222) in the case of finite
K, I and J .
Lemma 6.4. Suppose that in a 4-tuple Γ = (K, I, J,A) the sets K, I, and J are
arbitrary Polish spaces and A is bounded. Then val[ΓNR1 (ρ)], val[Γ
NR
1 (ρ)], val[ΓN(ρ)],
and val[ΓN (ρ)] are ‖A‖∞-Lipschitz functions of ρ in the total variation norm.
Proof. The idea of the proof comes from the paper [7] of F. Gensbittel (Proposition 2.1).
It is enough to show that |gN(ρ, σ, τ)−gN (ρ′, σ, τ)| ≤ ‖A‖∞‖ρ−ρ′‖TV for any behavioral
strategies σ and τ and for any ρ, ρ′ ∈ ∆(K) (recall that gN(ρ, σ, τ) is defined by (2.1)).
The quantity qN (k0, σ, τ) =
1
N
Eρ,σ,τ (
∑N
n=1A
k
in,jn
| k = k0) can be regarded as un-
conditional expectation with respect to the probability measure over {k0} × (I × J)N
generated by σ and τ , and, hence, q does not depend on the prior distribution ρ.
Therefore,
gN(ρ, σ, τ)− gN(ρ′, σ, τ) =
∫
K
(dρ(k)− dρ′(k))qN(k, σ, τ).
Since q is bounded by ‖A‖∞ in absolute value, the proof is completed. 
Now we turn to the proof of Proposition 6.1.
Proof of Proposition 6.1. The case of finite K is considered in Lemma 6.2, and, hence,
we assume that K is countably infinite and analyze G in this case. Note that I and J
are also countably infinite for such K.
We claim that for any ρ ∈ ∆(K) the games GNR1 (ρ) and GN(ρ) have values and
that (6.1) holds. Indeed, consider a sequence ρn of finitely-supported probabilities
converging to ρ in the total variation norm. By Lemmas 6.4 and 6.3, if we already
know the result for all ρn, then we also get it for ρ.
Therefore, the problem is reduced to the case of ρ supported on a finite subset of
K, say K ′. We write KGN (ρ) to indicate the set of states explicitly. Then there are
two different games KGN(ρ) and
K ′
GN(ρ). In contrast to the second game, the fist one
has infinite sets of actions. In KGN (ρ) both players know that k belongs to K
′ almost
surely. Then selecting Xn ∩ K ′ instead of Xn leads to the same game at the second
step, and also choosing Yn ∩K ′ instead of Yn does not affect the information Player 2
receives. Hence, if players are restricted to use in KGN (ρ) only the strategies inherited
from K
′
GN (ρ), then they get the same guarantied payoffs as without any restrictions.
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Therefore, by Lemma 6.2 val[KGN (ρ)] = val[
K
GN(ρ)] = val[
K ′
GN (ρ)] ≥ 12NΨ2N(ρ) and
val[KGNR1 (ρ)] = val[
K
G
NR
1 (ρ)] = val[
K ′
G
NR
1 (ρ)] = 0, which concludes the proof. 
6.2. Extension to uncountable K. Here we briefly describe a version of the game
GN (ρ) for K = [0, 1]. Let (F2n)n≥0 be the standard dyadic filtration of [0, 1] with the
Lebesgue measure (see Remark 5.1). Denote by X the union of F2n over all n. Each
stage n of GN (ρ) consists of two steps as it was for countable K. But now at the first
step Player 1 selects Xn ∈ X , and Player 2 selects Mn ∈ N. Before the second step
that proceeds as before the smallest set Yn ∈ F2Mn containing Xn is told to Player 2.
Proof of Theorem 3.5. The scheme of the proof is the following. Analyzing the prop-
erties of G one can show that Proposition 6.1 remains valid for K = [0, 1] (or even for
any uncountable Polish space). Then Remark 5.2 implies the result. 
Remark 6.5. The game constructed has a pathological property: for any k, k′ ∈ [0, 1]
such that k 6= k′ we have supi,j |Aki,j − Ak′i,j| = 1. In other words, the payoff function is
discontinuous at every point of [0, 1]. This suggests that the non-decreasing error term
is a kind of pathology.
7. Concluding remarks
A well-known problem in the theory of repeated games with incomplete information
is to show that after proper normalization the error term and the maximal variation
converge as N → ∞. Even for finite K this problem is not solved in full generality
(the main existing results can be found in [3, 4, 5, 6, 8, 11, 12, 13]).
Of course, this convergence problem has a counterpart concerning anomalous be-
havior for heavy-tailed prior distributions ρ over countable K. Even for logarithmic
asymptotics we do not know the existence of the limits. For example, can one put
lim inf instead of lim sup in the definitions of αΨ(ρ) and αG(ρ) without changing the
statements of Theorems 3.2 and 3.3?
We guess that the answer to this question is “yes”. Hence, ΨN(ρ) = N
αΨ(ρ)+o(1) as
N →∞ for non-degenerate ρ. This leads to a more delicate question about convergence
of ΨN (ρ)/N
αΨ(ρ) for large N . We expect that this limit may fail to exist for general
ρ such that αΨ(ρ) >
1
2
. The reason is that the exponent αΨ is not constant when ρ
ranges over the class of such heavy-tailed distributions, and this suggests the possibility
of “intermediate” behaviors (for example, No(1) can contain logarithmic growth). Our
conjecture is that the proper normalization of ΨN(ρ) should be given in terms of the
“distribution function” F (n) = maxB⊂K,#B≤n ρ(B), and, hence, should precisely reflect
tail asymptotics of ρ.
Note that the anomalous behavior has the following universality property: if the
exponent αΨ(ρ) is greater than
1
2
, then the asymptotic behavior of ΨN (ρ) is determined
only by the tails of ρ. Indeed, the contribution of any finite B ⊂ K to the maximal
variation is of the order of
√
N and, hence, can be neglected. This explains why
further investigation of heavy-tailed setting can be even simpler than investigation
of the classical setting with finite K: for finite K one should take into account the
contribution of each atom of ρ.
20
Another question for the further study is to characterize the slowest speed of error
term decreasing for games with uncountable K. To avoid pathological situations in
this case (as in the end of Section 6) some regularity assumptions on one-stage payoffs
should be made. Therefore, the problem is to find the impact of regularity on behavior
of the error term. An approach allowing to take regularity into account in upper
estimates on the error term is developed by F. Gensbittel in [9]. The main ingredient
of this approach is the maximal variation, where instead of the total variation norm
the Kantorovich (Wasserstein) metric is used.
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