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Abstract
This is a study of several physical challenges for building a quantum computer, a hypothetical device which
is capable of accomplishing tasks unachievable by the classical model of computation.
In chapter 1, we will give an overview of quantum computation and discuss the physical challenges
for building a realistic quantum computer. In chapter 2, we shall explore the applications of quantum
computation for the simulation of molecular quantum systems. In particular, an efficient algorithm for
evaluating the partition function (and hence free energy) is proposed. In chapter 3, quantum information
transfer over spin chains is then discussed. A proof about the most efficient way to transfer quantum
information in one dimension is constructed. In chapter 4, we shall consider the effects of quantum correlation
induced by quantum mechanical environments on the efficiency of the methods of quantum error correction.
In chapter 5, we consider how the thermal noise affects the reliability of an adiabatic quantum computer.
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Chapter 1
Overview
Here we shall discuss briefly the idea of quantum computation. We shall consider first the essential features of
the quantum theory, and then make a connection from the idea of quantum theory to the idea of computation.
Then, we describe the challenges of building a quantum computer and summarize the results of our study.
1.1 Introduction to quantum computing
In the picture of classical physics, the state of a physical system, at any moment of time, is specified by a
single configuration of the physical parameters. For example, the position of a point-like particle can only be
specified by a single location x. Let us denote such a state as |x〉. In the quantum theory, it is necessary to
consider the possibility of a “superposition” of all possible configurations of the particle 1. In other words,
we consider simultaneously the particle being at multiple locations. The quantum state of the particle is
typically denoted as
|ψ〉 =
∫
ϕ (x) |x〉 dx , (1.1)
where ϕ (x) is often called the wavefunction, and the integration is taken over the whole space. However,
if the position of the particle is “observed”, then the wavefunction “collapses” into values which must be
consistent with the observation. For example, if we find out that the particle is at location x0, then the
measurement induces a change in the quantum state from |ψ〉 to |x0〉. Although the dynamical evolution of
the quantum state is in principle deterministic, the measurement outcome is purely probabilistic. After a
proper normalization ∫
|ϕ (x)|2 dx = 1 , (1.2)
the magnitude square of the wavefunction |ϕ (x)|2 represents the theoretical prediction to the probability of
the particle’s location in the measurement process.
What if we consider a computer made of a physical system where the machinery of quantum mechanics
1We shall not go into the philosophical question about what does quantum superposition actually mean. For all practical
purposes, we shall consider the quantum state as the theoretical entity containing the information about the physical system
being considered.
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can be fully exploited? In the picture of classical computers 2, the register of the input elements are often
denoted by a sequence of binary numbers ‘0’ and ‘1’. Here we denote it as
|x〉 = |00100...1〉 , (1.3)
but now |x〉 represents the binary value of the string. For example, in the three-bit case, |0〉 = |001〉,
|1〉 = |001〉, |2〉 = |010〉 and so on. For classical computers, the computation process may be defined as a
process that maps a set of input states to some final states
|x〉 → |f (x)〉 . (1.4)
If we wish to know the outcomes from different input registers, then we either need to repeat the computation
process from the same computer, or run two or more classical computers at the same time (i.e., parallel
computing).
Quantum computation, equipped with the principle of superposition (and linearity), can be considered
as a generalization3 of the classical computation in that all possible classical states can be processed by a
quantum computer and all of the expected output states can be generated at once:
∑
|x〉 ⊗ |0〉 →
∑
|x〉 ⊗ |f (x)〉.
This is known as quantum parallelism. Here an output register is initially prepared (i.e., |0〉), in order to make
the computation process reversible. Unfortunately, in the computational basis, the process of measurement
necessarily make the quantum state (probabilistically) collapse into a particular pair, i.e., |x〉 ⊗ |f (x)〉, and
the information of all other output states will be lost at the same time. This does not seem to give any
advantage over the classical model of computation. Therefore, more sophisticated algorithms are needed for
quantum computers to exploit the ability of superposition.
The most well-known quantum algorithm is Shor’s algorithm invented by Peter Shor in 1994 [Sho94].
This algorithm is famous for proving that theoretically the potential power of quantum computer can be
greater than any classical computer for the task of factoring. This is an important issue as the security of
most modern encryption methods is based on the computational difficulty of prime number factoring with
classical computers. A more attractive application of quantum computer is on the simulation of quantum
2Defined as the computers which are based on the picture of classical physics.
3More rigorously speaking, quantum computation can still be simulated by classical computing. However, the physical
resource required for this purpose would grows exponentially. Thus, the generalization is in the sense of physical implementation
rather than the conceptual one.
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dynamics, e.g., many-body physics and chemical reactions. Quantum computers are not likely to completely
replace classical computers, but they will be a extremely useful tool for scientists to study complex quantum
systems.
1.2 Physical implementations of quantum computing
There are currently many ways to implement quantum computation. In terms of the physical nature of
the errors, they are (a) standard model of quantum computing [NC00], (b) adiabatic quantum computing
[FGGS00], and (c) measurement-based quantum computing (also known as one-way or cluster-state com-
puting) [RB01].
Standard gate model
In the standard model of quantum computing, the gate model, the change of the quantum state is driven by
a unitary transformation U ,
U |Input〉 = |Output〉 . (1.5)
The physical implementation of U is realized by decomposing U into a sequence of one-qubit and/or two-
qubit gates4. It is interesting to note that any two-qubit entangling gate (e.g. CNOT) together with all
one-qubit gates is universal, in the sense that any U acting on n-qubit state can be decomposed into a
product of these two-qubit and one-qubit gates.
Physically, any quantum system with well defined quantum states can in principle be a candidate in this
class. The currently known proposals in the standard gate model include:
• Nuclear Magnetic Resonance Approaches
• Ion Trap Approaches
• Neutral Atom Approaches
• Cavity QED Approaches
• Optical Approaches
• Solid State Approaches
• Superconducting Approaches
4Qubit refers to “quantum bit”. It is however suggested [Mer03] that ‘qbit’ instead should be used, as ‘qubit’ violates the
English rule. See also the debate here [BM08].
3
Adiabatic quantum computing
For adiabatic quantum computing, the initial state of the qubits are prepared in the ground state of a
certain Hamiltonian H(t = 0). The parameters of the Hamiltonian are then varied slowly enough so that
the quantum state of the qubits are always kept staying in the ground state of H(t) for all times. Some
computational problems can be solved if we know the ground state of certain Hamiltonians H(t).
One-way quantum computing
For one-way quantum computing, or measurement-based quantum computing, one has to start with the
qubits initialized in a non-trivially entangled state, called the cluster state. The task of computation is
achieved through a series of adaptive measurements on the cluster state. However, since the computation
process of one-way computing still follows the same kind of quantum circuits5 as in the gate model, the
underlying logical principle is not different from that of the standard gate model.
One-way computing is potentially ideal for implementing quantum computing in cavity QED approaches,
in which atoms are trapped inside an optical cavity which would reduce the interaction with the outside
environment and hence increase the coherence time. We shall discuss more about these three approaches to
quantum computation in the following chapters.
1.3 The challenges for building a quantum computer
The main challenge for all approaches is that we need to maintain the coherence of the quantum state con-
tinuously. This requires (1) high precision control on the quantum system and (2) robustness for maintaining
the fidelity of the quantum states against the effects from the environment. The first requirement is a matter
of technological advancement; there is no fundamental barrier for us to continuously improve the precision of
quantum control for the apparatus in our laboratories. The second one is more fundamental as no physical
system can be genuinely isolated from the environment. The effect of the environment could often be reduced
by lowering the temperature. However, as we shall see, it could still cause trouble (i.e. decoherence) even if
we deal with a zero-temperature environment.
In the gate model, the solution to fight against noise is the method of quantum error correction. The
basic idea is to suppress errors through special encodings and some error correcting procedures. This can be
regarded as the generalization of the parity check in classical computing. For example, suppose we use three
physical bits ‘000’ to represent the logical bit ‘0’. If the probability of bit-flip for any of the physical bits
5In one-way quantum computing, the particular many-qubit entangled state is constructed based on the knowledge of the
corresponding quantum circuit.
4
is small and independent, and that the events of simultaneous flipping of two or three bits are negligible,
then we can determine all single bit-flip events by comparing the parity (i.e. same value or not) of the bits
(see Chapter 4 for details). Similar to the classical case, the conditions for the success of error correction
methods for quantum bits also include the errors to be small and uncorrelated. In this thesis, we study the
correlation of the errors of the physical qubits mediated by the environment.
For adiabatic quantum computing, the quantum computer is required to stay at the ground state of the
time-dependent Hamiltonian H(t) for all times. Suppose the correct Hamiltonian can be engineered, and
in the absence of the environment, the quantum computer is guaranteed to stay at the ground state if the
change in the Hamiltonian is sufficiently slow, accordingly to the adiabatic theorem. In the presence of
the environment, thermalization (excitation to higher energy states) becomes possible, which reduces the
probability for it to stay at the ground state and hence introduces noise. To aviod thermalization, the
computation process might have to be fast enough. Therefore, there is a window of time scale in which
adiabatic quantum computing would work efficiently. We study this thermalization problem in this thesis.
For one-way quantum computing, the requirement for good two-qubit operations, which is still highly
challenging for the standard gate model, is relaxed. However, one must be able to generate high quality
cluster states to begin with, and perform reliable and efficient projective measurements. For solid state
implementation, our analysis in error correlation should also be applicable here.
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Chapter 2
Quantum Simulation with Quantum
Computer
Quantum computation is by far best known for its potential capability of factoring numbers which are prod-
ucts of two prime numbers, which poses some threat to the current cryptographic system for the encryption
of sensitive information, for example, credit card information involved in electronic transactions over the
Internet. Quantum computing was, however, originally envisioned by R. Feynman [Fey82] as useful for sim-
ulating quantum systems. Unfortunately, this area has been relatively less explored in the community. For
example, it is not so clear how a chemical reaction can be simulated exactly and efficiently using a quantum
computer.
The study of molecular simulation with a quantum computer consists of three parts, namely, initialization
of the quantum state of interest (e.g. ground state), quantum dynamics and measurement. In quantum
chemistry, there are lots of methods for approximating the ground states of some molecules of interest.
Some of them have been very successful while others have not. The purpose of making approximations is to
simplify the problem, in the sense that smaller matrix size and/or fewer operations are needed to obtain as
accurately as possible the values of physical quantities such as the eigen-energies. The difficulty encountered
in classical molecular computing is the exponentially growing size of the matrix elements required to store
the information of the wavefunction. For example, to simulate the quantum state
|φ〉 =
∫
dxφ (x) |x〉 (2.1)
of a (localized) quantum particle in 1D, if one discretizes the space into n sites,
|φ〉 ≈
∑n
j=1
φ (xj) |xj〉 , (2.2)
then the number of basis vectors is limited by the matrix size. In 2007, the world record [YIM05] on the exact
diagonalization of the Hubbard model was claimed to be a O(1011) dimensional matrix. With a quantum
computer, this is equivalent to the requirement of 37 qubits, thanks to the principle of superposition allowed
in quantum mechanics.
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In terms of quantum simulation, a quantum computer is believed to be much more powerful then a
classical computer with similar operating speed and number of resources. Therefore, it should in principle
be possible to efficiently initialize the electronic ground state, which might be computationally hard to
obtain with classical computer, of some molecules to an arbitrary accuracy. The question is how. In this
chapter, we will provide one solution to this question. With the ability to initialize molecular ground states
efficiently, some reasonable chemical reactions can then be further simulated. We shall also describe how the
expectation values of various physical observables could be obtained.
2.1 Overall strategy of the proposal
Our goal is to show that it is possible to prepare the exact electronic ground states of certain molecules on
a quantum computer. For all molecules, the corresponding Hamiltonian looks the same. To be specific, let
us consider a system consisting of M nuclei which may have different charges Zje and N electrons:
Hfull = Tnuc + Telec + Un−n + Ue−e + Ue−n , (2.3)
where
Tnuc =
M∑
j=1
P 2j
2Mj
and Telec =
N∑
k=1
p2k
2mk
(2.4)
are respectively the kinetic energy of the nuclei (~Pj = −ih¯~∇j is the momentum operator and Mj is the
nuclear mass), and the electrons (~pk = −ih¯~∇k is the momentum operator and mk is the electron mass). The
nuclear-nuclear and electron-electron coulomb interactions are given respectively by
Un−n =
(
e2/4piε0
) ∑
j,l
ZjZl/2|~Rj − ~Rl|
and
Ue−e =
(
e2/4piε0
) ∑
k,m
1/2 |~rk − ~rm| .
The electron-nuclei interaction reads
Ue−n = −
(
e2/4piε0
) ∑
j,k
Zj/|~Rj − ~rk| .
In the following, since we shall focus on time scales much shorter than the relevant time scale of the
nuclear motion, we shall assume that the motion of the nuclei is frozen, although it is in principle also
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possible to generalize our method to include the dynamics of the nuclei. The Hamiltonian reduces to
H = Telec + Ue−n + Ue−e, (2.5)
where the nuclear coordinates ~Rj are assumed to be some given classical variables. Given the coordinates
of the nuclei, our strategy is to start from the ground state of the non-interacting electrons Hamiltonian
H0 = Telec + Ue−n (2.6)
and then pseudo-adiabatically (to be defined more precisely later) increase the interaction term Ue−e. The
finally state stays in the ground state of the final Hamiltonian for sufficiently slow evolution, according to
the well-known adiabatic theorem.
Before we explain the details of this proposal, we shall clarify our encoding scheme. For each electron,
there are spatial and spin degrees of freedom. For the spin part, a single qubit is enough. For each dimension
of the spatial part, we employ n qubits (i.e. 2n basis vectors) to encode the wave function by discretizing
the continuum:
|ψ〉 =
∑
σ=↑,↓
∫
dxdydzφ (x, y, z, σ)ψ†σ |vac〉 →
∑
σ,x,y,z
φ (x, y, z, σ) |x〉 ⊗ |y〉 ⊗ |z〉 ⊗ |σ〉 , (2.7)
where σ = {0, 1}, and x, y and z are numerical values represented in binary, e.g. x = 3 ⇔ 000...011. The
same idea is then extended to the multiple particle case.
2.1.1 Pseudo-adiabatic evolution
Our proposal is different from the idea of “analog” quantum simulation, for example, using optical lattices to
simulate the Hubbard model [GF08]. We assume the existence of a universal quantum computer which is in
principle capable of simulating any quantum system by a series of logical operations consisting of 1-qubit and
2-qubit operations. This is sometimes called “digital” quantum simulation. The idea of pseudo-adiabatic
evolution is essentially to break down the time-dependent Hamiltonian H(t) into pieces by Suzuki-Trotter
expansion, and evolve each element separately (see next subsection).
We assume that we could prepare efficiently the “exact” ground state of some non-interacting electron
states, which are properly anti-symmetrized. Then, for each time interval, we shall simulate the kinetic
energy T and the potential energy U parts separately. The potential energy part is assumed to be time
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dependent
U (t) = f (t) U0 ,
with
f (t = 0) = 0 and f (t = τ) = 1
for some τ at which the evolution shall be completed. We shall demonstrate the method with the following
simplified example.
Simulation of quantum dynamics of particles
Consider a one-dimensional spinless particle. The time-independent Hamiltonian
H(t) = T + V (x)
consists of the kinetic energy term T = p2/2m and a smooth potential energy term V (x). We start with an
arbitrary initial state
|ψ〉 =
∑
x
φ (x) |x〉 ,
where x is the binary value of a string of qubit state. The evolution operator
U (∆t) = exp (−iH∆t)
for a tiny time interval ∆t can be approximated by
U (∆t) ≈ e−(i/2)V ∆te−iT∆te−(i/2)V ∆t . (2.8)
Fortunately, an efficient method for simulating the expansion is possible with the help of quantum Fourier
transform. This was first proposed by Zalka [Zal98], but shall follow the improvement made by Kassal et al.
[KJL+08]. The basic idea is that in the position basis, the term e−(i/2)V (x)∆t is just a phase factor associated
with different values of x in |x〉. One can achieve the task of
|x〉 → e−iV (x)∆t |x〉 (2.9)
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by a technique similar to that of “phase kick-back” [KLM07]. Suppose we have an ancilla register initialized
as
|A〉 = M−1/2
∑M−1
y=0
e2piiy/M |y〉 , (2.10)
which can be efficiently generated by quantum Fourier transform1 QFT (e.g. see [KLM07]) from the initial
state |00...01〉, and we have a (classical) circuit that can efficiently compute
|x〉 ⊗ |y〉 → |x〉 ⊗ |y ⊕ V (x)〉
for some functions V (x), where ⊕ denotes addition modulo M . Here ∆t = 2pi/M but it can be re-scaled by
re-scaling V . We have
|x〉 ⊗ |A〉 → e−iV (x)∆t |x〉 ⊗ |A〉 , (2.11)
with the ancilla state completely unchanged and unentangled with the input state after the operations, which
are efficient provided that the function V (x) can be computed efficiently in a (reversible) classical computer.
The next step is to repeat the same procedure above in momentum space, in which the term e−iT∆t is again
just a phase factor. To perform the conversion, we again invoke the quantum Fourier transform QFT . The
procedure is then repeated for approximating the full time evolution.
2.1.2 Pseudo-adiabatic evolution for molecular ground state
The idea of pseudo-adiabatic evolution is to replace the time-independent Hamiltonian H by the time-
dependent one
H (t) = T + f (t)V (x) ,
where
f (t = 0) = 0 and f (t = τ) = 1
for some τ . The term in the new Trotter expansion is now a time dependent one:
U (t + ∆t, t) ≈ e−(i/2)V (x,t)∆te−iT∆te−(i/2)V (x,t)∆t , (2.12)
where
V (x, t) ≡ f (t)V (x) .
1QFT : |j〉 → N−1/2
∑N−1
k=0
exp
(
2pii
N
jk
)
|k〉
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It is obvious that, to preserve a certain level of accuracy, the time it takes to complete the pseudo-adiabatic
evolution is proportion to the number of terms we use in the Trotter expansion to approximate the uni-
tary operator. This time scale roughly speaking will depend on the minimum energy gap involved in the
Hamiltonian τ ∝ 1/g2min.
However, here we emphasize that the usual terminology used in the field of adiabatic quantum computing
(AQC) [FGGS00] may not be applicable in the case of pseudo-adiabatic evolution. For example, there may
exist algorithms in AQC in which the algorithm would scale with problem size in the sense that the minimum
gap may scale exponentially, e.g., gmin ∝ e−n with the input size of the problem n. This suggests that the
running time of the algorithm would scale exponentially with n, which is classified as a computationally hard
problem in complexity theory. For pseudo-adiabatic evolution, however, if we focus on a particular molecule,
for example, benzene, the mere increase in the number of qubits, which makes better approximation in the
spatial resolution, does not increase the “complexity” of the problem. It is because the energy gap in this
case should approach asymptotically to some fixed value.
For larger molecules, the energy gap from the (many-body) ground state to the first excited state may
tend to be smaller. This does affect significantly the efficiency of the pseudo-adiabatic evolution. However,
the actual efficiency has to be studied case by case. For example, some “closed shell” atoms or molecules
such as Neon (Ne, with 10 electrons) may have better performance than Fluorine (F, with 9 electrons).
2.2 Preparing known quantum states
The first step of our proposal assumes the existence of an efficient method for preparing a known many-body
state
|ψ〉 =
∑
σ=↑,↓
∫
d~rφ (~r1, ~r2, ..., ~rN )ψ
†
σ1 (~r1) ψ
†
σ2 (~r2) ...ψ
†
σn (~rn) |vac〉 , (2.13)
where the sum over spin σ and the integration of the spatial coordinates ~r are taken for all possible config-
urations. Our proposal requires the input state for the pseudo-adiabatic evolution be the “exact” ground
state of the non-interacting Hamiltonian Eq. (2.6) of a few-electron molecule e.g. Benzene. There are several
methods currently known for preparing some known quantum states. We shall describe them one by one,
but we shall not perform a quantitative comparison of them here (because the result may vary from molecule
to molecule, as discussed below).
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2.2.1 Method 1: preparing plane wave states
We can start with the ground state of the free (3D) space Hamiltonian
Hfree =
∑
j
p2j/2m , (2.14)
which is the “filled-up” fermi sea2
a†n/2↓a
†
n/2−1↑...a
+
1↓a
†
1↑a
†
0↓a
†
0↑ |vac〉 .
To represent this state in the real-space representation with our qubits, we shall first initialize the following
product state
|φ0↑〉 |φ0↓〉 |φ1↑〉 |φ1↓〉 ...|φn/2↑〉|φn/2↓〉 , (2.15)
where (apart from the normalization)
|φk〉 ∝
(∑
x
eikxx |x〉
)
⊗ (
∑
y
eikyy |y〉)⊗
(∑
z
eikzz |z〉
)
is the tensor product of the plane wave states (assumed period boundary condition). The plane wave states
can be prepared easily with the applications (in parallel) of quantum Fourier transform QFT . Next, we shall
perform the operation of anti-symmetrization for this wave-function to make it consistent with the Pauli
exclusion principle. We shall explain the details of the anti-symmetrization method(s) more later. Then, we
simulate the pseudo-adiabatic evolution (as described in the previous section) of the following Hamiltonian
H1 = sHfree + (1− s)H0 ,
where
H0 = Telec + Ue−n
as defined in Eq. (2.6). Here
Hfree = Telec ,
s (t = 0) = 1 and s (t = τ) = 0
for some time τ at which the evolution is finished.
This method should in principle work if we perform sufficiently many sub-evolutions U (t + ∆t, t). How-
2Assume total number of electrons n is even here, but it shall be the same for odd n.
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ever, this depends on the size of the energy gap between the ground state and the first excited state. With
a box of volume L3, the single particle eigenenergies are
εnx,ny,nz =
(
2pi2h¯2/mL2
) (
n2x + n
2
y + n
2
z
)
for the n’s equal 0,±1,±2,±3, ... and so on, but each level is at least doubly degenerated for the spin. The
degeneracy of the orbital states increases for large n’s. However, similar to the noble gases in atomic physics,
there will be a relatively big gap when the degenerate levels are filled up.
An alternative to adiabatic evolution is to apply the phase estimation algorithm successively. The physical
idea behind is basically the Zeno effect; if we set the ground state of the Hamiltonian H(t) as the input state,
we then apply the evolution operator exp (−iH (t + ∆t)∆t) of the Hamiltonian H(t + ∆t) as the controlled
unitary transformation in the algorithm. The final state should be very close to the new ground state, if
∆t is sufficiently small. This is effectively a projective measurement in the new basis, and the efficiency is
roughly the same as adiabatic evolution, apart from the extra circuits needed for the controlled evolution
and quantum Fourier transform.
Another problem is the dependence on L, the size of the spatial region we are considering. We certainly
shall not choose a region of space which are much larger than the size of the molecule. On the other hand,
we might also wish to make the electron mass m as time dependent, and start from a smaller value and
gradually decrease it to the normal value. This will stretch the energy gap larger. Lastly, we point out the
possibility of breaking the degeneracy by adding some perturbation potential and even start with artificial
electrons whose masses are different in different dimension, i.e. the kinetic energy becomes
KE = p2x/2mx + p
2
y/2my + p
2
z/2mz .
These methods might help improve the efficiency, but more quantitative study along this line of thought is
needed.
We emphasize here again that for a fixed number of electrons, the increase of the number of qubits could
increase the spatial resolution of the wavefunction, but it would not shrink the energy gap. It is therefore
very different from the nature of ordinary adiabatic quantum computation problems.
2.2.2 Method 2: a series of controlled rotations
Another method is first invented by Zalka [Zal98]; similar ideas have been discussed independently [KM01,
GR02]. The basic idea of this method is to start from the “all-zero” state |000...0〉, and apply to it a series
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of controlled rotations to prepare the spatial wave function of particles. However, the “hidden” cost is the
assumption of the ability to perform numerical integration efficiently.
Before we go into the details, let us illustrate this method first by a simple example: let’s say we want
to prepare a particle in the following state:
|ψ〉 = φ00 |00〉+ φ01 |01〉+ φ10 |10〉+ φ11 |11〉 , (2.16)
which contains the probabilities of finding the particle at four locations. To be more specific, let us assume
that the total length of this 1D space is L. The separation between the neighboring locations is L/22. The
states of the qubits are mapped to the spatial locations as
1. 00 ⇔ 0, which is the origin,
2. 01 ⇔ 1× (L/22),
3. 10 ⇔ 2× (L/22),
4. 11 ⇔ 3× (L/22).
For simplicity, we shall assume all φ’s are positive real numbers. The complex phases can be appended
later3. The normalization condition is
φ200 + φ
2
01 + φ
2
10 + φ
2
11 = 1 .
We start with the |00〉 state. Clearly, the first bit (left most) represents whether that the particle is on
the left half (0) or the right half (1). The corresponding probabilities are
Q1 (0) ≡ φ200 + φ201 and 1−Q1 (0)
respectively. Therefore, we perform the following rotation for the first qubit:
|0〉 →
√
Q1 (0) |0〉+
√
1−Q1 (0) |1〉 . (2.17)
The rotation of the second qubit has to depend on the state of the first one i.e., a controlled rotation. It is
determined by the conditional probability. Explicitly, we perform the following rotations:
|00〉 → |0〉
(√
Q2 (0) |0〉+
√
1−Q2 (0) |1〉
)
(2.18)
3By using same method described in Eq. (2.11)
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and
|10〉 → |1〉
(√
Q2 (1) |0〉+
√
1−Q2 (1) |1〉
)
(2.19)
where
Q2 (0) ≡ φ
2
00
φ200 + φ
2
11
and Q2 (1) ≡ φ
2
10
φ210 + φ
2
11
. (2.20)
One can readily check that these procedure does yield the desired state Eq. (2.16).
Next, we extend the discussion to general cases. A many-body wave function would involve more degrees
of freedom. However, any configuration can still be represented by a binary string. Therefore, without loss
of generality, it is sufficient to illustrate the method for a 1D particle. We write
|ψ〉 =
2l−1∑
x=0
φ
(
x
L
2l
)
|x〉 , (2.21)
where l is the number of qubits involved. This is the state we wish to produce, starting from the state
|000...0〉. We shall apply controlled rotations successively. Consider n qubits, the controlled rotation on the
last qubit (depending on the previous n− 1 qubit state |k〉) is defined by the following operation:
|k〉 ⊗ |0〉 → |k〉 ⊗
(√
Qn (k) |0〉+
√
1−Qn (k) |1〉
)
, (2.22)
where
Qn (k) ≡
∫ (k+1)(L/2n)
k(L/2n)
|φ (x)|2dx∫ (k+2)(L/2n)
k(L/2n)
|φ (x)|2dx
. (2.23)
After these procedures, the final state should be the “phase-less” state
|ψ〉 ≈
∑2l−1
x=0
∣∣φ (xL/2l)∣∣ |x〉 .
The corresponding phases can be appended by the method discussed in the previous section (see Eq. (2.11)).
Here we put an ‘≈’ sign to the quantum state because the algorithms requires the integration be performed
with high accuracy and efficiency4.
2.2.3 Method 3: a hybrid approach
In principle, the non-interacting electronic states (i.e. no coulomb interaction) can be prepared efficiently
with classical computer, and these known quantum states can be prepared with method 2. However, for
properly anti-symmetrized electronic states, the wavefunction is an entangled state in the first quantized
4For example, using Monte Carlo methods.
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representation instead of a product state. Apart from the requirement that highly precise integration be
achieved with the quantum circuit, method 2 requires a series of rotations that cannot be applied in parallel.
This might cause a bottle-neck of performance, when more electrons are involved.
A potential solution to this problem is a hybrid approach [WKAG09]. Here one shall first apply method
2 to generate the product state of the Hamiltonian
H0 = Tele + Ue−n ≡
∑
k
Hk
(see Eq. (2.6)) for the N non-interacting electrons. Here Hk is the Hamiltonian of an individual electron:
Hk ≡ p
2
k
2m
− e
2
4piε0
∑
j
Zj
|~Rj − ~rk|
, (2.24)
where the j-sum is over all nuclei. Define a set of orbitals5 |ψnσ〉 for Hk, such that
Hk |ψnσ〉 = En |ψnσ〉
for some eigenvalues En. The following product state can be generated by method 2 in parallel:
|ψ0↓〉 |ψ0↑〉 |ψ1↓〉 |ψ1↑〉 ... |ψm↓〉 |ψm↑〉 . (2.25)
Here we assume even number of electrons, but it also works for odd number. Then, we apply the method
of anti-symmetrization for this state to obtain the desired initial state for the next step — pseudo-adiabatic
evolution.
2.3 Method of anti-symmetrization
Here we discuss the method(s) of performing symmetrization or anti-symmetrization for a product of or-
thogonal states. We point out, however, that anti-symmetrization is a non-unitary operation. For example,
consider two spinless fermions, the state in which two particles located in the same position are not allowed.
Therefore, states like |x〉1 ⊗ |x〉2 should vanish under the anti-symmetrization operation. The original idea
of this method6 is from Abrams and Lloyd [AL97], some modifications were made in Ref. [WKAG09]. Here
we shall describe it with a simple example and will also suggest some improvements.
5Here n labels the spatial part, and σ the spin part.
6In [AL97], it was not made it clear about the restrictions on the initial state.
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We will start with a product of N orthogonal states,
|Φ1〉 ⊗ |Φ2〉 ⊗ ...⊗ |ΦN 〉 .
Our goal is to transform this state into an anti-symmetrzation form. It will be sufficient to demonstrate this
method for the case of two particles,
|Φ1〉 ⊗ |Φ2〉 → 1√
2
(|Φ1〉 ⊗ |Φ2〉 − |Φ2〉 ⊗ |Φ1〉) , (2.26)
as the generalization shall be straight forward.
To get started, we first need an ancilla qubit, initialized as
(|0〉+ |1〉) /
√
2 .
A controlled swap is then applied to exchange the positions of two particles, we have
1√
2
(|Φ1〉 |Φ2〉 |0〉+ |Φ2〉 |Φ1〉 |1〉) . (2.27)
Here the swap operation should be made in the qubit level, i.e., for any pair of states in the binary repre-
sentation:
|p1p2...pn〉 |q1q2...qn〉 → |q1q2...qn〉 |p1p2...pn〉 , (2.28)
which consists of n independent swap gates. Next, we have to disentangle the ancilla qubit from the system
qubits. To do this, we will rely on the distinguishability of the two states. In the previous section, the
product states (i.e. Eq. (2.15) and Eq.(2.25)) to be anti-symmetrized are energy eigenstates. Except in the
cases of degeneracy, it is possible to exploit the difference in the energy eigenvalues of the states.
Explicitly, suppose there exists a Hamiltonian H such that
H |Φ1〉 = E1 |Φ1〉 and H |Φ2〉 = E2 |Φ2〉 ,
but E1 6= E2. Then the standard phase estimation algorithm [NC00] allows us to perform the following
(reversible) operation
|Φj〉 |Φk〉 |0〉 |0〉 → |Φj〉 |Φk〉 |Ej〉 |Ek〉 . (2.29)
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The total state (apart from a normalization constant) becomes
|Φ1〉 |Φ2〉 |E1〉 |E2〉 |0〉+ |Φ2〉 |Φ1〉 |E2〉 |E1〉 |1〉 . (2.30)
Next, there will be some flexibility here on how to disentangle the ancilla qubit. For example, one may
certainly construct a doubly controlled-X on the ancilla qubit: i.e. an X gate would be applied on the
ancilla qubits when the controlling state is |E2〉 |E1〉, but not |E1〉 |E2〉. In operator form, the unitary
transformation required is:
|E1〉 |E2〉 〈E1| 〈E2| ⊗ I + |E2〉 |E1〉 〈E2| 〈E1| ⊗X . (2.31)
After that, if the inverse of the phase estimation algorithm is then applied, the final state is the sym-
metrized state
(|Φ1〉 |Φ2〉+ |Φ2〉 |Φ1〉) /
√
2 ;
if a phase gate
|0〉 〈0| − |1〉 〈1|
is applied before that, we get the anti-symmetrized state
(|Φ1〉 |Φ2〉 − |Φ2〉 |Φ1〉) /
√
2 .
We note that the doubly controlled gate Eq. (2.31) may require that precise values of the E1 and E2 be
obtained in the phase estimation algorithm, and in some cases, they may not even be known. Therefore, we
suggest an alternative way to construct this part. Define a function
f (x1, x2) = 1 if x1 < x2 ,
and
f (x1, x2) = 0 if x1 > x2 .
Then, we construct the circuits which perform the following calculation:
|x1〉 |x2〉 |y〉 → |x1〉 |x2〉 |f (x1, x2)⊕ y〉 , (2.32)
where y = {0, 1} and ⊕ represents modulo 2 addition. This operation can replace the unitary transformation
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Eq. (2.31), and does not require the knowledge of the precise values of E1 and E2.
2.3.1 Problem of degeneracy
In the previous method of anti-symmetrization, we assumed that the orthogonal states can be distinguished
by the eigenvalues with respect to a Hamiltonian. For the application to molecular physics, energy degeneracy
is not uncommon. Therefore some other quantum numbers are needed to distinguish them. Here we restrict
ourselves to the case of Coulomb potential. The eigenstates of the orbitals are determined by three quantum
numbers (n, l,m); for a fixed each n, l = 0, 1, 2, ..., n − 1, corresponding to s, p, d, f, .. etc. orbitals. For
each l, m = −l, .., l. Lastly, for each orbital labeled by (n, l,m), there are two additional spin states. The
eigen-energy En of the electrons in hydrogen-like atoms depends only on n, namely En = −α/n2, where α is
a constant which is not important here. Therefore, all energy eigenstates are degenerate, and the degeneracy
increases with n.
To resolve this circumstance, we suggest to include some symmetry breaking terms in the Hamiltonian
and perform a pseudo-adiabatic evolution just before the phase estimation algorithm Eq. (2.29) and reverse
the pseudo-adiabatic evolution after that. Here we point out that it is not necessary to apply the pseudo-
adiabatic evolution to all qubits. For example, consider the anti-symmetrization problem for two particle
state in the previous section, and suppose now E1 = E2 = E∗. If there exists pseudo-adiabatic evolution
U(t) such that U (t) |Φ1〉 is associated with E∗ + ∆E, and E∗ −∆E for U (t) |Φ2〉, then just after the phase
estimation algorithm, the state in Eq. (2.30) is replaced by
U (t) |Φ1〉 |Φ2〉 |E∗ + ∆E〉 |E∗〉 |0〉+ U (t) |Φ2〉 |Φ1〉 |E∗ −∆E〉 |E∗〉 |1〉 , (2.33)
which can then be used to disentangle the ancilla qubit, and U(t) can be reversed to retrieve the correct
state.
Here we consider explicitly the hydrogen-like atoms. To break the degeneracy for the different azimuthal
quantum number l, we can include the relativistic correction (e.g. see [ZZ03]) to the kinetic energy term
Hrel = −p4/8m3c2. This causes the eigenenergies to depend on l, and the first order correction E(1)n to the
unperturbed value En is
E(1)n = −
(
E2n/2mc
2
)
(4n/ (l + 1/2) + 3)
once the l’s orbitals are separated. For each l, there are energy-degenerate states |l, m〉 for different m’s
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which are eigenvalues of the z-angular momentum operator,
Lz ≡ xpy − ypx ,
such that
Lz |l, m〉 = h¯m |l,m〉 .
The evolution operator
Uθ ≡ e−iLzθ
can be simulated by Trotter expansion; the xpy part and the ypx can be simulated by performing suitable
quantum Fourier transforms, as described in the previous section on the simulation of particle dynamics.
These procedures would not require extra “readout” qubits in the phase estimation algorithm, the
|E1〉 |E2〉 in Eq. (2.30) is simply replaced by |E1 + m1〉 |E2 + m2〉. Finally, the degeneracy of the spin
degree of freedom can be easily resolved for example by including extra ancilla qubits and performing
controlled-NOT operations on them. Here we shall skip the details.
2.3.2 Anti-symmetrization for plane wave states
The problem of energy degeneracy does not apply to the plane wave states, because an efficient algorithm,
namely quantum Fourier transform QFT , exists for generating plane states from the “number states”:
QFT : |k〉 → |φk〉 ≡ 1√
N
N−1∑
j=0
e(2pii/N)kj |j〉 , (2.34)
where N = 2n for n physical qubits.
To illustrate this method, we consider m spinless fermions and start with the product of the number
states
|1〉 |2〉 |3〉 ... |m〉 . (2.35)
With the application of QFT on all m qubits, we can easily get the product of the plane wave states
|φ1〉 |φ2〉 |φ3〉 ... |φm〉 .
However, since the number states are supposedly easier to be manipulated, we shall leave the application of
the QFT to the end. This becomes simply the problem of anti-symmetrizing a product of ordered states.
We shall discuss this method in detail in the next subsection.
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2.3.3 Anti-symmetrization for ordered states
Generally, the previous anti-symmetrization algorithm would not work for some non-product states. For
example, consider the following state
α |ψ1〉 |ψ2〉+ β |ψ2〉 |ψ1〉 ,
where |ψ1〉 and |ψ2〉 are not only orthogonal but also non-degenerate. Since the anti-symmetrization process
is linear, we should expect the desired state (after normalization) to be
α |ψ1〉 |ψ2〉+ β |ψ2〉 |ψ1〉 → (|ψ1〉 |ψ2〉 − |ψ2〉 |ψ1〉) /
√
2 . (2.36)
We see that the “quantum information”, characterized by α and β, is lost. As the unitary operations involved
should not depend on the input state, we expect the above procedures cannot properly anti-symmetrize the
state7.
We shall present an anti-symmetrization algorithm which works for a subclass of the entangled states.
The states to be anti-symmetrized are assumed to be expanded in a basis which is ordered, i.e., the basis
vectors |x1x2x3...xm〉, where
x1 < x2 < ... < xm .
A general state (ignore spin) would be written as
|ψ〉 =
∑
xm
...
∑
x2<x3
∑
x1<x2
ψ (x1, x2, x3, ..., xm) |x1x2x3...xm〉 . (2.37)
This form of the wavefunction is in fact not uncommon. For example, in second quantization, the basis
vectors are generated by applying the creation operators ψ† (x) to the vacuum |vac〉. These operators can
always be ordered8, e.g.
ψ† (x2)ψ† (x1) |vac〉 = (±1)ψ† (x1)ψ† (x2) |vac〉 ,
to form a complete basis.
7The anti-symmetrization procedure in previous section gives α (|ψ1〉 |ψ2〉 |0〉 − |ψ2〉 |ψ1〉 |1〉)+β (|ψ2〉 |ψ1〉 |0〉 − |ψ1〉 |ψ2〉 |1〉).
The resulting states α |ψ1〉 |ψ2〉+ β |ψ2〉 |ψ1〉 and α |ψ2〉 |ψ1〉+ β |ψ1〉 |ψ2〉 may not even be orthogonal.
8Here assume x1 < x2, and +1 (−1) for bosons (fermions)
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Next, an ancilla register of qubits is prepared in the m! equally weighted state
(1/
√
m!)
∑m!
y=1
|y〉 .
Each value of y is associated with a particular configuration of the order of the states. For example, if m = 3,
we can assign y = 0 corresponds to |φ1〉 |φ2〉 |φ3〉; y = 1 corresponds to |φ2〉 |φ1〉 |φ3〉 and so on. Based on
this correlation, we implement a controlled swap, followed by an appropriate phase of (−1) for fermionic
exchange, on the physical qubits for different values of y. Denote {x}y as a particular configuration of the
sequence x1x2x3...xm, the resulting transformation is of the form
|x1x2x3...xm〉 → 1√
m!
m!∑
y=1
(±1) |{x}y〉 |y〉 . (2.38)
To disentangle the ancilla qubits, we define a function f (z1, z2, z3, .., zm) which identifies the order of the
sequence z1z2z3...zm and produce an output such that
f({x}y)⊕ y = 0 .
Applying this function to Eq. (2.38), the ancilla qubits are disentangled and restored to the |0〉 state.
Therefore, any order state of the form Eq. (2.37) can be anti-symmetrized.
2.4 Pseudo-adiabatic evolution from non-interacting electrons to
molecules
Molecules are formed by atoms. If the distance between the atomic nuclei are sufficiently large such that the
ground states of the individual atoms have small overlap, these ground states orbitals can be employed as
the basis for constructing the Hamiltonian of the corresponding molecule. The simplest model of this kind is
known as the Ha¨ckel method [Lev99], or Ha¨ckel molecular orbital method (HMO) proposed by Erich Ha¨ckel
in 1930. In this method, however, the Coulomb replusion is not properly handled, and is therefore a crude
estimation to the eigenstates of the molecular Hamiltonian only. Significant improvement can be made by
the so-called Pariser-Parr-Pople (PPP) method, which was developed for handling pi-electron systems such
as Benzene. In the physics community, the same form of the resulting Hamiltonian is called the Hubbard
model, or extended Hubbard model.
In this thesis, we propose that the initial molecular state be prepared as the ground state of the non-
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interacting Hamiltonian, i.e. in the absence of the Coulomb interaction between the electrons, in which the
nuclei (with charges Zje) motion ~Rj are assumed to be frozen:
H0 =
∑
j
p2j
2m
− e
2
4piε0
∑
j,m
Zm
|~Rm − ~rj |
. (2.39)
The eigenstates |φk〉 of this Hamiltonian can be calculated efficiently with the molecular orbital method
with a classical computer. For m electrons, the many-body ground state wavefunction is simply the Slater
determinant of the non-interacting orbitals. The many-body ground state of the full Hamiltonian H =
H0 + Ue−e where Ue−e is the electron-electron Coulomb interaction
Ue−e =
e2
8piε0
∑
j,m
1
|~rj − ~rm| , (2.40)
can be obtained by the pseudo-adiabatic evolution described in the previous sections.
The efficiency of this method depends mostly on the energy gap as a function of Ue−e, i.e. the number
of electrons, but not on the number of qubits n needed to represent the wavefunction of the electrons. This
is because increasing n would increase the spatial resolution of the wavefunction, but not the structure of
the Hamiltonian. For a class of molecules, the efficiency could be obtained by comparing the numerical
simulation from the PPP model or the extended Hubbard model.
2.5 Methods of measurement and some applications
Having prepared the ground state, the last step is to extract the information contained in the state. This
is the measurement part of the quantum theory. One method [Zal98] to achieve this is to model the Von
Neumann measurement by including some ancilla qubit to represent the detector, followed by a projective
measurement on the ancilla qubit. However, in this method, the wavefunction would “collapse”, and has to
be re-prepared for each time.
Here we shall describe an alternative measurement method [SOG+02, KOS07] which yields the quantum
expectation through the measurement result of a single qubit. We shall show that this method allows us
to repeat the projective measurement on the measuring qubit without the need to re-initialize the quantum
state of interest.
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2.5.1 Quantum measurement with a single qubit
Consider a given pure9 quantum state |ψ〉. Our goal is to determine the expectation value
〈Ω〉 ≡ 〈ψ|Ω |ψ〉
of the Hermitian operator Ω. Given a single ancilla qubit, we assume that one is able to perform the following
controlling gate:
|0〉 〈0| ⊗ I + |1〉 〈1| ⊗ e−iΩ∆t , (2.41)
where ∆t is a positive real number. The “time evolution operator” is to act on the quantum state |ψ〉. For
sufficiently small ∆t, we shall assume that it is possible to approximate
e−iΩ∆t ≈ I − iΩ∆t . (2.42)
The first operation involved is to create a superposition of the controlling qubit:
(
1/
√
2
)
(|0〉+ i |1〉)⊗ |ψ〉 .
Next, we apply the controlling operation in Eq. (2.41), which makes
1√
2
(|0〉+ i |1〉)⊗ |ψ〉 → 1√
2
(|0〉 ⊗ |ψ〉+ i |1〉 ⊗ e−iΩ∆t |ψ〉) . (2.43)
Then, applying the Hadamard gate,
(
1√
2
)
(|0〉+ |1〉) 〈0|+
(
1√
2
)
(|0〉 − |1〉) 〈1| ,
to the ancilla qubit, we have
1
2
|0〉 ⊗ (I + ie−iΩ∆t) |ψ〉+ 1
2
|1〉 ⊗ (I − ie−iΩ∆t) |ψ〉 . (2.44)
Suppose we perform a projective measurement on the ancilla qubit, the probability P|0〉 of getting zero is
directly related to the expectation value 〈Ω〉 ≡ 〈ψ|Ω |ψ〉:
P|0〉 =
1
4
(
2 + i
〈
e−iΩ∆t
〉− i 〈eiΩ∆t〉) ≈ 1
2
(1 + 〈Ω〉∆t) . (2.45)
9It is also applicable to mixed states. For simplicity, we assume pure state here.
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Since the measurement outcome is completely random, the situation is very similarly to that of the random
walk problem. To achieve an accuracy of ² for determining 〈Ω〉, it will require O(1/²2) rounds of measurement
on the measuring qubit.
This completes our description of the measurement method. As an example, we described in the previous
sections on how the time evolution cf. Eq. (2.11) of the potential energy term or kinetic energy term can
be implemented by the phase-kick back method. With this method, Ω may be the potential energy, kinetic
energy or total energy of the molecular systems. In addition, other physical quantities, such as the angular
momentum, are also possible.
2.5.2 Generalized quantum non-demolition measurement
In the algorithm derived in the previous section, we perform projective measurement only to the single
qubit; the input state can be “recycled”. To see this point, let us consider the state after a single run of
the measurement. Since the measurement result is purely probabilistic, the resulting state (tracing out the
measuring qubit) should be a mixed state, denoted as ρ (∆t). With a probability of
P|0〉 ≈ (1/2) (1 + 〈Ω〉∆t) ,
it becomes (after normalization)
|ψ0〉 ≡ 1
2
√
P|0〉
(
I + ie−iΩ∆t
) |ψ〉 , (2.46)
and similarly, with a probability of
P|1〉 ≈ (1/2) (1− 〈Ω〉∆t) ,
it becomes
|ψ1〉 ≡ 1
2
√
P|1〉
(
I − ie−iΩ∆t) |ψ〉 . (2.47)
We note that the input state will be perturbed in either case. However the pertubation “commutes” with
the pre-measured state |ψ〉. It is therefore possible to repeat the same quantum circuit for measurement
without resetting the input state.
The final state
ρ (∆t) = P|0〉 |ψ0〉 〈ψ0|+ P|1〉 |ψ1〉 〈ψ1| ,
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up to first order in ∆t, is
ρ (∆t) = ρ (0)− i
2
Ω |ψ〉 〈ψ|∆t + i
2
|ψ〉 〈ψ|Ω∆t , (2.48)
where ρ (0) ≡ |ψ〉 〈ψ|. Since this result is independent of |ψ〉 〈ψ|, we obtain an equation of motion for the
effective Hamiltonian, Heff = Ω/2:
d
dt
ρ = −i [Ω/2, ρ] . (2.49)
In other words, if we keep performing the single qubit measurement without re-setting the input state, then
we have an effective time evolution of the state
|ψ (t)〉 = e−i(Ω/2)t |ψ (t = 0)〉 . (2.50)
Moreover, we note that in our measurement scheme, if we replace Ω → −Ω in the second round, the quantum
state can be restored into its original state ρ (0) ≡ |ψ〉 〈ψ|. We can therefore in principle know the information
(through the expectation values) of any quantum state without perturbing the quantum state |ψ〉. For this
reason, we call it generalized quantum non-demolition measurement10.
2.6 Hybrid Approach to Quantum Simulation
In the previous sections, we assumed that the quantum state is represented by a register of qubits:
|ψ〉 =
∫
dxφ (x) |x〉 →
∑
x
φ (x) |x〉 , (2.51)
which encodes the information of the wavefunction φ (x) into the amplitudes of the computational basis |x〉
of the qubits. The disadvantage of this approach is that the value of φ (x) has to be prepared accurately
(see section 2.2.2), and therefore requires a huge number of quantum operations and is also susceptible to
dephasing noise.
Here we point out the possibility of an alternative approach, which encodes the information of the
wavefunction φ (x) “inside” the quantum state:
|ψ〉 =
∫
dxφ (x) |x〉 → 1√
N
∑
x
|x〉 ⊗ |φ (x)〉 , (2.52)
10This is in some sense similar to the weak measurement method [AAV88].
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where φ (x) in |φ (x)〉 is represented by a binary number11. The idea is that one may design algorithms
which extract information of the amplitude stored in the register qubits.
Before we start our discussion, here we point out that a quantum computer can perform the task of
summation (and hence integration) efficiently, compared with classical computer. Suppose we wish to perform
the following sum which involves N = 2n (for some integer n) terms
S =
1
N
N−1∑
x=0
f (x/N) ≈
∫ 1
0
f (x) dx . (2.53)
Here we assume the integration is the N →∞ limit of the summation. We shall also assume that f (x) is a
complex number with amplitude
|f (x)| ≤ 1
smaller than one. Define an operator e−iθˆ such that
e−iθˆ |f (x)〉 = e−iθx |f (x)〉 , (2.54)
where the phase θx can be chosen to be either the real or imaginary part of f(x):
sin θx = Re [f (x)] or Im [f (x)] . (2.55)
Then, with the state initialized as
(1/
√
N)
∑
x
|x〉 ⊗ |f (x)〉
and the replacement
e−iΩ∆t → e−iθˆ ,
the measurement method given in the previous section cf Eq. (2.45) becomes
P|0〉 =
1
2
(
1 + 〈sin θˆ〉
)
, (2.56)
where in this case
〈sin θˆ〉 = Re [S] or Im [S] . (2.57)
In theoretical physics, the ability to perform summation of exponentially many phases factors is often
required; the most notable example is the evaluation of path integrals for transition amplitudes. However,
11Here we require |φ (x)| ≤ 1, so some averaging is assumed to be taken in the transition from the continuous wavefunction.
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we note that to determine the value of 〈sin θˆ〉 to a precision of
² < 〈sin θˆ〉 ,
one will need12 O
(
1/²2
)
runs. Therefore, we would not wish the value of 〈sin θˆ〉 to shrink exponentially with
the increase of problem size.
As an example, to compute the following 1D integral
∫ 1
0
e−xdx = 0.632 ,
performing 1000 times of sampling yields the precision of 0.03 which is much smaller than 0.632. However, if
we are to compute the n-dimensional version of it, we need accuracy smaller than 0.632n which could make
the algorithm inefficient. For this reason, to calculate the expectation values 〈A〉 of any Hermitian operator
A, we shall explicitly avoid this problem, as we now discuss.
2.6.1 Expectation values for pure states
Here we shall show how to evaluate the expectation 〈A〉 = 〈ψ|A |ψ〉 of any Hermitian operator A with respect
to a given pure quantum state
|ψ〉 =
∫
dxψ (x) |x〉 .
Generalization of it to mixed states shall be straight-forward. It is also possible to write |ψ〉 in the eigenbasis
|Aj〉 of A i.e.
A |Aj〉 = aj |Aj〉 ,
and
|ψ〉 =
∑
j
cj |Aj〉 , (2.58)
where
cj = 〈Aj |ψ〉 =
∫
dxψ (x) 〈Aj |x〉
and |cj |2 represents the probability that the state can be found in state |Aj〉. In particular,
〈A〉 =
∑
j
|cj |2aj . (2.59)
12This is the same as random walk; the relative fluctuation from the mean value decreases with the increase of the number
N of sampling as 1/
√
N .
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For n qubits, there could be exponentially many 2n eigenvalues aj , and some of which may even be
degenerate. It is therefore be possible to take the continuum limit and write
〈A〉 =
∫
p (a) a da , (2.60)
where p (a) is the probability density for obtaining eigenvalue a. Our goal is to determine p(a), or more
precisely
p (a) da =
∑
a<aj<a+da
|aj |2
the probability for some finite ranges (a, a + da); the value of p(a) can then be obtained by taking the
derivative of it. Lastly, any classical algorithm wcan be used to efficiently evaluate the integral in Eq. (2.60)
to obtain the value of 〈A〉.
To get started, we prepare a single qubit as
(
1/
√
2
)
(|0〉+ |1〉) ,
and some nt qubits as (
1/
√
Nt
) ∑Nt/2
t=−Nt/2
|t〉 ,
where Nt = 2
nt . Given the input state |ψ〉, our total state is therefore
1√
2Nt
Nt−1∑
t=0
(|0〉+ |1〉) |t〉 |ψ〉 , (2.61)
Now, assume the following operator can be prepared,
e−i2pi(A−a)t/Nt
with a being the input parameter, we apply the following controlled rotation:
|0〉 〈0| ⊗ I ⊗ I +
∑
t
|1〉 〈1| ⊗ |t〉 〈t| ⊗ e−i2pi(A−a)t/Nt , (2.62)
which performs the following transformation
|0〉 |t〉 |ψ〉 → |0〉 |t〉 |ψ〉 (2.63)
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and
|1〉 |t〉 |ψ〉 → e−i2pi(A−a)t/Nt |1〉 |t〉 |ψ〉 . (2.64)
The resulting state is
1√
2Nt
∑
t
(
|0〉 |t〉 |ψ〉+ e−i2pi(A−a)t/Nt |1〉 |t〉 |ψ〉
)
. (2.65)
Suppose we now perform a Hadamard transformation on the controlling qubit:
1√
2
(|0〉+ |1〉) 〈0|+ 1√
2
(|0〉 − |1〉) 〈1| . (2.66)
We see that the probability P|0〉 of obtaining the |0〉 state is
P|0〉 =
1
2
(
1 +
1
Nt
∑
t
〈cos [2pi (A− a) t/Nt]〉
)
, (2.67)
where
〈cos [2pi (A− a) t/Nt]〉 =
∑
j
|cj |2 cos [2pi (aj − a) t/Nt] . (2.68)
Recall that the Kronecker delta function δxy can be expressed by discrete Fourier transform as
δxy =
1
N
N−1∑
k=0
e2pii(x−y)k/N . (2.69)
Since the Kronecker delta is purely real, we can then write
1
Nt
∑
t
〈
ei(A−a)t/Nt
〉
=
1
Nt
∑
j,t
|cj |2ei(aj−a)t/Nt
=
∑
j
|cj |2δaaj (2.70)
which is the probability P (a) of finding the system states |aj〉 where aj = a. From Eq. (2.67), we have
P (a) = 2P|0〉 − 1 . (2.71)
For a large system, this number could be exponentially small when the system size increases. Therefore,
we have to perform an integration to obtain a finite result; that is instead of looking for the probability of
being at aj = a, we look for the probability where the eigenvalues are within a finite range x1 < aj < x2:
∫ x2
x1
p (a) da ≈
∑
x1<a<x2
∑
j
|cj |2δaaj . (2.72)
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This could be achieved by including extra ancilla qubits initialized as
(
1/
√
Na
) ∑
x1<a<x2
|a〉 ,
and the evolution is conditioned on the value of the state |a〉. Alternatively, we may simply truncate the
precision for the eigenvalues of A. Finally, we note the same argument goes through if we are given a mixed
state.
2.6.2 Performance considerations
In this method of quantum computation, to achieve a precision of ², the projective measurement on the
single qubit has to be made O
(
1/²2
)
times, as it is essentially the same as random walk. This means
that the operators e−2pii(A−a)t/Nt has to be applied O
(
1/²2
)
times as well. To achieve an improvement, we
may perform phase estimation in the beginning and include extra qubits to store the information about the
eigenvalues aj from the eigenstates |Aj〉:
|Aj〉 |0〉 → |Aj〉 |aj〉 . (2.73)
The phase factors e−i2pi(A−a)t/Nt are then extracted all from the ancilla qubits |aj〉 |t〉 |a〉, which does not
scale with the system size for a given precision. Furthermore, after the measurement, the wavefunctions are
changed by unitary operators which commutes with e−2pii(A−a)t/Nt . Therefore, we can keep repeating the
algorithm without refreshing the system qubits. Finally, the total cost of the algorithm comes mainly from
the (single application of the) phase estimation part.
2.6.3 Partition function and Free energy
We have described how to obtain the expectation value 〈A〉 of any Hermitian operator A, for any given state
either pure or mixed. We shall extend the same idea to calculate the partition function
Z = Tr
(
e−βH
)
at some temperature T where
β = 1/kBT ,
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with respect to a certain Hamiltonian H with eigenvalues Ek. Expanded in the basis of the eigenvectors,
Z =
∑
k
〈φk|e−βH |φk〉 =
∑
k
e−βEk . (2.74)
The number of terms N in the summation is equal to the dimension of H. For n qubits, we have N = 2n.
It is therefore a huge number for a sufficiently large n. In this case, we may express the partition function
Z in terms of the density of states g (ε):
Z =
∫
g (ε) e−βεdε . (2.75)
The function g (ε) contains the information for determining the partition function Z. Once we can determine
the values of it for all values of energy ε, we can then perform the summation using any method in classical
computing, e.g., Monte Carlo. Furthermore, the free energy F is related to the partition function Z by the
following relation:
F = −kBT log Z .
For simplicity, we shall focus mostly on the class of Hamiltonian which contains no particle exchange
symmetry. For bosonic or fermionic systems, an extra procedure would be needed to initialize symmetric
or anti-symmetric basis. We shall not discuss them here. The first step of this method is to start from the
product state
|0〉 |0〉 |0〉 ... |0〉
of n qubits. The number of basis vector is therefore 2n. Next, we apply Hadamard transform
|0〉 → (|0〉+ |1〉) /
√
2
for each qubit to obtain the “all-input” state
(1/
√
N)
∑
x
|x〉 ,
where x is a binary number ranging from 0 to 2n − 1 and N = 2n. We then prepare another set of n qubit
initialized to be |0〉 |0〉 |0〉 ... |0〉. Applying n independent single qubit control-not gates to it, we obtain the
following maximally entangled state:
1√
N
∑
x
|x〉 ⊗ |x〉 . (2.76)
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The maximally entangled state has the same Schmidt form in any basis. Suppose we write it in the basis
of the eigenstates |φk〉 of the Hamiltonian H, it becomes
1√
N
∑
x
|x〉 ⊗ |x〉 = 1√
N
∑
k
|φk〉 ⊗ |φ∗k〉 , (2.77)
where
|φk〉 =
∑
x
〈x |φk〉 |x〉
and
|φ∗k〉 =
∑
x
〈φk |x〉 |x〉 .
Note that |φ∗k〉, although generally not being an eigenstate of H, forms an orthonormal set, as
〈
φ∗j |φ∗k〉 =
∑
x
〈φj |x〉∗ 〈φk |x〉 = 〈φk| φj〉 = δkj .
Next, with some extra ancilla qubits, we implement a phase estimation algorithm which performs the
following operation13:
|φk〉 |0〉 → |φk〉 |Ek〉 , (2.78)
where Ek is a binary number representing the eigenvalue of the Hamiltonian, H |φk〉 = Ek |φk〉. The total
resulting state is
|ψ〉 = 1√
N
∑
k
|φk〉 |φ∗k〉 |Ek〉 . (2.79)
This state shall be exploited to obtain information about the partition function.
2.6.4 Density of states
To compute the density of states n(ε), we consider an operation which can read out the information about
the eigen-energies stored in |Ek〉. Similar to that in Eq. (2.11), we are able to construct a unitary operator
Vˆ such that
Vˆ |Ek〉 |t〉 = e−2pii(Ek−ε)t/Nt |Ek〉 |t〉 . (2.80)
13For simplicity, we assume the errors due to the finite precision of the eigenvalues are small.
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Here both Ek and t are some numerical numbers, and ε is the value of energy in question and is an input
parameter. Next apply the algorithm described in Eq. (2.67) on the following state
|ψ〉 ⊗ 1√
Nt
Nt−1∑
t=0
|t〉 , (2.81)
it suggests that the number of states N (ε) with eigen-energy Ej the same as ε, Ej = ε, is related to P|0〉 by
P|0〉 =
1
2
(
1 +
n (ε)
N
)
. (2.82)
The quantity n (ε) /N could be very small for large N . In this case, it would be more desirable to have the
summation over a range of energies (ε, ε + dε). This could be achieved either by limiting the precision of the
phase estimation for Ek or making a truncation
14 of the less significant digits of Ek on the operation in Eq.
(2.80). The partition function
Z =
∫
n (ε) e−βεdε
is then computed by any classical algorithm (e.g. Monte Carlo) for summing over the full range of ε, weighted
by the Boltzmann factor e−βε/Z.
2.6.5 Thermal expectation values
We have described how to obtain the partition function Z. This allows us to evaluate the thermal expectation
value 〈Ω〉 of an Hermitian operator Ω:
〈Ω〉 = 1
Z
∑
k
〈φk|Ω |φk〉 e−βEk . (2.83)
Let
Pk ≡ e−βEk/Z ,
and |Ωj〉 (ωj) be the eigenvector (eigenvalue) of Ω, so that
Ω |Ωj〉 = ωj |Ωj〉 .
In this way,
|φk〉 =
∑
j
ckj |Ωj〉 ,
14The range of energy ∆ = dε has to be sufficiently small, so that e−β∆ ≈ 1 the Boltzmann factor is not varying much.
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where
∑
j |ckj |2 = 1 for normalization. We can write
〈Ω〉 =
∑
k,j
ωj |ckj |2Pk . (2.84)
Here |ckj |2 can be understood as the conditional probability for observing the value Ωj given the system is
found to be in state |φk〉. To take into account of degeneracy, let
n (ω, ε) ≡
∑
j,k
|ckj |2δωωj δεεk (2.85)
be the sum of the probabilities |ckj |2 subject to the constraint that
ωj = ω and εj = ε .
In the continuum limit,
〈Ω〉 = 1
Z
∫ ∫
n (ω, ε) ωe−βεdωdε . (2.86)
Our strategy is to evaluate the partition function Z and n (ω, ε) using quantum algorithms. Then we perform
a classical algorithm to complete the integral. The key assumption for the algorithm to work is that we are
able to efficiently simulate either the time dynamics e−iΩt of Ω, or perform a phase estimation algorithm for
e−iΩt. This algorithm is basically the combination of the two described before.
To get started, following the discussion for calculating the partition function Z, we can obtain the state
described in Eq. (2.79), after applying the phase estimation algorithm for H. Next, we perform another
phase estimation algorithm for Ω. The state becomes
|ψ〉 = 1√
N
∑
k
|φωk 〉|φ˜k〉 |Ek〉 . (2.87)
Here |φ˜k〉 and |Ek〉 are defined in Eq. (2.79). The state |φωk 〉 is the resulting state of |φk〉 after apply the
phase estimation algorithm:
|φωk 〉 =
∑
j
ckj |Ωj〉 |ωj〉 . (2.88)
Next introduce 2 sets of registers of ancilla qubits:
1√
Nt
(
Nt−1∑
t=0
|t〉
)
1√
Ns
(
Ns−1∑
t=0
|s〉
)
. (2.89)
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Define an operator V which introduces a phase factor in the basis
V |Ek〉 |t〉 |ωj〉 |s〉 = e−i2pi(Ek−ε)t/Nte−i2pi(ωj−ω)s/Ns |Ek〉 |t〉 |ωj〉 |s〉 . (2.90)
Then we see that the expectation value of V with respect to the state |ψ〉 |A〉 gives us the information of
n (ε, ω):
〈V 〉 = 1
NtNsN
∑
k,j,t,s
|ckj |2e−i2pi(Ek−ε)t/Nte−i2pi(ωj−ω)s/Ns = n (ε, ω)
N
. (2.91)
Then following exactly the same procedure described in Eq. (2.82), we can obtain the value of n (ε, ω)
through the single qubit measurement. To obtain a range of it, we may simply perform phase estimation
with fewer digits. This completes our discussion on quantum simulation.
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Chapter 3
Quantum State Transfer over spin
chains
The idea of quantum state transfer over a quantum spin chain was first discussed by S. Bose [Bos03]. Bose
performed a numerical study of the transfer fidelity of a quantum state initialized at one end of the chain,
under the coherent evolution of the Heisenberg Hamiltonian
H =
N−1∑
j=1
(ωj/2)
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1 + σ
z
j σ
z
j+1
)
. (3.1)
Here
{
σxj , σ
y
j , σ
z
j
}
are the Pauli matrices acting on the j-th spin. The results obtained by Bose showed that
reasonably high fidelity of the chain could be obtained for long enough evolution time. However, it was not
known whether a perfect state transfer was possible. Later Yung, Leung and Bose [YLB04] extended the
investigation of the quantum state transfer problem to the case of XY Hamiltonian
H =
N−1∑
j=1
(ω/2)
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
. (3.2)
They were also able to map the problem of quantum state transfer to the problem of entanglement generation.
Perfect state transfer was discussed in the case of the spin chain with three spins.
Perfect state transfer was later discussed by Christandl et al. [CDEL04]. For a chain of N spins, they
proposed the use of the “engineered” XY chain
H =
N−1∑
j=1
(ωj/2)
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
(3.3)
where the coupling strength
ωj = (1/2)
√
j (N − j) (3.4)
is non-uniform. The set of coupling is the same as that of the matrix elements of the angular momentum
operator Jx. It was later pointed out that in 1985, A. Peres [Per85] envisioned a computer model which
involves the construction of a similar Hamiltonian. In fact, in 1979 Cook and Shore [CS79] discussed the
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problem of population transfer in atomic system. They also proposed constructing a similar Hamiltonian by
applying external laser light to drive the atomic transitions. This is an example of the re-discovery of the
same physics in different contexts.
The condition for perfect state transfer was later generalized by Yung and Bose [YB05] as the inverse
eigenvalue problem. In other words, there could be many different solutions which can achieve the same goal
of perfect quantum state transfer over a spin chain. Later, alternative solutions were discussed by many
groups [ACDE04, SLSS05, KS05]. The question is, among the various solutions, which approach would yield
the best solution in terms of efficiency? This question was answered by the author [Yun06]. It was shown
that by limiting the maximum value of the coupling strength of ωj , the original scheme [CDEL04] takes the
least evolution time to complete the task of perfect quantum state transfer.
In the following, we shall discuss the basic idea of perfect state transfer over a spin chain, and demonstrate
why the original scheme is the most efficient. We also identify this as the quantum speed limit for transferring
quantum state in one dimension.
3.1 Perfect quantum state transfer
To get started, suppose we are able to engineer a chain of N (either odd or even) spin-1/2 particles, which
could evolve under the following Hamiltonian:
H =
N−1∑
j=1
ωj
2
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
+
N∑
j=1
λj
2
(
σzj + 1
)
, (3.5)
where σj ’s are the standard Pauli matrices for the spin located at site j. Both λj and ωj are assumed to be
real constants to be determined. We shall adopt the convention that |0j〉 refers to the spin down state for
the j-spin, and |1j〉 to be spin up. Since the Hamiltonian H commutes with the total spin operator
Sztot =
∑N
j=1
σzj , (3.6)
where
[H,Sztot] = 0 , (3.7)
the Hilbert space can be decomposed into the subspace characterized by the eigenvalues of the total spin
operator Sztot. In other words, the number of up and down spin is conserved. We shall focus on the subspace
in which only a single spin is up and N − 1 spins are down.
In the standard quantum state transfer protocol, we assume that the state at one end of the spin chain
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is encoded by some “quantum information” represented by
α |0〉+ β |1〉 , (3.8)
where the coefficients α and β are arbitrary and presumably unknown, except for the normalization condition
|α|2 + |β|2 = 1 . (3.9)
The remaining part of the chain is initialized to some configuration; for simplicity, we choose it to be the
all spin-down state |000...0〉. For j = 1, 2, 3, .., N , define |j〉 to be the state where a single spin is in the up
state at site j, while all other spins are in the down state, and
|0〉 ≡ |000...0〉 (3.10)
be the state where all spins are in the down state. It is trivial that
H |0〉 = 0 , (3.11)
and hence
e−iHt |0〉 = |0〉 (3.12)
for all values of t. This explains the cosmetic purpose of the extra constant term
∑N
j=1 (λj/2) added to the
Hamiltonian.
In the single particle subspace {|j〉}, the Hamiltonian, denoted as HN , can be written in a tridiagonal
form, which is real and symmetrical:
HN =


λ1 ω1 0 ... 0
ω1 λ2 ω2 ... 0
0 ω2 λ3 ... 0
...
...
...
. . . ωN−1
0 0 0 ωN−1 λN


. (3.13)
This suggests that the quantum state transfer protocol is not limited to the case of spins. In fact, it is also
applicable to (non-interacting) bosonic and fermionic particles.
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3.1.1 Quantum state transfer and mirror inversion
The initial state of the whole system can be written as
α |0〉+ β |1〉 . (3.14)
The system would evolve under the time-independent Hamiltonian where evolution operator U(t) for a
certain time interval t is given by
U(t) = e−iHt . (3.15)
Consider
e−iHt (α |0〉+ β |1〉) = α |0〉+ β
N∑
j=1
fj (t) |j〉 , (3.16)
where
fj (t) = 〈j| e−iHt |1〉 , (3.17)
corresponding to the probability amplitude for locating the spin “excitation” at site j. If at some time t = τ ,
we find that
fN (τ) = e
iφ (3.18)
and φ is known (or reproducible), then the final state becomes
α |0〉+ βeiφ |N〉 = |000...0〉 (α |0〉+ βeiφ |1〉) . (3.19)
Apart from a known phase factor, the state is said to be transferred perfectly from one end to another.
It is preferable that φ = 0, but it does not do much harm as it is known; some local operation could be
implemented to remove it. Our goal is to find the couplings ωj and λj such that any quantum state can be
transfered perfectly through the spin chain.
A more general condition is called “mirror inversion”, which requires that for some time t = τ
e−iHτ |j〉 = eiφ ∣∣j¯〉 , (3.20)
where
j¯ ≡ N − j + 1 (3.21)
and the j¯-th site is the mirror inverted site of the j-th site about the center. Here again φ is some known
phase factor. Clearly, quantum state transfer from one end of the chain to another is a special case of it.
40
We shall show how this “state inversion” could be implemented in the next section.
3.1.2 Symmetrical properties of HN
Let us investigate the mathematical properties of HN , being a positive, symmetrical and tridiagonal matrix:
HN =


λ1 ω1 0 ... 0
ω1 λ2 ω2 ... 0
0 ω2 λ3 ... 0
...
...
...
. . . ωN−1
0 0 0 ωN−1 λN


. (3.22)
We shall first impose the reflection symmetry requirement for the parameters:
λj = λj¯ and ωj = ωN−j . (3.23)
It is clear that if any ”bond” of the chain is broken then it is impossible to transfer any quantum information
across the “gap”. This is the reason to enforce the the condition that all
ωj 6= 0 , (3.24)
while λj may or not may not be zero. Therefore, HN now has double symmetry along the main diagonal
and second diagonal. This is also known as persymmetric. We shall show that if the above symmetries are
enforced for HN , then it is possible to systematically find the set of coupling constants {λj , ωj}, and the
evolution time t = τ for mirror inversion (and hence state transfer).
As a consequence of the above symmetries, the eigenvectors |ek〉,
|ek〉 =
N∑
j=1
akj |j〉 , (3.25)
have definite parities — being either even or odd with respect to the mirror-conjugate operation: j → j¯. In
other words,
akj = (±1) akj¯ . (3.26)
This shall be discussed more in the next section.
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Interlacing property
To justify the symmetrical properties of the eigenvectors, we shall discuss an important property of HN . Let
PN (E) =
N−1∏
k=0
(E −Ek) (3.27)
be the characteristic polynomial of HN and denote the j-th principal minor
1 of the matrix
EI −HN (3.28)
by Pj (E). Here E is a real variable and I is the N ×N identity matrix. With
P0 ≡ 1 (3.29)
and
P1 ≡ E − λ1 ,
the sequence of Pj (E) is the Sturm sequence [Wil88, Par98] and for j = 1, 2, 3, ..., N , it satisfies a recursion
relation:
Pj (E) = (E − λj)Pj−1 (E)− ω2j−1Pj−2 (E) . (3.30)
Without going into the technical details, the Sturm sequence has an important property: the roots Ejk of Pj
interlaces those of Pj−1:
Ejj−1 < E
j−1
j−2 < E
j
j−2 < ... < E
j
1 < E
j−1
0 < E
j
0 . (3.31)
This implies that
sgn [PN−1 (Ek)] = (−1) sgn [PN−1 (Ek−1)] . (3.32)
where
Ek ≡ ENk
are the eigenvalues of HN , and
PN (Ek) = 0
by definition. We shall see that this interlacing property implies the “exchange symmetry” of the eigenvectors.
1The characteristic polynomial obtained by the first j rows and column of a matrix.
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Parity of the eigenvectors
It is known [Wil88, Par98] that the coefficients akj of the eigenvectors of HN satisfy the following relation:
akj =
Pj−1 (Ek)
ω1ω2ω3...ωj−1
ak1 , (3.33)
apart from the normalization condition
N∑
j=1
∣∣akj ∣∣2 = 1 .
Note that the parity of the eigenvectors, if exists, can be determined by checking the relative sign of any
pair of mirror-conjugate coefficients. For simplicity, we consider
sgn
[
akN
ak1
]
= sgn
[
PN−1 (Ek)
ω1ω2...ωN−1
]
= (−1)νsgn [PN−1 (Ek)] , (3.34)
where we defined
(−1)ν ≡ sgn [ω1ω2...ωN−1] . (3.35)
Without loss of generality, we arrange the eigenvalues in the following order,
E0 > E1 > ... > EN−1 . (3.36)
From the relations in Eq. (3.32) and Eq. (3.34), we reach the important conclusion that the parities of the
eigenvectors change alternatively.
In this way, the eigenstate |e0〉 associated with the highest eigen-energy E0 of HN has the parity deter-
mined by (−1)ν , since
sgn [PN−1 (E0)] > 0 .
It is even if all ωj > 0. As the parity changes alternatively, once the parity of |e0〉 is known, the parities of
all other eigenvectors can be inferred immediately. Defining
|e¯k〉 ≡
∑N
j=1
akj |j¯〉 ,
this can be summarized as
|e¯k〉 = (−1)k+ν |ek〉 , (3.37)
for k = 0, 1, 2, ..., N − 1.
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3.1.3 Inverse eigenvalue problem and mirror inversion
The conditions for perfect state transfer or mirror inversion depend not only on the properties of the eigen-
vectors of HN , but also on the structure of the eigenvalue spectrum {Ek}. For simplicity, we shall assume
that all couplings constants ωj > 0 are positive, and hence
(−1)ν = 1 .
We shall require that for some time interval t = τ ,
e−iEkτ = (−1)ke−iφ , (3.38)
where φ is some known constant, and the (−1)k sign is taken to cancel the parity of the eigenvector |ek〉 (see
below).
Consider again the time evolution of the initial state |j〉 under the Hamiltonian HN :
e−iτHN |j〉 =
N−1∑
k=1
e−iEkτ |ek〉 〈ek| j〉 . (3.39)
Note that from the definition of
|e¯k〉 ≡
N∑
j=1
akj
∣∣j¯〉 ,
we have
〈ek| j〉 = 〈e¯k| j¯
〉
, (3.40)
and also that the identity operator can also be constructed by the “inverted” eigenvectors |e¯k〉:
I =
N−1∑
k=0
|ek〉 〈ek| =
N−1∑
k=0
|e¯k〉 〈e¯k| . (3.41)
Combining all these, the result in Eq. (3.37), and the condition in Eq. (3.38), we are able to achieve the
mirror inversion for any |j〉:
e−iHτ |j〉 = eiφ ∣∣j¯〉 . (3.42)
In the special case of |j〉 = |1〉 and hence ∣∣j¯〉 = |N〉, perfect quantum state transfer can be achieved. Once
the eigenvalue spectrum is determined i.e. Eq. (3.38), the task is to find the corresponding values of the
coupling constants ωj and λj , known as the inverse eigenvalue problem. There are some efficient algorithms
available in the literature for accomplishing the task — for example [Gla04] and the references therein.
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Necessary condition for mirror inversion
In the construction above, we have shown that given the symmetry of the Hamiltonian HN , the condition
in Eq. (3.38) is sufficient for mirror inversion, and hence quantum state transfer. Here we shall shown that
it is also a necessary condition.
To prove that it is necessary, we set for some time interval τ , and for any initial state |j〉, the following
condition:
1 =
∣∣〈j¯∣∣ e−iτHN |j〉∣∣ . (3.43)
However, using the reflection symmetry of the eigenvectors described in Eq. (3.37), we have
∣∣〈j¯∣∣ e−iτHN |j〉∣∣ =
∣∣∣∣∣
N−1∑
k=0
〈
j¯
∣∣ ek〉 〈ek| j〉e−iφk
∣∣∣∣∣ ≤
N−1∑
k=0
|〈ek| j〉|2 = 1 , (3.44)
where we have used the normalization condition in the last step, and defined
e−iφk ≡ e−iEkt(−1)k . (3.45)
The condition in Eq. (3.43) suggests that we need the inequality to hold, which requires that the phase
factor e−iφk be independent of k. This implies that the condition in Eq. (3.38) is also a necessary condition
for mirror inversion.
Example
Here we present a simple example for illustration. Consider a spin chain with four sites only. The corre-
sponding Hamiltonian H4 is a 4× 4 matrix. Suppose we choose
E0 = 1 , E1 = 2 , E2 = 3 and E3 = 2 (1 + m) , (3.46)
where m is some positive integer. Clearly the condition in Eq. (3.38) is satisfied for
τ = pi and φ = 0
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in this case. One of the solutions for H4 is found to be


a c 0 0
c b d 0
0 d b c
0 0 c a

 , (3.47)
where the coefficients are
a = 2 +
1
2m
,
b = m + 2− 1
2m
,
c =
√
1− 1
4m2
,
d = m . (3.48)
This completes our discussion on the relationship between quantum state transfer and inverse eigenvalue
problem. Since the eigenvalue spectrum satisfying the condition in Eq. (3.37) is not uniquely determined,
there is a question of efficiency in some sense. We shall address this problem in the next section.
3.2 Quantum speed limit of quantum state transfer
In the previous section, we have illustrated how the problem of quantum state transfer, or more generally
mirror inversion, is related to the inverse eigenvalue problem. To summarize, it has been shown that we
could restrict our attention within the “single excitation” subspace
{|1〉 ≡ |100...0〉 , |2〉 ≡ |010...0〉 , ...}
where |j〉, j = 1, 2, 3, ..., N , represents the state with a single spin in the up state
|1〉 ⇔ |↑〉
at site j, while all other states are in the down state
|0〉 ⇔ |↓〉 .
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The corresponding Hamiltonian HN governing the dynamics of the spin chain in this subspace is of the
following form:
HN =


λ1 ω1 0 · · · 0
ω1 λ2 ω2 · · · 0
0 ω2 λ3 · · · 0
...
...
...
. . . ωN−1
0 0 0 ωN−1 λN


, (3.49)
which is real, symmetrical and tridiagonal. The eigenvalues Ek of this matrix must be non-degenerate
[Gla04]. The mirror inversion is defined as the rotation of any state from |j〉 to its mirror-conjugated state∣∣j¯〉, where
j¯ ≡ N − j + 1 ,
up to a known phase factor. Defining the evolution operator
U (τ) ≡ e−iτHN ,
for some time interval τ , we consider the transition amplitude expanded in terms of the eigenvectors |ek〉 of
HN : 〈
j¯
∣∣ U (τ) |j〉 = N∑
k=1
〈
j¯ |ek〉 〈ek |j〉e−iEkτ . (3.50)
We showed that subject to the mirror-symmetrical constraints:
λj = λj¯ and ωj = ωN−j , (3.51)
the rotation is “complete” i.e.
|〈j¯|U (τ) |j〉| = 1
if and only if the eigenvalue spectrum {Ek} satisfies the following condition
e−iEkτ = (−1)keiφ . (3.52)
The corresponding coupling constants
{ωj , λj}
can be obtained systematically from the eigenvalue spectrum; this is known as inverse eigenvalue problem.
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The simplest solution [CDEL04] is the one whose spectrum is uniformly spaced,
Ek = − (N − 1) /2 + k − 1 , (3.53)
k = 1, 2, 3, ..., N , and is equivalent to the precession of a spin J = (N − 1) /2 under a magnetic field.
Explicitly, the matrix elements of HN is taken to be
λj = 0 and ωj =
1
2
√
j (N − j) . (3.54)
Mirror inversion, or perfect state transfer, can be achieved for τ = pi.
3.2.1 Efficiency of quantum state transfer
Clearly there could be alternative solutions [ACDE04, YB05, SLSS05, KS05] that could achieve the same
goal of mirror inversion. The question is which one is better in terms of efficiency? To quantify what we
mean by efficiency, we consider the minimum evolution time τ , subject to the constraint that the maximum
value of the inter-spin coupling
ωmax ≡ max {ωj} (3.55)
is bounded by a certain value. Alternatively, one may fix the evolution time and compare the maximum
coupling strength required for different types of spin chains. Both cases can be properly captured by defining
the inefficiency η as
η ≡ ωmaxτ
ω˜maxτ˜
, (3.56)
where ω˜max and τ˜ are respectively the maximum coupling and the evolution time of a reference spin chain,
which we shall choose to be the one described in Eq. (3.54). In this case, we set τ˜ = pi and in some
dimensionless unit
∆˜min ≡ 1 , (3.57)
and
ω˜max =
{ 1
4
√
N2 − 1 odd N
1
4N even N
. (3.58)
With these definitions, our goal is to show that
η ≥ 1
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for all engineered chains. This implies that the set of couplings in Eq. (3.54) is optimal and the quantum
speed limit for one dimensional quantum state transfer can be established. This is because if we fix the
maximum inter-spin coupling ωmax = ω˜max, η ≥ 1 implies that the evolution time
τ = ητ˜ ≥ τ˜ (3.59)
must be larger than τ˜ .
As a quick analysis, suppose the eigenvalues are ordered as
E1 > E2 > ... > EN . (3.60)
Define
∆k ≡ Ek − Ek+1 (3.61)
to be the energy gap of two adjacent energy levels, and the range of the energy spectrum by
∆E ≡ E1 − EN =
N−1∑
k=1
∆k . (3.62)
From the condition of the eigenvalue spectrum described in Eq. (3.52), we expect that the evolution time is
limited by the minimum energy interval
∆min ≡ min {∆k} (3.63)
in the sense that we must have
τ ≥ pi
∆min
.
Because in our case, by definition,
τ˜ =
pi
∆˜min
,
and we have
η ≥ ωmax∆˜min
ω˜max∆min
.
Suppose we scale the eigenvalue spectra such that the minimum energy gaps are the same i.e.
∆˜min = ∆min , (3.64)
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then we shall be able to obtain the conclusion that η ≥ 1, if we can show that
ωmax ≥ ω˜max .
Our strategy is to prove that this statement is indeed correct.
3.2.2 Proof using the Hellmann-Feynman theorem
Before we go into a formal proof, we provide here a ”quick and dirty” proof using the Hellmann-Feynman
theorem:
∂Ek
∂λ
= 〈ek| ∂H
∂λ
|ek〉 .
As we shall see, this proof works only for the cases where the local potential is uniform. A more formal proof
shall be given later.
Consider the full Hamiltonian of our spin chains:
H =
N−1∑
j=1
ωj
2
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
+
N∑
j=1
λj
2
(
σzj + 1
)
.
Applying the Hellmann-Feynman theorem for the parameter λj and ωj respectively, we obtain
∂Ek
∂λj
=
1
2
〈ek|
(
σzj + 1
) |ek〉
and
∂Ek
∂ωj
= 2 〈ek| j〉 〈j + 1 |ek〉 .
Since the eigenvalues of σzj are ±1, it is clear that increase the local potential λj could only increase the
values of the eigenvalues Ek:
∂Ek
∂λj
≥ 0 . (3.65)
On the other hand, it is known[Gla04] that the eigenvector |ek〉 has exactly k−1 sign change in the position
basis |j〉. Therefore, the eigenvector |e1〉 associated with the largest eigenvalue E1 has no sign change (i.e.
all coefficients has the same sign), while the eigenvector |eN 〉 associated with the smallest eigenvalue EN
has N − 1 sign changes. In other words,
∂E1
∂ωj
≥ 0 and ∂EN
∂ωj
≤ 0 . (3.66)
50
Imagine we continuously modify all the parameters to be the same as the maximum values:
ωj → ωmax and λj → λmax .
It becomes a uniform XY spin chain. The solution of the eigenvalues of the uniform chain is well-known:
λmax + 2ωmax cos
(
kpi
N + 1
)
.
From the considerations above,
∂E1
∂λj
≥ 0 and ∂E1
∂ωj
≥ 0 , (3.67)
the maximum eigenvalue E1 of HN must be smaller than the maximum of that of the uniform chain:
E1 ≤ λmax + 2ωmax . (3.68)
Now we continuously increase the inter-spin coupling to be the same as the maximum value while decreasing
the local potential to the minimum value:
ωj → ωmax and λj → λmin . (3.69)
In this case, the value of the smallest eigenvalue must be deceasing. Therefore,
EN ≥ λmin − 2ωmax . (3.70)
Combining the result from Eq. (3.68), we found an upper bound for the range ∆E of the eigenvalue spectrum:
∆E ≤ ∆λ + 4ωmax , (3.71)
where
∆λ ≡ λmax − λmin (3.72)
is the range of the spatial variation of the local potential. Suppose in the absence of, or with uniform, local
potentials, we set
∆λ = 0 . (3.73)
Recall that we defined the size of the minimum energy gap for the reference chain as 1: ∆˜min ≡ 1. Under
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the constraint that the evolution time be the same, i.e.
∆min ≥ ∆˜min , (3.74)
the range of any non-uniform spectrum must be at least greater than that of the linear spectrum by 1,
∆E ≥ ∆˜E + 1 = N , (3.75)
as the ratio between any two ∆k’s must be a rational number. One can then show from Eq. (3.58) and Eq.
(3.71) that
ωmax ≥ ω˜max (3.76)
and hence η ≥ 1, which we what we desired to prove.
Of course, this argument is based on the assumption that the terms λj play no role in the eigenvalue
spectrum except for a constant shift. The question is, could the speed limit boosted, if spatially varying
local potentials are allowed? The aim of the following section is to exclude this possibility, and at the same
time provide a more rigorous proof.
3.2.3 A more rigorous proof
Our strategy is to exploit the symmetry of the Hamiltonian HN . The technical details are different for even
and odd number N of spins, so we shall discuss two cases separately.
Even number of spins
We shall consider the symmetrical and anti-symmetrical subspaces
1√
2
(|j〉+ ∣∣j¯〉) and 1√
2
(
|j〉 −
∣∣j¯〉) (3.77)
of the N ×N Hamiltonian HN . The corresponding N2 × N2 Hamiltonians are


λ1 ω1 0 · · · 0
ω1 λ2 ω2 · · · 0
0 ω2 λ3 · · · 0
...
...
...
. . . ωN/2−1
0 0 0 ωN/2−1 λN/2 ± ωN/2


. (3.78)
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These two matrices are almost identical except for one diagonal matrix element λN/2 ± ωN/2; the plus sign
is for the symmetrical subspace, while the minus sign is for the anti-symmetrical subspace. Recall that
〈
j¯ |ek〉 = (−1)k 〈j |ek〉 , (3.79)
the corresponding eigenvectors |ek〉 of HN are automatically grouped into symmetric and anti-symmetrical
subspace. In other words, the eigenvalue spectra of these two matrices are, respectively
νk = {E1, E3, E5, ..., EN−1} and µk = {E2, E4, E6, ..., EN} , (3.80)
where k = 1, 2, 3, .., N/2. Consequently, the trace difference between the two matrices gives
ωN/2 =
1
2
∑
k
(νk − µk) = 1
2
∑
k
∆2k−1 . (3.81)
The quantity ωN/2 in the case of the reference chain is the same as the maximum coupling,
ω˜N/2 = ω˜max . (3.82)
However, in general we can write
ωmax ≥ ωN/2 . (3.83)
As discussed before cf Eq. (3.64), we have scaled the minimum gap ∆min ≡ min {∆j} to be the same as
∆˜min. Therefore, we must have
∆2k−1 ≥ ∆˜min , (3.84)
which, together with the result in Eq. (3.81) and Eq. (3.83), implies that
ωmax ≥ ωN/2 ≥ ω˜max . (3.85)
This further implies that
η =
ωmax
ω˜max
≥ 1 (3.86)
for all even N mirror-symmetrical chains.
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Odd number of spins
The case of odd number of spins would be more complicated than the even number case. However, the
general strategy is the same as that for the even case. We shall exclude the case of N = 3, which can be
treated analytically.
For odd N > 5, we shall consider the subspace of HN in the anti-symmetrical
1√
2
(|j〉 − ∣∣j¯〉) and sym-
metrical subspace 1√
2
(|j〉+ ∣∣j¯〉) plus |m〉, where j = 1, 2, 3, ...,m − 1 and m ≡ (N + 1) /2. The matrix
formed by the symmetrical basis is


λ1 ω1 0 0 0
ω1
. . .
...
... 0
0 · · · λm−2 ωm−1 0
...
... ωm−1 λm−1
√
2ωm
0 0 0
√
2ωm λm


, (3.87)
and the matrix formed by the anti-symmetrical basis is the same as the above matrix without the last row
and the last column: 

λ1 ω1 0 · · · 0
ω1 λ2 ω2 · · · 0
0 ω2 λ3 · · · 0
...
...
...
. . . ωm−1
0 0 0 ωm−1 λm−1


. (3.88)
Similar to the case of even N , the eigenvalue spectra are
νk = {E1, E3, ..., EN} and µk = {E2, E4, ..., EN−1} , (3.89)
respectively.
Our goal is still to show ωm ≥ ω˜max when we set ∆min = ∆˜min. To proceed, one can diagonalize the
upper part of the matrix in Eq. (3.87), i.e. from λ1 to λm−1, and the resulting matrix is of the bordered
diagonal form (arrowhead matrix) [BG87]:


λ1 0 · · · 0 b1
0 λ2 · · · 0 b2
...
...
. . . 0
...
0 0 0 λm−1 bm−1
b1 b2 · · · bm−1 a


, (3.90)
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where
a = λm =
m∑
k=1
νk −
m−1∑
k=1
µk (3.91)
is the trace difference, and bk are the off-diagonal matrix elements satisfying the condition
2ω2m =
m−1∑
k=1
b2k , (3.92)
as a result of the matrix diagonalization. The characteristic polynomial P (E) ≡
m∏
k=1
(E − νk) of this matrix
can be written as
P (E) = (E − a)Q (E)−
m−1∑
k=1
b2k
(E − µk)Q (E) , (3.93)
where
Q (E) =
m−1∏
k=1
(E − µk) . (3.94)
By setting E = µk, we have
b2k = −
∏m
j=1 (µk − νj)∏m−1
j 6=k (µk − µj)
≥ 0 , (3.95)
where the negative sign here is because of the interlacing property νk > µk.
One can solve for ωm recursively using Eq. (3.94) and Eq. (3.95). We found a recursion relation (see
Appendix for details)
ω2m = ω¯
2
m−1 +
1
2
∆N−1

(N−1)/2∑
k=1
∆2k−1

 , (3.96)
where ω¯m−1 is the counterpart of ωm when we solve the same inverse eigenvalue problem without the last
two eigenvalues EN−1 and EN . Since ω2m can be computed by a positive sum of ∆j∆k, it is minimized when
all ∆k = ∆min. Following exactly the same argument as in the even N case, we can now conclude that η ≥ 1
for all the mirror-symmetrical chains, and hence the reference chain is the most efficient. This completes our
discussion on quantum speed limit for quantum state transfer in 1D.
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Chapter 4
Quantum Error Correction and
Quantum Noise
In this chapter, we shall first describe the idea of error correction in classical computing. Then, we will
describe how the same idea can be generalized to the domain of quantum computing. We shall see that
the effectiveness of quantum error correction depends crucially on the properties of the quantum noise.
In particular, unfavorable correlated errors could be induced even for non-interacting qubits through the
environment (bath), when they are “packed” together. The question is, to what extent can we treat the
noise induced by the bath as independent?
In the context of the spin-boson model, we show that, under some reasonable constraints, the independent
noise approximation could be valid. On the other hand, in the strongly correlated limit, we show how the
method of decoherence free subspace can be made applicable. Combining these two methods makes fault-
tolerant quantum computation promising in fighting against correlated errors.
4.1 Basic idea of quantum error correction
4.1.1 Classical error correction
In classical computing, there is only one type of error, namely bit-flip error, either from
0 → 1 or 1 → 0 .
To protect classical bits from the flipping error, redundancy is required. For example, we can replace one
physical bit by three physical bits:
‘0’ → ‘000’ and ‘1’ → ‘111’.
As an example, consider a register of ‘000’. Suppose the probability (Pf = ²) for each bit to flip is small
(² ¿ 1) and independent, then any single bit flip error
000 → {001, 010, 100}
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can be corrected by comparing the parity of the bits. Although 2-bit
000 → {110, 101, 011}
and 3-bit errors
000 → {111}
cannot be corrected in this method, the probabilities for them to occur are O
(
²2
)
and O
(
²3
)
respectively;
they are negligible. Therefore, this encoding improves the error from O (²) to O
(
²2
)
. To have a further
improvement, we can perform a second level of the 3-bit encoding scheme, by replacing each logical bit in
the first level by three physical bits; that means a logical bit is now a 9-bit register
‘0 0 0’ → ‘000 000 000’.
By comparing the parity in both the first and second level, any 2-bit or 3-bit error can now be identified.
The error is then further suppressed to O
(
ε4
)
. We can repeat the same procedure to higher levels. This
type of method of coding is called concatenation. We shall see that similar ideas based on redundancy in
classical computing can be generalized in the methods of quantum error correction.
4.1.2 Quantum error correction
Quantum bits, or qubits, are different from classical bits. Since quantum states are defined by continuous
variables, qubit errors are strictly speaking continuous. For example, consider a qubit prepared in a general
quantum state
α |0〉+ β |1〉
with
|α|2 + |β|2 = 1 .
It can be driven to any state
α′ |0〉+ β′ |1〉
for any value of α′ and β′, subject to the normalization constraint
|α′|2 + |β′|2 = 1 .
This is even clear in the picture of Bloch sphere, in which the state vector, represented by a point on the
sphere, can be driven continuously from one point to another other point. Furthermore, in contrast with
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classical bits, direct (projective) measurement on the qubits in the computational basis
{|0〉 , |1〉}
will necessarily cause “wavefunction collapse”, which can be considered as a loss of information. Therefore,
quantum error correcting codes have to be designed such that after the measurement, the error information
can be extracted while the original quantum information can be preserved.
The first step to deal with the problem of quantum error is to “discretize” the quantum errors; this needs
more explanation. First of all, all quantum states are driven by unitary evolution1, and any unitary operator
U which only acts on a single qubit can be expressed2 as
U = aI + εxX + εyY + εzZ . (4.1)
Where I is the identity operator, {a, εx, εy,εz} are some complex numbers, and {X, Y, Z} are the Pauli
matrices. If we consider U as the source of noise, for small errors, we should expect that
a ∼ 1 and {|εx| , |εy| , |εz|} ¿ 1 . (4.2)
When U is applied to any state vector |ψ〉, it generates four states vectors
{|ψ〉 , X |ψ〉 , Y |ψ〉 , Z |ψ〉} ,
which are not necessarily orthogonal to each other. The vectors {X |ψ〉 , Y |ψ〉 , Z |ψ〉} represents the error
vectors having amplitudes {|εx| , |εy| , |εz|} respectively, given that X2 = Y 2 = Z2 = I.
To illustrate the essential idea of the methods of quantum error correction, here we shall focus only on
the spin-flip errors i.e., caused by X. Consider the redundant 3-bit code in which a logical qubit consists of
three physical qubits, i.e.
|0〉L ≡ |000〉 and |1〉L ≡ |111〉.
Suppose a unitary operator of the form
U = eε1X1eε2X2eε3X3 ,
1Except during measurement, which however some people believe is still unitary if we consider the whole universe as a pure
state.
2For example, see John Preskill’s Lecture notes.
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causing spin-flip errors, acts on the state
|Qubit〉 = α|0〉L + β|1〉L .
The error of the state vector is then of order O (ε). We write
U ≈ I + ε1X1 + ε2X2 + ε3X3 + ε1ε2X1X2 + ε2ε3X2X3 + ε1ε3X1X3 + ε1ε2ε3X1X2X3 . (4.3)
There are eight terms, and all of them are eigenvectors of the parity operators
Z1Z2 and Z2Z3 .
For these hermitian operators, in principle we can measure the parities of the qubits without destroying
the quantum information3. For example, if we found that the parity between the first and second qubit
is different, while the parity of the second and third qubit is the same, then the quantum state U |Qubit〉
collapses4 to ε1X1 |Qubit〉+ε2ε3X2X3 |Qubit〉. After we apply the Pauli X1 to correct the error, the amplitude
of the remaining error vector ε2ε3X1X2X3 |Qubit〉 is of order O
(
ε2
)
, similar to the classical case. Furthermore
the idea of concatenation, mentioned in the classical error correction part, can be applied to the case of
quantum error correction as well. This is an essential part for fault-tolerant quantum computing.
4.1.3 Error correlation and threshold theorem
In many schemes of quantum error correction, the noise between the qubits is assumed to be uncorrelated,
which shall be defined more properly later [cf. Eq. 4.12]. As an example, if we consider
U = eεX1X2
for the previous example, then the method of error correction would fail, because the remaining error is still
of order ε. We shall address the problem of error correlation later. Here we suppose the errors on the qubits
are indeed uncorrelated, and point out the central result in quantum error correction: if the probability P1 of
the single error is smaller than a certain threshold value Pth, then any quantum algorithm can be performed
with arbitrarily high fidelity. This is known as the threshold theorem, which relies on the success of the
method of concatenation of the error correcting codes.
3Practically, one may construct a quantum circuit which some ancilla qubits to extract the parity information, for example
see [NC00].
4For the moment, we ignore normalization.
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As an example, let us consider the 3-bit code mentioned above. For small and independent errors, the
failing condition is that at least two bits are flipped. As there are three ways to get a two-spin flip, this occurs
at the probability bounded by 3P 21 (ignore the three-spin flip case). In the second level of concatenation,
each qubit state is replaced by a logical qubit, i.e. of size 3× 3 = 9 qubits. The failing condition is still at
least two logical qubits get flipped. Since for each logical qubit, the failing probability is bounded by 3P 21 ,
the failing probability at the second level of concatenation (replace P1 → 3P 21 ) is
3× (3P 21 )× (3P 21 ) = 27P 41 .
Note that 27P 41 is less than 3P
2
1 (one-level code) for P1 < 1/3. In other words, there are 27 different
configurations of 4-bit flip errors which can fail the concatenated code. If P1 < Pth = 1/3, then the errors of
the concatenation will be less than the errors before. More generally, in the k-th level, the failing probability
is bounded by
Pfail = Pth
(
P1
Pth
)2k
. (4.4)
This result is general as the same argument can be applied to many different quantum error correcting codes,
but the values of Pth may be different. Note that in principle
Pfail → 0
for any P1 < Pth, as long as we keep increasing the level of concatenation, but the number of physical
qubits required would also increase exponentially. Thus, the fault-tolerant threshold is meaningful for a
finite number of resources.
4.2 Basic notion of decoherence
Decoherence is often considered to be the biggest enemy for building a quantum computer [Pre99]. Un-
fortunately, the idea of decoherence in the physics community is not often clearly defined; the meaning of
decoherence would be different in different contexts. Here we shall consider two different types of deco-
herence, here called decoherence with or without entanglement. In reality, the quantum system may suffer
from either of them or both. However, as a standard assumption in deriving the master equations, the
Born-Markov approximation requires the density matrix of the system and the bath to be in a product state
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of the corresponding reduced density matrices
ρ = ρsys ⊗ ρbath .
This suggests that the entanglement between the system and the bath shall be very weak. Here we explore
this further.
4.2.1 Decoherence with entanglement
Decoherence may be considered as a consequence of entanglement of the quantum system with its environ-
ment, which is itself taken as an quantum object. For example, consider a two-level system described by the
general quantum state
|ψ〉 = α |0〉+ β |1〉 ,
with
|α|2 + |β|2 = 1 .
The corresponding density matrix ρ = |ψ〉 〈ψ| is
ρ =
( |α|2 αβ∗
α∗β |β|2
)
. (4.5)
However, if the quantum system is subject to an entangling interaction with the environment, then the
final state becomes, for example
|ψ〉 = α|0〉S |0〉E + β|1〉S |1〉E ,
where the subscripts denote the system (S) and the environment (E). The reduced density matrix of the
system ρS = TrE (|ψ〉 〈ψ|) is
ρS =
( |α|2 αβ∗〈1|0〉E
α∗β〈0|1〉E |β|2
)
. (4.6)
Note that in general
〈1|0〉E 6= 0 ,
but if it does, then the state is said to be completely “decohered”, and in this case, no interference effect
shall be expected in this set of bases.
61
4.2.2 Decoherence without entanglement
On the other hand, decoherence may occur for quantum systems without the question of entanglement. For
example, if we consider a lattice of localized spin particles initialized at the same quantum state, i.e.
(α|0〉1 + β|1〉1)⊗ (α|0〉2 + β|1〉2)⊗ (α|0〉3 + β|1〉3)⊗ ... (α|0〉N + β|1〉N ) . (4.7)
Then, supposing a spatially varying classical magnetic field along the z-axis is applied, each of the spins will
evolve to
|ψ〉j = α|0〉j + βeiφj |1〉j ,
with different values of φj . The relevant density matrix ρ = (1/N)
∑N
j=1 |ψ〉j 〈ψ| is
ρ =
( |α|2 αβ∗K
α∗βK∗ |β|2
)
, (4.8)
where
K ≡ (1/N)
∑N
j=1
e−iφj
plays a similar role as the factor 〈1|0〉E of the density matrix in Eq. (4.5). If the phases φj are sufficiently
randomized, then we should also expect K to be very close to zero, which represents the loss of coherence as
well. However, an important difference is that there is no entanglement involved in this decoherence process;
the total wavefunction of the spins is still in a product state.
In reality, actual decoherence processes may involve both processes described above. However, the first
case is often irreversible5, while the second case may sometimes be reversible. For example, in many NMR
experiments, some specially designed echo pulses are applied to eliminate the effect of the spatially varying
magnetic field as much as possible.
4.2.3 Decoherence and quantum computing
Quantum information encoded in realistic physical systems is very fragile, compared with the classical
counterparts. No physical qubit can be genuinely isolated from the environment (bath). Quantum error
correction [Sho95, Ste96] is known to be possible and efficient provided that the errors are independent or
weakly correlated. For independent noise, where errors are modeled as stochastic events, error thresholds
[KLZ98, AGP06, AKP06] can be estimated to give an upper bound of the error rate for fault-tolerant
quantum computation. The effects of correlated errors are generally not favorable for error correction, as
5Except in the case where the environment can adiabatically follow the spin state. This is called ”false decoherence”.
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more restrictive error thresholds are needed. In reality, quantum noise may not behave like stochastic noise
— the independent noise assumption is questionable. In particular, for solid state systems, if the qubits are
interacting with the same bath, indirect correlations could be generated, and the protection from standard
error correction codes becomes ineffective. Our goal here is to illustrate the essential features and general
structures of the environment-induced decoherence for the purpose of quantum error correction.
This work is motivated by the recent studies [AGP06, AKP06, TB05, KF05, NB06] related to this
problem. However, some physical considerations have been ignored, and consequently the adverse effects
of the bath on quantum error correction were often overestimated. In [AGP06, AKP06, TB05], attempts
of deriving mathematically rigorous error thresholds were made by summing over the so-called fault paths.
An upper bound of errors is estimated by assuming that each fault path is small. However, for general
environments, the spin-bath coupling ‖HSB‖ is unbounded and hence fails the analyses. The spin boson
model [LCD+87] (with [HS , HSB ] = 0 cf Eq.(4.18)) has been considered in [KF05, NB06], where a coarse-
grained description of the dephasing effects were studied in [KF05], but the possibility of reducing the
collective effects (also ignored in [NB06]) through decoherence-free encoding was not considered. Moreover,
the effects of including non-trivial local Hamiltonians HS have not been properly explored. As we shall see,
they do play an important role in generating spatial error correlation. This work is aimed at providing a
more complete and more physical picture of this problem, and suggests a more optimistic view on the effects
of environment-induced decoherence. Particularly, we shall address two questions:
1. To what extent, can the noise induced by the bath be considered as independent?
2. For fully correlated noise, how do we minimize the decoherence effects?
We formulate the problem in terms of the relevant two-point correlation functions. For a generic boson
bath (e.g. acoustic phonon bath) and physical qubits with local energy splittings ∆, we find that the error
correlation generated from the energy-conserving processes (here called bit-flipping case) becomes significant
when the qubit-qubit separations are less than a length scale
λ∗ ≡ h¯c
∆
,
where c is the wave speed of the bath. The physical origin of the spatial error correlation is due to constructive
interference of the local disturbances from the qubits to the bath. This provides an answer to question (1).
For question (2), we find that when
∆ → 0
(here called dephasing case), the errors are fully correlated when the long wavelength modes of the bath
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become dominant. Provided that the effective qubit-qubit interactions [cf Eq. (4.22)] are properly handled,
it is possible to minimize the effects by using a noiseless subspace (or decoherence-free subspace DFS) to
encode the qubits.
4.3 Decoherence due to classical noise
To understand the problem of decoherence in the context of quantum error correction, we shall formulate
our problem with classical noise and then generalize it to the case of a quantum environment. We shall
consider N qubits interacting with a random classical field which can “flip” the spins individually, but no
direct interaction between the qubits. The Hamiltonian is described by
H(t) =
N∑
j=1
(∆j/2)Xj +
N∑
j=1
εj(t)Zj , (4.9)
where Xj and Zj are the Pauli matrices, εj (t) is a random variable representing a noise source, and (∆j/2)Xj
is the intrinsic part of the Hamiltonian.
4.3.1 Pure dephasing
Let us consider the case where all
∆j = 0 ,
here called the “pure dephasing” case. The evolution operator, (take h¯ = 1),
U = exp
(
−i
∫ t
0
H (s) ds
)
can be written as
U =
∏N
j=1
exp (φj (t) Zj) ,
where
φj (t) ≡ −ih¯
∫ t
0
εj (s) ds . (4.10)
Suppose all |φj (t)| ¿ 1. Then in series expansion,
U = I + φ1 (t)Z1 + φ2 (t)Z2 + ... + φ1 (t)φ2 (t)Z1Z2 + ... (4.11)
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When applied to a quantum state |Qubits〉, each term, except the identity I, represents an error term of
different types of errors. For example,
Z1 |Qubits〉
describes a single-qubit error on qubit 1, with corresponding amplitude
A1 (Z1) = |φ1 (t)| .
Similarly,
Z1Z2 |Qubits〉
is the 2-qubit error on qubit 1 and qubit 2 with amplitude
A12 (Z1Z2) = |φ1 (t) φ2 (t)| .
Although these vectors (Z1 |Qubits〉 and Z1Z2 |Qubits〉) are not necessarily orthogonal to each other, the
probability of their occurrence is bounded by the amplitude squared (A21 (Z1) and A
2
12 (Z1Z2)).
The average value of the probability bound
P ≡ A∗A
depends on the probability distribution of the random variables φj . For independent variables, we expect
that the probability bounds are factorizable, e.g.
P12 = P1P2
or equivalently
A12 = A1A2 .
Therefore, we can define the condition for independent error as
Pn (Z1Z2...Zn) = P1 (Z1) P1 (Z2) ...P1 (Zn) , (4.12)
for all n and all possible combination of the products of Zj ’s. This condition shall be generalized in the case
of a quantum mechanical environment.
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On the other hand, if the errors are fully correlated, i.e.
εj = ε
for all j, then we should expect there is a “strong” error correlation. In this case, suppose the noise is
Gaussian (see Eq. (A.2)),
〈φ∗nφn〉 = (2n)!
2nn!
〈φ∗φ〉n .
Then the probability bound for an n-qubit error is enhanced by a factor of
(2n)!
2nn!
≈
√
2
(
2n
e
)n
,
where e = exp (1) = 2.782. Consequently, the threshold theorem Eq. (4.4) has to be modified as
Pfail ≈
√
2Pth
(
2n
e
P
Pth
)n
. (4.13)
Therefore, when
n ≈ e
2
× Pth
P
,
the probability of failure cannot be suppressed by further concatenation.
In this extreme limit, we note that it is possible to avoid the effects of correlated errors by encoding the
qubit into equal number of ‘0’ and ‘1’ basis states. For example, the following state
α |01〉+ β |10〉 (4.14)
is not affected by the fully correlated noise. This type of encoding is often called decoherence-free subspace
[LIDAR]. The question is under what physical situations, would we expect to see this kind of correlated
errors? We shall explore this question later by modeling the noise being generated by a quantum mechanical
environment.
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4.3.2 Spin-flipping
Having in mind some properties of the simpler situation, we shall move on and consider the full Hamiltonian
in Eq. (4.9). We shall treat the noise as a perturbation, and write
U(t) ≈ e−i
∑
j
(∆j/2)Xjt

1− i∑
j
∫ t
0
εj (s) e
i(∆j/2)XjsZje
−i(∆j/2)Xjsds

 . (4.15)
The terms exp (−i(∆j/2)Xjt) are predictable and therefore should not be considered as noise sources. This
means that this term accounts for the actual desired quantum information processing algorithm. The re-
maining terms, with
ei(∆j/2)XjsZje
−i(∆j/2)Xjs = Zj cos (∆js) + Yj sin (∆js) ,
contain not only Z-errors but also Y-errors in the first order of ε. Moreover, it can be easily checked that
the decoherence-subspace method mentioned in the previous section does not work in this case. Therefore,
the collective error for this model may affect the scalability of the quantum computer.
As an example, consider the probability for a single spin to get flipped, i.e. from
|+〉 → |−〉 ,
where
X |±〉 = ± |±〉 .
It is easy to see that
U (t) |+〉 ≈ e−i∆t |+〉 − ie−i∆tφ (t) |−〉 , (4.16)
where
φ (t) ≡
∫ t
0
ε (s) e−i∆sds .
The probability P1 for |+〉 it to get flipped is
P1 = 〈φ∗ (t) φ (t)〉
where the average 〈〉 is taken for the noise. Now let us consider N such spins and the probability for all
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spins to get flipped together, i.e.
|+ + +...+〉 → |− − −...−〉 .
Similarly to Eq. (4.16), we have the probability PN for the “N -bit flipped” process is
PN = 〈φ∗1 (t)φ1 (t)φ∗2 (t)φ2 (t) ...φ∗N (t) φN (t)〉 . (4.17)
Again, if the noises are uncorrelated for each spin, then
PN = P
N
1 .
In the opposite limit where all the noises are the same, and assumed Gaussian, then we should expect
PN ≈
√
2
(
2N
e
)N
× PN1 ,
similar to the previous case.
Finally, other higher-order errors can be explored in similar ways; we shall not focus on them here, but
point out here that it is possible to perform numerical study of the error amplitudes
A1 (Zk) ≡ 1
2N
|Tr(Zkei
∑
N
j=1
∆jXjtU (t))| ,
A2 (ZkZm) ≡ 1
2N
|Tr(ZkZmei
∑
N
j=1
∆jXjtU (t))|
and so on.
4.4 Decoherence due to quantum noise
We shall now explore the situation of noise generated by a quantum mechanical environment, which is
expected to be important at low temperatures. We shall assume the interaction between the quantum
computer and the environment is sufficiently weak, so that each operation on the quantum computer can be
accomplished with a high fidelity, and the degrees of freedom of the heat bath are only weakly perturbed
by the quantum computer. In this limit, we shall expect that the harmonic oscillator model [CL83] can be
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applied. The Hamiltonian of the whole system is
H = HS +
∑
k
h¯ωka
†
kak + g
∑
k
(
Z˜ka
†
k + Z˜
†
kak
)
, (4.18)
where HS is the Hamiltonian of the quantum computer, the bosonic operator a
†
k creates an excitation for
the harmonic oscillator of frequency ωk,
Z˜k ≡
∑N
j=1
Zje
−i~k·~rj ,
~rj is the position of qubit j, and g controls the interaction strength.
Although one may in principle consider more general cases, here we shall focus on the heat baths having
two properties:
1. the modes are three-dimensional, hence the wavevectors have three components ~k = (kx, ky, kz), and
2. the modes have a linear dispersion relation ωk = ck, which is also isotropic ω−k = ωk. Similar to the
classical noise case, we shall study two separate cases to understand the error correlation generated by
the quantum mechanical environment.
4.4.1 Pure dephasing
First we shall consider the simplest case, where
HS = 0
and exact solutions are available. Similar results are obtainable for any HS satisfying
[HS ,HSB ] = 0 .
Our goal is to study the error correlation generated by the quantum mechanical environment.
We shall employ the standard technique of canonical transformation, that for any S and H = H0 + HI ,
e−SHeS = H0 + HI + [H0, S] + [H1, S] +
1
2
[[H0, S] , S] + ...
Suppose we set
S =
∑N
j=1
ZjΦj (t)
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where
Φj (t) =
∑
k
g
ωk
(e−i
~k·~rj a†k − ei
~k·~rj ak) .
The Hamiltonian can be readily diagonalized. In fact, the unitary operator can be decomposed into three
parts
U (t) = e−itHBe−itHeff (t)eGSB(t) , (4.19)
where
HB =
∑
k
h¯ωka
†
kak ,
GSB (t) =
N∑
j=1
Zjφj (t) , (4.20)
and with
fk (rj , t) ≡ g
ωk
e−i
~k·~rj (1− eiωkt) ,
φj (t) ≡
∑
k
[
fk (rj , t) a
†
k − fk(rj , t)∗ak
]
. (4.21)
The effective spin-spin interaction is of the ZZ form:
Heff (t) =
∑
k
g2
ωk
[
1− sin (ωkt)
ωkt
]
Z˜kZ˜
†
k . (4.22)
This term is generated through the virtual transition of the spin-bath interaction. It is analogous to the
phonon-mediated electron-electron interaction described in the BCS theory [BCS57], and the electron medi-
ated interaction of the magnetic moments interaction in the theory of RKKY [Yos57]. In principle, we could
either include this term in the quantum circuit, or eliminate it through some refocusing schemes developed
in NMR quantum computing.
The term exp (−itHB), containing no spin variables, is irrelevant for evaluating the error amplitudes
and will also be neglected. Our strategy is to expand the remaining parts in a power series of g, and then
estimate the relative size of each term.
We assume the modes are isotropic, i.e.,
ω−k = ωk .
With
[ak, a
†
k′ ] = δk,k′ ,
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all commutators
[φj(t), φm(t)]=0
containing odd parity terms sin[~k · (~rj − ~rm)], should vanish. This means
exp GSB(t) =
N∏
j=1
exp[Zjφj(t)] . (4.23)
For small φj (t), we have
eZjφj(t) ≈ I + Zjφj (t) ,
and hence the series expansion
eGSB ≈ I + Zjφj (t) + ZjZkφj (t) φk (t) + ... (4.24)
Suppose at t = 0, the spins are in a pure state |Qubits〉 and the bath is in a thermal state
ρth =
e−βHB
Tr (e−βHB )
.
The square of the error amplitudes are given by (note that φ† = −φ)
An (Z1Z2...Zn)
2
= 〈φ†1φ1φ†2φ2...φ†nφn〉 . (4.25)
Here the average is taken over the bath’s states, i.e.
〈Oˆ〉 ≡ tr(Oˆρth)
for any operator Oˆ. From the Bloch identity [Mer66], we have
〈exp ξjφj〉 = exp [(ξjξm/2) 〈φjφm〉] .
Here repeated indices imply summation, and ξj is an arbitrary complex number. The quantity A
2
n can then
be evaluated by the standard technique (also known as Wick’s theorem) of summing different “pairing” of
the two-point correction functions, which are the key quantities to be considered for error correlation,
〈φjφm〉 =
∑
k
[
hk(R, t)〈a†kak〉+ hk(R, t)∗〈aka†k〉
]
, (4.26)
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where
h (R, t) =
(
2g
ωk
)2
e−i
~k·~R sin2
(
1
2ωkt
)
and
~R ≡ ~rj − ~rm .
If for all j 6= m, 〈φjφm〉 = 0, then we recover the independent noise condition, namely
An (Z1Z2...Zn) = A1 (Z1) A1 (Z2) ...A1 (Zn) . (4.27)
However, this is not generally true. Although the phase factor e−i~k·~R tends to cause lots of cancellations,
the remaining factor tends to suppress this effect. Recall that
sin2 (ωkt/2)
ω2k
→ pi
2
δ (ωk) t ,
for
t À tmax ≡ max{ω−1c ,
R
c
,
h¯
kBT
}
being the longest time scale. Roughly speaking, constructive interference occurs i.e.,
| 〈φjφm〉 | ∼ | 〈φjφj〉 | ,
j 6= m whenever the waves of disturbance have enough time to travel from spin j to spin m, i.e.,
t > tmaxs ≡ max{|~rj − ~rm| /c} .
In the case of a phonon bath, if the spins are located in a region of area 100µm2, then tmaxs ≈ 10−7s, which
suggests that to maintain the independent-noise approximation, the whole error correction procedure has to
be executed at least 107 times per second.
Practically, it is not unreasonable to consider the “worst case” scenario where we set
〈φjφm〉 = 〈φjφj〉 = 〈φmφm〉 (4.28)
for all j and m, and consider the impacts to quantum error correction. In this case, the probability (upper
bound)
Pn ≤ A2n
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of n-qubit errors would be enhanced (relative to the independent case Pn = P
n
1 ) by a factor
6
(2n)!
2nn!
≈
√
2
(
2n
e
)n
for large n. Consider the standard error threshold analysis based on the independent noise model. The
failure probability is given by
Pfail = Pth
(
P1
Pth
)n
,
where Pth is a threshold error rate, which depends on the coding methods and circuit designs. For example,
n = 2k for k-level concatenated (i.e. the same code is repeated k times) distance-3 codes. When P1 < Pth,
Pfail can be made arbitrarily small by increasing the levels of concatenation. Now in the presence of the
constructive interference effects i.e.
Pn1 →
√
2
(
2n
e
)n
Pn1 ,
we expect that
Pfail ≈
√
2Pth
(
2n
e
P1
Pth
)n
. (4.29)
For fixed P1, the concatenation method becomes inefficient when
P1 ∼
( e
2n
)
Pth
and breaks down beyond that7.
The good news is that, in the same limit, provided that the effective interaction [cf. Eq. (4.22)] is
properly compensated, the correlated errors can be eliminated within the decoherence free subspace (DFS)
[PSE96, LCW98]. In the ordinary analysis of DFS, one requires
HSB |DFS〉 = U |DFS〉 ,
where U is either zero or some operators acting only on the qubits. This condition, requiring zero qubit-
qubit separation, is not assumed in our case. However, the qubits do effectively “see” the same environment,
since when the long wavelength modes k → 0 become dominant, the spatial qubit separations cannot be
6Consider 〈ejx〉 = ej2〈x2〉/2, comparing term by term in the series expansion, we have 〈x2n〉/ (2n)! = 〈x2〉n/2nn!. Therefore,
〈x2n〉 = (2n)!
2nn!
〈x2〉n.
7Of course, the cases where the noise is not fully correlated are needed to be explored further.
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“resolved”. To justify this, we consider the subspace of states satisfying
∑N
j=1
Zj |DFS〉 = 0 ,
e.g. all symmetrized states with equal numbers of ‘0’ and ‘1’. From Eq. (4.28), with the initial state
|DFS〉 ⊗ |Env〉 ,
we have8 〈
G2SB
〉
= −
∑
j,k
〈ZjZk〉DFS〈φjφk〉Env = 0
and hence by invoking the Bloch identity again
〈exp GSB〉Env = exp
(
1
2
〈
G2SB
〉
Env
)
= I , (4.30)
where I is the identity operator in the DFS of the qubits. It is now clear from Eq. (4.19) that the spin-bath
dynamics is decoupled i.e.,
U (t) |DFS〉 ⊗ |Env〉 = eitHeff |DFS〉 ⊗ e−itHB |Env〉 .
Therefore, the idea of isolating the effective interaction gives us new insights about the method of DFS
(answer to question (2)) and makes it physically more applicable.
4.4.2 Spin-flipping
In the following, we shall consider the effects of including
HS 6= 0 .
It is obvious that we reach the same conclusions if [HS ,HSB ] = 0. The simplest non-trivial case is
HS =
∑N
j=1
(∆/2)Xj .
8The expectation value 〈〉 corresponds to both the system and bath states, while 〈〉DFS corresponds to the qubits inside the
decoherence free subspace, and 〈〉Env the thermal average of the bath.
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As mentioned before, the coupling with the bath causes transitions between the two eigenstates of X, and
is most efficient for
h¯ωk ≈ ∆ ,
as ∆ sets the energy and hence the distance scale
λ∗ =
h¯c
∆
for our problem. For weak spin-bath coupling HSB , we employ the standard method of canonical transfor-
mation:
H˜ ≡ e−SHeS = HS + HB + (1/2) [HSB , S] + ... ,
where S satisfies the relation
HSB + [HS + HB , S] = 0 .
Defining
L±j ≡ |±〉 〈∓| = (Zj ∓ iYj) /2
and
S ≡
∑N
j=1
Sj ,
we write (h¯ = 1)
Sj = g
∑
k
[
Tj (ωk) e
−i~k·~rj a†k + Tj (−ωk) ei
~k·~rj ak
]
, (4.31)
where
Tj (ωk) ≡ L−j / (∆− ωk)− L+j / (∆ + ωk) .
The evolution operator can be expressed as
U (t) = exp S exp(−itH˜) exp (−S) .
The (lowest order) effective interaction can be extracted from the commutator [HSB , S], and it turns out to
be of the ZZ form:
Hjm = ZjZm
∑
k
2g2
ωk
ω2k −∆2
cos
(
~k · ~R
)
, (4.32)
which reduces to the first term of Eq. (4.22) when ∆ → 0. The second term, containing sin(ωkt), emerges
when we combine and rearrange the operators in U and transform it into the form (with HB → HB + HS)
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in Eq. (4.19).
We shall now consider the interference effects. For the moment, we neglect the higher order corrections
and any effective interaction generated, and write
U(t) ≈ e−it(HS+HB)eS(t)e−S(0) ,
where
S (t) = eit(HS+HB)S (0) e−it(HS+HB) .
We are mostly interested in the limit where the energy non-conserving terms in Eq. (4.31) become relatively
small. Then, the counterpart of Eq. (4.23) is
expGSB (t) =
N∏
j=1
exp
[
iYjϕ
y
j (t)
]
exp
[
Zjϕ
z
j (t)
]
, (4.33)
where, with η = 0 for ϕzj and η = 1 for ϕ
y
j ,
ϕz,yj (t) ≡
∑
k
[
f˜k (rj , t) a
†
k − (−1)η f˜k (rj , t)∗ ak
]
, (4.34)
and
f˜k (rj , t) ≡ [g/(ωk −∆)]e−i~k·~rj [1− ei(ωk−∆)t] .
Now the same argument about the upper bound of the error amplitude by Wick’s decomposition, following
Eq. (4.23) should go through the same way. However, the two-point correlation functions
〈
ϕz,yj ϕ
z,y
m
〉
, which
cause spatial error correlation, vanishes when the qubits are separated sufficiently far apart
∆ts
h¯
À 1 ,
where
ts ≡ |~rj − ~rm| /c .
For example,
〈
ϕzjϕ
z
m
〉
is almost the same as in Eq.(4.26), except the replacement hk (R, t) → h˜k (R, t) where
h˜k (R, t) ≡ 4g
2
(ωk −∆)2
e−i
~k·~R sin2
[
1
2 (ωk −∆) t
]
. (4.35)
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When
t À tmax ≡ max{ω−1c , ts, h¯/kBT} ,
we have 〈
ϕzjϕ
z
m
〉 ≈ 〈ϕzjϕzj〉 sin (∆ts) /∆ts .
For ∆ts/h¯ À 1, we expect the independent noise approximation to be valid (answer to question (1)).
4.4.3 Memory effect
Lastly, we describe how this formalism can be generalized to include memory effect between error correcting
cycles. For this purpose, error correcting procedures are assumed to be perfect, and achievable instanta-
neously, in order to avoid extra errors. To be specific, we consider the dephasing case described by Eq. (4.19).
Note that the memory effect of the errors is encoded in the environment through the φj (or ϕj) operators,
which cannot be inverted through standard methods of error correction. Suppose syndrome detection (e.g.
by measuring the parity) indicates a single Zj error. Then the environment state will change from
U(t1) |Env〉 → e
−iHBt1φj (t1) |Env〉√〈
φj (t1)φ∗j (t1)
〉
(neglecting any higher order corrections). If we allow a further time evolution U(t2), then the (conditional)
error amplitude A1 (Zm|Zj) for Zm is given by (with extra pairing with the operator φj (t1))
A1 (Zm|Zj)2 = A1 (Zm)2 [1 + χmj (t2, t1)] , (4.36)
where
A1 (Zk)
2
=
〈
φm (t2)φ
†
m (t2)
〉
is the error amplitude when there was no memory in the bath,
χmj (t2, t1) ≡ 2|〈φ˜m (t2, t1)φj (t1)〉|
2
〈φm (t2)φ†m (t2)〉〈φj (t1)φ†j (t1)〉
(4.37)
quantifies the memory effect, and
φ˜m (t2; t1) ≡ eiHBt1φm (t2) e−iHBt1 .
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Similar to Eq. (4.26), the memory part χmj can be evaluated readily; in general it depends on the tem-
perature, qubit-qubit separation |~rm − ~rj |, evolution times t1 and t2, and the spectral density of the bath
oscillators. When χmj ¿ 1, the bath can be regarded as memoryless (or Markovian), and the assumption
on the stochastic noise mentioned in the beginning can be justified. Detailed discussion shall be presented
elsewhere.
4.5 Application
Here we shall explore the application of the general theory. The calculations involved are not new, but
the implications to quantum computation under our framework is not known. In the previous sections, we
focuses on the expansion of the unitary evolution of the error by the Pauli matrices
{I, X, Y, Z} .
However, it can equivalently be expanded by the set
{
I, S+, S−, Sz
}
,
where
S+ ≡ |1〉 〈0| , S− ≡ |0〉 〈1| and Sz ≡ (1/2) (|1〉 〈1| − |0〉 〈0|) .
In this way, we shall also wish to expand any error U for a single qubit as
U ≈ aI + ε+S+ + ε−S− + εzSz . (4.38)
Here a, ε+, ε− and εz are complex numbers, but they becomes operator if we consider a quantum mechanical
environment as the noise source. The square of the error amplitude
A1
(
S−
) ≡ |〈0|U |1〉| = |ε−|
is the same as the probability
P (|0〉) = A1
(
S−
)2
of the transition from the state |1〉 to state |0〉. The advantage of this way of writing is that some of the
coefficients become measurable, and have a clearer physical meaning.
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Suppose we consider a two-level atom9 interacting with an electromagnetic thermal field. The spontaneous
emission process is often an exponential decay (with decay rate γ) i.e.
P (|1〉) = 1− P (|0〉) = e−γt ,
which means for small t,
P (|0〉) ≈ γt
and
|ε−| =
√
γt .
For two identical but independent atoms, say separated very far away from each other, the probability of
the transition from |11〉 to |00〉 the ground state should simply be the product of that from the individual
processes, i.e.
P (|00〉) = P (|0〉)2 = (γt)2 .
However, it is well-known that the emission of radiation becomes cooperative when the atoms are placed in
a region which is smaller than the wavelength of the emitted light. This phenomena is also known as super-
radiance (see [Ben96] for a review). In particular, for two nearby atoms, the probability for the “spin-flip”
process
|11〉 → |00〉
becomes
P (|00〉) = 1− (1 + 2γt) e−2γt ≈ 2γ2t2 ,
which is enhanced by a factor of 2, and is slightly smaller then that (3 instead of 2) in the Gaussian model for
dephasing. To have a more quantitative discussion, we shall consider a physical model in the next section.
4.5.1 Error correlation for two qubits
Here we consider the correlation of errors on the qubits due to the interaction with the environment. We shall
explore the case of two qubits, although the generalization to N qubits is straight-forward. We generalize
Eq. (4.38) and write
U ≈ aI +
∑
α,j
εjαS
α
j +
∑
j,k,α,β
∆jkαβS
α
j S
β
k , (4.39)
9With |1〉 ⇔ |e〉 and |0〉 ⇔ |g〉.
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where j, k = {1, 2} indicate the qubits, and α, β = {z, +,−}. The double counting in the sum is implicitly
avoided. Similar to the discussion in the previous sections, if there is no noise correlation, then we shall
expect that
|∆jkαβ | =
∣∣εjα∣∣ ∣∣εkβ∣∣ (no correlation) . (4.40)
In this picture, we can investigate this equality by considering the transitions such as
|11〉 → |00〉
and
|10〉 → |01〉
and so on. To do so, we shall take the master equation approach (for example see [SZ97]).
4.5.2 Master equation approach
The Hamiltonian we are interested to investigate is the two-spin boson model,
H = ∆(Sz1 + S
z
2 ) +
∑
k
h¯ωka
†
kak +
∑
k,j=1,2
Xj
(
gke
−i~k·~rj a†k + g
∗
ke
i~k·~rj ak
)
, (4.41)
where the two spins located at ~r1 and ~r2 respectively do not interact with each other directly. Here
Xj = S
+
j + S
−
j ,
and a†k creates a bosonic mode of frequency ωk. The magnitude of gk characterizes the coupling strength
between the spins and the bosons. To proceed, we shall make the following assumptions:
1. The spin-boson coupling is sufficiently weak to allow Born approximation in the master equation.
2. The bath has short memory to allow Markov approximation.
3. The initial state of the bosonic bath is assumed to be thermal i.e.
ρB =
e−βHB
Tr[e−βHB ]
,
where
HB =
∑
k
h¯ωka
†
kak .
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4. The rotating wave approximation applies for which we change
Xja
†
k → S−j a†k
and
Xjak → S+j ak .
5. There is enough time t for the information to be transfered from one qubit at ~r1 to another at ~r2; in
other words
|~r1 − ~r2| ¿ ct
where c = ω/k is the speed of the bath modes.
6. We shall later on consider zero temperature T = 0, as the quantum correlation generated would be
strongest.
The master equation under these assumptions can be derived by generalizing the result in the appendix,
or from Ref. [Aga74]. Here we simply quote the resulting equation for the reduced density matrix ρ of the
qubits:
∂ρ
∂t
= −i [Heff , ρ]−
∑
i,j=1,2
γij
(
S+i S
−
j ρ + ρS
+
i S
−
j − 2S−j ρS+i
)
, (4.42)
where
Heff = (∆ + Ω11) S
z
1 + (∆ + Ω22)S
z
2 + Ω12
(
S+1 S
−
2 + S
+
2 S
−
1
)
.
The “individual” damping rates for the two qubits are the same
γ11 = γ22 ≡ γ ,
and is equal to
γ = pi
∑
k
|gk|2δ (ωk −∆) . (4.43)
The “correlated” damping is symmetrical
γ12 = γ21
and has spatial dependence:
γ12 = γ21 = γF (κr12)
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where κ ≡ ∆/c, r12 ≡ |~r1 − ~r2| and
F (x) ≡ 3
2
{[
1− cos2θ] sin x
x
+
[
1− 3cos2θ](cos x
x2
− sinx
x3
)}
. (4.44)
Here
cos θ ≡ pˆ · rˆ12
and θ is angle between rˆ12 and the dipole moment pˆ.
On the other hand,
Ω11 = Ω22 ,
which is associated with the problem of Lamb shift, would diverge logarithmically and require an upper cut-
off in frequency. We shall assume the correction to the intrinsic frequency ∆ is small, so we ignore it from
here. Due to the mediation of the heat bath, the effective interaction between the qubits has a frequency
Ω12 = Ω21 = γG (κr12)
depending on the spatial separation of the two qubits, where
G (x) ≡ 3
4
{
− [1− cos2θ] cos x
x
+
[
1− 3cos2θ]( sin x
x2
+
cos x
x3
)}
. (4.45)
The functions F (x) and G(x) are shown in Fig. (4.1) and Fig. (4.2). We shall see that the correlated
damping is always smaller than the individual damping γ12 ≤ γ. It becomes insignificant when κr12 À 1,
consistent with the observation made in previous sections. For Ω12, it is also small when κr12 À 1, but it
goes divergent as r12 → 0, which essentially becomes the same as dipole-dipole interaction [Aga74].
4.5.3 Solutions to the master equation
Here we shall consider the solution to the master equation Eq. (4.42). As mentioned above, we will confine
our discussion to temperature
T = 0 ,
where any quantum correlation would be strongest. To demonstrate the effect of quantum correlation, the
following two situations shall be considered:
1. When the qubits are initialized as |↑↑〉, we are interested in the probability of finding the atom in the
final state of |↓↓〉, which involves a release of energy of 2∆.
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Figure 4.1: The function F (x) as defined in Eq. (4.44). The solid line is the case cos θ = 1; while the dashed
line is for the case of cos θ = 0
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Figure 4.2: The function G(x) as defined in Eq. (4.45). The solid line is the case cos θ = 1; while the dashed
line is for the case of cos θ = 0
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2. When the qubits are initialized as |↑↓〉, we are interested in the probability of finding it in the final
state of |↓↑〉, which involves no release of energy to the environment.
In both cases, we are only interested in the short time limit, so that the effect of the bath plays a role as a
perturbation to the initial state. In the angular momentum basis:
|11〉 ≡ |↑↑〉 , (4.46)
|1−1〉 ≡ |↓↓〉 , (4.47)
|10〉 ≡ (|↑↓〉+ |↓↑〉) /
√
2 , (4.48)
|00〉 ≡ (|↑↓〉 − |↓↑〉) /
√
2 , (4.49)
the general solutions to Eq. (4.42)are given in Ref. [Leh70]:
ρ11,11 (t) = ρ11,11 (0) e
−2γt , (4.50)
ρ10,10 (t) = e
−γt
[
ρ10,10 (0) e
−γ12t + ρ11,11 (0)
(
e−γ12t − e−γt) (γ + γ12)
γ − γ12
]
, (4.51)
ρ00,00 (t) = e
−γt
[
ρ00,00 (0) e
γ12t + ρ11,11 (0)
(
eγ12t − e−γt) (γ − γ12)
γ + γ12
]
, (4.52)
ρ10,00 (t) = ρ10,00 (0) e
−(γ+2iΩ12)t = ρ∗00,10 (t) . (4.53)
Case I: |↑↑〉 → |↓↓〉
The initial conditions for this case is
ρ11,11 (0) = 1 ,
while
ρ10,10 (0) = ρ00,00 (0) = 0 .
The probability
P↓↓ (t) = 1− ρ11,11 (t)− ρ10,10 (t)− ρ00,00 (t)
of finding the qubits in the state |↓↓〉 at time t is
P↓↓ (t) ≈
(
γ2 + γ212
)
t2 . (4.54)
Thus, when the qubits are closely located (κr12 ¿ 1), the probability of a flip is at most twice as large as
that of the individual events. The induced effective interaction, which is of the form S+1 S
−
2 + S
+
2 S
−
1 , has no
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influence in this process.
Case II: |↑↓〉 → |↓↑〉
The initial condition in this case is
ρ10,10 (0) = ρ00,00 (0) = ρ10,00 (0) = ρ00,10 (0) = 1/2
and
ρ11,11 (0) = ρ1−1,1−1 (0) = 0 .
We have
ρ11,11 (t) = 0
and
P↑↓ (t) =
1
2
e−γt (cosh (γ12t)− cos (2Ω12t)) ≈
(
γ212 + 4Ω
2
12
) t2
4
. (4.55)
The two terms γ212 and Ω
2
12 are same order magnitude for a distance comparable with the resonant wavelength
of the bath modes, i.e., κr12 ≥ 1. However, for two very close qubits where κr12 ¿ 1, the second term can
be much larger than the first term
Ω212 À γ212 .
However, the physical origin of this Ω212 term shall not be considered as noise, as it comes from the effective
interaction
Ω12
(
S+1 S
−
2 + S
+
2 S
−
1
)
mediated by the harmonic bath. Since this interaction is reversible, we can either take into account of
this effect into our quantum circuit, or eliminate it though some refocusing methods, as in NMR quantum
computing.
Therefore, the probabilities of having two flipped bits are very different for these two cases. For larger
distances κr12 À 1, the effect of quantum correlation can be ignored.
In conclusion, we have studied the error correlation on two atomic qubits generated by the environment.
This effect is different for different atomic transitions. The effectiveness of quantum error correction will
be significantly influenced by the error correlation. A more systemic study on realistic application, such as
quantum dots, are needed.
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Chapter 5
Thermal Noise on Adiabatic Quantum
Computation
In the chapter about quantum simulation, we have seen how to take advantage of quantum superposition,
where all possible inputs of a certain problem are processed in parallel, and the sum of these individual
results is obtained by quantum interference.
Adiabatic quantum computation (AQC) is an alternative means for accomplishing tasks of quantum
information processing. The key idea is still to take advantage of quantum superposition, where a quantum
state containing all possible inputs is initialized. However, in AQC, the goal is to extract a particular state
which solves a certain computational problem. This is achieved by requiring the quantum computer (a
register of qubits) to stay in the ground state of a time-dependent Hamiltonian H(t). This, according to the
adiabatic theorem, is guaranteed if the time variation of H(t) is sufficiently slow. This time scale depends on
the structure of the Hamiltonian, and is normally restricted by the minimal energy gap between the ground
and first excited state.
Practically, the adiabatic quantum computer cannot be completely isolated from the environment which
has a finite temperature T . If the energy gaps are comparable to the kBT , then transitions between energy
levels have to be considered. The process of thermalization sets another time scale: the process of adia-
batic quantum computation has to be fast compared with the damping rate. Practically, the structure of
H(t) could be so complicated that one cannot find any analytical means to understand the thermalization
mechanism, without any approximation. In this chapter, we shall consider the problem of thermalization of
adiabatic quantum computer with a toy model, where we shall simplify the structure of H(t) to be that of a
parametrically driven Harmonic oscillator. The results are then compared with the numerical results in the
literature.
5.1 Basic idea of adiabatic quantum computation
Here we shall explain the basic idea of quantum computation. Most of the materials here are taken from
the classic paper by Farhi et al. [FGGS00]. However the computational example is replaced with a physical
one, namely the ground state configuration of the random Ising model, whose Hamiltonian Hp (called the
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problem Hamiltonian) is
Hp =
∑
i,j
Jijσ
z
i σ
z
j +
∑
i
Biσ
z
i , (5.1)
where σzi |0〉 = |0〉 and σzi |1〉 = − |1〉, Jij represents the coupling strength between the spin i and spin j,
and Bi is the local magnetic field, which could be different for different spins. Our goal is to determine the
ground state configuration, and hence the ground state energy, for this physical system. For simplicity, we
assume that the ground state is non-degenerate.
Suppose at t = 0 we start with the ground state
|g (0)〉 = 1√
2
(|0〉+ |1〉) 1√
2
(|0〉+ |1〉) ... 1√
2
(|0〉+ |1〉) (5.2)
of the Hamiltonian Hb containing only the local terms
Hb =
∑
i
σxi . (5.3)
The initial ground state |g (0)〉 when expanded,
|g (0)〉 = (1/
√
N)
∑
z
|z〉 (5.4)
becomes the “all input state”, where the sum is over all possible spin configurations z of the system.
It is assumed that such both ground state and the Hamiltonian is easy to construct, and that the linear
combination of Hb and Hp can be engineered to form a total Hamiltonian H(t):
H (t) = (1− t/T ) Hb + (t/T ) Hp . (5.5)
The evolution of the state follows the Schro¨dinger equation
i
d
dt
|ψ (t)〉 = H (t) |ψ (t)〉 . (5.6)
According to the adiabatic theorem, if H(t) is varying at a sufficiently slow rate, and the system is initialized
in the ground state of H(0), then the system will always stay in the instantaneous ground state of H(t).
To be more quantitative, let s = t/T , and define the instantaneous eigen-energy Em (s) and eigenstates
|m; s〉 of H(t) as
H (s) |m; s〉 = Em (s) |m; s〉 , (5.7)
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with
E0 (s) ≤ E1 (s) ≤ ... ≤ EN−1 (s) , (5.8)
and N = 2n is the dimension of H(s). The initial state in this notation is therefore
|m = 0; s = 0〉 . (5.9)
From the adiabatic theorem, the structure of the energy gap E1 (s)−E0 (s) between the lowest two eigenstates
determines the time scale T for keeping the system stay its ground state. More precisely, let
gmin ≡ min
0≤s≤1
(E1 (s)− E0 (s)) , (5.10)
then the adiabatic condition is satisfied if
T À ∆
g2min
, (5.11)
where
∆ ≡ max
0≤s≤1
∣∣∣∣〈m = 1; s| dHds |m = 0; s〉
∣∣∣∣ . (5.12)
The problem here is therefore the scaling of gmin. If in the case, if gmin becomes exponentially small
when the problem size n is increased, i.e., gmin ∝ e−n, then the evolution time has to be exponentially long
and the whole algorithm could become inefficient.
Our attention, however, is not on the scaling of the gap, but the external effects of the environment (heat
bath). We shall consider the regime where the adiabatic condition is well satisfied, but the system is “heated
up” by the heat bath, causing transitions between the energy states.
5.2 Thermal excitation on adiabatic quantum computer
The question of robustness of adiabatic quantum computer has been investigated by many authors [CF01,
SBW03, RC05, SL05, AKS05, AJN06, TS07, ALT08, AAN09]. Concerning the noise effect on AQC, some
of the models are based on either qualitative or perturbative arguments which are not verified by indepen-
dent numerical investigation. Some of them are formulated in terms of parameters which are inaccessible
experimentally.
On the other hand, it was believed that the two-level approximation [AJN06, TS07, ALT08, AAN09]
would be valid for AQC, even if a large number of excited states would be involved when the minimal
gap is smaller than the temperature. It is therefore still unclear how “robust” AQC is against thermal
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noise. With these problems in mind, our goal here is to study the thermalization problem of AQC by
modeling a Harmonic oscillator as a quantum computer. This model not only provides us with enough
(infinite) excited states but also allows quantitative analysis. As we shall see, it could not be modeled by
the two-level approximation. Moreover, we shall quantify the effects on the performance of AQC through
physical quantities such as temperature T , relaxation time 1/γ, energy gap ∆, and computation time τ∗.
The “anomaly” of this model may seem to be the evenly distributed energy levels. To verify the validity, we
have compared it with the numerical simulation by Childs et al. [CF01], and found that the predictions of
this harmonic model qualitatively agrees with their results. Lastly, this model is testable with the current
quantum electronic technologies, e.g. simple RLC circuits.
5.2.1 Harmonic oscillator model
To define our adiabatic quantum computer, there are only two adjustable and time-varying parameters,
namely the mass mt ≡ m (t) and the “spring constant” kt ≡ k (t). The time dependence of these two
parameters, at this stage, is completely arbitrary and is designed to simulate (e.g. see example III below)
an adiabatic quantum computer. The (computational) system Hamiltonian HS(t) is described by that of a
standard parametrically driven harmonic oscillator:
HS (t) =
pˆ2
2mt
+
1
2
ktxˆ
2 , (5.13)
which is associated with a set of (instantaneous) energy eigenstates |nt〉, with n = 0, 1, 2, ...,, satisfying the
eigenvalue equation:
HS (t) |nt〉 = En (t) |nt〉 . (5.14)
Here
En (t) =
(
n +
1
2
)
∆ (t) (5.15)
is the (instantaneous) eigenenergy for the state |nt〉. The energy gap
∆ (t) ≡
√
kt
mt
= En+1 (t)− En (t) (5.16)
does not depend on n, which is a special property of harmonic oscillators. The initial state is assumed to be
the ground state |0t=0〉 of HS (t = 0). In the absence of the heat bath, the final state is given by
U (t = tf ) |0t=0〉 , (5.17)
89
where (with h¯ =1)
U (t) = T exp
(
−i
∫ t
0
HS (t
′) dt′
)
(5.18)
is a time ordered series (denoted by the time ordering operator T ).
In the context of adiabatic quantum computing, the computation is considered to be fail if the final
state deviates significantly (due to excitation to higher energy states) from the desired ground state |0t=f 〉
of HS (t = tf ). This is best quantified by the fidelity
F ≡ |〈0t=f |U (tf ) |0t=0〉|2 . (5.19)
Since our goal here is to study the thermal effect from the environment, we assume that AQC in the absence
of the heat bath can be achieved (almost) perfectly, i.e., F ≈ 1; violation of this condition may be considered
as perturbation.
Under this condition (and to zeroth order in ∆˙ (t)), we may write
U (t) |n0〉 = exp
(
−i
∫ t
0
En (t
′) dt′
)
|nt〉 , (5.20)
and hence a relation we will need later:
U† (t) atU (t) = exp
(
−i
∫ t
0
∆(t′) dt′
)
a0 , (5.21)
where
at ≡
√
mt∆t
2
(xˆ + ipˆ/mt∆t) (5.22)
is the (instantaneous) annihilation operator for HS(t).
5.2.2 Ground state occupation
In the presence of a heat bath, a mixed state representation ρ (t), or the reduced density matrix
ρS (t) = TrB {ρ (t)} , (5.23)
is needed. The performance of the quantum computer is determined by the ground state occupation
Pg ≡ 〈0t| ρS (t) |0t〉 . (5.24)
90
In the coordinate space, it is
Pg =
∫ ∫ ∞
−∞
dx′dx 〈x| ρS (t) |x′〉ϕ∗t (x) ϕt (x′) , (5.25)
where
ϕt (x) ≡ 〈x |0t〉 = (mtωt)1/4 exp
(−mtωtx2/2) (5.26)
is the (instantaneous) ground state wavefunction of HS(t). Before going into the technical details of the
calculations for ρS (t), we first argue that, subject to the constraints (a), (b) and (c) described below, the
relevant quantity here is only the physical observable
〈
xˆ(t)
2
〉
= Tr
{
xˆ2ρ (t)
}
(5.27)
(or the current fluctuation 〈I(t)2〉 in a corresponding RLC circuit).
The imposed constraints are:
(a) The heat bath can be approximated by a set of independent harmonic oscillators, which Hamiltonian is
HB =
∑
h¯ωkb
†
kbk . (5.28)
(b) The system-bath coupling HSB is bilinear e.g. terms like xˆ
(
bk + b
+
k
)
.
(c) The initial state of the bath is in a thermal state
ρB =
e−βHB
Tr [e−βHB ]
, (5.29)
and the system is in the ground state of HS (0), i.e.,
ρ (0) = |0t=0〉 〈0t=0| ⊗ ρB . (5.30)
To proceed, we write
|x′〉 〈x| = 1
2pi
∫ ∞
−∞
dνeiν(µ/2−x)ei(µpˆ+νxˆ) , (5.31)
where µ ≡ x−x′ (and ν is a just dummy variable). This form suggests that we have to evaluate the following
quantity 〈
ei(µpˆ+νxˆ)
〉
= Tr
{
ei(µpˆ+νxˆ)ρ (t)
}
, (5.32)
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which is equal to (see appendix for details)
exp(−〈(µpˆ + νxˆ)2〉/2) (5.33)
using the Bloch identity. Now, as verifiable by the master equation, here we claim that
〈
a2t
〉
= 〈a†2t 〉 = 0 . (5.34)
By completing the Gaussian integrals in Eq. (5.25) and Eq. (5.31), we finally arrive at a very compact form
for Pg:
Pg =
1
1 + n (t)
, (5.35)
where
n (t) ≡ 〈a†tat〉 = Tr
{
a†tatρ (t)
}
. (5.36)
Thus, as advertised, 〈
x2
〉
=
(
h¯
2mt∆t
) (
2〈a†tat〉+ 1
)
(5.37)
is the only quantity needed to determine Pg.
5.2.3 Master equation in the adiabatic limit
We shall obtain n(t) through the master equation approach [Car03]. Here the full Hamiltonian is divided
into three parts:
H = HS (t) + HB + HSB (5.38)
where the first two terms have been defined above. We assume that the coupling term HSB is a time-
independent operator (i.e. independent of the mass mt and spring constant kt of the oscillator), and is
explicitly given by
HSB = xˆ
∑
k
gk
(
b+k + bk
)
. (5.39)
Note that there could be a frequency renormalization (Lamb shift type), which modifies the ground state
wavefunction. This effect would be small for weak damping
∆ (t) À γ (t) , (5.40)
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where
γ (t) ≡ η (t) /m (t) . (5.41)
Second, even for ohmic damping (time independent η (t) = η), the relaxation rate γ (t) ∝ 1/m (t) (or time
to reach equilibrium) depends on the system parameter (here the “inertia” m(t)), and therefore may be
time-dependent.
To continue, we shall keep the standard assumptions for the master equation, namely
1. Product initial state,
2. Born-Markov approximation (i.e. weak coupling and short memory time),
3. Rotating wave approximation (i.e. ignore fast oscillations).
Subject to these constraints, the master equation is given [Car03] by
d
dt
ρ˜S =
−1
h¯2
∫ t
0
dt′TrB
{[
H˜SB (t) ,
[
H˜SB (t
′) , ρ˜S (t)⊗ ρB
]]}
, (5.42)
where in the interaction picture:
ρ˜S (t) ≡ U† (t) ρS (t)U (t) and H˜SB (t) ≡ U† (t)HSBU (t) . (5.43)
If we write
x =
√
h¯
2mt∆t
(
at + a
†
t
)
(5.44)
and from Eq. (5.21), we obtain interaction terms similar to that of an ordinary harmonic oscillator (i.e. with
mass and spring constant fixed), except for the replacements:
∆0t →
∫ t
0
dt′∆(t′) and m0∆0 → mt∆t . (5.45)
Consequently, the resonating modes ωk ≈ ∆(t) would be time-dependent, and hence the friction coefficient
η (t) ≡ piJ (∆t) /∆t , (5.46)
where
J (ω) ≡
∑
k
g2kδ (ωk − ω) , (5.47)
would also be a function of time i.e., with a classical equation of motion (neglect the frequency renormaliza-
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tion):
m (t)
d2
dt2
〈x〉+ η (t) d
dt
〈x〉+ k (t) 〈x〉 = 0 . (5.48)
The exception is the ohmic case, where
J (ω) ∝ ω (5.49)
and hence
η (t) = η0 (5.50)
is independent of the variation in the mass and the spring constant (e.g. RLC circuit). Finally, the equation
for
n (t) = Tr
{
a†0a0ρ˜S (t)
}
(5.51)
is obtained from the master equation:
d
dt
n (t) = −γ (t) (n (t)−N (t)) , (5.52)
where
N (t) ≡ 1
e∆(t)/kBT − 1 . (5.53)
This is the key result, since the performance of AQC is determined entirely by n (t). Note that even for the
case of ohmic damping, the relaxation rate γ (t) ≡ η (t) /m (t) is in general time dependent. With the initial
condition n (0) = 0, this equation can be solved numerically to obtain the ground state occupation Pg at
time t.
Although in our model the time dependence for the energy gap is completely arbitrary, for the purpose
of understanding the structure of the thermal excitation we assume that the gap has a Landau-Zener type
variation:
∆ (t) =
√
∆2max(1− t/τ∗)2 + ∆2min , (5.54)
where for ∆max À ∆min,
∆ (0) = ∆ (2τ∗) ≈ ∆max , (5.55)
and
∆ (τ∗) = ∆min . (5.56)
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Except near the region t ≈ τ0, the rate of change of the energy gap is
VS ≡ ∆max/τ∗ . (5.57)
For simplicity, we shall consider the ohmic case only and assume that
m (t) = m0 (5.58)
is time-independent, which makes γ time-independent as well.
5.2.4 Examples for illustration
The following examples (I,II and III) are chosen to demonstrate respectively that:
I. When thermalization is important (i.e. ∆ (t) ≤ kBT ), the computation speed VS needs to be fast,
compared with the “natural” speed of the bath VB ≡ γkBT . We quantify this by defining
R ≡ VB/VS = γkBTτ∗/∆max . (5.59)
II. After passing through the gap minimum, when the energy gap is larger than the temperature, i.e.
∆ (t > τ∗) > kBT , relaxation towards the ground state (increasing Pg) has the simple e−γt dependence,
and in contrast with the result in Ref. [ALT08], does not depend on ∆2min/∆max in the exponent.
III. This toy model qualitatively agrees with numerical calculations based on a more realistic Hamiltonian.
Example I
Here we consider the case where
∆max ≤ kBT and ∆min ¿ kBT . (5.60)
It is therefore possible to approximate
N (t) ≈ kBT/∆(t) . (5.61)
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Figure 5.1: Simulation of AQC with harmonic oscillator under thermal noise. The x-axis is rescaled time
γt. 1(a) and 2(a), in units of kBT , show the energy profiles Eq. (5.54) for two classes of AQC (but with
the same R). 1(b) and 2(b) show the dynamics of the mean excitation of the oscillator. The solid lines are
numerical integration from Eq. (5.52), and the dashed lines are analytic approximations Eq. (5.62) and Eq.
(5.67). 1(c) and 2(c) are the corresponding ground state probabilities obtained from 1(b) and 2(b), with the
relation Eq. (5.35). For comparison, the dotted lines are the thermal equilibrium values of Pg = 1− e−β∆.
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Substitute this into Eq. (5.52), and with γ (t) = γ, we have
n (t) =
γkBT
∆max
e−γt
∫ t
0
ds
eγs√
(1− s/τ∗)2 + ε2
, (5.62)
where
ε ≡ ∆min/∆max ¿ 1 . (5.63)
For γτ∗ < 1, the integrand is dominated near s ≈ τ∗. Taking
eγs → eγτ∗ (5.64)
and integrating explicitly, we have
n (t) = λ (t) Re−γ(t−τ∗) , (5.65)
where
λ (t) ≡ ln 2− ln
[√
ε2 + (1− t/τ∗)2 + (1− t/τ∗)
]
(5.66)
and R = γkBTτ∗/∆max as defined above. Figure 5.1 shows that this expression for n(t) is in good agreement
with the result by direct numerical integration for n(t). From Eq. (5.35), we conclude that the thermal
effect is not important even if ∆ (t) ≤ kBT , provided that γτ∗ ¿ 1. More precisely, we require R ¿ 1 or
VS À VB . This minimal speed limit for AQC could not be seen in the two-level approximation [ALT08].
Example II
Here we consider the possibility of relaxation after passing through the minimum. In other words, we consider
n(t) when ∆ (t > τ∗) > kBT , while ∆min < kBT . This situation should not be very common for AQC, as
it suggests that thermalization from the heat bath would yield better performance. To start, we could not
invoke the same approximation as in example I. However, as long as R < 1, N(t) is still sharply peaked at
t ≈ τ∗. Based on this observation, omitting the details here, we obtain an approximate solution which is
valid only for t > τ∗
n (t > τ∗) = κRe−γ(t−τ∗) , (5.67)
where
κ ≡ 2a + 2 ln [kBT/∆min (1−R)] (5.68)
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and
a ≡
∫ ∞
0
e−x ln (2x) dx ≈ 0.116 . (5.69)
Figure 5.1 shows that this expression qualitatively agrees with the direct numerical integration for t > τ∗.
Again, we conclude that R plays an important role for determining the performance of AQC. It is suggested
[ALT08] that the combination ∆2min/∆max would be important for the relaxation process in the two-level
approximation. We have tested with different ratios of ∆min/∆max (while keeping ∆max À ∆min), but we
did not find explicit dependence of ∆min in the exponent of n(t).
Example III
So far we have compared our results with that from the two-level approximation. Would a realistic Hamilto-
nian (with non-uniform distribution of energy gaps) for AQC, in some sense, look like a harmonic oscillator
(uniform gaps)? If yes, then based on the results above, it may be possible to approximate the final ground
state occupation by the formula:
Pg ≈ 1
1 + αR
, (5.70)
where R ≡ γkBTτ∗/ (∆max −∆min) is generalized to include cases where ∆min/∆max is not negligible, and
α is a fitting parameter. For example I, at t = 2τ∗,
α = 2e−γτ∗ ln (2∆max/∆min) , (5.71)
and for example II,
α = κe−γτ∗ . (5.72)
The former does not depend on T , and the latter depends on T only weakly (logarithmically).
Ref [CF01] presents an algorithm solving the so-called “three bit exact cover (EC3) problem, in which the
energy gap (here taken as ∆ (t)) between the ground and first excited state of HS (t) is significantly larger
than the rest when ∆ (t) = ∆min. We extract, from FIG 2 of that paper, the final probability Pg and R, and
estimate the corresponding α by the relation in Eq. (5.70), as suggested by our harmonic oscillator model.
The results are shown in Table 5.1. We found that both sets of data are consistent with the conjecture that
Pg decreases with R. For data I, the fluctuation for the value of α is relatively small (about 20% from the
mean), and the data point for the high temperature case (kBT/∆max = 10) deviates significantly from the
rest. This is anticipated from our experience in examples I and II. For data II, the fluctuation is relatively
larger (about 40% from the mean). This may due to the fact that the ratio ∆min/∆max = 0.425 is a bit too
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large for our simple formula Eq. (5.70) to be accurate. We conclude that this harmonic oscillator model
may provide a reasonable estimation for some realistic AQC problems.
Table 5.1: Simulation of AQC with Harmonic Oscillator. The data (Pg and R), taken from the numerical
simulation (FIG 2) of Childs et al. [CF01], are fitted (α being the fitting parameter) with the formula in Eq.
(5.70) suggested by the harmonic oscillator model. The standard deviation (excluding the last data point
kBT = 10) of α for data I (II) is about 20% (40%) from the mean value 1.68 (0.81).
kBT 1/10 1/2 1 2 10
Data I: Pg 0.79 0.53 0.30 0.15 0.08
∆min=0.301 R 0.14 0.72 1.43 2.86 14.3
α 1.86 1.24 1.63 1.98 0.80
Data II: Pg 0.89 0.70 0.42 0.19 0.08
∆min=0.425 R 0.17 0.87 1.74 3.48 17.4
α 0.71 0.49 0.79 1.23 0.66
For AQC involving many more degrees of freedom, it may (either computationally or experimentally)
be challenging to obtain the eigenenergy spectrum. However, this model can still be applicable. We first
determine the α and R for an AQC with a relatively small problem size n (i.e., as was done in Table 5.1). We
then gradually increase n and determine the (average) scaling Γn < 1 of the energy spectrum (typically the
first few lowest energy states are enough). Then, to estimate the same AQC (under the same temperature)
with large N , the harmonic oscillator model suggests the ground state probability be given by the formula
Eq. (5.70) with the replacement ∆max → ΓN∆max (assuming τ∗ and γ are fixed).
5.3 Outlook
In this thesis, we have investigated various problems of quantum computers. These results are by no means
solutions to all of the puzzles for building a quantum computer. Indeed, the purpose of these studies is
to find out the fundamental physical challenges for building it. In chapter 2, we discussed the problem of
simulating molecular systems with quantum computer. The key result is the algorithm for calculating the
partition function. We hope to extend this line of study to show how physical quantities such as the reaction
rate constant can be evaluated with a quantum computer.
In chapter 3, we have studied the problem of quantum state transfer along a spin chain. This problem
is also equivalent to the problem of Feynman’s quantum computer. The key result the chapter is the proof
for the optimal speed of quantum state transfer. This result then implies the optimal speed of Feynman’s
quantum computer as well.
In chapter 4, we considered the problem of error correlation on quantum error correction. We have
shown how error correlation on qubits can be generated by a quantum mechanical environment. The results
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obtained here can be further applied to realistic physical systems such as quantum dots.
In chapter 5, the problem of thermal excitation on adiabatic quantum computer was considered. We
proposed to use a harmonic oscillator model to model the effect of thermal excitation. Although the harmonic
oscillator model seems to be too simplified, it’s results agree qualitatively with numerical calculations. In
future, we hope to perform a more rigorous investigation of the generalization of this model.
There are still interesting problems not covered in this thesis, for example, problems of topological
quantum computers. By the time of writing, there is still no experimental realization of it. The theoretical
prediction of the existence of topological qubits, namely anyons, comes from the analysis based on condensed
matter theories. For the purpose of quantum computing, the approximations made in many condensed
matter theories may not be as accurate as desired. For example, to achieve the goal of fault-tolerant
quantum computing, each operation on the qubits are required to keep the deviation of fidelity of quantum
states to be at least 10−4, a requirement much higher then the accuracy typically made in condensed matter
physics. Quantum computation therefore shall take us to explore the new domain of high-precision quantum
mechanics.
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Appendix A
Generating function for Gaussian
distribution
Consider x as a real random variable (−∞,∞) with a Gaussian distribution of the form
p (x) = βe−αx
2
.
The moment generating function is defined by
M (ξ) ≡ 〈exξ〉 = ∫ exξp (x) dx . (A.1)
Since all odd powers of 〈xn〉 vanishes due to symmetry, we have
M (ξ) = 1 +
〈
x2
〉
ξ2
2!
+
〈
x4
〉
ξ4
4!
+
〈
x6
〉
ξ6
6!
+ ...
On the other hand, for Gaussian distribution
M (ξ) = e〈x2〉ξ2/2 .
Comparing these two expressions term by term, we conclude that
〈
x2n
〉
=
(2n)!
2nn!
〈
x2
〉n
. (A.2)
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Appendix B
Derivation of the master equation
Consider a general system-bath Hamiltonian,
H = H0 + V ,
where
H0 = HS + HB
contains the system Hamiltonian HS and the bath Hamiltonian HB . The interaction part V contains the
degree of freedom from both the system and the bath. In the rotating frame, the total density matrix
ρ˜T (t) ≡ U†0ρT U0
where
U0 = e
−i(HS+HB)t/h¯
evolves according to the Schro¨dinger equation:
ih¯
d
dt
ρ˜T =
[
V˜ (t) , ρ˜T
]
, (B.1)
where
V˜ (t) ≡ U†0V U0 .
The formal solution, iterated to second order, to this equation is
ρ˜T (t) = ρ˜T (0) +
1
ih¯
∫ t
0
dt1
[
V˜ (t1) , ρ˜T (0)
]
+
1
(ih¯)
2
∫ t
0
∫ t1
0
dt1dt2
[
V˜ (t1) ,
[
V˜ (t2) , ρ˜T (t2)
]]
. (B.2)
To simplify this equation we will invoke several approximations.
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Born approximation
The first one is the Born approximation, which assumes that the coupling with the heat bath is sufficiently
weak to allow perturbative treatments. To second order accuracy, we replace the density matrix ρ˜T (t2) in
Eq. (B.2) by ρ˜T (0). Define
ρ˜ (t) ≡ TrB [ρ˜T (t)]
as the reduced density matrix of the system. We trace out the bath in Eq. (B.2) and further write
ρ˜ (t) = ρ˜ (0) +
1
ih¯
∫ t
0
dt1TrB
[
V˜ (t1) , ρ˜T (0)
]
+
1
(ih¯)
2
∫ t
0
∫ t1
0
dt1dt2TrB
[
V˜ (t1) ,
[
V˜ (t2) , ρ˜T (0)
]]
. (B.3)
Product initial state assumption
Secondly, we assume the initial state between the system and the bath is in a product state, i.e.
ρT (0) = ρ (0)⊗ ρB (0) , (B.4)
and that the bath is in the thermal state such that
ρ˜B (t) = ρB (0) .
In this thesis, we restrict ourselves to cases where
TrB
[
V˜ (t) ρB
]
= 0 . (B.5)
We can formally write
ρ˜ (t) = eM(t)ρ˜ (0) ,
where the super-operator M(t) is defined such that
M (t)χ ≡ (ih¯)−2
∫ t
0
∫ t1
0
dt1dt2TrB
[
V˜ (t1) ,
[
V˜ (t2) , χ⊗ ρB
]]
.
Taking the time derivative, we have
d
dt
ρ˜ (t) =
d
dt
M (t)× ρ˜ (t) ,
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or equivalently (replacing t2 → s)
d
dt
ρ˜ (t) =
1
(ih¯)
2
∫ t
0
dsTrB
[
V˜ (t) ,
[
V˜ (s) , ρ˜ (t)⊗ ρB
]]
. (B.6)
This equation is often a good starting point to work on different applications of the method of master
equation.
Markov approximation
Next, we shall invoke the Markov approximation which assumes the bath has short memory. This is best
illustrated with the mathematical statement. First, we assume any two-time correlation for systems in
thermal equilibrium is translational invariant, i.e. it depends only on the difference. Then we can write
∫ t
0
dsTrB
[
V˜ (t) V˜ (s) ρB
]
=
∫ t
0
dsTrB
[
V˜ (t− s) V˜ (0) ρB
]
. (B.7)
With a change of variable
τ ≡ t− s
on the right hand side, it becomes ∫ t
0
dτTrB [V˜ (τ) V˜ (0) ρB ] .
For a heat bath with “short memory”, as long as we consider time scales longer that the memory time, we
should expect that the correlation between the two distinct times are very weak
TrB [V˜ (τ) V˜ (0) ρB ] ≈ TrB [V˜ (τ) ρB ]× TrB [V˜ (0) ρB ] ≈ 0 ,
where the last conclusion comes from Eq. (B.5). It is therefore possible to approximate the upper limit of
the integration to infinity:
∫ t
0
dsTrB
[
V˜ (t) V˜ (s) ρB
]
≈
∫ ∞
0
dτTrB
[
V˜ (τ) V˜ (0) ρB
]
. (B.8)
This is known as Markov approximation.
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Example: a qubit in a Thermal Bath
Consider a single qubit interacting with a thermal bosonic bath. The Hamiltonian is described by
H = ∆Sz +
∑
k
h¯ωka
†
kak +
∑
k
(
gkS
−a†k + g
∗
kS
+ak
)
, (B.9)
where a†k creates a single excitation for the bosonic mode k, and the spin operators are defined as
S+ ≡ |1〉 〈0| S− ≡ |0〉 〈1| and Sz ≡ (1/2) (|0〉 〈0| − |1〉 〈1|) .
In this case,
V (t) =
∑
k
[
gkS
−a†ke
i(∆−ωk)t + g∗kS
+ake
−i(∆−ωk)t
]
. (B.10)
Consider one of the terms in the expansion of the commutator:
TrB [V (t) V (s) ρB ] =
∑
k
[
|gk|2S−S+〈a†kak〉ei(∆−ωk)(t−s) + |gk|2S+S−〈aka†k〉e−i(∆−ωk)(t−s)
]
, (B.11)
where
〈a†kak〉 =
(
eβh¯ωk − 1)−1 .
Similar to the previous section, we make a change of the integration variable τ = t − s, and invoke the
Markov approximation (i.e. change the upper limit of the integration to τ → ∞). We shall then need to
invoke the following identity ∫ ∞
0
dτe±iετ = piδ (ε)± iPV
(
1
ε
)
, (B.12)
where PV is the Cauchy principle part defined by
PV
∫ b
−a
f (x)
x
dx = lim
ε→∞
(∫ −ε
−a
f (x)
x
dx +
∫ b
ε
f (x)
x
dx
)
. (B.13)
However, since the principle part contributes only to a small correction (Lamb shift) to the energy levels of
the system, we shall neglect it here. We finally simplify Eq. (B.11) as
∫ t
0
dsTrB
[
V˜ (t) V˜ (s) ρ˜ (t)⊗ ρB
]
=
γ
2
NS−S+ρ˜ (t) +
γ
2
(N + 1)S−S+ρ˜ (t) , (B.14)
where
N ≡ (eβh¯∆ − 1)−1
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and
γ/2 ≡ pi
∑
k
|gk|2δ (ωk −∆) .
Define V˜t ≡ V˜ (t), we expand the commutators explicitly
[V˜t, [V˜s, ρ˜]] = V˜tV˜sρ˜ + ρ˜V˜sV˜t − V˜tρ˜V˜s − V˜sρ˜V˜t
and get the master equation for a single spin:
dρ˜
dt
=
γ
2
(N + 1)
(
2S−ρ˜S+ − S+S−ρ˜− ρ˜S+S−) + γ
2
N
(
2S+ρ˜S− − S−S+ρ˜− ρ˜S−S+) . (B.15)
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Appendix C
Proof of the recursion relation
Here we show the details for the proof of the recursion relation
ω2m = ω¯
2
m +
1
2
∆N−1

(N−1)/2∑
k=1
∆2k−1

 (C.1)
appeared in Eq. (3.96). Since all variables are defined there, here we shall not repeat.
To get started, recall that we have shown in Eq. (3.92) that
2ω2m =
m−1∑
k=1
b2k , (C.2)
where
b2k = −
∏m
j=1 (µk − νj)∏m−1
j 6=k (µk − µj)
. (C.3)
For k 6= m− 1, we write
b2k = −
∏m−1
j=1 (µk − νj) (µk − νm)∏m−2
j 6=k (µk − µj) (µk − µm−1)
≡ b¯2k
(µk − νm)
(µk − µm−1)
= b¯2k
(
1 +
∆N−1
(µk − µm−1)
)
, (C.4)
where ∆N−1 ≡ µm−1 − νm, and
b¯k ≡ −
∏m−1
j=1 (µk − νj)∏m−2
j 6=k (µk − µj)
(C.5)
plays the same role as that of bk for the matrix constructed by removing the last two largest eigenvalues.
For k = m− 1, we write
b2m−1 = −
∏m−1
j=1 (µm−1 − νj)∏m−2
j 6=k (µm−1 − µj)
(µm−1 − νm)
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= −
∏m−1
j=1 (µm−1 − νj)∏m−2
j 6=k (µm−1 − µj)
∆N−1 . (C.6)
These two expressions for b2k will be needed later.
Now if we consider P¯ (E) =
∏m−1
k=1 (E − νk) and Q¯ (E) =
∏m−2
k=1 (E − µk), which are the counterparts
obtained by solving the inverse eigenvalue problem without the last two eigenvalues. We of course have,
P¯ (E) = (E − a¯) Q¯ (E)−
m−2∑
k=1
b¯2k
(E − µk) Q¯ (E) , (C.7)
where
a¯ =
∑m−1
k=1
νk −
∑m−2
k=1
µk . (C.8)
Now put E = µm−1 into the expression for P¯ (E), and set
a¯− µm−1 =
∑m−1
k=1
νk −
∑m−1
k=1
µk =
∑(N−1)/2
k=1
∆2k−1 , (C.9)
we have
m−1∏
k=1
(µm−1 − νk)
m−2∏
k=1
(µm−1 − µk)
= −
(N−1)/2∑
k=1
∆2k−1 −
m−2∑
k=1
b¯2k
(µm−1 − µk) . (C.10)
Multiplying both sides with ∆N−1, and using the expressions for b2k obtained above, we have
b2m−1 = ∆N−1
(N−1)/2∑
k=1
∆2k−1 +
m−2∑
k=1
(
b¯2k − b2k
)
. (C.11)
Lastly, invoking the relation written in the beginning, or Eq. (3.96), we obtained the desired recursion
relation.
ω2m = ω¯
2
m +
1
2
∆N−1

(N−1)/2∑
k=1
∆2k−1

 . (C.12)
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Appendix D
Bloch Identity
A simple proof of the Bloch identity can be found in [Mer66]. For simplicity, we consider a single mode
Harmonic oscillator. Bloch identity states that let C be any linear combination of the creation a† and
annihilation operator a, and the state ρ = e−βH/Tr
(
e−βH
)
is in thermal state, then the following relationship
holds:
〈expC〉 = exp [〈C2〉 /2] . (D.1)
To apply this result to derive Eq. (5.33) from Eq. (5.32),
〈
ei(µpˆ+νxˆ)
〉
= Tr
{
ei(µpˆ+νxˆ)ρ (t)
}
, where 〈〉 is taken
for both system and bath averages. We consider the RHS
Tr
{
ei(µpˆ+νxˆ)ρ (t)
}
= Tr
{
ei(µpˆ(t)+νxˆ(t))ρ0
}
(D.2)
where ρ (t) = U (t) ρ0U(t)
†
, U (t) = e−iHt. The state ρ0 = |0〉 〈0| ⊗ ρth is initialized as a product state of the
system ground state and bath thermal state.
Now, from the fact that the full Hamiltonian is quadratic in both the system and bath coordinates, the
operators pˆ (t) and xˆ (t) in the Heisenberg picture must be a linear combination of pˆ, xˆ, bk and b
†
k. Define
D ≡ µpˆ (t) + νxˆ (t), we can write D = A + B, where A contains a linear combination of pˆ and xˆ, and B
contains a linear combination of bk and b
†
k. Thus,
Tr
{
ei(µpˆ(t)+νxˆ(t))ρ0
}
= Tr
{
eiAeiB |0〉 〈0| ⊗ ρth
}
. (D.3)
We can now apply the Bloch identity separately for the system and bath, and get
Tr
{
ei(µpˆ(t)+νxˆ(t))ρ0
}
= exp
(
−〈A2〉
sys
/2
)
exp
(−〈B2〉
bath
/2
)
. (D.4)
With the fact that 〈AB〉 = 〈A〉sys〈B〉bath = 0, Eq. (5.33) follows:
〈
ei(µpˆ+νxˆ)
〉
= e−〈(µpˆ+νxˆ)2〉/2 . (D.5)
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