An isolated system of interacting quantum particles is described by a Hamiltonian operator. Hamiltonian models underpin the study and analysis of physical and chemical processes throughout science and industry, so it is crucial they are faithful to the system they represent. However, formulating and testing Hamiltonian models of quantum systems from experimental data is difficult because it is impossible to directly observe which interactions the quantum system is subject to. Here, we propose and demonstrate an approach to retrieving a Hamiltonian model from experiments, using unsupervised machine learning. We test our methods experimentally on an electron spin in a nitrogen-vacancy interacting with its spin bath environment, and numerically, finding success rates up to 86%. By building agents capable of learning science, which recover meaningful representations, we can gain further insight on the physics of quantum systems.
Distilling models of quantum systems from experimental data in an intelligible form, without excessive over-fitting, is a core challenge with far-reaching implications [1] [2] [3] [4] . Great strides towards automating the discovery process have been made in learning classical dynamics. In particular, optimal parameterisation of models with known structure [5] has been performed, as well as searches for models that exploit nontrivial conservation laws [6, 7] . Other methods invoke innovative neural network architectures for modelling physical systems [8] [9] [10] [11] . However, for quantum systems, these methodologies face new challenges, such as the inherent fragility of quantum states, the computational complexity of simulating quantum systems and the need to provide interpretable models for the underlying dynamics. We overcome these challenges here by introducing a new agentbased approach to Bayesian learning that we show can successfully automate model learning for quantum systems.
Reliable characterisation protocols are the lynchpin of our protocol, as well a plethora of other approaches [12] [13] [14] . Machine learning methods have recently been applied to learn efficient representations for quantum states [15, 16] , to encode physical parameters [11] , and to perform quantum error correction [17] [18] [19] and sensing [20] [21] [22] [23] . Supervised learning techniques have also been applied to the automated design of quantum gates [24] , tuning quantum devices [25, 26] and experimental state preparation [27] . * These authors contributed equally † raffaele.santagati@gmail.com
Several methods for the characterisation of quantum systems with known models have been demonstrated. For example, when a parameterised Hamiltonian model H 0 ( x) =Ĥ 0 is known in advance, the parameters x 0 that best describe the observed dynamics can be efficiently learned via Quantum Hamiltonian Learning (QHL) [28] [29] [30] . However, these protocols cannot be used in cases with unknown Hamiltonian models: the description and modification ofĤ 0 are left to the user [31, 32] which is a major hurdle in automating the discovery process.
Here, we present a Quantum Model Learning Agent (QMLA) to provide approximate, automated solutions to the inverse problem of inferring a Hamiltonian model from experimental data. We test the QMLA in numerical simulations and apply it to the experimental study of the open-system dynamics of an electron spin in a Nitrogen-Vacancy (NV) centre in diamond. We show that it is possible to bootstrap QMLA for larger systems, by investigating the spin-bath dynamics of an electronspin, finding the number of interacting particles required to explain observations. The QMLA is designed to represent models as a combination of independent terms which map directly to physical interactions. Therefore the output of the procedure is easily interpretable, offering insight on the system under study, in particular by understanding its dominant interactions and their relative strengths. We describe our method as a learning agent [33] because it uses its cumulative knowledge to design experiments to perform on the quantum system under study, while also capable of generating new descriptive models to test against the experimental evidence. The agency of the protocol, combined with the interpretability of its outputs, provides a powerful application for quantum computers, supporting the characterisation and development of quantum technologies, as well as enhancing understanding of quantum processes.
Quantum Model Learning Agent
The overarching idea of the QMLA is that, to find an approximate model of a system of interest, a series of models are tested against experimental evidence gathered from the system. This is achieved by training individual models on the data, iteratively constructing new models of increasing complexity, and finally selecting the best model, i.e. of the models tested, the one which best rep-licatesĤ 0 . In this section, we describe the steps of the QMLA algorithm and introduce the concepts involved therein; a glossary of terms used throughout this section is given in Supplementary § 1 1.1. QMLA's model search occurs across a Directed Acyclic Graph (DAG) with two components: structural (sDAG) and comparative (cDAG). Each node of the DAG represents a single candidate model,Ĥ j . The DAG is composed of layers µ, each containing a set of similar models, typically of the same Hilbert space dimension and/or number of parameters, Fig. 1a . For eachĤ j in µ, QHL is used to find the best parameterisation to approximate the system HamiltonianĤ 0 , yieldingĤ j →Ĥ j , Fig. 1b . The QHL update used for learning parameters is computed using the quantum likelihood estimation protocol presented in [29] , and depicted in Fig. 1e ; additional details in Supplementary § 1 1.3. Classical likelihood evaluation can also be performed if the dimension of the Hilbert space is sufficiently small.
Once allĤ j ∈ µ are trained, µ is consolidated by systematically comparing models through Bayes Factors (BF) analysis, a measure for comparing the predictive power of different models that incorporates a form of Occam's razor to penalise models with more degrees of freedom. Such comparisons are stored in the cDAG, Fig.1c . The BF, denoted B penalises models which impose higher structure, naturally limiting over-fitting [34] . This allows for the selection of a layer championĤ µ C , the model within µ which best reproduces the dynamics ofĤ 0 . Other models within µ are then deactivated (or pruned from the DAG), andĤ µ C is compared with its parent. If the Bayes factor forĤ µ C is sufficiently greater than that of its parent, our protocol deactivates the parent (and therefore its entire layer) as a cost-saving measure.Ĥ µ C is used, along with a set of primitive terms, and according to user-defined spawn rules, to construct a new set of models, which constitute the next layer of the DAG, ν, Fig. 1f . This search over model space is termed exploration, Fig. 1d . The procedure iterates until QMLA decides, according to predetermined criteria, that the search should terminate. Together, the termination criteria, the spawn rules and the choice of primitive terms are called the Growth Rule (GR), specified by the user. The GR is flexible, allowing the user to modify QMLA to learn from any quantum system; the GR used in this work is listed in Supplementary § 1 1.1.
A quantum computer/simulator can be used for the efficient learning of eachĤ j and in the BF calculations, (Fig.1b,c) , as in [20, 29, 31] . After termination is confirmed, the set of surviving layer champions H C is consolidated to select the global champion model,Ĥ . This is the model QMLA determines, based on the experimental evidence observed, to most reliably reproduce the dynamics ofĤ 0 .
Experimental set-up
We applied QMLA to the experimental study of the dynamics of an NV-centre electron spin ( 14 N) in diamond, interacting with the surrounding nuclei of its spin bath, according to an expected Hamiltonian model:
whereŜ andÎ are the total electron and nuclear spin operators respectively, µ B the Bohr magneton and B the magnetic field, A and g the hyperfine and electron gyromagnetic tensors [35] . In a simplified picture, we represent the NV centre system in a two-qubit scheme: one qubit acts as the electron spin, while the entire environment (i.e. open system contribution) is encoded in the second qubit [36] , see Methods for details of this mapping. We relate Eqn. 1 to a simulatable model by introducing terms in three forms: Pauli rotation acting on the electron spinŜ i =σ i ; hyperfine coupling of the spin with the environmental qubit along field axes, A j =σ j ⊗σ j , and non-axial coupling of the spin with the environmental qubit, transverse termsT kl =σ k ⊗σ l . We thus yield a Hamiltonian,Ĥ
whereŜ xyz = i∈{x,y,z} α iŜi ,Â xyz = j∈{x,y,z} α jÂj andT xy,xz,yz = k,l∈{x,y,z} α k,lTkl . In this compact representation, α's are the parameters learned during QHL. We expect the system under study to be represented by a subset of terms in Eqn. 2.
The experiment design has two main controls: the choice of the evolution time for the system of study, and the initial quantum state of the electron spin, called the probe state |ψ [37] . The data we use are obtained from Hahn-echo sequences ( Fig. 2a ), collected using the confocal set-up and microwave (MW) pulses that control the dynamics of the electron spin in diamond, at room temperature.
Echo sequences attempt to decouple the electron spin dynamics from its nuclear bath [38] [39] [40] [41] , making it an ideal study case where QMLA can learn residual contributions from the environment. For more details on the experimental set-up, the chosen system Hamiltonian and the measurements performed, see Methods and Supplementary § 2.
Analysis
To assess the QMLA's performance we run tests for three distinct cases: A layer championĤ µ C is chosen. d,Ĥ µ C is compared with its parent. This can result in the collapse of the parent layer ifĤ µ C is superior. Other models in µ are pruned, and a new layer is spawned fromĤ µ C . e, Schematic of QHL used in b. A (quantum) simulator is used as a subroutine of a Bayesian inference protocol to learn the parameters of the considered Hamiltonian model. QHL chooses random probe states |ψ sys and adaptive evolution times t as in [29] , which are used both for the time evolution of the system and simulator. This retrieves the optimised parameterisation x i . f, Spawn rules combine the previous layer champion,Ĥ µ C , with the primitives library to determine models to constitute the next later ν.
(i) simulated NV systems, varyingĤ 0 and the probe state, (ii) simulated data, mimicking our experiment, witĥ H 0 =Ŝ xyzÂz and |ψ = |++ = |+ |0 +e iφ |1 √ 2 (with φ random), (iii) experimental data obtained with |ψ = |++ and unknownĤ 0 .
An assessment of QMLA performance is obtained running (i) for 500 independent instances. Each instance choosesĤ 0 randomly from a subset of models within the scope of the model search:
In Fig. 2b we report the cumulative win rate as a function of the difference between the cardinality ofĤ 0 , i.e. the number of terms in the parameterisation x 0 , N p , and that of the champion model for each instance, N p . Defining the success rate, SR, as the fraction of QMLA instances for which the correct (known) model is deemed champion, we observe SR = 50 ± 0.5%. The winning mod-els show similar performance with respect to predictive power, with median R 2 = 0.84 across all instances (inset, Fig. 2b ).
For case (ii), we again simulateĤ 0 , restricting QMLA by fixing the probe state, to reflect experimental limitations. Here we introduce a set of four roughly equivalent models, termed credible models: {Ŝ x,y,zÂz ,Ŝ x,y,zÂx,z , S x,y,zÂy,z ,Ŝ y,zÂz }. These models are in good agreement with those successfully used in ab-initio calculations for this kind of physical system [42, 43] , so we assert that QMLA is successful when these are found. In simulations, the exact model is found in 60% of instances, while the set of credible models are found in 86%, Fig. 2c .
Finally, for case (iii), QMLA is tested against experimental data, where the underlying model is unknown, and Eq. 2 is expected to provide a strong approximation to the system. In this case, the credible models are found collectively in 76% of cases ( Fig. 2c ). In Fig. 2d we report the total volume of the parameter space across the epochs of the QMLA training, for the credible models. The volume gives an estimate of the width of the a 0 10 20 30 40 50 Win rate (%) Figure 2 . a, Time evolution of the electron spin quantum state (represented as a qubit in a Bloch sphere) during the pulses for the Hahn echo sequences. b, Simulation of 500 independent QMLA instances whereĤ0 is chosen randomly. We report the win rate as a function of the difference (Np − N p ) between the specific number of parameters in the winning and true models. The models presented are divided in four classes: Under-parameterised and Over-parameterised (respectively models with more and less parameters thanĤ0), Correct (true modelĤ0 found exactly) and Mis-parameterised (same parameters cardinality aŝ H0, but with a different set of parameters posterior distribution at each epoch, with its exponential decrease indicating a successful convergence towards the final parameterisation (further details in Supplementary § 1 1.3). In Fig. 2e we provide the normalised photoluminescence from the NV centre during a typical Hahn experiment, against the one predicted by the model selected most often by QMLA,Ĥ =Ŝ x,y,zÂz . Here H reproduces the dynamics ofĤ 0 with median R 2 = 0.82. Fig. 2f shows a representative example of the cDAG built during QMLA for the experimental data. Adopting {Ŝ x ,Ŝ y ,Ŝ z } as primitives, QMLA builds progressively up toŜ x,y,zÂx,y,zTxy,xz,yz .
Analysis of the bath
The analysis so far has left aside an in-depth study of the spin bath in which the electron spin resides, which has been mapped to a single environmental qubit. Such an approximation is valid for the rapid dynamics of the fastdecay (such as in Fig. 2e ), however, the effects of a finitesize bath consisting of n s spins are expected to be evident at the longer times probed by Hahn echo experiments [40, 44] .
It is infeasible to apply QMLA to characterise the bath through a complete parameterisation, without a large scale quantum processor, as QMLA relies on the complete quantum evolution of the global system. Instead, preliminary analysis on the system of interest can inform the model space which QMLA ought to explore. Here this is accomplished by using an analytical likelihood function, modelling the interaction of the NV centre with the bath [39] , instead of capturing the dynamics of the global system.
Our ad-hoc method obtains a probability distribution P (n s ) via a Metropolis Hastings Algorithm (MHA), whereby at each step of the algorithm, an n s is sampled, and a trial form of the analytical likelihood is trained via Classical Likelihood Estimation (CLE). The sample acceptance depends upon the value of (D|n s ), i.e. the likelihood that a set of observations D is observed with a value n s . Further details about this procedure are given in Methods.
In Fig. 3a we show the MHA outcome after up to 10000 steps. In the inset, we emphasise how the approximated distribution starts to plateau for n s ∼ 13, so that for this system, there is no compelling evidence to consider many additional spins in the bath. Interestingly, our estimate is well below the number of nuclear sites employed in initial simulations of Hahn-echo experiments with NVcentres [40] but agrees in order of magnitude with the number of 13 C in the first-shell, known to be hyperpolarisable [45, 46] . Finally, we show in Fig. 3b the expected normalised photoluminescence (PL) signal, estimated via CLE from the same hyperparameterised model, with n s = 20 , together with experimental data. Simulated PL accurately reproduces experimental findings, including the revival peak positions, allowing an independent estimate of the decoherence time for this system, from the envelope of the revived PL signals: T 2 = 81 ± 3.9 µs. This analysis can be used to bootstrap a QMLA procedure adopting a Hamiltonian formalism, towards modelŝ H j of appropriate dimensionality, to describe the system dynamics at longer times.
Discussion
Identifying interaction terms within a Hamiltonian is fundamental to understanding the physics of the quantum system it describes. In the context of quantum technologies, QMLA could be used to improve our knowledge of decoherence processes and design adaptive methodologies to counteract them [47] . To efficiently tackle long-time dynamics, more complex interactions, and a deeper study of decoherence, we envisage that future work will extend QMLA to address open systems, exploiting alternative descriptions, such as Lindblad operators [48] .
The interpretability of QMLA's outputs gives users a unique insight into the processes within their system of study. This can be helpful in diagnosing imperfect experiments and devices, aiding quantum engineers' efforts towards reliable quantum technologies. Moreover, we believe that the potential to deepen our understanding of physics provides a powerful application of noisy intermediate-scale quantum devices. Weiss 
METHODS
Experimental set-up details -To focus the investigation on the hyperfine interaction of the NV centre with its environment we omit in Eqn. 1 the zero-field splitting (GgsS 2 z ) and contributions from the quadrupole interaction (P I 2 z ) as constant shifts on the fine states and a splitting on the nitrogen hyperfine states respectively. The hyperfine interaction term S · A ·Î in Eqn.1 replaces its expansionŜ · X,χ AX,χ ·ÎX,χ in contributions due to each atom species X and lattice site χ [49] . Thus, all nuclear contributions to the electron spin dynamics are mapped to a single environmental qubit. We analyse the Hamiltonian describing the action of an external magnetic field B, and the hyperfine coupling described via the term
by the (non-)axial tensor parameters A (A ⊥ ) [38] .
Hahn signal experiments can be interpreted according to the hyperfine interaction [39] , describing the coupling of the electronic NV spin, in state ms, to the j th nuclear 13 C spin, combined in a four-level system S. Here we summarise this interaction in terms of an effective magnetic field B j ms , whereby the ground states of S precess at a rate ωj,0, whereas the excited states incur in a splitting ωj,1 [40] . In free evolution, after the initial π/2 pulse, the nuclear and electron spin become progressively more entangled at a rate dictated by the hyperfine interaction, getting maximally correlated at times τ ∝ π/A [41] , where the Hahn signal is weakest. When the two spins get disentangled again, revivals can be observed in the experimental Hahn-echo signal (see Fig. 3 ). The unitary evolution originated from such simplified dipole Hamiltonian can be analytically solved [39] to obtain the Hahn-echo signal:
via the pseudospins:
with B0 the external magnetic field and ω0 the bare Larmor frequency. Observing Eqn. 5, decays and revivals in the PL signal can then be interpreted respectively as beatings among the modulation frequencies ωj,1, and re-synchronisation when τ = 2π/ω0. See Supplementary § 2 for further details. Quantum Hamiltonian Learning -For each explored modelĤj( xj), QHL is performed by updating a distribution of NP particles for NE epochs, where each epoch corresponds to a single experiment performed on the NV centre electron spin. The experiment design here is left to a heuristic rule within QHL, which can easily be replaced by more sophisticated methods when required. Each experiment involves preparing the electron spin in the chosen probe state |ψ , evolving the spin for the chosen evolution time t, and measuring. In practice, for a given t, we repeat 10 6 times to obtain a reliable estimate of the expectation value ψ| e −iĤ 0 t |ψ 2 . QHL designs experiments to run on the system of interest in order to maximise knowledge gained, and can invoke a trusted (quantum) simulator to test and iteratively improve parameterisations, resulting in trained x j (yieldingĤ j ) [20, 29, 31] .
QHL learns the parameters within given models through Bayesian inference. Bayesian inference relies on a likelihood function to compare the true model with a particle xp sampled from the current parameter probability distribution. The likelihood function comes from Bayes' rule, P r( xp|d; t) = P r(d| xp; t) P r( xp) P r(d|t) ,
where xp is a single particle, P r( xp) is the current probability distribution for particles, t is the time the system evolved for,and d is a datum, i.e. either 0 or 1 measured from the system. d∈D ij log Pr d|Ĥ j is the cumulative loglikelihood [50] . Directed edges between (Ĥi,Ĥj) represent Bij in the cDAG, with directionality indicating performance, i.e. Bij 1 (Bij 1) is proofĤi (Ĥj) is superior, Fig. 1c . In a given consolidation among any subset of models {Ĥ k }, the champion is the node at which most edges point, i.e. which wins the most pairwise comparisons. In particular, in a given layer µ we use consolidation to rank models, or to determine a single layer championĤ µ C . An exploration stage follows, whereby a new layer ν is generated, consisting of new models which inherit properties from the layer champion (or top-ranked models) of µ, i.e. ν = R(Ĥ µ C ), where R is the unique spawn rule which characterises QMLA. The spawn rule employed in this work is a simple greedy search, i.e. at each layer, terms are added individually from a predefined set, with subsequent layer champions informing QMLA which terms to remove from that set. When the set of available terms is empty, QMLA either moves to the next stage, or terminates. Formally, the spawn rule proceeds as follows. (i) Spin rotation terms are adopted as primitives: µ 0 = {Ŝx,Ŝy,Ŝz}; (ii) Terms are added greedily in separate layers until exhausted; (iii) Hilbert space dimension is increased by introducing hyperfine terms {Âx,Ây,Âz}, which are also added individually by layer until exhaustion; (iv) transverse terms {Txy,Txz,Tyz} are introduced and added greedily until exhaustion. Here QMLA is limited to 9-parameter spin models with specific interactions. The termination rule in this case is simply whether all primitive models have been exhausted in greedy search. Generated models are considered children of the model from which they inherit (parent): such relationships are stored in the sDAG. A representative example of the QMLA cDAG is shown in Fig. 2f . Analysis of the spin bath -The interaction terms in the Hamiltonian corresponding to the spin bath are hyperfine contributions for each spin, equivalent to those in Eqn. 1; that is, the contributions from each spin are all degenerate. Degeneracies in the likelihood function are known to mislead sequential Monte-Carlo algorithms, such as that exploited by CLE, which are implicitly based on assumptions of unimodality [51] . This problem was recently addressed in [52] .
Hahn-echo experiments are designed to minimise the contribution of the bath to the system dynamics, so collective phenomena are expected to dominate individual spin contributions [53] . The method starts from the likelihood for the binary outcome of Hahn-echo experiments,
expressed in terms of the pseudospins Sj(B0, ω0, Bj, ωj), where B0 (Bj) is the external (effective) magnetic field at site j, and ω0 the bare (modulated) Larmor frequency.
To characterise the spin-bath interaction in the more general case and estimate the total number of interacting spins, n s , producing the observed dynamics, we use a Metropolis-Hasting protocol as follows. We construct a hyperparameterisation of the problem, using two normal distributions N (B1, σB) and N (ω0 +δω, σω), from which a number n s j of B j 1 and ωj,1 are drawn. In this way, for each tentative n s j a CLE iteration can be performed against a reduced hyperparameter set: x := {B0, B1, σB, ω0, δω, σω}. Inferring n s is then left to a Metropolis-Hastings procedure, that approximates the distribution of P (n s ). At each epoch a new tentative n s j+1 is sampled; Ne epochs of CLE are performed for each n s j . The probability of accepting n s j+1 as representative of the distribution is taken as Bj+1,j(D), with D the cumulative set of experimental data collected throughout all steps. In this way, higher values of n s j can be considered if they are statistically justified by a better reproduction of the data.
SUPPLEMENTARY MATERIAL

ADDITIONAL DETAILS ABOUT THE QMLA PROTOCOL
Concepts
The concepts referred to in the description of QMLA are as follows.
• Models: individual Hamiltonian modelsĤ j , e.g.Ŝ xy = α xσx + α yσy ,Ŝ yÂx = α yσy + α xxσxσx . Models are trained through QHL, described later.
• Directed Acyclic Graphs: A structural DAG graph maintains structural information about the QMLA instance. Nodes represent models after undergoing QHL (Ĥ j ). Edges represent the relationships (parent/child) between those models. A comparitive DAG also represents models as nodes, and edges between nodes (i, j) give the pairwise BF B ij .
• Layers: In the sDAG, a group of models are held in a layer µ. Layers usually consist of similar models, e.g. differing only by a single term. In Fig.2f (main text), for instance the fourth layer µ 4 = {Ŝ xyzÂx ,Ŝ xyzÂy ,Ŝ xyzÂz }.
• Consolidation: Comparison between any set of models H k = {Ĥ k }, achieved by computing the pairwise BF
Each pairwise comparison forĤ j gains that model a point; after all comparisons models have a scoreĤ j : s j . Consolidation can result in a ranking of models in H k , or else the highest ranked model alone.
When consolidation is performed on a layer µ, and only the highest ranked model is returned, this results in selection of a layer champion,Ĥ µ C . • Pruning : disactivation of a model, i.e. pruning it from the graph. Following consolidation within layer µ, all models apart fromĤ µ C are pruned. • Exploration and Spawning : QMLA explores the space of models by trying various combination of the primitive terms. In particular this is done by spawning new models when needed, given a seed model. For instance models to be placed on a new layer ν(= µ + 1) are spawned where the seed is the previous layer championĤ µ C . Spawning follows user defined growth rules, though typically involves inheritance of the features of the seed, for instance adding a single interaction to the seed. Seed models are considered the parent of those generated, the child , and such relationships are recorded in the cDAG.
• Primitives: a set of base models used to generate the models explored by QMLA. Typically these are some physically interpretable, basic set of operators. These can vary throughout the exploration, depending on the user-defined growth rules. In this work we use H 0 = {σ x ,σ y ,σ z }. These can be added and tensor-producted together to construct different models.
• Greedy search: A set of primitive terms, {ĥ 0 ,ĥ 1 , . . . ,ĥ n }, are chosen for the exploration stage , each corresponding to an action of (or interaction with) the electron spin. In greedy search, the spawn rule is that the terms present in a given seed model, usually the previous layer championĤ µ C , are retained, and the new models are {Ĥ µ C +ĥ 0 ,Ĥ µ C +ĥ 1 , . . . ,Ĥ µ C +ĥ n }. These models then constitute layer ν, are trained and consolidated, and a layer champion is selected,Ĥ ν C =Ĥ µ C +ĥ k . Then,ĥ k is removed from the available terms, and the process iterates until no terms remain available. In this sense, the algorithm is greedily consuming all the available terms one by one.
• Growth rules: The precise manner in which seed models and primitives are combined to generate a new set of models, defining which models are proposed at each stage of the exploration. This is defined by the user of the protocol. In this case the GR proceeds as follows:
-Spin rotation terms are adopted as primitives:
-Terms are added greedily in separate layers until exhausted -Hilbert space dimension is increased by introducing hyperfine terms {Â x (=σ x ⊗σ x ),Â y ,Â z } (also added individually by layer until exhaustion) -transverse terms {T xy (=σ x ⊗σ y ),T xz ,T yz } are introduced and added greedily until exhaustion.
• Termination rule: the GR includes a definition of a function to test whether QMLA should not consider any further models.
• Layer collapse: After QMLA has terminated the exploration stage, so no further models will be entertained, and each layer has selected its layer champion, a preliminary inter-layer championship is conducted. This involves calculation of BF for champions of neighbouring layers, i.e. between parent µ and child ν: B µν . If B µν 1 ( 1), i.e. there is strong evidence in favour the parent (child), so the losing model ν (µ) is pruned. As this was the sole surviving model, H ν C (H µ C ) on the corresponding layer, that layer, ν (µ) is pruned entirely, i.e. the layer collapses.
Protocol Steps
The steps of the protocol are then, informally, • Initialise a sDAG. On the first layer impose the primitives alone, i.e. H 0 = µ 0 = {Ŝ x ,Ŝ y ,Ŝ z } • Iteratively (denoting the most recently added layer as µ):
-Perform QHL on allĤ j ∈ µ -Consolidate µ to prune models and select layer championĤ µ C . This involves adding edges in the cDAG within µ.
-Explore: UsingĤ µ C as the seed model, use the growth rule R and primitives H 0 to generate a new set of models, R(Ĥ µ C ); assign these to a new layer of the sDAG. -if the termination function determines that the exploration is complete, terminate iterations.
• Collect all layer champions into a champion set H C . Perform comparisons only between parent/children pairs within H C , pruning under-performing models (resulting in layer collapse). The result is a reduced H C .
• Consolidate H C to find the global champion model,Ĥ . Primitives are staged in three distinct sets of sub-primitives:
Likewise, the spin terms are explored first: H ← H S . First layer are the raw electron spin rotation terms, H S ← µ.
The spawn rule R used in this work, for a givenĤ µ C , proceeds as follows:
, switch H to the next set of sub-primitives. The termination rule, f T is then simply whether H 3 has been exhausted.
Collectively, R, f T and H 0 are called the growth rules for a given QMLA instance. These can be decided by the user and altered simply in the QMLA Python framework, to include more complex models and data from any system.
For formal pseudo code of this protocol, see §1 1.6.
Quantum Hamiltonian Learning
QHL has been studied since 2012, initially proposed by Granade et al. [28, 29, 37] , and demostrated experimentally by Wang et al. [31] . Here we reiterate the protocol briefly, but for complete details a reader should see the above references. In particular, QMLA uses the Sequential Monte Carlo (SMC) updater provided by Qinfer. Pseudocode for this routine is provided in Alg. 1.
Quantum systems dynamics are predicted by their Hamiltonian matrix,Ĥ. In particular, a quantum state, |ψ of a particular system evolves according to its unitary operator, Eqns SM1-SM2.
Upon measurement, quantum systems collapse with expected value according to Eqn. SM3
Quantum Hamiltonian Learning (QHL) is the process of learning Hamiltonian parameters of an unknown quantum system by interfacing with a classical machine learning protocol, Bayesian inference. For example, the spin of an Figure SM1 . Quantum Hamiltonian Learning: A quantum system (NV-centre electron spin) is evolved, and a proposed Hamiltonian is run on a quantum simulator. The true and simulated outputs are compared using Bayesian inference, leading to improved probability distributions over the parameter space. Image taken from [31] . electron from an Nitrogen Vacancy centre, which has been characterised, is known to have a Hamiltonian which depends on its Rabi frequency, Ω, Eqn. SM4Ĥ
Hence by learning Hamiltonians, we infer physical parameters of quantum systems.
Likelihood Estimation
In order to learn Hamiltonian parameters we employ a form of approximate Bayesian Inference known as sequential Monte-Carlo Methods or particle filtering. This process iteratively improves the probability distribution over the parameter space. That is, it starts from some initial knowledge of the system, e.g. uniform probability distribution for all values of Ω ∈ [0, 1]. Call this probability distribution P .
P is sampled from to obtain a value of Ω 1 . This informs a hypothesis, i.e. that the system is governed bŷ H = Ω 1σz . This hypothesis is simulated for a time t and some initial state |ψ , determining an expectation value E 1 (t| |ψ ) according to Eqn. SM3. The quantum system is prepared in the same state |ψ , and let evolve physically for t, to determine the true, physical expectation value E 0 (t| |ψ ). The true and simulated expectation values are compared, computing the likelihood that Ω 1 = Ω 0 .
Bayes' Rule, Eqn. SM5, describes the probability that a hypothesis is related to an observation. We apply Bayes' rule to relate the expected value of a quantum system to a likelihood function, which is used to update probability distributions over parameter space. 
In Eqn. SM5, x is the parameter vector forming the hypothesis (termed Ω in our example above); P r( x|D; t) is the probability distribution of model parameters given the experimental data, which we can interpret as the probability x = x 0 ; P r(D| x; t) is the likelihood function; P r( x) is the prior distribution and P r(D|t) is a normalisation factor. Upon sampling from the current parameter probability distribution, we encode the corresponding H( x), either on a quantum simulator such as a silicon chip, or a simulation of a quantum system (i.e. compute Eqn. SM3 analytically). This gives us the term P r(D| X i ; t) for a single x i . We sub this into Eqn. SM5 to find the likelihood, P r( x i |D; t) corresponding to that x i . The likelihood is a value between 0 and 1 which reflects the likelihood that the chosen x i is the correct value, given the data observed.
Once we have the likelihood of a particular x i , we can update the weight associated with that parameter vector. Before being chosen as a hypothesis to explain observed data, the vector had some weight, w old i . That value is now multiplied by the likelihood to determine its new weighting in the next iteration of the probability distribution over the parameter space: Figure SM2 . Evolution of parameter distribution. In yellow, initial distribution is flat across all values of Ω. As the algorithm progresses (orange plots), the distribution is updating the weight of parameter values: increasing those close to the true value and decreasing those further away. Consequently, the distribution narrows around the true value (dotted red), culminating with the red distribution.
Each sample drawn is called a particle in Bayesian Inference. Drawing particles (i.e. sampling) from an initial parameter distribution N p times, we perform weight updates on N p individual values. We introduce a weight threshold, a and a fraction threshold l res : when the ratio l res particles have weight less than a, the probability distribution is resampled. This follows the Liu West algorithm [51] , and here we adopt the Qinfer defaults, a = 0.98, l res = 0.5. Resampling simply redraws the probability distribution according to the updated weights, effectively meaning more particles in the region of higher particle weights.
We call an iteration of N p samples is a single experiment (or epoch), and perform N e experiments. In doing so, we observe the the distribution continuously narrowing around the true parameter vector, Fig.SM2 . For N parameters, the posterior distribution similarly converges: each dimension of the posterior corresponds to a single parameter of the Hamiltonian; the mean of each dimension gives the approximation of that parameter, which converge to x 0 . The uncertainty of each parameter can be estimated as the width of the corresponding parameter of the posterior distribution, σ i . When the particles are resampled (because a fraction lres have weight less than a), typically the particles move closer together, converging to the particle that best represents x 0 . We can envision a particle cloud in high dimensional space, distributed within some volume V ; upon resampling the particles move closer together, shrinking V . We view reduction of V as an indication that QHL is learning. This effect is seen in Fig. 2d .
Experiment design heuristics
Within the learning phase, QHL is assumed to have access to the quantum system under study, and therefore be able to dictate experiments to perform in order to maximise information gained about the model.
In this work, experiment design has two controls: input probe and evolution time. Experimentally we are constrained to the input probe |ψ = |+ |+ = |+ |0 +e iφ |1 √ 2
. In simulation (i.e. case (i) in Analysis, main paper), we sample the input probe randomly. The remaining control then is the evolution time, t for which to evolve the quantum system and simulate Eqn. SM3 to compute the likelihood for each particle in Alg. 2. In order that the likelihood function returns a high value, the particle under study must mimic the system well. For low t, it is possible that this occurs coincidentally, or more likely that a coursely trained model has optimised the dominant contribution, which is more assertive at early times (see for example Fig.2e , where the spin terms' oscillatory behaviour is more strongly evident for t < 2µs, and decoherence, mapped to environmental terms, are less prevelant at these times). Then, it is clear that the early stages of training should focus on capturing the dominant dynamics at low t, but to fully characterise the system, the model ought to train on higher t also.
We propose a heuristic in two parts: first dynamically choose t such that the model learns at a pace dictated by the information gained to date; second force the model to learn on higher times so that it must attempt to address complex dynamics. We recognise that this is not an optimal heuristic in general.
The first phase outlined is comparable to the particle guess heuristic provided by Qinfer. At each epoch of QHL for parameterisation x, two samples x 1 , x 2 are drawn from P ( x). The distance is taken between these samples as the L1 norm, d = n i=1 |( x 1 ) i − ( x 2 ) i |. t is then set proportional to the reciprocal of d. Intuitively, if the volume is large, the distance between two randomly sampled particles will be large, so t will be small, ensuring QHL focuses on small t when it has not yet learned the parameters to any degree of certainty. Then, as the volume decreases while the model learns (by resampling the posterior distribution), d will proportionally decrease, so t will become higher, meaning that the model is challenged to learn on higher times when it is reasonably confident of the convergence of the particles to date. Exponential decrease of the volume therefore corresponds to exponential increase in the times the model trains upon; or stated otherwise, if the model can reproduce dynamics for exponentially increasing t, we can exponentially reduce the uncertainty on the particles providing those dynamics.
Simulations
We test QMLA by simulating a chosenĤ 0 using Phase 3 of Blue Crystal, the supercomputer of the University of Bristol, composed of 223 nodes each made of 16 × 2.6 GHz SandyBridge cores. The use of a supercomputer is justified by the need of running a large number of independent instances of the protocols, in order to have good estimation of the average performance. These simulations retain full control over the correct model form and parameters, and no experimental limitation due to setup performances, input probe states and noise. Simulations are run in Python through the QMLA framework, which relies on Qinfer [50] .
QMLA instances can be run in parallel, and within individual instances, QHL on distinct models can be run in parallel, as well as BF calculations. The bottleneck is the calculation of | ψ| e −iĤ t |ψ | 2 due to the exponentiation ofĤ . Trusted quantum simulators could compute these quantities in polynomial time as opposed to the exponential requirement doing so classically.
In this work we focus on 2-qubit Hamiltonians, represented by matrices of dimension 4 × 4, whose exponentiation typically takes t H ∼ 0.5ms using scipy.linalg.expm in Python. QHL involves sampling of N P particles in a single epoch, over N E epochs, so each QHL instance requires N P N E Hamiltonian exponentiations. Pairwise BF calculations involve a further N e epochs on each model in the pair, i.e. a cost of 2N E N P Hamiltonian exponentiations. After all layer champions are determined, a parental collapse rule involves pairwise BF between parent/child models, i.e. N µ −1 BFs. After parental collapse, there are a final set of N C ≤ N µ layer champions, from which the overall champion is to be determined. The number of layers N µ , number of models per layer N m (µ) (and corresponding number of BF per layer N BF (µ)), and number of available processes p give the expected runtime for a single QMLA instance, Eqn. SM7
In the studied case, t H = 0.5ms, N µ = 9, N E = 1000, N P = 3000, p = 6 (N m (µ), N BF (µ) can be read from the DAG in Fig. 2f ), resulting in T ∼ 20hrs. Increasing N P , N E typically improves the learned parameterisations for each model which should lead to stronger models winning more frequently, at the price of increasing the computational time required for the QMLA instance to run.
Results
Here we offer a discussion on the outcomes of the QMLA instances reported in the main text. Fig. SM3 shows the values of the parameters learned by each champion model for case ii and iii listed in Analysis, as well as the true parameters for the simulated case. These also allow us to see how many champion models contain each term. The combination of the frequency of terms and the confidence in parameter values allows us to draw conclusions about the physics of the NV centre electron spin.
Parameter Inference
For instance, Fig. SM3b shows, fromŜ y , that the spin rotates in the y−axis with a frequency of ∼ 5.7M Hz. We can likewise infer coupling with the environment, albeit with less precision, e.g. coupling with the z−axis in {0, 4M Hz}.
We perform one final step onceĤ is nominated by a given QMLA instance. If some parameters probability distribution are found to be within one standard deviation from 0, QMLA proposes a reduced model,Ĥ r , which inherits all the model terms and parameters fromĤ , ignoring those with seemingly negligible contribution. We then compute the Bayes factor, B(Ĥ r ,Ĥ ); if this strongly favours the reduced model (B > 100), we prefer the simpler model, resettingĤ ←Ĥ r . The threshold is stringent enough that any non-negligible contribution which improves the predictive power will not be discarded, though interestingly in many cases QMLA favours over-fit models, where the over-fitting terms are found to have almost negligible parameters. In Fig. SM3a , for instance, termsÂ x ,Â y are preserved in 22 and 29 champion models, with median parameter 0. This offers insight to the user: while the found H is not completely accurate, by considering the parameters assigned to the terms present, the user can understand the significance of those terms, and whether they are impacting their system in a meaningful capacity.
Dynamics Reproducibility
We adpopt the coefficient of determination R 2 as the figure of merit indicating how well a given model reproduces dynamics generated fromĤ 0 . In Table SM1 we list the number of times given models won QMLA instances.
In Fig. SM4 , we present the true (Ĥ 0 ) and reproduced dynamics (Ĥ ) from the models listed in Table SM1 for simulated and experimental data. We see that, in most cases, the nominated champions models can strongly emulate the underlying system.
Pseudocode
We provide pseudocode for the main QMLA routine, Alg. 1, as well as several key subroutines for QHL, Alg. 2, and the calculation of Bayes factors, Alg. 3. Subroutines for consolidating models are given in Alg. 4, 5. Some functionality is assumed within the pseudocode, in particular operations on the DAG to extract information such as parentage, or to prune models, though these cases are self explanatory from the given function names.
Scalability and Generalisation
The backbone of QMLA is to perform QHL, for each explored modelĤ i ( x i ), for a variable number of epochs Ξ, obtaining cumulatively a set of observed data D j from the quantum system, and updating the parameters x i accordingly (Fig. 1b,e ). When launching QHL instances, see sectin 1 1.3 , we assume that the QMLA is able to access key experimental controls in the system to characterise: the evolution time τ and the initially prepared probe state |ψ sys . As in QHL, we also require access to a trusted (quantum) simulator to (efficiently) test trial Hamiltonians formsĤ i and parameterisations x i [28, 29, 31] . However, so far we focused on characterising a closed system, entirely described by its full HamiltonianĤ * glo , on a Hilbert space H glo , by preparing input (and measuring output) states: |ψ glo, in (out) ∈ H glo . This need not be the case for characterising an unknown quantum system, that might be open and therefore affected by the contribution of an environment in H env , so that the effective Hamiltonian can be written as [44] :Ĥ * glo =Ĥ * sys +Ĥ * env +Ĥ * int , withĤ * int describing the interaction between system and environment. In order to address this more general task, we introduce the following approach. First, in the rest of this Chapter we assume that we are able to prepare states |ψ sys in the quantum system independently from its environment, so that input states are separable, of the form:
Now, in most cases the environment will not be directly accessible, so that likelihood functions as in Eqn. SM5 are in general not achievable, and a preliminary partial trace over the environmental degrees of freedom needs to be taken into account. The likelihood for the Bayesian inference is thus here modified as:
with |d sys the chosen measurement basis for H sys , and
the global density matrix evolved under eachĤ * glo . As the algorithm progresses, the credible region for the parameters, starting from a suitable prior distribution, will be reduced in volume V [50] . An efficient way to halt the QHL subroutine forĤ j is to assign Ξ j dynamically, by checking periodically for saturation in the reduction of V j , as a signature of a converged Hamiltonian learning instance. Once all models for the latest entertained layer have converged, a consolidation phase starts (Fig. 1c) . In
Algorithm 3: Bayes Factor calculation
Input: Q // some physically measurable or simulateable quantum system to study. Input:Ĥ j ,Ĥ k // Hamiltonian models after QHL (i.e. xj, x k already trained), on which to compare performance. Input: Tj, T k // set of times on whichĤ j andĤ k were trained during QHL, respectively. Output: B jk // Bayes factor between two candidate Hamiltonians; describes the relative performance at explaining the studied dynamics. possibly smaller set of weights between the neurons within the NN. The closest equivalent of this approach, within our Bayesian framework, would be to assume the dynamics of the quantum system to be entirely described via the special unitary group SU (n), with n known, or lower-bounded via the adoption of a dimensional witness [55] . Then, QMLA would be posed the task to learn which elements of the generator basis (e.g. the set Γ n of generalised Gell-Mann complex n × n matrices γ n ) to include in the model, and with which parameters. That is, QMLA shall explore among subsets Γ n ∈ Γ n models of the form γi∈Γ n g iγi for the best Hamiltonian to reproduce measurements on the system. In this way, the new layer µ + 1 would simply e.g. include an additional γ n from the set. Now these kinds of mapping, if effective, are hard to be checked against intuition (or more quantitative predictors) that a human researcher might have or acquire about a system. As worries arise for the impact of artificial intelligence in the crisis of reproducibility affecting science [56] , our intention is here to design an automated protocol bootstrapping the human characterisation process of a system, rather than replacing it. In a sense, a model learnt by a device to reproduce another device's behaviour, that cannot be used to distillate general properties nor understanding of the first, advances us from an "untrusted black box" to a "trusted one", without ultimately solving the characterisation problem. Therefore, we decided in favour of a protocol exploring models constructed from a reduced set of primitives, that are easily interpretable, and namely single-qubit Pauli operatorsσ α ∈ Σ P , i.e. α ∈ {I, x, y, z} withσ I ≡Î. In fact, it is known that any n-dimensional Hamiltonian can be written as the sum of tensor products of σ α [57] :
with Roman indices labelling the i-th subsystem on which operator σ i acts. A generic layer µ can then be interpreted as encompassing potentially all truncations of Eqn. SM13, that include exactly µ terms (if the sDAG started with a root encompassing one term models). Most importantly, k-sparse, row-computable Hamiltonians, i.e. those Hamiltonians whose matrix has at most k non-zero elements per row or column (the locations of said elements being retrievable with an efficient classical algorithm), H kcomp have been shown to admit a decomposition of the form in Eqn. SM13, with at most O(k 2 ) terms [58, 59] . The class H kcomp is surprisingly wide, as it covers the cases of electronic Hamiltonians in quantum chemistry, as well as lattice model Hamiltonians (such as Ising and Heisenberg lattices [60] ). In all these cases, we can thus expect the depth of the ideal sDAG to grow polynomially in k, independently from the size of the system n, an observation which is key in estimating the worst case scaling of QMLA.
In general, we assume n not known in advance, even if dimensional witnesses might bootstrap the guess for the root model(s) of the sDAG. Therefore, QMLA is designed to preferentially introduce modelsĤ j in the spawned layer (µ + 1) that embed additional terms as linear combinations of appropriate tensor products of primitivesĥ i ∈ Σ P (see Fig. 1f ), exploring the same Hilbert space dimension n µ as the consolidated layer µ. However, if µ has saturated the maximum number of independent operators allowed by n µ (or by user-defined rules), QMLA will generate a layer where n µ+1 = n µ + 1. Now, even if we admit the system HamiltonianĤ * ∈ H kcomp , the exploration phase is still affected by a major scalability issue: if the nodes of the ideal sDAG might scale polynomially, this is not true for a sDAG that explores brute-force also other potentially valid models. This is most easily seen by studying a specific case, e.g. truncating the expansion in Eqn. SM13 to only include pairwise interactions, i.e. the first non-trivial terms, and also the most crucial for a wide variety of systems. The number of all possible terms Θ that can be generated in this instance scales as O n 2 , i.e. the sDAG depth grows combinatorially with the system's size. Additionally, also the maximum width of the DAG grows combinatorially, as the generic layer µ includes models with any of O Θ µ terms' combinations. This intractability is well known in the field of structure learning via graphical models, and the most direct way to deal with it is the introduction of a greedy exploration phase [33, 61] . That is, local optimisation is favoured against global optimisation, to keep the size of the global search DAG manageable.
In QMLA, the greediness in the search is imposed via the inheritance rule: all models in layer (µ + 1) expand upon the Hamiltonian form of their common parent node that is the champion node in µ (Fig. 1a&f ). . Eventually, after a dimensional matching if n µ+1 = n µ . E.g. terms with the operatorσ 1 z will be interpreted asσ 1 z ⊗Î 2 . This greediness dramatically reduces the global number of models considered in the exploration. Adopting again the pairwise model, the overall number of nodes explored in the worst case is expected to be downsized:
when the inheritance rule is adopted. The huge improvement exemplified in Eqn. SM14 is clearly not enough to make QMLA tractable already for relatively small instances, and highlights the discrepancy between the expected polynomial scaling of terms and a search through a combinatorially growing models' space, which evidently goes beyond the hypothesis ofĤ * ∈ H kcomp . However, the inheritance rule becomes a powerful heuristic, when combined with aprioristic knowledge about the system to characterise. Continuing upon our example, one might make the reasonable hypothesis that nearest neighbours interaction are to be taken into account first, and that the index labelling is representative of neighbouring conditions. In this case, the first layer of the DAG chooses one out of n choices, and the overall models explored in the worst-case is O n µ=1 (n − µ + 1) = O(n 2 ). One can use the last layer of the learnt DAG to then progressively explore alternative hypotheses like index inversions, or longer-range interactions, without incurring straightforward in the intractable scaling as in Eqn. SM14. Now that issues in the scaling of the sDAG nodes have been discussed, we are left with the scaling of the number of edges in the cDAG. If we were to compare each modelĤ i against all others explored, the cDAG would be a complete graph, whereby the number of edges, each corresponding to a costly BF calculation, grows combinatorially with the sDAG depth [62] . In order to avoid generating overall a complete graph, the nodes within a layer form complete subgraphs of the cDAG, but the comparison among different layers occur in the QMLA only via their respective champions (Fig. 1) . In this way, all nodes other than the champion node for a given layer are essentially discarded from the learning process, as they stop being compared with any other competitive model. Additionally, if the comparison between the parent champion and a child championĤ c leads to B pc , a collapse rule reallocates the sub-tree rooted atĤ c (if any) toĤ p as a parent node, discarding the whole layer ofĤ c . This collapse rule also aims at mitigating overfitting that might arise from the greediness introduced with the inheritance rule, as terms provisionally inherited might prove superfluous once the model is expanded, and would be discarded invoking a new instance of the inheritance rule after the collapse, against the new parent nodeĤ p . Inheritance rules can be seen as an extreme pruning rule for all the other nodes in µ (Fig. 1d) , similarly to what adopted for a graphical model exploration in [52] . Therefore, another way to mitigate the greediness of the approach is to discard only those particularly unsuccessful modelsĤ r , that have: B rj < b , ∀j in the same layer and b a user-defined threshold. Intuitively, this kind of stratagems increases the explorative nature of the QMLA, increasing the likelihood of approximating the global optimum, at the expense of the overall cost of the procedure.
In conclusion, the cumulative knowledge of the QMLA is represented as a multi-layer DAG (see Fig.1c ), combining a sDAG tracking the generative process of new models and a cDAG that embeds the information about how effective a given model is in replicating the experimental dataset, compared to neighbouring nodes in the cDAG. The pseudocode for the QMLA protocol is given in SM 1 1.7, along with its subroutines. The efficiency in the QMLA's exploration of the models' space is intrinsically dependent from the extent to which an approximate solution to the characterisation problem can be deemed acceptable, and therefore how greedy towards local optimisation are the choices performed at each generation stage in the process. This trade-off resembles the limitations in the accuracy of the predictions that can be attained via graphical classification modelling [33, 63] , versus their human interpretability [64] . Table SM2 . List of all models explored in the QMD implementation, along with the corresponding number of qubits and the abbreviation used in the text.
Stability analysis for QHL
The principal question that needs to be addressed is the stability of Bayes factor analysis under the sequential Monte-Carlo approximation. While stability has broadly been shown in the past for the problem of quantum Hamiltonian learning, the problem of using Bayes Factor analysis to compare alternative families of models is not directly covered by those results. Here we show that, provided that both the prior distribution and the likelihood function are sufficiently smooth functions of the Hamiltonian coefficients.
Let ≤ x/2 and δ ≤ y/2 then
The Bayes factor for two models is defined to be of the form, given data D is observed under experimental settings E, is
We therefore have that if P (D|M 1 ) is computed within error and P (D|M 2 ; E) is computed within error δ such that δ ≤ P (D|M 2 ; E)/2 and ≤ P (D|M 1 ; E)/2 then
The overall error in the probability can arise from multiple sources but here we will focus on the error in the Bayes factors that arises from the use of a finite particle approximation to the probability density. Specifically,
for an ensemble of Hamiltonian models H j drawn from the prior distribution P (H). Here we use the convention that f (H)dH = f (H( x))dx d where x ∈ R d . We then have from Chebyshev's inequality that with probability greater than 1 − 1/k 2 the error in this Monte-Carlo approximation is
Now using the parameterization H = (SM22)
In order to make progress, let us assume that B ∈ R + \ (1 − γ, 1 + γ). This assumption is needed in order to guarantee that there is a gap between the two possibilities. Thus if ∆B ≤ γ/2 then the decision about the Bayes factor will not be qualitatively affected by the Monte-Carlo error due to finite particles. Eqn. (SM17) then tells us that it suffices to take
which implies that if the first bound above dominates that it also suffices to take with probability at least 1 − 1/k 2 the number of particles used to compute the first probability is
Now let us further assume that for H j in both model
It then suffices to take
Similarly, we can choose
which is implied by
Therefore if the number of particles given in (SM28) is used for both models then a qualitatively accurate decision between the two models can be made according to the Bayes factors. The same result also holds if we only assume that B ∈ [1 + γ, ∞). This implies that Bayes factor calculation is stable under the SMC approximation provided that the gradients of the likelihood functions are not large (i.e. κdL is modest) and the promise gap γ is at least comparable to B.
EXPERIMENTAL DETAILS
Experimental system and sample description
The measurements were performed on a home-build confocal setup at room-temperature. In our setup we align an external magnetic field of 11mT parallel to the NV centre's axis, using Helmholtz-coils. This magnetic field lifts the degeneracy of the electron fine states m = ±1. For the experiments shown here we only use the m = −1 electron state. We perform Hahn echo measurements by using off-resonant laser excitation (532nm) for initialisation and readout of the electron spin. To manipulate the electron spin in our Hahn echo experiments, we apply a π/2 − π − π/2 MWpulse at the resonant frequency, with varying time between the MW pulses. We use a strip line to apply microwave signals of a few microwatts. The pulse sequence is repeated about 3 × 10 6 times for each microwave frequency to acquire statistics, and the detected photon detection times are histogrammed leading to about 300 counts in each 25ns bin during the laser pulse. Single photons are collected by the confocal setup and detected by an avalanche photo diode. The detected counts at the end of each Hahn sequence are normalised with respect to the mixed state of the initialisation pulse.
For the measurement we use an electronic grade diamond sample [110] , with a 4 ppb nitrogen impurity concentration and a natural abundance (≈ 1.1%) of 13 C (Element6).
Noise in the experimental setup
Bayesian methods are known to exhibit intrinsic properties of noise robustness against i.i.d. and Markovian sources of noise [28, 65] . QMLA partially inherits such noise resilience by adopting QHL as a subroutine for learning the parameterisation of each investigated model. However, the role of noise in our protocol has more profound implications. Learning a model for the noise affecting the system is inextricable from learning a model for the system dynamics itself, in all those cases when the contribution from noise sources cannot be neglected [20, 32] . Therefore, we expect QMLA to attempt modelling noise sources within the framework of the primitives provided in the user defined library. Apparent overfitting might then be interpreted, in some instances, as triggered by features in the dynamics unpredicted by a noiseless model. In the specific case of the NV centre electron spin studied in this paper, the hyperfine interaction with the nuclear spins in the bath can be in itself interpreted as a "noise" in the isolated system picture. However, its effects are so crucial that we deem necessary to expand the picture correspondingly. On the contrary, we might find increases in the complexity of the model unjustified by the minor noise effects that they attempt to reproduce. The adoption of Bayes factors is intended to guard against such unwanted overfitting tendencies of the QMLA, providing a solid statistical ground for deciding systematically in favour, or against, increases in the model complexity [34] . However, it is crucial to review expected sources of noise in the Hahn echo experiments, that might alter the assumed correct modelĤ diag .
Noise in the active electron spin control. The Hahn echo experiments in this paper require the implementation of three MW pulses (see also Fig. 1b main text), controlling respectively: i) the initial preparation of the electron spin in the |+ state, i.e. a π/2-pulse, ii) the Hahn rotation, i.e. a π-pulse, iii) the preparation of the evolved state for projection onto the measurement basis {|0 , |1 }, i.e. another π/2-pulse, with all rotations along the y-axis of the Bloch sphere representing the electron spin. Constant offsets as well as i.i.d. noise might affect all such operations. Accurate characterisation of the setup, effectively minimises any offset affecting these operations, whereby the initial state can be represented as:
with |ψ a normalised one-qubit state and ω 1 a single fixed parameter representing the severity of the offset. Residual offsets in the preparation and projection operations might reduce the visibility of the first peak, or slightly alter its occurrence in time. We partially counteract these effects by rescaling the likelihood Pr(|0 |Ĥ, t) to the full range [0, 1] and adjusting the zero of the experimental time against the first peak in Pr(|0 |Ĥ, t). Moreover, to avoid the QMLA to use recursively a biased probe state |+ not matching the experimental |ψ sys , we randomise the probe prepared in the simulator adopting Eqn. SM29, but with ω a random variable normally distributed according to N (0, σ ω ), with σ ω ∼ 0.03 as extracted from the system characterisation. Thus, the effect of a constant offset on the system preparation is mapped onto a less disruptive randomised noise, that can be addressed easier by the Bayesian inference schemes. Similar randomisation might also be introduced in the simulator for the final rotation ahead of the projection measurement, and in the Hahn rotation angle, however these were deemed unnecessary in the light of the simulation results. Offsets in the Hahn angle implemented might additionally screen less effectively than in the predictions the electron spin from bath effects, however, this should effect quantitatively (i.e. the strength and components of the hyperfine interaction) more than qualitatively the results in the learning (i.e. the form of the model).
Readout noise. This source of noise originates from the optical readout (see also Fig. 1 in the main text), i.e. the ∼ 33% contrast in fluorescence detected as the final electron spin state is in the |0 (bright) as opposed to the |1 (dark) stable states. The normalised counts C 0 (Ĥ, τ, τ ) from the experiment are proportional to Pr(0|Ĥ, τ, τ ), which is obtained by subtracting the dark counts (i.e. the floor of the C 0 signal) and mapping the effective number of surplus counts onto the full interval [0, 1]. Assuming that the noise floor counts are approximately constant, then C 0 is affected by two sources of noise: losses due to imperfect collection efficiency, and Poissonian noise in the counts readout. Losses are known to impact negatively the learning capability of Bayesian inference schemes in the absence of error modelling, when the number of counts is extremely low, whereas can be safely neglected already for few hundred (average) counts [20] . In the Hahn echo experiments shown here, we reduced the impact of losses to negligible contribution, by averaging the outcome for each C 0 (Ĥ, τ, τ ) across M = 3000000 repetitions. Thus, we are left with the Poissonian distributed counts with a variance of σ P = C 0 This noise maps well on a binomial noise model subtending the processing of data d ∈ {0, 1}. Such a noise model can be naturally implemented in the Bayesian inference process adopted here [50] , in absence of majority voting correction schemes [20] .
Quantum projection noise. Quantum projection noise is an unavoidable source of noise when performing projective measurements of a quantum system onto a set of stable states. In this work, the NV centre evolved state with each Hahn sequences (after tracing out environmental degrees of freedom) is a single-qubit state |ψ sys , and the final measurement operation is a projective measurement on the computational basis {|0 , |1 }, repeated across M = 3000000 independent instances, leading to C 0 counts. Under these measurement parameters, ignoring losses already mentioned, the quantum projection noise can be interpreted as a binomial distribution whereby C 0 has a variance σ 2 b (0) = M p 0 (1 − p 0 ) [66] , where we contracted p 0 := Pr(0|Ĥ, τ, τ ). This noise source is then dependent upon the specific p 0 at the end of each evolution, similarly to the Poissonian noise, but once losses are taken into account, we can observe the upper bound σ 2 b < σ 2 P . Therefore, the same considerations already done for the optical readout noise apply here as well.
Even if, in principle, the QMLA can be employed to perform noise modelling as well, we observe how it is here impossible to disambiguate all sources of noise. For example quantum projection noise and optical readout are respectively state dependent and readout counts dependent, but given that here we experimentally access information about the evolved state optically and we have no independent measurement, the two contributions must be considered simultaneously. Similarly, systematic and random errors affecting the probe state preparation, the controlled evolution and the final rotation of the evolved state cannot be effortlessly deconvoluted in the absence of dedicated measurements. Such experiments can well be designed in future investigations adopting QMLA as a characterisation tool, where systematic trusting of parts of the setup leads to the characterisation of others, in the spirit of a modular QHL [29] . However, this is beyond the scope of this paper, as a first demonstration of the power of the QMLA approach And the discussion of the noise sources ensures that the interpretation of the QMLA outcome doesn't unaccounted, significative sources of noise.
Hyperparameterised modelling of Hahn echo experiments
Hahn echo experiments can be interpreted according to the hyperfine interaction [39] , describing the coupling of the electronic NV spin, in state m s , to the j-th nuclear 13 C spin, combined in a four-level system S. Here we summarise this interaction in terms of an effective magnetic field B j ms , whereby the ground states of S precess at a rate ω j,0 , whereas the excited states incur in a splitting ω j,1 [40] . After the initial π/2 pulse, the nuclear and electron spin evolve freely and become progressively more entangled at a rate dictated by the hyperfine interaction, getting maximally correlated at times τ ∝ π/A [41] , where the Hahn signal is weakest. When the two spins get disentangled again, revivals can be observed in the experimental Hahn signal (see Fig.SM5 ).
Using the secular approximation and rotating frame, the target Hamiltonian in Eqn. 1, here inclusive also of the nuclei dynamics, can be written:
The dynamics of this simplified Hamiltonian, in an appropriate (electron) rotating frame, can be analytically solved [39] to obtain the Hahn echo signal:
for the probability of the electron spin state to be |0 at the end of the corresponding sequence, where the pseudospins:
with B 0 the external magnetic field and ω 0 the Larmor frequency. Observing Eqn. SM31, decays and revivals in the PL signal can then be interpreted respectively as beatings among the modulation frequencies ω j,1 , and re-synchronisation when τ = 2π/ω 0 . Learning via CLE the full set of parameters {B 0 , ω 0 , {B j 1 }, {ω j,1 }}, usually obtained from simulations leveraging upon aprioristic knowledge of the emitter system [40] , however, poses difficulties. The number of interacting 13 C spins must be known in advance, and has been estimated to be potentially in the order of 1000s. Such a huge parameter space is computationally challenging, and might be prone to degeneracies that are known to mislead CLE methods adopting unimodal distributions. Therefore, we construct a hyperparameterisation of the problem, using two normal distributions N (B 1 , σ B ) and N (ω 0 + δ ω , σ ω ), from where a number n j of B j 1 and ω j,1 are drawn. In this way, the value of n j can be estimated from experimental evidence. For each n j the learning can be performed against a reduced (hyper)parameter set: x := {B 0 , B 1 , σ B , ω 0 , δ ω , σ ω }. a b Figure SM5 . a Estimated log-likelihood for the hyperparameterised model in Eqn. SM31, against the number of spins nc. The latter is progressively increased and, for each nc, the values of the hyperparameters are estimated running CLE with 1000 particles along 100 epochs. (nc) is estimated upon convergence and CLE repeated 150 times. The average¯ (nc) performance is reported on the plot as a solid line, along with the 68.27% confidence interval as a shaded area. b Plots for the expected probability Pr(1|τ ) , along with experimental data from the optical state readout (from the normalised detected PL). Pr(1|τ ) is reported color-coded for models adopting different values of nc, with the hyperparameters {B0, B1, σB, ω0, δω, σω} averaged from the values learned upon convergence with the same 150 runs as in a.
The first and crucial task is to infer from experimental data an a-posteriori estimate of the number of environmental 13 C (n j ), required to provide an accurate description of the system dynamics, as observed from Hahn echo data. Thus, we adopt a bottom-up approach, where we increase linearly n j , launch equivalent CLE instances for each n j , and compare the agreement with experimental data adopting the usual total log-likelihood (n j ) = Ei∈{E} log 2 P r(E i | x nj ). {E} is here the cumulative set of experimental data against which the algorithm has trained, i.e. all those used for n j ≤ n j . Increasing n j does not increase the number of parameters in the model, hence the learning process can rely on equivalent instances of CLE (see Fig. 3 ). However, at the same time this defies the role of using Bayes factors to prevent overestimating n j . Therefore in our algorithm we stop increasing n j once (n j ) converges. The results are reported in Fig. 3 , where it emerges clearly how increasing n j beyond ∼ 14 does not reproduce significantly better the experimental data, thus suggesting evidence that not less than ∼ 14 13 C spins are effectively coupled to the electron spin. The phenomenological analysis does not provide at the same time an upper bound, as additional environmental spins might have a weaker hyperfine interaction that is not detected beyond noise level in this experiment. Equivalent learning procedures applied to experiments where amplification techniques reveal weakly coupled sites might resolve additional spins [67] . Interestingly, our estimate is well below the number of nuclear sites employed in initial simulations of Hahn echo experiments with NV-centres [40] , but agrees in order of magnitude with the number of 13 C in the first-shell, that is known to be hyperpolarisable [45] .
Finally, we report in Fig. SM5 b the expected normalised PL signal, estimated from the model in Eqn. SM31 with n j = 20, and the hyperparameters as learnt after 400 CLE epochs, observed to be sufficient to achieve convergence of the estimated parameter values. Simulated data reproduce accurately experimental findings, including the revival peak positions, allowing an independent estimate of the decoherence time for this system (T 2 = 81 ± 3.9µs) from the envelope of the revived PL signals. This case also shows the increased noise robustness of the approach, compared with a standard peak-fitting methodology in estimating T 2 , as it corrects against occasional noisy measurements (as it occurs for the peak situated at τ 1 = τ 2 32µs (Fig. SM5 b) .
Finite-size effects of the nuclear spins bath and reversibility of the dynamics
A well-established modelling of decoherence effects in open quantum systems involves the introduction of indirect measurements occurring on the quantum system, when operations occur that effectively trace out environmental degrees of freedom, which have become correlated with the system state [44] . In the main paper we have systematically considered models inclusive of Hamiltonian terms of the form iŜ i ⊗B i , withŜ,B system and bath operators respectively, which is a standard interaction term leading to system-bath correlations [44, 68] .
In the theoretical framework of open quantum systems, it is customary to model decoherence phenomena introducing a bath of n env spins [68] , or harmonic oscillators [69] . The reason to adopt a bath of interacting systems is to ensure an irreversible decoherence, as usually observed in real physical systems. This adaptation can be seen by using Poincaré recurrence theorem. Assuming the state of the global quantum system starts as a separable state |Ψ(0) = |ψ sys ⊗ |φ env , the theorem states that a time ∃t, such that the evolved state | Ψ(0)|Ψ(t) | 2 ∼ 1, provided that the global system has a finite eigenspectrum of energies {E n }. An immediate consequence is that at times (known as Poincaré recurrence times [44] ), the global state can become separable again, thus leading to revivals in the coherence of the system state. If we consider the simplest possible interaction term: b |b sys b| sys ⊗B b ,
withB a generic operator acting on the bath and {|b } an orthonormal basis for the system, then the global evolved state can be represented as:
and therefore the decoherence can be characterised in terms of the overlaps M b,b (t) = | φ b (t)| |φ b (t) | [44] . Now the decay of these overlaps, and their recurrence times, depends on the size of the bath, as a richer dynamics corresponding to a higher-dimensional bath will tend to increase the recurrence times at which M b,b (t) returns non-negligible. In real systems it is empirically observed that a decay M b,b (t) ∝ exp[−Γ bb t] occurs, which is in agreement with predictions from Markovian assumptions [70] . Generally, it can be proven that the recurrence timest for the global system scale combinatorially with the bath size n env [68] . Hence the necessity in simulations to increase the bath size for a system with a discrete spectrum, not to observe revivals as an artefact of the finite size of the bath. This behaviour is equivalent to the known one in artificial quantum simulators, characterised by finite-size effects in the bath degrees of freedom (e.g. ion trap simulators [71]). In SI 2 2.3, we have shown how the size of the bath can be inferred from Hahn echo experiments. In the first part of the main paper, instead, we have investigated open quantum systems dynamics making use of a single additional qubit treated as an environmental qubit, to match the maximum bath dimension attainable with our quantum photonic simulator. However, this method leads inevitably to finite-size effects in the system dynamics, as shown in Fig. SM5 . The learning procedure can parameterise the modelĤ opportunely to reproduce the initial decay, but being interaction terms in the Hamiltonian time-independent. A single environmental spin will produce Poincaré recurrence times short enough to be observed in the simulations of the reduced system dynamics. The standard way to address these effects is the introduction of phenomenological decay terms exp[−Γ(t)] in the model Hamiltonian [20, 28] , to reproduce the observed decay. This procedure is not performed in the current work, as it would invalidate the attempt to learn the open system dynamics as an interaction with environmental qubits, preserving a time-independent modelĤ.
