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Abstract. A new framework is introduced for constructing interpretable and
truly reliable reduced models for multi-scale problems in situations without scale
separation. Hydrodynamic approximation to the kinetic equation is used as an
example to illustrate the main steps and issues involved. To this end, a set of
generalized moments are constructed first through an autoencoder to optimally
represent the underlying velocity distribution. The well-known closure problem is
then solved with the aim of best capturing the associated dynamics of the kinetic
equation. The issue of physical constraints such as Galilean invariance is addressed
and an active learning procedure is introduced to help ensure that the data set used
is representative enough. The reduced system takes the form of the conventional
moment systems and works regardless of the numerical discretization used. Numer-
ical results are presented for the BGK model. We demonstrate that the reduced
model achieves a uniform accuracy in a wide range of Knudsen numbers spanning
from the hydrodynamic limit to free molecular flow.
This paper is written with two objectives in mind. The first is about multi-scale
modeling. Here our interest is to develop macro-scale models in situations without
scale separation. The second is about machine learning. Here our interest is to build
interpretable and truly reliable physical models with the help of machine learning.
Both objectives are of paramount importance for scientific modeling, and certainly
we will not be able to address them completely within one paper. Instead we will
restrict ourselves to an illustration of what we consider to be the main issues that are
involved, using a relatively simple example: machine learning-based moment closure
for kinetic equations.
In scientific modeling, we often encounter the following dilemma: We are interested
in modeling some macro-scale phenomenon but we only have a reliable model at some
micro scale and the micro-scale model is too detailed and too expensive for practical
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use. The idea of multi-scale modeling is to develop models or algorithms that can
efficiently capture the macro-scale behavior of the system, starting from the micro-
scale model (see [1, 2] for a review). An example is the modeling of turbulent flows.
Here the micro-scale model is the Navier-Stokes equation. This is widely believed
to be sufficiently accurate but is too expensive for modeling large scale turbulent
flows such as the ones that we face in weather forecasting. The macro-scale model is
either a large eddy simulation (LES) model or the Reynolds averaged Navier-Stokes
(RANS) equation [3]. These are much less costly but finding truly reliable LES or
RANS models has always been a difficult problem. One reason for this difficulty
comes from the fact that there is no scale separation that one can make use of.
This situation is quite representative in multi-scale modeling: In the absence of scale
separation we lack tools that can be used for discovering the relevant variables and
finding accurate approximations for the dynamics of these relevant variables.
Machine learning, the second topic that we are concerned with here, is equally
broad and important. We are particularly interested in developing physical models
using machine learning. There are significant differences between this and traditional
machine learning tasks such as the ones in computer vision and data analytics. One
is that in the current setting, instead of being given the data, the data is generated
using the micro-scale model. The good news is that in principle we can generate an
unlimited amount of data. The bad news is that often times the process of generating
data is expensive. Therefore it is an important issue to find a data set that is as small
as possible and yet representative enough. The second aspect is that we have to be
concerned with physical constraints such as symmetry, invariance, and the laws of
nature. We have to make a choice between enforcing these constraints explicitly, or
enforcing them approximately as a byproduct of accurately modeling the underlying
physical process. The third is the interpretability issue. Machine learning models
are often black-box in nature. But as a physical model that we can rely on, just as
the Schro¨dinger equation in quantum mechanics or Navier-Stokes equation in fluid
mechanics, it cannot just be a black-box completely. Some of these issues have been
studied in [4, 5, 6] in the context of modeling inter-atomic force fields.
This paper examines the aforementioned issues systematically in the context of
developing new dynamical models. As a concrete example, we will study the problem
where the micro-scale model is the kinetic equation, and the macro-scale model is
the hydrodynamic model. Besides being a very representative problem in multi-scale
modeling, this example is also of great practical interest in its own right. Kinetic
equations have found applications in modeling rarefied gases, plasmas, micro-flow,
semiconductor devices, complex fluids, and so on. From a computational point of
view, kinetic equations are costly to solve due to the dimensionality of the problem
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and the multi-dimensional nonlinear integral in the collision term. As a result, there
has been a long history of interest in reducing the kinetic model to a hydrodynamic
model, going back at least to the work of Grad [7]. Our work is in the same spirit.
A crucial dimensionless number that influences the behavior of the solutions of
the kinetic equations is the Knudsen number, defined as the ratio between the mean
free path of a particle and typical macroscopic length scale of interest. When the
Knudsen number is small, the velocity distribution stays close to local Maxwellians.
This is the so-called hydrodynamic regime. In this regime, it is possible to derive
hydrodynamic models for some selected macroscopic fluid variables (typically the
mass density, momentum, and energy) such as the Euler equations or Navier-Stokes-
Fourier equations [8, 9]. These hydrodynamic models are not only much less costly
to solve, but also much easier to use to explain experimental observations. They
are often in the form of conservation laws with conserved quantities and fluxes.
However, when the Knudsen number is no longer small, the hydrodynamic models
break down. Direct simulation Monte Carlo (DSMC) method [10, 11, 12] becomes a
more preferred choice. DSMC works well in the collision-less limit when the Knudsen
number is large, but its computational cost becomes prohibitive when approaching
the hydrodynamic regime due to the high collision rate. The significant difference
between these two types of approaches creates a problem when modeling transitional
flows in which the Knudsen number varies drastically.
Significant effort has been devoted to developing generalized hydrodynamic mod-
els as a replacement of the kinetic equation in different regimes, with limited success.
These generalized models can be put into two categories. The first are direct exten-
sions of the Navier-Stokes-Fourier equations. One example is the Burnett equation
[13]. In these models, no new variables are introduced, but new derivative terms
are added. The second are the moment equations. In this case additional moments
are introduced and their dynamic equations are derived through the process of “mo-
ment closure” using the kinetic equation. The most well-known example is Grad’s
13-moment equations. Much effort has gone into making sure that such moment
equations are mathematically well-posed and respect the most important physical
constraints, see [9, 14, 15]. However, in both approaches, one has to introduce some
uncontrolled truncation in order to obtain a closed system of partial differential
equations (PDE).
To develop machine learning-based models, one can also proceed along these two
separate directions. One can stay with the original set of hydrodynamic variables
(density, momentum and energy), but introduce corrections to the fluxes as function-
als of the local (in space) instantaneous hydrodynamic variables. This approach is
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relatively straightforward to implement, and it does give reasonably satisfactory re-
sults. But in a way it is more like a numerical algorithm than a new reliable physical
model. In addition, some of the issues that we mentioned above, which are important
for more general multi-scale modeling problems, do not arise. This means that it
has a limited value for an illustrative example. For these reasons, the majority of
our efforts is devoted to the second category of methods: the moment equations. We
explore the possibility of learning new generalized moments, not necessarily poly-
nomials, to better represent the velocity distribution function. We also explore the
possibility of learning accurately the dynamical models, instead of resorting to ad
hoc closure assumptions. In addition, we develop an active learning procedure in
order to ensure that the data sets used to generate these models are representative
enough.
Below we use the Boltzmann equation to explain the technical details of our ap-
proach. The algorithms are implemented for the BGK (Bhatnagar, Gross and Krook)
model [16]. We work with a wide range of Knudsen numbers ranging from 10−3 to
10 and different initial conditions. It is easy to see that the methodology developed
here is applicable to a much wider range of models, some of which are under current
investigation.
There are some recent work on applying machine learning, especially deep learning
to study dynamical systems, including representing the physical quantities described
by PDEs with physics-informed neural networks [17, 18], uncovering the underly-
ing hidden PDE models with convolution kernels [19, 20] or sparse identification of
nonlinear dynamical systems (SINDy) method [21, 22], predicting reduced dynamics
with memory effects using long short-term memory (LSTM) recurrent neural net-
works [23, 24], calibrating the Reynolds stress in the RANS equation [25, 26], and so
on. Machine learning techniques have also been leveraged to find proper coordinates
for dynamical systems in the spirit of dimensionality reduction [27, 28, 29, 30]. De-
spite the widespread interests in machine learning dynamical systems, the examples
presented in the literature are mainly ODE models or PDE models in which the
ground truth is known. This paper stands in contrast to previous works with the
aim of learning, from the original micro-scale model, new reduced PDE at the macro
scale accurately.
1. Preliminaries
Let f = f(x,v, t) : RD ×RD ×R→ R be the one-particle phase space probability
density. Consider the following Boltzmann equation in the absence of external forces
∂tf + v · ∇xf = 1
ε
Q(f), (1)
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where ε is the Knudsen number and Q is the collision operator. Q satisfies the
conditions ∫
RD
Q(f)φ(v) dv = 0, φ(v) = (1,v, |v|2/2)T. (2)
These ensure that density, momentum and energy are conserved during the evolution.
A very important class of distribution functions are the local Maxwellian distribu-
tion function
fM(v) =
ρ
(2piT )
D
2
exp
(
−|v − u|
2
2T
)
, (3)
where ρ, u and T are the density, bulk velocity and temperature fields. They are
related to the moments of f through
ρ =
∫
RD
f dv, u =
1
ρ
∫
RD
fv dv, T =
1
Dρ
∫
RD
f |v − u|2 dv. (4)
In above the dependence on the location and time has been dropped for clarity of the
notation. It can be shown that when ε  1, f stays close to the local Maxwellian
distributions [31, 32, 33, 34, 35]. Taking the moments 〈·, φ〉 := ∫ ·φ(v) dv on both
sides of the Boltzmann equation (1) with φ in (2) and replacing f by fM , one obtains
the compressible Euler equations:
∂tρ+∇x · (ρu) = 0,
∂t(ρu) +∇x · (ρu⊗ u+ pI) = 0,
∂tE +∇x · ((E + p)u) = 0,
(5)
where p = ρT is the pressure and E = 1
2
ρ|u|2 + D
2
ρT is the total energy. Let
U =
 ρρu
E
 , FEuler(U) =
 ρuTρu⊗ u+ pI
(E + p)uT
 , (6)
we can rewrite the Euler equations in a succinct conservation form
∂tU +∇x · FEuler(U) = 0. (7)
For larger values of ε one would like to use the moment method to obtain similar
systems of PDEs that serve as an approximation to the Boltzmann equation. To
this end, one starts with a linear space M of functions of v (usually chosen to be
polynomials) that include the components of φ in (2). Denote by m, a vector whose
components form a basis of M. Then the moments M , as functions of x and t, are
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defined as
∫
RD fm(v) dv. From the Boltzmann equation, one obtains
∂tM +∇x ·
∫
RD
fm(v)vT dv =
∫
RD
1
ε
Q(f)m(v) dv. (8)
The challenge is to approximate the two integral terms in (8) as functions of M in
order to obtain a closed system. This is the well-known “moment closure problem”
and it is at this stage that various uncontrolled approximations are introduced. In
any case, once this is done one obtains a closed system of the form
∂tU +∇x · F (U ,W ) = 0,
∂tW +∇x ·G(U ,W ) = 1
ε
R(U ,W ).
(9)
Here the moments M are decomposed as M = (U ,W ), where U ∈ RD+2 denotes
the conserved quantities including mass density, momentum and energy, and W ∈
RM are the extra new moments. Note that the term 1/ε is inherited directly from
the Boltzmann equation (1).
2. Machine Learning-Based Moment System
We are interested in approximating a family of kinetic problems, in which the
Knudsen number may span from the rarefied gas regime to the hydrodynamic limit,
and the initial conditions are sampled from a wide distribution of profiles. Fig. 1
presents a schematic diagram of the framework for the machine learning-based mo-
ment method. Below we first describe the method for learning generalized moments
and addressing the moment closure problem. Then we discuss how to build the data
set D incrementally to achieve efficient data exploration.
2.1. Learning Generalized Moments. For this discussion, we can neglect the
dependence of f on (x, t) and view f as a function of the velocity v only. When
f is at the local equilibrium, the distribution of velocity can be perfectly described
by the macroscopic variables U through (3). In other words, the space of velocity
densities f(·) is reduced to a finite, (D + 2)−dimensional space without any loss
of information under the Maxwellian assumption. This can be interpreted as a
special autoencoder [36, 37]. Up to the bijection between the conserved quantities
U and non-conserved quantities (ρ,u, T ), the encoder Ψ maps f(·) to the moments
U through (4) and the decoder Φ maps U back to f through (3).
When f is no longer at the local equilibrium, the accuracy for the procedure
described above breaks down. Still one can try to find an optimal set of generalized
moments that minimize the discrepancy. More concretely, we wish to find a new
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Figure 1. Schematic diagram of the machine learning-based moment
method
encoder Ψ that maps f to generalized moments W ∈ RM and a decoder Φ that
recovers the original f from (U ,W ):
W = Ψ(f) =
∫
RD
f(v)w(v) dv, Φ(U ,W )(v) = exp(h(v;U ,W )). (10)
The exponential form is chosen in order to ensure positivity of the reconstructed
density. As an auxiliary goal, we would also like to predict a macroscopic analog of
the entropy η
η(f) =
∫
RD
−f ln f dv,
with all the available moments. Accordingly, the objective function to be minimized
reads
Ef∼D[‖f − Φ(U ,Ψ(f))‖2 + λη(η(f)− hη(U ,Ψ(f)))2]. (11)
The hypothesis space for w, h, hη can be any machine learning models. In this work
we choose them to be multilayer feedforward neural networks. In practice the f ’s
are always discretized into finite dimensional vectors and the quantities in (11) are
actually squared l2 norms of the associated vectors. Once the optimal functions
w, h, hη are trained, W = Ψ(f) provides the generalized moments of the system.
2.2. Learning Moment Closure. Recall the dynamic equation (9) for the moment
system, the goal of moment closure is to find suitable approximations of F ,G,R as
8 JIEQUN HAN, CHAO MA, ZHENG MA, AND WEINAN E
functions of (U ,W ), without any dependece of ε. We first rewrite (9) into ∂tU +∇x · [F0(U) + F˜ (U ,W )] = 0,∂tW +∇x · [G0(U) + G˜(U ,W )] = 1
ε
R(U ,W ),
(12)
where F0(U),G0(U ) are the fluxes of the corresponding moments U ,W under the
local Maxwellian distribution, that is, F0(U) ≡ FEuler(U) and
G0(U) =
∫
RD
fM(v;U )w(v)v
T dv.
Here we denote by fM(·;U) the Maxwellian distribution defined by the macroscopic
variables U . Our experience has been that separating the terms F0(U ) and G0(U)
out from F and G serves to reduce the variance during training. In practice, we can
calculatew(·) on a few points in advance and use the Gauss-Legendre quadrature rule
to approximate G0(U) efficiently. Now our goal becomes finding F˜ , G˜,R. Note that
the only non-zero component in F˜ is the third one, corresponding to the correction
of the energy flux.
Take learning G˜,R for example. At this point, we need a more concrete definition
for the dynamics encoded in (12). The easiest way of doing this is to introduce
certain numerical scheme for (12). We should emphasize that this scheme only
serves to define the dynamics for the PDE. The machine learning model obtained is
independent of the details of this scheme so long as it defines the same dynamics. We
can think of a numerical scheme S as an operator, which takes the flux function, the
stencil, and numerical discretization parameters as input, and outputs the increment
of the function values at the targeted point in time. For instance, in the case when
D = 1, a simple example of S may take the form
Wˆj,n+1 −Wj,n ≈ S[G˜,R](Uj−1,n,Uj,n,Uj+1,n,Wj−1,n,Wj,n,Wj+1,n; ∆t,∆x, ε)
where j and n denote the spatial and temporal index respectively. In this case the
tuple X = (Uj−1,n,Uj,n,Uj+1,n,Wj−1,n,Wj,n,Wj+1,n,Wj,n+1) is an example of data
needed. The loss function can be chosen as:
Ef∼D‖Wj,n+1 −Wj,n − S(Uj−1,n,Uj,n,Uj+1,n,Wj−1,n,Wj,n,Wj+1,n)‖2.
Care should be exercised when choosing the numerical scheme, since the solutions
of these systems may contain shocks. The task for learning F˜ can be formulated
similarly based on the dynamics of U . The details of the numerical scheme we use
can be found in the supplementary material A.2.
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2.3. Data Exploration. The quality of the proposed moment method depends on
the quality of the data set D that we use to train the model. Unlike conventional
machine learning problems that rely on fixed data sets, here the construction of the
data set is completely our own choice. In general our objective is to achieve greater
accuracy with fewer training data by choosing the training data wisely. In this sense
it is close to that of active learning [38]. To achieve this, an interactive algorithm is
required between the augmentation of the data set and the learning process.
In this work we adopt the following strategy. One starts with a relatively small data
set and uses it to learn the models. Then a new batch of solutions are generated for
both the original kinetic model and the moment system. The error in the macroscopic
variables U is calculated as an indicator and the ones with large errors are added
to the data set for the next round of learning. These two steps are repeated until
convergence is achieved, which indicates that the phase space has been sufficiently
explored. The whole scheme works as a closed loop and forms a self-learning process.
One key question is how to initialize the new batch of solutions. In principle we
would like to initialize them so that at the end of the active learning process, the con-
figurations that occur in practice have been explored sufficiently. Unfortunately at
the moment, there are no precise mathematical principles that we can use as guide-
lines. This is certainly one issue that we will continue to investigate in the future.
More details of the exploration procedure used can be found in the supplementary
material A.5.
2.4. Symmetries and Galilean Invariant Moments. An important issue in
building machine learning models is how to handle the symmetries in the system.
The handling of translational, rotational and even permutational symmetries has
been discussed in depth in the literature already [25, 39, 40, 41]. Besides these static
symmetries, Boltzmann equation also possesses an important dynamic symmetry,
the Galilean invariance. Specifically, for every u′ ∈ RD, define f ′ by f ′(x,u, t) =
f(x − tu′,v − u′, t). If f is a solution of the Boltzmann equation, then so is f ′. It
is desirable that the reduced moment system also inherits such an invariance. Here
we present a viable approach that achieves this goal.
The idea is to define the generalized moments WG (the subscript G signifies
Galilean invariance) properly such that they are Galilean invariant. Given the ve-
locity u and temperature T of f , we modify the encoder to be
WG = ΨG(f) =
∫
RD
f(v)w
(
v − u√
T
)
dv. (13)
Note that the encoder ΨG now depends nonlinearly on the first and second moments
of f and is invariant with respect to the choice of the Galilean reference frame.
10 JIEQUN HAN, CHAO MA, ZHENG MA, AND WEINAN E
Modeling the dynamics of WG becomes more subtle due to the spatial dependence
in u, T . Below for simplicity we will work with a discretized form of the dynamic
model.
Suppose we want to model the dynamics of WG,j at the spatial grid point indexed
by j. Integrating the Boltzmann equation against the generalized basis at this grid
point gives
∂t
∫
RD
fw
(
v − uj√
Tj
)
dv+∇x·
∫
RD
fw
(
v − uj√
Tj
)
vT dv =
∫
RD
1
ε
Q(f)w
(
v − uj√
Tj
)
dv.
(14)
The collision term on the right-hand side evaluated at the grid point j can still
be approximated reasonably well by a function of (Uj,WG,j) only since there is no
spatial interaction involved. However, after the discretization, the flux term above
is going to depend not only on (U ,WG) but also on the basis quantity uj, Tj chosen
in (14). This motivates us to consider the following approximate moment equation
∂tWG +∇x ·GG(U ,WG;Uj) = 1
ε
RG(U ,WG). (15)
Note that (15) is only meant to be used to model the dynamics of WG,j. To model
the dynamics of WG,j′ at another grid point j
′, a different basis information Uj′ is
provided. Given the moment equation (15), the loss functions for GG,RG can be
defined in the same way as in Sec. 2.2. More discussion on the dynamics of Galilean
invariant moment systems can be found in the supplementary material A.4.
One should also note that while preserving invariances is an important issue, it
is not absolutely necessary to preserve such invariances exactly. In principle if the
reduced dynamics is sufficiently accurate, all the invariances of the original system
are satisfied approximately with similar accuracy.
2.5. An End-To-End Learning Procedure. The learning of the moment system
introduced above is done through a two-step procedure for the moments and the
dynamics of the moments. Here we present instead an end-to-end learning procedure.
For simplicity, we go back to the framework of Sections 2.1 and 2.2 (i.e. without
specifying explicitly the Galilean invariance). The loss function for the autoencoder
component is still defined as in (11). The functions in the moment equations are
learned using the following loss functions, guided by (8) and its approximation (12).
For F˜ , as discussed above, only the third component F˜3, the energy flux, needs to
be considered. The corresponding loss function is given by
Ef∼D‖
∫
RD
1
2
f |v|2vT dv − (E + p)uT − F˜3(U ,W )‖2. (16)
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Similarly, the loss function for learning G˜ and R can be written as
Ef∼D‖
∫
RD
fw(v)vT dv −
∫
RD
fM(v;U)w(v)v
T dv − G˜(U ,W )‖2, (17)
Ef∼D‖
∫
RD
Q(f)w(v) dv −R(U ,W )‖2. (18)
Linearly combining eqs. (11) and (16) to (18) defines a loss function that allows us
to learn the moment system in a single optimization step. The benefits of such a
learning strategy are twofold. On one hand, training only requires data in terms of
f instead of the evolution of f . The resulting paradigm becomes more like unsuper-
vised learning rather than supervised learning since solving the Boltzmann equation
becomes unnecessary. On the other hand, accuracy can potentially be improved since
all the parameters are optimized jointly.
2.6. An Alternative Direct Machine Learning Strategy. A more straightfor-
ward machine learning approach is to stay at the level of the original hydrodynamic
variables U and directly learn a correction term for the Euler equations to approxi-
mate the dynamics of the Boltzmann equation:
∂tU +∇x · (FEuler(U) + F˜ [U(·); ε]) = 0. (19)
Here F˜ [U (·); ε] is a functional of U(·) that takes into account the information of U
in the whole space. It is quite straightforward to design machine learning models
under this framework. For instance, assume that D = 1. One can discretize U using
Nx grid points and train a network to approximate F˜ in which the input is an Nx×4
matrix representing U and ε, and the output are the values of F˜ at the Nx grid
points. In practice, to guarantee translational invariance and approximate locality,
we choose a 1-D convolutional neural network with small convolution kernels. This
approach is conceptually simple and easy to implement. Ideas like this have been
used in various problems, including the turbulence models [25, 42, 43].
There are several problems with this. The first is that the approach does not offer
any room for improving accuracy since no information can be used other than the
instantaneous hydrodynamic variables. The second is that this procedure requires a
specific discretization to begin with. The model obtained is tied with this discretiza-
tion. We would like to have machine learning models that are more like PDEs. The
third is that the models obtained is harder to interpret. For instance the role that
the Knudsen number plays in the convolutional network is not as explicit as in the
Boltzmann equation or the moment equation. In any case, it is our views that the
moment system is a more appealing approach.
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3. Numerical Results
As a first attempt, we report results for the methods introduced above using a
BGK collision operator
Q(f) = fM(v;U)− f.
The reason for choosing the BGK model is mainly for the convenience of data col-
lection. The methodology introduced does not make use of the specific form of BGK
at all and can be directly applied to more complicated kinetic models. We consider
a one-dimensional problem on the spatial interval [−0.5, 0.5] with periodic bound-
ary condition and time interval [0, 0.1]. Three different tasks are considered, termed
Task Wave, Task Mix , and Task MixInTransition respectively. In the first two tasks
the Knudsen number ε is constant across the whole domain, sampled from a log-
uniform distribution on [−3, 1] respect to base 10, i.e., ε takes values from 10−3 to
10. For data exploration, the initial condition used in Task Wave consists of a few
combination of waves randomly sampled from a probability distribution. For Task
Mix the initial conditions contains a mixture of waves and shocks, both randomly
sampled from their respective probability distributions. More details can be found
in the supplementary material A.1. In Task MixInTransition, the initial condition
is the same as in Task Mix but the Knudsen number is no longer constant in the
spatial domain. Instead it varies from 10−3 to 10. This is a toy model for transi-
tional flows. We do not train any new models in Task MixInTransition but instead
adopt the model learned from Task Mix directly to check its transferability. We
use Implicit-Explicit (IMEX) scheme to generate the training data, with the spatial
domain, time domain, and velocity domain been discretized using 100, 100, and 60
grid points respectively. In the reported results, Task Wave uses 100 paths as the
training data set whereas Task Mix use 200 paths. In all the cases the test samples
are sampled from the same distribution of the corresponding tasks. To evaluate the
accuracy on the testing data, we consider two types of error measures for the macro
quantities U , the relative absolute error (RAE) and the relative squared error (RSE).
More details of the tasks and data are provided in the supplementary material A.1.
We refer the models described in Sec. 2.1 and 2.2, Sec. 2.4, Sec. 2.5, Sec. 2.6
as MLMom, MLMomGalilean, MLMomE2E, DirectConv, respectively. Results of
MLMom are always augmented by data exploration, unless specified. Other models
do not use data exploration for ease of comparison. In all the numerical experiments
presented in the main text, we always choose W to be 6-dimensional. The result for
choosing different number of moments is reported in the supplementary material A.6.
Table 1 reports the relative errors of the different models on the testing data for the
three tasks. The benefits brought by data exploration is clearly shown through
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the comparison between the first two rows. MLMom with data exploration has a
similar accuracy compared to MLMomGalilean. However, when the two models are
trained on the data sets of the same size and distribution without data exploration,
MLMomGalilean performs better than MLMom. The superiority of MLMomGalilean
on data efficiency is not surprising since it better captures the intrinsic features of
the original dynamical system. Fig. 2 shows some examples of the profiles of density,
momentum, and energy at t = 0, 0.05, 0.1 for the same initial condition, obtained by
solving the kinetic equation, the Euler equations, and MLMom. More results can be
found in the supplementary material A.6.
Model Wave Mix MixInTransition
MLMom (no explor) 1.27(13), 1.60(35) 1.68(10), 2.35(12) 1.82(11), 2.49(11)
MLMom (explor) 0.85(10), 1.01(14) 1.25(5), 1.75(8) 1.55(4), 2.06(7)
MLMomGalilean 0.97(22), 1.11(23) 1.28(6), 1.85(10) 1.53(4), 2.11(8)
MLMomE2E 0.81(10), 0.97(11) – –
DirectConv 0.92(3), 1.16(6) 0.83(5), 1.13(9) –
Table 1. Relative error (in percentages) of the different machine
learning models for the three tasks. The first one in each cell de-
notes the relative absolute error (RAE) and the second denotes the
relative squared error (RSE). The numbers in the parentheses denote
the standard deviation of the last one or two digits computed from
three independent runs. The results in the third column are obtained
using the models learned in Task Mix directly.
While the generalized moments and moment equations are learned differently in
Task Wave and Task Mix under the associated data distribution, in Task MixIn-
Transition (the third column in Table 1), we use the same models learned from Task
Mix directly without any further training. The fact that the relative error is similar
to that in Task Mix indicates that the machine learning-based moment system has
reliable transferability. On the contrary, while the model learned in Task Wave is
accurate enough for that particular task, it is not sufficiently transferrable in general.
MLMomE2E has the best accuracy in Task Wave among all the models. Note
that all the networks in MLMomE2E have the same structure as in MLMom, it
seems that this improvement comes mainly from the end-to-end training process.
However, when shocks are present, this model performs badly. For example, it may
produce unphysical solutions. This should be due to the lack of any enforcement
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Figure 2. Sample profiles of density, momentum, and energy (from
left to right) at t = 0, 0.05, 0.1 (from top to bottom) in Task Mix with
ε = 5.45, obtained from the kinetic equation, the Euler equations, and
MLMom respectively.
of the entropy condition, either explicitly through the entropy function or implicitly
through supervision from the dynamics of the kinetic equation. On the other hand,
the existence of shocks is a special feature of the physical problem considered here.
This issue disappears in most other physical systems and MLMomE2E should become
a very attractive approach for those systems.
The accuracy of DirectConv is quite good for both Task Wave and Task Mix .
However, the model obtained is tied to the specific discretization algorithm used
and it is unclear how it can be used for other discretization schemes. The machine
learning-based moment systems do not have this problem since they behave more
like conventional PDEs. Fig. 3 illustrates the solutions of MLMom under the same
initial condition as in Task Wave but different spatial discretizations.
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Figure 3. The solutions of MLMom at t = 0.1 with the same initial
profile in Task Wave with ε = 9.26, but different spatial discretizations
In Fig. 4 we display the log-log scatter plots of the relative error versus the Knud-
sen number ε for both Task Wave and Task Mix . One can see that the accuracy
of the machine learning-based moment system is almost uniform across the whole
regime, with the same computational cost. This stands in striking contrast to the
conventional hydrodynamic models or DSMC method.
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Figure 4. The log-log scatter plot of the relative error versus the
Knudsen number ε for 200 testing paths in Task Wave (left) and Task
Mix (right).
4. Discussion and Conclusion
This paper presents a new framework for multi-scale modeling using machine learn-
ing in the absence of scale separation. We have put our emphasis on learning physical
models, not just a particular algorithm. We have studied some of the main issues
involved, including the importance of obeying physical constraints, actively learning,
end-to-end models, etc. Our experience suggests that it is often advantageous to
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respect physical constraints, but there is no need to sacrifice a lot of accuracy just to
enforce them, since if we can model the dynamics accurately, the physical constraints
are also satisfied with similar accuracy. Even though we still lack a proper mathe-
matical framework to serve as guidelines, active learning is very important in order
to ensure the validity of the model under different physical conditions. Regarding
the end-to-end model, even though it did not perform satisfactorily for problem with
shocks, we feel that it may very well be the most attractive approach in the more
general cases since it seems most promising to derive uniform error bounds in this
case.
Going back to the specific example we studied, kinetic equation with the BGK
model, we presented an interpretable generalized moment system that works well in a
wide range of Knudsen numbers. One can think of these models just like conventional
PDEs, except that some of the terms in the fluxes and forcing terms are stored as
subroutines. This is not very different from the conventional Euler’s equation for
complex gases where the equations of state are stored as look-up tables or sometimes
subroutines. Regarding the three ingredients involved in learning the reduced models,
namely, labeling the data, learning from the data, and exploring the data (as shown
in Fig. 1), labeling the data is straightforward in this case: we just need to solve
the BGK equation for some short period of time under different initial conditions.
Data exploration is carried out using Monte Carlo sampling from some prescribed
initial velocity distributions, and the picking of this initial velocity distribution is
still somewhat ad hoc. The learning problem is the part that we have studied most
carefully. We have explored and compared several different versions of machine
learning models.
The immediate next step is to apply the principles presented here to other kinetic
models such as the full Boltzmann equation in high dimension, kinetic models in
plasma physics and kinetic models for complex fluids. We expect that most of these
ideas can be directly applied to these systems. However, for each specific problem,
the formulation of the reconstruction problem in the phase space and the starting
point for learning the dynamic equations are different and can be quite non-trivial.
Another issue is ε dependence of the reduced model. In this paper we adopted the
simplest form of ε dependence, as shown in (12). This has the virtue of simplicity,
particularly for transitional flows, but it may be the case that this is not the best
form for achieving uniform accuracy. In addition, it introduces stiffness for small
values of ε even though this seems to be a minor issue. More general ε dependence
of the model needs to be investigated in the future.
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Supplementary Material
A.1. Tasks and Data. We consider 1-D domain [−0.5, 0.5] with periodic bound-
ary condition. We put down a uniform grid of 100 grid points. The time interval
considered is [0, 0.1] with time step size 0.001. The velocity domain is truncated to
[−10, 10] and discretized using 60 nodes according to the Gauss-Legendre quadra-
ture rule. In Task Wave and Task Mix the Knudsen number ε is sampled from a
log-uniform distribution on [−3, 1] respect base 10, i.e., ε takes values from 10−3 to
10, constant across the domain. We consider two types of initial conditions in all the
three tasks.
For Task Wave the initial condition fwave is sampled from a mixture of two local
Maxwellian distributions. Two macroscopic functions U1, U2 are firstly sampled
from sine waves 
ρ(x, 0) = aρ sin(2kρpix/L+ ψρ) + bρ,
u(x, 0) = 0,
T (x, 0) = aT sin(2kTpix/L+ ψT ) + bT .
Here we assume aρ, ψρ, bρ are random variables sampled from the uniform distribu-
tions on [0.2, 0.3], [0, 2pi], [0.5, 0.7], respectively. kρ is the random integer sampled
uniformly from the set {1, 2, 3, 4}. aT , ψT , bT , kT in T (·, 0) are independent and iden-
tically distributed random variables as their counterparts in the function ρ(·, 0).
Finally, two local Maxwellian distributions are randomly mixed through
fwave =
α1fM(v;U1) + α2fM(v;U2)
α1 + α2 + 10−6
,
in which α1, α2 are two random variables sampled from the uniform distribution on
[0, 1].
For Task Mix the initial condition fmix is sampled from a random superposition
of two functions, fwave as defined above and fshock. fshock is also a point-wise local
Maxwellian, except that the macroscopic functions U are made up from some Rie-
mann problems. Consider the Riemann problem in which ρL, TL are two independent
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random variables sampled from the uniform distribution on [1, 2], ρR, TR are two in-
dependent random variables sampled from the uniform distributions on [0.55, 0.9],
and uL, uR are 0. The initial condition fshock then has the form{
ρ(x, 0), u(x, 0), T (x, 0) = ρL, uL, TL, x ∈ [−0.5, x1] or x ∈ [x2, 0.5],
ρ(x, 0), u(x, 0), T (x, 0) = ρR, uR, TR, x ∈ (x1, x2),
or
{
ρ(x, 0), u(x, 0), T (x, 0) = ρR, uR, TR, x ∈ [−0.5, x1] or x ∈ [x2, 0.5],
ρ(x, 0), u(x, 0), T (x, 0) = ρL, uL, TL, x ∈ (x1, x2),
where x1, x2 are two random variables sampled from the uniform distributions on
[−0.3,−0.1] and [0.1, 0.3]. Finally, we linearly combine two initial conditions to
obtain
fmix = αfwave + (1− α)fshock,
where α is a random variable sampled from the uniform distribution on [0.2, 0.6].
For Task MixInTransition the initial condition is the same as in Task Mix . The
values of ε vary from 10−3 to 10 in the domain, similar to the one used in [44],
ε(x) = 10−3 + 5(tanh(1 + 11(x− x0)) + tanh(1− 11(x− x0))),
where x0 is sampled from the uniform distribution on [−0.2, 0.2]. This is where the
Knudsen number is at its maximum. The sample profiles of density, energy, and
Knudsen number in Task MixInTransition are shown in Fig. 5.
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Figure 5. Sample profiles of density, energy, and Knudsen number
in Task MixInTransition.
We compute two types of error, the relative absolute error (RAE) and the relative
squared error (RSE), to measure the accuracy of different models. By a slight abuse
of notation, we consider N independent profiles of conserved quantities, U (i), Uˆ (i),
i = 1, . . . , N , computed from the kinetic equation and the machine learning-based
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model respectively. Assume that each profile is discretized using Nx grid points
indexed by j. We define
RAE =
1
2NNx
∑
i,j
|U (i)j − Uˆ (i)j |
|U (i)j |
,
RSE =
√√√√∑i,j(U (i)j − Uˆ (i)j )2∑
i,j(U
(i)
j )
2
.
There are other ways to measure the accuracy, but our experience suggests that the
overall behavior is quite independent of the accuracy measure that we use.
A.2. Numerical Scheme. Here we introduce in detail the numerical scheme S used
when learning the moment closure. This enters into the concrete form of the loss
function for the dynamics of U and W . Recall the dynamic equation ∂tU +∇x · [FEuler(U) + F˜ (U ,W )] = 0,∂tW +∇x · [G(U ,W )] = 1
ε
R(U ,W ),
(20)
where G(U) = G0(U ) + G˜(U ,W ), as explained in Sec. 2.2. Applying the classical
finite volume discretization to (20), we get

Uˆj,n+1 = Uj,n − ∆t
∆x
(
(FEuler)j+1/2,n − (FEuler)j−1/2,n
)− ∆t
∆x
(F˜j+1/2,n − F˜j−1/2,n),
Wˆj,n+1 = Wj,n − ∆t
∆x
(Gj+1/2,n −Gj−1/2,n) + ∆t
ε
R(Uj,n,Wj,n),
(21)
where Uˆj,n+1 and Wˆj,n+1 denote the one-step solution of the machine learning-based
model at the spatial grid point j and time step n+ 1. This is a conservative scheme
with first order accuracy in both time and space.
For (FEuler)j+1/2,n, any classical numerical scheme for solving the Euler equations
can be applied since there is no parameter to optimize. In our implementation, we
choose the 1-D HLLC Riemann solver [45] with entropy fix implemented in the open
source package Clawpack [46, 47, 48].
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Regarding the fluxes F˜j+1/2,n and Gj+1/2,n, we choose a generalized Lax-Friedrichs
scheme based on a three-point stencil,(
F˜j+1/2,n − F˜j−1/2,n
Gj+1/2,n −Gj−1/2,n
)
=
(
F˜ (Uj+1,n,Wj+1,n)− F˜ (Uj−1,n,Wj−1,n)
G(Uj+1,n,Wj+1,n)−G(Uj−1,n,Wj−1,n)
)
−
(
AU (Uj+1,n − 2Uj,n +Uj−1,n)
AW (Wj+1,n − 2Wj,n +Wj−1,n)
)
, (22)
where the constants AU , AW are the numerical viscosity coefficients. We optimize
these constants during training such that a suitable strength of the numerical vis-
cosity can be found for the machine-learned fluxes.
Combining (21) and (22), we see that the one-step output of the numerical scheme
S is continuous respect to all the parameters. Hence we can use stochastic gradient
descent to optimize them.
A.3. Hyperbolic Moment Equation. In this section, we briefly discuss the con-
ventional moment system (see for example [14, 15]). The starting point is to expand,
at each point in (x, t), the phase space density f in Hermite polynomials in v that
are normalized by the macroscopic variables u(x, t), T (x, t). The expansion is trun-
cated at a predefined order. This truncated system of equations for the expansion
coefficients is the moment system. A regularization term is added to the equation
for the highest order to ensure that the moment system is hyperbolic. We refer the
readers to [49, 50, 51, 52] for more details of this approach.
The machine learning-based approach shares a lot in common with this more con-
ventional approach: both attempt to solve the kinetic equation accurately; the issues
of Galilean invariance are similar; etc. However, there is one important difference:
While the approach mentioned above can be viewed as a spectral method for the v
component of the variables, the machine learning-based presented here is more like
an adaptive basis function approach. In many ways, adaptivity is one of the key
features of the machine learning-based approach.
In order to get some ideas about quantitative comparison, we implemented the
algorithm for solving the hyperbolic moment equation according to [52] and tested it
on all the three tasks considered in the paper. We use 200 grid points in the spatial
domain and 9 moments in total. The relative RAE and RSE in percentages are
2.36(3), 3.07(4) (Task Wave), 2.13(2), 3.25(17) (Task Mix ), 2.11(7), 3.39(8) (Task
MixInTransition). This is slightly worse than the results for the machine learning-
based models. It should be pointed out that it is difficult to compare these results
directly with the proposed machine learning-based moment system since there are
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a lot of factors that contribute to the accuracy. Nevertheless, we feel that for more
challenging problems such as the kinetic models represented by DSMC, the advantage
of the machine learning-based approach will be more striking.
A.4. Galilean Invariant Dynamics. The first step of MLMomGalilean, finding
generalized moments WG, naturally obeys Galilean invariance. It is more subtle
for the dynamics of WG to obey Galilean invariance since the associated PDE has
additional convection terms involving ∇xu,∇xT compared to (9). The simplest
approximate solution to this problem is to introduce some spatial dependence into
the PDE models.
As discussed in Sec. 2.4, when considering the local dynamics of WG,j at the grid
point j, the exact flux function should be∫
RD
f(v)w
(
v − uj√
Tj
)
vT dv.
We need to approximate this quantity in the form of GG(U ,WG;Uj) as proposed
in (15), a function of the macroscopic variablesU ,WG, with the basis information Uj
provided as well. Meanwhile, we would like to have an alternative expression similar
to the flux terms in (12) in order to reduce the variance during training. Note that
in this setting G0(U ) is much more expensive to compute than its counterpart in
MLMom since the Gauss-Legendre quadrature rule now requires evaluating w(v) at
different sets of the grid points for each single batch of data, due to the nonlinear
dependence on u and T . Instead we consider another decomposition of the flux
function ∫
RD
fw
(
v − uj√
Tj
)
vT dv
=
∫
RD
fw
(
v − uj√
Tj
)
(v − u)T dv +
(∫
RD
fw
(
v − uj√
Tj
)
dv
)
uT
≈
∫
RD
fw
(
v − uj√
Tj
)
(v − u)T dv +
(∫
RD
fw
(
v − u√
T
)
dv
)
uT
=
∫
RD
fw
(
v − uj√
Tj
)
(v − u)T dv +WGuT.
Here the approximation u ≈ uj in the second term is made on the grounds that the
flux above is used only locally around the grid point j. If we also assume u ≈ uj
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in the first term above, it will be equivalent to
∫
RD f(v + u)w(
v√
T
)vT dv. Such an
expression is consistent with our consideration of the Galilean invariance because it
only depends on the shape of the phase density rather than the choice of the Galilean
reference frame. The above decomposition finally motivates us to write
GG(U ,WG;Uj) = G˜G(U ,WG;Uj) +WGu
T, (23)
where G˜G is the neural network to be optimized. This ensures that the dynamics of
WG also obeys Galilean invariance approximately.
A.5. Learning of Neural Networks.
MLMom and MLMomGalilean. We use the same architecture for the neural net-
works used in MLMom and MLMomGalilean. The input is always the concatenation
of all the variables listed. For the autoencoder, the basis function w of the encoder
in (10) is represented by a fully-connected neural network with two hidden-layers and
3M hidden nodes in each layer (recall M denotes the dimension of the generalized
moments W ). We use the same technique as in Batch Normalization [53] to nor-
malize the output within each data batch to ensure zero mean and unit variance. It
is observed that this operation improves the stability of training. The function h in
the decoder is represented by another neural network with two hidden layers, whose
widths are 2M and M , respectively. The activation function is chosen to be the
softplus function. λη in (11) is chosen to be 0.01. The Adam optimizer [54] is used
with learning rate 0.001 and batch size 100 for training the autoencoder. Usually the
autoencoder is trained for 60-120 epochs, depending on the type of initial condition
and the size of the data set.
For the moment closure in (12), F˜ is modeled by a neural network with two
hidden-layers and 32 hidden nodes per layer, G˜ and R are modeled by two neural
networks both with 3 hidden-layers and 64 hidden nodes in each layer. All three
neural networks use the residual connection [55] in the hidden layers. Again softplus
is used as the activation function. When building the loss function, we have two
separate terms: one for F˜ and the other for G˜ and R, as described in Sec. 2.2. We
use a weighted sum of the two terms as our loss function, with weight 100 and 0.001,
respectively. An Adam optimizer is employed to train the networks. The learning
rate starts from 0.01 and decays exponentially to 0.001. Training takes 20 epochs
with batch size 256.
MLMomE2E. For MLMomE2E, we use the exact same architecture for all the net-
works as in MLMom and MLMomGalilean in both the autoencoder and the moment
closure. The single loss function is a linear combination of (11)(16)(17)(18) with
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weights 1, 10, 0.001/SS1, 0.001/SS2. Here SS1 and SS2 denote the total sum of
squares in the associated regression problem
SS1 = Ef∼D‖
∫
RD
fw(v)vT dv −
∫
RD
fM(v;U)w(v)v
T dv‖2,
SS2 = Ef∼D‖
∫
RD
Q(f)w(v) dv‖2.
It is equivalent to optimizing the relative loss instead of absolute loss. Noting that
these two terms actually depend on the encoder, we use the statistics within the batch
during training to approximate them. An Adam optimizer is used for 90 epochs with
batch size 100. The learning rate is constant during each 30-epoch periods, deceasing
from 0.005 to 0.001, and then to 0.0005.
DirectConv. As described in Sec. 2.6, we use a 1-D convolutional neural network
to represent the third component of functional F˜ . The input of the network contains
4 channels of length Nx. The architecture of the network can be expressed
Nx × 4 Conv−−−→ Nx × 40 Pooling−−−−→ Nx/2× 40 Conv−−−→ Nx/2× 40
Pooling−−−−→ Nx/4× 40 Conv−−−→
Res
Nx/4× 40 Conv−−−→
Res
Nx/4× 40 Conv−−−→ Nx/4× 3
Deconv−−−−→ Nx/2× 3 Deconv−−−−→ Nx × 1
where Conv represents 1-D convolution with kernel size 4 and periodic padding
followed by a softplus activation, Pooling is done by max pooling, Res means a
residual connection in the layer, and Deconv means a 1-D deconvolution operation
with kernel size 4 and stride 2. The network is trained by an Adam optimizer
with batch size 50 and learning rate exponentially decreasing from 0.001 to 0.0002.
Training is run for 5000 epochs.
Data Exploration. For Task Wave, an autoencoder is initially trained for 120
epochs with a data set containing 50 paths, sampled from the distribution of the
initial profiles. Then, 5 loops of exploration is done as follows. In each loop, 100
new paths are evaluated by both the original kinetic model and the moment system,
in which 10 paths with the largest errors are added to the data set, then the au-
toencoder is retrained for another 20 epochs on the new data set. Finally the data
set contains 100 paths, the same as in the case without data exploration. For Task
Mix the autoencoder is initially trained for 90 epochs on 100 paths, before 5 loops of
data exploration. In each loop, 20 paths with the largest errors from 200 randomly
sampled paths are added to the data set, and then the autoencoder is retrained for
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15 epochs. The final data set contains 200 paths, the same as in the case with-
out data exploration. The autoencoders, fluxes, and production terms used in Task
MixInTransition are the same as Task Mix . No additional training was used.
It is worth mentioning that in the current implementation of data exploration,
the cost of generating truthful micro-scale data is not directly reduced because it is
needed in evaluating the prediction error of the new data in the exploration stage.
There are various ways to fix this problem, for instance, by using the variance from
the predictions of an ensemble of networks optimized independently as an indicator
of the error in the exploration, as was done in [6]. This is left for future work.
A.6. Additional Results. Fig. 6 plots all six generalized moment functions ob-
tained in MLMomGalilean for Task Mix . As we can see they are all well-behaved
functions. If we train MLMomGalilean for Task Mix using 3 or 9 generalized mo-
ments, the resulted RAE and RSE are 2.00(12), 3.03(30) and 1.27(5) and 1.92(18)
respectively. Comparing these results with Table 1, we see that choosing 6 additional
generalized moments is a suitable trade-off between accuracy and efficiency given the
sizes of the networks and the data sets used in the current experiments.
−10 −5 0 5 10
v
−4
−2
0
w
1
−10 −5 0 5 10
v
1
2
3
4
5
w
2
−10 −5 0 5 10
v
−1
0
1
2
3
w
3
−10 −5 0 5 10
v
−2
0
2
4
w
4
−10 −5 0 5 10
v
−5
−4
−3
−2
w
5
−10 −5 0 5 10
v
−4
−2
0
2
w
6
Figure 6. Optimized encoder w(v) in MLMomGalilean, as the gen-
eralized moment functions for Task Mix .
Fig. 7 shows the growth of the relative errors for the solutions of the Euler equations
and machine learning-based moment system on 200 new paths in Task Wave, Task
Mix , and Task MixInTransition.
28 JIEQUN HAN, CHAO MA, ZHENG MA, AND WEINAN E
0.00 0.02 0.04 0.06 0.08 0.10
t
0.00
0.01
0.02
0.03
0.04
0.05
E
rr
o
r
RAE of Euler
RAE of MLMomE2E
RSE of Euler
RSE of MLMomE2E
(a) Wave
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Figure 7. The growth of the relative error as a function of time for
200 new paths in Task Wave, Task Mix , and Task MixInTransition.
Fig. 8 and Fig. 9 illustrate two sample profiles of density, momentum, and energy
in Task Wave and Task MixInTransition, obtained from the kinetic equation, the
Euler equations, and the machine learning-based moment system.
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Figure 8. Sample profiles of density, momentum, and energy (from
left to right) at t = 0, 0.05, 0.1 (from top to bottom) in Task Wave with
ε = 9.32, obtained from the kinetic equation, the Euler equations, and
MLMomE2E.
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Figure 9. Sample profiles of density, momentum, and energy (from
left to right) at t = 0, 0.05, 0.1 (from top to bottom) in Task MixIn-
Transition, obtained from the kinetic equation, the Euler equations,
and MLMom.
