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Abstract: We propose a distributed event-triggered control law to solve the consensus problem for multi-agent systems with nonlinear
output. Under the condition that the underlying digraph is strongly connected, we propose some sufficient conditions related to the
nonlinear output function and initial states to guarantee that the event-triggered controller realizes consensus. Then the results are
extended to the case where the underlying directed graph contains a directed spanning tree. These theoretical results are illustrated by
numerical simulations.
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1 INTRODUCTION
Consensus in multi-agent systems has been extensively
studied partially due to its wide applications. Various dis-
tributed consensus protocol have been developed, see, e.g.,
[1–3]. In these protocols, each agent updates its state based
on its own state and the states of its neighbors in such a way
that the final states of all agents converge to a common value.
However, physical systems are subject to constraints such as
input and output saturation, digital communication channels,
and sensors constraints. These constraints lead to nonlinearity
in the closed-loop dynamics. Thus the behavior of each agent
is affected and special attention to these constraints needs to
be taken in order to understand their influence on the conver-
gence properties. Here we list some representative examples
of such constraints. For example, [4] studies global consen-
sus for discrete-time multi-agent systems with input satura-
tion constraint; [5] considers the leader-following consensus
problem for multi-agent systems subject to input saturation;
[6] and [7] investigate necessary and sufficient initial condi-
tions for achieving consensus in the presence of output satu-
ration. Multi-agent systems with general nonlinear dynamics
have also been extensively studied, see, e.g., [8, 9].
It may be impractical to require continuous communication
in physical applications, as agents are equipped with embed-
ded microprocessors with limited resources to transmit and
collect information. Event-triggered control was introduced
partially to tackle this problem [10, 11]. The control in event-
triggered control is often piecewise constant between the trig-
gering times. The triggering times are determined implicitly by
the event conditions. Many researchers studied event-triggered
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control for multi-agent systems recently, e.g., [12–17]. Key
challenges are how to design the control law, to determine the
event threshold, and to avoid Zeno behavior. For continuous-
time multi-agent systems, Zeno behavior is that there are in-
finite number of triggers in a finite time interval [18]. One
more challenge is to realize the event-triggered controller in a
distributed way since on the one hand for the centralized con-
troller, it normally requires a large amount of agents take ac-
tion in a synchronous manner and it is not efficient; on the
other hand for some decentralized controller, it requires a pri-
ori knowledge of some global network parameters, for exam-
ple, in [13] the smallest positive eigenvalue of the Laplacian
matrix needs to be known in advance.
In this paper, we consider event-triggered control for con-
sensus of multi-agent systems with nonlinear output and di-
rected topologies. We first consider the case that the underly-
ing digraph is strongly connected. In this case, we provide suf-
ficient conditions related the nonlinear function and the initial
states to achieve consensus. Then, we study the case that the
underlying digraph has a directed spanning tree and show that
consensus is still achieved if more conditions are satisfied. The
contributions of this paper are as follows: we consider nonlin-
ear output; the underlying graph considered in this paper is
directed and has a spanning tree; our event-triggered control
law is distributed in the sense that it does not require any a
priori knowledge of global network parameters; and we show
that it is free from Zeno behavior by proving that the trigger-
ing time sequence of each agent is divergent. In other words,
we extend our previous results [19] which considered multi-
agent systems with output saturation under undirected graphs
to general nonlinear output under directed graphs.
The rest of this paper is organized as follows. Section 2 in-
troduces the preliminaries. The main results are stated in Sec-
tion 3. Simulations are given in Section 4. Finally, the paper is
concluded in Section 5.
Notions: ‖ · ‖ represents the Euclidean norm for vectors or
the induced 2-norm for matrices. 1n denotes the column one
vector with dimension n. In is the n dimensional identity
matrix. [n] represents the set {1, . . . , n} for any positive in-
teger n. ρ(·) stands for the spectral radius for matrices and
ρ2(·) indicates the minimum positive eigenvalue for matrices
having positive eigenvalues. Given two symmetric matrices
M and N , M > N (M ≥ N ) means that M − N is posi-
tive definite (positive semi-definite). For a matrix A, A⊤ de-
notes its transpose and rank(A) is its rank. Given a vector
[x1, . . . , xn]
⊤ ∈ Rn, diag([x1, . . . , xn]) is a diagonal matrix
with the i-th diagonal element being xi. The notation A ⊗ B
denotes the Kronecker product of matrices A and B. Given a
vector s = [s1, . . . , sn]
⊤ ∈ Rn, define the component operator
cl(s) = sl, l ∈ [n].
2 PRELIMINARIES
In this section, we present some definitions in algebraic
graph theory [20] and the considered multi-agent system.
2.1 Algebraic Graph Theory
Let G = (V , E , A) denote a weighted directed graph (di-
graph) with the set of agents (vertices) V = {v1, . . . , vn}, the
set of links (edges) E ⊆ V × V , and the weighted adjacency
matrix A = (aij) with nonnegative elements aij . A link of G
is denoted by (vi, vj) ∈ E if there is a directed link from agent
vi to agent vj with weight aji > 0, i.e., agent vi can send
information to agent vj . The adjacency elements associated
with the links of the graph are positive, i.e., (vi, vj) ∈ E ⇐⇒
aji > 0. It is assumed that aii = 0 for all i ∈ [n]. The in-
degree of agent vi is defined as deg
in
i =
n∑
j=1
aij . The in-degree
matrix of G is defined as Degin = diag([degin1 , . . . , deginn ]).
The (weighted) Laplacian matrix associated with G is defined
as L = Degin−A. A directed path from agent v0 to agent
vk is a directed graph with distinct agents v0, ..., vk and links
(vi, vi1), (vi1 , vi2), . . . , (vik−1 , vik), (vik , vj). A digraph G is
strongly connected if for any two distinct agents vi and vj ,
there exists a directed path from vi to vj . A digraph G has a
directed spanning tree if there exists one agent such that there
exists a directed path from this agent to any other agent.
By Perron-Frobenius theorem [21] (for more detail and
proof, see [22]), we have
Lemma 1 If L is the Laplacian matrix associated with a di-
graph G that has a directed spanning tree, then rank(L) =
n−1, and there is a nonnegative vector ξ⊤ = [ξ1, . . . , ξn] such
that ξ⊤L = 0 and
∑n
i=1 ξi = 1. Moreover, if G is strongly
connected, then ξi > 0, i ∈ [n] and ΞL+ L⊤Ξ is a symmetric
matrix with all row sums equal to zeros and has zero eigen-
value with algebraic dimension one, where Ξ = diag(ξ).
2.2 Multi-Agent Systems with Nonlinear Output
We consider a set of n agents that are modelled as a single
integrators with output saturation:{
x˙i(t) = ui(t),
yi(t) = g(xi(t))
, i ∈ [n], t ≥ 0, (1)
where xi(t), ui(t), yi(t) ∈ Rp are the state, the control in-
put, and the measured output of agent vi, respectively, and
g : Rp → Rp is a nonlinear function defined as
g(s) = [g1(s1), . . . , gp(sp)]
⊤
with s = [s1, . . . , sp]
⊤ ∈ Rp.
We now state some mild assumptions on the nonlinear func-
tion g as follows.
Assumption 1 For all l ∈ [p],
1) gl(x) is continuous for all x ∈ R;
2) gl(x) is nondecreasing on R and there exists h > 0 such
that gl(x) is strictly increasing on [−h, h];
3) gl(x) = 0 if and only if x = 0;
4) gl(x) is locally Lipschitz, i.e., for any compact set S ⊆
R, there exist a constant K(S) > 0, such that |gl(x) −
gl(y)| ≤ K(S)|x− y|, ∀x, y ∈ S;
5) there exists ̺ > 0 such that |gl(x)− gl(y)| ≥ ̺|x− y| for
all x, y ∈ [−h, h].
Note that Assumption 1 is satisfied for some commonly used
functions, for example the identity mapping and saturation
function
sath(x) =


h, if x ≥ h
x, if |x| < h
−h, if x ≤ −h
.
Remark 1 For the ease of the presentation, we study the case
where all the agents have the same h and ̺ in Assumption 1.
However, the analysis in this paper is also valid for the case
where the agents have different h and ̺.
The following lemma is useful. The proof is straightfor-
ward. We thus omit the details here.
Lemma 2 Suppose the first two parts in Assumption 1 hold.
For any constant a, defineGl(x) =
∫ x
a
(gl(s)−gl(a))ds. Then,
Gl(x) exists and Gl(x) ≥ 0 for all x ∈ R, Gl(x) = 0 if and
only if gl(x) = gl(a), andGl(x)→∞ as |x| → ∞.
3 EVENT-TRIGGERED CONTROL
In this section, we consider the multi-agent system (1) de-
fined over a digraph G. In the literature, the following dis-
tributed consensus protocol is often considered [6, 7],
ui(t) = −
n∑
j=1
Lijyj(t). (2)
Remark 2 To implement (2), continuous-time outputs from
neighbours are needed. However, it is often unpractical to
require continuous communication in physical applications.
Moreover, if the nonlinear function g is set as the saturation
function and at some time t0, |xi(t0)| > h, then due to the
continuity of xi(t), there exists t1 > t0 such that |xi(t)| ≥
h, ∀t ∈ [t0, t1]. Then yi(t) = sath(xi(t)) is a constant dur-
ing [t0, t1]. So it is also waste to continuously transmit yi(t)
during [t0, t1] since no new information is provided.
Inspired by the idea of event-triggered control for multi-
agent systems [12], we use instead of (2) the following event-
triggered consensus protocol
ui(t) = −
n∑
j=1
Lijyj(t
j
kj(t)
) = −
n∑
j=1
Lijg(xj(t
j
kj(t)
)), (3)
where kj(t) = argmaxk{tjk ≤ t}, the increasing time agent-
wise sequence {tjk}+∞k=1, j ∈ [n], named triggering time se-
quence of agent vj which will be determined later. Without
loss of generality, we assume t
j
1 = 0, j ∈ [n]. Note that the
control protocol (3) only updates at the triggering times and is
constant between consecutive triggering times. For simplicity,
let xˆi(t) = xi(t
i
ki(t)
) and ei(t) = g(xˆi(t))− g(xi(t)).
In the following subsections, we will design triggering time
sequence such that consensus is achieved for the multi-agent
system (1) with event-triggered consensus protocol (3). We
first consider the case that the underlying digraph is strongly
connected in Section 3.1. We then consider the general case
that the underlying digraph has a directed spanning tree in Sec-
tion 3.2.
3.1 Strongly Connected Digraphs
We begin with the case that the underlying digraph is
strongly connected. Before presenting our main results, the
following lemma is useful.
Lemma 3 Consider the multi-agent system (1) and (3). Let
ξ⊤ = [ξ1, . . . , ξn] be the positive vector defined in Lemma
1. The weighted average of all agents’ states x¯(t) =∑n
i=1 ξixi(t) = [x¯1(t), . . . , x¯p(t)]
⊤ is a constant vector in
R
p, i.e., x¯(t) = x¯(0).
Proof: The result holds since it follows from (1) and (3) that
the time derivative of the average value is given by
˙¯x(t) =
n∑
i=1
ξix˙i(t) = −
n∑
i=1
ξi
n∑
j=1
Lijg(xˆj)
=−
n∑
j=1
g(xˆj)
n∑
i=1
ξiLij = 0,
where the last equality holds since ξ⊤L = 0.
We are now ready to present our first main result.
Theorem 1 Consider the multi-agent system (1) with even-
triggered control protocol (3). Suppose that the first four parts
in Assumption 1 hold and the underlying graph G is directed
and strongly connected. Suppose x(0) 6= 1n ⊗ x¯(0). Given
αi > 0, βi > 0 and the first triggering time t
i
1 = 0, agent vi
determines the triggering times {tik}∞k=2 by
tik+1 = max
r≥ti
k
{
r : ‖ei(t)‖2 ≤ αie−βit, ∀t ∈ [tik, r]
}
. (4)
Then (i) there is no Zeno behavior; (ii) the consensus can be
achieved if
|x¯l(0)| ≤ h, l ∈ [p].
Moreover, the consensus value is x¯(0).
Proof: (i) Firstly, we prove that there is no Zeno behavior by
contradiction. Suppose there exists Zeno behavior, then there
exists an agent vi, such that limk→+∞ tik = T0 for some con-
stant T0.
Noting that xi(t), i ∈ [n] are continuous, we know
that there exists a constant K1 such that ‖xi(t)‖ ≤
K1, ∀t ∈ [0, T0]. Thus, there exists a constant K2 such that
‖g(xi(t))‖ ≤ K2, ∀t ∈ [0, T0] due to the first part of Assump-
tion 1. Hence,
‖ui(t)‖ ≤ 2LiiK2.
Let S1 = {x ∈ Rp : ‖x‖ ≤ K1}, then from the fourth part in
Assumption 1, we know that there exists a constantK(S1) > 0
such that ‖g(xi(t))−g(xˆi(t))‖ ≤ K(S1)‖xi(t)−xˆi(t)‖, ∀t ∈
[0, T0]. Thus, we can conclude that for t ∈ [0, T0] one suffi-
cient condition to guarantee the inequality in condition (4) is
‖fi(t)‖ := ‖xˆi(t)− xi(t)‖ ≤
√
αi
K(S1)e
− βit2 . (5)
Again noting that∣∣∣∣d‖fi(t)‖dt
∣∣∣∣ ≤ ‖x˙i(t)‖ = ‖ui(t)‖ ≤ 2LiiK2,
and ‖xˆi(tik) − xi(tik)‖ = 0 for any triggering time tik, we can
conclude that one sufficient condition to condition (5) is
(t− tik)2LiiK2 ≤
√
αi
K(S1)e
− βit2 . (6)
Let ε0 =
√
αi
4LiiK2
√
K(S1)
e−
1
2βiT0 > 0. Then from the prop-
erty of limits, there exists a positive integer N(ε0) such that
tik ∈ [T0 − ε0, T0], ∀k ≥ N(ε0). (7)
Now suppose that the N(ε0)-th triggering time of agent i,
ti
N(ε0)
, has been determined. Let ti
N(ε0)+1
and t˜i
N(ε0)+1
denote
the next triggering time determined by (4) and (6), respectively.
Then, ti
N(ε0)+1
≥ t˜i
N(ε0)+1
, and
tiN(ε0)+1 − tiN(ε0) ≥
√
αi
2LiiK2
√
K(S1)
e
− 12βitiN(ε0)+1
≥
√
αi
2LiiK2
√
K(S1)
e−
1
2βiT0 = 2ε0,
which contradicts to (7). Therefore, there is no Zeno behavior.
(ii) Consider a Lyapunov candidate:
W (t) = V (t) + 2
n∑
i=1
ξiLiiαi
βi
e−βit,
where
V (t) =
n∑
i=1
ξi
p∑
l=1
∫ cl(xi(t))
x¯l(0)
(gl(s)− gl(x¯l(0)))ds.
From Lemmas 1–2, we know V (t) ≥ 0 and V (t) = 0 if and
only if g(xi(t)) = g(x¯(0)), i ∈ [n].
The derivative of V (t) along the trajectories of system (1)
and (3) satisfies
V˙ (t)
=
n∑
i=1
ξi
p∑
l=1
[gl(cl(xi(t))) − gl(x¯l(0))]cl(x˙i(t))
=−
n∑
i=1
ξi
p∑
l=1
[gl(cl(xi(t)))− gl(x¯l(0))]
n∑
j=1
Lijgl(cl(xˆj(t)))
=−
n∑
i=1
ξi[g(xi(t))]
⊤
n∑
j=1
Lij [g(xj(t)) + ej(t)]
+
n∑
i=1
ξiLij [g(x¯(0))]
⊤
n∑
j=1
g(xˆj(t))
∗
=−
n∑
i=1
ξi[g(xi(t))]
⊤
n∑
j=1
Lijg(xj(t))
−
n∑
i=1
ξi[g(xi(t))]
⊤
n∑
j=1
Lijej(t)
∗∗
=
n∑
i=1
−ξiqi(t)−
n∑
i=1
ξi[g(xi(t))]
⊤
n∑
j=1
Lijej(t)
∗
=
n∑
i=1
−ξiqi(t) +
n∑
i=1
n∑
j=1
ξiLij [ej(t)]
⊤[g(xj(t))− g(xi(t))]
=
n∑
i=1
−ξiqi(t)
+
n∑
i=1
n∑
j=1,j 6=i
ξiLij [ej(t)]
⊤[g(xj(t)) − g(xi(t))]
≤
n∑
i=1
−ξiqi(t)−
n∑
i=1
n∑
j=1,j 6=i
ξiLij‖ej(t)‖2
−
n∑
i=1
n∑
j=1,j 6=i
ξiLij
1
4
‖g(xj(t))− g(xi(t))‖2
=
n∑
i=1
−ξiqi(t)−
n∑
i=1
n∑
j=1,j 6=i
ξiLij‖ej(t)‖2
−
n∑
i=1
n∑
j=1
ξiLij
1
4
‖g(xj(t))− g(xi(t))‖2
=
n∑
i=1
−1
2
ξiqi(t)−
n∑
i=1
n∑
j=1,j 6=i
ξiLij‖ej(t)‖2
∗
=
n∑
i=1
−1
2
ξiqi(t) +
n∑
i=1
ξiLii‖ei(t)‖2, (8)
where
qi(t) = −1
2
n∑
j=1
Lij‖g(xj(t))− g(xi(t))‖2 ≥ 0,
and the equalities denoted by
∗
= hold since ξ⊤L = 0, the equal-
ity denoted by
∗∗
= holds since
n∑
i=1
−ξiqi(t)
=
n∑
i=1
1
2
n∑
j=1
ξiLij‖g(xj(t))− g(xi(t))‖2
=
n∑
i=1
1
2
n∑
j=1
ξiLij
[
‖g(xj(t))‖2 + ‖g(xi(t))‖2
]
−
n∑
i=1
n∑
j=1
ξiLij [g(xj(t))]
⊤g(xi(t))
= −
n∑
i=1
n∑
j=1
ξiLij [g(xj(t))]
⊤g(xi(t)),
and the inequality holds since ab ≤ a2 + 14b2.
Then, the derivative ofW (t) along the trajectories of system
(1) and (3) is
W˙ (t)
= V˙ (t)− 2
n∑
i=1
ξiLiiαie
−βit
≤
n∑
i=1
−1
2
ξiqi(t) +
n∑
i=1
ξiLii‖ei(t)‖2 − 2
n∑
i=1
ξiLiiαie
−βit
=
n∑
i=1
−1
2
ξiqi(t)−
n∑
i=1
ξiLiiαie
−βit ≤ 0.
Then, by LaSalle Invariance Principle, there exists a ∈ Rp,
such that
lim
t→+∞
g(xi(t)) = a, i ∈ [n].
This is equivalent to limt→+∞ xi(t) = b, i ∈ [n] with g(b) =
a. Otherwise, from the second part in Assumption 1, we know
that either xi(t) ≥ h1p for all i ∈ [n] and xi(t) 6= h1p for
some i ∈ [n] or xi(t) ≤ h1p for all i ∈ [n] and xi(t) 6=
h1p for some i ∈ [n]. However, both cases contradict the
condition |x¯l(t)| = |x¯l(0)| ≤ h, l ∈ [p]. Then, from x¯(t) =∑n
i=1 ξixi(t) = x¯(0), we have
lim
t→+∞
xi(t) = x¯(0), i ∈ [n].
Remark 3 The event-triggered consensus protocol (3) to-
gether with the triggering law (4) is called event-triggered con-
troller which is fully distributed. That is, each agent only re-
quires its own state information and its neighbors’ state infor-
mation, without any a priori knowledge of global parameters,
such as the eigenvalue of the Laplacian matrix. Moreover, one
can easily check that by this event-triggered controller, there
does not exist the waste mentioned in Remark 2.
Remark 4 In the triggering law (4), αi and βi are design pa-
rameters than can be arbitrarily chosen by agent vi. Intu-
itively, one can conclude that the larger αi and the smaller
βi the larger the inter-event time. This is also consistent with
the definition of ε0 in the proof. How do those design param-
eters αi and βi affect the inter-event times and decay rate in
general is unclear. We leave this as future study.
3.2 Directed Spanning Trees
In this section, we extend the result in Theorem 1 for the
case where the underlying digraph is strongly connected to the
general case where the underlying digraph has a directed span-
ning tree.
The following mathematical methods are inspired by [23,
24]. By proper permutation, we rewrite L as the following
Perron-Frobenius form:
L =


L1,1 L1,2 · · · L1,M
0 L2,2 · · · L2,M
...
...
. . .
...
0 0 · · · LM,M

 (9)
where Lm,m is with dimension nm and associated with the
m-th strongly connected component (SCC) of the digraph G,
denoted by SCCm,m ∈ [M ].
If the digraph G has a directed spanning tree, then each
Lm,m is irreducible or has one dimension and for each m <
M , Lm,q 6= 0 for at least one q > m. Define an auxiliary
matrix L˜m,m = [L˜m,mij ]
nm
i,j=1 as
L˜
m,m
ij =
{
L
m,m
ij i 6= j
−∑nmr=1,r 6=iLm,mir i = j
Then, let Dm = Lm,m − L˜m,m = diag([Dm1 , . . . , Dmnm ]),
which is a diagonal semi-positive definite matrix and has
at least one diagonal positive (nonzero). Let ξm⊤ =
[ξm1 , . . . , ξ
m
nm
]⊤ be the positive left eigenvector of the irre-
ducible L˜m,m corresponding to the eigenvalue zero and has the
sum of components equaling to 1. Denote Ξm = diag[ξm],
Qm = 12 [Ξ
mLm,m + (ΞmLm,m)⊤], m = 1, . . . ,M , and
UM = ΞM − ξM (ξM )⊤. Then, we have
Lemma 4 Under the setup above, Qm is positive definite for
all m < M . QM and UM are semi-positive definite. More-
over,
QM ≥ ρ2(Q
M )
ρ(UM )
UM . (10)
Proof: (i) Consider a decomposition of the Euclidean space
R
nm . Define Snm = {x ∈ Rnm : xi = xj ∀ i, j ∈ [nm]}
and Lξm = {x ∈ Rnm :
∑nm
i=1 ξ
m
i xi = 0} for the positive
vector ξm ∈ Rnm . In this way, we can decompose Rnm =
Snm ⊕ Lξm . For any y ∈ Rnm and x 6= 0, we can find a
unique decomposition of y = yS + yL such that yS ∈ Snm
and yL ∈ Lξm . Then,
y⊤ΞkLm,my = y⊤ΞmL˜m,my + y⊤ΞmDmy.
From Lemma 1, if yL 6= 0, then y⊤ΞmL˜m,my > 0; otherwise,
y = yS = α1nm for some α 6= 0, then we have
y⊤ΞmDmy =
nm∑
i=1
Dmi ξ
m
i α
2 > 0.
Therefore, we have y⊤ΞmLm,my > 0 in any cases, which
implies that Qm is positive definite. This completes the proof.
(ii) The proof of QM and UM are semi-positive definite is
straightforward. We thus omit the details here. The proof of
(10) is same to explanation after Lemma 1 in [15].
Let N0 = 0, Nm =
∑m
i=1 ni,m ∈ [M ]. Then the i-
th agent in SCCm is the Nm−1 + i-th agent in the whole
graph. In the following, we exchangeably use vmi and
vNm−1+i to denote this agent. Accordingly, denote x
m
i (t) =
xNm−1+i(t), xˆ
m
i (t) = xˆNm−1+i(t) and define x
m(t) =
[xm
⊤
1 (t), . . . , x
m⊤
nm
(t)]⊤. Let ν(t) = [ν1(t), . . . , νp(t)]⊤ =∑nM
r=1 ξ
M
l x
M
l (t) ∈ Rp. Then from Lemma 3 we know that
ν(t) ≡ ν(0).
Our second main result is given in the following theorem.
Theorem 2 Consider the multi-agent system (1) and (3). Sup-
pose that Assumption 1 holds and the underlying digraphG has
a spanning tree, and L is written in the form of (9). Suppose
x(0) 6= 1n ⊗ ν(0). Given αi > 0, βi > 0 and the first trig-
gering time ti1 = 0, agent vi determines the triggering times
{tik}∞k=2 by the triggering law (4). Then (i) there is no Zeno
behavior; (ii) the consensus can be achieved if
|νl(0)| < h, l ∈ [p].
Moreover, the consensus value is ν(0).
Proof: (i) This part of the proof is the same as the proof of its
counterpart in Theorem 1. Thus, we omit it here.
(ii) For simplicity, hereby we only consider the case ofM =
2. The caseM > 2 can be treated in the same way.
Firstly, let’s consider SCC2. All agents in SCC2 do not
dependent on any agents in SCC1. Thus, SCC2 has a strongly
connected underlying digraph. Then from Theorem 1, we have
lim
t→+∞
x2i (t) = ν(0), i ∈ [n2].
Then, from x2i,l(t), i ∈ [n2], l ∈ [p] are continuous and
|νl(0)| < h, we can conclude that there exists a constant
T1 ≥ 0 such that
|cl(x2i (t))| < h, ∀t ≥ T1, i ∈ [n2], l ∈ [p]. (11)
Secondly, let’s consider SCC1. Similar to V (t), define
V1(t) =
n1∑
i=1
ξ1i
p∑
l=1
∫ cl(x1i (t))
νl(0)
[gl(s)− gl(νl(0))]ds,
V2(t) =
n2∑
i=1
ξ2i
p∑
l=1
∫ cl(x2i (t))
νl(0)
[gl(s)− gl(νl(0))]ds.
From Lemmas 1–2, V1(t) ≥ 0 and V2(t) ≥ 0.
Similar to (8), the derivative of V2(t) along the trajectories
of system (1) and (3) satisfies
dV2(t)
dt
≤
n2∑
i=1
n2∑
j=1
1
4
ξ2i L
2,2
ij ‖g(x2j(t))− g(x2i (t))‖2
+
n2∑
i=1
ξ2i L
2,2
i,i ‖e2i (t)‖2
Then, for all t ≥ T1, we know that
dV2(t)
dt
≤
n2∑
i=1
n2∑
j=1
1
4
ξ2i L
2,2
ij ‖g(x2j(t)) − g(x2i (t))‖2
+
n2∑
i=1
ξ2i L
2,2
i,i ‖e2i (t)‖2
≤
n2∑
i=1
n2∑
j=1
(̺)2
4
ξ2i L
2,2
ij ‖x2j (t)− x2i (t)‖2 +
n2∑
i=1
ξ2i L
2,2
i,i ‖e2i (t)‖2
= − (̺)
2
4
[x2(t)]⊤(Q2 ⊗ Ip)x2(t) +
n2∑
i=1
ξ2i L
2,2
i,i ‖e2i (t)‖2
≤ − (̺)
2ρ2(Q
2)
4ρ(U2)
[x2(t)]⊤(U2 ⊗ Ip)x2(t)
+
n2∑
i=1
ξ2i L
2,2
i,i ‖e2i (t)‖2
= − (̺)
2ρ2(Q
2)
2ρ(U2)
µ(t) +
n2∑
i=1
ξ2i L
2,2
i,i ‖e2i (t)‖2, (12)
where the second inequality holds since (11) as well as the
last part in Assumption 1 and the last inequality holds since
Lemma 4 and
µ(t) =
1
2
n2∑
i=1
ξ2i ‖g(x2i (t)) − ν(0)‖2 ≥ 0.
The derivative of V1(t) along the trajectories of system (1)
and (3) satisfies
dV1(t)
dt
=
n1∑
i=1
ξ1i
p∑
l=1
[gl(cl(x
1
i (t)))− gl(νl(0))]cl(x˙1i (t))
=
n1∑
i=1
ξ1i [g(x
1
i (t)) − g(ν(0))]⊤x˙1i (t)
=
n1∑
i=1
ξ1i [g(x
1
i (t))− g(ν(0))]⊤
{
−
n1∑
j=1
L
1,1
ij g(xˆ
1
j(t))
−
n2∑
j=1
L
1,2
ij g(xˆ
2
j (t))
}
=
n1∑
i=1
ξ1i [g(x
1
i (t))− g(ν(0))]⊤
×
{
−
n1∑
j=1
L
1,1
ij [g(x
1
j (t)) + e
1
j(t)]
−
n2∑
j=1
L
1,2
ij [g(x
2
j (t)) + e
2
j(t)]
}
=
n1∑
i=1
ξ1i [g(x
1
i (t))− g(ν(0))]⊤
×
{
−
n1∑
j=1
L
1,1
ij [g(x
1
j (t))− g(ν(0))]−
n1∑
j=1
L
1,1
ij e
1
j(t)
−
n2∑
j=1
L
1,2
ij [g(x
2
j (t))− g(ν(0))]−
n2∑
j=1
L
1,2
ij e
2
j(t)
}
= −[g(x1(t))− 1n1 ⊗ g(ν(0))]⊤[Q1 ⊗ In1 ]
× [g(x1(t)) − 1n1 ⊗ g(ν(0))]
−
n1∑
i=1
ξ1i [g(x
1
i (t))− g(ν(0))]⊤
×
{ n2∑
j=1
L
1,2
ij [g(x
2
j (t))− g(ν(0))]
+
n1∑
j=1
L
1,1
ij e
1
j(t) +
n2∑
j=1
L
1,2
ij e
2
j(t)
}
≤ −ρ(Q1)
n1∑
i=1
‖g(x1i (t)) − g(ν(0))‖2
+
ρ(Q1)
2
n1∑
i=1
‖g(x1i (t))− g(ν(0)))‖2
+
1
ρ(Q1)
n1∑
i=1
∥∥∥ξ11
n2∑
j=1
L
1,2
ij [g(x
2
j (t))− g(ν(0))]
∥∥∥2
+
1
ρ(Q1)
n1∑
i=1
∥∥∥ξ11
n1∑
j=1
L
1,1
ij e
1
j(t) + ξ
1
1
n2∑
j=1
L
1,2
ij e
2
j(t)
∥∥∥2
≤ −ρ(Q
1)
2
n1∑
i=1
‖g(x1i (t)) − g(ν(0))‖2
+ n2
n2∑
j=1
d2j‖g(x2j(t))− g(ν(0))‖2
+ 2n1
n1∑
j=1
d1j‖e1j(t)‖2 + 2n2
n2∑
j=1
d2j‖e2j(t)‖2. (13)
where
d1j =
∑n1
i=1[ξ
1
i L
1,1
ij ]
2
ρ(Q1)
, d2j =
∑n1
i=1[ξ
1
i L
1,2
ij ]
2
ρ(Q1)
.
Let S2 = [−h, h], then from the fourth part in Assump-
tion 1, we know that there exists K(S2) > 0 such that
|gl(x) − gl(y)| ≤ K(S2)|x − y| for all x, y ∈ S2. Noting
(11), we have
n2
n2∑
j=1
d2j‖g(x2j(t)) − g(ν(0))‖2
≤ n2(K(S2))2
n2∑
j=1
d2j‖x2j (t)− ν(0)‖2
≤ 2n2(K(S2))
2max{d2j}
min{ξ2j }
µ(t), ∀t ≥ T1. (14)
The triggering law (4) yields
‖e1j(t)‖2 ≤ α1je−β
1
j t, ‖e2j(t)‖2 ≤ α2je−β
2
j t, ∀t ≥ 0. (15)
Consider a Lyapunov candidate:
Wr(t) = V1(t) +KvV2(t) + 3n1
n1∑
j=1
d1jα
1
j
β1j
e−β
1
j t
+ 3n2
n2∑
j=1
d2jα
2
j
β2j
e−β
2
j t +Kv
n2∑
j=1
ξ2jL
2,2
jj α
2
j
β2j
e−β
2
j t,
where
Kv =
(2n2(K(S2))2max{d2j}
min{ξ2j }
+ 1
) 2ρ(U2)
(̺)2ρ2(Q2)
.
The derivative of Wr(t) along the trajectories of system (1)
and (3) is
dWr(t)
dt
= V˙1(t) +KvV˙2(t)− 3n1
n1∑
j=1
d1jα
1
je
−β1j t
− 3n2
n2∑
j=1
d2jα
2
je
−β2j t −Kv
n2∑
j=1
ξ2jL
2,2
jj α
2
je
−β2j t. (16)
Then, from (12)–(16), for any t ≥ T1, we have
dWr(t)
dt
≤− ρ(Q
1)
2
n1∑
i=1
‖g(x1i (t)) − g(ν(0))‖2 − µ(t)
− n1
n1∑
j=1
d1jα
1
je
−β1j t − n2
n2∑
j=1
d2jα
2
je
−β2j t. (17)
Then, by LaSalle Invariance Principle, similar to the proof in
Theorem 1, we have
lim
t→+∞
x1j(t) = lim
t→+∞
x2i (t) = ν(0),
for all j ∈ [n1], i ∈ [n2].
Remark 5 Different from Theorem 1 where |νl(0)| ≤ h, l ∈
[p] is sufficient to that the multi-agent system (1) and (3) un-
der the triggering law (4) achieves consensus, for Theorem 2,
|νl(0)| < h, l ∈ [p] is sufficient.
Remark 6 If gl(x) = gl(h) when x ≥ h and gl(x) = gl(−h)
when x ≤ −h, then |x¯l(0)| ≤ h, l ∈ [p] is the necessary
condition for achieving consensus. This assumption is satisfied
by the saturation function. The necessity can be proved by the
proof of Theorem 3.1 in [6] with some minor modifications. We
thus omit the proof here.
4 SIMULATIONS
In this section, a numerical example is given to demonstrate
the theoretical results. Consider the case when the nonlinear
function gl = sath with h = 1. Consider a directed graph of
seven agents with the Laplacian matrix
L =


7.8 0 −5.2 −2.6 0 0 0
−3.9 3.9 0 0 0 0 0
0 −4.1 13.3 −3.4 0 −5.8 0
0 0 −6.7 12.5 −1.5 −4.3 0
0 0 0 0 7.6 −2.2 −5.4
0 0 0 0 −5.1 6.2 −1.1
0 0 0 0 0 −8.7 8.7


,
whose topology is shown in Fig. 1. The seven agents can
be divided into two strongly connected components, i.e. the
first four agents form a strongly connected component and
the rest form anther. The initial value of each agent is se-
lected within the interval [−10, 10]. First, we use x(0) =
[9, 1,−6, 5, 8,−7, 6]⊤, then the weighted average initial states
is ν(0) = 0.7345. Thus the sufficient condition |ν(0)| < h in
Theorem 2 is satisfied. Fig. 2 (a) shows the state evolutions
of the multi-agent system (1) and (3) under the triggering law
(4) with αi = βi = 10. Fig. 2 (b) shows the corresponding
triggering times for each agent. It can be seen that consensus
is achieved.
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Fig. 1: The underlying digraph.
Then, we use x(0) = [9, 1,−6, 5, 8, 0, 6]⊤, then the
weighted average initial states is ν(0) = 3.8962. Thus the nec-
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Fig. 2: (a) The state evolutions of the multi-agent system (1)
and (3) under the triggering law (4). (b) The triggering times
for each agent.
essary condition |ν(0)| ≤ h for achieving consensus as stated
Remark 6 is not satisfied. Fig. 3 shows the state evolutions
of the multi-agent system (1) and (3) under the triggering law
(4) with αi = βi = 10. It can be seen that consensus is not
achieved in this case since the weighted average initial state is
not within the saturation level.
5 CONCLUSION
In this paper, we developed a distributed event-triggered
control law for multi-agent systems with nonlinear output un-
der directed communication topologies. We proposed differ-
ent sufficient conditions related to the nonlinear function and
the initial states to guarantee consensus is achieved when the
underlying digraph is strongly connected or has a directed
spanning tree. In addition, our event-triggered controller was
shown to be free of Zeno behavior. Future research directions
include considering more general systems such as double inte-
grator systems, time delays, and self-triggered control.
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Fig. 3: The state evolutions of the multi-agent system (1) and
(3) under the triggering law (4).
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