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ABSTRACT
UNSUPERVISED JOINT ALIGNMENT, CLUSTERING
AND FEATURE LEARNING
MAY 2014
MOHAMED MARWAN ABDEL MAGID MATTAR
B.S., UNIVERSITY OF MASSACHUSETTS AMHERST
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Allen R. Hanson and Professor Erik G. Learned-Miller
Joint alignment is the process of transforming instances in a data set to make
them more similar based on a pre-defined measure of joint similarity. This process
has great utility and applicability in many scientific disciplines including radiology,
psychology, linguistics, vision, and biology. Most alignment algorithms suffer from
two shortcomings. First, they typically fail when presented with complex data sets
arising from multiple modalities such as a data set of normal and abnormal heart
signals. Second, they require hand-picking appropriate feature representations for
each data set, which may be time-consuming and ineffective, or outside the domain
of expertise for practitioners.
In this thesis we introduce alignment models that address both shortcomings. In
the first part, we present an efficient curve alignment algorithm derived from the con-
gealing framework that is effective on many synthetic and real data sets. We show
vii
that using the byproducts of joint alignment, the aligned data and transformation
parameters, can dramatically improve classification performance. In the second part,
we incorporate unsupervised feature learning based on convolutional restricted Boltz-
mann machines to learn a representation that is tuned to the statistics of the data set.
We show how these features can be used to improve both the alignment quality and
classification performance. In the third part, we present a nonparametric Bayesian
joint alignment and clustering model which handles data sets arising from multiple
modes. We apply this model to synthetic, curve and image data sets and show that
by simultaneously aligning and clustering, it can perform significantly better than
performing these operations sequentially. It also has the added advantage that it
easily lends itself to semi-supervised, online, and distributed implementations.
Overall this thesis takes steps towards developing an unsupervised data processing
pipeline that includes alignment, clustering and feature learning. While clustering
and feature learning serve as auxiliary information to improve alignment, they are
important byproducts. Furthermore, we present a software implementation of all the
models described in this thesis. This will enable practitioners from different scientific
disciplines to utilize our work, as well as encourage contributions and extensions, and
promote reproducible research.
viii
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CHAPTER 1
INTRODUCTION
Joint alignment is the process in which data points 1 are transformed to appear
more similar to each other, based on a criterion of joint similarity. The purpose of
alignment is typically to remove unwanted variability in a data set, by allowing the
transformations that reduce that variability. See Figure 1.1 for an example of joint
alignment of 10 real audio signals 2. In the simplest and most reoccurring case this
variability is noise, such as measurement noise. Consider the scenario where several
individuals speak the same phrase into a microphone. Although there is one true
underlying signal (that we care about) representing the audio of the spoken phrase,
each signal has been independently transformed due to each individual’s tone and
pitch (amongst other things).
The purpose of alignment is to tease out this unwanted variability by allowing
certain transformations on the data. This is either helpful in terms of recovering the
true signal we care about or obtaining a representation that is invariant to factors we
do not wish to model (i.e. a transformation-invariant representation). The process
of alignment is widely applicable in a variety of domains. For example, removing
temporal variability in event-related potentials allows psychologists to better localize
brain responses [96], removing bias in magnetic resonance images provides doctors
1 In this thesis, we analyze and present algorithms that can operate on multiple data types (e.g.
images, curves, 3D volumes) and thus we use the generic term data point to emphasize this flexibility.
In this sense, a data point can be an image, a curve or 3D volume and a data set is a collection of
similar data points, such as binary images of digits or 3D brain volumes.
2 Taken from http://www.cs.toronto.edu/~jenn/alignmentStudy/Slides1_14.pdf [58].
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Figure 1.1: Ten audio signals from ten different individuals speaking the same phrase.
The x-axis is time. Left: The original signals as recorded by a microphone. Right:
The signals after they have been aligned using the continuous profile model [58].
with cleaner images for their analyses [49], and removing (affine) spatial variabil-
ity in images of objects can improve the performance of joint compression [17] and
recognition [34] algorithms. Specifically, it has been found that using an aligned
version of the Labeled Faces in the Wild [36] data set significantly increases recog-
nition performance [12], even for algorithms that explicitly handle misalignments.
Consequently, the majority of results reported on the Labeled Faces in the Wild data
set 3 use a version of the data set where the images have been aligned in an unsu-
pervised manner [34, 37]. Aside from bringing data into correspondence, the process
of alignment can be used for other scenarios. For example, if the data are similar
up to known transformations, joint alignment can remove this variability and, in the
process, recover the underlying latent data [58]. Also, the resulting transformations
from alignment have been used to build classifiers using a single training example [49]
and learn sprites in videos [42].
3 http://vis-www.cs.umass.edu/lfw/results.html
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1.1 Interlude: Alignment is ill-posed
It is important to note that joint alignment is an ill-posed problem; for two main
reasons:
• The ambiguity of the latent data. Consider a data set generated from a sin-
gle latent process, indicating that the aligned data should be identical to each
other. There are several ways to transform the data such that the aligned data
are identical to each other. While each such alignment will seem “perfect” in iso-
lation, the reality is that they each hypothesize a different latent process. Since,
typically, we are unaware of the true underlying process, we have no mechanism
for accessing the relative accuracy of these seemingly “perfect” alignments.
• The ambiguity of the allowable transformations. The set of allowable transfor-
mations that an alignment algorithm can inflict on the data needs to be selected
with care. If the transformation set is too flexible, it can allow the algorithm
to create data, that is to transform the data in an unnatural fashion so as to
“improve” alignment.
These ambiguities complicate the evaluation and comparison of alignment algo-
rithms. In practice, the quality of an alignment is problem-specific and the choice
of an alignment algorithm depends on its measure of similarity and how it agrees
with what domain experts consider a good alignment. Despite these issues, align-
ment algorithms have been useful in a variety of applications where the alignments
are not evaluated by an expert (§ 1.2 contains specific examples). Even alignment
models that have a large capacity for warping (and creating) data can be useful. For
example, Figure 1.1 shows audio signals after alignment with the continuous profile
model (CPM) [58]. At first glance it may seem that this algorithm has created data.
Curvatures in the original signals are removed, for example. However, the reality is
that the audio from the combined aligned curves sounds much clearer than the audio
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from the combined original curves 4. This indicates that there are scenarios were
completely warping the signal is useful and sometimes necessary.
1.2 Previous Work
Typically what distinguishes joint alignment algorithms are the assumptions they
make about the data to be aligned and the transformations they can incur along
with the level of supervision needed. Supervision takes several forms and can range
from manually selecting landmarks to be aligned [12] to providing examples of data
transformations [74]. In this thesis we focus on unsupervised joint alignment which
is helpful in scenarios where supervision is not practical or available. Several such
algorithms exist.
The first class of alignment algorithms were based on procrustes analysis [78],
whose origins date back to Mosier in 1939 [67]. Procrustes analysis (a term coined by
Hurley and Cattel in 1962 [39]) refers to the process of computing the optimal match-
ing between two configurations of corresponding N -dimensional points under some
transformation of one of the configurations. The residual sum-of-squares after match-
ing is called the procrustes statistic. This process was first used for pairwise alignment
and then generalized to joint alignment of an entire data set [46, 28]. The general-
ity of procrustes analysis is evident by its application to an eclectic set of problems
including shape analysis [43], multidimensional scaling [86], curve registration [77],
manifold alignment [95], and learning binary codes for image representation [26].
A more recent flexible framework for joint alignment is congealing [49] which
makes few assumptions about the data and allows the use of continuous transfor-
mations. It is a conditional maximization [23] optimization procedure that searches
for the transformations parameters that maximize the probability of the aligned data
4 http://www.cs.toronto.edu/~jenn/alignmentStudy/
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under a kernel density estimate. Maximizing the likelihood is achieved by minimiz-
ing the entropy of the transformed data. It was initially applied to binary images
of digits [66], but has since been extended to binary images of Drosophila discs [2],
one-dimensional curves [64] 5, bias removal in MRI scans [50, 51], grayscale images
of complex objects [34, 37], 3D brain volumes [103], and facial contour labeling [60].
Additionally, several congealing variants [93, 92, 14] have been presented that can
improve its performance on binary images of digits and grayscale images of faces.
There are also several alignment algorithms that are specific to certain domains.
For example, in the curve domain, the CPM [58] uses a variant of the hidden Markov
model to locally transform each observation, while a mixture of regression model ap-
pended with global scale and translation transformations can simultaneously align
and cluster [22]. In the image domain, the transformed mixture of Gaussians [21] and
the work of Lui et al . [59] are used to align and cluster. In some cases, alignment algo-
rithms are developed to handle a specific type of data. One example is event-related
potential signals [62] where aligning signals across multiple subjects can recover an
effective estimate of the stimulus offset [96, 41, 29].
One of the attractive properties of congealing is a clear separation between the
transformation operator and optimization procedure. This has allowed congealing
to be applied to a wide range of data types and transformation functions. Its main
drawback is its inability to handle complex data sets that may contain multiple modes
(i.e. images of the digits ‘1’ and ‘7’). While congealing’s use of an entropy-based
objective function can in theory allow it to align multiple modes, in practice the
independence assumption (temporally for curves and spatially for images) can cause
it to collapse modes (see Figures 2.17 and 4.2 for an illustration). Additionally,
its method for regularizing parameters to avoid excessive transformations is ad hoc
5 Part of this thesis, see Chapter 2.
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and does not prevent it from annihilating the data (shrinking to size zero) in some
scenarios.
Several of the other methods presented above make many assumptions about the
form of the data set or the transformations they it can incur. CPM assumes a single
underlying curve. The mixture of regression model assumes the number of clusters
in known a priori and only allows linear scaling and translation transformations.
The transformed mixture of Gaussians also requires the number of clusters and is
typically limited to small data sets and simple discrete transformations. This is due
to its formulation which represents transformations discretely as matrices and every
transformation parameter value 6 has an associated matrix.
1.3 Contributions and Outline
The goal of this thesis is to develop alignment models that are more general (i.e.
can operate on curves, images or 3D data sets) and more effective, specifically on
complex data sets. Complexities can arise in two forms:
1. Data sets that contain different groups of instances (multi-modal), such as an
image data set of digits ‘1’ and ‘7’ or a curve data set of normal and abnormal
heart signals. Typically, the correct number of groups is not known a priori.
2. Data sets that contain instances with high frequency structure. Intuitively, this
refers to data sets of cars or faces, which are arguably more “complex” than
data sets of the handwritten digit ‘0’. Formally, complexity in this case can
be defined as the average pairwise Euclidean distance between instances in the
data set if it were perfectly aligned. Note that this definition is dependent on
the class of transformations used, so our claim that a data set of cars is more
complex than a data set of the digit ‘0’ is correct under affine transformations.
6 For an NxN image one would need to use N2 matrices to represent translations alone.
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Another way to view this complexity is by comparing the variability in the
data set to the variability spanned by the transformation operator. Digits, for
example, largely contain only affine variability, while a data set of cars contains
additional variability due to inherent differences in cars as well as projective
transformations (mapping the 3D object onto a 2D image).
We propose to address the above-mentioned complexities through clustering and
unsupervised feature learning, respectively. Clustering addresses the issue of multi-
modal data sets, where instances are assigned to groups and aligned to members of
their group. Unsupervised feature learning addresses the issue of data representation
for complex data sets, by learning a representation from the ground-up that is specific
to each data set. Specifically, we propose the following contributions:
1. Adapt the congealing framework for alignment of curve data sets (Chapter 2).
This will enable to us to explore effective global parameterizations of curve
transformations that will be utilized in subsequent work. This will also give us
baseline alignment results using congealing in the curve domain to compare our
proposed models to. We evaluate our congealing adaptation on both alignment
and classification tasks using synthetic and real data sets from the UCR time
series repository. Furthermore, we explore the use of a multiple kernel learning
framework for alignment-based classification of curves.
2. Infuse congealing with effective feature representations learned using unsuper-
vised feature learning models such as convolutional restricted Boltzmann ma-
chines (Chapter 3). We show an improvement in alignment and classification
performance on complex curve and face images due to the use of these feature
representations.
3. Develop a nonparametric Bayesian joint alignment and clustering model that
can simultaneously align and cluster a data set, where the number of clus-
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ters is automatically discovered in a data-driven fashion (Chapter 4). This
model shares the benefits of congealing (i.e. nonparametric, separation of
transformation operator and optimization procedure), but can better handle
complex/multi-modal data sets. While it is possible to perform each of the
two processes (alignment and clustering) in sequence, we show that performing
them simultaneously is more beneficial given their dependencies. For example,
clustering is complicated by the fact that instances are out of alignment. We
apply this model to both curve and image data sets showing improvements in
alignment accuracy over congealing, and improvements in clustering accuracy
over KMeans, infinite mixture models [18], and affinity propagation [20]. We
also show large improvements on a challenging digits data sets to prior joint
alignment and clustering work [59].
4. Develop a flexible and modular software library for alignment, clustering and
feature learning (Chapter 5). Given the wide range of domains that benefit from
these processes, delivering an extensible software package would be beneficial to
the scientific community. This library will be released on GitHub to encourage
updates and contributions. Associated with this software library is a collections
of scripts that allow the replication of the results in this thesis.
Each of Chapters 2, 3, and 4 introduce technical concepts and prior work that is
relevant to the content of that chapter. We conclude in Chapter 6 with an analysis
of the thesis contributions and a discussion of possible directions for future work.
In summary, this thesis takes a positive step in improving the performance of joint
alignment algorithms by utilizing unsupervised feature learning and nonparametric
Bayesian clustering techniques in a sensible and effective manner. By testing these
models on several curve and image data sets and releasing open source implemen-
tations we offer an effective unsupervised data processing module that can
align, cluster, and infer an appropriate feature representation. We particu-
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larly hope to impact fields outside of computer science such as radiology and biology
where our models and code can be effective and adapt to different data sets with
minimal input from the practitioner.
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CHAPTER 2
CURVE ALIGNMENT USING CONGEALING
In this chapter we adapt the congealing framework to 1-dimensional curves 1.
We develop a parameterized set of nonlinear transformations that allow us to apply
congealing to this type of data. The result is a flexible nonparametric curve alignment
algorithm that makes limited assumptions about the data and accommodates a wide
range of continuous transformations. We present positive results on aligning synthetic
and real curve data sets and show how the byproducts of alignment (the aligned data
and transformation parameters) can dramatically improve the performance of an SVM
classifier. We conclude with a discussion on the two main drawbacks of congealing:
choice of feature representation and inability to handle multiple modes which will
motivate our two subsequent chapters. We begin, however, with an overview of the
congealing framework.
2.1 Congealing Overview
Congealing iteratively optimizes a set of transformation parameters (associated
with the data) using an information-theoretic objective function as a measure of joint
alignment. Each data point (in our case a single curve, Cn) is associated with a
transformation parameter, Vn. Congealing simultaneously searches over the space of
all the data points’ transformation parameters to find those that maximize a measure
of joint alignment. More formally, when aligning N curves, congealing searches for the
1 An earlier version of this work was published in the 2009 International Conference on Acoustics,
Speech and Signal Processing [64].
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Figure 2.1: Alignment of binary images using congealing [66]. Left: before. Right:
after.
transformation parameters {V1, . . . , VN} that maximizes a measure of the transformed
curves, S(T (C1, V1), . . . , T (CN , VN)), where T (Cn, Vn) is the transformation function
and S(C1, . . . , CN) measures the joint alignment of a set of curves.
Congealing poses three key properties that make it a powerful and flexible:
• It performs joint alignment as opposed to pairwise alignment. While pairwise
alignment has the advantage of performing a lower dimensional optimization,
joint alignment algorithms have several advantages: (1) can utilize statistics of
the entire data set, enabling them to avoid local minima, (2) do not rely on
the manual selection of an appropriate reference instance which may not even
exist, and (3) have the option to avoid the single modality assumption implicit
in pairwise alignment algorithms.
• It is a data-driven approach since its measure of similarity (i.e. its objective
function) is a measure of joint similarity of the (transformed) data.
• While a set of transformations needs to be specified, the framework itself places
no restrictions on the transformations that are allowed (or their parameteriza-
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Figure 2.2: Alignment of complex images using congealing [34]. Left: images of cars
with a red bounding box representing the canonical location, orientation, and scale.
Right: Similarly, for images of faces.
Figure 2.3: Bias removal result using congealing [50]. Left: before. Right: after.
tion). This allows congealing to be utilized to remove many forms of variability,
including brightness [50].
The freedom to use any set of transformations, transformation parameterization,
optimization procedure and similarity function makes congealing more of a framework
than a specific algorithm. Different choices of these factors have resulted in effective
algorithms for: binary images of digits [66, 93, 92], binary images of noisy Drosophila
imaginal disc [2], grayscale image patches [92], grayscale images of faces [14], complex
grayscale images of cars and faces [34, 37], bias from MRI images [50] and 3D brain
volumes [103].
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Figure 2.4: Alignment of 3D brain volumes using congealing [103]. Left: 2D slices
before alignment. Right: 2D slices after alignment.
2.2 Algorithm
In this section we address each of the congealing design choices and present what
we found to work well for joint alignment of 1-dimensional curves.
Allowable transformations. We allowed four transformations: nonlinear scal-
ing in time, linear scaling in amplitude, nonlinear scaling in amplitude and amplitude
translation. Nonlinear scaling implies that different regions of the curve are scaled by
different amounts. Linear time scaling and time translation were not included since
we assume that all the curves have the same length.2
Measure of joint alignment. We measured joint alignment using the sum
of location-wise differential entropies. Each time step’s entropy is independently
calculated, treating the set of values from all curves at each time step as samples
from a random variable with an unknown probability density function. Thus,
S(C1, . . . , CN) = −
K∑
k=1
Hˆ1(C1(k), . . . , CN(k))
where N is the number of curves, K is the length of each curve, and Hˆ1(·) is a function
that estimates the entropy of a unary random variable given samples from it. We used
2 This is a common assumption for curve alignment and can easily be relaxed in our algorithm
to allow translation and/or linear scaling in time.
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the Vasicek [91, 3] estimator, which is a nonparametric spacings estimate of entropy
that is the result of the uniformity of the probability integral transform of random
variables and the re-substitution method for nonparametric entropy estimation:
Hˆ1(x
1, . . . , xN) =
1
N
N−mN∑
n=1
ln
(
N
mN
(
x(n+mN ) − x(n))) ,
where x(1) ≤ x(2) ≤ · · · ≤ x(N) are the order statistics of the random sample,mN is the
order of the spacing (which depends on N , we set mN =
√
N in all our experiments),
and x(n+mN ) − x(n) is a spacing of order mN .
Ideally we would compute the joint entropy of the curves by treating each one as a
sample from anK-dimensional density. However, this estimation problem is infeasible
because most curve data sets have more time steps than curves. Instead, the algorithm
adds entropies at each time step, which corresponds to an implicit assumption that
the time steps are independent after alignment. It is worth reminding the reader that,
H(X1, . . . , XN) ≤
N∑
n=1
H(Xn)
where H(·) is the entropy function. Thus, by minimizing ∑Nn=1H(Xn), we are mini-
mizing the upper bound on the joint entropy H(X1, . . . , XN).
We also experimented with a sum-of-variance objective function:
S(C1, . . . , CN) = −
K∑
k=1
σˆ2mle(C1(k), . . . , CN(k)),
where σˆ2mle(·) is a function that computes the maximum likelihood estimate of the
sample variance. Such a similarity measure would be more appropriate for data sets
that are known to be unimodal, as our synthetic data sets in § 2.3.1.
Optimization procedure. We found that a variant of the conditional maxi-
mization procedure originally used to align binary digits [49] converged quickly and
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avoided local minima. In each iteration this procedure iterates over all the trans-
formation parameters for all the curves and updates their parameters by a random
amount so as to increase the joint similarity. We found that randomizing (by sampling
from a Uniform[0, ∆p] - one for each transformation parameter, p) the transformation
updates did a better job at avoiding local minima than picking pre-determined step
sizes. At the end of each iteration we update the transformation parameters such that
the mean transformation is zero. This helps regularize the parameters and ensures
that large transformations are not inflicted on the data. Furthermore, the parameters
of the Uniform distribution used to sample transformation parameters are dampened
(by multiplying by a constant, λ, that is close to 1) to slowly reduce the transforma-
tion parameter changes with each iteration. Table 2.1 contains pseudo-code for the
optimization procedure.
Transformation parameterization. One of the biggest difficulties in develop-
ing alignment algorithms is in parameterizing the transformations. Some parame-
terizations are simple, such as those for linear scaling and translations, but others,
such as those for nonlinear time scaling, are more challenging. Therefore, several
algorithms, including dynamic time warping, do not parameterize nonlinear scaling
in time, and attempt to search all possible monotonic scaling functions. Other ap-
proaches exclude nonlinear scalings (e.g. [22]) or take a local approach to alignment
(e.g. [58]) which can arbitrarily warp the curves. These approaches miss the benefits
of good parameterizations, including low dimensionality, high modeling capacity and
efficient computation.
Our algorithm allows changes in amplitude of the form y(t) ≈ αg(t′)x(t′) + β,
where x(t) is the original curve, y(t) is the transformed curve, t′ = h(t) represents the
monotonic (time) warping function, g(t) represents the nonlinear amplitude warping
function, α represents the linear amplitude scaling parameter, β represents the ampli-
tude translation parameter, and the ≈ is due to bilinear interpolation. Transforma-
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Algorithm: Curve alignment
Input: N curves: C1, . . . , CN , transformation: T (C, V ), similarity: S(C1, . . . , CN )
Parameter: maximum step size: ∆p > 0, step size scaling factor: 0 < λ ≤ 1
Output: N aligned curves: C ′1, . . . , C ′N , N parameter vectors of length P : V1, . . . , VN
Initialize parameter vectors, ∀1≤n≤N Vn = 0P
Initialize transformed curves, ∀1≤n≤N C ′n = Cn
Initialize joint similarity, H = S(C ′1, . . . , C ′N )
Until convergence {
for n = 1 to N { iterate over curves
Vˆn = Vn
for p = 1 to P { iterate over parameters
δ = rand(0,∆p) sample from Unif(0,∆p)
Vtmp = Vn
Vtmp(p) = Vtmp(p) + δ update parameter
C ′tmp = T (Cn, Vtmp) transform curve
Htmp = S(C ′tmp, C ′1, . . . , C ′n−1, C ′n+1, . . . , C ′N ) compute joint similarity
if Htmp > H
Vˆn(p) = Vtmp(p) save new parameter
else { try other direction
Vtmp(p) = Vtmp(p)− 2δ
C ′tmp = T (Cn, Vtmp)
Htmp = S(C ′tmp, C ′1, . . . , C ′n−1, C ′n+1, . . . , C ′N )
if Htmp > H
Vˆn(p) = Vtmp(p)
}
} loop over parameters
} loop over curves
∆ = λ∆ reduce maximum step size
∀1≤n≤N Vn = Vˆn retrieve saved parameters
∀1≤p≤P µ(p) = mean(V1(p), . . . , VN (p)) compute mean param
∀1≤n≤N Vn = Vn − µ set mean param to 0
∀1≤n≤N C ′n = T (Cn, Vn) transform curves
H = S(C ′1, . . . , C ′N ) compute joint similarity
} convergence loop
return {C ′1, . . . , C ′N} and {V1, . . . , VN}
Table 2.1: Pseudo-code for our stochastic curve congealing algorithm.
16
tions are applied in the following order: nonlinear time warping, nonlinear amplitude
warping, linear amplitude warping, and amplitude translation.
There are several ways to parameterize h(t) (e.g. [87]). We found that Ramsay’s
method [76] using a Fourier basis (as opposed to the recommended b-splines) was
the most efficient and compact — only 4 basis functions were needed. Ramsay’s
method is based on the realization that strictly monotonically increasing functions
(with smooth first derivatives), h(t), are a family of functions defined by the following
differential equation,
∂2h
∂t
= w
∂h
∂t
where w(t) is an unconstrained coefficient function. The above differential equation,
subject to the constraints h(0) = 0 and h(1) = 1, has the following solution,
h(t) =
1
Z
∫ t
0
[
exp
(∫ t
0
w(t) dt
)]
dt,
where Z is the normalizing constant,
Z =
∫ 1
0
[
exp
(∫ 1
0
w(t) dt
)]
dt.
This allows us to estimate an unconstrained coefficient function w(t) and then use
the above mapping to obtain the warping function, h(t). w(t) represents the relative
curvature at each point, t. In the same way that we use exp(·) to enforce positivity,
the above mapping allows us to enforce monotonicity.
For w(t) and g(t), which are both unconstrained warping functions (the former for
nonlinear time and the latter for nonlinear amplitude), we used a linear combination
of sine and cosine functions at varying frequencies to parameterize the coefficient
function. Thus,
w(t) =
|f |∑
k=1
ωk sin(2pifkt) + ωk+|f | cos(2pifkt)
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where f is a vector of frequencies, and the weights (ω1, . . . , ω2|f |), are the parame-
ters for nonlinear time scaling. Similarly for g(t), but with a different frequencies.
We found that using only two frequencies, (1
2
, 1), for w(t) and seven frequencies,
(1
4
, 1
2
, 1, 3
2
, 2, 5
2
, 3), for g(t) provided sufficient modeling capacity.
Summary. These design choices resulted in an efficient and flexible algorithm
for the joint alignment of curve data. It employs a search procedure that makes no
assumptions about the form of the curves and only weak assumptions about the struc-
ture of transformations. Furthermore, each curve’s transformation is parameterized
by only 20 parameters (4 for nonlinear time, 14 for nonlinear amplitude, 1 for linear
amplitude and 1 for amplitude translation).
2.3 Experimental Results
As initially highlighted in § 1.1, it is difficult to quantitatively evaluate the per-
formance of alignment algorithms and qualitative evaluations are most meaningful if
they are performed by an expert who understands the nature of the data set. In prac-
tice, the quality of alignment depends on the application. For example, measuring the
sum of squared differences could be misleading because a collection of curves can al-
ways be trivially aligned — by setting them all to zero, for example — and even many
non-trivial “perfect” alignments might be removing useful information. Therefore, we
performed a series of alignment and classification experiments on synthetic and real
data sets from the UCR time series repository [44] 3 to evaluate our algorithm. Using
classification performance to measure alignment quality allows us to determine if the
algorithm is providing a tangible benefit. It also allows us evaluate the benefits of
joint alignment compared to pairwise alignment.
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Figure 2.5: The five original curves used to generate the 75 synthetic data sets.
2.3.1 Evaluation using Synthetic Data Sets
The purpose of the first series of experiments was to evaluate the effectiveness
of the algorithm’s parameterization and search technique using synthetic data sets.
We selected four curves from the UCR time series repository and 1 curve from the
Total Ion Count data set [58] (see Figure 2.5). For each curve we created 15 syn-
thetic data sets using 5 transformation groups and 3 levels of difficulty giving us a
total of 75 data sets.4 The 5 transformation groups included: only nonlinear time
scaling, only linear amplitude scaling, only nonlinear amplitude scaling, only ampli-
tude translation, and all four simultaneously. Each data set was created by randomly
transforming the original curve 50 times. These data sets allow us to study each
transformation independently, and provide us with the alignment ground-truth (the
original curve used to generate the data set). We aligned each of the 75 data sets
with our algorithm using the variance objective function where for each data set we
only used that transformations that created it. This allowed us to more accurately
assess our transformation parameterization given that the data sets are unimodal.
After alignment, we computed the average sum of squared (Euclidean) distance
across all pairs of curves. A histogram of these scores across all 75 data sets is shown
in Figure 2.10. Figures 2.6, 2.7, 2.8,and 2.9 show alignment results on data sets
3 http://www.cs.ucr.edu/~eamonn/time_series_data/
4 Note that these synthetic data sets are different from those used in our prior work [64]. Here, we
tried 5 different transformation groups instead of just 3 and used 3 difficulty scales (Easy, Medium,
and Hard) instead of 5. Overall, the data sets used in this thesis are more challenging.
19
Figure 2.6: Alignment results on two synthetic data sets. Original curves are in
the first column (blue) and aligned curves are in the second column (red). The
black curve in each plot is the mean curve. Top row: Synthetic data set generated
with amplitude translation. Bottom row: Synthetic data set generated with linear
scaling. For both data sets, the curves were perfectly aligned and are hidden behind
the mean curve.
with a difficulty level of 3 (most difficult). Overall, we found that for the majority
of the data sets, our algorithm converged to a solution that is near the ground-
truth. Specifically, data sets generated with linear amplitude scaling and amplitude
translation were almost always perfectly aligned. There were a few data sets (less
than 10%) generated with the three other transformation groups where the algorithm
got trapped in local minima. Overall, this suggest that our algorithm has the capacity
to align curve data corrupted by large transformations while avoiding local minima.
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Figure 2.7: Alignment results on synthetic data sets generated with nonlinear time
warping. Original curves are in the first column (blue) and aligned curves are in the
second column (red). The black curve in each plot is the mean curve. The last row
contains the worst alignment result for this transformation group.
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Figure 2.8: Alignment results on synthetic data sets generated with nonlinear ampli-
tude warping. Original curves are in the first column (blue) and aligned curves are
in the second column (red). The black curve in each plot is the mean curve. The last
row contains the worst alignment result for this transformation group.
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Figure 2.9: Alignment results on synthetic data sets generated with all four transfor-
mations. Original curves are in the first column (blue) and aligned curves are in the
second column (red). The black curve in each plot is the mean curve. The last row
contains the worst alignment result for this transformation group.
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Figure 2.10: Histogram of the alignment scores across all 75 synthetic data sets. The
alignment score is the average pairwise Euclidean distance between the aligned curves.
2.3.2 Evaluation using Real Data Sets
In this section we present results for our curve congealing algorithm on real data
sets. We also compare the entropy and variance objective functions.
One of the benefits of using the entropy objective function is that it has a tendency
to preserve modes in the data set, unlike variance which will guide the alignment
so that all the aligned curves are most similar to each other. To highlight these
differences we ran our algorithm using both objective functions on the Total Ion
Count data used by CPM [58]. As Figure 2.11 illustrates, alignment with entropy
did a better job at preserving the different “groups” in the data set (for example,
the black and purple colored curves have amplitudes around the first bump that are
different from the rest of the data set). Using the variance objective function, all the
curves were aligned to each other compactly, generating an output similar to CPM
despite having many fewer parameters and completing in a fraction of the running
time. We also present alignment results on three additional data sets from the UCR
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Figure 2.11: Alignment of the Total Ion Count data set [58] using congealing. Top:
original. Bottom-left: aligned with variance. Bottom-right: aligned with entropy.
time series repository. Figure 2.12 shows an alignment (with entropy) on the ECG200
data set, Figures 2.13 and 2.14 shows alignments (with variance) on the Gun_Point
and FaceFour data sets.
2.3.3 Improving Classification with Unsupervised Alignment
Given that the purpose of alignment is to eliminate undesirable variation, the
performance of an alignment algorithm can be assessed by investigating whether it
improves the performance of a classifier [34]. Often, bringing curves into correspon-
dence simplifies the classification problem and improves a classifier’s performance [99].
Classification based on unsupervised alignment involves aligning the train and test
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Figure 2.12: Alignment of the ECG200 data set (both classes) using congealing with
entropy. Left: original curves before alignment, color-coded by class. Right: aligned
curves, also color-coded by class. The black curve in each plot represents the mean
curve.
curves from all the classes simultaneously, without knowing the class label for each
curve, and then performing classification. We evaluated how alignment improves the
performance of a linear support vector machine (SVM) classifier on thirteen data sets
from the UCR time series repository (which have pre-defined train and test splits).
Alignment factors an original data set into an aligned data set and corresponding
transformation parameters. We experimented with two methods for incorporating
the aligned data set and transformation parameters into an SVM classifier:
1. Simple concatenation. In this set-up, we simply concatenated the original curve,
the aligned curve and the transformation parameters into a single vector used
to represent each curve. The length of this representation is 2 · L+ P where L
is the length of the curve and P is the number of transformation parameters.
2. Multiple kernel learning [25]. In this set-up, we first learned separate (linear)
kernels for each of the original data, aligned data, and transformation parame-
ters and then combined these (base) kernels non-linearly [13].
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Figure 2.13: Alignment of the GunPoint data set (both classes) using congealing
with variance. Left: original curves before alignment, color-coded by class. Right:
aligned curves, also color-coded by class. The black curve in each plot represents the
mean curve.
We also experimented with two transformation groups (nonlinear time scaling and
all the transformations) to evaluate the benefit of utilizing all the transformations.
When using all the transformations, we experimented with both the Vasicek entropy
and variance objective functions. In addition to these 6 experimental settings, we also
present results for two baselines: classification using the original curves alone, and
classification using dynamic time warping. The former baseline allows us to evaluate
the effect of our alignment algorithm on a linear SVM classifier, while the latter
allows us to evaluate the benefit of joint alignment (our work) to pairwise alignment
(dynamic time warping).
The next two subsections offer brief overviews of dynamic time warping (one of the
baselines) and nonlinear combinations of kernels (one of the combination techniques).
A reader familiar with these two topics may continue on to experimental results in
§ 2.3.3.3.
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Figure 2.14: Alignment of the FaceFour data set (four classes) using congealing with
variance. The top row displays the curves from all four classes before (left, blue)
and after (right, red). The middle and bottom rows contain the curves in each of
the four classes after alignment. The black curve in each plot represents the mean
curve.
28
2.3.3.1 Interlude: Dynamic Time Warping
Dynamic time warping (DTW) is a procedure for aligning two sequences. It was
initially used to align speech utterances [94], but has since been well studied [85, 69,
68, 80], adapted to a variety of other domains [1, 81, 99, 102] and scaled to handle
large data sets [84, 75]. In many application areas, DTW has been shown to be very
effective. For example, one of the most accurate techniques for curve classification is
a nearest neighbor classifier using DTW distances [99].
DTW takes as input two sequences and finds a monotonic mapping between the
elements of the sequences that minimizes their Euclidean distance. More formally,
given two sequences f(t) and g(t), DTW searches for the best monotonic function
h(t) such that the Euclidean distance between f(t) and g(h(t)) is minimum (f(t) and
g(t) are exchangeable since there is no ordering on the input sequences). This can be
solved using dynamic programming.
Consider the distance matrix D, where element (i, j) is (f(i)− g(j))2. Any mono-
tonic path in this matrix starting at the bottom-left (1, 1) cell and ending at the
top-right (N,N) cell (assuming both f(t) and g(t) are of length N , although this is
not necessary) is a valid mapping between the two sequences and the sum of all the cell
entries along this path represents the Euclidean distance between the two sequences
under this mapping. DTW searches for the monotonic path through this matrix that
has minimum total weight. This can be solved with dynamic programming using the
following recurrence relation:
E(i, j) = min{E(i− 1, j), E(i, j − 1), E(i− 1, j − 1)}+D(i, j)
where E(N,N) is the minimum Euclidean distance.
Solving the above recurrence relation computes an unconstrained warping function
(represented by the monotonic path through the matrix) that maps the two sequences
to each other. It is straightforward to add constraints to the warping function by
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limiting the search window within the distance matrix. Such constraints play the
role of regularization that prevents excessive warping which may be undesirable for
some data sets. Using such constraints can significantly improve the performance of
a nearest neighbor classifier with DTW distances on a variety of curve data sets. 5
2.3.3.2 Interlude: Multiple Kernel Learning
Kernel methods for both supervised and unsupervised learning rely on the exis-
tence of a valid (positive definite) kernel function between two instances [32]. The
choice of a kernel function is imperative to the success of the learning algorithm.
Ultimately, the choice of a kernel function is left up to the user, which can be a
daunting task that involves a lot of experimentation. A more appealing alternative
is for the user to provide a set or family of possible kernel functions (typically called
base kernels) and a labelled data set. Then the choice of the kernel function can be
determined automatically, either by selecting the most appropriate function from the
set or learning a new kernel that is a linear or non-linear combination of the base
kernels. A variety of algorithms exist for kernel learning, many of which are nicely
summarized by Gonen and Ethem [25].
Multiple kernel learning can also be used as a principled framework for combining
different sources of information, such as global and local image features [57]. The pro-
cess of alignment described in this chapter factors an input data set into an aligned
version alongside transformation parameters. In our classification setting, we experi-
mented with treating each of these three views as independent sources of information
and used multiple kernel learning to combine them. The main advantage of this
set-up is that it allows use to potentially utilize different kernel functions for each of
these three sources (we expand on this in Chapter 6) and then combine them in a
5 http://www.cs.ucr.edu/~eamonn/time_series_data/
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principled manner. For all the experiments in this chapter, we utilized the non-linear
combination method described by Cortes et al . [13].
2.3.3.3 Experimental Results
Table 2.2 presents the classification performance of our 6 experimental settings as
well as the two baselines. Figure 2.15 contains two scatter plots that compare the
classification performance of our best alignment result to both baselines. Examining
these results enable us to perform analyses across different dimensions:
1 2 3 4 5 6 7 8 9
Alignment None DTW Joint (with Congealing)
Objective Entropy Var. Entropy Var.
Trans. Time All Time All
Grouping Concatenation Multiple Kernel Learning
Coffee 96.43 82.10 92.86 100.00 100.00 89.29 100.00 100.00
Beef 83.33 50.00 73.33 70.00 80.00 70.00 60.00 80.00
OliveOil 86.67 86.70 86.67 86.67 86.67 83.33 86.67 86.67
FaceFour 88.64 83.00 93.18 97.73 93.18 90.91 97.73 93.18
Lighting2 68.85 86.90 70.49 72.13 68.85 75.41 75.41 72.13
Lighting7 69.86 72.70 68.49 65.75 69.86 65.75 67.12 71.23
ECG200 81.00 77.00 79.00 83.00 84.00 85.00 85.00 82.00
Trace 82.00 100.00 91.00 89.00 92.00 90.00 89.00 93.00
Gun_Point 90.67 90.70 92.00 93.33 99.33 94.67 96.67 98.00
FISH 85.14 83.30 93.14 91.43 94.29 94.86 90.86 94.86
OSULeaf 43.39 59.10 46.28 41.74 50.83 53.31 50.00 54.13
synth. ctrl. 92.33 99.30 94.00 98.00 96.67 95.33 97.00 95.67
CBF 87.78 99.70 94.00 98.78 97.22 93.56 98.67 94.44
Mean 81.24 82.35 82.65 83.66 85.61 83.19 84.16 85.79
Table 2.2: Curve classification using a linear SVM. The first column contains the
name of the UCR data set (one per row) and the remaining eight columns contain the
classification performance using different techniques. Column 2: direct classification
using a linear SVM classifier, without alignment. Column 3: classification using
dynamic time warping (DTW). Columns 4 - 9: classification based on joint alignment.
We experimented with 6 different settings which are indicated by the three rows
labeled “Objective” (entropy vs. variance), “Trans.” (all transformations vs. nonlinear
time scaling), and “Grouping” (simple concatenation vs. multiple kernel learning).
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• Without alignment vs. With Joint Alignment. Unsupervised joint align-
ment always improves the performance of a linear SVM, on average. The im-
provements of the different experimental settings range from +1.41% (column
4) to +4.55% (column 9), averaged across the 13 data sets.
• Single transformation vs. All transformations. Adding more transforma-
tions is beneficial. Aligning with all the transformation groups (nonlinear time
scaling, nonlinear amplitude scaling, linear amplitude scaling, and amplitude)
performs better, on average, than aligning with only nonlinear time scaling
for both the concatenation and MKL groupings (column 5 vs. column 4, and
column 8 vs. column 7).
• Entropy vs. Variance. Variance performs better than entropy when aligning
with all the transformation groups for both the concatenation and MKL settings
(column 6 vs. column 5, and column 9 vs column 8).
• Joint Alignment vs. Pairwise alignment. Joint alignment (columns 4 - 9)
always performs better, on average, than pairwise alignment with DTW (column
3). The best joint alignment result (column 9) improves upon DTW (column 2)
more than DTW improves upon the baseline (column 1), see Figure 2.15 (right).
The reason behind this is that through joint alignment we can utilize both the
aligned data and transformation parameters. For data sets where alignment
removes the discriminability of the classes, our techniques have the advantage
of being able to incorporate the transformation parameters which are crucial
for these data sets. Furthermore, joint alignment provides a natural mechanism
for regularizing the transformations since they utilize the statistics of the entire
data set. Pairwise alignment techniques, such as DTW, typically miss out on
such a global view.
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Figure 2.15: Classification scatter plots comparing two techniques. Left: Compares
our best result (all transformations + variance + MKL) to the linear SVM baseline
(no alignment). Right: Compares our best result (all transformations + variance +
MKL) to dynamic time warping (DTW).
• Single kernel vs. Multiple kernels. Concatenation works surprisingly well,
and MKL adds a moderate improvement. A positive characteristic of the best
MKL setting (column 9) is that the classification accuracy on 12 of the 13 data
sets was always at least as high as with just the original data (column 2), see
Figure 2.15 (left). Many of the improvements are significant. For example on 6
of the 13 data sets, the improvement was 4.5%− 11%. One key advantage of a
MKL framework not utilized here is the ability to learn a kernel specific to the
transformation parameters as opposed to a generic kernel such as a polynomial
or radial basis function. Typically incorporating kernels that are tuned to the
specific transformation parameters can outperform such generic kernels [65].
Overall these results not only support and highlight the effectiveness of our align-
ment algorithm, but also emphasize the utility of joint alignment as a mechanism for
generating alternative views of a data set that can aid in classification. It is important
to state that the same set of parameters for congealing was used for all thirteen data
sets and no data set-specific changes or tuning was performed. This showcases the
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1 2 3 4 5 6
Alignment None DTW Joint (with Congealing)
Objective Entropy Variance
Transformations Time All
Grouping Concatenation
Coffee 89.29 82.10 92.86 100.00 100.00
Beef 80.00 50.00 70.00 66.67 83.33
OliveOil 83.33 86.70 83.33 86.67 86.67
FaceFour 85.23 83.00 90.91 97.73 93.18
Lighting2 75.41 86.90 75.41 73.77 73.77
Lighting7 71.23 72.70 64.38 67.12 71.23
ECG200 86.00 77.00 84.00 85.00 86.00
Trace 82.00 100.00 91.00 89.00 93.00
Gun_Point 94.00 90.70 94.67 96.00 99.33
FISH 85.71 83.30 94.29 90.86 95.43
OSULeaf 56.61 59.10 54.13 52.07 54.13
synth. ctrl. 95.67 99.30 95.00 97.33 96.00
CBF 87.67 99.70 93.33 99.00 97.56
Mean 82.47 82.35 83.33 84.71 86.89
Table 2.3: Curve classification using a second-degree polynomial SVM. The first col-
umn contains the name of the UCR data set (one per row) and the remaining five
columns contain the classification performance using different techniques. Column 2:
direct classification using a second-degree polynomial SVM classifier, without align-
ment. Column 3: classification using dynamic time warping (here, we include results
reported on the UCR time series repository webpage). Columns 4 - 6: classification
based on joint alignment. We experimented with 3 different settings which are in-
dicated by the three rows labeled “Objective” (entropy vs. variance), “Trans.” (all
transformations vs nonlinear time scaling), and “Grouping” (simple concatenation).
generality of our alignment algorithm and its applicability to a wide range of eclectic
data sets out-of-the-box.
We conclude our experimental section by exploring the effect on classification
performance by moving from a simple linear kernel to a second-degree polynomial
kernel. Specifically we investigate if the advantages provided by joint alignment for
the linear kernel carry over to more complex kernels. Table 2.3 and Figure 2.16 present
classification results using a second-degree polynomial kernel settings similar to the
linear kernel. What these results highlight is that the trend we noticed for a linear
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Figure 2.16: Classification scatter plots comparing two techniques. Left: Compares
our best polynomial SVM result (all transformations + variance) to the polynomial
SVM baseline (no alignment). Right: Compares our best polynomial SVM result
(all transformations + variance) to our best linear SVM concatenation result (all
transformation + variance).
kernel persists for a second-degree polynomial kernel, namely that joint alignment is
beneficial, adding more transformations improves performance, and alignment with
variance outperforms alignment with entropy.
2.4 Discussion and Drawbacks
We presented an efficient joint alignment algorithm for curve data, which demon-
strated the utility of an efficient parameterization for nonlinear transformations. We
tested our algorithm on a wide range of complex curve data sets and in almost all the
cases it improved the correspondence across the curves and improved the performance
of a classifier on those data sets. Compared to existing algorithms, it makes fewer
assumptions about the distribution of the curves and the transformations, making it
more widely applicable.
We’d like to highlight two key issues observed with our algorithm and the con-
gealing framework in general. This will will serve as motivation for our subsequent
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Figure 2.17: Effect of congealing a multi-modal data set of 1’s and 7’s. The first
row contains the mean images of the original data set, the second row contains the
mean images after congealing the entire data set, and the third row shows the mean
images after congealing each of the digit classes separately.
work in Chapters 3 and 4. The two issues are that of feature representation and
co-alignment due to the independence assumption in the objective function:
• Feature representation. In this chapter we only utilized the raw represen-
tation of curves and did not compute any higher-order features. The issue of
representation and feature selection arises with each new data set and mode (e.g.
faces, cars, and curves). Consequently it would be convenient if a representation
could be automatically learned using the statistics of the data set.
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• Co-alignment. One of the advantages highlighted for the entropy objective
function in Figure 2.11 is its ability to preserve modes. However, an issue arises
due to the independence assumption (temporally for curves and spatially for
images) that results in co-alignment. Co-alignment occurs when two different
groups (or clusters) of instances are partially aligned to each other. For example
in Figure 2.11 if the black and purple curves are in fact a separate cluster, then
it would be preferable if these two curves were aligned to each other without
influence from the rest of the data set. Such a behavior might be achieved
if we utilized a full joint density estimate for our entropy computation, but
our independence assumption forces the middle segment of the curves to be
aligned to each other despite other parts of the curves kept separate. To better
understand the effect of co-alignment, consider congealing a data set of binary
images containing the handwritten digits ‘1’ and ‘7’ (Figure 2.17). Notice that
when the two digit classes are congealed together, the images of the digit ‘7’
are transformed to align with the images of the digit ‘1’.
In the subsequent two chapters we address each of these issues. More specifically,
in Chapter 3, we experiment with convolutional restricted Boltzmann machines [54]
as a framework for unsupervised feature learning for improving congealing. We show
improvements in congealing both curves and complex images of faces using the exact
same feature learning framework. In Chapter 4, we consider the task of joint align-
ment and clustering as a mechanism for explicitly grouping items and avoiding the
the bias introduced due to the independence assumption. The use of nonparamet-
ric Bayesian priors will allow us to maintain a nonparametric approach and discover
the number of groups in a data-driven fashion. We show improvements in align-
ment and clustering quality over alignment-only (e.g. congealing), clustering-only
(e.g. KMeans, affinity propagation [20], infinite mixture models [18]), and previous
simultaneous alignment and clustering algorithms [21, 59].
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CHAPTER 3
INCORPORATING FEATURE LEARNING
In this chapter we improve upon the congealing framework by using a high-order
representation of the data to guide alignment. Specifically, when aligning (and classi-
fying) the curves in the previous chapter, only the raw representation of the data was
considered. We explore the benefits of incorporating a more robust feature represen-
tation and evaluate how it improves alignment and classification performance. We
provide experimental results highlighting the utility of the convolutional restricted
Boltzmann machine (CRBM) representation for the alignment of both curve and
image data sets (separately). 1
This issue of feature selection arises with every new data set. For example, in
the subsequent chapter on alignment and clustering (Chapter 4), we had to alter the
feature representation as we moved from a two-class digit data set of ‘4’ and ‘9’ to
the full 10-class digit data set (specifically, moving from a raw pixel representation
to a histogram of oriented gradients [15] representation). Furthermore, we found this
histogram of oriented gradient representation ineffective on a data set of face images
from the LFW database [36, 38] requiring us to experiment with alternate feature rep-
resentations. Similarly, when extending the congealing algorithm from binary images
of digits to complex images of cars and faces [34], the raw pixel representation was
no longer sufficient and a higher-order representation based on clustering SIFT [61]
features was needed for some success.
1 Using CRBM’s for improving congealing on images of faces was first published in the 2012
Neural Information Processing Systems conference [37] and later expanded [33]. This thesis focuses
on using CRBMs for curve data following our work in Chapter 2.
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In theory, there are many viable feature representations such as Fourier basis,
wavelets, and principal components analysis. In this thesis we explore the use of
features automatically learned using unsupervised feature learning algorithms. Three
reasons guided this decision:
1. Many unsupervised feature learning frameworks are applicable to data sets of
any dimensionality, such as 1-dimensional curves, 2-dimensional images, and
3-dimensional volumes.
2. They have received a resurge of interest from the machine learning community
and have been effective in a variety of tasks including computer vision tasks [101,
54, 100, 40, 35], audio recognition [55], natural language processing [11], and
information retrieval [83].
3. Since the issue of feature selection arises with every new data set, it would be
convenient and effective if a representation could be learned automatically using
the statistics of the points in the data set. Unsupervised feature learning is an
effective framework for doing so.
We specifically experimented with convolutional restricted Boltzmann machines
(CRBM) 2 given their positive performance on image classification tasks [54]. Fur-
thermore, in a CRBM model, filters are convolved with the input which provides
features that are temporally (or spatially) anchored which is beneficial for alignment.
In the next section we briefly overview restricted Boltzmann machines (RBM) and
CRBMs. For a full treatment on unsupervised feature learning and deep architectures
we refer the reader to several great tutorials [4, 19] and theses [10].
2 In this thesis, when referring to a convolutional RBM (CRBM) we are referring to the max-
pooling CRBM model [54].
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3.1 Background: Convolutional RBM
A CRBM is a variant of an RBM which in turn is a special kind of Boltzmann ma-
chine (BM). A BM, which can be regarded as a Markov random field, is an undirected
network of random variables that can be observed (visible) or unobserved (hidden).
An RBM adds the restriction that the graph is bipartite with pairwise connections
only between a hidden node and a visible node (i.e. no visible-visible or hidden-hidden
connections). Furthermore, an RBM typically contains dense connections between the
visible and hidden layers (see Figure 3.1). The hidden units are typically binary and
the visible units can be either binary of Gaussian. The energy function for an RBM
with N binary hidden units and M Gaussian visible units is:
E(v,h) = −
N∑
n=1
M∑
m=1
wnmhn
vm
σm
−
N∑
n=1
bnhn +
M∑
m=1
(vm − cm)2
2σ2m
.
Each visible unit has a Gaussian noise standard deviation, σm, and a bias, cm. Each
hidden unit also has a bias, bn. The pairwise connections between the hidden and
visible layers are represented by an N ×M weight matrix W .
In the CRBM, rather than having a single hidden layer, we have multiple hidden
layers organized into groups, with a key difference (compared to an RBM): rather
than fully connecting the hidden layer and visible layer, the weights between the
hidden units and visible units are local and shared among all the hidden units in each
group (see Figure 3.1). The CRBM captures the intuition that if a certain feature
(or pattern) is useful in some locations, then the same feature can also be useful in
other locations. The CRBM has three sets of parameters: convolution filter weights
between the hidden nodes and the visible nodes (one per group); hidden biases bk ∈ <
that are shared among hidden nodes (one per group); and visible bias c ∈ < that is
shared among all the visible nodes.
To make CRBMs more scalable, Lee et al . [54] developed probabilistic max-pooling,
a technique for incorporating local translation invariance while allowing probabilistic
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Figure 3.1: Boltzmann machines. Left: Standard RBM with 7 visible units and
4 hidden units. The graph is bipartite with dense (undirected) connections from
every visible unit to every hidden unit. Each hidden unit is given a unique color
that matches the color of its connections to the visible layer. Each edge between a
hidden unit, hi, and visible unit, vj, has its own weight, wij. In this example, the
weight matrix, W , is 4 × 7. Right: Max-pooling convolutional RBM also with 7
visible units and a single group (1 hidden layer consisting of 4 hidden units, and 2
pooling units). The superscript 1 for both the hidden and pooling nodes is to make
explicit that they belong to the first group (the only group in this example). Again,
each hidden unit is given a unique color that matches the color of its connections to
the visible layer. However, unlike an RBM, each hidden unit is connected to con-
tiguous (local) subset of the visible units and the weights of those connections are
shared across all the hidden units. In this example, the following sets of connec-
tions share the same weight (the superscript is removed to make the notation less
cumbersome): {(h1, v1), (h2, v2), (h3, v3), (h4, v4)}, {(h1, v2), (h2, v3), (h3, v4), (h4, v5)},
{(h1, v3), (h2, v4), (h3, v5), (h4, v6)}, {(h1, v4), (h2, v5), (h3, v6), (h4, v7)}. Thus, this
CRBM is defined by 4 pairwise weights. Each additional group would have its own
set of weights and would contribute an additional 4 parameters. Thus the weight
matrix for a CRBM is NH × K where NH is the length of the filters (number of
visible units that each hidden unit is connected to) and K is the number of groups.
In this example, NH = 4 and K = 1.
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inference (such as bottom-up and top-down inference). Max-pooling refers to opera-
tions where a local neighborhood of feature detection outputs is shrunk to a pooling
node by computing the maximum of the local neighbors. Max-pooling makes the
feature representation more invariant to local translations in the input data, and has
been shown to be useful in computer vision [54, 40, 8, 27]. The energy function of
the probabilistic max-pooling CRBM is defined as follows:
E(v,h) = −
K∑
k=1
NH∑
i,j=1
hkij(W˜
k ∗ v)ij +
NV∑
r,s=1
1
2
v2rs −
K∑
k=1
bk
NH∑
i,j=1
hkij − c
NV∑
r,s=1
vrs
s.t.
∑
(i,j)∈Bα
hkij ≤ 1, ∀k, α
Here, W˜ k refers to flipping the original filter W k in both upside-down and left-
right directions, and ∗ denotes convolution. Bα refers to a block of locally neigh-
boring hidden units (i.e., pooling region) hki,j that are pooled to a pooling node pkα.
The CRBM can be trained by approximately maximizing the log-likelihood of the
unlabeled data via contrastive divergence [30], which has been successfully applied in
optimizing many undirected graphical models that have intractable partition func-
tions [82, 97, 31].
Since the model is highly over-complete, it is necessary to regularize [73, 79] it to
prevent it from learning trivial or uninteresting feature representations. Specifically, it
is typical to train the CRBM with a sparsity penalty term added to the log-likelihood
objective to encourage each hidden unit group to have a mean activation close to a
small constant. This can be implemented this with the following simple update rule
(following each contrastive divergence update):
∆bk ∝ p− 1
N2H
∑
i,j
P (hkij = 1|v), (3.1)
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where p is a target sparsity. The learning rate for the sparsity updates is chosen
to make the hidden group’s average activation (over the entire training set) close
to the target sparsity, while allowing variations of activations depending on specific
inputs. Table 3.1 overviews the steps for learning a CRBM; for details on learning
and inference see [54, 53].
One of the attributes of CRBMs (similar to RBMs) is the ability to stack them
where the pooling layer activation of one CRBM can be used as input to further
train the next layer CRBM. In such a layered network (called a convolutional deep
belief network, CDBN), each layer encodes statistical dependencies in the units in
the layer below. CDBNs and related unsupervised learning algorithms such as auto-
encoders [5] and sparse coding [73, 52] have been used to learn higher-level feature
representations from unlabeled data, where different layers of the architecture capture
information about the data at different scales.
3.2 Congealing with CRBMs
In the deep congealing algorithm [37, 33], a feature representation is first learned by
training a CRBM (or CDBN) using the original data. Then the congealing algorithm
is used to iteratively transform each instance to reduce the total entropy over the
outputs of the CRBM (or CDBN) applied to all the data. We discuss the two steps
of feature learning and alignment in more detail in the following subsections.
3.2.1 Feature Learning
Congealings optimization is based on conditional maximization which takes small
steps in (transformation) parameter space to reduce its entropy (or variance) objec-
tive function. Consequently, a smooth optimization landscape is needed to escape
local optima and converge to a reasonable alignment. Unfortunately, there is no
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Algorithm: Learning convolutional RBM
Input: M curves of length NV , vM×NV
Input: # of filters (or groups), K
Input: filter size, NW
Input: pooling factor, C
Input: # of learning iterations, J
Input: # of samples per iteration, S
Output: K filter weights, WK×NW
Output: K hidden unit biases, bK×1
Output: visible unit bias, c1×1
[W, b, c] = initParams(v, K,NW , C) initialize parameters
for j = 1 to J { main learning loop
for s = 1 to S { visible layer samples
v = sample(v) sample visible layer
[W, b, c] = contrastiveDivergenceUpdate(v,W, b, c)
}
if j%20 == 0 {
[W, b] = reorderFilters(v,W, b, c,NW , S) topological reordering
}
}
return W, b, c
Table 3.1: Top-level pseudo-code for learning a convolutional RBM.
topology on the filters produced using a standard learning of a CRBM which may be
problematic for congealing.
Therefore, we would like to learn filters with a linear topological ordering, such
that when a particular pooling unit pkα at location α and associated with filter k is
activated, the pooling units at the same location, associated with nearby filters, i.e.,
pk
′
α for k′ close to k, will also have partial activation. To learn a topology on the
learned filters, we add the following group sparsity penalty to the learning objective
function:
Lsparsity = λ
∑
k,α
√∑
k′
ωk′−k(pkα)2
where ωd is a Gaussian weighting, ωd ∝ exp(− d22σ2 ).
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Let the term array be used to refer to the set of pooling units associated with a
particular filter, i.e., pkα for all locations α. This regularization penalty is a sum (L1
norm) of L2 norms, each of which is a Gaussian weighting, centered at a particular
array, of the pooling units across each array at a specific location. In practice, rather
than weighting every array in each summand, we use a fixed kernel covering five
consecutive filters, i.e., ωd = 0 for |d| > 2.
The rationale behind such a regularization term is that, unlike an L2 norm, an
L1 norm encourages sparsity. This sum of L2 norms thus encourages sparsity at the
group level, where a group is a set of Gaussian weighted activations centered at a
particular array. Therefore, if two filters are similar and tend to both activate for the
same visible data, a smaller penalty will be incurred if these filters are nearby in the
topological ordering, as this will lead to a more sparse representation at the group L2
level. To account for this penalty term, we augment the learning algorithm by taking
a step in the negative derivative with respect to the CRBM weights. We define α(i, j)
as the pooling location associated with position (i, j), and J as
Jk,k
′
ij =
1√∑
k′′ ωk′′−k′(p
k′′
α(i,j))
2
pkα(i,j)(1− pkα(i,j))hkij.
We can write the full gradient as
∇WkLsparsity = λ
∑
k′
ωk−k′(v ∗ J˜k,k′),
where ∗ denotes convolution and J˜k,k′ means Jk,k′ flipped horizontally and vertically.
Thus we can efficiently compute the gradient as a sum of convolutions.
Following the procedure given by Sohn et al . [88], we initialize the filters using
expectation-maximization under a mixture of Gaussians / Bernoulli, before proceed-
ing with CRBM learning. Therefore, when learning with the group sparsity penalty,
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we periodically reorder the filters using the following greedy strategy: taking the first
filter, we iteratively add filters one by one to the end of the filter set, picking the filter
that minimizes the group sparsity penalty.
3.2.2 Alignment Objective Function
After training a CRBM, we can compute the posterior of the pooling units given
the input data. Specifically, letting I(hkij) , bk + (W˜ k ∗ v)ij, we can infer the pooling
unit activations as a softmax function:
P (pkα = 1|v) =
∑
(i′,j′)∈Bα exp(I(h
k
i′j′))
1 +
∑
(i′,j′)∈Bα exp(I(h
k
i′j′))
Given a set of poorly aligned curves, our goal is to iteratively transform each
curve to reduce the total entropy over the pooling layer outputs of a CRBM applied
to each of the curves. For a CRBM with K pooling layer groups, we now have K
location stacks at each curve location (after max-pooling), over a binary distribution
for each location stack. Given N unaligned curves, let P be the number of pooling
units in each group in the CRBM. We use the pooling unit probabilities, with the
interpretation that the pooling unit can be considered as a mixture of sub-units that
are on and off [49]. Letting pk,(n)α be the pooling unit α in group k for curve n under
some transformation T n, we define Dkα(1) =
1
N
∑N
n=1 p
k,(n)
α and Dkα(0) = 1 − Dkα(1).
Then, the entropy for a specific pooling unit is
H(Dkα) = −
∑
s∈{0,1}
Dkα(s) log(D
k
α(s)). (3.2)
Consequently a good measure for alignment would be summing the entropy of the
pooling units across all the groups:
∑K
k=1
∑P
α=1H(D
k
α). Such a similarity would be
sufficient for many types of data (and this was the one used for the image alignment
experiments in § 3.4). However, for curve congealing we found this to not be sufficient
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since for some curves, none of the filters activated in large (uneventful) locations.
This led to some of the curves being unnecessarily transformed in those locations
since it did not change the entropy of the pooling units. To counteract this, we used
two objective functions in our modified curve congealing algorithm: the sum of the
entropy of pooling unit activations (introduced above) and the sum of location-wise
variance of the raw curves (used in Chapter 2). The latter objective ensured that no
transformation was inflicted on the data that unnecessarily increased the variance of
the data set. So in our modified congealing algorithm, a transformation parameter
update is accepted if it either decreases the entropy of the pooling activations or the
variance of the raw curves, but without increasing the other. We found that using
both objectives performed better than using either in isolation.
3.3 Experiment: Curve Alignment using CRBMs
We experimented with curve alignment using CRBM features and evaluated its
effect on curve classification as we did in the previous chapter. Preferably, we would
have trained a separate CRBM for each of the 13 data sets in the UCR repository we
evaluated on. However, given the small number of training examples in many data
sets (as few as 24), we opted to train a single CRBM using all the training examples
of all the data sets. Since the number of training examples for each data set ranges
from 24 to 300, we replicated the examples from each data set to ensure that each
data set contributed at least 200 curves. For example, if a data set had 30 training
examples, we sampled 170 times (with replacement) and for each curve sample we
randomly transformed it to produce a slight variation. This provided us with a data
set of 2700 curves that was used to train the CRBM. Furthermore, to speed-up and
simplify the learning, we rescaled all the curves to a length of 100 since different data
sets have different length curves. Following the parameters in our earlier work of
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Figure 3.2: The 32 CRBM filters learned using 2700 curves from the UCR time series
repository. The filter size is 10 and the pooling area is 5. The filters are ordered
(row-major order) based on their mean pooling unit activations across all the curves
(high mean activations first).
applying CRBMs to face images (summarized in § 3.4), we learned 32 filters of length
10 and a pooling block of 5.
Figures 3.2, 3.5, 3.6, 3.7, 3.8, and 3.9 provide visualizations for better under-
standing the filters learned and their activations on different curves and data sets.
Figure 3.2 displays the filters (i.e. visualizing the weight matrix W k of each group).
Figure 3.5 shows the pooling unit activations for different filters on different curves
and data sets. The figure highlights that the majority of filters activate on most
of the curves and data sets and no data set-specific filters were learned. Figures
3.6, 3.7, 3.8, and 3.9 show the hidden unit activations with highest probability for
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1 2 3 4 5 6
Alignment None Raw CRBM
Classification Raw CRBM Raw CRBM
Coffee 96.43 100.00 100.00 100.00 100.00
Beef 83.33 86.67 73.33 80.00 80.00
OliveOil 86.67 83.33 86.67 86.67 86.67
FaceFour 87.50 89.77 94.32 93.18 93.18
Lighting2 68.85 57.38 67.21 73.77 73.77
Lighting7 67.12 56.16 64.38 75.34 75.34
ECG200 81.00 80.00 83.00 84.00 85.00
Trace 77.00 99.00 97.00 86.00 94.00
Gun_Point 90.00 93.33 99.33 100.00 100.00
FISH 84.00 92.00 94.29 95.43 97.14
OSULeaf 46.28 59.50 49.59 54.96 57.85
synthetic_control 92.00 99.00 95.33 96.00 98.00
CBF 88.44 86.89 97.56 97.78 97.78
Mean 80.66 83.31 84.77 86.39 87.59
Table 3.2: Curve classification using a linear SVM. The first column contains the
name of the UCR data set (one per row) and the remaining five columns contain
the classification performance using different settings which are indicated by the rows
labeled “Alignment” and “Classification” which specify the feature representation used
for each task. For example, column 5 contains the classification accuracies when
alignment was performed using the CRBM features and classification was performed
using the raw curves. For all the experiments that include alignment (columns 4 -
6), the input to the SVM classifier was the concatenation of the original curve, the
transformed curve, and the transformation parameters (i.e. the simple concatenation
method used in Chapter 2).
each filter. One interesting observation is that the curves (for each filter) are quite
similar, highlighting the repeatability of the filter activations.
We performed a series of alignment and classification experiments to evaluate the
utility of the CRBM representation for both tasks. Table 3.2 includes the classifica-
tion results for different settings and Figure 3.3 shows a scatter plot highlighting the
improvements to a linear SVM classifier that can be attained by aligning and classi-
fying the curve data sets using the CRBM feature representation. When classifying
with joint alignment, we concatenate the features from the original curve, aligned
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Figure 3.3: Classification scatter plots comparing a linear SVM without alignment or
feature learning (column 2 in Table 3.2) to using both alignment and classification
with CRBM representation (column 6 in Table 3.2).
curve and transformation parameters as we did in the previous chapter. The only
difference is that for the results in column 6, the CRBM representation was not used
for both the original and aligned curves because the dimensionality of the result-
ing vector would be too large (576 pooling activations for each of the original and
aligned curves as well as 20 transformation parameters results in a 1172 dimensional
vector) for the data sets that have few training examples. Consequently for data
sets that had fewer than 100 training examples we used the raw curve representation
when classifying and for data sets with more than 100 training examples we used
the CRBM representation (note that for all data sets, the CRBM representation was
used for alignment). Overall, we found that joint alignment and unsupervised feature
learning can improve the performance of a linear SVM classifier by approximately 7%
averaged over the 13 data sets.
50
Figure 3.4: Filters learned from a CRBM on LFW images.
3.4 Experiment: Face Alignment with CRBMs
One of our motivations for using CRBMs as our framework for feature learning
is its applicability to many types of data. To showcase this versatility, we highlight
earlier results on improving the alignment of face images [37]. Specifically, the task
we consider here is face verification where bringing the images into correspondence
can improve classification performance. To obtain verification accuracy, we use a
variation on the method of Cosine Similarity Metric Learning (CSML) [72], one of
the top-performing methods on LFW. We evaluate the performance of the CSML
classifier on view 1 of the LFW data set [36, 38] using images aligned with three
different methods: 1. No alignment, 2. Congealing with SIFT features [34], and 3.
Congealing with CRBM features [37]. For the CRBM set-up, 32 10× 10 filters were
learned with a pooling block of 5× 5 (see Figure 3.4).
The baseline verification accuracy without alignment was 74.2%. With SIFT
congealing the accuracy improved to 75.8 and with CRBM congealing the accuracy
improved to 82.0%. These results not only highlight the utility of unsupervised joint
alignment for improving face verification, but also the effectiveness of features learned
using a CRBM (particularly for the task of face alignment).
To offer some insight into the type of information captured by a CRBM trained
on face images, we clustered the training set (3443 images) with KMeans (20 clusters)
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using the CRBM output as the representation for each image. Figures 3.10 and 3.11
show the 8 images closest to the centroid of each of the 20 clusters. The clusters
mostly split on pose (left-facing, right-facing, and center) and gender/hair, while
cluster 16 was reserved for those wearing hats.
3.5 Summary
We presented a modification to the congealing framework that incorporates fea-
tures learned from a convolutional restricted Boltzmann machine. We showed that
using the exact same unsupervised feature learning framework can improve the align-
ment of both curve and face images.
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Figure 3.5: CRBM pooling unit activations (the colors follow a standard scaled-
image range where dark blue represents low activations and dark red represents high
activations). For both plots, the filters are ordered from left to right by the magnitude
of their activations (same ordering as in Figure 3.2). Top: Displays a matrix of the
maximum pooling activation (for each of the 32 filters) on 50 randomly selected curves
from each of the 13 data sets. The curves from each data set are grouped together and
separated by a white line. Bottom: Similar to top, but we average the maximum
pooling activation for each filter across all the curves in a data set. This provides us
with a measure for how often a specific filter activates for each data set.
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Figure 3.6: CRBM filters (1 - 8) and their top hidden unit activations. Each row
displays one of the 32 filters and the 5 curves with highest hidden unit activation (the
overlaid red segment in each curve represents the location of the highest activation).
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Figure 3.7: CRBM filters (9 - 16) and their top hidden unit activations. Each row
displays one of the 32 filters and the 5 curves with highest hidden unit activation (the
overlaid red segment in each curve represents the location of the highest activation).
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Figure 3.8: CRBM filters (17 - 24) and their top hidden unit activations. Each row
displays one of the 32 filters and the 5 curves with highest hidden unit activation (the
overlaid red segment in each curve represents the location of the highest activation).
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Figure 3.9: CRBM filters (25 - 32) and their top hidden unit activations. Each row
displays one of the 32 filters and the 5 curves with highest hidden unit activation (the
overlaid red segment in each curve represents the location of the highest activation).
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Figure 3.10: Clusters 1-10 of 20 resulting from running KMeans on the 3443 training
images using the CRBM representation. Each row contains the eight images from
each cluster that are closest (in Euclidean distance) to the cluster centroid.
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Figure 3.11: Clusters 11-20 of 20 resulting from running KMeans on the 3443 training
images using the CRBM representation. Each row contains the eight images from each
cluster that are closest (in Euclidean distance) to the cluster centroid.
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CHAPTER 4
JOINT ALIGNMENT AND CLUSTERING
The problem addressed in this chapter is joint alignment of a data set that may
contain multiple groups or clusters. Previous nonparametric alignment algorithms
(e.g. congealing [49]) typically fail to acknowledge the multi-modality of the data
set resulting in poor performance on complex data sets. We address this by simul-
taneously aligning and clustering [21, 22, 59] the data set. As we will show (and
illustrated in Figure 4.2), solving both alignment and clustering simultaneously offers
many advantages over first clustering the data set and then aligning the instances in
each cluster 1.
To this end, we developed a nonparametric 2 Bayesian joint alignment and clus-
tering model that is a generalization of the standard Bayesian infinite mixture model.
Our model possesses many of the favorable characteristics of congealing, while over-
coming its drawbacks. More specifically, it:
• Explicitly clusters the data which provides a mechanism for handling complex
data sets. Furthermore, the use of a Dirichlet process prior enables learning the
number of clusters in a data-driven fashion.
• Can use any generic transformation function parameterized by a vector. This
decouples our model from the specific transformations which allows us to plug
in different transformation operations for different data types.
1 This work was published in the 2012 Conference on Uncertainty in Artificial Intelligence [63].
2 Here, we use the term nonparametric to indicate that the number of model parameters can
grow (a property of the infinite mixtures), and not that the distributions are not parametric.
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Figure 4.1: Joint alignment and clustering: given 100 unlabeled images (top), without
any other information, our algorithm (§ 4.2) chooses to represent the data with two
clusters, aligns the images and clusters them as shown (bottom). Our clustering accu-
racy is 94%, compared to 54% with K-means using two clusters (using the minimum
error across 200 random restarts). Our model is not limited to affine transformations
or images.
• Enables the encoding of prior beliefs regarding the degree of variability in the
data set, as well as regularizes the transformation parameters in a principled
way by treating them as random variables.
We first present a Bayesian joint alignment model (§ 4.1) that assumes a unimodal
data set (i.e. only one cluster). This model is a special case of our proposed joint
alignment and clustering model that we introduce in § 4.2. We then discuss several
variations of our model in § 4.3 and conclude in § 4.4 with directions for future work.
Problem Definition. We are provided with a data set x = {xi}Ni=1 of N items
and a transformation function, xi = τ(yi, ρi) parameterized by ρi. Our objective is
to recover the set of transformation parameters {ρi}Ni=1, such that the aligned data
set {yi = τ(xi, ρ−1i )}Ni=1 is more coherent. In the process, we also learn a clustering
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(1) Original (2) Congealing
(3) Clustering (4) Alignment and Clustering
Figure 4.2: Illustrative example. (1) shows a data set of 2D points. The set of
allowable transformations is rotations around the origin. (2) shows the result of the
congealing algorithm which transforms points to minimize the sum of the marginal
entropies. This independence assumption in the entropy computation causes the
points to be squeezed into axis aligned groups. (3) highlights that clustering alone
with an infinite mixture model may result in a larger number of clusters. (4) shows
the result of the model presented in this chapter. It discovers two clusters and aligns
the points in each cluster correctly.
assignment {zi}Ni=1 of the data points. Here ρ−1i is defined as the parameter vector
generating the inverse of the transformation that would be generated by the parameter
vector ρ (i.e. xi = τ(τ(xi, ρ−1i ), ρi)).
4.1 Bayesian Joint Alignment
The Bayesian alignment (BA) model assumes a unimodal data set (in § 4.2 this
assumption is relaxed). Consequently there is a single set of parameters (θ and ρ) that
generate the entire data set (see Figure 4.3). Under this model, every observed data
item, xi, is generated by transforming a canonical data item, yi, with transformation,
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ρi. More formally, xi = τ(yi, ρi), where yi ∼ FD(θ) and ρi ∼ FT (ϕ). The auxiliary
variable yi is not shown in the graphical model for simplicity. Given the Bayesian
setting, the parameters θ and ϕ are random variables, with their respective prior
distributions, HD(λ) and HT (α).3
The model does not assume that there exists a single perfect canonical example
that explains all the data, but uses a parametric distribution FD(θ) to generate a
slightly different canonical example, yi, for each data item, xi. This enables it to
explain variability in the data set that may not be captured with the transformation
function alone. The model treats the transformation function as a black-box opera-
tion, making it applicable to a wide range of data types (e.g. curves, images, and 3D
MRI scans), as long as an appropriate transformation function is specified.
For both this model and the full joint alignment and clustering model introduced
in the next section we use exponential family distributions for FD(θ) and FT (ϕ)
and their respective conjugate priors for HT (α) and HD(λ). This allows us to use
Rao-Blackwellized sampling schemes [9] by analytically integrating out the model
parameters and caching sufficient statistics for efficient likelihood computations. Fur-
thermore, the hyperparameters now play intuitive roles where they act as a pseudo
data set and are easier to set or learn from data.
4.1.1 Learning
The model likelihood factorizes based on the graph structure (Figure 4.3) in the
following way:
3 Here we assume that the hyperparameters α and λ are fixed, but they can be learned or sampled
if necessary.
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Figure 4.3: Graphical representation for our proposed Bayesian alignment model
(§ 4.1)
p(x,ρ, ϕ, θ ; α, λ) = p(ϕ;α)p(θ;λ)p(ρ|ϕ)p(x|ρ, θ)
= p(ϕ;α)p(θ;λ)p(ρ|ϕ)p(τ(x,ρ−1)|θ)
= p(ϕ;α)p(θ;λ)
N∏
i=1
p(ρi|ϕ)p(τ(xi, ρ−1i )|θ)
= p(ϕ;α)p(θ;λ)
N∏
i=1
p(ρi|ϕ)p(yi|θ)
where yi = τ(xi, ρ−1i ).
Given a data set {xi}Ni=1 we wish to learn the parameters of this model (θ, ϕ) and
the hidden variables ({ρi}Ni=1). A standard Gibbs sampler would iterate over all the
variables and sample from the conditional for each.
However, when conjugate priors are used it is possible to integrate out the model
parameters (θ and ϕ) and only sample the hidden variables ({ρi}Ni=1). Such Rao-
Blackwellized sampling schemes [9] typically speed up convergence. The intuition is
that the model parameters are implicitly updated with the sampling of every transfor-
mation parameter instead of once per Gibbs iteration. The resulting Gibbs sampler
only iterates over the transformation parameters:
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∀i=1:N ρ(t)i ∼ p(ρi|x,ρ(t)−i;α, λ)
∝ p(ρi, xi|x−i,ρ(t)−i;α, λ)
= p(xi|ρi,x−i,ρ(t)−i;λ)p(ρi|ρ(t)−i;α)
= p(yi|y(t)−i;λ)p(ρi|ρ(t)−i;α).
The superscript (t) in the above equations refers to the Gibbs iteration number. ρ−i
refers to all the variables {ρi}Ni=1 except ρi, and similarly for y−i.
Sampling ρi is complicated by the fact that p(yi|y(t)−i, λ) depends on the transfor-
mation function. Previous alignment research [49, 59], has shown that the gradient
of an alignment objective function with respect to the transformations provides a
strong indicator for how alignment should proceed. One option would be Hamilto-
nian Monte Carlo sampling [70] which uses the gradient as a drift factor to influence
sampling. However, instead of relying on direct sampling techniques, we use approxi-
mations based on the posterior mode [23]. Such an approach is more direct since it is
expected that the distribution will be tightly concentrated around the mode. Thus,
at each iteration the transformation parameter is updated as follows:
ρ
(t)
i = arg max
ρi
p(yi|y(t)−i;λ)p(ρi|ρ(t)−i;α).
The maximization is performed using the Nelder-Mead method since it does not rely
on partial derivates which may be difficult to compute for some transformation func-
tions. Interestingly, the same learning scheme can be derived using the incremental
variant [71] of hard-EM.
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Figure 4.4: Comparison of congealing and Bayesian alignment on digits. Each im-
age is the mean image of a specific digit class. Top: before alignment. Middle:
alignment with congealing. Bottom: alignment with Bayesian alignment. Note that
the qualitative differences between congealing and Bayesian alignment are negligible.
Table 4.1 contains quantitative metrics.
4.1.2 Model Characteristics
The objective function optimized in our model contains two key terms, a data
term, p(x|ρ, θ), and a transformation term, p(ρ|ϕ). The latter acts as a regularizer
to penalize large transformations and prevent the data from being annihilated. One
advantage of our model is that large transformations are penalized in a principled
fashion. More specifically, the cost of a transformation, ρi is based on the learned
parameter ϕ which depends on the transformations of all the other data items, ρ−i,
and the hyperparameters, α. Learning ϕ from the data is a more effective means for
assigning costs than handpicking them.
The model has several other favorable qualities. It is efficient, can operate on large
data sets while maintaining a low memory footprint, allows continuous transforma-
tions, regularizes transformations in a principled way, is applicable to a large variety
of data types, and its hyperparameters are intuitive to set. Its main drawback is the
assumption of a unimodal data set, which we remedy in § 4.2. We first evaluate this
model on digit and curve alignment.
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Digit Original Congealing Bayes. Align.entropy pdist entropy pdist entropy pdist
0 0.359 9.652 0.248 5.418 0.253 5.363
1 0.187 6.687 0.111 2.967 0.114 3.058
2 0.380 10.184 0.289 6.952 0.298 7.069
3 0.330 9.168 0.229 5.296 0.228 5.148
4 0.292 8.466 0.216 5.422 0.217 5.212
5 0.325 9.251 0.225 5.538 0.224 5.450
6 0.278 8.276 0.211 5.265 0.211 5.052
7 0.277 8.322 0.188 4.719 0.195 4.702
8 0.317 8.876 0.252 5.993 0.248 5.763
9 0.259 7.937 0.184 4.525 0.184 4.275
Mean 0.300 8.682 0.215 5.210 0.217 5.109
Table 4.1: Single-class digit alignment. We evaluated three techniques: Original (no
alignment), Congealing (binary congealing [49]), and our proposed Bayesian align-
ment model. We computed two alignment scores: the mean entropy across each pixel
stack, and the mean pairwise distance across all the images.
4.1.3 Experiments
We evaluate the Bayesian alignment model on both curve and image data sets,
comparing it to congealing.
Digits. We selected 50 images of every digit class from the MNIST data set and
performed alignment on each digit class independently. The mean images before and
after alignment are presented in Figure 4.4. We allowed 7 affine image transforma-
tions: scaling, shearing, rotating and translation. FD(θ) is the product of independent
Bernoulli distributions, one for each pixel location, and FT (ϕ) is a 7−D zero mean
diagonal Gaussian. Table 4.1 show two alignment scores for each digit class for both
congealing and Bayesian alignment. Overall, we conclude that the performance of
Bayesian alignment matches congealing for binary images.
Curves. We ran our Bayesian alignment model on the 75 synthetic data sets gen-
erated in Chapter 2 to evaluate congealing. We used the same transformation function
in curve congealing [64], which allows non-linear time warping (4 parameters), non-
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Figure 4.5: Comparison of congealing and Bayesian alignment on curve data sets.
Top: scatter plot of the mean pairwise distance score of congealing and the Bayesian
alignment algorithm across the 75 synthetic curve data sets (generated in Chapter
2). Middle and Bottom: Two of the examples from Chapter two were congealing
got stuck in local minima.
68
linear amplitude scaling (14 parameters), linear amplitude scaling (1 parameter), and
amplitude translation (1 parameter). FD(θ) was set to a diagonal Gaussian distribu-
tion (i.e. we treat the raw curves as a random vector), and FT (ϕ) was a 20−D zero
mean diagonal Gaussian. Figure 4.5 shows a scatter plot of mean pairwise distances
for both congealing and Bayesian alignment, as well as sample alignment results on
two challenging data sets, where Bayesian alignment is able to converge to the correct
solution.
Discussion. On the digits data sets, BA matches the performance of congeal-
ing. On the curves data sets, BA does substantially better than congealing in many
cases, but in some cases congealing does slightly better. In all the experiments, both
congealing and BA converged. BA’s advantage is largely due to its explicit regulariza-
tion of transformations which enables it to perform a maximization at each iteration.
Congealings lack of such regularization requires it to take small steps at each itera-
tion making it more susceptible to local optima. Furthermore, congealing typically
requires five times the number of iterations to converge.
4.2 Clustering Extension using Bayesian Nonparametrics
We now extend the BA model introduced in the previous section to explicitly
cluster the data points. This provides a mechanism for handling complex data sets
that may contain multiple groups.
The major drawback of the BA model is that a single pair of data and transfor-
mation parameters (θ and ϕ, respectively) generate the entire data set. One natural
extension to this generative process is to assume that we have several such parameter
pairs (finite but unknown a priori) and each data point samples its parameter pair.
By virtue of points sampling the same parameter pair, they are assigned to the same
group or cluster. A Dirichlet process (DP) provides precisely this construction and
serves as the prior for the data and transformation parameter pairs.
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A DP essentially provides a distribution over distributions, or, more formally, a
distribution on random probability measures (for a great overview on Bayesian statis-
tics and Dirichlet processes, we refer the reader to Chapter 2 of Erik Sudderth’s PhD
Thesis [89]). It is parameterized by a base measure and a concentration parameter.
A draw from a DP generates a finite set of samples from the base measure (the con-
centration parameter controls the number of samples). A key advantage of DP’s is
that the number of unique parameters (i.e. clusters) can grow and adapt to each data
set depending on its size and characteristics. Under this new probability model, data
points are generated in the following way:
1. Sample from the DP, G ∼ DP (γ,Hα ×Hλ). γ is the concentration parameter,
and Hα and Hλ are the base measures for FT (ϕ) and FD(θ) respectively.
2. For each data point, xi, sample a data and transformation parameter pair,
(θi, ϕi) ∼ G.
3. Sample a transformation and canonical data item from their distributions, yi ∼
FD(θi) and ρi ∼ FT (ϕi).
4. Transform the canonical data item to generate the observed sample, xi =
τ(yi, ρi).
Figure 4.6 depicts the generative process as described above (distributional form,
right) and in the more traditional graphical representation with the cluster random
variable, z, and mixture weights, pi, made explicit (left).
Our model can thus be seen as an extension of the standard Bayesian infinite mix-
ture model where we introduced an additional latent variable, ρi, for each data point
to represent its transformation. Several existing alignment models [21, 22, 49, 58] can
be viewed as similar extensions to other standard generative models. Sometimes the
transformations are applied to other model parameters instead of data points as in
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Figure 4.6: Graphical representation for our proposed nonparametric Bayesian joint
alignment and clustering model (left) and its corresponding distributional form
(right).
the case of transformed Dirichlet processes (TDP) [90]. TDP is an extension of hier-
archical Dirichlet processes where global mixture components are transformed before
being reused in each group. The challenge in introducing additional latent variables
is in designing efficient learning schemes that can accommodate this increase in model
complexity.
4.2.1 Learning
The model likelihood for N data points and K discovered clusters factorize ac-
cording to the graph structure (Figure 4.6) in the following way:
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p(x,ρ, z,θ,ϕ, pi |α, λ, γ) = p(pi|γ)
(
K∏
k=1
p(ϕk|λ)p(θk|α)
)
· · ·(
N∏
i=1
p(zi|pi)p(ρi|zi,ϕ)p(xi|zi, ρi,θ)
)
= p(pi|γ)
(
K∏
k=1
p(ϕk|λ)p(θk|α)
)
· · ·(
N∏
i=1
p(zi|pi)p(ρi|ϕzi)p(yi|θzi)
)
.
We consider two different learning schemes for this model. The first is a blocked,
Rao-Blackwellized Gibbs sampler, where we sample both the cluster assignment zi,
and transformation parameters ρi, simultaneously:
(z
(t)
i , ρ
(t)
i ) ∼ p(zi, ρi|z(t)−i,ρ(t)−i,x, γ, α, λ)
∝ p(zi|z(t)−i, γ)p(ρi|ρ(t)−i, α)p(yi|y(t)−i, λ).
As with the BA model, we approximate p(ρi|ρ(t)−i, α)p(yi|y(t)−i, λ) with a point estimate
based on its mode. Consequently this learning scheme is a direct generalization of
the one derived for the BA model. Note that p(zi|z(t)−i, γ) is the cluster predictive
distribution based on the Chinese restaurant process (CRP) [6].
While this sampler is effective (it produced the positive result in Figure 4.1) it
scales linearly with the number of clusters and computing the most likely transfor-
mation for a cluster is an expensive operation. We designed an alternative sampling
scheme that does not require the expensive mode computation and whose running
time is independent of the number of clusters.
The second sampler further integrates out the transformation parameter, and
only samples the cluster assignment. We now derive an implementation for this
sampler.
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∀i=1:N z(t)i ∼ p(zi | z(t)−i,x, γ, α, λ)
∝ p(zi, xi | z(t)−i,x−i, γ, α, λ)
= p(zi | z(t)−i, γ)p(xi | z(t),x−i, α, λ).
p(xi | z,x−i, α, λ) =
∫
θ
∫
ϕ
∫
ρi
p(xi, ρi,θ,ϕ | z,x−i, α, λ) dρi dϕ dθ
=
∫
θ
∫
ϕ
(∫
ρi
p(xi, ρi | zi,θ,ϕ, α, λ) dρi
)
p(θ,ϕ | z−i,x−i, α, λ) dϕ dθ
(1)≈
∫
ρi
p(xi, ρi | zi, θˆ, ϕˆ, α, λ) dρi,
s.t. (θˆ, ϕˆ) = arg max
θ,ϕ
p(θ,ϕ | z−i,x−i, α, λ)
=
∫
ρi
p(ρi | ϕˆ, zi, α)p(xi | ρi, zi, θˆ, λ) dρi
=
∫
ρi
p(ρi | ϕˆzi , α)p(xi | ρi, θˆzi , λ) dρi
≈ 1
L
L∑
l=1
p(xi | ρˆil, θˆzi , λ)
s.t. {ρˆil}Ll=1 ∼ p(ρi | ϕˆzi , α)
(2)≈
∑L
l=1w
l
i · p(xi | ρˆl, θˆzi , λ)∑L
l=1w
l
i
s.t. {ρˆl}Ll=1 ∼ q(ρ), wli =
p(ρˆl | ϕˆzi , α)
q(ρˆi
l)
(1) approximates the posterior distribution of the parameters by its mode. The mode
is computed using incremental hard-EM. Furthermore, the mode can be computed
for each cluster’s parameters independently. For every other data point j, perform
an EM update:
E: ρˆj = arg max
ρj
p(ρj |xj, θˆzj , ϕˆzj)
= arg max
ρj
p(ρj | ϕˆzj)p(xj | ρj, θˆzj)
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M: θˆzj = arg max
θ
p(θ, | {xk, ρk | zk = zj}, λ)
ϕˆzj = arg max
ϕ
p(ϕ | {ρk | zk = zj}, α)
(2) uses importance sampling in order to reduce the number of data transformations
that need to be performed. Computing p(xi | ρˆil, θˆzi , λ) requires transforming the
data point, which is the most computationally expensive single operation for this
sampler. Thus it would be wise to reuse the samples, {ρˆil}Ll=1, across different clusters.
We achieve this through importance sampling, which proceeds by sampling a set of
transformation parameters from a proposal distribution, q(ρ) and using those samples
for all the clusters by reweighting them differently for each cluster. This is a large
computational saving since the number of data transformation operations performed
in a single iteration of this sampler is now independent of the number of clusters.
Furthermore, the quality of approximation is controlled by the number of samples,
L, generated.
To further increase the efficiency of the sampler, we approximate the maximiza-
tion in the E-step by reusing the samples and selecting the one that maximizes
p(ρj |xj, θˆzj , ϕˆzj). This avoids the direct maximization operation in the E-step which
can be expensive. While not adopted in this work, further computational gains might
be achieved at the expense of memory by storing and reusing samples (i.e. transformed
data points) across iterations and reweighting them accordingly.
Thus our sampler iterates over every point in the data set, samples a cluster
assignment and then updates θˆ and ϕˆ for the sampled cluster. It also updates its own
transformation parameter, ρˆi in the process.
Summary. We presented two samplers for our joint alignment and clustering
model. Both samplers work well in practice, but the second is more efficient. For both
samplers, every iteration begins by randomly permuting the order of the points and
the DP concentration parameter is resampled using auxiliary variable methods [18].
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As in the BA model, we cache the sufficient statistics for every cluster which can be
updated efficiently as points are reassigned to clusters to allow for efficient likelihood
and mode computation.
4.2.2 Incorporating Labelled Examples
The model presented in the previous section was used without any supervision.
Supervision here refers to the ground-truth labels for some of the data points or the
correct number of clusters. However, there are many scenarios where this information
is available and would be advantageous to incorporate.
It is straightforward to modify the joint alignment and clustering model to ac-
commodate such labelled examples. Lets assume we have positive examples for each
cluster as well as a large data set of unlabeled examples. Before attempting to align
and cluster the unlabeled examples, we would initialize several clusters and assign the
positive examples to their respective clusters. By assigning these examples to their
clusters and updating the sufficient statistics accordingly, the cluster parameters have
incorporated the positive examples. Depending on the strength of the priors (i.e. the
hyperparameters) and the number of positive examples per cluster it may be neces-
sary to add the positive examples several times. The stronger the prior, the more
times the positive examples need to be replicated. Note that replicating the positive
examples does not increase memory usage since we only store the sufficient statistics
for each cluster.
If the labelled portion contains positive examples for all the clusters, then setting
the concentration parameter of the DP to 0 would prevent additional, potentially
unnecessary, clusters from being created.
4.2.3 Experiment: Alignment and Clustering of Digits
We evaluated our unsupervised and semi-supervised models on two challenging
data sets. The first contains 100 images of the digits “4” and “9” (Figure 4.1), which
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Figure 4.7: Unsupervised joint alignment and clustering of 200 images of all 10 digits.
(Top) All 200 images provided to our model. (Bottom) The 11 clusters discovered
and their alignments.
are the two most similar and confusing digit classes (the performance of KMeans on
this data set is close to random guessing). The second contains the 200 images of all
10 digit classes used by Liu et al . [59] (Figure 4.7).4 For the second data set we used
the histogram of oriented gradients (HOG) feature representation [15] used by Liu et
al . to enable a fair comparison.
For both digit data sets we compared several algorithms using the same two met-
rics reported by Lui et al .: alignment score measures the distance between pairs of
aligned images assigned to the same cluster (we report the mean and standard de-
4 Liu et al . also evaluated their model on 6 Caltech-256 categories and the CEAS face data
set. For both data sets they randomly selected 20 images from each category. We found that the
difficulty of a data set varied greatly from one sample to another, so we reached out to the authors.
Unfortunately, they were only able to provide us with the digits data set which we do use. The
digits data set was the most difficult of the three.
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Algorithm Digits 4 and 9 (Fig 4.1)Alignment Clustering
Original 4.54 (1.69)± 0.034 −
KMeans 4.18 (1.57)± 0.031 54.0%
Affinity propagation [20] 4.30 (1.77)± 0.043 82.0%, 3
Infinite mixture model [18] 3.64 (1.34)± 0.036 86.0%, 4
Congealing [49] 1.80 (0.98)± 0.020 90.0%
Unsupervised JAC [§ 4.2.1] 1.47 (0.71)± 0.014 94.0%, 2
1.20 (0.56)± 0.011
Semi-supervised JAC [§ 4.2.2] 1.69 (0.84)± 0.017 97.0%
1.26 (0.63)± 0.013
Algorithm All 10 digits (Fig 4.7)Alignment Clustering
Original 5.22 (1.86)± 0.043 −
KMeans 4.88 (1.61)± 0.033 62.5%
Affinity propagation [20] 4.74 (1.59)± 0.040 67.5%, 14
Infinite mixture model [18] 4.86 (1.62)± 0.036 69.0%, 13
Congealing [49] 3.43 (1.33)± 0.029 64.0%
TIC [21] 6.00 (1.1) 35.5%
Unsupervised SAC [59] 3.80 (0.9) 56.5%
Semi-supervised SAC [59] not reported 73.7%
Unsupervised JAC [§ 4.2.1] 2.56 (1.27)± 0.030 87.0%, 11
1.58 (0.94)± 0.022
Semi-supervised JAC [§ 4.2.2] 2.87 (1.34)± 0.030 84.5%
1.80 (1.03)± 0.023
Table 4.2: Joint alignment and clustering of images. The top subtable refers to the
first digit data set comprising 100 images of the digits “4” and “9” (Figure 4.1), while
the bottom subtable refers to the second data set comprising 200 images of all 10
digits (the same data set used by Liu et al . [59], Figure 4.7). The alignment score
columns contain three metrics that adhere to the following template: mean (standard
deviation) ± standard error. The number following the clustering accuracy in the
“Affinity propagation”, “Infinite mixture model” and “Unsupervised JAC” rows is the
number of clusters that the model discovered (i.e. chose to represent the data with).
For both unsupervised and semi-supervised JAC we include the alignment score from
the Gibbs sampler and after the cluster-specific post-processing (see text for more de-
tails). On both data sets, our models significantly outperform previous nonparametric
alignment [49], clustering [20, 18], and joint alignment and clustering [21, 59].
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viation of all the distances, and the standard error5), and clustering accuracy is the
Rand index with respect to the correct labels. Table 4.2 summarizes the results on
the models we evaluated:
• Original: we computed the alignment score assuming correct clustering to offer
reference for what the alignment score would be without transforming the data.
• KMeans: we clustered the digits into the correct number of ground-truth classes
using the best of 200 KMeans runs.
• Affinity propagation: which serves as an effective clustering baseline that can
also recover the number of clusters automatically.
• Infinite mixture model: removing the transformation/alignment component of
our model reduces it to a standard Bayesian infinite mixture model. We ran
this model to evaluate the advantage of joint alignment and clustering.
• Congealing: we ran congealing on all the images simultaneously and after align-
ment converged, clustered the aligned images using KMeans (with the correct
number of ground-truth clusters). This allows us to evaluate the advantages of
simultaneous alignment and clustering over alignment followed by clustering. 6
• TIC, USAC and SSAC results are listed exactly as reported by Liu et al .
• Unsupervised JAC refers to our full nonparametric Bayesian alignment and
clustering model (§ 4.2.1).
5 The standard error here is defined as the sample standard deviation divided by the square root
of the number of pairs.
6 The congealing results on the data set of “4” and “9” (Table 4.2) are significantly better than
what was included in our 2012 UAI paper. The reason for this is that we switched from using the
binary congealing implementation provided online to our own (overviewed in Chapter 5), which has
a more effective optimization procedure.
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• Semi-supervised JAC refers to the semi-supervised variant of our alignment and
clustering model (§ 4.2.2). We used a single positive example for each digit and
set the DP concentration parameter to 0.
Note that the alignment scores for KMeans and the infinite mixture model are not rel-
evant since no alignment takes place in either of these two algorithms. They are only
included to offer a reference for the alignment score when the data is not transformed.
Both the unsupervised and semi-supervised joint alignment and clustering mod-
els have two alignment scores. The first is the alignment score after transforming
the instances with the mean transformation parameters generated from the Gibbs
sampler. However, this can be a slightly noisy estimate (especially if the chain is not
long enough). Consequently, we perform cluster-specific alignment using the Bayesian
alignment model (initializing the transformation parameters to those produced by the
joint alignment and clustering model). This step always improves alignment quality
and is included in Tables 4.2 and 4.3 as the second alignment score.
As the results show, our models outperform previous work with respect to both
alignment and clustering quality. We make three observations about these results:
1. Our unsupervised model outperformed the unsupervised model of Liu et al .
by 30.5%, and our semi-supervised model outperformed their semi-supervised
model by 10.8%. This is in addition to the improvement in alignment quality.
2. Our unsupervised model improved upon the standard infinite mixture model in
terms of alignment quality, clustering accuracy, and correctness of the discovered
number of clusters.
3. The number of clusters discovered by our unsupervised model is quite accurate.
For the first data set the model discovered the correct number of clusters (see
Figure 4.1), and for the second it needed one additional clusters (see Figure 4.7).
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Algorithm ECG Heart Beats (Fig 4.8)Alignment Clustering
KMeans (2 clusters) 75.92 (57.88)± 1.923 58.70%
KMeans (5 clusters) 40.98 (28.54)± 1.753 82.61%
Affinity propagation [20] 54.32 (36.80)± 1.871 65.22%, 4
Infinite mixture model [18] 48.73(45.80)± 2.956 78.26%, 2
Congealing (entropy, 5 clusters) [49] 56.19 (38.97)± 2.080 69.57%
Congealing (variance, 5 clusters) [49] 53.85 (37.37)± 2.136 76.09%
Unsupervised JAC [§ 4.2.1] 10.48 (10.22)± 0.591 86.96%, 5
5.93 (4.83)± 0.279
Table 4.3: Joint alignment and clustering of ECG data. The alignment score columns
contain three metrics that adhere to the following template: mean (standard devia-
tion) ± standard error. The number following the clustering accuracy in the “Affinity
propagation”, “Infinite mixture model” and “Unsupervised JAC” rows is the number
of clusters that the model discovered (i.e. chose to represent the data with).
These positive results validate our joint alignment and clustering models and
associated learning schemes. Furthermore, it provides evidence for the advantage of
solving both alignment and clustering problems simultaneously.
4.2.4 Experiment: Alignment and Clustering of Curves
We now present joint alignment and clustering results on a challenging curve data
set of ECG heart data [45] that is helpful in identifying the heart condition of patients.
This data set contains 46 curves. 24 represent a normal heartbeat, and 22 represent an
abnormal heartbeat. We ran both congealing and our nonparametric Bayesian joint
alignment and clustering model. In both cases we excluded the non-linear scaling in
amplitude transformation since the amplitudes of the curves are helpful in classifying
whether the curve is normal or abnormal.
Figure 4.8 shows the result of our unsupervised model as well as congealing with
both entropy and variance, while Table 4.3 presents quantitative alignment and clus-
tering metrics for several techniques. Our model discovered 5 clusters resulting in
a clustering accuracy of 86.96%. Inspecting the clusters discovered by our model
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highlights the fact that although the data set represents two groups (normal and
abnormal), the curves do not naturally fall into two clusters and more are needed
to explain the data appropriately. This validates the utility in discovering clusters
in a data-driven manner. Overall, our model provides a large improvement in both
alignment and clustering quality compared to prior work.
4.3 Large-scale Learning
In this section we discuss the adaptation of our joint alignment and clustering
model to both online (when the data arrives at intervals) and distributed (when
multiple processors are available) settings. Both of these adaptations are applicable
to the unsupervised and semi-supervised settings.
4.3.1 Online Learning
There are several scenarios where online alignment and clustering may be helpful.
Consider for instance a very large data set that cannot fit in memory or the case
where the data set is not available up front but arrives over an extended period of
time (such as in a tracking application).
An advantage of our model that has not yet been raised is its ability to easily
adapt to an online setting where only a portion of the data set is available in the
beginning. This is due to our use of conjugate priors and distributions in the ex-
ponential family which enable us to efficiently summarize an entire cluster through
its sufficient statistics. Consequently, we can align/cluster the initial portion of the
data set and save out the sufficient statistics for every cluster after each iteration (for
both the data and transformations). Then as new data arrives, we can load in the
sufficient statistics and use them to guide the alignment and clustering of the new
data in lieu of the original data set which can now be discarded.
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Given a sufficiently large initial data set, the alignment of a new data point using
the procedure described above would be nearly identical to the result had that data
point been included in the original set. This is true since the addition of a single point
to an already large data set would have a negligible effect on the sufficient statistics.
This process is also applicable to the Bayesian alignment model.
4.3.2 Distributed Learning
We now describe how to adapt our sampling scheme to a distributed setting using
the MapReduce [16] framework. This facilitates scaling our model to large data sets in
the presence of many processors. The key difference between the MapReduce imple-
mentation and the one described in § 4.2.1 is that the cluster parameters are updated
once per sampling iteration instead of after each point’s reassignment (i.e. using a
standard sampler instead of a Rao-Blackwellized sampler).
A MapReduce framework involves two key steps, Map and Reduce. For our model
the mapper would handle updating the transformation parameter and clustering as-
signment of a single data point, while the reducer would handle updating the param-
eters of a single cluster. More specifically, the input to each Map operation would
be a data point along with a snapshot of the model parameters (the set of sufficient
statistics that summarize the data set). The Map would output the updated cluster
assignment and transformation parameter for that data point. The input to the Re-
duce step would then be all the data points that were assigned to a specific cluster
(i.e. we would have a Reduce operation for every cluster created). The Reducer would
then update the cluster parameters. Thus each sampling iteration is composed of a
Map and Reduce stage.
82
4.4 Summary
We presented a Bayesian alignment model that was more effective than congealing
on unimodal curve and image data sets. We extended this model to include clustering
and showed its success on complex digit data sets and ECG heart signals. The model
outperforms many alignment-only, clustering-only and previous joint alignment and
clustering algorithms. We also presented different variations of our model including
semi-supervised, online and distributed.
A strength of our model is the separation of the transformation function and
sampling scheme, which makes it applicable to a wide range of data types, feature
representations, and transformation functions. In this chapter we presented results on
three data types (2D points, 1D curves, and images), three transformation functions
(point rotations, nonlinear curve transformations and affine image transformations),
and two feature representations (identity and HOG).
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Figure 4.8: Joint alignment and clustering of ECG heart data (two classes, color-
coded: red for abnormal, and blue for normal). The first row displays the original
data set (left) and the result of congealing with entropy (left) and congealing with
variance (right). The last two rows display the 5 clusters discovered by our unsu-
pervised model.
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CHAPTER 5
SOFTWARE AND REPRODUCIBLE RESEARCH
Associated with this thesis is a software package written in Matlab that will be
made available for download and contributions on GitHub. This software package
will contain implementations for all the models introduced in the thesis as well as
common algorithms that were either used or compared against such as congealing,
infinite mixture models, and learning convolutional restricted Boltzmann machines.
We hope that it will serve three purposes:
• Expose implementation details, as well as enable the reproduction of the results
presented in this thesis.
• Facilitate the process of comparing against our model on other data sets.
• Encourage improvements, contributions, and extensions to our work.
Consequently, the package is cleanly organized into several classes defined by
abstract classes that enable the easy addition of new data types, transformation
functions or feature representations. Figure 5.1 contains a schematic showing the
base classes in our library 1, while Figures 5.2, 5.3, 5.4, and 5.5 show how these
base classes are extended and used by more complex algorithms. In all these figures,
interfaces and abstract classes are represented by rectangular boxes, while concrete
classes are represented by rounded boxes. Furthermore, dashed arrows represent
1 Class names currents share a common “vis” prefix, although that might change in the public
code release.
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composition (i.e. the class at the head of the arrow uses an instance of a class at the
tail of the arrow), while solid arrows represent inheritance (i.e. the class at the head
of the arrow extends the class at the tail of the arrow).
We now overview the base classes listed in Figure 5.1:
• visDataSet: is an interface that encapsulates a data set or ensemble. It has
two concrete classes, visImageDataSet which stores a collection of images, and
visVectorDataSet which stores any data type that can be represented as a vector
(e.g. 1D curves).
• visTransforms: is an interface that encapsulates transformation functions and
specifies a mechanism for defining them. It has three concrete classes, vis-
CurveTransforms which implements the curve transformation function outlined
in Chapter 2 (which employs nonlinear time scaling, nonlinear amplitude scal-
ing, linear amplitude scaling and amplitude translation); visImageTransforms
which implements the 7 affine image transformations (x-y translation, scaling,
and shearing and rotations); and visRotatePointTransforms which implements
rotating a 2D point around the origin (used in our illustrative example in Fig-
ure 4.2).
• visProcessor: is an interface that encapsulates computing a feature repre-
sentation of the data. The default behavior is to return the data as is. It has
three concrete classes, visDiscretize which simply discretizes the data into a pre-
determined number of bins; visHOG which computes the histogram of oriented
gradients feature representation used in Chapter 4 for the joint alignment and
clustering of digits; and visCDBN which learns a convolutional deep Boltzmann
machines and returns the pooling unit activations as a feature representation
(used for the alignment and classification of curves in Chapter 3).
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• visSufficientStatistics: is an interface that encapsulates the sufficient statis-
tics for a random variable belonging to the exponential family. It defines the
interface for updating the sufficient statistics, and computing the posterior mode
and likelihoods assuming conjugate priors. These sufficient statistics are used
to represent the data and/or transformation parameters for the Bayesian align-
ment, infinite mixture model and joint alignment and clustering models. It has
two concrete classes, visGaussianSufficientStatistics which implements the suf-
ficient statistics for a Gaussian random variable with a Normal-inverse-Wishart
prior (including diagonal or full covariance matrices, as well as fixed mean or
covariances); and visMultinomialSufficientStatistics which implements the suf-
ficient statistics for a multinomial random variable with a Dirichlet prior.
• visAlignment: is an abstract class that encapsulates alignment algorithms.
Both congealing and Bayesian alignment are direct implementations of this
abstract class.
• visMixtureModel: is an abstract class that encapsulates clustering based on
finite mixture models using a Rao-Blackwellized (or collapsed) Gibbs sampler.
visDPClustering is a direct implementation of this abstract class.
It should be straighforward to see how the design of the software package takes
advantage of the fact that both congealing and the models presented in the thesis are
frameworks and can be applied to any data type, feature representation or transfor-
mation function. We hope that by making our implementations publicly available we
enable the application of our models to a wide range of data sets. We also hope to
encourage other researchers to contribute their algorithms to this software package
so that it evolves into a collection of well-maintained tools for alignment and joint
alignment and clustering of complex data sets.
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Figure 5.1: Layout of the base classes included in our software package.
Figure 5.2: The visCongealing class extends the visAlignment abstract class.
Figure 5.3: The visBayesianAlignment class extends the visAlignment abstract class
and uses two visSufficientStats objects to represent the data being aligned and the
transformation parameters.
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Figure 5.4: The visDPClustering class (which implements infinite mixture models)
extends the visMixtureModel class to allow the creation and removal of classes within
the sampling scheme.
Figure 5.5: The visAlignmentClustering extends both the visAlignment and visMix-
tureModel classes to allow the alignment and clustering of instances. Matlab allows
multiple-inheritance.
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CHAPTER 6
CONCLUSION AND SUMMARY
The focus of this thesis is on designing probabilistic alignment algorithms that can
handle complex data sets. We introduced a congealing algorithm for 1-dimensional
curves that uses a flexible and efficient set of curve parameterizations. We showed how
joint alignment of curve data can be a useful mechanism for generating different views
of a data set that can aid in classification. We improved upon the congealing frame-
work by incorporating features based on convolutional restricted Boltzmann machines.
This resulted in a powerful curve representation that improved both alignment and
classification. Finally, we presented a nonparametric Bayesian joint alignment and
clustering model that is scalable and applicable to different data types. The model
outperforms prior alignment-only, clustering-only and joint alignment and clustering
models, and has semi-supervised, distributed and online variations that can be use-
ful in a variety of scenarios. We also presented an open-source software library that
allows others to replicate our experiments and utilize our models with minimal effort.
Overall, this thesis takes steps towards developing an unsupervised data processing
pipeline that includes alignment, clustering and feature learning. While clustering
and feature learning serve as auxiliary information to improve alignment, they are
important byproducts. This opens the door for several interesting future directions
and applications:
• Closing the loop on unsupervised learning: in this thesis we showed how unsu-
pervised feature learning can aid alignment and how clustering and alignment
are interrelated processes that ought to be solved together. Ideally, we would
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also incorporate unsupervised feature learning into our joint alignment and clus-
tering model, where the features are also updated throughout the alignment
(and even the clustering if we choose to learn cluster-specific features). Updat-
ing the features would help us discover better clusters and improve alignment
which should in turn further improve the feature representation. Performing
all three unsupervised processes simultaneously would provide a powerful data
processing module that can be useful for various learning tasks.
• While we presented a MapReduce implementation of our joint alignment and
clustering model that helps it scale to a distributed environment, exploring
alternative parameter learning schemes based on variational inference [7, 48,
24, 56] would improve its efficiency for single-core machines. This would be
particularly advantageous if we incorporated feature learning as outlined above.
• Incorporate transformation-specific kernels for both alignment and clustering,
and classification based on multiple kernel learning. When classifying curves
using transformation parameters in Chapters 2 and 3 or jointly aligning and
clustering a data set in Chapter 4, we used a naive representation of the
transformation parameters. In the future, we would like to explore utilizing
transformation-specific kernels (e.g. [65]) that take into account the topology
of the transformation operator.
Finally, we would like to explore alternative application areas that can benefit
from the models introduced in this thesis (and the proposed extensions above). For
example, our curve congealing algorithm can be used to align camera trajectories [47]
or event-related potential signals [62], and our joint alignment and clustering model
can be used to group the motion trajectories of the elderly around their homes [98].
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