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Recently, we have theoretically proposed and experimentally demonstrated an exact and efficient
quantum simulation of photosynthetic light harvesting in nuclear magnetic resonance (NMR), cf. B.
X. Wang, et al. npj Quantum Inf. 4, 52 (2018). In this paper, we apply this approach to simulate
the open quantum dynamics in various photosynthetic systems with different Hamiltonians. By nu-
merical simulations, we show that for Drude-Lorentz spectral density the dimerized geometries with
strong couplings within the donor and acceptor clusters respectively exhibit significantly-improved
efficiency. Based on the optimal geometry, we also demonstrate that the overall energy transfer can
be further optimized when the energy gap between the donor and acceptor clusters matches the peak
of the spectral density. Moreover, by exploring the quantum dynamics for different types of spectral
densities, e.g. Ohmic, sub-Ohmic, and super-Ohmic spectral densities, we show that our approach
can be generalized to effectively simulate open quantum dynamics for various Hamiltonians and
spectral densities. Because log2N qubits are required for quantum simulation of an N -dimensional
quantum system, this quantum simulation approach can greatly reduce the computational complex-
ity compared with popular numerically-exact methods.
I. INTRODUCTION
As commonly understood, the efficiency of exciton en-
ergy transfer (EET) in natural photosynthesis is close to
unity [1–3]. Because of the discovery of EET with co-
herent features, the role of quantum coherence in EET
efficiency has become a research hotspot in the past two
decades [4–11]. Pigment-protein complexes in photosyn-
thesis are essentially open quantum systems. Since the
couplings between the system and the environment are
of the same order of magnitude as the couplings within
the system [2, 3], non-Markovian features arise and make
simulating the open quantum dynamics therein difficult
[12–16]. So far, some theoretical methods have been pro-
posed to effectively simulate EET in photosynthesis [3],
such as the numerically-exact hierarchical equation of
motion (HEOM) [17–24], the quantum jump approach
[25, 26], the small-polaron quantum master equation [27],
the modified Redfield theory and its coherent generaliza-
tion [28, 29] and so on. Among these methods simulating
the EET, the HEOM yields exact quantum dynamics in
the whole parameter regime, e.g. the Fo¨rster regime and
the Redfield regime [3, 18]. It is helpful to revealing the
role of quantum coherence in optimizing the photosyn-
thetic EET [4] and clearly elucidating the design princi-
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pals of artificial light-harvesting devices [30–34].
However, despite the fact the that HEOM has been
widely used in the study of open quantum dynamics, in-
cluding EET in natural photosynthesis, in the case of
large dimensions and complex spectral densities, the nu-
merical overhead becomes very large. Recently, we pro-
posed a novel experimental approach to exactly and effi-
ciently simulate EET in photosynthesis [35]. We generate
a large number of realizations driven by random Hamil-
tonians, and by averaging over the ensemble we obtain
a density matrix whose dynamics is subject to decoher-
ence. As a demonstration, we adopted a prototype in
Ref. [36] and compared the results of nuclear magnetic
resonance (NMR) simulation and HEOM calculation un-
der Drude-Lorentz noise. We showed that it is valid to
efficiently simulate the exact quantum dynamics in the
photosynthetic EET by using NMR if the number of ran-
dom realizations is sufficiently large.
As we know, for systems with large dimension or
complex spectral densities, the HEOM requires a huge
amount of computation resources. For example, to sim-
ulate an N -level system, the computation cost of an N -
layer HEOM scales exponentially in N (N ≤ N) [37].
However, in the quantum simulation, because the quan-
tum dynamics of N states can be simulated by using
log2N qubits, the computation cost is a polynomial of
N . Therefore, this quantum simulation can effectively
reduce the computational complexity.
In 2013, it was demonstrated that the efficiency of en-
ergy transfer can be improved when there is strong cou-
pling within donor and acceptor pairs by studying energy
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2transfer in a linear-tetramer model [36]. In the same year,
del Rey et al. proposed a design principle called phonon
antenna. By spectrally sampling optimum in their local
environmental fluctuations, the coherence between inter-
nal pigments can affect and optimize the way excitation
flows [38]. And the strong coupling to an under-damped
vibrational mode can help the photosynthetic complex
to overcome the energy barrier between the donor and
acceptor, and thus increase the efficiency [39].
In Ref. [35], only a quantum simulation with a specific
Hamiltonian and Drude-Lorentz noise was demonstrated.
The clustered geometry was proven to be optimal for a
broad parameter regime by the coherent modified Red-
field theory [36]. However, the theory is shown to break
down when the reorganization energy is much larger than
the intra-system coupling [29, 40]. A natural question
arises: does the above discovery still hold in a broad
range of parameters by a numerically-exact approach?
On the other hand, since both modifying the geometry
and spectral-sampling in local environmental fluctuations
can optimize energy flow in EET respectively, it is quite
natural to ask whether light harvesting can be further
optimized if both means have been applied?
The structure of this paper is organized as follows.
In Sec. II, we give detailed introduction to this ap-
proach for quantum simulation in NMR, which utilizes
the bath-engineering technique [41, 42] and the gradient
ascent pulse engineering (GRAPE) algorithm [43, 44]. In
Sec. III, we first consider the simulation of the EET dy-
namics in a linear-tetramer model with various of Hamil-
tonians. After the Hamiltonian is optimized, we also con-
sider how to improve the EET efficiency from the aspect
of the spectral density. Through this specific model, we
confirm the discovery in Ref. [38]. Besides, in Sec. III
we also consider the effects of different types of spectral
densities on the EET dynamics, which was not analyzed
in Ref. [35]. In Sec. III, we compare the computational
complexities of NMR simulation and HEOM, and ana-
lyze the possible errors in NMR simulations. Finally, we
discuss the prospect and conclusions in Sec. IV.
II. THEORY FOR QUANTUM SIMULATION
In this section, we introduce how to simulate the
EET dynamics of photosynthesis in NMR systems. In
Ref. [35], we simulated the influence of noise by using
the bath-engineering technique [41, 42], and realized the
evolution of quantum states by using the GRAPE algo-
rithm [43, 44]. In the following, before we summarize
these two techniques, we shall give a brief introduction
to our model system and the HEOM theory for photo-
synthetic EET.
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FIG. 1: Photosynthetic tetramer and physical system for
NMR simulation. (a) Linear geometry with four chro-
mophores for photosynthetic EET. The distance between the
first donor and the last acceptor is fixed as R = 40 A˚. We
assume that the distances within the pairs of donors and ac-
ceptors, i.e. r, are equal. All of the transition dipoles are per-
pendicular to the horizontal axis. (b) Chemical structure of
a 13C-labeled chloroform molecule, where H and 13C nuclear
spins are chosen as the two qubits for quantum simulation.
A. Model Photosynthetic System
Following Ref. [35], we use the tetramer model, which
contains four chlorophyll molecules, for the quantum sim-
ulation. As shown in Fig. 1(a), the left pair of chloro-
phylls act as donors and the right pair as acceptors. We
adopt the Frenkel-exciton Hamiltonian [2, 45]
HEET =
4∑
i=1
εi|i〉〈i|+
4∑
i 6=j=1
Jij |i〉〈j| (1)
to describe the dynamics of EET in photosynthesis. Here
|i〉 (i = 1, 2, 3, 4) represents that only ith molecule is
in the excited state while the others are in the ground
state. εi is the site energy of ith exciton. For simplicity,
the electronic interaction between ith and jth excitons is
given by the dipole-dipole interaction as
Jij =
1
4piε0r3ij
[~µi · ~µj − 3(~µi · rˆij)(~µj · rˆij)] , (2)
where ~rij = rij rˆij is the displacement vector from site i
to site j, ~µi the transition dipole of site i, ε0 the vacuum
permittivity. In numerical simulations, we take µj =
7.75 D and r ∈ [6, 14] A˚, which are typical in natural
photosynthesis.
For photosynthetic complexes with N chlorophylls,
there are only N single-excitation states in the process
of energy transfer. As a result, only log2N qubits are
required for quantum simulation and thus two qubits are
needed to simulate the tetramer model. In this case,
the single-excitation states in photosynthesis are encoded
as two-qubit product states as |1〉 = |00〉, |2〉 = |01〉,
|3〉 = |10〉, and |4〉 = |11〉. As shown in Fig. 1(b), we
regard H and C nuclear spins as the two qubits. The
Hamiltonian HNMR implemented in NMR simulations is
HNMR = HEET/C with a scaling factor
C = 3× 109. (3)
In photosynthetic complexes, the energy transfer is as-
sisted by the interaction between the system and the
3bath, which can be described as
HSB =
∑
i,k
gikVj
(
a†ik + aik
)
. (4)
Here, Vj = |i〉〈i|, a†ik (aik) is the creation (annihilation)
operator of the kth phonon mode of the ith molecule,
and gik represents the coupling strength. HSB is the main
cause of energy relaxation in photosynthetic systems. All
the information about the couplings between system and
environment can be given by the spectral density, i.e.,
GEET(ω) =
∑
k
g2ikδ(ω − ωk). (5)
The spectral density plays an important role in the op-
timization of EET in photosynthesis. It has been shown
that the energy transfer can be improved by adjusting
the parameters of photosynthetic system so that the en-
ergy gap matches the optimal frequency of the spectral
density [38].
B. Hierarchical Equation of Motion Method
The exact EET dynamics can be given by the HEOM
[18, 46]
∂
∂t
σ~n=(−iLe+
∑
j
njγj)σ~n+
∑
j
Φjσ~nj+ +
∑
j
njΘjσ~nj− ,
(6)
where σ~n and σ~nj± are the auxiliary density ma-
trices with ~n = (n1, n2, · · · , nj , · · · ) and ~nj± =
(n1, n2, · · · , nj ± 1, · · · ), and nj ’s non-negative integers,
σ~0 = ρ the reduced density matrix of photosynthetic
system, Le the Liouville superoperator of HEET. Be-
sides, Φj = iV
×
j and Θj = i(
2λj
βh¯2
V ×j − iλjh¯ V ◦j ) with
V ×j σ~n = Vjσ~n − σ~nVj and V ◦j σ~n = Vjσ~n + σ~nVj , where
Vj = |j〉〈j|. For Drude-Lorentz spectral density, i.e.,
GEET(ω) =
2λjγjω
ω2 + γ2j
(7)
with λj the reorganization energy and γj the relaxation
rate. For a generic spectral density, it can be decomposed
into a summation of Lorentzian form [47, 48].
C. The process of quantum simulation
In the quantum simulation of photosynthetic EET with
NMR system, there are three steps: First of all, we ini-
tialize the system for quantum simulation, i.e., prepa-
ration of pseudo-pure states. Afterwards, the system
evolves under the evolution operator U . Finally, the state
of the system is measured. In the following, we shall dis-
cuss the details of the three steps.
1. Initialization of Quantum States
At the room temperature, the two-qubit system is ini-
tially in thermal-equilibrium state, i.e., [49]
ρeq ≈ 1
4
σ
(0)
1 σ
(0)
2 + (γHσ
(3)
1 σ
(0)
2 + γCσ
(0)
1 σ
(3)
2 ), (8)
where σ
(0)
j and σ
(α)
j (α = 1, 2, 3) are respectively the
unit matrix and Pauli operators of qubit j,  ≈ 1.496 ×
10−13 rad−1 ·s·T characterizes polarization, γH = 2.675×
108 rad · s−1 · T−1 and γC = 6.726 × 107 rad · s−1 · T−1
correspond respectively to the gyromagnetic ratios of the
1H and 13C nuclei [50]. In the experiment, by using the
spatial average method [51, 52], the system is prepared
in the pseudo-pure state as
ρ00 =
1− δ
4
σ
(0)
1 σ
(0)
2 + δ|00〉〈00|, (9)
where δ ' 10−5. Since the unitary evolutions and mea-
surements have no effects on the unit matrix part, the
final results of the experiments are only influenced by
the second part, i.e., |00〉.
2. Evolution under Hamiltonian with Noise
The total Hamiltonian for simulating EET process is
H(t) = HNMR +HPDN. (10)
HPDN is introduced to mimic the effects of the local baths
in photosynthesis. By the bath-engineering technique
[41, 42, 53], various types of spectral densities can be ef-
fectively simulated. The system Hamiltonian HNMR can
be obtained by the photosynthetic Hamiltonian scaled
by the factor C. In the quantum simulation, the evolu-
tion is divided into L steps with the total evolution time
t = L∆t, and the evolution operator is
U(t) =
L∏
j=1
Uj =
L∏
j=1
exp[−iHj∆t], (11)
where Hj = H(tj) is the Hamiltonian at tj = j∆t. Here,
U(t) can be decomposed into a series of experimentally-
feasible pulses by the GRAPE algorithm [43, 44]. In
the following, we will introduce the bath-engineering
technique and the GRAPE algorithm in detail.
2.1 Bath Engineering
In the process of EET, the system generally interacts
with its environments. In the NMR systems, by artifi-
cially injecting noise, the impact of the environment is
effectively simulated. This bath-engineering technique
has been successfully realized in ion traps and NMR
[35, 41, 42, 53].
4In order to mimic the system-bath interaction in
Eq. (4), we utilize a dephasing noise which comes from
the inhomogeneous and non-static magnetic fields in the
NMR systems. The Hamiltonian of the dephasing noise
is
HPDN =
∑
m=1,2
~Bm(t) · ~σm, (12)
which relies on generating stochastic errors by performing
phase modulations on a constant-amplitude carrier, i.e.,
~Bm(t) = Ωm cos [ωmt+ φm(t)] zˆ, (13)
φm(t) =
Nc∑
j=1
α(m)z F (ωj) sin(ωjt+ φ
(m)
j ), (14)
where Ωm is the constant amplitude of a magnetic field
with driving frequency ωm, φm(t) the time-dependent
phase with α
(m)
z the amplitude of noise and φ
(m)
j a ran-
dom number, ωj = jω0 with Ncω0 and ω0 being cutoff
and base frequencies, respectively.
The derivative of φm with respect to the time is
βm(t) =
dφm(t)
dt
=
N∑
j=1
α(m)z F (ωj)ωj cos(ωjt+ φ
(m)
j ),
(15)
which describes the distribution of noise in the time do-
main. The second-order correlation function of βm(t) is
〈βm(t+ τ)βm(t)〉= lim
T→∞
1
2T
∫ T
−T
dtβm(t+ τ)βm(t) (16)
=(
α
(m)
z
2
)2
∑
j
[ωjF (ωj)]
2(eiωjτ + e−iωjτ ).
By Fourier transform of the above equation, the power
spectral density of the noise can be obtained as
Sm(ω)=
∫ ∞
−∞
dτe−iωτ 〈βm(t+ τ)βm(t)〉
=
pi(α
(m)
z )2
2
N∑
j=1
[ωjF (ωj)]
2[δ(ω − ωj)+δ(ω + ωj)].
(17)
In obtaining Eq. (16), we assume the average over the
ensemble is equivalent to the average over the time, which
is valid in the large-ensemble limit [54].
The noise is essentially a stochastic process and can be
characterized by its power spectral density. In general,
we first map the spectral density of photosynthesis to
the power spectral density of noise. Then, we inversely
derive the modulation function F (ωj). and thus the
time-domain function of noise βm(t). Obviously, the
type of the noise is determined by the power spectral
density and thus the function F (ωj).
2.2 Gradient Ascent Pulse Engineering Algorithm
The GRAPE algorithm has become the most
commonly-used optimal-control theory for unitary evo-
lutions in NMR systems [43, 44]. For an N -qubit NMR
system, the total Hamiltonian Htot includes the internal
term Hint and the radio-frequency (RF) term HRF, and
thus reads
Htot = Hint +HRF, (18)
HRF = −
2∑
k=1
γkBk[cos(ω
RF
k t+ φ
RF
k )σ
(1)
k
+ sin(ωRFk t+ φ
RF
k σ
(2)
k )], (19)
where Bk, ω
RF
k and φ
RF
k are the amplitude, driving fre-
quency and phase of the control field on the kth nuclear
spin with gyromagnetic ratio γk, respectively.
The purpose of the GRAPE algorithm is to design
a unitary evolution UD by iteration to make it very
close to the target evolution UT , so as to find the opti-
mal amplitudes Bk and phases φ
RF
k of the control fields.
The fidelity of UD relative to UT can be expressed as
F = |Tr(U†TUD)|/22. We assume that the total evolution
time is T and is divided into N steps, i.e., ∆t = T/N .
And the amplitudes and phases of the control fields
within each step are constant. Thus, in jth step, the
time evolution operator of the system can be expressed
as
Uj = e
−i∆t
[
Hint+
∑2
k=1
∑2
α=1 u
(α)
k (j)σ
(α)
k
]
, (20)
where u
(1)
k (j) = γkBk cos(ω
RF
k tj + φ
RF
k ) and u
(2)
k (j) =
γkBk sin(ω
RF
k tj + φ
RF
k ) are assumed to be constant.
The total evolution operator of the system is UD =
UNUN−1 . . . U2U1. By calculating the derivative of the
fidelity F with respect to u
(α)
k (j), we can obtain
g
(α)
k (j) =
∂F
∂u
(α)
k (j)
≈ − 2
2n
Re[U†TUN . . . Uj+1(−i∆tσ(α)k )Uj . . . U1].
(21)
Afterwards, we replace u
(α)
k (j) by u
(α)
k (j)+sg
(α)
k (j) with
s the iteration step. By repeating the above steps, we
will find that the fidelity is increasing gradually. To sum-
marize the general steps of the GRAPE algorithm, we set
an initial value of u
(α)
k (j), and calculate the derivative of
the fidelity g
(α)
k (j), and iterate until the fidelity changes
less than the selected threshold. After terminating the
algorithm, we shall perform the measurements to obtain
the final result.
3. Tomography
In NMR, the free-induction decay (FID) signal is em-
ployed to measure the density matrix of the final state
5[50, 55–57], i.e.,
SU (t) ∝ Tr[e−iHinttUρU†eiHintt
2∑
k=1
(σ
(1)
k − iσ(2)k )], (22)
where ρ is the density matrix after the above quantum
simulation approach has been applied,
Hint =
ω1
2
σ
(3)
1 +
ω2
2
σ
(3)
2 +
piJ
2
σ
(3)
1 σ
(3)
2 (23)
is the internal Hamiltonian with ω1 = γCB, ω2 = γHB,
and J = 215.1 Hz [49]. All the elements of the density
matrix can be given in terms of the expectations of the 16
observables {σ(i)1 ⊗ σ(j)2 } (i, j = 0, 1, 2, 3). In this paper,
we mainly focus on the diagonal elements of the density
matrix, i.e.,
ρ11 =
1
4
[1 + 〈σ(3)1 σ(0)2 〉+ 〈σ(0)1 σ(3)2 〉+ 〈σ(3)1 σ(3)2 〉],
ρ22 =
1
4
[1 + 〈σ(3)1 σ(0)2 〉 − 〈σ(0)1 σ(3)2 〉 − 〈σ(3)1 σ(3)2 〉], (24)
ρ33 =
1
4
[1− 〈σ(3)1 σ(0)2 〉+ 〈σ(0)1 σ(3)2 〉 − 〈σ(3)1 σ(3)2 〉],
ρ44 =
1
4
[1− 〈σ(3)1 σ(3)2 〉 − 〈σ(0)1 σ(3)2 〉 − 〈σ(3)1 σ(0)2 〉)].
We also provide the expressions for the other elements of
the density matrix in Eq. (A1) of Appendix A.
In order to obtain the diagonal elements of the density
matrix, we only need to apply a unitary operation U to
the system, which is U = {σ(0)1 ⊗e−i
pi
4 σ
(2)
2 , e−i
pi
4 σ
(2)
1 ⊗σ(0)2 }.
For example, when U = e−i
pi
4 σ
(2)
1 ⊗ σ(0)2 is applied on the
system before the measurement, the FID signal reads
SYI(t) ∝
2∑
k=1
1∑
p=0
SYIkpe
i[ωk+(−1)ppiJ]t, (25)
where in the superscript I = σ(0) and Y = σ(2),
SYI10 =〈σ(3)1 σ(0)2 〉+ 〈σ(3)1 σ(3)2 〉+ i(〈σ(2)1 σ(0)2 〉+ 〈σ(2)1 σ(3)2 〉),
SYI11 =〈σ(3)1 σ(0)2 〉 − 〈σ(3)1 σ(3)2 〉+ i(〈σ(2)1 σ(0)2 〉 − 〈σ(2)1 σ(3)2 〉),
SYI20 =〈σ(0)1 σ(1)2 〉 − 〈σ(1)1 σ(1)2 〉+ i(〈σ(0)1 σ(2)2 〉 − 〈σ(1)1 σ(2)2 〉),
SYI21 =〈σ(0)1 σ(1)2 〉 − 〈σ(1)1 σ(1)2 〉+ i(〈σ(0)1 σ(2)2 〉 − 〈σ(1)1 σ(2)2 〉).
(26)
By Fourier transform of Eq. (25), we can obtain the above
four quantities. The expectations of the observables con-
tained in Eq. (24) can be written in terms of the FID
signals as
〈σ(0)1 σ(3)2 〉 =
η
2
[Re(SIY20 ) + Re(S
IY
21 )], (27a)
〈σ(3)1 σ(0)2 〉 =
η
2
[Re(SYI10 ) + Re(S
YI
11 )], (27b)
〈σ(3)1 σ(3)2 〉 =
η
2
[Re(SIY20 )− Re(SIY21 )]. (27c)
Here, Re(x) and Im(x) are respectively the real and imag-
inary parts of x, and η is a constant which replies on ex-
perimental details such as a receiver gain and the amount
of spins [55]. The method for measuring the other ele-
ments of the density matrix is also supplemented in Ap-
pendix A.
III. NUMERICAL CALCULATION AND
ANALYSIS
In Ref. [35], only the EET dynamics for a specific
Hamiltonian under the Drude-Lorentz noise was demon-
strated. In this section, we will use the above quantum
simulation approach to investigate the dynamics for dif-
ferent Hamiltonians and various types of spectral den-
sities. In addition, we will compare the computational
complexity of the quantum simulation and the HEOM,
and analyze the errors in the quantum simulation.
A. Hamiltonians
In Ref. [36], the effects of the geometry on the energy
transfer was investigated. In the study, it was revealed
that the dimerized structure explores coherent relaxation
to promote the energy transfer within the dimer. Since
the coupling between two sites is significantly dependent
on the distance between two chlorophylls, different ge-
ometries correspond to different Hamiltonians. In this
sub-section, we analyze the EET dynamics for different
Hamiltonians with the quantum simulation approach.
In Fig. 2(a), we show the comparison among the
HEOM, the quantum simulation and the GRAPE simu-
lation for r = 13.4 A˚. Therein, all four chlorophylls are
equally spaced and the Hamiltonian for the NMR quan-
tum simulation HNMR = HEET/C is
HNMR
2pi
=
 130 1.2608 0.1612 0.04741.2608 129 1.3190 0.16120.1612 1.3190 123 1.2608
0.0474 0.1612 1.2608 122
 kHz. (28)
In Fig. 2(b), we set r = 11.3 A˚ and thus the distance be-
tween the two donors (acceptors) is slightly smaller than
the distance between the central two sites. In this case,
the donors (acceptors) form a dimer. The corresponding
Hamiltonian reads
HNMR
2pi
=
 130 2.1025 0.1283 0.04742.1025 129 0.5759 0.12830.1283 0.5759 123 2.1025
0.0474 0.1283 2.1025 122
 kHz. (29)
In Fig. 2(c), we further reduce the intra-dimer distance
to an even smaller value, i.e., r = 8 A˚. Thus, the Hamil-
6tonian is
HNMR
2pi
=
 130 5.9251 0.0926 0.04745.9251 129 0.2195 0.09260.0926 0.2195 123 5.9251
0.0474 0.0926 5.9251 122
 kHz. (30)
In order to obtain the above Hamiltonians, we adopt
the site energies ε1 = 13000 cm
−1, ε2 = 12900 cm−1,
ε3 =12300 cm
−1, and ε4 =12200 cm−1, which are typical
in natural photosynthetic systems, for the corresponding
Hamiltonians of photosynthesis. Except that J14 = J41
are invariant, different distances r’s correspond to a set
of different coupling terms Jij ’s (i, j = 1, 2, 3, 4) as deter-
mined by Eq. (2).
In addition, we assume the spectral density of Drude-
Lorentzian form as given in Eq. (7), with the optimal
frequency γj . In the simulations, we assume identical
phonon relaxation rates γNMR = γEET/C = 2pi × 50 Hz
and identical reorganization energies λNMR = λEET/C =
2pi×2 Hz for all local baths. Since the results of quantum
simulation coincide with those of the HEOM only at high
temperatures, we take TEET = 3 × 106 K and TNMR =
10−3 K in our numerical calculations. In this way, we
compare the results of the quantum simulation, and the
GRAPE simulation, and the HEOM in Fig. 2.
As shown in Fig. 2(b), the energy transfer is the
fastest for the case with r = 11.3 A˚. The dimerized
geometry explores the coherent relaxation within the
donors to accelerate the energy transfer. However, over-
dimerization in the geometry significantly reduces the
energy transfer rate, because it enlarges the energy gap
between the donor and acceptor clusters, cf. Fig. 2(c).
These numerically-exact simulations are consistent with
those discoveries obtained by the approximate theory in
Ref. [36]. We notice that there are some small differ-
ences between the HEOM and the quantum simulations,
which rely on the assumption that the ensemble average
is equivalent to the time average. Therefore, we ver-
ify the assumption in Fig. 2(d). As the number of ran-
dom realizations in the ensemble increases, the results of
quantum simulation approach closer and closer to those
of the HEOM. Besides, we also observe the deviations of
the GRAPE simulations from the quantum simulations,
of which causes will be discussed at the end of this sec-
tion. In this regard, both the quantum simulations and
GRAPE simulations successfully reproduce the coherent
oscillations at the short-time regime and the incoherent
relaxation at the long-time regime, and it is valid to ex-
actly simulate the open quantum dynamics with a generic
Hamiltonian by the above approach.
In Ref. [38], it was shown that the optimization of the
EET can be achieved when the energy gap of the system
matches the optimum in the spectral density. Inspired
by this discovery, we subsequently consider the effects
of the bath on the EET dynamics for a fixed Hamil-
tonian with r = 11.3 A˚, which was shown to be op-
timal among different geometries in Fig. 2. Since the
peak of the Drude-Lorentz spectral density is located
at γNMR, we fix λNMR and simulate the EET dynam-
ics for a broad range of γNMR. Here, in Fig. 3, we only
demonstrate the population dynamics for three typical
parameters, i.e., γNMR/2pi = 0.5 kHz, 2.668 kHz, and
7 kHz. Obviously, the optimal relaxation rate of the bath
is γoptNMR = 2pi×2.668 kHz as it requires the shortest time
to achieve equal populations. The physical mechanism
can be described by the energy diagram of the system.
Due to their strong couplings, sites 1 and 2 form the
donor cluster, while sites 3 and 4 form the acceptor clus-
ter. Since the donor cluster is weakly coupled with the
acceptor cluster, the EET between the two clusters can
be described by the Fo¨rster theory. Therefore, the inter-
cluster EET is optimized when the energy gap between
the lower-energy eigen-state of the donor cluster and the
higher-energy eigen-state of the acceptor cluster matches
the optimum of the spectral density. The details about
this physical mechanism is elucidated in Appendix B.
B. Different Types of Spectral Densities
Since a general power-law form spectral density can
describe an extremely-large number of physical environ-
ments [58, 59], we use it to show the universal applica-
bility of the quantum simulation approach. Following
Refs. [15, 60], we analyze the EET dynamics for three
types of spectral densities, namely Ohmic, sub-Ohmic,
and super-Ohmic spectral densities, which are expressed
in a unified manner as
J(ω) =
λω
Γ(s)
(
ω
ωc
)s−1
e−
ω
ωc , (31)
where Γ(s) is the Euler Gamma function, and ωc is an
exponential cutoff frequency, λωc is the coupling strength
between the system and the bath. When 0 < s < 1,
s = 1, and s > 1, J(ω) denotes sub-Ohmic, Ohmic, and
super-Ohmic spectral densities, respectively.
Here, we take s = 1, 0.5, 3 corresponding to respec-
tively the Ohmic, sub-Ohmic, and super-Ohmic spectral
density, i.e.,
JOhm(ω) = λωe
− ωωc , (32a)
Jsub(ω) =
λω
pi1/2
(
ω
ωc
)−1/2
e−
ω
ωc , (32b)
Jsup(ω) =
λω3
2ω2c
e−
ω
ωc . (32c)
Through the analyses in the above subsection, we can
see that the results of the quantum simulations are very
coincident with those of the HEOM at high temperatures.
In the following, we also analyze the EET dynamics for
these three types of spectral densities.
Figure 4 presents the results of our quantum simula-
tions for Ohmic, sub-Ohmic and super-Ohmic spectral
densities, with different geometries, i.e., r = 13.4 A˚,
r = 11.3 A˚, and r = 8 A˚. In the numerical calculations,
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FIG. 2: Simulations of the energy transfer by the HEOM (curves) and GRAPE (symbols) and quantum simulation (broken
curves) with: (a) r = 13.4 A˚; (b) r = 11.3 A˚; (c) r = 8.0 A˚. The last two are averaged over 500 random realizations. The
insets enlarge the simulations by the HEOM to show the EET times and the coherent oscillation in the short-time regime. (d)
shows the convergence between the HEOM (curves) and quantum simulations (dots) with r = 13.4 A˚ as the ensemble size N
increases. In all simulations, we take γNMR = 2pi × 50 Hz and λNMR = 2pi × 2 Hz.
we take the temperature as TEET = 3 × 105 K. Inter-
estingly, we can see that the EET dynamics is strongly
dependent on the type of spectral density adopted, i.e.,
the statistics of the system-bath interactions. Therefore,
it is crucial a simulation method can accurately simulate
all types of spectral densities. Nevertheless, regardless of
the form of the spectral densities, the system identically
reaches the equilibrium fastest when the intra-pair dis-
tance is r = 11.3 A˚, cf. Figs. 4(b1),(b2),(b3), compared
with the other distances. As r is reduced, the coherent os-
cillations in the populations of the donors becomes more
and more profound, but the EET times do not decrease
monotonically. For these three spectral densities, we may
arrive at the same conclusion as the Drude-Lorentzian
spectral density, that the moderate-dimerized geometry
explores the coherent relaxation within the donors to ac-
celerate the energy transfer, and the over-dimerization
in the geometry significantly reduces the energy trans-
fer rate, cf. Figs. 4(c1),(c2),(c3), which is also consistent
with the conclusion in Ref. [36].
Based on the above analysis, we demonstrate that this
quantum simulation approach can be used to investigate
the exact quantum dynamics for different Hamiltonians
and various types of spectral densities. It has been proven
that although theoretically the quantum dynamics with
arbitrary form of spectral density can be simulated by
the HEOM through spectral decomposition [23, 24], this
may be practically unfeasible. As will be shown in the
next subsection, the more complex the form of spectral
density is, the higher the computational complexity of
the HEOM will be. However, since the computational
time of the present simulation approach is not affected
by the complexity of the spectral density, we show the
superiority of our method over the HEOM in the high-
temperature limit.
C. Computational Costs of NMR Simulation and
HEOM
In the above sections, we show the quantum simula-
tions of open quantum dynamics for a 4-level system.
Consider an N -level open quantum system, where each
level of the system is coupled with an independent bath,
and the correlation function of each bath contains K ex-
ponentials. The total number of auxiliary density opera-
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FIG. 3: Simulations of the energy transfer by the HEOM
(curves) and GRAPE algorithm (symbols) with r = 11.3 A˚,
λNMR = 2pi × 2 Hz, and: (a) γNMR = 2pi × 0.5 kHz, (b)
γNMR = 2pi × 2.668 kHz, (c) γNMR = 2pi × 7 kHz. The insets
show the EET times.
tors for the HEOM is [37, 46]
I =
N∑
n=0
In =
N∑
n=0
(n+KN − 1)!
n!(KN − 1)! =
(N +KN)!
N !(KN)! , (33)
where N is the hierarchy level of truncation of the
HEOM. By using [61]
n! =
√
2pinn+
1
2 e−nern , (34)
where (12n + 1)−1 < rn < (12n)−1, we can obtain
Eq. (33) as
In =
√
1
N +
1
KN
2pi
(
1 +
KN
N
)N(
1 +
N
KN
)KN
× exp(rN+KN − rN − rKN ). (35)
When the dimension of the system is large and the spec-
tral density is complex, i.e., KN → ∞, for a given hier-
archy level of truncation, the total number of auxiliary
density operators and thus the computation cost of the
HEOM is approximated as
lim
KN→∞
I '
√
1
2piN
(
1 +
KN
N
)N
eKN . (36)
On the other hand, for a log2N -qubit quantum system,
the GRAPE algorithm requires [44]
(4M log2N + 1)4
log2N = (4M log2N + 1)N
2 (37)
measurements in each iteration to estimate the fitness
function and its derivative with respect to the pulse am-
plitude, which the GRAPE aims to optimize. M is the
number of the pulse sequence to be divided, which scales
polynomially with the number of qubits [44]. Above all,
the complexity of the GRAPE algorithm is a polynomial
of N .
In practical simulations, the resources required by the
HEOM may be intolerable as complicated spectral den-
sities are widely observed in natural photosynthetic com-
plexes. According to Ref. [62], there are 42 chlorophylls
in a trimer of LHC II complex and its spectral density can
be described by an overdamped Brownian oscillator and
48 high-frequency modes, i.e., N = 42 and K = 49. We
remark that because of the specific mapping from N -level
photosynthetic energy transfer to log2N -qubit quantum
simulation, the complexity has been greatly reduced.
D. Error Analysis
From the above theoretical calculations, we can see
that there are some errors in the quantum simulations
as compared to the theoretically-exact results by the
HEOM, especially when the number of random realiza-
tions in the ensemble is small. Theoretically, the average
over the ensemble is equal to the average over the time
only in the infinite-large ensemble limit [54]. However,
according to a large number of simulations, the quan-
tum simulations agree well with the HEOM for n ≥ 500.
For a given random Hamiltonian, the corresponding uni-
tary evolution can be decomposed into a sequence of
experimentally-feasible pulses by the GRAPE algorithm.
Here, the fidelity is limited by the initial guess of param-
eters, in combination with both the step and the number
of repetitions in attaining the global optimum [44].
In the aspect of NMR realization, there are three main
sources of errors. First of all, the prepared initial state
is a pseudo-pure state rather than a pure state. Then,
in the process of quantum-state evolution, although the
fidelity of the unitary evolution UD calculated by the
GRAPE algorithm can in principle approach unity, e.g.
by increasing the step of the repetition, there could still
remain imperfection in the experimental realization of
the pulse sequence. Finally, further errors could be in-
troduced in the process of measurement.
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FIG. 4: Simulations of the energy transfer for the Ohmic, sub-Ohmic, and super-Ohmic spectral densities by the quantum
simulation (curves) and GRAPE algorithm (symbols) with N = 500. (a1), (b1), (c1) represent the results of Ohmic spectral
density, with λ = 10−3, ωc = 2pi × 100 Hz, and ω0 = 2pi × 0.1 Hz. (a2), (b2), (c2) show the results of sub-Ohmic spectral
density, with λ = 0.05, ωc = 2pi × 50 Hz, and ω0 = 2pi × 0.1 Hz. (a3), (b3), (c3) reveal the results of super-Ohmic spectral
density, with λ = 0.05, ωc = 2pi × 40 Hz, and ω0 = 2pi × 0.1 Hz. The three rows correspond to r = 13.4 A˚, r = 11.3 A˚, and
r = 8.0 A˚, respectively.
IV. CONCLUSION
In this paper, we discuss the recently-developed ap-
proach for the exact simulation of EET dynamics in pho-
tosynthesis. By applying the approach to the linear-
tetramer model, the energy transfer is shown to be opti-
mal for a moderately-clustered geometry. Based on the
optimal Hamiltonian, we show that the energy transfer
efficiency can be further improved when the energy gap
between the donor and acceptor clusters matches the op-
timum of the bath’s spectral density. In this regard, we
demonstrate that the light-harvesting network can be op-
timized from two aspects, i.e., the geometry [36] and the
bath [38].
Beyond the Drude-Lorentz spectral density, we also
show that our approach can be utilized to simulate the
EET dynamics for various types of spectral densities. By
comparing our approach to the HEOM, the complexity
is a polynomial of the number of states involved and thus
our approach is exponentially accelerated when the sys-
tem is large and the spectral density is complicated. This
is often encountered when simulating open quantum dy-
namics for natural photosynthesis. To conclude, our ap-
proach can be applied to the exact and efficient simula-
tion of open quantum dynamics for various of Hamiltoni-
ans and spectral densities. It may shed light on the inves-
tigations exploring non-Markovianity in open quantum
dynamics, e.g. quantum metrology in non-Markovian en-
vironments [60].
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Appendix A: Measuring Off-diagonal Terms of
Density Matrix
Concerning 2 qubits, there are 9 independent elements
of the entire density matrix, including 3 diagonal terms
and 6 off-diagonal terms. In Sec. II C 3, we introduce how
to measure the diagonal elements of the density matrix,
i.e., the populations. In order to perform the tomogra-
phy, we will supplement the method for measuring the
off-diagonal elements, which can be given as follows, i.e.,
ρ21=
1
4
[〈σ(0)1 σ(1)2 〉+ 〈σ(3)1 σ(1)2 〉+ i(〈σ(0)1 σ(2)2 〉+ 〈σ(3)1 σ(2)2 〉)],
ρ31=
1
4
[〈σ(1)1 σ(0)2 〉+ 〈σ(1)1 σ(3)2 〉+ i(〈σ(2)1 σ(0)2 〉+ 〈σ(2)1 σ(3)2 〉)],
ρ41=
1
4
[〈σ(1)1 σ(1)2 〉 − 〈σ(2)1 σ(2)2 〉+ i(〈σ(1)1 σ(2)2 〉+ 〈σ(2)1 σ(1)2 〉)],
ρ32=
1
4
[〈σ(1)1 σ(1)2 〉+ 〈σ(2)1 σ(2)2 〉 − i(〈σ(1)1 σ(2)2 〉 − 〈σ(2)1 σ(1)2 〉)],
ρ42=
1
4
[〈σ(1)1 σ(0)2 〉 − 〈σ(1)1 σ(3)2 〉+ i(〈σ(2)1 σ(0)2 〉 − 〈σ(2)1 σ(3)2 〉)],
ρ43=
1
4
[〈σ(0)1 σ(1)2 〉 − 〈σ(3)1 σ(1)2 〉+ i(〈σ(0)1 σ(2)2 〉+ 〈σ(3)1 σ(2)2 〉)].
(A1)
In order to obtain all the elements of the density ma-
trix, we apply a unitary operation U to the system with
U = {σ(0)1 ⊗σ(0)2 , σ(0)1 ⊗e−i
pi
4 σ
(2)
2 , e−i
pi
4 σ
(2)
1 ⊗σ(0)2 , e−i
pi
4 σ
(2)
1 ⊗
e−i
pi
4 σ
(2)
2 }. In addition to Eq. (26), the expectations of the
other 12 observables are respectively written in terms of
the FID signals as
〈σ(0)1 σ(1)2 〉 =
η
2
[Re(SYI20 ) + Re(S
YI
21 )], (A2a)
〈σ(0)1 σ(2)2 〉 =
η
2
[Im(SYI20 ) + Im(S
YI
21 )], (A2b)
〈σ(1)1 σ(0)2 〉 =
η
2
[Re(SIY10 ) + Re(S
IY
11 )], (A2c)
〈σ(1)1 σ(1)2 〉 =
η
2
[Re(SIY11 )− Re(SIY10 )], (A2d)
〈σ(1)1 σ(2)2 〉 =
η
2
[Im(SYI21 )− Im(SYI20 )], (A2e)
〈σ(1)1 σ(3)2 〉 =
η
2
[Re(SXI10 )− Re(SXI11 )], (A2f)
〈σ(2)1 σ(0)2 〉 =
η
2
[Im(SIY10 ) + Im(S
IY
11 )], (A2g)
〈σ(2)1 σ(1)2 〉 =
η
2
[Re(SIY11 )− Re(SIY10 )], (A2h)
〈σ(2)1 σ(2)2 〉 =
η
2
[Im(SXI20 )− Im(SXI21 )], (A2i)
〈σ(2)1 σ(3)2 〉 =
η
2
[Im(SYI10 )− Im(SYI11 )], (A2j)
〈σ(3)1 σ(1)2 〉 =
η
2
[Re(SIX20 )− Re(SIX21 )], (A2k)
〈σ(3)1 σ(2)2 〉 =
η
2
[Im(SIY20 )− Im(SIY21 )]. (A2l)
Appendix B: Optimizing EET by Bath
In Fig. 3, we show that the optimization of the EET
can be also achieved when the energy gap of the system
matches the optimum in the spectral density. In order to
elucidate the underlying physical mechanism, we resort
to the energy diagram of the system. Sites 1 and 2 form
the donor cluster due to their strong coupling, while sites
3 and 4 form the acceptor cluster as shown in Fig. 1(a).
By diagonalizing the Hamiltonians of donor and acceptor
subsystems respectively, i.e.,
H12S = ε1|1〉〈1|+ ε2|2〉〈2|+ J12|1〉〈2|+ J21|2〉〈1|, (B1a)
H34S = ε3|3〉〈3|+ ε4|4〉〈4|+ J34|3〉〈4|+ J43|4〉〈3|, (B1b)
we can obtain the eigen-states as
|E1〉 = cos θ12
2
|1〉+ sin θ12
2
|2〉, (B2a)
|E2〉 = sin θ12
2
|1〉 − cos θ12
2
|2〉, (B2b)
|E3〉 = cos θ34
2
|3〉+ sin θ34
2
|4〉, (B2c)
|E4〉 = sin θ34
2
|3〉 − cos θ34
2
|4〉, (B2d)
where θj,j+1 = arctan
(
2Jj,j+1
εj−εj+1
)
(j = 1, 3) are the mix-
ing angles. And the corresponding eigen-energies are re-
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spectively
E1 =
ε1 + ε2
2
+
√(
ε1 − ε2
2
)2
+ J212, (B3a)
E2 =
ε1 + ε2
2
−
√(
ε1 − ε2
2
)2
+ J212, (B3b)
E3 =
ε3 + ε4
2
+
√(
ε3 − ε4
2
)2
+ J234, (B3c)
E4 =
ε3 + ε4
2
−
√(
ε3 − ε4
2
)2
+ J234. (B3d)
Because the donor and acceptor clusters are weakly cou-
pled, the Fo¨rster mechanism can be utilized to describe
the inter-cluster EET. As a result, the optimal γoptNMR co-
incides with the energy gap between the lower eigen-state
of the donor cluster and the higher eigen-state of the ac-
ceptor cluster, i.e., γoptNMR = E2 − E3. Above all, based
on the optimal geometry, we can further optimize the
energy-transfer efficiency by tuning the bath to match
the energy gap of the system.
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