Abstract. We consider a large collection of dynamically interacting components defined on a weighted directed graph determining the impact of default of one component to another one. We prove a law of large numbers for the empirical measure capturing the evolution of the different components in the pool and from this we extract important information for quantities such as the loss rate in the overall pool as well as the mean impact on a given component from system wide defaults. A singular value decomposition of the adjacency matrix of the graph allows to coarse-grain the system by focusing on the highest eigenvalues which also correspond to the components with the highest contagion impact on the pool. Numerical simulations demonstrate the theoretical findings.
Introduction
The financial crisis of 2007-2009 made clear to the mathematical finance community that connectedness and network effects in financial systems need to be better understood and modelled. Risk can propagate through the system and network topology can affect its propagation.
Exogenous risks acting as initial shocks, such as devaluation of mortgage-baked securities, changes in interest rates or commodity prices cannot fully explain crisis events, but can lead to contagion effects, [23, 2] . In particular, shocks can lead to spiral events within the system and the topology and connectedness of the system can then affect how these spiral events unfold and propagate. This can then lead to systemic risk events, see for example [24] , which has been by now widely accepted to be a dynamic event, [2, 4] .
In the past ten years researchers have tried to understand and model such behavior in different ways. A significant body of literature has emerged that is aiming in understanding and modeling complex financial systems. Before describing the main contributions of this paper, let us first briefly describe the three main different lines of research that have emerged in the study of systemic risk. Firstly, there is the network models for clustering and contagion that follow the earlier work of [1, 13] , see also [19] for a review. Secondly, there is the dynamic mean field type of models literature, see for example [5, 6, 10, 14, 18, 7, 20, 15] . Thirdly, there is the reduced form credit and portfolio risk literature that is using intensity models of correlated default, [8, 16, 17, 25, 27, 26] . Despite this significant progress, many questions are still wide open.
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Our work falls in the last category, i.e., in the reduced form credit risk literature. Motivated by the empirical work of [2] and following [16, 17] , the intensity to default process for each individual name in the pool is characterized by three terms: an idiosyncratic term, which is specific to each name, a contagion term, which is responsible for clustering of defaults, and an exogenous risk term common to all names in the pool. As it has been established in [2, 16, 17] , see also [25] for a review, these terms give important insights on how risk propagates and on how defaults cluster. Due to the interconnectedness of the system, the failure of a single component increases the likelihood of failure of other components in the system. Uncertainty becomes an issue which then leads market participants to fear even more losses in asset prices disproportional to the magnitude of the crisis. Reduceform point process models of correlated default are many times used to assess portfolio credit risk and are based on counting processes. We use dynamic portfolio credit risk models to understand large portfolio asymptotics and default clustering.
Our contribution in this paper is twofold. Firstly, we consider general stochastic intensity-to-default processes where the drift coefficient of the idiosyncratic component is only required to satisfy appropriate dissipative properties instead of requiring it to be affine. This generalization complicates the analysis as we cannot use anymore the properties of affine models, resulting in more delicate analysis and estimates. We prove well-posedness of the related stochastic intensity models and rigorously characterize the limit of the empirical survival distribution of the names in the pool as their number grows to infinity.
Secondly, we consider network effects, a feature missing from the earlier work of [8, 16] and its follow ups. To be more precise, we specify the interaction of names by a weighted, directed graph G(Γ, E, ω) where Γ is the set of vertices (i.e., names), E is the set of (directed) edges and ω : E → (0, ∞) is a function assigning weights to edges (as a convention we could define ω(i, j) = 0 whenever (i, j) / ∈ E). An edge (i, j) ∈ E implies a directed interaction, the impact that the default of name i has on name j. The weight ω(i, j) measures the strength of the interaction. For example, ω(i, j) could represent the loss of name j at the default of counterparty i (the loss is usually the positive part of the mark-to-market value of the contract at default). Let A be the matrix with elements ω(i, j). As it turns out, a singular value decomposition (SVD) of A allows us not only to identify the number of different clusters in the pool (this is the number of non-zero eigenvalues of A), but it also gives a physical meaning to the term responsible for contagion effects and spiral events. In addition, the SVD allows us to also quantify which of the clusters have the most significant impact on the whole system. It also allows us to reduce the dimensionality of the system via appropriate low-rank approximations. In this paper, we theoretically analyze the limit of the empirical measure of surviving names as N → ∞ and we also showcase the different cases by numerical studies. We demonstrate numerically that if there is sufficient spectral gap in the eigenvalues of A from the SVD, then the distribution of stochastic processes of interest is very well approximated by appropriate low rank approximations. This becomes practically useful, since without the low-rank approximation, as we will see, the computation of the quantities of interest can become prohibitively expensive.
We study the typical behavior of the loss rate both in the overall pool and within names of the same type. In addition, we study the mean impact to default on a given name from system wide defaults as the number of components N → ∞. We allow the pool to be heterogeneous with stochastic intensity that evolves dynamically in time and with different weights ω(i, j) for different i, j. In addition, the loss rate (either overall in the pool or for names of specific types) and the mean default impact on a given from system wide defaults are dynamic quantities and their computation can be numerically cumbersome. We show numerically that low-rank approximations motivated through the SVD can be very effective in accurately reducing the dimension of the system and thus making their evaluation numerically tractable.
At this point, we want to mention that even though our primary motivation comes from interacting particle systems in financial mathematics, our results are broader applicable. In a given system with many different components, not all components are equally connected to other components or equally affected by the default of other components. The failure of one component due to external forcing giving rise to failure of other components of a given system is of broader interest.
The rest of the paper is organized as follows. In Section 2 we describe our model in detail. In Section 3 we lay down our assumptions that are assumed to hold throughout the paper. Section 4 contains the main results of this paper. The proof of the main theorem is in the subsequent sections. In particular, tightness of the empirical measure is discussed in Section 6, its limit characterization is in Section 7 followed by uniqueness of the limiting point in Section 8. Section 5 contains our simulation studies and numerical results on low-rank approximations. Technical results and their proofs have been gathered in Appendix A. Section 9 is about our conclusions and outlook for future work.
Model description
The model considered in this paper models the evolution of a system consisting of N names which are subject to default risk. The model for the default risk takes into account three terms: an idiosyncratic risk (specific to a given name), a systematic risk (common to all names) and a term modeling default contagion and spiral events. The last term takes into account the network topology.
Fix a probability space (Ω, F, P) where all random variables are defined. Let {W n } n∈N be a collection of i.i.d. standard Brownian motions which are used to model the idiosyncratic risk for each component of the pool. Let V be a standard Brownian motion independent from W n 's, driving the randomness of the systematic risk factor process X. V = σ(V s , 0 ≤ s ≤ t) ∨ N, where N is the set of null sets. Let {e n } n∈N be a collection of independent standard exponential random variables.
For N ∈ N and n ∈ {1, 2, . . . , N }, denote by τ N,n the stopping time at which the n-th component of the system fails. The failure time τ N,n has stochastic intensity process λ N,n to be described below. The default time τ N,n is τ N,n def = inf t ≥ 0 :
and, we can also write
where χ {B} is the indicator function for a set B.
Recall the network structure of the system, which is described by a directed graph G(Γ, E, ω) where Γ is the set of components in the system, E is the set of directed edges and ω : E → (0, ∞) is the function assigning weights to edges. ω(i, j) represents the default impact the i-th name has on the j-th firm.
Then, the total loss experienced by name j due to system wide defaults by time t is
Let A be the adjacency matrix of G, i.e. the (i, j)th entry of A is given by ω(i, j) for (i, j) ∈ E and 0 if (i, j) / ∈ E. Then, the classical singular value decomposition (SVD in short) yields
where { 1 , . . . , r } are orthonormal vectors (spanning columns of A), {u 1 , . . . , u r ) are orthonormal vectors (spanning rows of A) and ξ Here, r ≤ N is called the rank of A. In a sense r represents the complexity of the system. The larger r is, the more complex the structure of the interaction becomes. One can interpret r as the number of clusters in the system. Let i,j be the i-th entry of j in (2) and similarly u i,j be the i-th entry of the vector u j . The mean default impact on n−th name from system wide defaults up to time t is
where
The j-th entry of L N t can be loosely interpreted as the stochastic loss rate of the j−th cluster of the network.
An intensity is driven by an idiosyncratic risk represented by a Brownian motion W n , a systematic risk represented by the process X, and spillover risk represented by the process β C n · L N . In particular, we consider the following interacting system
Notice that we allow for a heterogeneous pool, which means that the intensity dynamics of each name can be different. In the model σ n ∈ R + ,a n ∈ R k for some k > 0, β S n ∈ R are constants and 1/2 ≤ ρ < 1. Let us set P = R + × R k+2r+1 and P = P × R + . For all n ∈ {1, 2, . . . , N }, we capture these different dynamics by defining the "types"
In addition, we letp n t = (p n , λ N,n t ) ∈P. Our paper, extends significantly the result of [17] . Firstly, the drift term b(λ, a) only needs to have certain dissipative properties with respect to λ. Secondly, we now have a network structure described through the adjacency matrix A. As we shall see, the analysis of this model is not only more challenging, but it also requires new arguments and ideas. The introduction of the network structure through the adjacency A, allows for a far richer set of questions to be asked.
Notation and Assumptions
In this section, we go over our assumptions that are assumed to hold throughout the paper.
First, let us define
The measures π N and Λ N 0 belong to the space of Borel probability measures on P and R respectively. These spaces will be denoted by P(P) and P(R) respectively. exist on P(P) and P(R) respectively. Assumption 3.2. Assume that there is a constant K 3.2 > 0 such that all the coefficients σ n , a n , ||β C n ||, |β S n | and | n,j | j = 1, 2, . . . , r are bounded by K 3.2 and there exists aσ > 0 that inf n σ 2 n ≥σ 2 > 0.
For the drift coefficient function b(λ, a) we assume the following growth and regularity conditions. 
and b(0, a) > 0. Furthermore we assume that for any λ ∈ R + , a → b(λ, a) is a continuous function.
A remark in regards to Assumption 3.3 follows.
Remark 3.4. If we take a = (ᾱ,λ) ∈ R 2 + and b(λ, a) = −ā(λ −λ), then the idiosyncratic part of the intensity process becomes the classical CEV model. Notice that in this case b(λ, a) = −∂ λ V (λ, a) with V (λ, a) =ā 2 (λ −λ) 2 and the function V has a single minimum point at λ =λ. In turn this mean reversion of λ implies that the impact of a default fades away with time and the intensity will tend to revert back to the level λ =λ. Such models (in particular under the further restriction ρ = 1/2) were studied in [16, 17] , even though these papers did not consider the network effect.
However, Assumption 3.3 relaxes the affine structure to a requirement about appropriate dissipativity of the drift coefficient b(λ, a). This enlarges the class of drifts b(λ, a) that one can consider. For example, one could consider situations where b(λ, a) = −∂ λ V (λ, a) with V (λ, a) being a bistable potential. Such situations could correspond to situations where the creditworthiness of certain names might have two equilibria, corresponding to two different parts of the business cycle.
The goal of this paper is to rigorously establish that such choices lead to well defined intensity-to-default processes, subsequently well defined mean field limits of the empirical survival distribution (Section 4), and, of course, to numerically explore (Section 5) the potential effects of the network structure and of low-rank approximations on the distribution of dynamically evolving stochastic processes of interest (see also Section 9 for a more elaborate related discussion).
The rest of the assumptions are related to the exogenous risk process X. Assumption 3.5. Assume that function σ 0 (·) is bounded, that is there exists a constant K 3.5 such that |σ 0 (x)| < K 3.5 . For b 0 assume sup t<∞ E|b 0 (X t )| 4p < ∞ for some p > 1. The last Assumption 3.7 makes sure that we can extend some technical lemmas from bounded drifts b 0 (x) to potentially unbounded ones. 
Let us define
Γ t = −β S t 0 b 0 (X s )ds.
Well-posedness of the model and main results
In this section we prove that the model is well-possed and we present our main results. Let us begin with well-posedness of the model, Lemma 4.1. For this purpose, let ξ be a vector of processes having r components, predictable, rightcontinuous, monotone and bounded with ξ 0 = 0. 
Lemma 4.2 is about an essential a-priori bound that will be used in many places of the subsequent proofs.
Lemma 4.2. Let p ≥ 1 be such that Assumptions 3.5 and 3.6 hold. Then, for such p ≥ 1 and for every T ≥ 0,
is finite.
Proofs of Lemmas 4.1 and 4.2 are in Appendix A. Let us denote the survival indicator process for a given name in the pool by M N,n t = χ {τ N,n >t} and define the empirical distribution of thep n 's corresponding to the names that have survived up to time t as follows:
Notice that µ N t captures the entire dynamics of the model (including the effect of the heterogeneities and network topology).
In order to study the convergence of µ N , we need to set up the appropriate topological framework. That is, let E be the collection of sub-probability measures onP, i.e., E consists of those Borel measures ν onP such that ν(P) ≤ 1. Then fix a point which is not inP and letP + =P ∪ { } (the so-called one-point compactification ofP). Open sets are those which are open subsets ofP (endowed with the original topology) or complements inP + of closed subsets ofP (again, in the original topology ofP).
Define a bijection ζ from E to the Borel probability measures onP + as
for any A ∈ B(P + ). Then we can make E a Polish space. We define the Skorokhod topology on P(P + ), and define a corresponding metric on E by requiring ζ to be an isometry. Then, the space E will be Polish.
Thus, µ N is an element of D E [0, ∞), i.e., is a map from [0, ∞) into E which is right-continuous and has left-hand limits. The space D E [0, ∞) will be endowed with the Skorohod metric, which we denote by d E , see [12] .
Next, for each f ∈ C ∞ (P) define
f (p)µ(dp).
In addition, define the generators
We will also use the notation
Now, we are in position to state the main result of the paper.
The evolution ofμ · is given by the measure evolution equation
In addition, if (Q i (t), λ t (p), i = 1, . . . , r) is the unique pair satisfying
then for any A ∈ B(P) and B ∈ B(R + ),μ is given bȳ
Proof of Theorem 4.3. The ingredients of the proof are in Sections 6, 7 and 8. In Section 6 we prove that the family {µ N } N ∈N is relatively compact (as a D E [0, ∞)-valued random variable). Therefore {X, µ N } N ∈N is also relatively compact. If we denote by (X,μ) an accumulation point of one of its convergent subsequences, then the computations of Section 7 show that it will satisfy (4). The results of Section 8 show thatμ is actually unique and is actually given by (5) . These results complete the proof of the theorem.
Numerical studies and simulation results
In this section we demonstrate numerically the theoretical results of the paper. Before presenting the numerical studies, we first describe the numerical method that we follow and we also comment on general aspects and issues that are common in all examples.
One of the quantities that we are interested in is the overall loss rate in the pool, defined by
Related to this quantity is also the loss rate for names of the same type, say type A, denoted by p A :
where N A is the total number of names of type A in the pool. We are also interested in the mean impact on name n ∈ {1, · · · , N } from system wide defaults by time t, which is Q N,n t defined by (3) as
with the contagion coefficient vector being
In order to be able to compute Q N,n t we need to be able to compute L N,j t , which is associated to the j-th cluster of the network:
where we recall that ν j (p) = l j . In the numerical simulations, quantities like µ
are approximated byμ t (P),μ t ({p : p = p A }) and ν j ,μ t respectively; made possible via Theorem 4.3. In order to be able to compute the latter quantities, we first assume thatμ t (dp) has a density v(t,p), i.e., we assume that we can writē µ t (dp) = v(t,p)dp withp = (p, λ). An integration by parts on the stochastic evolution equation thatμ t (dp) satisfies, gives
where the adjoint operators are given by:
Now, by applying Theorem 4.3 we approximate,
t (dp)
Hence, it is enough to be able to compute u 0 (t, p) = ∞ 0 v(t,p)dλ. In order to do so, we first define the k-th moment to be, see also [17] ,
The moment u k (t, p) can be calculated from the evolution function of dv(t,p), by multiplying it with λ k and integrating by parts over [0, ∞). As it will become clearer in the examples that follow, u k (t, p) will satisfy a system of equations. However, this system is not a closed system in that for any k ∈ N, u k depends on u k+1 . To resolve this, we follow the method of truncation and in particular for a large enough K, we set u K+1 = u K and then we solve backwards. Now, if the number of clusters r is large or if the pool has a large degree of heterogeneity, then the number of equations u k (t, p) in the system can be prohibitively large. To resolve this and make the computation numerically feasible one can result in appropriate low-rank approximations as dictated by the SVD. The SVD facilitates the decomposition of the network interaction into r mean-field type clusters. Given an adjacency matrix A of rank r corresponding to a network of size N one could also find an approximation to A which has a low rank, say θ such that θ < r and in general one would like to have θ/N → 0 in the regime N → ∞.
This approach would extract the most significant mean-field clusters from the originally specified network reducing the computation complexity but maintaining the main features of the network. To do so, we recall a classical result from matrix algebra stating if 0 < θ < r is a positive integer, then the minimal value of the L 2 distance A − B 2 (the standard Frobenius norm) over all matrices with rank less or equal to θ is achieved at
with ξ 2 j in decreasing order. In addition, we actually have
In particular, the best low-rank approximation when rank is 1 is at A 1 . This singles out the contribution of the most important cluster. To support this claim further note that the orthonormality of the vectors {u j , j = 1, · · · r} and the definition β
, which immediately gives a ranking of β C ·,j 2 based on the eigenvalues ξ j . We will see the power of the low-rank approximation in the examples that follow. In particular, if there is enough of spectral gap in the eigenvalues given by the SVD, then the limiting loss rate D t as well as the limiting mean impact on a given name n, Q n t , are very well approximated by only considering the clusters associated to the first few large eigenvalues and ignoring the rest.
In all the numerical examples that follow, we consider for simplicity a specific form of function b(λ, α) = −ᾱ(λ −λ) and ρ = 1/2, and take the systematic risk process to be a CIR process
For the numerical purposes of this paper, we have restricted attention to the aforementioned choices as we want to be able to compare and draw intuition from the existing literature.
Before presenting the numerical studies, let us collect here their main findings:
• The ranking of the corresponding contagion parameter, β C n,j , gives a clear ranking of the mean impact on names belonging to the same cluster from system wide defaults. It also ranks appropriately the loss rate for names of different types within the same cluster.
• The ranking of the eigenvalues of A, ξ j , j = 1, · · · , r gives a clear ranking of the importance of the different clusters in explaining the behavior of the pool.
• In complicated networks with many different clusters or high degree of heterogeneity, the numerical computation of quantities like D t or Q t can be prohibitively large. The singular value decomposition allows us to reduce the dimension of the system making such computations feasible, while maintaining accuracy. With these choices, we consider below three different numerical studies. The first example has one cluster, i.e. r = 1 in the SVD, and the second example has two clusters, i.e. r = 2 in the SVD. The third example is motivated by the well documented core-periphery network structure for financial models, see for example [11, 21] . Notice that names of different types may belong to the same cluster. Namely each cluster does not need to be homogenous. This becomes clear in the specific examples below.
5.1. One cluster case. In this example, we consider a situation where the adjacency matrix A has only one positive eigenvalue. This corresponds to having one cluster, r = 1, but of course the pool can still be heterogenous.
Let us start by fixing some values for the parameters κ = 4, θ = 0.5, = 0.5, X 0 = 0.2, σ = 0.9,ᾱ = 4,λ = 0.2, λ 0 = 0.2 and β S = 2. Also, let us consider a pool of N = 1000 names.
In addition, assume that 50% of the β Hence, we have a heterogeneous pool with two different types, where however both of them belong to the same cluster.
In this case, the moments, as defined by (6) satisfy the following pair of coupled equations
Then, we have that the overall loss rate is
The loss rate for type p i , i = 1 or 2 is
The mean impact, from the system wide defaults by time t, on name n, which comes from type p i , i = 1 or 2 is
. Now notice that the system that the moments satisfy is a non-closed system, since the equation for the k-th moment depends on the (k + 1) moment. In order to solve this we truncate the system at a certain level, in particular at the level K = 20, by setting u 20 (t, p) = u 21 (t, p) and solve backwards. This will then give us u 1 (t, p) and u 0 (t, p) for any time t. Here we choose the time endpoint to be T = 1. We do the numerical iteration with time step being 0.01. We run 50,000 Monte Carlo trials and plot the overall limiting loss D t and limiting loss for Type In Figure 2 , we plot the mean impact on a name n, i.e., Q t (p n ), from system wide default as a function of time t for the two different types of names. Here the name n, can be one of two types, type 1 or type 2, as indicated by the parameters β
1 . It is instructive to notice from the plots that Q t (p 1 ) ≥ Q t (p 2 ), which is to be expected due to the relation β
of the contagion coefficients. Mean impact on names of type 1 Q t (p 1 ) and type 2 Q t (p 2 ) from system wide default up to time T = 1.
Two clusters case.
In this example now we consider the case where A has two positive eigenvalues. This corresponds to having a heterogeneous pool with two clusters, r = 2. In this example, we will also test numerically the effect of the low-rank approximation on the limiting loss and on the mean impact on given names by system wide defaults.
Let us choose the following values for the parameters κ = 4, θ = 0.5, = 0.5, X 0 = 0.2, σ = 0.9,ᾱ = 4,λ = 0.2, λ 0 = 0.2 and β S = 2. Also, let us consider a pool of N = 1000 names.
Furthermore, we assume that 50% of the β = 0.0022. Finally, 50% of the l n,2 's are taking the value l 1 2 = 0.0043 whereas the rest 50% of the l n,2 's are taking the value l 2 2 = −0.0022. As with the previous example, we slightly abuse notation and define discrete random variablesβ Let us now denote by u k (t; k 1 , k 2 , k 3 ) to be the kth moment at time t with k 1 = 1, 2, k 2 = 1, 2, k 3 = 1, 2 being the choice index forβ
. Then there will be totally 2 3 = 8 equations in the coupled system. However because of the special structure we end up with only 4 different equations. In particular, for k 1 , k 2 , k 3 ∈ {1, 2} we have
where k 1 , k 2 = 1, 2. Then we have that the overall loss rate is
The loss rate for type (k 1 , k 2 , k 3 ), where k 1 , k 2 , k 3 = 1, 2 essentially changes only with k 1 and k 2 and takes the form,
The mean impact on name n from system wide defaults up to time t is determined only via the choices for k 1 and k 2 throughβ
t , where for the j−th cluster, j = 1, 2, we have
As with the previous example, we truncate at the level K = 20, and choose the time endpoint to be T = 1. We do the numerical iteration with time step being 0.01. We run 50,000 Monte Carlo trials and plot overall limiting loss rate D t and the limiting loss rate for different types D t (k 1 , k 2 ), k 1 , k 1 = 1, 2 in the left plot of Figure 3 . We also plot the empirical mean of the overall limiting loss rate and the empirical mean of the loss rate D T for different types over time D T (k 1 , k 2 ), k 1 , k 1 = 1, 2 in the right plot of Figure 3 . In Figure 4 we plot the mean impact on a name from type (k 1 , k 2 ), k 1 , k 2 = 1, 2 due to system wide defaults up to time T = 1 .
As we discussed in the beginning of this section, the SVD facilitates the decomposition of the network interaction into r mean-field type clusters.
We test the effect of the low-rank approximation by only keeping the first cluster. This singles out the contribution of the most important cluster.
In other words, we replace A by
which reduces the problem to a one cluster problem. Comparing the overall limiting loss that we get from the two cluster case D t and its first cluster approximation D approx,t , see left plot of Figure 5 , we get that the distribution of the limiting loss processes are practically indistinguishable. Similar conclusion can be made from the right plot of Figure 5 , where we plot the empirical mean of overall limiting loss rate over time in the two cluster example D T and it first-cluster approximation D approx,T . These in turn imply that the second cluster can be neglected for the purposes of these computations. Lastly, we investigate how the mean impact on a name from system wide defaults for the two cluster case and its one cluster approximated version compare. In Figure Figure 4 . Mean impact on names of type (k 1 , k 2 ), Q t (k 1 , k 2 ), from system wide default by up to time T = 1. 4, we see that the mean impact on given names depends mainly onβ C 1 , and not so much onβ C 2 . This will be further verified in the one cluster approximation case, where we calculate the approximated mean impacts on these two types by using the information only from first entries of β C and L N t , i.e., by using only the information from the first cluster, shown in Figure 6 . 
Comparing Figures 4 and 6 we see that the first cluster, which has the largest eigenvalue, indeed captures the behavior on the mean impact on a given name of type defined byβ C 1 . In addition, notice that the mean default impact on names of type 2 is larger than the mean default impact on names of type 1 for all t ∈ [0, 1]. This is to be expected due to the relation β C,2 1 > β C,1 1 . 5.3. Core-Periphery example. A reasonably realistic model for financial related applications is the core-periphery case, see for example [11, 21] . In a core-periphery model, one has a few names that constitute the core of the network and considerably depend on each other, in a sense forming the most influential part of the network, and the periphery which is composed by the rest of the names in the pool which depend less on each other. Motivated by this structure, let us consider the case of N = 1000 names and an appropriate adjacency matrix A. For illustration purposes the first 10 × 10 block of A is given by: 1 1 1 0 1 1 1  1 1 1 1 1 1 1 0 1 1  1 5 1 1 1 1 1 1 0 1  1 1 1 1 1 1 1 1 
The SVD for such a matrix gives 5 eigenvalues 105.1800, 34.8857, 28.5160, 11.7761 and 11.0924 significantly larger than the rest, with the first one being dominantly big. Therefore, motivated by the low rank approximation, we can use the first few clusters to approximate the behavior of the network.
5.3.1. One cluster approximation for core-periphery. Let us choose the first eigenvalue to do the low rank approximation. Similarly to what was done for the previous examples, we define discrete random variablesβ Tables 1  and 2 respectively. Table 2 . Distribution for˜ 1 .
Let us choose the following values for the parameters κ = 4, θ = 0.5, = 0.5, X 0 = 0.2, σ = 0.9,ᾱ = 4,λ = 0.2, λ 0 = 0.2 and β S = 2. Let us denote by u k (t; k 1 , k 2 ) to be the k-th moment by time t with k 1 ∈ {1, 2, . . . , 6} and k 2 ∈ {1, 2, 3, 4} being the choice index forβ Then, there will be in total 6 × 4 = 24 equations in the coupled system. However, because of the special structure we end up with only 6 different equations as follows:
dλ and where we define
Therefore we have u k (t; k 1 , k 2 ) = u k (t; k 1 , 1) for any k, t and k 2 = 1, 2, 3, 4.
The overall loss rate in the one-cluster approximation is
The loss rate for type (k 1 , k 2 ) where k 1 = 1, 2, . . . , 6 and k 2 = 1, 2, 3, 4 in the one-cluster approximation are actually falling into 6 distinct categories indexed by k 1 , the choice ofβ
The mean impact, from system wide defaults up to time t, on name n, which comes from type (k 1 , k 2 ), where k 1 = 1, 2, . . . , 6 and k 2 = 1, 2, 3, 4, turns out to be characterized by the first index k 1
for any k 2 = 1, 2, 3, 4 with
As with the previous two examples, we truncate at the level K = 20, and choose the time endpoint to be T = 1. We do the numerical iteration with time step being 0.01. We run 50,000 Monte Carlo trials and plot overall limiting loss rate D 1approx,t and the limiting loss rate for different types D k1 1approx,t , k 1 = 1, 2, . . . , 6 in Figure  7 . Notice how the mean of the distribution shifts to the right as the value for k 1 increases, indicating an increase to the value that the random variableβ C 1 takes. We plot the mean of the loss rate over time for the whole pool and for individual types in Figure 8 . We observe that the plot indicates larger losses as the value for k 1 increases. In Figure 9 , we plot the mean impact on a name from system wide defaults up to time t, there are totally 6 different categories indexed by k 1 the choice ofβ C 1 as we discussed before. Figure 9 . Mean impact on names of different types from system wide default by time t for the Core-Periphery case approximated by the first cluster.
5.3.2.
Two clusters approximation for core-periphery. Let us now investigate the core-periphery case by doing a low rank approximation based on the first two clusters. From the SVD decomposition, the second largest eigenvalue is 34.8857. Below, we summarize the empirical distributions of coefficients from the second columns of the matrices from the SVD decomposition. Table 3 is for coefficientβ C 2 and Table  4 is for coefficient˜ 2 . Let us now denote by u k (t; k 1 , k 2 , k 3 , k 4 ) to be the k-th moment by time t with k 1 ∈ {1, 2, . . . , 6}, k 2 ∈ {1, 2, . . . , 8}, k 3 ∈ {1, 2, 3, 4}, and k 4 ∈ {1, 2, . . . , 8} being the choice index forβ
2 ,˜ 1 = l 2 1 and 2 = l 1 2 . Then there will be totally 6 × 8 × 4 × 8 = 1536 equations in the coupled system. However because of the special structure we end up with only 6 × 8 = 48 different equations.
We have
Therefore u k (t; k 1 , k 2 , k 3 , k 4 ) = u k (t; k 1 , k 2 , 1, 1) for any k 3 = 1, 2, 3, 4 and k 4 = 1, 2, . . . , 8. The overall loss rate is
2 )
The loss rates for the type (k 1 , k 2 , k 3 , k 4 ), where k 1 = 1, 2, . . . , 6, k 2 = 1, 2, . . . , 8, k 3 = 1, 2, 3, 4 and k 4 = 1, 2, . . . , 8, turn out to fall into one of the 6×8 = 48 different categories indexed by ( k 2 , 1, 1) . The mean impact on name n from type (k 1 , k 2 , k 3 , k 4 ), where k 1 = 1, 2, . . . , 6,  k 2 = 1, 2, . . . , 8, k 3 = 1, 2, 3, 4 and k 4 = 1, 2, . . . , 8, is again determined by the choice k 1 and k 2 forβ
where for the j-th cluster, j = 1, 2, in the two-cluster approximation we have
As with the previous example, we truncate at the level K = 20, and choose the time endpoint to be T = 1. We do the numerical iteration with time step being 0.01. We run 50,000 Monte Carlo trials and plot the overall limiting loss D 2approx,t in the two cluster approximation. In the left plot of Figure 10 , we see that the two approximations perform similarly in estimating the overall loss rate. This can be also verified via the plot of the mean of overall loss rate over time for each one of the two approximations in the right plot of Figure 10 .
We can also investigate the mean impact on a name in the two-cluster approximation case. Since k 1 = 1, 2, . . . , 6 and k 2 = 1, 2, . . . , 8 we will have in total 6 × 8 = 48 different types of mean impacts in the two-cluster approximation case. These are demonstrated in Figure 11 .
It is instructive to compare the low rank approximation based on just the first cluster with the low rank approximation based on the first two clusters. The dotted lines are very well approximated by the solid line in Figure 11 . In fact, we computed numerically the percent error of the mean impact on a name from the two different approximations, that is,
and in all cases the percent error made by using the one-cluster approximation versus the two-cluster approximation was not greater than 1.7% for all times t ∈ [0, 1]. For comparison purposes we also mention that the computation of D t and Q t based on the two-cluster approximation took about twelve times more than the their computation based on the one-cluster approximation, indicating considerable savings in computational time while maintaining accuracy. Lastly, notice that the mean default impact on names of type k 1 = 1, · · · , 6 from system wide defaults is ordered according to the order of the corresponding contagion coefficients β 
Tightness
In this section we prove that the family {µ N } N ∈N is relatively compact as a D E [0, ∞)-valued random variable. To do so, we first need to do some preliminary computations.
First we need to look at what happens to < f, µ N > E when one of the firms defaults. Assume that the n-th firm defaults at time t and the other firms do not default at time t (simultaneous defaults happen with probability zero). Then, at time t−, f, µ
(dp)
δpN,n t (dp)
where the last step comes from the jump in λ N,n at time t when there is a default in the n−th firm. The jump size is 1 N r j=1 ξ 2 j u n ,j l n,j . Also note that M N,n t = 0 since n-th firm defaults at time t means t 0 λ N,n s ds = e n . Therefore, we have that
Then, the Itô formula for f, µ
Next we prove that the sequence of measures {µ Due to Lemma 4.2 proven in Appendix A, the proof of Theorem 6.1 is as that of Lemma 6.1 in [16] . Hence, the details are omitted. The following theorem gives regularity of µ N t . Theorem 6.2. There is a random variable
Proof. Notice that we can write
For T > 0, define
Then together with Assumption 3.2, Assumption 3.5 and Lemma 4.2 we know that sup N ∈N E[Ξ
Notice that for any 0 ≤ s ≤ t ≤ T and h square-integrable function on [0, T ], we have that
Therefore, we get that
Therefore, we have that
where Ξ
N is defined as
and, by Lemma 4.2, we have sup
Together with Assumption 3.2, Assumption 3.5 and Lemma 4.2 we know that
Again with Assumption 3.2, Assumption 3.5 and Lemma 4.2 we know that
The definition q 2 (x, y) = min{|x − y| 2 , 1} yields the desired bound for the last display, with H N = Ξ
(1)
N . The previous computations show that sup N ∈N EH N < ∞. This concludes the proof of the theorem.
Characterization of the limit
In Section 6 we proved relative compactness of the family {µ N } N ∈N . Therefore, the laws of µ N 's will have at least one limit point. In this section, we identify the possible limit points.
Let S be the collection of elements Φ in B(R × P(P)) of the form
. Then S separates the probability measure space P(P). Then it is enough to consider the martingale convergence problem on S.
For f ∈ C 2 (R) define the operator
In addition, define the operators
Then, Theorem 7.1 characterizes the possible limit points.
Theorem 7.1. We have that
for any Φ ∈ S and 0 ≤ r 1 ≤ r 2 ≤ · · · ≤ r J = t 1 < t 2 < T and {ψ j } J j=1 ∈ B(E). Proof. First, we notice that,
ds is a martingale. This means that we can write
Going back to (7) we then get that
By Itô formula for Φ(X t , µ N t ) we obtain that
where we have used the following notations for the terms [d f m , µ
Recall that
and that
is a martingale. Rearrange terms and write Φ(X t , µ N t ) in the integral form, 
).
Notice that we have
where β C N,n = (ξ 2 1 u n ,1 , ξ 2 2 u n ,2 , . . . , ξ 2 r u n ,r ) and l n = (l n,1 , l n,2 , . . . , l n,r ). Recalling that
). Therefore we obtain that
. Now we prove that J Hence there exists a constant K which depends on the uppper bound of the coefficients such that 
This term goes to zero as N goes to infinity. Indeed, for the given M and {f m } M m=1 and t there exists a constant C depending on max {p,q=1,...,M } ∂ 2 ϕ ∂xp∂xq and max {m=1...M } f m and the upper bound of the coefficients such that,
Lastly, we treat the terms J 
Identification of the unique limit point
The uniqueness of the solution to the limiting martingale problem implied by Theorem 7.1 is analogous to the duality argument of Lemma 7.1 of [16] and the proof will not be repeated here.
Let us now identify this unique solution in the following two lemmas. Lemma 8.1 will give us the existence of a unique solution to a certain stochastic differential equation which will then be used in identifying the unique limiting solution in Lemma 8.2.
Let us now define the σ−algeba V t = σ(V s , s ≤ t) and let us set V = ∪ t≥0 V t . Let us set
Lemma 8.1. Let W * be a reference Brownian motion and T < ∞. For eachp ∈P, each t ≤ T there is a unique pair of (Q i (t), λ t (p), i = 1, . . . , r)
Lemma 8.1 is proven in the Appendix.
Lemma 8.2. For any A ∈ B(P) and B ∈ B(R + ),μ is given bȳ
Proof. For any f ∈ C ∞ (P),
and by Itô formula, we obtain, using Lemmas B.1 and B.2 in [17] , that
where ι(λ, p) = λ. Define now
Then, we have that
On the other hand by Lemma 8.1, we have
concluding the proof of the lemma due to uniqueness.
Conclusions and further research work
We consider a general point process model of correlated default timing in a pool of components (e.g. firms or names) interacting via a weighted directed graph which determines the impact of default among the different components. The model is empirically motivated and incorporates contagion effects, common systematic risk factors as well as idiosyncratic effects.
We prove a law of large numbers for the empirical survival distribution. This is then used to study the behavior of dynamic quantities of interest, such as mean loss rate in the pool or mean impact on given names from system wide defaults. The presence of the network structure enlarges the set of interesting questions that we can ask and at the same time allows via singular value decomposition arguments to reduce the computational burden via low rank approximations.
One of the interesting questions that we did not address here is that of the effect of choices such as bistability in the idiosyncratic component of the intensity-todefault process. Questions motivated by such choices, as well as others including the study of most likely paths to default, are more suitable for large deviations analysis in the spirit of [26] , which will be done in a follow up work. In the present work we focus on establishing mathematical well-posedness of such models and on numerically exploring the effects of the network structure and low rank approximations on the typical behavior of quantities of interest.
Appendix A. Appendix
In this appendix we prove lemmas used throughout the paper. We remark here that most of the technical difficulties arising from dropping the affine structure in the idiosyncratic part of the intensity process are encountered in the proofs of the results in this Appendix.
Let ξ be a vector of processes having r components, predictable, bounded, right continuous, monotone with ξ 0 = 0. Define the process
Lemma A.1. Let p ≥ 1 be such that Assumptions 3.5 and 3.6 hold. Then we have that
1/(2p)
.
In particular, we have that there is a finite constant 0
Proof of Lemma A.1. Notice that Z t can be written as
By Cauchy-Schwartz inequality, we have
. By Holder inequality, , concluding the proof of the lemma.
Proof of Lemma 4.1. The proof of this lemma will be given in several steps. Let us first discuss existence and uniqueness of the equation for λ t assuming that b(λ, α) is uniformly bounded. The existence and uniqueness of the solution λ t follows along similar lines as in chapter V.11 in [28] . However, due to the peculiarities of the model considered here, the derivation of the bounds for the necessary norms are more complicated here. Below we mention the adjustments needed for the proof of uniqueness as the adjustments needed for the proof of existence are basically the same.
For any M > 0, let us set It is easy to see now that λ t where M t is a martingale. Notice that for s > 0 at least one of χ R− (Ȳ s ) and (Ȳ s ∨ 0) have to be zero, then taking expectation for both sides: In addition, notice that using (18) now, (17) together with (13) , (14), (15), (16) , also gives that for any n ∈ {1, · · · , N } (19) sup
for an appropriate constant K < ∞ with the upper bounds being independent of N . Together with Assumption 3.6 and Lemma A.1 we can finally get from (18) the bound advertised in the lemma.
It remains to address the claim on the martingale property of the stochastic integrals. Indeed, using the same truncation argument as in the proof of Lemma 4.1 we get that for each fixed M > 0 the terms in question are true martingales. Then, because the corresponding upper bound in (18) turns out to be uniform with respect to M > 0 and due to Lemma A.2 the claim is proven, concluding the proof of the lemma.
Proof of Lemma 8.1. As in the proof of Lemma 4.1, if we can prove that the result holds for the truncated processes which has b M in place of b, then, due to Lemma A.2, the result will be true for the limit as M → ∞ as well. Therefore, we can restrict attention to the case where b(λ, α) is replaced by b M (λ, α) for an arbitrary constant M < ∞.
In addition, let S(R + ) be the set of R + valued, adapted, continuous processes {λ t } t∈[0,T ] such that λ T,1 = sup 0≤t≤T E|λ t | < ∞.
The space S(R + ) endowed with the norm · T,1 is a Banach space. Consider a nonnegative process U t (p) ∈ S(R + ) and set ξ(U ) t = (ξ 1 (U ) t , . . . , ξ r (U ) t )
U s (p)ds π(dp)Λ 0 (dλ).
So, for given U t (p), U t (p) ∈ S(R + ), we have that ξ t = ξ(U ) t = (ξ 1 (U ) t , . . . , ξ r (U ) t ), ξ t = ξ(U ) t = (ξ 1 (U ) t , . . . , ξ r (U ) t ). Then the process R t∧τ M ∧τ M = λ t∧τ M ∧τ M − λ t∧τ M ∧τ M satisfies
Apply Itô formula to ψ η (R t ) where ψ is defined in Equation (9), and get Taking expectation of ψ η (R t ) we get
As in Lemma A.2. in [17] , the latter expression yields
(p)|| t π(dp)Λ 0 (dλ).
Therefore, we have
For any 0 < M < ∞, we have that the both terms C 2 (η, t, M ) and C 3 (η, t, M ) go to zero as η ↓ 0 or t ↓ 0.
Thus, for any M < ∞, we have
(p)|| t π(dp)Λ 0 (dλ) + C 2 (η, t, M ) + C 3 (η, t, M ).
Then by Gronwall lemma, the term E sup t∧τ M ≤T |Y M t + Z t | 4 is bounded by a constant which is independent of M and we conclude by Fatou's lemma followed Jensen's inequality.
