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Liouville property, Wiener’s test
and unavoidable sets for Hunt processes
Wolfhard Hansen
Abstract
Let (X,W) be a balayage space, 1 ∈ W, or – equivalently – let W be the
set of excessive functions of a Hunt process on a locally compact space X
with countable base such that W separates points, every function in W is
the supremum of its continuous minorants and there exist strictly positive
continuous u, v ∈ W such that u/v → 0 at infinity. We suppose that there is
a Green function G > 0 for X, a metric ρ for X and a decreasing function
g : [0,∞)→ (0,∞] having the doubling property such that G ≈ g◦ρ.
Assuming that the constant function 1 is harmonic and balls are relatively
compact, is is shown that every positive harmonic function is constant (Liou-
ville property) and that Wiener’s test at infinity shows, if a given set A in X
is unavoidable, that is, if the process hits A with probability one, wherever it
starts.
An application yields that locally finite unions of pairwise disjoint balls
B(z, rz), z ∈ Z, which have a certain separation property with respect to
a suitable measure λ on X are unavoidable if and only if, for some/any
point x0 ∈ X, the series
∑
z∈Z g(ρ(x0, z))/g(rz) diverges.
The results generalize and, exploiting a zero-one law for hitting proba-
bilities, simplify recent work by S.Gardiner and M.Ghergu, A.Mimica and
Z.Vondracˇek, and the author.
Keywords: Hunt process; balayage space; unavoidable set; zero-one law;
Green function; equilibrium measure; capacity; doubling property; Liouville
property; Wiener’s criterion; Le´vy process.
MSC: 31B15, 31C15, 31D05, 60J25, 60J45, 60J65, 60J75.
1 Preliminaries and main results
Let X be a locally compact space with countable base. Let C(X) denote the set of
all continuous real functions on X and let B(X) be the set of all Borel measurable
numerical functions on X . The set of all (positive) Radon measures on X will be
denoted by M(X).
Moreover, let W be a convex cone of positive lower semicontinuous numerical
functions on X such that 1 ∈ W and (X,W) is a balayage space (see [2], [6] or [11,
Appendix]). In particular, the following holds:
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(C) W separates the points in X ,
w = sup{v ∈ W ∩ C(X) : v ≤ w} for every w ∈ W,
and there are strictly positive u, v ∈ W ∩ C(X) such that u/v → 0 at infinity.
Then there exists a Hunt process X on X such that W is the set E
P
of excessive
functions for the transition semigroup P = (Pt)t>0 of X (see [2, IV.7.6] or [11,
Appendix]), that is,
W = {v ∈ B+(X) : supt>0 Ptv = v}.
We note that, conversely, given any sub-Markov semigroup P = (Pt)t>0 on X
such that (C) is satisfied by its convex cone E
P
of excessive functions, (X,E
P
)
is a balayage space, and P is the transition semigroup of a Hunt process (see [6,
Corollary 2.3.8] or [11, Corollary A.5]).
For every numerical function f on X , let
Rf := inf{v ∈ W : v ≥ f}.
In particular, for every subset A of X , we have reduced functions RAu , u ∈ W, and
reduced measures εAx , x ∈ X , defined by
RAu := R1Au = inf{v ∈ W : v ≥ u on A} and
∫
u dεAx = R
A
u (x).
Clearly, RAu ≤ u on X and R
A
u = u on A. If A is open, then
(1.1) RAu ∈ W.
For a general subset A, the greatest lower semicontinuous minorant RˆA1 of R
A
1 is
contained in W, and RˆA1 = R
A
1 on A
c (see [2, p. 243]).
If A is Borel measurable, then, for every x ∈ X ,
(1.2) RA1 (x) = P
x[TA <∞],
where TA(ω) := inf{t ≥ 0: Xt(ω) ∈ A} and, more generally,
εAx (B) = P
x[XTA ∈ B;TA <∞]
for every Borel measurable set B in X (see [2, VI.3.14]).
For every open set U in X , let H+(U) denote the set of all functions h ∈ B+(X)
which are harmonic on U (in the sense of [2]), that is, such that h|U ∈ C(U) and
(1.3) εV
c
x (h) :=
∫
h dεV
c
x = h(x)
for every open V such that x ∈ V and V is a compact in U . Let H˜+(U) denote the
(possibly larger) set of all h ∈ B+(X) such that (1.3) holds, whenever V is open,
x ∈ V and V is compact in U . By [2, VI.2.6]), for every set A in X ,
(1.4) RAu ∈ H
+(X \ A), if u ∈ W, u ≤ w ∈ W ∩ C(X).
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In the following let us assume that the constant function 1 is harmonic on X.
We recall that a subset A of X is called unavoidable, if RA1 = 1 (or, equivalently,
RˆA1 = 1). Otherwise, it is called avoidable, that is, A is avoidable, if there exists
x ∈ X such that RA1 (x) < 1. The following zero-one law will play an important role
(for its proof and the proof of the subsequent corollary see [11, Proposition 2.3]).
PROPOSITION 1.1. For every A ⊂ X,
(1.5) RA1 = 1 or infx∈X R
A
1 (x) = 0.
COROLLARY 1.2. If A ⊂ X is unavoidable and B ⊂ X, γ > 0 such that RB1 ≥ γ
on A, then B is unavoidable.
Moreover, we recall the following elementary fact (see [11, Lemma 2.2]).
PROPOSITION 1.3. Let A be an unavoidable set in X and let (Bn) be a sequence
of relatively compact sets in X.1 Then the following hold.
(a) For every n ∈ N, the set A \ (B1 ∪ B2 ∪ · · · ∪Bn) is unavoidable.
(b) If A ⊂
⋃
n∈NBn, then
∑
n∈NR
Bn
1 =∞.
By definition, a potential on X is a function p ∈ W such that, for every relatively
compact open set U in X , the function R
X\U
p is continuous and real on U and
inf{RX\Up : U relatively compact open in X} = 0.
By [6, Proposition 4.2.10], a function p ∈ W∩C(X) is a potential if and only if there
exists a strictly positive q ∈ W ∩ C(X) such that p/q vanishes at infinity. Let P
denote the set of all continuous real potentials on X .
In the following let us assume that there is a Green function G for (X,W) which
is related to a metric for the topology of X :
ASSUMPTION 1.4. We have a Borel measurable function G : X × X → (0,∞]
and a metric ρ for X such that the following hold:
(i) For every y ∈ X, G(·, y) is a potential which is harmonic on X \ {y}.
(ii) For every potential p on X, there exists a measure µ on X such that
(1.6) p = Gµ :=
∫
G(·, y) dµ(y).
(iii) There exist a decreasing function g : [0,∞) → (0,∞] and a constant c ≥ 1
such that
c−1g◦ρ ≤ G ≤ c g◦ρ.
REMARKS 1.5. 1. Having (i), each of the following properties implies (ii).
1It is easily seen that it is sufficient to assume that the the functions RBn
1
, n ∈ N, are P-bounded.
3
• G is lower semicontinuous on X × X , continuous outside the diagonal, the
potential kernel V0 :=
∫∞
0
Pt dt of X is proper, and there is a measure µ on X
such that V0f =
∫
G(·, y)f(y) dµ(y), f ∈ B+(X) (see [13] and [2, III.6.6]).
• G is locally bounded off the diagonal, each function G(x, ·) is lower semicon-
tinuous on X and continuous on X \ {x}, and there exists a measure ν on X
such that Gν ∈ C(X) and ν(U) > 0, for every finely open U 6= ∅ (the latter
holds, for example, if V0(x, ·)≪ ν, x ∈ X). See [10, Theorem 4.1].
2. For a discussion of (iii) and the later doubling property (1.11) see the Ap-
pendix.
The measure in (1.6) is uniquely determined and, given any measure µ on X such
that p := Gµ is a potential, the complement of the support of µ is the largest open
set, where p is harmonic (see, for example, [10, Proposition 5.2 and Lemma 2.1]).
Suppose that A is a subset of X such that RˆA1 is a potential. Then there is
a unique measure µA on X , the equilibrium measure for A, such that
RˆA1 = GµA.
If A is open, then RˆA1 = R
A
1 ∈ H
+(X \ A), and hence µA is supported by A.
We observe that, for a general balayage space, this may already fail if A is compact
(see [2, V.9.1]).
We define inner capacities for open sets U in X by
(1.7) cap∗ U := sup
{
‖µ‖ : µ ∈M(X), µ(X \ U) = 0, Gµ ≤ 1
}
and outer capacities for arbitrary sets A in X by
(1.8) cap∗A := inf
{
cap∗ U : U open neighborhood of A
}
.
Of course, the function U 7→ cap∗ U , U open in X , is increasing. Hence the function
A 7→ cap∗A, A ⊂ X , is also increasing and cap∗A = cap∗A, if A is open. If
cap∗A = cap
∗A, we may simply write capA and speak of the capacity of A.
The capacity of open sets U is essentially determined by the total mass of equi-
librium measures for open sets which are relatively compact in U :
LEMMA 1.6. For every open set U in X,
capU ≥ sup{‖µV ‖ : V open and V compact in U} ≥ c
−2 capU.
Proof. The first inequality is trivial. To prove the second inequality, let µ ∈M(X)
such that µ(X \U) = 0 and Gµ ≤ 1, and let K be a compact in U . We may choose
an open neighborhood V of K such that V is compact in U . Then
‖1Kµ‖ =
∫
K
GµV dµ ≤
∫ ∫
G(x, y) dµV (y) dµ(x)
≤ c2
∫ ∫
G(y, x) dµ(x) dµV (y) = c
2
∫
Gµ(y) dµV (y) ≤ c
2‖µV ‖.
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For x ∈ X and 0 < r < t, we define balls B(x, r) and shells S(x, r, t) by
B(x, r) := {y ∈ X : ρ(x, y) < r}, S(x, r, t) := {y ∈ X : r ≤ ρ(x, y) < t} .
Let us immediately note some elementary properties of R
B(x,r)
1 and capB(x, r).
PROPOSITION 1.7. Let x ∈ X, r > 0 and B := B(x, r). Then RB1 is a potential
which is P-bounded,
(1.9) RB1 ≤ c
G(·, x)
g(r)
≤ c2
g(ρ(·, x))
g(r)
, ‖µB‖ ∨ capB ≤ cg(r)
−1,
(1.10) RB1 ≥ c
−1 capB · g(ρ(·, x) + r).
Proof. We know that RB1 ∈ W (see (1.1)). Moreover, G(·, x) is a potential and
G(·, x) ≥ c−1g(r) on B. Hence RB1 ≤ min{1, cG(·, x)/g(r)} ∈ P. In particular,
RB1 is a potential.
Moreover, let µ ∈M(X) such that µ(X \B) = 0 and
∫
G(·, z) dµ(z) = Gµ ≤ 1.
Since c−1g(r) ≤ G(x, ·) on B, we see that c−1g(r)‖µ‖ ≤ 1.
If even µ(X \B) = 0, then, by the minimum principle (see [2, III.6.6]), RB1 ≥ Gµ.
Let y ∈ X . For all z ∈ B, ρ(z, y) < ρ(y, x)+r, and hence G(y, z) ≥ c−1g(ρ(y, x)+r)).
Thus RB1 (y) ≥ Gµ(y) ≥ c
−1g(ρ(y, x) + r)‖µ‖.
ASSUMPTION 1.8. From now on we assume, in addition, the following.
(iv) Doubling property: There exist cD ≥ 1 and 0 ≤ R0 <∞ such that
(1.11) g(r/2) ≤ cDg(r) for every r > R0.
(v) All balls B(x, r), x ∈ X, r > 0, are relatively compact.
REMARKS 1.9. 1. We note that Assumptions 1.4 and 1.8 are satisfied by rather
general isotropic Le´vy processes (often with R0 = 0; see [4] and [7] for details).
2. If (1.11) is known to hold with some R0 > 0, then we may replace R0 by any
R′0 ∈ (0, R0) (at the expense of taking a larger c
′
D), since 0 < R
′
0 < r ≤ R0 implies
that g(r/2) ≤ g(R′0/2) ≤ g(R
′
0/2)g(R0)
−1g(r).
3. Since the function 1 is harmonic, X cannot be compact, and hence (v) implies
that balls are proper subsets of X .
Having the doubling property for g, there is a close relation between estimates
which are reverse to the ones in (1.9).
PROPOSITION 1.10. Let x ∈ X, r > R0, B := B(x, r), C ≥ 1, and C˜ := c
2cDC.
Then the following hold.
(a) If capB ≥ C−1g(r)−1, then RB1 ≥ C˜
−1G(·, x)/g(r) on X \B.
(b) If RB1 ≥ C
−1G(·, x)/g(r) on X \B, then capB ≥ C˜−1g(r)−1.
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Proof. (a) Immediate consequence of (1.10): it suffices to note that, for every y ∈ Bc,
ρ(y, x) + r ≤ 2ρ(y, x) and hence g(ρ(y, x) + r) ≥ c−1D g(ρ(y, x)) ≥ (ccD)
−1G(y, x).
(b) Let z ∈ X \ B(x, 2r), a := ρ(x, z), and ε > 0. Then there exists 0 < r′ < r
such that V := B(x, r′) satisfies RV1 (z) + ε > R
B
1 (z) ≥ (cC)
−1g(a)/g(r). Moreover,
RV1 (z) =
∫
G(z, y) dµV (y) ≤ cg(a/2)‖µV ‖ ≤ ccDg(a) capB,
since a/2 ≤ a− r < ρ(z, ·) on B. Thus C˜−1g(r)−1 ≤ capB.
Our main theorems are the following.
THEOREM 1.11 (Liouville property). Every function in H˜+(X) is constant.
THEOREM 1.12 (Wiener’s test). Let A be a subset of X, x0 ∈ X, R > 0, γ > 1.
Then A is unavoidable if and only if
(1.12)
∑
n∈N
g(γnR) cap∗(A ∩ S(x0, γ
nR, γn+1R)) =∞.
For the next two corollaries we suppose, in addition, that we have a measure
λ ∈ M(X) with supp(λ) = X and such that, for some c0 ≥ 1, the normalized
restrictions λB(x,r) := (λ(B(x, r)))
−11B(x,r)λ of λ on B(x, r), x ∈ X , r > R0, satisfy
(1.13) GλB(x,r) ≤ c0g(r)
so that, in particular,
(1.14) capB(x, r) ≥ c−10 g(r)
−1
(for many Le´vy processes, the Lebesgue measure will have this property; see [7]).
COROLLARY 1.13. Let A be a union of pairwise disjoint balls B(z, rz), z ∈ Z,
where Z ⊂ X is locally finite and rz > 4R0, and let x0 ∈ X \ Z such that
infz,z′∈Z, z 6=z′
λ(B(z, ρ(z, z′)/4))
λ(B(x0, 4ρ(x0, z)))
·
g(rz)
g(ρ(x0, z))
> 0.
Then A is unavoidable if and only if
∑
z∈Z g(ρ(x0, z))/g(rz) =∞.
DEFINITION 1.14. We shall say that pairwise disjoint balls B(z, rz), z ∈ Z, are
regularly located if the following hold:
• There exists ε > 0 such that ρ(z, z′) ≥ ε, for all z, z′ ∈ Z, z 6= z′.
• There exists R > 0 such that every ball of radius R contains a point of Z.
• There exists a decreasing function φ : (0,∞)→ (4R0,∞) and C > 1 such that
(1.15) φ(ρ(x0, z)) < rz < Cφ(ρ(x0, z)), z ∈ Z.
Under mild additional assumptions on λ (see Section 5), which are satisfied if
X = Rd, ρ is the Euclidean metric and λ is Lebesgue measure, the following holds.
COROLLARY 1.15. Let A be a union of balls B(z, rz), z ∈ Z, in X which are
regularly located. Then A is unavoidable if and only if
∑
z∈Z g(ρ(x0, z))/g(rz) =∞.
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2 Liouville property
PROPOSITION 2.1. Let U be an open set in X and B := B(x0, R), x0 ∈ U ,
R > R0, such that the closure of B
′ := B(x0, 2R) is contained in U . Then
(2.1) sup h(B) ≤ (ccD)
2 inf h(B) for every h ∈ W ∩ H˜+(U).
Proof. We may choose ϕn ∈ K
+(X), n ∈ N, such that ϕn ↑ 1X\B′h. Then
hn := Rϕn ∈ P ∩H
+(X \ supp(ϕn)), n ∈ N,
by [2, III.2.4, III.5.6]. So there exist measures µn on X , n ∈ N, such that
hn = Gµn and µn(B
′) = 0.
For all x, y ∈ B, and z ∈ X \B′, ρ(x, z) < R+ ρ(x0, z) ≤ 3(ρ(x0, z)−R) < 3ρ(y, z),
hence, defining K := (ccD)
2, G(x, z) ≤ cg(ρ(x, z)) ≤ cc2Dg(ρ(y, z)) ≤ KG(y, z) and
(2.2) hn(x) =
∫
G(x, z) dµn(z) ≤ K
∫
G(y, z) dµn(z) ≤ Khn(y)
for every n ∈ N. The sequence (hn) is increasing to a function u ∈ W which,
by (2.2), satisfies sup u(B) ≤ K inf u(B). Clearly, u ≤ h on X and u = h on X \B
′
.
Let V be an open neighborhood of B′ such that V is compact in U . Then
u ≥ RV
c
h , since V
c ⊂ X \ B
′
, and, for every x ∈ V , u(x) ≥ εV
c
x (h) = h(x). Thus
u = h completing the proof.
COROLLARY 2.2 (Liouville property). Every function in H˜+(X) is constant.
Proof. For every relatively compact open set V in X and every f ∈ B+(X), the
function HV f is lower semicontinuous on V (see [2, III.3.4]). Therefore H˜
+(X) ⊂ W
(see, for example, [2, II.5.5]), and we obtain that (2.1) holds for all h ∈ H˜+(X) and
balls B(x0, r), x0 ∈ X , r > R0.
Now the claim follows immediately by a well known standard argument. (Let
h ∈ H˜+(X) and a := inf h(X). Then h′ := h−a ∈ H˜+(X). Given ε > 0, there exists
x0 ∈ X such that h
′(x0) < ε and hence, considering x ∈ X and R > R0 ∨ ρ(x, x0),
we obtain that h′(x) ≤ (ccD)
2h′(x0) < (ccD)
2ε. Thus h′ = 0.)
3 Proof of Wiener’s test
One direction of Wiener’s test is an easy consequence of Proposition 1.3(b). We
only have to use the definition of cap∗ and note the simple fact that, for every open
set V which is contained in an open ball, the reduced function RV1 is a potential, by
Proposition 1.7.
PROPOSITION 3.1. Let A be an unavoidable set in X, x0 ∈ X, R > 0, γ > 1.
Then ∑
n∈N
g(γnR) cap∗(A ∩ S(x0, γ
nR, γn+1R)) =∞.
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Proof. For n ∈ N, there are open neighborhoods Un of An := A∩S(x0, γ
nR, γn+1R)
in S(x0, γ
nR/2, γn+1R) such that
(3.1) capUn ≤ cap
∗An + 2
−n.
Since A \B(x0, γR) ⊂
⋃
n∈N Un, we know, by Proposition 1.3, that
(3.2)
∑
n∈N
RUn1 =∞.
By [2, VI.1.7], there exist open sets Vn such that V n is compact in Un and
RUn1 (x0) ≤ R
Vn
1 (x0) + 2
−n, n ∈ N.
Then, by (3.2), ∑
n∈N
RVn1 (x0) =∞.
Let n0 ∈ N such that γ
n0R/2 > R0. For n ≥ n0, let νn := µVn, that is, Gνn = R
Vn
1 .
Since νn is supported by the set V n, which does not intersect B(x0, γ
nR/2), and
G(x0, ·) ≤ cg(ρ(x0, ·)) ≤ cg(ρ(γ
nR/2)) ≤ ccDg(γ
nR) on X \B(x0, γ
nR/2),
we see that RVn1 (x0) =
∫
G(x0, y)dνn(y) ≤ ccDg(γ
nR)‖νn‖ ≤ ccDg(γ
nR) capUn.
Therefore
∞ =
∑
n≥n0
RVn1 (x0) ≤
∑
n≥n0
ccDg(γ
nR) capUn.
Since g(γnR) ≤ g(R) < ∞, for every n ∈ N, we finally conclude from (3.1) that∑
n∈N g(γ
nR) cap∗An =∞.
Knowing that positive harmonic functions on X are constant, by Corollary 2.2,
a set A in X is avoidable if and only if it is minimally thin at infinity (see [11,
Proposition 2.3]). Therefore it suffices to modify the proofs for [2, V.4.15 and V.4.17]
(characterizing, in the setting of Riesz potentials, thinness of a set A at a point).
In the context of Le´vy processes, this has already been noted (see, for example, [14,
Proposition 7.3 and Corollary 7.4]). In our situation, the zero-one law will yield
a straight forward modification.
THEOREM 3.2. Let A ⊂ X, x0 ∈ X, sn ∈ (0,∞) and δ ∈ (0, 1) with sn ≤ δsn+1
for every n ∈ N. Then the following hold for the sets An := A ∩ S(x0, sn, sn+1):
(i) If A is unavoidable, then
∑
n∈NR
An
1 =∞ on X.
(ii) If A is avoidable, then
∑
n∈NR
An
1 <∞ on X.
Proof. (i) Proposition 1.3, (b).
(ii) By Proposition 1.1, there exists a point x1 ∈ X such that R
A
1 (x1) < (c
2cD)
−1.
By [2, VI.1.2], there exists an open neighborhood V of A such that
(3.3) a := c2cDR
V
1 (x1) < 1.
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The Liouville property implies that RV1 is a potential (see [11, Proposition 2.3]). Let
Vn := V ∩ S(x1, sn, sn+3), n ∈ N.
Since An ⊂ Vn−1 if n is sufficiently large, it suffices to show that
(3.4)
∑
n∈N
RVn1 <∞.
To prove (3.4) let k ∈ N such that 1− δk−3 > 1/2. We fix 1 ≤ i ≤ k and define
Un := Vi+nk, n ∈ N.
It clearly suffices to show that
∑
n∈NR
Un
1 <∞. Let U :=
⋃
n∈N Un. Since R
U
1 ≤ R
V
1 ,
RU1 is a potential as well, R
U
1 = GµU . For n ∈ N, let
µn := 1UnµU
so that
∑
n∈NGµn = GµU = R
U
1 ≤ 1.
Let n0 ∈ N such that sn0 > R0. For the moment, let us fix n ≥ n0, consider
m ∈ N, m 6= n, y ∈ Un, and z ∈ Um. If m < n, then ρ(y1, z) ≤ δ
k−3ρ(x1, y). If
m > n, then ρ(x1, y) ≤ δ
k−3ρ(x1, z). In both cases,
ρ(y, z) ≥ (1− δk−3)ρ(x1, z) ≥ ρ(x1, z)/2.
Defining µ′n := µU − µn =
∑
m6=n µm we hence obtain that, for every y ∈ Un,
Gµ′n(y) ≤ c
∫
g(ρ(y, z)) dµ′n(z) ≤ ccD
∫
g(ρ(x1, z)) dµ
′
n(z) ≤ c
2cDGµ
′
n(x1) ≤ a.
Since Gµn + Gµ
′
n = GµU = R
U
1 and R
U
1 = 1 on U , we therefore conclude that
1− a ≤ Gµn on Un, and hence
(1− a)RUn1 ≤ Gµn.
Thus
∑
n≥n0
RUn1 ≤ (1 − a)
−1
∑
n≥n0
Gµn ≤ (1 − a)
−1GµU ≤ (1 − a)
−1 completing
the proof.
Proof of Theorem 1.12. Let A ⊂ X , x0 ∈ X , R > 0 and γ > 1.
If A is unavoidable, then (1.12) holds, by Proposition 3.1.
So let us assume that A is avoidable. By [2, VI.1.5], there exists an open neigh-
borhood U of A which is avoidable. For every n ∈ N,
Un := U ∩ S(x0, γ
n−1R, γn+1R)
is an open neighborhood of A ∩ S(x0, γ
nR, γn+1R). By Proposition 3.2,
∑
n∈N
RUn1 (x0) <∞.
By Lemma 1.6, there exist open sets Vn in Un such that V n is compact in Un and
capUn ≤ c
2‖µVn‖+ 2
−n, n ∈ N.
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Let k ∈ N such that γ ≤ 2k, and let n ∈ N such that γnR > R0. Then g(γ
nR) ≤
ckDg(γ
n+1R) ≤ ckDg(ρ(x0, ·)) on V n, and hence
g(γnR)‖µVn‖ ≤ c
k
D
∫
g(ρ(x0, y)) dµVn(y) ≤ cc
k
DGµVn(x0).
Since GµVn = R
Vn
1 ≤ R
Un
1 and g(γ
nR) ≤ g(R), n ∈ N, we conclude that
∑
n∈N
g(γnR) capUn <∞.
Thus
∑
n∈N g(γ
nR) cap∗(A ∩ S(x0, γ
nR, γn+1R)) <∞.
4 Application to collections of balls having the
separation property
COROLLARY 4.1. Let B(z, rz), z ∈ Z ⊂ X, rz > 0, be balls in X such that their
union A is unavoidable. Then, for every x0 ∈ X,
∑
z∈Z
g(ρ(x0, z))/g(rz) =∞.
Proof. Propositions 1.3 and 1.7.
The next simple result on comparison of potentials (cf. [7]) will be sufficient for
us (see the proof of [11, Theorem 5.3] for a much more delicate version; cf. also the
proof of [1, Theorem 3]).
LEMMA 4.2. Let Z ⊂ Rd be finite and rz > R0, z ∈ Z, such that, for z 6= z
′,
B(z, rz) ∩ B(z
′, 3rz′) = ∅. Let w ∈ W ∩ C(X) and, for every z ∈ Z, let µz, νz be
measures on B(z, rz) such that Gµz ≤ w, and ‖µz‖ ≤ ‖νz‖. Then µ :=
∑
z∈Z µz
and ν :=
∑
z∈Z νz satisfy
(4.1) Gµ ≤ w + c2cDGν.
Proof. Let z, z′ ∈ Z, z′ 6= z, and x ∈ B(z, rz). For all y, y
′ ∈ B(z′, rz′), ρ(y, y
′) <
2rz′ < ρ(x, y), hence ρ(x, y
′) ≤ 2ρ(x, y), g(ρ(x, y)) ≤ cDg(2ρ(x, y)) ≤ cDg(ρ(x, y
′)),
and G(x, y) ≤ c2cDG(x, y
′). By integration, Gµz′(x) ≤ c
2cDGνz′(x). Therefore
Gµ(x) = Gµz(x) +
∑
z′∈Z,z′ 6=z Gµz′(x) ≤ w(x) + c
2cDGν(x).
Thus Gµ ≤ w+c2cDGν on the union A of the balls B(z, rz), z ∈ Z. By the minimum
principle (see [2, III.6.6]), the proof is finished.
LEMMA 4.3. Let x0 ∈ X, R > 2R0 and B := B(x0, R). Suppose that there exist
C ≥ 1 and a probability measure λ on B such that Gλ ≤ Cg(R). Let Z be a finite
subset of B(x0, R/2) and R0 < rz ≤ R/2, z ∈ Z, such that the balls B(z, 3rz) are
pairwise disjoint and, for some ε ∈ (0, 1),
(4.2) g(rz)λ(B(z, ρ(z, z
′)/4)) ≥ εg(R), whenever z 6= z′.
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Then the union A of the balls B(z, rz), z ∈ Z, satisfies
capA ≥ ε(2c3cDC)
−1
∑
z∈Z
capB(z, rz).
Proof. It clearly suffices to consider the case, where Z contains more than one point.
Then, for z ∈ Z,
(4.3) r˜z := max
{
rz, dist(z, Z \ {z})/4
}
≤ R/2,
hence B(z, r˜z) ⊂ B and λ(B(z, r˜z)) > 0, by (4.2). Further, B(z, r˜z)∩B(z
′, 3r˜z′) = ∅,
whenever z 6= z′,
For z ∈ Z, let µz ∈M(X) with µz(X \B(z, rz)) = 0 and Gµz ≤ 1, and let
αz := ‖µz‖/λ(B(z, r˜z)), νz := αz1B(z,r˜z)λ.
Then ‖νz‖ = ‖µz‖ and, by Proposition 1.7, (4.3), and (4.2),
αz ≤ cg(rz)
−1/λ(B(z, r˜z)) ≤ c(εg(R))
−1.
Since the balls B(z, r˜z), z ∈ Z, are pairwise disjoint subsets of B, the measure
ν :=
∑
z∈Z νz satisfies
Gν ≤ c(εg(R))−1Gλ ≤ cCε−1.
Let µ :=
∑
z∈Z µz. By Lemma 4.2, Gµ ≤ 1 + c
2cDGν. Thus Gµ ≤ 2c
3cDCε
−1.
Since µ(X \ A) = 0, we see that capA ≥ ε(2c3cDC)
−1
∑
z∈Z ‖µz‖ completing the
proof.
In addition to the Assumptions 1.4 and 1.8, we suppose the following.
ASSUMPTION 4.4. We have a measure λ ∈ M(X) and a constant c0 > 0 such
that supp(λ) = X and, for all x ∈ X and r > R0,
(4.4) GλB(x,r) ≤ c0g(r)
(where, as before, λB := λ(B)
−11Bλ for every ball B).
We already observed that then, for all x ∈ X and r > R0,
(4.5) capB(x, r) ≥ c−10 g(r)
−1
(see Proposition 1.7 for the corresponding upper estimate). By Proposition 1.10,
such a lower estimate for the capacity of balls is equivalent to having inequalities
R
B(x,r)
1 ≥ C
−1G(·, x)/g(r) on X \B(x, r) (which in turn, by the minimum principle,
hold trivially if (X,W) is a harmonic space, that is, if X has no jumps).
Let us say that a family of pairwise disjoint balls B(z, rz), z ∈ Z ⊂ X , rz > 2R0,
has the separation property with respect to λ, if Z is locally finite and, for some
point x0 ∈ X \ Z,
(4.6) infz,z′∈Z,z 6=z′
λ(B(z, ρ(z, z′)/4))
λ(B(x0, 4ρ(x0, z)))
·
g(rz)
g(ρ(x0, z))
> 0.
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REMARK 4.5. If, for example, λ is Lebesgue measure on X = Rd, x0 = 0,
ρ(x, y) = |x− y|, and g(r) = rα−d, then (4.6) means that
infz,z′∈Z,z 6=z′
|z − z′|d
|z|αrd−αz
> 0,
which, in the classical case α = 2, is the separation property in [3, Theorem 6].
THEOREM 4.6. Let A be an avoidable union of pairwise disjoint balls B(z, rz),
z ∈ Z ⊂ X, having the separation property with respect to λ. Then
∑
z∈Z
g(ρ(x0, z)) capB(z, rz) <∞.
Proof. We may suppose that ρ(x0, z) > 4R0, for every z ∈ Z (we simply omit finitely
many points from Z). Moreover, we may assume without loss of generality that
(4.7) rz ≤ ρ(x0, z)/2, for every z ∈ Z.
Indeed, replacing rz by r
′
z := min{rz, ρ(x0, z)/2} our assumptions are preserved.
Suppose we have shown that
∑
z∈Z g(ρ(x0, z))/g(r
′
z) <∞. Since g(r)/g(r/2) ≥ c
−1
D
if r > 2R0, the set Z
′ of all points z ∈ Z such that r′z = ρ(x0, z)/2 is finite, and
therefore
∑
z∈Z′ g(ρ(x0, z))/g(rz) <∞. So we may assume without loss of generality
that r′z = rz, for all z ∈ Z, that is, (4.7) holds.
Further, we may assume that the balls B(z, 4rz) are pairwise disjoint. Indeed,
since capB(z, rz) ≈ g(rz)
−1 and g(r) ≤ g(r/4) ≤ c2Dg(r), r > 2R0, a replace-
ment of rz by rz/4 does neither affect (4.6) nor the convergence or divergence of∑
z∈Z g(ρ(x0, z)) capB(z, rz), and the new, smaller union is, of course, avoidable.
By (4.6), there exists ε ∈ (0, 1) such that, for z, z′ ∈ Z, z 6= z′,
(4.8) g(rz)λ(B(z, ρ(z, z
′)/4)) ≥ εg(ρ(x0, z))λ(B(x0, 4ρ(x0, z))).
Let R > R0. For n ∈ N, let
Zn := Z ∩ S(x0, 2 · 8
nR, 4 · 8nR) and An :=
⋃
z∈Zn
B(z, rz).
Then An ⊂ A∩ S(x0, 8
nR, 8n+1R). Moreover, for every z ∈ Zn, ρ(x0, z) ≥ 8
nR, and
hence g(ρ(x0, z)) ≤ g(8
nR). Therefore, by Lemma 4.3 and Theorem 1.12,
∑
n∈N
∑
z∈Zn
g(ρ(x0, z)) capB(z, rz)
≤ 2c3cDc0ε
−1
∑
n∈N
g(8nR) cap∗(A ∩ S(x0, 8
nR, 8n+1R)) <∞.
Applying this estimate as well to 2R and 4R in place of R we obtain that
∑
z∈Z
g(ρ(x0, z)) capB(z, rz) <∞.
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COROLLARY 4.7. For every union A of balls B(z, rz), z ∈ Z ⊂ X, having the
separation property with respect to λ, the following statements are equivalent.
(1) The set A is unavoidable.
(2)
∑
z∈Z g(ρ(x0, z)) capB(z, rz) =∞.
(3)
∑
z∈Z g(ρ(x0, z))/g(rz) =∞.
Proof. Corollary 4.1 and Theorem 4.6 using capB(z, rz) ≈ g(rz)
−1, z ∈ Z.
5 Application to regularly located balls
In this section we suppose as before that the Assumptions 1.4, 1.8, and 4.4 are
satisfied. Moreover, let us assume that we have a distinguished point x0 ∈ X such
that the measure λ has the following additional properties:
(i) For all x, y ∈ X and r > R0,
(5.1) λ(B(y, r)) ≤ c0λ(B(x, r)).
(ii) There exist CD ∈ (1,∞), κ ∈ (0, 1) such that, for all r > R0,
(5.2) λ(B(x0, 2r)) ≤ CDλ(S(x0, κr, r)).
Let A be a union of balls B(z, rz), z ∈ Z, which is regularly located (see 1.14).
We first prove the following proposition.
PROPOSITION 5.1. Suppose that lim supr→∞ λ(B(x0, r))g(r)/g(φ(r)) > 0. Then
A is unavoidable.
Proof. We may assume without loss of generality that the radius R in (1.14) satisfies
R > max{1, φ(1), R0}. We define
a := (cc20C
5
Dλ(B(x0, R))
−1 and b := cc20λ(B(x0, R))
−1.
Let 0 < β < lim supr→∞ λ(B(x0, r))g(r)/g(φ(r)).
We now fix x ∈ X and choose r > κ−1(4R + 2ρ(x0, x)) such that r > φ(r) and
(5.3) γ := λ(B(x0, r))g(r)/g(φ(r)) > β.
Let
S := S(x0, κr/2, r/2), B := B(x0, r) and r0 := φ(r)
so that
γ = λ(B)g(r)/g(r0).
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There are finitely many points y1, . . . , ym ∈ S such that B(y1, 3R), . . . , B(ym, 3R)
are pairwise disjoint and S is covered by B(y1, 9R), . . . , B(ym, 9R). We may choose
zj ∈ Z ∩B(yj, R), 1 ≤ j ≤ m. Then ρ(zi, zj) ≥ ρ(yi, yj)− 2R ≥ 4R, and hence
(5.4) B(zi, R) ∩B(zj , 3R) = ∅,
for all i, j ∈ {1, . . . , m} with i 6= j. Moreover,
(5.5) λ(B) ≤ CDλ(S) ≤ CD
∑m
j=1
λ(B(yj, 9R)) ≤ mC
5
Dc0λ(B(x0, R)).
Let 1 ≤ j ≤ m. Clearly,
r > r − R > r/2 +R ≥ ρ(x0, zj) ≥ κr/2− R ≥ R ≥ 1.
Therefore B(zj , R) ⊂ B and r0 = φ(r) ≤ φ(ρ(x0, zj)) < rzj , hence B(zj , r0) ⊂ A.
Moreover, r0 ≤ φ(1) ≤ R and r0 + ρ(x, zj) ≤ R + ρ(x0, x) + r/2 + R ≤ r. So
g(ρ(x, zj) + r0) ≥ g(r) and, by (1.10) and (4.5),
(5.6) R
B(zj ,r0)
1 (x) ≥ (cc0)
−1g(ρ(x, zj) + r0)/g(r0) ≥ (cc0)
−1g(r)/g(r0).
Let µj be the equilibrium measure for B(zj , r0), 1 ≤ j ≤ m. We define
p :=
∑m
j=1
R
B(zj ,r0)
1 =
∑m
j=1
Gµj.
Then, by (5.6) and (5.5),
(5.7) p(x) ≥ m(cc0)
−1g(r)/g(r0) ≥ aγ.
Finally, let ν :=
∑m
j=1 νj , where
νj := cg(r0)
−1λB(zj ,R) ≤ cc0g(r0)
−1 λ(B)
λ(B(x0, R))
1B(zj ,R)λB.
Since B(z1, R), . . . , B(zj , R) are pairwise disjoint subsets of B and GλB ≤ c0g(r),
Gν ≤ cc0g(r0)
−1 λ(B)
λ(B(x0, R))
GλB ≤ cc
2
0
λ(B)
λ(B(x0, R))
g(r)/g(r0) = bγ.
By Proposition 1.7, ‖µj‖ ≤ cg(r0)
−1, 1 ≤ j ≤ m. Thus, by (5.4) and Lemma 4.2,
p ≤ 1 + c2cDGν ≤ 1 + c
2cDbγ.
Since µ is supported by the compact B(z1, r0) ∪ · · · ∪ B(zm, r0) in A, this implies
that
RA1 ≥ (1 + c
2cDbγ)
−1p,
by the minimum principle (see [2, III.6.6]). In particular,
RA1 (x) ≥
aγ
1 + c2cDbγ
=
a
γ−1 + c2cDb
>
a
β−1 + c2cDb
,
by (5.7) and (5.3). Thus A is unavoidable, by Proposition 1.1.
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Proof of Corollary 1.15. If A is unavoidable, then
∑
z∈Z g(ρ(x0, z))/g(rz) = ∞, by
Corollary 4.1.
To prove the converse, suppose that
∑
z∈Z g(ρ(x0, z))/g(rz) = ∞. By Proposi-
tion 5.1 and (5.2), it suffices to consider the case
(5.8) limr→∞ λ(B(x0, 4r))g(r)/g(φ(r)) = 0.
Then infr>0 g(φ(r))
(
λ(B(x0, 4r))g(r))
)−1
> 0. By (1.15), g(φ(rz)) ≈ g(ρ(x0, z)),
z ∈ Z. Moreover,
λ(B(z, ρ(z, z′)/4)) ≥ infx∈X λ(B(x, ε/4)) > 0,
whenever, z, z′ ∈ Z, z 6= z′. So the balls B(z, rz), z ∈ Z, have the separation
property, and A is unavoidable, by Corollary 4.7.
6 Appendix
The following equivalences are of independent interest and may be useful in appli-
cations.
PROPOSITION 6.1. Let X be an arbitrary set and G : X×X → [0,∞] such that
G = ∞ on the diagonal and 0 < G < ∞ outside the diagonal. Then the following
properties are equivalent:
(i) G has the triangle property: There exists C ≥ 1 such that
min{G(x, z), G(y, z)} ≤ CG(x, y), x, y, z ∈ X.
(ii) There exists a metric ρ on X and γ > 0 such that G ≈ ρ−γ.
(iii) There exist a metric ρ on X, a decreasing function g : [0,∞)→ (0,∞], cD ≥ 1,
and η0, α0 ∈ (0, 1) such that G ≈ g ◦ ρ and, for every r > 0,
g(r/2) ≤ cDg(r) and g(r) ≤ η0g(α0r).
(iv) There exist a metric ρ on X, a decreasing function g : [0,∞) → (0,∞], and
cD ≥ 1 such that G ≈ g ◦ ρ and g(r/2) ≤ cDg(r) for every r > 0.
Proof. (i)⇒ (ii): Since G = ∞ on the diagonal, the triangle property implies that
G(y, x) ≤ CG(x, y) and ρ˜(x, y) := G(x, y)−1 + G(y, x)−1, x, y ∈ X , defines a quasi-
metric on X which is equivalent to G−1. By [12, Proposition 14.5] (see also [8, pp.
1209–1212] and [5]), there exists a metric ρ for X and γ > 0 such that ρ˜ ≈ ργ , and
hence G ≈ ρ−γ.
(ii)⇒ (iii): Trivial defining g(r) := r−γ.
(iii)⇒ (iv): Trivial.
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(iv)⇒ (i): Let c > 0 such that c−1g◦ρ ≤ G ≤ cg◦ρ and let x, y, z ∈ X . Since
ρ(x, y) ≤ ρ(x, z) + ρ(y, z), we know that ρ(x, z) ≥ ρ(x, y)/2 or ρ(y, z) ≥ ρ(x, y)/2.
Therefore
min{G(x, z), G(y, z)} ≤ cmin{g(ρ(x, z)), g(ρ(y, z))}
≤ cg(ρ(x, y)/2) ≤ ccDg(ρ(x, y)) ≤ c
2cDG(x, y).
REMARKS 6.2. 1. If X is a topological space and each function G(·, x), x ∈ X ,
is lower semicontinuous and bounded at infinity, the ρ is a metric for the topology
of X .
2. If (iii) holds, then, for every η ∈ (0, 1), there exists α ∈ (0, 1) such that
g(r) ≤ ηg(αr). Indeed, it suffices to choose k ∈ N such that ηk0 < η and to take
α := αk.
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