A general formula is presented for any order derivative of Chebyshev polynomials instead of the existing recursive relationship. Hence, the Chebyshev finite difference method is made applicable not only to second order problems but also to higher order boundary value problems. The generalized method is applied to a variety of higher order boundary value problems and it is seen that the obtained results are more accurate than the other numerical methods in absolute error.
Introduction
Many engineering problems including dynamical system problems such as harmonic oscillator, elasticity problems such as wave propagation and heat convection, and calculus of variations problems have been modelled with second-order boundary value problems.
However, when mathematical constraints are slightly stretched in order to provide compatibility with physical realities or when the factors that affect the problem are analyzed concomitantly, higher order boundary value problems arise.
There exist some methods such as finite difference and the shooting method to solve secondorder boundary value problems, unlikely, more effective methods are required to solve higher order boundary value problems; Aouadi used the Chebyshev finite difference method to solve the third-order boundary value problem arising in the modelling of mass transfer when the material was considered as a micropolar material [1, 2] instead of a classical elastic material [3] . Fifth-order boundary value problems arise in the mathematical modelling of viscoelastic fluids [4, 5] . To solve these problems, Khan used the finite difference method [6] , Çağlar et al. used the sixth-degree B-spline and collocation methods [7] , and Wazwaz used the Adomian method [8] . In order to solve six-degree problems occurring in the modelling of many astrophysics problems, septic spline [9] , Legendre-Galerkin [10] and Daftardar-Jafari methods [11] were used. To solve eighth-order boundary value problems that arise in torsional vibration of uniform beams, the Adomian decomposition method [12] , the differential quadrature method [13] , the homotopy perturbation method [14] , and the spline method [15] were used. When fluid layers are subject to rotation, heat convection is modelled with 10 th order differential equations, if magnetic effects are also included [16, 17] . Ullan, Khan, and Rahim used a new iterative technique [18] to solve such problems. The Chebyshev finite difference method is more advantageous in solution of higher order problems than the methods mentioned above. Of these methods, for example the Adomian method requires calculation of Adomian polynomials and the homotopy methods require many conditions in addition to finding the appropriate parameters [19] . Because of their orthogonality property, the Chebyshev polynomials form a complete orthogonal set on a space of continuous functions and since recursive relations can be obtained easily, especially derivatives can be calculated recursively at any order. Furthermore, not only values at specific points of the solution range -as in many numerical methods-, but an approximation polynomial valid throughout all the interval is obtained. The greatest advantage of Chebyshev polynomials compared to the other polynomial approximations of the same order is that they are the most convenient polynomials having the lowest maximum error in the given range [20] .
Solution of second-order initial or boundary value problems with the Chebyshev finite difference method is widely used in the literature; El-Kady and Elbarbary obtained a general formula for the derivatives up to second order of the Chebyshev approximation polynomial instead of the recursive relation and solved second-order boundary value problems with the help of this formula [21] . Saadatmandi and Farsangi solved the second-order nonlinear system and Saadatmandi and Deghan solved some calculus of variation problems with the Chebyshev finite difference method; however, in these studies, only second order problems could be solved [22, 23] . Aouadi obtained another formula containing successive sums for the third order derivative to analyze micropolar flow and mass transfer from a surface stretched with heat [3] . However, successive sums increase complexity as the order increases. This is the main reason of why Chebyshev finite difference method could not be used for higher order differential equations.
In this study, first, the derivatives of the Chebyshev polynomial of any order are obtained without any recursive relation and then by the help of these derivatives, a general formula is presented for the Chebyshev approximation polynomial. With this formula, the Chebyshev finite difference method became applicable not only to first and second order problems, but also to initial or boundary value problems of any order. The generalized Chebyshev finite difference method is applied to a variety of higher order boundary value problems given in the literature and the obtained results are more accurate than the other numerical methods in absolute error.
Chebyshev Polynomials
Chebyshev polynomials of the first kind are defined as [20] :
Because of their trigonometric properties, the recursive relation 11 
. The proof can be find in [20] . The economization property states that when approaching a function () fx with polynomials, in order to minimize the maximum error in the given range, the Gauss-Lobatto points, i.e. the roots of the polynomial 1 () n Tx  have to be taken as the node points in the interpolation. This is expressed with
Chebyshev Finite Difference Method
Clenshaw and Curtis defined the solution for a given initial or boundary value problem as a series of Chebyshev polynomials [24] 
where, the superscript ()  in the sum symbol means that half of the first and the last terms have to be taken and N shows the order of the approximation polynomial. Using the orthogonality property of Chebyshev polynomials and the Lagrange interpolation, the unknown n a coefficients are found as
The value of the th m order derivative of   yx in (3.1) at the points k x is given by
and only the derivatives of Chebyshev polynomials, () () m n Tx are unknowns. Elbarbary and El-Kady showed that the first two of the coefficients, () , m kj d are given as [21] 1 (1) , 00 () 4 ( ) ( ), , 0,1,...,
On the other hand, Aouadi gives the coefficients for the third order as [3] 
As it can be seen in ( 
are used, and then the recursive relation is eliminated by taking successive derivatives of (3.9) . Consequently, the derivatives of the Chebyshev polynomials are found as
and following a similar process as above, finally the derivative of any order is given as [25]   
The symbol (*) in the multiplication shows that the multiplication index increases two by two in both (3.11) and (3.12) . Thus, the th m order derivative of the approximation polynomial may be easily calculated in (3.3) by the help of (3.12).
Finally, writing the given initial or boundary value problem in terms of approximation polynomial and its derivatives, the problem is transformed to a linear or nonlinear algebraic The Chebyshev finite difference method is made applicable not only for the first two order but also to higher order initial or boundary value problems by the generalized formulas (3.11) and (3.12) . In the following section, the method is applied to some higher order boundary value problems and compared to the methods used commonly in the literature. It is shown that the error of the presented method is much lower than those of other methods.
Numerical Examples
In this section, five nonlinear problems are solved by generalized Chebyshev finite difference method mentioned above. ( 1) The approximation polynomial, () yx is not given for the other examples for the sake of brevity.
The comparison of the results with the variational iteration method [26] and Chebyshev finite difference method is given in Table 3 .11. As it can be seen from the Table, the absolute error between the analytical solution and the result obtained by CFDM is less than the absolute error of the given method in [26] . Furthermore, the default precision in Mathematica, which is used here is 16, if the precision is setup to 100, the results is much more convincing. Using the solution of the system (4.12) and (4.13) in (3.1) and (3.2) after the inverse transformation gives the approximation Chebyshev polynomial which is the solution of the given problem. The comparison of the results with the quintic B-spline collocation [27] and Chebyshev finite difference methods is given in Table 3 .12. with the given boundary conditions
, Same process is done to find the approximation polynomial. The comparison of the results with the Adomian [28] , homotopy perturbation [29] , variational iteration [30] , new iterative, Daftardar Jafari [31] and Chebyshev finite difference method is given in Table 3 .13. with the conditions given
(1) 0, The comparison of the reproducing kernel space [32] and Chebyshev finite difference method is given in Table 3 .14. When the inverse transformation is applied to the numerical solution of the system (4.30) and (4.31), and then substituting this into (3.1) and (3.2) gives the approximation polynomial. The comparison of the result with the quintic B-spline collocation method [33] and homotopy analysis method [34] is given in Table 3 .15. 
