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ON QUASISMOOTH WEIGHTED
COMPLETE INTERSECTIONS
JHENG-JIE CHEN, JUNGKAI A. CHEN, AND MENG CHEN
Abstract. We prove two conjectures on weighted complete inter-
sections (cf. [10]) and give the complete classification of threefold
weighted complete intersections in weighted projective space that
are canonically or anticanonically embedded.
1. Introduction
Weighted Projective Space, or WPS for short, is a natural gener-
alization of projective space. Complete intersections in WPS are the
source of interesting examples in the study of algebraic varieties, espe-
cially in higher dimensional birational geometry. Mori and Dolgachev
studied the structure of WPS systematically. Then Reid [16, 17] and
Iano-Fletcher [10] discovered many new and interesting examples of
surfaces and threefolds, giving several famous lists.
Following the route of study initiated by Reid and Iano-Fletcher, we
are interested in the following two conjectures in [10].
Conjecture 1.1. ([10, Conjecture 18.19, p. 171])
(1) There are no canonically embedded threefold complete intersec-
tions in WPS of codimension > 5.
(2) There are no anticanonically embedded Q-Fano threefold com-
plete intersections in WPS of codimension > 3.
Conjecture 1.2. ([10, Conjecture 15.2, p. 151]) The lists of threefold
weighted complete intersections [10, 15.1, 15.4, 16.6, 16.7, 18.16] are
complete without any degree constraints.
The aim of this note is to prove the above conjectures. Given a
weighted complete intersection X = Xd1,...,dc ⊂ P(a0, . . . , an), its am-
plitude is defined to be α :=
∑
j dj −
∑
i ai, so that ωX
∼= OX(α). In
fact, the answer to the first conjecture, under quasismooth assumption,
can be put in a more general form.
The second author was partially supported by TIMS, NCTS/TPE and Na-
tional Science Council of Taiwan. The third author was supported by both the
National Outstanding Young Scientist Foundation (#10625103) and the NNSFC
(#10731030).
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Theorem 1.3. Let X = Xd1,...,dc ⊂ P(a0, . . . , an) be a quasismooth
weighted complete intersection of amplitude α and codimension c, not
an intersection with a linear cone.
Then
c ≤
{
dimX + α + 1 if α ≥ 0,
dimX if α < 0.
Theorem 1.3 implies Conjecture 1.1 at least when X is assumed
to have at worst terminal quotient singularities, for such threefolds
are quasismooth (see 2.2). Another feature of Theorem 1.3 is that
it holds for all dimensions, not only for dimension 3. In the course of
proving Conjecture 1.2 (see Theorem 6.1 and Theorem 7.4), we also list
the canonically embedded threefold weighted complete intersections of
codimension 4 and 5 (see Theorem 4.5 and Corollary 7.3).
We now outline our idea. Let X = Xd1,...,dc ⊂ P = P(a0, . . . , an) be
a weighted complete intersection. X ⊂ P is said to be quasismooth if
its affine cone CX := π
−1(X) is smooth away from 0, where π is the
natural quotient map from Cn+1 − {0} to P. Let δj := dj − aj+dimX .
The paper, following Iano-Fletcher, divides into two parts. Part I
studies N -folds X with n = c + N ; then we aim for quasismooth,
and so are allowed to use restrictions given by the Jacobian matrix
restricted to coordinate strata. We have managed to find some inter-
esting inequalities between δj and ai. Then Theorem 1.3 follows.
Part II is devoted to the classification of threefold weighted complete
intersections with at worst terminal singularities. For any positive in-
teger i, we define µi := #{aj
∣∣ aj = i}, and νi := #{dj ∣∣ dj = i}. By
Theorem 1.3, we have
∑
µi ≤ α + A and
∑
νi ≤ α + B, where A,B
are small positive integers. Our algorithm is composed of the following
main steps.
1. We exhaust tuples (µ1, . . . , µ6; ν2, . . . , ν6) when α = 1 (resp.
(µ1, . . . , µ5; ν2, . . . , ν5) when α = −1) that satisfy
h∑
i=1
µi ≤ α + A and
h∑
i=2
νi ≤ α +B
where h = 6 (resp. h = 5).
2. We introduce a relation ≻ on formal baskets of orbifold points
(see 5.5), and reduction sequences on them (see 5.3), and clas-
sify the initial cases of those sequences with given µi, νi. Thus
we get a complete list of possibilities for these formal baskets.
3. For a given formal basket, one can compute the plurigenera by
Reid’s Riemann–Roch formula. With Reid’s “table method”,
one can determine if the given formal basket really occurs on
a weighted complete intersection. Therefore, we are able to
do a complete classification, which completes the original work
initiated by Reid and Iano-Fletcher.
ON QUASISMOOTH WEIGHTED COMPLETE INTERSECTIONS 3
A priori, there might be infinitely many initial baskets with given
µi, νi since the index of each single basket might be arbitrarily large.
In the Fano case with α = −1, we use the pseudo-effectivity of c2(X)
to obtain the maximal index of the basket. In the general type case,
we mainly use the fact K3X > 0, while some exceptional cases are more
subtle. Anyway, we are able to show the finiteness of the set of initial
baskets, hence the finiteness of the set of formal baskets.
The paper is organized as follows. Section 2 recalls some defini-
tions and notions of WPS and weighted complete intersections (w.c.i.
for short). We prove Theorem 1.3 in Section 3. It is then possible
to classify Calabi–Yau threefold complete intersections, which we do in
Section 4. In Section 5, we recall some notions and properties of formal
baskets that we need. Section 6 is devoted to a detailed explanation of
our algorithm for the Fano case. We study weighted canonical three-
folds in Section 7. The codes of our program, written in MAPLE, is
available upon request.
2. Background material
In this section, we recall some notions and properties that we need.
Let a0, . . . , an be positive integers. We view S = K[x0, x1, . . . , xn]
as a graded ring over a field K graded by deg xi = ai ∈ N for each
i. Weighted projective space P = P(a0, a1, . . . , an) is the projective
scheme or variety ProjS (in the sense of [8]). There is a natural
quotient map π : An+1
K
− {0} → P that identifies (x0, . . . , xn) with
(λa0x0, . . . , λ
anxn) for all λ ∈ K
∗.
Let T = K[y0, y1, . . . , yn] be the polynomial ring with the usual grad-
ing. By considering the homomorphism τ : S → T of graded rings given
by τ(xi) = y
ai
i , one obtains a finite morphism τ : P
n → P. It follows
that P has at worst orbifold points along the coordinate strata.
2.1. Notation and conventions
(1) Fix an index set I ⊂ {0, . . . , n} and define ΠI :=
⋂
j 6∈I{xj = 0}.
In particular if I = {i}, we simply write Pi in place of ΠI and
if I = {i, j}, we write PiPj for Π{i,j}.
(2) A weighted projective space P(a0, a1, . . . , an) is well formed if
g.c.d. (a0, . . . , âi, . . . , an) = 1 for all i. We assume throughout
that P is well formed. Most often, our complete intersections
are assumed to be also well formed (see [10, 6.10, 6.11, 6.12] for
explicit definitions).
(3) Let b1, . . . , bn be integers and r a positive integer. An orbifold
point Q ∈ X is of type 1
r
(b1, . . . , bn) if it is analytically iso-
morphic to a quotient of (An, 0) by an action of the cyclic group
Z/r of the form:
ε(x1, . . . , xn) = (ε
b1x1, . . . , ε
bnxn),
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where ε is a fixed primitive rth root of 1.
(4) Let d1, . . . , dc be positive integers and f1, . . . , fc general homo-
geneous polynomials of degree d1, . . . , dc. By a complete inter-
section X = Xd1,...,dc ⊂ P = P(a0, . . . , an) we mean a subvariety
defined by (f1 = f2 = · · · = fc = 0).
(5) A general hypersurface X = {f = 0} in P(a0, . . . , an) is called
a linear cone if f has degree ai for some i.
(6) If X = Xd1,...,dc ⊂ P = P(a0, . . . , an) with deg fc = an, we can
assume that fc = xn + g(x0, . . . , xn−1) for general fc. Then
one sees that X is isomorphic to some X ′ = X ′d1,...,dc−1 ⊂ P
′ =
P(a0, . . . , an−1). Thus one sees that the generator xn and the
equation fc is redundant. Therefore, we may always assume
that our weighted complete intersection in question is not an
intersection with a linear cone. That is, numerically,
ai 6= dj for all i, j.
2.2. Quasismoothness.
Let Xd1,...,dc ⊂ P(a0, . . . , an) be a complete intersection in WPS. Re-
call that the weighted projective space is defined by the projection
π : Cn+1 − {0} → P(a0, . . . , an),
Let CX := π
−1(X) be the affine cone, where X := Xd1,...,dc . We say that
X is quasismooth if CX is smooth away from 0. Note that, whenever
the polarizing divisor onX is ±KX , quasismooth is equivalent to saying
that X has only cyclic terminal orbifold points 1
r
(1,−1, b).
2.3. Weights and degrees.
A weighted complete intersection Xd1,...,dc ⊂ P(a0, . . . , an) is said to
be normalized if
d1 ≤ d2 ≤ · · · ≤ dc and a0 ≤ a1 ≤ · · · ≤ an. (2.1)
One can always normalize a weighted complete intersection by renum-
bering the indices. Given a normalized weighted complete intersection,
for each j = 1, . . . , c, set
δj := dj − aj+dimX ,
and
α :=
c∑
j=1
dj −
n∑
i=0
ai,
where α is called the amplitude of X . Then one has
δ :=
c∑
i=1
δi = a0 + a1 + · · ·+ adimX + α. (2.2)
If X is quasismooth and normalized, then [10, Lemma 18.14] says
that
dj > aj+dimX for all j = 1, . . . , c. (2.3)
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It follows in particular that
δj ≥ 1 for all j = 1, . . . , c and so δ ≥ c. (2.4)
Moreover, we can also get some estimates on the weights and degrees.
Suppose X = Xd1,...,dc in P(a0, . . . , ac+dimX) is a quasismooth terminal
weighted complete intersection with amplitude α ≥ 0. Write dj =
λjaj+dimX for all j = 1, . . . , c. Then the inequalities (2.3) imply λj > 1
for all j. We claim that:
c∑
j=1
λj ≤ c+ α + dimX + 1. (2.5)
In fact
(dimX + 1)adimX+1 + α ≥ a0 + · · ·+ adimX + α
=
c∑
j=1
δj =
c∑
j=1
(λj − 1)aj+dimX
≥
c∑
j=1
(λj − 1)adimX+1
gives(
dimX + 1 + c + α−
c∑
j=1
λj
)
adimX+1
≥
(
dimX + 1 + c−
c∑
j=1
λj
)
adimX+1 + α ≥ 0.
This proves the inequality (2.5).
It follows that(
c+α+dimX+1
c
)c∏dimX
i=0 ai
≥
(Pc
j=1 λj
c
)c
∏dimX
i=0 ai
≥
∏c
j=1 λj∏dimX
i=0 ai
=
∏c
j=1 dj∏n
i=0 ai
. (2.6)
3. Part I: Quasismooth w.c.i. N-folds
In this section, we go somewhat further than [10] in the study of
quasismoothness in order to prove our first theorem. We first present
the results of [10, 18.14] and [10, 8.1, 8.7] in the following generalized
form.
Proposition 3.1. Assume that the normalized complete intersection
Xd1,...,dc ⊂ P(a0, . . . , an)
is quasismooth and not an intersection with a linear cone (i.e., dj 6= ai
for all i, j).
(1) If at > d1 for some t ≥ 0, then at | dj for some j. In particular,
δc ≥ an in this situation.
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(2) If c ≥ dimX + 1, then
δc−j = dc−j − an−j ≥ adimX−j for j = 0, . . . , dimX.
Proof. We first prove (1).
Let x0, . . . , xn be the coordinates of degree a0, . . . , an respectively.
Suppose that at ∤ dj for all j. Let fj be the equation of degree dj. By
our assumption, we know that f1 does not involve xt and fj contains
no monomials of the form xµt with µ > 0.
We consider Π = (x0 = x1 = · · · = x̂t = · · · = xn = 0) ⊂ A
n+1,
which is clearly nonempty. Then X is not quasismooth if there are
singularities in CX∩Π. In fact, for general points in Π, we may consider
the Jacobian matrix
J =

∂f1
∂x0
. . . ∂f1
∂xn
...
...
∂fc
∂x0
. . . ∂fc
∂xn
 .
Notice that the first row is identically zero at the general point of Π,
hence CX ∩ Π has at least one singularity, which contradicts quasi-
smoothness. Hence at | dj for some j.
Since an ≥ at > d1, if we take t = n, then the proof says an | dj for
some j. Thus δc = dc − an ≥ dj − an ≥ an. Part (1) is proved.
For part (2), we assume that fj is a polynomial of degree dj for each
j > 0.
Given an integer j ∈ [0, dimX ], we suppose by contradiction that
δc−j = dc−j − an−j < adimX−j for some j. We hope to deduce a contra-
diction. We have
dj′ ≤ dc−j < an−j + adimX−j for all j
′ ≤ c− j. (3.1)
We consider Π′ = (x0 = x1 = · · · = xn−j−1 = 0) ⊂ A
n+1. For each
integer m > 0, we may write
fm = hm(xn−j , . . . , xn) +
n−1−j∑
i=0
gim(xn−j, . . . , xn)xi + lm(x0, . . . , xn),
where we assume degx0,...,xn−1−j (lm) ≥ 2.
By inequality (3.1), dj′ < 2an−j for all j
′ ≤ c − j and so hj′ = 0.
Also notice that CX ∩ Π
′ is defined by x0 = x1 = · · · = xn−1−j = 0
and hc−j+1 = · · · = hc = 0, which is clearly nonempty of dimension
≥ (j + 1)− j = 1.
Again X will not be quasismooth if there are singularities in CX∩Π
′.
In fact, for general P ∈ CX ∩Π
′, we consider the Jacobian matrix
J(P ) =

∂f1
∂x0
(P ) . . . ∂f1
∂xn
(P )
...
...
∂fc
∂x0
(P ) . . . ∂fc
∂xn
(P )
 .
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When j′ ≤ c− j, one has hj′ = 0 as above, and hence
∂fj′
∂xi
(P ) =
{
gij′(P ) if i ≤ n− j − 1,
0 if i ≥ n− j.
Moreover by inequality (3.1), we have gij′ = 0 for i ≥ dimX − j (oth-
erwise, dj′ ≥ an−j + adimX−j, contradicting (3.1)). Thus we have
seen
∂fj′
∂xi
(P ) = 0 for j′ ≤ c − j and i ≥ dimX − j. Noting that
max{dimX − j, j} ≤ dimX , one sees that
rank(J(P )) ≤ dimX ≤ c− 1 < c = codimCX ,
so that CX is singular at P , a contradiction. 
3.2. Proof of Theorem 1.3.
Proof. If α ≥ 0 and c > dimX + 1 + α, then Proposition 3.1, (2) and
inequality (2.3) give the following relation:
a0 + · · ·+ adimX + α =
c∑
i=c−dimX
δi +
c−dimX−1∑
i=1
δi
≥ a0 + · · ·+ adimX +
c−dimX−1∑
i=1
δi
> a0 + · · ·+ adimX + α,
a contradiction.
In the Q-Fano case, we have α < 0. Suppose that c > dimX+1+α.
Again Proposition 3.1, (2) gives
a0 + · · ·+ adimX + α =
c∑
i=1
δi ≥ a0 + · · ·+ adimX ,
a contradiction. 
A direct consequence is the following:
Corollary 3.3. Conjecture 1.1 is true for canonically (resp. anticanon-
ically) polarized threefold complete intersections with terminal quotient
singularities.
Proof. Since X has terminal quotient singularities, X is quasismooth
by 2.2. Thus the statement follows. 
Remark 3.4. It is a very interesting open problem to prove Conjec-
ture 1.1 without the “terminal quotient” assumption.
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4. Part II–1: General properties of w.c.i. threefolds and the
classification of weighted terminal Calabi–Yau threefolds
Aiming at proving Conjecture 1.2, we begin to concentrate our study
on threefolds, i.e., the case n = c+ 3.
Assume moreover that Xd1,...,dc ⊂ P(a0, . . . , ac+3) has only isolated
singularities. One can easily determine some numerical properties on
Xd1,...,dc as follows.
Proposition 4.1. Let X = Xd1,...,dc be a quasismooth weighted com-
plete intersection. Suppose that X has only isolated singularities. Then:
(1) for all µ = 1, . . . , c + 1, the greatest common divisor of any µ
of the {ai} must divide at least µ− 1 of the {dj};
(2) for all µ > c + 1, the greatest common divisor of any µ of the
{ai} must be 1.
Proof. Given h the greatest common divisor of µ of the {ai}. After
renumbering, we may assume that h = (a0, . . . , aµ−1). Let fj be the
general homogeneous polynomial of degree dj for j = 1, . . . , c. We may
write
fj = hj(x0, . . . , xµ−1) +
n∑
i=µ
gij(x0, . . . , xµ−1)xi + lj(x0, . . . , xn), (3.2)
where degxµ,...,xn lj ≥ 2.
To prove (1), we assume that h > 1 since, otherwise, there is nothing
to prove. Suppose, on the contrary, that h divides at most µ − 2 of
the {dj}. After renumbering, we may assume that h ∤ dµ−1, . . . , h ∤ dc.
Then one sees that hj = 0 for µ− 1 ≤ j ≤ c.
Let I = {0, . . . , µ − 1} and ΠI = {xµ = · · · = xn = 0}, which is
clearly of dimension µ − 1 and P(a0, . . . , an) has orbifold points along
ΠI . Now hj = 0 implies that ΠI ⊂ (fj = 0) for all µ − 1 ≤ j ≤ c. It
follows that ΠI ∩X has dimension ≥ 1 since it is cut out by at most
µ − 2 equations from ΠI . Noticing that ΠI ⊂ Sing(P) and by [7], one
has
ΠI ∩X ⊂ Sing(P) ∩X = Sing(X)
a contradiction.
To see (2), one notices that ΠI∩X always has dimension ≥ 1. Hence
h = 1 since X has only isolated singularities. 
Since threefold terminal singularities are isolated, we get the follow-
ing:
Proposition 4.2. Let X = Xd1,...,dc be a quasismooth threefold weighted
complete intersection. Suppose that X has at worst terminal singulari-
ties. For 1 ≤ µ ≤ c+1, let h be the greatest common divisor of distinct
ai1 , . . . , aiµ. Then one of the following holds:
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(1) h divides at least µ of the {dj};
(2) h divides µ− 1 of the {dj} and h | (am + α) for some m 6= aij ,
j = 1, . . . , µ.
Proof. By Proposition 4.1, we know that h divides at least µ − 1 of
the {dj}. Suppose now that h divides exactly µ− 1 of the {dj}. After
renumbering, we may assume that h = (a0, . . . , aµ−1) and h | di for
i = 1, · · · , µ− 1 and h ∤ dµ, . . . , h ∤ dc.
We may write fj as in (3.2). For µ ≤ j ≤ c, we have hj = 0 as in
the proof of Proposition 4.1.
Let I = {0, . . . , µ−1} and ΠI = {xµ = · · · = xn = 0} as above. One
notices that ΠI ∩ X 6= ∅. For any point P ∈ ΠI ∩ X , one may check
the quasismoothness near P .
J(P ) =

∂f1
∂x0
(P ) . . . ∂f1
∂xn
(P )
...
...
∂fc
∂x0
(P ) . . . ∂fc
∂xn
(P )
 .
For µ ≤ j ≤ c,
∂fj
∂xi
(P ) =
{
gij(P ) if i ≥ µ,
0 if i ≤ µ− 1.
Since X is quasismooth at P , that is, J(P ) of full rank. It follows
that the submatrix  gµµ(P ) . . . gnµ(P )... ...
gµc (P )) . . . g
n
c (P )

is of full rank. We may renumber the indices so that gjj (P ) 6= 0 for
µ ≤ j ≤ c. Hence for µ ≤ j ≤ c, fj contains at least a nonzero
monomial of the form xn00 · · ·x
nµ−1
µ−1 xj . In particular, one has
dj = n0a0 + · · ·+ nµ−1aµ−1 + aj ≡ aj (mod h)
for µ ≤ j ≤ c.
In our case, n − c = 3. By the Inverse Function Theorem, we may
conclude that the singularity at P is of type 1
h
(ac+1, . . . , an). In fact,
by the Terminal Lemma, after renumbering, we may assume that
ac+1 + ac+2 ≡ 0 (mod h).
Combining all these, we have
α =
c∑
j=1
dj −
n∑
i=0
ai ≡
c∑
j=µ
dj −
n∑
i=µ
ai ≡ −
n∑
i=c+1
ai ≡ −an (mod h).
This completes the proof. 
More refined properties can be realized when α = 0.
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Corollary 4.3. Let X be a quasismooth threefold weighted complete
intersection with α = 0. Suppose that X has at worst terminal singu-
larities. For 1 ≤ µ ≤ c, let h be the greatest common divisor of distinct
ai1 , . . . , aiµ. Then h divides at least µ of the {dj}.
Moreover, the greatest common divisor of distinct ai1 , . . . , aiµ with
µ ≥ c + 1 must be 1.
Proof. By Proposition 4.2, if h does not divides µ of the {dj}, then
h | am for some m 6= ij . Hence h indeed divides µ + 1 of the {ai}. By
Proposition 4.1, one sees that h divides at least µ of the {dj}.
To see the second statement, it suffices to consider the case that
µ = c+1 by Proposition 4.1(2). Let h be the greatest common divisor
of distinct ai1 , . . . , aic+1 . By Proposition 4.2, h must divides am for
some m 6= aij , j = 1, . . . , c + 1. It follows that h is in fact a greatest
common divisor of ai1 , . . . , aic+1 , am, which constitutes c+2 of {ai}. By
Proposition 4.1(2), one has h = 1. 
Corollary 4.4. Let X be a quasismooth threefold weighted complete
intersection with α = 0. Suppose that X has at worst terminal singu-
larities. Then
∏
ai divides
∏
dj.
Proof. For a prime factor p of
∏
ai, set βk := #{i
∣∣ pk divides ai}
and γk := #{j
∣∣ pk divides dj}. By Corollary 4.3, one has βk ≤ γk
for all k. Therefore, eβ :=
∑
βk ≤
∑
γk =: eγ, where eβ and eγ are
the exponents of p in
∏
ai and
∏
dj respectively. This completes the
proof. 
In the rest of this section, we classify quasismooth terminal Calabi–
Yau threefolds by Corollaries 4.3, 4.4 and inequality (2.6).
Theorem 4.5. All quasismooth, weighted terminal Calabi–Yau three-
folds (and not an intersection with a linear cone) are as follows:
No. 1 X5 ⊂ P(1, 1, 1, 1, 1),
No. 2 X6 ⊂ P(1, 1, 1, 1, 2),
No. 3 X8 ⊂ P(1, 1, 1, 1, 4),
No. 4 X10 ⊂ P(1, 1, 1, 2, 5);
No. 5 X2,4 ⊆ P(1, 1, 1, 1, 1, 1),
No. 6 X3,3 ⊆ P(1, 1, 1, 1, 1, 1),
No. 7 X3,4 ⊆ P(1, 1, 1, 1, 1, 2),
No. 8 X2,6 ⊆ P(1, 1, 1, 1, 1, 3),
No. 9 X4,4 ⊆ P(1, 1, 1, 1, 2, 2),
No. 10 X4,6 ⊆ P(1, 1, 1, 2, 2, 3),
No. 11 X6,6 ⊆ P(1, 1, 2, 2, 3, 3),
No. 12 X2,2,3 ⊆ P(1, 1, 1, 1, 1, 1, 1),
No. 13 X2,2,2,2 ⊆ P(1, 1, 1, 1, 1, 1, 1, 1).
Proof. Assume that the Calabi–Yau threefold
X := Xd1,...,dc ⊂ P(a0, . . . , ac+3)
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with amplitude α = 0. Theorem 1.3 says c ≤ 4. By Corollary 4.4,
Q
djQ
ai
is an integer, hence in particular
Q
djQ
ai
≥ 1. Together with (2.6), one
sees that
16 ≥
(
c + 4
c
)c
≥ a0a1a2a3. (4.1)
In particular, a3 ≤ 16. Notice that an | dj for some j by Corollary 4.3.
Hence
64 ≥ a0 + a1 + a2 + a3 = δ ≥ δc = dc − an ≥ dj − an ≥ an.
It is thus possible to do a complete classification.
Recall that Iano-Fletcher has shown his classification for the case
c = 1 in [10, 14.3]. Thus we continues with the cases with c ≥ 2.
Case 1. c = 2.
By (4.1), we have a0a1a2a3 ≤ 9. It follows that a0 = 1. In fact,
we conclude that a1 = 1 otherwise a1 = a2 = a3 = 2, contradicting
Corollary 4.3.
Subcase 1.1. a3 = 1.
By Corollary 4.3, a5 | dj for some j = 1, 2. It follows that dj ≥ 2a5
and hence
4 = δ ≥ 1 + δ2 = 1 + d2 − a5 ≥ 1 + dj − a5 ≥ 1 + a5.
Thus 3 ≥ a5 and then our classification shows that X corresponds to
Nos. 5, 6, 7, 8, and 9 in the table.
Subcase 1.2. a3 > 1 and a4 = a3.
By Corollary 4.3, we have at least a5 > a4 and a3 > a2. It follows
that a5 ≥ a2 + 2. By Corollary 4.3, we have a3 = a4 | d1, a3 | d2 and
a5 | dj for some j. Hence we have d2 ≥ 2a5 and d1 ≥ 2a4. Therefore,
2 + a2 + a3 = δ = δ1 + δ2 ≥ a4 + a5 ≥ a3 + a2 + 2.
So a3 = a4 = a2 + 1, a5 = a2 + 2 and d1 = 2(a2 + 1), d2 = 2(a2 + 2).
Now a4 | d2 implies that (a2 + 1) | 2. We must have a2 = 1. This gives
No. 10.
Subcase 1.3. a3 > 1 and a4 > a3.
Suppose first that a5 = a4; then dj ≥ 2a5 = 2a4 for j = 1, 2 by
Corollary 4.3. Thus we have
2 + a2 + a3 = δ = δ1 + δ2 ≥ a4 + a5.
Hence a2 = a3 , a4 = a3+1 and d1 = d2 = 2a5. Notice that (a2, a4) = 1
and a2 | d1. It follows that a2 = 2. This gives No. 11.
Suppose now that a5 > a4. We show that this leads to a contradic-
tion. If a5 | d1, then δ2 = d2 − a5 ≥ d1 − a5 ≥ a5 and δ1 = d1 − a4 ≥
d1 − a5 ≥ a5. Hence 2 + a2 + a3 = δ ≥ 2a5 ≥ 2a3 + 4 ≥ a2 + a3 + 4,
a contradiction. Thus we may assume that a5 | d2 and hence
d2
a5
≥ 2.
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Moreover, we may assume that d2 = 2a5 otherwise δ2 ≥ 2a5 gives a
contradiction again.
If a4 | d2 = 2a5, then a5 = m ·
a4
2
for some m ≥ 3. Let h := (a4, a5),
then h = a4
2
or h = a4. Proposition 4.3 implies h | d1, and by (2.3),
d1 ≥
3a4
2
. We have
2 + a2 + a3 = δ1 + δ2 ≥
a4
2
+ a5 ≥
m+ 1
2
a4 ≥
m+ 1
2
(a3 + 1),
for some m ≥ 3. Thus m = 3, and d1 =
3a4
2
. But now a5 = d1, a
contradiction.
If a4 ∤ d2, then a4 | d1. We have δ1 ≥ a4. We thus have
2 + a2 + a3 = δ1 + δ2 ≥ a4 + a5 ≥ 2a3 + 3,
a contradiction.
Case 2. c = 3.
This case is similar. We leave the details to readers.
Case 3. c = 4.
By Proposition 3.1(2), we have
a0 + · · ·+ a3 = δ1 + · · ·+ δ4 ≥ a0 + · · ·+ a3.
Therefore, δi = ai−1 for all i = 1, . . . , 4. In particular, d4 = a7 + a3.
Moreover, Proposition 4.3 says a7 | dj for some j. It follows that
a3 + a7 = d4 ≥ 2a7. Thus a3 = · · · = a7. We must have that a7 = 1 by
Corollary 4.3. This gives No. 13 
Remark 4.6. An interesting point is that all Calabi-Yau threefolds
obtained in Theorem 4.5 are actually nonsingular.
Remark 4.7. This theorem is possibly known to experts. However,
our method is simple and extremely effective.
5. Part II–2: Baskets of orbifold points and the finiteness
Our classification uses a very effective tool, “basket analysis”. Here
we only recall some basic definitions and properties of baskets. In
particular, we introduce the notion of packing. All details can be found
in [4, Section 4].
A basket B of singularities is a collection (permitting weights) of
terminal orbifold points of type 1
ri
(1,−1, bi) for i ∈ I, where I is a
finite indexing set, 0 < bi ≤
ri
2
and bi is coprime to ri for each i.
A single basket means a single singularity Q of type 1
r
(1,−1, b). For
simplicity, we will always denote a single basket by (b, r) or {(b, r)}.
So we will simply write a basket as:
B := {ni × (bi, ri)
∣∣ i ∈ I, ni ∈ Z+}.
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5.1. Packing. We recall and slightly generalize the notion of “pack-
ing” introduced in [4, Section 4]. Given a basket
B = {(b1, r1), (b2, r2), . . . , (bk, rk)},
we call the basket
B′ := {(b1 + b2, r1 + r2), (b3, r3), . . . , (bk, rk)}
(or B′ := {(b1, r1 + 1), (b2, r2), . . . , (bk, rk)}) a packing of B, written
as B ≻ B′. The relation “≻” automatically defines a partial ordering
on the set of baskets. If furthermore b1r2 − b2r1 = 1 (or respectively,
b1 = 1), we call B ≻ B
′ a prime packing.
Remark 5.2. The notion of packing defined in [4] exclude the second
bracketed situation above, the case r2 = 1. The reader can check
without difficulty the properties of packings of [4, Section 4], with this
situation considered as the natural generalization
{(0, 1), (b1, r1)} ≻ {(b1, r1 + 1)}.
Remark 5.3. The notion of unpacking corresponds to some well-
known geometric constructions. For example, the Kawamata blowup
π : Y → X of a terminal cyclic quotient point of type 1
r
(a, r−a, 1) gives
two cyclic quotient singularities of types 1
a
(−r, r, 1) and 1
r−a
(r,−r, 1)
on Y respectively. It is easy to see that this gives an unpacking of the
basket of X . Moreover, Danilov’s economic resolution gives a series of
unpacking of the basket (see for example [6, 3.4], [12]).
However, for our combinatoric purpose here and in our previous
works, packing is more convenient.
5.4. Canonical sequence of baskets. Given a basket B, as discov-
ered in [4, Section 4] (see also [5, 2.5] for a brief definition), there is a
unique (hence, called “canonical”) sequence {B(m)(B)} of finite length
with:
B(0)(B) ≻ B(5)(B) ≻ · · · ≻ B(n)(B) ≻ · · · ≻ B,
where the B(0)(B) = {n1,r × (1, r)}r≥2 and the step B
(n−1)(B) ≻
B(n)(B) can be achieved by totally ǫn(B) prime packings of the type
{(b1, r1), (b2, r2)} ≻ {(b1+b2, r1+r2)} with r1+r2 = n. The nonnegative
number ǫn(B) is computable in terms of the datum of B.
Clearly there are finitely many baskets dominated by a fixed initial
basket B(0).
Theorem 5.5. (Reid [16, 17]) For any projective 3-fold X with at worst
canonical singularities, there exists a basket B(X) of singularities such
that, for all m ∈ Z,
χm := χ(OX(mKX)) =
(2m− 1)m(m− 1)
12
K3X−(2m−1)χ(OX)+l(m),
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where the correction term l(m) can be computed as:
l(m) :=
∑
Q∈B(X)
lQ(m) :=
∑
Q∈B(X)
m−1∑
j=1
jbQ(rQ − jbQ)
2rQ
where the sum
∑
Q runs through all single baskets Q of B(X) with type
1
rQ
(1,−1, bQ) and jbQ means the smallest residue of jbQ mod rQ.
Remark 5.6. (1) It is clear that χ−m = −χm+1 by duality.
(2) If KX is nef and big, then χm = Pm for all m ≥ 2.
(3) If −KX is nef and big, then χ−m = P−m for all m ≥ 1.
One can notice that all the χm are determined by the triple
(B(X), χ(O), χ2).
Therefore a triple (B, χ˜, χ˜2) with B a basket and integers χ˜, χ˜2 is called
a formal basket. Given a formal basket, one can define all χm and K
3
formally by the Riemann–Roch formula of Reid. We write
(B, χ˜, χ˜2) ≻ (B
′, χ˜′, χ˜2
′)
if B ≻ B′ and χ˜ = χ˜′, χ˜2 = χ˜2
′.
One can try to recover formal baskets with given Euler charac-
teristics χm. This was done in [4]. For our purpose in this note,
we are only concerned with the initial formal basket. Assume that
B(0)(B) = {n01,r× (1, r)}r≥2. Keep the notation as in [4]. Then one gets
B(0) as follows:
n01,2 = 5χ˜+ 6χ˜2 − 4χ˜3 + χ˜4
n01,3 = 4χ˜+ 2χ˜2 + 2χ˜3 − 3χ˜4 + χ˜5
n01,4 = χ˜− 3χ˜2 + χ˜3 + 2χ˜4 − χ˜5 − σ5
n01,r = n
0
1,r for r ≥ 5,
where σ5 :=
∑
r≥5 n
0
1,r. A direct computation (cf. [4, Lemma 4.13])
gives:
ǫ5 := ∆
5(B(0))−∆5(B)
= 2χ˜− χ˜3 + 2χ˜5 − χ˜6 − σ5.
Therefore we get B(5) as follows:
n51,2 = 3χ˜+ 6χ˜2 − 3χ˜3 + χ˜4 − 2χ˜5 + χ˜6 + σ5
n52,5 = 2χ˜− χ˜3 + 2χ˜5 − χ˜6 − σ5
n51,3 = 2χ˜+ 2χ˜2 + 3χ˜3 − 3χ˜4 − χ˜5 + χ˜6 + σ5
n51,4 = χ˜− 3χ˜2 + χ˜3 + 2χ˜4 − χ˜5 − σ5
n51,r = n
0
1,r for r ≥ 5.
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All the above formulas are parallel to those in [4, Section 5]. Noticing
that, given χ˜, χ˜2, χ˜3, χ˜4 and χ˜5, we cannot really determine B
(0)
completely. But we have
σ :=
∑
r
n01,r = 10χ˜+ 5χ˜2 − χ˜3,
and explicit n01,2 and n
0
1,3. We consider the basket B
′(0) := {n′1,r×(1, r)}
with {
n′1,r = n
0
1,r, for r = 2, 3, 4,
n′1,5 = σ5.
5.7. Poincare´ series. Consider X = Xd1,...,dc in P(a0, . . . , an). The
Poincare´ series (see [15, 3.4]) corresponding to the coordinate ring R
of X is:
P(t) =
∞∑
m=0
h0(X,OX(m))t
m =
Πcj=1(1− t
dj )
Πni=0(1− t
ai)
. (5.1)
We may factorize this as P(t) =
Q
hi(t)Q
gj(t)
with hi, gj monic irreducible
(modulo ± 1) and hi 6= gj. Notice that all the hi, gj are cyclotomic
polynomials since they divide 1− tn for some n.
We mainly consider the following two cases.
Case 1. α = 1 and OX(KX) = OX(1).
One has
P(t) = 1 + pg(X)t+
∞∑
m=2
Pm(X)t
m.
Observing the correspondence to Riemann–Roch formula, we have
P(t) = 1 + pg(X)t+
f0(t)
(1− t)4
+
∑
Q
hQ(t)
1− trQ
t, (5.2)
where
f0(t) = (1− t)
4
∞∑
t=2
(m(m− 1)(2m− 1)
12
K3 + (1− 2m)χ
)
tm
and
hQ(t) =
rQ−1∑
j=1
jbQ(rQ − jbQ)t
j for each Q = (bQ, rQ)
are polynomials.
Case 2. α = −1 and OX(KX) = OX(−1).
Consider
P(t) = 1 +
∞∑
m=1
P−m(X)t
m = 1−
∞∑
m=1
χ((m+ 1)KX)t
m.
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Similarly, we have
P(t) = 1−
f0(t)
t(1− t)4
−
∑
Q
hQ(t)
1− trQ
, (5.3)
where f0(t) and hQ(t) have the same form as in Case 1.
By comparing the expression (5.1) with (5.2) (resp. with (5.3)), we
have:
Lemma 5.8. Let X be a threefold weighted complete intersection with
α = ±1. Suppose that a := max{ai} ≥ 2 and r = max{rQ}. Then
either a ≤ r or a | dj for some j.
Proof. Suppose that a > r, then one sees that (1− ta) does not appear
in the denominator of P(t) by considering (5.2) or (5.3). This means
in particular that the cyclotomic polynomial ϕa does not appear in the
denominator of P(t). By consider (5.1), this implies that a | dj for
some j. 
5.9. The Reid table method. Given a formal basket B, one can
compute all the plurigenera (resp. anti-plurigenera). In [10, §18], Iano-
Fletcher introduced the so-called Reid table method which determines
whether there exists a weighted complete intersection with ω = OX(±1)
with given plurigenera or anti-plurigenera.
We recall the following:
Lemma 5.10. ([10, 18.3]) Given a sequence p0 = 1, p1, p2, . . . such
that
∞∑
i=0
pit
m =
Πcj=1(1− t
dj )
Πni=0(1− t
ai)
for some pairs of positive integers {ai, dj}. Then those pairs {ai, dj}
are unique up to ai 6= dj and can be determined.
Therefore, given a formal basket B, one can determine whether there
exists a weighted complete intersection with ωX = OX(±1) with given
formal basket B. To make the table method into an algorithm, we need
the following:
Claim 5.11. Given a formal basket B, there exists a constant M =
M(B) > 0 such that, if B is the formal basket of certain threefold
weighted complete intersection Xd1,...,dc ⊂ P(a0, . . . , an) with ai 6= dj
for each i, j, one has ai, dj ≤M .
Therefore, one can make the table method for baskets into an algo-
rithm since one only needs to compute Pm,ai,dj up to M for a given
formal basket B. The claim is true, at least when α = ±1, due to the
following:
ON QUASISMOOTH WEIGHTED COMPLETE INTERSECTIONS 17
Lemma 5.12. Assume that X = Xd1,...,dc ⊂ P(a0, . . . , an) is a nor-
malized weighted complete intersection threefold having the formal bas-
ket B = (χ, χ2, B = {(bi, ri)}). For α = ±1, let r := max{ri} and
s := max{(4+c+α
c
)c}c=1,...,4. Then we have dc ≤ 2N where
N := max{r, ⌈1680s⌉+ α, }
and hence all the dj and ai are bounded above by M := 2N .
Proof. By Theorem 1.3, we may assume that c ≤ 5. In fact, here we
only assume that c ≤ 4 since the case c = 5 only occurs asX2,2,2,2,2 ⊂ P
9
by virtue of Corollary 7.3(2).
Suppose that an > N . In particular an > r, then an | dj for some
j by Lemma 5.8. It follows that δc ≥ dj − an ≥ an. Moreover, if
α > 0, then X is of general type with χ ≤ 1. By [4] or [18], we have
K3(X) ≥ 1
420
. By (2.6), we get
s
a0a1a2a3
≥ K3(X) ≥
1
420
.
It follows that a0a1a2a3 ≤ 420s. In particular, ai ≤ 420s for i =
0, . . . , 3.
If α < 0, then by [5], we have −K3 ≥ 1
330
and, similarly, the inequal-
ity a0a1a2a3 ≤ 330s.
In total,
an ≤ δc ≤ δ = δ1 + · · ·+ δ4 = a0 + · · ·+ a3 + α ≤ 1680s+ α ≤ N,
a contradiction. Hence an ≤ N .
Finally, one has
dc = δc + an ≤ N + an ≤ 2N.
This completes the proof. 
6. Part II–3: Weighted terminal Q-Fano threefolds
Here we would like to classify all quasismooth terminal complete
intersection Q-Fano threefolds X = Xd1,...,dc ⊂ P = P(a0, . . . , ac+3)
with α = −1.
We use the algorithm proposed in Section 1. It suffices to check that
we have explicit boundedness for each step.
Step 1. To recall our definition in Introduction, µi := #{aj
∣∣ aj = i}
and νi := #{dj
∣∣ dj = i} for each i > 0. Since we have codimension
c ≤ 3 by Theorem 1.3, we have
5∑
i=1
µi ≤ 7 and
5∑
i=2
νi ≤ 3.
Thus the set of tuples (µ1, . . . , µ5; ν2, . . . , ν5) is clearly finite.
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Step 2. Given a tuple (µ1, . . . , µ5; ν2, . . . , ν5), one can compute P−m =
χ−m = −χm+1 for m = 1, . . . , 5. Thus one can partially detect B
0 =
{n01,r × (1, r)} as the following:
n01,2 = 5χ˜+ 6χ˜2 − 4χ˜3 + χ˜4,
n01,3 = 4χ˜+ 2χ˜2 + 2χ˜3 − 3χ˜4 + χ˜5
σ =
∑
n01,r = 10χ˜+ 5χ˜2 − χ˜3
.
On the other hand, by [14], we have −KX · c2(X) ≥ 0. Then [17,
10.3] and also [1] give the inequality
t∑
i=1
(
ri −
1
ri
)
≤ 24.
The first consequence is that ri ≤ 24 for all i. Notice that r −
1
r
≥ 3
2
for r ≥ 2, we get t ≤ 16. Therefore,∑
ri ≤ 24 +
∑ 1
ri
≤ 24 +
∑ 1
2
≤ 32.
This already says that σ is necessarily bounded above.
Therefore, we have finitely many possible B0 and thus finitely many
possible formal baskets B.
Step 3. For each formal basket, one can easily compute the Poincare´
series up to degree M (cf. Lemma 5.12). The Reid table method can
determine whether it matches with a weighted complete intersection
with ai, dj ≤M . This completes the algorithm.
Our conclusion on weighted Q-Fano threefolds with α = −1 is the
following:
Theorem 6.1. Iano-Fletcher’s lists [10, 16.6, 16.7, 18.16] for weighted
terminal Q-Fano threefolds are complete.
7. Part II–4: Weighted terminal threefolds of general type
In this section, we explain how to classify all the quasismooth ter-
minal threefold X = Xd1,...,dc ⊂ P(a0, . . . , ac+3) with α = 1. The idea
is similar to the previous section, with a little further analysis in cer-
tain delicate cases. Note first that OX(KX) = OX(1) is ample and
h1(OX) = h
2(OX) = 0. Thus we obtain the following easy but useful
inequalities.
Lemma 7.1. Suppose KX is nef and big and h
1(OX) = h
2(OX) = 0.
Then
Pm+2 ≥ Pm + P2 + pg. (7.1)
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Proof. Since l(m + 2) ≥ l(m) + l(2), the Riemann–Roch formula and
K3 > 0 give directly that
Pm+2 − Pm − P2 = (m
2 +m)K3 − χ+ l(m+ 2)− l(m)− l(2)
> −χ = pg − 1.

Lemma 7.2. Suppose that KX is nef and big and h
1 = h2 = 0. Then
the following holds:
1
12
(
1− pg − P2 − P3 + P5
)
−
1
20
σ5 > 0. (7.2)
Proof. Since K3(BX) > 0 and by [4, Lemma.6(3), Definition 5.3], one
has K3(B′0) ≥ K3(B0) ≥ K3(BX). A direct computation on K
3(B′0)
gives the inequality. 
We are now ready to justify our algorithm.
Step 1. We list all the possible tuples {(µ1, . . . , µ6; ν2, . . . , ν6)} for
which
∑
µi ≤ 9 and
∑
νi ≤ 5 by virtue of Theorem 1.3. This set
is, of course, finite.
Notice that µiνi = 0 for all i ≤ 6 by the assumption that our weighted
complete intersection is not a linear cone, i.e., dj 6= ai.
Moreover, if
∑6
i=2 νi > 0, then in particular, d1 ≤ 6. It follows that
ai ≤ 5 for all i ≤ 4. Hence
∑5
i=1 µi ≥ 5. More precisely, whenever∑6
i=2 νi > 0, we have:
s∑
i=2
νi ≤
s∑
i=1
µi + 4 for all 2 ≤ s ≤ 6.
We use these inequalities also to eliminate extra cases.
Step 2. This step is a bit more complicated.
We first estimate σ5. Recall that
n01,4 = χ˜− 3χ˜2 + χ˜3 + 2χ˜4 − χ˜5 − σ5 ≥ 0,
ǫ5 = 2χ˜− χ˜3 + 2χ˜5 − χ˜6 − σ5 ≥ 0.
We set
M(σ5) := min
{
χ˜− 3χ˜2 + χ˜3 + 2χ˜4 − χ˜5, 2χ˜− χ˜3 + 2χ˜5 − χ˜6
}
,
which is an upper bound for σ5. Also notice that n
0
1,2, n
0
1,3 ≥ ǫ5 (i.e.,
n51,2, n
5
1,3 ≥ 0) gives
σ5 ≥ −3χ˜− 6χ˜2 + 3χ˜3 − χ˜4 + 2χ˜5 − χ˜6,
σ5 ≥ −2χ˜− 2χ˜2 − 3χ˜3 + 3χ˜4 + χ˜5 − χ˜6.
We set m(σ5) to be the maximum
max
{
0,−3χ˜−6χ˜2+3χ˜3−χ˜4+2χ˜5−χ˜6,−2χ˜−2χ˜2−3χ˜3+3χ˜4+χ˜5−χ˜6
}
,
which is an lower bound of σ5.
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For a given tuple (µ1, . . . , µ6; ν1, . . . , ν6). We can first compute pg,
P2, . . . , P6, which gives χ, χ2, . . . , χ6 directly. Hence one can determine:
B′′ := {n′′1,2 × (1, 2), n
′′
1,3 × (1, 3), n
′′
1,4 × (1, 4)},
with 
n′′1,2 = 5χ˜+ 6χ˜2 − 4χ˜3 + χ˜4 = n
0
1,2,
n′′1,3 = 4χ˜+ 2χ˜2 + 2χ˜3 − 3χ˜4 + χ˜5 = n
0
1,3,
n′′1,4 = χ˜− 3χ˜2 + χ˜3 + 2χ˜4 − χ˜5 = n
0
1,4 + σ5.
Recall that
B0 = {n01,2 × (1, 2), n
0
1,3 × (1, 3), n
0
1,4 × (1, 4), (1, r1), . . . , (1, rσ5)},
B′0 = {n01,2 × (1, 2), n
0
1,3 × (1, 3), n
0
1,4 × (1, 4), σ5 × (1, 5)}.
Notice that B′′ ≻ B′0 ≻ B0. We shall show that there are only finitely
many possible B0 from the given tuple.
To eliminate some impossible cases, we use (7.1) together with the
following inequalities:
Pm ≥ 0, P2m ≥ 2Pm − 1,
n01,2 ≥ 0, n
0
1,3 ≥ 0,
n01,4 + σ5 ≥ 0,
M(σ5) ≥ m(σ5),
1
12
(1− pg − P2 − P3 + P5)−
1
20
m(σ5) > 0.
We now proceed to distinguish several cases. In fact, our computa-
tion shows that one of the following situations occurs.
Case 2.1. M(σ5) = 0.
Clearly, one has σ5 = 0. It follows that B
0 = B′′ can be determined.
Hence there are finitely many possible formal baskets dominated by B0
(by considering all possible prime packings).
Case 2.2. t := 1
12
(
1− pg − P2 − P3 + P5
)
− 1
20
m(σ5) <
1
4
.
In this situation, by the computation in Lemma 7.2, we have:
0 < K3(B0) = K3(B′0) +
σ5∑
i=1
( 1
ri
−
1
4
)
≤ t+
σ5∑
i=1
( 1
ri
−
1
4
)
.
It follows in particular that ri ≤
1
1
4
−t
for each ri. Therefore, we have
finiteness of initial baskets B0 and hence formal baskets.
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Case 2.3.
∑6
i=1 µi ≥ 5 or νi > 0 for some i.
Since
∑6
i=1 µi ≥ 5, we have δ ≤ 25. Then d1 ≤ 31. We conclude
that an ≤ 31 since otherwise, by Proposition 3.1, an | dc and then
δc ≥ an ≥ 31, a contradiction. If νi > 0 for some i then, by Step 1,∑i
j=1 µj ≥ 5. We still have an ≤ 31.
Recall that all singularities have index h which is a greatest common
divisor of some of the {ai}. It follows that ri ≤ an ≤ 31 for all i. Thus
we are able to classify initial baskets.
Step 3. Once we classified formal baskets and computed their Euler
characteristic, we could run the table method. This already justifies
our algorithm.
A byproduct of our computation is the following:
Corollary 7.3. (1) A canonically polarized threefold that is a quasi-
smooth codimension 4 complete intersection must be X2,2,2,3 ⊆ P
7.
(2) A canonically polarized threefold that is a quasismooth codimen-
sion 5 weighted complete intersection must be X2,2,2,2,2 ⊂ P
8.
The reader familiar with weighted projective space should find it
an amusing exercise to prove the above mentioned results by utilizing
Proposition 3.1, properties of well-formedness and singularity comput-
ing. In fact, Corollary 7.3 is covered by our general analysis in the
context and so we omit the proof.
To summarize our main result, we have established the following:
Theorem 7.4. Iano-Fletcher’s lists [10, 15.1, 15.4, 18.16] are complete.
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