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Abstract
Uncertainty quantification (UQ) has received much attention in the literature in the past
decade. In this context, Sparse Polynomial chaos expansions (PCE) have been shown to be
among the most promising methods because of their ability to model highly complex models at
relatively low computational costs. A least-square minimization technique may be used to deter-
mine the coefficients of the sparse PCE by relying on the so called experimental design (ED), i.e.
the sample points where the original computational model is evaluated. An efficient sampling
strategy is then needed to generate an accurate PCE at low computational cost. This paper is
concerned with the problem of identifying an optimal experimental design that maximizes the
accuracy of the surrogate model over the whole input space within a given computational budget.
A novel sequential adaptive strategy where the ED is enriched sequentially by capitalizing on
the sparsity of the underlying metamodel is introduced. A comparative study between several
state-of-the-art methods is performed on four numerical models with varying input dimension-
ality and computational complexity. It is shown that the optimal sequential design based on the
S-value criterion yields accurate, stable and computationally efficient PCE.
Keywords: Optimal Experimental Design – Sparse Polynomial Chaos Expansions – Sequen-
tial Experimental design
1 Introduction
Prediction of the behavior of complex physical and engineering systems is affected by diverse
types of uncertainties, including imperfect knowledge of the system parameters and their vari-
ability. These uncertainties need to be appropriately considered and their impact on the quality
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of model predictions needs to be quantified in a rigorous way. In this context, uncertainty quan-
tification (UQ) is a flexible framework within which parametric uncertainties can be effectively
tackled. However, UQ may become intractable in the presence of expensive-to-evaluate compu-
tational models. In this context, surrogate modelling techniques have been increasingly adopted
to enable complex uncertainty quantification analyses that would otherwise be impossible.
Amongst the available surrogate modeling techniques, polynomial chaos expansions (PCE)
are one of the most promising methods for uncertainty quantification (Ghanem and Spanos, 2003;
Xiu and Hesthaven, 2005). In PCE, the model response is expanded in terms of a set of orthonor-
mal multivariate polynomials that are orthogonal with respect to a suitable probability measure.
They allow one to uncover the relationships between different input parameters and how they
affect the model responses. Among the available strategies to construct PCE approximations,
this paper focuses on non-intrusive least square minimization and sparse-regression-based ap-
proaches, meaning that the computational model is considered as a black-box model. They have
been extensively proven to be particularly effective in the presence of complex models (Blatman
and Sudret, 2011a). The least-square calculation of the PCE coefficients relies on the so-called
experimental design (ED), a sample from the joint distribution of the input parameters, and
the corresponding model responses. A common property of least-square techniques is that their
accuracy and efficiency (in terms number of required full-model evaluations) depends on how
the experimental design is sampled. In this context, different sampling strategies have been
extensively investigated in the literature (Giunta et al., 2003; Goel et al., 2008; Simpson et al.,
2001,?). This is the focus of the design of experiments (DOE) field of research.
Two different classes of DOE sampling strategies are of particular interest in this paper.
The first class involves space-filling designs that aim at filling the space of the input parameters
uniformly according to some appropriate measure. Several authors have shown that space filling
designs are well suited to perform metamodelling (Fang et al., 2005; Simpson et al., 2001).
Among such designs, Latin hypercube sampling (LHS) methods have become very popular. An
oversampling of 2 ∼ 3 times the number of unknown coefficients is recommended to get reliable
results. These designs do not satisfy any specific optimality measure.
The second class of interest in this paper comprises optimal experimental design strategies
which rely on existing prior knowledge about the surrogate model properties. They aim at
maximizing the quality of a given metamodel, with respect to some optimality criteria. A
number of optimality criteria have been proposed and discussed in the literature in the context
of regression applications (Myers and Montgomery, 2002). Among recent examples involving
optimal experimental designs in the context of metamodelling Shin and Xiu (2016) proposed
a simple technique to generate efficiently quasi-optimal experimental designs for ordinary least
squares (OLS) regression. It is an optimization algorithm that aims at finding the design of
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experiments of fixed size N such that the obtained results are as close as possible to those
obtained with a larger sample, prior to performing model evaluations. The optimality criterion
is related to the orthogonality of the columns of the information matrix. An alternative method
was introduced in Zein et al. (2013), where a D-optimal criterion is optimized to make the PCE
construction computationally feasible.
In this paper, we are interested in selecting the best design of experiments in order to ensure
the accuracy of the surrogate model over the whole input parameter space with a minimum
number of evaluations of the computational model. Furthermore, recent literature has shown
that it is more appropriate to build up the ED sequentially by iteratively enriching an initial
ED, especially when model evaluations are time consuming. Recently, in metamodeling context,
sequential sampling methodologies have been identified as a more efficient strategy than one-
stage sampling methods, where sample points are generated all at once (Jin et al., 2002; Lin
et al., 2008). dos Santos and dos Santos (2007) proposed a sequential design to improve the
overall accuracy of nonlinear regression metamodels for one-dimensional and two-dimensional
inputs. The approach improves the accuracy of the resulting metamodel compared to space
filling designs. Crombecq et al. (2011) performed a comparison and analysis of different space
filling sequential strategies for simulation-based modelling. A review of sequential experimental
designs for metamodelling in engineering can be found in Jin et al. (2002).
In this paper, we propose a novel adaptive design strategy for PCE that iteratively updates
the experimental design by capitalizing on the sparsity of the underlying metamodel. The idea
is to generate new sample points according to an optimality criterion based on the current
metamodel estimate, so as to improve its accuracy. The new sampling points are then added to
the ED and the metamodel is updated.
The outline of the paper is as follows. In Section 2, sparse polynomial chaos expansions are
introduced. In Section 3, several commonly adopted sampling strategies are reviewed. In Section
4, several sequential design strategies are reviewed. In Section 5, a novel sequential approach
optimal for sparse PCE is proposed. Finally, in Section 6, a comprehensive comparative study
of the different sampling strategies is performed on four numerical models with varying input
dimensionality and computational complexity.
2 Sparse Polynomial Chaos Expansions
2.1 Polynomial Chaos Expansions
Let us consider a physical system whose behaviour is represented by a computational modelM.
We suppose that this model is a function of M uncertain input parameters that are represented
by independent random variables X = {X1, ..., XM} with marginal probability density functions
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PDFs {fXi(xi), i = 1, ...,M}. As a consequence, the model scalar response denoted by Y is also
a random variable:
Y =M(X). (1)
Provided that the output random variable Y has a finite variance, it can be represented as a
polynomial chaos expansion as follows:
Y =M(X) =
∑
α∈NM
yαΨα(X). (2)
where yα ∈ R are the expansion coefficients to be determined, Ψα(X) are multivariate polyno-
mials, α ∈ NM is a multi-index α = {α1, ..., αM} that identifies the degree of the multivariate
polynomials Ψα in each of the input variables Xi. The multivariate polynomials Ψα are assem-
bled as the tensor product of univariate polynomials orthogonal w.r.t. the marginal PDF of the
corresponding variable, i.e:
Ψα(x) =
M∏
i=1
φ(i)αi (xi). (3)
with 〈
φ(i)α , φ
(i)
β
〉
def
=
∫
DXi
φ(i)α (xi)× φ(i)β (xi)fXi(xi)dxi = δαβ . (4)
where φ
(i)
αi is an orthogonal polynomial in the i-th variable of degree αi and δαβ = 1 if α = β and
δαβ = 0 otherwise. Due to this construction, it follows that the multivariate polynomials Ψα are
orthonormal w.r.t. the input random vector X. For instance, if the input random variable X
are standard normal, a possible basis is the family of multivariate Hermite polynomials, which
are orthogonal with respect to the Gaussian measure. Other common distributions can be used
together with basis functions from the Askey scheme. A more general case can be treated through
an isoprobabilistic transformation of the input random vector X into a standard random vector.
For computational purposes, the series in Eq. (2) is truncated after a finite number of terms P ,
yielding the following PC approximation:
Y PCE =
∑
α∈A
yα.Ψα(X) (5)
where A is a finite set of multi-indices of cardinality P . A standard truncation scheme, which
corresponds to selecting all polynomials in the M input variables of total degree not exceeding
p, is commonly used:
A = {α ∈ NM : |α| ≤ p}. (6)
The cardinality of the set A reads:
card A ≡ P =
(
M + p
p
)
. (7)
The next step is the computation of the polynomial chaos coefficients y = {yα,α ∈ A}.
Several intrusive approaches (e.g.Galerkin scheme) or non-intrusive approaches (e.g.projection,
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least square regression) (Sudret, 2008; Xiu, 2010) have been proposed in the literature. We herein
focus our analysis on least-square methods, originally introduced by Berveiller et al. (2006); Choi
et al. (2004) under the generic name regression. In this approach, the exact expansion can be
written as the sum of a truncated series and a residual:
Y =
∑
α∈A
yαΨα(X) + . (8)
where  corresponds to the truncated terms.
The term non-intrusive indicates that the polynomial chaos coefficients are investigated over
a set of input realizations X = {x(1), ...,x(N)}, referred to as the experimental design (ED).
One can employ Monte Carlo sampling methods, Latin Hypercube sampling (LHS, see McKay
et al. (1979)), or quasi-random sequences such as the Sobol’ or Halton sequence to sample points
of the ED. Denoting by Y = {M(x(1)), ...,M(x(N))} the set of outputs of the computational
model M for each point in the ED X , the set of coefficients y = {yα,α ∈ A} is then computed
by minimizing the least square residual of the polynomial approximation over the ED X :
yˆ = argmin
yα∈RP
1
N
N∑
i=1
(
M
(
x(i)
)
−
∑
α∈A
yαΨα(x
(i))
)2
. (9)
The ordinary least-square solution of Eq. (9) can be formulated equivalently in matrix nota-
tion as follows:
yˆ = (ATA)−1ATY. (10)
where
A = {Aij = ψj(x(i)), i = 1, ..., N ; j = 0, ..., P}.
in which A is the model matrix that contains the values of all the polynomial basis evaluated at
the experimental design points.
Solving Eq. (10) requires a minimum number of sample points. One typically selects N >
cardA to ensure the well-posedness of the regression problem. As a rule of thumb, the number
of samples is often chosen such that N ≈ 2− 3 cardA. Due to the sharp increase in the number
of terms in Eq. (5) (see Eq. (7)) , the required number of model evaluations becomes prohibitive
when the polynomial degree p is large. The truncation scheme proposed in Eq. (6) may thus
lead to unaffordable calculations especially in high dimensions. This problem is known as the
curse of dimensionality. As a way to mitigate this limitation, a so-called hyperbolic truncation
scheme was proposed in Blatman and Sudret (2010). It corresponds to selecting all multi-indices
that satisfy:
AM,p,q = {α ∈ A : ||α||q ≤ p}, (11)
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where:
||α|| =
(
M∑
i=1
αqi
)1/q
, (12)
and 0 < q < 1. Lower values of q limit the number of high order interaction terms, leading to
sparse solutions. The value q = 1 corresponds to the standard truncation shown in Eq. (6).
2.2 Sparse Polynomial Chaos Expansions
To further sparsify the solution, without sacrificing possibly important interaction terms, Blat-
man and Sudret (2011a) proposed an adaptive sparse PCE calculation strategy based on the least
angle regression (LAR) algorithm (Efron et al., 2004). Based on a given experimental design,
only regressors that have the greatest impact on the model response are retained. LAR consists
in directly modifying the least-square minimization problem in Eq. (9) by adding a penalty term
of the form λ||y||1, i.e. solving:
y = argmin
yα∈RP
1
N
N∑
i=1
(
M
(
x(i)
)
−
∑
α∈A
yαΨα(x
(i))
)2
+ λ||y||1, (13)
in which ||y||1 =
∑
α∈A
|yα| is the regularization term that forces the minimization to favour low-
rank solutions. In this study, we adopt the hybrid Least Angle Regression (LAR) method for
building sparse PCE. For further details, the reader is referred to Blatman and Sudret (2011b).
2.3 Measures of accuracy
Once the metamodel is built, it is important to assess its quality. A natural measure is provided
by the mean square error MSE, defined as:
MSE = E
[
(M(X)−MPC(X))2] ≈ 1
Nval
Nval∑
i=1
(
M(x(i))−MPC(x(i))
)2
(14)
where the validation set {x(1), · · · ,x(Nval)} consists of samples of the input vector that do not
belong to the experimental design and MPC is the surrogate model. In practice, one needs
a sufficiently large validation set (typically in the order of Nval ∼ 104−5) to achieve a stable
estimate of the MSE. A low MSE corresponds to an accurate metamodel. A common variant
of the MSE error in Eq. (14) is the relative mean square error RMSE, defined as:
RMSE =
MSE
σ2Y
, (15)
where σ2Y is the variance of the model response or its estimator:
σ2Y =
1
Nval
Nval∑
i=1
(
M(x(i))− µM
)2
, µM =
1
Nval
Nval∑
i=1
M(x(i)). (16)
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In pactice, this error is only affordable for analytical functions, since it requires evaluating a
large number of model responses. As an alternative, an error estimate based on the ED may be
used instead. In particular, the leave-one-out (LOO) error, denoted as LOO, has been proposed
(Geisser, 1975; Stone, 1974) in the context of PCE. The LOO error is a cross-validation technique
developed in statistical learning theory. It consists in rebuilding sequentially N metamodels,
denotedMPC\i, using the original experimental design excluding one point X\x(i) = {x(j), j =
1, ..., N, j 6= i}, and then calculating the prediction error at the withheld point x(i) (see, e.g.,
Blatman and Sudret (2011a)). The general formulation of the leave-one-out error is:
LOO =
N∑
i=1
(M(x(i))−MPC\i(x(i)))2
N∑
i=1
(M(x(i))− µM)2 . (17)
When the model is a linear superimposition of orthogonal terms, as in the case for PCE,
the LOO error does not require the actual calculation of N independent surrogates on N − 1
experimental design points each. Instead, it can be calculated analytically from a single surrogate
based on all the N points according to the following equation:
LOO =
N∑
i=1
(M(x(i))−MPC(x(i))
1− hi
)2/ N∑
i=1
(
M(x(i))− µM
)2
, (18)
where hi is the i
th diagonal term of matrix A(ATA)−1AT .
3 Space-filling designs of experiments
The LAR algorithm allows one to detect automatically the significant terms in the PC expansion.
However, its accuracy is greatly dependent on the sampling strategy adopted to generate the
ED. Space-filling techniques are a common choice in this context. This class of designs aims at
filling the input space DX as uniformly as possible for a given number of samples N . In this
section, we briefly review the space filling sampling techniques adopted in our study. Without
loss of generality, we will consider independent uniform sampling of the unit hypercube. The
more general case ( for example sampling of non-uniform distributions) can be achieved by
considering isoprobabilistic transforms (e.g., Nataf or Rosenblatt transformation, (Rosenblatt,
1952)).
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3.1 Monte Carlo sampling
Monte Carlo is a popular method for generating samples from a random vector. Samples are
drawn randomly according to the probability distributions of the input variables, using a random
number generator. However, the MC sampling method is not particularly efficient. A problem
of clustering arises when small sample sizes are considered. In other words, it is likely that there
are regions of the parameter space that are scarcely covered by the sampling, as well as regions
in which random points are clustered together. Therefore, to reliably cover the entire parameter
space, a large number of simulations is often needed, hence resulting in extensive computational
costs.
3.2 Quasi Monte Carlo sampling
Quasi Monte Carlo sampling, also known as low discrepancy sequences (LDS), is a family of
sampling strategies based on the deterministic placement of sample points as uniformly as pos-
sible, avoiding large gaps or clusters. Uniformity is quantified in terms of discrepancy from the
uniform distribution. The advantage of using low discrepancy sequences is in general a faster
convergence rate of stochastic estimators with respect to the standard MC method. Several
sequences are available in the literature, e.g. Halton (Halton, 1960), Faure (Faure, 1982) and
Sobol (Sobol, Sobol) sequences, all of which are based on the Van der Corput sequence. Several
practical studies have proven that the Sobol’ sequence outperforms the other LDS in regression
applications (Kucherenko et al., 2015), therefore it is the one of choice in this paper.
3.3 Latin hypercube sampling
Latin hypercube sampling is widely applied in computational engineering. It was originally
introduced by McKay et al. (1979) as an improvement of the Monte Carlo sampling technique.
It is a form of stratified sampling technique that improves convergence w.r.t. MCS thanks to a
better representation of the sample space. It was shown in Stein (1987) that the variance of the
LHS sample mean is asymptotically (i.e. in the limit of a large number of samples) lower than
traditional MCS. In its original formulation in McKay et al. (1979), LHS consists in dividing the
domain of each input variable in N intervals of equal probability, followed by drawing a random
sample inside each interval. A Latin hypercube design of N points in M dimensions can be
built from a N ×M matrix piij , where each column is a random permutation of the sequence
{1, 2, ..., N}. The design points are then defined as follows:
XLHS = {x(i)j =
piij − 1 + uij
N
, i = 1, ..., N ; j = 1, ...,M}. (19)
where uij is a realization of a uniform random variable U ∼ U(0, 1). It is easy to verify that one
dimensional projections of the LHS design are uniformly spaced. However, this property is not
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guaranteed in principle in M -dimensional space. Because of the random nature of LHS, some
configurations exist such that the input variables are correlated, resulting in poor space filling
qualities. Several modifications of the sampling scheme have been proposed in the literature
leading to the so-called optimal Latin hypercube sampling designs (OLHS). One common strat-
egy is to combine standard LHS with a space filling criterion such as entropy, maximin distance
(Pronzato and Mu¨ller, 2012), low discrepancy or minimum correlation between the samples. In
general, an OLHS is achieved by creating several independent LHS designs of the desired size,
then choosing the one that best satisfies the chosen optimality criterion.
The main difficulty with LHS designs is that the sampling size has to be selected a priori. To
circumvent this problem, Blatman and Sudret (2010); Rennen (2009); Wang (2003) developed
the so-called nested-LHS designs (NLHS). The main idea is to enrich an existing LHS design such
that the resulting combined design meets the LHS requirements as closely as possible. Enriching
an existing LHS of size N with Nen points can be achieved by substituting the partitioning of
the unit hypercube piij in Eq. (19) with a finer one of size N +Nen. Then, Nen empty partitions
are identified and a random sample is drawn in each of them. While this procedure does not
guarantee that the final design is still an LHS (due to the possibility that multiple points of the
original design lie in the same stratum after the new partitioning), the properties of the final
design tend to be closer to those of an LHS. For more details, see Blatman and Sudret (2010);
Wang (2003).
3.4 Measures of quality for space filling designs
A number of different criteria for assessing the space filling quality of a particular experimental
design can be found in the literature. In the following, we briefly recall two widely used space-
filling criteria, allowing for enhanced discrimination when choosing among candidate designs.
The first one is the maximin distance criterion (Johnson et al., 1990), which aims at maximizing
the smallest distance between neighboring points, i.e.:
maximin(X ) def= max
x∈X
min
y∈X
d(x,y) (20)
where d(x,y) is the Euclidean distance between two sample points x and y. A second criterion
was proposed to assess the uniformity quality of the design based on a discrepancy measures.
To this purpose, a common and computationally efficient tool is the centred D2 discrepancy
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criterion, which reads:
D2(X ) =
(
13
12
)M
− 2
N
N∑
i=1
M∏
k=1
(
1 +
1
2
|x(i)k −
1
2
| − 1
2
|x(i)k −
1
2
|2
)
+
1
N2
N∑
i,j=1
M∏
k=1
(
1 +
1
2
|x(i)k −
1
2
| − 1
2
|x(j)k −
1
2
| − 1
2
|x(i)k − x(j)k |
) (21)
A design is called uniform if it shows a low centered D2 discrepancy.
4 Optimal designs of experiments
Optimal designs leverage on the knowledge about the properties of the surrogate model that is
being considered. This can be achieved by searching a design X that optimizes a given optimality
criterion. For instance, in the context of regression-based surrogate models (e.g. PCE), Zein
et al. (2013) proposed a sampling method for regression-based polynomial chaos expansion that
consists in maximizing the determinant of the information matrix ATA in Eq. (10) for a given
number of samples, by using the D-optimality criterion. Recently, Shin and Xiu (2016) proposed
a point selection approach to construct an optimal experimental design with the aim of providing
an accurate OLS estimation. The optimal design is determined by maximizing a quantity that
combines both the determinant and the column orthogonality of the information matrix, denoted
S-value criterion. In the following section, we will briefly review the D-optimality criterion and
S-value criterion for regression-based PCE.
4.1 D-optimal designs
The D-optimality criterion is aimed at minimizing the variance of the regression parameters
estimate. The latter is derived from Eq. (10) as follows:
Var(yˆ) =Var((ATA)−1ATY)
=(ATA)−1ATVar(Y)((ATA)−1A)T.
(22)
Under the assumption of independent normal model errors with constant variance (Var(Y) =
σ2I), we obtain:
Var(yˆ) = (ATA)−1σ2. (23)
Reducing the variance of the PCE coefficients leads to the minimization of the determinant
det(ATA)−1. To avoid the inversion, one maximizes the determinant of the information ma-
trix det(ATA)−1. The D-optimal design, denoted XD, is then the solution of the following
optimization problem over the input design space DX :
XD = arg max
X∈DX
det(ATA). (24)
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4.2 S-optimal designs
We herein briefly review the optimal approach developed in Shin and Xiu (2016). The goal is
to find the optimal N -subset within a large-size sample XL of size NL (typically in the order
of NL = 10
5−6) that provides the most accurate PCE. It is a subset selection problem where
potential solutions are viewed as a N ×M matrix X consisting of exactly N different rows of
XL. The minimization problem in Eq. (9) over the ED X reads:
yˆ = argmin
y∈RcardA
1
N
N∑
i=1
(
M
(
x(i)
)
−
∑
α∈A
yαΨα(x
(i))
)2
. (25)
Equivalently, the minimization problem in Eq. (9) over the large ED, XL, reads:
yˆL = argmin
y∈RcardA
1
NL
NL∑
i=1
(
M
(
x
(i)
L
)
−
∑
α∈A
yαΨα(x
(i)
L )
)2
. (26)
The aim is to find a subset such that the estimated PCE coefficients based on the optimal
design are as close as possible to those based on the large ED, XL. This is mathematically
equivalent to the following optimization problem:
X † = argmin
X⊂XL
(‖yˆ (X )− yˆL‖). (27)
This can be intuitively interpreted as a row selection problem, such that:
R† = argmin
R
(‖yˆ (RXL)− yˆL‖), (28)
where R = [R(1); ...;R(N)] ∈ RN×NL denotes a row selection matrix, where each row R(i) =
[0, · · · , 1, 0, · · · , 0] is a vector of length-NL with all zeros but a one at ki location, 1 ≤ ki ≤ NL.
As is the case in many subset selection algorithms, QR decomposition is used to find the most
representative rows. Let AL denote the model matrix obtained when considering XL and the
corresponding model evaluations YL . let AL = QLRL be the QR factorization of AL. It is then
possible to prove that:
‖yˆ − yˆL‖ ≤ ‖R−1L ‖ · ‖g‖, (29)
where gˆ is the least square solution to
RQLg = RP⊥YL, (30)
where P⊥ = (I −QLQTL) is the projection operator to the orthogonal complement of the column
space of QL.
It is then clear that achieving a smaller ‖g‖ leads to the minimization of the difference
‖yˆ − yˆL‖. To do this, one seeks to: (i) maximize the determinant of RQL so that the variance
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of g is minimized and (ii) maximize the column orthogonality of RQL, so that the correlation
between design points is minimized. For this purpose, a selection criterion combining these
conditions was proposed in Shin and Xiu (2016). Such criterion is hereafter called S-value. For
the sake of simplicity, the S-value will be defined for a matrix A of size N × card (A) as follows:
S (A) =

√
detATA
cardA∏
i=1
‖A(i)‖

1
cardA
, (31)
where A(i) is the i-th column of A. The optimal sample is thus the solution of the following
optimization problem:
R† = argmax
R
(S(RQL)). (32)
It is worth noting that in the context of PCE, the columns of the model matrix A consist of
orthonormal basis elements. The QR decomposition is then not necessary and the matrix AL
can be used instead of QL. Thus, we seek:
R† = argmax
R
(S(RAL)). (33)
The optimality condition Eq. (33) can then be equivalently rewritten as follows:
X † = arg max
X∈X
(S(A (X ))). (34)
In their recent study, Shin and Xiu (2016) considered a standard truncation scheme to select
the set of basis elements. Although their optimal design has proven powerful, it may still
face challenges in high dimensional cases. As already mentioned, one can reduce the size of
the candidate set by considering other truncation strategies, e.g. the hyperbolic truncation.
However, it may not be known in advance which candidate set will perform best. This motivates
the need of an adaptive strategy that selects iteratively the optimal candidate basis and thus
the associated optimal design.
5 Sequential experimental designs
In the presence of expensive computational models, it can be preferable to adopt a greedy
iterative strategy in the construction of an experimental design for surrogate modelling. The
class of so-called sequential experimental designs is based on constructing a relatively small
initial space-filling design, training a surrogate model and assessing its accuracy. If needed, the
initial design can then be enriched sequentially until some accuracy measure of the surrogate
model (e.g. the number of desired points or the RMSE in Eq. (15)) is satisfied. In this paper
we explore two different strategies to address this problem. The first is to enrich the initial
12
experimental design according to a space-filling criterion without assuming any knowledge on
the functional form of the surrogate model. The second assumes some degree of knowledge on
the behaviour of the surrogate model. Note that, in any case, none of the criteria used in this
study depend on the model responses on the experimental design points.
In the following, the initial experimental design Xinit of size Ninit is enriched at each iteration
with Nnew data points. The new points are to be selected, according to a specific criterion, from
an available ED XL of size NL such that NL >> Ninit.
5.1 Sequential selection using space filling criteria
In this section we review a sequential approach for enriching the initial experimental design
according to a maximin distance criterion. This strategy was proposed by Kersaudy (2015).
Note that such idea was originally developed by Ravi et al. (1991) as a method for the dispersion
problem and applied later by Rennen (2009) to subset selection for Kriging metamodels, thereby
referred to as greedy maximin selection. At each iteration, the algorithm selects the point
x∗ ∈ XL that maximizes the minimum distance with all the points in the current experimental
design X . The obtained experimental design X of size N = Ninit +Nnew is therefore generated
according to the following algorithm:
1. Let X = Xinit (note that Ninit < N)
2. find x∗ = max
xL∈§L
min
x∈§
(‖x− xL‖)
3. update X = X ∪ x∗ and XL = XL \ x∗
4. repeat step ii until the set § contains the desired number of points N .
The main advantage of this method is that it is easy to implement. However, the main
disadvantage lies in that one needs to compute all the distances between every point of x
(i)
L ∈ XL
and every point x(j) ∈ X , which can be challenging in high dimension. In the following,
the obtained design is referred to as sequential maximin design. A similar idea has also been
proposed in Iooss et al. (2010) where the centred discrepancy measure D2 in Eq. (21) is used
instead of the maximin criterion. In this case, the algorithm enriches the initial experimental
design Xinit with points that minimize its D2 discrepancy. It operates in the same way as the
greedy maximin algorithm. In this paper, we choose to limit our study to the maximin criterion
based on Euclidian distance.
5.2 Adaptive selection of the optimal design
The optimal design strategies presented until now rely on the assumption that the regressors in an
OLS problem are known. However, in the context of sparse PCE, the optimal polynomial basis is
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in general not known a priori. To address this problem, we propose an iterative strategy in which
the estimated sparse PCE basis is automatically updated and the experimental design is enriched.
To construct a sparse PCE, we propose the use of a basis selection method based on compressive
sensing techniques. In particular, we rely herein on the least angle regression algorithm (LAR)
(Efron et al., 2004). Other alternatives (e.g.orthogonal matching pursuit (OMP) (Jakeman et al.,
2015; Mallat and Zhang, 1993) or stepwise regression (Hesterberg et al., 2008)) are also directly
compatible with our procedure.
5.2.1 Sparse PCE: Least Angle regression
The LAR algorithm is an iterative regression method applied in the context of PCE for ba-
sis selection (Blatman and Sudret, 2011a). The basic idea of LAR is to select a parsimonious
number of regressors that have the greatest impact on the model response, among a possibly
large set of candidates. LAR eventually provides a sparse polynomial chaos expansion, i.e.one
that only contains a small number of regressors compared to a classical full representation. It
consists on iteratively moving regressors from a candidate set to an active set. The next regres-
sor is chosen based on its correlation with the current residual. At each iteration, analytical
relations are used to identify the best set of regression coefficients for that particular active set,
by imposing that every active regressor is equicorrelated with the current residual. At the end of
the process, the optimal sparse PC basis is chosen according to a suitable measure of accuracy.
In particular, the leave-one-out (LOO) error, LOO, is a natural candidate in the context of PCE.
The LAR algorithm in the context of PCE (Blatman and Sudret, 2011a) can be summarized
as follows:
1. Initialize the set of candidate regressors to the full basis and the active set of regressors to
∅.
2. Initialize all coefficients equal to 0. Set the residual equal to the output vector.
3. Find the regressor Ψαj that is most correlated with the current residual
4. Move all the coefficients of the current active set towards their least-square value until their
regressors are equicorrelated to the residual as some other regressor in the candidate set.
This regressor will also be the most correlated to the residual in the next iteration.
5. Calculate and store the accuracy estimates, jLOO, for the current iteration
6. Update all the active coefficients and move Ψαj from the candidate set to the active set
7. Repeat the previous steps (iii-v) until the size of the active set is equal to m = min(P,N−1)
8. Choose the best iteration based on their prescribed error estimate, LOO.
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Note that after detecting the relevant basis by LAR, the coefficients are recomputed using
the ordinary least-square method (hybrid-LAR). Readers are referred to Blatman and Sudret
(2010) for further details.
5.2.2 Adaptive selection of the optimal design
The algorithm proposed in the last subsection allows one to detect the most relevant regressors
in the PC expansion on the basis of the current experimental design. However, it is based on an
arbitrarily fixed experimental design. To address this problem, we propose an adaptive strategy
that updates iteratively both the experimental design and the estimated sparse PCE basis. The
initial ED generated using a space filling techniques will be enriched sequentially according to
an optimality criterion. At each iteration, the optimality criterion is reformulated based on the
updated sparse basis. The proposed algorithms works as follows:
1. Initial experimental design: we start with a small sample set Xinit of a size Ninit,
normally produced by LHS or Quasi Monte Carlo sequences.
2. Basis selection: a degree-adaptive sparse PCE (Blatman and Sudret, 2011b) is then
constructed using LARS to identify the sparse set of polynomials (out of a candidate set)
that best approximates the computational model based on the current experimental design.
3. Formulation of the model matrix: This step is the core of the sequential process. The
information matrix is updated according to the basis obtained in the previous step. The
optimality criterion (D-optimal or S-optimal, see Sections 4.1 and 4.2, respectively) is then
re-evaluated on XL \ X to identify the next set of candidate points Xnew.
4. Experimental design augmentation: The identified Nnew S- or D- optimal data points
are added to the current experimental design, in which the computational model is evalu-
ated. The sparse PCE is then updated.
The procedure (steps ii, iii and iv) is repeated until a stopping criterion is fulfilled. In par-
ticular, the accuracy of the metamodel (estimated e.g.with cross-validation techniques) or the
maximum number of sample points can be used. For easier comparisons between the methods,
we choose to fix the maximum number of sample points as the stopping criterion in the following.
The effectiveness of the adaptive methods is dependent on the optimization algorithm that
searches the optimal sample points. Various search strategies have been proposed in the litera-
ture. In this work, the D-optimal experimental design is generated using the built-in Matlab
function candexch from the statistics toolbox. The candexch routine implements the Fedorov
exchange algorithm (Miller and Nguyen, 1994). The S-optimal experimental design is generated
15
using the greedy algorithm proposed in Shin and Xiu (2016). For a comprehensive overview of
the implementation of the greedy algorithm, the reader is referred to Shin and Xiu (2016).
6 Results and Discussion
In this section, we investigate the efficiency of the proposed adaptive sequential sampling meth-
ods, when either the D-optimality or the S-value criteria are used to generate the sequential
samples. For the sake of clarity, the sequential sampling corresponding to these two sampling
settings are denoted as Seq D-optimal and Seq S-optimal, respectively. A comparative study
with other commonly used sampling methods is performed. Four different sampling techniques
are considered: maximin LHS, min − corr LHS, Sobol’ sequences and Sequential maximin
design, denoted Seq maximin. Maxmin LHS is obtained by selecting an LHS design from a set
of five different designs according to the maximin distance criterion, while min − corr LHS is
obtained similarly, but with a minimum-correlation based selection criterion. For this purpose,
we use the Matlab function lhsdesign. As already mentioned, D-optimal designs are generated
with the Matlab built-in candexch function. For comparison of the space-filling properties of
the sample points, the measures described in Section 3.4 are used. In addition, the condition
number (CN) of the information matrix is considered, as a measure of orthogonality.
In this section, the proposed adaptive sampling methods are validated on four models with
varying input dimensionality and complexity. They comprise two analytical functions, namely
the Ishigami function and the Sobol’ g-function, and two finite element models, namely a truss
structure and a 1D diffusion problem. Because all of the presented benchmarks are inexpensive
to evaluate, the relative generalization error (RMSE) on a validation set is then employed to
assess the accuracy of the resulting polynomial chaos expansions. All of the PCE metamodels, as
well as the LARS basis selection, are developed within the UQLab software framework (Marelli
and Sudret, 2014, 2015).
Since the performance of the ED is sensitive to the random nature of the sampling methods,
each analysis is replicated 50 times. To generate a randomized Sobol’ sequences, several parallel
sequences are generated using different starting points. The results are then summarized in box-
plots. These replications aim at assessing the effect of stochastic variations in the generation of
the designs.
6.1 Ishigami function
The Ishigami function (Ishigami and Homma, 1990) is a well-known benchmark for polynomial
chaos expansions. It is a 3-dimensional analytical function characterized by non-monotonicity
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and high non-linearity, given by the following equation:
f(x) = sin(x1) + a sin
2(x2) + bx
4
3 sin(x1). (35)
The input random vector consists of three i.i.d. uniform random variables Xi ∼ U(−pi, pi). The
numerical values {a = 7, b = 0.1} are chosen for this example. Note that this model is sparse in
nature.
A sparse, degree-adaptive PCE approach with maximum degree in the range 3-20 is chosen.
The PCE coefficients are computed with the hybrid LAR method (Blatman and Sudret, 2010).
The accuracy of the PCE is assessed with a MCS-based validation set of size Nval = 10
6. The
sequential sampling methods (Seq S-optimal, Seq D-optimal and Seq maximin) are initialized
with an experimental design generated by maximin LHS of size 40, iteratively augmented with
Nadd = 20 additional points. For the other sampling methods (maximin LHS, min−corr LHS),
a predefined size is considered. As already mentioned, the analysis is replicated 50 times to assess
the statistical uncertainty. The performance of the different sampling methods is compared in
terms of their RMSE on the validation set for varying ED sizes.
As a first step, the performances of the various design strategies with respect to the space-
filling quality measures introduced in Section 3.4 are compared. The average values of the
different measures calculated from the 50 repetitions for various sizes of the ED are plotted
in Figure 1. The top left panel of Figure 1 reports results for the maximin distance Dmin
criterion. As expected, the sequential maximin experimental design systematically shows the
maximal minimum distance across all designs. All the other designs show a consistent decrease
in the minimal distance with increasing ED size, leading to a deterioration of their space filling
properties. The worst results are obtained with D-optimal design.
In the same format, the top-right panel of Figure 1 reports results for the discrepancy
criterion. All the non-sequential strategies tested (LHS and QMC) show an approximately
constant discrepancy regardless of the experimental design size. However, all the sequential
strategies show instead a constant increase with the experimental design size. This means that
all the sequential strategies tend to produce samples that deviate from the uniform distribution.
In other words, design strategies that are optimal for regression problems do not necessarily
exhibit a low-discrepancy behaviour.
The condition number of the model matrices are plotted with respect to the size of the
ED in the lower panel of Figure 1. As expected, Seq S-optimal designs show a consistently
smaller condition number for all experimental designs sizes. Seq D-optimal, maximin LHS and
min− corr LHS exhibit comparable behaviours with a monotone increase in condition number.
The remaining Seq maximin ED and Sobol’ sequences show instead a somewhat more erratic
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Figure 1: The average, over 50 trials of the maximin distance, discrepancy measure and the condi-
tion number for the 5 tested experimental designs for the Ishigami function. Top left (a): Variation
of maximin distance with increasing size of the ED; Top right (b): Variation of Discrepancy measure
with increasing size of the ED; Bottom (c): Variation of condition number criterion with increasing
size of the ED;
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behaviour. Overall, Figure 1 shows that Seq S-optimal designs provides an overall good balance
between the three criteria.
To gain an intuitive understanding of the different experimental designs, Figure 2 compares
2D scatter plots and histograms for the final ED of size N = 160 generated by maximin LHS
and the three sequential designs Seq maximin, Seq D-optimal and Seq S-optimal. Uniform
space coverage is obtained onlywith maximin LHS. The sequential design obtained with Seq
maximin and Seq S-optimal designs appear to be fairly uniformly distributed, with some degree
of accumulation on the boundaries. On the contrary, Seq D-optimal sample points tend to
cluster near the boundaries of the design space.
The metamodelling performance of the different sampling strategies are compared in Figure
3. The boxplots represent the median RMSE error, the 25% and 75% percentiles and the extreme
error values (outliers) of the 50 independent runs for varying ED sizes, ranging from N = 40
to N = 160. We observe that Seq S-optimal design consistently outperforms other sampling
strategies. In addition, it generally shows a more stable behaviour with smaller variability
between repetitions, especially as the size of the experimental design increases. Accurate results
are also achieved with Seq maximin design. The prediction improvement seems to be more
important for larger experimental designs. We note that comparable results are obtained with
maximin LHS, min− corr LHS and Sobol’ sequences.
6.2 Sobol function
Let us consider now the so called Sobol’ g-function:
f(x) =
q∏
i=1
|4xi − 2|+ ai
1 + ai
(36)
The input parameters {Xi, i = 1, ..., q} are i.i.d. uniform distributions over [0, 1]. The {ai, i =
1, ..., q} are parameters controlling the complexity of the function. For our numerical application,
we choose to fix q = 8 and a = [1, 2, 5, 10, 20, 50, 100, 500]. The same analysis presented for the
Ishigami function was conducted to illustrate the performance of the proposed approach for this
benchmark. The Sobol’ function is highly complex (strongly nonlinear, non-monotonic and non-
polynomial), therefore requiring high polynomial degree even for low dimensions. The truncation
options p = 30 and q = 0.5 are used for the PCE calculation. The initial experimental design is
generated by a maximin LHS of size 100, augmented iteratively with Nadd = 50 additional points.
The performances of the various design strategies with respect to the space-filling quality
measures have been compared, but they are not shown herein because the general conclusions
drawn for the Ishigami function still hold. The metamodelling performance of the different
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Figure 2: An example of 2D plots of a 3-dimensional designs of size 160. Top left: Experimental
design obtained with maximin LHS; Top right: Experimental design obtained with Seq maximin;
Bottom left: Experimental design obtained with maximin sequential D-optimal; Bottom right:
Experimental design obtained with sequential S-optimal;
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Figure 3: Evolution of boxplots of the validation error for varying sizes of the experimental design
for the Ishigami function. The boxplots are obtained from 50 replications.
sampling strategies are compared in Figure 4. As in the previous example, the Seq S-optimal
design outperforms the others sampling methods (Figure 4). Good performance are also achieved
with Seq maximin design as in the Ishigami function. Furthermore, much smaller variances
(boxplots are smaller) are shown for Seq S-optimal design and lead to the conclusion that this
class of designs is robust. Sobol’ sequences give the least accurate results. This behaviour may
be due to the increase in the dimensionality of the problem, coupled with the tendancy of Sobol’
sequences to cluster on regular sub-manifolds in high dimension (Morokoff and Caflisch, 1994).
6.3 Maximum deflection of a truss structure
Let us consider the truss structure shown in Figure 5. Ten independent variables are consid-
ered, namely: the vertical loads, P1, ..., P6; the cross-sectional area and Young’s modulus of the
horizontal bars, A1 and E1, respectively; the cross-sectional area and Young’s modulus of the
vertical bars, A2 and E2, respectively (Figure 5). The model input parameters are described by
independent random variables whose distributions are reported in Table 1. An isoprobabilistic
transformation of X into standard normal variables is employed. In the underlying deterministic
problem, the truss deflection u is computed with a finite-element Matlab code. The same study
as in the two previous examples is conducted for this 10-dimensional function.
A sparse degree-adaptive PCE approach with maximum degree in the range 3−20 is chosen.
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Figure 4: Evolution of boxplots of the validation error for varying sizes of the experimental design
for the Sobol function. The boxplots are obtained from 50 replications.
Figure 5: Truss structure with 23 members.
The accuracy of the PCE is assessed with a MCS-based validation set of size Nval = 10
6. The
sequential sampling methods (Seq S-optimal, Seq D-optimal and Seq maximin) are initialized
with an experimental design generated by maximin LHS of size 100, augmented iteratively with
Nadd = 50 additional points. For the other sampling methods (maximin LHS, min−corr LHS),
a predefined size is considered. The performance of the different sampling methods is compared
in terms of their RMSE on the validation set for varying ED sizes.
As in the previous cases, the performances of the various design strategies with respect to the
space-filling quality measures were compared but the results are not shown though for the sake of
conciseness, as they are in line with the previous two cases. The metamodelling performance of
the different sampling strategies are compared in Figure 6. As in the two previous examples, the
Seq S-optimal design performs better than the other sampling methods, with a faster decrease of
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Table 1: Truss-deflection problem: random input variables.
Variable Distribution Mean CoV
A1 [m] Lognormal 0.002 0.10
A2 [m] Lognormal 0.001 0.10
E1, E2 [MPa] Lognormal 2.1 · 105 0.10
P1 · · ·P6 [KN] Gumbel 50 0.15
the validation errors. One sees that the computational budget gain increases exponentially with
the size of the ED. Fairly accurate results are also obtained with Seq maximin design. Similar
accuracies are obtained with maximin, min− corr LHS. Again, a poor performance is observed
for Sobol’ sequences and D-optimal designs, especially for large experimental designs.
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Figure 6: Evolution of boxplots of the validation error for varying sizes of the experimental design
for the truss function.
6.4 One-dimensional diffusion problem
In this section, we consider a standard benchmark in UQ computations (Shin and Xiu, 2016), a
one-dimensional stochastic diffusion problem subject to uncertainty in the diffusion coefficient.
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Let us consider the following boundary-value problem defined over a domain D = [0;L]:
− d
dx
[
E(x, ω)
du
dx
(x, ω)
]
+ f(x) = 0
u(0) = 0
du
dx
(L) = F.
(37)
Furthermore, assume that the diffusion coefficient is a log-normal random field described by:
E(x, ω) = exp(λE + ζEg(x, ω)), (38)
where g(x, ω)) is a standard normal stationary Gaussian random field with an exponential au-
tocorrelation function:
ρ(x, x′) = e−|x
′−x|/l. (39)
The Gaussian random field g(x) in (38) is approximated using the Karhunen-Loe`ve Expansion
(Loe`ve, 1977):
g(x, ω) =
M∑
k=1
√
ιkϕk(x)ξk(ω), (40)
Where {(ιk;ϕk), k = 1, ...,M} are the solutions of the Fredholm equation associated to the ex-
ponential kernel, see Ghanem and Spanos (1991); Sudret and Der Kiureghian (2000) for the
detailed analytical solution.
For the numerical test we set the following numerical values: L = 1, F = 1, f = 0.5. We set:
λE = 10, ζE = 3 and l = 1/3. The number of terms to be retained in (40) is selected such that:
M∑
k=1
ιk/
∞∑
k=1
ιk ≥ 0.99. (41)
M = 62 are therefore required, making this the highest dimensional example considered.. The
quantity of interest (model response) is u(L).
A sparse, degree-adaptive PCE approach with maximum degree in the range 1-4 is chosen
with q = 0.5. It is worth noting that the model is extremely sparse with a low effective dimension,
although its high dimensionality. For the sequential sampling methods, the following conditions
are then set: an initial experimental design of size Ninit = 100 generated with maximin LHS,
Nadd = 20 are considered.
We now investigate the metamodelling performance of the different sampling strategies. Fig-
ure 7 shows boxplots of the RMSE error. As in the previous examples, the Seq S-optimal
performs better than the other sampling methods. Unlike the previous examples, Seq maximin
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designs do not perform better than maximin LHS and min− corr LHS. It is worth to note that
Seq maximin designs search the design in 62 dimensions and does not capture the sparsity of
the model (i.e.; the model has a few variables that are significantly more influential than the
others). Again, a poor performance is observed for the Seq D-optimal designs.
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Figure 7: Evolution of boxplots of the validation error for varying sizes of the experimental design
for the 1D diffusion function.
6.5 Effects of the choice of Ninit and NAdd
Determining the optimal sample size of the initial design in the sequential construction is a
difficult task. In the context of sequential sampling, previous literature does not have a well-
defined rule of thumb for the number of initial runs, given a total budget N . According to
Bernardo et al. (1992), the initial design should at least contain three observations per input
variable. Jones et al. (1998) recommended larger initial designs with up to ten observations per
input variable. A similar question holds on the choice of Nadd. It is likely that the optimal Ninit
and Nadd depend on the nature of the model that is to be approximated and on its degree of
sparsity.
To provide some insight into the effects of those choices on the Seq S-optimal design class, a
parametric study was performed on the examples presented in the previous sections. For each
of the examples provided, several choices of Ninit and Nadd were compared in terms of the final
surrogate RMSE prediction. The most significant results are reported in Figure 8 for Seq S-
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optimal designs. The results for the Ishigami function suggest that indeed the choice of Ninit
and Nadd plays a significant role in the accuracy of PCE for all of the considered ED sizes,
with best performances achieved with a relatively large initial experimental design. However, no
comparable trends were observed for either of the remaining benchmarks in the other panels of
Figure 8.
These results show that no reliable rule of thumb can be determined to choose Ninit and
Nadd. The idea is to start with a relatively small sample to obtain initial information about
the global behaviour of the metamodel. This information will be updated through iterations.
However, if the initial design is too small, the obtained information is not sufficient to achieve
an accurate estimate of the optimal basis from LARS, leading to a poor optimization of the
S-value criterion in the early iterations. A rather large initial design will not ameliorate the
results despite an increased computational effort.
7 Conclusions
The paper handles the topic of selecting the best design of experiments in order to ensure the
optimal accuracy of sparse polynomial chaos expansions over the whole input space within a
given computational budget. The coefficients of the PCE are computed based on least-square
analysis by relying on the so-called experimental design. An efficient approach for constructing an
optimal experimental design for sparse polynomial chaos expansions was proposed. The complete
approach includes two major elements: (a) the use of degree-adaptive sparse PCE based on LARS
for selecting the optimal basis, and (b) the choice of an efficient criterion for selecting the optimal
sample points. The ED is build up sequentially by enriching an initial design, which is generated
using a space-filling technique. The added points are chosen according to an optimality criterion
that depends on the current sparse basis. In this work, two optimality criteria are used, that is:
(i) D-optimality and (ii) S-value. The D-optimal criterion is related to the determinant of the
information matrix whereas the S-value criterion is related to the orthogonality of the columns
of the information matrix.
A comprehensive comparative study of the different sampling strategies was performed on
four numerical models with varying input dimensionality and complexity. To complete our in-
vestigation, a sequential strategy based on optimizing the well-known maximin distance criterion
was also studied. Our results lead to the following major conclusions.
• The use of a sequential adaptive design according to the S−value criterion, Seq S-optimal,
ensures optimal performances in terms of the relative generalization error. The proposed
approach provides a significant accuracy and stability improvement compared to other
sampling strategies.
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Figure 8: Effect of the size of the initial design and Nadd points. Top left: Ishigami function; Top
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• The Seq D-optimal approach has shown poor performances.
• The sequential maximin designs performed well when the number of random input param-
eters is low to moderate, say less than 10. However, an erratic behaviour is observed for
high dimensional cases.
Finally, further work may include using other basis selection approaches such as Orthogonal
Matching Pursuit (OMP) (Jakeman et al., 2015; Mallat and Zhang, 1993) as well as metamod-
elling techniques such as Low Rank Approximations (LRA) (Chevreuil et al., 2015; Konakli and
Sudret, 2016a,b,c) to identify the optimal ED. Future research may also investigate the use of
the sequential adaptive designs in the framework of reliability analysis.
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