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ESTIMATES ON THE GROWTH OF MEROMORPHIC
SOLUTIONS OF LINEAR DIFFERENTIAL EQUATIONS WITH
DENSITY CONDITIONS
YIK-MAN CHIANG
This paper is dedicated to the seventieth birthday of Ilpo Laine.
Abstract. We give an alternative and simpler method for getting pointwise
estimate of meromorphic solutions of homogeneous linear differential equations
with coefficients meromorphic in a finite disk or in the open plane originally
obtained by Hayman and the author. In particular, our estimates generally
give better upper bounds for higher order derivatives of the meromorphic so-
lutions under consideration, are valid, however, outside an exceptional set of
finite logarithmic density. The estimates again show that the growth of mero-
morphic solutions with a positive deficiency at ∞ can be estimated in terms
of initial conditions of the solution at or near the origin and the characteristic
functions of the coefficients.
1. Introduction and main results
We consider meromorphic solutions of the differential equation
(1.1) y(n)(z) +
n−1∑
ν=0
fν(z) y
(ν)(z) = 0,
We apply freely the classical Nevanlinna Theory notation throughout this paper [6],
[10]. where the coefficients fν(z) 0 ≤ ν ≤ n−1 are meromorphic in C. We mention
that Heittokangas, Korhonen and Ra¨ttya¨ obtained sharper estimates for analytic
solutions when the coefficients are analytic functions in [8]. They also considered
non-homogeneous equations in [9]. For an up-to-date account on the growth of
meromorphic solutions of algebraic differential equations with meromorphic coeffi-
cients, we refer the reader to Hayman [7].
Bank asked, if as in the case when the (1.1) admits an entire solution [1], an
meromorphic solution of (1.1) can be estimated in terms of growth of Nevanlinna
characteristics of the meromorphic coefficients alone. In general, he showed that this
statement is not true in [2] by constructing an example for any given real-valued
increasing function Φ(r) ↑ +∞ on (0,+∞), then one can construct a first order
linear differential equation with entire coefficient of zero Nevanlinna order such that
the differential equation admits a meromorphic function f with T (r, f) > Φ(r) as
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r→ +∞. One would need some extra terms to bound the growth of meromorphic
solutions. An example of such a result is given by Bank and Laine.
Theorem 1.1 ([3]). Suppose that the coefficients of (1.1) are arbitrary meromor-
phic functions and that y(z) is a meromorphic solution of (1.1). If
Φ(r) = max
0≤i≤n
(
log r, T (r, fi)
)
,
then for any σ > 1, there exist positive constants c, c1 and r0, such that for r ≥ r0,
(1.2) T (r, y) ≤ c
{
rN(σr, y) + r2 exp
(
c1J(σr) log(rJ(σr)
)}
,
where
J(r) = N(r, 1/y) + Φ(r).
We note that one needs counting function N(r, 1/y) of distinct zeros in the J(r)
above as part of the upper bound in (1.2).
Since the equation (1.1) is linear, so one can deduce from the expression
f (n)(z)
f(z)
+
n−1∑
ν=1
fν(z)
f (ν)(z)
f(z)
+ f0(z) = 0,
that
N(r, f) ≤
n−1∑
ν=0
N(r, fν) ≤
n−1∑
ν=0
T (r, fν),
indicating that the coefficients can only bound the distinct poles of f . Indeed, the
example constructed by Bank [2] mentioned above has poles of rapidly increasing
multiplicities, that is N(r, f)/N(r, f) is unbounded. Hayman and the author [5]
showed that one can still bound the growth of a meromorphic solution f of (1.1)
in terms of the characteristic functions of coefficients alone if the solution f has
relatively few poles. In particular, this means that δ(∞, f) > 0. This follows from
the following result.
Theorem 1.2 ([5]). Suppose that 0 < ρ < r < R and suppose that the coefficients
fν , 0 ≤ ν ≤ n − 1 of (1.1) are analytic on the path Γ = Γ(θ0, ρ, t) defined by the
segment
Γ1 : z = τe
iθ0 , ρ ≤ τ ≤ t,
followed by the circle
Γ2 : z = te
iθ, θ0 ≤ θ ≤ θ0 + 2pi.
We suppose that y(z) is a solution of the equation (1.1) and define
K = 2max
{
1, sup
0≤ν≤n
|y(ν)(z0)|
}
,
where z0 = ρe
iθ0 . We also define
C = C(fν , ρ, r, R) = (n+ 2) exp
{
20R
R− r
n∑
ν=0
T (R, fν) +
( n∑
ν=0
pν
)
log
(
R
ρ
)}
,
where pν is the multiplicity of the order of pole of fν at z = 0. Then we have for
|z| = t, where t is some number such that r < t < 14 (3r +R),
|y(ν)(z)| < KCνe(2pi+1)CR, 0 ≤ ν ≤ n.
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One can easily deduce when R = +∞, and for a transcendental meromorphic f
with δ(∞, f) > 0, then for 0 < ε < δ, we have
T (r, y) ≤
( 1
δ − ε
)
(2pi + 1)RC.
The main purpose of this paper is to give a shorter proof of a slightly different
statement to Theorem 1.2 and asymptotic results outside some exceptional sets
using a different method. On the other hand, the original Theorem 1.2 can deal
with non-homogeneous (1.1), while our alternative can only deal with the (1.1). We
prove
Theorem 1.3. Let y be a meromorphic solution to the differential equation (1.1)
with meromorphic coefficients fν , ν = 0, · · · , n − 1 in |z| = r < R ≤ +∞ such
that fν has a pole of order qν ≥ 0 (0 ≤ ν ≤ n − 1). Given a constant C > 1 and
0 < η < 3 e/2 and r = |z| is outside a union of discs centred at the poles of y such
that the sum of radii is not greater than 4ηR, then there is a B = B(C) > 1 and a
path
(1.3) Ω = Ω(θ, ρ, r)
consists of the line segment
Ω1 : z = τe
iθ0 , 0 ≤ ρ ≤ τ ≤ r
followed by the circle
Ω2 : z = re
iθ , θ0 ≤ θ < θ0 + 2pi,
on which the coefficients fν are analytic and we have, for z on Ω,
n−1∑
j=0
|y(j)(z)| ≤ K1 e
(2pi+1)D r ≤ K1 e
(2pi+1)DR,
where
K1 =
n−1∑
j=0
|y(j)(z0)|, z0 = ρ e
iθ0
and
D : = D(fν , ρ, r, R; η, B, C)
= n
{
1 +
(RH(η)(R+2 erR−2 er )
r
)q
exp
[
B (1 +H(η))
(R+ 2 er
R− 2 er
)
T (CR)
]}(1.4)
and where
T (r) = max
0≤ν≤n−1
T (r, fν), q = max
0≤ν≤n−1
qν , H(η) = 2 + log
3e
2η
.
For any r′, we choose r outside a union of discs centred at the zeros of y such
that the sum of radii is not greater than 4ηR such that r′ < r < R as described in
the Theorem 1.3, we have
T (r′, y) ≤ N(r, y) +m(r, y)
≤ N(r, y) + (2pi + 1)RD(fν , ρ, r, R; η, B, C).
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This improves upon Bank and Laine’s estimate mentioned above. Suppose that
δ(∞, y) > 0, we choose r outside a union of discs centred at the zeros of y such that
the sum of radii is not greater than 4ηR and sufficiently large such that N(r, y) <
(1 − δ + ε/2)T (r, y). Without loss of generality, we may also assume that r is so
chosen such that | logK1| <
1
2εT (r, y) so that T (r, y) < (1− δ+ ε)T (r, y) + (2pi+
1)RD. We can easily deduce
T (r′, y) ≤
( 1
δ(∞, y)− ε
)
(2pi + 1)RD.
Theorem 1.4. Let y(z) be a meromorphic solution to equation (1.1), and we choose
0 < η < (1 + log 2)/(16 e5/2) < 1. Then there is a constant B > 1 such that for
every ε > 0 be given, there is a r(ε) > 0 we have
logm(r, y(j)) ≤ 5B
(
1 +H(η)
)
T (3 e2r) + [(5H(η)− 1)q + 1 + ε] log r
j = 0, 1, · · · , n − 1 holds for all r > r(ε) except perhaps for a set of positive
logarithmic density
16ηe5/2
1 + log 2
.
This result is to be compared with the following density-type result also obtained
previously in [5]:
Theorem 1.5. Let y(z) be a meromorphic solution of (1.1) such that the fν are
not all constant, we have
(1.5) logm(r, y) <
( n−1∑
ν=0
T (r, fν)
)[
(log r) log
( n−1∑
ν=0
T (r, fν)
)]σ
,
where σ > 1 is a constant, to hold outside an exceptional set of finite logarithmic
measure.
2. Preliminaries
Let us write y(z) = (y0, · · · , yn−1)
T where yj(z), j = 0, · · · , n− 1 are complex
functions of z. We define ‖y‖ =
∑n−1
j=0 |yj |. Suppose further that A = (aij(z)) is a
square matrix then we define ‖A‖ =
∑
i,j |aij |. We note that∥∥∥∥
∫
A dt
∥∥∥∥ ≤
∫
‖A‖ |dt|
(see e.g., [4, pp. 1–4]).
Lemma 2.1. [11, pp. 21–22] Let R > 0 and f(z) be analytic in |z| ≤ 2 eR with
f(0) = 1, and let η be an arbitrary positive constant not exceeding 3 e/2. Then we
have
(2.1) log |f(z)| > −H(η) logM(2 eR, f)
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for all z in |z| ≤ R but outside a union of disks centred at the zeros of f such that
the sum of radii is not greater than 4η R, where
H(η) = 2 + log
3 e
2 η
.
We also need the following quotient representation of meromorphic functions due
to Miles [12] and Rubel [13, Chapter 14].
Lemma 2.2 ([12]). Let f be a meromorphic function in the plane, and let C > 1
be a given constant, then there exist entire functions f1 and f2, and a constant
B = B(C) > 0 such that
f(z) =
f1(z)
f2(z)
, and T (r, fj) ≤ B T (C r, f),
j = 1, 2 and r > 0. Here both the constants B and C are absolute constants, i.e.,
they are independent of the function f .
3. Proof of Theorem 1.3
We state and prove our main lemma that leads to the proof of the Theorem 1.3.
Lemma 3.1. Let y be a meromorphic solution to the differential equation (1.1)
with meromorphic coefficients fν , ν = 0, · · · , n− 1 in |z| = r < R ≤ +∞. Suppose
that the coefficients fν , ν = 0, · · · , n− 1 are analytic on the path Ω = Ω(θ, ρ, r) as
defined in the Theorem 1.3. Suppose z0 = ρe
iθ0 , then for all z on Ω,
(3.1)
n−1∑
j=0
|y(j)(z)| ≤ K1 exp
[(
max
Ω
n−1∑
ν=0
(|fν(z)|+ 1)
)
(2pi + 1) r
]
,
where K1 is given in (1.3).
Proof. It is well-known that equation (1.1) can be written in the matrix form
(3.2) F′(z) = A(z)F(z),
where F = (y, y′, · · · , y(n−1))T , and
(3.3) A(z) =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 · · · · · · 1
−f0 −f1 · · · · · · −fn−1

 .
A solution to the above matrix equation (3.2) is given by
(3.4) F(z) = F(z0) +
∫ z
z0
A(t)F(t) dt.
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We now apply Gronwall’s inequality [4, pp. 35–36] to (3.2) to obtain
‖F(z)‖ ≤ ‖F(z0)‖ +
∫ z
z0
‖A(t)‖ ‖F(t)‖ |dt|
≤ ‖F(z0)‖ exp
(∫ z
z0
‖A(t)‖ |dt|
)
≤ ‖F(z0)‖ exp
[(
max
Ω
n−1∑
ν=0
|fν(z)|+ (n− 1)
)
(2pi + 1) r
]
< ‖F(z0)‖ exp
[(
max
Ω
n−1∑
ν=0
(|fν(z)|+ 1)
)
(2pi + 1) r
]
,
(3.5)
where we have parametrized the path Ω with respect to arc length. Clearly the
length of Ω is (2pi + 1) r at most. This proves Lemma 3.1. 
We are ready to prove the Theorem 1.3, which is a direct application of the
Lemma 3.1 and the two lemmas stated in §2 .
Proof of the Theorem 1.3. Given C > 1 be given. Then Miles’ result in Lemma
2.2 asserts that we can choose a B > 0 such that we can write the coefficients in
fν = fν,1/fν,2 from (1.1) such that
T (r, fν, j) ≤ B T (C r, fν), j = 1, 2; 0 ≤ ν ≤ n− 1
for r > 0. We first assume that fν,2(0) 6= 0 for 0 ≤ ν ≤ n − 1, then it is easy
to see that we may assume that fν,2(0) = 1 after dividing the numerator and the
denominator by a suitable constant. Lemmas 2.1 and 2.2 with
log |fν | = log |fν,1|+ log |fν,2|
−1
≤ logM(r, fν,1) +H(η) logM(2 e r, fν,2)
≤ log+M(r, fν,1) +H(η) log
+M(2 e r, fν,2)
≤
(R+ r
R− r
)
T (R, fν,1) +H(η)
(R+ 2 e r
R− 2 e r
)
T (R, fν, 2)
≤ B
(R+ r
R− r
)
T (CR, fν) +BH(η)
(R+ 2 e r
R− 2 e r
)
T (CR, fν)
≤ B
(
1 +H(η)
)(R+ 2 e r
R− 2 e r
)
T (CR, fν)
≤ B
(
1 +H(η)
) (R + 2 e r
R − 2 e r
)
T (CR),
(3.6)
where
T (r) = max
0≤ν≤n−1
T (r, fν).
If, however, fν,2 has a zero of order qν at z = 0, we consider
fν =
fν,1/z
qν
fν,2/zqν
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in 0 < ρ ≤ |z| in which the fν,2/z
qν is clearly still analytic and not zero at the
origin. We deduce from Lemmas 2.1 and 2.2 again that for 0 ≤ ν ≤ n− 1
log |fν | = log |fν,1| − qν log r + log |fν,2/z
qν |−1
≤ logM(r, fν,1)− qν log r +H(η) logM
(
2 e r, fν,2/z
qν
)
≤ log+M(r, fν,1)− qν log r +H(η) log
+M
(
2 e r, fν,2/z
qν
)
≤
(R + r
R − r
)
T (R, fν, 1)− qν log r +H(η)
(R+ 2 e r
R− 2 e r
)
T (R, fν,2/z
qν )
≤
(R + r
R − r
)
T (R, fν, 1)− qν log r
+H(η)
(R+ 2 e r
R− 2 e r
) (
T (R, fν,2) + qν logR
)
≤ B
(R+ r
R− r
)
T (CR, fν)− qν log r
+H(η)
(R+ 2 e r
R− 2 e r
) (
BT (CR, fν) + qν logR
)
< B
(
1 +H(η)
) (R+ 2 e r
R− 2 e r
)
T (CR, fν) + qν log
[RH(η)(R+2 e rR−2 e r )
r
]
.
(3.7)
Applying (2.1) to (3.6) or (3.7) (0 ≤ ν ≤ n − 1) and substituting them into (3.5)
completes the proof. 
4. Proof of Theorem 1.4
We are now ready to prove Theorem 1.4. We choose C = e in Theorem 1.3. Let
α = 2 e. We define annuli by
Λj =
{
z : αj ≤ |z| ≤ αj+3/2
}
, j = 1, 2, · · · .
We take R = 3 er in (1.4) in Theorem 1.3 and suppose z belongs to Ω∩Λj where
Ω is defined in Theorem 1.3. That is, we have, for each 0 ≤ j ≤ n− 1,
m(r, y(j)) ≤ (2pi + 1) r n
{
1 + (3e)5H(η)qr(5H(η)−1)q exp
[
5B
(
1 +H(η)
)
T (3 e2r)
]}
+ logK1
= logK1 + (2pi + 1) rD(fν , ρ, r, 3er, η, B, e),
(4.1)
where D is given in (1.4). Taking logarithm on both sides of the inequality once
more yield the required estimate (1.4).
It remains to verify the size of the exceptional set of r, which follows from
Lemma 4.1. Let η and H(η) be defined in Lemma 2.1 and Theorem 1.3 re-
spectively. Then the estimate (1.4) for a meromorphic solution y(z) is valid for
all r sufficiently large except on a set of positive logarithmic density at most
16ηe5/2/(1 + log 2).
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Let Ej be the union of exceptional circles lying in Λj and
E(r) = [1, r) ∩
(
∪∞j=1Ej
)
.
Let q =
[
log r
logα
]
, then Lemma 2.1 gives
∫
E(r)
dt
t
≤
q∑
j=1
∫
Ej
dt
t
≤
q∑
j=1
4η(2 er)
αj
≤
q∑
j=1
4η(2eαj+3/2)
αj
≤
log r
logα
(8ηeα3/2)
≤
( 16 ηe5/2
1 + log 2
)
log r.
Thus
lim sup
r→∞
1
log r
∫
E(r)
dt
t
≤
16ηe5/2
1 + log 2
< 1.
This completes the proof of the Lemma. This completes the proof of the theorem.

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