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Numerical splitting of a real or complex univariate polynomial into factors is
the basic step of the divide-and-conquer algorithms for approximating complex
polynomial zeros. Such algorithms are optimal (up to polylogarithmic factors) and
are quite promising for practical computations. In this paper, we develop some
new techniques, which enable us to improve numerical analysis, performance, and
computational cost bounds of the known splitting algorithms. In particular, we study
a Chebyshev-like modification of Graeffe’s lifting iteration (which is a basic block
of the splitting algorithms, as well as of several other known algorithms for approxi-
mating polynomial zeros), analyze its numerical performance, compare it with
Graeffe’s, prove some results on numerical stability of both lifting processes (that
is, Graeffe’s and Chebyshev-like), study their incorporation into polynomial root-
finding algorithms, and propose some improvements of Cardinal’s recent effective
technique for numerical splitting of a polynomial into factors. Our improvement
relies, in particular, on a modification of the matrix sign iteration, based on the
analysis of some conformal mappings of the complex plane and of techniques of
recursive lifting/recursive descending. The latter analysis reveals some otherwise
hidden correlations among Graeffe’s, Chebyshev-like, and Cardinal’s iterative pro-
cesses, and we exploit these correlations in order to arrive at our improvement of
Cardinal’s algorithm. Our work may also be of some independent interest for the
study of applications of conformal maps of the complex plane to polynomial root-
finding and of numerical properties of the fundamental techniques for polynomial
root-finding such as Graeffe’s and Chebyshev-like iterations.  1996 Academic Press, Inc.
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1. INTRODUCTION
1.1. The Problems of Splitting a Polynomial into Factors
Suppose that we are given the coefficients p0 , . . . , pn of a univariate poly-
nomial
p(x) 5 pn p
n
j51
(x 2 zj) 5 On
i50
pixi, pn ? 0, (1)
of a degree n and that we are seeking approximations to the n complex
zeros, z1 , . . . , zn , of this polynomial. A major class of the solution algo-
rithms for this problem relies on numerical splitting of p(x) into two factors,
F(x) 5 p
k
j51
(x 2 zj) (2)
and
G(x) 5 p
n
j5k11
(x 2 zj) 5 p(x)/F(x), (3)
of smaller degrees, k and n 2 k. Namely, this splitting is applied recursively
as the basic stage of the divide-and-conquer algorithms for approximating
complex polynomial zeros.
Such algorithms are most effective where the splitting is performed at
low computational cost and is balanced, that is, where
u2 #
k
n
# u1 , 0 , u2 # u1 , 1,
for two constants u2 and u1 . The splitting can be applied recursively to the
factors F(x) and G(x), as long as they remain nonlinear. By ensuring both
balancing and low computational cost of splitting in all steps of such a
recursive process, one yields optimal (up to polylog factors) sequential and
parallel computational cost estimates for approximating all the n zeros of
p(x) within a fixed error bound (cf. [9], [11]).
Numerical splitting means that the factors F(x) and G(x) (and recursively
their factors) are computed numerically, within some fixed error bounds;
that is, one actually computes two polynomials F*(x) and G*(x) such that
ip(x) 2 F*(x)G*(x)i # «ip(x)i, deg F(x) 5 k, deg G(x) 5 n 2 k, (4)
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for a fixed positive « and for i ? i denoting (here and hereafter) the 1-norm
of a polynomial, ioi uixii 5 oi uuiu. The pair F*(x), G*(x) will be called «-
splitting of p(x).
For convenience, we will assume, until the end of this section, that all
the zeros of p(x) lie in a fixed unit disc, that is,
uzju # 1, i 5 1, . . . , n. (5)
Under arithmetic models of computing, this is not loss of generality, due
to the next well-known results (hereafter, we use abbreviation ‘‘ops’’ for
‘‘arithmetic operations’’).
Fact 1.1 [1]. Given a polynomial p(x) of (1), complex C and a, one may
compute the coefficients of the polynomial q(y) 5 p(ay 2 C) by using
O(n log n) ops.
Fact 1.2 [6], [7], [12], [14]. Let p(x) be a polynomial of (1). Let
c . 0 and d be two real constants. Let ri 5 uziu, r1 $ r2 $ ? ? ? $ rn .
Then, approximations r2i such that r2i # ri # (1 1 c/nd)r2i , i 5 1, . . . , n,
can be computed by using O(n log2 n) ops.
There are effective algorithms [14], [5], and [10], Appendices A and B,
that split p(x) numerically, at low computational cost, given a sufficiently
wide annulus,
A(C, r, R) 5 hx : r # ux 2 Cu # Rj, (6)
free of the zeros of p(x). In this case, splitting outputs approximations of
two factors F(x) and G(x) satisfying Eqs. (2)–(4) and such that
uzi 2 Cu # r, i 5 1, . . . , k,
(7)
uzi 2 Cu $ R, i 5 k 1 1, . . . , n.
Then, we will say that the splitting is performed over the annulus A(C, r,
R) and that this annulus is (R/r)-isolated and has isolation ratio R/r. We
will also say that the internal disc
D(C, r) 5 hx : ux 2 Cu # rj (8)
is (R/r)-isolated and has an isolation ratio at least R/r (cf. definitions in [7]).
The importance of obtaining basic annuli with higher isolation ratios is
due, in particular, to the following basic fact [5], [10], [14].
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Fact 1.3. Let us be given real constants b . 1 and r . 1, a polynomial
p(x), and a r-isolated annulus A(C, r, R), free of the zeros of p(x). Then,
a 22b-splitting of p(x) over the annulus A(C, r, R) can be computed at the
overall cost of performing O((log(b 1 1) 1 log2 n)n/(r 2 1)) ops.
Despite the low asymptotic cost of performing the algorithms of [5],
[10], [14], which support Fact 1.3, there is still a need in their practical
simplification, which motivates the interest to a promising alternative algo-
rithm proposed in [2]. One of our goals in this paper is a further improve-
ment of the latter algorithm (see Sections 1.3 and 4).
Fact 1.3 also raises another problem, that is, how to obtain an annulus
for splitting. The known techniques enable us to compute basic annuli
for the balanced splitting of p(x) at a sufficiently low arithmetic computa-
tional cost [9], [11], but the guaranteed isolation ratios of these annuli
are a little less than we wish; that is, they are at least 1 1 c/n for a
constant c . 0. This leads us to the problem of increasing the isolation
ratio of a fixed basic annulus.
1.2. Graeffe’s and Chebyshev-like Approaches to Lifting an
Isolation Ratio
A low cost technique for rapid lifting of the ratio from 1 1 c/n to any
fixed constant r . 1 has been proposed in [9], [11]. The technique employs
so-called Graeffe’s iteration (actually, due to Dandelin and rediscovered
by Lobachevsky shortly after the latter, but well before Graeffe, cf. [3],
[6]). This iteration, for a given natural h, for the monic polynomial
f(0)(x) 5 p(x)/pn and for p(x) of Eq. (1), recursively computes the polyno-
mials
f(i11)(x) 5 (21)nf(i)(Ïx)f(i)(2Ïx), i 5 0, 1, . . . , h 2 1. (9)
Each recursive step is reduced to polynomial multiplication and, therefore,
can be performed by using O(n log n) ops. Furthermore, it is immediately
verified that f(1)(x) 5 Pnj51 (x 2 z2j ) and, recursively,
f(i)(x) 5 (x 2 z2
i
j ), i 5 1, . . . , h. (10)
The technique of Graeffe’s iteration is a basic block of several known
polynomial rootfinding algorithms [6], [7], [11], [14] and, in particular, is a
major tool for approximating the distances from a fixed complex point
to the zeros of a given polynomial. Numerical implementation of these
algorithms requires us to study the numerical properties of Graeffe’s iter-
ation.
496 BINI AND PAN
Now, suppose that we have a basic annulus A(0, r, R) for splitting p(x).
Since the recursive step i of (9) squares the zeros of f(i)(x), it transforms
the annulus A(0, r, R), squaring its isolation ratio.
In h 5 O(log log n) steps, we arrive at a polynomial, f(h)(x), that we
may split over a well-isolated annulus A(0, r2
h
, R2
h
) at a sufficiently low
computational cost, by applying Fact 1.3. Then, the recursive descend-
ing technique of [11] enables us to split the polynomials f(i)(x) over the
annuli A(0, r2
i
, R2
i
), recursively for i 5 h 2 1, h 2 2, . . . , 0.
This process is included in the algorithms of [11], where it is also suggested
to use it for heuristic practical algorithms. Namely, one may shift the
origin into 2pn21/(npn) 5 (1/n) o
n
i51 zi and then apply Fact 1.2.
For a large class of input polynomials, this immediately gives us a de-
sired wide basic annulus for splitting. The techniques of Graeffe’s lifting
and recursive descending enable us to extend the latter class substan-
tially.
This heuristic, which works for many input polynomials, is much simpler
to implement and to code than the more sophisticated geometric construc-
tion of [9], [11], which produces a r-isolated basic annulus for splitting any
input polynomial p(x), where r $ 1 1 c/n for some constant c.
In both cases, however, we may need to use Graeffe’s iteration and
recursive descending. Even though the arithmetic computational cost esti-
mates for their application are quite satisfactory, there is a potential numeri-
cal problem with Graeffe’s iteration if it is applied using fixed-point repre-
sentation of the values involved. Namely, each Graeffe step sends the zeros
of p(x) toward 0, where their magnitudes are less than 1, and toward y,
where their magnitudes exceed 1. Therefore, the fixed-point representation
of the coefficients of the polynomials f(i)(x) requires more bits for larger
i. In fact, we may need to double the number of such bits in each recursive
step in order to keep the information about the zeros.
In this paper, we propose a modification of the lifting/descending
process that enables us to avoid the latter deficiency. The idea is to
transform the complex variable x so as to force the recursive process
to direct the polynomial zeros toward 1 and 21, rather than toward 0
and y. We achieve this goal by means of a conformal transformation
of the complex variable x, which maps the unit circle into a line. Then,
Graeffe’s process is transformed into a Chebyshev-like process, with
improved numerical properties in the case of using fixed-point representa-
tion. In the case of floating-point representation, we show that the roles
are reversed; numerical stability is ensured for Graeffe lifting but much
less so for Chebyshev-like lifting.
Our study of the numerical behavior of Graeffe and Chebyshev-like
lifting processes shows that they may be potentially useful for numerical
stabilization of lifting techniques and for practical improvement of splitting
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a polynomial. The technique proposed may be also of independent interest
as an example of applications of conformal mappings to improvement of
numerical algorithms.
1.3. Implicit Lifting of an Isolation Ratio via Cardinal’s Algorithm and
a Further Improvement
Suppose that we have arrived at a sufficiently wide and zero-free basic
annulus for splitting a polynomial into two factors (possibly, as a result of
the application of Graeffe’s lifting process). Then, we may compute the
splitting over this annulus by means of the algorithms of [14], [5], and [10],
Appendices A, B. Let us, however, examine an alternative given by a
recent effective algorithm of Cardinal [2]. This algorithm has a substantial
advantage over the highly effective but sophisticated splitting algorithms
of [14], [5], and [10], Appendices A and B, because, unlike the latter
algorithms, it is algebraic in nature, well structured, and easy to code. The
algorithm, however, needs further elaboration. In particular, this includes
its adjustment to the initial conditions given in the form of a basic annulus
for splitting and analysis and improvement of its numerical behavior. Our
present techniques, combined with the technique of recursive lifting/de-
scending from [9], [11], enable us to contribute to both directions. In particu-
lar, by applying a conformal map, we adjust the algorithm to splitting a
polynomial over a basic annulus (rather than over a region about the
imaginary axis).
Furthermore, after such a transition to the annulus, we lift its isolation
ratio. We do this by means of the lifting/descending techniques of [11],
which enable us to control the precision of computing. The lifting turns
out to be an effective preconditioning for our modification of Cardinal’s
algorithm. Namely, we replace the matrix sign iteration applied in [2] by
a division-free process and show that such a replacement preserves fast
convergence of the algorithm if the isolation ratio of the associated basic
annulus has been lifted above the level 25.
Avoiding divisions in the new modification should substantially improve
the entire performance of the algorithm, because the divisions are the
bottleneck of the algorithm of [2]. Indeed, the divisions are performed via
inversions of Frobenius matrices, which, according to the current state of
the art (and, perhaps, inherently), are substantially harder than multiplica-
tions in the same basic algebra.
We organize our presentation in the following order. In Section 2 we
introduce Chebyshev-like lifting process as an extension of Graeffe’s. In
Section 3, we study the numerical stability of both processes. In Section 4,
we recall Cardinal’s algorithm, propose its modification, and analyze its
convergence properties.
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2. CHEBYSHEV-LIKE LIFTING
We will work with a polynomial
p(z) 5 On
i50
pizi 5 pn p
n
j51
(z 2 zj)
of (1) having a degree n, complex coefficients p0 , p1 , . . . , pn , p0pn ? 0,
and zeros z1 , . . . , zn . In this section we introduce an algorithm which,
given the coefficients of p(z), computes the coefficients of a sequence of
polynomials f( j)(z), j 5 0, 1, . . . , of degree n such that f(0)(z) 5 p(z)
and f( j)(z) has zeros z( j)i satisfying the relations:
z(0)i 5 zi , z
( j11)
i 5
1
2 Sz( j)i 1 1z( j)i D ,
(11)
i 5 1, . . . , n, j 5 0, 1, . . . .
This algorithm is an extension of Graeffe’s algorithm of (9), where the
zeros of the sequence of the generated polynomials satisfy the relation
z( j11)i 5 (z
( j)
i )2 [cf. (9), (10)].
Let pR(z) 5 znp(z21) 5 o
n
i50 pn2izi denote the reverse polynomial of p(z)
and consider the polynomial of degree 2n, q(z) 5 p(z)pR(z) 5 o
2n
i50 qizi.
Since q(z) 5 q(z21), it follows that qi 5 q2n2i , i 5 0, 1, . . . , n. Therefore,
we have
p(z)p(z21) 5 On
i50
qi(zi 1 z2i). (12)
Let us define t 5 z 1 z21, ci(t) 5 zi 1 z2i. We have the following result.
PROPOSITION 2.1. The functions ci(t) 5 zi 1 z2i are monic polynomials
in t that satisfy the following Chebyshev-like relations:
c0(t) 5 2,
c1(t) 5 t, (13)
ci11(t) 5 tci(t) 2 ci21(t), i 5 1, 2, . . . .
Proof. Proceed by induction on i. For i 5 0, 1, the result is trivial. To ex-
tend it from i to i 1 1, observe that tci(t) 2 ci21(t) 5 (z 1 z21)(zi 1 z2i) 2 zi21 2
z12i 5 zi11 1 z2i21. Q.E.D.
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The substitution of x 5 (z 1 z21)/2 into Eq. (12) leads to a new polynomial
of degree n,
pˆ(x) 5 p(z)p(z21) 5 On
i50
qici(2x), x 5
z 1 z21
2
5
t
2
, (14)
whose zeros are xi 5 (zi 1 z21i )/2, i 5 1, . . . , n.
Below we describe an algorithm for the computation of the coefficients
of the polynomial pˆ(x) given the coefficients of p(z). We will call this
algorithm Chebyshev-like lifting because of involving the Chebyshev-like
transformation (11). We will assume, for simplicity, that n is a power of 2;
otherwise, we may replace g2n by g2N , where N 5 2h, h 5 log2 n.
ALGORITHM 2.1. Chebyshev-like lifting.
Input. Degree n and the coefficients p0 , . . . , pn of the polynomial p(x)
of Eq. (1) having zeros z1 , . . . , zn .
Output. The coefficients pˆ0 , . . . , pˆn of the polynomial pˆ(x) of Eq.
(14), whose zeros are (zi 1 z21i )/2, i 5 1, . . . , n.
Computation.
1. Compute the values ai 5 p(gi2n), for i 5 0, . . . , 2n 2 1, where
g2n 5 exp(2fÏ21/(2n)) is a primitive 2nth root of 1.
2. Compute the values bi 5 aia2n2i , i 5 0, . . . , n 2 1, which the
function p(z)p(z21) takes on at the 2nth roots of 1. These values coincide
with the values that the polynomial pˆ(x) of (14) takes on at the points
xi 5 (gi2n 1 g2i2n)/2 5 cos(fi/n), i 5 0, . . . , n 2 1.
3. Recover the coefficients of pˆ(x) by interpolating the values bi at
the (Chebyshev-like) points cos(fi/n), i 5 0, . . . , n 2 1.
The computation performed by Algorithm 2.1 is reduced to computing a
discrete Fourier transform (DFT) of order 2n at stage 1 (with FFT this
cost is 3n log(2n) ops), to computing n products of n pairs of complex
numbers at stage 2, and finally, to solving an interpolation problem at the
Chebyshev points at stage 3.
For the latter computation the algorithm of [8] can be used; it performs
at the cost of O(n log2 n) ops.
Algorithm 2.1 can be used in order to generate a sequence of monic
polynomials f( j)(z) having zeros z( j)i such that (11) holds.
ALGORITHM 2.2.
Input. Degree n and the coefficients p0 , . . . , pn , p0pn ? 0, of the
polynomial p(x) of (1) having zeros zi , i 5 1, . . . , n; the number m of
intended recursive steps.
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Output. The coefficients of the monic polynomials f( j)(x), j 5 1, 2,
. . . , m, having zeros z( j)i defined by (11).
Computation.
Initialization. f(0)(z) 5 p(z)/pn .
1. For j 5 1, 2, . . . , m, apply Algorithm 2.1 to the polynomials
f( j)(x) and normalize the result of each application by dividing the output
polynomial pˆ(x) of Algorithm 2.1 by its leading coefficient pˆn ; i.e., compute
f( j11)(x) 5 pˆ(x)/pˆn .
The function
s(z) 5
z 1 z21
2
, (15)
which relates the zeros of the polynomials of the sequence f( j)(x), is known
in the literature as the square root iteration function [4] or the matrix sign
function [13]. It is possible to prove that the sequence hw( j)jj50,1,... , such that
w( j11) 5 s(w( j)), satisfies the property:
if re w(0) . 0, then uw( j) 2 1u , 2r
2 j
1 2 r2
j , where r 5 Uw(0) 2 1w(0) 1 1U ;
if re w(0) , 0, then uw( j) 1 1u , 2r
2 j
1 2 r2
j , where r 5 Uw(0) 1 1w(0) 2 1U .
This implies that if p(z) has k zeros with positive real parts and n 2 k
zeros with negative real parts, then the sequence f( j) 5 f( j)(x) converges
to the polynomial (x 2 1)k(x 1 1)n2k. Moreover, if r , As, the sequence
converges quadratically right from the start. As a consequence of this fact,
we find that, unlike the monic polynomials generated by Graeffe’s iteration,
the coefficients of the polynomials f( j)(x) have moduli bounded indepen-
dently of j. Moreover, it is easy to prove that for the limiting polynomial
p(x) 5 (x 2 1)k(x 1 1)n2k it holds that ip(x)i , 2n, whereas for the monic
polynomial f( j)(x) generated by Graeffe’s iteration, the sequence if( j)(x)i
may grow double exponentially to 1y. Consider, for instance, the case
where p(x) 5 x2 1 ax 1 1, a $ 3. Then, for the sequence of f( j)(x), we
have f( j)(x) 5 x2 1 ajx 1 1, aj11 5 2 2 a2j , whence, uaju . 22
j
.
The convergence property of the polynomials generated by the Chebys-
hev-like process is used in Section 4 in order to compute a factorization of
the polynomial p(x).
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Observe that after sufficiently many iteration steps of Algorithm 2.2, the
polynomial f( j)(x) has well-separated zeros, i.e., k of them belong to a disc
centered in 1 and having ‘‘moderately small’’ radius, and n 2 k of them
belong to a disc centered in 21 and having ‘‘moderately small’’ radius.
This will allow us to approximate a factor of the polynomial f( j)(x), from
which we will recover a factor of f( j21)(x). By means of a recursive descend-
ing technique, we will arrive at an approximation of a factor of p(z).
3. NUMERICAL ANALYSIS OF CHEBYSHEV-LIKE LIFTING AND ITS
COMPARISON WITH GRAEFFE’S LIFTING
Observe that the computation at stages 1 and 2 of Algorithm 2.1 is
numerically stable, whereas the interpolation at the Chebyshev-like points
cos(fi/n), i 5 0, . . . , n 2 1, at stage 3 may require computations with a
higher precision. In order to estimate the working precision needed to
guarantee an output relative error less than «, let us first analyze the
conditioning of the transformation that associates the coeffcients of p˜ with
the coefficients of p assuming (as in the introduction) the polynomial norm
ia(z)i 5 iai 5 oni50 uaiu , for a(z) 5 o
n
i50 aizi. We recall that ia(z)b(z)i #
ia(z)i ? ib(z)i, where the equality is reached, say, for a(z) 5 zk. Furthermore,
we recall the following result (see e.g. [14]).
PROPOSITION 3.1.
212n p
k
i51
i fi(x)i # Ipk
i51
fi(x)I# pk
i51
i fi(x)i
for any n-tuple of polynomials fi(x), whose degrees sum to n.
Now, we will slightly change the coefficients of the polynomial p(z) by
introducing a relative perturbation dp(z) such that
(16)idp(z)i # «ip(z)i,
and we will estimate the norm of the consequent change dpˆ(z) of the
polynomial pˆ(z).
By using the equations pˆ(x) 1 dpˆ(x) 5 (p(z) 1 dp(z))(p(z21) 1
dp(z21)) 5 oni50 (qi 1 dqi)ci(2x) and (14), we find that dpˆ(x) 5 o
n
i50 dqi ? ci(2x)
and oni50 udqiu # 2ipi ? idpi 1 O(«2) # 2«ipi2 1 O(«2), whence we obtain
that, up to within O(«2) terms,
idpˆ(x)i # «ipˆ(x)i
2ip(z)i2 ? icn(2x)i
ipˆ(x)i
. (17)
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Now, observe that c0 5 c1 5 2 and deduce from Proposition 2.1 that
ci 5 ici(2x)i satisfy the recurrence relation ci11 5 2ci 1 ci21 . Therefore,
ci 5 (1 1 Ï2)i 1 (1 2 Ï2)i , 1.1(1 1 Ï2)i. Substitute this bound for
i 5 n into (17) to yield the bound
idpˆ(x)i # «ipˆ(x)i
2.2ip(z)i2 ? (1 1 Ï2)n
ipˆ(x)i
. (18)
Therefore, the values
cond(R)C (p) 5 2.2
ip(z)i2
ipˆ(x)i
(1 1 Ï2)n, cond(A)C (p) 5 2.2ip(z)i ? (1 1 Ï2)n
(19)
can be used as the condition numbers of a single step of the Chebyshev-
like lifting process, expressed in terms of the relative and the absolute error
norms, respectively; that is, these two values are the upper estimates for
how much the output will change with respect to a relative perturbation
and an absolute perturbation of the input, respectively.
A similar analysis, performed for Graeffe’s iteration, leads to the follow-
ing estimates for the condition numbers, cond(R)G and cond
(A)
G , of a single
Graeffe step, expressed in terms of relative and absolute error norm, respec-
tively:
cond(R)G 5 2
ip(z)i2
ip˜(x)i
, cond(A)G 5 2ip(z)i, (20)
where p˜(x) is the polynomial obtained in a single step of Graeffe’s iteration.
At the first glance, comparison of cond(A)G and cond
(A)
C may suggest that
the Chebyshev-like lifting is numerically less stable than Graeffe’s in the
absolute error norm. Indeed, according to the cited estimates, the former
lifting requires O(n) more bits of the input (and computational) precision
in order to keep the same output precision, due to the extra factor
2.2(1 1 Ï2)n.
In fact, recursive application of Graeffe’s lifting and Chebyshev-like
lifting produces two different sequences of polynomials p(x), and bounds
on their norm become more crucial than the latter factor. As a result, the
conclusion stated above is reversed in the case where one recursively applies
Chebyshev-like lifting and Graeffe iteration, say, in order to approximate
a factor of p(x) (cf. [11]). In fact, as we already pointed out, the sequence
of polynomials f(i) generated by the Graeffe iteration (9) is such that
SPLITTING A POLYNOMIAL 503
condAG(f(i)) tends double exponentially to infinity, whereas condAC(fˆ(i)) is
bounded for the sequence fˆ(i) generated by the Chebyshev-like lifting.
The situation is different for the relative error norm. For comparison in
terms of relative error norm, we first observe that a crucial role is played
by the quantities ip(z)i2/ip˜(x)i and ip(z)i2/ipˆ(x)i.
We have the following results.
PROPOSITION 3.2. Let p˜(x) be the polynomial obtained after one step of
Graeffe’s iteration applied to a monic polynomial p(z). Then ip(z)i2/
ip˜(x)i # 22n21.
Proof. We have
p(x) 5 p
n
i51
(x 2 zi), p˜(x) 5 p
n
i51
(x 2 z2i ). (21)
Apply Proposition 3.1 to fi(x) 5 x 2 zi , i 5 1, . . . , n, k 5 n, combine it
with (20), and obtain that
ip(x)i2
ip˜(x)i
5
iPni51 (x 2 zi)i2
iPni51 (x 2 z2i )i
#
Pni51 ix 2 zii2
212n Pni51 ix 2 z21i
5 2n21 p
n
i51
(1 1 uziu)2
1 1 uziu2
.
Observe that (1 1 a)2/(1 1 a2) 5 1 1 2a/(1 1 a2) # 2 for any nonnegative
a, in particular, for a 5 uziu for all i. Therefore, P
n
i51 ((1 1 uziu2/(1 1
uziu2)) # 2n, and we obtain the desired upper bound ip(x)i2/ip˜(x)i # 22n21.
Q.E.D.
A similar bound can be deduced for the ratio ip(x)i/ipˆ(x)i, where pˆ(x)
is the polynomial generated by a single step of Chebyshev-like lifting. In
order to do this, we have to prove a preliminary result.
Let T 5 (ti,j) be the (n 1 1) 3 (n 1 1) upper triangular matrix whose
entry in the (i, j)th position is the coefficient of xi of the polynomial cj(2x),
for i, j 5 0, . . . , n. With this notation, we may rewrite an equation of (14)
in the matrix form as
Tq 5 pˆ, where q 5 3
q0
q1
.
..
qn
4 , pˆ 5 3
pˆ0
pˆ1
.
..
pˆn
4 ,
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[compare (12)], whence we obtain that iqi # iT 21i ? ipˆi, where the matrix
norm is the customary 1-norm induced by the vector norm i ? i and where
iqi 5 oni50 uqiu, ipˆi 5 o
n
i50 upˆiu. This provides the following lower bound
on ipˆi:
ipˆi $ iqi/iT 21i. (22)
On the other hand, the norm of the matrix T 21 is bounded as follows.
PROPOSITION 3.3. iT 21i , 1.
Proof. Let CT 5 D21T, where D 5 diag(1, 2, 22, . . . , 2n21). The entries
ci,j of C satisfy the following relations:
ci,j 5 0, where i , j, j 5 21 (for all i), or i 1 j is odd,
ci,j 5 ci21,j21 2 ci22,j , where i . j $ 0 and i 1 j is even,
c0,0 5 2, ci,i 5 1, i 5 1, 2, . . . .
It can be verified by induction that the inverse of this matrix, E 5 C21, has
the entries
ei,j 5H( i(i2j)/2) for j . 0,
As( ii/2) for j 5 0,
where (i0) 5 1 and (it) 5 0 unless simultaneously i $ 0 and t is a nonnegative
integer. We immediately observe that iT 21i 5 iE TD21i # maxi o
i
j50
ei,j22i , maxi S22i oij50 S ii2j
2
DD , maxi(22i oik50 (ik)). Therefore, iT 21i # 1
since oik50 (ik) 5 2i. Q.E.D.
Inequality (22) and Proposition 3.3 together imply that ipˆ(x)i $ iqi, and
the following result holds.
PROPOSITION 3.4. Let pˆ(x) be the polynomial obtained in one Chebyshev-
like step applied to the monic polynomial p(z). Then, we have ip(z)i2/
upˆ(x)i # 22n21ip(z)i.
Proof. Since q(x) 5 p(x)pR(x) and q 5 (q0 , . . . , qn)T, we deduce from
(12) that iq(x)i 5 2iqi. Therefore, we have ip(x)i2/ipˆ(x)i # 2ip(x)i2/iq(x)i.
Moreover, we have q(x) 5 p0 P
n
i51 (x 2 zi)(xzi 2 1). By using Proposition
3.1, we obtain that
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ip(x)i2/iq(x)i #
P ix 2 zii2
212n P ix 2 zii ? ixzi 2 1i
5 22n21. Q.E.D.
A different lower bound on iqi can be obtained in the following way.
Once again, we make use of matrix notations and write the relation
q(z) 5 p(z)p(z21) as follows:
3
q0
q1
.
..
q1
q0
453
p0
p1 p0
.
..
...
...
pn ? ? ? p1 p0
...
... p1
... .
..
pn
43
pn
pn21
.
..
p1
p0
4 . (23)
Here and hereafter, we assume that blank areas in the matrices are filled
with zeros. Since we also assume p0pn ? 0, we deduce from (23) that
3
pn
pn21
.
..
p0
45 3
p0
p1 p0
.
..
...
...
pn ? ? ? p1 p0
4
21
3
q0
q1
.
..
qn
4 ,
3
pn
pn21
.
..
p0
45 3
pn pn21 ? ? ? p0
pn
... .
..
... pn21
pn
4
21
3
qn
qn21
.
..
q0
4 ,
whence we obtain the bound
iqi $ ipi/minhiT1i21, iT2i21j, (24)
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where
T1 5 T1(p) 5 3
p0
.
..
...
pn ? ? ? p0
4 ,
(25)
T2 5 T2(p) 5 3
pn ? ? ? p0
... .
..
pn
4 .
Now, from (22) and (24) we deduce that
ip(x)i
ipˆ(x)i
# minhiT 211 i, iT 212 ij.
Observe that
iT 211 (p)i 5 ipR(x)21 mod xn11i, iT 212 (p)i 5 ip(x)21 mod xn11i,
so that the bounds (19) and (20) can be restated in terms of ip(x)i, ip(x)21
mod xn11i, and ipR(x)21 mod xn11i.
4. NUMERICAL COMPUTATION OF A FACTOR
Assume that the polynomial p(z) of (1) satisfies (7) with r , Ag, 5 , R,
that is, the annulus A(0, r, R) is R/r-isolated and has an isolation ratio
R/r . 25. This condition can be achieved by means of Graeffe’s process
or by means of the Chebyshev-like lifting of Section 2.
In this section, we will introduce an algorithm for the approximation of
the factors p1(z) 5 Pki51 (z 2 zi) and p2(z) 5 P
n
i5k11 (z 2 zi) of p(z), where
uziu , r , Ag, i 5 1, . . . , k
(26)
uziu . R . 5, i 5 k 1 1, . . . , n,
based on Cardinal’s technique [2]. Unlike the algorithm based on Graeffe’s
iteration, the new algorithm does not lead to any large growth of the
coefficients of the intermediate polynomials and keeps the same complexity
bounds and good properties of numerical stability in the fixed precision
representation.
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Consider the transformation x R z 5 ((x 1 1)/(x 2 1)), which maps the
left half-plane bounded by the imaginary axis into the unit circle of the
complex plane (and also vice versa), and define the transformed polynomial
p˜(x) 5 p(z)(x 2 1)n of degree n. The zeros of p˜(x) are clearly given by
xi 5 (zi 1 1)/(zi 2 1), for i 5 1, . . . , n. Therefore, due to (26), we have
uxi 1 1u , As for i 5 1, . . . , k; uxi 2 1u , As, for i 5 k 1 1, . . . , n. With
this property, the iteration with the matrix sign function, used in [2] in
order to approximate two factors of a polynomial, is particularly suitable
for approximating the two factors p1(x) and p2(x) of the original polyno-
mial p(x).
Let us recall Cardinal’s extension of the Sebastiao e Silva algorithm to
simultaneous approximation of all the n zeros of p˜(x). Let
s(x) 5
1
2 Sx 1 1xD
be the matrix sign function of [13], [4] having 1 and 21 as its quadratically
attractive fixed points, i.e., such that s(1) 5 1, s(21) 5 21, s9(1) 5
s9(21) 5 0. This function naturally introduces the functional iteration
wi11 5 s(wi),
which is convergent for any starting value w0 not lying on the imaginary
axis. Furthermore, limiRy wi 5 1 if re w0 . 0, limiRy wi 5 21 if re w0 , 0.
More precisely, it is easy to prove that if re wi . 0, then uwi 2
1u , 2r2
n
/(1 2 r2
n
), where r 5 u(w0 2 1)/(w0 1 1)u. Similarly, if re wi , 0,
then uwi 1 1u , 2r2
n
/(1 2 r2
n
), where r 5 u(w0 1 1)/(w0 2 1)u.
Observe also that if uw0 2 1u , As, then r , Ad, and analogously, if uw0 1
1u , As, then r , Ad.
The iteration
f0(x) 5 x,
(27)
fi11(x) 5 (fi(x) 1 1/fi(x)) mod p(x), i 5 0, 1, . . . ,
provides a sequence of polynomials that quadratically converges to a poly-
nomial f˜(x) such that fˆ(xi) 5 1, i 5 1, . . . , k; fˆ(xi) 5 21, i 5 k 1 1,
. . . , n.
Observe that the polynomial f(z) 5 f˜((z 2 1)/(z 1 1)) is such that
f(zi) 5 1 for i 5 1, . . . , k; f(z) 5 21 for i 5 k 1 1, . . . , n. Therefore,
for the polynomial f1 5 f(z) 2 1, the following relations hold: f1(zi) 5
0 for i 5 1, . . . , k; f1(zi) 5 2, for i 5 k 1 1, . . . , n; whence the polynomial
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GCD( p˜(z), f1(z)) has zeros z1 , . . . , zk . Likewise, GCD( p˜(z), f2(z)) has
zeros zk11 , . . . , zn , where f2 5 f(z) 1 1.
Cardinal’s algorithm is based on the computation of the polynomials
fi(x) of [27] and on the computation of GCD( p˜(z), f1(z)), where f1(z)
is replaced with fi(z) 2 1 for a sufficiently large i. Both of the computations
of fi(x) and of GCD( p˜(z), f1(z)) can be ultimately reduced to performing
operations with Toeplitz-like matrices. In fact, the relations (27) can be
equivalently rewritten as the matrix equations
F0 5 F,
(28)
Fi11 5 (Fi 1 F 21i )/2, i 5 0, 1, . . . ,
where F is the Frobenius matrix associated with the polynomial p˜(x) and
where the Toeplitz-like matrices Fi are such that Fi 5 fi(F). Moreover,
the GCD sought can be recovered from the triangular factorization of
f1(F) (see [2]).
The arithmetic cost of Cardinal’s method is asymptotically low. In fact,
the evaluation of fi(x)21 mod p(x) or, equivalently, of fi(F)21, has an
arithmetic cost O(n log2 n), but no numerically stable algorithms computing
fi(F)21 in O(n log2 n) ops are currently known.
We may, however, overcome such a bottleneck of the method of [2] by
replacing the matrix sign function s(x) 5 (x 1 x21)/2 with suitable polyno-
mial approximations. Numerically stable algorithms that perform this com-
putation at O(n log n) arithmetic cost per iteration are readily available.
Consider, for instance, the following functions:
s1(x) 5 2As(x3 2 3x),
(29)
s2(x) 5 Ak(3x5 2 10x3 1 15x).
Both of the functions of (29) have 1 and 21 as their attractive fixed
points. Moreover, since s91(x) 5 s92(x) 5 s 02(x) 5 0 for x 5 1 or x 5 21, the
sequences generated by means of the functional iterations wi11 5 s1(wi)
and ui11 5 s2(ui) converge to the fixed point with quadratic and cubic
convergence rates, respectively, provided that the starting points, w0 and
u0 , respectively, belong to the basin of attraction.
More precisely, we prove the following result:
PROPOSITION 4.1. Let ei 5 u1 2 wiu if re wi . 0 and let ei 5 u21 2 wiu
if re wi , 0, where wi11 5 s(wi) for s(x) 5 s1(x) or s(x) 5 s2(x). Then, if
e0 , As, we have
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ei # Fg ? (Gk)2
i
for s(x) 5 s1(x),
ei # ÏgdDS ? (ÏaskGD )3
i
for s(x) 5 s2(x).
Proof. For the function s1(x), we have ei11 5 ue2i (wi 1 2)u. Whence, by
induction, we find that ei # Gfe2i21 # Fg ? (Gk)2
i
. For the function s2(x) we have
ei11 5 ue3i (3w2i 1 9wi 1 8)/8u. Whence, by induction, we find that ei #
dsGD e3i21 # ÏgdDS ? (ÏaskGD )3
i
. Q.E.D.
Observe that the condition of Proposition 4.1 is satisfied by the zeros of
the polynomial p˜(x), provided that the splitting annulus A(0, r, R) for p(z)
is such that r , Ag, R . 5.
This suggests replacing the iteration (27) with much more stable itera-
tions, that is, either with the iteration
f0(x) 5 x,
(30)
fi11(x) 5 2 (f3(x) 2 3fi(x))/2 mod p˜(x), i 5 0, 1, . . . ,
which is quadratically convergent, or, analogously, with the iteration
f0(x) 5 x,
fi11(x) 5 2(3f(x)5 2 10fi(x)3 1 15fi(x))/8 mod p˜(x), (31)
i 5 0, 1, . . . ,
which is cubically convergent.
For both iterations (30) and (31) inversion is not needed, and all the
operations are reduced to computing polynomial products modulo p˜(x).
The latter computation is numerically stable and can be reduced to per-
forming few FFTs. Moreover, performing the ith step of the iteration (30)
amounts to a polynomial squaring and a polynomial multiplication modulo
pˆ(x), whereas (31) requires just one more polynomial multiplication, in
order to compute f(x)5 for given f(x)2 and f(x)3.
Now, Cardinal’s method, in its modified polynomial versions (30), (31),
can be used as a tool for approximating a factor of a polynomial p(x) in
the following way.
ALGORITHM 4.1.
1. Transform p(x) into f(z) 5 p((z 2 1)/(z 1 1)).
2. Apply an algorithm supporting Fact 1.2 to f(z).
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3. Estimate the isolation ratios of all the zero-free basic annuli for
splitting f(z) into factors, according to the estimates of stage 2. If there
are several such annuli, choose one, A(0, r, R), where the isolation ratio
is maximum.
4. Scale the variable z, that is, replace z by y 5 zs, for s 5 ÏrR, so
that Rr/s2 5 1, f(0)(y) 5 snf(y/s), which keeps f(0)(y) monic.
5. If R/r $ 25, set h 5 0; otherwise, compute h 5 log21 1 log2(25r/
R) 1 1. Apply h lifting steps (9) to output f(h)(y).
6. Compute the coefficients of the polynomial p˜(x) 5 f(h)((x 2 1)/
(x 1 1)). Apply iteration steps (30) or (31) to p˜(x) until they converge to
two auxiliary polynomials.
7. Recover two factors f˜ (x) and g˜(x) of p˜(x) from the two auxiliary
polynomials by using one of the recovery algorithms of [2].
8. Compute the two approximate factors b(y) 5 f˜ ((1 2 y)/(1 1 y))
and c(y) 5 g˜((1 2 y)/(1 1 y)) of the polynomial f(h)(y).
9. Apply the descending technique of [11] to b(x) and c(x) in order
to approximate the two respective factors of f(0)(y) and then the two factors
of f(z) 5 f(0)(sz). Let b(0)(y) and c(0)(y) denote the two latter factors.
10. Output f (x) 5 b(0)((x 2 1)/(x 1 1)) and g(x) 5 c(0)((x 2 1)/
(x 1 1)) as two approximate factors of p(x).
The initial stages of Algorithm 4.1 can be omitted, and also we
may replace the Chebyshev-like lifting (14) of Algorithm 2.1 by the
Graeffe lifting (9), if a basic annulus for splitting has been given as an
input.
Since the preconditioning stages 1–6 ensure the assumptions r , Ag, R .
5, we have quadratic or cubic convergence of the sequence (30) or (31)
right from the start of stage 7, so that the number of iteration steps is about
the same as under (27). The main advantage of the new modification,
however, is in avoiding divisions used in the iteration (27). Having no
divisions, we perform each iteration of stage 7 by means of a numerically
stable algorithm using O(n log n) ops.
We expect that various heuristics, perhaps, bringing the latter algorithm
closer to Cardinal’s, but still using conformal mappings and iterations (30)
or (31), may substantially improve the practical performance of our algo-
rithm of this section.
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