Manifold mapping optimization with or without true gradients

Introduction
The space-mapping technique [1] allows computationally expensive simulation based optimization procedures to be speeded up through the use of approximate models. In the space mapping literature the so-called fine and coarse models are conceived as mappings from the design space to the space of model responses. The key element is the space mapping function. It reparametrises the coarse model domain in such a way to minimize the discrepancy between the fine and coarse model responses. The composition of the space-mapping function and the coarse model response defines a surrogate for the fine model. Instead of solving the fine model problem directly, space-mapping solves the surrogate optimization problem through a sequence of approximations of the space-mapping function. This in turn defines a sequence of coarse model optimization problems whose solution by definition converges to the space-mapping solution. The computational efficiency of this procedure stems from the fact that it takes less fine model evaluations to converge than it takes to solve the fine model optimization problem. The drawback is that the space-mapping solution does not necessarily coincide with the fine model optimum.
In the manifold-mapping technique [6] , the surrogate model is constructed in such a way that in a neighbourhood of the fine model optimum, the surrogate model response closely ressembles its fine model counterpart. This guarantees that the solutions of the surrogate and fine model optimization problem do coincide. The spacemapping function is replaced by the so-called manifold-mapping function. The latter is an affine transformation between the tangent manifolds of the fine and coarse model image spaces. Manifold-mapping is computationally as efficient as space-mapping. [14] . Different techniques can be used, but manifold mapping, which is the only one proved to converge to the fine model optimum is always using approximated gradients of the fine model since true gradients are not always available.
This paper details the manifold mapping technique and argues that exact gradients can be available more or less easily nowadays. The computational cost of these gradients is generally small compared with that of the fine model, and the convergence of the manifold mapping algorithm is improved. This property will be required in the future when optimization specifications becomes more and more constrained. 
Manifold mapping algorithm
Mathematical background
At each iteration k, the construction of k S is based on tangent planes of coarse and fine model, If the Jacobians are not available, k S can be approximated using C ∆ and F
During the first n iterations, these matrices are not fully describing the tangent planes but are enough to define a search direction until k becomes greater than n .
In order to improve robustness of the approximation k S is defined with a complementary term
Using k S mapping function, an update objective
can be introduced leading to an asymptotically equivalent problem:
In other words, the mapping is transferred from the coarse model to the optimization objectives which leads to an easier algorithm implementation. And by construction
corresponding to the fine model optimum.
A trust region strategy has to be implemented in addition to this algorithm in order to prevent arbitrary large step size
. To prevent manifold mapping from taking such steps, a trust-region stabilization was presented in [10] .
Validation on a simple test case
A first test case has been computed in order to show that algorithm proposed can find good results. The problem is defined by 3 degrees of freedom (X=[x 1 , x 2 , x 3 ]) and an objective function f=||F|| 2 . 
where ij ξ are equal to zero for the fine model, and generated randomly between [-0.1, 0.1] to produce the coarse model.
The objective function has been plotted according the optimization iterations for several space mapping strategies:
-OM : Output Mapping, which is a manifold mapping with the identity matrix for the mapping function S.
The objective update is then
-MM Approx: Manifold mapping using a tangent plane approximation for C ∆ and F ∆ .
-MM Approx without SVD: Manifold mapping using a tangent plane approximation without correction :
-MM Approx trust: Trust Region manifold mapping in order to ensure convergence.
-MM Exact: Manifold mapping using true gradients.
-MM Exact Trust: Trust Region manifold mapping in order to ensure convergence. 
Manifold mapping on a real test case
Device description
Our functional design goal is to produce MEMS based translation to rotation contactless transducer, with a linear law. It can be used for sensors in order to have very sensitive position measurements. -mobile magnet with x-axis translation degree of freedom, -an iron plate with y-axis rotation degree of freedom.
Optımızatıon specıfıcatıons
The objective is to find mobile magnet dimensions in order to obtain a torque as linear as possible. To do this, a least squares objective functional is defined in Equation 5 and 
Fine modeling
For the mobile magnet, a Coulombian equivalent charge approach is used in order to compute magnetic field applied on the ferromagnetic plate. A steady-state Method of Moments (MoM) is applied for the modelling. It consists in the meshed of ferromagnetic bodies along the X, Y and Z axes, with uniform induced magnetized elementary blocks [2] . This method does not require to mesh the air and is particularly efficient for "radiating" systems. The issues with such an integral method are full matrices and computation memory limitation. Fig. 4 . Surface charge method to compute torque when magnetization of each block is known. Fig. 4 shows the magnetization of each block which depends on the external field (H ext produced by field sources such as magnets or conductors) as well as on the field produced by other blocks depending on their own magnetization.
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Block interaction is defined by the interaction matrix (Q in equation 6) : Q is a square matrix of size (3m)x(3m) (m = number of blocks), composed of 3x3 square matrices which represent the magnetic excitation created by a block to an other.
The ferromagnetic material behavior law is defined by nonlinear law, parameterized by the saturation induction and initial permeability of the material. The unknown ferromagnetic magnetizations can then be found by using a Newton-Raphson solver with a relaxation method to ensure convergence.
When magnetizations are known, each block can be seen as a set of parallelepiped magnets (Fig. 4) , in order to compute the magnetic field or force and torque (equation 7) .
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where O is the pivot point where the torque is computed, P ij are barycenter of each block and σ ij there equivalent surface charge derived from their magnetization.
Computation time of this model depends on the number of blocks (see Fig. 5 ). Computation is fast, a good accuracy is reached in less than one minute, but we have always to think about increasing model computation and optimization time if our objective is system simulation and design. 
Coarse modeling
The iron plate is not discretized and global demagnetisation coefficients in 3D space are computed analytically using classical rectangular shapes formulas. Under the assumption that the plate is saturated along the x-axis, the magnetization along z-axis continues to vary linearly. It is then possible to solve explicitly the 2 magnetizations M x and M z in order to compute torque Γ y by equation 8 using the volume of the plate (V plate ) and the external field (H 0 ).
This model is fully analytical and an optimization using its gradients requires less than one second. Then, the number of evaluations of the coarse model will be not significant compared with the fine model evaluations, which is the general assumption for multi-level optimization approaches.
Modeling comparison
A FEM simulation has been done but can not be considered as a reference (just a good approximation) due to the mesh issues for such thin geometries.
Model derivation
As defined in the previous section, several techniques are available in order to compute gradients. For the fine modeling, derivatives have been computed using implicit theorem and an adjoint code [13] leading to a low cost compared to the computation of the magnetization vector itself. This is also due to the fact that no non-linear solving procedure is required, since unknowns of the model are already solved for. Indeed, Fig 5. shows that Jacobian computation is faster than model computation with at least one order of magnitude, and nearly two order for high blocks number. One of the key points of our paper is then to highlight the fact that using exact Jacobian of numerical model is realistic. Approximating the Jacobian sequentially during the optimization process is a free operation, but at the price of a higher fine model evaluation number. Giving the mathematical proof of that is not within the scope of this paper which only gives evidence of the fact that for a realistic problem, the use of true gradients is beneficial. For the coarse model which is essentially based on analytical equations, a simple derivation has been done automatically using CADES framework. The torque gradient with respect to the magnet position is plotted in Fig. 9 . 
Optimization results
Each model optimization is performed by IPopt 2 , an Interior Point algorithm using true gradients and a successive approximation of the Hessian. A direct optimization has been performed using the fine model and its gradients in order to get a reference solution. The initial solution is provided by the coarse model optimal solution. A good solution has been found after 20 iterations, which means 20 fine model computations and 20 Jacobian computations which represent a high cost.
Simple output mapping convergence is good and the algorithm is stopped after 8 iterations. But it might fail to converge to the fine model optimal solution. Indeed, any interaction between variables in this mapping is missing.
Regarding Manifold Mapping, both true gradients and approximated ones need a trust region adaptation. Indeed the problem is very sensible and original algorithms failed. Default trust region parameters given in [5] have been used. MM using true gradients converges with the highest speed. The consequence is a bouncing effect because it overcomes the target and has to return slower. This can be improved by trust region parameters modification (default values are used). level of value and generally with the same elements sign. Our approximation is based on the previous steps but if steps are in the same direction, the gradients are not really well identified. This approximation has to be improved in order to have a robust algorithm.
Conclusions
In this work, several variants of the manifold mapping technique have been compared. Results on a realistic test case show that the use of exact gradients allows to convergence to more accurate solutions than reached by gradient approximations. These accurate solutions are reached three times faster than an interior algorithm iterating solely on the fine model. This kind of multi-level optimization requires both fine and coarse model to be available. Many models are created by designers from the early design stage to the fine specification of the product. They can be capitalized and reused more optimally, using such optimization techniques. There is also another way, which is to build the coarse model from the fine one. It can be done using numerical precision tuning, like the number of blocks in our modelling method. Or, it can be built automatically using design of experiments and response surface methodologies.
