This paper builds on the work presented at the ECDL 2006 in automated genre classification as a step toward automating metadata extraction from digital documents for ingest into digital repositories such as those run by archives, libraries and eprint services (Kim & Ross, 2006b ). We have previously proposed dividing features of a document into five types (features for visual layout, language model features, stylometric features, features for semantic structure, and contextual features as an object linked to previously classified objects and other external sources) and have examined visual and language model features. The current paper compares results from testing classifiers based on image and stylometric features in a binary classification to show that certain genres have strong image features which enable effective separation of documents belonging to the genre from a large pool of other documents.
The variety of definitions adopted by these researchers illustrates a confused interplay of two notions: one of structure and one of function. Structure is defined by the visual layout and is expected to be distinguishable mostly by measurable features such as amount of white space; the length of the document, sentences, or words; and, the presence or absence and location of headers, delimiters, images, or links. Function, on the other hand, is defined by the intended role of the document and is expected to be characterised mostly by linguistic models and semantic analyses of the documents. The two notions are closely linked together by medium, process or event. For example, a scientific research article is usually sructured so that a title is present on the first page followed by author, affiliation, a body of text consisting of sections, and finally a list of references. It has the function of communicating, arguing or describing research. The interrelationship of structure and function are represented by the formatting requirements of journals or conventions in the community or event for which the document was created. The requirements and conventions evolve to optimise the communicative intentionality within the context; other communities or events may find different structures of documents to optimise the same function. Just as biologists study DNA as the building blocks of living organisms to understand the classes into which they have evolved within their environment, it seems important to identify documents by their structure and their function separately as building blocks to infer their genre class within a standardised schema. We seek to be able to achieve this by a full analysis of five document feature types: image features, syntactic features, stylistic features, semantic structure, and domain knowledge features. We aim to build a system which models the five feature sets for a schema of approximately seventy genres (Table 1 ).
The genres in Table 1 are not meant to be static: the schema has been evolving as we develop and incorporate well-structured classification standards and as we become aware of digital genres we had not encountered before or which have just emerged in the digital domain. The experiments in this paper have initially limited the study to the image and stylistic feature sets on the nineteen most prolific genres in our experimental dataset. Along with the results in (Kim & Ross, 2006b) , the results here are intended to be another step towards a full analysis.
The experimental data in this paper is from the pool of 570 PDF (Adobe Acrobat PDF specification, n.d.) files that were sampled randomly from the Internet as described in (Kim & Ross, 2006b) . As explained in (Kim & Ross, 2006b) , by confining the work to studying PDF files, we hope to put a boundary on the problem space, while working with a widely used portable format for digital objects ingested into digital repositories. This paper, along with (Kim & Ross, 2006a , 2006b , is intended to show the promise of combining separate classifiers trained on different types of features for genre classification. Also note that the bottom-up approach of starting from genrespecific extraction may result in several tools which are overly dependent on the structures of the documents in the domain, with no obvious means of interoperability: the top-down approach of creating a tool which looks across genres, to be refined further within the domain, will enable us to avoid this problem. 
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Classifiers
The experiments described in this paper involve the use of six classifiers. Each classifier is defined by one of two feature types and one of three statistical modelling methods. These statiscal methods include Naïve Bayes (NB), Support Vector Machine (SVM) and Random Forest (RF) which are all available with the Weka machine learning toolkit (Witten & Frank, 2005) . The two feature types, to be considered in combination with these three statistical methods, are denoted image features and stylometric features, and are described below.
Image features: this depends on features extracted from the PDF document when handled as an image. It uses the module pdftoppm from XPDF (Noonberg, n.d.) to extract the first page of the document as an image. The resulting image is divided into a sixty-six by sixty-six grid 1 . Then Python's Image Library (PIL) (Python, n.d.; Python Imaging Library, n.d.) is employed to extract pixel values in each region. Each region is given a value of 0 or 1 depending on the amount of non-white pixel values it contains.
Stylometric features: this looks at the frequency of selected words, number of font changes, the difference between the largest font size and smallest font size, length of the document , average length of words, and number of words in the front page of the document. The font information was extracted on the level of words using a modified version of pdftohtml (PDFTOHTML, n.d.), developed by Volker Heydegger at the University of Cologne. The modified version converts a PDF document to a XML file with all the font information for each word in the document. A word list was automatically constructed containing all words which appear in more than half of the files in any one genre from a dataset which had been set aside. For each file, the frequency of each word was recorded as a vector then augmented by length and font information. This paper expresses the view that the image along with the stylistic features will capture the structural elements of genres while the language model combined with the stylistic and semantic features will help to separate documents of distinct functional categories. Involving the image of a document in the classification also enables the management of documents without violating security, maximises the viability of a language-independent tool, frees the process from being solely dependent on textprocessing tools with encoding requirements and problems relating to special characters 2 , and makes the method applicable to paper documents that are digitally imaged (i.e. scanned).
Experiments
There are three main experiments described in this paper:
Clustering experiment: this experiment compared the cluster resolution for two sets of features: the image features and the stylometric features. We grouped the data in nineteen genres into two clusters using the Weka Machine Learning Toolkit's (Witten & Frank, 2005) Estimation-Maximisation algorithm. The purpose was to see how well the files in each genre group into one cluster. The result is expressed in terms of the major percentage of files within each genre which have been grouped into one cluster.
Periodicals versus Thesis: in this experiment, we took documents in the genres Periodicals and Thesis. We used the image features with Naïve Bayes to classify the documents in a 10-fold cross-validation experiment. Table 2 shows the results of the clustering experiment. The key finding in this experiment is that the genres for which image features fail to cluster are the genres for which stylometric features cluster very well. For instance, note that Scientific Research Articles divide half and half into each cluster with no preference when using the visual features while ninety-two percent group into one cluster when using stylometric features. The opposite is true of Periodicals.
Periodicals versus
Results
The results described in Tables 3 and 4 use three standard indices in classification tasks: accuracy, precision and recall. Let N be the total number of documents in the data, N C the number of documents in the dataset which are in class C, T the total number of correctly labelled documents in the dataset independent of the class, TP(C) the number of true positives for class C, and FP(C) the number of false positives for class C. Accuracy is defined to be Table 3 illustrates the result when the dataset was confined to Periodicals and Theses. To check if the high accuracy found in this experiment actually reflects the distinctiveness of image features in periodicals, the experiment was repeated with eighteen additional classes (described in the section "Experiments" above) of nonperiodicals added to Thesis to form a class Non-periodicals. The classifiers based on image showed an overall decrease (c.f. Naïve Bayes performance of Table 4 and  figures in Table 3 ), but the recall rate (indicated in bold-face), with respect to Periodicals, of the image Naïve Bayes classifier is still quite high. The best overall performer is the classifier on stylometric features and SVM, however, the precision of the classifier based on Random Forest with stylometric features is excellent. The recall rates of the classifiers based on stylometric features are consistently poor across all three statistical methods. The results in Tables 2 and 3, indicate that Periodicals and Thesis have strong distinguishing image features in our dataset. The recall of the image Naïve Bayes classifier (Table 4) suggests that the image features of periodicals, though shared by other documents, are more distinctly associated to the genre class peridodicals. The low recall rate of all three stylometric classifiers, with respect to Periodicals, suggest that the characterising stylometric features of periodicals captured by these models do not generalise to other periodicals in our dataset. We have not provided the overall accuracies in Table 4 , because, it is our belief that, on a skewed dataset, in which one class completely overpowers the other class in number, the overall accuracy is of secondary importance as a performance measure. For instance, suppose only one document, in a set of 100 documents, belongs to a predefined class A, and the objective is to construct a system which can automatically locate the document belonging to A. A system which labels all documents as not belonging to A has an overall accuracy of 0.99 as a binary classifier, but does not bring us closer to finding the document of interest. A system which labels thirty of the documents, including the relevant document, as belonging to A, will only have an accuracy of 0.71 but will have narrowed down the search to thirty documents. 
The
Conclusion
The results in (Kim & Ross, 2006b ) and the results in this paper indicate the promise of using many different sets of features to examine characteristics of genre classes. By examining the variation of feature strengths in genre classes, we expect to be able to create a more robust and purposeful system. If documents with different feature strengths are processed for classification by one classifier, the statistical model can be misled by non-distinguishing features. Trained on sufficient data, this is not a problem; the non-distinguishing features will be filtered out as noise. It is, however, very difficult to have sufficient data: for example, in (Kim, 2004) , the CANDC part-ofspeech tagger (Curran & Clark, 2003) , reputed to have performed well elsewhere, was employed to tag words in Astronomy research articles, and shown to tag the term He, the chemical element Helium, as a pronoun for all instances which propagated further errors on subsequent words. Separating features into smaller groups will minimise the impact of such artefacts, by trying to exclude the noise from the start.
Improvement of each classifier in this document can be envisioned by refining the word list compiled to represent stylometric features, extending the scope of the image features to include many pages of the document, and looking at alternative ways to capture the common word frequency and topology of the image. We can also integrate more features for comparison such as that built on the N-gram of part-of-speech tags (tags which denote whether a word is a verb, noun or preposition) or chunk tags (tags indicating noun phrases, verb phrases or prepositional phrases), and features built on counts or patterns of subjective and objective noun phrases (cf. Riloff, Wiebe, & Wilson, 2003) and latent semantic analysis. Later we would also like to examine contextual classifiers built on source information of the document such as the name of the journal or address of the web page, and anchor texts or domain information (e.g. prior probabilities of different genres being found in the designated source).
The longer term aim, once a genre classifier with performance comparable to an average human labeller has been developed, will be to integrate the method with other tools which extract author, title, date, identifier, keywords, language, summarisations and other compositional properties of files within a single genre, and combine the tool with ingest models developed elsewhere.
