Thermal conductivity data were compiled from three international comparisons organized from 1997 to 2014. Measurements were conducted in accordance with standardized test methods (ISO 8302 or ASTM C 177) over a temperature range from 280 K to 320 K. Nine thermal insulating materials (either mineral fiber or expanded polystyrene) were examined covering broad ranges of bulk densities (13 kg · m −3 -200 kg · m −3 ) and thicknesses (13 mm-70 mm). A different set of specimens was utilized for each comparison. Results of this study indicate that, over a 17 year interval, the majority of test data from LNE and NIST agreed to within ±1.0%, or less, for mineral fiber materials and to within ±0.5%, or less, for expanded polystyrene. The long-term variability limit of 1% between the two laboratories is in good agreement with their current measurement uncertainties. Regression coefficients and their standard uncertainties for a straight-line model relating thermal conductivity to temperature from 280 K to 320 K were computed by material and laboratory. Graphical analysis of the data and corresponding fits exhibit consistent behavior by material type between the two laboratories. Sources of measurement variability are addressed.
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Introduction
The derived quantity thermal conductivity is a vital metric for building material energy performance and, consequently, has commercial and environmental importance for energy efficient buildings and associated process equipment. Reliable thermal conductivity data of insulating materials are not only important to architects and engineers but are essential to thermal insulation manufacturers as part of their quality assurance programs and are critical in establishing a fair competitive basis for domestic and international commerce. Over the preceding two decades, National Metrology Institutes (NMIs) have realized substantial progress in assessing the comparability [1] [2] [3] [4] [5] [6] [7] [8] of their thermal conductivity measurements of insulating materials by means of the guardedhot-plate method [9, 10] . During this time, the National Institute of Standards and Technology (NIST) and the Laboratoire national de métrologie et d'essais (LNE) each piloted an international comparison [4] [5] [6] [7] of guardedhot-plate laboratories and have also recently completed a bilateral comparison [8] . As a result, these two NMIs have collectively amassed a valuable and unique dataset of thermal conductivity measurements. The primary goals of this study are twofold: to establish a measurement baseline between guarded-hot-plate facilities at LNE and NIST, and to assess long-term trends in comparability of their thermal conductivity measurements. Recent experience [8] indicates that, by examining comparison data from only two labs, subtle trends in the data become (more) noticeable that, otherwise, are obscured (or hidden) when the same data are analyzed with other laboratory data. Even though the dataset contains data from only two laboratories, the statistical analysis techniques developed in this paper can be applied by guarded-hot-plate facilities at other national standards laboratories for their comparisons. Furthermore, an analysis of the causal factors affecting the test results provides guidance for improved designs in future comparisons.
This paper presents an extensive review of the LNE and NIST thermal conductivity data which are extracted and compiled from three previous comparisons [4] [5] [6] [7] [8] , identified in this paper as Rounds 1-3. The measurement data from the other laboratory participants in Rounds 1 and 2 are not discussed in this paper. Background information on each interlaboratory comparison includes the basic experimental designs, test materials and conditions, guarded-hot-plate equipment used and theory of operation. The compiled data and supplementary information are available, in the form of zipped files, online [11] . Long-term trends for each material are examined by fitting the thermal conductivity data as a function of temperature to a straight-line model. Within-lab effects and systematic differences between labs are assessed using a more sophisticated form of the model. The least squares fit results for each model are examined by graphical techniques. Sources of variability inherent in the measurement process are discussed.
Interlaboratory comparisons
The comparison formats for Rounds 1-3 are illustrated in figure 1. Rounds 1 and 2 (figures 1(a) and (b), respectively) involved multiple participants in which the pilot lab (i.e. coordinating laboratory), situated at the center of the laboratory participants, transferred specimens to the participants as represented by the radial arrows. For the bilateral comparison ( figure 1(c)) , the specimens were initially tested at NIST and subsequently forwarded directly to LNE. Table 1 summarizes the main features of Rounds 1 through 3 including, timetable, number of participating labs, materials, specimens 5 , and technical contacts.
Round 1 (1997-2000)
Round 1 [4, 5] represented an initial assessment of the variability level among four NMI guarded-hot-plate laboratories and one national test laboratory, using multiple specimens of national, regional, and candidate thermal insulation reference materials. A primary goal of the comparison was to define and 'to encourage confidence and credibility in international measurements of different reference materials' [4] . In effect, the participating laboratories represented surrogate consumers; hence, separate specimens of each material were allocated in parallel ( figure 1(a) ), one pair to each laboratory. Since multiple specimens of each material were distributed, there is a potential specimen-to-specimen heterogeneity factor that is not present in the subsequent comparisons (Rounds 2 and 3) where the same specimens were circulated to each lab.
Round 2 (2007-2011)
Round 2 [6, 7] was the first comparison of NMI guarded-hotplate laboratories conducted under the auspices of the Bureau bilateral comparison between LNE and NIST. 5 In this paper, the terms specimen and specimen pair are used interchangeably. A conventional guarded-hot-plate apparatus requires a pair of specimens that, ideally, are (nearly) identical in terms of bulk density, thickness, and lateral dimensions.
International des Poids et Mesures (BIPM) by Working Group 9 (WG9) on Thermophysical Properties. The primary goal of the study was 'to establish the state of the art for thermal conductivity measurements by the guarded hot plate method in the NMIs' [6] . Working Group 9 was established at the 21st session of the Consultative Committee for Thermometry in September 2001 and the first meeting was held in September 2002, where the general conditions for conducting compariso ns among WG9 partners were agreed upon [12] . In Round 2, the same specimens were sequentially circulated among the laboratory participants in a round-robin format (with the exception of Lab 7 which received a special set of specimens as shown in figure 1(b) ). The specimens were prepared by the pilot lab (LNE), transported to the participant by air in flight cases and, at the conclusion of testing, returned to the pilot lab for preparation for the next participant (shown by the double radial arrows in figure 1(b) ). To facilitate the progression, the specimens were circulated from the largest to smallest guarded-hot-plate apparatus. The main objective of a round-robin procedure is to reduce issues of material variability (as potentially introduced in Round 1 by the usage of multiple sets of specimens). A key assumption when using a round-robin design is that specimen properties remain constant over time and location. 2.3. Round 3 (2013 2.3. Round 3 ( -2014 Round 3 was the first bilateral comparison [8] between the guarded-hot-plate facilities at LNE and NIST. The purpose of this collaboration was to directly assess the agreement among test results from the two laboratories. Employing a roundrobin format, only one specimen pair of each material was exchanged directly between the laboratories (from NIST to LNE).
Materials
Collectively, LNE and NIST have studied nine materials from 1997 to 2014. Table 2 organizes the insulation test materials under two broad classifications: either fibrous mineral insulation or expanded polystyrene (EPS). A numeric identification (ID) tag (1) to (9) is assigned to each material. Descriptions with reference material designations 6 , where appropriate, nominal bulk densities (ρ), and specimen thicknesses (L) are provided. Additional technical information on each material is available in [4] [5] [6] [7] [8] .
The test materials were selected for each comparison from available lots of reference materials, candidate reference materials, or from special manufactured batches. A key objective was to utilize materials having long-term stability characteristics and relatively small variations in bulk density within their respective lots. In Round 1, separate specimens of Materials (1) through (4) were allocated to each lab for measurement and, in Rounds 2 and 3, the same specimens of Materials (5) through (9) were transferred directly to each lab under a round-robin format. Lastly, as a consequence of starting each comparison anew, a different set of specimens was utilized for each round.
As evident in table 2, the number of materials under each category is about equal; there are five fibrous and four cellular insulating materials. Within the fibrous group, the test materials had nominal bulk densities of 13 kg · m (2) and (5), were compressible which necessitated the use of rigid spacer stops to mitigate thickness variation effects and thus density changes, during testing. Materials 1 and 5 were tested with spacers. In the case of Material (5), the same set of spacer stops of polyoxymethylene was circulated with the specimen pair. Although specimens of Material (2) and Material (5) were selected from the same lot of material, the test protocol for Material (2) did not specify the usage of spacer stops (perhaps due to an oversight).
The expanded polystyrene foams had bulk densities from 22 kg · m −3 to 38 kg · m −3 and four thicknesses ranging from 13 mm to 70 mm. These materials are rigid under compressive loading and, therefore, spacer stops were not used for the thermal conductivity measurements. The specimen surfaces were machined or sanded to suitable flatness prior to laboratory testing. Materials (4) and (9) were white in color and Materials (6) and (7) were dark gray due to the inclusion of graphite in 6 the manufacturer formulation [6, 7] . As will be shown later, the effective thermal conductivities for Materials (6) and (7) were lower than Materials (4) and (9), presumably because graphite reduces the radiative heat-transfer contribution. Table 3 summarizes the thermal test conditions and the number of measurements conducted for each comparison. Each comparison was organized with a prearranged number of replicate measurements at a fixed mean temperature (T m ) and a set, or multiple sets, of measurements as a function(s) of T m defined as a multi-temperature run. A replicate measurement was intended to be an independent test result, with the specimen pair removed from the apparatus, re-conditioned at ambient conditions, and re-installed in the apparatus. In contrast, a multi-temperature run was a sequence of thermal conductivity observations, each conducted at several temperatures, in which the specimen pair was not removed from the apparatus. The replicate data were collected at a fixed temper ature near ambient, 297.15 K 7 for Round 1 and 296.15 K for Rounds 2 and 3. The multi-temperature data were collected at five temperature levels for Round 1 and at three levels for Rounds 2 and 3. In Round 3, two independent replicate multi-temperature runs were requested, in which the specimen pair was removed and re-installed in the apparatus before the next run.
Test conditions
All tests were conducted with the temperature difference (ΔT) set to 20 K. It is interesting to note that although all rounds used the same ΔT, this was not a planned outcome.
Apparatus
The guarded-hot-plate method is internationally recognized as an authoritative measurement technique for accurate determination of steady state thermal transmission properties of insulating and building materials. Documentary standards ISO 8302 [9] and ASTM C 177 [10] currently specify imprecision ranges of ±2% for measurements near ambient conditions and about ±5% over the operating range of an apparatus. The test method establishes steady-state heat flux through flat slab specimens whose surfaces are in contact with adjacent parallel plates maintained at constant temperatures. The thermal conductivity, λ, is determined from Fourier's heat conduction equation by monitoring the boundary temperatures, specimen heat flux, and thickness. Figure 2 shows the essential features of either a square or circular guarded-hot-plate apparatus designed for operation near ambient temperature conditions. The apparatus is symmetric about the axis indicated. In this depiction, the flat plates are supported horizontally and heat flow (Q) is vertical through the pair of specimens. An acceptable alternative configuration allows for vertically supported plates and horizontal heat flow. In the standard double sided mode of operation, the two cold plates are maintained at equivalent temperatures (T c1 and T c2 ) less than the temperature (T h ) of the electrically heated guarded-hot-plate. The specimen pair (denoted 1 and 2 in figure 2), each of which has nearly the same density, size and thickness, is placed on each surface of the guarded hot plate and clamped securely by the cold plates. The guarded hot plate and the cold plates provide constant-temperature boundary conditions (T h , T c1 , and T c2 , respectively) to the specimen surfaces. The plate temperatures are generally measured with permanently mounted sensors. With proper guarding, lateral heat flows at the guard gap (Q g ) and at the plate perimeter (Q e ) are reduced to negligible proportions and, under steady-state conditions, the apparatus effectively provides 1D heat flow (Q) normal to the meter area (A) of the specimen pair. For apparatus operating near room temperature, a secondary guard (not shown in figure 2 ) consisting of either edge insulation, cylindrical guards, an enclosed chamber or some combination of these provides a temperature condition near T m .
Under steady-state conditions, equation (1) is the operational definition [13] for the experimental thermal conductivity of the specimen pair (
where Q and A are the specimen heat flow rate and meter area, respectively. The ratio (ΔT/L) 1 is the surface-to-surface temper ature difference (T h − T c1 ) divided by the thickness (L) for Specimen 1 (figure 2). A similar expression (ΔT/L) 2 is used for Specimen 2.
When the temperature differences and the specimen thicknesses are nearly the same, respectively, equation (1), reduces to
where the heat flux q is the heat flow (Q) divided by the meter area (A). In the double-sided mode of operation (figure 2), the thermal transmission properties correspond to a mean temperature T m given by equation (3)
The thermal transmission properties of heat insulators determined from standard test methods [9, 10] typically include several mechanisms of heat transfer, including conduction, radiation, and possibly convection. For that reason, some experimentalists will include the adjective 'apparent' or 'experimental' when describing thermal conductivity of insulating materials. The term thermal conductivity is used for brevity in this paper. Table 4 summarizes the major attributes of the three guarded-hot-plate apparatus utilized by LNE (Apparatus 1) and NIST (Apparatus 2 or 3) in the laboratory compariso ns. All of the apparatus were designed and built in-house for operation in the double-sided mode of operation, that is, measurement of a specimen pair (as opposed to a single specimen). Although the plate sizes, geometries, and support orientations are different, the guard-to-meter aspect ratio is comparable, ranging from 2 to 2.5. Apparatus 1 and 2 ( [14] and [15] , respectively) are designed for operation near room temper ature; Apparatus 3 [16] is designed for an extended temperature range from 90 K to 900 K.
Test data
The 148 extracted data values for Rounds 1-3 are available in tabular form as an online dataset [11] . Each column provides information on the round, lab, apparatus, test data for the thermal conditions, thermal conductivity, and the expanded uncertainty of the thermal conductivity. Values of thermal conductivity and the associated expanded uncertainty include an additional post-decimal digit for comparison purposes. The thermal conductivity data are converted from the source data, when necessary, to units of W · m −1 · K −1 . The expanded uncertainty for each thermal conductivity datum, originally given in relative terms as shown in table 4, has been converted to units of
Analysis
Whereas previous analyses of Rounds 1 and 2 [4] [5] [6] [7] treated replicate and multi-temperature thermal conductivity data separately, this analysis focuses strictly on the slopes of the thermal conductivity as a function of temperature. The first model examines the effect of temperature for each laboratory (yielding 18 fits, two for each material) and attempts to detect the occurrence of an experimental run-to-run effect for each laboratory. The second model fits the pooled data for each material (yielding 9 fits) and examines long-term relative differences between the labs.
Temperature effect
The statistical model assumed for the data on each material measured in each laboratory is
where λ ijkl is the thermal conductivity value measured on the lth independent run measured at the kth temperature by the jth laboratory on the ith material. The parameters α ij and β ij are the intercept and slope for a straight-line model relating thermal conductivity λ to the mean temperature, T m . Each measurement is subject to a random measurement error, ε ijkl , which is assumed to follow a Gaussian distribution with a mean value of zero and an unknown variance of M 2 ij σ that is potentially different for each combination of lab and material.
In addition to random measurement errors ε ijkl , each lab is assumed to have an additional potential random error for each lab and material, γ ijl , which only changes from run to run. This random error is intentionally associated with the intercept term in equation (4) since its presence results in a shift or offset for the entire run (because within-run errors are correlated). An uncertainty of this type could arise, perhaps, from unintended physical differences in the setup procedure each time the same specimen is installed in the apparatus. The run-to-run errors are assumed to follow a Gaussian distribution with a mean value of zero and an unknown variance of R 2 ij σ that is potentially different on each combination of lab and material. In this analysis, a run could either be a single-or multi-temperature setup of the guarded hot plate apparatus. For example, Round 3 is considered to have four runs with regard to the statistical model, two single-temperature runs and two multi-temperature runs (table 3) .
For purposes of comparing laboratory performance strictly on a statistical basis relative to the two sources of random variability assumed to characterize the data, the expanded uncertainties associated with each measurement are not included. As in [8] , those uncertainties are assumed to arise from a potential, unknown systematic error that is specific to each laboratory and material [18] . The potential systematic error, which cannot be observed in the laboratory data without reference to an outside standard, reflects small effects caused by specific equipment or procedures used by each lab, and is an additional source of uncertainty that is typically estimated in the measurement process based on engineering judgment and experience. An objective of this analysis is to ascertain if we can empirically detect, understand, and possibly correct for the cause (or causes) of some of these potential systematic errors. Table 5 summarizes the fit parameters for equation (4) by material and lab. Columns 4 through 7 provide estimates for the intercepts (α ), slopes (β ), and their standard uncertainties. The intercept estimates for the majority of mat erials are, and should be theoretically, near zero (<0.005 W · m −1 · K −1 ) because the kelvin temperature scale is used. The fitted intercept estimates, although reassuring, do not imply linear behavior extrapolated below the minimum temper ature of this study. For Material (1), the estimates of α are an order of magnitude larger, approximately -0.03
and the estimates for β , 2.5 × 10
two times greater than the other materials, due to increased radiative heat transfer in the low density fibrous material. Likewise, estimates of β for cellular Materials (4) and (9) are slightly greater than similar Materials (6) and (7), which Table 5 . Fit parameters for equation (4) . utilized a graphite formulation to reduce radiative heat transfer. The last two columns in prudent to treat each set of data for a particular combination of lab and material as though there could be significant betweenrun uncertainty. Had we been particularly interested in comparing which source of variability was larger, we could have attempted to test this using ANOVA-like hypothesis tests. In this investigation, however, our main concern was to obtain a model that would accurately compare the slopes of the lines at the two labs, so formal tests were not performed to compare the magnitudes of the different sources of random variation.
Graphical analysis
The quality and characteristics of the fits of the model to the data are examined by material type (i.e. fibrous versus cellular) using graphical techniques illustrated in figures 3 and 4. Each plot compares the thermal conductivity (λ) measurements by lab as a function of mean temperature (T m ). In order to best examine the underlying qualitative behavior of the data, the data are purposely plotted on individual scales and without uncertainty bars. (The interested reader is referred to original data sources [4] [5] [6] [7] [8] which include the expanded uncertainties in the graphical analyses.) The data points for LNE and NIST are shown as triangles (red fill) and diamonds (blue fill), respectively. The legend, located in the upper left corner of each plot, identifies the round and material, and the predicted slopes (β ) from table 5. The plots in figures 3 and 4 illustrate clearly the expected strong linear dependence of λ on T m . What is also immediately noteworthy are the distinct data patterns for the fibrous and cellular materials which were first observed clearly in Round 3 [8] .
In figure 3 , the fitted lines appear to be parallel with a small vertical offsets (i.e. displacement) for four of the five fibrous materials (1-3, and 8). In each plot, the LNE data are above, or marginally above ( figure 3(d) ), the NIST data. Although these differences may be statistically significant based only the variability in the data, it is important to state that, from a practical engineering perspective, the differences are within, or well within, the expanded uncertainties of 1% to 1.5% given in table 4 .
In contrast to the parallel regression lines observed in figure 3 , the fitted lines in figure 4 (4), (6) , and (9), respectively. Note that the intersection temperatures are below ambient for Apparatus 1 and 2, (figures 4(a) and (b)) and above ambient for Apparatus 1 and 3 ( figure 4(d) ). For Material (7) ( figure 4(c) ), the intersection of the regression fits appears to occur at a temperature exceeding the range studied in the comparison. For Materials (4) and (9) (white EPS), the NIST slopes are steeper. The result is that the NIST data are above the LNE data at higher temperatures and below the LNE data at lower temperatures. For Materials (6) and (7) (dark gray EPS), the slope data are less discriminatory; for Material (6) , the LNE slope is steeper; and for Material (7), the NIST slope is steeper.
Confidence intervals
The question of whether the slopes of the lines relating temperature and thermal conductivity for each lab are truly different (i.e. the lines are not parallel) was examined by constructing approximate 95% confidence intervals for the differences between slopes for each lab for each material (Δβ = β LNE − β NIST ). The statistical model was fit using a restricted maximum likelihood criterion implemented in the lme4 package [19, 20] of the R statistical computing environment [21] . The software automatically produces parameter estimates (β ) with associated standard uncertainties (u( ) β ), but does not include an assessment of the effective degrees of freedom for each standard uncertainty ( ( ) ν β ) due to the multiple variance components in the model given in equation (4). Therefore, the minimum number of degrees of freedom associated with each individual variance component was used as a conservative value for each standard uncertainty.
The differences between the slopes ( β ∆ ) and their associated standard uncertainties u ( ( )) β ∆ , effective degrees of freedom ( ( ) ν β ), coverage factors (k), and expanded uncertainties U ( ( )) β ∆ were then computed using the methods outlined in [18] . If the resulting approximate 95% confidence interval U( ) β β ∆ ± ∆ does not contain zero, we conclude that there is a statistically significant difference in the two slopes (i.e. Δβ ≠ 0). Table 6 summarizes the results and concludes that the slopes for Materials (4) and (9) (EPS type) are different, while there are no significant differences identified for fibrous materials. As suggested by the plots in figure 4 , the difference in the slopes for Material (6) may also be non-zero, but the results from the fit of the model are too variable relative to the magnitude of the difference to confirm statistically that this is the case.
Long-term measurement performance
As described above, similar materials were, in some cases, utilized in Rounds 1-3 but, in all cases, a different set of specimens was utilized in each round. The net result is that additional variability is probably present in the ensuing data due to the material heterogeneity. In an alternative scenario, distributing the same specimens from round to round over a period of 17 years could introduce variability due to wear or deterioration of the specimens.
The long-term measurement performance of the two labs was assessed by simple regression fits with equation (5) using the pooled (T m and λ exp ) data by material
By pooling the data for each material, run-to-run laboratory variability Rij σ is incorporated as part of the machine (i.e. equipment) effect. The corresponding offset error term γ in equation (4) is set to zero. The resulting nine fits for each material (i.e. nine lines) were used to compute the percentage differences, Δ(λ i ), from the predicted values of thermal conductivity ( i λ ) for each material with equation (6) 100.
The long-term trends in the data for Rounds 1 through 3 were assessed by graphical analysis. Figure 5 plots 148 values of Δ(λ i ) by material on a timeline from 1995 to 2015. For clarity, the ordinate data for each round are intentionally offset along the x-axis. Materials (1) through (4) from Round 1 are plotted as four columns of data centered on the year 1999. Similarly, Materials (5) through (7) from Round 2 are centered on 2007 and Materials (8) and (9) from Round 3 are centered on 2014. The bottom line in the legend identifies the apparatus.
The systematic differences observed in detail in figures 3 and 4 are confirmed in figure 5 . For several materials, the measurements by LNE are above, or slightly above, the NIST measurements. Even so, the large majority of deviations (145 of 148 values) in figure 5 is less than ±1% over a 17 year interval which is quite remarkable taking into account the different operators, equipment, materials, and other technical factors. There are only three values outside the range of ±1%. One value in Round 1 is 1.3% and two values in Round 3 are 1.1% and 1.5%. Even more notable is that 57 of the 60 Δ(λ) values for the four cellular materials are within ±0.5%.
The three values outside this range are from Round 3 and are −0.52%, 0.60%, and 0.63%.
Discussion
The response patterns observed in figures 3 and 4 appear quite consistent over a period of 17 years and are, at least sometimes, too large to be explained by the random variation in the data alone. This variation suggests that the systematic differences depend not only on a particular material type, i.e. fibrous versus cellular, but also on other factors. The cause-and-effect diagram constructed in figure 6 shows six major causalities and identifies several contributory factors that potentially affect λ exp for this collaboration. Notice that the list of contributory factors is not all-inclusive. Four of the major causes including material, procedure, measurement, and equipment are discussed below. Environment factors are excluded from further evaluation because test information was not requested for this factor and, hence, unavailable. The operator factor is also set aside because it would seem unlikely that comparable systematic differences would be observed by multiple operators over a 17 year interval.
Material factor
The laboratory slopes shown in figures 3 and 4 display three distinct behaviors over the temperature range of 280 K-320 K: (i) nearly the same ( figure 3(d) ) which is ideal; (ii) offset and parallel ( figures 3(a), (b), (d) , (e) and 4(c); or, (iii) intersecting (figures 4(a), (b) and (d)). The latter two cases correspond, for the most part, to the type of generic insulating material, either fibrous or expanded polystyrene. Figure 5 reveals that the laboratory differences are notably larger for the fibrous materials, excluding (5), than for expanded polystyrene. The underlying reason why the differences change by material type is not presently understood. De Ponte [22] asked an analogous Table 6 . Approximate 95% confidence intervals for differences in slope between laboratories by material.
Δβ ≠ 0 ID Type Yes Figure 5 . Long-term analysis of data. Materials (1), (2), (3), (5), and (8) are fibrous and Materials (4), (6), (7) , and (9) are cellular. The ordinate data are purposefully offset along the x-axis for clarity. question on how non-isotropic specimens affected imbalance estimates and edge heat losses in the apparatus. Clearly, major differences in the generic materials are their composition and internal structure. A brief description of each material type is presented below.
(a) Fibrous insulations have multiple layers of randomly orientated fibers arranged typically parallel to the long direction of the sheet (i.e. perpendicular to the direction of heat flow in application). The number of layers is controlled for a particular product thickness and bulk density. Fibrous insulations are classified as open celled. Voids between the fibers are finely divided, interconnected, and coupled with the ambient environment at surface interfaces. The material is anisotropic in the fiber direction and, thus, specimens have directional-dependent thermal conductivity properties in the lateral direction. (b) Expanded polystyrene is a closed-cell foam made from preformed polystyrene pellets that are fused together by molding at elevated temperature. Although there are interstitial paths between the fused beads, the cells are physically isolated from each other and from the local environment by a structural polymer matrix. To a first order approximation, EPS foam board is isotropic.
Another potential material factor is related to the specimen compressive strength. A typical guarded-hot-plate test applies a modest clamping pressure of 1 kPa to 2 kPa to establish adequate thermal contact with the surfaces of the specimen (figure 2). Whereas expanded polystyrene is a rigid insulating material, fibrous materials vary from compressible to rigid and, in some cases, semi-rigid depending on their bulk density. To control plate separation during tests of compressible specimens, rigid spacer stops are placed between the hot and cold plates at the specimen perimeter. The usage of rigid spacer stops, especially for Material (5) and also Material (1), improved agreement between the laboratories.
Measurement and procedure factors
From equation (2), the input quantities for λ exp are q (i.e. Q/A), L avg , and ΔT avg . Of these, the adjustable variables are ΔT avg and L avg . The variable q is discussed implicitly as part of equipment (below). From table 3, ΔT avg was fixed at the same setting of 20 K for all tests and is dismissed from further analysis. The input factor L avg was assessed by calculating relative differences Δ(L) for each material by using equation ( 
where L i is the consensus or grand mean of measured thickness for each material. (a) Across all materials, thickness measurements by Apparatus 1 were insensitive to T m and, for Apparatus 2 and 3, the measurements were slightly linearly dependent on T m . Subsequent dialog between LNE and NIST revealed a procedural difference between each laboratory in determining L. For LNE, it was not possible to measure the specimen thickness during tests with Apparatus 1. The specimen thickness was measured at room temperature before and after testing and was assumed constant during the test (the thermal expansion of the tested materials being considered negligible in the investigated temperature range). At NIST, L was measured in situ during testing [15, 16] . The reference datum for the dimensional measurement was reset at ambient conditions prior to each replicate or run using gage blocks or calibrated spheres, which contributed to the 'noisy' within-lab data observed in figures 7 and 8 (and, consequently, to the small scatter in λ exp in figures 3 and 4). (b) Values of Δ(L) decreased from about ±1.0% in Round 1 to ±0.5% or less, in Rounds 2 and 3 over the temperature ranges of interest. The larger variation in Round 1 was due, most likely, to a specimen-to-specimen heterogeneity factor previously described above. (c) The usage of spacer stops improved agreement in Δ(L) for compressible materials. For Material (5), which used the same spacer stops circulated with the specimen, values of Δ(L) were less than ±0.05% and the agreement for λ exp was excellent ( figure 3(d) ).
Although there is a small causal effect between the laboratory differences noted for Δ(L) (figures 7 and 8) and λ exp ( figures 3 and 4) , it is evident the differences in Δ(L) do not fully explain the differences in λ exp . This conclusion is sup- 
Equipment factor
The laboratory responses presented in figures 3 and 4 indicate that the equipment also affects λ exp . For example, the responses of Apparatus 2 and 3 (NIST), when compared with Apparatus 1 (LNE), exhibit similar behaviors for both fibrous and cellular insulating materials. In examining equipment differences, a judicious approach focuses on lateral guarding, Q g and Q e (figure 2), and the effect on the hot plate temperature uniformity (and consequently, the effect on 1D heat flux q). A complete analysis of the equipment is outside the scope of this paper and a brief discussion is given below.
Notice in figure 2 that the thermal imbalance heat flow (Q g ) across the gap consists of two parts: heat flow directly across the gap airspace (equipment effect) and through the specimen in the vicinity of the gap (equipment/material effect). Woodside [23] represented the heat flow per unit thermal imbalance by equation (8)
The term, C 0 , represents the thermal conductance path (W · K −1 ) across the gap and depends on the plate size and gap design 8 . The term, C s , represents the thermal conductance path (W · K −1 ) through the specimen material. The factor 2 accounts for two symmetric specimens. The empirical coefficient c 8 The heat flow across the gap can be estimated theoretically by considering design factors such as the gap width, plate thickness, and gap emittance. Instrumentation temperature sensors and heater wires are also non-negligible thermal conductors and the number, diameters, and compositions must be considered. For physically isolated meter plates supported by metallic or non-metallic bridges, the bridges themselves are the dominant heat-transfer mechanism. For plates with continuous support insulation across the guard gap, the lateral heat flow is distributed across the gap. depends on the plate size, gap width, and specimen thickness [23, 24] .
Pham [25, 26] extended Woodside's theoretical analysis [27] of the thermal imbalance error to circular plates and square plates (excluding corner effects) and derived equation (9) to predict the relative error in λ exp due to imbalance heat flow through anisotropic specimens.
It is clearly evident from equation (9) that e s depends on the design of the apparatus and the specimen, specifically thickness L and the anisotropic thermal conductivity ratio (λ r /λ z ). Accurate measurement of δT is critical for proper operation of a guarded-hot-plate. De Ponte [24] states 'Experience shows that in order to get sufficiently small errors (1-2%) the unbalance must be contained within a few hundredths of degree centigrade or less'. Typically, local temperature profiles are sampled with a limited number of thermopile junctions (or other types of temperature sensors) carefully located along the gap. Even with precise digital controllers, however, the measured value for δT is not exactly equal to zero. There is always a very small offset present during measurement which, as shown in equation (9) , affects the measured thermal conductivity.
A second type of heat loss error involves measurement uncertainties due to edge effects (Q e , figure 2) at temperatures (far-)removed from ambient conditions or from greater specimen thicknesses, or both. Ziebland [28] observed (and corrected for) the presence of lateral heat transmission and its effect on measured values of thermal conductivity due to differences between T m and the ambient temperature. In this collaboration, however, the temperatures are modest by comparison (280 K-320 K versus 170 K-370 K in [28] ), and the apparatus are considered well-guarded utilizing edge guards to mitigate that effects of edge heat transmission (table 4) at temperatures near ambient.
Peavy and Rennex [29] derived an edge effect model for circular and square geometries with anisotropic specimens and presented their results graphically as a function of parametrical sensitivities. The model indicated that when the ambient air temperature T a was equal to the mean temperature T m , there was a small potential edge effect (as shown earlier by Orr [30] experimentally). For this collaboration, even at the maximum thickness of 70 mm in Round 2 (table 2), the potential offset predicted by Peavy's edge effect model [29] was considered negligible for both Apparatus 1 and 2. In short, the most likely factors affecting the laboratory behavior observed in figures 3 and 4 are related to the specimen material composition (more specifically, anisotropic thermal conductivity properties), equipment design (see table 4) , and their interaction during testing. The specimen material type (isotropic versus anisotropic) warrants further research to determine the effect on the gap imbalance estimate and edge heat transfer of the apparatus (Q g and Q e , respectively, in figure 2 ). Procedural differences in the measurement of specimen thickness (L) by each laboratory also contributed to the measurement variability of λ exp . For compressible materials, the variability of L was improved by usage of spacer stops; ideally, a mutual set of spacers for all participants. Lastly, there was a specimen specimen-to-specimen heterogeneity factor for Round 1 only due to circulation of multiple sets of specimens.
Conclusions and recommendations
This collaborative study of guarded-hot-plate laboratories at Laboratoire national de métrologie et d'essais (LNE) and the National Institute of Standards and Technology (NIST) demonstrated that, over a 17 year interval, the majority of test data from 280 K to 320 K agreed to within ±1.0%, or less, for mineral fiber materials and to within ±0.5%, or less, for expanded polystyrene. The results represent a benchmark for long-term measurement capabilities and comparability between LNE and NIST for the derived quantity thermal conductivity. The small differences observed between the two laboratories are within their current expanded uncertainties of 1% to 1.5% (k = 2) and, therefore, are an important affirmation of the measurement results provided by these guarded-hot-plate laboratories. Graphical analysis of the thermal conductivity versus temperature data from 280 K to 320 K revealed response patterns in the slopes for each laboratory that were quite consistent over the long-term. An assessment of causal factors indicated that the probable sources of measurement variability were due to anisotropic properties of the specimen material connected with variations in equipment design for guarding against lateral heat transfer. The study revealed procedural alternatives between the laboratories in the measurement of specimen thickness that also contributed to the measurement variability.
The results of these comparisons provide beneficial information to NMI laboratories for further improvements in comparison testing among their guarded-hot-plate apparatus. In summary, the smallest levels of variability were attained, as might be expected, for comparisons that employed a roundrobin format (in contrast to a format that circulated multiple specimens). The low variability for expanded polystyrene foam suggests that this material could be considered as a possible check standard for evaluation of time-dependent sources of error. When using compressible materials, the best results were obtained by circulating a set of spacer stops with the specimen. The anisotropic material effect uncovered in this collaboration merits further study. Recommendations for other types of thermal insulating materials include cellular glass, granular corkboard, calcium silicate insulating block, or a non-porous flat slab material such as gum rubber, among others. In future comparisons, laboratory participants should provide auxiliary test data on the gap imbalance and edge guard temperatures, as well as key equipment parameters such as the gap dimensions to assess quantitatively the effect of lateral heat transfer.
