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Abstract
If K is a hyperbolic knot in S3, an algebraic component of its character variety containing one
holonomy of the complete hyperbolic structure of finite volume of S3 \ K is an algebraic curve K.
The traces of the peripheral elements of K define polynomial functions in K, which are related in
pairs by polynomials (peripheral polynomials). These are determined by just two adjacent peripheral
polynomials. The curves defined by the peripheral polynomials are all birationally equivalent to
K, with only one possible exception. The canonical peripheral polynomial relating the trace of the
meridian with the trace of the canonical longitude of K , is a factor of the A-polynomial.
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Let K be a hyperbolic knot in the oriented S3. Let X(G) be the character variety of
representations of G = π1(S3 \ K) into the group SL(2,C). The holonomies of the two
complete hyperbolic structures of finite volume of S3 \ K , which are the same up to ori-
entation, lift to SL(2,C) and its characters belong to X(G). An algebraic component K of
X(G) containing at least one of the above characters will be called here an excellent com-
ponent. The union, U , of the excellent components will be called the excellent curve of K .
That it is in fact a curve was shown in [6]. We shall see that, up to birational isomorphism
and complex conjugation, there is only one excellent component.
In this paper we refine an idea of [5] (compare [11] working with representations in
SU(2,C)). These authors study essentially the projection of X(G) onto an algebraic curve
in C2. The image is defined by the so-called A-polynomial and the projection is defined
using the peripheral structure of K . Here we concentrate our attention on the excellent
curve and we are interested in its projection into C2 defined by all possible 2-systems.
A 2-system E is an ordered set of two simple closed curves meeting transversally in one
point, and contained in the peripheral torus of K , that is the boundary τ of the exterior
E(K) of the knot K .
Each simple closed curve V in τ defines a polynomial function tV :K→ C. And there-
fore E defines a polynomial function tE :K → C2, such that tE(ρ) = (tV1(ρ), tV2(ρ))
where E = (V1,V2) is a given 2-system.
We use an important theorem of Dunfield [8] which states that the map i∗ :K→ X(τ),
fromK into the character variety of the peripheral torus τ , induced by the inclusion i : τ ↪→
E(K) is a birational isomorphism onto its image. (In topological terms this means that it
has degree one.)
We show that the functions tE :K→ C2 are birational isomorphisms onto their images,
for all 2-systems E, with the only possible exception of just one 2-system, for which tE has
degree 2. This case appears when the knot K is an amphicheiral knot and U = K. Then
t(∞,0) :K→ C2 is 2 : 1, where (∞,0) is the canonical 2-system (the canonical meridian-
longitude pair in τ ).
In this way the image of tE in C2 is an irreducible algebraic curve birationally iso-
morphic to K for all E, but possibly one. The irreducible polynomials ℘E defining these
curves we call peripheral polynomials. The polynomial PE defining tE(U) we call total
peripheral polynomials of K , and the map E → PE , for all E, is an important knot invari-
ant in the oriented S3. More than to distinguish knots (which it does), this invariant PE
is important because it contains all the relevant information to understand the geometric
structures of the cone manifolds with underlying space (S3 with Dehn surgery) and singu-
lar set the core of the surgery. For the canonical 2-system (∞,0) the polynomial ℘(∞,0)
gives geometric information on the cone manifold structures of the original knot K in S3
(and therefore, geometric information about their branched coverings). We have studied
this in a series of papers [15–17,19] where limit of hyperbolicity, volume, Chern–Simons
invariants and arithmeticity properties of the cone manifold structures in S3 with singular
set K , were studied and (some of them) defined. The peripheral polynomials can be used
to find analogous results for the more general cone manifold structures with underlying
space the Dehn-surgered S3’s along K (hence for their branched coverings).
H.M. Hilden et al. / Topology and its Applications 150 (2005) 267–288 269Computing these peripheral polynomials involves first to be able to compute X(G) and
to efficiently extract the curve U . This preliminary work has been done in several papers
[13,15,20–22] for some classes of knots. The computation of the peripheral polynomials
is contained in the present paper. We show how to obtain ℘E for any 2-system E, once we
know two peripheral polynomials ℘E1 , ℘E2 , where the 2-systems E1, E2 have one curve
in common.
Finally we consider two illuminating examples: Knots 41 (amphicheiral) and 10139
(non-amphicheiral), where the computations of peripheral polynomials are given.
2. The character variety of a finitely generated group
We are interested in the set of representations of a knot-group π1(S3 \K) into the group
SL(2,C). We start with some remarks, (see [26]; compare [9]).
Let G be a finitely generated group. For a representation ρ :G → SL(2,C) define
χρ :G → C, where χρ(g) is the trace of ρ(g). Two representations ρ and ρ′ are equivalent
if ρ′ = F ◦ ρ, where F is an inner automorphism of SL(2,C). Equivalent representa-
tions define the same character χρ . For each g ∈ G define a function tg :R(G) → C by
tg(ρ) = χρ(g) = tr(ρ(g)), where R(G) is the set of representations ρ :G → SL(2,C).
The ring generated by the set of functions tg , g ∈ G is finitely generated. In fact, let
g1, g2, . . . , gn be a set of generators of G. Denote th, where h = gi1gi2 . . . gim by ti1i2...im .
Then, every tg , g ∈ G, is a polynomial with rational coefficients in the functions
ti , i = 1, . . . , n,
tij , 1 i < j  n,
tijk, 1 i < j < k  n
which, therefore, generate the ring. If we order the n(n2 +5)/6 numbers ti1i2...im(ρ), m 3,
lexicographically, we obtain a point ρ˘ ∈ Cp , p = n(n2 + 5)/6. (Thus, χρ is determined
by ρ˘.) Define X(G) as the locus of all points ρ˘ ∈ Cp . Then X(G) is the locus of zeroes
of a set of polynomials in p variables with rational coefficients (see [6], see also [9]).
Strictly speaking X(G) depends on the choice of generators of G. However, if X′(G) is
defined using a different set of generators, the natural bijection f :X(G) → X′(G) is an
isomorphism between affine varieties (see, for instance, [3, pp. 5 and 237]), that is, each
component of f , and of f−1, is a polynomial with integral coefficients [6, p. 113].
The affine variety X(G), well defined up to isomorphism, is called the character variety
of representations of G in SL(2,C).
Proposition 1. The map sending (x1, x2, . . . , xp) ∈ Cp to (x1, x2, . . . , xp) ∈ Cp induces
an involution J in X(G).
Proof. X(G) is the locus of zeroes of a set of polynomials in p variables with rational
coefficients. 
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Example 2. Let G be the free Abelian group of rank 2: G = |m, l :mlm−1l−1|. X(G) is
the surface
X(G) = {(x, y, z) ∈ C3: x2 + y2 + z2 − xyz− 4 = 0}
where x := tm, y := tl , z := tml are coordinates in C3 (see Fig. 1).
To show this, apply Theorem 3.2 in [9]. Denoting the matrices ρ(m), ρ(l), respectively
by M , L, and using the well-known formulas for the trace of matrices in SL(2,C):
tr(BA) = tr(AB) = tr(A) tr(B)− tr(AB−1), (1)
tr
(
A−1
) = tr(A) (2)
we have:
tr
(
MLM−1L−1
) = tr(ML) tr(M−1L−1)− tr(MLLM),
tr(MMLL) = tr(MML) tr(L)− tr(MM),
tr(MML) = tr(M) tr(ML)− tr(L−1),
tr(MM) = tr(M) tr(M)− 2,
from which it follows that
tr(M)2 + tr(L)2 + tr(ML)2 − tr(M) tr(L) tr(ML)− 4 = 0.
Notation 3.
D(x,y, z) = x2 + y2 + z2 − xyz− 4. (3)
3. The character variety of a knot group and our main problem
Let K be a knot in S3. The 3-sphere S3 will be assumed oriented. The fixed orientation
will be the right-hand screw orientation when we refer to pictures.
Consider the group G = π1(S3 \K,∗) and the character variety X(G) of representations
of G in SL(2,C). Consider a Wirtinger presentation of the knot group
π1
(
S3 \K,∗) = |a1, a2, . . . , an; r1, . . . , rn−1|
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−1
i akai . If
ρ :π1
(
S3 \K,∗) → SL(2,C)
is a representation such that ρ(ai) = Ai , then ρ′(ai) = −Ai also defines an homomorphism
because of the special form of the relators. Then the involution I of X(G) defined by χρ
χρ′ is a birational isomorphism of X(G) onto itself.
The involution I , just defined, and the involution J given by Proposition 1 generate an
action of the Klein group {1, I, J, I ◦ J } in X(G).
Assume now that K is a hyperbolic knot in S3. Then, the knot group G = π1(S3 \K,∗)
has two faithful and discrete representations in PSL(2,C) up to equivalence (conjugation
in the group PSL(2,C)). These are equal up to complex-conjugation (orientation revers-
ing isometry in hyperbolic 3-space), in accordance with Mostow’s Theorem, since they
are the holonomies of the two complete hyperbolic structures of finite volume of S3 \ K .
They were called excellent representations by Riley [24]. Each one of these two excellent
representations lift to two different representations of G into SL(2,C) whose characters
are related by the involution I ([4, Lemma 1.1]; see [25,6,4]). The four representations
so obtained have therefore characters related by the action of {1, I, J, I ◦ J } in X(G).
These characters are different points of X(G), because the images of a canonical meridian-
longitude pair under any one of these four representations of G into SL(2,C) are parabolic
matrices not both real. These four different characters forming a complete orbit of the
action of {1, I, J, I ◦ J } in X(G) are called the excellent characters.
Any algebraic component of X(G) containing at least one of these four excellent char-
acters will be called an excellent component. The union U of the excellent components will
be called the excellent curve of K , because it has complex dimension 1 (see [25,6,4]). The
group {1, I, J, I ◦ J } acts on U . Therefore there are three possibilities:
(i) U consists of a unique excellent component.
(ii) U consists of two excellent components.
(iii) U consists of four excellent components.
Since the group {1, I, J, I ◦J } acts on U it follows that two given excellent components
are equal up to birational isomorphism and/or complex conjugation. Anyone of them will
be denoted by K.
Remark 4. For most of the knots of Rolfsen table we have computed U , and found that it
consists of a unique excellent component. It is very likely to be a general fact.
Let E(K) be the exterior of K , and denote the torus ∂E(K) by τ . Recall that X(G)
Cp , whose coordinates are the functions {ti , tij , tijk ; 1 i < j < k  n}, corresponding to
a set of generators of G. Let V be a simple closed curve in the torus τ . Assume that the
base point ∗ lies in τ . Then V defines two conjugacy classes of elements of π1(τ,∗) which
correspond to the two orientations of V . Any two elements g and g′ of G, in the union
of these two conjugacy classes, give rise to the same function tV := tg = tg′ :R(G) → C.
Thus tV is a well defined polynomial with rational coefficients in the coordinates of Cp ,
the affine space in which K lies as an irreducible curve.
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Give K an arbitrary orientation. Let M , L be a meridian-longitude pair for K in the (ori-
ented) S3; M is a meridian of K ; and L is nulhomologous in E(K). Thus M , L are simple
closed curves in τ ; both are oriented so that L is parallel to K and the linking number
L(M,K) = L(K,M) in S3 is +1. Then, the simple closed curves in τ are parameterized
by Q + ∞ as follows. A simple closed curve V in τ is homologous to ±(pM + qL),
where p and q are two, relatively prime, integers. The curve V is denoted by the (reduced)
fraction p/q . In this way M = 1/0 = ∞, and L = 0/1 = 0.
We now introduce the concept of an n-system on a surface σ . This, by definition, is a set
of n simple closed mutually non-isotopic curves in σ that cut each other transversally in
one and the same point. If σ is closed and oriented, then n 2g + 1. Thus the torus τ has
1-, 2- and 3-systems that we will denote by letters Vi , Ei , Ti (vertices, edges and triangles,
respectively). Consider the following 1-complex Y : the vertices (respectively edges) of Y
are in one to one correspondence with the 3-systems (respectively 2-systems) of τ . Two
vertices of Y are connected by an edge if and only if the corresponding 3-systems share a
common 2-system. This graph is the dual graph of the tessellation of the hyperbolic 2-plane
(half-plane model) shown in Fig. 2 (compare [10]), which corresponds to the modular
group SL(2,Z).
The vertices of the tessellation correspond to the 1-systems (simple closed curves); the
edges, to the 2-systems Ei ; and the triangles, to the 3-systems Ti .
Remember that for each V ∈ Q + ∞ we have defined a polynomial map with rational
coefficients tV :Cp → C. We denote tV |U :U → C with the same symbol tV . If E is a
2-system {V1,V2} we will assume the pair {V1,V2} ordered according to the orientation
indicated in Fig. 2 (from ∞ to 0). Thus E = (V1,V2) is an ordered pair of 1-systems. (This
is only a technical convention.)
Let E = (V1,V2) be a 2-system. There is a polynomial map tE :U → C2, given by
tE(χρ) = (tV1(χρ), tV2(χρ)), where χρ ∈ U .
Similarly, if T = {V1,V2,V3} is a 3-system, denote by tT :U → C3 the polynomial map
defined by tT (χρ) = (tV1(χρ), tV2(χρ), tV3(χρ)), where χρ ∈ U .
Definition and Notation 5. The image of an excellent componentK under tE (respectively
tT ) is an irreducible algebraic curve in C2 (respectively C3) which we will denote by KE
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is an algebraic curve in C2 (respectively C3) which we will denote by UE (respectively
UT ). In C2 (respectively C3) we will take coordinates (v1, v2) (respectively (v1, v2, v3)).
In this way KE (respectively KT ) is defined by an ideal IE(K)  C[v1, v2] (respectively
IT (K)  C[v1, v2, v3]). The ideal IE(K) is generated (up to units) by some irreducible
polynomial ℘E(v1, v2) which we call the E-peripheral polynomial of K ; here ℘ is in-
tended to suggest “peripheral”. Proposition 2 of [7] shows that tV is non-constant on K for
each V , therefore any E-peripheral polynomial of K is in fact a two-variable polynomial.
Similarly, UE (respectively UT ) is defined by an ideal IE(U)  C[v1, v2] (respectively
IT (U)  C[v1, v2, v3]). The ideal IE(U) is generated (up to units) by some polynomial
PE(v1, v2) which we call the total E-peripheral polynomial of K.
The total E-peripheral polynomial of K can be easily obtained from the E-peripheral
polynomial of K , due to the following proposition
Proposition 6. The action of {1, I, J, I ◦ J } on U projects under tE onto an action of the
same group on UE , which is generated by the involutions (same symbol)
J (v1, v2) = (v1, v2)
and
I (v1, v2) =
(
ε(v1)v1, ε(v2)v2
)
where ε(V ) = (−1)p , for V = p/q ∈ Q + ∞.
Proof. Only the second formula needs some comment. If {m, l} denotes a canonical
meridian-longitude pair, and m, say, is the first meridian generator of the Wirtinger pre-
sentation
π1
(
S3 \K,∗) = |a1, a2, . . . , an; r1, . . . , rn−1|
then l is represented by a word with an even number of letters in the alphabet {a1, a2, . . . ,
an, a
−1
1 , a
−1
2 , . . . , a
−1
n } because this word reads zero under abelianization. Therefore, if
ρ(m) := M , and ρ(l) := L then ρ′(m) = −M and ρ′(l) = L. If V = p/q , then V = mplq .
Then ρ′(V ) = ρ′(mplq) = (−1)pρ(V ). This completes the proof of the proposition. 
Corollary 7. The total E-peripheral polynomial of K , PE(v1, v2) for E = (V1,V2) is
invariant under the action of the group {1, I, J, I ◦ J }, generated by
J (v1, v2) = (v1, v2)
and
I (v1, v2) =
(
ε(v1)v1, ε(v2)v2
)
where ε(V ) = (−1)p , for V = p/q ∈ Q+∞. In particular PE(v1, v2) has real coefficients.
The ideal IE(U)  C[v1, v2] and the total E-peripheral polynomial PE(v1, v2) of K
depend only on (
−→
S3,K,E), therefore the map {E → PE}, for all 2-systems E, is an im-
portant knot invariant of (
−→
S3,K).
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the relations among these ideals, and also in its computation for a given knot K , because
of the following discussion.
Discussion on peripheral geometric invariants of cone-manifolds
The E-peripheral polynomial of K , ℘E(v1, v2), E = (V1,V2), carries on information
about the geometric invariants of two families of hyperbolic cone-manifold structures, one
is associated to V1 and the other to V2. Consider, for instance, the one associated to V1. We
denote the cone-manifold with angle α by Qα = (MV1 ,V 2, α), where MV1 is the manifold
obtained by performing V1-Dehn surgery on K ⊂ S3. That is, MV1 is the result of pasting
together E(K) and a solid torus with meridian V1. The singular set, V 2, is the core (parallel
to V2) of the glued solid torus, with angle α. Such Qα exists for 0 α < α0(V1). We call
α0 the limit of hyperbolicity of (MV1 ,V 2). The hyperbolic cone-manifold structures Qα
converge to the complete hyperbolic structure of finite volume in S3 \K , when α → 0.
The holonomy ρα for Qα corresponding to a point χρα in K is:
ρα :π1
(
S3 \K) → SL(2,C),
V1 →
(
e
iα
2 0
0 e− iα2
)
,
V2 →
(
e
v
2 0
0 e− v2
)
where v = δ + iβ , and δ and β are real numbers, δ > 0. Then
tV1(χρα ) = tr
(
ρα(V1)
) = 2 cos α
2
,
tV2(χρα ) = tr
(
ρα(V2)
) = e v2 + e− v2 = 2e i(β−iδ)2 + e− i(β−iδ)2
2
= 2 cos±β − iδ
2
:= tα.
The complex conjugate representation ρα of ρα is the holonomy of the same cone-manifold
Qα with opposite orientation:
ρα :π1
(
S3 \K) → SL(2,C),
V1 →
(
e− iα2 0
0 e
iα
2
)
,
V2 →
(
e
v
2 0
0 e− v2
)
where v = δ − iβ . Therefore
tV1(χρα ) = tr
(
ρα(V1)
) = 2 cos α
2
,
tV2(χρα ) = tr
(
ρα(V2)
) = e v2 + e− v2 = 2e i(β+iδ)2 + e− i(β+iδ)2
2
= 2 cos±β + iδ
2
= tα.
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β − iδ = 2e arccos tα
2
,
β + iδ = 2η arccos tα
2
where e = ±1 and η = ±1 are determined by the condition δ > 0. Thus we can obtain β
and δ from the formulae:
β = e arccos tα
2
+ η arccos tα
2
, (4)
δ = i
(
e arccos
tα
2
− η arccos tα
2
)
. (5)
The map sending α ∈ [0, α0(V1)) to χρα ∈K is a continuous path γV1 with χρ0 as the initial
point:
γV1 :
[
0, α0(V1)
) →K,
0 → χr0 .
This path γV1 induces the following volume map:
V :
[
0, α0(V1)
) → R+,
α → vol(Qα)
where vol(Qα) denotes the hyperbolic volume of the cone manifold Qα .
The Schläffli’s formula for the volume along this path gives
dV = −1
2
δ(α)dα
([23]; see [14]). Knowing V (0) = vol(Q0) we can compute the function V (α) using for-
mula (5).
Similarly one can obtain the Chern–Simon function I (Qα) using (4) and its “Schläffli’s
formula” [16, formula (7) in Theorem 3.5]:
dI (Qα) = − 14π2 β(α)dα
The peripheral polynomial ℘(V1,V2)(v1, v2) allows the effective computation of δ and β
as functions of α by means of formulae (5) and (4). In fact, for v1 = 2 cos α2 , tα and tα are
conjugate roots of the polynomial ℘(V1,V2)(2 cos α2 , v2). This procedure has been developed
for V1 = 10 = M , and K a rational knot in [17]; for V1 = 01 = L, and K = 41, in [18].
The importance of our study on peripheral polynomials is that we can potentially carry
out the above procedure for any hyperbolic knot. Given a hyperbolic knot K and an ar-
bitrary V -Dehn surgery on K , a peripheral polynomial ℘(V,W)(v,w) or ℘(W,V )(w,v)
(any W ) is enough to obtain volume, Chern–Simon invariants, longitude δ and jump β
of the singular set, for any hyperbolic cone manifold structure with singular set the core of
the V -surgery. Hence one can easily compute volume and Chern–Simon invariant of any
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orbifold (MV , 2πn ). See for instance [19].
With these notations and preliminaries we can state our main problem.
Problem 8. Given a hyperbolic knot K in the (oriented) S3, to solve the following three
problems:
(i) Describe the excellent curve U  Cp as the zeroes of some finite set of polynomials
in p variables.
(ii) Describe the functions tV :Cp → C as the quotient of polynomials (i.e., as rational
function) for all 1-systems V in τ = ∂E(K).
(iii) Find the total peripheral polynomial of K , PE , for all 2-systems E in τ .
We have already solved problem (i) for a wide number of cases (rational knots [13,15];
periodic knots [20]; tunnel number 1 knots [21]; and some other cases of knots [22]).
Problem (ii) is not very difficult, once (i) is solved.
Here we address problem (iii) and show how to solve it, once problems (i) and (ii) have
been solved, for any particular hyperbolic knot.
First, in Section 4, we present some important theoretical results, showing the interplay
among the peripheral polynomials of K , ℘E , for different 2-systems E.
Remark 9. The total peripheral polynomial of K , PE , for E = ( 10 , 01 ) of a knot is essen-
tially a factor of the A-polynomial defined in [5]. To pass from ℘E(t∞, t0) to the corre-
sponding factor of the A-polynomial, one has to send the variable t∞ = t 1
0
to M + M−1
and t0 = t 0
1
to L+L−1.
Remark 10. Given two 1-systems V1, V2 (not necessarily defining a 2-system) there are
polynomial functions tV1 , tV2 :K→ C. Therefore, by a general and well known theory (see,
for instance, [2, p. 105]) there exists a polynomial p(x, y) such that p is irreducible and
p(v1, v2) = 0. The degree of (tV1, tV2) :K→ C2 is 1 if and only if tV1 separates points of
tV2 (see below Definition 15). This generalizes the peripheral polynomial to arbitrary pairs
of 1-systems. This polynomial can be computed by the methods explained below.
4. The excellent component in meridian-longitude coordinates
We start with the following theorem.
Theorem 11. Let T = (V1,V2,V3) be a 3-system and V an arbitrary 1-system. Assume
V1, V2, V3, V are oriented such that V3 = V1V2, V = V n1 Vm2 . Then
tV = 2pn(tV1)pm(tV2)− pn−1(tV1)pm(tV2)tV1 − pn(tV1)pm−1(tV2)tV2
+ pn−1(tV1)pm−1(tV2)tV3 ,
where the 1-variable polynomials pm(z) are defined by the recurrence formulas
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p1(z) = 0,
p0(z) = 1.
Proof. Set V1 = M , V2 = L, V3 = ML, tM = x, tL = y, tML = z. Then, using (1) we have
t
(
MnLm
) = t(MnLm−1)t (L)− t(MnLm−2). (6)
Define fm(y) = t (MnLm). Thus (6) is equivalent to
fm(y) = fm−1(y)y − fm−2(y)
where
f0(y) = t
(
Mn
)
,
f1(y) = t
(
MnL
) = t(Mn)t (L)− t(MnL−1) = t(Mn)y − t(MnL−1).
Thus the polynomials fm(y) define a family F(t (Mn),−t (MnL−1)), in the notation of
[13, p. 244, Definition 1.4]. Then
fm(y) = t
(
Mn
)
pm(y)− t
(
MnL−1
)
pm−1(y). (7)
Similarly,
t
(
Mn
) = t(Mn−1)t (M)− t(Mn−2)
where
t
(
M0
) = 2,
t
(
M1
) = x = 2x − x.
Again, by [13, Definition 1.4], we have
t
(
Mn
) = 2pn(x)− xpn−1(x). (8)
Finally,
t
(
L−1Mn
) = t(L−1Mn−1)x − t(L−1Mn−2)
where
t
(
L−1M0
) = y,
t
(
L−1M1
) = t (L)t (M)− t (ML) = yx − z.
Thus (again by [13, Definition 1.4]):
t
(
L−1Mn
) = ypn(x)− zpn−1(x). (9)
Putting together (7)–(9) we get
t (V ) = t(MnLm)
= (2pn(x)− xpn−1(x))pm(y)− (ypn(x)− zpn−1(x))pm−1(y)
= 2pn(x)pm(y)− xpn−1(x)pm(y)− ypn(x)pm−1(y)
+ zpn−1(x)pm−1(y). 
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(V1,V2), T1 = (V1,V2,V3), T2 = (V1,V2,V4). The following identities hold
t2V1 + t2V2 + t2V3 − tV1 tV2 tV3 − 4 = 0, (10)
tV1 tV2 = tV3 + tV4 . (11)
Proof. We may assume V3 = V1V2, V4 = V1V −12 as elements of π1(τ,∗), where ∗ is the
common point of the 4 curves. Then, the first identity has been proved in Example 2. The
second is standard (see formula (1)). 
Corollary 13. The ideal IT , corresponding to the irreducible curve KT in C3, T =
(V1,V2,V3), contains the polynomial D(v1, v2, v3) = v21 + v22 + v23 − v1v2v3 −4. In others
words, the curve KT lies on the surface of equation v21 + v22 + v23 − v1v2v3 − 4 = 0.
Using Example 2, the important Corollary 3.2 in Dunfield [8, p. 638], can be stated as
follows:
Theorem 14 (Dunfield). For any 3-system T , the map tT :K→ C3 is a birational isomor-
phism onto its image.
Thus KT is birationally isomorphic to K, for every T . We will see that this is “almost”
true for the curves KE .
We can state Theorem 14 from the point of view of Riemann surfaces, saying that tT
induces a biholomorphic map between the desingularized Riemann surfaces of K and KT .
That is, tT :K→ KT is generically one to one (up to a finite number of points); in other
words, tT has degree one. We will use this language in the sequel without more comment.
Definition 15 (Compare [2, p. 103]). Let C be an algebraic curve in Cp , for any p  2.
Let f1, f2 be two rational functions f1, f2 :C → C. Assume f1 is generically d : 1 (the
corresponding meromorphic function f̂1 : Ĉ → CP 1, from the desingularization Ĉ of C is
a d : 1 branched covering). We say that f2 separates points of f1 if and only if there are d
different points p1, . . . , pd of C such that the two following statements hold:
(i) f1(p1) = · · · = f1(pd);
(ii) f2(pi) = f2(pj ), for every i = j .
Theorem 16. For any 2-system E the degree of the polynomial map tE :K → KE is at
most 2. If E = (V1,V2), the degree of tE is 1 if and only if tV1 separates points of tV2 (or
conversely).
Proof. Since for any T = (V1,V2,V3) the map tT :K→ C3 has degree 1 (Theorem 14),
and by Corollary 13 the image KT lies in the surface of equation v21 + v22 + v23 − v1v2v3 −
4 = 0 (of degree 2 in each variable), it follows that the projection of KT to the three
coordinate planes are of degree at most 2. From this follows the first part of the theorem.
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among every set of different points p1, . . . , pd of K such that tV1(p1) = · · · = tV1(pd),
there exist two (say pi,pj ) such that tV2(pi) = tV2(pj ). Then tE(pi) = (tV1(pi), tV2(pi)) =
(tV1(pj ), tV2(pj )) = tE(pj ), and it follows that tE has degree 2.
Now assume that tV2 separates points of tV1 . Let p1, . . . , pd be a set of different points
of K such that tV1(p1) = · · · = tV1(pd) and tV2(pi) = tV2(pj ) for every pair i = j . Take the
point (z1, z2) ∈ C2 such that z1 = tV1(p1), z2 = tV2(pi). Then t−1E (z1, z2) = pi , so that the
polynomial map tE has degree 1, since (z1, z2) is generic. 
Proposition 17. Let T = (V1,V2,V3) be a 3-system and let E = (V1,V2) be an adjacent
2-system. The map tE has degree 2 if and only if the variety of C3 defined by the ideal
〈℘E(v1, v2),D(v1, v2, v3)〉 consists of one algebraic component.
Proof. The variety V(℘E(v1, v2))∩V(D(v1, v2, v3)) of zeroes of the two polynomials ℘E
and D, contains KT ; and it is contained in KT if and only if tE has degree 2. 
Corollary 18. The ideal IT is equal to 〈℘E(v1, v2),D(v1, v2, v3)〉 if and only if tE has
degree 2.
Corollary 19. If T1 = (V1,V2,V3) and T2 = (V1,V2,V4) are 3-systems adjacent to E =
(V1,V2) and tE has degree 2 (see Fig. 3) then the peripheral polynomials ℘(V1,V3)(v1, v3),
℘(V1,V4)(v1, v4) coincide after setting v3 = v4 = t .
Proof. By Corollary 18 we observe that IT1 = 〈℘E(v1, v2),D(v1, v2, v3)〉 and IT2 =〈℘E(v1, v2),D(v1, v2, v4)〉. The elimination of the variable v2, for instance, will give the
same result considering v3 = v4 = t . 
Corollary 20. Let r(v1, t) denote the resultant of the polynomials ℘E(v1, v2) and
D(v1, v2, t) (thought of as polynomials in the variable v2). Assume tE has degree 2,
then ℘(V1,V3)(v1, v3) = r(v1, v3), ℘(V1,V4)(v1, v4) = r(v1, v4), where (V1,V2,V3) and
(V1,V2,V4) are adjacent 3-systems.
Fig. 3.
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Remark 21. If instead of using resultants we use Gröebner bases we obtain an analogue
to Corollary 20. Thus, if r̂(v1, t) is the member independent of v2 in a Gröebner basis
of {℘E(v1, v2),D(v1, v2, t)} with respect to the lexicographic order v1 < t < v2, then
r̂(v1, v3) = ℘(V1,V3)(v1, v3) = r(v1, v3); r̂(v1, v4) = ℘(V1,V4)(v1, v4) = r(v1, v4).
Lemma 22. Let ρ be a representation ρ :π1(S3 \ K) → SL(2,C). Let T1 = (V1,V2,V3)
and T2 = (V1,V2,V4) be adjacent 3-systems. If tr(ρ(V3)) = tr(ρ(V4)), then one at least of
tr(ρ(V1)) or tr(ρ(V2)) is ±2.
Proof. We may assume V3 = V1V2, V4 = V1V −12 as elements of π1(τ,∗), where ∗ is the
common point of the 4 curves. From the formula (11): tV1 tV2 = tV3 + tV4 of Proposition 12
it follows that if we assume tV3(χρ) = tV4(χρ) then tV1(χρ)tV2(χρ) = 2tV3(χρ). We also
have, by the same Proposition (formula (10)),(
t2V1 + t2V2 + t2V3 − tV1 tV2 tV3 − 4
)
(χρ) = 0.
Therefore(
t2V1 + t2V2 +
t2V1 t
2
V2
4
− t
2
V1
t2V2
2
− 4
)
(χρ) = 0
which gives(
tV1(χρ)
2 − 4)(tV2(χρ)2 − 4) = 0. 
We have mentioned that for each V , the function tV is non-constant on K. Then
tV (χρ) = ±2 only for a finite number of points χρ ∈K. We say that χρ is a generic point
for V if tV (χρ) = ±2.
Corollary 23. Let χρ ∈K be a generic point for V1 and V2. Assume T1 = (V1,V2,V3) and
T2 = (V1,V2,V4) are adjacent 3-systems. Then tV3(χρ), tV4(χρ) are different roots of the
polynomial
x2 − tV1(χρ)tV2(χρ)x +
(
tV1(χρ)
2 + tV2(χρ)2 − 4
)
.
Proof. Since neither tV1(χρ) nor tV2(χρ) is ±2, then tV3(χρ) = tV4(χρ) (Lemma 22).
Therefore they are different roots of D(v1, v2, x) = 0 (by Proposition 12). 
Corollary 24. If T1 = (V1,V2,V3) and T2 = (V1,V2,V4) are 3-systems adjacent to E =
(V1,V2) and tE has degree 1, then the ideal 〈℘E(v1, v2),D(v1, v2, t)〉 is an algebraic
curve with two components. If the projection to the plane (v1, t) consists of two algebraic
curves, one is K(V1,V3=t), while the other is K(V1,V4=t).
Proof. By Proposition 17 the ideal 〈℘E(v1, v2),D(v1, v2, t)〉 defines a variety with 2 alge-
braic components Ca ∪ Cb . Projection to (v1, t) provides one or two algebraic components.
If there are two, one must correspond to K(V1,V3=t), and the other to K(V1,V4=t) by Corol-
lary 23. 
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(V1,V2) and tE has degree 1, then the resultant r(v1, t) of the v2-polynomials ℘E(v1, v2)
and D(v1, v2, t) is the product of powers of the two polynomials ℘(V1,V3)(v1, v3 = t) and
℘(V1,V4)(v1, v4 = t). The powers are 2 or 1. The power of ℘(V1,Vi )(v1, vi = t), i = 3,4, is 1
if and only if the degree of t(V1,Vi ) is 1.
Proof. By Proposition 17 the ideal 〈℘E(v1, v2),D(v1, v2, t)〉 defines a variety with 2
algebraic components Ca ∪ Cb . If χρ is generic point for V1 and V2 then tV3(χρ) =
tV4(χρ) by Corollary 23. Therefore under the identifications p3(v1, v2, t) := (v1, t = v3),
p4(v1, v2, t) := (v1, t = v4) either {p3(Ca) = K(V1,V3), p4(Cb) = K(V1,V4)} or conversely.
Therefore the elimination of the variable v2 between ℘E(v1, v2) and D(v1, v2, t) will
give the product of the peripheral polynomials ℘(V1,V3) and ℘(V1,V4), after setting v3 =
v4 = t . 
Remark 26. Here we make a remark similar to Remark 21. We can use Gröebner ba-
sis of {D(v1, v2, t),℘E(v1, v2)} with respect to the lexicographic order v1 < t < v2. Then
the polynomials in the basis independent of v2 will be the product of ℘(V1,V3)(v1, t) and
℘(V1,V4)(v1, t), if the projection to the plane (v1, t) (in the statement of Corollary 24) con-
sists of two different curves; it will be just ℘(V1,V3)(v1, t) = ℘(V1,V4)(v1, t) otherwise.
We do not know if this last case occurs.
Problem 27. Characterise the irreducible polynomials f (x, y) such that the curve given
by the ideal 〈f (x, y),D(x, y, z)〉 is irreducible.
Corollary 28. Assume T1 = (V1,V2,V3), T2 = (V1,V2,V4) are adjacent to the 2-system
E = (V1,V2) and tE has degree 2. Denote by u the involution in K induced by the pro-
jection tE :K→KE . Then tV3 ◦ u = tV4 . Moreover, if R is the hyperbolic reflection in the
edge (V1,V2) sending the tessellation of Fig. 2 to itself, we have tV ◦ u = tR(V ).
Proof. The map u induces in KT the permutation(
tV1(χρ), tV2(χρ), tV3(χρ)
) → (tV1(χρ), tV2(χρ), λ),
where λ is the other root of the polynomial
x2 − tV1(χρ)tV2(χρ)x +
(
tV1(χρ)
2 + tV2(χρ)2 − 4
) = 0.
But, by Corollary 23, λ = tV4(χρ). Therefore tV3(u(χρ)) = λ = tV4(χρ).
Now if V and W = R(V ) are corresponding vertices under the reflection R, then tV and
tW are polynomials pV , pW , with rational coefficients in the variables (tV1, tV2 , tV3) and
(tV1 , tV2, tV4), respectively. And, moreover, these polynomials can be obtained using only
the relation (11) in Proposition 12. The process to obtain pV imitates (by reflection) the
one to obtain pW . It is then obvious that in fact pV equals pW after replacing tV3 by tV4 .
As a matter of fact, using also (10) in Proposition 12 to lower the degree in tV3 (and in tV4 ,
correspondingly) we get:
tV = a0(v1, v2)+ a1(v1, v2)tV3 ,
tR(V ) = a0(v1, v2)+ a1(v1, v2)tV4
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rem 11). Noting that tV3 ◦ u = tV4 , tV1 ◦ u = tV1 , tV2 ◦ u = tV2 we get the second part of the
corollary. 
Corollary 29. Let tE be of degree 2 and let R be the reflection on the edge E. Then the
{V,W }-peripheral polynomial equals the {R(V ),R(W)}-peripheral polynomial after the
natural change of variables.
Proof. The image of t{V,W } coincides with the image of t{R(V ),R(W)} up to change of vari-
ables because of the following equalities
t{V,W }(χρ) =
(
tV (χρ), tW (χρ)
) = (tR(V )(u(χρ)), tR(W)(u(χρ))). 
Remark 30. From this follows Corollary 19 also.
Theorem 31. Given the peripheral polynomials ℘E1 , ℘E2 of two 2-systems which are in-
cluded in the same 3-system, it is possible to effectively compute the peripheral polynomial
℘E for any arbitrary 2-system E, by repeated computation of resultants.
Proof. Consider T = (V0,V1,V2), and suppose that ℘E1 , ℘E2 are given, where E1 =
(V0,V1), E2 = (V0,V2). Let (V0,V1,V3) be the other 3-system adjacent to E1. Assume
tE1 has degree 1. Then, by Corollary 25, the resultant of ℘E1(v0, v1) and D(v0, v1, t)
as v1-polynomials will be the product of (a power of) ℘E2(v0, v2 = t) and (a power of
℘E3(v0, v3 = t) (eventually the power of ℘E3 is 2 if the corresponding tE3 has degree 2),
where E3 = (V0,V3). Since we already know ℘E2(v0, v2) we can compute ℘E3(v0, v3)
and obtain the degree of tE3 . If tE1 has degree 2, then by Corollary 19, ℘E3(v0, v3) =
℘E2(v0, v2 = v3). In this way one can compute all ℘E . 
Theorem 32. The polynomial map tE is of degree 2 at most for one 2-system E.
Proof. Assume there are two different 2-systems E, E′, such that both tE and tE′ have
degree 2. Then Corollary 29 shows that there are infinitely many: They are the orbits of
E and E′ under the action of the group generated by the reflections R and R′ in E and
E′ respectively. Each tE :K → KE of degree 2 defines an involution in K. But K has at
most finitely many involutions, by a celebrated Theorem of Hurwitz. Therefore we may
assume that the two different 2-systems E, E′, with tE and tE′ of degree 2, define the same
involution u in K.
Denote E by (V1,V2) and E′ by (V ,V ′). Thus V (say) is different from V1 and from
V2. Take a 3-system T = (V1,V2,V3) adjacent to (V1,V2). Let χρ1 , χρ2 be two different
points of K such that u(χρ1) = χρ2 , where u is the involution defining tE . Then tE(χρ1) =
tE(χρ2). Assuming that u is also the involution defining tE′ we shall obtain a contradiction.
Suppose that tE′(χρ1) = tE′(χρ2). By Theorem 14 tT (χρ1) = tT (χρ2) for generic χρ1 , hence
tV3(χρ1) = tV3(χρ2). (Thus V and V ′ are different from V3.) Using Theorem 11 we have
tV (χρ1) = a
(
tV1(χρ1), tV2(χρ1)
)+ b(tV1(χρ1))c(tV2(χρ1))tV3(χρ1), (12)
tV (χρ2) = a
(
tV1(χρ2), tV2(χρ2)
)+ b(tV1(χρ2))c(tV2(χρ2))tV3(χρ2) (13)
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the variables tV1 , tV2 ( tV1 , tV2 , respectively). Since tE(χρ1) = tE(χρ2), tV (χρ1) = tV (χρ2),
tV3(χρ1) = tV3(χρ2), (12), (13) imply that b(tV1)c(tV2) vanishes identically over K. But,
then, b(tV1)c(tV2) belongs to an ideal IE generates by ℘E(v1, v2), the (irreducible) poly-
nomial in the variables tV1 , tV2 defining the irreducible curve KE .
IE =
〈
℘E(v1, v2)
〉 = 〈℘E(v1, v2), b(tV1)c(tV2)〉.
Therefore
KE = V
(
℘E(v1, v2), b(tV1)
)∪ V (℘E(v1, v2), c(tV2))
implies that
KE = V
(
℘E(v1, v2), b(tV1)
) ⊆ V (b(tV1))
or
KE = V
(
℘E(v1, v2), c(tV2)
) ⊆ V (c(tV2)).
This is impossible, because tVi is non-constant on KE for every Vi . 
Theorem 33. If the knot K is amphicheiral and K= U , then the polynomial map t
( 10 ,
0
1 )
is
of degree 2. The involution in K is induced by the orientation reversing homeomorphism
fixing the knot.
Proof. Here the orientation reversing homeomorphism u : (S3,K) → (S3,K) fixing the
knot defines an orientation reversing homeomorphism of τ sending the system E = ( 10 , 01 ),
composed of the meridian M and the longitude L, to itself. Thus u sends the curve 1/1
to −1/1, and therefore realizes the reflection R on the edge E (see Fig. 2). Let χρ0 ∈ K
be an excellent character. Thus ρ0 is a lift to SL(2,C) of the holonomy of a complete
hyperbolic structure of finite volume of S3 \ K . Then ρ0 ◦ u∗ is also a lift to SL(2,C) of
the holonomy of a hyperbolic structure of finite volume of S3 \ K . Therefore χρ0◦u∗ is
an excellent character. Hence, χρ0◦u∗ ∈ U = K. Let χρ1 ∈ K be a generic element for 10
and 01 . There exists a path of characters f : [0,1] → K such that f (0) = χρ0 , f (1) = χρ1
and f (t) := χρt , 0 < t < 1, is a generic element for 10 and 01 . Consider the representation
ρ2 = ρ1 ◦ u∗. Observe that; using (2),
t 1
0
(χρ2) = tr
(
ρ2(M)
) = tr(ρ1(u∗(M))) = tr(ρ1(M±1)) = t 1
0
(χρ1),
t 0
1
(χρ2) = tr
(
ρ2(M)
) = tr(ρ1(u∗(L))) = tr(ρ1(L∓1)) = t 0
1
(χρ1),
but
t 1
1
(χρ2) = tr
(
ρ2(ML)
) = tr(ρ1(u∗(ML))) = tr(ρ1(M−1L)±1) = t− 11 (χρ1).
Corollary 23 asserts that t 1
1
(χρ1) and t− 11 (χρ1) are the two different roots of the polynomial
x2 − t 1
0
(χρ1)t 01
(χρ1)x +
(
t 1
0
(χρ1)
2 + t 0
1
(χρ1)
2 − 4).
Observe also that g : [0,1] → K defined by g(t) = χρt◦u∗ is a path from the excellent
character χρ0◦u∗ ∈K to χρ2 , so that χρ2 ∈K.
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(t 1
0
(χρ1), t 01
(χρ1)), but χρ1 = χρ2 in KT because they have different coordinate t 11 . This
shows also that the involution in K is induced by u. 
5. Computing peripheral polynomials
As a consequence of the results in Section 4, we have
Theorem 34. If K is an amphicheiral knot such that U =K, and E = ( 10 , 01 ) = (M,L) is
the canonical meridian-longitude 2-system, then tE has degree 2. Assume the E-peripheral
polynomial ℘E( 10 ,
0
1 ) = ℘E(m, l) is known. Then, by computing resultants, it is possible to
effectively compute ℘E′ for any 2-system E′. Moreover, 2-systems symmetric with respect
to E have the same peripheral polynomials (up to symmetric change of variables).
Proof. Corollary 20 tells us how to obtain the peripheral polynomial of the 2-systems
which are subsystems of the 2 adjacent 3-systems. We merely compute the resultant of
℘E(m, l) and D(m, l, t) as m-polynomials, to obtain the peripheral polynomials (which are
equal) of the systems ( 11 ,L), (− 11 ,L). Similarly, if we take the resultant as l-polynomials
we get the peripheral polynomials of (M, 11 ), (M,− 11 ). Once this is obtained we operate
as explained in Theorem 31. 
Remark 35. It is important to remark here that the information for a knot K in the oriented
S3 is given by two “adjacent” peripheral polynomials. That is, given two knots (S3,K1)
and (S3,K2) then the peripheral polynomial ℘E of K1 is equal to the peripheral polynomial
℘E of K2, for any 2-system E, if and only if the peripheral polynomials of just two adjacent
2-systems coincide. But if the knot K is amphicheiral and U =K, or if we want to neglect
the orientation of S3, then only one peripheral polynomial is needed. That is, given two
knots (S3,K1) and (S3,K2) then, for any 2-system E, the peripheral polynomial ℘E of
K1 is equal to the peripheral polynomial ℘E (or ℘R(E)) of K2, where R is the reflection
in the 2-system ( 10 ,
0
1 ), if and only if the peripheral polynomials of (
1
0 ,
0
1 ) for K1 and K2
coincide.
Theorem 36. If (S3,K1) is orientation preserving homeomorphic to (S3,K2), then the
peripheral polynomial ℘E of K1 is equal to the peripheral polynomial ℘E of K2, for any
2-system E.
Theorem 37. If (S3,K1) is homeomorphic to (S3,K2), then, for any 2-system E, the pe-
ripheral polynomial ℘E of K1 is equal to the peripheral polynomial ℘E (or ℘R(E)) of K2,
where R is the reflection in the 2-system ( 10 , 01 ).
Remark 38. The peripheral polynomials of a pair of mutant knots are equal, by [5, Theo-
rem 7.3].
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The character curve of the knot 41 has been studied in [27,1,9,12]. In this case U =K.
The group G(41) of this knot is generated by two meridians g1, g2, which are conjugate
elements in G(41). Thus tg1 = tg2 := y, tg1g2 := z are coordinates of C2 in which K, the
excellent component lies as an algebraic irreducible curve (over Q and over C) defined by
the ideal I = 〈r = 1 − 2y2 + z+ y2z− z2〉. Thus K= V(I )C2.
Let (M,L) = ( 10 , 01 ) be a canonical meridian-longitude system. Since the knot 41 is
amphicheiral, we only need two functions, tM , tL, to obtain all its peripheral polynomials.
It is an easy exercise to write L as a word in the generators g1 and g2. Then tL can be
computed in the standard way (see [9, Section 4], for instance) and we get (compare [18])
tM(y, z) = y,
tL(y, z) = −2 + 5y2 − y4.
Eliminating the variable y we obtain the ( 10 ,
0
1 )-peripheral polynomial of the knot 41:
℘
( 10 ,
0
1 )
= −2 + 5t2M − t4M + tL.
The involutions I (tM, tL) = (−tM, tL) and J (tM, tL) = (tM, tL) leave invariant the
polynomial ℘
( 10 ,
0
1 )
. Therefore (Proposition 6) ℘
( 10 ,
0
1 )
coincides with the total ( 10 ,
0
1 )-
peripheral polynomial of the knot 41,P( 10 , 01 ). That is, the curve U is irreducible and
contains the four excellent characters (case (i) in the beginning of Section 3).
Notation 39. In the sequel we will denote the E = (V1,V2)-peripheral polynomial
℘E(v1, v2) for the knot K by ℘(V1,V2)(s, t) = ℘(V1,V2), and the variables will always be
s = v1 and t = v2. Moreover we will indicate the degree of tE as a power of the polyno-
mial.
Thus
℘(∞,0) =
(−2 + 5s2 − s4 + t)2, for K = 41.
From this polynomial we can get all the remaining ones. For instance ℘(∞,1) is obtained by
computing the resultant of ℘(∞,0) and D(s, t, u) considered as polynomials in the variable
t . We obtain (with the standard algorithm implemented in Mathematica [28]) a polynomial
in the variables s = 10 = ∞ and u = 11 ; using t instead of u, to conform to the Notation 39,
we get
℘(∞,1) = ℘(∞,−1) = −19s2 + 29s4 − 10s6 + s8 − 2st + 5s3t − s5t + t2
a polynomial with even weight in each of its monomials, in accordance with the fact that
must be invariant under the action of the group {1, I, J, I ◦J }. Here ε(s) = −1, ε(u) = −1.
The curve defined by this polynomial is therefore birationally isomorphic to the one defined
by r . Notice that to obtain this curve we started with ℘(∞, 0) which is a 2-fold branched
covered by the curveK= V(I ), where I = 〈r〉. This is a remarkable observation, stemming
from the fact that K is, up to isomorphism, V(J ), where
J = 〈℘(∞,0),D(s, t, u)〉
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sidered as t-polynomials, and after changing u by t as before, we obtain the product of
℘(∞,0) and ℘(∞,2):(−2 + 5s2 − s4 + t)2(4 − 24s2 + 30s4 − 10s6 + s + 4t − 12s2t + 7s4t − s6t + t2).
7. Example: The knot 10139
The knot 10139 is a tunnel number one knot, and we refer to [21, Section 2], for the
following computations.
The group G = π1(S3 \K) has the presentation
G = ∣∣a,u: au2a−1u−2a−1ua−1 = ua−1u−2au2au−1∣∣.
The variety X(G) is a subset of C3 (with variables s = tr(ρ(a)), u = tr(ρ(u)), z =
tr(ρ(ab)), given by the following polynomials q1, q2, q3, q4 (these are the polynomials q1,
q2, q3, q4 in [21, p. 945], where α = s2 , ν = u2 , γ = su4 − z2 ):
q1 = −4s − 20u+ 2s2u+ 20u3 − s2u3 − 4u5 − 3s2u5 + 4sz− 8su2z+ 8su4z
+ 4uz2 − 4u3z2,
q2 = 8 + 12su− 36u2 − 30su3 − 4s3u3 + 24u4 + 2s2u4 + 8su5 + 6s3u5 − 4u6
− 3s2u6 − 8z+ 8suz+ 28u2z+ 12s2u2z− 16su3z− 8u4z− 22s2u4z
+ 8su5z− 8suz2 + 8u2z2 + 24su3z2 − 4u4z2 − 8u2z3,
q3 = 8 + 24su− 4s3u− 24u2 + 2s2u2 + 2s4u2 − 40su3 + 2s3u3 + 8u4 + 2s2u4
− 3s4u4 + 8su5 + 6s3u5 − 8z+ 12suz− 4s3uz+ 32u2z+ 8s2u2z
− 16su3z+ 8s3u3z− 8u4z− 22s2u4z− 8suz2 + 8u2z2 − 4s2u2z2
+ 24su3z2 − 8u2z3,
q4 = u
(
12 − 4s2 + 6su+ 2s3u− 16u2 + 4s2u2 − 4su3 − 3s3u3
+ 4u4 + 3s2u4 + 4z− 4s2z+ 8s2u2z− 8su3z− 4suz2 + 4u2z2).
Using Gröebner basis, we can show that q1, q2 are redundant. Thus X(G) = V〈q3, q4〉.
The projection of X(G) to C2 C3, with variables s, u, gives the curve
−u(−2 + s2 − 2su+ s3u+ u2)(−2 + su− su3 + u4).
As in [21] one shows that
r = −2 + su− su3 + u4
is the projection of the excellent curve U . It is easy to see that this r is an irreducible
polynomial over Q and over C. Therefore
U =K= V〈r, q3, q4〉.
Fig. 4 in [21] shows that the peripheral element V = 10/1(= 10M +L) is given by
V = cgf abdeace.
H.M. Hilden et al. / Topology and its Applications 150 (2005) 267–288 287From here one obtain tV as a polynomial in the variables s, u, z. Similarly V ′ = 11/1
(= 11M +L) is given by
V ′ = aV.
Then, after some trace computation, we obtain
t1/0(s, u, z) = s,
t10/1(s, u, z) = 1162
(
172 − 162s2 − 572su+ 162s3u− 372u2 + 162s2u2 − 227u4
+ 209u6 + 30u8 + 110z+ 48u2z+ 142u4z− 128u6z),
t11/1(s, u, z) = 1162
(−162s − 238u+ 162s2u+ 119su2 − 510u3 + 413u5
− 179u7 + 96u9 + 136uz+ 24u3z− 10u5z− 64u7z).
We eliminate the variables {u, z} among the polynomials
{r, q3, q4, t − t10/1},
(using a Gröebner basis, for instance) and we finally obtain the peripheral polynomial
℘
( 10 ,
10
1 )
= 16 − 1472s2 + 2256s4 − 1660s6 + 897s8 − 378s10 + 105s12 − 16s14
+ s16 + 96t − 416s2t + 1044s4t − 1164s6t + 616s8t − 164s10t
+ 21s12t − s14t + 152t2 − 176s2t2 + 136s4t2 − 49s6t2 + 6s8t2 + 24t3
− 72s2t3 + 45s4t3 − 11s6t3 + s8t3 + t4.
Since ε(s) = −1, ε(t) = 1, and ℘
( 10 ,
10
1 )
has integer coefficients, we see that the group
{1, I, J, I ◦ J } leaves invariant the polynomial ℘
( 10 ,
10
1 )
. Therefore (Proposition 6) ℘
( 10 ,
10
1 )
coincides with the total ( 10 ,
10
1 )-peripheral polynomial of the knot 10139,P( 10 , 101 ). That is,
the curve U is irreducible and contains the four excellent characters (case (i) in the begin-
ning of Section 3).
Similarly,
℘
( 10 ,
11
1 )
= −512 + 960s2 − 559s4 + 80s6 + 30s8 − 11s10 + s12 + 64st − 348s3t
+ 312s5t − 113s7t + 18s9t − s11t + 128t2 − 26s2t2 − 20s4t2 + 5s6t2
− 44st3 + 36s3t3 − 10s5t3 + s7t3 + t4.
Here ε(s) = −1, ε(t) = −1. Since {1, I, J, I ◦J } must leave ℘
( 10 ,
11
1 )
invariant, the weights
of its monomials are all even.
The resultant of ℘
( 10 ,
11
1 )
and D(s, t, u) = s2 + t2 +u2 − stu− 4 as t-polynomials, gives
the product of ℘
( 10 ,
10
1 )
and
℘
( 10 ,
12
1 )
= −16 + 224s2 − 136s4 + 28s6 − 2s8 + 96t − 80s2t + 44s4t − 12s6t
+ s8t − 152t2 + 104s2t2 − 22s4t2 + s6t2 + 24t3 − 28s2t3 + 9s4t3
− s6t3 − t4.
In this way one can obtain algorithmically all peripheral polynomials of the knot 10139.
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