Imagine an urn with colored balls but with an unknown composition i.e. you do not know what are the specific colors in the urn nor their relative proportions. The urn could be composed by infinitely many colors and to learn about its composition you have been sampling balls with replacement from it. In this extended abstract we will construct exact confidence intervals for the proportion in the urn of the so far unobserved colors when there is an upper-bound m for the additional number of samples permitted from the urn. The research is motivated by a variety of situations of practical interest. For instance, the different colors in the urn could represent different solutions to a particular binding site problem in a random RNA pool, or the number of different species of bacteria present in a sample of soil or the gut of a person with a digestive disorder.
Introduction
Imagine an urn with a completely unknown composition and that to learn about it you are only allowed to sample balls with replacement. In an initial interaction with the urn you will sample a few balls. We will refer to this as the initial sample. Could you estimate the proportion in the urn of the colors observed in the initial sample?
In what follows p i will denote the overall proportion of balls of color i in the urn. To fix ideas suppose that after 10 samples you have observed four balls of color 1, five of color 2, and one of color 3 in the following order:
(1.1) 2, 2, 2, 1, 2, 1, 1, 3, 2, 1.
A few results in the literature hint that a direct approach to estimate p 1 , p 2 and p 3 from the information collected above is unlikely to succeed. The main issue here is that the distribution of most statistics associated with the initial sample depend in a subtle way on the exact proportions of all the colors in the urn; in particular, of colors that have not yet been observed. For instance, in [6] it is shown that if the urn is composed by k < +∞ colors then the random variable C t defined as the number of samples until observing for the first time t different colors has expected value E(C t ) = More recently, in [10] it is shown that the total number Z n of colors observed in an initial sample of size n satisfies a Gaussian local limit theorem. Specifically, if V(Z n ) > 0 then
, uniformly for all urn compositions (possibly with an infinite number of colors), n ≥ 2, and x ∈ R. Above E(Z n ) = and we see again that the distribution of Z n depends in a complicated manner on the proportions of all the colors observed in the urn, particularly those not seen in the initial sample. The above considerations motivate to look at the problem of estimating the proportions of the colors observed in a sample from an urn somewhat indirectly. Back in (1.1), once we condition the initial sample to be only composed by the colors 1-3, its composition in these colors is essentially described by a multinomial distribution. In particular, if we knew the overall proportion p of these three colors in the urn then the most natural estimate for their overall proportion would bep p 2 and p 3 . Furthermore, unless p is very close to one, the relative proportions of the colors observed in the initial sample could be very misleading to estimate their true proportions in the urn. In particular, all our efforts should concentrate in estimating p for then the problem of estimating the proportions of the colors observed in the initial sample is reduced to estimating the parameters of a multinomial distribution.
In what follows we will reserve the letter p for the overall proportion in the urn of the colors observed in the initial sample; in particular, (1 − p) is the total proportion in the urn of the colors unseen in the initial sample. Observe that p and (1 − p) are unobservable random variables except under trivial conditions. In particular, ones goal should be to predict these quantities rather than estimating them. Furthermore, the problem of predicting p is equivalent to the problem of predicting (1 − p).
In this extended abstract we consider the problem of constructing confidence intervals for (1 − p) when we are allowed to sample at most m more balls from the urn (always with replacement!) and only until a color not present in the initial sample is discovered. When m = +∞ we will talk about unrestricted sampling. In this case we are allowed to sample as many balls from the urn as necessary until seeing a color not observed in the initial sample. This case is analyzed in [12] .
In concrete applications the urn usually represents an environment e.g. a national park, a lake, a sample of soil or even the gut of a person with a digestive disorder, and the different colors, the different species of animals, fish or bacteria present in those environments. These situations fall in the context of species richness and have been extensively studied in the ecological and microbial literature [1, 2, 3, 4, 7, 9, 8] . The focus has been to estimate the α-diversity i.e. the number of different species present in an environment, or the β-diversity i.e. the number of species shared by two or more environments [13] . However, the proposed estimators for diversity perform poorly in rich environments such as microbial communities where essentially nothing is known about the species distribution and the sample size is usually negligible compared to the diversity of species [5, 14] .
The urn may also represent a random pool of RNA sequences and the colored balls different solutions to a particular binding site problem. The non-parametric aspect of the urn model we are considering is particularly appealing in this context as no specific probabilistic model for the RNA composition nor physical model for its folding needs to be assumed. On the other hand, and like in the context of microbial communities, the number of different solutions to a binding site problem will most likely outnumber by several orders of magnitude our sampling capability.
The key issue in the situations discussed above is that a multitude of different colors may only account for a tiny proportion of balls in the urn. In particular, the estimation of the number of different colors should be discouraged! A preliminary result in [12] indicates that p may not be predicted when m = 0, namely, there does not exist a non-randomized estimator of p that is conditionally unbiassed given the colors observed in the initial sample. In particular, when m < +∞ it only makes sense to predict p when a ball of a new color is observed in the next m samples.
1 This is the main motivation for the following problem: given an initial sample and a constant m ∈ N ∪ {+∞}, construct an exact confidence interval for (1−p) conditioning on the event that a color unseen in the initial sample will be observed in the next m samples.
1.1 Outline of the paper. In §2 we formalize the above problem mathematically and motivate a new way of attacking it by looking more closely the methodology proposed in [12] to tackle the case of unrestricted sampling i.e. m = +∞. The key idea proposed in this extended abstract is to embed the colors in the next m samples into a certain maximal process and until observing a color not seen in the initial sample. We put this idea to use in §3 to obtain alternative confidence intervals for (1 − p) in the context of unrestricted sampling. We do so by characterizing first a class of distributions for which the maximal process admits a monotone function of p as a pivot. Finally, in §4 we propose a general and unified way to construct exact confidence intervals for (1 − p) when m ≤ +∞.
Mathematical formulation
In what follows C denotes the colors observed in the initial sample. We define p as the proportion in the urn of the balls with colors in this set i.e.
We assume that p < 1. Notice that (1 − p) is the overall proportion in the urn of the colors not observed in the initial sample.
Let K be the additional number of balls to be sampled from the urn until observing a color outside C. Clearly, K has a geometric distribution with success
The problem we stated in the previous section may be more precisely stated as follows. Here 0 < α < 1 is a given constant.
Problem. Given a set of colors C and a constant m ≤ +∞, construct an exact 100(1 − α)% confidence interval for (1 − p) conditioning on the event K ≤ m.
To address this problem we will consider an infinite sequence of independent random variables X 1 , X 2 , . . . with a common cumulative distribution function F , but independent of the random variable K.
Our goal is to combine the information contained in X 1 , . . . , X K to obtain information about (1 − p). The choice of F is not unique and greatly depends on how these variables are to be combined. For instance, in the context of unrestricted sampling, the confidence intervals obtained in [12] somewhat relay on the following fact: if m = +∞ and
(This is a direct consequence of (2.3) when m = +∞.)
X i is a pivotal quantity i.e. its distribution does not depend on the unknown parameter p when m = +∞. This suffices to construct a confidence interval for (1 − p) in the context of unrestricted sampling.
Unfortunately, the distribution of the random variable on the left-hand side of (2.2) depends on p when m < +∞. Furthermore, as it follows from (2.5) ahead, this distribution becomes degenerate as p approaches to one. One may still obtain approximate pivotal quantities but provided that p is sufficiently close to zero or to one. To see why observe that the conditional probability density function of
In particular, the following identities apply
If p is close to zero the first identity above implies that
i.e. when p is sufficiently small the random variable on the left hand-side in (2.2) is almost pivotal. On the other hand, if p is close to one the second identity implies that
In practice, the confidence intervals that would follow from the approximate pivotal quantities above cannot be implemented because the initial sample is not informative about p. It is remarkable however that the random variables on the left hand-side of (2.4) and (2.5) are both of the form
This observation is the keystone of our approach to construct confidence intervals for (1 − p). Indeed, instead of combining X 1 , . . . , X K via addition we will consider their maximum value. The heuristic behind this is that multiplication is a much simpler operation than convolution. Our goal will be to characterize those distribution functions F for which the random variable Max(X) = max
has a multiplicative pivot i.e. there exists a monotone function g such that the distribution of g(1−p)·Max(X) remains unchanged as p varies between zero and one.
Unrestricted sampling
In what follows F : [0, +∞) → [0, 1) denotes a strictly increasing continuously differentiable cumulative distribution function such that F (0) = 0. Furthermore, X = (X i ) i≥1 is an infinite sequence of independent random variables with common distribution function F and independent of the random variable K. In addition, g : [0, 1) → [0, +∞) denotes a continuously differentiable and strictly increasing function such that g(0) = 0. The inverse function of g is denoted g −1 .
2 T ∼ Gamma(k, λ), with k ∈ N and λ > 0, means that T has probability density function given by f (x) = λ k x k−1 e −λx /(k−1)!, for x ≥ 0.
3 Recall that the distribution of a summation of independent random variables corresponds to the convolution of their distributions whereas the distribution of a maximum of independent random variables corresponds to the product of their distributions. 
Furthermore, if F and g are like above then the cumulative distribution function of g(1−p)·Max(X) is F (x/c).
Assume first that g(1 − p) · Max(X) has a distribution that does not depend on 0 ≤ p < 1. For convenience of notation define c(p) = 1/g(1−p). Due to (3.8), we have that
and the right-hand side does not depend on p; as a result, the following partial derivative vanishes:
The above can be shown to be equivalent to having
for all x > 0 and 0 < p < 1. Hence
Since the left-hand side above depends only on x whereas the right-hand side depends only on p, both sides must be constant functions of their arguments. In particular, there exists a real constant b > 0 such that
for all x > 0 and 0 < p < 1. Using the method of separation of variables, the first identity implies the existence of a real constant a such that
Furthermore, a > 0 because F is a cumulative distribution function. This shows (3.6). On the other hand, using an integrating factor, the second identity implies the existence of a real constant c > 0 such that
In particular, g(x) = c x 1/b , which shows (3.7). We have demostrated that (3.6) and (3.7) are necessary for g(1 − p) · Max(X) to have a distribution independent of p.
Conversely, if (3.6) and (3.7) are satisfied then a simple but lengthy calculation that relies on (3.8) shows that
This shows that the cumulative distribution function of
This completes the proof of the theorem.
Confidence intervals.
Let a, b, c > 0 be given constants and F and g be as in (3.6)-(3.7). According to the Theorem 3.1, if 0 ≤ α ≤ 1 and 0 ≤ x 1 ≤ x 2 ≤ +∞ are such that
contains (1 − p) with probability (1 − α).
Notice however that the joint distribution of the lower-and upper-end of the above confidence interval does not depend on the choice of the constants a, b and c. To clarify this point observe first that the constant c in (3.7) is just a scaling factor. Therefore without any loss of generality we may assume that c = 1. On the other hand if we let a = 1 and b = 1 in (3.6) and (3.7) we obtain the functions
In particular, if F is as in (3.6) then F (x) = F 0 (ax b ). In other words, if Y i has cumulative distribution function In what follows and motivated by the above discussion Y = (Y i ) i≥1 will denote an infinite sequence of independent random variables with common distribution F 0 and independent of K. Observe that F 0 is the cumulative distribution function of the random variable (U −1 −1), where U is any uniformly distributed random variable in the open interval (0, 1).
General case
In this section we will see how to construct confidence intervals for (1 − p) when we condition on the event K ≤ m, with m ≤ +∞ a given constant. Unlike the discussion in the previous section, the methodology we propose in here works regardless if m is finite or not.
In what follows F : [0, +∞) → [0, 1) denotes an arbitrary continuous cumulative distribution function such that F (0) = 0 and X = (X i ) i≥1 is an infinite sequence of independent random variables with common distribution function F and independent of K.
For the sake of a simpler notation we define Max = Max(X) = max{X 1 , . . . , X K }.
The distribution of this random variable is given by
Using (3.8), the above implies that
Retrospectively this is quite intuitive because max{X 1 , . . . , X K } will tend to take larger values when we do not condition on the event K ≤ m. This could immediately be exploited to obtain a conservative upper-bound namely, an upper-bound for (1 − p) of confidence at least (1 − α) when K ≤ m. However, the following result will allow us to obtain exact confidence intervals. 
If we condition on the event K ≤ m then
Proof. Observe that h is a strictly increasing function; in particular, if 0 ≤ p ≤ 1 then
Assume first that m < +∞. If 0 ≤ x ≤ 1 then
where for the second identity we used (4.9), and for the second to last identity we used the definition of h in (4.10). This shows the theorem when m < +∞.
On the other hand, h(x) = x/(1 − x) when m = +∞. In particular, for 0 ≤ x ≤ 1, the identity in (3.8) implies that
Confidence intervals.
It may seem from the above discussion that there are infinitely many pivotal quantities associated with (1 − p), one for each cumulative distribution function F that satisfies the conditions of the Theorem 4.1. However, this impression is deceptive. Indeed, since F is an increasing function then F (Max) = max{F (X 1 ), . . . , F (X K )} and hence, due to the continuity of F , we conclude that
where U = (U i ) i≥1 is an infinite sequence of independent uniform random variables in the open interval (0, 1) and independent of K. In particular, when we condition on the event K ≤ m we have that
Due to the above, if we define
the random set C(Max(U )) contains (1 − p) with probability (1 − α). To characterize this set more explicitly we need the following lemma.
Lemma 4.1. Let m ≤ +∞. If 0 < M < 1 then the function h(pM )/h(p), with 0 < p < 1, is strictly decreasing and
Proof. The lemma is a direct consequence of the following calculation
where we have used that 0 < M, p < 1. For an arbitrary value of y between M and h(M )/m numerical methods such as Newton's method [11] may be employed to approximate H(M, y) with high accuracy. Indeed, due to the lemma, Newton's method is guaranteed to converge provided that the iterations are started at a point sufficiently close to H(M, y). Algorithm 2 implements this process. It requires the user to specify the number n of iterations for which Newton's method will be applied and an initial guess p 0 for H(M, y). It also requires the user to specify a maximum tolerance to test the accuracy of the approximation p found for H(M, y). Finally, if the tolerance is not met, the algorithm requests the user to adjust some of its parameters. On the contrary, it returns a numerical approximation for C(M ).
