Abstract. We present the first exponentiation algorithm that uses the entropy of the source of the exponent to improve on existing exponentiation algorithms when the entropy is smaller than (1 + w(S)/l(S)) −1 , where w(S) is the Hamming weight of the exponent, and l(S) is its length. For entropy 1 it is comparable to the best-known general purpose exponentiation algorithms.
1. Introduction. Exponentiation with huge numbers is used heavily in modern cryptography, and the topic is the focus of attention of many researchers who try to achieve efficient exponentiation algorithms ( [1] , [2] , [3] , [4] , [12] , and many others). This paper is the first to make use of the entropy of the source of the exponent. In cases of entropy smaller than (1 + w(S)/l(S)) −1 , where w(S) is the Hamming weight of the exponent and l(S) is its length, this method becomes asymptotically faster than all known general methods. For entropy 1 it is asymptotically comparable to the best-known general-purpose algorithms. The method is applicable to every repeated group operation. A preliminary version appeared in [13] .
We now present an outline of the paper. Section 2 gives the required elements of the LZ theory, section 3 applies this theory to fast exponentiation, section 4 is a brief overview of other exponentiation methods, and the final section gives a cryptographic viewpoint.
2. The LZ theory. For the sake of completeness we present here the definitions and theorems of [8] , which are needed for the complexity analysis. (The actual compression algorithm is in [9] , [10] . The earlier paper, [8] , is written more along the lines of decompression.) Let A * denote the set of all finite-length sequences over a finite alphabet A. Let l(S) denote the length of S ∈ A * and let A n = {S ∈ A * |l(S) = n}, n ≥ 0. The null sequence χ is in A * . We use S(i, j) to denote a substring of S that starts at location i and ends at location j. Let Sπ i denote S(1, l(S) − i), i = 0, 1, . . . , l(S). The vocabulary, v(S), of S is the subset of A * formed by all the substrings (words) of S. When a sequence S is extended by concatenation with one of its words, say W = S(i, j), the resulting sequence R = SW can be viewed as being obtained from S through a copying procedure. The same recursive copying procedure could be applied to generate an extension R = SQ of S which is much longer than warranted by any word in v(S). The only provision is that Q be an element of v(SQπ).
We use the denotation S ⇒ R if R = SQ can be obtained from S by application of the above copying procedure, where at the end of the copying process we use "onesymbol innovation" (any symbol from A, not subject to the copying procedure). This process is called reproduction, while a single-step copying without innovation is called production and is denoted S → R. If R cannot be obtained from S by production we write S → R.
Consider an m-step production process of a sequence S and let S(1, h i ), i = 1, 2, . . . , m, h 1 = 1, h m = l(S), be the m states of the process. The parsing of Let c H (S) denote the number of components in a history H(S) of S. The production complexity of S is defined as c(S) = min{c H (S)}, where minimization is over all histories of S. Let c E (S) denote the production complexity of the exhaustive history of S.
Let α = |A|. All logarithms are to base α. Let ǫ n = 2(1 + log log(αn))/ log(n). Then
Consider an ergodic α-symbol source with normalized entropy h, 0 ≤ h ≤ 1. For this source we have asymptotically:
The previous three results were proved in [8] .
While [8] is written along the lines of decompression, the two later papers, [9] and [10] , give an efficient compression algorithm that creates the exhaustive history of any given sequence.
3. Using the LZ compression method for fast exponentiation. The binary case is presented for concreteness. The natural many-to-one mapping from sequences to integers is used, and it is assumed that S(1, 1) is the least significant bit. S is used to denote both integer and sequence.
Given the exponent S, the computation of any exponentiation x S proceeds as follows.
Build a binary tree where each path from the root to any node corresponds to some segment of the exponent S(i, j), and the node contains the result of x S(i,j) . The root contains 1 = x 0 (0 corresponds to the string χ). Proceed inductively as follows. Suppose that the component S(i, j) was already processed; i.e., the tree already contains a path from the root to some leaf which corresponds to this component, and the leaf contains the result of x S(i,j) . Traverse the partial tree from the root according to the new (so far unscanned) bits of S(j + 1, . . .) until you reach a leaf. Proceed with S having one more symbol. The new component contains now exactly one new untraversed symbol. Extend the tree according to the new symbol, and mark the new branch with this symbol. Compute the value of the new leaf. This simple construction (without the exponentiation) is the heart of the LZ algorithm. Ziv and Lempel proved that this construction creates the exhaustive history of S, H(S) = S(1, h 1 )S(h 1 + 1, h 2 ) · · · S(h m−1 + 1, h m ), where each path from the root to any node corresponds to one of the components of H(S), and hence the number of nodes in the tree is c(S).
YACOV YACOBI
For depth i we need to do one squaring (to compute X
2 ), and whenever the new bit is 1 we need to multiply that value by the value of the father. For random exponents we can expect that to happen in half the cases for a total cost of c(S)/2, and in general, for exponent of length l(S) and expected Hamming weight w(S), the expected number of cases where the new symbol is 1, is c(S) · w(S)/l(S).
To evaluate the cost of squarings we need to know more about the shape of the LZ trees. In [7] an analysis is given, showing that the height of the tree has normal distribution with mean value log α (c(S))/h, where h is the entropy of the source, and the deviation is rather big: O(log α (c(S))) (big "oh"); i.e., for almost all cases the squaring component is o(c(S)) (little "oh").
We combine the partial results (stored in the leaves) using l(S) squarings and c(S) multiplications in the natural way. The total expected complexity is C(S) = l(S) + (1 + w(S)/l(S))c(S) + o(c(S)). Plugging in (3) and defining σ(S) = 1 + w(S)/l(S), 1 ≤ σ(S) ≤ 2, we get the asymptotical upper bound
When h < σ(S) −1 the above method wins asymptotically in expected complexity over all existing general purpose methods.
Applying the algorithm in practice. We improve somewhat on a straightforward LZ compression, by taking advantage of leading zeros. Leading zeros are not accounted for in the binary tree, thus reducing the tree size. When strings are taken from a uniform distribution the expected length of the run of zeros is
−(j+1) = 1, thus truncating the expected tree height by 1.
To raise an integer x to power S, the bits of S are parsed using an LZ parsing from least to most significant. Each time a new phrase is started, the leading zeros are skipped, a root-to-leaf path is traversed (skipping over the corresponding bits), and a new leaf is formed for the next bit. Stored at this new leaf are its depth, i, a back pointer to the previous parsed phrase, the number of leading zeros, and a value which is set to that of its parent if the next bit is zero, or that of its parent times x 2 i , if the next bit is 1. After S has been parsed into substrings in this manner we know the value of x raised to each of the parsed substrings, and the result can then be combined by following back pointers and successively multiplying by the next term and then raising to the power of 2 to {the number of leading zeros plus the length of the next term}. The powers of 2 needed in the above description can be computed once by successive squaring for all future uses.
Concluding remarks:
Other methods. The addition-chain method runs in time n+n/ log(n)+o(n/ log(n)) ( [5] , [12] , [4] ), once an optimal addition chain for the exponent is found; however finding an optimal addition chain is NP-hard. Suboptimal heuristics exist. The m-ary method [11] (the most popular among practitioners) runs in time upper bounded by n+n/m+2 m−1 +1, where m is an optimization parameter. For example, for n = 1024, m = 6 is optimal. In the practical range this is comparable to the complexity of the new method, with h = 1 and w(S)/l(S) = 1/2. Other heuristics exist [1] .
In some applications the exponent is fixed for many bases, in which case it is natural to partition the operations into two stages: exponent processing and exponentiation. The new method is comparable to optimal addition chains in the exponentiation phase even for h = 1, and wins when h < 1.
In [2] a method is proposed that optimizes exponentiation complexity when the base is fixed for many exponents.
Cryptographic viewpoint. For discrete-log-based cryptosystems, when the modulus is "good," we can go down with w(S) quite far before the complexity of the discrete-log problem deteriorates, per the best-known algorithm [6] . Specifically, the complexity is A 1/2 , where A = l(S) w(S) .
For example, for l(S) = 512 bits, w(S) = 22 gives A 1/2 = 2 64 . When the Hamming weight is very low, the entropy is also low, thus we gain using the new method. Specifically we have h ≤ l −1 · log 2 A affecting the second term of C(S) (in the above example h < 1/4, while σ(S) ≈ 1).
The above numbers are not a recommendation. The discrete-log problem for lowentropy exponents is not well studied yet (however the method of [6] does not seem to apply directly to low entropy).
