Abstract-Intense laser beams focused onto thin high-atomicnumber targets can generate short intense bursts of MeV X-rays from a small area of the target. Such systems are being developed as short-pulse point-projection X-ray sources for imaging highdensity objects. Here, large-scale (400-million macroparticles and 15-million grid cells) 3-D particle-in-cell simulations are described that model the dynamic interaction between the laser beam, a blowoff plasma layer, and the solid-density target. The simulations self-consistently treat the nonlinear interaction between the incident laser pulse and the blowoff plasma layer where a relativistic electron beam is generated. This beam propagates into the soliddensity high-atomic-number target where MeV bremsstrahlung is generated. The model tracks the generation, propagation, and self-absorption of radiation in the blowoff plasma, target, and beyond. Radiation production (fluence and energy spectrum) is characterized in the simulations as a function transverse target size, laser-injection angle, and laser energy. The simulated X-ray fluence for the case of a 45
benefit of high temporal and spatial resolutions: typically a few times the incident laser pulse duration (picoseconds) and the approximate dimensions of the target foil (in tens to hundreds of μm).
The LSP [6] particle-in-cell (PIC) code is used to model the dynamic laser/plasma interaction (LPI) that generates the intense short-duration bremsstrahlung X-ray pulse. Sufficiently small cell sizes and timesteps are chosen so that the interaction between the laser and the foil [7] , as well as subsequent electron dynamics through the foil, will be fully resolved. Bremsstrahlung production of X-rays is also included yielding a fully integrated 3-D Cartesian simulation capable of producing angularly resolved X-ray and electron spectra. Parameters such as foil size and laser incident angle can also be varied to determine the effect on the X-ray dose production.
Many details of the LPI simulation model have been discussed previously and will be summarized in Section II. In Section III, energy spectra of the X-rays and electrons will be provided. In Section IV, parameter scans are presented to examine their effect on X-ray dose. A summary of the significant findings of this work is given in Section V. Comparison to radiography experiments utilizing the Z-Petawatt [1] laser/ high-Z converter interaction is provided.
II. EXPERIMENT GEOMETRY AND SIMULATION MODEL
A picosecond-scale IR laser pulse strikes a dense thin-foil gold target, where the intense electric field accelerates electrons to high energies. These electrons propagate through the dense gold plasma, where the electron-ion interaction produces bremsstrahlung X-rays, which are then transported to the edges of the simulation space. Once an X-ray macroparticle reaches the edge of the simulation space, ensuring that its interaction with the disk is over, the x-, y-, and z-components of its momentum and location along with the time and macroparticle weight are saved to a particle extraction file. These particle extraction files can be used as inputs for a simple transport simulation that carries the particles to a spherical target with a 1-m radius. Here, the fluences are simply scaled by a factor of 2.6 × 10 −10 (characteristic of a several-MV diode source) to get a reasonable estimate of the dose-a strictly accurate dose calculation would depend on the detailed energy spectrum of the X-rays and the specific detector. A discussion of dose scaling with laser intensity is given in the Appendix.
The gold foil is modeled as a volume of doubly ionized gold ions with 6 × 10
22 -cm −3 number density overlapped 0093-3813/$31.00 © 2012 IEEE Fig. 1 . Typical simulation geometry. The loci for X-ray spectrum measurements are also included. Fig. 2 . Gold-number-density profile along the disk axis as in Fig. 1 . The initial electron-number-density profile is exactly twice these values.
by electrons with 1.2 × 10 23 -cm −3 number density, ensuring charge neutrality at the start of the simulations. The ionization state should not affect the bremsstrahlung X-ray production, although it will affect the electron current and spectrum near the laser-interaction region. This effect will be lessened as the electrons reflux and expand radially across the disk. Typical length scales are 100 μm for the disk diameter and 10 μm for its thickness; a 100 μm by 100 μm square foil is also used. A nominally 20-μm-thick exponentially decaying (3-μm characteristic length) plasma is included in front of the foil to simulate blowoff from the laser prepulse. A diagram of the generalized geometry is shown in Fig. 1 , while a typical gold-ion-density profile is plotted in Fig. 2 .
The simulations use an energy-conserving direct-implicit PIC algorithm for particle kinematics [6] . This algorithm does not require Debye length spatial resolution and relaxes the need to resolve both the cyclotron and plasma frequencies. At low energies, electron collisions are modeled using Monte Carlo methods with cross sections defined by Spitzer collisions. Higher energy electrons (typically, those with kinetic energies greater than 100 keV) transition to a species using a more detailed description for energy loss and scattering but without self-interaction [13] , [14] . The electromagnetic fields are solved implicitly via matrix inversion [8] using the PETSc linear algebra libraries [9] .
Bremsstrahlung production in the gold foil is modeled using the Integrated Tiger Series [10] electron/photon transport algorithms, which have been integrated into LSP [11] . Photon energies and angles are tabulated at the point of generation and written to a file for postprocessing.
To resolve the 1-μm laser wavelength between the inlet boundary and gold target, an initial cell size of 0.125 μm (8 cells per wavelength) in the z-direction is needed. To avoid stressing the field solver with large aspect ratio cells, the x-and y-dimensions are of the same order of magnitude as the z-direction size, although a factor of a few larger (typically, no more than four); away from the axis or behind the disk in the positive z-direction, this cell-size limitation could be slightly relaxed. The linear sizes in any direction did not change significantly between neighboring cells (< 20% variation from cell to cell). The end result is a simulation space extending from +/ − 100 μm (162 cells) in the x-and y-directions and from −30 to 100 μm (568 cells) in the z-direction, for just under 15-million cells. This is sufficient volume to enclose a 50-μm-radius tilted disk without it impinging upon the simulation boundary.
A typical value of 100 particles per cell of each species is used, in order maintain decent energy conservation. At the simulation start, there are only two species present, the lowenergy electrons and the doubly ionized gold ions. However, the fine grid resolution described earlier extends across much of the disk volume, requiring nearly 400-million particles per simulation. This could be relaxed somewhat with a thinner disk or blowoff plasma, but not significantly. The high particle count implies that the simulation speed will be constrained by the particle kinematics.
The simulations can be categorized by the orientation of the incident electric field with respect to the foil surface. In S-polarization, the incident electric field is entirely tangential to the foil surface (here, E inc,S = E 0ŷ ), and for Ppolarization, there is a component normal to the surface (here,
The initial simulation densities of gold ions and electrons are shown in Fig. 3 for a representative simulation geometry: P-polarized incident laser and a 50-μm-radius foil with a 30
• tilt angle. As opposed to a true rotation about a central point, the particle distribution is defined by a tilt to the desired angle. Fig. 4 shows similar density plots at 10 ps using a 1.4-ps laser pulse with trapezoidal temporal and Gaussian spatial profiles, an FWHM spot of 15 μm, and an intensity of 7.8 × 10
19 W/cm 2 delivering 130 J of field energy. The laser has partially penetrated the foil in filaments on the front face, although there is an ejection of particles from the front and rear faces.
III. ELECTRON AND ANGULARLY RESOLVED X-RAY SPECTRA
Using the macroparticles extracted from the simulation boundaries, energy spectra for the 50-μm-radius 30
• tilted foil with both polarizations of incident field are plotted in Fig. 5 . Also included is the spectrum from a 100 μm by 100 μm by 10 μm square disk with a 45
• tilt angle, to be described in Section IV-E. The shapes of all three curves are essentially identical, with the P-polarization curve uniformly 10% higher than the S-polarization curve and 20% higher than the square . Global X-ray spectra for the round foil in two polarizations and the square foil. The differences arise from X-ray counts only; the shape of each curve is the same.
foil, demonstrating a difference only in the energy-deposition efficiency of the laser pulse; the subsequent electron and X-ray dynamics are unchanged. Note the significant photon component at energies greater than ∼200 keV in all cases.
The macroparticles can be sorted to get energy spectra for certain angle ranges, specifically, to look at differences between the spectra near the disk axis, near the laser axis, and from the disk edge (those X-rays that exit the disk radially). This is done by calculating the angular separation between the outgoing angle of the X-ray macroparticles (φ for the azimuthal angle and θ for the polar angle) and a given location (φ 0 , θ 0 ) using
The five angular loci of interest are: 1) the angle φ 0 = 0
• , which corresponds to the axis of the disk on the side facing the laser ("laser-side disk axis"); 2) φ 0 = 180
• , θ 0 = 30
• corresponding to the axis of the disk on the side facing away from the laser ("laser-opposite disk axis"); 3) the line θ 0 = 90
• − 30
• × cos(φ 0 ), which is the angular function for the disk edge, referred to as "disk edge" hereinafter; 4) the angle φ 0 = 0
• , θ 0 = 0 • , corresponding to the positive z-axis and the direction where the laser is pointing; and 5) the angle φ 0 = 0
• , θ 0 = 180 • , corresponding to the negative z-axis and the direction where the laser comes from. These loci are shown graphically in Fig. 1 . If a macroparticle has an angle within 5
• of any of these locations, it is saved and used in the spectrum calculation, with the results plotted in Fig. 6 . The "disk edge" region has significantly more particles than the other loci, which requires that the spectra be normalized so a direct comparison can be made; this also explains the relative smoothness of this curve when compared to the others. . Total attenuation coefficient versus X-ray energy for gold [12] .
The plots indicate that the X-ray spectrum is harder in the "disk edge" than at the disk poles, although less hard than along the axis of the laser. The two z-axis curves have a lower level through the spectral lines at 65-80 keV than the curves defined by disk relationships. The "disk edge" spectrum also dips sharply at 80 keV, just after the spectral lines. These structures can be explained by looking at the total attenuation coefficient for gold (Fig. 7) and the path length through the foil for different escape angles. The X-rays collected for the "disk edge" spectrum have to travel through a greater gold thickness, so they are affected more by the self-absorption of the disk, while the "disk axis" X-rays travel through the least thickness. Some of the structure in the spectra between 10 and 20 keV can also be explained in this manner.
Finally, the spectrum of the initial population of electrons liberated from the gold disk is plotted in Fig. 8 . These electrons are preferentially transported in the positive z-direction-the side opposite the incident laser. The peak energy here is just above 1 MeV. Such a spectrum has applications to the development of magnetic shielding to protect the X-ray detectors from stray electrons.
IV. X-RAY DOSE CALCULATIONS
The simulations are used to examine the dependence of the X-ray dose on a number of factors, including angle from the foil to the target, foil radius, foil tilt angle, and incident laser energy. In each case, the simplest simulation geometry that determines the trend is used.
A. Three-Dimensional Angular Dependence
The fully 3-D Cartesian simulations described in Section III, examining the difference between S-and P-polarizations, are also used to calculate the angular dependence of X-ray dose. Both simulations are run out to 10 ps with all X-rays leaving the system captured for the dose calculations. Time histories of the global X-ray count and energy, average energy per X-ray, and global electron kinetic energy are shown in Figs. 9 and 10. Both simulations show similar rises and falls in all four categories, with the P-polarization 10%-15% higher in each case including integrated X-ray production; the P-polarization simulation produced 8.66 × 10 13 X-rays as compared to 7.78 × 10
13 from the S-polarization. Averaged over a 1-m sphere and using the simple scaling from X-ray fluence to dose of 2.6 × 10 −10 , P-polarization produces a dose of 0.18 rad, while the S-polarization produces 0.16 rad.
The angle-dependent doses are plotted in Fig. 11 , using the fluence-to-dose scaling from the one mentioned earlier and including particle extractions from all six sides of the simulation. Here, the doses show variation from 0.14 to 0.23 rad for P-polarization and from 0.12 to 0.21 rad for the S-polarization. 
B. Incident Laser Energy
Lowering the incident energy of the laser pulse from 130 to 90 J, but keeping the remaining simulation parameters identical, results in dose levels near the z-axis of 0.13-0.15 rad for the P-polarization and 0.12-0.14 rad for the S-polarization. The roughly 10% difference between the polarizations is similar to what was seen before. Comparing these doses with the higher energy values at similar angles (0.14 versus 0.21 rad for P-polarization and 0.13 versus 0.19 rad for S-polarization) shows an approximately linear scaling between incident field energy and dose.
C. Foil Radius
A 3-D cylindrical geometry is used with a circularly polarized incident laser pulse delivering 75 J onto 10-μm-thick gold targets-the pulsewidth and FWHM are the same as the ones mentioned earlier. For these simulations, the only particle extraction is at the right-hand-side plane (+z), so these are the only X-rays available for the transport calculation. The X-ray dose (from fluence scaling) plotted on a 1-m sphere centered on the foil is shown in Fig. 12 for 50-, 100-, and 150-μm-radius foils. In all cases, the dose shows significant variation due to the large number of sampling bins near the axis. The plots do show a decreasing X-ray fluence with increasing target radius.
The increased dose at smaller radii can be explained by the more rapid increase in the foil potential as the laser-accelerated electrons leave. The larger foils have larger capacitance and thus slower increase in the potential that inhibits further electrons from leaving the foil, thus confining less of the energy for bremsstrahlung X-ray production. These electrons reflux within the foil as they slow down. The normalized energy spectra from all three foils show very little variation with radius and are nearly identical to the spectra in Fig. 5 .
D. Tilt Angle
To speed the calculations, a 2-D Cartesian geometry and linear P-polarization is used. In this case, the simulation quantities are recognized as being "per centimeter," which is the depth in the virtual y-direction. The 50-μm-radius 0
• -rotation result shows an averaged dose value nearly 50% greater than that of the corresponding cylindrical simulation (Fig. 12) . This difference is likely due to the lack of geometric falloff in Cartesian geometry and, possibly, the use of linear instead of circular polarization. The peak and averaged fluences and average dose results for 10
• , 20
• , and 30
• rotations of the foil are summarized in Table I . These data suggest that the fluence depends on the foil angle, but not strongly. The weak dependence is likely the result of the blowoff plasma, which obscures the tilting. 
E. Comparison to Experiment
To match the Sandia experiments, the 3-D Cartesian simulation is modified to use a 100 μm by 100 μm square foil with a 45
• tilt. The S-polarized laser pulse had a 500-fs duration, a 6-μm FWHM, an intensity of 9 × 10 20 W/cm 2 , and a total incident field energy of ∼100 J (compared to the previous values of 1400 fs, 15-μm FWHM, and ∼130-J field energy). As this simulation only ran to 7 ps, an estimate of X-ray production at 10 ps will be needed. The time-dependent X-ray flux from Fig. 13 . Time histories of global X-ray count, total X-ray energy, and energy per X-ray for 3-D Cartesian S-polarization simulation with a 100-μm square foil tilted by 45 • . this simulation was plotted from 4 to 7 ps and the data used to make a least-squares fit to an exponential function. This fitting function was integrated from 7 to 10 ps and compared to the integrated particle count from the simulation; the total X-ray count from 7 to 10 ps is 13% of that between 0 and 7 ps. Scaling up of the dose by 13% should account for the shorter dose integration time. The time histories for this simulation are shown in Fig. 13 . The peak number of X-rays is lower than the previous simulations, but the peak X-ray energy had a higher value as did the average energy per X-ray. The electron energy is slightly lower, due to the shorter pulsewidth.
The X-ray spectrum for this simulation is plotted in Fig. 5 . Again, the shapes of the curves are essentially the same, with the difference only in the total particle count. Averaging the total X-ray production over a 1-m sphere and scaling from fluence to dose, the X-ray production of 7.17 × 10 13 results in 0.148 rad over 7 ps. Scaling by 13% to 10 ps gives 8.10 × 10 13 total X-rays and 0.167 rad, averaged; either of these 10-ps dose values is higher than those from the previous S-polarization simulation. The 1-m dose is plotted in Fig. 14 and shows values from 0.21 (near the disk axes) to 0.13 rad (near the disk edge). This lower value matches with experimentally measured values on the foil edge that are on the order of 0.10 rad.
V. SUMMARY AND CONCLUSION
LSP has been used to create 3-D simulations of a dynamic laser/high-atomic-number foil interaction, with electron dy- namics and bremsstrahlung X-ray production and transport integrated into a single simulation. These simulations show that the dose has a strong dependence on foil radius and nearly linear relationship with energy deposition for uniform laser intensity. There is little correlation with tilt angle. The 3-D Cartesian simulations showed the greatest utility for dose calculations, energy conservation, and maintaining the full physics of the LPI. This came at a cost, as these calculations are the most computationally intensive. However, the interaction is found to have dynamic features that could not be fully represented except in 3-D Cartesian. The typical 1-m dose is in the 0.15-0.25-rad range, showing a nearly factor-of-two variation with angle. For the 100-μm square foil tilted at 45
• , the dose at 1 m varied from 0.13 to 0.20 rad, comparable to the experimental value of ∼0.10 rad. Interestingly, a higher intensity laser pulse produced a higher dose, even though the pulselength is shorter for lower total incident field energy-this is consistent with the dose scaling derived in the Appendix. Future work will examine the sensitivity of the spectrum to the characteristic length of the blowoff plasma and determine the best method to mitigate its effect on the radiograph.
APPENDIX
If we can ignore absorption of the X-rays, we can estimate the dose produced by the interaction of a laser with a solid target. Given a paraxial population of electrons striking a high-Z target of roughly one-third range, the bremsstrahlung dose in rads at 1 m can be estimated as in [15] as
where the mean kinetic energy of the electrons in MeVs is W and the total electron charge in coulombs is Q. Scaling with the ponderomotive potential, the laser interaction produces electrons with relativistic factor and energy [6] 
Here, the laser intensity W/cm 2 is I L , and the wavelength in μm is λ. If we define η as the efficiency of conversion of laser energy to electron energy and take E L as the total laser energy, the predicted dose from laser interaction is
On Z-Petawatt, typical values of I L = 1 × 10 20 W/cm 2 , λ = 1 μm, η = 0.3, and E L = 100 J yield W = 1.77 MeV. This is close to the mean energy of the energetic electrons of ∼2 MeV observed in the simulations. We can therefore expect a dose on the order of 0.13 rad at 1 m. This value is actually for a onethird-range thick target, while the targets we simulate here are typically very thin (10 μm).
Energetic electrons are limited to leaving the target only until the target charges up to their energy. The time at which the electrons become trapped is, then, a function of the target capacitance and will occur sooner for smaller targets. Once they are trapped, the electrons reflux within the target until losing their energy. They continue producing bremsstrahlung radiation as they thermalize which softens the photon spectrum and increases dose. From 1980 to 1990, he was a Research Scientist with TRW, Inc., Redondo Beach, CA, on loan to the Magnetic Fusion Energy Program, Lawrence Livermore National Laboratory, Livermore, CA, where he simulated plasmas of interest in controlled fusion research. Since 1990, he has been a Principal Member of the technical staff with Sandia National Laboratories, Albuquerque, NM, and after working several years simulating edge plasmas and radiative divertors in tokamaks for the Fusion Technology Department, for several years, he worked in the Energetic and Multiphase Processes Department modeling plasma display panels and semiconductor processing plasmas. He is currently with the High Energy Density Plasma Theory Department, Sandia National Laboratories. He is the author of various publications in the plasma field. His research interests, in addition to the modeling of laser/plasma interaction with matter and electromagnetic pulse, are low-temperature discharges in plasma display panels, as well as the simulation of inertial and magnetically confined high-temperature plasmas for fusion applications, and weakly ionized gases for use in semiconductor processing applications.
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