Abstract-Optimal input design for parameter estimation has obtained extensive coverage in the past. A key problem here is that the optimal input depends on some unknown system parameters that are to be identified. Adaptive design is one of the fundamental routes to handle this problem. Although there exist a rich collection of results on this problem, there are few results that address dynamical systems. This paper presents sufficient conditions for convergence/consistency and asymptotic optimality for a class of adaptive systems consisting of a recursive prediction error estimator and an input generator depending on the timevarying parameter estimates. The results apply to a general family of single input single output linear time-invariant systems. An important application is adaptive input design for which the results imply that, asymptotically in the sample size, the adaptive scheme recovers the same accuracy as the off-line prediction error method that uses data from an experiment where perfect knowledge of the system has been used to design an optimal input spectrum.
I. INTRODUCTION

W
ITH the rapid developments in model-based engineering, compare with the petrochemical industry where it is reported that all plants employ model predictive control, the high cost of modeling is coming more and more into focus as a limiting factor [1] . Often the only practical means to modeling is data-driven modeling, i.e., system identification. For this type of modeling, the major part of the cost is associated with performing experiments on the plant in question. A key variable here is the duration of the experiments since it strongly couples to costs in terms of personnel, energy, material and production losses.
For dynamical systems, it has been shown that careful design of the experiment can lead to quite drastic reduction in the required experimental time as compared to standard white noise excitation or step testing [2] , [3] . It has also been stressed that the experimental conditions are essential for making system identification robust with respect to many of the design variables that are involved, e.g., model structure and orders, and with respect to the resulting end performance [4] .
The aforementioned observations have prompted renewed interest in optimal experiment design-a topic that has been studied extensively over the past decades, see, e.g., [5] - [12] and references therein. Recent advances include novel computationally tractable algorithms [13] , least-costly and application oriented frameworks [14] , [4] , closed-loop methods [15] - [19] , and extensions to non-linear models [20] - [22] .
A key problem in optimal experiment design is that the optimal experiment typically depends on the system parameters that are to be identified. One of the fundamental routes to cope with this problem is to employ adaptive schemes, meaning that as information from the system is gathered the experimental conditions are changed. Adaptive design is usually called sequential design in the statistics literature, where there exist a rich collection of results and applications (see, e.g., [23] and the references therein).
When only the input excitation is considered part of the experiment design, we will use the terminology input design. Adaptive input design has been studied in many works in engineering literature (see, e.g., [24] - [28] and [29] ). However, as pointed out in [30] and [28] , there are few results that address this problem for dynamical systems. Given the increasing practical relevance of input design, it is becoming urgent to provide a solid theoretical foundation for such methods.
When the system is linear time-invariant and belongs to the model set, and the input is (quasi-)stationary, it is only the second-order properties of the input that asymptotically (in the sample size) influence the model quality. Thus, in this case, it is the spectrum, or equivalently the autocorrelation sequence, of the input that is the design variable in optimal input design. The actual input sequence can be generated by filtering white noise through an input spectrum shaping filter corresponding to a stable spectral factor of the optimal input spectrum [13] . Building on this, an obvious approach to adaptive input design is to combine a recursive identification scheme with a time-varying input spectrum shaping filter, computed from the solution of the optimal input design problem using the most recent model estimate as a substitute for the true system. Such a certainty equivalence approach leads to an adaptive feedback system where, similar to adaptive control, the input properties change over time depending on the response of the system. From a performance perspective, there are several issues that are non-trivial to analyze:
(i) Under which conditions will the parameter estimates of such a procedure converge?
(ii) If the algorithm converges, will it be consistent, i.e. will the model parameters correspond to the true system parameters? (iii) If the algorithm converges to a correct system description, how does the resulting (large sample) accuracy compare to the accuracy an oracle, having access to the unknown true parameters for the experiment design already at the beginning of the experiment, could achieve? In regards to (iii), notice that even if the parameters converge to the true values so that, as the experiment time progresses towards infinity, the input behaves closer and closer to a stationary signal having the optimal spectrum, suboptimal experimental conditions prevail in the meantime and it is not evident that the algorithm is able to catch up with the accumulated loss of accuracy this causes-this strongly depends on the rate of convergence of the algorithm.
An early version of the above concept was presented in [24] . A severe limitation was that the parameter estimation was not recursive, requiring re-identification using all past data for each new measurement. Furthermore, no statistical analysis was provided and even if, for this off-line algorithm, (i) and (ii) can be dealt with rather straightforwardly using results from [31] , (iii) is non-trivial to analyze since the input signal is nonstationary. Subsequently the recursive certainty equivalence approach, adopted in this contribution, was outlined in [27] , but without details of formal treatment of (i)-(iii), the technical foundations of which were given in the paper [32] that appeared a few months later. Recently, [28] takes a different approach and focus on a smaller class of problems, namely identification of ARX systems with input filter of finite impulse response (FIR) type as in [24] . The advantage of using ARX-models is that the analysis of the recursive least-squares method can be carried out with a powerful result in [33] .
There exists an extensive body of literature on general recursive stochastic algorithms, e.g. [34] - [40] . However, the available results, representing variations of what is loosely called the ODE method, do not seem to be applicable to prove a certainity equivalence principle for adaptive input design in general. The key technical advance needed for the proof of such results has been developed in [32] by proving a very strong form of an ODE principle for general recursive estimation schemes introduced in [34] and discussed in much details in [36] .
Building on this work, the objective of this paper is to provide the complete theoretical foundations of the adaptive input design framework outlined in [27] , providing results for (i)-(iii), hereby validating current practice in input design. While we will cover (i) and (ii), our primary objective will be to deal with (iii). In particular, with θ * ,θ n andθ * n denoting the true parameter vector, the parameter estimate in the adaptive algorithm, and the off-line parameter estimate obtained from an experiment using the optimal input, respectively, we will be interested in establishing conditions for when adaptive input design asymptotically yields the same asymptotic accuracy as the optimal non-adaptive design in the sense that
have the same asymptotic covariance matrix. A pre-requisite for this is (of course) that the recursive estimation algorithm is able to achieve this when the optimal input is used. In proving these kind of results, we formulate and prove a novel, significantly stronger form of certainty equivalence: namely, we show thatθ n −θ * n = o(n −1/2 ) in a sense explained below, see Theorem 4.1. Another ambition has been to cover the general class of single-input single-output (SISO) linear time-invariant (LTI) systems and associated model structures considered in [41] . The recursive prediction error (RPE) approach [34] , [36] fulfills these objectives. However, in its initial form, this algorithm requires a so-called boundedness condition ensuring some kind of stability of the state process associated with the RPE algorithm and a projection mechanism to ensure that the estimators stay in a compact domain, and one generally cannot exclude the possibility that the sequence of estimates gets trapped at the boundary where the projection takes place. A variety of ideas have emerged to rectify these deficiences. In this paper we follow the method put forward in [32] , [39] , where stability of the state-process is ensured assuming a specific form of joint stability of the state-transition matrices, and the projection is replaced by a resetting mechanism which allows almost sure convergence to the true parameter vector to be established together with a rate of convergence for the moments of the estimation error. A restrictive assumption here is that the asymptotic prediction error criterion is only allowed to have the true parameter vector as stationary point. This is a more severe conditition than identifiability. However, for a method that, as in the case of RPE, is based on gradient based non-linear search the best one can hope for is that convergence takes place to the set of stationary points. Notice that the corresponding off-line result [31] , which proves convergence to the global minimum, makes the assumption that the global minimum can be found-something that is not easy to guarantee in practice using gradient based methods, on-line as well as off-line. However, as our focus is (iii), which has convergence to the true system parameters as a pre-requisite, we have chosen to base our algorithm and analysis on the work [39] , [32] , thus avoiding the issue of clustering at the boundary. Recently, a novel recursive algorithm for ARMAX models has been proposed in [40] using expanding truncations for which an almost sure convergence result has been established. Unfortunately, for our considerations, this convergence result applies only when the input is white and, furthermore, the asymptotic accuracy of this algorithm is not known, and hence, at least at present, this algorithm is not suited to our purpose.
The paper starts off in Section II by introducing the system and model assumptions, together with the input signal generation mechanism that will be employed. The latter depends on the estimated parameter vector. Off-line prediction error identification is discussed in Section III. The complete adaptive algorithm, comprising the true system, the recursive estimation algorithm and the input generator, is presented in Section IV. Formal results on convergence/consistency and asymptotic distribution are provided at the end of the section. These results are quite general in that they make no specific use of the functional relationship between the parameter estimate and the input generator, other than that this is a sufficiently smooth map. These results are then placed in the context of adaptive input design in the following Section V, where a complete adaptive input design algorithm is presented, together with the result that this algorithm achieves the same asymptotic accuracy as an oracle. The algorithm is illustrated on a numerical example in Section VI. Conclusions are provided in Section VII. Most of the proofs are provided in appendices.
Notation: Throughout the paper, unless otherwise specified, we will employ the following notation. Our problem will be embedded in an underlying complete probability space (Ω, F, P ), where Ω is the sample space, F is the σ-algebra that defines events E in Ω which are measurable, i.e., for which the probability P (E) is defined. Let E[·] be the expectation operator with respect to the probability measure. If A is a vector or matrix, its transpose is denoted by A T . If P is a square matrix, P > 0(P < 0) means that P is a symmetric positive (negative) definite matrix of appropriate dimensions while P ≥ 0(P ≤ 0) is a symmetric positive (negative) semidefinite matrix. If the square matrix P is nonsingular, its inverse is denoted by P −1 . I m stands for the identity matrix of dimension m, 0 m ×n stands for the zero matrix of dimensions m × n, 0 m = 0 m ×1 stands for the zero vector of dimension m, and 0 denotes the zero matrix of appropriate dimensions. Denote by ρ(·) the maximum eigenvalue, minimum eigenvalue, and spectral radius of a matrix, respectively. For a vector, let · denote the Euclidean norm and for a matrix the norm induced by the Euclidean norm. Unless explicitly stated, matrices are assumed to have real entries and compatible dimensions.
II. LTI SYSTEM, INPUT SIGNAL AND MODEL
For the sake of clarity we present our results for single-inputsingle-output (SISO) systems. Extension to multi-input-multioutput systems is straightforward along the lines of [27] .
Let us consider a SISO, finite-dimensional linear stochastic control-system described compactly by the state-space equations
Here, u = (u n ) is the control-signal, e = (e n ) is the noisesignal, y = (y n ) is the observed output signal, and ξ y = (ξ y n ) is the state-variable, all of them real-valued scalars, except possibly the real-valued state-vector ξ y n . For the sake of simplicity we assume that the system is at rest prior to time n = 0, in particular u n = 0, e n = 0 and ξ y n = 0 for n < 0. This will be no limitation in terms of the asymptotic analysis we will consider.
As the system will be operating in open loop, stability will be required.
Condition 2.1:
The system matrix A y has all its eigenvalues strictly inside the unit circle.
The noise signal is subject to the following condition.
Condition 2.2:
The noise process is e = (e n ), n ≥ 0 is an independent and identically distributed (i.i.d.) sequence with zero-mean and a positive finite variance, say σ 2 e , i.e.
Moreover, for some c > 0 we have
The input signal u is the output of the following state-space equations:
Here, η is a parameter vector that influences the state-space matrices and hence can be used to control the spectrum of the input signal; it will be tuned over time by the adaptive algorithm. However, for the time being η will be considered fix, taking its values from an open set D η ⊂ R n η . To indicate signals that are generated by time-invariant filters we use overline notation, e.g. u n (η) as in (3) and y n (η) for y n in (1) when u is generated by (3) with η fix.
The signal w driving u in (3) is subject to the following condition.
Condition 2.3:
The random process w = (w n ), n ≥ 0 is an i.i.d. sequence with zero-mean and variance 1, i.e., for all n ≥ 0, we have
Moreover, the processes w = (w n ) and e = (e n ), n ≥ 0 are independent. Finally, for some c > 0, we have
The objective is to identify a model of the transfer functions from the input u and the noise e to the output y of the system (1). However, despite that we only are interested in the inputoutput relationships, we will use a model of state-space type as it will be used in a time-varying fashion in our adaptive algorithm. Its state-space matrices A(θ), B(θ), C(θ), and K(θ) are parametrized by a, to be identified, parameter vector θ belonging to some open domain D θ ∈ R n θ . Thus, the model is given by
Such a model can be expressed in transfer function form as
where G(q, θ) and H(q, θ) are rational functions in the backwards shift operator q −1 . This model class encompass a wide variety of standard black-box structures such as output-error, Box-Jenkins and ARMAX, as well as parametrized state-space models. It also includes tailor-made transfer function and statespace models, e.g. where the parameters have physical interpretations. For details, we refer to [41] .
III. OFF-LINE PREDICTION ERROR IDENTIFICATION
To identify the system parameter θ we proceed mostly along standard lines of arguments. We provide a summary for the sake of defining our notations and conditions.
A. The Prediction Error
Notice that the noise e in (1) can be computed as
e n = −C y ξ y n + y n . For a pair of tentative values θ ∈ D θ and η ∈ D η , let us therefore define the estimated noise process ε n (θ; η) for n ≥ 0 by
with 0 initial conditions. The cost function based on N observations y 0 , · · · , y N −1 , obtained as the negative conditional likelihood function in the case when e is Gaussian, modulo constants, is defined by
The off-line estimatorθ N (η) is defined as the global minimizer of
B. The Prediction Error Gradient
To minimize the cost function (7) in practice we need to compute its gradient w.r.t. θ. Then we get for the partial derivatives w.r.t. θ, the column vector
where ε θ,n (θ; η) = ∂ε n (θ; η)/∂θ. In standard procedures, the estimate is obtained by setting the partial derivatives w.r.t. θ equal to 0, i.e., solving the equation
A rigorous definition ofθ N (η) in this context, taking account the possibility of multiple solutions or no solutions, was given in [42] . For actual computations, we need the gradient process ε θ,n (θ; η). Denote by subscript θ k the partial differential with respect to an arbitrary element of θ. Then differentiation of (6) yields that the complete gradient of ε n (θ; η) with respect to θ can be generated by a set of state-space systems, indexed by k = 1, . . . , n θ , coupled in parallel
Here, we notice that ε θ k ,n (θ; η) is the output of a state-space system with inputs ξ n (θ; η), u n (η) and y n (η), and
Note that the state transition matrix of the overall system above is block-diagonal, with diagonal blocks equal to A(θ) − K(θ)C(θ). A time-varying version of the above system will be incorporated into our adaptive algorithm, see (24) .
C. Asymptotic Properties
In the process of system identification, the search domain for the systems parameters will be denoted by D θ 0 , with D θ 0 being a compact domain contained in D θ . In formulating the technical details we need the following definitions.
Definition 3.1: A random process {s n } n ≥0 is said to be M-bounded, which is denoted
, n ≥ 0 defined on a probability space (Ω, F, P ) is called asymptotically wide sense stationary with exponentially decaying error if it can be approximated by a wide sense stationary (w.s.st.) process
The signals generating the off-line estimate are given by (1) (the system), (3) (the input generator), (6) (the prediction error), and (10) (the prediction error gradient). Under Condition 2.1, with D θ being such that A(θ) − K(θ)C(θ) is stable for all θ ∈ D θ , and with the input generator (3) being stable for η ∈ D η , it is easily seen that the joint process (ε(θ; η), ε θ (θ; η)) is asymptotically w.s.st. with exponentially decaying error locally uniformly for θ ∈ D θ and for η ∈ D η . It follows that the following asymptotic cost function is well-defined:
will follow along standard lines under appropriate conditions, see Condition 3.2 below. Now we introduce the notion that the true system is in the model set. Condition 3.1: For any η ∈ D η there is a unique θ * ∈ intD θ 0 such that ε n (θ * ; η) = e n . Condition 3.1 is often decomposed into two separate conditions: i) identifiability, i.e., each θ corresponds to a unique prediction error transfer function from u and y to ε(θ), and ii) a persistence of excitation condition on the input u [41] .
We will require the following smoothness condition.
Condition 3.2: The matrices A(θ), B(θ), C(θ)
and K(θ) are four-times continuously differentiable functions of θ in D θ .
With Conditions 3.1 and 3.2 in force it follows that for any η ∈ D η , θ * is the unique global minimizer of W (θ; η) and, under the stability assumption we introduced above for D θ , it follows from [31] that the off-line estimator converges to θ * with probability 1 for any feasible η. Furthermore, the estimator will have the asymptotic covariance matrix
equal to the Cramér-Rao lower bound for Gaussian noise, regardless of the distribution of the actual noise see [43] , [41] .
The asymptotic covariance matrix is given by
whereR
IV. RECURSIVE ESTIMATION WITH AN ADAPTIVE INPUT
A. Introduction
A Gauss-Newton type of recursive estimator is given bŷ
where ε n and ε θ,n are on-line estimators of ε n (θ n −1 ) and ε θ,n (θ n −1 ), respectively. The algorithm is started from some initial conditionsθ 0 andR 0 .
In (15), ε θ,n ε n can be considered an estimate of the gradient
andR n a Gauss-Newton estimate of the Hessian W θθ (θ; η) at the current estimate of θ * , i.e., at θ =θ n . In order to ensure that the estimator does not leave its domain of definition D θ , and even stays in a compact domain, say D θ 0 , recursive estimation schemes such as (15) typically need to be complemented with either a stopping mechanism or a resetting mechanism, see [44] and [39] .
In this work, we consider the recursive estimation algorithm (15) modified by a resetting mechanism. For this purpose, we first consider two compact truncation domains
n θ ×n θ + , the latter denoting the set of n θ by n θ symmetric positive definite matrices. For now, we impose only the minimal condition that the initial values satisfyθ 0 ∈ intD θ 0 andR 0 ∈ intD R 0 . Then we first define a temporary value for the next estimate aŝ
Then define (θ n +1 , R n +1 ) to be equal to (19)
In regards to ε n and ε θ,n , here we employ the standard procedure [36] of making the off-line expressions (6) (the prediction error), and (10) (the prediction error gradient) time-varying by replacing θ with the current estimate. A major feature of our algorithm is that we will also allow the input generator to be model dependent, i.e. we will allow η to be a function of θ, η = η(θ), and use the current estimate as θ in this relationship, making also (3) time-varying. The motivation for this is that the desired experimental conditions may depend on the true system. At this time we assume the minimal condition that η(·), defined on D θ , is a continuous function of θ. We will return to the topic of adaptive input design in the next section. This leads to the following time-varying adaptive system:
The schematic of these equations is given in Fig. 1 .
To compactify the notation, we will collect the state vectors for the system comprising (3) (the input generator), (1) (the system), (23) (the prediction error), and (24) (the prediction error gradient), into one single state vector
with (ξ θ,n ) denoting the concatenation of the column vectors (ξ θ k ,n ). We shall also extend the above adaptive algorithm with an estimator of σ 2 e , see (28) below, as the noise variance often is required in experiment design. Then for some matrices
, we can write the entire adaptive system as follows.
Adaptive system
From Fig. 1 , we see that the subsystems generating the input, the system, the prediction error and the prediction error gradient are connected in cascade. This implies that the state-transition matrix A Φ (θ) in (26) is lower block triangular. Furthermore, each block on the diagonal of
B. Asymptotic Properties
In this section, we will analyze the adaptive system (25)- (31) as n grows towards infinity. Our main interest is the behavior of θ n . Our analysis is based on the results of [39] and extended in [32] .
Let η * = η(θ * ) denote the optimal experimental setting assuming that the system parameter θ * is known, and letθ N (η * ) denote the off-line estimator of θ * under the optimal experimental conditions. Then our ultimate goal is to establish the asymptotic equivalence of the recursive estimatorθ N generated by our adaptive algorithm and the optimal off-line estimator θ N (η * ) in a technical sense to be specified in Theorems 4.1 and 4.1 below.
A pre-requisite for this analysis is to establish the overall stability of the time-varying system. We will base our analysis on the joint spectral radius.
Definition 4.1: For a given set of fixed size square matrices, say A, the joint spectral radius is defined as
with I denoting the set of all possible infinite selection of sequences A(k). The set A, is said to be jointly stable if λ(A) < 1.
We will need the following assumption. Condition 4.1: Let D η 0 ⊂ R n η be a compact set. The joint spectral radius of Σ u = {A u (η)) : η ∈ D η 0 } is less than one. Since the input generator (3) is in the hands of the user, Condition 4.1 can be ensured using techniques from the theory on stability of linear time-varying systems. As we will see in Section V, in adaptive input design A u (·) does typically not depend on η, in which case the condition on the joint spectral radius of Σ u is trivially satisfied.
Condition 4.2:
The joint spectral radius of
In transfer function notation, the stability condition on A(θ) − K(θ)C(θ) corresponds to that the transfer functions H −1 (q, θ) and H −1 (q, θ)G(q, θ) are stable. This is a standard condition [41] , however joint stability as required in Condition 4.2 is at first sight certainly restrictive. However, joint stability represents the state-of-the art in recursive parameter estimation and in fact it is often tacitly assumed in the literature. Moreover, this assumption was justified, under appropriate technical modifications of standard procedures, in [32] . The arguments presented there applies in our case.
Remark 4.1: Observe that Condition 4.2 is trivially satisfied for ARARX models, i.e., models of the type
where A(q), B(q) and D(q) are parametrized polynomi-
The ARARX model is a stochastic model commonly used in economics, engineering, health and medical science literature (see, e.g., [45] - [52] and the references therein).
For ARMAX models, i.e., models of the type
Condition 4.2 can be relaxed when the input is not adaptively updated, e.g., the method in [40] applies to white inputs. We now have the following stability result. It follows that, under the conditions of the lemma above, the map from u and e to Φ as defined by (25)
The following smoothness assumptions for the input generator mechanism will be required. For recursive algorithms of the type (15) one can at best find a stationary point of W (θ; η). A critical assumption in the ensuing developments is the following condition, which is a strengthening of Condition 3.1.
Condition 4.3: The matrices
A u (η), B u (η), C u (η) and D u (η) are four-times continuously differentiable on an open domain D η , satisfying D η 0 ⊂ D η ⊂ R n η .
Condition 4.5:
With D η as in Condition 4.1, the equation
has the unique solution θ = θ * , which is assumed to belong to intD θ 0 , for any η ∈ D η . Moreover it is assumed that θ * is locally identifiable, i.e., the Hessian-matrix W θθ (θ * ; η) is positive definite for any η ∈ D η .
The verification of the above condition is far from trivial. In the remarkable paper [53] ,Åström and Söderström prove that in the case of an ARMA process Dy = Ce, using standard parametrization, the above condition holds under minimal conditions on C and D.
It is well known that the algorithm (25)- (31) can be viewed as finite-difference equations which has a natural connection with a set of ordinary differential equations (ODEs) (see [34] , [36] , [54] and [35] ). The ODE associated with the algorithm is given as follows (see, e.g., [34] , [39] and [32] )
for t ≥ 1 with initial condition for t = 1 equal to (θ 0 , R 0 ) = (θ 0 ,R 0 ). The adaptive system (25)- (31) has a particular structure that we will explore. In order to express these properties, we introduce the joint vector-variable z = θ
T T , and define the corresponding domains of definitions and search domains as
denote the vectorized version of the ODE (34). i) It holds that
for any η ∈ D η . ii) The equation
has the unique solution
for any η ∈ D η . iv) The ODE (34) has unique equilibrium θ t = θ
T T , has the structure
Proof: Consider (33) as an implicit function to be solved for θ. Differentiating w.r.t. η, we immediately get W θη (θ * ; η) = 0 for any η ∈ D η , implying i). ii) follows from i) and Condition 4.5. For iii), we notice that from (16) it follows that W θθ (θ * ; η) consists of two terms,R(θ * ; η) and
By Condition 3.1, ε n (θ * ; η) = e n which is independent of ε θθn (θ * ; η), since the latter quantity is a function of {e k }, k < n only. Hence, the term above is zero and iv) follows. Finally, v) follows from i). 
We have an initial estimate z 0 = ξ 0 such that for all t ≥ s ≥ 1 we have z(t, s, ξ 0 ) ∈ intD 0 . Applying [32] , we get the remarkable result that the recursive estimatorθ n generated by our adaptive algorithm is asymptotically equivalent to the optimal off-line estimator, in a sense specified in the theorem below. 
for some constant δ > 0.
Proof: See Appendix B.
For the interpretation of the result, recall that it can be shown, following the arguments of [42] step by step, that we havê
we conclude that statistically important propertiesθ n (η * ) will be automatically inherited byθ n . In particular, consider the covariance matrix ofθ n (η * ) − θ * , which is readily seen to be
As a direct consequence of the above we have the following corollary. Corollary 4.1: Consider the adaptive system (25)-(31) and let the assumptions in Theorem 4.1 be in force. Then the covariance matrix of the error process (θ n − θ * ) satisfies
for some δ > 0.
V. ADAPTIVE INPUT DESIGN
We will now apply the results presented in the previous s ection to the case where the input generator (3) corresponds to the solution of an optimal input design problem. We will tailor our results to the general frameworks in [13] , [14] , [4] , which consists of the two steps: (i) Design of the input spectrum by way of a semidefinite program (SDP), and (ii) spectral factorization of the corresponding spectrum, yielding the input generator.
The main objective is to establish conditions under which Theorem 4.1 holds, as this will then establish that adaptive input design asymptotically achieves the same accuracy as optimal input design in the sense that the asymptotic distribution of √ n(θ n − θ * ) for the adaptive scheme is the same as for the off-line case using the optimal input. The condition related to the input generator are Conditions 4.1, 4.3, and 4.4. This means that our main tasks are to establish stability of the time-varying linear system (3) and that the map from the model parameters to the state space matrices in (3) is sufficiently smooth.
For these considerations, the essential characteristic of the optimal input design problems in the aforementioned references is that they can be formulated as
where (45) is a Linear Matrix Inequality (LMI), i.e. M (η, γ, θ) is affine in the decision variables η and γ, so that the problem is an SDP. The decision variable η = η 1 . . . η n η T ∈ R n η contains the coefficients in a finite expansion of the input spectrum
where {B k } n η k =1 are stable rational basis functions. It is common to use an input generator of FIR type. This corresponds to the basis
The matrix M (η, γ, θ) is block diagonal where each block captures, e.g., signal constraints/criteria and model quality constraints/criteria, see below. The formulation (44)-(45) covers both the case where a model quality measure is optimized subject to constraints on the used signals, or the opposite formulation (known as least-costly design [14] 
where
The unique elements of Q = Q T ≥ 0 are elements of γ.
) is thus one of the blocks of M (η, γ, θ).
Signal constraints are in terms of constraints on signal spectra, either energy constraints or frequency-by-frequency constraints. To illustrate the expressions involved, with the input spectrum given by (46), the input energy for an experiment of length N can, using Parseval's theorem, be expressed as
Similarly, the noise-free output energy of a model can be expressed as
The blocks of (45) that correspond to model quality measures are affine functions of the information matrix. Modulo a normalization constant, the information matrix corresponds toR(θ; η) defined in (14) . Employing Parseval's formula and (46), we can writeR
wherẽ
where Γ u (z, θ) and Γ e (z, θ) are stable rational vector-valued functions for θ ∈ D θ , see [13] , [41] . The termR e is due to the noise excitation. Thus the information matrix is an affine function of η, and hence the blocks of (45) that correspond to model quality measures are affine functions of η as well.
The expressions (51) , (53)- (54), are representative for the type of dependence between M and θ. In summary, the optimal input design frameworks of [13] , [14] , [4] lead to SDPs that can be written as (44)- (45), with
where in turn {Γ k (z, θ)} and {Γ k (z, θ)} are vector-valued rational transfer functions in z, with coefficients possibly depending on θ, stable on D θ 0 . It is clear from (55) that (44)- (45) is an SDP in η and γ. Spectral factorization of the resulting spectrum (46) yields a stable filter which we denote G u (z, η(θ)). Realizing this filter in state-space form gives the input generator (3). The filter will share poles with the basis functions {B k (q)} n η k =1 . Thus it is only the numerator coefficients that depend on η so G u can be written
for some fix denominator polynomial d(z). We can thus realize the filter in state-space form (3) using a controllable form [55] , where A u and B u are fixed matrices and where C u and D u depend linearly on the filter coefficients {g k (η)} m k =1 . Remark 5.1: It may not be possible to generate all possible information matrices using a finite expansion (46) of the input spectrum. This can be guaranteed using the so-called partial correlation parametrization which is a linear infinite dimensional parametrization of the input spectrum, chosen such that (52) still has a finite number of nonzero terms. Using partial correlation also leads to optimal input design problems of the type (44)- (45), but the computation of the spectral factor G u differs. We refer to [13] for details.
We now summarize the adaptive input design algorithm that we will analyze.
For the above algorithm, we have the following result. (45) is given by (55)- (56), where {Γ k (z, θ)} and {Γ k (z, θ)} are vector-valued rational transfer functions in z, with coefficients possibly depending on θ, stable on D θ . (ii) Problem (44)- (45) is well posed in the sense that for each θ ∈ D θ , the minimum is bounded from below. Assume also that (45) 3) Generate input process: Take {w n }, to be used as the signal generating the input (see Fig. 1 ), to be a sequence of independent random variables satisfying Condition 2.3. 4) Input spectrum update: Compute the optimal solution η(θ n ) to (44) 
Measurement update: Compute and apply the input signal u n +1 , generated by (3) with η = η(θ n ), to the true system and collect a new measurement y n +1 from the true system. 8) Parameter estimate update: The updated recursive estimateθ n +1 is computed by (29)-(31). 9) Iterate: Replace n by n + 1 and go to step 4).
Corollary 5.1: Let
where Φ n , ε n and ε θ,n are defined in (26)- (27) , and where F (q) is a stable transfer function matrix. Then
exists almost surely for any integer τ . The limit equals the corresponding correlation for the same signals when the input is generated by (3) with η taken as the solution to (44)- (45) with θ = θ * , the parameter vector corresponding to the true system. Proof: See Appendix C. Remark 5.2: By Corollary 4.1, it follows that Theorem 5.1 shows that the adaptive Algorithm 5.1 asymptotically recovers the same accuracy as using the optimal input during the experiment together with the off-line prediction error method.
Remark 5.3: It follows from (58) that the sample input power
converges almost surely to the power of the optimal input signal. Furthermore, forσ 2 n defined by (28) , it follows thatσ
almost surely.
Remark 5.4:
The condition on well-posedness is not restrictive. For example, it is trivially satisfied for the common objective of minimizing some measure of the experimental effort, e.g., the input energy.
Remark 5.5: Condition 4.5 implies that the solution to (44)- (45) has to correspond to a nonzero input spectrum for any θ in D θ .
Theorem 5.1 requires strict feasibility of the SDP (44)- (45) . In the next lemma we establish that this holds generally for the constraints used in [4] , [13] , [14] . We state the results for the commonly used FIR basis, but the results are straightforward to extend to a general stable rational set of basis functions.
Lemma 5.1: Let Z be a positive (semi-)definite matrix. Then the LMI (48) : Not all quality constraints in [4] , [13] , [14] are of the type (60) . For example, [13] employ quality constraints of the type
where μ and V are fix quantities, and where
is an auxiliary variable. If we take Z = μ/(2p z )I, Schur complement gives that the conditioñ
implies (61) with strict inequalities, i.e. strict feasibility. The condition (62) is of the type (60) and hence Lemma 5.1 applies also to constraints of the type (61).
Remark 5.7:
It is straightforward to extend Theorem 5.1 to the case where the system operates in closed loop with a fix stabilizing LTI controller, and the experiment design problem concerns designing the optimal reference signal. The expressions for signal spectra and the information matrix become more involved, but retain the structure (55)- (56) that we rely on for the theorem.
Remark 5.8: For input design problems where some signal size measure is the objective function, the first phase of Algorithm 5.1 may generate excessive excitation if the trajectory of the parameter estimate {θ n } passes through models that correspond to systems that are difficult to identify, i.e. require large signal sizes in order to achieve the quality specified by (44)- (45) . A practical way to avoid this is to limit the signal size in an initial phase.
VI. APPLICATION TO MINIMUM VARIANCE CONTROL
A. Optimal Input Design for Minimum Variance Control
In this Section we will study the problem of optimal open loop input design when the model is to be used for (approximate) minimum variance control of an ARMAX system
where 
. . c n c ]
T . We will assume that the system is minimum phase, i.e.,
−k has all its roots strictly inside the unit circle.
The minimum variance controller for (63) under the minimum phase assumption is given by [56] 
Using an estimateθ N of the model parameters θ, and the certainty equivalence principle, i.e. replacing the unknown parameter by its estimate, leads to use of the controller K * (q,θ N ) which gives the closed-loop output
Following [57] - [59] we will use the degradation from the ideal performance as performance measure, i.e. we take
Here, expectation is taken with respect to the noise sequence {e n }, while keeping the estimateθ N fix. This means that J(θ N , θ) measures the increase in output variance that occurs when the parameter estimateθ N is used instead of the true θ in the minimum variance controller. To account for the randomness of the identification experiment we will also take expectation over the distribution of the identified model parameterŝ θ N ; we denote this expectation by Eθ
. We will thus use Eθ N [J(θ N , θ)] as measure of the performance degradation. This is thus the performance degradation, as compared to the minimum variance controller, that can be expected by i) performing an identification experiment, ii) computing an estimateθ N , and iii) applying the controller K * , with the unknown θ substituted byθ N , to the true system and computing the increase in output variance.
The performance degradation Eθ N [J(θ N , θ)] depends on the experimental conditions and the objective of is to choose these such that the performance degradation is minimized. For computational tractability we will, again following [57] - [59] , use the asymptotic performance degradation
as our performance degradation measure. Experience [57] - [59] shows thatV (θ) is an accurate approximation of N Eθ 
For large model orders, it was shown in [57] that a closed loop identification experiment using the minimum variance controller (64) minimizesV over all possible experimental conditions. This was later shown to hold also for models of finite order [58] , [59] . Here, we will restrict the experiment to be open loop and consider the case when the input generator is of FIR type, i.e. we will use the basis (47) . Simple computations then give that Γ u in (53) and Γ e in (54), respectively, can be expressed as
To emphasize thatV (θ) is a function of the spectrum parameters we writeV (θ, η). We will consider the optimal input design problem consisting of minimizing the performance degradation subject to a constraint p u on the input power, i.e.
whereV (θ, η) can be expressed as (66) . Taking W 1/2 (θ) to be the matrix square root of W (θ), this weighted trace problem can, using Schur complemnt, be expressed as the semi-definite program
is given in (48) . For details, see [13] . Observes that (69) conforms to the structure of (44)- (45) . The unique elements of Z and Q in (69) correspond to the vector γ in (44)- (45), the left-hand sides of the three inequalities in (69) correspond to three diagonal blocks of M (η, γ, θ) in (45) . In adaptive input design, θ in (69) is replaced by the most recent estimate. 
B. Numerical Illustration
We will now consider the case where
where c is adjusted so that the static gain B ( In the experiment design, the input power bound p u = 1 and n η = 10. The model uses n a = 4, n b = 3 and n c = 2.
We will compare 4 different methods in a Monte Carlo study consisting of M = 48 experiments, where each experiment consists of N = 10.000 input/output samples. For each method, the sample mean of the performance degradation is computed for sampling time n asJ
We have normalized with n since then, at least according to the asymptotic theory,J n is independent of n.
The methods we compare are:
i) The input is white noise with power p u andθ k n is computed using the MATLAB System Identification Toolbox (SITB) off-line prediction error method as implemented in the function armax.
ii) The input is taken as white noise filtered through a filter which is the stable minimum phase spectral factor corresponding to the optimal spectrum of problem (69).θ k n is computed off-line as in i). iii) Algorithm 5.1 is used. The recursive estimator uses the SITB algorithm rarmax and the optimal input design problem (69) is solved using YALMIP [60] and SeDuMi [61]. The first n = n init := 500 samples uses the same white input as Method i). The algorithm is then initialized at n = n init := 500 with the off-line estimate from Method i) (which uses a white input). The initialR 0 is taken as the inverse of the estimated covariance matrix for the off-line estimate, normalized with the estimated noise variance. To obtain initial conditions for the states of the recursive estimator that correspond to this initial estimate and uncertainty, we use the fact that when recursive PEM is applied repeatedly to a data set, its estimate approaches that of the off-line estimate [36] .
Thus rarmax is applied 51 times to the data set consisting of the first n init samples and the final states from rarmax are taken as initial states when computingθ k n for n = n init + 1. For this start-up procedure, the offline estimate is used as initial estimate andR 0 is as described above. The initial states are taken to be zero. For n = n init + 1 and onwards,θ k n is computed using recursive PEM using the SITB function rarmax. iv) The adaptive input generated in iii) is used but the parameter estimates are computed off-line as in i). Thus, three different data generation mechanisms have been used: a white input, the optimal input and an adaptively generated input. The same white noise sequence has been used as noise {e n } in all cases. Also, the same white noise sequence has been used as source for the input in all three cases. Fig. 3 shows the sample meanJ n of the performance degradations over the different Monte Carlo experiments. Here we see that using a white input (Method i)) gives significantly worse performance than the other methods. As the methods using the adaptive input use the same input as Method i) prior to n = 500, they have the same performance as this method at n = 500 but then start to catch up with the performance of Method ii) (which uses the optimal input). The on-line estimate takes somewhat longer time to catch up than the off-line estimate (both use the same data).
VII. CONCLUSION
In this contribution, we have shown that an on-line estimator of system parameters controlling a parameter-dependent input generator has the same asymptotic behavior in a strong sense as an off-line estimator using experimental conditions set up under the hypothesis that the system is known. The result holds for stable SISO LTI systems and for a wide class of model structures.
As an application, we have proposed an optimal adaptive input design method for stable LTI systems based on the certainty equivalence principle. This is a formal development of the scheme outlined in [27] , which establishes convergence and asymptotic efficiency, based on the results of [32] . The asymptotic theory is backed-up by a finite-sample simulation study.
In terms of contributions to recursive estimation per se, the condition on joint stability of the state transition matrices in question, phrased in [32] , has been refined, and a relevant auxiliary result for block-triangular matrices has been given. In addition a clarification, needed for the proof of [32, Theorem 4.3] has been added.
APPENDIX
A. Proof of Lemma 4.1
The proof follows directly from the following general result: Lemma A.1: Let A be a bounded family of 2 × 2 blocktriangular matrices with fixed sized, square diagonal blocks, denoted by A 11 and by A 22 . Then the joint stability of the set of diagonal blocks A 11 and by A 22 , say A 11 and A 22 , implies that A itself is jointly stable.
Proof: The conditions of the lemma trivially imply that the the time-varying linear system
is BIBO stable in L ∞ . Hence, by [62] , it follows that the joint spectral radius of A is less than 1.
B. Proof of Theorem 4.1
We start by observing that the adaptive system (25)-(31) has the format
where φ n = Φ n , A = A Φ , B = B Φ , x n =θ n , andẽ n = w n e n T , and where Q is a quadratic function. To avoid divergence, the estimates x n are enforced to stay in a compact truncation domain D 0 . In [32] , this scheme was coined DFL scheme with resetting after [63] , [34] . If x n converges, the behavior of (72) will approach that of what is called the frozen-system, a parameter-dependent R rvalued vector-valued stochastic process (φ n (x)), with n ≥ 0 and x ∈ D ⊂ R p denoting the parameter, where D is an open domain, defined by the state-space equation
with some non-random initial condition φ 0 (x). The mean-field, defined as
plays a central role in the analysis. More precisely, the behavior of the associated ODĖ
determine the asymptotic properties of the DFL-scheme. For the adaptive system (25)- (31), G corresponds to h in (35) , and under the conditions of the theorem it follows that G(x) is well defined. From v) in Lemma 4.2 it follows that the adaptive system we consider is a partially stochastic Newton method [32] .
T T where x 1 corresponds to θ, and Q accordingly, Theorem 4.4 in [32] gives
with some δ > 0, We will set aside the verification of the conditions for this theorem for the moment and proceed by noting that (79) yields a particularly useful insight into the relationship between recursive and off-line estimators. Namely, define the off-line estimatorx N of x * as "the solution" of
with respect to x. Then it is easy to see that the result given in [42] can be extended at no cost. Noting that the Jacobian matrix of the right-hand side of the associated ODE at x = x * is of the form given in (39), we get for the first component ofx N
Note that the dominant term of the r.h.s is identical with the dominant term on the r.h.s. of (79). Let us write x N = x N for the recursive estimator of x * . Then we arrive at the following result, see [32, (4.7) ]:
It follows, among others, that the asymptotic covariance matrix of the off-line estimatorx 
n , and then apply the moment inequality given as Theorem 1.1 in [64] .
We are now ready to verify the conditions of [ For (3.21), it can be shown, using a compactness argument, that if the Jacobian matrix
is stable (having all its eigenvalues on left half of the complex plane), then
with some C 0 ≥ 1, α > 0 for all ξ ∈ D 0 and t ≥ s ≥ 1 follows from the remaining components of Condition 3.4. This situation holds in this case as v) in Lemma 4.2 gives that all eigenvalues of A * are −1. Finally, we notice that the validity of Theorem 4.3 also requires a correction of the theorem. The correction is that we explicitly require that G(x) = 0 has a unique solution x * in D, in accordance with Condition 3.3. In our setting, this follows from iv) in Lemma 4.2. Now, in the case of adaptive experiment design the off-line estimator defined in the context of the general estimation method under (80) would be defined, according to (8) and (9), by 
Let this (uncomputable) off-line estimator be denoted byθ N (η).
Then the arguments given in [42] can be applied step by step to (45) is strictly feasible and bounded from below, and the solution is unique, [65, Theorem 1] gives that the solution is differentiable with respect to perturbations of M . The essence of the proof is that the equations (9) in [65] have a non-singular Jacobian permitting the implicit function theorem to be applied. The result of Theorem 1 in [65] can be extended by noting that the equations in (9) are continuously differentiable of any order, and hence the implicit function theorem gives that the solution is continuously differentiable of any order with respect to perturbations of M [66] . In summary, the map from θ to η, as defined by (44)- (45), is continuously differentiable of any order under the assumptions of the theorem. Thus Condition 4.4 has been verified.
Next, we study the map from η to the filter coefficients of G u (q, η), i.e. the spectral factorization step. For simplicity of exposition, we restrict our analysis to the FIR case where B 1 (z) = 1/2 and B k (z) = z −k +1 for k > 1. The case of general rational stable basis functions can be handled along the same lines but is more involved. Consider
We will use the implicit function theorem [66] The convergence of sample correlations of the type (58) follows in exactly the same way as (B.2) in [28] . This concludes the proof.
D. Proof of Lemma 5.1
We start with the positivity condition. Withr = η n η . . . η 2 T , we can write the matrix in (48) as
This is a positive definite matrix if we taker = 0 and Q to be diagonal with strictly monotonically increasing elements along the diagonal, and take η 1 to be greater than the maximal value of Q. Maintainingr = 0, (52) gives R(θ; η) = η 1R1 (θ).
Take α ∈ R p θ to have unit norm. Then (90) gives that the minimum eigenvalue ofR(θ; η) can be made as large as desired by picking η 1 large enough. In summary, η 1 large enough and η 2 = . . . = η n η = 0 ensures feasibility of the constraints in Lemma 5.1, and the lemma has been proven.
