Incremental checkpointing, which is intended to minimize checkpointing overhead, saves only the modified pages of a process. This means that in incremental checkpointing, the time consumed for checkpointing varies according to the amount of modified pages. Thus, efficient intervals of checkpointing have to be determined on run-time of a process. In this paper, we present an efficient and adaptive page-level incremental checkpointing facility that is based on the taking point decision mechanism for minimizing the total execution time. Our simulation results show that the expected execution time was significantly reduced compared with existing periodic page-level incremental checkpointing.
INTRODUCTION
Checkpointing is an effective mechanism that allows a process that was discontinued by a system failure to resume its execution without having to restart from the beginning [1, 2] . By taking a checkpoint, a process can resume its execution from the most recent checkpoint state, hence limiting reprocessing time that would be necessary when a failure occurs. That is, checkpointing can reduce the expected execution time of a process that is consumed when a system failure occurs. However, there are certain trade-offs to this process, such as checkpointing overhead to achieving its intended objective, such as achieving minimum recovery time and minimum process execution time [3] .
Several techniques [2, [4] [5] [6] [7] have been devised and implemented to minimize these checkpointing overheads. They can be divided into two groups [2] . One is the latency hiding optimization techniques such as diskless checkpointing [6] , forked checkpointing [5] and the compression checkpointing [5] which attempt to reduce or hide the disk writing overhead. The other is the size reduction techniques such as memory exclusion checkpointing [7] and incremental checkpointing [4, 5] which attempt to minimize the amount of data that gets stored per checkpoint. It should be noted that, with respect to size reduction, large amounts of read-only memory or unmodified memory pages are identified and excluded from checkpoints.
Among these checkpointing techniques, the incremental checkpointing is widely used in practical system environments. In incremental checkpointing, page fault mechanism is used to identify dirty pages that have been modified since the last checkpoint.
A major unsolved problem with the conventional incremental checkpointing is the efficiency of the checkpoint interval. In [8] , Duda proved the optimal checkpoint interval on the off-line when the checkpointing cost is constant. However, in incremental checkpointing, the checkpointing cost is varied under its amount of modified pages of a process, and the modification patterns of memory pages are not deterministic. Therefore the proved optimal checkpoint interval cannot be applied to the incremental checkpointing.
In this paper, we present an adaptive page-level incremental checkpointing facility based on the efficient taking point decision mechanism. It saves only the modified pages on a new checkpoint using the page write protection mechanism. Also it uses the taking point decision mechanism that is based on cost analysis of expected recovery time of a process. This assures the efficiency of the checkpointing interval. Our simulation results show that the total execution time of a process was significantly reduced compared with the case when the existing periodic page-level incremental checkpointing method was used.
The rest of this paper is organized as follows. Section 2 presents related works. Section 3 describes the overview of the page-level incremental checkpointing and derives the expected execution time of a process. Section 4 presents adaptive taking point decision mechanism. Section 5 presents the performance of the adaptive page-level incremental checkpointing. Finally, some conclusions are given in section 6.
RELATED WORKS
In this section, we describe some previous works that have been about checkpointing analysis and well-known checkpointing facility. Theoretical analysis have been presented in several works [1, 8] . Several works [5-7, 9, 10] have proposed the implementation methods to reduce checkpointing overhead on the practical system environments.
Duda provided the optimum interval between checkpointing by assuming that the failure rate follows the Poisson arrival and the failure do not occur while checkpointing [8] . He showed that the performance of a program with checkpointing is better than that of a program without checkpointing.
Hong et al. analyzed the cost of forked checkpointing [1] . They compared the optimistic and pessimistic model of the forked checkpointing. They calculated the expected execution time with and without checkpointing at every time. In their experiment, it was assumed that failures can occur during checkpointing itself.
Nam et al. proposed a reliable probabilistic checkpointing [10] . This scheme is a kind of incremental checkpointing and it uses a reliable hash function to minimize the block comparing time. In this scheme, all blocks are hashed, and each hashed value is compared with that of the previous checkpoint. According to the comparison result, the probabilistic checkpointing takes or skips a checkpoint for each block.
In [5] , Plank et al. showed the performance of the user-level checkpointing tool under UNIX, Libckpt which support transparent incremental and copy-on-write checkpointing. However, this Libckpt require that a user source code be modified. In addition, the main() function must be renamed to ckpt_target().
In [9] , Heo et al. proposed space-efficient incremental checkpointing tool. Its main purpose was to reduce the waste of disk storage when incremental checkpointing is used. The recovery process of the incremental checkpointing requires many checkpoint files because the states of a process are spreaded over numerous checkpoint files. In this study, they were able to reduce the waste by page version information and shadowing copy techniques.
PAGE-LEVEL INCREMENTAL CHECKPOINTING
In this section, we present an overview of page-level incremental checkpointing and derive the expected execution time for a process with the page-level incremental checkpointing.
Notations and Assumptions
Some common notations used throughout this paper are presented in Table 1 . cumulative density function of a failure at elapsed time k f (k) probabilistic density function of a failure at elapsed time k T(t) expected execution time of a process without checkpointing T c (t, c) expected execution time of a process with page-level incremental checkpointing R skip (t) expected recovery time of a process without checkpointing R take (t, c) expected recovery time of a process with page-level incremental checkpointing
The following is a system model used for our experiment on the expected execution time with and without checkpointing. First and foremost, the expected total execution time of a process can be defined as the processing time from the beginning of its execution to its completion. Let T(t) denote the expected execution time of a process and t be the "work requirement" of the process. Note that in the absence of any failures, T(t) = t.
We assume that the expected total execution time of a process with incremental checkpointing, T c (t, c), includes the execution time of n intervals and time for incremental checkpointing is at the end of each interval.
Note that, a checkpoint interval is the duration between two checkpoints. That is, it begins when a checkpoint is established and ends when the next checkpoint is established.
Let T c (t i , c i ) denote the expected time required to execute the interval i and take an incremental checkpoint. Obviously, In this study, the following assumptions are made. We assume that failures can occur during normal execution as well as during checkpointing. We also assume that failure occurs according to a Poisson process at rate, λ [8] . These are commonly accepted assumptions, particularly when failures are known to occur as a result of many different reasons. Further, we assume that failures are detected as soon as they occur.
Expected Execution Time without Checkpointing
Clearly, the execution time, t of a process is identical to T(t) in the absence of failures without checkpointing. However, when a failure occurs and if that failure occurs before the completion of a process, then a recovery cost r is incurred to resume its execution from its beginning of the process. Fig. 1 shows an example of a process that is being executed without checkpointing and where a failure occurs. In Fig. 1 , if a failure occurs before the end of execution (k < t), the expected execution time of a process without checkpointing, T(t) can be calculated by the disjunct components, k, r, and T(t). In this case, the process must restart from the beginning, which means that the remaining work requirement is t and its expected execution time is T(t).
We assumed that the failures occur according to a Poisson process at rate λ, thus F(k)
, and the f(k) = λe -λk , then the expected execution time of a process without checkpointing is given as Theorem 1 [1] . When the expected total execution time T c (t, c) is divided into n intervals, and an incremental checkpoint is taken at the end of each interval, the expected total execution time with page-level incremental checkpoints can be expressed as follows. 
If we assume that the checkpoints are equally spaced, and the checkpointing cost is constant c, then the above equation becomes much simpler. However, these assumptions do not reflect the actual characteristics of incremental checkpointing. In incremental checkpointing, the checkpointing cost c i is not a constant value, and furthermore, the checkpointing interval cannot be a constant duration. c i may vary under the modification pattern of a process memory pages that we don't know. Thus, this equation is not an appropriate way of deriving an efficient checkpointing interval.
ADAPTIVE TAKING POINT DECISION MECHANISM
In this section, we derive an efficient interval of page-level incremental checkpointing by the cost analysis of expected recovery time. We will analyze the expected recovery time and present the adaptive taking point decision mechanism on the page-level incremental checkpointing. Fig. 3 shows the example situation of a process with page-level incremental checkpointing. c i-1 is a checkpointing time of the (i − 1)th interval, the t i is a processing time of the ith interval, and the c i is an estimated checkpointing time of current execution point of the process. In this situation, we can take or skip an incremental checkpoint at this time.
Cost Analysis of Expected Recovery Time
When a process takes an incremental checkpoint at this time, the process waits for incremental checkpointing time c i . The process may extend the execution time of the process because of c i when no failure occurs, but if failure does occur, the recovery time may be reduced by the current checkpoint. We derive the expected recovery time of a process in cases where we have to decide whether to skip or take a checkpoint. 
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Proof: In case of Fig. 3 , the conditional expected execution time is written as:
. otherwise Finally, R take (t i , c i ) − R skip (t i ) represents a discriminant D(t i , c i ) of the two alternatives, which is represented as follows.
By calculating D(t i , c i ), we can decide whether to skip or take. If D(t i , c i ) is positive, R take (t i , c i ) is larger than R skip (t i ), then we may skip an incremental checkpoint. Otherwise, we may take an incremental checkpoint. For example, if t i is nearly zero, then D(0, c i ) converges to positive because e -λc i < 1 and T(c i ) > 0, so we can skip a checkpoint. In another example, if t i is nearly 1, then D(1, c i ) converges to negative because e -λc i > 0 and T(t i ) > 0, so we take a checkpoint.
Taking Point Decision Mechanism
Since D(t i , c i ) changes over t i and c i , we need to calculate D(t i , c i ) when t i or c i is changed. Even c i is not changing on run-time, we still need to calculate the D(t i , c i ). The checkpointing cost c i increases when some pages are modified. Therefore, we need to find an appropriate α(t i , c i ) to make D(t i + α, c i ) to be zero. 
Here, α(t i , c i ) represents the next checkpointing time and thus can be used to determine the checkpointing interval. For efficient calculation of the above equations, we attached the taking point decision mechanism to the page-fault handler. Algorithm 1 shows the mechanism in the page-fault handler and timer expiration routine. 
Algorithm 1 Taking Point Decision Algorithm ---In page-fault handler ---if page writing fault occurs then
Increase m Calculate D(t i , c i ) if D(t i , c i ) < 0 then Take an incremental checkpoint
PERFORMANCE EVALUATION
In this section, we will discuss the performance of the adaptive page-level incremental checkpointing facility based on the efficient taking point decision mechanism. We chose the following compute-intensive applications to measure the performance: Cellular Automata (CELL), JPEG Encoder (JPEG), Matrix Multiplication (MATRIX), Mean Filter for Image Processing (MEAN), Character Recognition by Neural Networks (NNET), and Quick Sort (QSORT). The following are detailed explanation of the applications.
• CELL: It manages two "100 * 100" fields for simulating the cellular automata application. Each cell is 4 bytes integer, and therefore, the size of the fields is 80,000 (= 2 * 4 * 100 * 100) bytes. It is represented as 20 pages in the Intel 386 architecture.
• JPEG: It manages four "128 * 128" fields for encoding raw image to JPEG format. One of the field for the image is 24 bit, and the other three fields are 8 bit. Therefore, the fields are represented as 24 pages.
• MATRIX: It manages three "100 * 100" fields for matrix multiplication. Each entry is 4 bytes integer. Thus, the fields are represented as 30 pages.
• MEAN: It manages two "256 * 256" fields and one "3 * 3" field for mean filtering.
The small field is read-only (never be modified), and the other large fields represent 16 bit image. Thus, the fields are represented as 64 pages.
• NNET: It uses three-level neural networks for character recognition. The number of the first level is "26", the intermediate level is "100", and the final level is "26". Each node is 32 bits, and the networks are represented as 7 pages.
• QSORT: It sorts an array of "10,000" entries. Each entry is 4 bytes integer, and the initial state of the array is set as pseudo random generator. The array is represented as 10 pages.
Each of the applications was compiled with the adaptive page-level incremental checkpointing. To compare the checkpoint overhead, we measured the average execution time of a process for each application. Fig. 4 shows average execution time of the applications. PPIC is the periodic pagelevel incremental checkpointing while APIC is the adaptive page-level incremental checkpointing. In the result, PPIC (2.5ms) and APIC shows the largest and the smallest execution time for all applications, respectively. This result shows that the APIC can significantly minimize the average execution time when using page-level incremental checkpointing. Also, we can understand that any kind of the periodic (or fixed) taking point is inefficient in the page-level incremental checkpointing. These results show that the execution time with adaptive page-level incremental check-pointing had been significantly reduced compared with periodic page-level incremental checkpointing. In addition, the adaptive page-level incremental checkpointing has a large impact on all applications and significant portions of the execution time are minimized by the efficient taking point as was expected. It should be noted that the adaptive page-level incremental checkpointing with taking point decision mechanism minimize the execution time of a process by about 25% more than using periodic page-level incremental checkpointing.
CONCLUSIONS AND FUTURE WORK
Incremental checkpointing, which is intended to minimize checkpointing overhead, saves only the modified pages of a process. In incremental checkpointing, the time for taking a checkpointing varies according to the amount of modified pages. In this paper, we present an adaptive page-level incremental checkpointing facility based on the efficient taking point decision mechanism for minimizing the expected execution time. By using the proposed mechanism, the efficient checkpointing interval is adaptively determined by the cost analysis of the expected recovery time of a process. We also showed from our experimental results that the average execution time of each application could be significantly reduced by the taking point decision mechanism.
