Predictive modeling is the key fundamental method to study passengers' behavior in transportation research. One of the limited studied topic is modeling of public transport usage frequency, which can be used to estimate present and future demand and users' trend toward public transport services. The artificial intelligence and machine learning methods are promising to be better substitute to statistical techniques. No doubt, traditionally been used econometrics models are better for causal relationship studies among variables, but they made rigid assumptions and unable to recognize the pattern in data. This paper aims to build a predictive model to solve passengers' classification, and public transport usage frequency using socio-demographic survey data. The supervised machine learning algorithm, K-Nearest Neighbor (KNN) applied to build a predictive model, which is the better machine learning method for dealing with small datasets, because of its ability of having less parameter tuning. Survey data has been used to train and validate the model performance, which is able to predict public transport usage frequency of future users of public transport. This model can practically be used by public transport agencies and relevant government organizations to predict the public transport demand for new commuters before introducing any new transportation projects.
Introduction
History reveals that in the past, Pakistani cities were characterized by low population, shorter trips length and higher non-motorized transport (Thomson, 1977; Tiwari, 2002; Imran and Low, 2003; Singh, 2005; Imran and Low, 2007) . However, these characteristics changed as the spatial structures built with time and that were only accessible by public transport and privately owned vehicles. Therefore, public transport trips share to nonmotorized has grown in cities of Pakistan. The expansion of cities has increased the trip lengths for urban residents, which make walking less feasible than before and force residents to shift from non-motorized mobility to motorized mode of transport (Imran, 2009) . In these scenarios, public transport including both formal and informal, aims to provide quality services to urban resident's mobility at very lower cost as compare to private mode of transport. Many efforts have been done to improve the public transport system in order to make it more convenient, comfortable and environment friendly (Buehler, Lukacs and Zimmerman, 2015; National Transport Authority, 2016; Transport for London, 2016) . However, after these efforts there are many reasons of decline in public transport ridership e.g., higher household income, credit access at low interest rates and low tax ratio, encouraged resident's private vehicle ridership (Bliss, 2017; Levinson, 2017) . Urban residents often consider public transport inferior and decline use when their overall household income rises. The dwindling demand aimed at public transport usage is explained by a failure in the quality of service, congested buses and time delays, altogether dishearten residents, push them away from public transport usage and to more reliable replacements i.e., private mode of transport (Orcutt, 2017) . Therefore, it is necessary to understand residents' decision making to use public transport in order to learn commuting pattern and public transport perception in the eyes of residents. This helps to ensure that residents continue to use the service of public transport and either existing public transport services attracts new residents (Fujii and Kitamura, 2003; Fellesson and Friman, 2008) . Some existing studies have estimated some key effects of public transport service quality based on information collected from users, e.g., (Lei and Mac, 2005; Schiefelbusch and Dienel, 2009; Lai and Chen, 2011; Imaz et al. 2015) .
Residents' usage frequency choice of travel mode depends on several socio and demographic factors (Cervero, 2002; Ermagun, Rashidi and Lari, 2015) . Being most important deterministic, these factors have been neglected to estimate public transport usage frequency in cities of Pakistan, which ultimately helps to determine public transport demand. Many existing studies are based on historical perspectives and present situations of public transport in cities of Pakistan but to our knowledge very less attentions has been given to deal the future bottlenecks. This study proposed a deeper understanding of residents' attitude towards public transport usage frequency based on socio and demographic factors. An attempt has been made to build a predictive model using K-Nearest Neighbor (KNN), a machine learning algorithm -an advance artificial intelligence approach, which can predict the public transport usage frequency for future coming users of public transport.
The paper has been arranged as follows: section 2 explains the literature review, which comprises the existing studies used statistical techniques, machine learning and artificial intelligence techniques to study public transportation problems by different means of data. The section 3 explains the data used to train and test the predictive model. The section 4 explains the model formulation, section 5 explains the model evaluation and section 6 explains the conclusion of this study and future directions.
Literature Review
Public transport plays a vigorous part in shaping city and has always be the reason for sustainable alternative to private mode choice for travel, because of its capacity to reduce traffic congestion and lessen the environment pollution (Tsai et al., 2008) . The association between public transport usage frequency and socio-demographic variables has well understood but empirical evidences on this topic is limited. Only few existing studies, e.g., (Badoe and Yendeti, 2007) investigated the public transport usage behavior and studied the factors influencing the ownership of transit pass and daily number of trips by using binary probit model and count variable regression model. Although, this study described well the role of occupation in holding transit pass but had not reveled other socio-demographic variables influencing the usage frequency of public transport (Habib and Hasnine, 2019) . In another existing study, e.g., (Farber et al., 2014) a joint model based on econometrics methods was developed to study public transport trip frequency and travel distance by individuals using household survey data. This model incorporated the endogenous relation of trip frequency and travel distance. Among many sociodemographic variables, gender, age, ethnicity, income, occupation, education level and geographical locations of households was found to be significant to study residents' behavior of public transport usage.
Most of the existing studies used statistical models to estimate the passengers' demand of public transport, e.g., (Vicente and Reis, 2018) . In some recent decade, researchers and practitioners of public transportation have used different econometrics techniques to solve public transport problems using smart card data, e.g., (Seaborn et al., 2009; Munzinga et al. 2012; Tao et al., 2014 , Tao et al., 2016 and Haibo et al., 2016 . The other existing studies found which used smart card data to study public transportation problems, e.g., (Agard et al., 2006 ) studied the public transport users' behavior and trip habits. (Baghai and White, 2005) studied consistency of passengers' travel behavior over time and proposed approaches to retain users. (Utsunomiya et al., 2006) forecasted the demand and proposed approaches to improve user trust and fare adjustment according to needs of users. (Park and Kim, 2008) used historical data to estimate future trends by creating a future demand matrix and (Trépanier and Morency, 2010) model the loyalty of passengers to use public transport. Unfortunately, in developing countries like Pakistan public transport operators and authorities do not open this kind of rich data for research, which is the limitations to use this kind of data for research.
However, most of these studies used regression models to predict demand, which are more suitable for casual relationships studies. These linear models are not able to take into account the out-of-sample observations which ultimately reduced the predictive performance. Due to these reasons, our aim is to increase predictive capabilities using machine learning technique, which are promising to be the better as compared to traditionally been used econometrics models. In the era of artificial intelligence and machine learning, predictive models have attracted many researchers' attentions but usefulness of these techniques are still largely unexplored in studies of public transportation. The purpose of this paper therefore is clearly defined. We used supervised machine learning algorithm, i.e., KNN to form a predictive model of usage frequency of public transport and trained it using survey data related to socio-demographic attributes of residents. During model training process, it learns the pattern that arose. However, after training the model the testing process was started to check how well our model has trained and able to predict new users' usage frequency of public transport.
Methodology
The second largest city of Sindh province, Hyderabad, Pakistan (Baig, Rana and Talpur, 2019) was considered as study area for this study. This emerging metropolitan city consists of 1,732,693 citizens, which includes it among the top 10 most populated cities of Pakistan (Government of Pakistan). All types of city's public transport considered under the umbrella of public transportation in present study i.e., buses, mini buses, mini carriages and auto Rickshaws (Government of Sindh, 2019) . In order to collect suitable data, online social media based questionnaire survey was conducted by targeting the selected audience. This technique of getting more data in less period of time has been used in many studies, e.g., (Ho, 2015; Talpur et al., 2017) . Questionnaire was prepared using Google Forms and link was shared through social media to selected audience. Further, questionnaire was also shared via email to collect the responses. A convenience sampling technique was adopted for questionnaire survey (Ross, 2005) . A total of 383 valid responses were collected in return of questionnaire survey.
The study is limited as it includes unequal gender distribution. Males were predominantly participated in survey constituting the 71.8% of total respondents as compare to females which constitutes 28.2%. As, the survey was conducted online, therefore, young people of age 21-30 years were dominant with 78.5% of total respondents. While, 17.5% of respondents belonged to 20 years or below and 4% belonged to 31-40 years' age group. Majority of participants had bachelors or higher degree (73.91%), while the rest had attended high school (2.6%), diploma (1.3%), and college (22.19%). The audience were also predominantly students (73.36%) followed by 18.8% private employees, 3.92% government employees, and 3.92% others (including self-employed and labor). As the audience were predominantly students, therefore, most of the respondent's personal income (51.5%) was less than 10,000 PKR. This may possibly be generated by part time work. Meanwhile, 13.5% of respondent's have monthly income of 11000-20,000PKR, 13% of audience have monthly income of 21000 -30000 PKR, 10% participants have 31000 -41000 PKR, and 12% respondents earned more than 40,000 PKR monthly income. The sample is almost equally distributed in respect to car ownership variable as 52.22% of respondents owned a car as compare to rest of 47.78% of respondents. On the other hand, 81.8% of respondents owned a bike, while only 18.2% don't have bike.
Responses related to Public transport usage frequency showed that only 13.6% never used public transport but the rest had experience of traveling public transport. Among the participants, 13.3% said that they use public transport daily, 17.8% use once a week, 28.3% respond in using public transport few days in a month, and 27% respondents told that they used public transport few days in a year.
After getting the data, the modeling approach as shown in Fig. 1 was applied in order to bring the data, train our model on training data and then validate on testing data to check and evaluate the model performance.
The Model 3.1 K-Nearest Neighbor Algorithm
The KNN is a supervised instance-based nonparametric machine learning algorithm which can be used for solving both classification and regression tasks (Hand, Mannila and Smyth, 2001) . The KNN belongs to supervised machine learning group of algorithms. Because of this, it always given a labelled dataset consisting of training observations ( , ) and would capture the relationship between and . The goal in this is to acquire a function ℎ: → so that given an unseen instance , ℎ( ) can surely predict the corresponding output .
The KNN works on the concept of majority votes between the k most similar observations to a given unseen observation. The k is the hyper parameter of KNN algorithm which is need to find out during hypermeter tuning of the algorithm (Friedman, Baskett and Shustek, 1975) . Similarity in observations is defined according to a distance metric between two data points. A general optimal choice as suggested by many researchers are Euclidean distance which can be calculated using Eq. (1). ' ' 2 1 ( , ) ( )
where, ′ are representing Euclidean vectors, starting from initial point and ending at terminal points respectively.
Fig. 1 Modeling approach diagram
Providing numeral k to an invisible instance and a correspondence metric d, the KNN algorithm runs through the whole dataset for calculating d value between and every training instance and approximate the conditional probability for each class which can be calculated using Eq.
(2). Process diagram for KNN has shown in Fig. 2 indicating the working conceptual method for algorithm.
where, ( = | = ) is representing the corresponding observations, k is hyper parameter ( = ) is the indicator function evaluates to 1 when the argument is true and 0 otherwise.
Finding the optimal value of k is important tasks during tuning hyper parameter for the model as it required to get the best performance of the model (Jahangiri and Rakha, 2015) . One of the frequently used method to find the k value is k-fold cross validation. The k-fold cross validation is a technique to find the prediction error. Subsequently, it is the finest method to define the model parameters.
Model Formulation
Meanwhile, machine learning techniques are suggested to be used for data having big observations but there are no any restrictions to use these machine learning techniques for data having less observations (Sug, 2012) . One problem that may arise for small data is the overfitting and the outliers but experts have proposed different ways to deal with such issues. First suggestion to that is to select ensemble machine learning technique with minimum hyper parameter to tune, which helps to less in complexity in the model (Maheswari, 2018) . Among predictive algorithm, the KNN is one of the best algorithm to work with small data as this machine learning technique has only one hyper parameter to tune. Second suggestion to small data issue is the increase the training size in order to increase the predictive performance of model (Zhang and Ling, 2018) . Data was randomly chosen for training of the model and then validating it using testing data. The 85% observations were selected for training the model and remaining 15% observations were used to validate the model. Analysis has been done using SciKit-Learn library of Python version 3.7 and anaconda framework. The KNN have only one parameter to tune which is number of neighbors named as k value. This number helps in assigning decision boundary to classes. Using k-fold cross validation, in general 5 or 10 folds' cross validation is best for finding optimal value of k (Kohavi et al., 1995; James et al., 2013) . The data was examined for different error values as shown in Fig. 3 indicating at 1 neighbors (k = 1) have lowest mean error which is not the optimized solution for model because when k-value is very small model shows more blind behavior to overall distribution of classes. On the other hand, for large k value averages extra voters during each prediction and model become more resilient to outliers. It is suggested to choose odd number for k to avoid complexity of class selection so from next error value model at 5 neighbors showing more robustness so k = 5 was chosen to train the model. 
Model Evaluation
In order to check the predictive performance of model on validation data, confusion matrix (CM) was constructed to estimate the observations of actual and predictive classes. CM is a technique to identify classification and misclassification rate, recall and precision values of the model. The general interpretation of confusion matrix as shown in Eq. (3) can be used to find out recall and precision value.
where, C ij is the class for ith row and jth column of the confusion matrix. In this matrix all the correct predications are present in the diagonal (correctly classified) and the values outside the diagonal is to estimate misclassification (wrongly classified) values. Classification and misclassification rate can further be used to calculate precision value as shown in Eq. (4) and recall value as shown in Eq. (5) where, M i is correctly predicted and ∑ M ij j is sum of out of all the cases, which labeled as i.
CF for model as shown in Eq. (6) indicating the classification and misclassification values observed during testing the model. Rows in the matrix shows the predicted classes and columns shows the actual classes observations. For frequency daily (D), 1 observation has been misclassified as frequency few days in a year (FDY). For frequency few days in a year (FDY), 1 observation have been misclassified as frequency daily (D) and 2 observations as frequency never (N). For frequency few days in a month (FDM), 3 observations have been misclassified as frequency few days in a year (FDY), 4 observations have been misclassified as frequency once a week (OW) and 1 observation has been misclassified as frequency never (N). For frequency once a week (OW), 1 observation have been misclassified as few days in a year (FDY) and 2 observations have been misclassified as frequency never (N). For frequency never (N), 1 observation has been misclassified as frequency once a week (OW). By taking average of the recall values it is estimated that overall training accuracy of the model is 72.4% indicating good predictive performance of the model. For testing accuracy of the model, F1-Score as shown in Fig. 4 indicating testing accuracy of frequency daily, few days in a year, few days in a month, once a week and never is 67%, 76%, 81%, 60% and 57% respectively. 
Conclusion
This research focused on modeling for predicting public transport usage frequency in the city of Sindh province, Hyderabad, Pakistan. For the purpose of predictive modeling, K-Nearest Neighbor supervised machine learning algorithm is used, which is better for modeling based on observations less in size and small dataset. Looking to the historical studies, we realized that, no attention has been given before to study modeling public transport usage frequency applying machine learning techniques. We proposed a robust model using K-Nearest Neighbor algorithm, which is able to predict the residents' interests toward usage of public transport in future. Such studies can help urban transport planners, policies maker and experts to estimate the future demand before introducing any new transport system. Special attentions should be given to public transport demad when forming and evaluating transport policies in cities of Pakistan. Transportation organizations working in cities of Pakistan do not have the excessive big data but census data and micro-level survey data can revival the socio-demographic status of commuters, which can be further used to study transportation problems applying machine learning methods.
These advance modeling approach needs data relatively big in observations. In future, researchers can bring advance data sets, e.g., GPS location data, smart card data, built environment data and social media data to study transportation problems in cities of Pakistan. The study is limited as it used questionnaire based data, which can be improved in future by using big data. Transport organizations can help to provide the data or open it publically for researchers to better and advance modeling of transport which can ultimately help to improve overall transport system.
