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Under reasonable orbital conditions, the Extended
Kalman Filter (EKF) and Unscented Kalman Filter (UKF)
both diverge after several updates from optical measurements. We identify the source of divergence by studying
a simplified model, and correct this problem by implementing a Monte Carlo based particle filter. However, the
computational cost of the particle filter is high, and future
work will implement a Skewed Unscented Kalman Filter
as a substitute for the particle filter. We present evidence
that this skewed unscented Kalman filter will avoid divergence at a reduced cost compared to the particle filter, and
discuss Monte Carlo methods for validating this claim.

in state space, far from the Gaussian class, and results in
a wide discrepancy between the uncertainty of the filter
algorithm and the measurement noise.
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Introduction

The increasing abundance of orbital debris in Geostationary Orbit (GEO) represents a significant challenge for
the future of space travel and satellite operation. Avoiding collision events with high probability in real time
will require orbit estimation algorithms that can utilize
sparse observations while maintaining computational expediency [2]. For example, limited resources require
tracking of objects in GEO with long time increments
between observations. This long time increment allows
for nonlinear dynamics to significantly deviate an initially
Gaussian distribution, which estimates the debris location
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Figure 1: EKF Divergence in Downrange Position
[LEO Orbit & Position Measurement at t = 3.75 hr]
blue curve = filter variance, red curve = true variance

In particular, when tracking a debris object in GEO,
if optical measurements from a ground or space based
observer have long durations between them, standard
Kalman filters such as the Extended Kalman Filter (EKF)
and Unscented Kalman Filter (UKF) may diverge, incorrectly predicting the variance of the underlying distribution. This phenomenon can be illustrated (see Figure 1)
through a simplified example of an object propagating
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is too small. Modified Kalman filters, such as the second
order EKF and UKF exhibit the same divergent behavior
for this simplified LEO model.
Monte Carlo methods, such as the bootstrap particle
filter, can produce detailed non-Gaussian statistics evolving under Keplerian dynamics and incorporating nonlinear measurements, but these algorithms are more expensive than Kalman filter options. Moreover, methods such
as the EKF are accompanied by a priori estimates of error through linear covariance analysis, which are absent
when using particle filters.
In an effort to understand the source of the EKF failure, this divergence is observed to occur when the distribution of the underlying truth has non-zero skewness,
which cannot be represented by a Gaussian approximation. Moreover, we observe that when the covariance matrix propagated by a particle filter is used to update the
EKF when a measurement is available, the divergence is
removed completely. In this way, the divergence appears
due to skewed non-Gaussian statistics of the truth after a
long duration of dynamical evolution, not due to the structure of the Kalman update itself.
The skewed Kalman filter [4] is a recursive filter for
tracking statistics through observation, which replaces
the Gaussian approximation of the Kalman filter with a
Closed Skew Normal (CSN) approximation. The CSN
distribution generalizes the normal distribution to a larger
class which permits the consideration of non-zero skewness. The skewed Kalman filter can track a distribution
with non-zero skewness while maintaining the computation expediency of a Kalman filter, and has suitable alternative formulations for our purposes, such as an unscented version for incorporating nonlinear dynamics [5].
Implementation of an unscented skewed Kalman filter
for our problem will be the subject of a future paper.
Here we remark on challenges inherent to validating this
scheme, namely the implementation of Markov Chain
Monte Carlo (MCMC) techniques for the purpose of sampling from a closed skew normal distribution.
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tween two measurements the nonlinearity of the dynamics
begins to make more of an impact. The equation for propagation of the covariance matrix {Pi } used in the EKF,
called the discrete Ricatti equation, is given by
Pi+1 = Φi Pi ΦTi ,

(1)

where Φi is the state transition matrix of the dynamical
system. Equation (1) is based on a linear approximation
for the state dynamics. When a measurement is available
to process, the Kalman gain
K = P H T (HP H T + R)−1

(2)

is computed, and used to update the filter mean and covariance,
P + = (I − KH)P −
+

−

x̂ = x̂ + K(z̃ − ẑ),

(3)
(4)

where H is the measurement geometry matrix, R is the
covariance matrix of the measurement noise, and z̃ is the
measurement obtained.
For short durations between measurements, the linear
approximation behind (1) is accurate, and yields a covariance matrix such that when implemented into calculating the Kalman Gain matrix, the mean and covariance are
correctly updated after a measurement. However, when
the duration between measurements is long, equation (1)
loses fidelity, and the propagated covariance matrix is not
sufficiently accurate. When this happens, the updated
mean value can be moved farther from the truth and the
covariance matrix can become overly confident about the
wrong mean value. As we will see below, this leads to
skewed filter statistics after the measurement update, and
subsequent filter divergence.
Figure 1 shows a filter error plot with a single measurement taken at 3.75 hours, after which the filter diverges.
The cause of this divergence is demonstrated in Figure 2,
which shows a shift in filter statistics immediately after
the measurement update such that estimation of the state
becomes skewed in the velocity component. Since the
measurement model is a full position vector observation,
the statistics for the position vector behave as expected
post measurement, however the velocity vector becomes
skewed.
Through careful simulated experiments of the model
presented in Figure 1, we have observed that divergence

Divergence of the Kalman Filter

The Extended Kalman Filter has traditionally been the default filtering algorithm used in tracking and navigation
for orbital objects, however, if enough time is elapsed be2

of Kalman-type filters within this context, which is caused
by skewness of the filter statistics of the velocity postmeasurement (as evidenced in Figure 2), is dependent on
the time difference between measurements. More precisely, we have observed that this divergence occurs when
the measurement is taken at a time when the underlying
true distribution, which can be carefully tracked using a
large collection of simulated trajectories, exhibits skewness itself. Although it is difficult to infer visually, the
statistics computed from the scatter plot of simulated trajectories at a measurement time that leads to divergence,
depicted in Figure 3, are skewed. This is supported by

Figure 2: Filter Error Following Measurement Update
Time of Measurement = 3.75 hours

Figure 4: Skewness of Truth State as Function of Time
Figure 4, which plots the skewness of the true distribution
as a function of time. Note that, although varying periodically, the amplitude of the skewness is increasing over
time.
Indeed, the EKF effectively approximates the true
statistics after measurement update, and avoids divergence, if the measurement is taken at a time when the true
distribution is nearly Gaussian (with zero skewness). Figure 5 depicts a convergent EKF when the measurement
is taken at a shorter time with underlying statistics that
are approximately normal. This motivates us to consider
modified filtering schemes which can track a distribution
of non-zero skewness evolving under Keplerian dynamics.
To demonstrate amplification of skewness of filter velocity statistics after a measurement from skewed true
statistics, Figure 6 depicts the skewness of filter statistics
as a function of time, where the first measurement in the

Figure 3: Truth Statistics prior to Measurement
Update Time of Measurement = 3.75 hours
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model is taken at that particular time. Clearly, skewness
in the filter velocity statistics is exacerbated the longer the
duration between measurements.
The commonly used alternative filtering algorithm for
handling nonlinear dynamics, the UKF, also diverges
when updated at these measurement times. The problem
with the UKF is that it reassigns a Gaussian approximation at each time step, and error in the covariance matrix can still accumulate over long time intervals between
measurements. The breakdown of traditional Kalman filtering methods is the motivator to obtain some alternative
means to acquire proper statistics.

Remediation Using a Particle Filter

We have observed that divergence is not due to the structure of the Kalman update methodology, but rather the
propagation of the mean and covariance using linear approximations. Particle filters require generating a large
number of state vectors {xi } sampled from initial conditions, referred to as particles. These particles are propagated forward in time and the filter statistics are the sample statistics computed from these particles, namely the
sample mean
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Figure 5: EKF Convergence in Downrange Position
[LEO Orbit & Position Measurement at t = 1 hr]
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Figure 7: EKF Convergence in Downrange Position
Using Hybrid Particle-Kalman Filter [LEO Orbit &
Position Measurement at t = 3.75 hr]

We have developed a hybrid particle Kalman-type filter, which uses simulated trajectories to approximate the
covariance matrix more accurately. When the Kalman
update is performed, the sample covariance matrix (5) is
used to calculate the Kalman Gain in (2), which gives the
correct move for the mean value based on the measurement. Figure 7 demonstrates a functional filter after the

Figure 6: Skewness of Filter Error Post Measurement
as Function of Time
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measurement update at 3.75 hours when applying the hybrid particle filter, where as the regular EKF diverged in
this context (Figure 1).

From Section 3 we are motivated to identify a Kalmantype filter that can avoid divergence while retaining a low
computational cost. Furthermore, from Section 2, we are
motivated to consider a filtering scheme which can track a
distribution of non-zero skewness evolving under Keplerian dynamics. The skewed Kalman filter [4] is a recursive
filter for tracking statistics through observation, which replaces the Gaussian approximation of the Kalman filter
with a Closed Skew Normal (CSN) approximation. The
CSN distribution generalizes the normal distribution to
a larger class which permits the consideration of nonzero skewness. The Probability Density Function (PDF)
f = f (x), for x ∈ Rn , of a CSN distribution with parameters (µ, Σ, D, ν, ∆) is given by

Investigation into the source of divergence thus points
to the covariance matrix inaccuracy and corresponding incorrect Kalman gain elements. Figure 8 illustrates this effect by showing that the Kalman gain, when computed
from Monte Carlo samples, deviates substantially from
the Kalman gain computed by the Ricatti equation (1). As
we can see by comparing Figures 1 and 2, the difference in
these matrix components is paramount to the subsequent
success of the filter post-measurement.
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f (x) =

φ(x; µ, Σ)Φ(D(x − µ); ν, ∆)
,
Φ(0; ν, ∆ + DΣDT )

(6)
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where

2
0

φ(x; µ, Σ) =

-2

exp (− 12 (x − µ)T Σ−1 (x − µ))
q
,
2πΣ

-4

is the PDF of a multivariate normal distribution, and
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Figure 8: Kalman Gain Comparison
and
Φ(0; ν, ∆ + DΣDT ) =

Despite the success of this modified filtering scheme,
there is a significant flaw in terms of computational burden. The difference in computational demand between
the EKF (and related Kalman filters) and this hybrid particle filter is on the order of the number of particles used.
We have found that for the simplified model considered
in Figure 1 the number of particles required for this remediation is on the order of 103 , and this number should be
larger for higher fidelity models. Therefore, the difference
in computational burden is, at a minimum, on the order of
a factor of 103 , which is unacceptable for practical implementation in real time to address our motivating problem
of tracking orbital debris in GEO with sparse observation.
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are evaluations of the Cumulative Distibution Function
(CDF) of a multivariate normal.
The linear skewed Kalman filter with measurement updates is shown in equation set (7). This filter algorithm
has the advantage of incorporating skewness in the filter
statistics while retaining expediency of the linear propagation methodology used in the EKF. The filter algorithm follows a state vector {Xi } with a skew-normal
distribution CSN (Ψi , Ωi , Di , νi , ∆i ) with process noise
η and receives measurements {Yi } having distribution
CSN (µi , Γi , Ei , γi , Θi ) and noise .
5

Yi = Fi Xi + ,

Xi = Gi Xi−1 + η

Ψi = Gi Ψi−1 + µη ,
Ωi =
Γi =
Di =
Ei =
∆i =
Θi =

Although useful for our purposes, as we have identified that the true statistics develop skewness over time
(see Figure 4), we anticipate that a refinement appearing
in [5] will be useful for our purposes. In [5], an unscented
skewed Kalman filter is developed in order to track a CSN
distribution evolving under nonlinear dynamics, which is
the case for our problem. Recall that the UKF diverged
similarly to the EKF in Figure 1, as the reassertion of a
Gaussian approximation at each time step led to erroneous
filter statistics over long time intervals. We conjecture that
the reassertion of a CSN approximation at each time step,
which is the case for an unscented skewed Kalman filter, will be more faithful to the underlying statistics, thus
avoiding divergence.

µi = Fi Ψi + µ

Gi Ωi−1 GTi + Ση
Fi Ωi FiT + Σ
Di−1 Ωi−1 GTi Ω−1
i
Di Ωi FiT Γ−1
,
νi
i

(7)
= νi−1 ,

γi = νi

T
∆i−1 + (Di−1 − Di Gi )Ωi Di−1
∆i + (Di − Ei Fi )Ωi DiT .
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Validation of a skewed (and possibly unscented)
Kalman filter presents unique challenges absent in the
context of ordinary Kalman filters. In particular, the parameters in (7) propagated through time do not explicitly
yield the mean and covariance of the state vector, which
makes the production of filter error plots non-trivial. Indeed, the input parameters of the CSN distribution do not
correspond to the mean and covariance through a simple explicit formula, except for the case of zero skewness which give back a normal distribution. Hence, in
order to have results that are valid to compare with the
other filters, the mean and covariance must be obtained
either through numerical integration at each time step
or a sampling routine. Since numerical integration becomes exponentially more costly with respect to the size
of the state vector, the more computationally consistent
approach would be random sampling from the CSN distribution. The difficulty of sampling from a CSN distribution is that a random number generator based on the
mathematical expression for the CSN distribution cannot
be formulated explicitly. Instead, a Markov Chain Monte
Carlo (MCMC) algorithm with a Metropolis-Hastings accept/reject mechanism [1] can be implemented to generate samples from a CSN distribution. To illustrate how
the MCMC algorithm draws samples from a CSN distribution, a two-dimensional example is depicted in Figures
9 and 10. Specifically Figure 10 is a scatter plot of a CSN
distribution based on samples generated by MCMC.
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Figure 9: CSN 2D Contour
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Conclusion

declination recorded monthly throughout the year from
the USU Space Telescope for Astrodynamics Research.

Filter error investigation has identified the source of the
traditional Kalman filter divergence for orbit estimation,
when a long time interval has elapsed between measurements, as the underlying skewness developed when a state
vector is propagated through orbital nonlinear dynamics.
The primary factor that skewness effects is the accuracy
of the covariance matrix, since the Kalman filter uses linear covariance propagation as an approximation until a
measurement is available to process. When the covariance matrix loses accuracy, the Kalman Gain is improperly evaluated which leads to incorrect updating of the
mean value as well as the updated covariance matrix. Particle filter algorithms can remedy the divergence (see also
[3]), but they are too computationally expensive.
Another class of filters, skewed Kalman filters, allow
for tracking underlying skewness as nonlinear dynamics
alter the distribution from normality. An unscented formulation of the skewed Kalman filter [5] will give additional flexibility in handling orbital dynamics. The advantage of this class of filter is the recursive, Kalman-type
nature for propagating the mean and covariance matrix as
well as updating the distribution parameters when a measurement is received. However, in order to extract the
mean value and covariance matrix at points in time, an
MCMC algorithm must be used to sample from the distribution and compute sample statistics. The use of MCMC
sampling can be computationally expensive, but it is only
needed for filter validation, not for propagation of the filter itself.
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Future Work

The subject of future work will be to develop and implement an unscented skewed Kalman filter for our orbital
tracking problem, which will be validated using sampling
via MCMC algorithms. The orbital model will be redirected from a LEO to a GEO orbit. The GEO orbit model
will be modified to have higher fidelity dynamics of perturbing accelerations such as higher-order gravity effects,
solar radiation pressure, solar/lunar third-body, etc, as
well as incorporating optical angle measurements instead
of full position vector measurements. We will validate
conclusions of simulations and theory using real data of
GEO objects from measurements of right ascension and
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