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LOCAL AUTOMORPHISMS OF FINITARY INCIDENCE
ALGEBRAS
JORDAN COURTEMANCHE, MANFRED DUGAS, AND DANIEL HERDEN
Abstract. Let R be a commutative, indecomposable ring with identity and
(P,≤) a partially ordered set. Let FI(P ) denote the finitary incidence algebra
of (P,≤) over R. We will show that, in most cases, local automorphisms
of FI(P ) are actually R-algebra automorphisms. In fact, the existence of
local automorphisms which fail to be R-algebra automorphisms will depend
on the chosen model of set theory and will require the existence of measurable
cardinals. We will discuss local automorphisms of cartesian products as a
special case in preparation of the general result.
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1. Introduction
Let R be a commutative ring with identity and A some R-algebra. Let n denote
a positive integer. The R-linear map η : A→ A is called an n-local automorphism
if for any elements ai ∈ A, 1 ≤ i ≤ n, there exists some R-algebra automorphism
ϕ : A → A such that η(ai) = ϕ(ai) for all 1 ≤ i ≤ n. Any 1-local automorphism
is simply called a local automorphism. Local automorphisms of algebras have at-
tracted attention over the years. For example, in 1990, Larson and Sourour [9]
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proved that if X is an infinite-dimensional Banach space and η is a local auto-
morphism of B(X), the algebra of all bounded linear operators on X , then η is an
automorphism ofB(X). In 1999, Crist [3] studied the local automorphisms of finite
dimensional CSL algebras. In 2003, Hadwin and Li [5] showed that any surjective
2-local automorphism of a nest algebra A is an automorphism. We refer to the
introductions and references of these three papers for more details on the history
and results regarding local automorphisms of algebras. For further reading, see also
[1, 2, 11].
From now on, we will always assume that the commutative ring R is indecom-
posable, i.e., 0 and 1 are the only idempotent elements of R. Let (P,≤) be a poset.
Generalizing the notion of the incidence algebra [10, 14] of a locally finite poset
(P,≤) over R, Khripchenko and Novikov [8] introduced the concept of the fini-
tary incidence algebra FI(P ) for arbitrary posets (P,≤) in 2009. One year later,
Khripchenko showed that the algebra FI(P ) has exactly the same kind of auto-
morphisms as in the case of a locally finite poset (P,≤), cf. [7, 13]. Our goal is to
determine the local automorphisms of FI(P ). The proof will introduce a number
of new ideas and concepts for finitary incidence algebras, combining methods from
set theory, combinatorics and algebra.
We will associate a cardinal µR to the ring R as follows: If R is finite, then
µR = ℵ0. If R is infinite, then µR is the least cardinal that allows a non-trivial
|R|+-additive measure with values 0 and 1. Let Aut(A) denote the group of all
R-algebra automorphisms of the R-algebra A, which is a subset of LAut(A), the
set of all local automorphisms of A. Our main result is the following:
Main Theorem 1.1. Let (P,≤) be a poset and R an indecomposable ring.
(a) If |P | < µR, then LAut(FI(P )) = Aut(FI(P )).
(b) If |P | ≥ µR, then non-surjective local automorphisms may exist, and ex-
amples of local automorphisms which are not R-algebra automorphisms are
provided.
(c) If η ∈ LAut(FI(P )) is surjective and |R| ≥ 3, then η ∈ Aut(FI(P )).
Let µ0 denote the least measurable cardinal, if it exists. Measurable cardinals
are large cardinals known to not exist in many set-theoretic models of ZFC, for
example V = L, and it cannot be proven that the existence of measurable cardinals
is consistent with ZFC. We refer to [6] for more details on measurable cardinal. For
ℵ0 ≤ |R| < µ0, we have µR = µ0, and we note the following immediate consequence
of Theorem 1.1(a).
Corollary 1.2. Let R be an infinite indecomposable ring and (P,≤) a poset such
that |P | < µ0. Then LAut(FI(P )) = Aut(FI(P )).
If (P,≤) is a trivial poset, i.e., the partial order is just equality, then Π =
FI(P ) =
∏
x∈P Rex is just the full cartesian product of |P | copies of R. Note that
for any poset (P,≤), the R-algebra Π is naturally an epimorphic image of FI(P ).
This motivates the study of Aut(Π) and LAut(Π) as preparation for a proof of
Theorem 1.1.
For any permutation ρ : P → P , the map ρ̂ : Π → Π with ρ̂
(∑
x∈P rxex
)
=∑
x∈P rxeρ(x) is in Aut(Π). Our starting point will be the simple observation that
every R-algebra automorphisms of Π arises like this from a suitable permutation ρ
of P .
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Proposition 3.2. Aut(Π) = {ρ̂ : ρ is a permutation of P}.
From here we set out to discuss local automorphisms of Π and their properties.
By nature, local automorphisms will be very close to R-algebra automorphisms,
and the question whether, or when, Aut(Π) = LAut(Π) holds will be pursued
systematically in Section 3. For 2-local automorphisms we will show the following.
Corollary 3.9. If η ∈ LAut(Π) is a surjective 2-local automorphism, then
η ∈ Aut(Π).
In addition, we have a correlating result for local automorphisms.
Theorem 3.6. Let |R| ≥ 3 and η ∈ LAut(Π) such that ex ∈ Im(η), the
image of η, for all x ∈ P . Then η ∈ Aut(Π).
Thus, under some weak assumption of surjectivity, local automorphisms indeed
coincide with R-algebra automorphisms. The case |R| = 2, i.e., R = Z2, however,
is special.
Theorem 3.11. Let R = Z2 and κ = |P | an infinite cardinal. Then
there exist 22
κ
-many non-surjective local automorphisms of Π, as well as
22
κ
-many bijective local automorphisms of Π that are not R-algebra auto-
morphisms of Π.
Our next main result shows that “n-local” does, in general, not imply “surjective”
for local automorphisms:
Lemma 3.13. Let R be finite and P be countably infinite. Then there
exists some η ∈ LAut(Π) such that η is an n-local automorphism for all
natural numbers n, but η is not surjective. In particular, η /∈ Aut(Π).
This result holds independently of the chosen model of ZFC and generalizes to
infinite rings R as follows.
Main Theorem 1.3.
(a) LAut(Π) = Aut(Π) if and only if |P | < µR. Moreover,
(b) Let |P | ≥ µR. Then there exists some unital R-linear map η such that η is
an n-local automorphism for all natural numbers n, but η is not surjective.
In particular, η /∈ Aut(Π).
This theorem is notable, as it links the existence of nontrivial local automor-
phisms η /∈ Aut(Π) to the existence of measurable cardinals. Therefore, the exis-
tence of nontrivial local automorphisms depends on the chosen model of set theory.
Theorem 1.3 extends to End(Π), the set of R-algebra endomorphisms of Π.
For a subset I of P , we define eI =
∑
x∈Iex, and we call η ∈ End(Π) induced
if there is a family {Ax : x ∈ P} of pairwise disjoint subsets of P , such that
η(
∑
x∈Paxex) =
∑
x∈PaxeAx for all
∑
x∈Paxex ∈ Π. We have the following result.
Theorem 3.28. Let R be a field. Then every η ∈ End(Π) is induced if
and only if |P | < µR.
Theorem 1.3 will serve as a stepping stone for proving Theorem 1.1 in Section 4.
With Section 2 we include a short overview of finitary incidence algebras. Our
notation is standard, cf. [12].
2. Finitary incidence algebras
For the convenience of the reader, we recall some definitions and results. Let
(P,≤) denote a poset and R a commutative ring with 1.
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Definition 2.1 (Khripchenko, Novikov, [8]).
(a) We call I(P ) =
∏
x,y∈P, x≤y Rexy the induced incidence space of (P,≤)
over R. I(P ) is an R-module under componentwise addition and scalar
multiplication.
(b) Let
FI(P ) = { a =
∑
x≤y
axyexy ∈ I(P ) :
{(u, v) : x ≤ u < v ≤ y and auv 6= 0} is finite for all x < y}.
Then FI(P ) is an R-algebra, the induced finitary incidence algebra of
(P,≤) over R. The multiplication (of formal sums) is induced by
exuevy =
{
exy, if x ≤ u = v ≤ y,
0, otherwise.
Note that I(P ) is a bimodule over the ring FI(P ) and a =
∑
x≤y axyexy ∈ FI(P )
is a unit in FI(P ) if and only if all coefficients axx are units in R. Moreover,
Z := Z(FI(P )) = {a =
∑
x≤y axyexy ∈ FI(P ) : axx = 0 for all x ∈ P}
is a two-sided ideal of FI(P ) and FI(P )/Z ∼=
∏
x∈P Rexx.
Definition 2.2.
(a) For any invertible f ∈ FI(P ) let ψf be the induced inner automorphism,
and Inn(FI(P )) denotes the set of all inner automorphisms of FI(P ). Note
that Inn(FI(P )) is a normal subgroup of Aut(FI(P )).
(b) For any order automorphism ρ of (P,≤) let ρ̂ denote the induced R-algebra
automorphism of FI(P ) with
ρ̂
∑
x≤y
axyexy
 =∑
x≤y
axyeρ(x)ρ(y).
Let Aut(P ) = {ρ̂ : ρ order automorphism of P}, a subgroup of Aut(FI(P )).
(c) Given units σxy ∈ R with σxyσyz = σxz for all x ≤ y ≤ z let Mσ denote
the induced R-algebra automorphism (Schur multiplication) of FI(P ),
Mσ
∑
x≤y
axyexy
 =∑
x≤y
axyσxyexy.
LetMult(FI(P )) denote the set of all Schur multiplications of FI(P ). Then
Mult(FI(P )) is a subgroup of Aut(FI(P )).
Quite frequently, we will apply the following result:
Theorem 2.3 (Khripchenko, [7]). Let (P,≤) be a poset and R a commutative ring
with 1. If R is indecomposable, then every ϕ ∈ Aut(FI(P )) decomposes canonically:
ϕ = ψf ◦Mσ ◦ ρ̂.
For the original result on incidence algebras, cf. [12, 13].
The theorem implies that Aut(FI(P )) is a product of the subgroups Inn(FI(P )),
Mult(FI(P )) and Aut(P ). It follows from the definition, that Aut(P ) normalizes
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Mult(FI(P )), which implies that Aut(FI(P )) is the product of these three sub-
groups in any order of the factors. Note that, in general,
Inn(FI(P )) ∩Mult(FI(P )) 6= {idFI(P )},
but Aut(FI(P )) is a semidirect product of Inn(FI(P ))Mult(FI(P )) by Aut(P ).
Moreover, the subgroup
Inn(FI(P ))Mult(FI(P )) ⊆ Aut(FI(P ))
corresponds to those R-algebra automorphisms of FI(P ) which induce the identity
map on FI(P )/Z. One of the many consequences is that the ideal Z is invariant
under all R-algebra automorphisms of FI(P ).
Let D(P ) = FI(P ) ⊕ I(P ) denote the idealization (Dorroh extension) of I(P )
by FI(P ). A complete description of Aut(D(P )) was obtained in [4].
3. Local automorphisms of cartesian products
In Section 3 we will investigate the structure of local automorphisms and R-
algebra endomorphisms of cartesian products. We fix the following notations and
definitions.
Notation 3.1. Let P be a set and R a commutative, indecomposable ring, i.e., 0
and 1 are the only idempotent elements of the ring R. Let Π =
∏
x∈P Rex be the
cartesian product. Then Π is an R-algebra, and by End(Π) and Aut(Π) we denote
the set of all R-algebra endomorphisms and automorphisms, respectively, of Π. We
will associate any element a ∈ Π with its standard representation a =
∑
x∈P axex.
For X ⊆ P define eX =
∑
x∈X ex. Let ρ : P → P be any map. Define ρ̂ : Π → Π
by ρ̂ (
∑
x∈P axex) =
∑
x∈P axeρ(x) for all a ∈ Π. It is readily verified that ρ̂ is an
R-algebra endomorphism of Π if and only if ρ is injective. Note that ρ̂ may not be
unital.
We record a first easy observation on ρ̂.
Proposition 3.2. Let R be an indecomposable ring. Then for Π =
∏
x∈P Rex
holds
Aut(Π) = {ρ̂ : ρ is a permutation of P}.
Proof. If ρ is a permutation of P , then ρ̂−1 = ρ̂−1, and thus ρ̂ is an automorphism.
Now assume that η ∈ Aut(Π) is an automorphism and let E = {ex : x ∈ P}.
Then E is the set of all primitive idempotents of Π and thus η(E) ⊆ E as well
as η−1(E) ⊆ E. This shows that η ↾E : E → E is bijective and we infer that
there exists a permutation ρ of P such that η(ex) = eρ(x) for all x ∈ P . Let
a =
∑
x∈P axex ∈ Π. Then
η(a)eρ(x) = η(a)η(ex) = η(aex) = η(axex) = axη(ex) = axeρ(x)
for all x ∈ P . Thus ax is the entry of the eρ(x)-coordinate of η(a). This shows that
η = ρ̂. 
We continue with the central definition of this section.
Definition 3.3.
(a) An R-linear map η : FI(P ) → FI(P ) is called an n-local automorphism
if for every choice of ai ∈ FI(P ), 1 ≤ i ≤ n, there exists some R-algebra
automorphism ϕ ∈ Aut(FI(P )) with η(ai) = ϕ(ai) for all 1 ≤ i ≤ n.
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(b) We will refer to 1-local automorphisms simply as local automorphisms.
With LAut(FI(P )) we denote the set of local automorphisms.
Remark 3.4. Every R-algebra automorphism is an n-local automorphism for all
n > 0. However, a local automorphism does not need to be an R-algebra homomor-
phism. Clearly, n-local automorphisms will preserve multiplication for n ≥ 3.
We note some general properties of local automorphisms.
Proposition 3.5. Let η be a local automorphism of an R-algebra A. Then the
following holds:
(a) η is injective.
(b) η preserves idempotents.
(c) η preserves primitive idempotents.
Proof. Let a ∈ Ker(η). Then a ∈ Ker(ϕ) for some ϕ ∈ Aut(A). Thus Ker(η) = 0,
and (a) holds. Similarly, as R-algebra automorphisms preserve idempotents and
primitive idempotents, (b) and (c) hold. 
3.1. Surjective local automorphisms. In this section we present some first re-
sults on surjective local automorphisms. We start with the main result.
Theorem 3.6. Let R be an indecomposable ring with |R| ≥ 3, and η a local au-
tomorphism of Π =
∏
x∈P Rex such that ex ∈ Im(η) for all x ∈ P . Then η is an
R-algebra automorphism, and η = ρ̂ for some permutation ρ : P → P .
Proof. Let E = {ex : x ∈ P} be the set of all primitive idempotents of Π. Then
η(E) ⊆ E, and E is closed under preimages under η. We infer that η(ex) = eρ(x)
defines a permutation ρ : P → P .
Fix some y ∈ P and consider an element a =
∑
x∈P axex ∈ Π such that
ax 6= ay for all y 6= x ∈ P.(3.1)
Since η is a local automorphism of Π, there exist permutations σ, τ : P → P such
that
η(a) = σ̂(a) =
∑
x∈P
axeσ(x) and η(a+ey) = τ̂ (a+ey) = (ay+1)eτ(y)+
∑
y 6=x∈P
axeτ(x).
In particular,
(ay + 1)eτ(y) +
∑
y 6=x∈P
axeτ(x) = η(a+ ey) = η(a) + η(ey) = eρ(y) +
∑
x∈P
axeσ(x).
For ρ(y) 6= σ(y), note that ay is the eσ(y)-coordinate of the right-hand side, while
all coordinates on the left-hand side differ from ay. Thus, we infer ρ(y) = σ(y) or,
in terms of coordinate entries of a and η(a),
(η(a))ρ(y) = (η(a))σ(y) = ay.(3.2)
Now let a ∈ Π be arbitrary. If we can decompose a = b + c in such a way that
b, c ∈ Π both satisfy Property (3.1), then (3.2) applies to b and c, and
(η(a))ρ(y) = (η(b))ρ(y) + (η(c))ρ(y) = by + cy = ay = (ρ̂(a))ρ(y).(3.3)
We define b ∈ Π by choosing by = 0 and bx ∈ R \ {0, ax − ay} for all y 6= x ∈ P .
Let c = a− b. Then cy = ay and
cx = ax − bx /∈ {ax − 0, ax − (ax − ay)} = {ax, ay} = {ax, cy}.
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for all y 6= x ∈ P . Thus, Property (3.1) holds for both b and c.
Note that (3.3) holds for all y ∈ P , thus η(a) = ρ̂(a) for all a ∈ Π, and η = ρ̂. 
We note an important immediate consequence of this theorem.
Corollary 3.7. Let R be an indecomposable ring with |R| ≥ 3, and η a surjective
local automorphism of Π =
∏
x∈P Rex. Then η is an R-algebra automorphism.
Theorem 3.6 and Corollary 3.7 fail in the case of |R| = 2 as will be detailed in
Section 3.2. In this respect, the 2-local automorphisms of Π are better behaved.
Theorem 3.8. Let R be an indecomposable ring, and η a 2-local automorphism
of Π =
∏
x∈P Rex such that ex ∈ Im(η) for all x ∈ P . Then η is an R-algebra
automorphism, and η = ρ̂ for some permutation ρ : P → P .
Proof. As seen in Theorem 3.6, η induces a permutation ρ : P → P with η(ex) =
eρ(x) for all x ∈ P . Let a =
∑
x∈P axex ∈ Π and y ∈ P . Since η is a 2-local
automorphism, there exists a permutation σ : P → P such that η(a) = σ̂(a) and
η(ey) = σ̂(ey). It follows that eρ(y) = η(ey) = σ̂(ey) = eσ(y), and thus ρ(y) = σ(y).
Now we have
(η(a))ρ(y) = (η(a))σ(y) = (σ̂(a))σ(y) = ay = (ρ̂(a))ρ(y).(3.4)
Note that (3.4) holds for all y ∈ P , thus η(a) = ρ̂(a) for all a ∈ Π, and η = ρ̂. 
We mention the following counterpart to Corollary 3.7.
Corollary 3.9. Let R be an indecomposable ring, and η a surjective 2-local auto-
morphism of Π =
∏
x∈P Rex. Then η is an R-algebra automorphism.
3.2. The exceptional case |R| = 2. Now we consider the special case |R| = 2,
which was left out in Theorem 3.6. In this case, R = Z2 = {0, 1} is the field
with two elements, and the R-algebra Π = (Π,+, ·) is naturally isomorphic to
B = (P(P ),△,∩), where P(P ) is the power set of P , and △ denotes the symmetric
difference. Let ϕ be an automorphism of B. By Proposition 3.2 there exists some
permutation ρ : P → P such that ϕ = ρ̂, i.e.,
ϕ(X) = {ρ(x) : x ∈ X} = ρ(X) and P \ ϕ(X) = {ρ(x) : x ∈ P \X} = ρ(P \X)
for all subsets X of P . Note, in particular, that ϕ preserves cardinalities,
|ϕ(X)| = |X | and |P \ ϕ(X)| = |P \X | for all X ⊆ P.
This observation motivates the following characterization of local automorphisms.
Proposition 3.10. Let η : B → B be a map. Then η is a local automorphism of
B if and only if
|η(X)| = |X | and |P \ η(X)| = |P \X | for all X ⊆ P.(3.5)
Proof. Assume that η : B → B is a local automorphism of B, and X ⊆ P .
Then there exists an automorphism ϕ : B → B with η(X) = ϕ(X), which yields
|η(X)| = |ϕ(X)| = |X | and |P \ η(X)| = |P \ ϕ(X)| = |P \X |.
Now assume that η : B→ B is a map with |η(X)| = |X | and |P \η(X)| = |P \X |
for all X ⊆ P . Thus, for any given X ⊆ P we can choose some permutation
ρ : P → P with ρ(X) = η(X). Then ρ̂ is an automorphism of B such that
η(X) = ρ̂(X), and η is a local automorphism. 
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Property (3.5) provides a simple and powerful tool for constructing various local
automorphisms. We will use it to give counterexamples for Theorem 3.6 and Corol-
lary 3.7, namely, bijective local automorphisms of B which are no automorphisms.
Theorem 3.11. Let κ = |P | be infinite. Then there exist 22
κ
-many non-surjective
local automorphisms of B, as well as 22
κ
-many bijective local automorphisms of B
that are not R-algebra automorphisms of B.
Proof. Let
K = {X ⊆ P : |X | < κ or |P \X | < κ}.
It is easy to see thatK is closed with respect to△ and thus a subgroup of cardinality
|K| = 2<κ of the elementary abelian 2-group B = (P(P ),△). Thus, there is a
subgroup C of B such that B = K ⊕ C with respect to △. We claim that
|C| = |B| = 2κ.
To see this, let us call a family F of subsets of P independent if for any distinct
sets X1, . . . , Xn, Y1, . . . , Ym in F the intersection
n⋂
i=1
Xi ∩
m⋂
j=1
(P \ Yj)
has cardinality κ. With [6, Lemma 7.7] there exists an independent family F ⊆
P(P ) of cardinality |F| = 2κ, and it is easy to check that F is a set of independent
elements modulo K. Hence |C| = |F| = 2κ.
Now let θ : C → C be any injective △-homomorphism, and define η : B→ B by
η = idK ⊕ θ. Then η is a homomorphism with respect to △ and with (3.5) a local
automorphism of B.
If θ is chosen to be non-surjective, then η is a non-surjective local automorphism,
and there are 22
κ
such maps. Of course, if θ is chosen to be bijective, then η is a
bijective local automorphism, and there are again 22
κ
such maps. Note, however,
that B has only 2κ many automorphisms since those are induced by permutations
ρ : P → P , cf. Proposition 3.2. 
In the last theorem we caught a first glimpse of non-surjective local automor-
phisms. These will become the topic of Section 3.3. Note also, that independent
families, as introduced in the proof of Theorem 3.11, closely relate to ultrafilters.
This connection will intensify in the following section.
3.3. Non-surjective local automorphisms. As seen in Section 3.1, surjective
local automorphisms basically coincide with R-algebra automorphisms. In this
section, we want to discuss the possible existence of non-surjective local automor-
phisms on Π. We will see that this problem relates to a specific large cardinal
number µR, cf. Definition 3.16.
We will start discussing the central ultrafilter construction for the special case
of finite indecomposable rings R. This will need a small auxiliary result.
Lemma 3.12. Let ω = X ∪˙Y be a partition of ω such that Y is infinite, and let
σ : ω → ω \ {0} be a bijection. Then there exists a permutation ρ of ω such that
ρ ↾X = σ ↾X and ρ(Y ) = σ(Y ) ∪˙ {0}.
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Proof. Note that ω = σ(X) ∪˙ σ(Y ) ∪˙ {0} is a partition of ω. Let Y = {yi : i ∈ ω}
be an enumeration of the elements of Y and define
ρ(x) =
 σ(x) for x ∈ X,0 for x = y0,
σ(yi−1) for x = yi, 1 ≤ i ∈ ω.
Note that ρ(X) = σ(X) and ρ(Y ) = σ(Y )∪{0}, and thus ρ is surjective. Moreover,
ρ ↾ X and ρ ↾ Y are injective with
ρ(X) ∩ ρ(Y ) = σ(X) ∩ (σ(Y ) ∪ {0}) = ∅,
which shows that ρ is bijective. 
With this we are ready for our first ultrafilter construction of a non-surjective
local automorphism.
Lemma 3.13. Let R be a finite indecomposable ring and Π =
∏
i∈ω Rei. Then
there exists some unital η ∈ End(Π) such that η is an n-local automorphism for all
n > 0, but not surjective. In particular, η is not an R-algebra automorphism of Π.
Proof. Let U be a non-principal ultrafilter for the set ω that contains all cofinite
subsets of ω. Let a ∈ Π. Then there exist disjoint sets [a]r ⊆ ω, r ∈ R, such that
a =
∑
r∈R re[a]r . Since U is an ultrafilter, there exists exactly one s =: ϕ(a) ∈ R
such that u(a) := [a]s ∈ U . It is easy to check that ϕ : Π → R is an R-algebra
homomorphism. Now define η : Π→ Π by
η(a) = ϕ(a)e0 +
∑
i∈ω
aiei+1
for all a =
∑
i∈ω aiei ∈ Π. Then η is an injective unital R-algebra homomorphism,
but not surjective since, for example, e0 has no preimage under η.
Now let a ∈ Π. Note that u(a) ∈ U is an infinite set. Let Y be any infinite
subset of u(a), and let X = ω \ Y . Apply Lemma 3.12 to ω = X ∪˙Y and the shift
map σ on ω, where σ(i) = i+1 for all i ∈ ω. This yields a permutation ρ of ω with
associated R-algebra automorphism ρ̂ ∈ Aut(Π). Note that
ρ̂(a) = ρ̂
∑
x∈X
axex +
∑
y∈Y
ayey
 = ρ̂(∑
x∈X
axex
)
+ ρ̂
∑
y∈Y
ϕ(a)ey

= ρ̂
(∑
x∈X
axex
)
+ ρ̂ (ϕ(a)eY ) =
∑
x∈X
axeρ(x) + ϕ(a)eρ(Y )
=
∑
x∈X
axeσ(x) + ϕ(a)eσ(Y )∪{0} = ϕ(a)e0 +
(∑
x∈X
axeσ(x) + ϕ(a)eσ(Y )
)
= ϕ(a)e0 + σ̂(a) = η(a).
This shows that η is a local automorphism.
Now let a1, a2, . . . , an ∈ Π and consider the infinite set Y =
⋂
1≤i≤n u(ai) ∈
U . Note that the automorphism ρ̂ constructed above will have the property that
η(ai) = ρ̂(ai) for all 1 ≤ i ≤ n. Thus η is an n-local automorphism. 
We include the following immediate consequence of Lemma 3.13.
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Corollary 3.14. If R is a finite indecomposable ring and P an infinite set, then
there exists an injective unital R-algebra endomorphism η of Π =
∏
x∈P Rex such
that η 6= ρ̂ for all injective maps ρ : P → P .
Proof. Let R be finite, P infinite, and {xα : α < |P |} an enumeration of P . Let the
map ϕ : Π→ R be defined via an ultrafilter on P as in Lemma 3.13, and define
η(a) = ϕ(a)ex0 +
∑
α< |P |
axαexα+1
for all a =
∑
x∈P axex ∈ Π. Then η is an injective unital R-algebra endomorphism
of Π. Moreover, ex0 /∈ η(Π), but η followed by the natural projection onto the
ex0-coordinate is non-zero. This shows that η 6= ρ̂ for all maps ρ : P → P . 
The following example illustrates an interesting variation of the construction
provided in the proof of Lemma 3.13.
Example 3.15. Let R be a commutative ring with identity and consider the R-
subalgebra
A =
〈∑
i∈ω
ei,
⊕
i∈ω
Rei
〉
of Π =
∏
i∈ω Rei. Then each a ∈ A has the form
a =
n(a)∑
i=0
siei +
∑
i∈ω
a∗ei
for si ∈ R and a unique a∗ ∈ R. Now define an R-linear map η : A→ A by
η(a) = a∗e0 +
n(a)∑
i=0
siei+1 +
∑
i∈ω
a∗ei+1
for all a ∈ A. Note that e0 is not in the image of η, and thus η is not surjective. Let
n > 0. We will show that η is an n-local automorphism of A. To this end, let aj ∈ A
for 1 ≤ j ≤ n and pick some integer m with m > n(aj) for all 1 ≤ j ≤ n. Define
a permutation ρ : ω → ω by ρ(i) = i + 1 for all m 6= i < ω and ρ(m) = 0. Then
ρ induces an R-algebra automorphism ρ̂ of the R-algebra A and it is easy to check
that η(aj) = ρ̂(aj) for all 1 ≤ j ≤ n, which shows that η is an n-local automorphism
of A which is not surjective and thus not an R-algebra automorphism of A.
For fields R, we note another quite remarkable property of the local automor-
phism η: Let n > 0. Then ηn(A) ∼= A. Moreover, any R-algebra ηn(A) ⊆ B ⊆ A
is isomorphic to A, and there exist precisely 2n such intermediate R-algebras B.
Next we want to consider indecomposable rings R of arbitrary size. This will
need the following definition.
Definition 3.16. Let
µR =
 ℵ0, if R is finite,the smallest cardinal with a nontrivial
|R|+-additive 0, 1-valued measure, if R is infinite.
For R infinite, we will set µR =∞ in case that such a cardinal does not exist.
Remark 3.17.
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(1) For infinite R, we will briefly discuss the cardinal condition on µR. First,
note that µR > |R| by definition, and that µR must allow a nontrivial σ-
additive 0, 1-valued measure. Let µ0 denote the smallest such cardinal. It
is well-known that this cardinal µ0 is measurable and inaccessible, cf. [6,
Chapter 10]. Thus, the existence of µR implies the existence of measurable
cardinals in the chosen model of set theory, and it is consistent with ZFC
that no measurable cardinals may exist. In this case µR = ∞ will apply,
and statements with respect to cardinals ≥ µR will become void.
(2) Note, that µ : P(P )→ {0, 1} is a nontrivial |R|+-additive measure on a set
P if and only if
U = {X ⊆ P : µ(X) = 1}
is a non-principal |R|+-complete ultrafilter on P , cf. [6, Chapter 10]. Thus,
in the following, all measure arguments are synonymous to ultrafilter argu-
ments.
We note another immediate consequence of µR.
Proposition 3.18. For any sets R and P the following are equivalent:
(1) There exists a nontrivial |R|+-additive 0, 1-valued measure on P .
(2) |P | ≥ µR.
Proof. For R finite, it is well-known that P allows a non-principal ultrafilter if and
only if |P | ≥ ℵ0. For R infinite, (1) evidently implies (2).
Let now R be infinite and |P | ≥ µR. Choose a subset P ′ ⊆ P of cardinality
|P ′| = µR and a nontrivial |R|+-additive measure µ′ : P(P ′)→ {0, 1} on P ′. Then
µ(X) = µ′(P ′∩X) for X ⊆ P defines a nontrivial |R|+-additive 0, 1-valued measure
µ on P . 
We are now ready for the main result of this section.
Theorem 3.19. For any indecomposable ring R and Π =
∏
x∈P Rex the following
are equivalent:
(1) LAut(Π) = Aut(Π).
(2) |P | < µR.
This theorem will be the collective achievement of a series of intermediate results.
First, we would like to show that the existence of a nontrivial local automorphism
implies |P | ≥ µR. The following auxiliary result will be crucial.
Lemma 3.20. Let R be an infinite indecomposable ring and Π =
∏
x∈P Rex. Let
γ : Π→ R be some R-linear map such that
γ(a) ∈ {ax : x ∈ P} for all a =
∑
x∈P
axex ∈ Π and γ(ex) = 0 for all x ∈ P.(3.6)
Then |P | ≥ µR.
Proof. For X ⊆ P define eX =
∑
x∈X ex. Then e∅ = 0, and e = eP is the identity
element of Π. Note that by (3.6) we have γ(eX) ∈ {0, 1} for all X ⊆ P . We will
identify 0, 1 ∈ R with their real-valued conterparts, and define µ : P(P ) → {0, 1}
by µ(X) = γ(eX) for all X ⊆ P .
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To prove |P | ≥ µR, we will show that µ is a nontrivial |R|+-additive measure on
P :
Obviously, by (3.6),
µ(∅) = γ(0) = 0, µ(P ) = γ(e) = 1, and µ({x}) = γ(ex) = 0 for all x ∈ P.(3.7)
Let X ⊆ P . Then
1 = γ(e) = γ(eX + eP\X) = γ(eX) + γ(eP\X) = µ(X) + µ(P \X)
Thus
µ(P \X) = 1− µ(X) for all X ⊆ P.(3.8)
We claim that
µ(X) = µ(Y ) = 1 for X,Y ⊆ P implies X ∩ Y 6= ∅.(3.9)
Assume µ(X) = µ(Y ) = 1 and X ∩Y = ∅. Choose f ∈ R\{0} and g ∈ R\{0,−f}.
Then
f + g = fµ(X) + gµ(Y ) = fγ(eX) + gγ(eY ) = γ(feX + geY ) ∈ {0, f, g}
by (3.6), and thus f + g ∈ {0, f, g}, a contradiction to our choice of f and g.
We next claim that
µ(X) ≤ µ(Y ) for all X ⊆ Y ⊆ P.(3.10)
Assume µ(X) > µ(Y ), thus µ(X) = 1 and µ(Y ) = 0. With (3.8) we have µ(P \Y ) =
1 = µ(X) with (P \ Y ) ∩X = ∅, a contradiction to (3.9).
So far, we have shown that µ is a nontrivial measure on P . It remains to show
that µ is |R|+-additive:
To this end, let κ ≤ |R| be a cardinal and Xα ⊆ P for α < κ be mutually disjoint
sets with X =
⋃
α<κXα, and assume that µ(X) = 1 and µ(Xα) = 0 for all α < κ.
Set Xκ = P \X , and observe that µ(Xκ) = 0 by (3.8). Thus, we have a partition
P =
⋃
α≤κ
Xα with µ(Xα) = 0 for all α ≤ κ.(3.11)
Pick aα ∈ R such that 0 6= aα 6= aβ for all α 6= β ≤ κ and let a =
∑
α≤κ aαeXα .
By (3.6) there is a unique β such that γ(a) = aβ . Now define
b = a− aβeXβ =
∑
α≤κ
α6=β
aαeXα .
Then γ(b) ∈ {0, aα : β 6= α ≤ κ} with (3.6), but
γ(b) = γ(a− aβeXβ ) = γ(a)− aβγ(eXβ ) = γ(a)− aβµ(Xβ) = γ(a) = aβ
with (3.11), a contradiction to our choice of aβ. 
We are all set for proving that Property (2) implies Property (1) in Theorem 3.19.
Lemma 3.21. Let R be an indecomposable ring such that LAut(Π) 6= Aut(Π) for
Π =
∏
x∈P Rex. Then |P | ≥ µR.
Proof. The inclusion Aut(Π) ⊆ LAut(Π) is obvious. Thus LAut(Π) 6= Aut(Π)
implies the existence of some η ∈ LAut(Π) \Aut(Π).
Let E = {ex : x ∈ P}. Then E is the set of all primitive idempotents of the
R-algebra Π and thus η(E) ⊆ E. We infer that there exists a map ρ : P → P such
that η(ex) = eρ(x) for all x ∈ P . Since η is injective, the map ρ is injective.
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Suppose, for the moment, that P is finite. Then for all a =
∑
x∈P axex ∈ Π
holds
η(a) = η
(∑
x∈P
axex
)
=
∑
x∈P
η(axex) =
∑
x∈P
axη(ex) =
∑
x∈P
axeρ(x) = ρ̂(a),
thus η = ρ̂. Furthermore, E is finite, and η(E) ⊆ E implies η(E) = E. Thus ρ is a
permutation of P , and η = ρ̂ ∈ Aut(Π) with Proposition 3.2, a contradiction.
Therefore, P is infinite. For R finite, this implies |P | ≥ ℵ0 = µR and the proof
is complete. Hence, let R be infinite.
Suppose, for the moment, that ρ is surjective. Then η = ρ̂ ∈ Aut(Π) follows as
in Theorem 3.6, a contradiction.
Therefore, ρ is non-surjective, and we may pick some y ∈ P \ Im(ρ). Let pi : Π→
Rey ∼= R be the natural projection onto the ey-coordinate. Let γ = pi ◦η. Since η is
a local automorphism, there exists for each a =
∑
x∈P axex ∈ Π some permutation
ρa such that η(a) = ρ̂a(a) =
∑
x∈P axeρa(x). Thus
γ(a) = aρ−1a (y) ∈ {ax : x ∈ P}.(3.12)
Furthermore, for all x ∈ P
γ(ex) = pi(η(ex)) = pi(eρ(x)) = 0(3.13)
since y /∈ Im(ρ). With (3.12) and (3.13), the R-linear map γ has Property (3.6),
and Lemma 3.20 yields |P | ≥ µR. 
Next follows another generalization of the ultrafilter construction of Lemma 3.13.
Theorem 3.22. Let R be an indecomposable ring and P be a set with |P | ≥ µR.
Then for Π =
∏
x∈P Rex there exists some unital η ∈ End(Π) such that η is an
n-local automorphism for all n > 0, but not surjective. In particular, η is not an
R-algebra automorphism of Π.
Proof. The case of finite R is covered by Lemma 3.13 and Corollary 3.14. Thus
let R be infinite. As |P | ≥ µR, we may choose a nontrivial |R|+-additive measure
µ : P(P ) → {0, 1}, cf. Proposition 3.18. Let a ∈ Π. Then there exist disjoint sets
[a]r ⊆ P , r ∈ R, such that a =
∑
r∈R re[a]r . Since µ is |R|
+-additive, there exists
exactly one s =: ϕ(a) ∈ R such that µ([a]s) = 1. It is easy to check that ϕ : Π→ R
is an R-algebra homomorphism. With respect to some enumeration {xα : α < |P |}
of P define η : Π→ Π by
η(a) = ϕ(a)ex0 +
∑
α< |P |
axαexα+1.
for all a =
∑
x∈P axex ∈ Π. As in Lemma 3.13 and Corollary 3.14, we can show
that η has all the necessary properties. Note, in particular, that
[a]ϕ(a) ∈ U = {X ⊆ P : µ(X) = 1},
where U is a non-principal |R|+-complete ultrafilter on P , cf. Remark 3.17 (2). 
We mention the following obvious generalization of Corollary 3.14.
Corollary 3.23. If R is an indecomposable ring and P a set with |P | ≥ µR, then
there exists an injective unital R-algebra endomorphism η of Π =
∏
x∈P Rex such
that η 6= ρ̂ for all injective maps ρ : P → P .
Theorem 3.19 now follows from Lemma 3.21 and Theorem 3.22.
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3.4. R-algebra endomorphisms. In this section we will revisit and generalize
the idea that maps ρ : P → P induce R-algebra endomorphisms ρ̂ ∈ End(Π). Our
reward will be a characterization of R-algebra endomorphisms in terms of µR, cf.
Theorem 3.28.
We start with a simple definition. As motivation, consider an arbitraryR-algebra
endomorphism η ∈ End(Π). For each x ∈ P , the element η(ex) is an idempotent,
and there exists some subset Ax ⊆ P such that
η(ex) = eAx .
Note, that this includes the possible options Ax = ∅ for η(ex) = 0 and Ax = P for
η(ex) = e, the identity element of Π. Furthermore, for x, y ∈ P with x 6= y we have
eAx∩Ay = eAxeAy = η(ex)η(ey) = η(exey) = η(0) = 0,(3.14)
hence Ax ∩ Ay = ∅. It follows that {Ax : x ∈ P} is a family of pairwise disjoint
subsets of P .
Definition 3.24. Let η ∈ End(Π). We call η induced, if there exists a family
F = {Ax : x ∈ P} of pairwise disjoint subsets of P such that
η(a) =
∑
x∈P
axeAx for all a =
∑
x∈P
axex ∈ Π.(3.15)
In this case, we will call η = ηF induced by F .
It is readily verified that Equation (3.15) indeed defines an R-algebra homomor-
phism for every family F = {Ax : x ∈ P} of pairwise disjoint subsets of P . The
induced homomorphism ηF is injective if and only if Ax 6= ∅ for all x ∈ P . Note
also, that for every injective map ρ : P → P the R-algebra homomorphism ρ̂ is
induced by the family
F = {Ax : x ∈ P} with Ax = {ρ(x)}.
Finally, for every induced R-algebra homomorphism η we can uniquely recover the
inducing family F = {Ax : x ∈ P} from Equation (3.14).
The following propositions list some more results on induced homomorphisms.
Proposition 3.25. Let η ∈ End(Π) with η(ex) = eAx for all x ∈ P . If P =⋃
x∈P Ax, then η is induced by F = {Ax : x ∈ P}.
Proof. Let a =
∑
x∈P axex ∈ Π. Then e =
∑
x∈P eAx and η(a) =
∑
x∈P η(a)eAx .
Moreover,
η(a)eAx = η(a)η(ex) = η(aex) = η(axex) = axη(ex) = axeAx ,
and it follows that η(a) =
∑
x∈P axeAx . This shows that η is induced by F . 
More generally still, the following holds.
Proposition 3.26. Let η ∈ End(Π) with η(ex) = eAx for all x ∈ P , let A =⋃
x∈P Ax, B = P \A and Π = ΠA⊕ΠB with ΠA =
∏
x∈ARex and ΠB =
∏
x∈B Rex.
Then for η = ηA ⊕ ηB with ηA, ηB ∈ End(Π) the ΠA- and ΠB-component of η,
respectively, the following holds.
(a) ηA is induced by F = {Ax : x ∈ P}.
(b) ηB(ex) = 0 for all x ∈ P .
(c) η is induced if and only if ηB = 0. In this case, η = ηA = ηF .
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We can strengthen the result of Corollary 3.23 as follows.
Corollary 3.27. If R is an indecomposable ring and P a set with |P | ≥ µR, then
there exists an injective unital R-algebra endomorphism η of Π =
∏
x∈P Rex such
that η is not induced.
Proof. Let {xα : α < |P |} be some enumeration of P . Let the map ϕ : Π → R be
defined via a non-principal |R|+-complete ultrafilter on P as in Theorem 3.22, and
define
η(a) = ϕ(a)ex0 +
∑
α< |P |
axαexα+1
for all a =
∑
x∈P axex ∈ Π. Then η is an injective unital R-algebra endomorphism
of Π. Moreover, η(exα) = exα+1 and Axα = {xα+1} for all α < |P |. As x0 /∈⋃
x∈P Ax, but η followed by the natural projection onto the ex0-coordinate is non-
zero, η is not induced. 
The central result of this section will be the following adaption of Theorem 3.19
to the situation of R-algebra endomorphisms of Π. We will require R to be a field.
Theorem 3.28. For any field R and Π =
∏
x∈P Rex the following are equivalent:
(1) Every η ∈ End(Π) is induced.
(2) |P | < µR.
Proof. Based on Corollary 3.27 we just need to check that (2) implies (1). Let us
therefore assume that there exists some η ∈ End(Π) which is not induced.
Decompose η = ηA ⊕ ηB as in Proposition 3.26. As η is not induced, we have
ηB 6= 0. In particular, we may pick some y ∈ B = P \A such that γ := pi ◦ η 6= 0,
where pi : Π → Rey ∼= R is the natural projection onto the ey-coordinate. Note
that γ is an R-algebra homomorphism.
With Proposition 3.26(b),
γ(ex) = pi(η(ex)) = pi(ηB(ex)) = 0 for all x ∈ P.(3.16)
We claim
γ(e) = 1.(3.17)
Assume γ(e) 6= 1. In this case, we have γ(e) = 0, the only other idempotent in R.
Hence,
γ(a) = γ(ea) = γ(e)γ(a) = 0
for all a ∈ Π, a contradiction to our choice of y.
We next claim
γ(a) ∈ {ax : x ∈ P} for all a =
∑
x∈P
axex ∈ Π.(3.18)
To see this, consider the element b = a− γ(a)e. We have
γ(b) = γ(a− γ(a)e) = γ(a)− γ(γ(a)e) = γ(a)− γ(a)γ(e) = γ(a)− γ(a) = 0.
If b ∈ Π were invertible, this would yield
1 = γ(e) = γ(b)γ(b−1) = 0,
a contradiction. Thus bmust not be invertible. Hence, as R is a field, one coordinate
of b = a− γ(a)e must be 0, and thus γ(a) ∈ {ax : x ∈ P}.
With (3.16) and (3.18), the R-linear map γ has Property (3.6), and Lemma 3.20
yields |P | ≥ µR. 
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4. Local automorphisms of finitary incidence algebras
In the following, we will investigate the local automorphisms of finitary incidence
algebras. Let us first fix some basic notation for the remainder of this section.
Notation 4.1. Let (P,≤) be a poset, and let R be a commutative, indecomposable
ring. Then FI(P ) will denote the induced finitary incidence algebra. We will
associate any element a ∈ FI(P ) with its standard representation a =
∑
x≤y axyexy.
For convenience we may write ex instead of exx, and ax instead of axx.
We will also need the following definition.
Definition 4.2. Let
Z = Z(FI(P )) = {a : ax = 0 for all x ∈ P} ⊆ FI(P ).
We gather some of the basic properties of Z(FI(P )) for later use.
Proposition 4.3. For Z = Z(FI(P )) the following holds.
(a) Z ⊳ FI(P ) is a two-sided ideal.
(b) FI(P )/Z ∼=
∏
x∈P Rex.
(c) ϕ(Z) = Z for all ϕ ∈ Aut(FI(P )).
Proof. Parts (a) and (b) are easy to check. For (c), we just need to check ϕ(Z) ⊆ Z,
as Z ⊆ ϕ(Z) follows from ϕ−1(Z) ⊆ Z. Note, however, that ϕ = ψf ◦Mσ ◦ ρ̂ with
Theorem 2.3, and that ψf (Z) ⊆ Z, Mσ(Z) ⊆ Z and ρ̂(Z) ⊆ Z is immediate. 
Our main result will be the following generalization of Theorem 3.19.
Theorem 4.4. Let (P,≤) be a poset and R an indecomposable ring.
(a) For |P | < µR, we have LAut(FI(P )) = Aut(FI(P )).
(b) For |P | ≥ µR, non-surjective local automorphisms may exist.
Basically the same arguments apply to provide a corresponding generalization
of Theorem 3.6.
Theorem 4.5. Let (P,≤) be a poset, R an indecomposable ring with |R| ≥ 3, and
η a local automorphism of FI(P ) such that
ex ∈ Im(η) + Z(FI(P )) for all x ∈ P.
Then η is an R-algebra automorphism.
This includes as an important special case the following result.
Corollary 4.6. Let (P,≤) be a poset and R an indecomposable ring with |R| ≥ 3.
Then every surjective local automorphism of FI(P ) is an R-algebra automorphism.
For part (b) of Theorem 4.4, we simply refer to Theorem 3.22 for a counterexam-
ple. Thus we only need to prove part (a), which will be the ultimate goal of a very
elaborate chain of intermediate results. As a general agenda, we will try to mimic
the proof of Theorem 2.3. Hence, confronted with an arbitrary η ∈ LAut(FI(P )) we
will attempt to split off suitable canonical automorphisms ρ̂, ψf , and Mσ, showing
that the remaining local automorphism is the identity map on FI(P ).
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4.1. Step 1: Splitting off ρ̂.
We will use Theorem 3.19 to isolate a hopeful candidate ρ : P → P for a suitable
order automorphism of (P,≤). Here, the cardinal condition |P | < µR will become
crucial in ascertaining that ρ is surjective.
Proposition 4.7. Let |P | < µR and η ∈ LAut(FI(P )). Then there exists a
permutation ρ : P → P such that
η(a) ∈
∑
x∈P
axeρ(x) + Z(FI(P )) for all a ∈ FI(P ).(4.1)
Proof. For any R-algebra automorphisms ϕ ∈ Aut(FI(P )), we have ϕ(Z) = Z,
and ϕ induces a canonical R-algebra automorphism ϕ on FI(P )/Z ∼=
∏
x∈P Rex.
As a consequence, we have η(Z) ⊆ Z, and
η(a+ Z) = η(a) + Z for all a ∈ FI(P )
induces a canonical local automorphism η on FI(P )/Z. Applying Theorem 3.19
yields η ∈ Aut(FI(P )/Z), and with Proposition 3.2 there exists a permutation
ρ : P → P with
η
(∑
x∈P
axex + Z
)
=
∑
x∈P
axeρ(x) + Z for all a ∈ FI(P ).(4.2)
Equation (4.1) is now immediate. 
Replacing Theorem 3.19 in the last proof by Theorem 3.6 leads to the following
corollary as a starting point for the proof of Theorem 4.5.
Corollary 4.8. Let |R| ≥ 3, and let η ∈ LAut(FI(P )) with ex ∈ Im(η)+Z(FI(P ))
for all x ∈ P . Then there exists a permutation ρ : P → P such that
η(a) ∈
∑
x∈P
axeρ(x) + Z(FI(P )) for all a ∈ FI(P ).
We need to show that the permutation ρ : P → P in Proposition 4.7 is actually
an order automorphism of (P,≤). This will need a more detailed knowledge of the
structure of Aut(FI(P )). Our arguments will transfer immediately to Corollary 4.8.
Lemma 4.9. Let |P | < µR, |R| ≥ 3, and η ∈ LAut(FI(P )). Then there exists an
order automorphism ρ of (P,≤) such that η(a) ∈ ρ̂(a)+Z(FI(P )) for all a ∈ FI(P ).
Proof. We continue investigating the permutation ρ : P → P from the proof of
Proposition 4.7.
For any a ∈ FI(P ), there exists some ϕa ∈ Aut(FI(P )) with η(a) = ϕa(a).
With Theorem 2.3 we have ϕa = ψfa ◦Mσa ◦ ρ̂a, and
η(a+Z) = ϕa(a+Z) =
(
ψfa ◦Mσa ◦ ρ̂a
)
(a+Z) =
(
ψfa ◦Mσa
)(∑
x∈P
axeρa(x) + Z
)
holds for the induced maps on FI(P )/Z. Note, however, that ψfa and Mσa induce
the identity map on FI(P )/Z. Thus,
η
(∑
x∈P
axex + Z
)
=
∑
x∈P
axeρa(x) + Z for all a ∈ FI(P ).(4.3)
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Comparing (4.2) and (4.3) yields∑
x∈P
axeρ(x) =
∑
x∈P
axeρa(x) for all a ∈ FI(P ).(4.4)
Let now x, y ∈ P be arbitrary distinct elements, and choose ax, ay ∈ R \ {0}
with ax 6= ay. Application of (4.4) to the element a = axex + ayey yields
axeρ(x) + ayeρ(y) = axeρa(x) + ayeρa(y).
Thus, comparing coordinates, we have
ρ(x) = ρa(x) and ρ(y) = ρa(y).(4.5)
Now, if x < y, then the order automorphism ρa of (P,≤) yields ρa(x) < ρa(y),
and
ρ(x) = ρa(x) < ρa(y) = ρ(y).
Similarly, x > y yields ρ(x) > ρ(y), while x, y incomparable yields ρ(x), ρ(y) in-
comparable, and ρ is an order automorphism. 
Once again, the situation |R| = 2 has to be treated as an exceptional case and
will need some new ideas. Note that for |R| = 2 we have |P | < µR = ℵ0, and
(P,≤) is a finite poset. For any x ∈ P , let h(x) denote the height of x, the size of
a largest chain in (P,≤) with maximal element x. Thus, h(x) = 1 if and only if x
is a minimal element of (P,≤). Note, that order automorphisms preserve heights.
The following lemma holds for indecomposable rings R of arbitrary size.
Lemma 4.10. Let P be finite, and η ∈ LAut(FI(P )). Then there exists an order
automorphism ρ of (P,≤) such that η(a) ∈ ρ̂(a) + Z(FI(P )) for all a ∈ FI(P ).
Proof. We will make a more careful use of Equation (4.4).
First, consider the element a = ex for some arbitrary element x ∈ P . With (4.4)
we have eρ(x) = eρa(x). Thus ρ(x) = ρa(x), and as ρa preserves heights,
h(ρ(x)) = h(ρa(x)) = h(x) for all x ∈ P.(4.6)
Next, consider the element a = ex+ey for distinct elements x, y ∈ P . With (4.4)
we have eρ(x) + eρ(y) = eρa(x) + eρa(y). Thus, either
ρ(x) = ρa(x), ρ(y) = ρa(y) or ρ(x) = ρa(y), ρ(y) = ρa(x).(4.7)
If x < y, then h(x) < h(y), and the order automorphism ρa of (P,≤) yields
h(ρa(x)) = h(x) < h(y) = h(ρa(y)).
However, ρ(x) = ρa(y), ρ(y) = ρa(x) yields with (4.4) that
h(ρa(x)) = h(ρ(y)) = h(y) > h(x) = h(ρ(x)) = h(ρa(y)),
a contradiction. Thus ρ(x) = ρa(x), ρ(y) = ρa(y) holds, and
ρ(x) = ρa(x) < ρa(y) = ρ(y).
Similarly, x > y yields ρ(x) > ρ(y), while x, y incomparable yields ρ(x), ρ(y) in-
comparable, and ρ is an order automorphism. 
We can combine Lemmas 4.9 and 4.10 into one statement.
Theorem 4.11. Let |P | < µR and η ∈ LAut(FI(P )). Then there exists an order
automorphism ρ of (P,≤) such that η(a) ∈ ρ̂(a) + Z(FI(P )) for all a ∈ FI(P ).
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In particular, replacing η with ρ̂−1◦η, we may, without loss of generality, assume
that the local automorphism η induces the identity map on FI(P )/Z.
4.2. Step 2: Splitting off ψf .
For X ⊆ P define eX =
∑
x∈X ex. We start with some general observation on
the structure of idempotents.
Lemma 4.12. Let X ⊆ P and let
a =
∑
y≤z
ayzeyz = eX +
∑
y<z
ayzeyz ∈ eX + Z(FI(P ))
be an idempotent element. Then ayz 6= 0 implies y ≤ x ≤ z for some x ∈ X.
Proof. Let u < v with auv 6= 0 and consider the equation
a = an =
(∑
x∈X
ex +
∑
y<z
ayzeyz
)n
,(4.8)
whose right-hand side must produce a nonzero coefficient at euv. Pick
n > |{(y, z) : u ≤ y < z ≤ v, ayz 6= 0}| .(4.9)
There exist elements w(0), w(1), . . . , w(n) ∈ P such that the product
euv = ew(0)w(1)ew(1)w(2)ew(2)w(3) . . . ew(n−1)w(n)
makes a nonzero contribution
n−1∏
i=0
aw(i)w(i+1)
at euv to the right-hand side of (4.8). It follows that u = w(0), v = w(n) and
w(i) ≤ w(i + 1) for all 0 ≤ i < n. If
x /∈ {u = w(0), w(1), . . . , w(n) = v} for all x ∈ X,
then w(i) < w(i + 1) with aw(i)w(i+1) 6= 0 for all 0 ≤ i < n. Hence,
(w(i), w(i + 1)) ∈ {(y, z) : u ≤ y < z ≤ v, ayz 6= 0}
for all 0 ≤ i < n, and
|{(y, z) : u ≤ y < z ≤ v, ayz 6= 0}| ≥ n,
contradicting (4.9). It follows that x ∈ {w(0), w(1), . . . , w(n)} for some x ∈ X , and
thus u = w(0) ≤ x ≤ w(n) = v. 
In the case of primitive idempotents we can be even more specific.
Corollary 4.13. Fix x ∈ P and let
a =
∑
y≤z
ayzeyz = ex +
∑
y<z
ayzeyz ∈ ex + Z(FI(P ))
be an idempotent element. Then
(a) auv =
{
auxaxv, for all u ≤ x ≤ v,
0, else.
(b) In particular, a = aexa.
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Proof. Note that
a = a2 =
∑
u≤v
auveuv
2 = ∑
u≤z≤v
auzazveuv.
Further note that auzazv 6= 0 with Lemma 4.12 implies x ∈ [u, z]∩ [z, v] = {z}, and
thus
a =
∑
u≤x≤v
auxaxveuv.
For part (b), simply observe that
a =
∑
u≤x≤v
auxaxveuxexv =
∑
u≤x
auxeux
∑
x≤v
axvexv
 = aex · exa = aexa. 
We include the following result for a slightly different take on the same topic.
Corollary 4.14. Fix x ∈ P . Then the following holds.
(a) If a = bexc with b, c ∈ FI(P ), then a2 = axa.
(b) The element a ∈ ex + Z(FI(P )) is idempotent if and only if a = bexb for
some b ∈ FI(P ).
Proof. For (a), simply note ax=bxcx and
a2 = (bexc)(bexc) = b(excbex)c = b(cxbxex)c = cxbx(bexc) = axa.
Part (b) is immediate from Corollary 4.13(b) and Corollary 4.14(a). 
We are all set to show the orthogonality of the primitive idempotents η(ex).
Lemma 4.15. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z. Then
η(ex)η(ey) = 0 holds for all x 6= y.
Proof. We know that the idempotent elements η(ex) and η(ey) are of the forms
η(ex) =
∑
u≤v
αuveuv = ex +
∑
u<v
αuveuv and η(ey) =
∑
u≤v
βuveuv = ey +
∑
u<v
βuveuv.
Note that
η(ex)η(ey) =
∑
u≤v
αuveuv
∑
u≤v
βuveuv
 = ∑
u≤z≤v
αuzβzveuv.
We distinguish the following two cases.
Case 1: x ≮ y.
Assume η(ex)η(ey) 6= 0. Pick u ≤ v ∈ P such that (η(ex)η(ey))uv 6= 0. Then
there exists some u ≤ z ≤ v such that αuz 6= 0 6= βzv. By Lemma 4.12 we get
u ≤ x ≤ z ≤ y ≤ v and thus x ≤ y, a contradiction.
Case 2: x < y.
Since η preserves idempotents, considering the idempotents ex, ey and ex + ey, we
have
η(ex) + η(ey) = η(ex + ey) = η(ex + ey)
2 = (η(ex) + η(ey))
2
= η(ex)
2 + η(ey)
2 + η(ex)η(ey) + η(ey)η(ex)
= η(ex) + η(ey) + η(ex)η(ey) + η(ey)η(ex),
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and
η(ex)η(ey) + η(ey)η(ex) = 0
follows. By Case 1, we have η(ey)η(ex) = 0, and thus η(ex)η(ey) = 0. 
We want to strengthen Lemma 4.15 to include η(ex)η(eY ) = η(eY )η(ex) = 0 for
suitably chosen subsets Y ⊆ P . This will need a little bit of technical preparation.
As usual, a subset S of a poset (P,≤) has the ascending chain condition (acc) if it
contains no infinite strictly ascending chain. Similarly, S has the descending chain
condition (dcc) if it contains no infinite strictly descending chain.
Lemma 4.16. Let a poset (P,≤) and an infinite set S ⊆ P be given. Then there
exists a sequence (yi)i∈ω of elements in S that is either strictly ascending, or strictly
descending, or consisting of pairwise incomparable elements in (P,≤).
Proof. Let S be an infinite subset of P . Assume that S contains no infinite strictly
ascending or strictly descending chains. Then S has the acc and dcc, and so does
any subset of S.
Let S0 = S, and let max(S0) denote the set of elements maximal in S0. With
acc, we have max(S0) 6= ∅. Assume max(S0) is finite. Then there exists some
m0 ∈ max(S0) such that S1 = {x ∈ S0 : x < m0} is infinite. Assume max(S1) 6= ∅
is finite. Then there exists some m1 ∈ max(S1) such that S2 = {x ∈ S1 : x < m1}
is infinite. Continue the process. If max(Si) is finite for all i, then we obtain an
infinite sequence m0 > m1 > . . . > mi > mi+1 > . . ., contradicting dcc. Thus we
must have encountered some i such that max(Si) is infinite, and thus an infinite
set of pairwise incomparable elements has been found. 
We can put the constructed sequence (yi)i∈ω to some good use to generalize the
argumentation of Lemma 4.15.
Lemma 4.17. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z. Then
for every infinite set S ⊆ P there exists some infinite set Y ⊆ S such that
η(ex)η(eY \{x}) = η(eY \{x})η(ex) = 0
for all x ∈ Y .
Proof. With Lemma 4.16, we can choose a sequence (yi)i∈ω of elements in S that
is either strictly ascending, or strictly descending, or consisting of pairwise incom-
parable elements in (P,≤). Let Y = {yi | i ∈ ω} ⊆ S. We distinguish the following
three cases.
Case 1: the elements yi are pairwise incomparable.
Assume η(ex)η(eY \{x}) 6= 0 for some x ∈ Y . Pick u ≤ v ∈ P with (η(ex)η(eY \{x}))uv
6= 0. Then there exists some u ≤ z ≤ v such that (η(ex))uz 6= 0 6= (η(eY \{x}))zv.
By Lemma 4.12 we get u ≤ x ≤ z ≤ y ≤ v for some x 6= y ∈ Y . Thus x < y,
contradicting x, y being incomparable. Similarly, η(eY \{x})η(ex) = 0 follows.
Case 2: the sequence (yi)i∈ω is strictly ascending.
Assume η(eY \{x})η(ex) 6= 0 for some x = yj ∈ Y . With Y
′ = {yi | i > j} and
Lemma 4.15 we have
0 6= η(eY \{x})η(ex) = η
(
eY ′ +
j−1∑
i=0
eyi
)
η(eyj )
= η(eY ′)η(eyj ) +
j−1∑
i=0
η(eyi)η(eyj ) = η(eY ′)η(ex).
22 JORDAN COURTEMANCHE, MANFRED DUGAS, AND DANIEL HERDEN
Pick u ≤ v ∈ P with (η(eY ′)η(ex))uv 6= 0. Then there exists some u ≤ z ≤ v such
that (η(eY ′))uz 6= 0 6= (η(ex))zv. By Lemma 4.12 we get u ≤ y ≤ z ≤ x ≤ v for
some x 6= y = yk ∈ Y ′. Thus yk = y < x = yj with k > j, contradicting (yi)i∈ω
strictly ascending. This shows η(eY \{x})η(ex) = 0.
Since η preserves idempotents, considering the idempotents ex, eY \{x} and eY ,
we have
η(ex) + η(eY \{x}) = η(ex + eY \{x}) = η(eY ) = η(eY )
2 = η(ex + eY \{x})
2
= η(ex)
2 + η(eY \{x})
2 + η(ex)η(eY \{x}) + η(eY \{x})η(ex)
= η(ex) + η(eY \{x}) + η(ex)η(eY \{x}) + η(eY \{x})η(ex),
and
η(ex)η(eY \{x}) + η(eY \{x})η(ex) = 0
follows. Thus, η(eY \{x})η(ex) = 0 implies η(ex)η(eY \{x}) = 0.
Case 3: the sequence (yi)i∈ω is strictly descending.
This case is handled similar to Case 2. 
As an immediate consequence, we note the following.
Theorem 4.18. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z. Then
for every infinite set S ⊆ P there exists some infinite set Y ⊆ S such that
η(ex)η(eY ) = η(eY )η(ex) = η(ex)
for all x ∈ Y .
Proof. Choosing Y as in Lemma 4.17, we have
η(ex)η(eY ) = η(ex)η(ex + eY \{x}) = η(ex)(η(ex) + η(eY \{x}))
= η(ex)
2 + η(ex)η(eY \{x}) = η(ex)
2 = η(ex),
and η(eY )η(ex) = η(ex) follows similarly. 
We will next introduce an element β ∈ I(P ), in terms of η, crucial to splitting off
an inner automorphism ψβ of η. Of course, it is essential to prove that β ∈ FI(P ).
This requires quite some work even if η is an automorphism, cf. [7]. We have to
develop some new ideas to obtain the same result for the local automorphism η.
Lemma 4.19. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z. Then
β =
∑
x∈P
exη(ex)
defines an element β ∈ FI(P ).
Proof. Evidently, βxy = (η(ex))xy for all x < y ∈ P by definition, and β is a
well-defined element of the incidence space I(P ). We need to show β ∈ FI(P ).
Assume β /∈ FI(P ). Then there exist a < b ∈ P for which the set
W = {(u, v) : a ≤ u < v ≤ b, βuv 6= 0}
is infinite. Let
U = {u ∈ P : ∃ v ∈ P with (u, v) ∈W},
and for all u ∈ U let
Su = {v ∈ P : (u, v) ∈W} 6= ∅.
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If Su is infinite for some u ∈ U , then βuv = (η(eu))uv 6= 0 for all a ≤ v ≤ b with
v ∈ Su, a contradiction to η(eu) ∈ FI(P ). Thus, Su 6= ∅ is a finite set for all u ∈ U ,
and
Tu = {v ∈ Su : v is minimal in Su} 6= ∅.
For v ∈ Tu holds βuv = (η(eu))uv 6= 0 but (η(eu))ut = 0 for all u < t < v.
If the set U is finite, then there exists some u ∈ U with Su infinite, contradiction.
Thus U is infinite, and we will distinguish between the following two cases.
Case 1: I = {u ∈ U : y ∈ Tu} = {u ∈ U : (η(eu))uy 6= 0} is infinite for some
y ∈
⋃
u∈UTu.
We have y /∈ I by definition, and with Theorem 4.18 we may assume
η(ex) = η(ex)η(eI)
for all x ∈ I, replacing I by a suitable infinite subset of I if need be. We compute
and compare the exy-coordinates of the terms in the last equation:
0 6= (η(ex))xy =
∑
x≤t≤y
(η(ex))xt(η(eI))ty
= (η(ex))x(η(eI))xy + (η(ex))xy(η(eI))y +
∑
x<t<y
(η(ex))xt(η(eI))ty
As η induces the identity map on FI(P )/Z, we have (η(ex))x = 1 and (η(eI))y =
(eI)y = 0 since y /∈ I. Furthermore, as y ∈ Tx, we have (η(ex))xt = 0 whenever
x < t < y. We obtain
0 6= (η(ex))xy = (η(eI))xy
for all a ≤ x < y ≤ b with x ∈ I, a contradiction to η(eI) ∈ FI(P ).
Case 2: {u ∈ U : v ∈ Tu} is finite for all v ∈
⋃
u∈UTu.
We construct recursively distinct elements xi, yi (i ∈ ω) with yi ∈ Txi . Start with
arbitrary elements x0 ∈ U and y0 ∈ Tx0 . Given elements xj , yj (j ≤ i), choose
xi+1 ∈ U \
{xj , yj : j ≤ i} ∪⋃
j≤i
{u ∈ U : xj ∈ Tu} ∪
⋃
j≤i
{u ∈ U : yj ∈ Tu}

and yi+1 ∈ Txi+1. We have (xi, yi) ∈ W by definition. Let J = {xi : i < ω}. With
Theorem 4.18 we may assume
η(exi) = η(exi)η(eJ)
for all i ∈ ω, replacing J by a suitable infinite subset of J if need be. We compute
and compare the exiyi-coordinates of the terms in the last equation:
0 6= (η(exi))xiyi =
∑
xi≤t≤yi
(η(exi))xit (η(eJ ))tyi
= (η(exi))xi(η(eJ ))xiyi + (η(exi))xiyi(η(eJ ))yi +
∑
xi<t<yi
(η(exi))xit (η(eJ ))tyi
As η induces the identity map on FI(P )/Z, we have (η(exi))xi = 1 and (η(eJ ))yi =
(eJ)yi = 0 since yi /∈ J . Furthermore, as yi ∈ Txi , we have (η(exi))xit = 0 whenever
xi < t < yi. We obtain
0 6= (η(exi))xiyi = (η(eJ ))xiyi
for infinitely many distinct pairs (xi, yi) ∈ W with a ≤ xi < yi ≤ b, a contradiction
to η(eJ ) ∈ FI(P ). 
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We are all set for the main result of this section.
Theorem 4.20. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z. Then
there exists a unit β ∈ FI(P ) with η(ex) = ψβ(ex) for all x ∈ P .
Proof. With Lemma 4.19, we can choose β =
∑
x∈P exη(ex) ∈ FI(P ). Note that
βx = (η(ex))x = 1
is a unit of R for all x ∈ P , which makes β a unit of FI(P ), cf. Section 2.
Furthermore, with Lemma 4.15 we have
βη(ex) =
∑
y∈P
eyη(ey)η(ex) = exη(ex)
2 = exη(ex)
= e2xη(ex) = ex
∑
y∈P
eyη(ey) = exβ
for all x ∈ P . Hence, η(ex) = β−1exβ = ψβ(ex). 
In particular, replacing η with ψ−1β ◦η, we may, without loss of generality, assume
that the local automorphism η induces the identity map on FI(P )/Z with η(ex) =
ex for all x ∈ P .
4.3. Step 3: Splitting off Mσ.
Splitting off a suitable Schur multiplicationMσ will be a refreshingly simple task.
Theorem 4.21. Let η ∈ LAut(FI(P )) with η(ex) = ex for all x ∈ P . Then the
following holds.
(a) For all x ≤ y ∈ P , η(exy) = σxyexy with σxy ∈ R.
(b) For all x ≤ y ∈ P , σxy is a unit of R. Moreover, σxx = 1 for all x ∈ P .
(c) For all x ≤ y ≤ z ∈ P , σxz = σxyσyz.
In particular, σ induces a Schur multiplication Mσ with η(exy) = Mσ(exy) for all
x ≤ y ∈ P .
Proof. For (a), we have η(exx) = exx ∈ Rexx. Thus, we may assume x < y.
Applying η to the idempotent ex + exy gives
ex + η(exy) = η(ex) + η(exy) = η(ex + exy) = η(ex + exy)
2 = (ex + η(exy))
2
= ex + η(exy)
2 + exη(exy) + η(exy)ex.
Moreover, choosing some ϕ ∈ Aut(FI(P )) with η(exy) = ϕ(exy), we have η(exy)2 =
ϕ(exy)
2 = ϕ(e2xy) = ϕ(0) = 0, and the last equation simplifies to
η(exy) = exη(exy) + η(exy)ex.(4.10)
Similarly, from the idempotent ey + exy we infer
η(exy) = eyη(exy) + η(exy)ey.(4.11)
Comparing coordinates on both sides of Equation (4.10), we have (η(exy))uv = 0
for u ≤ v ∈ P unless either u = x or v = x. Similarly, (4.11) gives (η(exy))uv = 0
for u ≤ v ∈ P unless either u = y or v = y. Thus, (η(exy))xy is the only possible
nontrivial entry of η(exy), and η(exy) ∈ Rexy.
For (b), let η(exy) = σxyexy and choose some ϕ ∈ Aut(FI(P )) with η(exy) =
ϕ(exy). With a = ϕ
−1(exy) ∈ FI(P ) we have
ϕ(exy) = η(exy) = σxyexy = σxyϕ(a) = ϕ(σxya).
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Hence exy = σxya, and looking at the exy-coordinates of this equation gives 1 =
σxyaxy. Thus, σxy is a unit, with σxx = 1 evident from η(exx) = exx.
For (c), with σyy = 1 the statement trivially holds if x = y or y = z, and we
need to check σxz = σxyσyz only for the case x < y < z. For that purpose, we will
investigate the idempotent element a = ey + exy + eyz + exz. First, note that
a = ey + exy + eyz + exz = (ey + exy)(ey + eyz) = aeya
confirms a as an idempotent, cf. Corollary 4.14. We have
η(a) = η(ey) + η(exy) + η(eyz) + η(exz) = ey + σxyexy + σyzeyz + σxzexz,
and after squaring
η(a) = η(a)2 = (ey + σxyexy + σyzeyz + σxzexz)
2
= ey + σxyexy + σyzeyz + σxyσyzexz.
Comparing these last two equations, we infer σxz = σxyσyz . 
In particular, replacing η with M−1σ ◦ η, we may, without loss of generality,
assume that the local automorphism η induces the identity map on FI(P )/Z with
η(exy) = exy for all x ≤ y ∈ P . It remains to show η = id.
4.4. Step 4: Finish.
It will be convenient to talk about diagonal elements.
Definition 4.22. We call d ∈ FI(P ) diagonal if dxy = 0 for all x < y ∈ P .
The following lemma provides a first very powerful boost towards proving η = id.
Lemma 4.23. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z with
η(ex) = ex for all x ∈ P . Then η(d) = d for all diagonal elements d =
∑
x∈Pdxex.
Proof. We have η(d) = d + j for some j ∈ Z. For a contradiction, let us assume
that j 6= 0. Thus, we can choose u < v ∈ P with juv 6= 0. The set
W = {t : u < t ≤ v, jut 6= 0}
is finite. Without loss of generality, we may assumeW = {v}, replacing v by minW
if need be. Thus, juv 6= 0 but
jut = 0 for all u < t < v.(4.12)
Let E = P \ {u, v}, and set d(E) =
∑
x∈Edxex. We have
d = dueu + dvev + d
(E).(4.13)
Applying η gives
η(d) = η(dueu + dvev + d
(E)) = dueu + dvev + η(d
(E)).(4.14)
On the other hand, we have
η(d) = d+ j = dueu + dvev + d
(E) + j,(4.15)
and we infer
η(d(E)) = d(E) + j(4.16)
from comparing (4.14) and (4.15).
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Choose some ϕ ∈ Aut(FI(P )) with η(d(E)) = ϕ(d(E)). With Theorem 2.3 we
have ϕ = ψf ◦Mσ ◦ ρ̂. Note that ρ̂(d(E)) is a diagonal element and that diagonal
elements are fixed under Schur multiplications. Hence
η(d(E)) = (ψf ◦Mσ)(ρ̂(d
(E))) = ψf (ρ̂(d
(E))) = f−1(ρ̂(d(E)))f,(4.17)
and
η(d(E)) + Z = f−1(ρ̂(d(E)))f + Z = ρ̂(d(E)) + Z.
As η induce the identity map on FI(P )/Z, we infer ρ̂(d(E)) = d(E). Thus, (4.17)
becomes
η(d(E)) = f−1d(E)f
for some unit f ∈ FI(P ). Together with (4.16) we have
d(E) + j = f−1d(E)f.(4.18)
Now consider the euv-coordinate of the last equation. We have
0 6= juv = (d
(E) + j)uv = (f
−1d(E)f)uv =
∑
u≤t≤v,t∈E
(f−1)utdtftv.
Note that in the latter summation we actually have u < t < v since u, v /∈ E. This
implies
(f−1)uwdwfwv 6= 0 for some u < w < v.(4.19)
With (4.18) we get
(d(E) + j)(f−1ewf) = (f
−1d(E)f)(f−1ewf) = f
−1d(E)ewf = f
−1dwewf.(4.20)
Considering the euv-coordinate of the last equation leads to
(d(E)f−1ewf + jf
−1ewf)uv = (dwf
−1ewf)uv = (f
−1)uwdwfwv 6= 0.
Note that (d(E)f−1ewf)uv = 0 since u /∈ E, and we get
0 6= (jf−1ewf)uv =
∑
u<t≤w
jut(f
−1)twfwv,
where we have a strict inequality u < t since j ∈ Z. It follows that jut 6= 0 for some
u < t ≤ w < v, contradicting (4.12). 
For our final theorem we need one last crucial definition.
Definition 4.24. For any u ≤ v ∈ P let
Luv = {a ∈ FI(P ) : axy = 0 for all u ≤ x ≤ y ≤ v}.
We summarize some of the remarkable properties of Luv as a separate lemma.
Lemma 4.25. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z. Then
Luv ⊳ FI(P ) is a two-sided ideal for all u ≤ v ∈ P , and η(Luv) ⊆ Luv holds.
Proof. First we show that Luv is a two-sided ideal. Let a ∈ Luv and γ ∈ FI(P ).
Then
(γa)xy =
∑
x≤t≤y
γxtaty
for all x ≤ y ∈ P . If u ≤ x ≤ y ≤ v, then aty = 0 for all x ≤ t ≤ y. Thus
(γa)xy = 0, and we infer γa ∈ Luv. In a similar way, aγ ∈ Luv follows.
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For η(Luv) ⊆ Luv, start with some a ∈ Luv such that
ax = 0 if and only if u ≤ x ≤ v.(4.21)
Choose some ϕ ∈ Aut(FI(P )) with η(a) = ϕ(a). With Theorem 2.3 we have
ϕ = ψf ◦Mσ ◦ ρ̂. By definition, ψf (Luv) = f
−1Luvf ⊆ Luv and Mσ(Luv) ⊆ Luv
are evident, and we only need to show that ρ̂(a) ∈ Luv. Note that η but also both
ψf and Mσ induce the identity map on FI(P )/Z. Thus∑
x∈P
axex+Z = a+Z = η(a)+Z = ρ̂(a)+Z =
∑
x∈P
axeρ(x)+Z =
∑
x∈P
aρ−1(x)ex+Z,
and ax = aρ−1(x) follows for all x ∈ P . In particular, with (4.21) we have
u ≤ x ≤ v ⇐⇒ ax = 0 ⇐⇒ aρ−1(x) = 0 ⇐⇒ u ≤ ρ
−1(x) ≤ v
and
u ≤ x ≤ y ≤ v =⇒ u ≤ ρ−1(x) ≤ ρ−1(y) ≤ v =⇒ aρ−1(x)ρ−1(y) = 0.
Thus
ρ̂(a) =
∑
x≤y
axyeρ(x)ρ(y) =
∑
x≤y
aρ−1(x)ρ−1(y)exy ∈ Luv.
This shows ρ̂(a) ∈ Luv and η(Luv) ⊆ Luv under condition (4.21).
Now let a be any element of Luv. Note that
d =
∑
x∈P
ex −
∑
u≤x≤v
ex
−∑
x∈P
axex
is a diagonal element in Luv, and that
d+ a =
∑
x∈P
ex −
∑
u≤x≤v
ex
+∑
x<y
axyexy ∈ Luv
satisfies condition (4.21). Thus η(d+ a) ∈ Luv, and with Lemma 4.23 also
η(a) = η(d+ a)− η(d) = η(d+ a)− d ∈ Luv.
We infer that η(Luv) ⊆ Luv for all u ≤ v ∈ P . 
We are all set to complete the proof of Theorem 4.4.
Theorem 4.26. Let η ∈ LAut(FI(P )) induce the identity map on FI(P )/Z with
η(exy) = exy for all x ≤ y ∈ P . Then η = idFI(P ).
Proof. Let a ∈ FI(P ). For any u ≤ v ∈ P holds
a =
∑
x≤y
axyexy ∈
∑
x∈P
axex +
∑
u≤x≤y≤v
axyexy + Luv.
With Lemma 4.25, we infer
η(a) ∈ η
(∑
x∈P
axex
)
+ η
 ∑
u≤x≤y≤v
axyexy
+ Luv.
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Note that the first sum describes a diagonal element, while the second sum is finite.
Thus, with Lemma 4.23,
η(a) ∈
∑
x∈P
axex +
∑
u≤x≤y≤v
axyη(exy) + Luv =
∑
x∈P
axex +
∑
u≤x≤y≤v
axyexy + Luv.
In particular, (η(a))uv = auv. As this holds for all u ≤ v ∈ P , we infer η(a) = a. 
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