Abstract. In this paper, we give partial answers to the following questions: Which contact manifolds are contactomorphic to links of isolated complex singularities? Which symplectic manifolds are symplectomorphic to smooth affine varieties? The invariant that we will use to distinguish such manifolds is called the growth rate of wrapped Floer cohomology.
Introduction
To any affine variety B ⊂ C N with an isolated singularity at 0, we can form its link which is a C ∞ manifold given by the intersection of B with a small sphere. The link of any isolated singularity has a natural contact structure ( [Var82] ). If A ⊂ C N is a smooth affine variety then it has a natural symplectic structure given by restricting the standard symplectic structure on C N to A.
In this paper, we give partial answers to the following questions: Which contact manifolds are contactomorphic to links of isolated complex singularities? Which symplectic manifolds are symplectomorphic to smooth affine varieties? The invariant that we will use to distinguish such manifolds is called the growth rate of wrapped Floer cohomology. Theorem 1.1. Let Q be a compact oriented Riemannian manifold. Suppose that the unit cotangent bundle of Q is contactomorphic to the link of an isolated complex singularity or that T * Q is symplectomorphic to a smooth affine variety.
(1) If Q is a simply connected 4 or 5 manifold then it must be homeomorphic to one of S 4 , CP 2 , S 2 × S 2 , CP 2 #CP 2 , CP 2 #CP 2 or diffeomorphic to one of S 5 , S 3 × S 2 , SU (3)/SO(3) or the non-trivial S 3 bundle over S 2 . (2) If Q is simply connected of any dimension n then its jth Betti number is bounded above by 1 2 n j .
(3) The fundamental group of Q satisfies certain growth constraints (explained below).
We will now state the main theorem of this paper and explain why it implies the above theorem. The contact manifolds that we will be looking at will be boundaries of certain symplectic manifolds called Liouville domains (Definition 2.1). The symplectic manifolds that we will be examining are obtained from Liouville domains by attaching a cylindrical end and extending the symplectic form. For a Liouville domain M , such a symplectic manifold is called the completion M of M . Let L 1 , L 2 be two oriented exact Lagrangians in M which are cylindrical outside M (Definition 2.2) admitting a spin structure. From now on we will call such objects admissible Lagrangians. Then for any field K, we can define an invariant Γ(L 1 , L 2 ; K) ∈ {−∞} ∪ [0, ∞] called the growth rate of wrapped Floer cohomology (Definition 2.4).
Main Theorem 1.2. Suppose that ∂M is contactomorphic to the link of an isolated complex singularity or M is symplectomorphic to a smooth affine variety. Then Γ(L 1 , L 2 ; K) ≤ n for any transversally intersecting admissible Lagrangians L 1 , L 2 in M and any field K where n is the complex dimension of our variety.
We give a sketch of the proof of this Theorem in Section 3. Let Q be a compact oriented Riemannian manifold and let q ∈ Q be a basepoint. The based loopspace of length ≤ λ for λ ∈ [0, ∞] written as Ω ≤λ Q is defined to be the space of continuous maps R/Z → Q sending 0 to q of length ≤ λ equipped with the C 0 topology. We define Ω(Q) := Ω ≤∞ (Q). For any field K, define g(Q, λ; K) to be the rank of the image of the natural map H * (Ω ≤λ ; K) → H * (Ω(Q); K) and define Γ(Q; K) := lim sup λ→∞ log g(Q,λ;K) log λ
. Such a number does not depend on the choice of basepoint or Riemannian metric on Q.
Corollary 1.3. Suppose Q is a Riemannian manifold satisfying at least one of the following conditions: (a) The unit cotangent bundle S * Q is contactomorphic to the link of some isolated singularity or (b) T * Q is symplectomorphic to an affine variety. Then Γ(Q; K) ≤ dim R Q for every field K.
This will follow from the results in [ASP08] . The proof is contained in subsection 2.4. The condition that Γ(Q; K) ≤ dim R Q for every field K is a very restrictive condition. Here are some constraints:
(1) If Q is an oriented surface then it must have genus ≤ 1.
(2) If Q has finite fundamental group then by [Gro78] , we get that lim sup i log( j≤i dim(H j (Ω(Q); K)))
for all K. In particular the sum of the first i Betti numbers of the based loopspace of Q is bounded above by a polynomial in i. Hence, if Q is simply connected then Q is rationally elliptic (see [FHT82] ). Rationally elliptic means that dim(π * (Q) ⊗ Q) < ∞. (3) If Q is a simply connected 4 manifold then it must be homeomorphic to one of
([PP03, Lemma 3.2] combined with (2)). (4) If it is a simply connected 5 manifold then it must be diffeomorphic to S 5 , S 3 × S 2 , SU (3)/SO(3) or the non-trivial S 3 bundle over S 2 ([PP03, Corollary 3.6] combined with (2)). (5) If Q is simply connected of any dimension n then its Betti numbers b i satisfy:
See [Pav02, Corollary to Theorem 1] combined with (2). (6) The fundamental group of Q has growth rate at most dim R Q. Here the growth rate of a finitely generated group G is defined as follows: choose a finite set of generators and let l(λ) be the number of elements of G expressed in words of these generators of length ≤ λ, then the growth rate of G is defined as lim sup λ→∞ log l(λ) log λ . Theorem 1.1 follows immediately. Corollary 1.3 part (b) has a relationship with the following conjecture. We will suppose for this conjecture that Q is simply connected. We say that Q has a good complexification if there exists a smooth affine variety U defined over R diffeomorphic to Q such that the natural map U (R) → U (C) is a homotopy equivalence. There is a question in [Tot03] which asks if Q has a Riemannian metric of non-negative sectional curvature when Q has a good complexification. There is also a conjecture attributed to Bott which says that any simply connected manifold with non-negative sectional curvature is rationally elliptic (see [FHT01, Question 12 , page 519]). Felix and Thomas in [FT82] proved that if a simply connected manifold is rationally elliptic then the growth rate of the rational Betti numbers of its based loopspace grows sub exponentially. Finally the result in [Gro78] tells us that if the Betti numbers grow sub exponentially for Q then Γ(Q; Q) < ∞. Putting all of this together we get the following question: if U (R) ֒→ U (C) is a homotopy equivalence then is Γ(Q, Q) < ∞?
This project was partially supported by the National Science Foundation (DMS-1508207). The author would like to thank Paul Seidel, Kenji Fukaya and Burt Totaro for helpful remarks.
Basic Definitions and Properties

Liouville Domains and Floer Cohomology.
Definition 2.1. Let M be a compact manifold with boundary and a 1-form θ M satisfying:
(1) ω M := dθ M is a symplectic form.
(2) The ω M -dual X θ M of θ M points outwards along ∂M .
Then we say that (M, θ M ) is a Liouville domain and θ M is called the associated Liouville form. Because X θ M is transverse to ∂M , we get that α M := θ M | ∂M is a contact form. The contact boundary of M is the contact manifold (∂M, ker(α M )). By flowing ∂M backwards along X θ M we get that a small collar neighborhood of ∂M is equal to (1 − ǫ, 1] × ∂M with θ M = r M α M where r M parameterizes the interval. The completion M of M is given by extending this collar neighborhood by attaching [1, ∞) × ∂M to M and extending θ M by r M α M . Definition 2.2. A (possibly non-compact) properly embedded submanifold of L ⊂ M is said to be an exact Lagrangian which is cylindrical outside M if
• it is of half the dimension of M , is tangent to L in the cylindrical end [1, ∞)×∂M .
We say that f L is a function associated to L.
An admissible Lagrangian is an oriented exact Lagrangian which is cylindrical outside M with a choice of spin structure.
Here are some important examples of Liouville domains and admissible Lagrangians:
Example 1: Let Q be a compact Riemannian manifold. Then we have a canonical 1 form θ Q on T * Q defined by θ Q (V ) := P * (V )(β) for all 1-forms β on Q and vectors V ∈ T β T * Q where P : T * Q → Q is the natural projection. The bundle of covectors D * Q of length ≤ 1 is our Liouville domain with Liouville form θ Q and D * Q is symplectomorphic to T * Q. This symplectomorphism is the identity on D * Q and it sends a point (r, s) ∈ [1, ∞) × ∂D * Q to rs ∈ T * Q. Because the cotangent fiber T * q Q ⊂ T * Q is contractible and because θ Q | T * q Q = 0, we get that it is an admissible Lagrangian inside M .
Example 2: Let A ⊂ C N be a smooth affine variety. This has a natural symplectic structure ω A given by restricting the standard symplectic form on
2 r 2 j dϑ j | A where (r j , ϑ j ) are standard polar coordinates on the jth C factor. Then the intersection of A with a very large closed ball in C N is a Liouville domain with Liouville form θ A whose completion is symplectomorphic to (A, ω A ) (see [McL12, Lemma 2.1] ). An example of an admissible Lagrangian inside an affine variety would be R N ⊂ C N . Definition 2.3. A time dependent Hamiltonian H : S 1 × M → R is said to be admissible if it is equal λr M + C near infinity for some λ, C ∈ R. The constant λ is called its slope.
Sometimes we will view H as a time dependent family of Hamiltonians (H t ) t∈R/Z . Admissible Hamiltonians on T * Q of slope λ consist of smooth functions equal to λ|β| Q for all β ∈ T * Q outside a compact set where | · | Q is the norm induced by our Riemannian metric on Q. The time 1 flowlines of such Hamiltonians inside a level set near infinity correspond to length λ geodesics after projecting to Q. An example of an admissible Hamiltonian on C n is λ|z| 2 where | · | is the standard Euclidean metric.
We will give a very brief definition of Floer cohomology
for any admissible Lagrangians L 1 , L 2 and any admissible Hamiltonian (H t ) t∈R/Z inside the completion M of a Liouville domain (M, θ M ) (see [Flo88a] , [Flo88b] , [Oh93] , [Oh95] ). The only difference is that the Lagrangians that we use are non-compact but this is not a problem as we can use the maximum principle [AS10, Lemma 7.2]. Floer cohomology for such non-compact Lagrangians was defined in [AS10] , but we are only interested in Floer cohomology as a group without additional A ∞ products which means that our definition is more straightforward.
Having said that in this paper we won't deal with the definition directly and instead we use properties (HF1)-(HF5) below (with the exception of the proof of Corollary 1.3 where we use the additional properties (HF6) and (HF7) combined with the fact that we need to define HF * for a slightly more general class of Hamiltonians). From now on we fix a coefficient field K.
Define φ
Ht t to be the time t flow of the associated Hamiltonian vector field X Ht defined by i X H t ω M = −dH t . We will first define this Floer cohomology group when φ Ht 1 (L 1 ) and L 2 intersect transversally, and then later on we will define it in the case where they may not intersect transversally. We suppose f L 1 , f L 2 are the functions associated to L 1 and L 2 respectively. To
The chain complex, written as
, is the free K vector space generated by intersection points φ
We can ensure that each intersection point p has an index |p| ∈ Z/2Z which makes
In this paper we are not really concerned with gradings and so we will not define them here. The differential depends on a choice of almost complex structure but the resulting cohomology group does not depend on this. We say that J is a cylindrical almost complex structure on M if it is compatible with the symplectic form ω M (i.e. ω M (·, J(·)) is a Riemannian metric) and if θ M • J = dr M outside a large compact set. Choose a smooth S 1 family of cylindrical almost complex structures (J t ) t∈R/Z . We define M(p, q, H t , J t ) to be the set of smooth maps
There is a free R action on M(p, q, H t , J t ) given by translation in the s coordinate. For generic J t and for |p| = |q|
as the number of elements in M 0 (p, q, H t , J t ) counted with sign. The differential is linear and on intersection points q ∈ φ
The differential increases the action, and so this chain complex has a natural filtration by action p → A(p). We define 
. This is called a continuation map and it is defined in a similar way by counting certain moduli spaces. Now suppose that φ Ht 1 (L 1 ) does not intersect L 2 transversally and that a, b is not in the image of A. Then we define
where H ′ t < H t are admissible Hamiltonians so that φ 1
and L 2 intersect transversally and the directed system is taken with respect to the ordering ≤. Sometimes one cannot find such admissible Hamiltonians H ′ t which C ∞ converge to H t . In this case one needs to have more general Hamiltonians (see [AS10, Section 8a] ). Note that we can define
Properties of Floer Cohomology.
(HF1) The rank of
is bounded above by the number of intersection points φ Ht 1 (L 1 ) ∩ L 2 whose action is in [a, b] assuming that all such intersection points are transversal. (HF2) If a 1 ≥ a 2 and b 1 ≥ b 2 then there is a natural morphism:
We call such a morphism an action morphism. Composing two action morphisms gives another action morphism. Similar properties hold for other intervals of the form [a, b), (a, b] and (a, b). Such a morphism is an isomorphism if there are no intersection points
we have the following long exact sequence: 
where the horizontal arrows are action morphisms and the vertical arrows are continuation morphisms. 
Definition 2.4. Define the wrapped Floer cohomology group of L 1 and L 2 to be
lim sup λ log a λ log λ where a λ is the rank of the image of the natural map:
If the rank a λ is zero then we define log a λ := −∞. Lemma 2.6 below tells us that Γ(L 1 , L 2 , H; K) does not depend on H. Hence we will write Γ(L 1 , L 2 ; K) for the growth rate. We will sometimes write Γ(L 1 , L 2 ) or Γ(L 1 , L 2 , H) when its is clear which coefficient field we are using.
The following two Lemmas are used to show us that Γ(L 1 , L 2 , H; K) does not depend on the choice of Hamiltonian H. Lemma 2.5 will also be used later on.
Lemma 2.5. Let H 1 ≤ H 2 be two admissible Hamiltonians with the same slope and let L 1 , L 2 be admissible Lagrangians. Then the continuation map
is an isomorphism.
Proof. Because H 1 , H 2 have the same slope, there is a constant C > 0 so that H 1 + C > H 2 . By (HF3) this means that we get the following sequence of continuation maps:
By (HF5) and the fact that the composition of any two continuation maps is a continuation map by (HF3), the composition of any two continuation maps from (1) is an isomorphism. Hence e is an isomorphism.
Lemma 2.6. Let H 1 , H 2 ≥ 0 be admissible Hamiltonians and let L 1 , L 2 be admissible Lagrangians. Then:
Proof. Let κ 1 > 0 be the slope of H 1 and let κ 2 > 0 be the slope of H 2 . Choose an admissible Hamiltonian H 3 ≥ 0 with slope equal to κ 1 so that
H 2 . By Lemma 2.5, the continuation maps
and
are isomorphisms. Also (HF3) tells us that these two continuation maps commute with all other continuation maps. Hence
2.4. Proof of Corollary 1.3. Part of the proof of Corollary 1.3 needs the additional properties (HF6) and (HF7) below for HF * combined with the fact that we need to define HF * for a slightly more general class of Hamiltonians. This is only contained in the proof of the preliminary technical Lemma 2.10. We need some other definitions and Lemmas before we prove Corollary 1.3. The purpose of these Lemmas is to translate the conventions in [ASP08] to the conventions in this paper. From now on we fix our field K. Every Floer group will be defined over this field.
Definition 2.7. Let P : [0, ∞) → [0, ∞) be any function. We define Γ(P ) := lim sup λ log P (λ) log λ . Here log(0) is defined to be −∞. If we have a sequence (p i ) i∈N then we define Γ((p i ) i∈N ) := Γ(P ⌊⌋ ) where P ⌊⌋ : [0, ∞) → [0, ∞) satisfies P ⌊⌋ (x) = p ⌊x⌋ where ⌊x⌋ is the largest integer less than or equal to x.
The above definition will be used throughout this paper. We will also use the fact that if P is a non-decreasing function then Γ(P ) = Γ((p i ) i∈N ) where
Definition 2.8. Let (M, θ M ) be a Liouville domain, let (H i : M → R) i∈N be a sequence of admissible Hamiltonians and let ν : N → (0, ∞] be a nondecreasing function so that the slope of H i is i times the slope of H 1 and H i ≤ H i+1 for all i ∈ N. Then we have natural maps:
given by the composition of the action morphism
and the continuation morphism
By (HF4), we have that for all i 1 ≤ i 2 ≤ i 3 , ι i 2 ,i 3 • ι i 1 ,i 2 = ι i 1 ,i 3 and therefore these maps form a directed system. Hence we define:
where
Lemma 2.9. Let (H i ) i∈N and ν be as in Definition 2.8 as above. Suppose that for all i ∈ N, all intersection points φ
we get by (HF2) that the natural action morphism:
is also an isomorphism. Using this fact combined with the fact that action morphisms and continuation morphisms commute by (HF3) and (HF4), we get:
So from now on, we may as well assume that ν(i) = ∞ for all i ∈ N. Let H ≥ 0 be an admissible Hamiltonian with slope equal to the slope of H 1 . Because
is non-decreasing in λ, we get: Γ(A) = Γ((a i ) i∈N ) where a i := A(i) for all i. Because the slope of H i is i times the slope of H 1 , we can choose an increasing sequence of constants (C i ) i∈N so that iH + C i ≥ H i for all i ∈ N. By (HF5), we get:
Also by Lemma 2.5, the natural continuation morphism
Example 1 in Section 2.1 tells us that for any choice of metric on Q,
• T * Q is the completion of a Liouville domain,
• the boundary of this Liouville domain is contactomorphic to the unit cotangent bundle of Q • and the fibers T * q Q are admissible Lagrangians for all q ∈ Q. Lemma 2.10. Let Q be an oriented Riemannian manifold. Then we have
Choose a generic metric on Q so that the geodesics joining p and q are non-degenerate (I.e. the differential of the exponential map along each such geodesic is an isomorphism). Let | · | be the induced norm on T * Q.
The radial coordinate on the cylindrical end is given by r Q :
and L 2 := T * p Q be our admissible Lagrangians. Because all geodesics joining p and q are nondegenerate, we get that φ H 1 (L 1 ) and L 2 intersect transversally. Even though H is not admissible, we can still define
in the usual way as described in Subsection 2.1. In fact these Floer cohomology groups can be defined for any Hamiltonian which is a non-decreasing function of |β| near infinity. One can also define action morphisms and continuation maps between such Hamiltonians as well so that they satisfy the same properties.
Define:
Hence the main result in [ASP08] tells us that Γ(Q; K) = Γ(b(λ)). We have the following property: (HF6) The natural map lim − →λ
Because all of the geodesic flowlines joining p and q are non-degenerate, we get that the set of action values
Hence there is a constant µ > 0 so that iµ / ∈ S for all i ∈ N.
Choose smooth functions (f i : [0, ∞) → R) i∈N so that:
We define H i : T * Q → R by H i (β) = f i (|β|). Now the additional technical property that we need our Floer cohomology groups to satisfy is the following: (HF7) Suppose that we have two functions f, g :
for some S > 0. We will also assume that F, G : T * Q → R defined by F (β) := f (|β|) and G(β) := g(|β|) are smooth. Then the natural continuation map
Such continuation maps also commute with other continuation maps and action morphisms as well. This property follows from the maximum principle [AS10, Lemma 7.2] and the fact that for any s ∈ R, the action of
So by (HF7) we have that the continuation map
Hence by equation (2) combined with the fact that action morphisms and continuation morphisms commute we get:
And so by Lemma 2.9,
Proof. of Corollary 1.3. By Lemma 2.10 we have Γ(T * q Q, T * p Q; K) = Γ(Q; K) for all q, p ∈ Q. By Theorem 1.2 we have for all p = q that
Sketch of the Proof of Main Theorem 1.2
For simplicity, we will first sketch the proof in the case when the boundary of our Liouville domain is contactomorphic to the link of a cone singularity. Most of the key ideas are contained in the proof of this special case. We will explain at the end of this section what needs to be done more generally.
The statement of Main Theorem 1.2 in our special case is: Let M be a Liouville domain whose contact boundary is contactomorphic to the link of a cone singularity. Then for any transversally intersecting admissible
The proof of this Theorem splits up in to three main steps:
Step 1: We show that if, in some sense, we can bound the number of flowlines of X H joining L 1 and L 2 for some appropriate Hamiltonian H then we get a bound on Γ(L 1 , L 2 ; K). This is the only place where we use the axioms from Section 2.2. This Step is performed in Section 4.
Step 2: We show that if there is a relatively compact open set U ⊂ M containing M which looks like an a annulus bundle near ∂U then there is a bound on the number of flowlines as in Step 1 (see Definition 5.1 for a more general definition involving many annulus bundles). This step is performed in Section 5.
Step 3: This is the only step where we use the fact that ∂M is contactomorphic to the link of a singularity. We use this contactomorphism to construct our region U from Step 2. Hence by Step 2 and Step 1 we get our result. This step is performed in Section 6.
Step 1: The aim of this step is to show that if H is a Hamiltonian and
. Note that such a Hamiltonian may not be admissible.
We start this
Step by proving the following key claim: If there are two admissible Hamiltonians 0 ≤ Q 1 ≤ Q 2 equal to f 1 (r M ), f 2 (r M ) respectively (pictured below) where r M is the cylindrical coordinate and where the rank of the image of
Sketch of the proof of the key claim: One can show that
differ by a constant by (HF1) and (HF2) due to the fact that most points in φ
Because an appropriate multiple µQ 1 of Q 1 has the same slope as Q 2 , we get that b λ is equal to
by Lemma 2.5. Also c λ (and hence b λ ) is bounded below by:
by (HF3). Our key claim now follows from this lower bound on b λ .
Using the above key claim we can complete Step 1 as follows: We start with a Hamiltonian H as described above. We can find appropriate functions (g i : R → R) i∈N (pictured below) so that the number of intersection points φ
Here κ i is linear in i and the support of the derivative g ′ i (x) is a very small neighborhood of C.
We let K be an admissible Hamiltonian with small derivatives whose slope is small and positive and which is 0 on a very large set. We can choose such a K so that no additional intersection points φ 
One can find Hamiltonians 0 ≤ Q 1 ≤ Q 2 from the key claim above so that iQ 1 ≤ H i + iK ≤ iQ 2 . This means that we have continuation morphisms
is bounded above by P (λ i ). Using this fact along with the key claim, we get Γ(L 1 , L 2 ; K) ≤ Γ(P ) and hence Step 1 is complete.
Step 2: Now suppose that there is an open set U ⊂ M containing M and another open set U 1 ⊂ U disjoint from M so that:
• U \ U 1 is compact,
• there is a fibration π : U 1 → V 1 admitting a U (1) structure group so that the fibers are symplectomorphic to annuli A b,B := {b < r < B} ⊂ C and where the associated U (1) action rotates these fibers and
• the symplectic vectors orthogonal to the fibers of π give us an Ehresmann connection compatible with this U (1) structure group. We will show in this step that for any transverse admissible Lagrangians
This is done using the main result in Step 1. Because π has a U (1) structure group, we have a natural function r 1 : U 1 → R, whose restriction to each fiber A b,B is r. Now the level sets r −1 1 (c) of r 1 are coisotropic submanifolds whose leaves are equal to the S 1 fibers of π| r −1 1 (c) . We can perturb U by a generic Hamiltonian so that
) is transverse to L 1 and L 2 . One can also perturb U so that π| L 1 ∩C 1 and π| L 2 ∩C 1 are smooth immersions transverse to each other with isolated intersection points. Let D be the number of these intersection points.
We now let H : M → R be a Hamiltonian so that C 1 = H −1 (c) for some c, H −1 ((−∞, c]) is compact and so that H is equal to 1 2 r 2 or − 1 2 r 2 near C 1 . Then for any level set of H near C 1 , we can explicitly compute the intersection points φ H λ (L 1 ) ∩ L 2 . This is because the flow of X H near C 1 is just the U (1) action or its inverse. In particular, in a given level set
is at most 2πλD. Hence we can use the main result in
Step 1 to show that Γ(L 1 , L 2 ; K) ≤ 1.
Step 3: In this step we will construct our neighborhood U from Step 2. We first take our cone singularity and blow it up at the origin. The resulting resolution is equal to a Hermitian line bundle L over a projective variety X with a natural symplectic structure near the zero section. Because it is a Hermitian line bundle, it has a natural radial function r : L → R whose level sets near the zero section are contact hypersurfaces. The boundary of M is contactomorphic to r −1 (ǫ) for some small ǫ > 0. Hence we can embed the annulus bundle r −1 ((2ǫ, 3ǫ)) symplectically into M so that it is disjoint from M . This is our associated annulus bundle U 1 .
One can show that M \ U 1 has two connected components. One of these is compact and so let K be this compact component. Then we define U :
Comments on the more general case: We will now suppose that either (a) ∂M is contactomorphic to the link of a general singularity (b) or M is symplectomorphic to a smooth affine variety. In this case, Step 1 remains unchanged. In
Step 2, instead of having a single annulus bundle, we get multiple annulus bundles. The resulting U (1) actions of the annulus bundles commute with each other (see Definition 5.1). In Step 3 we construct these annulus bundles as follows:
In case (a), we resolve the singularity at 0. Let E 1 , · · · , E l be the exceptional divisors. There is an annulus bundle corresponding to each E i . The point is that a neighborhood of E i is a disk bundle. We remove a smaller disk subbundle to get an annulus bundle, which we restrict to E i \ ∪ j =i E i . Finally we symplectically embed these annulus bundles into M .
In case (b) we embed our smooth affine variety into a smooth projective variety so that the complement is a union of smooth normal crossing divisors. Each such divisor gives us an annulus bundle in a similar way.
Bounds for the growth rate of wrapped Floer cohomology
Definition 4.1. We say that a Hamiltonian
) and the number of such intersection points is bounded above by P (λ).
, the number of flowlines of X H inside H −1 (C) of length ≤ λ starting on L 1 and ending on L 2 is bounded above by P (λ). The length of a flowline is defined to be the time it takes to flow from start to finish.
Note that H does not have to be admissible in the above definition. The main theorem of this section is the following:
Before we prove this theorem, we need some preliminary technical lemmas and a definition. Good examples to keep in mind when reading these Lemmas is when M = C or C 2 with linear Lagrangians, and Hamiltonians given by a function of the radius. Let Q 1 , Q 2 : M → R be two Hamiltonians such that for j = 1, 2, there are constants
where r M is the cylindrical coordinate, and where
Proof. of Lemma 4.3. Because
and because f L j = 0 outside M where f L j is the function associated to L j for j = 1, 2 we have that the action of every intersection point φ
and L 2 intersect transversally inside M and the number of such intersection points is bounded above by a constant D ≥ 0 which is independent of i. Hence by property (HF1) we get that HF * (0,∞) (L 1 , L 2 , iQ j ) has rank bounded above by D due to the fact that intersection points outside M have non-positive action. By (HF2) this means that the kernel and cokernel of the natural action morphism
Q 2 . The inequality Q 1 ≤ Q 2 also tells us that κ 1 ≤ κ 2 and so κ 1 κ 2 ≤ 1. So for all i ∈ N, we have the following commutative diagram by property (HF4):
All the horizontal maps have kernels and cokernals of rank bounded above D. Because iQ 1 and i
Q 2 have the same slope, we have by Lemma 2.5 that the map a is an isomorphism. This implies that the rank of the image of
is less than or equal to
Hence b i + 2D is bounded below by:
Lemma 4.4. Let H i : M → R be a non-decreasing sequence of Hamiltonians and (p i ) i∈N a sequence of positive reals so that:
(1) There is a linear function L : N → R, a compact set K ⊂ M and a constant c > 0 so that H i is a positive constant
Proof. of Lemma 4.4. Let f be the function described in the statement of Lemma 4.3. Let α > 0 be a very small constant and C ≥ 1 a sufficiently large constant so that:
Because L(i) is linear and H i = 0 on some neighborhood of M we can find constants α 1 , α 2 > 0 and C 1 , C 2 ≥ 1 so that: Q j := α j f (r M − C j ) satisfies: iQ 2 < K i < iQ 1 for all i ∈ N and j = 1, 2. This gives us continuation maps:
by (HF3) which implies that:
have strictly positive action, we have that the rank of HF * − (L 1 , L 2 ; K i ) is bounded above by p i by (HF1). By Lemma 4.3 we then get:
Proof. of Theorem 4.2. We will use the Lemma 4.4 to give us our upper bound. What we will do is construct a sequence of functions g i : R → [0, ∞) so that the Hamiltonians H i := g i • H and the sequence (P (λ i )) i∈N for some appropriate approximately linear sequence (λ i ) i∈N satisfy the conditions of Lemma 4.4 and hence giving us our result.
By definition there are constants C H ∈ R, δ H > 0 so that the conditions (PB1), (PB2), (PB3) and (PB4) are satisfied. For each i > 0 we let g i : R → [0, ∞) be a smooth function (pictured below) satisfying: 2i . The closure of N i contains C H ± δ H (in other words, the ends of these intervals touch
where λ i is a bounded distance from a positive linear function in i. We also assume that λ i is generic enough so that there are no flowlines of X H starting on L 1 and finishing on L 2 inside H −1 (C H ± δ H ) of length λ i . This can be done because the set of lengths of such flowlines inside H −1 (C H ±δ H ) is discrete by property (PB4).
The function g i will also satisfy the additional technical property (gi5) which we state later. We will also might need to shrink N i as well later on. But none of these changes to g i will affect (gi1)-(gi4). Here is a picture of g i :
We define
Condition (PB1) and (gi1) ensures that H i is constant outside a fixed compact set and also zero on some open set containing M and hence satisfies conditions (1) and (3) of Lemma 4.4. It remains to show that condition (2) holds from this Lemma.
We will now show that φ
is transverse to L 2 in this region as we have assumed that L 1 is transverse to L 2 . In the region H −1 ((C H − δ H , C H + δ H ) \ N i ) we have that X H i = λ i X H and so by (PB3) we have that φ
is transverse to L 2 in this region. So we only need to consider φ
is a proper 1-dimensional submanifold of (0,
be the natural projection maps to (0, λ i ] and H −1 (N i ) respectively. Let h := p * 2 (H| H −1 (N i ) ). We can make sure that N i is small enough for each i so that M i := sup(p 1 (Λ)) < λ i by property (gi4) combined with the fact that the set of lengths of flowlines of X H inside H −1 (C H ± δ H ) is discrete by (PB4) and m i := inf(p 1 (Λ)) > 0 by the last part of (PB2).
Choose an open subset N * i ⊂ N i which is also a union of two non-empty intervals, one in each connected component of N i , such that each x ∈ H −1 (N * i ) is a regular value of h (i.e. dh = 0 along h −1 (x)).
We can modify g i so that it satisfies the following additional property:
Here is a graph of g ′ i :
Let V be a non-zero vector tangent to L 1 at a point p ∈ H −1 (N i ). We wish to show thatV := Dφ
We have two cases to consider:
Case 1: V is not tangent to any level set of H. Case 2: V is tangent to a level set of H. Case 1: Suppose (for a contradiction) thatV ∈ T L 2 . After rescaling V we can assume that dH(V ) = 1 and hence dH(V ) = 1. Because the length of any flowline of X H starting at p and ending in L 2 is in [m i , M i ], we get that
is an immersion, there is a unique vector V ∈ T Λ so that Dp 2 ( V ) =V . Because dH(V ) = 1, we get dp 1 ( V ) = dp 1 dh . Because the flowlines of H i of length 1 are equal, up to reparameterization, to the flowlines of H of length g ′ (H), we get that g ′′ (H(p)) = dp 1 ( V ). But this contradicts (gi5).
Case 2: We now consider the case when V is tangent to L 1 and also tangent to a level set
and L 2 ∩ H −1 (C) are submanifolds of H −1 (C). Also X H i is a constant multiple of X H inside H −1 (C). Hence by (PB3) we get that at each intersection point q ∈ φ H i 1 (L 1 )∩L 2 ∩H −1 (C), the tangent spaces at q of φ
Putting everything together we get that φ H i 1 (L 1 ) is transverse to L 2 for all i. We now need a bound on the number of intersection points φ
\ N i and zero outside the union of this region and N i . Choose two points a − , a + ∈ N * i , one in each connected component. Property (gi5) combined with the fact that
• Λ is a proper submanifold of (0,
implies that there is a one to one correspondence between length 1 flowlines of X H i from L 1 to L 2 inside H −1 (N i ) and flowlines of X H from L 1 to L 2 of length at most λ i inside H −1 (a + ) ∪ H −1 (a − ). Hence the number of length 1 flowlines of X H i in H −1 (N i ) is equal to the number of flowlines of X H inside H −1 (a − ) plus the number flowlines of X H in H −1 (a + ) all of length ≤ λ i . Hence there are at most 2P (λ i ) length 1 flowlines of X H i in H −1 (N i ) by (PB4). So there are at most 2P (λ i )(P (λ i ) + D) length 1 flowlines of X H i starting at L 1 and ending at L 2 .
Using this fact combined with the fact that φ
and L 2 intersect transversally for all i we get that condition (2) holds in Lemma 4.4 for H i and the sequence
Growth rates and Compatible Annulus Bundles
Let (r, ϑ) be the standard polar coordinates in C and let A b 1 ,b 2 be the open annulus equal to {b 1 < r < b 2 } with the standard symplectic structure 
For non-empty I, the fiber bundle π I has a U (1) |I| structure group where the fibers are symplectomorphic to a product of symplectic manifolds j∈I A j and where:
• A j = A b,B for some fixed constants 0 < b < B (independent of j) • and the structure group U (1) |I| acts on j∈I A j by (e it j ) j∈I · (x j ) j∈I = (e it j x j ) j∈I . The set of vectors in U I which are symplectically orthogonal to the fibers of π I give us an Ehresmann connection respecting the above U (1) |I| structure group.
(NS3) For J ⊂ I, the fibers of π J | U I are contained in the fibers of π I and in any trivialization j∈I A j of any fiber of π I , the fibers of π J | U I are of the form j∈J A j × j∈I\J {z j } for points z j ∈ A j . Also for all I ⊂ {1, · · · , l} we have π I (U I \ ∪ i / ∈I U {i} ) is a compact subset of V I . (NS4) We define r i : U {i} → (b, B) to be the unique function whose restriction to each fiber of π {i} is equal to the radial coordinate in A i = A b,B ⊂ C in any U (1) trivialization. We call r i the ith radial coordinate. We require that the set {r i ≥ r} is closed in U ∅ for each i ∈ {1, · · · , l} and r ∈ (b, B). The data U I , π I , V I is called a set of compatible annulus bundles on M .
Here is a schematic picture of a particular example of compatible annulus bundles at infinity of codimension C D = 2:
I (q) is a U (1) |I| trivialization of some fiber of π I over q then we will just write: j∈I A j for such a trivialization. Each annulus A j has natural polar coordinates (r j , ϑ j ). The coordinates (r i , ϑ i ) i∈I inside this trivialization will be called the associated polar coordinates. Note that by abuse of notation, r i is also the ith radial coordinate on U i .
From now on we will assume that M admits compatible annulus bundles at infinity of codimension C D where U I , V I , π I , b, B, r i are from Definition 5.1 above. Let L 1 and L 2 be two admissible Lagrangians inside M that intersect each other transversally. The main aim of this section is to prove:
We will write π i , U i , V i instead of π {i} , U {i} , V {i} respectively. By abuse of notation we define the set {r i ≤ a} ⊂ U ∅ as the union of U ∅ \ U i and {r i ≤ a} ⊂ U i .
Definition 5.3. Let p ∈ U I and let F p be the fiber of π I passing through p. A Lagrangian L ⊂ M is called fiber radial near p if there is a neighborhood
where R is the real part of j∈I A j (viewed as an open subset of C |I| ).
An alternative definition of this is as follows: L is fiber radial near p if there is a neighborhood N p of p so that for any trivialization of F p with associated polar coordinates (r j , ϑ j ) j∈I , there are constants (c j ) j∈I so that
Fix some small ǫ g > 0. We can assume that ǫ g is generic enough so that L 1 and L 2 are transverse to ∩ j∈I {r j = b + ǫ g } for each I ⊂ {1, · · · , l}. Let 
Before we prove this we need a definition and some preliminary lemmas (Lemmas 5.6, 5.7, 5.8, 5.9, 5.10 and 5.11). The definition and Lemmas 5.6, 5.7, 5.8 deal with Lemma 5.4 part (1) and the other lemmas deal with part (2).
Definition 5.5. Let ι : L → S be any smooth map into a symplectic manifold (S, ω S ). Then an exact isotopy of ι consists of a smooth family of maps ι t : L → S, t ∈ [0, 1] where ι 0 = ι and (ι t ) * (i d dt (ιt) ω S ) = df t for some smooth family of functions f t : L → R. We call (f t ) t∈[0,1] functions associated to ι t . The support ι t is the set of points s ∈ S where ι t (y) = s and d dt (ι t (y)) = 0 for some y ∈ L. Lemma 5.6. If ι t : L → S is an exact isotopy of ι where (S, ω S ) is a symplectic manifold and ι t are smooth embeddings, then ι t is a Hamiltonian isotopy of ι. In other words, there is a Hamiltonian H t so that φ
is C ∞ small, we can ensure that H t is C ∞ small. Proof. Let (f t ) t∈[0,1] be functions associated to ι t . Choose a smooth family of Hamiltonians H t : S → R parameterized by t ∈ R so that ι * t H t = f t and so that dH t = i d dt (ιt) ω S along Image(ι t ) for all t. Then this smooth family of Hamiltonians generates our exact isotopy and hence is a Hamiltonian isotopy.
If d dt (ι t ) is C ∞ small, then by subtracting an appropriate smooth family of constants c t from f t , we can ensure that f t is C ∞ small. Also i d dt (ιt) ω S is C ∞ small and hence one can choose H t to be C ∞ small.
Lemma 5.7. Let S be a symplectic manifold of dimension ≥ 2, K ⊂ compact, and let ι : L → S,ι :Ľ → S be proper Lagrangian immersions. Then there are C ∞ small exact isotopies ι t andι t of ι andι respectively supported near K so that ι 1 is transverse toι 1 with isolated intersection points. These intersection points can avoid any fixed finite union of hypersurfaces.
Proof. Let n = 1 2 dim(S). For each x ∈ image(L)∩K choose a smooth family of compactly supported Hamiltonians (H x s : S → R) s∈S 2n−1 where S 2n−1 is the unit sphere in R 2n so that the map:
there is a finite set of points x 1 , · · · , x l ∈ image(L) and a small relatively compact neighborhood U of K so that for all x ∈ U , there is some i so that the map:
Now define a smooth family of autonomous Hamiltonians (H
. Then Φ is a submersion for all |τ | < ǫ where ǫ > 0 is sufficiently small. LetΦ be the restriction of Φ to L × (S 2n ) l × (−ǫ, ǫ). By Sard-Smale we can choose generic (s, τ ) sufficiently close to (0, 0) so that L × {s} × {τ } is transverse to the manifoldΦ −1 (image(ι| V ) ∩ U ) for all open V ⊂ L such that ι| V is an embedding. Then ι t : L → S defined by ι t (y) :=Φ(y, s, tτ ) is a C ∞ small exact isotopy so that so that ι 1 is transverse toι inside U . Because there are only finitely many points (y,y) ∈ L ×Ľ with ι 1 (y) =ι(y) ∈ U , it is fairly easy to find exact isotopies of ι 1 andι supported near each such y andy so that our intersection points become isolated and disjoint from any fixed finite union of hypersurfaces.
Lemma 5.8. Let (S, ω S ) be a symplectic manifold and C ⊂ S a coisotropic submanifold which is not Lagrangian with the property that the canonical foliation on C is a fibration π : C ։ B with compact fibers. Let L,Ľ ⊂ S be Lagrangians transverse to C. We do not assume that S, C, B, L,Ľ are compact. Let K ⊂ B be a compact subset of B. Then we can perturb L anď L by a C ∞ small Hamiltonian isotopy supported inside a small neighborhood of π −1 (K) so that the immersions π| L∩C and π|Ľ ∩C become transverse in a small neighborhood of K. We can also ensure that their intersection points are isolated in this small neighborhood and that they avoid any fixed finite union of hypersurfaces in B.
Proof. of Lemma 5.8. Note that B has a natural symplectic structure ω B defined as follows: if X, Y are two vectors in B then ω B (X, Y ) is defined as ω S ( X, Y ) where X, Y are any vectors tangent to C satisfying π * ( X) = X and π * ( Y ) = Y . We have that π| L∩C , π|Ľ ∩C are Lagrangian immersions because their lifts L ∩ C,Ľ ∩ C are isotropic inside S. By Lemma 5.7, one can find exact isotopies ι t : L ∩ C → B,ι t :Ľ ∩ C → B of the immersions π| L∩C and π|Ľ ∩C so that ι 1 andι 1 are transverse near K and ι t ,ι t have support in some small neighborhood of K. We can also ensure that intersection points between ι 1 andι 1 near K are isolated and avoid any fixed finite union of hypersurfaces. Choose an Ehresmann connection on π. We define • the image of ι t andι t is contained in C and
Hence by Lemma 5.6, there are C ∞ small Hamiltonians H : [0, 1] × S → S andȞ : [0, 1] × S → S supported in a small neighborhood of π −1 (K) whose flow generates the isotopies ι t , ι t respectively. Let
Then the immersions π| L 1 ∩C and π|Ľ1 ∩C have isolated transverse intersection points near K that avoid our fixed union of hypersurfaces. Hence L 1 andĽ 1 are our perturbations of L andĽ respectively.
Lemma 5.9. Let S 1 , S 2 ⊂ R m be two submanifolds which intersect transversely at 0 and let f 1 , f 2 : R m → R be two smooth functions so that f 1 (0) = f 2 (0) and df 1 = df 2 at 0. Then there is a smooth function f : N → R where N is an open neighborhood of 0 so that f | S i ∩N = f i | S i ∩N for i = 1, 2 and so that the restriction of df to S 2 ∩ N is equal to the restriction of df 2 to S 2 ∩ N.
Proof. This is done by looking at the graphs of f 1 and f 2 respectively and patching them together using the exponential map with respect to a metric which makes the graph of f 1 into a totally geodesic submanifold. Here are the details of the argument.
Let Γ 1 , Γ 2 ⊂ R m × R be the graphs of f 1 and f 2 respectively. Let S i := (S i × R)∩ Γ i for i = 1, 2. Choose a metric on R m × R making S 1 totally geodesic near (0, f 1 (0)) with the additional property that it is complete and so that T S 1 and T S 2 are orthogonal at (0, f 1 (0)). Here is how to construct such a metric: First choose a complete metric making S 1 totally geodesic near 0 and then pull such a metric back by a compactly supported diffeomorphism fixing (0, f 1 (0)) and sending S 1 to itself and whose linearization at (0, f 1 (0)) sends T (0,f 1 (0)) S 2 to vectors orthogonal to S 1 . Here T (0,f 1 (0)) S 2 is the tangent space to S 2 at (0, f 1 (0)).
Let N S 2 be the normal bundle of S 2 in R m × R (I.e. the set of vectors in T (R m × R)| S 2 which are orthogonal to S 2 with respect to our chosen metric) and let N δ S 2 ⊂ N S 2 be the subset consisting of normal vectors of length < δ. Let exp δ : N δ S 2 → R m × R be the exponential map. Define N δ S 2 ⊂ N δ S 2 to be the subset consisting of vectors tangent to Γ 2 . For δ small enough, we have that the image of exp δ | N δ S 2 is the graph of some function f on an open set N ⊂ R m containing 0. We will also assume that N is small enough so that it does not intersect (S 1 ∩ S 2 ) \ {0}. Because • S 1 is totally geodesic,
• S 1 and S 2 are orthogonal at (0, f 1 (0)),
Lemma 5.10. Let (S, ω S ) be a symplectic manifold and let f 1 , · · · , f s be Poisson commuting functions so that df 1 , · · · , df s are linearly independent at each point of S.
, there is a Darboux chart centered at p so that some of the Darboux coordinates are f 1 , · · · , f s .
Proof. First of all we find functions f s+1 , · · · , f n which Poisson commute with f 1 , · · · , f s and each other by induction and so that df 1 , · · · , df n are linearly independent at each point near p.
Suppose (by induction) we have constructed f 1 , · · · , f l for some s ≤ l < n. Because L X f i (ω S ) = 0 and L X f i df j = 0 for all i, j, we get that X f 1 , · · · , X f l commute as vector fields. Hence by the Frobenius integrability theorem, there is a neighborhood U of p and a smooth map P : U → V whose fibers are regular of dimension l < n and are tangent to X f i for each i ∈ {1, · · · , l}. Hence each function f j is equal to f j •P for some smooth f j : V → R near p. Since dim(V ) > l there is a smooth function f l+1 : V → R equal to 0 at P (p) with df l+1 not in the span of df 1 , · · · , df l at P (p). Define f l+1 := f l+1 • P . Since ι X f i df l+1 = 0 for all i = 1, · · · , l we get that f l+1 Poisson commutes with f 1 , · · · , f l . Hence by induction we have constructed smooth functions f 1 , · · · , f n defined near p which all Poisson commute and so that df 1 , · · · , df n are linearly independent at each point near p. The result now follows from the Darboux Theorem for fibrations in [AG01, Section 4.2] since the fibers of the map (f 1 , · · · , f n ) are Lagrangian near p.
Lemma 5.11. Let L ⊂ M be Lagrangian which is transverse to C I ′ for all I ′ ⊂ I and let p ∈ C I ∩ L for some I ⊂ {1, · · · , l}. Then there exists a Lagrangian L ′ so that:
(1) L ′ is Hamiltonian isotopic to L where the Hamiltonian isotopy has support in an arbitrarily small neighborhood
Proof. Choose a trivialization j∈I A j of the fiber π −1 I (π I (p)) so that its real part R passes through p. We let Q be a Lagrangian diffeomorphic to a ball so that:
) is equal to R in a small neighborhood of p and • Q is transverse to C I ′ for all I ′ ⊂ I.
Let B δ ⊂ R n be the open ball of radius δ. By Lemma 5.10, we can construct a Darboux chart centered at p where some of the Darboux coordinates are the commuting functions (r i − r i (p)) i∈I . Using this chart we can then find an open set U containing p so that:
• there is a symplectomorphism Φ : U → V where V ⊂ T * B δ is the set of covectors of norm < δ on B δ for some δ < 
B (b)) for some b ∈ B δ • and U is small enough so that there are smooth functions f 1 : B δ → R, f 2 : B δ → R so that Φ(L ∩ U ) is equal to the image of the section df 1 and Φ(Q ∩ U ) is the image of the section df 2 .
By subtracting appropriate constants we can assume that f 1 (π B (Φ(p))) = f 2 (π B (Φ(p))) = 0. Because p ∈ L∩Q and because Φ(p) is the 0 covector at 0, we get that df 1 = df 2 = 0 along π B (p). Also because R is transverse to C I , we get that A is transverse to the manifold R ′ := π B (Φ(R ∩ U )) at π B (p) inside B δ . Hence by Lemma 5.11, there is a smooth function f : N → R where N is an open set containing π B (p) so that f | A∩N = f 1 | A∩N and f | R ′ ∩N = f 2 | R ′ ∩N and that df restricted to R ′ ∩ N is equal to df 2 restricted to R ′ ∩ N. Choose some δ ′ < δ small enough so that B δ ′ ⊂ N, and so that the norm of d(f | B δ ′ ) and d(f 1 | B δ ′ ) is less than 1 4 δ. Now let ρ : B δ ′ → R be a smooth function with compact support which is equal to 1 near π B (p) and so that the norm of dρ is less than 2/δ ′ . Define a smooth family of functions (f t :
This means that the norm of df t is less than δ and hence the graph of df t is contained in V . Let L t be a smooth family of Lagrangians so that L t = L outside Φ −1 (π −1 B (B δ ′ )) and L t is the graph of df t inside this set (after taking its preimage under Φ). Then L t is induced by a Hamiltonian isotopy and the support of such a Hamiltonian is contained in U (which can be made arbitrarily small). Hence L ′ := L 1 satisfies property (1). Also L ′ is transverse to C I ′ for all I ′ ⊂ I because the fibers of π B • Φ : U → B δ contain the level sets of the tuple (r i ) i∈I inside U . Because
This Lemma is proven in three steps. In step 1, we use Lemma 5.8 and induction on the sets I ⊂ {1, · · · , l} to find a C ∞ small Hamiltonians φ 1 , φ 2 whose support is disjoint from M so that π I | φ 1 (L 1 )∩C 1 and π I | φ 1 (L 1 )∩C 2 intersect transversally for all I ⊂ {1, · · · , l} and if |I| < n then their respective intersection points are isolated. In other words, we show that a modified version of (1) holds (note that we do not have a single Hamiltonian). In step 2 we find by Lemma 5.11
I (x) ∩ C I = 0 while retaining the properties from Step 1. In other words, a modified version of both (1) and (2) holds. Finally in Step 3, we construct our Hamiltonian diffeomorphism φ using φ 1 and φ 2 .
Step 1: Let C ′ I := ∩ j∈I {r j = b 2 + ǫ g }. Then C ′ I is coisotropic and C I is an open subset of C ′ I whose closure is compact inside C ′ I . We choose a total ordering on subsets I ⊂ {1, · · · , k} with |I| < n. We write I ≺ J if I J and I = J. We will induct on this ordering. Suppose there are C ∞ small Hamiltonian diffeomorphisms φ ≺ i , i = 1, 2 so that for all I ′ ≺ I, we have that π I | φ ≺ (L 1 )∩C I and π I | φ ≺ (L 2 )∩C I are transverse to each other and whose intersection points are isolated on some neighborhood of the closure of π I ′ (C I ′ ) and that these intersection points are disjoint from ∂π I ′ (C I ′ ). We now wish to prove a similar statement for all I ′ I. By using Lemma 5.8 with S = U I , C = C ′ I , B = π I (C ′ I ) and with K equal to the closure of π I (C I ), there are C ∞ small Hamiltonian diffeomorphisms φ = i , i = 1, 2 with support near K, so that
)∩C I become transverse with isolated intersection points near K. We can also ensure that these intersection points are disjoint from ∂π I (C I ). We can make this perturbation small enough so that the induction hypothesis still holds. This completes the inductive step. Hence, we get C ∞ small Hamiltonian diffeomorphisms φ 1 , φ 2 so that π I | φ 1 (L 1 )∩C 1 and π I | φ 2 (L 1 )∩C 2 intersect transversally for all I and so that they have isolated intersection points whenever |I| < n.
Step 2: By repeatedly applying Lemma 5.11 to φ 1 (L 1 ) and φ 2 (L 2 ) near all points p 1 ∈ φ 1 (L 1 ) ∩ C I and p 2 ∈ φ 2 (L 2 ) ∩ C I where π I (p 1 ) = π I (p 2 ) for some I, we can find C 0 small Hamiltonian diffeomorphismsφ 1 ,φ 2 so thatφ 1 (φ 1 (L 1 )) andφ 2 (φ 2 (L 2 )) become fiber radial near these points. The support of these Hamiltonians can be made disjoint from C I ′ for all I ′ not contained in I due to the fact that π I (p i ) is disjoint from ∂π I (C I ) for i = 1, 2. We can also make sure the support ofφ 1 andφ 2 is sufficiently small so that for all I ′ I, the immersions π I ′ | L 1 ∩C I ′ and π I ′ | L 1 ∩C I ′ have no additional intersection points and so that these immersions do not change near the existing intersection points due to the fact that intersection points
Also Lemma 5.11 tells us that π I | L i ∩C I does not change. Hence property (1) still holds.
Step 3: We can make sure that the support ofφ i • φ i is contained in an arbitrarily small neighborhood of ∪ I⊂{1,··· ,l} (C I ∩ L i ) for i = 1, 2. In particular the supports of these Hamiltonian diffeomorphisms can be made disjoint because L 1 and L 2 are disjoint outside M as they are transverse and cylindrical outside M . We define φ to be the compositionφ 2 • φ 2 •φ 1 • φ 1 . Therefore φ(L 1 ),φ(L 2 ) satisfy properties (1) and (2).
Let φ be the Hamiltonian symplectomorphism from Lemma 5.4. We can choose φ so that its support is disjoint from M due to the fact that ∪ i U i is disjoint from M . From now on we will replace our set of compatible annulus bundles U I , π I , V I on M with its pullback by φ. In other words, we replace U I with φ −1 (U I ) for all I, π I with π I • φ for all non-empty I and we leave V I alone for all I. This also means that we replace the coisotropic submanifolds C I with φ −1 (C I ).
In particular L 1 , L 2 satisfy the following properties: For each subset I ⊂ {1, · · · , k},
(1) L 1 , L 2 are transverse to C I for all I, the Lagrangian immersions ι 1,I := π I | L 1 ∩C I , ι 2,I := π I | L 2 ∩C I are transverse to each other and also the intersection points between ι 1,I and ι 2,I are isolated if |I| < n, (2) and if
We will use Theorem 4.2 in order to prove Theorem 5.2. Hence we need an appropriate Hamiltonian H : M → R which is constructed as follows: Define a smooth function g : (b 2 , B 2 ) → (0, 1) so that (g1) g(x) = 0 for x near b 2 and g(x) = (x − b 2 )/(B 2 − b 2 ) for x near B 2 . (g2) We also assume that the derivative of g is non-negative and that it is strictly positive when g(x) is positive. We also assume that g ′′ is non-negative, and strictly positive only in the interval ((b + ǫ g ) 2 , c 2 g ) for some c g satisfying b + ǫ g < c g < B.
(g3) We have that g(x) is 0 if and only if
By abuse of notation we define g(r 2 i ) to be the function U ∅ → R by defining it to be zero outside U i and g(r 2 i ) inside U i . By property (NS4) combined with the fact that {r i > r} is open for all r ∈ (b, B), we get that this function is smooth. We define K : U ∅ → R to be equal to l i=1 g(r 2 i ). We define H : M → R to be a smooth function equal to K near ∩ i {r i ≤ c g } and any strictly positive smooth function elsewhere which is constant at infinity.
Lemma 5.12. There is a small fixed neighborhood N of H −1 (0) so that:
(1) φ λH 1 (L 1 ) ∩ N and L 2 ∩ N are transverse to each other for all λ ≥ 0. (2) There is a polynomial P of degree C D ≤ 1 2 dim R M so that for all δ > 0 sufficiently small, the number of elements in:
and in:
Proof. of Lemma 5.12. We will show that for all I ⊂ {1, · · · , l} and q ∈ H −1 (0) ∩ C I there is a neighborhood N q,I of q so that:
and L 2 ∩ N q,I are transverse to each other for all λ ≥ 0, (b) there is a polynomial P q,I of degree |I| ≤ C D so that for all δ > 0 sufficiently small, the number of elements in:
This will prove the Lemma with N being a finite union of the neighborhoods N q,I because H −1 (0) is compact by (NS4) and (NS3).
Fix q, I as above and let F q be the fiber of π I through q. If q / ∈ L 2 then we choose N q,I to be small enough so that it is disjoint from L 2 and hence φ λH 1 (L 1 ) ∩ L 2 ∩ N q,I = ∅ for all λ ≥ 0. So from now on we will assume that q ∈ L 2 . Also if L 1 ∩ F q = ∅ then because the flow of H preserves the fibers of p I and also the radial coordinates (r j ) j∈I , there is a neighborhood N q,I of q so that φ λH
This means that L i is fiber radial near each point of L i ∩C I ∩F q for i = 1, 2. Hence there is a trivialization j∈I A j with associated polar coordinates (r j , ϑ j ) j∈I of F q so that:
• there is a neighborhood N Fq,I of C I ∩ F q inside M and constants (t k j ) j∈I,k=1,··· ,m for some m > 0 so that
is a disjoint union of m connected components:
We also can assume that this neighborhood is invariant under the natural U (1) |I| action on U I .
• there is a neighborhood
Fq,I ) = {π I (q)}. Such a neighborhood exists because the intersection points of ι 1,I , ι 2,I are discrete in V I . We define N q,I := N ′ q,I ∩ N Fq,I ∩ N ′ Fq,I ∩ ∩ j∈I {r j < c g } where c g is the constant in property (g2) in the definition of g above.
Because
. Now that we have chosen N q,I , we will show that property (a) above holds. Let V ∈ T (L 1 ∩ (φ λH 1 ) −1 (N q,I )) be a non-zero vector at a point p ∈ L 1 ∩ (φ λH 1 ) −1 (N q,I ). We wish to show that Dφ λH
+ Z where Z is symplectically orthogonal to F q for some constants (a j ) j∈I due to the fact that L 1 is fiber radial near each point of L 1 ∩ F q ∩ N Fq,I . Hence by Equation (4), Dφ λH 1 (V ) = j∈I 4a i r i g ′′ (r 2 i )
This cannot be tangent to T L 2 for any λ because φ λH 1 (p) ∈ N q,I , g ′ (r i ), g ′′ (r i ) > 0 (as b + ǫ g < r i < c g ) and because any vector tangent to T L 2 at any point in F q ∩ N ′ q,I is equal j∈I b j ∂ ∂r j
+ W for some constants (b j ) j∈I where W is symplectically orthogonal to F q . Hence (a) holds.
We will now show that property (b) holds. This is just done by examining Equation (5) as every intersection point φ λH 1 (L 1 ) ∩ L 2 ∩ N q,I is contained in F q by Equation (3). This just means we only need to find out when the angle coordinates (ϑ j ) j∈I vanish inside F q when we flow from a point in
) |I| be equal to the set
For each 1 ≤ k ≤ m, let κ k 1,λ := κ| (0,λ)×ν δ and κ k 2,λ := κ| {λ}×(b+ǫg ,cg) |I| . Equation (5) then tells us that the number of points in A q,I,λ is bounded above by the number of points in ∪ m k=1 (κ k 1,λ ) −1 ((2πZ) |I| ) and the number of points in B q,I,λ is bounded above by the number of points in
), we get that κ k 1,λ and κ k 2,λ are injective maps. Also their images are contained a ball of radius proportional to λ. This implies that the number of points in (κ k 1,λ ) −1 ((2πZ) |I| ) and in (κ k 2,λ ) −1 ((2πZ) |I| ) is bounded above by Cλ |I| for some constant C > 0 independent of k and λ. Hence the number of points in A q,I,λ and B q,I,λ is bounded above by mCλ |I| which is a polynomial of degree |I| in λ.
Proof. of Theorem 5.2. We have two constants 0 < δ H ≪ C H ≪ 1 so that:
is compact and contains M by (NS4) and (NS3) and (g2).
and L 2 intersect H −1 (C) transversally by (g2). (PB3) By Lemma 5.12, we have for all λ ≥ 0 that φ H λ (L 1 ) and L 2 intersect transversally inside a small neighborhood of
. Also the number of such intersection points is bounded above by P (λ) where P is a polynomial of degree C D . (PB4) Lemma 5.12, we have for all C ∈ [C H −δ H , C H +δ H ] that the number of flowlines of X H inside H −1 (C) of length ≤ λ starting on L 1 and ending on L 2 is bounded above by P (λ).
Hence H is (L 1 , L 2 , P )-bounded where P is a polynomial of degree C D . So by Theorem 4.2 we get that Γ(L 1 , L 2 ; K) ≤ C D .
Proof of the main theorem
We start with a Liouville domain (M, θ M ). Here is the statement of Theorem 1.2: Suppose that ∂M is contactomorphic to the link of an isolated complex singularity or M is symplectomorphic to a smooth affine variety. Then Γ(L 1 , L 2 ; K) ≤ n for any transversally intersecting admissible Lagrangians L 1 , L 2 in M and any field K where n is the complex dimension of our variety.
This theorem follows immediately from Theorem 5.2 combined with Propositions 6.1 and 6.4 below.
6.1. Proof of the Main Theorem for Isolated Complex Singularities. Let B ⊂ C N be an affine variety which has an isolated complex singularity at 0. The link L B of B is defined to be B ∩ S ǫ where S ǫ is a sphere of radius ǫ > 0 in C N . For ǫ small enough L B has a natural contact structure ξ B given by T L B ∩ J std T L B where J std is the standard complex structure on C N (see [Var82] ).
Suppose we have a resolution π : B → B of our isolated singularity B by blowing it up along smooth loci so that π −1 (0) is a union of transversally intersecting complex hypersurfaces E 1 , · · · , E l . Such a resolution exists by [Hir64] . Let C π be size of the largest set I ⊂ {1, · · · , l} so that ∩ j∈I E j = ∅.
Proposition 6.1. If ∂M is contactomorphic to L B then M has admits compatible annulus bundles at infinity of codimension C π .
Such a contactomorphism may be coorientation reversing. We begin with the following definition: Definition 6.2. Let (X, ω) be a symplectic manifold and let (S 1 , · · · , S l ) be codimension 2 transversally intersecting symplectic submanifolds so that S I := ∩ j∈I S j are also symplectic for all I ⊂ {1, · · · , l}. A compatible disk bundle neighborhood of ∪ i S i consists of neighborhoods U I of S I and fibrations π I : U I ։ S I satisfying the following requirements:
(1)
(2) The fibration π I has a U (1) |I| structure group whose fibers are equal to a product j∈I D j where D j ⊂ C is the disk of radius ǫ with the standard symplectic form and where the U (1) factor corresponding to i ∈ I rotates the disk D i ⊂ C. The natural Ehresmann connection consisting of vectors symplectically orthogonal to the fibers of π I is compatible with this U (1) |I| structure group. (3) For each I ⊂ J, we have that the fibers of π I | U J are contained in the fibers of π J , and if we have a trivialization j∈J D j of a fiber F of π J then the fibers of π I | F are of the form: j∈I D j × j∈I\J {z j }.
Define U i := U {i} and π i := π {i} . We have a natural function r i : U i → R whose restriction to each trivialized fiber D i of our disk fibration π i is the natural radial coordinate on D i which we call the ith radial coordinate. Lemma 6.3. Let (W, ω) be a symplectic manifold which is connected and let (S 1 , · · · , S l ) be compact codimension 2 transversally intersecting symplectic submanifolds so that S I := ∩ j∈I S j are also symplectic for all I ⊂ {1, · · · , l} and suppose that ∪ i S i admits a compatible disk bundle neighborhood. Let C S be the cardinality of the largest set I satisfying S I = ∅. Suppose that ω| W \∪ i S i = dθ for some 1-form θ ∈ Ω 1 (W \ ∪ i S i ) and let f : W \ ∪ i S i → R be a smooth function with proper level sets such that f tends to −∞ as we approach ∪ i S i and df (X θ ) = 0 at every point in W \ ∪ i S i . Then any Liouville domain (M, θ M ) with connected boundary contactomorphic to (f −1 (c), θ| f −1 (c) ) for some c admits compatible annulus bundles at infinity of codimension C S as in Definition 5.1.
Proof. of Lemma 6.3: Let U I , D j , π I , ǫ be our compatible disk bundle neighborhood as in Definition 6.2. Let r i be the ith radial coordinate. We suppose that each S i is connected. We let (r i , ϑ i ) be the standard polar coordinates for D i . For a subset E ⊂ [0, ǫ] and each nonempty I ⊂ {1, · · · , l}, define:
DefineU i :=U {i} andU := ∪ l i=1U i . BecauseU is relatively compact, there are constants c 1 < c < c 2 so thaṫ U ⊂ f −1 ((c 1 , c 2 ) ). There is a constant C > 0 with the property that the length of every flowline of X θ or −X θ from a point in f −1 (c) to a point in f −1 ({c 1 , c 2 }) is at most C.
Let Φ : f −1 (c) → ∂M be our contactomorphism. There is a smooth function g : f −1 (c) → R \ {0} with the property that Φ * (α M ) = gθ| f −1 (c) where α M := θ M | ∂M . Here g > 0 if and only if Φ is coorientation preserving. If g > 0, we let m > 0 be smaller than the infimum of 1/g. If g < 0, we let m < 0 be larger than the supremum of 1/g.
We then have an embedding inside the cylindrical end of M . Also (ι U ) * (X θ | f −1 ([c 1 ,c 2 ]) ) = X θ M | Image(ι U ) .
If df (X θ ) > 0, define B := ι U (f −1 (c 1 )). Otherwise define B := ι U (f −1 (c 2 )). In other words, we are choosing B so that X θ M points inwards along B ⊂ ([c 1 , c 2 ]) ). It will enable us to define U ∅ .
Because B is isotopic in M to ∂M through smooth embedded hypersurfaces, we get that B is the boundary of a unique compact codimension 0 submanifold M B containing M . We defineǓ ∅ := U B ∪ M B . DefineV ∅ := U ∅ andπ ∅ :Ǔ ∅ →V ∅ to be the identity map. For all non-empty I ⊂ {1, · · · , l}, define:Ǔ I := ι U (U I ),V I := π I (U I ) andπ I :Ǔ I →V I byπ I (x) := π I (ι −1 U (x)). DefineǓ i :=Ǔ {i} .
Then:Ǔ I∪J =Ǔ I ∩Ǔ J for all I, J ⊂ {1, · · · , l}. Because the image of ι U is disjoint from M , we get thatǓ ∅ \ ∪ iǓi contains M . If |I| > C S theň U I = ∅ because U I = ∅. Hence (NS1) is satisfied.
Property (2) of Definition 6.2 implies that (NS2) is satisfied. Because M B and U B are relatively compact, we get that U ∅ is relatively compact. HenceǓ ∅ \ ∪ iǓi is relatively compact. Also for non-empty I ⊂ {1, · · · , l}, because π I (U I \∪ j / ∈IUj ) = {S I \ ∪ j / ∈I {r j < , there is a compact symplectic manifold (X, ω) (which is a codimension 0 submanifold of our resolution), codimension 2 closed submanifolds S 0 , · · · , S l ⊂ X (corresponding to the exceptional divisors of this resolution), a 1-form θ on X \ ∪ i S i and a smooth function f ∈ C ∞ (X \ ∪ i S i ) so that:
(1) f tends to −∞ as we approach ∪ i S i , and f −1 (c) is compact for all sufficiently negative c. (2) ω| X\∪ i S i = dθ and df (X θ ) > 0 along sufficiently negative level sets of f and (f −1 (c), θ| f −1 (c) ) is a contact manifold contactomorphic to (L B , ξ B ) for all sufficiently negative c. Then by Lemma 6.3 with W = {f < −C}∪∪ i S i for some sufficiently large C we get that M admits compatible annulus bundles at infinity of codimension C π .
Proof of the Main Theorem for Smooth Affine Varieties. Let
A ⊂ C N be a smooth affine variety with a symplectic structure ω A given by restricting the standard symplectic structure on C N to A. We can view it as an open subset of some projective variety. By [Hir64] we can blow up this projective variety away from A so that A becomes an open subset of a smooth projective variety X where D := X \ A is a smooth normal crossing divisor. Let C D ∈ N be the codimension of the strata of D of lowest dimension.
Proposition 6.4. If M is symplectomorphic to A then M admits compatible annulus bundles at infinity of codimension C D .
We need some definitions and lemmas before we prove this theorem. One important example of a finite type convex symplectic manifold is the completion of a Liouville domain M where f M is an exhausting function equal to r M at outside a compact set. Definition 6.6. Let (N, θ t N ) be a smooth family of convex symplectic manifolds parameterized by t ∈ [0, 1]. This is said to be a convex deformation equivalence if for every t ∈ [0, 1] there is a constant δ t > 0, an exhausting function f t N : N → R and a sequence of constants c t 1 < c t 2 < · · · tending to infinity such that df t N (X θ s N ) > 0 along (f t N ) −1 (c t i ) for each s ∈ [t − δ t , t + δ t ] and each i ∈ N. We do not require that f t N ,c t i ,δ t smoothly varies with t. In fact it can vary in a discontinuous way with t. Proof. of Proposition 6.4.
The smooth projective variety X admits a Fubini-Study symplectic form. By [McL12, Theorem 5.20] there are compact codimension 2 symplectic submanifolds S 1 , · · · , S l of X so that
• for every I ⊂ {1, · · · , l}, we have that ∩ i∈I S i is symplectic, • ∪ i S i admits a compatible disk bundle neighborhood of codimension C D • and so that X \ ∪ i S i has the structure of a finite type convex symplectic manifold (M 1 , θ 1 ) convex deformation equivalent to A = A.
Because (M 1 , θ 1 ) is a finite type convex symplectic manifold, there exists an exhausting function f 1 : M 1 → R and a constant C ∈ R so that df 1 (X θ 1 ) > 0 along f 
