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Abstract
We develop the notion of g-angle between two subspaces of a normed space. In particular,
we discuss the g-angle between a 1-dimensional subspace and a t-dimensional subspace for
t ≥ 1 and the g-angle between a 2-dimensional subspace and a t-dimensional subspace for
t ≥ 2. Moreover, we present an explicit formula for the g-angle between two subspaces of ℓp
spaces.
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1 Introduction
In an inner product space (X, 〈·, ·〉), we can calculate the angles between two vectors and two
subspaces. In particular, the angle θ = θ(x, y) between two nonzero vectors x and y in X is
defined by cos θ := 〈x,y〉
‖x‖‖y‖
where ‖x‖ := 〈x, x〉 12 denotes the induced norm on X. One may observe
that the angle θ in X satisfies the following basic properties (see [3]).
(a) Parallelism: θ(x, y) = 0 if and only if x and y are of the same direction; θ(x, y) = π if and
only if x and y are of opposite direction.
(b) Symmetry: θ(x, y) = θ(y, x) for every x, y ∈ X.
(c) Homogeneity:
θ(ax, by) =
{
θ(x, y), ab > 0
π − θ(x, y), ab < 0.
(d) Continuity: If xn → x and yn → y (in the norm), then θ(xn, yn)→ θ(x, y).
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In a normed space, the concept of angles between two vectors has been studied intensively (see,
for instance, [1, 2, 5, 8, 11, 12, 13]). Here we shall be interested in the notion of angles between
two subspaces of a normed space using a semi-inner product.
Let (X, ‖ · ‖) be a real normed space. The functional g : X2 → R defined by the formula
g(x, y) :=
1
2
‖x‖ [τ+(x, y) + τ−(x, y)] ,
with
τ±(x, y) := lim
t→±0
‖x+ ty‖ − ‖x‖
t
,
satisfies the following properties:
(1) g(x, x) = ‖x‖2 for every x ∈ X;
(2) g(ax, by) = ab · g(x, y) for every x, y ∈ X and a, b ∈ R;
(3) g(x, x+ y) = ‖x‖2 + g(x, y) for every x, y ∈ X;
(4) |g(x, y)| ≤ ‖x‖ · ‖y‖ for every x, y ∈ X.
If, in addition, the functional g(x, y) is linear in y, then g is called a semi-inner product on X.
For example, consider the space ℓp (1 ≤ p < ∞) with the norm ‖x‖p := [∑∞k=1 |ξk|p] 1p , x = (ξk).
Then the functional
g(x, y) := ‖x‖2−pp
∞∑
k=1
|ξk|p−1sgn (ξk) ηk, x := (ξk) , y := (ηk) ∈ ℓp,
is a semi-inner product on ℓp (1 ≤ p <∞) [4, 5]. Note that, in general, g is not commutative.
Using a semi-inner product g, Milic`ic` [10] introduced the notion of g-orthogonality on X, namely
x is said to be g-orthogonal to y, denoted by x ⊥g y, if g(x, y) = 0. Note that in an inner product
space, the functional g(x, y) is identical with the inner product 〈·, ·〉, and so the g-orthogonality
coincides with the usual orthogonality. In this article, we will develop the notion of g-angles
between two subspaces of a normed space and discuss its properties. We will begin our discussion
by studying the g-angle between two vectors in a normed space.
2 Main Results
2.1 The g-angle between two vectors
From now on, let (X, ‖ · ‖) be a real normed space, unless otherwise stated. In connection with
the notion of g-ortogonality, we define the g-angle between two nonzero vectors x and y in X,
denoted by Ag(x, y), by the formula
Ag(x, y) := arccos
g(y, x)
‖x‖ · ‖y‖ .
Note that Ag(x, y) =
1
2
π if and only if g(y, x) = 0 or y ⊥g x. If X is an inner product space, the
g-angle in X is identical with the usual angle.
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Proposition 2.1. The g-angle Ag(·, ·) satisfies the following properties:
(a) If x and y are of the same direction, then Ag(x, y) = 0; if x and y are of opposite direction,
then Ag(x, y) = π (part of the parallelism property).
(b) Ag(ax, by) = Ag(x, y) if ab > 0; Ag(ax, by) = π − Ag(x, y) if ab < 0 (the homogeneity
property).
(c) If xn → x (in norm), then Ag(xn, y)→ Ag(x, y) (part of the continuity property).
Proof.
(a) Let y = kx for an arbitrary nonzero vector x in X and k ∈ R− {0}. We have
Ag(x, y) = arccos
g(kx, x)
‖x‖ · ‖kx‖ = arccos
k · g(x, x)
|k|‖x‖2 = arccos
k‖x‖2
|k|‖x‖2 .
If y = kx with k > 0, then Ag(x, y) = arccos(1) = 0. If y = kx with k < 0, then
Ag(x, y) = arccos(−1) = π.
(b) Let a and b ∈ R− {0}. Observe that
Ag(ax, by) = arccos
ab · g(y, x)
|ab|(‖x‖ · ‖y‖) .
If ab > 0, then Ag(ax, by) = Ag(x, y). Likewise, if ab < 0, thenAg(ax, by) = arccos
(
− g(y,x)
‖x‖·‖y‖
)
.
Hence Ag(ax, by) = π − Ag(x, y).
(c) If xn → x (in norm), then
|g(y, xn − x)| ≤ ‖y‖ · ‖xn − x‖ −→ 0.
Observe that g(y, xn − x) = g(y, xn)− g(y, x). We have g(y, xn) −→ g(y, x). Hence
Ag(xn, y)→ Ag(x, y),
as desired.
Remark 2.2. Since g, in general, is not commutative, the g-angle does not satisfy the symmetry
property. For instance, in ℓ1 with g(y, x) := ‖y‖1∑∞k=1 sgn(ηk)ξk, take x := (1, 1, 0, . . . ) and
y := (−1, 2, 0, . . . ), so that we have g(y, x) = 0 6= g(x, y) = 2. Likewise, the g-angle does
not satisfy the continuity property. For instance, in ℓ1 with the above functional g, take yn :=
( 1
n
, 1, 0, . . . ), xn := (1 +
1
n
, 1, 0, . . . ), y := (0, 1, 0, . . . ) and x := (1, 1, 0, . . . ), so that we obtain
g(yn, xn)9 g(y, x).
2.2 The g-angle between a 1-dimensional subspace and a t-dimensional
subspace
Here, using a semi-inner product g, we will discuss the notion of g-angles between two subspaces
of a normed space. We first state the connection between the Gram determinant Γ(x1, . . . , xn) :=
det[g(xi, xk)], where g(xi, xk) is the k-th element of the i-th row, and the linearly independence
of {x1, . . . , xn} as in the following theorem.
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Theorem 2.3. Let g be a semi-inner product in X and {x1, . . . , xn} ⊂ X. If Γ(x1, . . . , xn) 6= 0,
then {x1, . . . , xn} is linearly independent.
Proof. Suppose, on the contrary, that {x1, . . . xn} is linearly dependent. Then there is an index
j with 1 ≤ j ≤ n so that xj is a linear combination of x1, . . . , xj−1, xj+1, . . . , xn. Here the
j-th column of Γ is a linear combination of the other columns. As a consequence, we have
Γ(x1, . . . , xn) = 0. Hence, {x1, . . . , xn} must be a linearly independent set.
Remark 2.4. The converse of this theorem is not true. For example, take x1 := (1, 2, 0, . . . )
and x2 := (2, 1, 0, . . . ) in ℓ
1 with the usual semi-inner product g. Clearly x1 and x2 are linearly
independent. But one may check that
g(xi, xj) = ‖xi‖1
∞∑
k=1
sgn(xik)xjk = 9
for i, j = 1, 2, and hence Γ(x1, x2) =
∣∣∣∣∣ 9 99 9
∣∣∣∣∣ = 0.
We shall now define the g-orthogonal projection of y on subspace S as follows.
Definition 2.5. [9] Let y be a vector of X and S = span{x1, . . . , xn} be subspace of X with
Γ(x1, . . . , xn) = det[g(xi, xk)] 6= 0. The g-orthogonal projection of y on S, denoted by yS, is
defined by
yS := − 1
Γ(x1, . . . , xn)
∣∣∣∣∣∣∣∣∣∣
0 x1 · · · xn
g(x1, y) g(x1, x1) · · · g(x1, xn)
...
...
. . .
...
g(xn, y) g(xn, x1) · · · g(xn, xn)
∣∣∣∣∣∣∣∣∣∣
,
and its g-orthogonal complement y − yS is given by
y − yS = 1
Γ(x1, . . . , xn)
∣∣∣∣∣∣∣∣∣∣
y x1 · · · xn
g(x1, y) g(x1, x1) · · · g(x1, xn)
...
...
. . .
...
g(xn, y) g(xn, x1) · · · g(xn, xn)
∣∣∣∣∣∣∣∣∣∣
.
Note that the notation of the determinant | · | here has a special meaning because the elements
of the matrix are not in the same field. Since
g(xi, y − yS) = 1
Γ(x1, . . . , xn)
∣∣∣∣∣∣∣∣∣∣
g (xi, y) g (xi, x1) · · · g (xi, xn)
g (x1, y) g (x1, x1) · · · g (x1, xn)
...
...
. . .
...
g (xn, y) g (xn, x1) · · · g (xn, xn)
∣∣∣∣∣∣∣∣∣∣
,
we obtain xi ⊥g y−yS for every i = 1, . . . , n. For example, if S = span {x}, then the g-orthogonal
projection of y on x is
yx =
g(x, y)
‖x‖2 x,
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and y − yx is the g-orthogonal complement y on x. Notice here that x ⊥g y − yx. Note that the
g-angle between two vectors in a normed space is also the g-angle between these two vectors in
the subspace spanned by them.
Next, let x1, . . . , xn ∈ X be a finite sequence of linearly independent vectors. We can construct a
left g-orthonormal sequence x∗1, . . . , x
∗
n with x
∗
1 :=
x1
‖x1‖
and
x∗k :=
xk − (xk)sk−1
‖xk − (xk)sk−1 ‖
, (1)
where Sk−1 = span
{
x∗1, . . . , x
∗
k−1
}
, k = 2, . . . , n. We observe that x∗k ⊥g x∗l for k, l = 1, . . . , n with
k < l) (see [7, 9]).
Using the g-orthogonal projection, we define the g-angle between a 1-dimensional subspace U =
span{u} and a t-dimensional subspace V = span{v1, . . . , vt} of X with Γ(v1, . . . , vt) 6= 0 and
t ≥ 1 by
cos2 Ag(U, V ) :=
(g(uV , u))
2
‖u‖2‖uV ‖2 , (2)
where uV denote the g-ortogonal projection of u on V . Note that if U ⊆ V , then Ag(U, V ) = 0.
One may observe that if X is an inner product space, then the definition of the g-angle in (2) and
the usual definition of angle between two subspaces of X are equivalent.
If we now write u = uV +u
⊥
V with u
⊥
V is the g-orthogonal complement of u on V , then (2) becomes
cos2 Ag(U, V ) =
‖uV ‖2
‖u‖2 ,
which tells us that the value of cosAg(U, V ) is equal to the ratio between the ‘length’ of the
g-orthogonal projection of u on V and the ‘length’ of u. If X = ℓp with the semi-inner product g,
then
cos2 Ag(U, V ) =
‖uV ‖2p
‖u‖2p
.
Therefore, an explicit formula for the cosine of the g-angle between a 1-dimensional subspace
U = span{u} and t-dimensional subspace V = span{v1, . . . , vt} of ℓp can be presented as follows.
Fact 2.6. If U = span{u} is a 1-dimensional subspace and V = span{v1, . . . , vt} is a t-dimensional
subspace of ℓp with Γ(v1, . . . , vt) 6= 0, then
cos2 Ag(U, V ) =


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
∑
jt
· · ·
∑
j1
(
1
‖u‖p
t∏
i=1
|v∗iji |p−1sgn(v∗iji)
)
∣∣∣∣∣∣∣∣∣∣
v1j1 · · · v1jt v1jt+1
...
. . .
...
...
vtj1 · · · vtjt vtjt+1
uj1 · · · ujt 0
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p
2
p
,
where in each summation the index ranges from 1 to ∞.
Proof. Suppose that V = span {v1, . . . , vt} with Γ(v1, . . . , vt) 6= 0. According to Theorem 2.3,
{v1, . . . , vt} is linearly independent. Using v∗1 = v1‖v1‖ and so forth as in (1), we obtain left g-
5
orthonormal set {v∗1, . . . , v∗t }. Notice that span{v1, . . . , vt} = span{v∗1, . . . , v∗t }. Hence
uV = − 1
Γ (v∗1, . . . , v
∗
t )
∣∣∣∣∣∣∣∣∣∣
0 v∗1 · · · v∗t
g(v∗1, u) g(v
∗
1, v
∗
1) · · · g(v∗1, v∗t )
...
...
. . .
...
g(v∗t , u) g(v
∗
t , v
∗
1) · · · g(v∗t , v∗t )
∣∣∣∣∣∣∣∣∣∣
.
Observe that Γ(v∗1, . . . , v
∗
t ) = 1, and so
‖uV ‖p =


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
0 v∗1jt+1 · · · v∗tjt+1
g(v∗1, u) g(v
∗
1, v
∗
1) · · · g(v∗1, v∗t )
...
...
. . .
...
g(v∗t , u) g(v
∗
t , v
∗
1) · · · g(v∗t , v∗t )
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p

1
p
=


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
g(v∗1, v
∗
1) · · · g (v∗1 , v∗t ) g(v∗1, u)
...
. . .
...
...
g(v∗t , v
∗
1) · · · g(v∗t , v∗t ) g(v∗t , u)
v∗1jt+1 · · · v∗tjt+1 0
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p

1
p
=


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
g(v∗1, v
∗
1) · · · g(v∗t , v∗1) v∗1jt+1
...
. . .
...
...
g(v∗1, v
∗
t ) · · · g(v∗t , v∗t ) v∗tjt+1
g(v∗1, u) · · · g(v∗t , u) 0
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p

1
p
.
Hence, we have
cos2 Ag(U, V ) =
‖uV ‖2p
‖u‖2p
=


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
1
‖u‖p
∣∣∣∣∣∣∣∣∣∣
g (v∗1, v
∗
1) · · · g (v∗t , v∗1) v∗1jt+1
...
. . .
...
...
g(v∗1, v
∗
t ) · · · g(v∗t , v∗t ) v∗tjt+1
g(v∗1, u) · · · g(v∗t , u) 0
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p

2
p
.
Since v∗1 = v1 and g(x, y) is linear in y, we have
cos2 Ag(U, V ) =


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
1
‖u‖p
∣∣∣∣∣∣∣∣∣∣
g(v∗1, v1) · · · g(v∗t , v1) v1jt+1
...
. . .
...
...
g(v∗1, vt) · · · g(v∗t , vt) vtjt+1
g(v∗1, u) · · · g(v∗t , u) 0
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p

2
p
.
Next, substituting g(v∗i , vk) = ‖v∗i ‖2−pp
∑
ji
|v∗iji|p−1sgn(v∗iji)vkji and using properties of determinants,
we obtain
cos2 Ag(U, V ) =


∑
jt+1
∣∣∣∣∣∣∣∣∣∣
∑
jt
· · ·
∑
j1
(
1
‖u‖p
t∏
i=1
|v∗iji |p−1sgn(v∗iji)
)
∣∣∣∣∣∣∣∣∣∣
v1j1 · · · v1jt v1jt+1
...
. . .
...
...
vtj1 · · · vtjt vtjt+1
uj1 · · · ujt 0
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
p
2
p
.
This proves the fact.
6
Example 2.7. Consider ℓ1 with the usual semi-inner product g. Take U = span{u} and V =
span{v1, v2}, with u := (1, 2, 1, 0, . . .), v1 := (1, 0, 0, 0, . . .), and v2 := (0, 1, 0, 0, . . .). We obtain
cos2 Ag(U, V ) =
1
16

∑
j3
∣∣∣∣∣∣∣
∑
j2
∑
j1
sgn(v1j1)sgn(v2j2)
∣∣∣∣∣∣∣
v1j1 v1j2 v1j3
v2j1 v2j2 v2j3
uj1 uj2 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣


2
=
1
16

∑
j3
∣∣∣∣∣∣∣
∑
j2
sgn(v2j2)
∣∣∣∣∣∣∣
1 v1j2 v1j3
0 v2j2 v2j3
1 uj2 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣


2
=
1
16


∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1 0 1
0 1 0
1 2 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1 0 0
0 1 1
1 2 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣


2
=
9
16
.
Hence, the g-angle between the two subspaces U and V is arccos(3
4
).
2.3 The g-angle between a 2-dimensional subspace and a t-dimensional
subspace
In this section, we discuss the g-angle between subspaces U and V where U is a 2-dimensional
subspace and V is a t-dimensional subspace with t ≥ 2. First, we define the function Λ(·, ·) on
X ×X by
Λ(x, y) :=
∣∣∣∣∣ |g(x, x)| |g(x, y)||g(y, x)| |g(y, y)|
∣∣∣∣∣
1
2
. (3)
Note that in a real inner product space (X, 〈·, ·〉), Λ(·, ·) is identical with the standard 2-norm
‖·, ·‖ which is given by
‖x, y‖ :=
∣∣∣∣∣ 〈x, x〉 〈x, y〉〈y, x〉 〈y, y〉
∣∣∣∣∣
1
2
.
The following proposition lists some properties of the function Λ(·, ·).
Proposition 2.8. The function Λ(·, ·) defined by (3) satisfies the following properties:
(a) Λ(x, y) ≥ 0 for every x, y ∈ X; If x and y are linearly dependent, then Λ(x, y) = 0;
(b) Λ(x, y) = Λ(y, x) for every x, y ∈ X;
(c) Λ(αx, y) = αΛ(x, y) for every x, y ∈ X and α ∈ R;
(d) Λ(x, y) ≤ ‖x‖ · ‖y‖ for every x, y ∈ X.
Proof.
(a) Using properties of determinants and the functional g, we have
(Λ(x, y))2 = ‖x‖2‖y‖2 − |g(x, y)||g(y, x)| ≥ ‖x‖2‖y‖2 − ‖x‖2‖y‖2 = 0.
Let y = kx with k ∈ R. Then we have Λ(ky, y) =
√
‖ky‖2‖y‖2 − |g(ky, y)||g(y, ky)|= 0.
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(b) Observe that
Λ(x, y) =
√
‖x‖2‖y‖2 − |g(x, y)||g(y, x)|
=
√
‖y‖2‖x‖2 − |g(y, x)||g(x, y)|
=Λ(y, x).
(c) Observe that
Λ(αx, y) =
√
‖αx‖2‖y‖2 − |g(αx, y)||g(y, αx)|= |α|Λ(x, y).
(d) Observe that
Λ(x, y) =
√
‖x‖2‖y‖2 − |g(x, y)||g(y, x)| ≤ ‖x‖ · ‖y‖,
as desired.
Remark 2.9. The converse of part (a) is not true. For instance, take x := (1, 2, 0, . . . ) and
y := (2, 1, 0, . . . ) in ℓ1 (with the semi-inner product g, as usual). Clearly x and y are linearly
independent. But one may check that Λ(x, y) = 0. Likewise, Λ does not satisfy the triangle
inequality. For example, take x := (3, 1, 0, . . . ), y := (−2, 0, 0, . . . ), z := (0, 2, 0, . . . ) in ℓ1. Then
we have ‖x‖ = 4, ‖y‖ = 2, ‖z‖ = 2, ‖y + z‖ = 4, g(x, y) = −8, g(y, z) = −6, g(x, z) = 8,
g(z, x) = 2, g(x, y + z) = 0, and g(y + z, x) = −8. Hence Λ(x, y) = 4, Λ(x, z) = 4√3, and
Λ(x, y + z) = 16, so that Λ(x, y + z) > Λ(x, y) + Λ(x, z).
Using the function Λ(·, ·), we now define the g-angle between a 2-dimensional subspace U :=
span{u1, u2} of X with Λ(u1, u2) 6= 0 and a t-dimensional subspace V := span{v1, . . . , vt} of X
with Γ(v1, . . . , vt) 6= 0 (t ≥ 2) by
cos2 Ag(U, V ) :=
(Λ(u1V , u2V ))
2
(Λ(u1, u2))2
(4)
where uiV denote the g-orthogonal projection of ui’s on V with i = 1, 2. Note that in a standard
2-normed space, the definition of g-angle in (4) is identical with the angle defined in [7].
According to the following proposition, the definition of g-angle in (4) makes sense.
Proposition 2.10. The ratio on the right hand side of (4) is a number in [0, 1], and it is inde-
pendent of the choice of basis for U and V .
Proof. Assuming particularly that {u1, u2} is left orthonormal, we have Λ(u1, u2) = 1 and
(Λ(u1V , u2V ))
2 = ‖u1V ‖2‖u2V ‖2 − |g(u1V , u2V )||g(u2V , u1V |.
According to [9], we have ‖uiV ‖ ≤ ‖ui‖ for i = 1, 2. Hence (Λ(u1V , u2V ))2 ≤ 1. Therefore, the
ratio is a number in [0, 1].
Secondly, note that the g-orthogonal projection of ui’s on V is independent of the choice of basis
for V [9]. Moreover, since g-orthogonal projections are linear transformations, the ratio of (4) is
also invariant under any change of basis for U . Indeed, the ratio is unchanged if swap u1 and u2,
replace u1 with u1 + αu2, or replace u1 with αu2 where α 6= 0.
8
3 Concluding Remarks
The formula (4) can be used to compute the g-angle between two subspaces of ℓp as follows.
Let V = span{v1, . . . , vt} with Γ(v1, . . . , vt) 6= 0. According to Theorem 2.3, {v1, . . . , vt} is lin-
early independent. Using v∗1 =
v1
‖v1‖
and so forth as in (1), we obtain the left g-orthonormal set
{v∗1, . . . , v∗t }. Here span {v1, . . . , vt} = span {v∗1, . . . , v∗t }. Hence, for i = 1, 2, we have
uiV = −
∣∣∣∣∣∣∣∣∣∣
0 v∗1 · · · v∗t
g(v∗1, ui) g(v
∗
1, v
∗
1) · · · g(v∗1, v∗t )
...
...
. . .
...
g(v∗t , ui) g(v
∗
t , v
∗
1) · · · g(v∗t , v∗t )
∣∣∣∣∣∣∣∣∣∣
= −
∣∣∣∣∣∣∣∣∣∣
g(v∗1, v
∗
1) · · · g(v∗t , v∗1) v∗1
...
. . .
...
...
g(v∗1, v
∗
t ) · · · g(v∗t , v∗t ) v∗t
g(v∗1, ui) · · · g(v∗t , ui) 0
∣∣∣∣∣∣∣∣∣∣
.
Since v∗1 = v1 and g(x, y) is linear in y, we obtain
uiV = −
∣∣∣∣∣∣∣∣∣∣
g(v∗1, v1) · · · g(v∗t , v1) v1
...
. . .
...
...
g(v∗1, vt) · · · g(v∗t , vt) vt
g(v∗1, ui) · · · g(v∗t , ui) 0
∣∣∣∣∣∣∣∣∣∣
.
Substituting g(v∗k, vi) = ‖v∗k‖2−pp
∑
jk
|v∗kjk|p−1sgn(v∗kjk)vijk , we get
uiV = −
∑
jt
· · ·∑
j1
|v∗1jt|p−1sgn(v∗1jt) · · · |v∗tj1 |p−1sgn(v∗tj1)
∣∣∣∣∣∣∣∣∣∣
v1j1 · · · v1jt v1
...
. . .
...
...
vtj1 · · · vtjt vt
uij1 · · · uijt 0
∣∣∣∣∣∣∣∣∣∣
.
Using this formula, the value of cos2 Ag(U, V ) (and hence Ag(U, V )) can be computed. For in-
stance, in ℓ1 (with the usual semi-inner product g), let U = span{u1, u2} and V = span{v1, v2, v3}
with u1 := (1, 1, 2, 3, 0, . . .), u2 := (2, 1,−3, 2, 0, . . .), v1 := (1, 0, 0, 0, 0, . . .), v2 := (0, 1, 0, 0, 0, . . .),
and v3 := (0, 0, 1, 0, 0, . . .). We obtain u1V = (1, 1, 2, 0, 0, . . .) and u2V = (2, 1,−3, 0, 0, . . .). More-
over, ‖u1‖ = 7, ‖u2‖ = 8, g(u1, u2) = 14, g(u2, u1) = 24, ‖u1V ‖ = 4, ‖u2V ‖ = 6, g(u1V , u2V ) = 0,
and g(u2V , u1V ) = 0. Thus cos
2 Ag(U, V ) =
36
167
, so that Ag(U, V ) = arccos(
6
167
√
167).
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