We present an approach towards the analysis of the intensity decay in proton multiple-quantum experiments on polymeric networks in terms of slow fluctuations of the residual dipole-dipole coupling tensor. Solutions for individual spin pairs as well as the three-spin system of methyl groups are derived, and the influence of the cycle time of the multiple-quantum pulse sequence is evaluated. The multiple-quantum strategy discussed herein features the advantage that the magnitude of the fluctuating part of the residual dipole-dipole coupling constant and the correlation time of the slow process can be determined independently of the integral residual coupling constant as well as its distribution. The theory is applied to experiments on end-linked poly͑dimethylsiloxane͒ model networks with mono-and bimodal chain length distributions, where it is found that, for all samples, correlation times of the slow processes average to about 1 ms, and that the magnitude of the fluctuating part of the dipole-dipole coupling is significantly smaller than the average dipole-dipole coupling constant. This observation is interpreted in terms of considerably restricted reorientations of topological constraints.
I. INTRODUCTION
The response of polymeric networks or melts in proton as well as deuteron nuclear magnetic resonance ͑NMR͒ experiments is commonly analyzed in terms of residual tensorial interactions. 1, 2 Residual interactions originate from imperfect motional averaging of chain segments fluctuating rapidly between topological constraints such as cross links or chain entanglements, and may reach a magnitude of several percent of the corresponding static interaction. Due to the symmetry of the underlying interaction tensors, residual interactions are directly proportional to a dynamic chain order parameter, and may therefore be used to test predictions of network theory. Different experimental approaches encompassing different levels of sophistication, most of them based on the analysis of spectral line shapes, Hahn or solid-echo experiments, or a combination of these, have been presented over the last 30 yr. [2] [3] [4] [5] [6] [7] The signal functions from such experiments are mostly analyzed in terms of a slowly fluctuating residual coupling, where the slow process arises from motions of the topological constraints.
Virtually all approaches rely on the validity of the fast motion assumption, which states that the chain motion between constraints is fast on the NMR time scale, while the characteristic time of slower motions is well separated on a logarithmic scale. The validity of this assumption can be proven experimentally. 8, 9 Data analysis usually involves fitting to theoretical expressions which were derived on the basis of the slow-motion theory of Andersen and Weiss 10 using appropriate models for the correlation function of the process. 11 Since the results, which are usually given in terms of a residual coupling ͑or a residual second moment͒ and a correlation time, may be model dependent, a method which allows an independent determination of these two quantities is desirable.
Recently, 1 H multiple-quantum ͑MQ͒ techniques, which are readily applicable to unlabeled materials, have been recognized as very efficient tools for the study of dynamic chain order phenomena in polymeric systems. [12] [13] [14] [15] [16] In the first part of the present study, henceforth referred to as Paper I, 17 we have presented a strategy based on the analysis of the normalized build-up of double-quantum ͑DQ͒ intensity using a specific 1 H MQ experiment, where we showed that residual dipolar couplings (D res ) in networks as well as their distribution could be extracted without being challenged by slow dynamics. Here, we extend this method by considering the influence of slow motions on the measured data.
In the following, we will show that a correlation time of slow motions as well as the magnitude of the fluctuating part of the dipolar coupling can be extracted from proton multiple-quantum decay curves, which are essentially the sum of all quantum orders excited in a proton multispin system. We propose an analysis of the multiple-quantum experiment in terms of a quasistatic average DQ Hamiltonian, the slow fluctuation of which is taken into account using the second-moment approximation of Andersen and Weiss. 10 Our approach is essentially analogous to the recent analysis of a modified solid-echo experiment presented by Ball et al. 18 The average Hamiltonian treatment is validated by explicitly including slow motions occurring during the course of the pulse sequence. 
II. EXPERIMENTAL APPROACH

A. Samples
Experiments were carried out on poly͑dimethylsiloxane͒ ͑PDMS͒ model networks prepared by end linking of precursor polymers with average molecular weights of 47 000 and 780 g/mol. We have investigated mono-as well as bimodal networks, where for the latter, mixtures of short and long chains were cross linked. Apart from the pure long-and short-chain networks ͑net0 and net100, respectively͒, mixtures containing 10%, 20%; 30%, 50%, 70%, and 90% w/w short chains ͑net10-net90͒ with a correspondingly increasing average cross-link density, were investigated. We have essentially reproduced experiments presented in Paper I, where the samples were analyzed with respect to distributions of residual dipolar couplings. In essence, it was found that the bimodal samples exhibited bimodal distributions of smaller and larger dipolar couplings, where the relative contribution of small and large couplings correlated well with the content of long and short chains, respectively. In this work, we will only relate to the average residual coupling constants determined in the previous paper. The corresponding data are compared with results from the present study in Table I . 1 H NMR experiments were performed on a Bruker Avance 500 solid-state NMR spectrometer operating at a Larmor frequency of 500.2 MHz. All experiments were conducted in a Bruker static double-resonance probe equipped with a 4 mm coil, using 1 H 90°pulses of length t p ϭ3 s length, corresponding to a B 1 nutation frequency of 83.3 kHz. Network pieces of roughly 2ϫ2ϫ3 mm 3 were centered in 4 mm outer diameter glass tubes using Teflon spacers.
B. NMR spectroscopy and data analysis
The pulse sequence is a compensated version of an early MQ experiment of Baum and Pines. 19 One cycle of the sequence used for MQ excitation ͑for a time t exc ϭn c t c ) and reconversion (t rec ) is depicted in Fig. 1͑a͒ ; it features a pure DQ average Hamiltonian, and is therefore able to excite all even quantum orders in a multispin system. As indicated in the figure, t c and n c denote the time for one cycle and the number of cycles, respectively. The 90°pulses are centered at times iϫt c /24, where iϭ1, 5, 7, 11, 13, 17, 19, and 23 . The length of the excitation and reconversion stages (t exc and t rec , respectively͒ in the full experiment depicted in Fig. 1͑b͒ are usually chosen to be equal and are henceforth referred to as DQ evolution time, DQ ϭn c t c . The pulse sequence may either be applied using a fixed t c and incrementing n c , or by choosing a fixed n c and incrementing t c . See Paper I for details concerning the timings, the phase cycling, and the 180°compensation pulses.
For each DQ , two identical experiments, which differ only in the receiver phases of the four-step DQ selection phase cycle, are performed. These yield a DQ-filtered (S DQ ) and a reference (S ref ized DQ buildup curve was shown to be well compensated for effects of slow dynamics and experimental imperfections, and was further seen to be dominated by actual DQ coherences. It was therefore possible to perform a fully quantitative analysis of S nDQ in terms of distributions of residual dipolar couplings. As an example, experimental data obtained for one of the investigated networks are plotted in Fig.  2 , where they are compared with theoretical predictions. It should be mentioned that data of similarly good quality can also be obtained using cost-efficient low-field NMR equipment, as we have found only recently. 20 We will now turn to the actual effect of slow motions on the nonnormalized S DQ and, more importantly, S ⌺MQ .
III. THEORY
The approach to be discussed below focuses mainly on the evaluation of the decay of the full multiple-quantum intensity (S ⌺MQ ), which is obtained as the intensity sum of two experiments, which differ in the phases of the receiver channel. This strategy may seem indirect, but features two advantages, namely that, first, S ⌺MQ is analogous to the response in solid-echo based relaxation experiments, the theory for which is well developed and will be generalized for our purposes. Second, as discussed and exemplified below in detail, the analysis of S ⌺MQ requires less a priori assumptions in the form of the correlation function, which models the physical nature of the slow process.
A. Average DQ Hamiltonian approach
The DQ pulse sequence used in this study is characterized by a pure DQ average Hamiltonian 19 H DQ ϭ a͑ ͒ 3
where
is a scaling factor associated with the duty cycle ͑͒ of the pulse sequence ͑see Paper I͒. The angle ␤ specifies the orientation of the rapidly time-averaged polymer backbone direction with respect to the static field (B 0 ), where the residual anisotropy of the interaction is a result of chemical cross links and other physical constraints such as trapped entanglements, which are assumed to appear fixed in space on the time scale of rapid conformational fluctuations. The theory presented below will further consider slow fluctuations of the orientation angle ͑denoted by ␤ t ) on the time scale of the NMR experiment. The sum over all coupled spins in Eq. ͑1͒ represents a serious limitation to the analytical tractability of time evolution in dipolar-coupled systems. The common strategy is a restriction to the initial time dependence, which can be well approximated by considering only the most strongly coupled spin pairs. Using standard matrix methods, 21 considered analogous to a mixed magic-Hahn echo, which has very recently been used for the elucidation of slow network dynamics. 7 In order to further support our analogy with traditional echo experiments, we compare the experimental scheme of the MQ experiment with an echo experiment in Figs. 1͑b͒ and 1͑c͒. For the latter, time domain signals which are essentially analogous to Eqs. ͑3͒ and ͑4͒ may be derived. 4, 5 In particular, Eq. ͑3͒ corresponds to a sine-sine correlation termed the ␤ function by Ball, Callaghan, and Samulski ͑BCS͒. 18 It is measured by clever phase cycling of a composite echo pulse in the middle of the sequence, 5 but it has been noted much earlier that the same result may be obtained by combination of separate Hahn and solid-echo experiments. 3, 4 The treatment given by BCS also includes a shift-compensated solid echo, the time signal of which is analogous to Eq. ͑6͒.
Therefore, we may argue that, in the spin-pair short-time limit, the slow-motion theory of BCS can directly be applied to S DQ and S ⌺MQ . The only difference is the dipolar phase factor, which in our case is derived from the average DQ Hamiltonian as opposed to free dipolar evolution. The strongest assumption is clearly that we must assume that fluctuations of ␤ t are slow enough so as to not substantially interfere with the spin evolution during one cycle of DQ excitation or reconversion.
In analogy to BCS, we consider slow fluctuations of ␤ t in terms of the Andersen-Weiss theory. 10 We neglect the treatment of S LM in the following, as we are not concerned with the evaluation of the dipolar encoded longitudinal magnetization, yet, our theory is straightforwardly applicable since S LM ϭS ⌺MQ ϪS DQ . The first step consists of a reexpression Eqs. ͑3͒ and ͑6͒ on the basis of series expansions and the assumption of Gaussian statistics:
͑8͒
The identities are strictly valid when the ensemble and time averages expressed by ͗...͘ correspond to averages over a Gaussian-distributed random process. S ⌺MQ is constant in time when ␤ is essentially static on the time scale of the experiment. Then, ( DQ ;2 DQ )ϭ(0; DQ ). In this case, the frequency distribution inherent to an isotropic powder average (͐ 0 ...sin ␤ d␤/͐ 0 sin ␤ d␤) may be considered Gaussian to a first approximation, whereby a second moment is obtained as
This result differs from the conventional definition of the second moment 22 only by the usual factor ( 3 2 ) 2 which arises from dipolar time evolution as opposed to evolution under a DQ average Hamiltonian.
In Fig. 2 it is shown that, in the static case, Eq. ͑7͒ in combination with Eq. ͑9͒ represents a very good approximation to Eq. ͑3͒ at short times. Equation ͑7͒ seems to be an even better approximation to the experimentally determined S nDQ than the exact solution involving a numerical powder average because multiple couplings in multispin systems tend to wash out characteristic oscillations and are therefore another reason for the success of the second-moment approximation. In this work and Paper I, however, we have chosen to report the results in terms of a specific D res as opposed to a residual second moment, as the latter is completely dominated by the former when data analysis is restricted to short times.
Yet, when random variations of ␤ t occur during excitation and reconversion, S ⌺MQ as well as its individual contributions will decay upon increasing DQ . This is what is observed experimentally ͑Fig. 2͒. Therefore, the second step embodies a treatment of the slowly time-dependent P 2 (cos ␤ t ) in (0; DQ ) and ( DQ ;2 DQ ), where products of the random function P 2 (cos ␤ t ) as obtained by combination of Eqs. ͑5͒ and ͑7͒-͑8͒ appear in double integrals of the type
where the correlation function
depends only on the positive time difference ͉t a Ϫt b ͉ when the time dependence of P 2 (cos ␤ t ) is governed by a stationary, random process. The variable ⌬ in Eq. ͑10͒ denotes an arbitrary time shift, over which the correlation between P 2 (cos ␤ t a ) and P 2 (cos ␤ t b ) is to be evaluated. Standard manipulations 11 can be used to resolve the double integral into
for ⌬ϭ0 and
For C(t), we assume an exponential loss of correlation
which corresponds to, e.g., the simple model of isotropic rotational diffusion of the interaction tensor. 23 Closed form solutions 18 for Eqs. ͑7͒-͑8͒ are obtained after combination with Eqs. ͑12͒-͑14͒:
͑16͒
In the expression for S ⌺MQ , we have used the prefactor
instead of M 2 DQ . Thereby, we indicate that the MQ echo signal, as opposed to S DQ , does not differentiate between an isotropically fluctuating dipolar tensor and a situation in which fluctuations are restricted to a limited angular range. 6 In the latter case, an analysis on the basis of an exponentially decaying correlation function yields an apparent fluctuating part of the dipole-dipole coupling, ␦D res , which need not be identical to the full D res . This situation may heuristically be described by
͑18͒
It is easily shown that the static contribution, D res (0) , with its time-averaged orientation, ͗␤͘ t , vanishes when this identity is inserted into Eq. ͑6͒. When Eq. ͑18͒ is inserted into Eq. ͑3͒ for DQ buildup analysis, D res (0) does not vanish, leading to a more complicated function, which cannot be satisfactorily approximated by Eq. ͑15͒. Therefore, a comparison of results from fits of Eq. ͑16͒ to the sum decay and of Eq. ͑7͒ to the normalized DQ buildup ͑or the observation of a poor fit of Eq. ͑15͒ to the unnormalized DQ buildup͒ should be useful for the detection of a static component of the residual coupling, i.e., slow motions over a limited angular range. The above argument constitutes the central advantage of an analysis of S ⌺MQ . Note that an improved correlation function, which could be able to account for, e.g., restricted rotational diffusion, would potentially provide a more unified description of slow fluctuations of the full dipole-dipole coupling tensor.
An evaluation of Eq. ͑16͒ for different, experimentally relevant ͑vide infra͒ values of c and ␦D res , as plotted in Fig. 3 , leads us to conclude that the decay curves depend rather sensitively on the magnitude of the fluctuating dipolar coupling. Moreover, characteristic shape changes from a Gaussian to a more exponential decay occur in the intermediate motional regime, i.e., when c Ϸ2/␦D res . The variation of c over orders of magnitude does apparently not affect the apparent decay time by more than a factor of about 3, while changes in ␦D res have rather strong effects.
B. Response of methyl groups
When polymers with methyl groups are considered, qualitative changes arise. Due to rapid C 3 jumps, the dipolar coupling tensors among the three protons are identical, permitting a closed-from solution of this particular three-spin problem: 16 ͑We have here corrected a mistake in Paper I, where the factor ) erroneously appeared as its inverse.͒ Most importantly, zero-quantum coherences are generated as a result of two consecutive DQ transitions involving different pairs within the CH 3 unit. These ZQ coherences contribute to the experimental reference intensity. As they are experimentally not separable from LM, we have combined both contributions in Eq. ͑20͒. Also, a ''central transition'' arises because every other proton ''sees'' two coupling partners with opposite spin states, leading to a cancellation of couplings. This leads to a reduction of the potentially observable plateau intensity of DQ coherences from 1/2 to 1/3, as well as to the constant contribution of 1/3 to the overall sum intensity. In Fig. 2 , it is revealed that the normalized DQ intensity obtained for a PDMS network, which has only methyl protons, reaches a plateau of 1/2, as opposed to 1/3 as predicted by Eq. ͑19͒. Also, S ⌺MQ , as represented by the sum of Eqs. ͑19͒ and ͑20͒, does not decay to 1/3, but to zero. This behavior is expected, as multiple out-of-group couplings do split ͑or broaden͒ the ''central transition,'' whereby the normalized DQ intensity will always reach 1/2 and the sum MQ intensity will always decay to zero. This is explained in detail in Paper I. We might therefore hypothesize that the use of the spin pair approximation based on Eq. ͑3͒ ͑which provides an apparently better fit to S nDQ ) would even help to reduce a systematic influence of this ''nonobservable plateau.'' Comparing Eq. ͑19͒ and the sum of Eqs. ͑19͒ and ͑20͒ with the analogous expressions for spin pairs, Eqs. ͑3͒ and ͑6͒, respectively, it becomes immediately obvious that the terms are largely identical, with the exception of the 1/3 contribution of the ''central transition'' and a factor of ) for the dipolar coupling. Hence, as our final results for spin
we conclude that the initial DQ buildup as well as the MQ decay, which are both governed by the second moment, should not differ qualitatively when fits are restricted to short times, for which the predicted and nonobservable plateau of S ⌺MQ CH 3 does not have a large influence. We will put this assumption to a test in the experimental section below, using
for the MQ decay of methyl groups. We again use ␦M 2 DQ , since a static contribution to D res vanishes as well in the case of methyl groups. Since the major difference between spin pairs and methyl groups is the factor ), we will report all results for PDMS obtained by fitting to spin pair expressions as D res /).
As a last remark, we would like to stress that the best approach to the analysis of S nDQ is to use a semianalytical fitting function derived on the basis of density matrix simulations of a monomer-unit response rather than the use of the pair or methyl solutions, as shown in Paper I. The result for a dimethylsiloxane unit valid for S nDQ р0.45 reads
and may even serve as a basis for a multicomponent analysis of S nDQ . The results shown in Fig. 2 , which were obtained from fits to Eq. ͑3͒ and the static limit of Eq. ͑7͒ (ϳ100 Hz in both cases͒ are roughly consistent with our previous, more reliable result ͑130 Hz͒ based on Eq. ͑22͒.
C. Cycle-time dependence
The previous treatment was based on the notion that the average Hamiltonian of Eq. ͑1͒ is not influenced by the slow process, i.e., that the correlation time is much longer than the cycle time, c ӷt c . In order to check in how far this condition can be relaxed and the compact expressions given by Eqs. ͑15͒ and ͑16͒ may still be used when c approaches t c , we now start our treatment with an exact expression for the average spin pair Hamiltonian of the sequence in terms of its toggling frame states 17, 19 H avg ϭ 1 n c t c ͑ ⌽ zz Ĥ zz ϩ⌽ yy Ĥ yy ͒, ͑23͒
where the ⌽ ii are sums over individual phase factors associated with the free evolution intervals of the pulse sequence
as indicated in Fig. 1͑a͒ . In order to identify the position of a specific phase factor in a train of cycles, we have introduced the superscript ͑...͒, which indicates an overall time shift of the integration limits, e.g.,
Effects associated with finite pulses are neglected. As discussed in Paper I, finite 90°pulses do not influence the treatment to first order; only the 180°pulses decrease the efficiency of the sequence slightly by reshuffling prefactors of Ĥ zz and Ĥ yy . Only for very high duty cycles would this effect necessitate a modification of the ⌽ ii . Again, using appropriate representations of the dipolar toggling frame operators, standard matrix methods 16, 21 can be used to calculate the DQ dependence of the signal contributions. This is possible for spin pairs only, since only then do Ĥ zz and Ĥ yy in Eq. ͑23͒ commute, and the corresponding propagator can be evaluated exactly. An analogous calculation for methyl groups is not feasible. The spin pair results for DQ and LM intensities are
Here, the superscript of the sum phases, ⌽ yy (...) , indicates an additional time shift of the individual phases, i (...) . Specifically, all integrals over phase factors associated with the reconversion are shifted by n c t c . Consequently, realizing the symmetry of the timings in the pulse sequence, we obtain
for the overall phase factor associated with n c reconversion cycles of length t c . The corresponding term associated with MQ excitation is obtained by removing the (n c t c ) time shift from the integral limits. Since Eqs. ͑27͒ and ͑28͒ are analogous to Eqs. ͑3͒ and ͑4͒, we obtain an expression for S ⌺MQ (t c ) in analogy to Eq. ͑6͒, and may further use Eqs. ͑7͒ and ͑8͒ to arrive at the final results. We are merely faced with the challenge that, upon evaluation of ͗ C͑t ͒dtϩ
C͑t ͒dt, ͑30͒
C͑t ͒dt
C͑t ͒dt. ͑31͒
For the resolution of the double sums appearing after product formation, discrete versions of the rules for the evaluation of integrals of correlation functions, on which Eqs. ͑12͒ and ͑13͒ are based, were used. Likewise, these equations were also used to resolve the double into single integrals over the individual t c /6 intervals of the dipolar correlation function, which appear in an autocorrelated ͓Eq. ͑12͔͒ and a timeshifted version ͓Eq. ͑13͔͒. Note that, also on the basis of the time-shift invariance of the correlation function, the integral limits were shifted by Ϫt c /24. In perfect analogy to the quasicontinuous treatment, which is fully described by Eqs. ͑12͒ and ͑13͒, Eqs. ͑30͒ and ͑31͒ describe the loss of correlation within and between excitation and reconversion, respectively, where the sums take over the meaning of the integrals, and run over the different short t c /6 intervals of dipolar evolution. In contrast, however, the loss of correlation is evaluated only ''microscopically'' within and between different t c /6 intervals, as expressed by the integrals in Eqs. ͑30͒ and ͑31͒.
Finally, after evaluation of the integrals over an exponential correlation function, Eq. ͑14͒, insertion of Eqs. ͑30͒ and ͑31͒ into an analogue of Eq. ͑8͒, and rearrangement of the sums, the DQ ϭn c t c dependence of the t c -dependent MQ sum decay is obtained as
Also here, ␦M 2 DQ is used in order to denote the sensitivity of this function to the fluctuating rather than the full dipoledipole coupling. An analogous expression for S DQ (t c ) may be obtained in much the same way. Fits to this equation were carried out by implementing the sums as loops in a LABTALK ͑R͒ script and using it within the LevenbergMarquardt nonlinear least-squares fitting routing of the MICROCAL ͑TM͒ ORIGIN ͑R͒ 6.0 software package. A consistency check is easily perfomed by treating n c as continuous variable, whereby the sums can be replaced by integrals and evaluated analytically. In this way, the limiting behavior for the case t c Ӷ c may be tested. Performing some series expansions of exponentials and then taking the limit t c →0 yields Eq. ͑16͒, as required. Note that the intermediate analytical result is not a good approximation when a good description of the t c dependence is sought.
In order to gauge the behavior of Eq. ͑32͒ and gain an insight into the similarity of its solutions to the much simpler Eq. ͑16͒, we have plotted S ⌺MQ (t c ) for different experimental situations in Fig. 4 . The decay of t c incremented experiments using a fixed n c exhibit significantly faster decay as compared to n c incremented experiments with short cycle times. In contrast, decays for experimentally attractive values for t c of around 0.2-0.8 ms ͑good compromise between low duty cycle and high time resolution͒ are well approximated by the simpler expression based on the DQ average Hamiltonian. This is somewhat surprising since the c ϭ1 ms chosen in the example is of the same order of magnitude as t c .
IV. EXPERIMENTAL RESULTS AND DISCUSSION
When the presented theory is to be used for the analysis of actual experimental data, we must keep in mind that all expressions were obtained on a simple spin-pair ͑or 3-spin͒ level. In real systems, the presence of many spins will lead to the excitation of higher-quantum coherences, which are naturally more sensitive to random motions of the coupling tensors and loss of correlation, because they involve the concerted action of multiple couplings. Long-time decays are therefore expected to be faster than captured by simple theory. In order to keep systematic errors small, we ͑some-what arbitrarily͒ restrict all fits to the initial part until the intensity has decayed to 70% of its initial value. In Paper I, we have performed spin counting experiments, from which it can be concluded that the contribution of higher-order coherences to the integral signal is less than 10% in the investigated PDMS systems under these conditions.
We will not comment on uncertainties associated with the quality of the fits, as these are governed by the high signal/noise ratio and may thus appear too low in comparison to actual systematic errors. The latter are associated with potential model dependencies, approximations involved in the theory, and experimental imperfections, and should amount to uncertainties on the order of 20% for residual couplings, and potentially larger uncertainties for the correlation time, the influence of which on the observed decay was shown to be weaker. Note that the problem associated with an increased decay due to the appearance of higher quantum orders is not a problem specific to our MQ approach. Traditional solid echobased approaches suffer exactly the same shortcoming, since free dipolar evolution creates higher-order antiphase coherences with a correspondingly increased sensitivity to random reorientations, not to mention the failure of a simple solid ͑as opposed to a magic͒ echo to refocus such higher-order coherences.
A. Analysis of the MQ sum decay as compared to DQ buildup
As already mentioned, an analysis of normalized DQ buildup curves allows us to quantitatively determine D res as well as its distribution. Here, we investigate how far fitting of the nonnormalized S DQ using Eq. ͑15͒ yields reliable results when being compared to results from the MQ sum decay. Figure 5 shows experimental data for the monomodal long-chain network along with best-fit functions. D res obtained from the DQ buildup is in good agreement to what is obtained from the normalized counterpart ͑Fig. 2͒. In contrast, the fit of S ⌺MQ yields a significantly lower value. Moreover, the long-time decay of S DQ is overestimated by the fit, even though the correlation time obtained from S DQ is rather long. Given our arguments from above, that decays are rather most likely underestimated, we conclude that Eq. ͑15͒ does not provide a realistic description of the data. This is not surprising, considering that a differentiation between ͑quasi͒static and fluctuating contributions is not possible with Eq. ͑15͒, as discussed above. We take this inconsistency as one indication that motions in our networks are probably characterized by a partly static residual dipolar coupling or, equivalently, that they occur over a limited angular range. In this light, we stress again the advantage of MQ spectroscopy, in which D res may be obtained from S nDQ , while information on the magnitude of the fluctuating part can more faithfully be extracted from S ⌺MQ .
B. Cycle time dependence
We turn to an experimental test of the predictions for the t c dependence from our explicit average Hamiltonian treatment, as expressed by Eq. ͑32͒. In Fig. 6 , data obtained from three different experiments with varying t c are shown along with best fits using Eq. ͑32͒.
The fitting results from the three experiments, as shown in the figure, are similar, and we conclude that the cycle time dependence is well captured by the theory. Considering the overall weak influence of c on the decay curves, the agreement of the extracted c is satisfactory. The value for the residual coupling from the t c incremented experiment is about 15% lower than the value obtained from the other two n c incremented experiments. This is a more significant deviation, as the decay is rather sensitive to the magnitude of the residual coupling.
Experimental imperfections and other relaxation processes (T 1 in particular, as well as T 1 and other contributions to T 2 ) might well be responsible for the observed discrepancy. Note that the duty cycle is 24% when t c ϭ0.2 ms ͓resulting in a scaling factor a()ϭ0.82], as opposed to an almost negligible duty cycle for the t c incremented experiment. This is one reason why the experimental signal decays in Fig. 6 do not follow the trend suggested by the calculated decay functions plotted in Fig. 4 . Considering the very large number of pulses applied for the n c incremented experiments, the overall consistency of the results indicates that systematic errors arising from experimental problems are not too large. Also, apparent T 2 relaxation times for exponentially decaying long-time tails of S ⌺MQ ͑see Fig. 2͒ associated with sol, dangling chains, and potential solvent are always in the range of many tens of ms, which is another indication that imperfection-induced decay is not a serious source of error for the considerably faster decay of signal associated with elastically active network chains.
C. Experiments on mono-and bimodal PDMS networks
Model dependence
The mono-and bimodal PDMS systems represent a series of model networks with strongly increasing cross-link density. This is reflected in the significantly increasing residual couplings obtained from an analysis of S nDQ ͑see Pa- per I for details͒. The results of our previous work are given in Table I . These values will now be compared with results of fitting to MQ sum decay curves. The series of data for S ⌺MQ of all networks is shown in Fig. 7 . The data were fitted with the t c independent model for CH 3 groups, Eq. ͑21͒, the t c independent pair model, Eq. ͑16͒, and the expression which explicitly considers effects of finite t c , Eq. ͑32͒. All results are also compiled in Table I .
The fits shown in Fig. 7 are from the finite t c pair model. Fits to the other models are similarly good for S ͚MQ Ͼ0.7. Common to all fits is that the experimental long-time decay is always considerably faster than suggested by the fits, as discussed above. When results from fitting to the different models are compared among each other, we can state a fairly good agreement. Only the data obtained with the CH 3 model exhibits ␦D res , which are larger by about 20%. This discrepancy is easily explained by the failure to experimentally observe an intensity plateau at 1/3, which puts some bias to the fit even when only the short-time decay is considered. The 20% error indicates that the use of the spin pair models is justifiable. As mentioned above, we expect that fits to the pair models reflect the ''true'' couplings better, because actual data always decay to zero in the long-time limit.
Correlation times
Concerning the values for c , we make the interesting observation that the results for all networks lie in the range of 1.0-0.5 ms. We deem the trend of slightly shorter c for networks with a higher fraction of short chains hardly significant, considering the relatively weak dependence of the decay on c . Very similar values for c , as well as a similarly weak trend to slightly faster dynamics with increasing cross-link density ͑1 ms down to 0.8 ms͒, were reported by Kimmich and co-workers, 6 who analyzed the dipolar correlation effect on the stimulated echo on the theoretical basis of a power-law correlation function measured on a series of vulcanized ͑i.e., statistically cross linked͒ styrene-butadiene rubbers.
On the other hand, the observation of c being almost independent of the cross link density is at variance with recent results for vulcanized natural rubber by Fechete et al., 7 who used the mixed magic-Hahn echo technique and a data evaluation based on an exponential correlation function. Though this group obtained a similar value of c Ϸ0.25 ms for a weakly cross-linked system, they observed a very significant decrease to about 0.02 ms upon increasing the crosslink density. In how far these seemingly contradictory results may be reconciled on the basis of a balance between network strand length and the entanglement length, or different thermal conditions in terms of the differences between experiment temperatures and the glass transition ranges of these systems, which should all have significant impact on the chain dynamics, remains the subject of further investigations. Both the quoted as well as our results are counterintuitive in that c might be expected to increase rather than stay constant or decrease with the cross-link density. Experiments to be performed at variable temperatures will help to obtain further physical insight.
Residual dipole-dipole couplings and amplitude of motion
The most relevant observation concerns the mismatch between D res as extracted from the normalized DQ buildup, and ␦D res obtained from slow-motion theory. The trend over the whole series of networks is depicted in Fig. 8 , where it is seen that the two values differ by at least a factor of 2 over the whole series of samples. Also, fits using a fixed D res as determined from normalized DQ buildup cannot satisfactorily reproduce the functional form of the initial decays of S ⌺MQ for any c . We can therefore repeat our conclusion of Sec. IV A, that slow reorientations of cross links, entanglements, or other topological constraints are considerably restricted. This has been hypothesized before by Fischer et al. 6 and Grinberg et al., 24 and is here proven experimentally. Slow motions in similar end-linked PDMS networks have been investigated earlier by means of 2 H spin alignment by Sotta and Deloche. 23 These authors found that orientational correlations persisted over time scales of at least 300 ms. Since no further information was given on the magnitude of these orientational correlations, we can safely assume that the observed correlation corresponds to the static contribution to the residual dipole-dipole coupling observed herein.
The discrepancy between D res and ␦D res is seen to increase upon moving to networks with high short-chain contents. Slow reorientations of cross links are apparently more restricted for the short chains, which dominate the response of samples with higher contents of the latter. Considering that in the bimodal systems under investigation, short chains must be expected to be predominantly cross linked among themselves and therefore to be microphase separated from the long chains, 17, 25, 26 and that the short chains feature only about two statistical segments, it appears physically intuitive that these chains are locked in by a high local cross-link density.
We should mention that the series of bimodal networks under consideration does, for these reasons, not represent a feasible model for a homogeneously increasing cross-link density. Although it is very possible to separate the signal contributions of long and short chains ͑Paper I͒, we were not able to reliably extract any bimodality from the decays of S ⌺MQ . This is the reason for our choice to restrict the discussion to average values for D res and ␦D res as obtained from the short-time behavior.
For this reason also, a discussion of the residual quantities in terms of their scaling with cross-link density would be inappropriate for the data presented herein. Such a discussion is, on the other hand, an integral part of the previously mentioned work on slow network dynamics. 6, 7, 24 Concluding from the general observation in Fig. 8 , that the full residual couplings ͑from normalized buildup͒ and the corresponding fluctuating parts ͑from slow motion analyses͒ exhibit considerably different dependences on the short-chain content, we can expect that such differences may also be found in statistically cross-linked systems. Therefore, a scaling analysis based on fluctuating parts of residual couplings might only lead to misleading interpretations. We therefore suggest that our MQ approach represents a valuable tool to address such issues, and work along these lines is in progress.
Finally, it is worth mentioning that the presented results might depend on whether a single correlation time model or a distribution is considered. In light of the data presented by Fechete et al., who obtained higher second moments when a distribution was assumed, we concede that it is very possible that a long-time tail in a potential correlation time distribution may be associated with more isotropic reorientations of the residual dipolar coupling tensor. This would then lead to the observation of an apparently larger fluctuating part of the residual coupling. Yet, if only very slow processes lead to large-scale reorientations, would that contribution appear as a quasistatic contribution which was shown to exert no direct influence on the decay? We do not believe that fits to our rather featureless data would allow a differentiation between a superposition of very slowly decaying contributions or an almost static term. This holds in particular when fits must, for fundamental reasons, be restricted to the initial part of the decay.
V. CONCLUSION
We have presented a unified 1 H multiple-quantum approach to the investigation of dynamic order phenomena in polymer networks, by which, independent of quantitative information on fast-limit averaged residual tensorial interactions as derived from normalized double-quantum buildup curves, slow motions can be characterized by analysis of sum decay curves of multiple-quantum intensities. The method is based on the common separation-of-time scales hypothesis and the slow-motion theory of Andersen and Weiss, which we have applied to a pulse sequence characterized by a pure double-quantum average Hamiltonian in a variant recently introduced by BCS.
Based on a simple exponential correlation function, analytical solutions for spin pairs as well as methyl groups have been derived, the fits to which yield the fluctuating part of the residual coupling as well as a correlation time. By explicit consideration of slow motions during the course of the cyclic pulse sequence, it has been shown that a simple version of the theory based on a constant double-quantum average Hamiltonian remains very applicable even when the correlation time of the slow motion is on the order of the cycle time of the basic pulse sequence block. The theoretical framework thus developed will be of future use for the description of similar experiments performed under magicangle spinning, 12, 16 where the cycle time is given by the rotor period.
Experiments on poly͑dimethylsiloxane͒ networks have shown that consistent results can be obtained using time-and cycle-incremented versions of the basic pulse sequence block, which correspond to largely varying experimental conditions, i.e., duty cycles. In bimodal networks characterized by increasing amounts of very short chains and correspondingly increasing cross-link density, a trend towards only slightly decreasing correlation times on the order of 1 ms and increasing fluctuating parts of the residual dipoledipole coupling constant has been established. The fluctuating parts of the residual coupling are substantially smaller than the full residual couplings as extracted from normalized double-quantum buildup curves. This has been interpreted in terms of restrictions to the slow orientations of the topological constraints in the networks, which were initially assumed to be isotropic in our model. This type of behavior has been hypothesized before, and is here experimentally confirmed for the first time. All observations are in good agreement with results from recent literature.
Future work will be dedicated to the investigation of randomly cross-linked systems, in which a homogeneous variation of the cross-link density is more easily possible than with the mono-and bimodal model systems investigated herein. Also, tests of other functional forms for the slowmotion correlation function, which might better be able to account for restricted orientational motions, are ongoing. The unified multiple-quantum approach holds promise for the clarification of open issues such as the role of physical constraints ͑i.e., trapped entanglements͒ rather than actual cross links in the appearance of orientational correlations and their restricted slow dynamics, the temperature dependence of slow motions, as well as the influence of swelling.
