We introduce the Poisson matching lemma and apply it to prove one-shot achievability results for channels with state information at the encoder, lossy source coding with side information at the decoder, joint source-channel coding, broadcast channels, and distributed lossy source coding. Our one-shot bounds improve upon the best known bounds in the aforementioned settings, with shorter proofs in some settings even when compared to the conventional asymptotic typicality approach. The Poisson matching lemma replaces both the packing and covering lemmas. This paper extends the work of Li and El Gamal on Poisson functional representation for variable-length source coding settings, showing that the Poisson functional representation is a viable alternative to typicality for most problems in network information theory.
I. INTRODUCTION
The Poisson functional representation was introduced by Li and El Gamal [1] to prove the strong functional representation lemma: for any pair of random variables (X, Y ), there exists a random variable Z independent of X such that Y is a function of (X, Z), and H(Y |Z) ≤ I(X; Y ) + log(I(X; Y ) + 1) + 4. The lemma is applied to show various one-shot variablelength lossy source coding results, and a simple proof of the asymptotic achievability in the Gelfand-Pinsker theorem [2] .
In this paper, we introduce the Poisson matching lemma, which gives a bound on the probability of mismatch between the Poisson functional representations applied on different distributions, and use it to prove one-shot achievability results for various settings, namely channels with state information at the encoder, lossy source coding with side information at the decoder, joint source-channel coding, broadcast channels, and distributed lossy source coding. It can also give results on multiple access channels, channel resolvability and wiretap channels, which are omitted in this paper and given in [3] . The Poisson matching lemma can replace both the packing and covering lemmas in asymptotic typicality-based proofs. The one-shot bounds in this paper subsume the corresponding asymptotic achievability results by the law of large numbers.
Various non-asymptotic alternatives to typicality have been proposed, e.g. one-shot packing and covering lemmas [4] , [5] , stochastic likelihood coder [6] , likelihood encoder [7] and random binning [8] . However, these non-asymptotic approaches generally require more complex proofs than their asymptotic counterparts, whereas proofs using the Poisson matching lemma can be even simpler than asymptotic proofs.
Compared to the conventional asymptotic approach using typicality and previous one-shot results (e.g. [4] , [6] ), our approach has the following advantages: 1) We can give one-shot bounds stronger than the previously best known one-shot bounds in the settings discussed in this paper (except channel coding where we recover a bound comparable to the dependence testing bound [9] ). 2) Unlike typicality, our proofs work for random variables in general Polish spaces. (The approaches in [4] , [6] can also work for general random variables.) 3) To the best of our knowledge, for the achievability in the Gelfand-Pinsker theorem [2] (for channels with state information at the encoder) and the Wyner-Ziv theorem [10] , [11] (for lossy source coding with side information at the decoder), our proofs are significantly shorter than all previous proofs (another short proof of the achievability in the Gelfand-Pinsker theorem is given in [1] , though it is asymptotic). Using our approach, we can also greatly shorten the proof of the achievability of the dispersion in joint source-channel coding [12] . 4) Our proofs only use the Poisson matching lemma introduced in this paper, which replaces both the packing and covering lemmas in proofs using typicality. 5) Our analyses usually involve fewer (or no) uses of subcodebooks and binning, and hence involve fewer error events and give sharper second-order bounds. Some proofs are omitted due to space constraints. They can be found in [3] .
Notation
Throughout this paper, we assume that log is to base 2 and the entropy H is in bits. We assume that every random variable mentioned in this paper lies in a Polish space with its Borel σalgebra, and all functions mentioned (e.g. distortion measures, the function x(u, s) in Theorem 2) are measurable. The set of positive integers is denoted as N. We write [a : b] := [a, b]∩Z.
For a general random variable X in a measurable space, we write its distribution as P X . The uniform distribution over a finite set S is denoted as Unif(S). The degenerate distribution P{X = a} = 1 is denoted as δ a . The conditional independence of X and Z given Y is denoted as X ↔ Y ↔ Z.
The Lebesgue measure restricted to the set S ⊆ R is denoted as λ S . For two σ-finite measures µ, ν over X (a Polish space with its Borel σ-algebra) such that ν is absolutely continuous with respect to µ (denoted as ν µ), the Radon-Nikodym derivative is written as (dν/dµ) : X → [0, ∞). If ν 1 , ν 2 µ (but ν 1 ν 2 may not hold), we write
II. POISSON MATCHING LEMMA
We first state the definition of the Poisson functional representation in [1] , with a different notation that allows the proofs to be written in a simpler and more intuitive manner.
with arbitrary tie-breaking (a tie occurs with probability 0). We omit {Ū i , T i } i∈N and only writeŨ P if the Poisson process is clear from the context. If the Poisson process is
is multivariate, and P is a distribution over X × Y, the Poisson functional representation is denoted as (X,Ỹ ) P . We write its components as (X,Ỹ ) P = (X P ,Ỹ P ).
By the mapping theorem [13] , [14] (also see Appendix A of [1] ), we haveŨ P ∼ P . This is termed Poisson functional representation in [1] since it can be regarded as a construction for the functional representation lemma [15] . Consider the distribution P U,X . Let {Ū i , T i } i∈N be the points of a Poisson process with intensity measure P U × λ R ≥0 independent of X ∼ P X , and U :=Ũ P U |X (·|X) . Then (U, X) ∼ P U,X . Hence we can express U as a function of X and {Ū i , T i }.
For two different distributions P and Q,Ũ P andŨ Q are coupled in such a way thatŨ P =Ũ Q occurs with a probability that can be bounded in terms of dP/dQ described as follows.
Lemma 1 (Poisson matching lemma). Let {Ū i , T i } i∈N be the points of a Poisson process with intensity measure µ × λ R ≥0 , and P, Q be probability measures on U with P, Q µ. Then we have the following almost surely:
where we write (dP/dQ)(u) = (dP/dµ)(u)/((dQ/dµ)(u)) as in (1) (we do not require P Q). The right hand side of (3) is considered to be 1 if (dP/dµ)(Ũ P ) > 0 and (dQ/dµ)(Ũ P ) = 0.
Proof sketch: By the mapping theorem [14] ,P : (2) is the point with the smallest second coordinate inP (let it be (Ũ P ,T P ) ∈P). Conditioned on (Ũ P ,T P ),P\(Ũ P ,T P ) (remove (Ũ P ,T P ) fromP) is a Poisson process with intensity measure P × λ [TP ,∞) . LetP be another independent Poisson process with intensity measure P × λ R ≥0 . Then
is a Poisson process with intensity measure P × λ R ≥0 .
). Refer to [3] for the rigorous proof. The following conditional version of the Poisson matching lemma follows directly from applying the lemma on (P, Q) ← (P U |X (·|X), Q U |Y (·|Y )). The proof is given in [3] .
Lemma 2 (Conditional Poisson matching lemma). Fix a distribution P X,U,Y and a probability kernel Q U |Y (not necessar-
Then we have the following almost surely:
III. ONE-SHOT CHANNEL CODING
To demonstrate the application of the Poisson matching lemma, we apply it to recover a bound for one-shot channel coding in [6] (with a slight penalty of having L instead of L − 1). Upon observing M ∼ Unif[1 : L], the encoder produces X, which is sent through the channel P Y |X . The decoder observes Y and recoversM with error probability P e = P{M =M }. Proposition 1. Fix any P X . There exists a code for the channel P Y |X , with message M ∼ Unif[1 : L], with average error probability
, and the decoding function is y →M P X|Y (·|y)×PM (i.e.,M =M P X|Y (·|Y )×PM ). Note that the encoding and decoding functions also depend on the common randomness {(X i ,M i ), T i } i∈N , which will be fixed later. We have
where (a) is by the conditional Poisson matching lemma
Compared to the scheme in [6] , we use the Poisson process {(X i ,M i ), T i } to create a codebook, instead of the conventional i.i.d. random codebook in [6] . While the codewords for different m's are still i.i.d., we attach a bias T i to each codeword. Our scheme does not use a stochastic decoder as in [6] , but rather a biased maximum likelihood decoderM P X|Y (·|y)×PM =M K where K = arg max i T −1 i (dP X|Y (·|y)/dP X )(X i ). In the following sections, we will demonstrate how our approach can lead to simpler proofs and sharper bounds compared to [6] .
Using the generalized Poisson matching lemma (a stronger version of Lemma 3 is used; see [3] ), we can prove the following bound comparable to the dependence testing bound [9] . The proof is in [3] . Theorem 1. Fix any P X . There exists a code for the channel P Y |X , with message M ∼ Unif[1 : L], with average error probability
IV. ONE-SHOT CODING FOR CHANNELS WITH STATE INFORMATION AT THE ENCODER
The one-shot coding setting for a channel with state information at the encoder is described as follows. Upon observing M ∼ Unif[1 : L] and S ∼ P S , the encoder produces X, which is sent through the channel P Y |X,S with state S. The decoder observes Y and recoversM with error probability P e = P{M =M }.
We show a one-shot version of the Gelfand-Pinsker theorem [2] . This is the first one-shot bound attaining the best known second order result in [16] (which is a second order asymptotic result, not one-shot). Our bound is stronger than the oneshot bounds in [4] , [6] , [17] (in the second order, see [3] for comparisons and a second order result), and significantly simpler to state and prove than all the aforementioned results. Unlike previous approaches, our proof does not require subcodebooks.
Theorem 2. Fix any P U |S and function x : U ×S → X . There exists a code for the channel P Y |X,S with state distribution P S with message M ∼ Unif[1 : L], with error probability 
where (a) is by the conditional Poisson matching lemma on
. Therefore there exists a fixed {(ū i ,m i ), t i } i∈N attaining the desired bound.
V. ONE-SHOT LOSSY SOURCE CODING WITH SIDE INFORMATION AT THE DECODER
The one-shot lossy source coding setting with side information at the decoder is described as follows. Upon observing X ∼ P X , the encoder produces M ∈ [1 : L]. The decoder observes M and Y ∼ P Y |X and recoversẐ ∈ Z with probability of excess distortion P e = P{d(X,Ẑ) > D}, where d : X × Z → R ≥0 is a distortion measure.
We show a one-shot version of the Wyner-Ziv theorem [10] , [11] . Our bound is stronger than those in [4] , [17] (see [3] for the comparisons), and significantly simpler to prove. Unlike previous approaches, our proof does not require binning.
Theorem 3. Fix any P U |X and function z : U ×Y → Z. There exists a code for lossy source coding with source distribution P X , side information at the decoder given by P Y |X , and message size L, with probability of excess distortion
The encoding function is x →M P U |X (·|x)×PM (i.e., M =M P U |X (·|X)×PM ), and the decoding function is (m, y) → z(Ũ P U |Y (·|y)×δm , y) (let
where (a) is by the conditional Poisson matching lemma on (X, (U, M ), (M, Y ), P U |Y ×δ M ) (since P U,M |X = P U |X ×P M ). Hence there exists fixed {(ū i ,m i ), t i } attaining the bound. This reduces to lossy source coding (without side information) when Y = ∅. Note that the encoder is designed in the same way with or without side information. An encoder for lossy source coding is sufficient to achieve the bound in Theorem 3 even when side information is present. Binning is not required at the encoder.
VI. ONE-SHOT JOINT SOURCE-CHANNEL CODING
The one-shot joint source-channel coding setting is described as follows. Upon observing the source symbol W ∼ P W , the encoder produces X ∈ X , which is sent through the channel P Y |X . The decoder observes Y and recoversẐ ∈ Z with probability of excess distortion P e = P{d(W,Ẑ) > D}, where d : W × Z → R ≥0 is a distortion measure.
We show a one-shot joint source-channel coding result that achieves the optimal dispersion in [12] with a simpler proof. See [3] for the proof and comparisons. Theorem 4. Fix any P X and P Z . There exists a code for the source distribution P W and channel P Y |X , with probability of excess distortion
VII. GENERALIZED POISSON MATCHING LEMMA
The Poisson functional representation concerns the point with the smallest T i ((dP/dµ)(Ū i )) −1 . We can generalize it to the ordered sequence of such scaled points.
Definition 2 (Mapped Poisson process). Let {Ū i , T i } i∈N be the points of a Poisson process with intensity measure µ × λ R ≥0 as in Definition 1. For P µ a probability measure, let i P,1 , i P,2 , . . . ∈ N be a sequence of distinct integers such that ∞ j=1 {i P,j } = {i : (dP/dµ)(Ū i ) > 0} and {T iP,j ((dP/dµ)(Ū iP,j )) −1 } j∈N is sorted in ascending order with arbitrary tie-breaking. For j ∈ N, u ∈ U, define the mapped Poisson process with respect to P as
whereT
For P, Q µ probability measures over U, define i P,1 , i P,2 , . . . ∈ N and i Q,1 , i Q,2 , . . . ∈ N as above. Define
where the minimum is ∞ if such k does not exist. We omit {Ū i , T i } i∈N and only writeŨ P (j),T P (j), Υ P Q (j) if the Poisson process is clear from the context.
By the mapping theorem [13] , [14] (also see Appendix A of [1] ), {Ũ P (j),T P (j)} j∈N is a Poisson process with intensity measure P ×λ R ≥0 . HenceŨ P (1),Ũ P (2), . . . iid ∼ P . We present a generalized Poisson matching lemma. The proof and a stronger version are given in [3] .
Lemma 3 (Generalized Poisson matching lemma). Let {Ū i , T i } i∈N be the points of a Poisson process with intensity measure µ × λ R ≥0 on U × R ≥0 , and P, Q be probability measures over U with P, Q µ. Fix any j ∈ N. Then we have the following almost surely:
where we write (dP/dQ)(u) = (dP/dµ)(u)/((dQ/dµ)(u)) as in (1). Hence, almost surely, for all k ∈ N,
VIII. ONE-SHOT CODING FOR BROADCAST CHANNELS
The one-shot coding setting for the broadcast channel without common message is described as follows. Upon observing two independent messages M j ∼ Unif[1 : L j ], j = 1, 2, the encoder sends X through the broadcast channel P Y1,Y2|X . Decoder j observes Y j and recoversM j (j = 1, 2). The error probability is P e = P{(M 1 , M 2 ) = (M 1 ,M 2 )}.
We present a one-shot version of Marton's inner bound without common message [18] . Our bound is stronger than that in [4] in the sense that our bound implies the one in [4] (with a slight penalty of having 2 1−γ + 2 −2γ instead of
), but the bound in [4] does not imply our bound. The proof (which uses the generalized Poisson matching lemma) and the generalization to the setting with common message (corresponding to the inner bound in [19, Theorem 5] ) are given in [3] .
Theorem 5. Fix any P U1,U2 and function x : U 1 × U 2 → X . For any J ∈ N, there exists a code for the broadcast channel P Y1,Y2|X for independent private messages M j ∼ Unif[1 : L j ], j = 1, 2, with the error probability bounded by P e ≤ E min L 1 J2 −ιU 1 ;Y 1 (U1;Y1) +L 2 (1−J −1 )2 −ιU 2 ;Y 2 (U2;Y2) + L 2 J −1 2 ιU 1 ;U 2 (U1;U2)−ιU 2 ;Y 2 (U2;Y2) , 1 if all the information density terms are defined, where (U 1 , U 2 , X, Y 1 , Y 2 ) ∼ P U1U2 δ x(U1,U2) P Y1,Y2|X .
IX. ONE-SHOT DISTRIBUTED LOSSY SOURCE CODING
The one-shot distributed lossy source coding setting is described as follows. Let (X 1 , X 2 ) ∼ P X1,X2 . Upon observing X j , encoder j produces M j ∈ [1 : L j ], j = 1, 2. The decoder observes M 1 , M 2 and recoversẐ 1 ∈ Z 1 ,Ẑ 2 ∈ Z 2 with probability of excess distortion P e = P{d 1 (X 1 ,Ẑ 1 ) > D 1 or d 2 (X 2 ,Ẑ 2 ) > D 2 }, where d j : X j × Z j → R ≥0 is a distortion measure for j = 1, 2.
We show a one-shot version of the Berger-Tung inner bound [20] , [21] . The proof utilizes the generalized Poisson matching lemma, and is given in [3] . Theorem 6. Fix any P U1|X1 , P U2|X2 and functions z j : U 1 × U 2 → Z j , j = 1, 2. There exists a code for distributed lossy source coding with sources P X1 , P X2 and message sizes L 1 , L 2 , with probability of excess distortion P e ≤ E min 1{d 1 (X 1 , Z 1 ) > D 1 or d 2 (X 2 , Z 2 ) > D 2 } + L −1 1 2 ι U 1 ;X 1 |U 2 (U1;X1|U2) + L −1 1 L −1 2 2 ιU 1 ,U 2 ;X 1 ,X 2 (U1,U2;X1,X2) +L −1 2 2 ι U 2 ;X 2 |U 1 (U2;X2|U1) · log(L 2 2 −ι U 2 ;X 2 |U 1 (U2;X2|U1) + 1) + 1 2 , 1
if all the information density terms are defined, where (X 1 , X 2 , U 1 , U 2 , Z 1 , Z 2 ) ∼ P X1,X2 P U1|X1 P U2|X2 δ z1(U1,U2) δ z2(U1,U2) . Hence, for γ > 0, P e ≤ P d 1 (X 1 , Z 1 ) > D 1 or d 2 (X 2 , Z 2 ) > D 2 or log L 1 < ι U1;X1|U2 (U 1 ; X 1 |U 2 ) + γ or log L 2 < ι U2;X2|U1 (U 2 ; X 2 |U 1 ) + γ or log L 1 L 2 < ι U1,U2;X1,X2 (U 1 , U 2 ; X 1 , X 2 ) + γ + 2 −γ 4E[(ι U1;U2 (U 1 ; U 2 )) 2 ] + 4γ 2 + 29 .
