Stability Analysis of the Lugiato-Lefever Model for Kerr Optical
  Frequency Combs. Part II: Case of Anomalous Dispersion by Balakireva, Irina et al.
Stability Analysis of the Lugiato-Lefever Model for Kerr Optical Frequency Combs.
Part II: Case of Anomalous Dispersion
Irina Balakireva1, Aure´lien Coillet1, Cyril Godey2, and Yanne K. Chembo1∗
1FEMTO-ST Institute [CNRS UMR6174], Optics Department,
16 Route de Gray, 25030 Besanc¸on cedex, France.
2University of Franche-Comte´, Department of Mathematics [CNRS UMR6623],
16 Route de Gray, 25030 Besanc¸on cedex, France.
(Dated: August 13, 2013)
We present a stability analysis of the Lugiato-Lefever model for Kerr optical frequency combs in
whispering gallery mode resonators pumped in the anomalous dispersion regime. This article is the
second part of a research work whose first part was devoted to the regime of normal dispersion, and
was presented in ref. [1]. The case of anomalous dispersion is indeed the most interesting from the
theoretical point of view, because of the considerable variety of dynamical behaviors that can be ob-
served. From a technological point of view, it is also the most relevant because it corresponds to the
regime where Kerr combs are predominantly generated, studied, and used for different applications.
In this article, we analyze the connection between the spatial patterns and the bifurcation structure
of the eigenvalues associated to the various equilibria of the system. The bifurcation map evidences
a considerable richness from a dynamical standpoint. We study in detail the emergence of super-
and sub-critical Turing patterns in the system. We determine the areas were bright isolated cavity
solitons emerge, and we show that soliton molecules can emerge as well. Very complex temporal
patterns can actually be observed in the system, where solitons (or soliton complexes) co-exist with
or without mutual interactions. Our investigations also unveil the mechanism leading to the phe-
nomenon of breathing solitons. Two routes to chaos in the system are identified, namely a route via
the so called secondary combs, and another via soliton breathers. The Kerr combs corresponding
to all these temporal patterns are analyzed in detail, and a discussion is led about the possibility
to gain synthetic comprehension of the observed spectra out of the dynamical complexity of the
system.
PACS numbers: 42.62.Eh, 42.65.Hw, 42.65.Sf, 42.65.Tg
I. INTRODUCTION
The study of Kerr optical frequency comb generation
has been the focus of extensive research efforts in recent
years. These spectral grids are obtained through pump-
ing a ultra-high Q whispering-gallery mode (WGM) res-
onator with a narrow-linewidth continuous (CW) laser.
Almost all previous research have been devoted to the
investigation of Kerr comb generation in the anomalous
group velocity dispersion (GVD) regime. In fact, it was
thought for a long time that normal GVD Kerr comb gen-
eration was impossible, and later on, it has been shown to
occur only under fairly exceptional circumstances (see for
example refs. [2, 3]). This explain why the quasi-totality
of the scientific literature on Kerr combs assumes a laser
pump frequency in the anomalous GVD regime for the
bulk material of the resonator. The theoretical expla-
nation of the difficulty to generate Kerr combs in the
normal GVD regime was the purpose of the first part of
this research work, presented in ref. [1].
When the dispersion is anomalous, earlier studies on
Kerr comb generation have shown that above a given
threshold, the long-lifetime photons originating from the
pump interact nonlinearly with the medium and populate
∗Corresponding author. E-mail: yanne.chembo@femto-st.fr
the neighboring cavity modes through four-wave mixing
(FWM). The resulting permanent state features an all-
to-all coupling amongst the excited modes, which can
enable various dynamical outputs such as phase-locked
(through Turing patterns or solitons), pulsating and even
chaotic states. In particular, the phase-locked states are
expected to be useful for a wide spectrum of applica-
tions [4–11].
Synthetic studies where all these behaviors are associ-
ated to well identified regions of the parameter space are
scarce. Most research articles so far have focused on spe-
cific phenomenologies (modulational instability, solitons,
chaos, breathers, etc.) and our objective in this paper
is to provide a larger viewpoint for the understanding of
Kerr comb generation with anomalous GVD. The mod-
els used so far to investigate Kerr comb generation are
either based on a modal expansion approach [12–14] or
on a spatiotemporal formalism [15–18] which is a vari-
ant of the Lugiato-Lefever equation (LLE) [19]. Both
approaches can be shown to be equivalent under certain
conditions [17], but the latter appears to be more power-
ful to investigate the collective dynamics of a large num-
ber of modes.
In this article which is the second part of ref. [1], we
study the bifurcation structure related to the different
steady state solutions when the nonlinear WGM res-
onator is pumped in the anomalous GVD regime. Our
parameter space will be two-dimensional, and will involve
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FIG. 1: (Color online) (a) Schematical representation of a
WGM resonator pumped with CW laser. (b) Eigenmodes of
the resonator. The real location of the modes with anomalous
dispersion is represented in solid lines, while the dashed lines
represent the location of the modes if the dispersion was null
(perfect equidistance). Note that the anomalous dispersion
pulls the modes rightwards (blueshift).
the pump power and the laser detuning relatively to the
cavity resonance. These parameters have been chosen
because of their experimental relevance.
The plan of the article is the following. In Sec. II, we
briefly present the model, as well as the various equilibria
and the related spatial bifurcations. Then, a synthetic
bifurcation map is obtained and discussed in Sec. III.
Turing patterns (rolls) arising from modulational insta-
bility (MI) are shown to emerge in the system, and they
are investigated in Sec. IV. In particular, their super- or
sub-critical nature is analyzed in the time domain with
respect to the detuning frequency of the pump laser. The
MI gain is also determined analytically in our case and
enables to understand the main properties of these pat-
terns, such that the number of rolls, or their growth
rate as the pump power of the laser is increased. We
study the emergence of bright cavity solitons and soli-
ton molecules in Secs. V and Sec. VI respectively. The
connexion between these solitons and sub-critical Turing
patterns is evidenced and enables to understand their
main dynamical properties. We also show that soliton
molecules can coexist in the resonator, and generate very
complex Kerr comb spectra. Breather solitons are stud-
ied in Sec. VII, and we show that the breathing period
is necessarily of the order of magnitude of the photon
lifetime. Chaotic behavior is investigated in Sec. VIII,
and we identify two main routes to chaos, either through
the destabilization Turing patterns through higher order
bifurcations, of from the destabilization of solitonic struc-
tures. Section IX focuses on the study of the effects of
the magnitude of the dispersion parameter in the dissi-
pative structures that are formed in the cavity. The last
section of this article resumes our results.
II. MODEL, EQUILIBRIA AND SPATIAL
BIFURCATIONS
As in the first part of this study, the system is a WGM
disk pumped by a CW pump laser. as displayed in Fig. 1.
For the sake of the self-consistency of this article, we very
briefly recall the main features of the model in the next
subsection.
A. Model and equilibria
The eigenvalues of the WGM cavity are Taylor-
expanded as ω` = ω`0 + ζ1(` − `0) + 12ζ2(` − `0)2,
where ` is the integer eigennumber that unambigously
labels the modes belonging to the fundamental (or toric)
family of WGMs, while ζ1 and ζ2 are respectively the
free-spectral range (FSR) of the WGM resonator and
the second-order dispersion coefficient. The FSR obeys
ζ1 = c/an0 = 2pi/T , with c being the velocity of light
in vacuum, a the main radius of the disk, n0 is the re-
fraction index of the disk for a frequency equal to the
resonance ω`0 ' ζ1 `0, and T being the round-trip time.
In its normalized form, the total intracavity field obeys
the following partial differential equation when the modal
linewidths are quasi-degenerated [14]
∂ψ
∂τ
= −(1 + iα)ψ + i|ψ|2ψ − iβ
2
∂2ψ
∂θ2
+ F , (1)
where ψ(θ, τ) is the complex envelope of the total intra-
cavity field, θ ∈ [−pi, pi] is the azimuthal angle along
the circumference, and τ = ∆ωtott/2 is the dimension-
less time, with ∆ωtot being the loaded (total) modal
linewidth. This LLE has periodic boundary conditions,
and ψ represents the intra-cavity fields dynamics in the
moving frame [3]. The parameters of this equation
are: the frequency detuning α = −2(Ω0 − ω`0)/∆ωtot
where Ω0 and ω`0 are respectively the angular frequen-
cies of the pumping laser and the cold-cavity reso-
nance; the overall dispersion parameter β = −2ζ2/∆ωtot
(positive for normal GVD and negative for anoma-
lous GVD); and finally the pump field intensity F =
[8g0∆ωext/∆ω
3
tot]
1/2 [P/~Ω0]1/2 where P is the intensity
(in W) of the laser pump at the input of the resonator,
g0 = n2c~Ω20/n20V0 is the nonlinear gain, n0 and n2 are
respectively the linear and nonlinear refraction indices
of the bulk material, V0 is the effective volume of the
pumped mode, and ∆ωext being the extrinsic (coupling)
modal linewidth [20]. It is important to recall that ψ
represents the intracavity field in a moving frame that
is circumferentially rotating at frequency ζ1. The order
3Eigenvalues and reversible spatial bifurcations in the system
Denomination Eigenvalues (λ1,2;λ3,4) Pictogram Bifurcation Location in Fig. 2
Type 1 (±a;±b) ss ss
Type 2 (0; 0) ×j 04 a
Type 3 (±ia;±ib) ssss
Type 4 (±a; 0) ×s s 02 B1
Type 5 (0;±ib) ×ss 02(iω) B2, b, C1, c, C2
Type 6 (±a;±ib) ssss
Type 7 (±ia;±ia) ×× (iω)2 A1 , A2
Type 8 (±a;±a) ××
Type 9 (a± ib; c± id) s ss s
TABLE I: Nomenclature and pictograms for the various sets of eigenvalues. A set of four eigenvalues is attached to each
equilibrium, and some classified bifurcations are attached to certain configurations of eigenvalues. A dot stands for a single
eigenvalue, the cross stands for a set of two degenerated eigenvalues (double non semi-simple eigenvalue), and a circled cross
corresponds to a set of four degenerated eigenvalues (quadruple eigenvalue with a 4× 4 Jordan bloc).
of magnitude for these various parameters are given and
commented in Part I [1]. As demonstrated in ref. [17],
the intracavity field can be expanded as
ψ(θ, τ) =
√
2g0
∆ωtot
∑
`
A∗` (τ)e[i(`−`0)θ+i
1
2β(`−`0)2τ] , (2)
where A` corresponds to the normalized modal fields
introduced in refs. [13, 14].
The equilibria ψe of Eq. (1) obey
F 2 = [1 + (ρ2 − α)2]ρ2 ≡ G(α, ρ) . (3)
with ρ = |ψe|2. This cubic equation in ρ only has
one solution when α <
√
3 (always stable). When
α >
√
3, there are three equilibria ρ1 ≤ ρ2 ≤ ρ3 when
F 2 ∈ [F 2−(α), F 2+(α)], with F 2±(α) = G[α, ρ±(α)] and
ρ±(α) = [2α±
√
α2 − 3]/3. The intermediate solutions is
always temporally unstable while the extremal solutions
are always stable (hysteresis).
B. Spatial bifurcations
The spatial bifurcation study in the anomalous GVD
case is more complex than in the normal GVD regime be-
cause several solutions of interest depend on the bound-
ary condition. Disregarding the finiteness of the θ-
domain is therefore not a correct assumption most of
the time. However, since both the modal expansion and
the spatiotemporal models already gave a solid theoret-
ical understanding of the effects induced by the peri-
odic boundary conditions, we can combine these previ-
ous knowledge with the fixed-points eigenvalue analysis
in order to gain detailed understanding of the various
solutions of the system.
As for the normal GVD case, we set ∂τψ ≡ 0 and in-
troduce the intermediate variables φr,i = ∂θψr,i in order
4FIG. 2: (Color online) Bifurcation diagram (not at scale). The areas are labelled using Roman numbers (I, II, and III). The
lines are labelled using capital letters, and line A stands for the limit ρ = 1 (dashed line in the figure), B stands for F 2+(α),
and C standing for F 2−(α). The points are labelled using low-case letters (a and b). Both areas and lines can be divided in
sub-domains (I1, I2, A1, B1, etc.) Note that the system has three equilibria (three quadruplets of eigenvalues) in the area I,
one equilibrium outside (one quadruplet), and two on the boundaries (two quadruplets). Black eigenvalue pictograms denote
a bifurcation according to Table I, while grey pictograms do not.
to rewrite the LLE under the form
∂ψr
∂θ
= φr (4)
∂φr
∂θ
=
2
β
(ψ3r + ψ
2
i ψr − αψr − ψi) (5)
∂ψi
∂θ
= φi (6)
∂φi
∂θ
=
2
β
(ψ2rψi + ψ
3
i − αψi + ψr − F ) , (7)
where ψ = ψr + iψi, with ψr and ψi being the real and
imaginary parts of ψ, respectively.
The Jacobian matrix around an equilibrium ψe =
ψe,r + iψe,i is
J =

0 1 0 0
2
β (3ψ
2
e,r+ψ
2
e,i−α) 0 2β (2ψe,rψe,i−1) 0
0 0 0 1
2
β (2ψe,rψe,i+1) 0
2
β (ψ
2
e,r+3ψ
2
e,i−α) 0
 (8)
and the corresponding eigenvalues obey
λ4+
4
|β| (2ρ−α)λ
2+
4
|β|2 (3ρ
2−4αρ+α2+1) = 0 . (9)
Note that since β is negative here (anomalous GVD),
it has been rewritten as −|β| in order to facilitate the
comparison with the normal dispersion case studied in
Part I [1].
For being of fourth polynomial order, Eq. (9) will al-
ways yield a quadruplet of eigenvalues for each solution.
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FIG. 3: (Color online) Supercritical Turing patterns (so-
called soft excitation). The parameters are α = 1, β = −0.04,
and ρ = 1.2 [the pumping power F 2 can be directly calculated
using Eq. (3)]. (a) Transient dynamics. (b) Final pattern in
the azimuthal direction. (c) 3D representation. (d) Corre-
sponding Kerr comb.
Hence, in α–F 2 plane, there will be one quadruplet in the
single-equilibrium area, three between the lines F±(α)2,
and two quadruplets onto these boundary lines. We ana-
lyze below the nature (real, pure imaginary or complex)
of the eigenvalues as a function of the sign of the discrim-
inant ∆ = 16(ρ2 − 1) of Eq. (9).
1. First case: ρ > 1
The solutions of the paired solutions of Eq. (9) are
λ2=− 2|β| [2ρ−α±
√
ρ2−1] . (10)
The product of these paired solutions is 3ρ2−4αρ+α2+1,
which corresponds to ∂G/∂ρ (see Eq. (3)).
Three sub-cases have to be considered depending on
the sign of ∂G/∂ρ:
• If ∂G/∂ρ > 0, the eigenvalues can be written as
(λ1,2;λ3,4) = (±a;±b) if 2ρ − α < 0 (eigenvalues
of Type 1); as (λ1,2;λ3,4) = (0; 0) if 2ρ − α = 0
(Type 2), and as (λ1,2;λ3,4) = (±ia;±ib) if 2ρ−α >
0 (Type 3).
• If ∂G/∂ρ = 0, the eigenvalues can be written as
(λ1,2;λ3,4) = (±a; 0) if 2ρ − α < 0 (Type 4); and
as (λ1,2;λ3,4) = (0;±ib) if 2ρ − α > 0 (Type 5).
The eigenvalues degenerate here to Type 2 when
2ρ− α = 0.
• If ∂G/∂ρ < 0, the eigenvalues have the form
(λ1,2;λ3,4) = (±a;±ib) (eigenvalue of Type 6).
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FIG. 4: (Color online) Subcritical Turing patterns (so-called
hard excitation). The parameters are α = 1.5, β = −0.04,
and ρ = 1.2 [the pumping power F 2 can be directly calcu-
lated using Eq. (3)]. (a) Transient dynamics. (b) Final pat-
tern in the azimuthal direction. (c) 3D representation. (d)
Corresponding Kerr comb.
2. Second case: ρ = 1
In this case, the solutions simply obey (double-root)
λ2=− 2|β| [2−α] . (11)
Hence, the eigenvalues can be written as (λ1,2;λ3,4) =
(±ia;±ia) when α < 2 (Type 7); as (λ1,2;λ3,4) = (0; 0)
when α = 2 (Type 2); and as (λ1,2;λ3,4) = (±a;±a)
when α > 2 (Type 8).
3. Third case: ρ < 1
Here, the eigenvalues are complex:
λ2=− 2|β| [2ρ−α±i
√
1−ρ2] . (12)
and they have the explicit form (λ1,2;λ3,4) = (a± ib; c±
id), here corresponding to Type 9.
III. BIFURCATION MAP
The classification of the eigenvalues of the various fixed
points in the α–F 2 plane performed in the preceding sec-
tion enables to obtain a stability map which is displayed
in Fig. 2. The various areas of this map are similar to
the ones we have obtained in the normal GVD regime [1],
where we had also explained that the θ → −θ symme-
try in our system imposes that the relevant bifurcations
should necessarily be reversible (see ref. [21], Chapter 4).
The following four bifurcations can emerge in Fig. 2:
6Fth
α < 41/30
Fth
(a) α > 41/30
Fth
(b)
FIG. 5: (Color online) Diagram showing the difference be-
tween supercritical (α < 41/30) and subcritical (α > 41/30)
pitchfork bifurcation towards Turing patterns. The contin-
uous line denotes a stable amplitude while the dashed line
stands for a unstable steady state. (a) In the supercritical
case, no Kerr comb is possible below the threshold pump
power F 2th. Above this threshold, the sidemodes of the Kerr
comb can continuously grow from infinitesimally small to sig-
nificantly large as the pump is increased. The stable equilib-
rium and the Turing pattern are never simultaneously stable.
This excitation mode is sometimes referred to as soft. (b) In
the subcritical case, Kerr comb is possible in a small inter-
val below the threshold pump power F 2th. Moreover, in the
small interval below F 2th where the comb can be excited, a
stable Turing pattern does coexist with the equilibrium solu-
tion (bistability). As a consequence, the transition from the
flat state to the Turing pattern is abrupt, and the sidemodes
of the comb can not be infinitesimally small. This excitation
mode is sometimes referred to as hard.
• 02 bifurcation: also referred to as Takens-Bogdanov
bifurcation, it arises when a quadruplet of eigenval-
ues is of Type 4. This bifurcation occurs here along
the line B1.
• 02(iω) bifurcation: it corresponds to a quadruplet
of Type 5, and it is present in our system in the
lines B2, C1 and C2 .
• (iω)2 bifurcation: also known as the “1 : 1 res-
onance” or the “Hamiltonian Hopf” bifurcation,
it emerges when a quadruplet of eigenvalues is of
Type 7. In Fig. 2, it corresponds to the lines A1
and A2.
• 04 bifurcation: this co-dimension 2 bifurcation
arises when a quadruplet of eigenvalues degener-
ates to the origin (Type 2). This situation is only
witnessed at the point a ≡ (2, 2).
Note that in the pictograms of Type 3 and 6, some
eigenvalues are located on the imaginary axis, leading
to the so-called (iω1)(iω2) and (iω) bifurcations respec-
tively. However, because of the θ → −θ reversibility of
the system, these eigenvalues stay on the imaginary axis
and impede the transversality condition to be fulfilled.
These bifurcations therefore dynamically irrelevant in our
system and have not been highlighted in Table I [1].
These four bifurcations are exactly those that were ob-
tained in the normal GVD case. However, the eigenvalue
structure in the anomalous GVD case is totally different:
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FIG. 6: (Color online) Numerical simulations showing the
super-critical and sub-critical nature of the Turing patterns
as the detuning parameter α is varied across the critical value
αcr = 41/30. The other parameters are β = −0.04 and ρ =
1.2. (a) Growth of the pattern for the super-critical case,
where α < αcr. It can be seen that after a critical value
given by F 2th = 1 + (1 − α)2, the amplitude of the pattern
grows smoothly. (b) Growth of the pattern in the sub-critical
case, with α > αcr. Here, the hysteresis area can clearly be
identified when α is first smoothly swept upwards, and then
downwards. Note that the hysteresis area increases with the
detuning α− αcr.
all the eigenvalues are rotated by 90◦, because the eigen-
values of the normal and anomalous GVD regimes only
differ by a multiplicative factor i = ei
pi
4 .
This essential difference is the one that explains the
intrinsically different dynamics that can be witnessed in
both dispersion regimes: very limited in the normal dis-
persion case, and very rich when the dispersion is anoma-
lous. For example, it was shown in Part I [1] that no
Kerr comb generation was possible for α <
√
3 because
the line A1 had eigenvalues of Type 8, which does not
correspond to a bifurcation. However, in the anomalous
GVD regime, this same line corresponds to eigenvalues
of Type 7, that is, to a (iω)2 bifurcation. This bifurca-
tion at ρ = 1 = |ψth|2 has been studied in much detail
in ref. [14] using a modal expansion approach, and it was
shown that it corresponded to the generation of the so
called primary comb. Further analysis shows that this bi-
furcation corresponds in fact to modulational instability
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FIG. 7: (Color online) Determination of the parametric (or
MI) gain in the system, with the parameters α = 1 and β =
−0.04. (a) Positive gain is experienced in the system when
the figurative point is in the shaded area of the plane l–ρ, and
negative gain is experienced in the white area. The densely
dotted line within the shaded area indicate the location of
the maximum gain. For a fixed value of ρ (that is, of the
pump power F 2), the corresponding horizontal line intersects
the gain area when ρ > 1, and thereby delimit the modes ±l
which can grow through MI. (b) MI gain corresponding to
the three pump levels of (a). Note that as the pump power is
increased, the maximum gain mode is shifted away from the
pump, and the MI gain bandwidth is both shifted outwards
and increased as well.
and leads to azimuthal Turing patterns [3].
From a more general perspective, it appears that at
the opposite of what was observed in the normal GVD
regime, Kerr combs can emerge in the anomalous GVD
regime for any value of the cavity detuning α. The va-
riety of solutions that can be obtained depending on the
parameters and on the initial conditions is analyzed in
detail in the following sections.
IV. TURING PATTERNS
Pattern formation in systems dynamically described
by partial differential equations was investigated for the
first time by Alan Turing in his seminal work of morpho-
genesis [22].
In our system, the so-called Turing patterns originate
from the (iω)2 bifurcation arising at ρ = 1 for α < 2
(lines A1 and A2).
In this section, we will mainly focus for the sake of sim-
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FIG. 8: (Color online) Formation of bright solitons. The
parameters are α = 2, β = −0.004, and ρ = 0.7. (a) Transient
dynamics. (b) Final pattern in the azimuthal direction. (c)
3D representation. (d) Corresponding Kerr comb.
plification on the case α <
√
3 where this bifurcation is
the only one that can occur in the system (portion of line
A1). The emergence of Turing patterns has been studied
in ref. [14] with a modal expansion approach (where they
induced the so-called primary combs), and compared to
experimental measurements in ref. [3]. In the general
case of pattern formation in LLE equations, an abun-
dant literature is indeed available and include for exam-
ple refs. [23, 24] (and references therein), and refs. [25–28]
for example focus on the special case of spatial solitons
where the laplacian term stands for diffraction instead of
dispersion.
In our case, it can be shown that Turing patterns
emerge following two different scenarios, either follow-
ing a supercritical bifurcation (soft excitation), or a sub-
critical bifurcation (hard excitation), which are analyzed
hereafter.
A. Supercritical and subcritical Turing patterns
The super- of subcritical nature if the Turing patterns
originating form the LLE was already foreshadowed in
the original work of Lugiato and Lefever [19]. It has later
on been studied extensively by several research groups in-
vestigating dissipative structures in nonlinear optical cav-
ities, and two recent noteworthy works on this topic are
refs. [29, 30]. The essential difference between a super-
and a subcritical pitchfork in our context is explained in
Fig. 5, and it depends on how the comb emerges around
the threshold pump power
F 2th = 1 + (1− α)2 (13)
which is obtained from Eq. (3) by setting ρ = |ψth|2 = 1.
The numerical simulation of the LLE shows in Fig. 6 that
effectively, as the critical value αcr = 41/30 is crossed, the
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FIG. 9: (Color online) Formation of a soliton molecule. The
parameters are exactly those of Fig. 8, and only the initial con-
dition has changed (more powerful pulse). It can be inferred
that a soliton is in fact a pulse isolated from a sub-critical
Turing pattern, and that a soliton molecule corresponds to
several of such pulses. (a) Transient dynamics. (b) Final pat-
tern in the azimuthal direction. (c) 3D representation. (d)
Corresponding Kerr comb. (e) Soliton molecule formed with
5 solitons obtained with a different initial condition. (f) Soli-
ton molecule formed with 7 solitons obtained with a different
initial condition.
growth of the Turing rolls undergoes a structural change
which is mathematically explained by the paradigm of
super- and sub-critical pitchfork bifurcations.
On the one hand, a supercritical bifurcation to Turing
patterns occurs when α < 41/30. In this case, the unique
equilibrium ψe is stable when below the threshold pump
power F < Fth and unstable when F > Fth, leading
to the emergence of the Turing pattern (primary Kerr
comb in the spectral domain). Above the pump threshold
Fth, the sidemodes of the Kerr comb can continuously
grow from infinitesimally small to significantly large as
the pump is increased. However, the equilibrium and
the Turing pattern are never simultaneously stable. The
formation of these supercritical patterns is displayed in
Fig. 3. It is interesting to note that the rolls are smooth,
and yield a Kerr comb characterized by isolated spectral
lines with multiple FSR separation, the multiplicity being
equal to the number of rolls.
On the other hand, a sub-critical bifurcation to Turing
patterns arises when α > 41/30. Here, as for the su-
percritical case, the equilibrium ψe is stable for F < Fth
and unstable above. However, Kerr comb is possible in a
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FIG. 10: (Color online) Coexistence of two soliton molecules
in the resonator. The parameters are those of Fig. 8. (a)
Initial conditions and final state. (b) Corresponding Kerr
comb.
small range below the threshold pump power F 2th. Hence,
in the small interval below F 2th where the comb can be
excited, a stable Turing pattern does coexist with the
equilibrium solution. This situation creates a bistability
and also induces hysteresis, as the dynamical state of the
system will not be the same if the pump is adiabatically
increased comparatively to when it is decreased. The
consequence of this bistability is that the transition from
the equilibrium to the Turing pattern is abrupt, and the
sidemodes of the Kerr comb can not be infinitesimally
small as it was the case for the supercritical case. Fig-
ure 4 shows the formation of these sub-critical patterns.
At the opposite of the super-critical rolls, small pedestals
can be observed in this case, and the rolls also appear to
be sharper.
In the context of Kerr comb generation, the super- and
sub-critical bifurcation have sometimes been referred to
as soft and hard excitation modes, respectively [31]. It is
also noteworthy that the Turing patterns beyond α =
√
3
are still sub-critical: however, the eigenvalue structure
becomes more complex because this area in the param-
eter space α–F 2 can encompass multiple-equilibria and
the four types of bifurcations listed in Sec. III. This is the
area where bright cavity solitons and related structures
can emerge. We will study these complex sub-critical
patterns the next sections.
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FIG. 11: (Color online) Soliton breathers. The parameters
are α = 4, β = −0.04, and ρ = 0.7 (F 2 = 7.54). (a) Time-
domain dynamics. (b) Maximal and minimal pulse-shapes.
(c) Color-coded visualization of the time-domain dynamics of
a soliton breather. (d) Color-coded visualization of the time-
domain dynamics of a complex structure corresponding to a
higher-order soliton breather.
B. Number of rolls in the Turing patterns
The number of rolls in the Turing pattern arising from
the (iω)2 bifurcation at ρ = 1 necessarily requires to
account for the boundary conditions. The reason is that
in this case, the patterns fill the whole θ-domain and
the number of rolls along the azimuthal direction has to
be an integer. Hence, the acknowledging for the modal
structure of the patterns is there particularly relevant to
understand this phenomenology.
According to the LLE, a perturbation δψ(θ, τ) of the
equilibrium (flat solution) ψe obeys the linearized equa-
tion
∂
∂τ
[δψ] = −(1 + iα)δψ + 2i|ψe|2δψ + iψ2eδψ∗
−iβ
2
∂2
∂θ2
[δψ] . (14)
Following Eq. (2), we can expand this perturbation ac-
cording to the ansatz
δψ(θ, τ) =
∑
l
al(τ) e
ilθ (15)
where l ≡ ` − `0 corresponds to the eigennumber of the
WGMs with respect to the pumped mode `0. The inter-
acting eigenmodes can therefore be synthetically labelled
as ±1, ±2, · · · , the mode l = 0 being the central mode.
After inserting the ansatz of Eq. (15) into Eq. (14), we ob-
tain an equation which can be used to perform an hermi-
tian projection in order to track the individual dynamics
of the modal perturbations al. A projection onto a given
mode l′ consists in multiplying the equation by eil
′θ, and
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FIG. 12: (Color online) Chaos. (a) 3D snapshot of a chaotic
state for α = 0, β = −0.04, and ρ = 1.9. (b) Corresponding
Kerr comb. (c) 3D snapshot of a chaotic state for α = 0,
β = −0.04, and ρ = 2.5. (d) Corresponding Kerr comb. (e)
3D snapshot of a chaotic state for α = 2, β = −0.04, and
ρ = 3. (f) Corresponding Kerr comb.
integrating the product from −pi to pi with respect to
θ. The result of this projection yields two equations for
the modal perturbations, which appear to be pairwise
coupled according to[
a˙l
a˙∗−l
]
=
[M N
N ∗ M∗
] [
al
a∗−l
]
, (16)
where the overdot stands for the derivative with respect
to the dimensionless time τ , while
M = −(1 + iα) + 2i|ψe|2 + iβ
2
l2
N = iψ2e . (17)
The eigenvalues of the matrix in Eq. (16) define if a small
signal perturbation (noise) in the modes ±l increases or
decreases with time. In particular, the real part of the
leading eigenvalue (the one with the largest real part)
can be viewed as the a gain parameter, which can be
explicitly written as
Γ(l) = <
{
− 1 +
√
ρ− 1
4
[
α− 2ρ− 1
2
βl2
]2}
, (18)
where ρ = |ψe|2.
At threshold, we have already demonstrated that ρ =
1. On the other hand, a mode l is excited through MI
10
when it experiences positive gain: the threshold gain can
therefore be defined by Γ = 0. Hence, we deduce from
the two preceding relations that at threshold, the two
modes ±lth with
lth =
√
2
β
(α− 2) , (19)
are excited through MI. This number also corresponds to
the number of rolls that will be observed in the temporal
domain. This analysis corresponds to the one that has
been performed in ref. [14] to explain the emergence of
the so-called primary comb.
From a more general perspective, the modes l that can
be directly excited by the pump are such that Γ(l) >
0. The modes ±lmgm for which the gain is maximal are
referred to as the maximum gain modes (MGM), and
they are found through the condition ∂Γ/∂l = 0, which
yields
lmgm =
√
2
β
(α− 2ρ) , (20)
Figure 7 graphically displays how the MI gain leads to
the emergence of a Turing patterns. When the system
is pumped above threshold (ρ > 1), two symmetric spec-
tral bands are created around the pump. The modes that
are the most likely to arise from noise are those who have
the largest gain, namely ±lmgm. Near threshold, only two
sidemodes (around ±lmgm ' ±lth) are generated and in
the temporal domain: the flat background becomes un-
stable and leads to the emergence of the rolls, which cor-
respond here to a sinusoidal modulation of the flat solu-
tion (from this phenomenology was coined the term mod-
ulational instability). However, as the pump is increased,
|lmgm| increases as well as it can be seen in Fig. 7(b).
But more importantly, higher-order sidemodes (harmon-
ics) are generated at eigennumbers ±k× lmgm, where k is
an integer number. As a consequence, the modulation in
the time domain is not sinusoidal anymore, but gradually
morphs into a train of sharply peaked pulses.
V. BRIGHT CAVITY SOLITONS
The existence of bright cavity solitons in nonlinear op-
tical cavities is a well documented topic. They arise as a
balance between nonlinearity and anomalous dispersion
(which defines their shape), and a balance between gain
and dissipation (which defines their amplitude).
Figure 8 displays the transient dynamics towards a cav-
ity soliton. The initial condition here is a very narrow and
small pulse, which grows and converges towards a soliton
characterized by a narrow pulse-width and small pedestal
oscillations. This soliton is sub-critical as it emerged for a
pump power for which the steady state is such that ρ < 1:
hence, it does not emerge for arbitrarily small (noisy)
perturbations of the intra-cavity background field. In
fact, it can be inferred that the soliton is a pulse that
has been “carved out” of a sub-critical Turing pattern.
This explains at the same time the sub-criticality and
the pedestal oscillations, which are indeed observable in
sub-critical Turing patterns when the detuning α is not
too close to the critical value 41/30. However, at the
opposite of Turing patterns, the bright soliton is a lo-
calized structure in the sense that it does not feel the
boundaries when they are at a distance that is signifi-
cantly larger than its pulse-width. Hence, the soliton of
Fig. 8(c) dynamically behaves as if its background had
an infinite extension. The spectrum of this soliton as pre-
sented in Fig. 8(d) has a single-FSR spacing and displays
hundreds of mode-locked WGMs. Such solitons have also
been observed experimentally in recent experiments [32].
It is also known that the spectral extension of this comb
becomes larger as the pulses are narrower: this situation
is observed when β → 0 as discussed in Sec. IX.
VI. BRIGHT SOLITON MOLECULES
When the parameters lead to the formation of super-
critical Turing patterns, the final steady-state is invari-
ably the same patterns regardless of the initial conditions
(provided that there is no zero-energy mode at τ = 0).
For sub-critical structures, the situations is indeed very
different, as the final output critically depends on the
initial conditions.
As far as solitons are concerned, the initial conditions
can lead to single-peaked pulses as displayed in Fig. 8.
However, more energetic initial conditions can lead to
the formation of multi-peaked solutions that which are
here referred to as soliton molecules. These molecules
can be considered has a limited number of pulsed carved
out of a sub-critical Turing pattern. Figure 9 shows how
the three-peaked soliton molecule is formed. This dissi-
pative structure is subcritical and localized, exactly as
the single soliton. The corresponding Kerr comb is also
characterized by a single-FSR spacing, but in this case,
at the opposite of what is observed in the single-peaked
soliton case, the spectrum displays a slow modulation.
For a pulse-like excitation, the number of solitons in a
molecule can be controlled by the energy
E =
∫ pi
−pi
|ψ(θ, τ = 0)|2 dθ , (21)
and it can be shown that the number of solitons in
the molecule is governed by a snaking bifurcation. Fig-
ures 9(e) and (f) display soliton molecules with 5 and 7 el-
ements, respectively, and larger numbers can be achieved
as long as the molecule is blind to the finiteness of the
θ–domain.
It is also noteworthy that different soliton molecules
can coexist inside the disk. Such composite structures
can be obtained for example using initial conditions as
displayed in Fig. 10(a). The corresponding Kerr combs
look noisy, and might even wrongfully be considered as
“chaotic”: however, in the time domain, the pattern is
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FIG. 13: (Color online) Bifurcation diagram at scale, showing the parameters leading to various stationary solutions. Beside
equilibria (flat solutions), the possible solutions are Turing patterns (super- and sub-critical), solitons (and soliton molecules),
breathers, and chaos. The connection between solitons and sub-critical Turing patterns appears clearly. Note that solitons
and soliton complexes are localized in the same area of this parameter space since only the initial conditions define if the final
steady-state will be of one kind or of the other.
perfectly periodic and deterministic. Genuinely chaotic
spectra will be studied in Sec. VIII.
Note that if N individual and non-interacting bright
solitons are exactly separated by an angle of 2pi/N in
the θ-domain, the resulting Kerr comb will feature a
multiple-FSR structure (exactly like the spectra of Tur-
ing rolls). These kind of structures were presented in
ref. [1] with dark solitons.
VII. BREATHING SOLITONS
An interesting solution that can be obtained in the
LLE is the breather soliton [33, 34]. It consists in a soli-
ton whose amplitude varies periodically in time. How-
ever, this period of the breathing is very low, and is of the
order of the photon lifetime. In the spectral domain, the
comb corresponding to a single breathing soliton looks
like the one of a normal (steady) soliton, except that
there are modulation side-bands inside the modal reso-
nance linewidths.
As displayed in Fig. 11(a) and (b), the breather soli-
ton oscillates in time and it approximately keeps the same
pulse-width. Figure. 11(c) shows the oscillating behav-
ior at a larger timescale, and it can be observed that this
breather soliton is a localized structure that is boundary-
blind. On the other hand, Fig. 11(d) presents a higher or-
der breather soliton with a complex structure consisting
of multiple peaks that are not oscillating in synchrony.
Actually, these soliton breathers can have a very wide
variety of shapes and oscillation behaviors depending on
the initial conditions.
VIII. CHAOS
It is well known that chaos can potentially arise in
any nonlinear system with at least three degrees of free-
dom. The LLE is indeed a highly nonlinear and infinite-
dimensional system, and in fact, the phenomenology of
interest (Kerr comb generation) for us essentially relies
on the nonlinearity.
From a practical viewpoint, almost all high-
dimensional and nonlinear systems display chaos when
they are strongly excited. Chaos in Kerr combs has been
unambiguously spotted both theoretically and experi-
mentally in ref. [13], where the Lyapunov exponent had
been computed and shown to be positive under certain
circumstances. Another study on this topic is ref. [35].
From the preceding sections, at least two routes to
chaos can be identified in this system.
The first route corresponds to unstable Turing pat-
terns. In Figs. 12(a) and (b) shows that in that case,
the Kerr comb is made of very strong spectral lines cor-
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responding to the primary comb, and apparent spec-
tral lines standing in between, and which are the sig-
nature to what was referred to as the secondary comb in
refs. [13, 14]. Hence, in this case, the route to chaos as the
pump power F 2 is increased is a sequence of bifurcations
starting with the primary comb which becomes unstable
and leads to the emergence of a secondary comb; later
on, higher-order combs are sequentially generated until a
fully developed chaotic state is reached, as it can be seen
in Figs. 12(c) and (d).
The second route to chaos corresponds to unstable soli-
tons. Here, as the pump power is increased, the solitons
become unstable and the system enters into a “turbu-
lent” regime characterized by the pseudo-random emer-
gence of sharp and powerful peaks, as it can be seen in
Figs. 12(e). This kind of chaos is very likely give birth in
the WGM resonator to the extreme events referred to as
rogue waves.
IX. INFLUENCE OF THE DISPERSION
PARAMETER β
The bifurcation map displayed in Fig. 2 in the α–F
plane disregards the effect of the magnitude of the dis-
persion. Indeed, the effect induced by the value of |β|
depends on the localized or non-localized nature of solu-
tion under study.
More precisely, if we consider both super- and sub-
critical Turing patterns (non-localized structures) the ef-
fect of decreasing |β| is straightforward as it increases
the number of rolls according to Eq. (20) just above the
pump. However, as the pump is increased beyond the
bifurcation, such a decrease of |β| also reduces the pulse-
width of the individual Turing rolls in the sub-critical
case. As far as solitons are concerned (localized struc-
tures), the effect of reducing |β| is essentially to decrease
the pulse width of the solitons. Sub-critical Turing pat-
terns and solitons have the same behavior in this regards,
and this is a direct consequence of the fact that they are
intimately connected from a topological point of view. It
should be noted once again that reducing the magnitude
of second order GVD to arbitrarily small values can in-
creases the relevance of higher-order dispersion terms in
the Lugiato-Lefever model [17].
A general consequence of a decrease in |β| is that as
the patterns have a narrower pulse-width, and as we
commented in Part I [1], this will generally allow for the
excitation of a large number of solitons in the cavity.
Accordingly, the corresponding Kerr comb spectra will
also display a higher complexity.
X. CONCLUSION
In this article, we have investigated the bifurcation
structure of the Lugiato-Lefever equation which is used
to model Kerr comb generation using WGM resonators.
We have focused on the case of anomalous dispersion and
our analysis has evidenced a plethora of possible steady
states. Turing patterns arise in the system through a
(iω)2 bifurcation, and they can be characterized by their
super- or sub-critical nature. The threshold for these
patterns can be analytically determined, as well as the
number of rolls. We have also been able to determine ana-
lytically the parametric gain allowing modulational insta-
bility. We have also shown how the super- or sub-critical
nature of the patterns affect their temporal dynamics and
the way they can be excited. Our investigations have also
enabled to analyze the formation of solitons. We have
shown that more complex structures, referred to a soli-
ton molecules, can be generated as well in the system,
and can eventually coexist along the azimuthal direction
of the resonator. Breather solitons have been analyzed
as well, and we have also investigated the emergence of
chaos in the system. The complexity of the related Kerr
combs has also been studied and discussed. Future work
will be devoted to the investigation of the effect of higher-
order nonlinearity and dispersion [17, 36, 37], and to the
tailoring of the spectral characteristics of the combs for
various technological applications [38–40].
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