The blood oxygen level dependent (BOLD) fMRI signal is influenced not only by neuronal activity but also by fluctuations in physiological signals, including respiration, arterial CO2 and heart rate/ heart rate variability (HR/HRV). Even spontaneous physiological signal fluctuations have been shown to influence the BOLD fMRI signal in a regionally specific manner. Consequently, estimates of functional connectivity between different brain regions, performed when the subject is at rest, may be confounded by the effects of physiological signal fluctuations. In addition, resting functional connectivity has been shown to vary with respect to time (dynamic functional connectivity -DFC), with the sources of this variation not fully elucidated. The effect of physiological factors on dynamic (time-varying) resting-state functional connectivity has not been studied extensively, to our knowledge. In our previous study, we investigated the effect of heart rate (HR) and end-tidal CO2 (PETCO2) on the time-varying network degree of three well-described RSNs (DMN, SMN and Visual Network) using mask-based and seed-based analysis, and we identified brain-heart interactions which were more pronounced in specific frequency bands. Here, we extend this work, by estimating DFC and its corresponding network degree for the RSNs, employing a data-driven approach to extract the RSNs (low-and high-dimensional Independent Component Analysis (ICA)), which we subsequently correlate with the characteristics of simultaneously collected physiological signals. The results confirm that physiological signals have a modulatory effect on resting-state, fMRI-based DFC.
I. INTRODUCTION
Functional Connectivity analysis, i.e. investigating the correlation of neuroimaging signals between different brain regions [1, 2] , has gained a lot of popularity in the past few years as a tool for advancing our understanding of the synchronized variations in the neuronal activity of a network of brain regions. Even in the case of Resting State (RS) fMRI, intensity have been shown to be correlated between functionally related areas. Related to RS fMRI studies, where the signal modulations are measured in the absence of a task, low frequency (< 0.1Hz) fluctuations in the fMRI signal recent discovery that spontaneous brain activity is not random noise but is particularly organized in resting state networks (RSNs) has created significant interest, as RSNs provide a way to probe brain function without needing explicit tasks to drive brain activity [3, 4] . Several studies have identified numerous consistent and distinct RSNs, including motor, auditory, visual, and attention networks [5, 6] , as well as the presence of RSNs using additional modalities such as electroencephalography and magnetoencephalography [7, 8] .
RSN studies are, however, hindered by the presence of non-stationarities which are directly attributable to neuronal activity. Besides neuronal fluctuations, a possible source of these non-stationarities is the fact that the fMRI bloodoxygen level dependent (BOLD) signal is also modulated by non-neuronal physiological variability (e.g. heart rate, arterial CO2, respiration). The impact of these variables on fMRI measurements and connectivity has been established [9] [10] . More specifically, the cerebral vasculature has been shown to be exquisitely sensitive to arterial CO2 fluctuations: spontaneous arterial CO2 fluctuations affect both cerebral blood flow in the middle cerebral artery [11] and the fMRI BOLD signal regionally [9] , [12] . Furthermore, slow changes in respiration depth and rate were found to significantly affect resting-state functional connectivity of the DMN [13] and HRV, as well as its low frequency and high frequency power components, have been shown to be correlated to regional BOLD signal variations [10] . RSN studies are particularly susceptible to the effect of physiological noise, since they are usually based on a single experimental trial [14] [15] .
The effect of physiological factors on resting-state DFC has not been studied extensively, to our knowledge. In our previous study [16, 17] , we investigated the effect of heart rate (HR) and end-tidal CO2 (PETCO2) on the time-varying network degree of three well-described RSNs and identified brain-heart interactions which were more pronounced in specific frequency bands using mask-based and seed-based analysis. Those approaches require some prior knowledge/assumptions for defining the corresponding regions of interest (ROI) and may, thus, introduce a bias to the results. To address this, in the present paper we extend this work by estimating DFC and its corresponding network degree for the DMN, visual and somatosensory RSNs with a data-driven approach. Specifically, we use low-and highdimensional Independent Component Analysis (ICA) to extract the RSNs, the properties of which we subsequently correlate with the simultaneously collected physiological 
II. MATERIALS AND METHODS

A. Experimental Data
The experimental data were collected at the Cardiff University Brain Imaging Centre (CUBRIC), where twelve healthy volunteers (7 male, aged 29.2 ± 4.6 years) underwent resting-state fMRI. A 3T scanner (General Electric) was used to perform the imaging. Head movement was minimized with a bite bar. During the resting-state scan, the subjects were instructed to keep their eyes closed and not to fall asleep. The duration of the experiment was 630sec, corresponding to 210time-points (TR=3sec). PETCO2 signal, RVT signal and ECG waveforms were recorded in parallel to the scanning experiment.
B. fMRI and Physiological Data Pre-processing
A processing pipeline was applied which was developed using FSL [18] and in-house-developed MATLAB scripts. The pre-processing of the experimental fMRI data consisted of various steps such as the skull removal for functional images using the BET function.
PETCO2 was recorded using a nasal cannula attached to a gas analyser (AEI Technologies). ECG waveforms obtained during the scan were used to extract the HR and HRV signals. Firstly, the raw signal quality was checked by using a Signal Quality Index (SQI) which labels every ten seconds of data as "reliable" or "unreliable", based on a set of physiologically-relevant checks, followed by QRS template matching [19] . For the subsequent computation and analysis, only time series which were labeled as "reliable" for more than 80% of the time were used. Subsequently, QRS detection was performed using the Hamilton and Tompkins algorithm [20] . The HRV signal at each beat was defined as the periods between consecutive R-peaks, while the HR signal was defined as the inverse of these periods multiplied by 60 -in units of beats/min. Spline interpolation at a frequency of 4 Hz (to account for the subsequent extraction of HF frequencies) was applied to obtain the final HR and HRV signals and subsequently filtering with a median filter in order to remove spurious spike artefacts. During the experiment, the volunteers during the fMRI duration wore 3 respiration belts in order to compare the position of different belts. For this study, only the inverted respiration signal was used.
C. Resting-state Dynamic Functional Connectivity Analysis 1) Independent Component Analysis
ICA analysis was carried out using FSL 5.0.9 MELODIC, whereby the three first volumes were regressed out from the analysis. The single-subject ICA was performed conventionally, using the entire timeseries consisting of all 210 brain volumes imaged [21] . In this ICA approach, two time-sliding window analyses were applied by using a length of 50 time lags (as determined in our previous study [16, 17] ) and a 1 or 10 time lag increment respectively. For each RSN of interest (DMN, visual and somatosensory), the average BOLD fMRI time series in each area within the RSN was correlated with the others in order to obtain a functional connectivity matrix within each window. Specifically, the cross-correlation between two time-series is estimated from finite data samples using the following sum:
where x, y are the two time series (in our case, fMRI time series corresponding to different regions), N is data length and m is cross-correlation lag. After obtaining crosscorrelation values (both the absolute maximum and the absolute average cross-correlation values within ±5lags were calculated) between all areas in the examined RSNs, the overall time-varying connectivity of the network was quantified by computing the graded network degree within each window. Specifically, the graded degree is defined as:
where M is the number of brain regions in the network and W ij are the absolute maximum (or average) correlation values (within ±5lags) between the network nodes i and j., whereby each node corresponds to a different region.
The power spectral density of the physiological signals was calculated within the same sliding windows by applying the Welch method [22] . The values of the graded network degree in each window were subsequently correlated to the time-varying power spectral density of the examined physiological signals.
Low Dimensionality ICA:
For the low-dimensionality ICA, a model order of 25 ICs was chosen, in line with previous studies and guidelines [23] . In general, using model orders around 20 provides a general picture of large scale brain networks. However, detection of some network components (i.e., S1, S2 (which are parts of the SMN), and striatum) requires higher model order estimation. Model orders between 30-40 have shown spatial overlapping of some IC sources [23] . The 25 ICs were first manually classified as RSNs or motion-related ICA components. To do this, the spatial map, time course and power spectrum of the time course for each component were used. Subsequently, ICA-AROMA, which is a robust ICAbased strategy for removing motion artifacts from fMRI data was used [24] .
High Dimensionality ICA:
For the high-dimensionality ICA, a dimensionality of 70 ICs was selected based on previous studies [23] showed that ICA analyses results are affected by model order selection. In addition, another study demonstrated that, in patients with seasonal affected disorder, the between-group differences measured with ICA increased with model order (reaching a maximum around 70 components) [25] .
These 70 components were subsequently classified by taking the lowdimensional RSNs as reference templates and using a spatiotemporal labeling criterion: the high dimensional component i was labeled as part of the low-dimensional component j with which it had the highest spatial overlap (using the fslcc function in FSL) as well as the highest temporal correlation (calculated with Spearman's correlation among single-subject time series). A component was classified as residual noise if all spatial overlap and temporal correlations were below a threshold empirically determined during the algorithm development by evaluating different values against manual classification (0.4 for spatial overlap and 0.4 for temporal correlation). Both the residual noise and the components form other networks or areas of the brain except the DMN, visual and somatosensory networks were ignored in subsequent analyses.
2) Wavelet Transformation
All the signals were interpolated at 4Hz to be consistent and a 7-level wavelet decomposition was applied to the physiological signals (Figure 1 ) in order to obtain the corresponding frequency decompositions and calculate correlations with the corresponding time-varying RSN degree within all the resulting frequency sub-bands. Note that the choice of wavelet basis function did not have a significant effect on our analysis. The results presented were obtained by using the Coiflets wavelet basis [26] . 
3) Correlation Coefficients
In all the cases, the modulating effect of time-varying total and band-limited power for all physiological signals (PETCO2, RVT, HR and HRV) on the time-varying RSN degree was quantified by calculating the Spearman rank correlation coefficient, which is suitable in our case due to the fact that our results are paired with respect to time (network degree versus time-varying physiological signal power). The analysis was performed on all 12 subjects (11 for HR analysis, as one subject did not satisfy the SQI mentioned above) and the mean and standard deviation of the resulting correlation coefficients over all subjects were calculated.
II. RESULTS
A. Resting State Dynamic Functional Connectivity Analysis 1) Low Dimensionality ICA
For the low dimensionality analysis, out of the 25 independent components, 9 RSNs were identified. Our analysis was then focused on the DMN, the somatosensory network (SMN) and the visual network (see Figure 2) .
A) B) C) Figure 2. Low dimensional components relative to the networks of interest selected for this study: A) the DMN, B) the visual network and C) the SMN
The Spearman correlation coefficients between timevarying DMN/SMN/Visual network degree and band-limited PETCO2/RVT/HR/HRV power for the 10 and 1 time lag sliding window increments are given in Table I These suggest the presence of temporal correlations between network degree and the band-limited power of the physiological signals. In more detail, the wavelet level A6 yielded higher values for the PETCO2 and RVT signals, whereas the wavelet level A4 yielded higher values for HR and HRV. The values obtained for HR and HRV were, as expected, very similar. The sliding window approach using one time-lag increment yielded slightly higher values compared to the 10 time-lag increments.
2) High Dimensionality ICA Components of interest, related to the DMN, Visual network and SMN (see Figure 3) were apparent in several subcomponents when high dimensionality ICA was performed. Out of the 70 independent components, we identified 47 sub-networks of RSNs and detected 22 RSNs in total, including the DMN, SMN, Visual, Auditory and Basal Ganglia networks. Both the total number of RSNs and the number of RSN sub-networks increased as a function of ICA model order. Specifically, in the low dimensionality ICA only 9 RSNs were identified.
A) B) C) Figure 3. High dimensional components relative to the networks of interest selected for this study: A) the DMN, B) the visual network and C) the SMN
The same procedure used for the low dimensionality ICA for the three mentioned RSNs (DMN, Visual network and SMN) was applied for the high dimensionality ICA. The band-limited power of all physiological signals (PETCO2, RVT, HR, HRV) was used to obtain the subsequent results. The Spearman correlation coefficients for the high dimensionality ICA between time-varying DMN/SMN/ Visual network degree and band-limited PETCO2/RVT/ HR/HRV power for the 10 and 1 time-lag increments are given in Table II . The correlations coefficients are averaged over all subjects (mean ± standard deviation). As can be seen from the above tables, results were overall in agreement with the low-dimensional ICA. As before, our results suggest the presence of temporal correlations between network degree and the band-limited power of the physiological signals. The wavelet level A6 (0-0.063Hz) yielded the highest values for the PETCO2 and RVT signals, whereas the wavelet level A4 (0-0.25Hz) yielded higher values for the HR and HRV. The sliding window using one time-point offset yielded slightly higher values against the 10 time-points offset.
III. DISCUSSION
The present study examines the modulation of dynamic, resting-state connectivity by physiological signal fluctuations. The results reveal a clear effect of time-varying signal power for PETCO2, RVT, HR and HRV on the timevarying network degree for three well-described RSNs: the default-mode, visual and somatosensory RSNs, revealing brain-heart interactions in the context of fMRI-based RSN connectivity studies. This effect was found to be more pronounced for the fluctuations in the physiological spectral content in specific frequency sub-bands (time-varying bandlimited power), as revealed by wavelet analysis. Despite the well-established effect of physiological signals on fMRI connectivity and particular RSN connectivity [9, 10] , [13] [14] [15] , the effect of time-varying properties of physiological signals on resting-state DFC has not been examined to a large extent. The significance of this is that it suggests that even moderate modulations in the power of these signals can considerably influence RSN analyses and that a significant source of dynamic variations in resting-state connectivity is physiological in nature. Given that resting-state (spontaneous) fluctuations of physiological signals such as PETCO2, RVT, HR and HRV are of small magnitude, they are not expected to significantly effect neuronal activity per se; therefore, the observed modulatory effects are likely physiological in origin.
ICA analysis was examined to define the RSNs of interest. Low dimensionality ICA was used to identify the most commonly observed RSNs and subsequently high dimensionality ICA was used to investigate subnetworks inside each RSN. The high dimensionality ICA yielded a larger number of components within each RSN, which were used to calculate the network degree compared to the low dimensionality approach. ICA model order selection significantly influenced the RSN characteristics. At high ICA model orders, a network may be 'split' into a number of subnetworks depending on the number of estimated ICA components. Thus, the choice of ICA model order is a crucial element in the analysis, especially in functional brain connectivity studies. Large-scale networks (i.e. low model order components) are compact and easy to identify and include networks such as the visual, auditory, sensory-motor, etc. At low model orders (e.g. < 25), signal sources tend to aggregate into singular components involving various neuroanatomically and functionally separate units. These units become detectable later as separate components at higher model orders.
Our results show that the wavelet decomposition yields considerably stronger correlations between network degree and physiological signal power, in agreement to our previous study using mask and seed-based analysis [16, 17] . Furthermore, the wavelet sub-bands that yielded the strongest correlations between time-varying degree and band-limited power were overall the same throughout our examinations. For PETCO2, modulations in very low frequency power (wavelet level A6 (0-0.0625Hz)) were found to have the clearer effect, which is consistent with the spectral characteristics of PETCO2 fluctuations [11] . For RVT, modulations were found to have the clearer effect in the same frequency range with the PETCO2 (wavelet level A6 (0-0.0625Hz)). For HR, a wider frequency band was identified (wavelet level A4 (0-0.25Hz)) reflecting the fact that HR has a richer spectral content than PETCO2. Finally, for the low and high dimensionality ICA analysis and sliding window analysis with a 1 time-lag increment, all the limited bands of the power of the physiological signals yielded the highest correlation values. This sliding window analysis helped to assess the DFC with a better resolution.
IV. CONCLUSION
The dynamic association between functional connectivity and physiological signals in the resting state have been investigated using both ICA to define the RSNs and slidingwindow analyses of functional connectivity. The finding of a significant correlation between functional connectivity and physiological signals could demonstrate potential factors underlying dynamic changes in resting-state connectivity. Following this, delineating the brain regions exhibiting such connectivity modulation may bring further insight into neural mechanisms underlying autonomic control mechanisms.
