This work presents efficient solution techniques for radiative transfer in the smoothed particle hydrodynamics discretization. Two choices that impact efficiency are how the material and radiation energy are coupled, which determines the number of iterations needed to converge the emission source, and how the radiation diffusion equation is solved, which must be done in each iteration. The coupled material and radiation energy equations are solved using an inexact Newton iteration scheme based on nonlinear elimination, which reduces the number of Newton iterations needed to converge within each time step. During each Newton iteration, the radiation diffusion equation is solved using Krylov iterative methods with a multigrid preconditioner, which abstracts and optimizes much of the communication when running in parallel. The code is verified for an infinite medium problem, a one-dimensional Marshak wave, and a two and three-dimensional manufactured problem, and exhibits first-order convergence in time and second-order convergence in space. For these problems, the number of iterations needed to converge the inexact Newton scheme and the diffusion equation are independent of the number of spatial points and the number of processors.
Introduction
Smoothed particle hydrodynamics (SPH) is a meshless approach to solving the hydrodynamics equations, in which the fluid is separated into discrete masses that are used as interpolation points (for an overview, see Refs. [1, 2] ). SPH has several good properties, such as automatic conservation of mass and enforced conservation of energy and momentum, flexible point topology, and Galilean invariance. Like mesh-based Lagrangian codes, the resolution of the problem follows the mass, but unlike mesh-based codes, SPH does not have issues with mesh tangling. Drawbacks of SPH include a lack of zeroth-order consistency (the interpolant cannot generally reproduce a constant exactly) [3] , the use of a relatively low-order, unlimited artificial viscosity for shock hydrodynamics [4] , and additional expense that comes from computing connectivity at each time step. There are extensions to SPH that correct some of these issues, such as moving least squares particle hydrodynamics [5, 6] and conservative reproducing kernel smoothed particle hydrodynamics [7] .
The thermal radiative transfer equations have been solved using a smoothed particle hydrodynamics discretization previously. The most popular method is implicit, two-temperature, flux-limited diffusion, first implemented in Refs. [8, 9] . These papers assume an ideal gas equation of state. In the latter paper, the system is reduced to solving a quartic equation per point within a Gauss-Seidel iteration scheme. There are other implementations of flux-limited diffusion, most of which have been applied to astrophysical problems [10, 11] . The form of the second derivative used most often for the radiation diffusion second derivative was first applied to heat diffusion [12] . The optically-thin variable Eddington factor equations with Eddington factors determined by source information (as opposed to by a full transport calculation) have been applied to cosmological simulation [13] . Similar methods that have been studied include ray-tracing [14] , Monte Carlo [15] , and neutrino flux-limited diffusion [16] .
Thermal radiative transfer couples the transport of photons with the hydrodynamic state. Common coupling techniques for the radiation and material equations include simple convergence of the residuals of both equations (including Newton-Krylov methods), using a single Newton iteration, lagging the nonlinear terms in the equation, predictor-corrector schemes, and linearization of the nonlinear emission source [17, 18] . The method used in this paper is based on nonlinear elimination methods, as described in Ref. [19] and applied to radiation diffusion in Ref. [20] .
The radiation diffusion and transport equations have also been solved using meshless methods other than SPH, including for coupled radiative transport and conductive heat transfer [21, 22, 23] , neutron transport [24] , and neutron diffusion [25, 26] . Many of these discretizations involve either relatively flat meshless functions (which increases accuracy but makes the system ill-conditioned) or integration of the meshless functions. The advantage of using the SPH discretization directly is that the same functions that are used for hydrodynamics can be reused for the radiation, without recomputing the topology.
The goal of this research is to make SPH radiation diffusion more efficient. This is done by improving the solution of the diffusion problem using fast and accurate preconditioners and applying material-radiation coupling methods that speed up the convergence of the radiation emission and absorption. With appropriate time step constraints, the solver is stable and exhibits first-order convergence in time and second-order convergence in space to analytic solutions and manufactured problems. The methods used here scale well with the number of points and under domain decomposition due to the use of fast multigrid solvers [27] , which also makes the method simple to implement on distributed architectures. The remainder of this paper is structured as follows. In Sec. 2, the SPH thermal radiative transfer equations are derived and discretized in time and space. In Sec. 3, the implementation of the equations is discussed. Finally, in Sec. 4, results for problems in one, two and three dimensions with known solutions are presented to verify the accuracy of the code. In Paper II, the full SPH radiation hydrodynamics equations are derived with appropriate radiation-material coupling terms, and results for full radiation hydrodynamics are presented.
The thermal radiative transfer equations
The thermal radiative transfer equations are
with the summation coefficients α and β and the variables t, time, The radiation transport equation has been integrated over all energy frequencies (the grey approximation) and integrated over angle to produce the first two angular moments. For the derivation in Paper I, the material is assumed to be stationary. The emission term is defined as
where the black body constant a is defined in terms of the Stefan-Boltzmann constant σ SB and the speed of light c as a = 4σ SB /c. Assuming the specific intensity is linearly anisotropic in angle, the pressure term becomes
where I is the tensor identity. Assuming that the time derivatives are neglected, the first angular moment of the transport equation [Eq. (1b)] can be solved for the radiation flux to get Fick's law,
Replacing the flux term in the zeroth angular moment equation [Eq. (1c)] with Fick's law and replacing the pressure term by the linearly anisotropic value results in the diffusion equation,
In the original radiation equations [Eqs. (1b) and (1c)], if the pressure were not isotropic, the radiation would propagate correctly at the speed of light. However, when the time derivative on the first moment equation is dropped, this adds an error that allows the radiation to propagate faster than the speed of light, |F | > cE. This effect can be prevented by applying a flux limiter λ to the diffusion equation,
With a constant λ = 1/3, the original equation is recovered. The flux limiter is usually written in terms of the constant R,
with examples such as the Levermore flux limiter [28] ,
and the Larsen flux limiter [29] ,
where k is a chosen constant. Both of these have the correct limits for diffusive regions (R → 0), which is the diffusion equation, and optically thin regions (R → ∞), which describes radiation propagating at the speed of light [30] ,
The Larsen flux limiter with k = 2 is used in most of the results in this paper.
Time discretization
The coupled material and radiation energy equations [Eqs. (1a) and (6) ] are discretized fully implicitly in time, using the nonlinear elimination methodology described in Ref. [20] . The derivation begins with the coupled material and radiation diffusion equations discretized using backward Euler,
where U = e E . Newton's method updates the state according to
where J is the Jacobian with respect to e and E,
and δ = [δ e , δ E ] is the change in the state variables and c v = ∂e ∂T is the specific heat capacity.
To simplify the Newton iteration, the Schur compliment of the Jacobian is taken, resulting in the Jacobian system
that can be solved first for δ E and then δ e . This system of equations can be first solved for δ E and then δ e . The solution in Eq. (13) combined with the update in Eq. (12b) is full Newton iteration without approximation. Noting that ∂ T B = 4aT 3 , the term J r,e J −1 m,e can be written in terms of the Fleck factor commonly used in implicit Monte Carlo [31] ,
which is used to forward-predict the emission source, as
Finally, the temperature is held constant in f during each time step, which results in an inexact Newton iteration scheme,
with the time step index n and the iteration index . When E n has converged, the terms involving f in the diffusion equation cancel out and the original, time-discretized diffusion equation is recovered.
Equations (12) represent the standard Newton solution method for the thermal radiative transfer equations. Here, a nonlinear acceleration technique from Ref. [20] is additionally applied. The following two functions are helpful in describing the iterative process of solving the equations,
where e and E represent the values to be solved for. Note the use of r † to distinguish the diffusion equation from the starting equation r. The solution of r † (e, E, E ) = 0 represents solving a spatially-coupled linear equation, as discussed in Sec. 3.1. Note that the value of the material energy in these equations is entirely dependent on the radiation energy, which means that a solution of r † represents an inexact Newton iteration of the full material and radiation energy system. After a solution of r † for the radiation energy, the material energy is updated by solving m (e * , E) = 0, which represents a nonlinear solve using Newton's method,
where ← represents an update to the value of e . This update is performed until e is converged. This differs from standard Newton iteration, where the material energy update would be done simultaneously with the radiation energy update and without solving m (e * , E) = 0 until e * is converged. The iterative solution procedure for these two equations is described in Alg. 1. The outer iterations, or the inexact Newton iteration of the material and radiation energy system, continue until the convergence criteria are met,
The inner iterations, or the iterations required to converge m and r within an outer iteration, use similar equations for determining convergence. As the absorption term appears with both E n, and E n, +1 , convergence is required for energy conservation to be preserved (see Sec. 2.5).
Introduction to smoothed particle hydrodynamics
Smoothed particle hydrodynamics involves interpolation of fields using kernels, which are functions centered at interpolation points. The initial assumption needed is that SPH kernels approximate delta functions, or
where h is the smoothing parameter that determines the width of the kernels
This also means that the integral of the kernel should be equal to one,
In practice, the h can depend on both x and x . The second assumption is that a set of kernels in space can be used to form a quadrature, with abscissas at the kernel centers x i and weights equal to the kernel volume V i . With these two assumptions, the kernels can be used to interpolate a function,
Here g j is the function evaluated at point j, g j = g (x j ), and · indicates an interpolated quantity. The interpolant is used to calculate derivatives of the field. This interpolant does not have the Kronecker delta property,
To approximate a derivative in SPH, another three properties are needed from the kernel: that the kernel does not intersect a boundary, that the derivative of the kernel is antisymmetric in x and x , and that the integral of the derivative of the kernel is zero. With these approximations, the derivative of a function can be approximated as
Note that because of the added g (x) term (which equals zero in integral form due to the derivative), this approximation of the derivative goes to zero for a constant function.
For a diffusion-like problem, a second-order series expansion for g (x) about x and g (x ) about x,
can be used to produce a commonly-used second-order approximation to the second derivative [1] ,
Like the first derivative approximation, the second derivative is zero for a constant function because the g terms cancel.
When discretizing an equation in SPH, the equation is first multiplied by the kernel W (x − x , h) and integrated, similar to the finite element method. The distinction is that the interpolant is only used to calculate derivatives. The terms without derivatives are approximated using the definition of the interpolant,
The terms with derivatives are approximated as derivatives of the interpolant, as in Eq. 23. The final step in an SPH discretization is to add constraints to match the free variables in the equations. This can be done by multiplying the equations by a delta function δ (x − x i ) and integrating, or equivalently, evaluating the functions at x = x i . This results in the fully-discrete approximations to Eqs. (21), (23) , and (25),
where
The smoothing length h connects the analytic kernel in Eq. (30c) with the SPH kernels,
In practice, the smoothing length is not constant and instead has discrete values at the SPH nodes. To retain symmetry in the derivatives [such that
, the kernel values are taken to be an average of the evaluations using these two smoothing lengths,
The Wendland functions [32] are one example of a kernel that can be used in SPH. The Wendland C4 kernel is used here,
with a dimensionally-dependent normalization constant k that is chosen such that Eq. (20) is satisfied.
Spatial discretization
To perform the spatial discretization, the material and radiation energy equations [Eqs. (17) ] are multiplied by
where · is the interpolant notation as defined in Sec. 2.3. The terms not involving derivatives can be approximated using Eq. (26), e.g.
The second derivative in the radiation energy equation can be approximated using Eq. (25),
with the diffusion coefficient
With these approximations, the material and radiation equations are
The material energy equation is independent for each point i, while the radiation energy equation for point i linearly couples to the radiation energy from nearby nodes. For more information on how these equations are solved, see Sec. 3.1.
Conservation
The coupled material and radiation equations [Eqs. (36) ] are conservative in energy to the tolerance of the nonlinear iteration process once converged. The quantity that is conserved is the total energy over all points, which is the material energy plus the radiation energy,
At convergence, e n, +1 ≈ e n, and E n, +1 ≈ E n, , which results in the simplified equations ρ i ∆t e n i − e n−1
Adding the two equations, multiplying by V i , and summing over i results in
Because the diffusion spatial derivative is antisymmetric about i and j, it disappears under summation over both i and j. This final equation says that any gains or losses in the total energy are as a result of specified sources. At equilibrium and absence external sources, both the material and the radiation equations reduce to an equilibrium absorption-emission rate at every point
Methodology
The thermal radiative transfer methods described here are implemented within the open-source SPH code Spheral, described at https://wci.llnl.gov/simulation/computer-codes/spheral and publicly available at https:// github.com/jmikeowen/spheral, although the radiative transfer methods are not available in the open source version. For access to the full code, including thermal radiative transfer and input scripts for the problems presented in this paper, please contact the authors. Spheral is written in C++ with a Python interface, which allows for simple addition of new physics in either programming language. The opacities, flux limiters, and equations of state can be chosen arbitrarily for subsets of the SPH points as needed, allowing problems with any number of distinct materials to be studied. In the succeeding examples Spheral's default method [33] for computing the smoothing scale per point (h i ) is used with the C4 Wendland kernel [Eq. (30c)]. The target radius of support is 4 points, i.e., the local smoothing scale for each point is chosen to be 4 times the local particle spacing.
Material and radiation energy solve
The iterative process in Alg. 1 [20] can be written in terms of operator matrices as
with the operators defined by M −1 (P ) Solve the nonlinear material equation, given a source P i ,
for each e i , D −1 (P ) Solve the diffusion equation, given a source P i ,
for all E i , 
the material energy is solved iteratively as
until converged, where k is the Newton iteration index. As the call to an external equation of state can be expensive, the temperature is updated for all points simultaneously, followed by an update of the material energy for each point independently. The iterative process in Eq. (43c) proceeds until convergence each time the M −1 operator is called. The radiation energy solve in Eq. (42) is done using the Hypre BoomerAMG preconditioner with GMRES [27] . Because the material properties (opacities, specific heats, hydrodynamic variables) are held constant within a time step, the preconditioner can be initialized once at the start of each time step and then reused each time the D −1 operator is called within the time step. The radiation energy E is used as an initial guess for the GMRES solver when calculating E +1 , which reduces the number of GMRES iterations as the solution nears convergence, as is discussed in Sec. 4.3.
Time step choice
Due to the implicit solve, the time step is updated not based on the propagation speed of the radiation, but instead based on the observed change in radiation energy over a time step. This is a heuristic for the stability and accuracy of one Newton step. The idea is to limit the fractional change in the material and radiation energies to some finite value and increase or decrease the time step according to the change from the previous time step. For example, for the material energy, the fractional change in energy is calculated as
where η target e is the target fractional change (η target e = 0.05 for the problems in this paper) andē n is the volumeaveraged energy,ē
Theē n in the denominator of the fractional change prevents points with very small radiation energy from dominating the time step when changing a small magnitude relative to the other points in the problem. Given the fractional change over the previous time step, a proposed time step is calculated as 
The same is process is done for the radiation energy E, and the time step is chosen to be the more restrictive of these, ∆t n+1 = min ∆t n+1 e , ∆t n+1 E , within the minimum and maximum time steps specified by the user. For more information on time stepping strategies for thermal radiative transfer with diffusion, including the one used here, see Ref. [34] .
Results
The results include three problems. The first is an infinite medium equilibrium test, which is designed to show that the material and radiation energies come to equilibrium at the correct rate, testing the time discretization, emission, and absorption. The second is the Su-Olson Marshak wave, which simulates the diffusion of a planar radiation source into a vacuum, additionally testing the diffusion rate of the radiation. The final problem is a manufactured solution that extends the results to two and three dimensions. The tolerances used for each of these problems are listed in Table 1 , with the inner tolerances referring to the convergence metric for ending the Newton solve for the material energy and the GMRES solve for the radiation energy and the outer tolerances used for ending the nonlinear elimination iteration process (see Sec. 3.1).
Infinite medium equilibrium test
The first problem involves a single material in an infinite medium in which the material and radiation energies are initially out of equilibrium. The units of length, time, temperature, and mass are chosen such that the absorption opacity σ a , speed of light c, black body constant a, and ratio of proton mass to the Boltzmann constant, m p /k B , are all one. The equation of state is chosen to be an ideal gas, which in these units is defined as
where µ is the molecular mass and γ is the heat capacity ratio. The problem can be written in the simplified unit system as a system of two ordinary differential equations,
These equations are solved using a fifth-order Radau IIA integrator [35] for comparison to the results given by the code.
The problem is run for two different cases, both of which have α = 1 and a density of ρ = 1, and in each case, the simulation proceeds until t end = 10, which allows the material and radiation energies to reach equilibrium. The first case starts with hot material and cold radiation, while the second starts with cold material and hot radiation, as shown in Table 2 . The time step is allowed to increase by up to an order of magnitude per time step, up to the limit set by the changing material and radiation energies, with a hard cap of ∆t max = 0.1 (see Sec. 3.2).
The first and second cases take, respectively, 779 and 155 time steps to reach the goal time. The results are shown in Fig. 1 . The reference and numeric solutions agree well for both problems. The L 1 relative error for this problem is calculated with an integral in time,
using Simpson's rule evaluated at the time steps. The error between the reference and numeric solutions for the first case (with hot material) is 3.32 × 10 −4 for the material temperature and 2.55 × 10 −4 for the radiation temperature. The error calculated in the same way for the second case (with hot radiation) is 1.22 × 10 −3 for the material temperature and 6.21 × 10 −4 for the radiation temperature. For a fixed time step ∆t, the error decreases linearly with ∆t as expected, as shown in Fig. 2 .
The relative error between the initial and final energies ranges from 1.11 × 10 −15 (hot radiation) and 4.44 × 10 −16 (hot material) for ∆t = 0.1 to 4.22 × 10 −13 (hot radiation) and 5.53 × 10 −13 (hot material) for ∆t = 0.0001, which is of the correct order given the outer tolerance of 10 −12 and inner tolerance of 10 −14 (Table 1 ).
Su-Olson Marshak wave
The second problem is a Marshak planar wave as described in Ref. [36] . The problem consists of a reflecting plane at x = 0.0 and a radiation source from 0 ≤ x ≤ x 0 that is turned on for 0 ≤ τ ≤ τ 0 , where x is a scaled distance and τ is a scaled time (z is used in the paper for physical distance). The problem is started with a material and radiation energy of 10 −5 so the heat capacity (an analytic c v ∝ T 3 ) is nonzero. The units for the problem are chosen such that σ t = 1, c = 1, and a = 1, which makes the scaled units referenced in the paper equal to the physical units (x = z and τ = t). The solution to the problem is semianalytic, and involves evaluating integrals to high precision over η ∈ [0, 1] for each spatial point at each time. For these results, due to the complicated structure of the solution near η = 1, a quadrature is first generated in ξ ∈ [−1, 1] and then transformed into η via the relation
in which the transformation becomes linear as → 0 and concentrates more points near η = 1 as increases.
A 5000-point Gauss-Legendre quadrature with = 3 works well for the specific problem considered below. The numerical result at the end time is compared to this semianalytic result using an L 1 error,
which differs from the standard approach of comparison to specific x and τ values tabulated in the paper. The parameters used for these results include an absorption fraction of c a = 0.5, a time scaling factor of = 1.0, a radiation source extent of x 0 = 0.5, and a scaled time at which the source is turned off of τ 0 = 10.0. The problem is run until τ = 100.0. The spatial extent of the problem is 0 ≤ x ≤ 100. The time evolution of the semianalytic and numeric solutions is shown in Fig. 3 . The spatial convergence results are shown in Fig. 4 for three different time steps. The code converges to the semianalytic result with second-order accuracy spatially as the point spacing decreases and with first-order accuracy temporally as the time step decreases, as we expect based on SPH spatial interpolation and backward Euler time integration.
Manufactured solution for material-radiation coupling
This problem tests the material-radiation coupling using the method of manufactured solutions (MMS). To apply MMS to Eqs. (36) , solutions for e and E are chosen for the equations,
with e 0 = 10 13 ergs·g −1 , E 0 = 7a (e 0 /c v ) 4 ergs·cm −3 , v m = 5 × 10 9 cm·s −1 , d m = 5 cm, and ω m = 1/16. The opacities are set to constant values of σ a = 0.05 cm −1 and σ s = 0.95 cm −1 . These solutions are inserted into the non-discretized equations [Eqs. (1a) and (6) ] to calculate sources, Q e and Q E . The solutions are chosen such that the magnitude of the individual terms in Eqs. (1a) and (6) is approximately equal, with the opposite time movement of the waves ±v allowing each individual piece of physics to dominate at certain times. The spatial extent of the problem is set to one full wavelength, or d m in each dimension (to allow for periodic boundary conditions), and the problem is run for one cycle, or until t end = d m /v m , using a time step of ∆t = t end /1000. At t end , the numerical solution is compared to the analytic solution in Eqs. (53) to calculate the L 1 relative error,
(with a similar equation for E).
The solution for the problem with 128 2 points is shown in Fig. 5 . At the end time, the solution should be equal to the initial condition. The relative error between the solution after one cycle (at 10 −9 s) and the manufactured solution for the specific thermal energy and radiation energy density is shown in Fig. 6 . The relative error is highest where the solution is lowest, with maxima of 0.006 for the specific material energy and 0.008 for the radiation energy. For much of the domain, the relative error is below 0.001 for both the material and radiation energy. At the end time, the relative difference between the starting and ending energy of the system is 1.67 × 10 −12 , which indicates good energy conservation. The L 1 error for the manufactured problem in 1D for several time step values is shown in Fig. 7 . The numeric solution converges to the manufactured solution with second-order accuracy in space and first-order accuracy in time (again as expected). For a time step of 2 × 10 −13 , the error in the radiation energy indicates second-order convergence for all values of point spacing. The error in the material energy, which only has spatial coupling through the radiation, is much more dependent on the time step for this problem than the radiation energy. As in the previous problems, the error decreases linearly with the time step, when not limited by the spatial error.
Based on the results in 1D, a time step of 4 × 10 −13 is chosen for the comparison of 1D, 2D, and 3D results up to 128 d points (for the dimension d). The convergence results for 1D, 2D, and 3D are shown in Fig. 8 . The 2D and 3D results have similar errors compared to the manufactured solution for similar spacing of points, although not identical due to differences in the interpolation functions for 2D and 3D, and also show second-order convergence when not limited by the time step.
While the number of processors used for each case was not chosen to show scaling with a constant number of points per processor or a constant number of total points, the performance results in Table 3 show some general scaling trends. In 2D, the small number of points per processor means that communication costs dominate, and adding more points per each processor helps reduce that cost. In 3D, the cases with 910 points per processor show around a 74 percent efficiency when the number of points and processors are quadrupled. With many more points per processor than the other cases, the 2,097,152-point problem on 576 processors runs with a similar efficiency to the 262,144-point problem in 288 processors. The number of outer iterations per time step is governed for this problem by the tolerance. For the tolerance given in Table 1 , the solver needed two outer iterations to converge (and a third to check for convergence) in each time step. The number of GMRES iterations per outer iteration is around 3-4 on average. At the start of a time step, when the guess for the material and radiation energies is based on the values from the previous time step, the number is generally higher, around 6-8. On the last outer iteration, the number of GMRES solves is 1, indicating that the guess from the previous iteration satisfies the diffusion equation.
The solution to the problem is the same at the start and end times, so despite adding and subtracting energy in certain regions of the problem, the initial and final energies should be equal. The relative error between the initial and final energy in 2D ranges from 6.35 × 10 −14 for the 256 points to 1.69 × 10 −12 for 16,384 points. For 3D, the relative error ranges from 1.33 × 10 −13 for 4,096 points to 4.53 × 10 −12 for 2,097,152 points. In both cases, the relative error is on the order of the tolerance for the radiation solve of 10 −12 and much lower than the tolerance of the coupled radiation and material energy solve of 10 −8 .
Conclusions and future work
The thermal radiative transfer equations with grey diffusion is discretized fully implicitly in time and solved using an efficient nonlinear elimination method that leads to fast convergence of the emission source. A standard SPH diffusion derivative is applied to the modified equations to form a fully discretized set of equations that are conservative in energy. The diffusion term is solved using optimized linear solvers, which permits good parallel efficiency.
The code is verified by comparison to three test problems with known solutions. The code gets the correct infinite medium behavior for either a hot material emitting radiation or a cold material absorbing radiation, with the expected first-order convergence in time. The results for a one-dimensional semianalytic Marshak wave problem are consistent with second-order spatial convergence. Finally, the code is run in 2D and 3D for a manufactured problem with sinusoidal radiation and material energy solutions traveling in opposite directions, which likewise exhibits second-order convergence in space and first-order convergence in time.
The diffusion discretization for SPH is stable and performs well, but lacks zeroth-order consistency. Other methods, such as reproducing kernel particle methods [37] and moving least squares particle hydrodynamics [5, 6] , do not lack the zeroth-order consistency and perform better near boundaries. Conservative reproducing kernel smoothed particle hydrodynamics is implemented in the SPH code used for these results [7] , and a similar diffusion discretization would make the hydrodynamics and radiation discretizations consistent. Other discretizations would also make the application of vacuum or incoming radiation boundary conditions more feasible.
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