Abstract. The contamination in the Gaia BP and RP spectra, caused by the LSF smearing, is a serious obstacle for the classification of stars since the contamination values at different wavelengths depend on temperatures, gravities, metallicities and interstellar reddenings of stars, and these parameters are unknown before the classification. This makes impossible to apply traditional methods for photometric classification of stars based on color indices or interstellar reddening-free Q-parameters. For determining contamination for the stars of 'normal' spectral sequence we propose the method of 'color equations', well known in stellar photometry. The equations connecting the decontamination correction at a chosen wavelength with the observed 'color indices' are derived. These equations make possible to determine decontamination corrections for unreddened stars with an accuracy of 0.01-0.02 mag in the wavelength range of 400-1000 nm. The equations are different for M-type stars which can be separated from stars of earlier spectral classes using the contaminated RP spectra and treated separately. The equations are valid not only for unreddened stars but also for stars affected by interstellar extinction up to A V = 3 mag. At shorter wavelengths (350-400 nm) the contamination is much larger and can be determined with lower accuracy.
INTRODUCTION
In the current project of the ESA orbiting observatory Gaia for the classification of stars the blue and red (BP and RP) low-dispersion spectra will be used (Brown 2007) . As was shown by Straižys et al. (2006a,b; hereafter Paper I) , the BP and RP spectra are affected by energy redistribution, arising from broad wings of the image profiles of stars, i.e., from line-spread function (LSF) which is the integrated point-spread function (PSF) across the spectrum. As a result, each pixel in the spectrum, in addition to the 'local' photons, contains 'alien' photons with the wavelengths corresponding to other pixels. Since the wings of stellar images in the focal plane are quite long, a considerable part of photons from the yellow-red spectrum fall on the ultraviolet and blue pixels and vice versa. The spectra became longer since a portion of photons is transported beyond the limiting wavelengths of the BP and RP response functions. This energy redistribution (or contamination by 'alien' photons) can be characterized by ratios of the 'local-to-alien' photon numbers or the corresponding magnitudes. The amount of contamination depends on the wavelength, on the star physical parameters (T eff , log g, [Fe/H] , peculiarity) and on its interstellar reddening (see also Straižys et al. 2007 , hereafter Paper II).
The contamination effect described above causes serious difficulties in the interpretation of the Gaia BP/RP spectra and their use for the determination of stellar parameters. The best way to handle this effect would be to exclude the contaminating photons at each wavelength and then to use the corrected spectra for the analysis of absolute energy distribution and the classification of stars. However, since the decontamination corrections (hereafter DCCs) depend in a complicated way on spectral types of stars and their interstellar reddenings, we do not know a priori which values of the corrections should be applied to the given star.
Since 2006, a considerable progress has been done in attempts to develop a method for removal of the LSF smearing from the BP and RP spectra (Montegriffo et al. 2007; Montegriffo 2009; Montegriffo & Bellazzini 2009 ). On the other hand, Bailer-Jones (2010a,b,c) has succeeded in creating an algorithm for the estimation of stellar parameters from contaminated spectra together with integrated magnitudes and parallaxes which will be provided by Gaia.
THE CONTAMINATION EFFECT FOR STARS OF DIFFERENT TYPES
In Paper I we have analyzed the original and the contaminated spectra simulated by A. G. A. Brown using the mean spectral energy distribution curves for various spectral and luminosity classes. We have found that the contamination values are largest in the wavelength ranges where either the intensity of the 'local' photons or the sensitivity of CCD (or both) are low. This happens in the wings of the BP and RP response functions, where the sensitivity falls down, or in the short wavelengths for cool and heavily reddened stars, where the intensity of the source radiation is low.
For analysis of the contamination we applied the Gaia BP/RP spectra calculated by A. G. A. Brown with LSF and without it. We have used the mean energy distributions from Straižys & Sviderskienė (1972) for 18 main-sequence stars from O8 V to M5 V types, 3 subgiants of spectral types G8-K0 IV, 14 giants of spectral types A5-M6 III and 14 supergiants of spectral types B0-M2 I. In the ultraviolet (300-360 nm), the spectra were corrected taking into account the data from the OAO-2, TD-1 and IUE results (Straižys 1996) . All the stars used for obtaining the average energy distributions were either unreddened or their energy distributions were dereddened according to color excesses. The energy fluxes were integrated into successive 5 nm bins, including spectral lines and bands. The BP/RP spectra were also calculated for the same stars with different interstellar reddenings corresponding to A V = 1, 2 and 3 mag. The extinction law from Cardelli et al. (1989) for R V = 3.1 was used.
For the calculation of the Gaia spectra, relative energy distributions were transformed to the photons/s/m 2 /nm scale for a star with the magnitude V = 0.0. Details of the calculation are described in Paper I. For the present study we have transformed photon fluxes (both with and without contamination) to stellar magnitudes and normalized them at each wavelength to the fluxes of unreddened O8 V type star.
Since the simulated BP/RP spectra were calculated in 2006, some changes in the optical design of the Gaia system were introduced. To investigate possible consequences, we compared the DCCs of 2006, based on SEDs of real stars, with DCCs calculated with the GIBIS 7.1 (Gaia Instrument and Basic Image Simulator, Babusiaux et al. 2010) for model stellar atmospheres. The agreement of both sets of DCCs is quite good, so we concluded that our data of 2006 are suitable at least for the qualitative analysis of decontamination methods.
In Figures 1-7 we show the original and the contaminated BP and RP spectra of the main-sequence stars of spectral types O8 V, A0 V, F0 V, G0 V, K0 V, M0 V and M4 V exhibiting different degrees of contamination. Each figure contains both BP and RP spectra normalized to 1.0 at maximum. The black curves include only the pixel-size integration, these spectra represent the measurements with a 'perfect' instrument. The red curves additionally include all the smearing effects related to the image profile. It is evident that the inclusion of the LSF smearing leads to a considerable photon redistribution effect. The effect is always more significant in the BP spectra.
THE APPROACH OF COLOR EQUATIONS
The Gaia spectra may be treated as a multicolor photometric system formed by several tens of narrow-band passbands. However, the spectra can be used for determining physical parameters of stars applying traditional photometric quantities (color indices, color excesses, interstellar reddening-free Q-parameters) only after their decontamination.
Response curves of the pixels (or their groups) in the Gaia contaminated spectra can be treated in analogy with the response curves of a narrow-band system having very long transmittance wings. Some analogy can be noted with the interference filters in which wings have not been blocked by additional glass filters or spectrum splitters. Another similar examples are glass or interference filters in which a secondary transmittance is present at some distance from the main passband. An example is the U filter of the Johnson UBV system which has a secondary transmittance bump in the red spectrum at 700 nm (so-called 'red-leak').
This resemblance of the Gaia passbands and the 'winged' passbands of a narrow-band photometric system allows to apply the methods which are used in traditional photometry for the transformation of 'instrumental' magnitudes to the standard system. For example, we may apply the concept of so-called 'color equation' where the difference of two magnitudes ('standard' and 'instrumental') is treated as a function of one or more color indices:
If the dependence is not linear, more terms with square or higher powers can be added. Usually the main color index, most sensitive to the temperature, is taken, others can take account for luminosity or metallicity differences. The equations give the best results in the spectral regions where the dependence of the main color index on the temperature and the interstellar reddening is similar. If both laws in this spectral range are different, we expect that reddened stars will deviate from the dependence given by Equation (1).
The accuracy of magnitude transformation by a color equation depends on the character of spectral energy distribution (SED) where the standard and the instrumental magnitudes are located. If the SED is smooth, the transformation can be achieved with a good accuracy, of the order of ± 0.01 mag. If the SED in the region, where the transformed magnitudes are located, is complicated (a strong spectral line, a crowding of lines, or a jump) then it is quite difficult to achieve good accuracy even with a few color indices used in Equation (1). In this case the account of interstellar reddening also becomes more complicated, and this reduces the transformation accuracy. Figure 8 shows six examples of the contamination dependence on 'color indices' in the BP spectra. In all diagrams on the 'y' axis we plot differences of color indices (m i − m 545 ) − (m i − m 545 ) LSF , which are DCCs of color indices with the first magnitudes different and the second magnitudes identical (at 545 nm). On the 'x' axis we plot the contaminated color indices for which the contamination is given on the 'y' axis. The exception is Fig. 8f , where on the 'y' axis we plot the contamination of the magnitude m 5 45. DCCs were determined for six passbands with the mean wavelengths approximately corresponding to those of the Vilnius photometric system capable to classify in temperatures and luminosities any selection of stars with different interstellar reddenings (Straižys 1992) . The Vilnius passbands with the mean wavelengths 350, 374, 405, 465, 516 and 545 nm were approximated by averaging fluxes from 25 pixels in the ultraviolet to 5 pixels in the red.
APPLICATION OF COLOR EQUATIONS TO THE BP SPECTRA
In Figure 8 dots denote main-sequence stars, crosses are giants and open circles are supergiants. To avoid overcrowding, interstellar reddening lines are shown only for three main-sequence stars of spectral types O8 V, A0 V and K5 V extending up to A V = 3 mag. These examples show that contaminations can be approximately expressed in each case either by a linear or a parabolic equation. In some cases small systematic deviations are present between different luminosity sequences and reddening lines. Taking only unreddened stars of different luminosity classes we calculated the quadratic or cubic equations relating DCCs (plotted on the 'y' axis) and the contaminated 'color indices' m − m 545 (plotted on the 'x' axis):
The coefficients of equations for the simulated Vilnius passbands are given in Table 1 . The standard deviations (the last column) give an estimation how accurate are DCCs calculated with these equations for unreddened stars. For the passbands at 405, 465, 516 and 545 nm the accuracy is between 0.01-0.02 mag, i.e. it is sufficient for photometric classification of stars using the decontaminated colors. This is not the case with the ultraviolet magnitudes of the 350 nm and 374 nm passbands. The errors of DCCs are about ± 0.10 mag for 350 nm and ± 0.06 mag for 374 nm. However, the difficulty to calculate DCCs in the ultraviolet is not a substantial loss for Gaia, since the sensitivity of the BP spectrometer in the ultraviolet is very low due to six silver-coated mirrors in the optical path.
The addition of interstellar reddening to the 405, 465, 516 and 545 passbands increases DCC errors but not significantly -the extinction up to A V = 3 shown in Figure 8 obeys the equations of Table 1with reasonable accuracy. (2) and the accuracy of the decontamination corrections σ for six passbands constructed from the simulated Gaia BP spectra (with M stars, without reddening). 
APPLICATION OF COLOR EQUATIONS TO THE RP SPECTRA
In the RP spectra we tried to estimate DCCs for the passbands simulated by six pixel groups. One of them is the passband on 657 nm and is close to the Vilnius S passband centered on Hα line. Other three, centered on 820, 875 and 940 nm, are close to the p1, p2 and p3 passbands proposed for measuring the temperature and luminosity effects at the Paschen jump (Straižys 1998 (Straižys , 1999 . The two remaining passbands, centered on 715 and 750 nm, were chosen to measure the depth of the TiO absorption band at 715 nm. The half-widths of all five passbands are 20-30 nm, this corresponds to 10-11 pixels of the RP spectrophotometer.
M-type star spectra in the far red are heavily blanketed by strong TiO bands, which affect most of the listed magnitudes. These stars also considerably deviate from the sequence of stars of earlier spectral classes in the DCCs vs. 'color index' diagrams for the RP spectra. Consequently, the inclusion of M-type stars into common equation decreases the accuracy of the calculated contaminations. We must separate M-type stars from the remaining (preferably by using RP spectra) and to consider their contaminations separately. Figure 9 . Both 'color indices' contain LSF contamination, i.e., they correspond to Gaia observations. It is evident that there is no problem to identify M-type stars even when interstellar reddening is present. If we define a reddening-free parameter
then all M-type stars of different luminosities have Q 715,750,940 > 0.08. Figure 10 (a-f) shows six diagrams exhibiting the dependence of contamination in color indices m i − m 820 ('y' axis) on the RP 'color index' in which the first magnitude is m i and the second magnitude is always at 820 nm ('x' axis) . In all other respects the diagrams of Figure 10 are identical to Figure 8 . Table 2 gives the coefficients of equations
for the stars of spectral classes O, B, A, F, G and K of all luminosities and interstellar reddenings up to A V = 3 mag for O8 V, A0 V and K5 III stars. M-type stars are also plotted in Figure 10 but all of them are located right of the broken lines. The coefficients of corresponding equations for unreddened stars are given in Table 3 . Since the reddening lines form considerable angles with the unreddened sequences, the described method cannot be applied for determining contamination corrections in RP spectra for reddened M-stars. Table 2 . Coefficients of Equation (2) and the accuracy of decontamination corrections for six passbands constructed from the simulated Gaia RP spectra (without M stars, with interstellar reddenings up to AV = 3 mag).
0.000 -0.037 0.005
0.002 -0.011 -0.028 0.003 ∆m820 (m750 − m820) -0.001 0.000 0.007
0.087 -0.036 0.005 Table 3 . Coefficients of Equation (2) and the accuracy of decontamination corrections for six passbands constructed from the simulated Gaia RP spectra for M-type stars of different luminosities without interstellar reddening. 
CONCLUSIONS
The Gaia BP and RP low-dispersion spectra are contaminated by photons coming from very distant wavelengths due to broad wings of the LSF functions of CCD images. The spectra can be used for stellar classification in spectral classes and luminosities by traditional methods of stellar photometry only after their decontamination. We propose a method how to estimate decontamination corrections empirically using the concept of 'color indices' known in stellar photometry. Our investigation shows that in the wavelength range 400-1000 nm the decontamination corrections for unreddened stars of spectral classes from O8 to K5 can be estimated with an accuracy of 0.01-0.02 mag. The same accuracy of decontamination can be achieved for stars affected by interstellar extinction A V up to 3 mag. The Gaia RP spectra make it possible to separate M-type stars from stars of spectral classes O to K. However, decontamination corrections for M-type stars in RP spectra cannot be determined by the described method since reddening lines of M-stars compose large angles with the sequences of unreddened stars.
We demonstrate the decontamination of BP/RP spectra on the example of a medium-band Vilnius photometric system supplemented by five passbands between 715 nm and 940 nm. Possibilities of this system for two-dimensional classification of stars and for the determination of interstellar reddening will be discussed in the following paper. We also need to verify the decontamination possibilities of BP/RP spectra for stars with larger interstellar reddenings, as well as for metaldeficient and peculiar stars. The application of integrated fluxes to form passbands of medium width are important also from the point of view of increasing the signal-to-noise ratio for faint stars. Additional information which helps in the classification are completely integrated fluxes in the BP, RP and RVS spectra, ground-based photometric surveys (like SDSS, 2MASS, DENIS, UKIDSS, IPHAS, UVEX, etc.) and the Gaia parallaxes (see Bailer-Jones 2010b) .
For the determination of equations relating the contaminated and real magnitudes, the BP and RP spectra for the standard stars with known spectral energy distributions, observed by Gaia from orbit, can be used. The results of the theoretical modeling of spectral smearing, like these used in the present paper, can be also helpful as an additional control of the space-born results.
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