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On State-dependent Discretization of Stable Homogeneous
Systems
D. Efimov, A. Polyakov, A. Yu. Aleksandrov
Abstract—Conditions for the existence and convergence to zero of
numeric approximations with state-depend step of discretization to
solutions of asymptotically stable homogeneous systems are obtained
for the explicit and implicit Euler integration schemes. It is shown
that for a sufficiently small discretization step the convergence of
the approximating solutions to zero can be guaranteed globally in
a finite or a fixed time, but in an infinite number of discretization
iterations. It is proven that the absolute and relative errors of the
respective discretizations are globally bounded functions. Efficiency
of the proposed discretization algorithms is demonstrated by the
simulation of the super-twisting system.
I. INTRODUCTION
Homogeneous dynamical systems found their place in the sliding
mode control approaches [1], [2] and in the control or estimation
solutions aiming on convergence in finite-time [3]–[9] or in fixed-
time [10]–[12]. In addition, the popularity of homogeneous systems
is based on the fact that they take an intermediate place between
linear and nonlinear models [13] (the linear dynamical systems are
also homogeneous). Therefore, from one side, the homogeneous
systems admit some basic properties of linear dynamics (e.g. the
scalability of trajectories), from another side, these systems are
described by essentially nonlinear differential equations possessing
such useful qualities as robustness to measurement noises, exoge-
nous disturbances [14]–[16] and delays [17], [18], and increased
rates of convergence to a goal invariant set (namely finite- or fixed-
time convergence rates).
The industrial plants are frequently presented by continuous-
time dynamical models, and a lot of control and estimation al-
gorithms have been derived for such a class of systems, then the
analysis or design is carried out in continuous time, while for a
verification or implementation, the closed-loop system solutions
have to be calculated in a computer or in a digital controller (for
implementation of an observer, for instance). For these purposes
different numerical discrete-time approximation methods and time
discretization schemes are proposed for continuous-time differential
equations [19], [20]. In this vein, the conventional Euler method
is a first-order numerical routine for solving ordinary differential
equations with a given initial value and a fixed time step, which
represents the most basic explicit/implicit method of numerical
integration and the simplest Runge-Kutta method. Since there are
many control or estimation algorithms proposed recently, which
are based on the theory of homogeneous systems (also possessing
an increased rate of convergence with respect to linear systems),
then implementation and derivation of solutions for such a class
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of systems become important being in the focus of many works,
especially in the sliding mode control community. In particular, in
the recent papers [21], [22] it has been shown that application of
the explicit Euler method (with a fixed time step) for the global
approximation of solutions of homogeneous systems with non-zero
degree is problematic (see also [23]), and the implicit Euler scheme
has a better perspective (see also [24]–[27]). In other papers, the
conditions of convergence and stability of the explicit and implicit
Euler methods have been studied for linear systems (the notion of
A-stability) [20], [28], [29], or for particular classes of nonlinear
systems [30], [31].
This paper continues the line of research initiated in [21] and
it is devoted to application of explicit and implicit Euler discre-
tization schemes for approximation of solutions of homogeneous
stable dynamical systems. In the present work, the case with a
state-dependent time step is considered and different conditions
for the existence and convergence to zero of solutions for the
explicit and implicit Euler integration schemes are obtained for
homogeneous systems (by repeating the same analysis steps as in
[21]). It is shown that introduction of state-dependent re-scaling of
the time discretization step allows the finite- or fixed-time rates of
convergence to be recovered for the discrete-time approximations of
solutions, but for an infinite number of steps (in a finite number of
steps the convergence to a vicinity of the origin can be obtained).
Absolute and relative errors (closeness of the approximations to real
solutions) for the explicit and implicit Euler integration schemes are
investigated using the homogeneity theory, and it is shown that the
relative errors are globally bounded and by decreasing the initial
discretization step it is possible to make them arbitrary small.
The outline of this note is as follows. The problem statement and
some preliminary results are introduced in section II. Some basic
properties and relations between solution approximations are studied
in Section III. The convergence conditions are established in Section
IV. Properties of relative and absolute errors of approximation of
solutions of homogeneous systems by the explicit and implicit Euler
methods are investigated in Section V. A simple illustrating example
(the super-twisting system) is considered in Section VI.
Notation
• R+ = {x ∈ R : x ≥ 0}, where R is the set of real number.
• | · | denotes the absolute value in R, for a vector x ∈ Rn the
symbol ‖x‖ denotes the Euclidean norm, and the corresponding
induced matrix norm ‖A‖ for a matrix A ∈ Rn×n.
• A continuous function α : R+ → R+ belongs to the class K if
α(0) = 0 and the function is strictly increasing. The function
α : R+ → R+ belongs to the class K∞ if α ∈ K and it is
increasing to infinity.
• The identity matrix of dimension n× n is denoted as In, and
diag{ri}ni=1 is a diagonal matrix with the elements on the main
diagonal equal ri.
• A sequence of integers 1, 2, ..., n is denoted by 1, n.
II. PRELIMINARIES
In this work the following nonlinear system is considered:
ẋ(t) = f(x(t)), t ≥ 0, (1)
where x(t) ∈ Rn is the state, f : Rn → Rn ensures forward
existence and uniqueness of the system solutions at least locally,
f(0) = 0. For an initial condition x0 ∈ Rn define the corresponding
solution by X(t, x0) for any t ≥ 0 for which the solution exists. If f
is discontinuous, then the solutions are understood in the Filippov’s
sense [32].
Following [11], [33], [34], let Ω ⊂ Rn be an open set, 0 ∈ Ω.
Definition 1. At the steady state x = 0 the system (1) is said to be
(a) stable if for any x0 ∈ Ω the solution X(t, x0) is defined
for all t ≥ 0, and for any ε > 0 there is δ > 0 such that for any
x0 ∈ Ω, if ‖x0‖ ≤ δ then ‖X(t, x0)‖ ≤ ε for all t ≥ 0;
(b) asymptotically stable if it is stable and for any κ > 0
and ε > 0 there exists T (κ, ε) ≥ 0 such that for any x0 ∈ Ω, if
‖x0‖ ≤ κ then ‖X(t, x0)‖ ≤ ε for all t ≥ T (κ, ε);
(c) finite-time stable if it is stable and finite-time converging
from Ω, i.e. for any x0 ∈ Ω there exists 0 ≤ T < +∞ such that
X(t, x0) = 0 for all t ≥ T . The function T0(x0) = inf{T ≥ 0 :
X(t, x0) = 0 ∀t ≥ T} is called the settling time of the system (1);
(d) fixed-time stable if it is finite-time stable and
supx0∈Ω T0(x0) < +∞.
The set Ω is called a domain of stability/attraction.
If Ω = Rn, then the corresponding properties are called global
stability/asymptotic stability/finite-time/fixed-time stability of (1) at
x = 0.
Similarly, the stability notions can be defined with respect to a
compact invariant set, by replacing the distance to the origin in
Definition 1 with the distance to a set.
A. Weighted homogeneity
Following [1], [13], [35], for strictly positive numbers ri, i = 1, n
called weights and λ > 0, define:
• the vector of weights r = (r1, . . . , rn)>, rmax =
max1≤j≤n rj and rmin = min1≤j≤n rj ;
• the dilation matrix function Λr(λ) = diag{λri}ni=1, note
that ∀x ∈ Rn and ∀λ > 0 we have Λr(λ)x =
(λr1x1, . . . , λ
rnxn)
>;







x ∈ Rn and ρ ≥ rmax, it is not a norm in the standard sense,
since the triangle inequality is not satisfied for ‖ · ‖r , however
there exist σ, σ ∈ K∞ such that
σ(‖x‖r) ≤ ‖x‖ ≤ σ(‖x‖r) ∀x ∈ Rn;
• the sphere and the ball in the homogeneous norm Sr(ρ) =
{x ∈ Rn : ‖x‖r = ρ} and Br(ρ) = {x ∈ Rn : ‖x‖r ≤ ρ}
for ρ ≥ 0.
Definition 2. A function g : Rn → R is r–homogeneous with
degree µ ∈ R if ∀x ∈ Rn and ∀λ > 0 we have:
λ−µg(Λr(λ)x) = g(x).
A vector field f : Rn → Rn is r–homogeneous with degree
ν ∈ R, with ν ≥ −rmin if ∀x ∈ Rn and ∀λ > 0 we have:
λ−νΛ−1r (λ)f(Λr(λ)x) = f(x),
which is equivalent for i-th component of f being a r–homogeneous
function of degree ri + ν.
System (1) is r–homogeneous of degree ν if the vector field f
is r–homogeneous of the degree ν.
The homogeneous norm ‖ · ‖r is an example of r–homogeneous
function with degree 1.
Theorem 1. [35], [36] For the system (1) with r–homogeneous and
continuous function f the following properties are equivalent:
• the system (1) is asymptotically stable;
• there exists a smooth r–homogeneous Lyapunov function V :
Rn → R+ such that





λ−µV (Λr(λ)x) = V (x), µ > rmax,
∀x ∈ Rn and ∀λ > 0, for some α1, α2 ∈ K∞ and α ∈ K.
The requirement on continuity of the function f has been relaxed
in [37] (the function V can still be selected smooth).
III. EULER SCHEMES




and admitting the following hypothesis:
Assumption 1. Let (1) be r–homogeneous with a degree ν and
asymptotically stable.
In this work, in order to obtain a discretization of the solutions
of (1), we will propose modifications of implicit and explicit Euler
methods [20] with state-dependent scaling of the time discretization
step. To this end, select a basic discretization step h > 0, define a
sequence of time instants ti for i = 0, 1, . . . such that t0 = 0 and
ti+1 − ti > 0, and denote by xi an approximation of the solution
X(ti, x0) at the corresponding time instant (i.e. xi ' X(ti, x0)
and x0 = X(0, x0)), then the approximation xi+1 calculated in
accordance with the explicit Euler method is given by:




ti+1 = ti +
h
‖xi‖νr
for i = 0, 1, . . . , while the approximation calculated by the implicit
Euler method comes from:




ti+1 = ti +
h
‖xi+1‖νr
for i = 0, 1, . . .
It is a well-known fact that for ν = 0 with h→ 0 both methods
approach the real solution [20], i.e. xi → X(ti, x0) in (2) and (3)
with h→ 0 over any compact time interval. In [21] for the case of
the conventional explicit and implicit Euler methods with a constant
discretization step h and ν 6= 0 it has been shown that outside of a
vicinity of the origin for ν < 0 or a vicinity of infinity for ν > 0
the same results can be obtained.
In the sequel, the problem of convergence to zero of the ap-
proximations {xi}∞i=0 derived in (2) and (3) is studied for systems
in (1) satisfying Assumption 1 with ν 6= 0 (the case ν = 0, or
without scaling of the discretization step, has been analyzed in
[21]). For this goal we need to establish some auxiliary properties
of approximations {xi}∞i=0 obtained in (2) and (3).
A. Relations between approximations obtained for different initial
conditions
One of the main features of (2) and (3) is as follows:
Proposition 1. Let the system (1) be r–homogeneous with a degree
ν. If {xi}∞i=0 is a sequence generated by (2) or (3) for the time
instants {ti}∞i=0 with the step h and the initial state x0, then for
any λ > 0, yi = Λr(λ)xi is a sequence obtained by (2) or (3),
respectively, for the instants λ−ν{ti}∞i=0 with the step h and the
initial state y0 = Λr(λ)x0.
All proofs are excluded due to space limitations.
Note that yi is an approximation of X(λ−νti, y0) for scaled
instants of time. The following corollaries can be established.
Corollary 1. Let the system (1) be r–homogeneous with a degree
ν. Let for all x0 ∈ Sr(1) there exist sequences {xi}∞i=0 obtained
by (2) or (3) with the step h > 0 and the initial state x0 possessing
one of the following properties:
sup
i≥0
‖xi‖ < +∞; (4)
lim
i→+∞
xi = 0. (5)
Then for any y0 ∈ Rn there exist sequences {yi}∞i=0 generated by
(2) or (3) with the step h and the initial state y0 possessing the
same property.
B. Norm deviations
Another important property of the proposed approximation algo-
rithms (2) and (3) consists in their finite increment:
Lemma 1. Let the system (1) be r–homogeneous with a degree ν.
Then there are h0 > 0 and 0 < c < c < +∞ such that for any
h ∈ (0, h0]:
c‖xi‖r ≤ ‖xi+1‖r ≤ c‖xi‖r
for all xi ∈ Rn in (2) or (3) (provided that a solution xi+1 exists).
Then the following result can be derived:
Corollary 2. Let the system (1) be r–homogeneous with a degree
ν. Select h0 > 0, then there exists 0 < c < +∞ such that for
any h ∈ (0, h0] and for all xi ∈ Rn, ‖xi+1‖r ≤ c‖xi‖r in (2) or
c‖xi‖r ≤ ‖xi+1‖r in (3) (provided that a solution xi+1 exists).
IV. CONVERGENCE OF SEQUENCES {xi}∞i=0 GENERATED BY
EULER METHODS
In this section we will study the stability and convergence features
of {xi}∞i=0 only. The quality of the corresponding approximati-
ons (the closeness of {xi}∞i=0 to the continuous-time solutions
X(ti, x0)) will be considered in the next section.
According to Theorem 1, under Assumption 1 for the system
(1) there is a twice continuously differentiable and r–homogeneous
Lyapunov function V : Rn → R+ of the degree µ > −ν such that
a = − sup
ξ∈Sr(1)
LfV (ξ) > 0,
0 < b = sup
ξ∈Br(1)
∥∥∥∥∂V (ξ)∂ξ
∥∥∥∥ < +∞, (6)
c1 = inf
ξ∈Sr(1)
V (ξ), c2 = sup
ξ∈Sr(1)
V (ξ),
c1‖x‖µr ≤ V (x) ≤ c2‖x‖µr ∀x ∈ Rn.
A. Convergence of the explicit Euler scheme (2)
The main result of this subsection is as follows:
Theorem 2. Let Assumption 1 be satisfied, then there exists h0 >
0 such that for any discretization step h ∈ (0, h0] the sequences
{xi}∞i=0 obtained by (2) for any initial state x0 ∈ Rn and the step
h possess the following properties:
(a) supi=0,1,... ‖xi‖r < γ‖x0‖r for some γ ∈ (0,+∞);
(b) lim supi→+∞ ‖xi‖r = 0;
(c) for ν = 0 the sequence {xi}∞i=0 has an exponential conver-
gence rate, for ν < 0 for any x0 ∈ Rn the time of convergence to
the origin tx0+∞ = limt→+∞ ti is finite, and for ν > 0 the time of
convergence from any initial conditions x0 ∈ Rn to Br(1) is also
finite independently of x0.
Note that an estimate on h0 is provided in the proof of Theorem 2,
and repeating the same arguments it can be proven the existence of
h1 ∈ (h0,+∞) such that for all h ≥ h1 the discretization scheme
is diverging. The property obtained for ν > 0 is related with the
fixed-time rate of convergence (to the unit ball).
B. Existence of approximations in (3)
Existence of some xi+1 ∈ Rn for any xi ∈ Rn in the explicit
case (2) is straightforward, but it is not the case of (3). According
to the result of Corollary 1, it is enough to find the conditions of
existence of xi+1 for all xi ∈ Sr(1) in (3). Note that in a general
case, it is difficult to provide some simple conditions for existence
and uniqueness of xi+1 in the equation (3) for any x0 ∈ Sr(1),
but homogeneity may further simplify the solution under additional
mild restrictions on f .
Proposition 2. Let f be r–homogeneous of degree ν and continuous
on Sr(1). Then there is h0 > 0 such that for all h ∈ (0, h0) the
equation (3) for any xi ∈ Rn has a solution xi+1 ∈ Rn.
Thus, for the proposed implicit Euler method with state-
dependent discretization step (3), the global existence of solutions
may be provided by selecting h sufficiently small provided that f
is homogeneous and continuous.
C. Convergence of the implicit Euler scheme (3)
Similar to (2) results can be obtained for (3) and even with
some improvement under additional restrictions. Note that in this
subsection we assume that the sequences {xi}∞i=0 exist in (3) for
all x0 ∈ Rn, e.g. the conditions of Proposition 2 are verified.
Theorem 3. Let Assumption 1 be satisfied, then there exists h0 >
0 such that for any discretization step h ∈ (0, h0] the sequences
{xi}∞i=0 obtained by (3) for any initial state x0 ∈ Rn and the step
h possess the following properties:
(a) supi=0,1,... ‖xi‖r < γ‖x0‖r for some γ ∈ (0,+∞);
(b) lim supi→+∞ ‖xi‖r = 0;
(c) for ν = 0 the sequence {xi}∞i=0 has an exponential conver-
gence rate, for ν < 0 for any x0 ∈ Rn the time of convergence to
the origin tx0+∞ = limt→+∞ ti is finite, and for ν > 0 the time of
convergence from any initial conditions x0 ∈ Rn to Br(1) is also
finite independently of x0.
If the matrix ∂
2V (ξ)
∂ξ2
≥ 0 for all ξ ∈ Rn, where V : Rn → R+
is a r–homogeneous Lyapunov function satisfying (6), then h0 > 0
can be selected arbitrary.
The requirement on nonnegative definiteness of the second deri-
vative of V is related with the condition of convexity level set of
V imposed in [21].
V. ABSOLUTE AND RELATIVE ERRORS OF DISCRETIZED
HOMOGENEOUS SYSTEMS
Conventional characteristics of the discretization accuracy are
studied in this section for the proposed algorithms (2) or (3)
and for homogeneous systems. To this end denote Ξh(x0) =
X(h‖x0‖−νr , x0) as the value of the solution of (1) with the initial
condition x0 ∈ Rn evaluated in (2) or (3) after one iteration with
the discretization step h > 0 (at t1 = h‖x0‖−νr with t0 = 0).
Denote by Ξ̂h(x0) the estimated value derived by (2) or (3) for the
same x0 and h > 0 (note that Ξ̂h(x0) = x0 + h‖x0‖νr f(x0) in the
case of (2)), then [38]:
• the absolute error is the magnitude of the difference between
the exact value and its approximation:
∆h(x) = ‖Ξh(x)− Ξ̂h(x)‖,
∆hr (x) = ‖Ξh(x)− Ξ̂h(x)‖r;
• the relative error expresses how large the absolute error is








The errors are given for two different norms, the conventional one
‖ · ‖ and the homogeneous norm ‖ · ‖r , the former one is used
habitually for evaluation of a discretization method precision, while
the latter norm suits better for analysis of homogeneous systems.
Equivalence of these errors for different norms have been shown
in [21], that is why in this note we will study only ∆hr (xi) and
δhr (xi).
These error functions admit the following useful properties:
Theorem 4. Let the system (1) be r–homogeneous of degree ν and
Ξ̂h(x) be calculated by the explicit (2) or implicit (3) Euler scheme
for x ∈ Rn and h > 0. Then the functions ∆hr (x) and δhr (x) are
r–homogeneous of degree 1 and 0, respectively.
Any homogeneous function of degree 0 is globally bounded (it
may be discontinuous) if its maximal amplitude is finite being eva-
luated on Sr(1). Therefore, if for any initial conditions x0 ∈ Sr(1)
the error δhr (x) stay sufficiently small for a reasonable selection of
h (i.e. the one step error of usual Euler discretization approaches is
small on the sphere), then the explicit (2) and the implicit (3) Euler
schemes provide a uniformly bounded relative error δr globally.
Boundedness of δr implies that the difference between Ξh(x) and
Ξ̂h(x) stays of the order Ξh(x) (roughly speaking proportional to
x).
This is an interesting and important observation motivating the
use of (2) and (3) in the applications. Let us consider one of them.
Figure 1. The results of simulation for h = 0.01
Remark 1. Note that the time step in (2) and (3) is state- and degree-
dependent. In particular, if ‖xi‖r  1 (it is sufficiently big) and ν <
0, then ti+1 − ti = ‖xi‖−νr h h in (2) and the time step can be
too large, which is also related with the obtained accuracy estimates
in Theorem 4. It is worth stressing that anyway the convergence of
these algorithms is not influenced, and this observation deals only
with the precision. Therefore, for big amplitudes of xi in the case of
ν < 0 it is desirable to use the conventional Euler methods (without
a scaling of the time discretization step), which may provide a better
accuracy of approximation of the solutions [21], [22].
VI. EXAMPLE
Consider the super-twisting benchmark system:
ẋ1 = −k1|x1|0.5sign(x1) + x2,
ẋ2 = −k2sign(x1),
where x = [x1 x2]> ∈ R2 is the state vector, k1 > 0 and k2 > 0
are the system parameters, ν = −0.5 is the homogeneity degree
for r = [1 0.5]>. Since it is a discontinuous system, then we are
going to compare for this model the explicit method (2) and the
same approach without state-dependent scaling:
xi+1 = xi + hf(xi), ti = ih (7)
for i = 0, 1, . . . , which was studied in many works previously and it
is recommended for the use in the sliding mode control community
[1], [21]–[23] (a more sophisticated solution is given in [39]).
For simulations k1 = 10 and k2 = 6 have been selected, and the
run of the algorithms (2) and (7) have been performed for the same
initial condition x0 = [10 10]> with two values of discretization
step h: 10−2 and 10−3 (see the figures 1 and 2, respectively, where
|x(t)| is plotted in a logarithmic scale, the results of (2) correspond
to the blue lines, the results of (7) are presented by the red ones). As
we can conclude from these simulations, the method (2) outperforms
drastically (7) (the former is finite-time converging, while the latter
one cannot converge to the origin) having a similar computational
complexity (comparing with (7), in (2) it is necessary to additionally
compute the value of the norm ‖xi‖νr , which only needs the power
and the addition operations), that confirms the theoretical finding of
this work.
VII. CONCLUSIONS
In this work a set of results has been obtained devoted to applica-
tion of the explicit and implicit Euler methods (with state-dependent
scaling of the discretization step) for discrete-time approximation of
Figure 2. The results of simulation for h = 0.001
homogeneous systems. The main contributions can be summarized
as follows:
• The proposed algorithms (2) and (3) possess certain homoge-
neity, and if the convergence is ensured on the sphere, then by
scaling it can be extended globally (Proposition 1).
• The obtained approximations can be made globally converging
for asymptotically stable homogeneous systems provided that
the discretization step is selected sufficiently small, in addition
they preserve finite-time or fixed-time rates of convergence in
infinite number of iterations (theorems 2 and 3).
• For the implicit Euler scheme it has been proved, under
an additional mild condition, that solutions always exist for
a sufficiently small discretization steps (Proposition 2). In
addition, the approximations are converging to zero for any
initial conditions and discretization steps if the Hessian of
the Lyapunov function of the system is nonnegative definite
(Theorem 3).
• For any value of the discretization step, the implicit and explicit
Euler methods provide a good approximation of the system
solutions (Theorem 4).
• For ν < 0 the explicit Euler method with a constant step
(7) can be used outside of a vicinity of the origin and next
switching to the explicit (2) or the implicit (3) Euler methods
is reasonable, in order to demonstrate convergence to the origin
(initial application of the explicit method is motivated by its
lower computational complexity and a good accuracy).
Future directions of research will include analysis of applicability
of Euler methods for locally homogeneous systems, as well as
investigation of its use in applications and for implementation of
controllers and observers.
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