Introduction
In real-world problems, there are rare occasions that make the data obtained has a large number of zeros. Excess zeros, besides resulting skewed data, also the value of the variance data to be greater than its mean, known as overdispersion [1] . Some distributions that can handle overdispersion problems are the Negative Binomial distribution and the Zero-Inflated Poisson distribution. In the distribution Binomial Negative, there are parameters that explain the size of the dispersion of the data [2] . However, the Negative Binomial distribution is less effective when the data distribution is heavy tail and or contains excess zeros [3] . In the Zero-Inflated Poisson (ZIP) distribution which usually handles the problem of overdispersion with excess zeros, the number of zeros that can be overcome with the ZIP distribution is only about 50-80% zeros in the data [4] . Therefore, another alternative distribution is needed to overcome the problem of overdispersion with extreme excess zeros, because rare cases sometimes have zeros of more than 80% in the data.In 2013, Sirinapa Aryuyuen and Winai Bodhisuwan introduced a new distribution, namely the Negative Binomial-Generalized Exponential (NB-GE) distribution which a mixture distribution from Negative Binomial (NB) distribution and Generalized Exponential (GE) distribution, aims to deal with the problem of overdispersion caused by extreme excess zeros (more than 80% zeros) [5] .
In this paper, we will discuss the formation of the Negative Binomial-Generalized Exponential (NB-GE) distribution and its characteristics. Subsequently, theparameters of NB-GE distribution will be estimated using the Maximum Likelihood Estimation (MLE) method.
Methods

Negative Binomial (NB) Distribution
The context of the Negative Binomial distribution is an observation of the number of failures before the -success in a series of Bernoulli experiments [2] . If the random variable states the number of failures before -success occurs, ~( , ), the PMF of is:
2.2Generalized Exponential (GE) Distribution
The Generalized Exponential distribution also known as Exponentiated Exponential is the generalization of distribution Exponential [6] . The random variable of the GE distribution has a PDF given by:
The following graph is a PDF of the GE distribution with several parameter values when = 1 and some parameter values when = 1. The figure shows that the GE distribution is flexible for small values. 
Moment generating function of the distribution of GE is given by:
be random sample size from a certain distribution with PDF ( ; ) that depends on ∈ , where is a space of parameters.Then likelihood function can be obtained as joint PDF of 1 , 2 , … , , denoted by ; 1 , 2 , … , or , as follows:
Let ( 1 , 2 , … , ) be a function from 1 , 2 , … , so that if replaced by ( 1 , 2 , … , ), the likelihood function ; 1 , 2 , … , reach maximum value. So, ( 1 , 2 , … , ) be the maximum likelihood estimator (MLE) for which denoted by .Therefore, = ( 1 , 2 , … , ).
To find the maximum likelihood estimator, ( ) can be modified to log-likelihood function denoted by ln ( ). Value of which maximize ( ) equal to value of which maximize ln ( ), so it can be obtain by solving first derivatives of the ln ( ) with respect to and equating them to zero. ln ; 1 , 2 , … , = 0
is the solution of the equation above. If the distribution has more than one parameter, let say it has a, b, and c parameters, the value of each parameter that can maximize the likelihood function can be obtain by solving first derivatives of the ln ( , , ) with respect to each a, b, and c, and equating them to zero.
2.4Mixing
Let be a random variable from a certain distribution with PDF |Λ ( | ), wherethe distribution of random variable depends on the parameter Λ and the random variable can be written |Λ. Suppose that Λ is a random variable with PDF Λ ( ). Thus, the unconditional PDFof is given by:
Furthermore, ( )is called the probability density function of a mixture. The kth moment factorialof a mixture distribution can be written as follows:
3Negative Binomial-Generalized Exponential (NB-GE) Distribution
TheNegative Binomial-Generalized Exponential(NB-GE) distribution is a mixingdistribution from the NB distribution and theGE distribution. The NB distribution is the main distribution in this formation, one of the parameters in the NB distribution will be modified so that the NB distribution depends on a random variable that has GE distribution.
The PMF
Suppose |Λ~( , = − ) and Λ~( , ), then the PMF of |Λ is given by:
PMF of can be obtained by substituting (6) and (3) Based on Figure 2 , is a scale parameter. Based on Figure 3 , is a shape parameter. Based on Figure 4 , is a scale parameter.
3.2The 1st, 2nd, 3rd, and 4th Moment
Since the PMF of NB-GE distribution is a factorial form, we can obtain the first four moments by th factorial moment of NB-GE. From equation (5), we obtain: From the factorial moment, it is straightforward to deduce the first four moments given in (9) -(12), variance (13), skewness (14) and kurtosis (15). 
.
3.3Overdispersion
As an alternative distribution for overdispersion, the characteristic can be seen by the variance and mean: >
For , , > 0, the equation above shows that the variance of NB-GE is always greater than its mean, so it is fulfilled.
3.4Parameters Estimation
The likelihood fuction of the NB-GE( , , )is written as follows: By differentiating the log-likelihood function with respect to , and , the optimal values of the parameters obtained. 
4Result and Discussion
To see how well the NB-GE performs, we useda real data set which the number of fatal crashes in Michigan on 2006 from Michigan Department of State Police [7] for the applications of NB-GE distribution. There are 32,672 roads in this data which are divided into 11 classes. We can see the descriptive of the data above by Table 2 . It shows that the variance of the Fatal Crash Data is larger than the mean. Figure 5 shows the values of PMF of NB-GE, NB, and ZIP distribution that obtained by substituting the estimated parameters using maximum likelihood, along the empirical probability of fatal crash data. As it can be seen in Figure 5 , these data are overdispersed since the mean (0.14) is smaller than the variance (0.204) and have more than 80% zeros. Table 1 along with PMF of NB-GE, NB, and ZIP.
Fig. 5.Empirical probability graph data in
From the Figure 5 , we can see that the NB-GE distribution is the most suitable for modelling the data, compared to NB and ZIP distribution. The comparison of expected values and the Chi-Squares of NB, ZIP, and NB-GE distribution can be seen in the following table.
