We propose a mixture of latent trait models with common slope parameters (MCLT) for model-based clustering of high-dimensional binary data, a data type for which few established methods exist. Recent work on clustering of binary data, based on a ddimensional Gaussian latent variable, is extended by incorporating common factor analyzers. Accordingly, our approach facilitates a low-dimensional visual representation of the clusters. We extend the model further by the incorporation of random block effects. The dependencies in each block are taken into account through block-specific parameters that are considered to be random variables. A variational approximation to the likelihood is exploited to derive a fast algorithm for determining the model parameters. Our approach is demonstrated on real and simulated data.
Introduction
Binary manifest variables are extremely common in behavioural and social sciences research, e.g., individuals may be classified according to whether they take holidays abroad or whether they are satisfied with their lives. In such circumstances, they can be recorded as agreeing or disagreeing with some proposition, or as being capable of doing something or not. Such binary variables are often thought to be indicators of one or more underlying latent variables like, for instance, ability or attitude. Bartholomew and Knott (1999) classify latent variable models into four different classes according to the respective natures of the manifest and latent variables (cf. Table 1 ). Note that latent trait analysis is termed item response theory (IRT) in the field of educational testing and psychological measurement.
Model-based clustering is a principled statistical approach for clustering, where the data are clustered using some assumed mixture modelling structure. A finite mixture model is a convex combination of a finite number of simple component distributions. Historically, the Gaussian mixture model has dominated the model-based clustering literature (e.g., Wolfe, Table 1 : The classification of latent variable methods used by Bartholomew and Knott (1999 1963; Banfield and Raftery, 1993; Celeux and Govaert, 1995; Fraley and Raftery, 2002; McNicholas and Murphy, 2008; Baek et al., 2010) . However, very recent model-based clustering work has focused on mixtures of non-elliptical distributions (e.g., Lin, 2010; Lee and McLachlan, 2013; McNicholas, 2012, 2014; Franczak et al., 2014; Murray et al., 2014a,b) . Mixture model approaches to data where some or all of the variables are discrete have also been considered (e.g., Hunt and Jorgensen, 1999; McLachlan and Peel, 2000; McLachlan and Chang, 2004) . Model-based approaches for categorical data have received relatively little attention, and recent work on mixtures of latent trait models is summarized in Table 2 . Browne and McNicholas (2012) introduce a mixture of latent variables models for the model-based clustering of data with mixed type, and a data set with all binary variables fits within their modelling framework as a special case. They use the deterministic annealing approach to estimate the likelihood described in Zhou and Lange (2010) . This approach focuses on increasing the chance of finding the global maximum; however, Gauss-Hermite quadrature is required to approximate the likelihood. Gollini and Murphy (2013) Logit Binary Variational EM Muthen and Asparouhov (2006) Probit Binary/ Ordered Categorical Numerical integration Vermunt (2007) Logit Multilevel Binary/ Ordered Categorical Numerical integration a Binary data fits in the model as a special case. b They use the deterministic annealing approach described by Zhou and Lange (2010) . Gollini and Murphy (2013) propose a mixture of latent trait analyzers (MLTA) for modelbased clustering of binary data, wherein a categorical latent variable identifies groups of observations and a latent trait is used to accommodate within cluster dependency. They consider a lower bound approximation to the log-likelihood. This approach is easy to implement and converges quickly in comparison with other numerical approximations to the likelihood. However, mixture of latent trait models become highly parameterized when applied to high-dimensional binary data, particularly when the data come from several different groups and the continuous latent variable is high-dimensional.
A mixture of item response models (Muthen and Asparouhov, 2006; Vermunt, 2007) has very similar structure to the latent trait mixture models; however, it is highly parameterized, uses a probit structure, and numerical integration is required to compute the likelihood. Thus, it can be difficult to apply to large heterogeneous data sets in practice. A similar approach has also been discussed by Cagnone and Viroli (2012) , who use Gauss-Hermite quadrature to approximate the likelihood. In addition, they assume a semi-parametric distributional form for the latent variables by adding extra parameters to the model.
Multilevel mixture item response models (Vermunt, 2007) can be used to cluster repeatedly sampled binary data. These models focus on univariate traits because of the number of parameters in the model and the use of quadrature methods for the numerical integration of continuous latent variables. Accordingly, multilevel mixture item response models are not suitable for analyzing large data sets with underlying high-dimensional latent trait structure.
For these reasons, we propose two different mixtures of latent traits models with common slope parameters for model-based clustering of binary data: a general model that supposes that the dependence among the response variables within each observation is wholly explained by a d dimensional continuous latent variable in each group, and an exclusive model for repeatedly sampled data that supposes the response function in each group is composed of two continuous latent variables by adding a blocking latent variable. The proposed family of mixture of latent trait models with common slope parameters (MCLT) is a categorical analogue of a mixture of common factor analyzers model (Baek et al., 2010) . The MCLT model enables us to reduce the number of free parameters considerably in estimating the slope. Moreover, it facilitates a low-dimensional visual representation of the clusters with posterior means of the continuous latent variables corresponding to the observed data. The model with a blocking latent variable can potentially reduce known variability of repeatedly sampled data among groups; accordingly, we can be more accurate about group identification.
In the mixture of latent traits model, the likelihood function involves an integral that is intractable. In this work, we propose using a variational approximation of the likelihood, as proposed by Jaakkola and Jordan (2000) , Tipping (1999) and Attias (2000) , considered a latent variable density model. For a fixed set of values for the variational parameters, the transformed problem has a closed-form solution, providing a lower bound approximation to the log-likelihood. The variational parameters are optimized in a separate step.
The general model is demonstrated on a U.S. Congressional Voting data set (Bache and Lichman, 2013) and the model for clustered data is applied to a data set describing the sensory properties of orange juice . We compare our approach to the MLTA approach proposed by Gollini and Murphy (2013) .
The remainder of this paper is organized as follows. In Section 2, we propose a mixture of latent trait analyzers model with common slope parameters. The data simulations are presented in Section 3. Our approach is then applied to two real data sets (Section 4), and we conclude with a summary and suggestions for future work (Section 5). 
). Thus, the MCLT model is a mixture model for binary data that reduces the number of parameters to a manageable size; still, each latent trait has a different effect in each group. It also facilitates low-dimensional visual representation of components with posterior means of the continuous latent variables corresponding to the observed data. Similar to MLTA model, we assume that each observation x n (n = 1, . . . , N ) comes from one of the G components and we use z n = (z n1 , . . . , z nG ) to identify the group membership, where z ng = 1 if observation n is in component G and z ng = 0 otherwise. We assume that the conditional distribution of x n in group g is a latent trait model. Therefore, the MCLT model takes the form,
where
and the response function for each categorical variable in each group is
where w m is the common model parameter and the latent variable
The complete-data log-likelihood is then given by
Therefore, the model is a finite mixture model in which the gth component latent variable Y ng is MVN(µ g , Σ g ) and the mixing proportions are η 1 , η 2 , . . . , η G .
MCLT with Block Effect
A specific model with block effect can be used for the analysis of clustered data. Clustered data arise, for example, in research designs where a sample of clusters is repeatedly assessed or in educational settings where pupils are clustered within schools. The outcomes stemming from the same cluster tend to be more homogeneous than outcomes stemming from different clusters; accordingly, the outcomes within a cluster are likely to be correlated. These dependencies are taken into account via a response function with a blocking latent variable. Suppose that each observation x ij is the jth observed outcome of cluster i (i = 1, . . . , I; j = 1, . . . , J), and the cluster-specific parameters s ij are assumed to explain all dependencies that are due to inter-cluster variability. Thus, the response function for each group is given by
where w m and β m are the model parameters. In addition, it is assumed that the blocking latent variable
The model follows naturally:
and the log likelihood can be written
The MCLT model with block effect is closely related to the multilevel mixture item response models (Vermunt, 2007; Ng et al., 2006) . Vermunt (2007) assumes the latent variables at each level can be continuous, discrete, or both. The MCLT model with block effect is one of the special cases: the lower-level latent variables are combinations of discrete and continuous, with continuous random effects at the higher level. However, we focus on a multivariate trait parameter and the use of common slope parameter considerably reduces the number of free parameters in the model. To the best of our knowledge, this is the first work taking a close look at this particular case.
Gaussian Parsimonious Mixture Models
Following Banfield and Raftery (1993) and Celeux and Govaert (1995) , we consider a parametrization of the covariance matrices Σ 1 , . . . , Σ g of the component densities. The parametrization of the component covariance matrices via eigenvalue decomposition is
, Q g is the matrix of eigenvectors of Σ g , and A g is a diagonal matrix, such that |A g | = 1, with the normalized eigenvalues of Σ g on the diagonal in a decreasing order. The parameter λ g determines the volume of the gth cluster, Q g its orientation, and A g its shape. We write Σ g = λ g B g , where B g is a diagonal matrix with |B g | = 1. This particular parametrization gives rise to four models (corresponding to component covariance structures λB, λ g B, λB g , and λ g B g , respectively). By assuming spherical shapes, namely A g = I, another two parsimonious models are available: λI and λ g I. Finally, the 14 parameterizations in Table 3 are considered; note that the corresponding Gaussian mixture models make up the GPCM family of Celeux and Govaert (1995) . Table 3 : Fourteen parameterizations of Σ g and the associated number of free parameters.
In Table 4 , we list the number of parameters to be estimated for the MLTA (Gollini and Murphy, 2013) , parsimonious MLTA (PMLTA), and MCLT approaches for M = 50, 100, d = 2, and G = 2, 5. For example, when we cluster M = 100 dimensional data into g = 2 groups using a d = 2 dimensional latent variable, the MLTA model requires 599 parameters to be estimated, while MCLT needs at most 207 parameters. Moreover, as the number of components grows from 2 to 5, the number of parameters grows almost twice as large as before, even for the PMLTA model, but the number of parameters for MCLT remains almost the same.
Interpretation of Model Parameters
The interpretation of the model parameter can be exactly as in MLTA and IRT models. In the finite mixture model, η g is the probability of an observation sampling from the group g. The characteristics of component g are determined by a common slope w m , and by the hyperparameters of the latent variable Y ng . In the geometric interpretation of the multivariate normal distribution, the equidensity contours of a non-singular multivariate normal a There are 14 different models for each combination of G, d and M (Table 3) . b The minimum number of free parameters is calculated by using the coviriance structure λI. c The maximum number of free parameters is calculated by using the coviriance structure
distribution are ellipsoids centred at the mean µ. The directions of the principal axes of the ellipsoids are given by the eigenvectors of the covariance matrix
Thus, the response function in Equation 2 can be written
) and τ n ∼ N(0, I). Because we have τ n ∼ N(0, I), the value π mg (0) can be used to examine the probability that the median individual in group g has a positive response for the variable m,
Moreover, the mean µ g and covariance matrix Σ g of component g can be used to provide low-dimensional plots of the cluster. In the MCLT model with block effect, we can write π * mg (0), which is the π mg (0) in (5) adjusted by block effect, as
where I is the number of blocks.
Related Models
There are other statistical models that share a lot of common characteristics with our model. The MCLT model can be treated as a categorical version of a mixture of common factor analyzers (MCFA) model (Baek et al., 2010 ). The MCFA model employs constraints on the g component means and covariance matrices, i.e., µ g = Aυ g , and
A common factor loading matrix A is analogous to a common trait parameter in MCLT. The component covariance matrix is analogous to the covariance matrix of the response function's posterior distribution in each group. The component mean is identical to the mean of the response function's posterior distribution. Of course, the mixing proportions take a same role in both models.
Von Davier and Carstensen (2007) consider a mixture Rasch model (Rasch, 1960) that is equivalent to the parsimonious model of Gollini and Murphy (2013) . The model is given by
where q m are variable-specific parameters, β n is the d-dimensional ability parameter, and σ mg is the difficulty parameter. Many other versions of mixture models with response functions have been proposed for analyzing binary data, including the mixed latent trait model (Uebersax, 1999) , the latent class factor analysis (LCFA) model (Vermunt et al., 2005) , and a range of mixture item response models (Bolt et al., 2001; Muthen and Asparouhov, 2006; Vermunt, 2007 Vermunt, , 2008 . A key difference between our model and other mixture models is that we focus on a mixture of multivariate latent variables, which allows us to provide low-dimensional plots of the clusters. In addition, we implement a variational approximation for parameter estimation of latent trait models that provides a computationally efficient means of model fitting.
Variational Approximation
Jaakkola and Jordan (2000) introduced a variational approximation for the predictive likelihood in a Bayesian logistic regression model and also briefly considered the "dual" problem, which is closely related to the latent trait model. It obtains a closed form approximation to the posterior distribution of the parameters within a Bayesian framework. Their method is based on a second order Taylor series expansion of the logistic function around a point
where ξ nmg = 0 for all m = 1, ..., M . Now, the lower bound of each term in the log-likelihood is given by,
This approximation is used to obtain a lower bound for the log-likelihood. A variational EM algorithm (Tipping, 1999) can then be used to obtain parameter estimates that maximize this lower bound.
Model Fitting
When fitting the MCLT model, the integral in the log-likelihood (3) is intractable. Here we illustrate how to use a variational EM algorithm to obtain the approximation of the likelihood:
1. E-Step: estimate z
3. Estimate the lower bound of log-likelihood via variational parameter ξ nmg :
(a) E-Step: we approximate the latent posterior statistics for p(y ng |x n , z (t+1) ng = 1) by its variational lower bound p(y ng |x n , z
where σ(ξ nmg ) = (1 + exp{−ξ nmg })
nmg . Owing to the EM formulation, each update for ξ nmg corresponds to a monotone improvement to the posterior approximation. The update is
where the expectation is taken with respect to p(y ng |x n , z
ng ), the variational posterior distribution based on the previous value of ξ nmg . Thus, we have E[y ng y ng ] = ϕ
(c) Update parameters w m , µ g , and Σ g based on the posterior distributions corresponding to the observations in the data set:
where n g = z 1g + · · · + z N g and
(d) Obtain the lower bound of the log-likelihood at the expansion point ξ ng :
and the log-likelihood:
4. Return to Step 1.
(a) The stopping criterion adopted here is a measure of lack of progress when all parameter estimates become stable and no further improvements can be made to the likelihood value.
(b) In our application to the voting data (Section 4.1), to facilitate comparison with the MLTA models, convergence of our variational EM algorithm is determined as in Gollini and Murphy (2013) . They using a criterion based on the Aitken acceleration (Aitken, 1926) , stopping the algorithm when
and Böhning et al. (1994) for details.
5. Approximate the log-likelihood by using the Gauss-Hermite quadrature (Bock and Aitkin, 1981) .
Model Fitting with Block Effect
To fit model with block effect outlined in Section 2.2, we will need to re-derive the necessary expressions:
3. Estimate the likelihood (a) E-Step: estimate the latent posterior statistics for p(y ijg , s ijg |x ij , z
where p(y ijg , s ijg ) is a joint distribution of p(y ijg ) and p(s ijg ), which is N(μ
(c) Update the parameters w m , β m , µ g , Σ g , b i , and σ 2 i :
J j=1 z ijg , and
Obtain the lower bound of the log-likelihood at the expansion point ξ ijg :
Model Selection
We use the Bayesian information criterion (BIC; Schwarz, 1978) as a criterion for model selection,
where l is the maximized log likelihood, k is the number of free parameters to be estimated in the model, and N is the number of the observations. Within the framework of MCLT models, the values of number of components G, the dimension of the latent variable Y (i.e., d), and the structure of the connivance matrices Σ g need to be determined. Models with lower values of BIC are preferable. The BIC value could be overestimated using the variational approximation of log-likelihood, which is always less than or equal to the true value. For model selection purposes, we calculate maximized log-likelihood using GaussHermite quadrature after convergence is attained. For high-dimensional binary data, particularly when the number of observations n is not very large relative to their dimension m, it is common to have a large number of patterns with small observed frequency. We cannot use a χ 2 test to check the goodness of the model fit. The analysis of the groups in the selected model can be used to interpret the model. The adjusted Rand index (ARI; Rand, 1971; Hubert and Arabie, 1985) can be used to assess the model performance. The ARI is the corrected-for-chance version of the Rand index. The general form is index − expected index maximum index − expected index , which is bounded above by 1, and has expected value 0. Intuitively, an ARI value of 1 corresponds to perfect agreement, and a value of 0 would be expected under random classification.
Model Identifiability
The identifiability of our model depends on the identifiability of the latent trait part as well as the identifiability of the mixture models. The identifiability of mixture models has been discussed in McLachlan and Peel (2000) . Bartholomew and Knott (1999) give a detailed explanation of model identifiability in the latent trait models context. The slope parameters W g are only identifiable with d × d constraints. This is important when determining the number of free parameters in the model (Table 3) .
In addition, Gollini and Murphy (2013) mention that model identifiability holds if the observed information matrix is full rank. This can be checked using empirical methods as possible non-identifiability can be identified through high standard errors of the parameter estimates and inconsistency between the maximized likelihood values from different random starts.
These checks for identifiability are carried out in our simulation studies (Section 3) and empirical examples (Section 4).
Computational Aspects
We initialize the categorical latent variables z n (n = 1, . . . , N ) by randomly assigning each observation to one of the G groups. The variational parameters ξ nmg (n = 1, . . . , N, m = 1, . . . , M, g = 1, . . . , G) are initialized to equal 20, which leads the initial approximation to the conditional distribution to 0. The model parameters are initialized by generating random numbers from a N(0, 1) distribution. The prior means of the latent variable Y ng (n = 1, . . . , N g = 1, . . . , G) are initialized by random generated number from a N (0, 1). We use d-dimensional identity matrices as the initial prior covariance matrices of Y ng (n = 1, . . . , N g = 1, . . . , G). In addition, the prior mean b = (b 1 , . . . , b i ) and the prior variance σ 2 = (σ 2 1 , . . . , σ 2 i ) of the blocking latent variable are set by generating random number from a N (0, 1). We start with ten random initializations of the algorithm and select the model with the lowest BIC.
The use of the variational EM algorithm leads us to an exactly solvable EM algorithm of a latent variable density model that guarantees monotone improvement in the approximation to the likelihood. We also find that this procedure converges rapidly, i.e., only a few iterations are needed.
Simulation Studies
To illustrate the accuracy of the proposed MCLT model, we performed a simulation experiment on a 20-dimensional binary data set (i.e., M = 20). Thus a comparison of approaches (MLTA vs. MCLT) can be carried out. The observations are generated from a MCLT model of the form given in Equation 1 with a two-component mixture (G = 2, η 1 = 0.5). The latent variables are two-dimensional multivariate normal distributions. The first component has mean µ 1 = (0, 1) , while the second component has mean µ 2 = (3, 3) . The covariance matrices take the form, Σ g = λB g . We choose sample sizes n ∈ {100, 250, 500}, and run 100 simulations for each sample.
Tables 5 and 6 present the value of true model parameters as well as their mean squared errors (MSE) for n = 100, 250, 500. The MSEs decrease with increasing sample size n.
In Table 7 , we present a comparison of two different approaches on ARI from the clustering results for n = 100, 250, 500. Each couplet in Table 7 shows the average ARI and its standard error of ARIs from 100 simulations. With the MCLT approach, the average ARI is 0.64 with a standard error 0.008 for sample size as small as 100 on a 20-dimensional binary Variable Parameters True n = 100 n = 250 n = 500 Variable Parameters True n = 100 n = 250 n = 500
M1
w Table 6 : True values and the MSEs of µ g , tabulated against n.
Parameters True n = 100 n = 250 n = 500 data; and a stable clustering result occurs when sample size reaches 250. On the other hand, the average ARI is 0.48 with a standard error of 0.03 for the MLTA approach when n = 100; and a stable clustering result only occurs when sample size is 500. The average ARIs using MCLT approach are at least as good as those using MLTA approach for all sample sizes. We have also given a plot of the estimated posterior mean for each sample size (Figure 1 ). These projections are not applicable in MLTA approach as, in its formulation, the latent variables have no cluster-specific discriminatory features. (Bache and Lichman, 2013) has been widely used in the literature (e.g., Gunopulos and Ratanamahatana, 2002; Gollini and Murphy, 2013) . This data set includes votes of 435 U.S. House of Representatives congressmen on on sixteen key issues in 1984 with three different type of votes: yes, no, or undecided. The voter's party is labeled as a Democrat or a Republican. The issues voted on are listed in Table 8 . We code each question in two binary variables A and B: the responses for the A variables are coded as 1 = yes/no and 0 = undecided; and B variables are 1 = yes, 0 = no/undecided. The fourteen MCLT models were fitted to these data for d = 1, 2, . . . , 5 and G = 1, 2, . . . , 5. The minimum BIC (Figure 2 ) occurs at the 2-group, 5-dimensional latent trait model and Σ g = λB g , which is considered as the "best" model. The the BIC value is 9597.
A Comparison of approaches: MLTA vs. MCLT
The key statistics on the best models for MLTA, PMLTA, and MCLT are shown in Table 9 . It can be seen that the highest ARI value (0.64) is obtained using the MCLT model. Moreover, the MCLT model gives us fewer groups compared to other approaches. Table 3 .
Analysis of the Selected MCLT Model
The classification table of the group membership with party membership is presented in Table 10 . According to our model selection criteria, BIC=9597 is the minimum BIC with the highest ARI value (0.64) and, therefore, a 2-components and 5-dimensional latent trait model is selected. In comparison with the true party membership, there are only 42 misclassified Congressmen (i.e., 90.3% accuracy) with the "best" model. Group 1 consists mainly of Republican congressman, and Group 2 consists mainly of Democratic congressman. Table 11 shows the median probability π mg (0) for each of the groups. The probabilities of a positive response for the A variables (yes/no vs. undecided) for the median individuals in all groups are always high with only one exception in Group 2, for variable number 16, where π 16 2 (0) = 0.70. Thus, the majority of congressmen voted on most issues, but with a slightly lower voting rate in Group 2 on all issues. Due to the high voting rates, most probabilities given for B variables (yes vs. no/undecided) can be interpreted in terms of voting 'yes' versus 'no'. It can be observed that the responses for the median individual in Group 1 are opposite to the ones given by the median individual in Group 2 for most issues. The Republican group (Group 1) tend to give positive responses for the variables 4B, 5B, 6B, 12B, 13B, and 14B. These variables are concerned with the physician fee freeze, El Salvador aid, religious groups in schools, education spending, the superfund right to sue, and crime. The democrat group tend to give positive responses for variables 3B, 7B, 8B, and 9B. These variables are concerned with the adoption of the budget resolutions, the anti-satellite test ban, aid to the Nicaraguan 'Contras', and the MX Missile. We have give a plot of the estimated posterior mean of the best MCLT model with group labels (Figure 3 ). The two groups are well separated, which can be expected because the error rate of the selected model is quite low (0.093).
Orange Juice Data
A data set describing the sensory properties of orange juice is chosen to illustrate the MCLT model with block effect. The data set contains ten commercially available orange juice (OJ) products. One hundred and twenty consumers were recruited, and the tests were conducted over two weeks in a total of four sessions. The choices within the check-all-that-apply (CATA) questions were presented in alphabetical order during week 1 and in Williams design order (Parker and Williams, 1983) during week 2. In both cases, the attributes were not presented according to sensory modality (appearance, flavour and texture), but in alphabetical order. Therefore, each individual has been accessed 20 times and treated as a block. To the end, there are 2400 observations, of which 100 are missing. We adopt 40 attributes: 4 in appearance, 27 in flavour, 8 in texture and an indicator for missing observations (Table 12 ). The study was designed, organized and administered using Compusense R at-hand (Compusense Inc., Guelph, ON, Canada). We fit MCLT models with block effect to these data for d = 1, 2, . . . , 6 and G = 1, 2, . . . , 8. The minimum BIC (72538) occurs at the 7-group, 4-dimensional latent trait model and Σ g = λ g B, which is considered as the "best" model (Table 13 ). Table 14 . Group 1 consists mainly of products 4, 6, 7, 10; Group 2 consists mainly products 1, 2, 3, 5, 8; Group 3 consists mainly of the missing observations; Group 4 is a small group consists mainly products 1, 2, 5, 9; Group 5 has only four observations; Group 6 is another small group consists mainly products 4, 7, 10; and Group 7 consists mainly of products 2, 3, 5, 8, 9. Table 14 : Cross-tabulation of predicted classifications versus product label for the best MCLT model (VEI, G = 7, d = 4) applied to the orange juice data. The groups found in this analysis have similar structures to the ones found using MLTA. By adding the blocking latent variable, we can separate products more accurately. From Table 16 it can be seen that Group 1 consists mainly of products that appear yellow, taste artificial, and have thin texture. The average overall impression score of Group 1 is 5.3/10, which is relatively low among all groups. In contrast, Group 2 consists mainly of products that are orange in colour, fresh in flavour, and pulpy in texture. The average overall impression score of Group 2 is 7.5/10 which is the highest among all groups. Group 7 is characterized by products are thick, taste bitter, and look cloudy to consumers. The average overall impression score of Group 7 is 4.9/10 which is the lowest among all groups. Group 6 is a small group consists of products that are thin but smooth in texture. Group 4 is another small group consists of products have pulpy texture. All missing observations fall into Group 3, and all other observations therein have low probability of positive responses for all attributes (cf. Table 16 ).
Because there are a large number of response patterns with a very small number of observations (of all 2, 241 observed response patterns, only 50 contain more than one count and only 7 contain more than two counts), the Pearson's χ 2 test is not applicable. We calculate the overall number of selections (counts) for each attribute across all products to check the goodness of fit. Table 15 shows the observed counts and the expected counts for counts over 500. The table shows that there is a close match between the observed and expected frequencies for most attributes under this model. We have also given the plot of the estimated posterior mean in selected model via MCLT with group labels (Figure 4 ). Despite the fact that the posterior mean of Groups 3 and 4 are close together in d 1 and d 2 , all groups are well separated in all dimensions.
Conclusion
The mixture of latent trait models with common slope parameters gives good clustering performance when applied to high-dimensional binary data. The MCLT model with block effect provides a suitable alternative for clustered data. Our variational EM algorithm gives provided an effective and efficient approach to parameter estimation.
The MCLT model provides a model-based clustering framework for high-dimensional binary data by drawing on ideas from common factor analyzers. The sharing of the slope parameters enables the model to cluster high-dimensional binary data and to provide lowdimensional plots of the clusters so obtained. The latter plots are given in terms of the (estimated) posterior means of the latent variables. These projections are not applicable in the MLTA approach as, in its formulation, the latent variables have no cluster-specific discriminatory features. The MLTA approach does allow a more general representation of the component covariances and places no restrictions on the component means. However, in this paper, we demonstrate that the MCLT model is useful when the dimension m and the number of clusters G is large. In analogy to the famous GPCM family of mixture models of Celeux and Govaert (1995) , c.f. Section 2.3, fourteen covariance structures have been implemented to introduce parsimony. We have presented analyses of two data sets to demonstrate the usefulness of this approach. The model parameters are interpretable and provide a characterization of the within-cluster structure. In our applications herein, we used the BIC to choose the number of clusters G, the latent variable dimension d, and the covariance decomposition.
In our future work, we wish to investigate other alternatives for repeatedly sampled data. An alternative model for multi-nominal data can be developed using a mixture polytomous logit model. 
