We investigate the critical behavior of the random-bond ±J Ising model on a square lattice at the multicritical Nishimori point in the T -p phase diagram, where T is the temperature and p is the disorder parameter (p = 1 corresponds to the pure Ising model). We perform a finitesize scaling analysis of high-statistics Monte Carlo simulations along the Nishimori line defined by 2p − 1 = Tanh(1/T ), along which the multicritical point lies. The multicritical Nishimori point is located at p * = 0.89081(7), T * = 0.9528(4), and the renormalization-group dimensions of the operators that control the multicritical behavior are y 1 = 0.655(15) and y 2 = 0.250(2); they correspond to the thermal exponent ν ≡ 1/y 2 = 4.00(3) and to the crossover exponent φ ≡ y 1 /y 2 = 2.62(6).
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I. INTRODUCTION
The ±J Ising model on a square lattice represents an interesting theoretical laboratory, in which one can study the effects of quenched disorder and frustration on the critical behavior of two-dimensional (2D) spin systems. It is defined by the lattice Hamiltonian
where σ x = ±1, the sum is over pairs of nearest-neighbor sites of a square lattice, and the exchange interactions J xy are uncorrelated quenched random variables, taking values ±J with probability distribution P (J xy ) = pδ(J xy − J) + (1 − p)δ(J xy + J).
In the following we set J = 1 without loss of generality. For p = 1 we recover the standard Ising model, while for p = 1/2 we obtain the bimodal Ising spin-glass model. The ±J Ising model is a simplified model 1 for disordered spin systems showing glassy behavior in some region of their phase diagram. The random nature of the short-ranged interactions is mimicked by nearest-neighbor random bonds. The 2D ±J Ising model is also interesting for the description of quantum Hall transitions, 2,3,4 and for its applications in coding theory.
5,6,7,8
The T -p phase diagram of the 2D ±J Ising model is sketched in Fig. 1 (it is symmetric for p → 1 − p and thus we only report it for 1 − p < 1/2). It has been investigated and discussed in several works, see, e.g., Refs. 2,5,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22,23,24,25,26,27,28,29. For sufficiently small values of 1 − p, which is the probability of antiferromagnetic bonds, the model presents a paramagnetic phase and a ferromagnetic phase, separated by a transition line. The paramagnetic-ferromagnetic (PF) transition line starts at the Ising point X Is = (T = T Is , p = 1), where T Is = 2/ ln(1 + √ 2) = 2.26919... is the critical temperature of the 2D Ising model, and extends up to the multicritical Nishimori point (MNP) at X MNP = (T * , p * ), with T * ≈ 0.95 and p * ≈ 0.89. Along this line, the critical behavior is analogous to that observed in 2D randomly dilute Ising (RDI) models. 30, 31, 32, 33 It is controlled by the pure Ising fixed point and disorder is marginally irrelevant, giving rise to universal logarithmic corrections, as shown in Refs. 33, 34 . As argued in Refs. 35,36,37, the MNP is located along the so-called Nishimori line (N line) 8, 38 defined by the equation
where β ≡ 1/T . As a consequence of the inequality
(the angular and the square brackets refer respectively to the thermal average and to the quenched average over the bond couplings {J xy }, while the subscripts indicate the temperature of the thermal average), ferromagnetism can only exist in the region p ≥ p * , and the system is maximally magnetized along the N line. This implies that the PF boundary lies in the region p ≥ p * . At the MNP the transition line is predicted to be parallel to the T axis. 37 Then, it reaches the T = 0 axis at X c = (0, p c ). As a consequence of inequality (4), p c must satisfy the inequality
At variance with the three-dimensional case, there is no evidence of a finite-temperature glassy phase. Glassy behavior is only expected for T = 0 and p < p c : the glassy phase at T = 0 is unstable with respect to thermal fluctuations. In Refs. The glassy transitions at T = 0 and p < p c are expected to belong to the same universality class as that of the bimodal model with p = 1/2, see, e.g., Ref. 
The available numerical results show that Eq. (6) is a very good approximation of the location of the MNP; for example, the transfer-matrix calculations reported in Refs. 16, 18 and 20 give p * = 0.8907(2), 0.8906(2), 0.8905(5), respectively. Actually, since the small difference p * − p e ≈ 0.0006 corresponds at best to approximately three error bars, these numerical works do not conclusively rule it out. 9 The conjecture has also been tested on hierarchical lattices, where it has been found that it is not exact, although discrepancies are numerically small 40,41 also in this case.
In this paper we consider the square-lattice ±J model, determine the location of the MNP, and study the critical behavior in its vicinity. For this purpose, we perform highstatistics Monte Carlo (MC) simulations along the N line close to the MNP. We consider lattices of size L 2 with 6 ≤ L ≤ 64. A detailed finite-size scaling (FSS) analysis allows us to determine the location of the MNP quite precisely. We obtain
We determine the renormalization-group (RG) dimensions y 1 and y 2 of the relevant operators that control the RG flow close to the MNP. We obtain y 1 = 0.655(15) and y 2 = 0.250(2), corresponding to the temperature and crossover exponents ν ≡ 1/y 2 = 4.00(3) and φ ≡ y 1 /y 2 = 2.62(6), respectively. Our results confirm that X e defined in Eq. (6) 
II. FINITE-SIZE SCALING AT THE MULTICRITICAL POINT
In the absence of external fields, the critical behavior at the MNP is characterized by two relevant RG operators. The singular part of the disorder-averaged free energy in a volume L d can be written as
where y 1 > y 2 > 0, y i < 0 for i ≥ 3, u i are the corresponding scaling fields, u 1 = u 2 = 0 at the MNP, and d is the space dimension (d = 2 in the present case). In the infinite-volume limit and neglecting scaling corrections due to irrelevant scaling fields, we have
where the functions f ± (x) apply to the parameter regions in which ±u 2 > 0. Close to the MNP, the transition lines correspond to constant values of the product u 1 |u 2 | −φ and thus, since φ > 1, they are tangent to the line u 1 = 0.
The scaling fields u i are analytic functions of the model parameters T and p. Using symmetry arguments, Refs. 36,37 showed that one of the scaling axes is along the N line,
i.e., that the N line is either tangent to the line u 1 = 0 or to u 2 = 0. Since the N line cannot be tangent to the transition lines at the MNP and these lines are tangent to u 1 = 0, the first possibility is excluded. Thus, close to the MNP the N line corresponds to u 2 = 0.
Thus, we identify 36,37
As for the scaling axis u 1 = 0, ǫ ≡ 6 − d expansion calculations predict it 37 to be parallel to the T axis. The extension of this result to lower dimensions suggests
Note that, if Eq. (11) holds, only the scaling field u 2 depends on the temperature T . We may then identify ν = 1/y 2 , and rewrite Eq. (9) as
where
, and φ is the crossover exponent.
These results give rise to the following predictions for the FSS behavior around T * , p * .
Let us consider a RG invariant quantity R, such as R ξ ≡ ξ/L, U 4 , U 22 , which are defined in the App. A and called phenomenological couplings. In the FSS limit R obeys the scaling
Neglecting the scaling corrections which vanish in the limit L → ∞, we expand in the neighborhood of the MNP:
Along the N line, the scaling field u 2 vanishes, so that we can write
where the subscript N indicates that R is restricted to the N line. Let us now consider the derivative of R with respect to β ≡ 1/T . Differentiating Eq. (14), we obtain
This result gives us a method to verify the conjecture of Ref. 37 : once y 1 has been determined from the scaling behavior of a RG invariant quantity R close to the MNP, it is enough to check the scaling behavior of R ′ . If R ′ scales as L ζ with ζ < y 1 , the conjecture is confirmed and ζ provides an estimate of y 2 . Along the N line the magnetic susceptibility is expected to behave as
Let us mention that the general features of the MNP are expected to be independent of d.
In three dimensions they have been accurately verified in Refs. 42,43.
III. MONTE CARLO RESULTS

A. Simulation details
In the following we present a FSS analysis of high-statistics MC data along the N line defined by
We for L = 32, 48, and 64). The spacing ∆β was chosen such that the acceptance probability was significantly larger than zero, while β min was chosen to have a sufficiently fast thermalization at β = β min . The elementary unit of the algorithm consisted in N ex Metropolis sweeps for each configuration followed by an exchange move. We considered all pairs of configurations corresponding to nearby temperatures and proposed a temperature exchange with acceptance probability
where E i is the energy of the system at inverse temperature β i . In our MC runs we chose N ex = 20. In our simulations we used multispin coding (details can be found in Ref. 46 ).
In Table I we report the parameters of our simulations performed with the randomexchange algorithm: here N run is the number of Metropolis sweeps per sample and temperature, while N therm is the corresponding number of Metropolis sweeps discarded for thermalization. We also report the range of the exchange probability, which depends on the temperatures β i and β i+1 considered.
For every disorder sample we performed a MC run of N run Metropolis sweeps, collecting N meas measures of the quantities defined in App. A. We used N meas = 400 for L ≤ 24 and N meas = 100 for L ≥ 32. In order to obtain equilibrated data, we discarded a fraction of the measures which is determined by using the following procedure. We divided the measures into N B parts (tipically N B = 10, 20) of length l = N meas /N B . Then, we considered the disorder-averaged susceptibilities
Starting from random infinite-temperature spin configurations, χ b (t) increases with t. When t is sufficiently large, χ b (t) becomes constant within error bars, thus signalling that thermalization has been reached. We considered the susceptibility because it is expected to be particularly sensitive to thermalization. Whenever one determines disorder averages of functions of thermal averages one should perform a bias correction; for this purpose we used the results of Ref. 47 .
MC results are reported in Tables II and III . To obtain small statistical errors, we generated a large number of samples N s : N s = 10 6 in all cases, except for the run with L = 32
and p = 0.891, where N s = 4 × 10 6 . An important check of our simulations is given by the comparison with the exact behavior of the energy density along the N line, All runs give estimates of E N (p) which are consistent with Eq. (22) . For example, we obtain where ω > 0 is the exponent associated with the leading irrelevant operator. Since, as we shall see, y 1 ≈ 0.6, the approach is reasonably fast, so that our data, that correspond to lattice sizes between 6 and 64, should be able to detect a drift due to scaling corrections.
The very good stability of the results excludes a delayed approach to p e .
In order to estimate precisely p * , T * , and y 1 , we perform a FSS analysis of the phenomenological couplings R ξ ≡ ξ/L, U 4 , U 22 , and U d , which are defined in App. A and are generically denoted by R. Since we vary p and β along the N line, close to the MNP we
with f R (0) = R * . This functional form relies on the property that u 2 = 0 along the N line.
Since our data are sufficiently close to the MNP, the product (p − p * )L y 1 is small. We can thus expand f R (x) in powers of x. Thus, we fit the numerical data to
keeping R * , the coefficients {a n }, p * , and y 1 as free parameters. Here we neglect scaling These tiny discrepancies indicate that scaling corrections are not negligible if compared with our small statistical errors. In order to estimate their quantitative role, we also perform fits in which scaling corrections are taken into account. Thus, we fit the MC data to
Results for k max = 0 and 1 have both a good χ 2 /DOF, even for L min = 6. In the following we present results corresponding to k max = 1, since this choice allows us to take into account the scaling corrections that affect the determination of both p * and y 1 . The correction-to-scaling exponent ω is not known and thus we keep it as a free parameter. Our results are reported in Table V 
This result is fully consistent with those obtained in the fits without scaling corrections.
Using Eq. (3) we obtain
Note that the conjectured value 17 p e = 0.889972 . . . is excluded, the difference p * − p e = 0.00084(7) corresponding to 12 error bars.
Let us finally estimate y 1 . Fits with scaling corrections give results that decrease with L min , while fits without scaling corrections give estimates that have the opposite trend. Comparing all results, we infer 0.64 y 1 0.67, so that we arrive at the final estimate
The fits that we have reported also allow us to estimate the critical-point value R * of the phenomenological couplings. We obtain:
Of course, the estimate of U * Let us now consider the derivatives R ′ of the phenomenological couplings. Close to the MNP, R ′ is expected to behave as
where we have used the fact that along the N line u 2 = 0. If Eq. (11) holds, 37 we have additionally ζ = y 2 . To determine ζ we perform analyses analogous to those used before to determine p * and y 1 . We expand f R ′ (x) in powers of x and thus fit R ′ to
We always fix y 1 to the value (29) and p * to the value (27) , including in the final error the variation of y 1 and p * within one error bar. As in the fits of R, we check the role of n max . A significant improvement in the quality of the fit is observed by changing n max from 1 to 2, while no significant change is obtained by increasing it to 3. Therefore, we fix n max = 2.
The results are reported in Table VI . They are very stable and show a very small dependence on L min , of the order of the statistical error. As a final result we quote ζ = 0.250(2).
This result is significantly smaller than y 1 and thus confirms the multicritical nature of the MNP and the arguments reported in Sec. II. Therefore ζ should be identified with y 2 , so that
The corresponding crossover exponent, cf. Eq. (9), is φ ≡ y 1 y 2 = 2.62(6).
The same analysis used to estimate y 2 can be employed to determine η. Instead of χ, we
which has smaller statistical errors. We fit Z to
As before, we fix y 1 and p * , set n max = 2, and repeat the fit several times, each time considering only data satisfying L ≥ L min . The final results are reported in Table VI . A good χ 2 is obtained only for L min ≥ 16. The corresponding fits give η ≈ 0.175-0.180 with a slight upward trend. This effect may be real and due to scaling corrections. Therefore, we also fit ln Z to
fixing y 1 and p * , and keeping ω as a free parameter. For n max = 2 and k max = 1, we obtain a good χ 2 for any L min ≥ 6. The corresponding estimates of η are: η = 0.182(10) (L min = 6) and η = 0.181(10) (L min = 8). The central estimates are quite close to those obtained in fits without scaling corrections, indicating that scaling corrections are small. We take as our final estimate
which includes all results without scaling corrections and is consistent with the fits in which scaling corrections are taken into account.
IV. CONCLUSIONS
In this paper we have investigated the critical behavior of the square-lattice ±J Ising model close to the MNP. Our main results are the following:
(i) We have obtained an accurate estimate of the location of the MNP: p * = 0.89081(7), T * = 0.9528(4). The conjectured value p e = 0.889972.., put forward in Ref. 17 , is a very good approximation, but it is not exact: p * − p e = 0.00084(7).
(ii) We have computed the RG dimensions of the relevant operators at the MNP, obtaining y 1 = 0.655(15) and y 2 = 0.250 (2) . It is tempting to conjecture that y 2 = 1/4 exactly.
Note also that y 1 is consistent with 2/3, though in this case the precision of the result is not good enough to put this conjecture on firm grounds. The above estimates of the RG dimensions give ν ≡ 1/y 2 = 4.00(3) and φ ≡ y 1 /y 2 = 2.62(6).
(iii) We have computed the critical exponent η that controls the critical behavior of the magnetic correlations, obtaining η = 0.180(5).
Our estimate of p * is significantly more precise than those obtained in previ- and y 2 = 0.61(2) (corresponding to the thermal and crossover exponents ν = 1.64(5) and φ = 1.67(10)); (iii) the critical behavior along the transition line separating the paramagnetic and the spin-glass phase is independent of p, and belongs to the Ising spin-glass universality class 49 with the correlation-length critical exponent ν = 2.53(8).
APPENDIX A: NOTATIONS
The two-point correlation function is defined as
where the angular and the square brackets indicate respectively the thermal average and the quenched average over disorder. We define the magnetic susceptibility χ ≡ x G(x) and the correlation length ξ
where q min ≡ (2π/L, 0),q ≡ 2 sin q/2, and G(q) is the Fourier transform of G 1 (x). We also consider quantities that are invariant under RG transformations in the critical limit. Beside the ratio
we consider the quartic cumulants
The quantities R ξ , U 4 , U 22 , and U d are also called phenomenological couplings. Finally, we consider the derivatives
which can be computed by measuring appropriate expectation values at fixed β and p.
