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Resumen
Los sistemas lineales singulares (DAEs) y su control han sido extensamente estudiados a
partir de la de´cada de 1970 (ve´anse, por ejemplo, [1], [2], [3], [4], [6], [7], [8], [10], [11], [12],
[15]). Estos sistemas aparecen de forma natural al proponer modelos para distintos tipos de
sistemas: meca´nicos, ele´ctricos, econo´micos, etc.
En esta exposicio´n se aborda el problema de estudiar la biyeccio´n que existe entre los
sistemas lineales singulares invariantes en el tiempo con la relacio´n de equivalencia que deno-
minaremos “equivalencia por realimentacio´n” (y que generaliza la equivalencia por bloques en
el caso de parejas de matrices) y la “equivalencia estricta” extendida a matrices polinomiales de
orden cualquiera, proba´ndose que esta correspondencia preserva las relaciones de equivalencia
introducidas en ambos conjuntos.
1 Introduccio´n
Se han estudiado muchas relaciones de equivalencia entre los sistemas dina´micos atendiendo
a su intere´s en teor´ıa de control. Entre ellas se encuentran las que conservan la matriz de
transferencia (H.H. Rosenbrock, 1974; P. Fuhrmann, 1977), las que conservan la estructura de
ceros, pero no la de polos (Kouvaritakis i MacFarlane, 1976; Owens, 1978), etc.
De todas las relaciones de equivalencia que conservan la matriz de transferencia la ma´s
comu´n es la de semejanza (que se corresponde con cambios de base en el espacio de estados)
y para la que son invariantes los valores propios y propiedades cualitativas del sistema como
la controlabilidad y la observabilidad. En el caso de las matrices cuadradas, la forma cano´nica
cla´sica por esta relacio´n de equivalencia es la forma reducida de Jordan.
En el caso de parejas, esta relacio´n se generaliza a la relacio´n de semejanza por bloques,
para la que se ha obtenido una forma cano´nica, la forma reducida de Brunovsky, y de la que
J. Ferrer i F. Puerta (1992) hacen una descripcio´n geome´trica, considerando las parejas como
aplicaciones lineales definidas sobre un subespacio. Ve´anse [13], [14], [16] para ma´s detalles.
Al ser los polos de un sistema completamente controlable modificables arbitrariamente por
realimentacio´n, provoca la introduccio´n de realimentaciones en el sistema. Es a principios de la
de´cada de 1970 cuando R.E. Kalman y A. S. Morse (1972 y 1973, respectivamente) introducen
una nueva relacio´n de equivalencia, permitiendo la realimentacio´n de estados (el u´ltimo de estos
autores tambie´n admite la inyeccio´n externa).
Dado un sistema dina´mico lineal invariante en el tiempo, que puede definirse por una terna
de matrices (A,B,C) con A ∈Mn, B ∈Mn×m, C ∈Mp×n{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
la relacio´n de equivalencia que resulta tras aplicar una o ma´s de las transformacions siguientes:
cambios de base en los espacios de estados, entradas y salidas, realimentacio´n de estado e
inyeccio´n externa, se corresponde con la relacio´n de equivalencia estricta de los haces de matrices
asociados al sistema. Esta relacio´n ha sido estudiada, entre otros, por B. P. Molinari, 1978; I.
de Hoyos, 1990. Es decir, dos sistemas definidos por ternas de matrices (A,B,C), (A′, B′, C ′)
son equivalentes si, y so´lo si, los haces de matrices(
A B
C 0
)
+ λ
(
In 0
0 0
)
,
(
A′ B′
C ′ 0
)
+ λ
(
In 0
0 0
)
son estrictamente equivalentes (J. S. Thorp, 1972; I. de Hoyos, 1990).
Esta caracterizacio´n es la que ha permitido utilizar la teor´ıa de Kronecker de haces singulares
para la obtencio´n de una forma reducida cano´nica, la llamada forma reducida de Brunovsky-
Kronecker. As´ı, A. S. Morse (1973), suponiendo B, C de rango ma´ximo, obtiene una forma
cano´nica, que no conserva la particio´n interna del haz de matrices, com ser´ıa deseable a la
hora de estudiar sistemas dina´micos. Independientemente, el mismo an˜o, J. S. Thorp obtiene
una forma cano´nica con la misma relacio´n de equivalencia, que coincide con la anterior con las
necesarias restricciones, y con la que s´ı se conserva la particio´n interna (ve´anse [9], [14], [16],
por ejemplo, para ma´s detalles).
Caso aparte es el de los sistemas singulares de primer orden{
Ex˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
E,A ∈Mn, B ∈Mn×m, C ∈Mp×n, rangoE < n.
Una generalizacio´n natural de las relaciones de equivalencia anteriores es considerar que dos
sistemas son equivalentes cuando se permiten una o ma´s de las siguientes transformaciones:
cambios de base en los espacios de estado, de entradas o de salidas, realimentacio´n de estados,
realimentacio´n derivativa e inyeccio´n externa. Matricialmente, estas transformaciones se corre-
sponden con las siguientes tranformaciones en la cuaterna de matrices que define el sistema:
i) (E,A,B,C) −→ (P−1EP, P−1AP, P−1B,CP )
ii) (E,A,B,C) −→ (E,A,BR,C)
iii) (E,A,B,C) −→ (E,A,B, SC)
iv) (E,A,B,C) −→ (E,A+BU,B,C)
v) (E,A,B,C) −→ (E +BV,A,B,C)
vi) (E,A,B,C) −→ (E,A+WC,B,C)
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para unas ciertas matrices P ∈ Gln(C), R ∈ Glm(C), S ∈ Glp(C), W ∈ Mn×p(C), U, V ∈
Mm×n(C). Llamaremos semejanza por realimentacio´n a esta relacio´n de equivalencia.
De forma similar al caso de los sistemas no singulares, existe una correspondencia, que
preserva las relaciones de equivalencia, entre el conjunto de cuaternas que definen los sistemas
singulares, con la relacio´n de semejanza por realimentacio´n, y un subconjunto del conjunto de
las matrices polinomiales de grado dos con la relacio´n de equivalencia estricta (generalizacio´n
natural de la relacio´n de equivalencia estricta entre haces de matrices): diremos que las matrices
polinomiales M(λ) y M ′(λ) son estrictamente equivalentes cuando existen matrices inversibles
L y R tales que
LM(λ)R =M ′(λ)
Ma´s concretamente, a cada cuaterna de matrices (E,A,B,C) se le puede asociar la matriz
polinomial de grado dos
M(λ) =
(
E A B
0 C 0
)
+ λ
(
In 0 0
0 0 0
)
+ λ2
(
0 In 0
0 0 0
)
y se tiene entonces la siguiente biyeccio´n entre ambos conjuntos.
Teorema 1. ([5]) Los sistemas definidos por las cuaternas (E,A,B,C) y (E ′, A′, B′, C ′) son
equivalentes por la relacio´n de semejanza por realimentacio´n si, y so´lo si, las matrices polino-
miales de grado dos asociadas a estos sistemas
M(λ) =
(
E A B
0 C 0
)
+ λ
(
In 0 0
0 0 0
)
+ λ2
(
0 I 0
0 0 0
)
M ′(λ) =
(
E ′ A′ B′
0 C ′ 0
)
+ λ
(
In 0 0
0 0 0
)
+ λ2
(
0 I 0
0 0 0
)
son estrictamente equivalentes.
En el pro´ximo apartado se vera´ una generalizacio´n de este resultado al caso de los sistemas
singulares de orden superior. Ma´s concretamente, a un sistema de orden ` con la relacio´n de
equivalencia derivada de la considerada para los sistemas singulares de orden uno le podemos
asociar una matriz polinomial de grado ` + 1, y de forma ana´loga al caso anterior, los sis-
temas equivalentes se corresponden con aque´llos que tienen matrices polinomiales asociadas
estrictamente equivalentes.
A pesar de que en muchos casos el estudio de estos sistemas se realiza a partir de la reduccio´n
a sistemas de primer orden, hay casos en los que esto no es adecuado: si la funcio´n de control
u(t) no cumple determinados requisitos de diferenciabilidad, es posible que ambos sistemas no
sean equivalentes, en el sentido de que, mientras el sistema inicial admite soluciones continuas,
el sistema de orden uno asociado no las tiene. Por otra parte, son frecuentes las modelizaciones
matema´ticas que dan lugar, de forma natural, a sistemas de orden superior. Es por ello que un
estudio directo de estos sistemas es conveniente.
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2 Sistemas singulares de orden superior y matrices polinomiales
Consideremos un sistema singular de orden ` (` ≥ 1){
E`x
(`)(t) + E`−1x(`−1)(t) + . . .+ E1x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
con E1, . . . , E`, A ∈Mn(C), B ∈Mn×m(C), C ∈Mp×n(C), rgE` < n.
En primer lugar precisaremos la relacio´n de equivalencia (mencionada en la Introduccio´n)
que vamos a considerar entre estos sistemas singulares o, equivalentemente, en el conjunto de
(` + 3)-tuplas de matrices que los definen, y a la que nos referiremos como semejanza por
realimentacio´n.
En segundo lugar, estableceremos una correspondencia entre el conjunto de las (`+3)-tuplas
de matrices que definen estos sistemas y un subconjunto del conjunto de matrices polinomiales,
recordando la generalizacio´n de la relacio´n de equivalencia estricta para las mismas que ya se
utiliza en [5].
Finalmente, demostraremos que la correspondencia anterior conserva las relaciones de equiv-
alencia consideradas en ambos conjuntos: la semejanza por realimentacio´n y la equivalencia
estricta. Es decir, dos cuaternas de matrices son semejantes por realimentacio´n si, y so´lo si, las
matrices polinomiales asociados a ellas son estrictamente equivalentes.
Dado un sistema singular, lineal e invariante en el tiempo, de orden `th-order (` ≥ 1),
consideraremos las siguientes transformaciones, para las que mostramos su traduccio´n matricial
referida a las matrices que definen el sistema:
(1) cambios de base en el espacio de estados:
(E`, . . . , E1, A,B,C) −→ (P−1E`P, . . . , P−1E1P, P−1AP, P−1B,CP );
(2) cambios de base en el espacio de entradas:
(E`, . . . , E1, A,B,C) −→ (E`, . . . , E1, A,BR,C);
(3) cambios de base en el espacio de salidas:
(E`, . . . , E1, A,B,C) −→ (E`, . . . , E1, A,B, SC);
(4) realimentacio´n externa:
(E`, . . . , E1, A,B,C) −→ (E`, . . . , E1, A+WC,B,C);
(5) realimentacio´n de estados:
(E`, . . . , E1, A,B,C) −→ (E`, . . . , E1, A+BU,B,C);
(6) realimentacio´n derivativa de orden i ≥ 1:
(E`, . . . , Ei, . . . , E1, A,B,C) −→ (E`, . . . , Ei +BVi, . . . , E1, A,B,C)
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para unas ciertas matrices P ∈ Gln(C), R ∈ Glm(C), S ∈ Glp(C), U, V1, . . . , Vr ∈ Mm×n(C)
y W ∈ Mn×p(C). Estas transformaciones conducen a la definicio´n de la siguiente relacio´n de
equivalencia.
Definicio´n 1. Diremos que los sistemas definidos por las `+3-tuplas de matrices (E`, . . . , E1, A,B,C),
(E ′`, . . . , E ′1, A′, B′, C ′) son semejantes por realimentacio´n si, y6 so´lo si, existen matrices P ∈
Gln(C), R ∈ Glm(C), S ∈ Glp(C), U, V1, . . . , V` ∈Mm×n(C) y W ∈Mn×p(C) tales que:
E ′` = P−1E`P + P−1BV`, . . . , E ′1 = P−1E1P + P−1BV1,
A′ = P−1AP +WCP + P−1BU,B′ = P−1BR,C ′ = SCP
Es decir, dos (` + 3)-tuplas de matrices son semejantes por realimentacio´n cuando pueden
obtenerse una a partir de la otra mediante una o ma´s de las transformaciones (1) - (6) citadas
anteriormente.
A cada (`+ 3)-tupla (E`, . . . , E1, A,B,C) podemos asociarle la matriz polinomial:
M(λ) =
(
E` . . . E1 A B
0 . . . 0 C 0
)
+ λM1(λ) + . . .+ λ
`M`(λ) + λ
`+1M`+1(λ)
M1(λ) =
(
In 0 . . . 0 0 0
0 0 . . . 0 0 0
)
M2(λ) =
(
0 In 0 . . . 0 0
0 0 0 . . . 0 0
)
. . .
M`(λ) =
(
0 . . . 0 In 0 0
0 . . . 0 0 0 0
)
M`+1(λ) =
(
0 . . . 0 0 In 0
0 . . . 0 0 0 0
)
La relacio´n de equivalencia estricta para haces de matrices se generaliza de forma inmediata
a matrices polinomiales cualesquiera.
Definicio´n 2. Diremos que dos matrices polinomiales M(λ) y N(λ) son estrictamente equiva-
lentes cuando existen matrices constantes regulares L y R tales que LM(λ)R = N(λ).
Estamos ya en condiciones de establecer la relacio´n entre sistemas singulares de orden su-
perior con la relacio´n de semejanza por realimentacio´n y matrices polinomiales con la relacio´n
de equivalencia estricta.
Teorema 2. Dos ` + 3-tuplas de matrices (E ′`, . . . , E ′1, A′, B′, C ′) y (E`, . . . , E1, A,B,C) son
equivalentes por la relacio´n de semejanza por realimentacio´n si, y so´lo si, las matrices polino-
miales asociadas a ellos, M(λ) y M ′(λ) son estrictamente equivalentes.
Demostracio´n. Supongamos que (E`, . . . , E1, A,B,C) y (E
′
`, . . . , E
′
1, A
′, B′, C ′) son equiv-
alentes. Entonces existen P ∈ Gln(C), R ∈ Glm(C), S ∈ Glp(C), U, V1, . . . , V` ∈ Mm×n(C) y
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W ∈Mn×p(C) tales que
E ′` = P−1E`P + P−1BV`, . . . , E ′1 = P−1E1P + P−1BV1,
A′ = P−1AP +WCP + P−1BU,B′ = P−1BR,C ′ = SCP
Equivalentemente,
(
P W
0 Q
)(
E` . . . E1 A B
0 . . . 0 C 0
)

P−1 . . . 0 0 0
. . . . . . . . . . . .
0 . . . P−1 0 0
0 . . . 0 P−1 0
V` . . . V1 U S
 =
(
E ′` . . . E ′1 A′ B′
0 . . . 0 C ′ 0
)
Basta con tomar
L =
(
P W
0 Q
)
, R =

P−1 . . . 0 0 0
. . . . . . . . . . . .
0 . . . P−1 0 0
0 . . . 0 P−1 0
V` . . . V1 U S

Se ve fa´cilmente que
LMi(λ)R =M
′
i(λ) 1 ≤ i ≤ `+ 1
y, por lo tanto,
LM(λ)R =M ′(λ)
Rec´ıprocamente. Supongamos que
LM(λ)R =M ′(λ)
con
L =
(
L1 L2
L3 L4
)
, R =
 R
1
1 . . . R
1
`+2
. . . . . .
R`+21 . . . R
`+2
`+2

Equivalentemente,
L
(
E` . . . E1 A B
0 . . . 0 C 0
)
R =
(
E ′` . . . E ′1 A′ B′
0 . . . 0 C ′ 0
)
LMi(λ)R =M
′
i(λ) 1 ≤ i ≤ `+ 1
De las igualdades anteriores se deduce que L1 es regular, R
1
1 = L1
−1, L3 = 0, Rij = 0 para
1 ≤ i, j ≤ `+ 1 (i 6= j) y, por consiguiente,
(
L1 L2
0 L4
)(
E` . . . E1 A B
0 C 0
)

L1
−1 . . . 0 0 0
. . . . . . . . . . . .
0 . . . L1
−1 0 0
0 . . . 0 L−11 0
R`+21 . . . R
`+2
` R
`+2
`+1 R
`+2
`+2
 =
(
E ′` . . . E ′1 A′ B′
0 . . . 0 C ′ 0
)
Luego (E`, . . . , E1, A,B,C) y (E
′
`, . . . , E
′
1, A
′, B′, C ′) son equivalentes. ¦
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