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Consider the Dirichlet problem of nonlinear differential equations with the principal
part the p-Laplacian. When the nonlinearity satisfies some semilinearity conditions, the
usual nonuniform nonresonance conditions are obtained by comparing nonlinear
equations with the classical eigenvalues. In this article, we will introduce some weighted
eigenvalues. The nonuniform nonresonance conditions, proved in this article using
weighted eigenvalues, will improve the usual ones significantly.  2000 Academic Press
1. INTRODUCTION
Consider the following Dirichlet problem of nonlinear equation,
(,p(x$))$+ f (t, x)=0, a.e. t # [0, T ], (1.1)
x(0)=0=x(T ), (D)
where T>0 is fixed, ,p(u)=|u| p&2 u, 1<p<, and f =f (t, u) : [0, T ]_
R  R is an L1-Carathe odory function and is semilinear in the following
sense: There exist a( } ), b( } ) # L1(0, T ) such that
a(t)lim inf
|u|  
f (t, u)
,p(u)
lim sup
|u|  
f (t, u)
,p(u)
b(t) (1.2)
uniformly in a.e. t # [0, T]. These equations are the generalization of the
second order differential equations where p=2. Most of the existence
results of (1.1)+(D) are based on degree theory and variational method,
see [2, 4, 5, 8, 10, 11, 14, and the references in 10].
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A central idea to the existence of problem (1.1)+(D) is to compare
Eq. (1.1) with the following eigenvalue problem
(,p(x$ ))$+*,p(x)=0 (1.3)
subject to boundary condition (D). Note that problem (1.3)+(D) has
eigenvalues *k=(k?pT) p, k=1, 2, ..., where
?p=2|
( p&1)1p
0
ds
(1&s p( p&1))1p
=
2?( p&1)1p
p sin(?p)
,
see [5]. Now the existence results to (1.1)+(D) can be obtained by
preventing f (t, u) from the resonant cases f (t, u)=*k,p(u)+h(t), k # N.
Let us introduce the following notations. Let L:(0, T) be the usual
Lebesgue space with the corresponding norm & }&: , where 1:. Let
W:=W 1, :0 (0, T ) be the usual Sobolev space. For x # L
1(0, T ), the mean
value of x( } ) is x =(1T ) T0 x(t) dt. For w1 , w2 # L
1(0, T ), we write
w1 Ow2 if w1(t)w2(t) for a.e. t # [0, T] and w 1<w 2 .
After a delicate analysis, del Pino, Elgueta and Mana sevich proved in
[5] the existence to problem (1.1)+(D) under the following conditions:
There exists k # N such that
*k&1 OabO*k , (U)k
where *0 means &. We call condition (U)k the k th nonuniform non-
resonance condition.
However, these nonuniform nonresonance conditions have some disad-
vantages. The first one is that conditions (U)k have no persistence, which
means that when a(t) and b(t) have small perturbations, (U)k are no
longer satisfied. Actually, a(t)&= and b(t)+= may not satisfy (U)k for
=>0. Due to degree theory and Property P introduced by Fonda and
Habets [6] and Habets and Metzen [7] and to a very general perturba-
tion result concerning with positively homogeneous operators in Banach
spaces which is given by the present author in [15], the nonresonance
problem has some persistence, which means that if a( } ) and b( } ) satisfy
(U)k , then the existence to (1.1)+(D) can also be guaranteed when f (t, u)
only satisfies
a(t)&=0lim inf
|u|  
f (t, u)
,p(u)
lim sup
|u|  
f (t, u)
,p(u)
b(t)+=0
uniformly in a.e. t # [0, T], where =0>0 is small.
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The second one is that conditions (U)k naturally imply that a( } ) and
b( } ) are in L(0, T ). Such an implication is not consistent with degree
theory, which can deal with L1-Carathe odory functions.
The third one is that condition (U)k with k>1 is not even applicable to
the following simple equation
x"++(1+cos t) x=h(t, x), t # [0, 2?], (1.4)
where h satisfies lim |x|   h(t, x)x=0. From nonuniform nonresonance
condition (U)1 , one can obtain the existence of solutions of (1.4) satisfying
the boundary condition
x(0)=0=x(2?) (1.5)
when +18. However, as a(t)=b(t)=+(1+cos t) has zeros in t, we know
that (U)k with k>1 give no any existence result to problem (1.4)+(1.5).
These observations motivate this article. We think that the above disad-
vantages result from an unsuitable choice of referring equations for
Eq. (1.1). Here we recommend one may compare Eq. (1.1) with the following
weighted eigenvalue problem
(,p(x$))$+*w(t) ,p(x)=0 (1.6)
subject to (D). Such an idea is not complicated in theory, but is not
developed adequately in the literature.
When the weight w(t) satisfies wo0, we will use some equations on the
circle to study eigenvalue problem (1.6)+(D) in Section 2. It is proved
that problem (1.6)+(D) has a sequence of eigenvalues
0<*1(w)<*2(w)< } } } <*k(w)< } } }
Based on some comparison results for weighted eigenvalues *k(w) on
weights w, we will prove in Section 3 the following existence results of
(1.1)+(D) when a( } ) and b( } ) in (1.2) satisfy bao0 and, for some
k # N,
*k&1 (a)<1 and *k(b)>1, (N)k
where *0 (a) means &. Using the comparison results, one sees (N)k
improve (U)k . Meanwhile, conditions (N)k have also overcome the disad-
vantages described above. For example, one can obtain the existence of
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(1.4)+(1.5) for + in a sequence of intervals. Moreover, the nonresonance
condition (U)1 for (1.4)+(1.5), +18, can also be improved as
+<\ 6?4+3?2&96+
12
=0.4398... .
This example shows that the usual nonuniform nonresonance conditions
can be improved significantly using weighted eigenvalues.
In Section 4, we will give some lower bounds for the first weighted eigen-
value *1(w). To this end, we have worked out some best Sobolev constants
concerning the spaces Wp , which are known in [13] when p=2.
2. WEIGHTED EIGENVALUE PROBLEMS
Let 1<p< be fixed. For any given w # L1(0, T) with wo0, we con-
sider the following weighted eigenvalue problem,
(,p(x$ ))$+*w(t) ,p (x)=0, t # [0, T], (2.1)
subject to the Dirichlet boundary condition (D). As usual, * is called an
eigenvalue of (2.1)+(D) if problem (2.1)+(D) has nonzero solutions.
Note that all eigenvalues * are positive because wo0.
As in [5] and [9], we introduce some functions which may be called the
p-cosine and the p-sine. Consider the equation
(,p (x$ ))$+,p(x)=0. (2.2)
Set ,p(x$ )=&y in (2.2). Namely, x$=&,q ( y), where q= p( p&1). Then
(2.2) is equivalent to the following system:
x$=&,q ( y), y$=,p (x). (2.3)
Note that (2.3) is a Hamiltonian system with the Hamiltonian H(x, y)=
p&1|x| p+q&1 | y|q. For any (x0 , y0), the initial value problem of (2.3) with
(x(0), y(0))=(x0 , y0) has a unique solution (x(t), y(t)) which is well
defined on the whole line R. A phase portrait analysis shows that all
solutions of (2.3) are periodic with the same period 2?p . In particular,
let (x, y)=(Cp (t), Sp (t)) be the unique solution of (2.3) satisfying
(Cp(0), Sp(0))=(1, 0). The functions Cp(t) and Sp(t) are much similar to
cosine and sine. We list some properties of the functions Cp (t) and Sp (t).
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Lemma 2.1. The functions Cp(t) and Sp(t) have the following properties:
(1) Both Cp(t) and Sp(t) are 2?p -periodic;
(2) Cp(t)=0 iff t=?p 2+n?p , n # Z, and Sp(t)=0 iff t=n?p , n # Z;
(3) C$p(t)=&,q(Sp(t)) and S$p(t)=,p(Cp(t)); and
(4) p&1 |Cp(t)| p+q&1 |Sp(t)|q#p&1.
Now we consider eigenvalue problem (2.1)+(D). As explained before,
assume that *>0. Set ,p(x$)=&*1q y in (2.1). Then x$=,q(&*1qy)=
&*1p,q( y). Now (2.1) is equivalent to the following system:
x$=&*1p ,q( y), y$=*1p w(t) ,p(x). (2.4)
As usual, we introduce the ‘‘polar coordinates’’. Let x=r1pCp(%) and
y=r1q Sp(%). Then (2.4) is equivalent to
r$=p*1p (w(t)&1) ,p(Cp(%)) ,q(Sp(%)) r=: R(t, %, r; *), (2.5)
%$=p*1p( p&1w(t) |Cp(%)| p+q&1 |Sp(%)|q)=: 3(t, %; *). (2.6)
Note that 3(t, %; *) is independent of r and R(t, %, r; *) is homogeneous in
r. Moreover, 3(t, %; *) is 2?p -periodic in %. Namely, Eq. (2.6) is an equa-
tion on the circle S1=R2?pZ. In order to consider eigenvalues, we need
only analyze Eq. (2.6). For any given %0 # R, Eq. (2.6) has a unique solu-
tion %=%(t; %0 , *) satisfying the initial condition: %(0; %0 , *)=%0 . As
03(t, %; *)*1p max[w(t), 1] for all t # [0, T], %(t; %0 , *) is well defined
for all t # [0, T].
Note that the vector field 3(t, %; *) is increasing when * increases. We
have the following monotonicity on solutions of (2.6).
Lemma 2.2. If *1>*2>0, then %(t; %0 , *1)%(t; %0 , *2) for all t # [0, T]
and all %0 . Moreover, %(T; %0 , *1)>%(T; %0 , *2) for all %0 .
Proof. Assume that *1>*2>0. Let %i (t)=%(t; %0 , *i) and %(t)=%1(t)&
%2(t). Then %(0)=0. By (2.6) we have, for a.e. t,
d%(t)
dt
= 3(t, %1 ; *1)&3(t, %2 ; *2)
= (3(t, %1 ; *2)&3(t, %2 ; *2))+(3(t, %1 ; *1)&3(t, %1 ; *2))
=: a(t) %(t)+b(t),
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where
a(t)=
3
%
(t, !; *2) for some !=!(t) # [%1(t), %2(t)],
b(t)=p(*1p1 &*
1p
2 )( p
&1w(t) |Cp(%1(t))| p+q&1 |Sp(%1(t))|q).
Thus
%(t)=|
t
0
b(s) exp\ |
t
s
a({) d{+ ds. (2.7)
As b(s)0, %(t)0 for all t # [0, T]. Now we want to prove %(T)>0.
Otherwise, if %(T)=0, it follows from (2.7) that
|
T
0
b(s) exp\ |
T
s
a({) d{+ ds=0.
Thus b(t)=0 for a.e. t, i.e.,
p&1 w(t) |Cp(%1(t))| p+q&1 |Sp(%1(t))| q=0 a.e. t # [0, T]. (2.8)
As a result, 3(t, %1(t); *1)=0 for a.e. t # [0, T] and %1(t)#%0 for all
t # [0, T]. Consequently, we get from (2.8) that
p&1 w(t) |Cp(%0)| p+q&1 |Sp(%0)| q=0 a.e. t # [0, T].
As wo0, we can get Cp(%0)=Sp(%0)=0, a contradiction to Lemma
2.1(4). K
Now we prove the existence of eigenvalues of (2.1)+(D).
Theorem 2.1. Eigenvalue problem (2.1)+(D) has a sequence of eigen-
values:
0<*1(w)<*2(w)< } } } <*k (w)< } } }
Proof. Note that if x(t) is a solution of (2.1), then so does mx(t) for
any m # R. In order to consider eigenvalue problem (2.1)+(D), we need
only consider the solution (x(t), y(t)) of (2.4) satisfying (x(0), y(0))
=(0, 1). Now * (>0) is an eigenvalue of problem (2.1)+(D) iff
x(T )=0. In the polar coordinates x=r1pCp(%) and y=r1qSp(%),
x(t)#r(t)1pCp(%(t; ?p 2, *)). Thus x(T )=0 is equivalent to
%(T; ?p 2, *)=?p 2+k?p for some k # Z. (2.9)
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Note that
*1pw&(t)3(t, %; *)*1pw+(t)
for all t, where w&(t)=min[1, w(t)] and w+(t)=max[1, w(t)]. Note that
w& o0 because wo0. Now it follows from (2.6) that
%0+*1p |
T
0
w&(t) dt%(T; %0 , *)%0+*1p |
T
0
w+(t) dt (2.10)
for all %0 and all *>0. If Eq. (2.9) has a solution *>0, it is necessary that
k # N.
By (2.10),
lim
*  0+
%(T; ?p 2, *)=?p 2,
lim
*  +
%(T; ?p 2, *)=+.
By Lemma 2.2, the function %(T; ?p 2, *) is strictly increasing when *
increases. Therefore, for any given k # N, Eq. (2.9) has a unique solution
*=*k>0, which gives an eigenvalue of problem (2.1)+(D) and is denoted
by *k (w). K
Remark 2.1. (1) When w(t)#1, 3(t, %; *)#*1p. Thus %(T; %0 , *)=
%0+*1pT. As a result, *k (1)=(k?p T ) p, k=1, 2, ... .
(2) For general w(t), we get from (2.9) and (2.10) the following
estimates for *k (w):
\ k?pTw + +
p
*k (w)\ k?pTw &+
p
, \k # N. (2.11)
Now we give some comparison results for weighted eigenvalues *k (w) on
weights w. The proof is based on the following monotonicity of solutions
%(t; %0 , *, w) of (2.6) with respect to w. Here we write %(t; %0 , *) as
%(t; %0 , *, w) to emphasize the dependence of solutions upon weights.
Lemma 2.3. Let *>0 and wi # L1(0, T ) with w i o0. If w1 ow2 , then
%(T; %0 , *, w1)>%(T; %0 , *, w2) for all %0 .
Proof. As in the proof of Lemma 2.2, let %i (t)=%(t; %0 , *, wi) and
%(t)=%1(t)&%2(t). Then %(t)0 for all t # [0, T]. If %(T )=0, the equality
corresponding to (2.8) is
(w1(t)&w2(t)) |Cp(%1(t))| p=0 a.e. t # [0, T]. (2.12)
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In the following, it will be proved that the function Cp(%1(t)) has only
isolated zeros. Thus (2.12) implies that w1(t)=w2(t) for a.e. t # [0, T], a
contradiction to the assumption w1 ow2 .
Now we prove that Cp(%1(t)) has only isolated zeros. Note that the func-
tion Cp() has only isolated zeros. As %1(t) satisfies, for a.e. t # [0, T],
d%1(t)
dt
= p*1p( p&1 w1(t) |Cp(%1(t))| p+q&1 |Sp(%1(t))|q), (2.13)
the function %1(t) is nondecreasing in t # [0, T]. If the function Cp(%1(t))
has non-isolated zeros in [0, T], there must be some interval I0=
[t1 , t2]/[0, T] such that %1(t) is constant on I0 . Assume that %1(t)#0
on I0 . Then Cp(0)=0 and Sp(0){0. It follows from (2.13) that, for a.e.
t # I0 ,
d%1(t)
dt
=pq&1 *1p |Sp(0)| q>0,
i.e., %1(t) is strictly increasing in t # I0 . This is a contradiction to the fact
%1(t)#0 on I0 . The assertion is thus proved. K
Theorem 2.2. Assume that wi # L1(0, T ) with wi o0. If w1 ow2 , then
*k (w1)<*k (w2) for all k # N.
Proof. Assume that w1 ow2 o0. By Lemma 2.3 we know that
%(T; ?p 2, *, w1)>%(T; ?p 2, *, w2), \*>0. (2.14)
By Theorem 2.1, for any k # N, the eigenvalues +i :=*k (wi)>0 are
determined by
%(T; ?p2, + i , wi)=?p 2+k?p , i=1, 2. (2.15)
Now the inequality +1<+2 simply follows from (2.14) and (2.15). K
3. NONRESONANCE RESULTS
In this section we will give some existence results of problem (1.1)+(D)
under the semilinearity condition (1.2).
Let us first consider nonresonance results below the first eigenvalues. In
this case we can consider differential equations with damping term
(,p(x$ ))$+g(x) x$+ f (t, x)=0, (3.1)
where g: R  R is a continuous function.
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Theorem 3.1. Assume that the function f (t, x) in (3.1) satisfies, for some
b( } ) # L1(0, T ) with bo0,
lim sup
|u|  
f (t, u)
,p(u)
b(t) (3.2)
uniformly in a.e. t # [0, T]. If
*1(b)>1, (3.3)
then problem (3.1)+(D) has at least one solution.
Proof. The proof is based on coincidence degree, cf. [12]. We will
deform Eq. (3.1) to the following equation
(,p(x$ ))$+b(t) ,p(x)=0.
This leads to the following homotopic equation
(,p(x$ ))$+F(t, x, x$; {)=0, ({ # [0, 1]), (H){
where
F(t, x, x$; {)={g(x) x$+{f (t, x)+(1&{) b(t) ,p(x).
As in [14], problem (H){+(D) is equivalent to a fixed point equation
in the space X=[u : [0, T]  R is C1 on [0, T] and satisfies u(0)=
u(T )=0] with the C 1-norm:
x=M{(x), x # X. (3.4)
We will not work out the detailed formula of the operator M{ and refer the
reader to [14]. By assumption (3.3), when {=0, problem (H){+(D) has
only the trivial solution x=0. Namely, Eq. (3.4) with {=0 has only the
trivial solution. As the operator M0 is odd in x # X,
deg(M0 , X, 0)=odd{0.
As a result, the theorem follows if a priori bounds for all solutions of
(H){+(D) can be found.
The following estimates are conventional. Let =0>0 be sufficiently small.
By (3.2), there is  # L1(0, T) with 0 such that
xf (t, x)(b(t)+=0) |x| p+(t)
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for all x # R and a.e. t # [0, T]. Thus
x({f (t, x)+(1&{) b(t) ,p(x))(b(t)+=0) |x| p+(t)
for all x # R, a.e. t # [0, T], and all { # [0, 1]. Let now x( } ) be a solution
of (H){+(D) for some { # [0, 1]. On the one hand,
|
T
0
x (,p(x$ ))$ dt=&|
T
0
,p(x$ ) x$ dt=&&x$& pp , |
T
0
{xg(x) x$ dt=0.
On the other hand, we observe that *1(w) has the following characterization:
*1(w)= inf
u # Wp"[0]
|
T
0
|u$ | p dt
|
T
0
w(t) |u| p dt
. (3.5)
Thus
|
T
0
x({f (t, x)+(1&{) b(t) ,p(x)) dt|
T
0
((b(t)+=0) |x| p+(t)) dt
(1*1(b)+=0 *1(1)) &x$& pp +&&1 .
Now we get from (H){ that
&x$& pp (1*1(b)+=0 *1(1)) &x$&
p
p +&&1 .
Thus, if =0<*1(1)(1&1*1(b)), then
&x$& pp 
&&1
1&1*1(b)&=0 *1(1)
=: C0 . (3.6)
As x(0)=0=x(T ), there is some C1>0 such that
&x&C1 . (3.7)
Since f (t, u) is an L1-Carathe odory function, (3.7) implies there is some
. # L1(0, T ) with .0 such that
|{f (t, x(t))+(1&{) b(t) ,p(x(t))|.(t) (3.8)
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for all t, { and all solutions x( } ) of (H){+(D). As x(0)=x(T)=0,
x$(t
*
)=0 for some t
*
# [0, T]. Now it follows from (H){ , (3.6) and (3.8)
that, for all t # [0, T],
|,p(x$(t))|= } |
t
t
*
({g(x(s)) x$(s)+{f (s, x(s))+(1&{) b(s) ,p(x(s))) ds }
G0&x$&1+&.&1G0 T 1q &x$&p+&.&1
G0T 1q C 1p0 +&.&1=: C2 ,
where G0=max |u| C1 | g(u)|. Thus |x$(t)|,q(C2) for all t. Hence all solu-
tions of (H){+(D) are a priori bounded in X and the theorem follows. K
Remark 3.1. We remark here that weighted eigenvalues are also useful
in the nonresonance problem of positive periodic solutions of differential
equations with singularities like
x"+ g(x) x$+ f (t, x)=cx&#, (3.9)
where c>0, #1, and f (t, x) satisfies the semilinearity condition: There
exist a( } ) and b( } ) such that
a(t)lim inf
x  +
f (t, x)
x
lim sup
x  +
f (t, x)
x
b(t).
In [16], the existence of positive T-periodic solutions of (3.9) is proved
when a( } ) satisfies a >0 and b( } ) satisfies the condition (MD) in [16]. In
the present notation, the condition (MD) is equivalent to
min
s # R
*1(b( } +s))>1.
Now we give the nonresonance results of (1.1) which correspond to
conditions (U)k with k>1.
Theorem 3.3. Let bao0 in (1.2). If there exists an integer k2 such
that
*k&1(a)<1 and *k (b)>1, (N)k
then problem (1.1)+(D) has at least one solution.
Proof. Let us explain what (N)k does mean. For any c # L1(0, T )
satisfying
a(t)c(t)b(t) a.e. t # [0, T], (3.10)
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we assert that the following equation
(,p(x$ )$+c(t) ,p(x)=0 (3.11)
has only the trivial solution satisfying (D). In fact, ca implies that
*k&1(c)*k&1(a)<1 by Theorem 2.2. Similarly, cb implies *k (c)
*k (b)>1. Thus *n(c){1 for all n. Consequently, (3.11)+(D) has only the
trivial solution.
When p=2, the above assertion means that the pair [a, b] satisfies
Property P in [6], [7] and [15]. As a result, problem (1.1)+(D) has at
least one solution, cf. Theorem 5.1 in [15]. For general case p{2, one can
also introduce Property P. Here we omit the details and refer the reader to
[5] and [15]. K
Remark 3.2. (1) We remark here that conditions (U)k imply (N)k
correspondingly. In fact, by Theorem 2.2, aoAk&1 :=*k&1=((k&1) ?p T) p
implies that *n(a)<*n(1)Ak&1=(n(k&1)) p. In particular, *k&1(a)<1.
Similarly, bO*k implies that *k (b)>1.
(2) Conditions (N)k have overcome the disadvantages described in
Section 1. For example, (N)k are persistent under small perturbations of
a( } ) and b( } ). The reason is as follows. From Eq. (2.6), it can be proved
that the solutions %(t; %0 , *)=%(t; %0 , *, w) are continuously dependent on
w( } ) (with the L1-norm). Thus *k (w) are also continuous in w( } ) by (2.9).
4. ESTIMATES AND EXAMPLES
We will give some lower bounds for the first eigenvalue *1(w) of problem
(2.1)+(D). Let 1<p< be fixed. For any 1:, let K(:, p) be the
best Sobolev constant in the following inequality:
C&x& p: &x$&
p
p , \x # Wp ,
i.e.,
K(:, p)= inf
x # Wp"[0]
&x$& pp
&x& p:
.
Note that K( p, p) is the first eigenvalue *1(1)=(?p T ) p of (1.3)+(D).
When p=2, the constants K(:, 2) are known, see Talenti [13]. Now we
will give the explicit formula of K(:, p).
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Theorem 4.1.
K(:, p)=
{
2 p( p&1)( p:+ p&:) p:&1
: p&1p p:T p:+ p&1 \
1(1:) 1(1&1p)
1(1+1:&1p) +
p
,
2 p
T p&1
,
if 1:<
if :=.
(4.1)
Proof. Let us consider the case 1<:<. As usual, consider the
following functional
J[x]=&x$& pp &+ &x&
p
: =|
T
0
|x$(t)| p dt&+ \ |
T
0
|x(t)| : dt +
p:
, x # Wp ,
where + # R is a constant. For any x, y # Wp and = # R,
| |x$+=y$ | p=| |x$| p+=p | ,p(x$) y$+o(=)
=| |x$| p&=p | (,p(x$ ))$ y+o(=),
\ | |x+=y|:+
p:
=\| |x|:+
p:
+=p\| |x|:+
p:&1
\| ,:(x) y++o(=).
Thus K(:, p) is the first eigenvalue +1 of
(,p(x$ ))$++ \ |
T
0
|x|: dt+
p:&1
,:(x)=0 (4.2)
subject to (D).
Let x # Wp"[0] be an eigenfunction corresponding to the first eigenvalue
+1 of (4.2)+(D). Then we can assume that x$(0)=1. Moreover, x(t)>0 on
(0, T ), x$(T2)=0, and x(T&t)#x(t) on [0, T]. Set
M=\ |
T
0
x(t): dt+
p:&1
. (4.3)
Then x(t) satisfies
(,p(x$ ))$++1M,:(x)=0. (4.4)
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As in Section 2, Eq. (4.4) is equivalent to a Hamiltonian system. As a
result,
(x$ ) p
q
++1M
x:
:
#
1
q
.
Thus
x(T2)=\ :+1qM+
1:
=: A (4.5)
and
dx
dt
=x$=\1&+1qM: x:+
1p
=(1&(xA):)1p, t # [0, T2].
Consequently,
T
2
=|
T2
0
dt=|
A
0
dx
(1&(xA):)1p
=A|
1
0
dx
(1&x:)1p
=
A
:
1(1:) 1(1&1p)
1(1+1:&1p)
.
(4.6)
By (4.3),
M=\|
T
0
x(t): dt+
p:&1
=\2 |
T2
0
x(t): dt+
p:&1
=\2 |
A
0
x: dx
(1&(xA):)1p+
p:&1
=\2A
:+1
:
1(1+1:) 1(1&1p)
1(2+1:&1p) +
p:&1
.
(4.7)
By (4.5), (4.6), and (4.7), we can get (4.1) for the case 1<:<. For the
cases :=1 and :=, they can be proved by a limiting procedure. K
Theorem 4.2. Suppose that w # L:(0, T ) for some 1: and wo0.
Then
*1(w)
K( p:*, p)
&w&:
(:*=:(:&1)) (4.8)
Proof. For any u # Wp ,
|
T
0
w |u| p dt&w&: & |u| p&:*=&w&: &u& pp:*(&w&: K( p:*, p)) &u$&
p
p .
Now (4.8) follows from the characterization (3.5) of *1(w). K
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Example 4.1. Let 1<p<. Consider the following nonlinear equation
(,p(x$))$++(1+cos t) ,p(x)=h(t, x), t # [0, 2?], (4.9)
with the Dirichlet condition (1.5), where + # R is a constant and h(t, x) :
[0, 2?]_R  R is an L1 Carathe odory function satisfying lim |x|   h(t, x)
,p(x)=0 uniformly in a.e. t # [0, 2?]. Eq. (4.9) satisfies (1.2) with a(t)=
b(t)=+w(t), where w(t)=1+cos t.
As wO2, condition (U)1 shows that problem (4.9)+(1.5) has at least
one solution when
+
1
2
*1(1)=
1
2 \
?p
2?+
p
=
p&1
2( p sin ?p) p
=: H1( p). (4.10)
As explained in Section 1, the conditions (U)k (k2) are not applicable to
this example.
However, for this example, conditions (N)k yield the existence of
(4.9)+(1.5) when +{*k (w), k # N. Namely, we have a sequence of non-
resonance intervals + # (*k&1(w), *k (w)), k # N. Even for the first non-
resonance interval, one can improve (4.10) using the estimates (2.11) and
(4.8). By Theorem 3.1 and (2.11), problem (4.9)+(1.5) has solutions when
+ satisfies
+<\?p< |
2?
0
w+(t) dt+
p
=\ ??+1+
p p&1
( p sin ?p) p
=: H2( p). (4.11)
One sees that condition (4.11) improves (4.10) when 1<p<p0 :=
(log 2)log(1+?&1).
Now we apply Theorem 4.2 to obtain lower bounds for *1(w). Let us
think w(t)=1+cos t is in L:(0, 2?), where 1:. Note that
&w&:={ 2
1+1:?12: \1(
1
2+:)
:1(:) +
1:
2
if 1:<,
if :=.
(4.12)
We know from (4.1), (4.8), and (4.12) that
*1(w)H(:, p) :=K( p:*, p)&w&: , \1:.
Thus we can obtain the existence of (4.9)+(1.5) when
+< max
1:
H(:, p)=: H3( p). (4.13)
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As H(, p)=K( p, p)&w&=H1( p), H3( p)>H1( p) for all 1<p<.
Thus (4.13) is better than (4.10) for all p. A numerical computation shows
that (4.13) improves (4.10) significantly. K
When p=2, we have another method for estimating the lower bounds of
*1(w). This is based on the Opial’s inequality [1], see also Theorem A
of [3].
Theorem 4.3 [1]. Let ( } ) # L2(a, b). Let x( } ) be absolutely continuous
on [a, b] with x(a)=0. Then
|
b
a
(t) |x(t)| |x$(t)| dt} |
b
a
|x$(t)|2 dt,
where
}=\ 12 |
b
a
(t&a) (t)2 dt+
12
.
If the boundary condition x(a)=0 is replaced by x(b)=0, we need only to
replace } in the above inequality by
}$=\ 12 |
b
a
(b&t) (t)2 dt+
12
.
In the following we assume that p=2 in the eigenvalue problem. We try
to use Theorem 4.3 to derive a lower bound for *1(w). Let 8(t) be a
primitive of w(t). For any & # R and any x # W2 , we get from Theorem 4.3
that
|
T
0
w(t) x2 dt=|
T
0
x2d(8(t)&&)=&2 |
T
0
(8(t)&&) x x$ dt
2 |
T
0
|8(t)&&| |x| |x$| dt
=2_ |
T2
0
|8(t)&&| |x| |x$| dt+|
T
T2
|8(t)&&| |x| |x$| dt&
}1(&) |
T2
0
|x$| 2 dt+}2 (&)|
T
T2
|x$| 2 dt
}(&) |
T
0
|x$|2 dt, (4.14)
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where
}1(&)=\2 |
T2
0
t (8(t)&&)2 dt+
12
,
}2(&)=\2 |
T
T2
(T&t)(8(t)&&)2 dt+
12
,
}(&)=max[}1(&), }2(&)].
From (3.5) and (4.14) we know that *1(w)1}(&) for all & # R. Thus we
have
Theorem 4.4. Let p=2 and w # L1(0, T ) with wo0. Then
*1(w)
1
min& # R }(&)
. (4.15)
Example 4.2. Let us consider Example 4.1 with p=2, i.e., the problem
(1.4)+(1.5). By (U)1 , one can obtain the existence of (1.4)+(1.5) when
+18=0.1250
Now we apply Theorem 4.4. Let w(t)=1+cos t and 8(t)=t+sin t. We
have
}1(&)=\6?
2&2&(8?3+24?) &+(3?4+27?2&96)
6 +
12
,
}2(&)=\6?
2&2&(16?3&24?) &+(11?4&21?2&96)
6 +
12
.
Thus, it follows from (4.15) that
*1(w)
1
min& # R max[}1(&), }2(&)]
=
1
}1(?)
=\ 6?4+3?2&96+
12
=0.4398... . (4.16)
Now Theorem 3.1 gives the existence of (1.4)+(1.5) when +0.4398 . This
is much better than the usual existence result. K
We remark that the lower bound for *1(w) in (4.16) is very sharp
because a numerical computation shows that *1(w)=0.4449... .
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