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0. INTRODUCTION 
In this paper we study the difference quation 
Ye + 1) = 0) - a(n) f(Y(f~)> + 0) t-(n), n E x3 (0.1) 
where a(.) and t(.) are random processes with values, respectively, in the 
non-negative reals, and 5%““. That is, a(n, w) and c(n, w) depend on LL, in a 
common probability space 0, and (0.1) is assumed to hold for every n ENi 
for almost every o E 8. Equation (0.1) represents the motion of a particle 
which, at time i’ = n, moves in the randomly perturbed direction -f( Y(n j) + 
t(n) by a proportionate step a(n). For example, f(y(n)) might describe the 
performance (output) of a complex physical system with input value u(n). 
The performance function f(.) should be assumed to be unknown; however, 
“noise” disturbed observations of the performance, f(u(n)) - &z), are 
available with each trial run (observation) at t = M. Then, (0.1) can be 
thought of as a recursive adjustment process under uncertainty, in which the 
“controllers” of the system seek an input level which yields a desired perfor- 
mance. Henceforth, let 0 E 9’” be the desired performance value. The 
example is typical of stochastic approximation (SA) or adaptive adjustment 
problems, and is elaborated in Example (1.2), below. The intuition source, 
and touchstone for comparison of our assumptions will be SA (see, e.g., [ 1 ] ). 
We study (0.1) by looking at the continuous-parameter version, the 
“random” differential equation 
w = -a(t) J-(x(O) + 40 5(t), t>o, (0.2 j
assuming that f(*) comes equipped with a Liapunov function which gives the 
solutions of the ODE ti = -f(u) an asymptotic stability property. 
Remark (0.1). The f(.) of (0.2) is the same f(.) as in (O.l), however the 
a(.) and Q.), with different time domains, are clearly not the same. This 
abuse of notation should not cause confusion. Equation (0.2) is not a 
71 
()022-03’)6,‘8 ljO4007 I--23SO2.00:0 
Copyright c 1981 by Academic Press. h~i. 
All rights of reproduction in any’ form rcsrwd. 
72 DEAN S. CLARK 
stochastic differential equation in the familiar Ito sense, but is best inter- 
preted as an instrument for carrying the linear and/or piecewise constant 
interpolations of the y(n), a(n), and t(n). This statement is particularly 
important for judging the reasonableness of some of our assumptions. It does 
not, however, imply that (0.2) is without a meaningful interpretation simply 
as a continuous-time analogue of (0.1). In fact, one of the objectives of the 
paper is to gain more insight into the asymptotic behavior of continuous 
parameter SA-like processes. 
The ultimate goal is to make convergence in probability (to f -‘{O}) and 
rate of convergence statements about the solutions JJ(.) and x(m) of (O.l), 
(0.2). In general, we would like to avoid the use of certain assumptions 
which are standard in the SA literature, e.g., that a(n) must converge to zero 
as II -+ +co, or overly restrictive statements involving the conditional expec- 
tations of the t(n). We want the regularity conditions on <(a), a(.) to be as 
general as possible, for example, taking into account both cases in which a(.) 
is independent of, and dependent on l(m). The following schematic gives an 
overview of the way the convergence results are obtained: 
(1) The aforementioned stability condition on f(e), (A1.2) below, 
assures that the underlying “deterministic part” of the process has a 
convergence property. 
(2) A rate of decrease requirement on a(.), (A2.1), implies 
j,tm a(t)dt = C~Eou(n) = +co. The latter is a standard assumption, even 
for purely deterministic examples ((1.5), below), and assures that the x(t) or 
v(n) cover enough distance to converge to the right point or set, in this case 
(3) Assumption (A3.3) regulates the interaction between the a(.) and 
<(.) processes, i.e., a(.) and <(-) stochastically independent, or, more impor- 
tantly, a(.) and <(.) dependent. 
(4) A “mixing” condition, (A3.2), allows the random effects of r(t) to 
average out over time, assuming that x(t) or v(n) is not actually blowing up 
as t, n + +co. Sufficient conditions for the almost certain boundedness of 
solutions are discussed in Section 4. 
The first four sections present, in turn, the conditions on f(a), a(.), r(m), 
and x(.). Section 5 gives the convergence and rate of convergence results for 
the solutions of (0.2). Section 6 applies the analysis of the first five section to 
(0.1). The assumptions are written for the continuous-time case, (0.2), and 
the appropriate interpretation for the discrete-time case indicated only when 
it is different or not completely clear. Otherwise, t and it should be freely 
exchangeable, with appropriate modifications, whenever this makes sense. In 
general, we favor as simple an analysis as possible, leaving to the Remarks 
the job of indicating possible extensions, weakening of conditions, etc. 
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With respect o notation, the solutions of (O.l), (0.2) are always differen- 
tiated by )I(.) and x(.), respectively. “w.p. I” means with probability 1, and 
does not appear after every relation for which this meaning is intended. 
Gradients and (non-time) derivatives are denoted with primes, as in A’(.). 
9’ denotes the non-negative real numbers, E mathematical expectation, T
vector transpose. Row vector notation is used throughout. 
1. ASSUMPTIONS ON f(.) 
(Al.1) fi 9~-+S’~ is bounded on bounded sets in 9”. Solutions to 
ti = -f(u) are assumed to exist for all t > 0 and all initial values in 9”. 
A -f-‘{O) # 4. 
(A 1.2) There is a Liapunov function V: 9m + 9” and a possibly 
empty set r c 9” such that 
V(xn)-+O*xX,+A as n-++oo (1.1) 
for any sequence {x,}, V(e) is twice differentiable on 9’” - I- and satisfies 
(~(x),f(x)) > PQ) (2.2) 
for some p > 0, and all x E 9=-r. p is henceforth reserved as the 
parameter of (1.2) 
Discussion 
In order to set up a framework in which to embed the solutions of (0.2) 
define a class of functions, 8, which are well behaved with respect o I- in 
the following sense.’ w E B implies: 
(81) I//:.9+ -+SJ 192 is defined for all t > 0, for any initial value w(O). 
(82) There exists a t, > 0 such that I-r? Ut>t, v/(t) = #. 
(83) v(. ) is absolutely continuous on finite intervals. 
If v(. ) = u/(., o), then (82) is to be interpreted almost uniformly in w, that 
is, the same t, works w.p.1. This is not really necessary, but it does result in 
a convenient simplification. Throughout the paper it is assumed, explicitly or 
otherwise, that solutions to (0.2) are in 8, with respect o the appropriate set, 
w.p.1. The constraint (83) is one reason why we felt it was necessary to 
make Remark (0.1) as early as we did. 
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Assumption (A1.2) implies the global asymptotic convergence to A of 
solutions u E 8 of the deterministic, autonomous ODE 
ti = -f(u). (1.3) 
The differential inequality (d/dt) V(u(t)) < -~V(u(f)) a.e. t > t, follows from 
(1.3), (1.2), (al), and (Z2). As a consequence of (83), 
W4W < WkJ) exp(-Af - 4A tat,. (1.4) 
Relations (1.4), (1.1) imply that u(t) -+ A as t + +co. The identical result 
holds for solutions w E B of 
W) = -a(t) f(q)), (1.5) 
with ]‘O+co a(t) dt = +a. 
Examples (1.1) and (1.2), which follow, give concrete realization to the 
ideas, and also expose some possible pitfalls. 
EXAMPLE (1.1). Letf: [0, 1]+59” bef(x)=x(l -x), V(x)=x*/l -x2 
on [0, 1) and V(1) be any non-negative value (see Fig. (1)). It follows that 
V’@)f(x) > V(x) for x E [0, 1). A is the set {0, 1 }, and let r be the singleton 
(I}. The example is meant to show the motivation behind (A1.2): There are 
two equilibrium solutions to zi = --u(l - U) in A, but u = 1 is unstable, and it 
is there that (1.2) breaks down. However, were the initial value to be deter- 
mined randomly, say, uniformly in [0, 11, { 1) would be unimportant in that, 
w.p.1, the solution would start in (0, 1) and converge to {O). Intuitively, then, 
r exists for the purpose of discarding small, “bad” sets of unstable equilibria, 
irregular but otherwise null sets which, in view of stochastic or other 
considerations, are reasonably deleted from the trajectories of x(.). 
MOTION OF SOLUTIONS 
FIGURE 1 
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FIGURE 2 
EXAMPLE (1.2). Let f: 9” -+ 5%” have the form shown in Fig. (2), and 
consider (0.1). The controllers of the system described by f(a) believe that it 
is essentially an increasing function, adjusting J+Z) to the left when a positive 
observation is made, to the right for a negative value. Take V(x) =1-‘(x) and 
r== {a, 6). Then, x & [a, b] implies V’(x)f(x) 2 pV(x), where p equals 
2 min(a,Pj. When x E (a, 6) the inequality is trivial. In general, for differen- 
tiable f(. j, (1.1) and (1.2) hold with I’(.) = If(. if, for example, f(x)+ 0 
as /xl -+ +CO, and inf,,.,,,,,,=, (xf’(y), x) > 0. This last sufficient condition 
has a geometric interpretation: The flow lines which solutions follow are 
always “directed at A.” 
2. ASSUMPTIONS ON a(.) 
(A2.1) Let g(s, r,) denote the class of functions b: 9’+ -+ 9’ - {O) 
which are absolutely continuous on finite intervals, and for which E > 0 and 
t, > 0 exist so that 
b(t) + &b2@) >0, a.e. tat,, @la) 
b(n+ l)--(n)+&b*(n+ l)>O, n>t,. (2.lbj 
a(.,~) is in .y(s, to), for some fixed E > 0, f, > 0, for a.e. w E Sz. E is 
henceforth reserved as the parameter of (2.1). 
Assumption (A2.1) is the second key assumption of the paper. In (1.5) the 
divergence of the sum of a(.) was needed to assure the convergence of ,(tj 
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in a purely deterministic ase. Naturally, we will need this again in the case 
of (0.2). Assumption (A2.1) defines a class of step-size or “gain” functions 
which have the required property. This is shown in Corollary (2.1), below. In 
addition, to get a convergence result for (0.2), a(t) -+ 0 will be required in 
order to “cancel” the noise term a(t) r(t) in the limit. The following remarks 
try to indicate how close (2.1) is to a necessary condition for the sum 
divergence, and also to give some feeling for the nature of Y. 
Define F(E, to) exactly as in (A2.1), but with the inequality of (2.1) 
reversed. Define pV(s, to) like p-, but with the exponent 2 of b + cb* replaced 
by 2 - q, small q > 0. The method of proof of Corollary (2.1), below, shows 
that the elements of FU have convergent sums. There are, however, elements 
in p with divergent sums: e.g., b(t) = l/(2 + t) log(2 + t), which also shows 
that the product of elements in F can be in p. In contrast, the sum of 
elements in 5 is always in F. F n F = U D>O {l/($ + EL)}, the set of positive 
solutions of the ODE of (2.1), shows the “boundary” property that 
bEL?np implies abEF when a> 1, abEg when cry (0,l). Another 
extremal property of 5 n g is shown in Lemma (2.1.3), below. In a very 
intuitive sense, F “looks like” Euclidean space with a convex set deleted at 
the origin (justification: the aforementioned boundary property of 5 n p, 
the fact that 9 actually is a convex space of functions). 
Of course, the insistence that (2.1) be satisfied for all t 2 I,, leaves out a 
great many gain trajectories which might reasonably be expected to occur in 
practice. However, see the concluding notes for some ways this problem can 
be partially overcome. Assumption (A2.1) was motivated by the fact that the 
type of gain function seen most often in the SA literature, u.,(t) = l/(1 + t)i, 
is in F(c, &,(.s, y)) for every E > 0, y E 10, 1). The following important 
stochastic examples are also covered: 
EXAMPLE (2.1). Let 0 < ,u < 1 and y(o) E [O,P] w.p.1. Let the random 
disturbance #(t, w) be a differentiable function (in t) satisfying -P < 4(t) < 
~<+co, t>O, and such that O<$(~)<K w.p.1. Then 
a(t, 0) = l/(1 + t + #(t, Lc)))Y(w) E g(E, t&, K, P)) 
for every E > 0, w.p.1. y(w) can be viewed as a decision variable, put into 
effect at time t,, whose value depends on observations of the system perfor- 
mance up to t,. It is the “terminal rate” of decrease for a(.). If p(t, w) Q 0, 
as it would be if y were, say, piecewise constant, then 
a”@, w) = l/( 1 + t + fqt, cO))fit,U) E F(&, r-&E, K, y,)) 
for every E > 0, w.p.1. y(t, o) is viewed as an ongoing rate-adjustment 
parameter, and / as a random perturbation, plus perhaps still further 
adjustment. 
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EXAMPLE (2.2) (finite-time SA). Let Z(CO) be a random time, r(co) > I, 
w.p.1, and b(.) a fixed element in F(E: t,). Then 
*@ w’ = 1 
b(t), t < T@), 
b(z(co)), otherwise, 
E cY(&, to) w.p. 1. 
a(.) models the situation in which the step-size is allowed to decrease to a 
certain level, then is held constant for a time, then the process is stopped 
with x(r(w) + k(o)) accepted as the input value. In this case, it would be 
useful to have probability estimates of the closeness of ~(‘1. +dr) to the set A. 
See Section 5. 
EXAMPLE (2.3) (“accelerated” SA). Let c(.) denote a fixed element in 
F(E, to), and (7j} a sequence of random times which satisfy tj < T;+~, 
t,-+ fco, TV = t, w.p.1. Define 
r(t, co) = t if t < to, 
and a(& CO) 5 c(r(t, CO)). a(.) is in F(E, to) w.p.1, modelling the case in which 
the decision to reduce the step size is based upon observed system perfor- 
mance. Between times rzn _, to rzn, the controllers of Example (1.2) believe 
that the iterates are moving in the “right” direction, thus a(.) is held constant 
with the hope of accelerating the convergence. Example (5.1) in Section 5: 
which we feel is indicative of the typical case, and our other results on rates 
of convergence, cast a certain amount of doubt on the effectiveness of such 
“acceleration” schemes. 
The rest of this section develops some of the analytic properties of 
elements of .F. The most important result is Lemma (2.2), because it supplies 
the basic technical device of the paper. 
LEMMA (2. I). Let u, p be arbitrary positive real numbers. 
(1) b, E F(a/T, to) implies bz(t) = ah,(t) & ZF(j3, to). 
(2) b, E g(a, to), b,(t)-+ 0 as t-+ +03, 0 < ,u < I, implies b?(t) 5 
/W(t) E F(B, to@, r, pu)) fir every 4 > 0. 
(3) Define a relation E on 59 by b, z b, zflhm,,,, b,(t)jbz(t) = I.. 2 
is an equivalence relation. On F/Z define the partial order ? by bf ? bz 
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QT hm,,,, b,(t)/b,(t) < 1 for any and, hence, all representatives 6, E br, 
b2 E bT. (F(E, to&, 7) has a unique minimum element: It is the equivalence 
class containing F n p. Let u,(t) = l/&(1 + t) serve as the representative. 
Henceforth, the star notation is used to identifv elements in F/Z. 
Proof. Assertions (l), (2) follow from routine calculations. In (3), the 
verification that z, ? are, respectively, an equivalence relation and a partial 
order is also straightforward. It remains only to show that a;(.) has the 
minimality property. 
Remark (2.1). Throughout the rest of the paper, we indulge in the 
following abuse of notation: When an integrand is defined only for almost 
every t in the interval of integration, interpret the usual integral symbolism 
with the understanding that the points of non-definition have been extracted 
from the interval. 
Continuation of proof Let b(.) denote an arbitrary element in F(E) to). 
With to chosen as in (A2.1), and t > to, (2.1) implies 
- lb-‘(s)b(s)ds=j r 
td 
-b-‘(s)ds,<e(t-to), 
. to to ds 
(2.2) 
and (2.2) that 
b(t) > l/(6- ‘(t,) + .s(t - to)). (2.3) 
Thus, ii%,,+ i. a,(t)/b(t) < 1, establishing a, as a representative of the 
minimum. I 
COROLLARY (2.1). If b E F(E, to) for any E > 0, t, > 0, then 
J’o+“O b(t) dt = +CCJ. 
Proof (2.3) implies 
\‘b(s) ds > ftOb(sj ds + E-’ i0g(i + cb(tJ(t - t,jj-+ +~0 (2.4) 
‘0 JO 
as t++co. I 
COROLLARY (2.2). If b(n) E F(E, no) for any E > 0, no > 0, then 
C:zo b(n) = sco. 
Proof. Without loss of generality, let rz, = 0. Define c(0) = b(O), and the 
linear interpolation 
c(t) = c(n) if c(n)<b(n+l), n<t,<n+l, 
= (t - n) b(n + 1) + (n + 1 - t) c(n), otherwise. 
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Let 6(t) = b(n), n < t < n + 1. zzO b(j) = IS* ’ 6(t) dt > I:” c(t) dt, and 
e(t) + cc2(t) > 0, t # n, imply the result, via Corollary (2.1). 1 
To facilitate notation, begin using the convention 
b,(ds) = b(s) exp (- [’ b(r) dr ) ds. 
LEMMA (2.2). Let b E F(E, to), u > t, be fixed but otherwise arbitrary, 
and&>O,a>,p>,OsatisfyP~l andO<e(lCa-/I)< 1. Then, 
.F ‘b”(s)@ - s)” b,(ds) < (constant) b”-B(t), t> 4 (2.6) u 
where constant = (1 - ~(a - p))-’ (1 - ~(1 + a -/?))-“. The inequality is 
sharp in the sense that there are elements in F(e, toj such that, <far any 
admissible a, p, log(l.h.s./r.h.s.) of (2.6) is uniformly bounded for all t >, 21. 
See Remark (2.2) immediately following the prooJ 
Proof: Let 0</3< 1, write a=(l-@(a-/3)+/?(1+a--/I), and use 
Holder’s inequality (with p = l//I, q = l/l -p) to get the integraI of (2.6) 
bounded above by 
b”-B(s) b,(ds) 1+a-4’(s)(t - s) b,(ds) 
i 
‘. (2.7) 
Let the notation for the two integrals in (2.7) be I, and I?, respectively. 
Consider I,, integrating by parts: 
I, = baPB(s) exp (-jstb(rW) I;- j; (a -/3) ha-B-2(s) b(s) b,(ds) 
< b”-“(t) - b”-‘(u) exp (-/‘b(r) dr) + E(U -p) I,. 
l4 
Thus, I, < (1 - &(a -/3))-’ b”-D(t). Treating Z, in the same way yields 
I, < (1 - ~(1 + a --/I?))-’ Zl, hence inequality (2.6). The cases /I = 0, 1 are 
handled accordingly. To check the last claim of the lemma, verify that 
a,(t) = L/E( 1 + t) is a suitable candidate. 1 
Remark (2.2). Although we have not proved it, it seems likely that (2.6) 
is sharper than indicated in the statement of Lemma (2.2). We conjecture 
that for any b(q), a, p satisfying the conditions of the lemma, Iog(l.h.s./r.h.s.) 
of (2.6) remains uniformly bounded for all t > u, so that the asymptotic 
behavior of both sides is always the same. 
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Remark (2.3). From (0.2) and (A1.2), when x(.) E B it follows that 
(2.8) 
for a.e. t > t,. Consider the following change of variable: Set 6(t) = pa(r), 
T(t) = <(t)/p, and immediately drop the tilde notation. This is equivalent o 
starting wiuth p = 1 in (A1.2), and yields a notational simplification to be 
taken advantage of later. However, there are repercussions which have to be 
checked. The reader can verify that dividing r(e) by p > 0 has no material 
effect on the main noise condition, (A3.2), below. By Lemma (2.1.1), a” is 
now in .!?‘(s/p, to), a change which has an impact on the technical condition 
0 < &(I + CI - /3) < 1 of Lemma (2.2). We now require 0 < &(I + lw -p) < p. 
With respect o 01, p, the worst cases in this paper are p = 0, a = 1, so that 
any E > 0 less than p/2 will suffice for (A2.1). Henceforth, this condition is 
signaled by b For example, g(E; to) means that E’ > 0 satisfies the hypotheses 
of Lemma (2.2). Otherwise, finite E > 0 is arbitrary. 
3. ASSUMPTIONS ON <(.) 
(A3.1) r(*, w) is a stochastic process with paths in 9” which are 
Riemann integrable on finite t-intervals for a.e. o E a. 
(A3.2) t(f) E L,(Q,5Pn) for each ta 0. There is a non-decreasing 
function o: 9’ -+ 5Yi such that 
E I t-(~>l* < a2(0, t>o, 




t(r) dr < a’(t)(t - s)2-2s, 
s 
q--l 




Henceforth, 6 is reserved as the parameter of (3.2). 
Perhaps the central concern of this paper is the interdependence of the a(.) 
and r(.) processes. a(.) may depend on the observation of x(.), and hence on 
<(. ). See Examples (2.1~(2.3). Or, a(.) might be affected in some other way 
by the same forces which generate c(m). The case where a(.) and <(a) are 
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stochastically independent is also not without interest. Assumptions 
(A3.3a-g), below, are alternatives, any one of which could be used to prove 
our main convergence in probability result, Theorem (5.1). In (A3.3b-d) 
a(.) and <(.) are arbitrarily dependent, and extra restrictions are placed on 
the step-size function a(.). Alternatively, (A3.3e-g) place restrictions on the 
joint distribution of a(.), t(. ). 
III (A.3.3a-d), a E F(E; to), and a(t) --f 0 as t -+ tco w-p. 1. 
(A.3.3a) a(.) is deterministic. 
(A3.3b) a(t, Q) = a,{,,(t) + ejc,)(t, w), j(o) E J’” w.p.1. The following 
conditions on aj(. j, ej(., .) hold: uj E g(E: toj, ej(t) = Q(aF(t)), where 
I -6/2 < Uj< 1, and SUP,,, IJbej(r)d?l < +CO, all W.P.1. 
(A3.3c) b(tj,<u(t, w)<clb”(t) w.p.1, tat,,, for some fixed 
b E F(E”, to), A > 0, 1 - 6/2 < u < 1. 
(A3.3d) (generalization of (A3.3~)). There exists a sequence of 
elements {b,},‘_“o in .Y’(E, to) and positive real sequences (u,,)~=~, {u,~/,‘,% 
such that ug = 1, V, < u,, 1 - 6/2 < v,/u, for n > 0 (example: 1 - 6/2 < 
u < 1, u,, = a”, v, 3 on”), and such that 
f2, = (w: sup u(t) b,“$) < +CCI) r? (w: hf a(t) bcun(t) > Oj 
!>O 
satisfies P(LJ, fz,) = 1. 
In (A3.3eg), a E .F(F; to) tv.p.1, and Eu(t)-+ 0 as f-+ fca. 
(A3.3e) The expectations of (3.1), (3.2) are replaced by conditional 
expectations with respect o the a(.) process, the inequalities continuing to 
hold w.p. 1. 
(A3.3f) The a(.) and e(m) processes are stochastically independent. 
(A3.3gj (generalization of (A3.3f)). a(.) and C(%) are asymptotically 
independent in the sense that there exists a non-decreasing function 
‘J/:9+-+9+ such that &I f-7 Jq < v(t) PiA) P(W whenever 
A E .F{u(r): 0 < r < t}, B E Y{<(r): 0 < r < t), K denoting the generated 
a-field. 
Discussion 
Assumption (A3.2) has, as the limiting case, the weakest possible 
condition for L, random variables : Without any additional information 
beyond c(t) E L&2, SF”), t > 0, (3.2) could be written with 6 = 0 (Holder’s 
inequality), and it is easy to construct counterexamples to convergence in 
this case. Equations (3.2) require that there be enough “mixing” in the values 
of r(r), s ,< r < t, so that the expected squared norm of the sum over the 
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interval is something less than o’(t) ]s - t ]* for large ]s - t], i.e., that a small 
positive quantity can be subtracted from the exponent 2, uniformly in s and 
t. 
EXAMPLE (3.1). Suppose, in (0. l), that r(n) = d(n) + Qn), where d is a 
deterministic function for which the sums ]Cy=, d(j)1 are uniformly bounded, 
and Err(p) c(q) = 0 for all p # q. (c(n)} illustrates a non-zero mean, non- 
stationary process (it is also non-weakly stationary in the sense of the next 
example) which is, nevertheless, “not going anywhere,” and for which (3.2b) 
holds with 6 = 4. Even with d(n) = 0, the above orthogonality condition on 
c(.) is already somewhat weaker than, and, in fact, implied by “classical” SA 
noise conditions. For a discussion of these and more general conditions, see 
[ 11. Different from the assumptions of [l] and other work with random a(.), 
(A3.2) is a statement about <(a) alone, i.e., it is not a condition which 
implies further restrictions on the a(.) process. As has already been 
mentioned, these are covered by (A3.3). 
EXAMPLE (3.2). Suppose, in (0.2), that <(.) is weakly stationary in the 
sense that there exists a real valued function R(e) such that ] ErT(s) t(t)1 < 
R(]s - tl) for all s, t > 0. (A3.2) is satisfied if, for some 0 E (0, l), 
suprzo f%(t) < +oo. 
The conditions of (A3.3) are mostly self-explanatory. (A3.3b), in effect a 
generalization of (A3.3a), says that each path of a(.) is a “small” pertur- 
bation of one of a countable number of paths in .Y. In the trapping condition 
(A3.3c), note that u < 1, which means that even though b(t) and /i&‘(t) are 
both converging to zero as t + +co, there is non-trivial room between them 
for the random fluctuations of a(t). Assumption (A3.3~) is elaborated in 
(A3.3d). 
EXAMPLE (3.3) (Example (2.1), continued). Consider the gain a(.) of 
Example (2.1). In (A3.3d), let b,(t) = l/l + t for all n. Whenever 
0, < Y(W) < u,, a(t, w) b;“n(t) = (1 + t + 4(t, w))-~“’ (1 + t)“’ < finite 
constant, and a(t, m)b,‘n(f) = (1 + t + $(t, o))-~(~) (1 + t)“” + +co as 
t--t +co. Consequently, (A3.3d) holds for this example. Generalization to the 
gain a”(.) is also possible. 
Assumptions (A3.3e-g) have been included mostly for the sake of 
comparison with (A3.3a-d), and for the technical convenience an indepen- 
dence assumption is certain to provide. This is not to say that there are not 
occasions in which independence might be a reasonable premise. For 
instance, a(.), because of exogenous errors of various sorts, environmental 
randomness, etc., may be “noisy” but otherwise decreasing at a preset rate. 
In Example (2.1), let y(m) = y w.p.1, and let Q be the exogenous random 
disturbance. Nevertheless, (A3.3bd) seem sufficiently flexible to justify the 
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expectation of convergence in probability of x(t) -+ A, regardless of the joint 
distribution of a(.), <(a), whenever the other assumptions are in force. 
4. ASSUMPTIONS ON x('> 
(A4.la) sup,>, Ix(t)\ < + co w.p.1. 
(A4.lb) A finite constant replaces +co in (A4.la). 
Discussion 
The last basic assumption for the continuous-time case concerns the boun- 
dedness of solutions x(.) w.p.1. Assumptions (A4. la, b) are alternatives, with 
(A4. lb) strengthening (A4.la) in the obvious way. The point to this 
condition is that if x(t) remains bounded, the averaging property of (A3.2) 
may enable x(t) to converge to A if, say, a(t)-+ 0 w.p.1, or Es(t) -+ 0. We 
make no claim, however, that boundedness is sufficient. Consider 
Example (1.1) with the added random disturbance, and suppose that all 
solutions of (0.2) with the f(.) of the example remain in [0, l] w.p.1. It 
could conceivably happen that the random element r(t) draws the solution 
repeatedly near I’= {l}, where its velocity toward (0) becomes mall. Even 
though x(.) is never actually in r, the entire history of the trajectory could 
be spent in a small neighborhood of K Probabilistic intuition suggests that 
this ought to be something like a null event. It will turn out that the required 
sufficient condition is sup,>, 1 V”(x(t))l < +a, w.p.1. 
Because the boundedness of solutions is also of some independent interest, 
this section is devoted to discussing conditions sufficient for (A4.la) and 
(A4. lb). The main tools are the very simple inequalities of Lemma (4.1), 
below, and its corollary. Note that, for the boundedness results of 
Lemmas (4.2), (4.3) which follow, (A2.1) and (A3.2) are not used, i.e., only 
the local Riemann integrability of the paths of a(e) and c(~) are needed. 
LEMMA (4.1). Let ,u(-) be a measure on 9’ which satisfies &Z’) < 1, 
and let g: ST’+ -+5F+ be bounded on finite intervals and measurabie with 
respect to /I(.). If a > 0, 0 < q < 1, and for each t > 0 
(4.1) 
then su~,,,g(t)<a/l -v 
Proof. Let r > 0 be finite but otherwise arbitrary. From (4.1) it follows 
that for each t E [O, ~1, g(t) < a + v su~,,[~,,~g(s). Thus, sups~ro,rl g(s) < 
a/l - q and since r was arbitrary, the result follows. 1 
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COROLLARY (4.1) With the hypotheses and notation of Lemma (4.1), if 
g’(t) < a + P I’ &)Ads) + v f gz(sMdsh P > 0, (4.2) 
0 0 
then SLI~~~~ g’(t) < (a + /3’/8)/(1 - q - II), where q is arbitrary in (0, 1 - r). 
ProoJ: The proof is exactly as that of Lemma (4.1), except that for the 
middle term on the r.h.s. of (4.2), use the inequality xy < 0x2 + (l/tl)y2 with 
x=g(s),y=p and 0=@ a 
One approach to the boundedness of solutions is via the following 
criterion on f(a), (A4.2), and noise condition (A4.3a) (resp. (A4.3b)). 
(A4.2) A possibly empty set F and positive constants p”, a exist so that 
(f(u),u)+a(~u~+l)~p”~uJ*foralluE~~--. 
(A4.3a) sup,>, iii a(s).<(s) dsl < +co w.p.1. 
(A4.3b) A finite constant replaces +a, in (A4.3a). 
LEMMA (4.2). Assume (A3.1) and that a(.) is non-negative and 
Riemann integrable on finite intervals w.p. 1. Let 1 f (u)l be bounded above by 
an afjne function of 1 u], and f satisfy (A4.2). If (A4.3a) holds, then (A4.la) 
holds. If (A4.3b) holds, and x(0) is bounded w.p. 1, then (A4. lb) holds. 
ProoJ: Without loss of generality, let p^= j. Equation (0.2) and 
Assumption (A4.2) imply 
$ IxWl* < -44 Ix(Ol* + a(t) WWI + 1) + a(t) (x(t), t(t)) (4.3) 
for a.e. t > to, where cx^ z 2a and f(t) E 2c(t). Now drop the A notation. 
Defining a,(ds) as in (2.5), (4.3) implies 
Ix(t)/’ < /.@)I* exp (-1’ a(r) dr) + a f (Ix(s)1 + 1) a,(ds) 
to to 
Again without loss of generality, let x(t), t(t) E 9’. Consider I:, =. j:,,x(s) 
c(s) a,(ds), and integrate by parts Iwith u(s) s x(s) exp(-jf, a(t) dr) and 
u(s) = .ff,, a(r) 5(r) dt. 
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I:,, = x(f) v(f) + ('j-(x(s)) u(s) a,(ds) - : If T(s) u(s) a,(ds) 
to " !u 
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- it x(s) z’(s) a,(ds). (4Sj 
” to 
Note that the next to last integral on the r.h.s. of (4.5) equals (integration by 
parts once more) i(d(f) - j:,u’(s) a,(&)), which is bounded w.p.1 by 
(A4.3a) (bounded uniformly by (A4.3b)j and the fact that j:, a,(&) < 1 for 
every f. For the second term on the r.h.s. of (4.5), use the boundedness 
condition on f(a). The proof is completed by applying Corollary (4.1). a 
Classical SA noise conditions imply that the partial sums ji a(s) <(s)ds 
are a convergent martingale, whereas (A4.3a) requires only the w.p.1 boun- 
dedness of these quantities. On the other hand, we use the fairly strong 
condition (A4.2). It may be possible to verify (A4.1aj with the aforemen- 
tioned w.p.1 convergence and an assumption like (Al.2), but we are unable 
to do this, Without (A4.2,3) we can still get a quick result, but nut without 
imposing boundedness restrictions on the process r(.) itself. 
LEMMA (4.3). Let the basic conditions on a(=), <(a) of Lemma (4.2) hold. 
Assume that V(.) is dgferenfiable with bounded gradient, safisfies (1.2), arzd 
v(u)~+co as IuI++m. @-sup,,, [c(f)1 < $00 w.p.1, then (A4,la) holds. &f 
sup,>, I<(f)/ and Ix(O)/ are bounded by a finite constant w.p.1, then (A4.ibj 
holds. 
ProoJ Solving (2.8) as in (4.3~(4.4), and using the boundedness of 
V’(= j yield the conclusions of the lemma. I 
Remark (4.1). Corollary (4.1) enables the following weakening of the 
conditions of Lemma (4.3): If, instead of boundedness, V’(.) satisfies 
j V’(U)/’ < (const.)(l + V(U)), u E 9” - I’, then the conclusions of 
Lemma (4.3) remain true. 
5. CONVERGENCE RESULTS 
The main result of this section is Theorem (S.l), which follows. In the 
course of the proof, each part of (A3.3) will be treated individually. 
THEOREM (5.1). Assume (Al.l), (A1.2), (A2.1), (A3.1~(A3.3), anti 
(A4.la). Let a(.) be non-increasing w.p.1. If suptao u(t) <o < fco, afzd 
suptao 1 V”(x(t))i < foe w.p.1, then x(t) -+ A in probability as t-+ fco. 
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ProoJ: Let arbitrary q > 0 be given, and define the m-set 0,~ 
10: max suP,,&(0l? If W>l¶ W(t)), I ~(x(O)l, I V”W)>l~ 
1 log a(t < M}. Choose M so that P(l2,) > 1 - q. It follows from (1.1) 
that for some B > 0, 
P(dist.(x(t), A) > q) < P(dist.(x(t), A) > r?, a,) + r~ 
G P(T/(~(c)) > 8, Q,) + 4 (5-l) 
where dist. = Euclidean distance. A bound for the probability of (5.1) will be 
obtained via inequality (5.2), below, which follows from (2.8). p has been 
taken equal to 1, a(.) is assumed to be in g(Z, to) w.p.1 (see Remark (2.3)). 
From now on, consider only w’s in a,,,,, and t > t,, where t, is taken as in 
(83) and (A2.1). All constants Kj, below, are finite and positive. Now, 
V(-W < J+dtd) exp (-jt 43 df) 
to 
+ I t (V’(X(~>>v r(s)) fws). to 
(5.2) 
Recall that a,(&) was defined in (2.5). Since the first term on the r.h.s. of 
(5.2) goes to zero w.p.1 as t + -tco, we ignore it and consider the integral 
term. Without loss of generality, let V: 9’ --f 9’ and all random variables 
be real valued. Letting I:, = I:, V/(x(s)) c(s) a,(&), integrate by parts with 
U(S) = U(S) V/(X(S)) exp(-Jz a(t) dr), v(s, t) = j: r(t) dz to get 
Ii, = 4to) V’(x(t,>) exp (-1’ 4) dr) v(t,, t) 
to 
A + J d(s) V’(x(s)) u(s, t) exp (5.3) to (-jst u(z) dr) ds 
’ + 
I 
(V”(x(s)) i(s) + u(s) V/(x(s))) v(s, t) a,(ds). 
fll 
a(.) is by assumption non-increasing, so that in (5.3) (ci(s)l = 4(s) < &u*(s) 
follows from (A2.1). Because w E oM, there exists a K,, which depends on 
M, such that 
K; *Vi:,1 < GJ exp (-jtl a@) dr) lv(tw 01 
t + i @Ml + It(s Iv@, t>l G-Js)- to 
(5.4) 
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By (2.4), the boundedness of log a(&) on O,, (A3.2), and Schwarz’ 
inequality, the first expression on the r.h.s. of (5.4) is bounded above in 
expectation on a,, by a term which is 0( l/t’+‘), and thus converges in 
probability to zero via Chebychev’s inequality. 
Let S,,, denote the second expression on the r.h.s. of (5.4), and consider 
(A3.3a-g) in turn: 
(5.5) 
< (const.) a’(t) 
is a result of Schwarz’ inequality and Lemma (2.2). 
(A3.3b) Partition Q, into the sets 52, = 52, nj-‘{k}, k = 1,2,..., and 
take r suficiently large so that P(UkGrQnk) > 1 - q. When co E R,, k ,< r, 
and K, = K3(m), 
where a:(&) is defined in the obvious way as in (2.5). Take K, sufficiently 
large so that 
As in (5.5), 
s ’ EJ:,,ir, <K, u:““-‘(s)@ - sy u;(h) to 
< (const.) uy+“(t) 
follows from Lemma (2.2). Note that 2u, - 2 + 6 > 0. 
(A3.3~) Essentially, like (A3.3a) with b”-‘(.) replacing a(.) and 
b,(ds) replacing a,(&) in the integrand of (5.5). 
(A3.3d) Take r sufficiently large so that P(UkGrQnk) > 1 -- tp 
Consider &I,, 0 < k < r, and choose K, sufftciently large so that P(fik) = 
P(D,, K,‘@(t) < u(t) Q K, bp(t), t > 0) > P(f2,) - q/r, and proceed as in 
(A3.3c, b) above. 
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Remark (5.1). By Lemma (2.1.2), for all k other than k = 0, bk(.) can be 
in F(E, to) for anjl E > 0. This is not the case for b,(.) since u,, = 1. 
Therefore, redefine 0, to be the intersection of the W-sets, where suptao a(t) 
b,““(t) < +co and where inf,,, a(t) b;‘(t) > I > 0, and require that 
b, E q5, to), 0 < c < l/2. 
(A3.3e) Take E(E(&,,w j a(s): t, < r < t)) to get, by Schwarz’ 
inequality for conditional expectations, and Lemma (2.2), 
EJ:olR,, < (const.) Es’(f) ( (const.)(Ea(t))‘. (5.6) 
The last step in (5.6) follows from Holder’s inquality. 
(A3.3f) Independence implies (A3.3e). 
(A3.3g) Identical to (A3.3e) except for the multiplicative factor w(t). 
Now add the condition that v(t) Es’(t) --t 0 as t + +co. 
Remark (5.2). Note that the boundedness of o(t) was not absolutely 
essential: a(.) could have been absorbed by a(-), in the assumptions, exactly 
as w was in (A3.3g). 
In every case, the expectation of J:, restricted to a set of arbitrarily high 
probability, or to one of a finite number of sets whose union has arbitrarily 
high probability, goes to zero .as t -+ +co. The convergence in probability of 
x(t) -+ A follows v3 Chebychev’s inequality. m 
THEOREM (5.2). Assume the hypotheses of Theorem (5.1) with the added 
conditions : V(-) is convex on A?“-r, Wxhi)) < +m, and 
E sup,,,,(~~,(V’(x(~)),~(s))a~(ds)( < +oo. Then Ex(t)-+A as t-r +oo. 
Proo$ Theorem (5.1) was “almost” a convergence in expectation type of 
result. With the stronger hypotheses of Theorem (5.2), and identical 
arguments, E V(x(t)) -+ 0 as t --) +co which, by the convexity of V(-), 
Jensen’s inequality, and (1.1) implies that Ex(t) + A. I 
The next result also follows from the proof of Theorem (5.1), and is 
preparatory for the analysis of rates of convergence and the case where a(t) 
does not converge to zero. 
THEOREM (5.3). Assume the hypotheses of Theorem (5.1) with 
(A3.3a, c, e, or f), but without the restriciion that a(t) or Es(t) necessarily 
converges to zero as t -+ +a~. Let (A4. lb) replace (A4. la). Suppose that r iS 
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empty, ) V”(+)j is bounded on bounded sets in 5Y”, and that log act,) is 
bounded w.p.1. The estimate 
1 
as(t) (A3.3a) 
EV(x(t)) < (const.) x bZup2+‘(t), 1 - (J/2) < 2t < 1 (A3.3~) 
Eas(t) (A3.3e, F) 
(5.7) 
holds for all sufficiently large t > t,. 
The potential relevance of (5.7) to the computation of the expected 
distance of x(t) from A is obvious. Versions of (5.7) under conditions similar 
to (A3.3 b, d, g) are also possible. 
Consider, now, the matter of rate of convergence-not entirely without 
subtlety since x(t, o) may not converge at all for any w&Q, or may have 
different convergence rates for different w’s, however the concept of “rate” is 
defined. Natural criteria are available for handling both aspects: First, the 
behavior of P(dist.(x(t), A) > r), r;l > 0, as t -+ +co is the natural criterion for 
evaluating the asymptotic properties of a sequence x(t) which converges only 
in probability. By (5.1) under the stronger boundedness condition (A4.lb), 
(5.7), and Chebychev’s inequality (large t), 





(A3.3e, f) (5.8~) 
Thus, the behavior of P(dist.(x(t), A) > q) is parametrized by the asymptotic 
behavior of the gain itself. In Lemma (2.1.3) the relation of “asymptotic 
equivalence” was defined, and, together with the partial order ? , provides a 
way of giving meaning to and comparing convergence rates for classes of 
step-size functions. We feel that (5.8) and Example (5.1), below, present 
interesting circumstantial evidence about the inefficacy of “acceleratior? 
procedures of the type discussed in Example (2.3). First of all, (5.8a) iden- 
tifies the “optimal” (equals minimal in the sense of ? ) class of deterministic 
gains, namely the class containing .!? n 9. Continuing with the notation of 
Lemma (2.1.3), a: ? a* for every a* E S/Z implies that, when (5.8) holds, 
no stochastic gain of the type we consider is demonstrably better than the 
predetermined choice of al(t) = l/&(1 + t). Of course, it may be argued that 
(5.8), an inequality, gives a glimpse only of the “worst case” asymptotics of 
x(t). Example (5.1 j, which follows, is admittedly artificial, but it does show a 
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case where (5.7) holds with asymptotic equality, and yields insight to the 
relation between x(t) and a(t). 
EXAMPLE (5.1). Let t, = 0, C(t) = cos(t) w.p.1, and i(t) = 
-u(t)x(t) + u(t) cos(t). (3.2) holds with constant a(.) and 6 = 1. An 
integration by parts shows that 
x(t) = u(t) sin(t) + x, exp (-1; 4) dr) 
(5.9) 
- j: @i(s) + a*(s)) sin(s) exp (-If u(r) dr) ds. 
s 
Since 4(s) < &u’(s), b(s) + u’(s) = O(u’(s)). If O(a) is differentiable with a 
“nice” derivative, another integration by parts on the last term in (5.9), and 
an application of Lemma (2.2), show that this entire term is O(u’(t)). Thus, 
x(t) -+ 0 “like” u(t). Note that the slower the convergence of u(t), the faster 
that of exp(-Jh u(r) dr), and vice versa. These two rates equilibrate, 
interestingly, at al(t) = l/&(1 + t). The next example shows a case where the 
asymptotics are essentially unaffected by the randomness of the gain. 
EXAMPLE (5.2) (Example (2.1), conclusion). Assume the conditions of 
Theorem (5.3), and let a(.) model the randomly disturbed gain of 
Example (2.1). That is, y(w) = y is predetermined in [0, ~1, u(t, w) = 
l/(1 + t + #(t, w))‘, where 4 satisfies the assumptions of Example (2.1). 
Otherwise, the distribution of the noise 4 is arbitrary: it may depend on x(e), 
Q(t) may oscillate increasingly wildly between positive and negative values. 
However, it is not so wild that, for example, u(t) is prevented from going to 
zero on a set of positive probability. By assumption, the sample paths of 4 
are trapped w.p.1 in the region bounded below by B(O) -pt and above by 
i(O) + Ict, for some finite K > 0. This means that, for a function b of the form 
b(t) = u/V + t)‘: a, p > 0, (A3.3~) is in effect, with u = 1. Thus, by (5.8), 
P(dist.(x(t),A) > I?) is at most 0(1/t”?, as it would be had u(t) equalled 
l/(1 + t)‘: 
6. DISCRETE PARAMETER 
The groundwork laid in Sections 1 through 5 can now enable a 
straightforward treatment of (0.1). Using a natural interpolation scheme, 
(0.1) is converted. into what is essentially the identical form of (0.2) plus a 
tractable error term. Define the linear interpolations 
x(t)=(t-n)y(n+l)+(n+l-t)y(n), 
u(t) = (t - n) u(n + 1) + (n + 1 - t) u(n), n<t<n+l, (6-l) 
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and the piecewise-constant interpolations 
Jqt) = y(n), 
m = C(n), 
ii(t) = u(n), n<t<n+l,nfd% 
As is usual in this type of situation, a condition is required which assures 
that the f(x(t)) and f@(t)) stay, in some sense, close together. This is the 
content of 
(A6.1) There is a function g: gitrn -+ .%’ t which is bounded on 
bounded sets in S2m, a function h : 2” + 5%” which satisfies Eh(c(t)) = 
O(c’(t)), and a constant 19 > 0 such that 
I.wW) -ftqf))l< QYO g(x(t), -w) qm t > 0, w.p.1. 
For (A3.3e), require that E(h(c(t)) ( u(r): E, < r < t) be O(o’(t)) w.p.1. 
For example, (A6.1) holds under the relatively mild continuity condition 
If(x) --J(y)1 < g(x, y) Ix - yle, all x, y E SY, 0 < 6 < 1. x(.), as defined in 
(6. l), is w.P. 1 absolutely continuous on finite intervals and certainly differen- 
tiable at all except integer points. Below, t is never taken equal to n E J’“. 
Now, 
i(t) = -cqt)f(x(t)) + CT(t) f(t) + a(t) @p(t), 
where @p(t) =f(x(t)) -f@(t)). From (1.2), 
+ qt)(v’(x(tj), Wj). 
With (A6.1) (6.2) becomes 
Aside from the inconsequential set of non-differentiability, there are two 
differences between (6.3) and (2.8): The most obvious one is the extra, 
higher-order-in-$-) term on the r.h.s. of (6.3), the second is the discon- 
tinuous a(=). Write ii(t) = u(t) + e(t), where a(.) is the linear interpolation of 
(6.1). Because 1 e(t)1 = ) u(t) - a(t)1 < eu2(n + 1) < su’(t) (non-increasing 
a(n)), this substitution in (6.3) replaces a(.) by a(.) and adds higher order 
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terms like the aforementioned. Absorbing them all into one expression, (6.3) 
becomes 
The only extra work in the proof of Theorem (5.1) is due to the addition of 
j$, ae(s)&(s), X(s)) 6(&s)) a,(&) to the r.h.s. of (5.2). The identical 
arguments and Lemma (2.2), with p = 0, handle this expression easily. Thus, 
with (A6.1) and the discrete versions of the other assumptions in Theorem 
(5.1), y(n) converges in probability to A as n-t +co. Theorems (5.2), (5.3) 
have analogous discrete-time counterparts. In particular, the rate results are 
unchanged as long as 6 < ~9. The discrete versions of Lemmas (4.2), (4.3) are 
complicated slightly by the error term in (6.4), and require some extra 
conditions, mostly that a(n) become sufficiently small as n --) +co. Lemma 
and Corollary (4.1) are used, once again, for the proofs, but the details are 
omitted. 
7. NOTES 
The case &r(t) = l/&(1 + t + d(f)) is interesting in the way it sheds further 
light on the critical nature of a 7, the boundary of .F’ n g (see Example (2.1), 
Lemma (2. l), and the surrounding discussion). Because sgnj;, + ~6:) = 
-sgn 4, a’, is, in general, neither in F(E, e) nor cF(~, e). However, a routine 
calculation shows that a’, is in F(s(1 + K), .) when -1 <J(t) ,< K, w.p.1. 
With a sufficiently small E > 0, so that the technical condition of 
Lemma (2.2) is satisfied, Z, is a permissible gain, and the conclusions of 
Example (5.2) can carry over the case y = 1. Another way to expand the set 
of possible gain paths is to notice that, if d(t) = O(t’-“), small v > 0, 2, can 
be written as i,(t) = a,(t) + O(a:“‘(t)) w.p.1. The approximations of 
Section 6 show that the higher-order-in-a, term has no effect on the main 
convergence result of Theorem (5.1). This, in turn, suggests that F be the 
prototype space of gains, and an enlarged space Z?’ be defined as follows: 
b E F’+ iff b =c + O(c’+“), cE F w.p.1. Something like this was done in 
(A3.3b). 
Another point worth commenting on is the assumption of the non- 
increasingness of a(.), in the statement of Theorem (5.1). In all the preceding 
results, this assumption is not necessary, and is used in the proof of 
Theorem (5.1) only to write IdI = -d < &a’. We could have taken 
1 ci ) < eu2 w.p. 1 as our starting point, but this represents only a very marginal 
weakening, since, if a(t)+ 0, the ability of a(t) to increase at t vanishes 
asymptotically. 
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Some features of our approach which evidently distinguish it from others 
in SA are (1) a parameterized (by 6) noise condition, (A3.2), which is sharp 
at 6 =0: In Example (5.1) take T(t)= non-zero constant w.p.1. 
Equation (3.2) is satisfied with 6 = 0, and x(t) -P 0 w.p. I; (2) Emphasis on 
random gain paths which *need not go to zero as t --) +cx, ; (3) Probability 
estimates, (5.8), expressed in terms of the step-size function itself. The 
asymptotic sharpness of (5.8) is the subject of forthcoming research, as is the 
treatment of a non-linear generalization of (O.l), y(n t l)= 
j?(n) - a(n)g(y(n), t(n)): and its applications. 
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