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Resumo
A forma como os recursos computacionais são geridos, mais propriamente os alojados
nos grandes centros de dados, tem vindo, nos últimos anos, a evoluir. As soluções iniciais
que passavam por aplicações a correr em grandes servidores fı́sicos, comportavam eleva-
dos custos não só de aquisição, mas também, e principalmente, de manutenção. A razão
chave por trás deste facto prendia-se em grande parte com uma utilização largamente
ineficiente dos recursos computacionais disponı́veis. No entanto, o surgimento de tecno-
logias de virtualização de servidores foi o volte-face necessário para alterar radicalmente
o paradigma até aqui existente. Isto não só levou a que os operadores dos grandes cen-
tros de dados pudessem passar a alugar os seus recursos computacionais, criando assim
uma interessante oportunidade de negócio, mas também permitiu potenciar (e facilitar)
negócios dos clientes. Do ponto de vista destes, os benefı́cios são evidentes: poder alugar
recursos, num modelo pay-as-you-go, evita os elevados custos de capital necessários para
iniciar um novo serviço. A este novo conceito baseado no aluguer e partilha de recursos
computacionais a terceiros dá-se o nome de computação em nuvem (“cloud computing”).
Como referimos anteriormente, nada disto teria sido possı́vel sem o aparecimento de
tecnologias de virtualização, que permitem o desacoplamento dos serviços dos utilizado-
res do hardware que os suporta. Esta tecnologia tem-se revelado uma ferramenta funda-
mental na administração e manutenção dos recursos disponı́veis em qualquer centro de
dados. Por exemplo, a migração de máquinas virtuais facilita tarefas como a manutenção
das infraestruturas, a distribuição de carga, a tolerância a faltas, entre outras primitivas
operacionais, graças ao desacoplamento entre as máquinas virtuais e as máquinas fı́sicas,
e à consequente grande mobilidade que lhes é assim conferida.
Atualmente, muitas aplicações e serviços alojados na nuvem apresentam dimensão e
complexidade considerável. O serviço tı́pico é composto por diversos componentes que
se complementam de forma a cumprir um determinado propósito. Por exemplo, diversos
serviços são baseados numa topologia de vários nı́veis, composta por múltiplos servidores
web, balanceadores de carga e bases de dados distribuı́das e replicadas. Daqui resulta
uma forte ligação e dependência dos vários elementos deste sistema e das infraestruturas
de comunicação e de rede que os suportam.
Esta forte dependência da rede vem limitar grandemente a flexibilidade e mobili-
dade das máquinas virtuais, o que, por sua vez, restringe inevitavelmente o seu reconhe-
v
cido potencial. Esta dependência é particularmente afetada pela reduzida flexibilidade
que a gestão e o controlo das redes apresentam atualmente, levando a que o processo de
migração de máquinas virtuais se torne num demorado processo que apresenta restrições
que obrigam à reconfiguração da rede, operação esta que, muitas vezes, é assegurada por
um operador humano (de que pode resultar, por exemplo, a introdução de falhas).
Num cenário ideal, a infraestrutura de redes de que depende a comunicação entre as
máquinas virtuais seria também ela virtual, abstraindo os recursos necessários à comunicação,
o que conferiria à globalidade do sistema uma maior flexibilidade e mobilidade que, por
sua vez, permitiria a realização de uma migração conjunta das referidas máquinas virtuais
e da infraestrutura de rede que as suporta.
Neste contexto, surgem as redes definidas por software (SDN) [34], uma nova abor-
dagem às redes de computadores que propõe separar a infraestrutura responsável pelo
encaminhamento do tráfego (o plano de dados) do plano de controlo, planos que, até
aqui, se encontravam acoplados nos elementos de rede (switches e routers). O controlo
passa assim para um grupo de servidores, o que permite criar uma centralização lógica do
controlo da rede. Uma SDN consegue então oferecer uma visão global da rede e do seu
respetivo estado, caracterı́stica fundamental para permitir o desacoplamento necessário
entre a infraestrutura fı́sica e virtual.
Recentemente, várias soluções de virtualização de rede foram propostas (e.g., VMware
NSX [5], Microsoft AccelNet [21] e Google Andromeda [2]), ancoradas na centralização
oferecida por uma SDN. No entanto, embora estas plataformas permitam virtualizar a
rede, nenhuma delas trata o problema da migração dos seus elementos, limitando a sua
flexibilidade.
O objetivo desta dissertação passa então por implementar e avaliar soluções de migração
de redes recorrendo a SDNs. A ideia é migrar um dispositivo de rede (neste caso, um
switch virtual), escolhido pelo utilizador, de modo transparente, quer para os serviços que
utilizam a rede, evitando causar disrupção, quer para as aplicações de controlo SDN da
rede. O desafio passa por migrar o estado mantido no switch de forma consistente e sem
afetar o normal funcionamento da rede.
Com esse intuito, implementámos e avaliámos três diferentes abordagens à migração
( freeze and copy, move e clone) e discutimos as vantagens e desvantagens de cada uma. É
de realçar que a solução baseada em clonagem se encontra incorporada como um módulo
do virtualizador de rede Sirius [12].




The way computational resources are managed, specifically those in big data centers,
has been evolving in the last few years. One of the big stepping-stones for this was
the emergence of server virtualization technologies that, given their ability to decouple
software from the hardware, allowed for big data center operators to rent their resources,
which, in its turn, represented an interesting business opportunity for both the operators
and their potential customers. This new concept that consists in renting computational
resources is called cloud computing. Furthermore, with the possibility that later arose of
live migrating virtual machines, be it by customer request (for example, to move their
service closer to the target consumer) or by provider decision (for example, to execute
scheduled rack maintenances without downtimes), this new paradigm presented really
strong arguments in comparison with traditional hosting solutions.
Today, most cloud applications have considerable dimension and complexity. This
complexity results in a strong dependency between the system elements and the com-
munication infrastructure that lays underneath. This strong network dependency greatly
limits the flexibility and mobility of the virtual machines (VMs). This dependency is
mainly due to the reduced flexibility of current network management and control, turning
the VM migration process into a long and error prone procedure.
From a network’s perspective however, software-defined networks (SDNs) [34] man-
age to provide tools and mechanisms that can go a long way to mitigate this limitation.
SDN proposes the separation of the forwarding infrastructure from the control plane as a
way to tackle the flexibility problem. Recently, several network virtualization solutions
were proposed (e.g., VMware NSX [5], Microsoft AccelNet [21] and Google Andromeda
[2]), all supported on the logical centralization offered by an SDN. However, while allow-
ing for network virtualization, none of these platforms addressed the problem of migrating
the virtual networks, which limits their functionality.
The goal of this dissertation is to implement and evaluate network migration solutions
using SDNs. These solutions should allow for the migration of a network element (a
virtual switch), chosen by the user, transparently, both for the services that are actively
using the network and for the SDN applications that control the network. The challenge
is to migrate the virtual element’s state in a consistent manner, whilst not affecting the
normal operation of the network. With that in mind, we implemented and evaluated three
viii
different migration approaches (freeze and copy, move and clone), and discussed their re-
spective advantages and disadvantages. It is relevant to mention that the cloning approach
we implemented and evaluated is incorporated as a module of the network virtualization
platform Sirius [12].
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The way computational resources are managed, specifically those in big data centers, has
been evolving in the last few years. Initially, the solutions consisted in applications run-
ning in big physical servers, however, this brought considerable costs. The key piece
that changed the state-of-affairs was the emergence of server virtualization technologies.
These allowed big data center operators to rent their resources, which represented an in-
teresting business opportunity for both the operators and their potential customers. From
a customer perspective, the benefits are also evident: being able to rent resources in a
pay-as-you-go model represents a considerably cheaper alternative to buying the neces-
sary hardware up-front, to support a new service with yet unpredictable usage patterns.
This new concept that consists in renting computational resources is called, nowadays,
cloud computing.
Today, a great amount of the existing applications that run in cloud environments
presents considerable dimension and complexity. The typical service is composed of sev-
eral components that complement each other in order to fulfill a common goal, e.g., nu-
merous services are based on multi-level topologies, with a layer of web servers, another
of load balancers, and distributed and replicated databases. This complexity results in a
strong dependency between the system elements and the communication infrastructure
that lays underneath. This strong network dependency greatly limits the flexibility and
mobility of the virtual machines (VMs). This dependency is particularly affected by the
reduced flexibility that the current network management and control tools and techniques
provide, turning the VM migration process in a long and error prone procedure.
1.1 Motivation
The tight dependence between modern applications and systems and their underlying net-
work makes the latter the limiting element in improving the efficiency and flexibility of
cloud infrastructures. Ideally, the entire network infrastructure of which VMs are depen-
dent should be itself virtual, abstracting the necessary communication resources, which
1
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would result in a globally more flexible and adaptable infrastructure.
Software-defined networks [34] have recently been demonstrated to be the enabler for
this form of network virtualization. SDN advocates splitting the infrastructure responsi-
ble for traffic forwarding (data plane) from the control plane (in traditional architectures
these components are strongly coupled). The control now typically runs in one (or more)
servers, the SDN controllers, resulting in logically centralized network control. There-
fore, the controller has a global vision of the network and of its state, which is the key in
enabling the decoupling of the virtual network from the substrate infrastructure.
Recently, we’ve witnessed the emergence of several network virtualization platforms
(e.g., VMware NSX [5], Microsoft AccelNet [21] and Google Andromeda [2]) that make
use of SDNs to achieve this advanced form of network virtualization.
While these platforms can serve as a framework to enable network migration, none
has actually provided a working solution to this problem. Therefore, there remains a need
to study technical and algorithmic solutions to tackle the network migration challenge.
1.2 Goals and Challenges
The goal of this thesis is to investigate algorithms to perform the migration of a network
component (namely, virtual switches), transparently. By transparent we mean that the
communicating VMs should not be able to distinguish the network behaviour during mi-
gration from normal operation. This, however, does not mean there cannot exist any kind
of disturbance during the migration, but rather that those disturbances also occur under
normal operation. For example, slight variance of latency or throughput and events such
as packet loss or out of order delivery do not break transparency as they can occur in a
best effort network.
Our goal is to explore the advantages and disadvantages of different algorithms to
understand the trade-offs that the transparency requirement induces.
We will focus mainly on the following problems:
• Migrating a network switch should ideally have no impact in user applications and
services. In particular, network performance, as experienced by the applications
that communicate across the network, should not significantly degrade (in terms of
throughput, latency, and packet loss);
• In an SDN context several control applications run on the controller to support
network operation. The migration of a switch should therefore be transparent to
these control applications (e.g., packet counters, flow information, and related state
should be maintained consistently).
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1.3 Contributions
This work’s contributions are the following:
• The design and implementation of three techniques for migration of a switch, as
applications that run on top of the Floodlight SDN controller [1]. The choice of
techniques was made to explore the main trade-offs of the design space: one algo-
rithm favors transparency (clone); another favors migration speed (freeze and copy);
and another attempts to be a middle ground between the two (move).
• Evaluation of the different migration variants under analysis, and discussion of the
trade-offs.
In addition, we have also implemented three additional Floodlight modules that pro-
vide support to the migration problem (but can also be used stand-alone), as well as some
bug fixing on existing Floodlight modules (reported to the community). Finally, the clone
method developed was incorporated into the Sirius multi-cloud network hypervisor [12].
1.4 Document Structure
The remainder of this document is structured as follows:
• Chapter 2 – presents background on the areas deemed relevant to this work’s topic,
as well as existing related work;
• Chapter 3 – is an in depth look into this work’s main contribution, namely the design
and implementation of the migration mechanisms under study;
• Chapter 4 – presents the evaluation of the network migration algorithms imple-
mented, and discusses the trade-offs involved;
• Chapter 5 – concludes this document with a summary of the dissertation, including
some ideas for future work.
Chapter 1. Introduction 4
Chapter 2
Related Work
This chapter presents the background to this dissertation and closely related work.
We start, in Section 2.1, by explaining server virtualization. Afterwards, in Section
2.2, we present techniques for live migration of virtual machines, explaining what is pre-
venting this technique from going further as a universally used resource management tool.
Next, in Section 2.3, we turn our focus to the network side, introducing Software-defined
networks (SDN), and how this new paradigm enabled advanced forms of network virtual-
ization, some of which are presented afterwards, in Section 2.4. In Section 2.5, we detail
related work on network migration, and we close with some final remarks in Section 2.6.
2.1 Server Virtualization
Virtualization consists in creating an abstraction layer between the hardware and the soft-
ware running on top of it. As a result, the software becomes less dependent of the underly-
ing infrastructure where it is executed, with clear gains in flexibility for the infrastructure,
easing the management and maintenance of its resources.
The benefits, namely to data center environments, include resource sharing (a single
machine providing resources for several virtual machines, or VMs), simplifying an ap-
plication’s deployment (since it will be running on top of a VM, it does not need to be
adapted to the specific hardware where it will run), reduction of deployment failures (by
enabling testing on the exact environment encountered in production), avoidance of ven-
dor lock-in (the software can run any hardware capable of running the virtual machine
manager (VMM)), while guaranteeing resource isolation (the VMM ensures that each
VM has the resources it needs available, without conflicting with any other VM).
There are different virtualization approaches (Figure 2.1). Full virtualization [13] in-
troduces a new abstraction layer, the hypervisor, over the hardware, allowing VMs to run
different guest operating systems on top of a single server. By contrast, kernel-based
approaches [31] modify an existing OS at the kernel level, in order to include the neces-
sary mechanisms to enable multiple VMs to run in parallel as a lightweight virtualization
5
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mechanism. However, they are restricted to the same operating system (OS).
Figure 2.1: Hypervisor-based virtualization (a). Kernel-based virtualization (b).
A third type is nested virtualization (Figure 2.2). It essentially consists in the addition
of another abstraction layer placed over the already existing hypervisor.
Figure 2.2: Example of nested virtualization.
This sort of virtualization can be especially useful to run applications in third party
clouds, since it concedes a hypervisor-level control to the cloud user (that now also be-
comes a tenant), and allows for implementation of a variety of new features without re-
quiring provider support. For example, it enables VM migration (to be discussed in further
detail in the next section) amongst clouds of different providers. An example of this kind
of solution is Xen-Blanket [45]. This solution provides the user with hypervisor-level
control and a set of features that is independent from the cloud providers that form the
base infrastructure. The main enabler is the blanket layer (Figure 2.3), which contains
blanket drivers that, essentially, are responsible for interfacing with the different clouds.
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Figure 2.3: Structure of Xen-Blanket, from [45].
2.2 Live Migration of Virtual Machines
Data center and cloud administration is a challenging task, requiring careful and slow
planning and involving human intervention. The introduction of virtualization signifi-
cantly improved the situation, but it was not enough. For example, even though virtual
machines greatly improved resource usage in data centers, virtualization alone was still far
from optimal, from a global perspective. The emergence of techniques for live migration
of virtual machines was therefore the key to take infrastructure operation and management
to a new level.
The earliest work on live migration of VMs was presented by Clark et al. [17]. The
proposed solution was built on top of Xen’s hypervisor, targeted to local area networks
(LANs). The main challenge was minimizing the downtime. The technique employed
guaranteed transparency by not requiring guest operating systems’ participation in the
migration process, that remains unchanged.
The proposed migration algorithm consists of six different stages. The first, “stage
0” or pre-migration, has the sole purpose of pre-selecting the destination host of the next
migration, aiming to speed up the next stages’ execution. This is an optional stage. Next
is the reservation stage, crucial for the process. Here the algorithm validates if the desti-
nation host has the resources necessary to host the migrated VM. If so, the resources are
reserved. Otherwise, the migration process is canceled. Stage 2 is the pre-copy, which
consists in the iterative copy of all memory pages from the target virtual machine to the
destination one. Being an iterative process, after the first copy only the pages that were
modified during the previous copy are copied and sent again. This iteration will only stop
when the “writable working set” is identified. This set essentially represents the memory
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pages that are constantly being modified (so often that the copy process cannot keep up).
Afterwards, we get to the stop-and-copy stage, where the original VM is suspended, its
network traffic is redirected to the new VM and, finally, the remaining state is transferred,
resulting in a suspended copy yet consistent, in both hosts (original and new). If, for
any reason, this stage fails, the original VM will return to execution. Stage 4 is the
commitment, the phase when the new VM informs the original one that everything went
accordingly with the plan. This results in the release of the original VM and the new one
assuming the “primary” status. The last stage is called activation and basically runs some
post-migration code that will reattach device drivers to this new machine and advertise
the new IP addresses. The full process is depicted in Figure 2.4.
Figure 2.4: Migration timeline (from [17]).
To optimize this algorithm defining the writable working set is key. Since its identifi-
cation is essentially the stopping condition for one of the fundamental stages (pre-copy),
the authors analyzed several types of workload and their specific impact on the pre-copy
stage in order to develop heuristics that accurately determined the optimal number of it-
erations. As a result, this solution minimized time and CPU usage. The authors also
concluded that bandwidth usage during this stage should have enforced limits in order to
control this operation’s impact in the VM’s normal operation.
2.2.1 Live WAN Migration of VMs
Wide area network (WAN) and LAN migrations, have some distinct features, namely the
higher latency between hosts and bandwidth restrictions being, once again, key factors to
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account for.
The first work to consider this problem was CloudNet, from Wood et al. [46]. The
authors present a cloud computing platform that coordinates with the underlying network
provider to enable seamless connectivity between enterprise and data center sites. This
is justified to create a resource pool from the various clouds in order to provide flexible
placement and live migration of applications across all the available sites. To achieve
this, they introduced the notion of virtual cloud pools (VCP), an abstraction similar to
the virtual private cloud we can find today in Amazon EC2. This abstraction allows to
logically group server resources (that might be distributed across several data centers) in
a single and transparent server pool.
At the network level, the solution leverages a layer-2 virtual private network (VPN)
based on multi-protocol label switching (MPLS) and virtual private LAN services (VPLS).
This solves the limitation of the original solution that was limited to a single IP sub-
network (that arises when you consider a WAN setting), since it virtualizes the data link
layer (layer 2), “placing” all resources in the same virtual LAN while, in fact, they are
spread in different networks.
In order to adapt to the WAN environment, this solution proposes a slightly different
migration algorithm from the original [17]. Firstly, as mentioned, it will establish a virtual
connection between the VCP endpoints (origin and destination). Then, if the storage is
not already shared, it transfers the disk state. Afterwards, it transfers the memory state of
the original VM to the destination (in an iterative process similar to [17]) and, finally, it
will stop the VM to perform the last memory and CPU state transfer. This process, shown
in Figure 2.5, is therefore similar to [17], apart from the first step (virtual connections).
The differences become more noticeable when we look at some of the optimizations that
were made to mitigate WAN-related issues.
Figure 2.5: WAN migration phases (from [46]).
The first is related with the iterative step of memory transfer or, to be more precise,
with its stopping. The smart stop algorithm proposed results from an analysis of the lim-
itations of the original stopping conditions from [17], which was too costly for a WAN
environment, both in terms of time and bandwidth. Therefore, they proposed a new stop-
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ping condition: the iterative process would only stop if, in a given iteration, there were
fewer pages to be sent than in the previous iterations. If an increasing trend was detected,
the migration was aborted.
To further improve bandwidth usage, CloudNet’s authors present a content-based re-
dundancy (CBR) elimination technique. The idea is to divide the disk and memory content
(each disk block or memory page) into fixed-size blocks, and hash their contents. They
created a cache in both the source and destination for the block hashes. This way, before
sending data, if both endpoints had the hash for the block in question, a small 32-bit index
would be sent, instead of the full block.
Finally, CloudNet implements a page delta technique which is based on the fact that
often only small portions of memory pages are dirtied. By taking advantage of this tech-
nique, if a page is being retransmitted, instead of sending the entire page, only the differ-
ence needs to be transmitted.
Another related work is [16], whose goal was to migrate a VM (along with its local
persistent state, that is, local file system) while attempting not to interrupt any ongoing
connection. In contrast to the previous work ([46]), the authors resort to dynamic DNS
and tunneling in order to virtualize the network. Tunneling is used between the source
VM host and the destination VM host in order to relay existing connections, to keep them
alive. To ensure the new connections go to the right host, the solution updates the DNS
entry immediately before the migration is concluded. This way, these connections are
already established with the new host. The migration process follows the same general
lines as [17, 46].
Some optimizations include using VM image templates to save bandwidth when trans-
ferring the original VM across the WAN. Similar to the CBR elimination technique or the
page deltas in CloudNet, the idea is to check the differences from what is already in the
template image and what is different, to transmit only the differences. Another optimiza-
tion is the enforcing of a write-throttling mechanism, that is, a mechanism that slows
down the write operations in the original VM (according to some thresholds) in order to
reduce the differences remaining to be migrated when the VM is fully stopped.
2.2.2 Migration for Fault-tolerance
Data centers have strict requirements in terms of fault-tolerance as service unavailabil-
ity or downtime can be extremely costly. For this reason, data centers operators employ
several kinds of infrastructural redundancy (power, network, and computational). Never-
theless, even with these solutions in place, there may be circumstances (some predictable,
others not) that may still take out part or even the totality of a data center’s operation (e.g.
natural disasters).
From an application point of view, fault-tolerance typically implies sophisticated re-
engineering to accommodate complicated recovery logic, making fault-tolerant apps highly
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complex.
The authors of Remus [18] approach this problem by proposing a mechanism that can
provide high availability to existing applications, as a service. This represents a consider-
able advantage to existing applications since, this way, they do not require code changes
to include or adapt to any complex fault-tolerant logic.
Succinctly, Remus works as depicted in Figure 2.6. At its core, it replicates the origin
VM’s internal state to another host, several times a second, so that, if or when the original
VM fails, the backup can simply take its place (just like in a warm replica setup).
Figure 2.6: Replication process in Remus, from [18].
The way Remus performs replication is also one of its defining characteristics, and
that process is visible in Figure 2.6. Instead of constantly sending the state or completely
stopping the VM and sending a full state copy, which would severely affect performance,
the authors implement a speculative execution mechanism and, afterward, perform an
asynchronous state transfer to the backup. A key factor in the process is the fact that rel-
evant data will only be returned to the user once the backup has confirmed it has received
it for consistency. This is made possible because Remus implements buffers that retain
any communication produced since the last consistent checkpoint. This way, the original
VM will not stop its execution while waiting for confirmation of state replication but it
also will not affect its consistency.
A different approach is taken by Bodı́k et al. [15]. The authors consider the inherent
tradeoff between achieving high fault-tolerance and reducing bandwidth usage, since the
first typically implies spreading the machines across the data center, while the second
favors keeping them together (Figure 2.7).
To assist their algorithm design, the authors have thoroughly analyzed an application’s
communication patterns (they targeted Microsoft Bing). One important conclusion was
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that the core of the network was the most congested network segment, with the remaining
traffic being spread thin across the remaining of the network.
Given their findings, they designed an optimization framework that focused on band-
width, fault-tolerance, and the number of reallocations needed from the original setup to
the optimal one. From this starting point, they proposed two algorithms and proceeded
with several experiments to select the best. In the end, the authors concluded that the
best algorithm would reallocate the machines with a minimum of 20% bandwidth usage
reduction in the network core, while improving the average worst-case survival by at least
40%.
Figure 2.7: Bandwidth (a) and fault tolerance (b) optimization examples, from [15].
2.2.3 VM Placement
Live migration has, as we have shown previously, numerous benefits. However, if not
properly planned and executed, it can also cause problems, including physical machine
overload or network congestion. Therefore, it is important to take these aspects into
consideration whenever moving any VM from one host to another.
To address these constraints, the authors of [8] proposed an algorithm that aims to
consolidate heterogeneous VMs given their communication patterns. To achieve this the
authors have made a few assumptions. Firstly, inter-tenant VM communication should
remain small or, if possible, be inexistent; secondly, during off-peak (lower usage) periods
it is acceptable to consolidate all of a tenant’s VMs in a single machine; lastly, there cannot
be traffic leaving the data center to reach popular resources (e.g. Google).
The algorithm starts by determining which hosts are loaded over a pre-established
threshold (these are designated as undesirable destinations for migration). Then, it makes
the same but for hosts under another pre-established threshold (potential destinations).
Afterward, the potential destination hosts are sorted by actual load, and a set of VMs suit-
able for the available capacity is identified. To conclude, leveraging the VMs’ communi-
cation graphs, the algorithm picks the largest connected set of VMs possible to migrate
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into a single machine. This will be done until there are no longer physical machines capa-
ble of taking full sets. At this point, the larger sets are split with the help of two auxiliary
partitioning algorithms and the same logic is run again, this time around, considering the
newly split sets as standalone sets. This design was shown to minimize traffic between
VMs hosted in different physical machines.
The migration of virtual clusters (VCs) is another situation that relies on proper ar-
rangement. While some works focus mainly on reducing the impact caused by the migra-
tion process (e.g. [20]), [49] compares a variety of existing live migration strategies for
VCs and then proposes a framework to manage these migrations.
The migration strategies proposed are concurrent migration, when a given amount of
machines are simultaneously migrated; mutual migration, which consists of two clusters
concurrently migrating to each other’s machines; homogeneous multi-VC migration, es-
sentially migrating multiple same-size clusters; and heterogeneous multi-VC migration,
which consists of migrating multiple clusters of variable size.
The authors compared the performance of the various strategies, considering various
metrics (migration time, bandwidth usage, amongst others) and concluded that concur-
rent migration of a big number of machines will hurt network’s performance and be a
slow process if faced with limited bandwidth. Furthermore, sequential migration (which
this work bundles in with concurrent migration) is considered to be a better option when
compared with mutual migration. In fact, mutual migration should always be avoided
since it consistently results in long migration times.
2.3 Software-Defined Networking
IP networks are traditionally very rigid and hard to change. Changing a network policy
usually requires a human operator to deploy or update each node’s policies (Figure 2.8)
by hand or using low-level scripts, in an error-prone process. Additionally, the layers of
functionality of a switch or router are tightly coupled (that is, the same device concentrates
both the control and data planes [34]). To address this, software-defined networks (SDN)
have emerged.
2.3.1 Architecture
Software-defined networks are a new paradigm for networks that, even though they are
still not globally used, promise to provide an answer to most of the traditional networks’
downsides. Google and other large operators have already deployed SDNs inside their
data centers [41], between data centers [26, 35], and to interconnect them with the Internet
[48].
SDN presents three defining characteristics. First, the control and data planes are
decoupled (which can be an enabler for innovation in the infrastructure), with the data
Chapter 2. Related Work 14
Figure 2.8: Traditional network management.
plane remaining in the switches and the control plane being transferred to a logically-
centralized controller (Figure 2.9). Controllers run as a cluster of servers, and this logical
centralization of the network control effectively makes it easier to observe the network’s
state and make decisions based on it. Second, forwarding is flow-based, which results in
greater flexibility. Third, SDNs bring the ability to program the network. That is, instead
of configuring a network, as in traditional networks, operators implement applications in
the controller that are responsible for proactively (before any traffic reaches the network)
or reactively (as the traffic reaches a device) install the necessary configurations and define
the network’s behavior.
As we show in Figure 2.9, to materialise the coupling of the control and data planes it
is necessary a communication protocol, which is typically Openflow [38].
2.3.2 OpenFlow
Openflow [38] is the most widely adopted SDN south band protocol, used for controllers
to communicate with switches. Its main purpose (and advantage) is hiding the likely ex-
isting heterogeneity of network devices, providing a common interface and, consequently,
normalizing the means used to alter their functionalities.
The common workflow is as follows. When a packet arrives, it either matches some
rule in the switch’s forwarding table, and it executes the corresponding action or, if it did
not match any rule, typically it sends an Openflow message to the controller to define the
procedure. Openflow’s forwarding is flow-based. This flow abstraction confers higher
flexibility when it comes to handling packets.
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Figure 2.9: Software-defined network structure.
2.4 Network Virtualization
Traditional network virtualization solutions, such has VLANs, are limited, as they do not
fully virtualize the topology and addressing of a virtual network. This limits its usefulness,
for example, in data center environments. A scenario where this gets clear is when a data
center workload is dependent on a given topology, which is often the case. While some
services require only a L2 connectivity service, others, such as web services, require
multiple tiers (load balancers, databases, etc.) and L3 routing functionality.
Ideally, the virtual network abstraction should have equivalent capabilities as the com-
pute virtualization, that is, the virtual network should be fully decoupled from the sub-
strate infrastructure.
In this section, we present works that go towards that goal.
2.4.1 Single-cloud Network Virtualization
VMware’s Network Virtualization Platform (NVP) [32] was the first production-quality
network virtualization solution. Its SDN-based architecture is built around a network hy-
pervisor that’s responsible for the network abstraction that is presented to tenants. This
abstraction includes a control abstraction, giving the tenants the possibility to create and
manage network elements (logical datapaths) in a fashion that emulates a physical net-
work and a packet abstraction, which consists of any packet sent in the virtual network
having the same treatment they would if this virtual network was the tenant’s physical
network.
The aforementioned logical datapaths are implemented on a software switch (running
in every host), taking advantage of tunnels between every pair of host-hypervisors, to get
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connectivity and guaranteeing also the necessary isolation. This results in transparency
in the underlying network, that will only see normal IP traffic circulating and will not
require any infrastructural change.
NVP has a logically centralized controller implemented as a cluster of servers re-
sponsible for the configuration of every software switch. NVP takes advantage of traffic
locality by installing the packet flow rules in the kernel. This results in faster matching.
To further improve throughput, NVP resorts to stateless transport tunneling (STT) for
encapsulation, to enable hardware offloading mechanisms.
The second challenge was the complexity of the computation of the network’s for-
warding state at the controller. To tackle it, NVP uses a domain-specific declarative lan-
guage (nlog) that allows for the separation of logic specification from the state machine
that implements it, simplifying computation.
Finally, for scalability, NVP divides the complex computations into multiple tasks to
be executed by different servers in parallel. Availability is achieved by having hot standby
replicas ready in the eventuality of a failure being detected.
OpenVirteX (OVX) [9] is another SDN-based network virtualization platform. The
main difference is that its goal is to virtualize a SDN. OVX can be considered a network
hypervisor (based on FlowVisor [40], a network virtualization layer) that inserts an addi-
tional abstraction layer between the physical network and the SDN controller(s) (Figure
2.10). OVX fully virtualizes the network, enabling the creation of several virtual SDNs
(vSDNs) running on top of a single infrastructure, providing each tenant with a network
following their requisites (topology, addressing, and control).
Figure 2.10: OpenVirtex architecture, from [9].
To achieve topology virtualization, OVX intercepts LLDP messages coming from the
SDN controller and “forges” LLDP response packets to send back, creating an illusion of
virtual links. For address virtualization, it is necessary to consider potential overlapping
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IP address blocks to exist in the same physical network. Collisions are avoided with
the installation of flow rules whose objective is to rewrite addresses at the edge switches
of the network. Finally, to virtualize the control, OpenVirteX maps the control functions
issued by the control applications for the different virtual networks onto the corresponding
physical network actions, as well as rewrites them to guarantee isolation.
2.4.2 Multi-cloud Network Virtualization
While NVP [32] assumes a single cloud infrastructure and full hardware control, some
works propose to extend virtualization to multiple clouds. For example, [10, 12] apply
network virtualization to several clouds, either public or private, and with varying levels
of infrastructural control. The motivations for this sort of solution include reduced costs,
improvements in performance, reliability and security [27, 28, 29].
To deliver such system, Alaluna et al. [12] opted for a container-based virtualization
approach [42], and SDN-based control. To achieve full network virtualization, the hyper-
visor is responsible for translating virtual events to physical ones (and vice-versa) as well
as doing flow translation at the edge of the network.
XenFlow [37] is another network virtualization platform for multi-cloud scenarios. A
differentiating factor is that its solution addresses the problem of quality of service (QoS)
provisioning. This proposal is designed to run on commodity hardware (using Xen as
base) and its architecture consists of three components: the virtual routers, a XenFlow
Server and a packet forwarding module (compatible with OpenFlow).
The virtual routers run a XenFlow client whose objective is to monitor the routing
and ARP tables, looking for any updates, and collecting that data. Afterwards, that data
will be collected from all routers by the XenFlow server to produce a routing information
base. In order to achieve virtual network isolation, XenFlow leverages VLAN tags, and
for resource isolation, it associates virtual routers with Open vSwitch queues.
XenFlow also monitors the resource usage of each virtual network and calculates the
best idle resources distribution between the virtual networks, so that there are less re-
sources being wasted. This results in a more efficient resource distribuition, as well as
better link usage.
VirtualWires [44] is yet another approach to network virtualization. The main inno-
vation is a primitive proposed to allow for a user to easily connect (or disconnect) virtual
network interfaces (vNICs) with a point-to-point tunnel (Figure 2.11). Its implementation
not only uses Xen but also leverages Xen-Blanket [45] to be deployable across multiple
clouds.
This design allows for flexibility by ensuring that, when two vNICs are connected they
will remain connected even if the topology gets modified (e.g. one of the machines gets
migrated to a different cloud). As referred, the vNICs are paired with layer-2-in-layer-3
tunnels, with the tunnel connections being managed by an endpoint manager residing in
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Figure 2.11: Example of a “VirtualWire”, from [44].
the hypervisor. To maintain the connectors in a migration across clouds, VirtualWires
introduces another component, the extender, whose purpose is to permanently maintain
VPN connections with other clouds.
2.5 Network Migration
The flexibility and mobility of virtual machines is strongly limited by the network depen-
dency of the underlying substrate resources. A relatively recent line of work has tried to
address this problem by migrating the network with the VMs. We present a selection of
these works in this section.
Probably the first work to address this problem is VROOM [43], a network-management
primitive that allows for virtual routers to freely move between their physical counterparts
while avoiding changes to the logical topology. VROOM’s internals can be seen in Fig-
ure 2.12. Essentially, they split the physical router’s resources into several virtual entities,
creating a VM-like solution for the routers, where the functionality is separated from the
hardware that runs it. However, the migration of these virtual routers can not be done in
the same fashion as VM migration since the latter usually results in significant stoppage
times.
Therefore, VROOM’s authors suggest that data plane operations should never be in-
terrupted, while the control plane can withstand small delays. With this in mind they de-
coupled the control and data planes by introducing a migration-aware interface between
them (the data plane hypervisor). Besides allowing for this separation between planes,
the data plane hypervisor also helps to hide the underlying data plane heterogeneity from
different technologies.
With the virtual routers migratable and the control and data planes detached, the only
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thing missing was actually ensuring that the target router’s links were also migratable. To
face this, Wang et al. decided to use programmable transport networks [7] and packet-
aware transport networks [6]. These techniques, combined, allowed them the necessary
link flexibility to fully migrate a router.
Figure 2.12: Architecture of a VROOM router, from [43].
The migration process itself starts with a tunnel being set between the two routers,
in order for the destination router to start receiving routing messages. Afterwards, the
control plane will be migrated while traffic is still being handled by the original data
plane. With the control plane already running at the new location, the new data plane
at the migration destination starts to get populated, while the old data plane can still be
updated (these are parallel operations). During this transition, the old router forwards
routing protocol traffic to the new router and, once the new data plane is ready, link
migration is triggered with both data planes operating simultaneously for a small period,
to facilitate the asynchronous link migration. When this task is over the tunnel originally
set is closed and the migration is considered finished.
The work by Ghorbani et al. (LIME) [23] explores a similar problem in the context
of SDN. Their goal is to migrate a switch and its VMs transparently, i.e., without the
controller or the user applications noticing the migration process. Their notion of trans-
parent migration consists in no event happening during a migration that it could not have
happened during a normal operation period. This, for example, deems small packet losses
as acceptable since they can also occur during normal operation. LIME was designed
to fit between the switches and the controller, thus supporting any SDN controller. The
authors’ approach is similar to that of VROOM, with the use of tunnels between the mi-
gration source and target switches, with those working in parallel during the process (fig.
2.13). In addition, the authors include merging mechanisms (e.g., for controller statistics)
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to guarantee correctness during the migration.
Figure 2.13: Migration source and target switches working in parallel, from [23].
2.5.1 Migration Scheduling
When migrating several elements, potentially with different characteristics, the migration
order and timing become key aspects of the migration algorithm, so that it can run swiftly
and unnoticed. Therefore, this section is dedicated to some recent works on scheduling
of network migration.
We start with [22], where the goal is the sequencing of the migration of various ele-
ments that need to be moved when migrating one or more VMs. The starting point is a
network consisting of a set of switches (each with its own set of forwarding rules), and
the objective is to calculate a sequence of OpenFlow instructions that will virtually move
a set of VMs from the starting network into a desired target network, while preserving the
desired correctness conditions.
This comes down to solving two sub-problems. The first is defining a sequence of
VM migrations (VM sequence planning problem). The second is, for each VM, to deter-
mine the order of the OpenFlow instructions that should be applied or discarded (network
sequence planning problem).
A way to solve these problems would be to formulate them as a single optimization
problem. However, that would result in intolerable computational costs. The solution
proposed was a simple heuristic for sequence planning that aimed to fulfil a given band-
width requirement and avoid cycles. According to their evaluation, the solution is orders
of magnitude faster than the optimal algorithm, and achieves approximate results.
The authors of [36] proposed algorithms that aimed to achieve an optimal sequenc-
ing for migrations. They proposed three algorithms. First, LMCF (Local Minimum Cost
First), an algorithm that attempted to minimize migration cost by migrating one node at
a time. Second, MIS-SS (Maximal Independent Set-Size Sequence), whose goal was to
minimize migration time by migrating multiple nodes at once. Finally, MIS-LMCF (Max-
imal Independent Set-Local Minimum Cost First), which tried to minimize migration time
and cost.
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2.6 Final Considerations
This chapter provided some background and insights for the problem to be addressed
next. We presented the earlier machine virtualization and migration techniques and their
limitations. We introduced SDNs, and have shown how this new paradigm enabled new
network virtualization solutions that fully decouple the virtual network from the substrate.
Finally, we have detailed a set of works that started addressing of the migration of certain
network elements.





The invention of machine virtualization has offered unprecedented flexibility to cloud
infrastructures. Virtual machines (VMs) allow a level of mobility and agility that the
network infrastructure has been unable to par, and VM migration is now an established
technique. However, the ability to move the network together with the VMs that intercon-
nect them is still a mostly unsolved problem.
The emergence of SDNs gave operators new tools to tackle the problem. The global
view offered by a logically centralized control plane enabled a new perspective for net-
work virtualization. Modern platforms leverage SDN to fully virtualize a network [32,
12]. These solutions are enablers for network migration, but they do not tackle the prob-
lem. In this chapter we start addressing it by presenting three algorithms for network
migration. These will then be evaluated and compared in the next chapter.
3.1 Context and Objectives
The context of our work is the SDN-based network virtualization platform Sirius [12].
Sirius runs as an application on top of a SDN controller. It takes all decisions related to
the placement of virtual networks, and sets up the network paths by configuring all net-
work switches. This network hypervisor also intercepts messages between the substrate
infrastructure and the users’ virtual networks, and vice-versa, thus enabling complete net-
work virtualization. This architecture is similar to other virtualization solutions, such as
NVP [32], so the algorithms we will evaluate could also be used in those platforms. As
with those other solutions, Sirius does not include any module for network migration.
This is the gap that our work fills.
Ideally, the migration of a network switch should maintain network performance as
close as possible to the one expected during normal operation, from the point of view of
applications. Furthermore, the migration process should be transparent to the network
control plane, that is, network state should be kept consistent during and after the algo-
rithms’ execution. These are the trade-offs we aim to investigate in this work.
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3.2 Migration Platform Overview
In Figure 3.1 we present a high level view of our migration platform.
Figure 3.1: High level view of the migration platform.
The user of the platform (e.g., a data center operator) is presented with an API that
enables triggering a migration procedure. Its invocation is simple: informed with the
network topology, the user identifies the switch that will be migrated (Source Switch),
and the migration target, the switch to which its state should be moved to (Target Switch).
The main module of the platform, which forms the core of this thesis, is the Migration
Algorithm. We have implemented three different algorithms to analyse different trade-
offs. These will be detailed in Section 3.3.
Additionally, we implemented some auxiliary modules, including Route Computa-
tion, responsible to return a shortest path given a topology and a pair <source, des-
tination>; Rule Installation, which will translate the outcome of the Migration Algo-
rithm module onto switch rules (made effective with OpenFlow commands); and Net-
work Statistics Collection module, responsible to retrieve up-to-date views of the state
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of switches. This module can be used by both the operator, to help decide when to trig-
ger a migration operation, and by the migration algorithms that need to maintain specific
switch state during the process. In Section 3.4 we present implementation details of these
auxiliary modules.
3.3 Migration Algorithms Under Analysis
This chapter will present the three migration algorithms considered for our platform:
freeze and copy, move, and clone. Each of these algorithms makes different assump-
tions and has different advantages and disadvantages that we hope help illuminate the
trade-offs involved in the network migration problem.
To help explain some of the logic behind each algorithm, we will use as example a real
topology based on Abilene’s core network topology [4], adapted to suit our SDN-based
solution, as seen in Figure 3.2. Please note that this topology serves only as an example.
In the evaluation we will experiment with a variety of topologies.
Figure 3.2: Example topology.
3.3.1 Freeze and Copy
The freeze and copy algorithm is presented as Algorithm 1. In our example switch S7 will
be the Source Switch and switch S6 will be the Target Switch (Fig. 3.3).
The first step (Line 1) is to freeze the source switch. Freezing means the controller
stops the source switch from accepting new rules and from deleting old rules. This guar-
antees that no new flows will be installed in the switch that we want to migrate, so that
the switch is effectively frozen. The switch can, however, continue to process packets of
existing flows.
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Figure 3.3: Migration switches identified.
Then, in Line 2 we obtain information about the existing flows in the source switch.
Each flow can be represented by different identifiers, including <sourceIP, destinationIP>,
the 5-tuple <sourceIP, destinationIP, sourcePort, destinationPort, protocol>, or others. In
Figure 3.3 you can see highlighted, in blue, an example of a flow between hosts H1 and
H2 that would be identified during this step. The network topology is then updated in
Line 3 (the source switch is removed, alongside its links).
Algorithm 1: Freeze and copy
input : NetworkTopology, SourceSwitch, TargetSwitch
output: NewNetworkTopology
1 Freeze(SourceSwitch);
2 FlowList = FlowTableCollector(SourceSwitch);
3 NewNetworkTopology = deleteSwitch(SourceSwitch, NetworkTopology);
4 foreach flow in FlowList do
5 removeFlow(flow, SourceSwitch);
6 SP = RouteComputation(flow, NewNetworkTopology);





With the flows that must be migrated already identified, the controller then removes all
existing flows from the source switch (Line 5). After this step the switch starts dropping
all packets for the current flow. The new shortest path for each flow is then calculated by
using the Dijkstra Algorithm as part of the Route Computation module (Line 6). Finally,
the rules of all switches in the new path for the current flow are updated (Line 8). For
simplicity, we let some of the old rules to be kept in switches of the previous shortest path,
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as they will eventually time out as is typical in production environments. An example
result for this process can be seen in Figure 3.4, with the new path highlighted in purple.
Figure 3.4: Migration result.
The freeze and copy algorithm is simple, as it does not require maintaining or process-
ing much state, except the forwarding rules. This simplicity comes at the cost of packet
drops during the migration period, and the inability to maintain other state, such as packet
counters.
3.3.2 Move
Move is next presented as Algorithm 2. This algorithm is similar to freeze and copy with
some subtle, but important, differences. In the first step (Line 1) we start again with
the freeze procedure, with the controller informing the source switch that it should stop
accepting or deleting any rules. Just like previously, the frozen switch keeps processing
packets. Then, we retrieve all flows from the forwarding table (Line 2), but, differently
from the previous algorithm, we also retrieve other switch state (Line 3), namely traffic
counters (this could be further extended with the collection of other stateful elements such
as registers). These steps are processed with the help of the Network Statistics Collection
module.
Next, in Line 4 we update the topology by removing the Source Switch and its links.
Afterwards, the existing flows on Source Switch get deleted (Line 6), and the switch’s
state is cleared (Line 7). New routes for each flow are calculated in Line 8, with the
resulting forwarding rules getting installed (Line 10). Finally, the new switch (Target
Switch) gets its state variables updated (Line 11) with the state previously obtained by the
Network Statistics Collection.
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Algorithm 2: Move
input : NetworkTopology, SourceSwitch, TargetSwitch
output: NewNetworkTopology
1 Freeze(SourceSwitch);
2 FlowList = FlowTableCollector(SourceSwitch);
3 NetworkState = NetworkStatisticsCollection(SourceSwitch);
4 NewNetworkTopology = deleteSwitch(SourceSwitch, NetworkTopology);
5 foreach flow in FlowList do
6 removeFlow(flow, SourceSwitch);
7 removeState(flow, SourceSwitch, NetworkState);
8 SP = RouteComputation(flow, NewNetworkTopology);
9 foreach switch in SP do
10 RouteInstallation(flow, switch);




This algorithm has one particularity that distinguishes it from freeze and copy. Namely,
it maintains other state besides the flow table. Namely, packet counters, which are in the
interest of network operators to maintain important information (e.g. related to account-
ing, traffic charging, or attacks) that would be lost with the previous algorithm. Overall,
we trade-off some complexity for more network state information.
3.3.3 Clone
Finally, we present clone, as Algorithm 3. Similarly to the other two, this algorithm starts
with the controller freezing the source switch (Line 1). Next, we retrieve both the flows
from the source switch’s forwarding table (Line 2), and its state (Line 3). In Line 4, we
update the topology, just like in move.
The main difference is that in clone we calculate the new routes for each flow in an
earlier stage (Line 6). Afterwards, we update the state of the switches (Line 8), and install
the newly calculated routes (Line 9). As we haven’t yet removed the rules for the old
flows, and have already installed new ones, we have, at this point, two active switches
(and paths) for each flow (hence the name clone). An example of this can be seen in
Figure 3.5.
Importantly, rule installation in the new path is done in a backwards fashion, from the
flow destination to the flow source. So, as the switch closer to the flow source is installed
with new rules, the packets for this flow start using the new path, and no packet is dropped.
Finally, the old rules are removed from the Source Switch (Line 11), as well as other
state (Line 12).
This algorithm has two characteristics that distinguish it from the move version. Be-
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Figure 3.5: Migration with 2 active paths during clone migration.
sides maintaining other state besides the flow table, it starts installing the new rules in the
new path before removing the old ones from the source switch, in a backward fashion,
which helps avoid packet drops, as explained. In addition, as state update is made be-
fore route installation, the packet counters are more correct (in the move algorithm some
packet counts may be missed in the migration process as the flow is installed before the
counters are updated). Overall, we trade off more complexity for better performance and
more consistent information, improving transparency.
Algorithm 3: Clone
input : NetworkTopology, SourceSwitch, TargetSwitch
output: NewNetworkTopology
1 Freeze(SourceSwitch);
2 FlowList = FlowTableCollector(SourceSwitch);
3 NetworkState = NetworkStatisticsCollection(SourceSwitch);
4 NewNetworkTopology = deleteSwitch(SourceSwitch, NetworkTopology);
5 foreach flow in FlowList do
6 SP = RouteComputation(flow, NewNetworkTopology);
7 foreach switch in SP.backwards() do




12 removeState(flow, SourceSwitch, NetworkState);
13 end
14 return NewNetworkTopology;
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3.4 Implementation
Our implementation was done on top of the Java-based SDN controller Floodlight [1].
The implementation of the migration algorithms followed the structure of the pseudocode
presented in the previous section. In this section we give a bit more detail on the other
modules.
3.4.1 Migration Trigger
As mentioned in Section 3.2, the migration algorithms expose an interface to allow oper-
ators to trigger a migration process. This interface was implemented as a RESTful API,
each linked to the respective methods that implement the logic of the algorithm. The ad-
vantage of this type of interface is twofold. First, it is well integrated with Floodlight.
Second, it adapts well to different types of remote calls.
3.4.2 Route Computation
Since Floodlight does not provide a module that allows for route computation with proac-
tive rule installation, the SDN approach we followed, we implemented our own module.
The algorithm used by this module to calculate a shortest path implements the Dijk-
stra’s algorithm, returning a list of pairs of nodes (switches). This allows, for example, to
easily integrate this algorithm with both the proactive and reactive rule installers that are
native to Floodlight.
3.4.3 Rule Installation
Floodlight provides two modules to install forwarding rules in the switches: one reactive
and one proactive. As explained, we opted for a proactive approach, so we install the rules
generated by the migration algorithms onto the switches using the Static Entry Pusher,
the native Floodlight module that enables rule installation for proactive settings.
3.4.4 Network Statistics Collection
A Floodlight application can trigger the request of switch statistics, including flow in-
formation and packet/byte counters, both periodically and upon request. In our platform
we consider only the second option: an operator can request statistics to decide when it
should trigger a migration, and the migration algorithm can also request these statistics,
as needed. We have only implemented this second option. The Network Statistics Collec-
tion module is called to retrieve flow information (such as packet counters) for the move
and clone algorithms, when these data are needed.
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This module is able to gather this information in one additional way: by intercepting
the Openflow messages generated once a rule gets removed from a switch. This is es-
pecially helpful after a migration, since these messages provide the last values before the
flows were interrupted. This information is maintained in a data structure we call Network
State (see Figure 3.1).
3.5 Summary
This chapter presented the design and implementation details of our network migration
platform, with a focus on the migration algorithms and the enabler modules we developed.
We considered three algorithms: freeze and copy, move, and clone. This last algorithm




The operation of data centers aims to fulfill specific quality of service metrics to offer a
good experience to its users. The evaluation we present in this chapter originates from
the consideration of several of these metrics and how the migration process can impact
them. Specifically, we investigate how migrating a switch affects application latency,
throughput, and packet loss.
4.1 Test Environment
To evaluate our solution, we used a network emulator called mininet [3] (which can em-
ulate an entire network with diverse topologies, including switches and hosts). The em-
ulated network is controlled by the Floodlight controller running our network migration
solution. All our scenarios used 2 hosts, generating multiple application flows, each of
them connected to a different switch. The random topologies used for evaluation were
generated by Boston University’s BRITE simulator [39], with the number of nodes vary-
ing between 25, 50 and 100. Each node has an average of 3 links with other random
nodes.
Figure 4.1: Example of a test topology.
33
Chapter 4. Evaluation 34
All the tests were run in a local environment, with the controller, hosts and network
running on the same physical machine (quad-core CPU @3.40GHz with 8Gb DDR3
RAM).
4.2 Duration of Migration Procedure
We start by evaluating the time it takes for each of the three solutions tested to execute
the migration procedure. For this purpose we measure the time since the migration is
triggered, up until it is finished. We run each experiment 100 times, and present the
average and standard deviation. The duration of the execution is presented in Figure 4.2
(lower is better).
As can be observed, for each algorithm, by varying the number of nodes of the topol-
ogy, the duration increases with topology size, since the module has to recalculate the
route to replace the existing one, and more nodes inevitably result in more available paths,
which translates in a longer time to run the Dijkstra algorithm. Anyway, the increase is
sub-linear to all algorithms, which demonstrates good scalability.
Figure 4.2: Migration time per topology size.
Figure 4.2 also shows that the complexity added to an algorithm increases its process-
ing time, as expected. The freeze and copy algorithm has the shortest execution time for
every topology size, whilst the longest is always clone.
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4.3 Data Plane Latency
One of the requirements of data center operation is to provide low latency to its appli-
cations. Increases in network latency may deteriorate applications’ performance and its
proper execution. For that reason, the migration process must not significantly add to
network latency.
The data plane latency was obtained using the “ping” tool between the two hosts
present in the topology. We ran pings 100 times during normal operation and during a
migration procedure. The difference between those two values is the migration induced
latency. As can be seen in Figure 4.3 (lower is better), the latency induced by the migra-
tion procedure is very small in all cases, in the order of the hundreds of microseconds.
Given that the RTTs were in the order of the tens of milliseconds, these can be considered
negligible.
Figure 4.3: Migration induced latency per topology size.
The latency increases, as expected, with the growth of the topology, but not signifi-
cantly. While the results are all very similar, freeze and copy is always slightly worse, and
move is slightly better. This slightly unexpected result is probably due to minor optimiza-
tions in the Java implementation for move and clone. As the differences were negligible
and the delay induced was small anyway, we did not consider adding these optimizations
to the freeze and copy algorithm.
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4.4 Packet Loss
Packet loss is another important metric to assess network operation. In this section, we
evaluate the effects of each algorithm on packet loss.
In order to measure the packet loss caused by each of the migration types, we used
the “iperf” tool (using the UDP protocol) between the two hosts, set up to use the full
available bandwidth of the topology links, while making sure there was no packet loss in
normal operation, to enable the analysis of this metric.
We evaluated packet loss by changing both topology size and the number of flow rules
to be migrated. The results are shown in Figure 4.4.
Figure 4.4: Packet loss with varying topology sizes.
The main takeaway from these results is that the clone algorithm does not result in
any packet loss - for that reason the bars do not appear in the graph. This demonstrates
the effectiveness of clone, as its design choice of maintaining two switches in operation
simultaneously, with at least one working path at all times available, allows all packets of
a flow to be transmitted without loss.
It is also possible to see that both the size of the target switch’s table and the size of the
topology influence the packet loss on the other two variants (move and freeze and copy).
The increase in size of the topology results in a greater impact than the number of rules
as it implicates more computations and more interactions with network switches.
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4.5 Data Plane Throughput
The final metric we consider for evaluation is data plane throughput. The set up for this
experiment is the same as for the previous section, and the results are presented in Figure
4.5. In this experiment the migration procedure was triggered at t=5s and it was finalized
less than 100 milliseconds later (as per Figure 4.2). The result is presented as 1-second
samples.
In this graph it is clear that the clone algorithm does not affect throughput. On the
other hand, the other algorithms disrupt network traffic during the migration procedure.
The move algorithm is slightly better than freeze and copy because the migration time is
smaller, and as a result it induces less packet loss and the throughput is less affected.
Figure 4.5: Example of a packet loss measurement.
4.6 Summary
This chapter presented the evaluation of the network migration solutions we developed
considering common network metrics.
The main takeaway is that the clone algorithm is the one that ensures a higher level
of transparency to the network applications. Its additional complexity results in higher
migration times, but its design does not induce packet loss, maintaining performance un-
affected, the main goal. This is the main justification for its choice as migration algorithm
in the Sirius hypervisor.

Chapter 5
Conclusions and Future Work
The way computational resources are managed has evolved in the last decade. Applica-
tions moved from running in big bare metal physical servers to the cloud, to improve their
flexibility and scalability. This was made possible due to the emergence of virtualization
technologies.
In this thesis we studied a mostly unexplored problem: how to migrate a network.
Or, more specifically, how to move the state from a network switch (its flow tables and
counters) to another switch, without disrupting application performance.
For this purpose we studied, implemented, and evaluated three migration algorithms
- freeze and copy, move, and clone - and integrated them into a migration platform based
on the Floodlight SDN controller. We discussed the trade-offs of the design of each
algorithm, and concluded that an algorithm that is able to maintain a switch “clone” is
capable of enabling migration that is transparent to applications. This particular algorithm
was included into the Sirius network hypervisor [12].
As future work it would be interesting to integrate this solution with VM migration
technologies, to have the entire ensemble of VMs and switches migrated. It would also
be interesting to explore the possibility of migrating more complex state (e.g., registers)
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