Classes of shape mixtures of independent and dependent multivariate skew-normal distributions are considered and some of their main properties are studied. If interpreted from a Bayesian point of view, the results obtained in this paper bring tractability to the problem of inference for the shape parameter, that is, the posterior distribution can be written in analytic form. Robust inference for location and scale parameters is also obtained under particular conditions.
Introduction
The empirical distribution of data sets often exhibits skewness and tails that are lighter or heavier than the normal distribution. For this reason, the construction of flexible parametric non-normal multivariate distributions has received renewed attention in recent years. An interesting approach is to multiply a symmetric (for example normal or Student's t) probability density function (pdf) by a function that introduces skewness in the resulting pdf. This idea was first formalized by Azzalini [6] (see also [7] ), who defined a univariate skew-normal random variable Y ∼ SN(µ, σ 2 , α) with pdf:
where z = (y − µ)/σ, and φ and Φ denote the standard normal pdf and cumulative distribution function (cdf), respectively. Here, µ ∈ R, σ > 0 and α ∈ R denote the location, scale and shape parameters, respectively. The symmetric normal pdf N(µ, σ 2 ) is retrieved by setting α = 0 in (1), whereas skewness is obtained whenever α = 0.
An extension of the univariate SN distribution (1) has been introduced by Arellano-Valle et al. [5] . Specifically, they defined a univariate skew-generalized normal random variable Y ∼ SGN(µ, σ 2 , α 1 , α 2 ) with pdf:
where α 1 ∈ R and α 2 > 0. It follows from (2) that SGN(µ, σ 2 , 0, α 2 ) = N(µ, σ 2 ) for any α 2 > 0, SGN(µ, σ 2 , α 1 , ∞) = N(µ, σ
2 ) for any α 1 ∈ R, and SGN(µ, σ 2 , α 1 , 0) = SN(µ, σ 2 , α 1 ). Another important special case is the skew-curved normal distribution obtained by letting α 2 = α 2 1 = α and denoted by Y ∼ SCN(µ, σ 2 , α). Further properties and applications of the SGN model were considered in [5] . In particular, it was established that the SGN distribution can be represented as a shape mixture of the SN distribution (1) by taking a normal mixing distribution for the shape parameter, that is:
Moreover, from (3) it can be observed that the conditional distribution of the shape random variable S (controlling the skewness) given Y = y depends on the data y as well as the location-scale parameter (µ, σ 2 ) through z = (y − µ)/σ only.
This conditional distribution has pdf:
where t = (s − α 1 )/ √ α 2 . Notice that, for α 1 = 0, the pdf in (4) reduces to the SN pdf in (1) . Consequently, this conditional distribution provides another extended SN distribution. Moreover, if in (3) the location-scale parameter (µ, σ 2 ) is known, for instance (µ, σ 2 ) = (0, 1), and if the hyperparameters α 1 and α 2 are fixed, from a Bayesian point of view the distribution in (4) is the posterior pdf for the shape variable S. In this case, the distribution in (2) is the predictive distribution. It is important to notice that such a predictive distribution reduces to the normal distribution if in (3) we set α 1 = 0, that is, if we elicit a proper N(0, α 2 ) prior distribution for the shape parameter S. An extension of (1) to the multivariate case was introduced by Azzalini and Dalla Valle [10] . Denote by µ = (µ 1 , . . . , µ n )
T the location vector, Σ = (σ ij ) an n × n positive definite scale matrix in which σ ii = σ 2 i and α = (α 1 , . . . , α n )
T a shape vector controlling skewness. Consider the n × n diagonal matrix D(σ ) whose diagonal entries are the components of the vector σ = (σ 1 , . . . , σ n )
T . Azzalini and Dalla Valle [10] defined an n-dimensional multivariate skew-normal random vector
where z = D(σ ) −1 (y−µ) and φ n (y | µ, Σ ) denotes the pdf of the multivariate normal N n (µ, Σ ) distribution. The multivariate normal distribution is obtained by setting α = 0. Statistical applications of the multivariate SN distribution have been investigated by Azzalini and Capitanio [9] , who also suggested extensions to elliptically contoured pdf's. Since then, many authors have tried to generalize these ideas to skewing arbitrary multivariate symmetric pdf's with very general forms of multiplicative functions; see, for example, [17, 21, 16, 3, 1, 11] . An overview of these proposals can be found in the book edited by Genton [15] , in [8] , and from a unified point of view in [2] . This paper considers shape mixtures of two types of multivariate distributions: independent multivariate SN distributions obtained as the product of univariate SN marginal pdf's from (1); and dependent multivariate SN distributions defined by (5) . These types of multivariate distributions were first presented by Arellano-Valle et al. [4] , but only with a multivariate normal distribution as mixing measure for the shape vector of parameters S, say. The goal of this paper is to extend these results by assuming mixing multivariate SN distributions for the shape vector of parameters. These extensions are developed in Section 2. Properties of the conditional distribution of the shape parameter are developed in Section 3. Some important results for Bayesian inference are then obtained because predictive distributions and posterior distributions for the shape parameter S can be computed easily as a consequence. In particular, it can be shown that the posteriors for the shape parameter are members of the unified skew-normal (SUN) family of distributions introduced by Arellano-Valle and Azzalini [1] who provided many of their main properties. It is also noteworthy that the predictive distributions are in the fundamental skew-normal class introduced by Arellano-Valle and Genton [3] . Even more importantly, we show that, although the resulting family of distributions for S is not conjugate in the usual sense, it brings tractability to the problem of inference on S (that is, the posteriors are obtained analytically) and simple interpretation of the results. For some special cases, we also prove that the posterior inference for the location and scale parameters is robust in the sense defined by O'Hagan [18] , namely that the posterior is the same for a normal or an SN likelihood. These results are discussed in Section 4. We conclude the paper in Section 5.
Shape mixtures of multivariate SN distributions
We derive various multivariate extensions of the SN type pdf's in (2) and (4) . In all these cases, the idea of shape mixture described in (3) is adapted for both independent and dependent multivariate SN distributions, with SN distributions as mixing measures.
There are many possibilities for defining multivariate extensions of (2) and (4) T . Then, shape mixture distributions are obtained in any of the four following cases:
(B) Assume a mixing (unobserved) random variable S. Then, shape mixture distributions are obtained in any of the two following cases:
In (A) and (B), the quantities µ = (µ 1 , . . . , µ n ) T and η = (η 1 , . . . , η n ) T denote location vectors, Σ = (σ ij ) and Ω = (ω ij ) are n × n positive definite scale matrices, and α = (α 1 , . . . , α n ) T is a shape vector. If α = 0 and Ω = diag{ω and, if Ω is a diagonal matrix, then the situations described previously in (A) reduce to (A2) and (A4). These two situations contain the simplest case in which the mixing components S 1 , . . . , S n are independent and identically distributed (i.i.d.) according to an N(η, ω 2 ) distribution. Notice also that (B1) and (B2) can be obtained from (A2) and (A4), respectively. In fact, one way to obtain such particular situations is to assume the following parametric structure for S ∼ SN n (η, Ω , α):
and then to let ρ → 1. This structure is particularly interesting since it reduces the number of parameters to be estimated and also assumes exchangeability for the shape parameters S 1 , . . . , S n , for all ρ ∈ [0, 1).
From a Bayesian point of view, Y 1 , . . . , Y n can be interpreted as observations sampled from an SN type distribution, which are indexed either by different shape parameters represented by S 1 , . . . , S n (see situation (A)), or by a common shape parameter represented by S (see situation (B)). The structure considered in situation (A1) is the same as the structure initially assumed to identify multiple change points in the shape parameter via product partition models [12] . In addition, the results obtained for situation (B1) (see Proposition 3) are very important and useful to implement such a model. It will be shown in the following subsections that, in all of the scenarios in (A) and (B), both the unconditional distribution of Y and the conditional distribution of S (or S) given Y = y, have SN type distributions. In a Bayesian setup, these distributions correspond to predictive and posterior distributions when the location and scale parameters are known quantities.
The following notation will be considered throughout the paper. As mentioned before, for any n-dimensional vector
denotes the n × n diagonal matrix whose diagonal entries are s 1 , . . . , s n . Notice that, for any two ndimensional vectors s and z, D(s) 
T . As in Section 1, denote by φ n (y | µ, Σ ) the pdf associated to the multivariate N n (µ, Σ ) distribution, and by Φ n (y | µ, Σ ) the corresponding cdf. If µ = 0 (respectively, µ = 0 and Σ = I n ) these functions will be denoted by φ n (y | Σ ) and Φ n (y | Σ ) (respectively φ n (y) and Φ n (y)). If we consider (1) and (5), all the scenarios described in (A) and (B) can be represented in terms of the corresponding pdf's of [Y | S = s] and S. They are, respectively, given by:
, for the situations where the marginal components are independent. If the components are dependent, these pdf's become, respectively,
The quantities σ = (σ 1 , . . . , σ n ) T and ω = (ω 1 , . . . , ω n ) T represent scale vectors throughout the paper, for which σ 
See, for example, [3] for a proof.
Mixtures on different shape parameters
Consider the situation where there are n observations
T , the random quantities Y 1 , . . . , Y n are independent. Then, we have the following result.
and the conditional pdf of
Proof. For case (i), since s = D(ω)t + η, it follows from the hypotheses and using the Jacobian method that
Consequently, the result follows from (6) T is sampled from a dependent SN distribution. Then, we have the following result.
Proposition 2. Assume that
The proof is similar to the one of Proposition 1 and thus it is omitted. Notice that all pdf's obtained in Propositions 1 and 2 define different multivariate families of fundamental SN distributions [3] . Some of them admit, as special cases, those situations where some of the original parameters, i.e., α, η and ω or Ω , are equal to zero. However, if we assume that ω = 0 or Ω = O, the zero matrix, then the corresponding distributions for the shape parameter (S or S) are degenerate. If we consider, for instance, the situation presented in part (ii) of Proposition 2
assuming Ω = O, we have that P(S = η) = 1. In this case, the pdf of Y is obtained from a discrete mixture of distributions and becomes SN n (µ, Σ , η), that is,
In this case, the conditional distribution of S given Y = y is also degenerate. From a Bayesian point of view, it means that eliciting a degenerate prior distribution for S makes it impossible to update using the data; see [18] for details on Cromwell's law.
The special cases where α = 0 were first considered by Arellano-Valle et al. [4] . They assumed an N n (η, Ω ) prior distribution for S. The results obtained by Arellano-Valle et al. [4] are summarized in the following corollary. 
Corollary 1. Assume that
α = 0, that is, S ∼ N n (η, Ω ). (i) If [Y i | S = s] ind. ∼ SN(µ i , σ 2 i , s i ), i = 1, . . . , n, then f (y | µ, σ , η, Ω ) = 2 n |D(σ )| −1 φ n (z)Φ n (D(η)z | I n + D(z)Ω D(z)).
This pdf reduces to
.
Another special and useful situation, because it significantly reduces the number of parameters involved in η and Ω , is obtained from part (ii) of Propositions 1 and 2 and Corollary 1. Consider the exchangeable structure
If, in addition, it is assumed that α = α1 n , it follows immediately that all SN type distributions obtained in part (ii) of Proposition 2 will be exchangeable.
Mixtures on a common shape parameter
All models introduced in Section 2.1 assume that the observable quantities Y 1 , . . . , Y n have SN distributions with different shape parameters. However, in many situations, the shape parameters are common. Shape mixture models for such situations are introduced next.
Moreover, the conditional pdf of
For α = 0 this pdf reduces to
,
where t = (s − η)/ω. For α = 0 this pdf reduces to
The proofs are similar to the one of Proposition 1 and thus are omitted. It is worth noticing that the results in Propositions 3 and 4 can be obtained as particular cases of part (ii) of Propositions 1 and 2, respectively, if the exchangeable structure in (7) with ρ = 1 is considered and also if it is assumed that αω
i . For illustration, we plot in Fig. 1 the pdf (8) 
T and the conditional pdf (9) 
] from Proposition 4 for n = 2, µ = 0, Σ = I 2 , ω = 1, α = 3, z = y 1 + y 2 , and η = 1, 3. As expected, the pdf (8) is more skewed for η = 3 than for η = 1, whereas it is the reverse for the pdf (9).
Properties of the conditional distribution of the shape parameter
Conditional distributions for the shape parameter, given Y = y, were provided in the previous section. It can be noticed that such distributions are members of the unified skewed-normal (SUN) family introduced by Arellano-Valle and Azzalini [1] . In that paper, Arellano-Valle and Azzalini [1] unify several coexisting proposals for the multivariate skewnormal clarifying their connections. They also provide many of the main properties of this unified class of distributions. In particular, from some properties of the SUN family, we can compute the mean and the covariance matrix of the shape parameter, given Y = y. 
Since it can be proved that V 0 is independent of U, it follows that
and it is independent of V 0 . Thus, the mean and the variance of X are given, respectively, by:
where γ 0 = E(U 0 ) and Λ 0 = V(U 0 ). Expressions for γ 0 and Λ 0 can be obtained from [20] and also from [14] .
For instance, from [14] it follows that:
, and, consequently, the mean of X is
is the m-dimensional vector whose ith component is given by:
Here, the notations for a random vector U ∼ N m (γ , Λ) are:
In order to provide an example, consider the situation (ii) presented in Proposition 2 in which we assume [Y | S = s] ∼ SN n (µ, Σ , s) and a dependent prior for the shape parameter, that is, S ∼ SN n (η, Ω, α). In that case, we have that ξ = η,
Bayesian inference on shape mixtures of SN distributions
From a Bayesian point of view, some important results for inference on the shape, location and scale parameters are obtained as a byproduct from the propositions given in Section 2. As mentioned before, if the location and scale parameters are known, the results in Section 2 provide explicit expressions for the predictive and posterior distributions of the observable vector Y and the shape parameter, respectively. Otherwise, if the location and scale parameters are unknown, the conditional distribution of S given Y = y provides the full conditional distribution for S only.
Nevertheless, it is more important to notice that some simplicity is introduced in the inference on the shape parameter by these results. Robust inference is also obtained for the location and scale parameters, in some special cases. These subjects are discussed next.
On conjugacy in shape mixtures of SN distributions
The key problem in implementing the Bayesian paradigm for inference is the calculation of the required integrals. Many computational methods such as stochastic simulation techniques and many others have been proposed in the literature in order to solve this issue. Another route for tackling this problem is to find a class P of probability distributions rich enough to represent well a wide range of prior opinions and that permit a tractable implementation and simple interpretation of the results. Here, tractability means to be able to easily evaluate analytically the integrals required in the posterior. In general, this is achieved if P is closed under sampling and also closed under products thus generating posterior and prior distributions in the same family. That property is named natural conjugacy. Formally, denote by F = {f (x|θ) : θ ∈ Θ} the family of sampling distributions indexed by θ and by P = {π(θ|a) : a ∈ A} the family of distributions defined on Θ for which A is the set of hyperparameters. The families P and F are natural conjugates if:
• P is closed under sampling of F , that is f (x|θ) ∝ π(θ|a), for each x and for any π(θ|a) ∈ P ; • P is closed under products, that is, ∀a 0 , a 1 ∈ A, there exists a 2 ∈ A such that π(θ|a 2 ) ∝ π(θ|a 0 )π(θ|a 1 ).
According to Bernardo and Smith [13] , a natural conjugate family can be identified only if the likelihood admits sufficient statistics of fixed dimension. However, sufficiency can be too strong an assumption for the likelihood families considered in this paper. More details on conjugacy and natural conjugacy can be found in [13, 19] , for instance.
We start by focusing our attention on the estimation of S = (S 1 , . . . , S n ) T in the situation discussed in part (i) of Consequently, the likelihood is given by:
Looking for natural conjugacy, if P is considered as the class of probability distributions which are proportional to the likelihood, then tractability is reached. Indeed, the posterior distribution is proportional to the product of cdf's
, where α denotes the prior shape parameter. In this case, to the contrary of what is observed in the usual natural conjugate analysis, such a family is too restrictive (that is, it is not rich enough in forms) and cannot represent well the prior opinion in many circumstances. A tractable implementation of the posterior (that is, it can be put in analytic form) can still be achieved if a more general class of distributions is considered. For instance, assume, as in part (i) of Proposition 1, that S i ind.
Thus, the prior pdf of S is
From Proposition 1, it follows that the posterior density of S is:
which depends on (y, µ, σ ) through z = D(σ ) −1 (y − µ) only. Notice from (11) and (12) that both the prior and the posterior belong to the following family of probability distributions:
where t = D(ω)
s)ds and A denotes the set of labels of the distributions. Notice that the prior in (11) is obtained eliciting ψ i = 0 or ψ i → ∞, for all i = 1, . . . , n.
The family of probability P in (13) is not closed under sampling of the family of distributions associated to the likelihood in (10) but if the prior is chosen in P , the posterior will also be in this family. Although the family P is not a natural conjugate family with respect to the likelihood in (10), this family yields interesting results related to the computation of the posterior of the shape parameter. It brings tractability to the problem of inference on S and also leads to a simple interpretation of the results since the posterior is obtained from the prior by updating the part of the distribution which introduces the skewness only.
Similar results can be obtained for the other cases discussed in Section 2. For example, tractable implementation of the posteriors for the cases presented in part (ii) of Proposition 1, which considers correlations among the S i 's, and in parts (i) and (ii) of Proposition 2, where it is assumed that the Y i 's are dependent, are, respectively, reached if the following families are considered:
Φ n (D(ψ)s)ds and A denotes the set of labels of the distributions.
ds and A denotes the set of labels of the distributions.
Φ(s T ψ)ds and A denotes the set of labels of the distributions.
Notice that for these families, the posterior mean and variance of the shape parameter can be obtained by applying the results presented in Section 3. For further properties, see [1] .
Robust inference for location and scale parameters
Assume that the location and scale parameters (say, for instance, µ and Σ , respectively) are unknown. Suppose that it is reasonable to assume that such parameters are independent of S and have a joint prior distribution π(µ, Σ ). 
From (14) it follows that the posterior for (µ, Σ ) is a skewed distribution. Moreover, a very important result arises from (14) if we assume that α = 0 and η = 0, which corresponds to eliciting a centered normal prior distribution for S, S ∼ N n (0, Ω ) say. In this case the joint posterior distribution for (µ, Σ ) becomes:
π(µ, Σ | y) ∝ π(µ, Σ )φ n (y | µ, Σ ). T . In fact, robust inference [18] for the location and scale parameters is obtained for the special cases described in the following corollaries. Assume only non-degenerate priors for the shape parameter. 
Conclusion
In this paper, classes of shape mixtures of both dependent and independent multivariate SN distributions were considered and some aspects on Bayesian inference in these classes were discussed. For particular situations, the results obtained provide a tractable implementation for the posterior of the shape parameters. In addition, robust inference for the location and scale parameters was also obtained under special conditions. Despite the importance, from a Bayesian point of view, of the obtained results, only a partial answer for the problem of inference for location, scale and shape parameters has been provided. One of the greatest challenges related to this problem is to construct posterior distributions for such parameters under more general conditions and, if at all possible, to derive the conjugate family in these cases.
