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I. INTRODUCTION 
In this dissertation we shall concern ourselves with unbiased and 
minimum variance unbiased estimation when the choice of estimators is re­
stricted to a finite-dimensional vector space. Perhaps the most widely-
known example falling within this category is provided by the theory of best 
linear unbiased (b.l.u.) estimation in a linear model y = Xp + e with 
covariance matrix o^ I . We especially note this example for several 
reasons; (a) Its historical background (Seal, I967) has associated with 
it many prominent names including those of Gauss and Cauchy. (b) It is 
the basic example that leads into current linear model theory, (c) It has, 
through current linear model theory, provided us with a lucid framework as 
to how to proceed to obtain our objectives. 
In Chapter III we shall describe fully and explicitly the basic assump­
tions, notation, and definitions to be used in this dissertation. In 
essence, however, we shall assume as given a finite-dimensional vector space 
Û = {a} of estimators and a parameter space Q = {9] by which the conceiv­
able expectations [E[al0] : 0eQ] and variances (Var[a|9] : BeQ] of an 
arbitrary element a e G can be described. Within this framework, using 
current linear model theory as a guide, we develop a theory for the esti-
mability of real-valued parametric functions g(0) and for r.he minimum vari­
ance unbiased estimation of such functions. 
During the development of our general formulation upon the framework 
we have described, the wide applicability of the ideas and concepts which 
have evolved in linear model theory will become strikingly clear. For ex­
ample, in a linear model y = Xp + e where the random vector y has 
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expectation Xp and covariance matrix 
m 
(1,1) E[ee'] = .E^ V.V. , 
it will become clear in the succeeding chapters that the techniques for es­
timating a parametric function X'p using estimators of the form a'y have, 
in fact, identical analogues (assuming when necessary the existence of 
certain moments) for estimating a parametric function using esti­
mators of the form y'Ay or of the form a'y + y'Ay . 
In addition to the general formulation and results presented in the 
succeeding chapters from which, hopefully, a more perceptive view of the 
well known results in linear model theory will result, we devote a consider­
able portion of our work to estimation considerations in the linear model 
y = Xp + e when E[ee'] is given by Equation 1.1. Our main emphasis in 
this model will be on parametric functions of the form using quad­
ratic or linear plus quadratic estimators. However, to illustrate the 
results of various theorems we shall sometimes make observations concerning 
b.l.u. estimators for parametric functions of the form A'P . For instance, 
as an illustration of Corollary 6.3.1 we shall see that Zyskind's (19^ 7) 
result, in which he took m = 1 , can be slightly extended (assuming the 
Vj^ 's are unknown and arbitrary) to read that a'y is a b.l.u. estimator if 
and only if 
Vj^ a e R(X) for i = 1,2, ... ,m , 
where R(X) is the range (column space) of the matrix X. Also, for the 
case m = 1 a rather interesting illustration of Theorem 6.5 is to let C 
be any matrix such that R(C) is equal to the null space of X' , then 
a'y - p'C'y is a b.l.u. estimator for E[a'y] = a'Xp provided p satis­
fies the equations C'VCp = C'Va • 
It was noted in the preceding paragraph that the primary means of ex­
emplifying our general results will be with the estimation of parametric 
functions of the form . Under the assumptions > 0 (V^  is 
positive semidefinite) and > 0 for each i , the model associated with 
Equation 1.1 reduces to what is commonly rol'erred to as a mixed linear 
model. Thus, our results concerning estimation of parametric functions 
i^^ i^ i in. essence be regarded as results on variance component estima­
tion. We make special note of this last point and at the same time note 
the objectives of this dissertation — unbiased and minimum variance un­
biased estimation. We emphasize this to indicate awareness of the problem 
of negative estimates of variance components. That in some situations this 
is a problem is evidenced by the non-trivial frequency of occurrence of 
negative estimates in the empirical results of Leone and Nelson (1966). 
In Section B of Chapter V we show that if > 0 and > 0 (V^  posi­
tive definite) for some i ^  k , then there does not exist a non-negative 
unbiased quadratic estimator for the parameter . Thus, the insistence 
upon the criterion of unbiasedness forces the problem of negative estimates 
upon us. Even though this fact limits the utility of the unbiasedness 
criterion in variance component estimation, the following observations 
should be made; (a) There does not appear to be a universally accepted 
procedure for the estimation of variance components, (b) The unbiasedness 
criterion has been widely used in obtaining estimators for variance com­
ponents; thus, a general enquiry into the characterization of these esti­
mators appears pertinent, (c) The general procedures presented in this 
dissertation are not restricted to the estimation of variance components. 
In any discussion concerning minimum variance unbiased estimation 
mention should probably be made of the powerful theory of Lehmann and 
Scheffe (1950) of complete sufficient statistics. Thus, we note that when 
the underlying class of probability measures 9 = {p} is known and admits 
a complete sufficient statistic, then it is clear that one should use 
estimators which are functions of the complete sufficient statistic. IT in 
either of the following two r.ituations, however, one is willing to limit 
attention to some finite-dimensional linear space of estimators, then our 
approach should prove fruitful: (a) Each P s P is completely known but 
there does not exist a complete sufficient statistic for the class Q . 
(b) The exact form of P e •& is not known but one is willing to make some 
assumptions regarding expectations and variances of certain types of func­
tions. For example, if t = (t^ ytg, ... ,t^  ^ is known to be a minimal 
sufficient statistic for the class  ^but its induced class of probability 
measures is not complete, then, assuming certain integrability conditions, 
our formulation would be appropriate to the finite-dimensional linear space 
spanned by the set {t^  : 1 < i < k] . Again, in a linear model y = Xp + e 
if one can characterize the vector e up to its fourth moments, then our 
formulation would be suitable to the finite-dimensional linear space of 
quadratic estimators. 
To conclude this introduction we give a brief synopsis of the following 
chapters. The first three chapters in this dissertation are introductory in 
nature and Chapter VIII provides an overall summary. Chapters IV and VI 
present within our assumed framework the general results on unbiased and 
minimum variance unbiased estimation respectively. Chapters V and VII 
exemplify the general theory of their respective preceding chapters and 
provide a partial study on estimation in mixed linear models; however, in 
most of Chapter VII we assume that the vector e has a multivariate 
normal distribution. Lastly, we note that propositions will be numbered 
consecutively throughout the chapters; theorems and definitions will be 
numbered consecutively within chapters; and equations, expressions, and 
such will be numbered similarly to theorems except for a possible break­
down into further parts. 
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II. REVIEW OP LITERATURE 
As indicated in the introduction the basic emphasis in this disserta­
tion is twofold: (a) A general study of unbiased and minimum variance 
unbiased estimation in a finite-dimensional vector space G of estimators, 
(b) The application of the general results to parametric functions 
using C as [y'Ay] or [a'y + y'Ay] where y = Xp + e with covariance 
matrix given in Equation 1.1. Our development for the first of these con­
siderations is, for the most part, a generalization of b.l.u. estimation in 
linear model theory; and the second consideration can, under suitable 
interpretation, be considered as a study of variance component estimation. 
Because the ideas associated with b.l.u. estimation in linear model theory 
do not seem to have been exploited for the estimation of variance compo­
nents, our review of literature quite naturally falls into b.l.u. estima­
tion in linear model theory and the estimation of variance components in 
mixed linear models. 
The literature associated with b.l.u. estimation in a linear model is 
both old and volutninuous. The principle of least squares was introduced in 
published form by Legendre (1806), although Gauss (1809) in his work on the 
theory of Motions of Heavenly Bodies claimed to have used the principle 
since 1795* From a statistical point of view, however, the published works 
of Gauss in l809, 1821, and 1823 are very important. Since Seal (I967) 
gives a good historical account of the linear model up until 1935 and since 
there are several texts such as those of Scheffe' (1959)j Graybill (1961), 
and Rao (1965) which deal with the subject in its current form, we review 
in this dissertation only a few of the more recent papers pertinent to our 
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present development. 
In the area of variance components, excluding the case E[ee'] = cr^ I 
for which Gauss (Seal, 19^ 7) deduced both ths usual error sum of squares 
and its expectation, the literature is neither so old nor so voluminous as 
in the case of the fixed linear model. Even, so, there is a considerable 
amount of writing on the subject and a good review and bibliography over a 
fairly wide range of topics concerning estimation in a mixed linear model 
can be found in Basson (I965). We limit our review, therefore, to a 
representative sample of those papers which deal with unbiased and/or mini­
mum variance unbiased estimation of variance components using only quadratic 
or linear plus quadratic estimators. As to investigations employing other 
criteria we mention only that there are several current directions of study 
some of which are the following: (a) The method of maximum-likelihood for 
which Hartley and Rao (19^ 7) have obtained the solution for a mixed linear 
model, (b) Bayesian analyses for which solutions seem to be available only 
for the simpler situations in completely balanced classification models, 
(c) Mean square error considerations for which the solutions seem to be at 
about the same stage as the Bayesian solutions. 
It is clear that our approach to minimum variance unbiased estimation 
would not in general be recommended when a complete sufficient statistic is 
available. It seems interesting, however, that the paper of Lehmann and 
Scheffe' (1950) which introduced the notion of a complete sufficient statis­
tic introduced as well the idea of a minimal sufficient statistic and con­
tained an additional result which has been of assistance in our development. 
We mention the concept of a minimal sufficient statistic because it has been 
employed to some extent in variance component models; however, in this 
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dissertation our main interest is in their general result on uniformly mini­
mum variance unbiased (u.ra.v.u.) estimation. The result we refer to. 
Theorem 5*3 in Lehmann and and Scheffe' (1950), essentially states that 
with respect to a class f = [p. ; 0 e q] of probability measures a statis-
a 
tic t IS a u.m.v.u. estimator if and only if Cov(t,zjB) = 0 for all 
6en and for all ^ -square integrable unbiased estimators z of zero. Our 
interest in this result is not in the formulation given by Lehmann and 
Scheffe ', but rather in its easy adaptability to vector subspaces of 
2^ = {t:Var(t P) < «= for all 0eQ] , 
and in the orthogonality of a u.m.v.u. estimator to the set of 0-square 
integrable zero estimators with respect to the quasi-inner product (like an 
inner product except possibly semipositive definite) Cov( , jfl) at each 
9en . Although we shall use this type of approach in several places, we use 
it in a pointwise fashion which seems to us to be the natural way to pro­
ceed. That is, we fix 9=6^  and then search for non-zero estimators 
which have zero covariance with the unbiased estimators of zero and then 
proceed to the point A = Rg . In this way we are able to take advantage 
of the fact that Cov( , jO) is a quasi-inner product for fixed 6sQ . 
We note that this notion of searching for a function which has a minimum 
variance property at a fixed A was explicitly introduced by Barankin 
(19^ 1-9) and again by Stein (1950), although both of these authors were con­
cerned with a somewhat different problem. 
Turning now to some of the recent literature, there are several con­
cepts or ideas which have been of assistance in our present work. Among 
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them, Kruskal's (1961) coordinate-free approach has proved helpful in 
delineating the form we shall assume for an estimator a e Q . In the 
coordinate-free approach described by Kruskal (I961) a random variable Y 
is assumed to range over an n-dimensional vector space V on which ( , ) 
is a given inner product. Using Q = {(x,Y) : xev} and the methods we 
employ in Chapter III, the expectation EY and Covariance Gov Y are 
defined and a succinct presentation of the usual linear model is achieved 
under the assumptions that EY ranges over a p-dimensional subspace of V 
and that Gov Y = o^ I . Kruskal points out of course that this formulation 
includes the possibilities of EY ranging over an affine set and of 
Gov Y = for some known positive definite linear operator . The 
similarity of our basic framework in Chapter III with that of Kruskal will 
become clear- Our approach, however, is more general in the sense that we 
require only the linear span of the range of Y to be equal to V ; the 
set [EY} need not form an affine set; and Gov Y need not be completely 
specified up to an unknown scalar. Using these generalizations and the 
idea of an estimator having minimum variance at a particular point in the 
parameter space, we shall show that analogues of the usual results on 
b.l.u. estimation in fixed linear model theory can be obtained. 
Probably the place where recent developments have added most to the 
content and understanding of our work is in Chapter VI. In this respect 
Section B has been developed directly from a result due to Zyskind (1967). 
This result, the first general characterization involving a possibly 
singular covariance matrix in linear model theory, states that for a linear 
model y = Xp + e with covariance matrix o^ V > 0 that w'y is a b.l.u. 
estimator if and only if Vw e R(X) . In Section G we shall show that the 
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covariance adjustment procedure used by Rao (1967) can be viewed as a 
special case of our general conclusions in that section. Along these same 
lines Section D could perhaps be looked upon as a partial culmination of 
the successive development of the normal equations. That is, in the model 
y = Xp + e with covariance structure cr^ V the b.l.u. estimator for an 
estimable X'p has been successively described via normal equations for 
V = I by Gauss in I823 (Seal, 1967), V > 0 by Aitken (193^ ), and V > 0 
by Zyskind and Martin (1969); then in Section D we take the basic proper­
ties common to each of these developments and obtain some very general 
equations (linear operators) which can be used within our framework and 
hence are applicable to b.l.u. estimation in linear model theory. 
Some final results concerning b.l.u. estimation in linear model theory 
which have proved useful in our work stem from the following question: In 
a linear model when are the b.l.u. estimators identical for the two covari­
ance structures cr^ I and o^ V ? Some of the recent articles which at 
least touch upon this question or a slight variation of it are McElroy 
(1967)5 Rao (1967), Watson (1967), Zyskind (1967), Kruskal (1968), and 
Thomas (I968). Our main interest in the question is, however, from a 
slightly different viewpoint. To illustrate, consider a linear model 
y = Xp + e such that 
E[ee'] = 0^ 1 + a^ V , 
where both and are unknown. From the viewpoint of this disserta­
tion the question in which we are interested, and which is equivalent to 
the original, is the following: With a covariance structure as described, 
when is it true that b.l.u. estimators exist for alx linearly estimable 
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À'p ; that iù; when is the solution via the normal equations independent of 
the variance components cr^  and cr^  ? In Section F of Chapter VI we con­
sider such issues within our general framework. The approaches by means of 
invariant subspaces given byZyskind (1967) and Kruskal (1968) and by means 
of a covariance matrix characterization given by Rao (19^ 7) and Zyskind 
(1962, 1967) have been particularly useful. 
Directing our attention now to the estimation of variance components, 
it seems that Airy in 1861 (Scheffe', 195^ ) was the first to consider the 
problem when more than one source of variation is present. We have already 
noted that Gauss obtained the usual error sum of squares and its expecta­
tion for a linear model with covariance structure a^ I as early as I823. 
Airy discussed estimation, however, in a model which we would describe 
today as a completely random one-way classification model. Such random 
models are also implied (Scheffe"*, 195^ ) by Chauvenet in I863. Fisher 
(1918, 1925) reintroduced variance component models and discussed, apparent­
ly for the first time, unbiased estimation in such models. 
Since the time of Fisher's reintroduction and discussion of unbiased 
estimation in models with more than one source of variation, there has been 
considerable literature published on the subject. Most of the work, however, 
has no direct connection with our development and we mention only the papers 
of Henderson (1953) and Harville (1967), because they serve to illustrate 
ideas and have proved useful for points of discussion in Chapters V and VII. 
The work of Henderson was a description which popularized three methods 
(now known as Henderson's Methods I, II, and III) for obtaining unbiased 
estimates of variance components. Of the three methods the first two are 
limited to particular types of models and the third is applicable to any 
12 
mixed model. For a review as well as a matrix formulation of all 
three methods see Searle (19^ 9)• Among the several pieces of work which 
have dealt with Henderson's methods, only that of Harville (19^ 7) appears 
to have been concerned with consistency of the equations leading to esti­
mators and to the existence of unbiased estimators under various condi­
tions. In this connection we note that Harville treated a completely 
random two-way cross classification model with interaction and that our 
development in Chapter V shows how to attack the questions of consistency 
and existence, along with various ways to obtain unbiased estimators, for 
any mixed linear model. 
In most of the work relating to the estimation (unbiased or minimum 
variance unbiased) of variance components, until the paper of Graybill 
(195^ ), only unbiasedness was considered. The only exception to this seems 
to be the estimation of cr^  in a linear model y = Xp + e with covariance 
structure a^ I which was treated in some detail by Hsu (1938) and briefly 
by Basu (1952) and Rao (I952). We mention here these results for the 
following reasons: (a) The results of Rao and Basu do not seem to be 
widely known, (b) Hsu's result is often stated incorrectly, (c) In 
Section C of Chapter VII we treat the same estimation problem from the view­
point of this dissertation. Basu, Hsu, and Rao each showed, subject to 
certain conditions spelled out in their results and which essentially appear 
in Section C of Chapter VII, that the usual estimator for 0^  is the mini­
mum variance unbiased estimator within a certain class of estimators. The 
class of estimators which each considered is as follows: Hsu considered 
quadratic estimators which had variance independent of the parameter p 
and he showed that this was equivalent to considering estimators of the 
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form y'Ay such that AX = 0 ; Basu considered estimators of the form 
a'y + y'Ay ; and Rao considered estimators of the form y'Ay such that 
A > 0 . From the type of estimators to which Hsu confined his attention, 
it is clear that he did not consider the entire class of quadratic estima­
tors as is sometimes stated; however, the class Hsu did consider is clearly 
a :["inite-dimensional vector space of estimators and, in fact, one of sever-
;il that we shall employ in Chapter VII. An interesting feature of the 
condition AX - 0 is that Henderson's Method III estimators have this 
property. In addition to the results already mentioned, Hsu also showed 
how to obtain what we would call the pointwise best (within a specified 
class) estimator for but which he, unfortunately, referred to as the 
best unbiassed quadratic estimate for o^ ; by this we mean that the estima­
tor described in Theorem 1 of Hsu (1938) will in general be a function of 
unknown parameters. 
Aside from the results in the previous paragraph which deal with a 
mixed model only in a trivial sense, Graybill (195^ ) appears to be the 
first to give consideration to minimum variance properties of variance 
component estimators in models with more than one source of variation. 
For a completely balanced nested classification model with all factors ran­
dom and some specified distributional assunçtions, Graybill showed that 
best quadratic unbiased (b.q.u. ) estimators exist and are in fact the usual 
analysis of variance estimators. The b.q.u. estimator is defined to be the 
minimum variance unbiased estimator within the class of quadratic estima­
tors. 
Since his initial work with b.q.u. estimation in the nested classifi­
cation model Graybill, in conjunction with various other authors, has 
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considered further the subject of b.q.u. estimation as well as u.m.v.u. 
estimation for variance components. By introducing normality Graybill and 
Wortham (195^ ) were able, via the complete sufficient statistic approach of 
Lehmann and Scheffe,' to strengthen Graybill's (195^ ) result to u.m.v.u. 
estimators and in fact to extend the result to a wider class of balanced 
designs. Next, Graybill and Huitquist (1961) gave what was probably, up 
until its time, the most penetrating of any of the work with respect to 
minimum variance properties of vari;ince component estimators. Assuming 
normality they obtained some sufficient conditions for the existence of a 
complete sufficient statistic for a particular class of designs, and by 
adding some extra assumptions they were able to claim that the u.m.v.u. 
estimators under normality were in fact b.q.u. estimators under weaker dis­
tributional assumptions. A particularly Interesting feature of their 
results was the introduction, apparently for the first time into this area, 
of eigenvalue considerations and commutativity of matrices. 
Following the lead of Graybill and Hultquist, Basson (1965) made an 
extensive study of their work and obtained generalizations in several direc­
tions. Basson extended the Graybill and Hultquist results to mixed linear 
models (Graybill and Hultquist considered only completely random models) 
and obtained as well some refinements of Graybill and Hultquist's original 
statements. In addition to these considerations Basson investigated 
several other topics relevant to variance component estimation and in ore 
specific example obtained some normal type equations for estimating vari­
ance components. We note the normal type equations since we shall deal 
with similar types of equations within our framework in Section D of Chapter 
VI. 
15 
We conclude our review of literature by considering briefly an inter­
esting direction in the search for estimators of variance components which 
has received some attention in the last few years. We refer to the concept 
of a minimal sufficient statistic. The motivation for finding a minimal 
sufficient statistic is, of course, due to the Rao-Blackwell theorem and 
the fact that (asidt; from some almost everywhere considerations) a minimal 
sufficient statistic is a function of all other sufficient statistics. The 
initial work along this line is that of Weeks and Graybill (1961) where, 
assuming normality, they exhibited a minimal sufficient statistic for a com­
pletely random balanced incomplete block design. Then, in a following 
paper, they generalized their result (Weeks and Graybill, I962) to a much 
larger class of completely random two-way classification designs including 
the partially balanced incomplete block designs. Stemming from this work 
are several additional papers the latest of which seems to be that of 
Huitquist and Graybill (1965) in which, assuming normality, a mixed two-way 
classification model is considered. In summary, we find the most challeng­
ing aspects of this work to arise from the non-completeness of the minimal 
sufficient statistic and the non-commutativity of pertinent parts of the 
covariance matrix. 
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III. PRELIMINARY FORMULATIONS 
A. Basic Definitions 
Throughout this dissertation we shall utilize terminology and elemen­
tary properties associated with linear spaces, a term we use interchange­
ably with vector spaces. Much of our notation and terminology is similar 
to that used in Chapter II of Wilansky (1901) and in Halmos (I958). 
Although some vector space ideas will bo introduced in the following 
chapters, most will be presented and briefly described in this chapter. 
In addition to vector space notions we shall employ the usual nota­
tions and ideas of elementary set theory. As examples we note the follow­
ing: 
a) {x : X s R^ ,x ^  0] means the set of non-zero real numbers where­
as {a,b} denotes the set consisting of the elements a and b . 
b) e means is an element of, means is not an element of, and c 
denotes containment. 
c) A U B , A N B , A\B denote, respectively, union, intersection, 
and difference of the two sets A and B . 
Also, f:X -^ Y means that f is a function from X into Y ; the 
image function and inverse image function associated with f will be 
expressed by f[ ] and f ] respectively. 
As for vector space notions, we consider only set arithmetic and one 
or two other basic ideas in this section. If G and K are non-empty 
subsets of a vector space <2, then G + IB is the set {a+b;aeG,be8} and 
G - 8 is defined similarly. In the special case when G = {a} we abbre­
IT 
viate {a} + B by a + IB . The linear span of a non-empty subset G 
which we indicate by spG is the set of all finite linear combinations of 
elements in G ; or eqtiivalently, the smallest vector space (subspace) of 
JC which contains G . If G and B are subspaces of <£ then it is easy 
to verify that G-B=G+LB = sp[G U IB] so that G + IB is itself a sub-
space of £ ; in addition, if G and IB are also disjoint, i.e., their 
intersection is the null vector, then we denote the resulting sum by 
G 0 IB . As regards the null vector we shall denote it by. 0 , and even 
though we use the symbol 0 for other purposes, it should be clear from 
the context what 0 represents. 
In Chapters I and II we stated that our concern in this dissertation 
will be unbiased and minimum variance unbiased estimation in a finite-
dimensional vector space of estimators G . We now explain our meaning of 
this statement and in the process detail the assumptions employed in the 
remainder of this work. We assume that 0 = {P} is a class of probability 
measures with an associated measurable space and that each element of 
G is 8-measurable and square integrable with respect to all P G -(? . We 
do not necessarily assume that we know the form of P e ^  or even that we 
know the complete form of  ^; however, we do assume that Q. is some given 
parameter space and that E[-[-] and Var[-|-] are functions on G x 0, 
called the expectation function and variance function respectively, by which 
the expectation and variance of an element in G can be characterized over 
the class & . Formally, we assume to each ? e •& there is a 0 e Q and to 
each 0 e Q there is a P £ ^  such that the following expression is true: 
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(3.1) à G G 
rEp(â) = E[£|0] 
Vp(a) = VarCaje] , 
•where Ep and Vp denote expectation and variance with respect to the 
measure P. We note that Expression 3.1 insures for a fixed 0 e Q that 
the functions E[-|0] and Var[- (0] have all the usual properties asso­
ciated with expectations and variances. Further, the covariance ]i\uiction 
Cov[-,-)8] is readily defined via Var[-j0]. In essence we assume from 
here on that G is a real finite-dimensional vector space of estimators, 
that n is some set of parameters which may "be given either explicitly or 
implicitly, that we are interested in obtaining estimators for functions of 
the form g:Q -> R^ , and that the .possible expectations and variances of 
functions in G can be described via the parameter space Q and the func­
tions E[-|-] and Var[-1-] . 
For the finite-dimensional vector space G and a parametric function 
g, i.e., a function we let 
Gg = {a e G : 0 e n^ E[a|9] = g(0)} ; 
and we let G^  denote G^  when g is the identically zero function. Note 
that G^  is a vector space and that G^  is an affine set provided it is 
non-empty; in fact, if t e G then it follows that G = t + G • g go
Definition 3-1 A parametric function g is said to be G-estimable 
if and only if G^  is non-empty. 
Definition 3.2 Let 0 9 0, then a is said to be G^  - best for a 
parametric function g if and only if a e G and h e Gg implies that 
Var[a|0] < Var[h |0] . 
I:) 
Definition 3»3 An estimator a is said to be G-best for a para­
metric function g if and only if it is G.-best for g for all 9 e Q . y 
Definitions 3.1 and 3.3 are essentially standard ones. For instance, 
in a fixed linear model if G = [a'y:a e R^} then G-estimability and G-best 
estimator correspond to the usual terras of linear estimability and b.l.u. 
estimator respectively; however, if G = [y'Ay:A symmetric} then the terms 
G-estimability and G-best correspond, respectively, to quadratic estima­
bility and b.q.u. estimator. Definition 3.2, however, is probably not so 
familiar since the idea of an Gg-best estimator comes from the notion of a 
locally best estimator (Barankin, 19^9) which does not seem to be widely 
used. Our main interest in introducing the idea of an Gg-best estimator 
is that it provides a very natural means for studying G-best estimators* 
We shall show for 0 e Q and for an G-estimable g that an Gg-best esti­
mator for g always exists and, furthermore, can be found by any one of 
several procedures; thus, it seems reasonable to approach G-best estimation 
via G.-best estimators. 
w 
B. The Space G 
As noted previously, we shall consider estimation in the finite-
dimensional vector space of estimators G . In addition to assuming that 
each element of G has finite variance with respect to each P e ^  , we 
also take each a e G to be expressed in a special form which we shall 
describe. As Proposition 1 will show, our particular representation for an 
element a e G leads to no loss of generality. 
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In Proposition 1 the concept of an inner product space appears for the 
first time in our work. For our purposes we may consider an inner product 
space to be a doubleton, say (<£,<,>); where £ is a finite-dimensional 
real linear space and < >>, the inner product, is a real-valued function 
on <£ X £ such that 
a) < w,z > = < z,w > , 
b) < -,z > is a linear function, and 
c) < w,w >0 if w / 0 , 
where w,z e £ . One of the most useful notions associated with an inner 
proiiuct space is that of orthogonal complement. If (£,<,>) is an inner 
product space then the orthogonal complement of a non-empty subset 
IB c £ ^  denoted by îï^ , is the set of all vectors w e £ such that 
< w,b > = 0 for all be®; that is, liî^  = {w:b e R w,b > = o] • We 
note that if several inner products are being considered simultaneously on 
the same linear space, then we shall take care to explain exactly what the 
symbol jy*" denotes. In addition, it should also be noted that we do not 
consider any vector spaces other than finite-dimensional ones; and so, we 
shall in many instances omit the qualifying prefix finite-dimensional. 
Proposition 1 For a real finite-dimensional linear space 5 such 
that the elements of 5 are functions from a fixed set V. into R^ , there 
exists a real inner product space (f,<,>), an invertible linear operator 
T : 3^  and a function ]j) : % -*-S, such that 
f e 3Î f(x) = < Tf,0(x) > for all x e , 
dim 9 = dim Z , and sp{0(x) : x e V} = -£ • In fact £ may be chosen as 
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where n = dim 3< . 
Proof Let T be an isomorphism (Halmos, 1958) between 3 and r"' 
With the usual inner product <,> on R^ . Further, let 0^  = 
* -1 
... ,6 .) where 5.. is the Kronecker delta function and let f.= T (6.) 
' ni' ij 1  ^ i' 
for 1 <• i < n . KTow define the function i j )  ; -KR^  as follows: 
j/)(x) = (f^ (x),fg(x), ... for all x e ; 
n  ^ n 
then for f =.E.a.f. e 3 we have Tf = .2 a.lf. = .2 a.6. and hence 1=1 1 1 1=1 1 1 1=1 1 1 
X G "4" f(x) = l^^ a^ f^ (x) = < Tf,i/>(x) > . 
To show that sp[0(x)3 = R^  we let b be any element in the orthogonal 
complement of sp{i/)(x)] . It follows that T \(x) = < b,^ (x) > = 0 for 
all X e "U and so T ^  = 0 ; thus, as T is an isomorphism b = 0 . 
For our finite-dimensional vector space of estimators G , it will be 
convenient in the following to let a e G have an explicit inner product 
representation. We take (G, (,)) , an inner product space, and  ^, a 
function from V, into G such that sp0[l{] = G , to be chosen such that 
G = {a, ; a e G] , 
where a is the function from 1{ into the real line defined by 
a(y) = (a,0(y)) for all y e %( . It follows that a e G refers to an 
element in the vector space G, whereas a refers to a real valued function 
in G . That such a representation for G is possible follows from 
Proposition 1 using G as 3< , (G,(,)) as , and as the linear 
-1 
operator T . Since can be viewed as an isomorphism between G and G 
it follows that oa + b = oâ + b, â = b if and only if a = b, and f e G 
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implies there exists c e G such that c = f . Also, for IS c G 
B denote the set in S defined by R = {b ; b e Ji] , and we let 
denote the set in G such that G = (G) . 
S s 
c. The Expectation |J.Q and the Covariance Operator 2g 
A term which will occur several times in the remainder of our work is 
that of linear functional. A linear functional on a vector space <£ is a 
linear mapping from £ to the set of scalars associated with the vector 
space <£ ; thus, a linear functional on G is a linear mapping from G 
to R^. For a vector space £ we shall denote the set of all linear 
functionals on S, by . Our reason for introducing linear functionals 
is that for finite-dimensional inner product spaces a linear functional 
has a very useful characterization described in the following Proposition. 
Proposition 2 Let (£,<,>) be a finite-dimensional inner product 
space, then to any linear functional F on £ there exists a unique 
element f e £ such that F(w) = < w,f > for all w e £ . 
The proof of Proposition 2 will be omitted since a proof can be found 
in part 67 of Halmos (1958) pr in Section 8 of Wilansky (I9A) where the 
more general Riesz Representation Theorem is proved. Note, however, that 
Proposition 2 is really an if and only if statement because f e £ implies 
that < —,f > e £^ . Further, £^ is a vector space and for finite-dimenr 
sional subspaces it is also true that dim £ = dim £^ ; see for example 
Theorem 2 in part I5 of Halmos (1958). 
Definition 3.^^ For each 9 e fi let be the unique element in 
G such that E[aj0] = (a,fig) for all a e G and let 6 = sp{jjp:0 e D} . 
we let 
G_ 
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In Definition 3«^  note that E[aj6] , considered as a function on G 
with 6 fixed, is a linear functional on G and hence Proposition 2 im­
plies the existence and uniqueness of [ig . Also, we may at times treat 
[ig as the expectation of 0(y) in the sense that E[a|8] = (a,E[0(y) |9]) 
- • 
Proposition 3 If (£,<,>) is a finite-dimensional inner product 
space and p is a quasi-inner product on £ (p(a,a) = 0 does not necessari­
ly imply that a = O), then there exists one and only one linear operator 
T ; £ -><£ such that 
a,b e £ p(a/b) = <a,Tb > ; 
further, T has the following properties: 
(3.2) a) T is symmetric; that is, a,b e Z < a,Th > = < Ta,b > ; 
b) T is non-negative; that is, a e <£ <a,Ta>. > 0 ; 
c) N(T) = {a:p(a,a) = O] ; and 
d) T is invertible if and only if p is an inner product; 
where N(T) is the null.space of the operator T .• 
Proof Let {a.} be a basis for Z and for each i consider 1 
the function p( —,a^ ) which is a linear functional over <£ ; thus, by 
Proposition 2 let b^  be the unique element in <£ such that p(c,a^ ) 
= < c,b. > for all c e f . Now define T:£ ->-X by Ta. = b. for each 1 11
i and extend linearly to the whole of Z , then T is obviously linear 
and for a e G and b = S a. a. e <£ we have 
1 1 1  
p(a,b) = ?Q:.p(a,a. ) = Sa.< a,b.> = <a,T(Ça.a. ) > = < a,Tb > . 
i l  1  i  J -  1  Î X 1  
If V is any other linear transformation such that p(a,b) = < a,Vb > for 
21+ 
all a,b e £ then < a,(V-T)b > = 0 for all a,b e Z and hence V - T = 0 
which implies uniqueness. Properties 3.2.a and b are immediate since 
<; a,Tb > = p(a,b) = p(b,a) = < b,Ta > and < a,Ta > = p(a,a) > 0 • 
Containment one way in Property 3.2.c now follows since 0 = p(a,a) 
= < a,Ta > implies that Ta = 0 because T is non-negative and symmet­
ric; the reverse containment is obvious. Finally Property 3»2.d follows 
immediately from Property 3.2.c since T is invertible if and only if 
W(T) = {O} which is true if and only if p is an inner product. 
Definition 3» 5 For each 0 e Q let r.g be the unique linear 
operator from G into G such that 
a,b e G =^Cov[â,b|0] = (a,Zgb) ; 
and let 6 = sp{Zg : 0 e Q } , 
In Definition 3.5 note that CovCa^b [0] , considered as a function on 
G X G with 0 fixed, is a quasi-inner product on G and thus Proposition 
3 implies the existence and the uniqueness of the operator EQ . We shall, 
analogous to E[0(y) | 0] = , formally treat as the covariance opera­
tor of 0(y) ; i.e., Cov[a,b [0] = (a,Cov[0(y) jOjb) . Note also that we 
consider & as a vector space, actually a subspace of the vector space of 
all linear operators from G to G. The reason for treating A as a sub-
space is that the vector space of all operators from G to G is finite-
dijnensional (provided G is finite-dimensional) and thus for dealing with 
the collection [Zg : 8 s O] via a spanning set for , we need only 
consider a finite number of elements. 
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D. The Representation = H§g 
To facilitate computational procedures and to represent certain para­
metric functions explicitly in later work, it will be convenient to have 
another representation for [ig . However, before proceeding to another 
representation we introduce some more terminology and notation. Let 
(£,<,>) be a finite-dimensional inner product space and T a linear 
operator from <£ into G . The range of the operator T (the set T[£] 
= {tW : w e £}) will be denoted by R(T) ; the null space of the operator 
T (the set T ^ [{o}] = {w : Tw = O}) will be denoted by K(T) ; and the 
transpose of T will be denoted by T' ; that is, T' is the linear oper­
ator from G into S, such that (Tw,a) = < w,T'a > for all w e £ and 
a]l a e G . We denote the rank of T by p(T) and the nullity of T 
by V(T) ; that is, p(T) = dim R(T) and V(T) = dim N(T) . Further, the 
following relationships are also true: 
a) P(T) + V(T') = dim G 5 
b) p(T') + v(T) = dimJC ; 
c) P(T) = P(T') = p(TT') ; and 
d) [gT)f = gT') . 
Note that we have not referenced Conditions a - d since we shall simply 
use these facts without any particular reference. 
Suppose now that (R,<,>) is an inner product space and that H is 
a linear operator from R into G such that G C R(H). For each 8 e 0 
let ?0 s R be such that = |ig and let 0^ = : 9 e Q} ; then for 
purposes of G-estimation, as will be shown fully in the next chapter, we 
may consider Qg as the parameter space. Note that Ç can be regarded 
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as a function from Q into R in the sense that §(0) = §g . Further 
note that in general the choice of e R is not unique and thus in 
general , the image of Q under § , is not uniquej "however, for any-
particular problem we shall assume that one set of values [Çg] has been 
specified and remains fixed throughout. Representing (ig in the fashion 
just described will frequently be both useful and natural, in the sequel; 
thus, we adopt the convention that whenever we refer to a IJ-g = H§g repre­
sentation without reference to a particular circumstance, it will be 
understood that (R,<,>), H , and a set of values {Çg} are defined as in 
the beginning of this paragraph. 
In connection with the W-g = H^ g representation we shall at times 
represent estimators in G in the form < A.,T0(y) > where T is a linear 
operator from G into R, . We note that the expectation and covariance of 
such functions can be found by using |J. g  and E g  ; that is, 
E[< X,T0(y) > je] = < À,TUg > and Cov[< X,T0(y) >,< 5,T0(y) >|8] 
= < X,TZgT'6 > . Thus, 0(y), lig , and Eg can be thought of exactly as 
though 0(y) were a vector random variable with Ug its expectation and 
E- as its covariance matrix. 
w 
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IV. G-ESTIMABILITY 
A. The Parametric Representation g(0) = (a,|ag) 
An G-estimable function as described in Definition 3.1 is a function 
g from the parameter space 0 into for which there exists a e G 
such that E[a|0] = E[(a,0(y))|0] - g(0) for all A e 0 . Thus, if g is 
G-estimable then g(0) = (a,|j.g) for some a e G and conversely if g(0) 
= (a,^ g) for all 0 e Q then g is clearly G-estimable. Hence we obtain 
the obvious conclusion given in the following theorem. 
Theorem ^ .1 A parametric function g is G-estimable if and only 
if there exists a e G such that g(0) = (a,p^ ) for all fl e Q or equi-
valently if and only if there exists a linear functional F e G* such that 
F(g.g) = g(0) for all 0 e Q . 
Corollary 4.1.1 A parametric function g is G-estimable if and 
only if for each pair of finite sets {a^ l c R^  and [0^ ] c: Q we have 
= '^ 0^  ^ ~ s(0) } 
where the condition must hold for all 0 e Q such that the expression to 
the left of the implication sign is true. 
Proof If g is G-estimable then g(0) = F(w^ ) for some F e G** . 
Thus if 0 e Q is such that = E.a.u then 
n  l i b .  
1 
g(0) = F(|Jg) = F(Zj^ a:j^ p.g ) = E^ O!^ F(iJ.g ) = 21^ O!^ g(0j^ ) , 
i i 
and so the implication is true. Conversely, if the implication holds then 
define F at jig by the following; 
F( H g )  = 2^ œg(0.) if tig ^  , 
and extend F linearly to the whole of £ , and then arbitrarily (linearly 
of course) to the whole of G. Note that F is well defined since 
IJQ - E.a.iio = I.p.lin, implies that S.a.g(0.) = r..p.g(0'.) and that F 8 1 10. J J 81 1 1 I' A J J 1 J 
is cilso linear. Thus there exists an F e G such that F(^ g) = g(6) for 
all 0 e Q and hence g is G-estimable. 
Theorem ^ .1 and Corollary 4.1.1, although not usually too useful, will 
at times allow us to describe G-estimability in terras of linear indepen­
dence of certain subsets of £ . In addition. Corollary 4.1.1 implies that 
any G-estimable function must in a certain sense behave as a linear trans­
formation; that is, if Q|ig + = Hg then g(0g) = Qg( 9^ ) + §(02) • 
1 2 3  „  
Wow let us define Q to be the class of all G-estimable functions; 
i.e., Q-= {g : g(0) = (a,p^ ) , a e G] . Note that each (a,p^ ) e Q is to 
be considered as a function over Q and note also that Q is a vector 
space. 
Consider now an element c e £"'" , then each element in £ will have 
zero inner product with c and so if £ is a proper sub space of G it 
follows that a number of elements in G will lead to the same parametric 
function. We now consider the question of how many elements in G are 
needed to represent all of the functions in Q . 
Theorem h.2 A necessary and sufficient condition for Q = [(b,^ )^ 
be®} is that 0 + 8"^  = G . 
Proof Suppose that Q is as stated and a e G , then there must 
exist b G IB such that (a,^ g) = (b,^ g) for all fl e Q . Therefore, 
a-b e £'^  which implies that a = b + f for some f e . Conversely 
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suppose that 8 + 8"^  = G and that a c G . Let a - b ' + f where b ' £ 6 
and f G , then (a,(ig) = (b',Ug) for all 6 e Q and thus the desired 
result follows. 
From Theorem 4.2 we may infer immediately that dim Q = dim G . Also, 
Theorem 4.2 and its proof let us draw several other conclusions. The sub-
space G^  , the vector space of zero estimators in G , is equivalent to 
and thus G^  = S"*" . Further, if g is G-estimable and a e G . 
then Gg is the affine set a + G^  or equivalently G^  = a + G^  . 
B. The Parametric Representation g(9) = < 
In Section D of Chapter III it was stated that we may consider as 
the parameter space under a |ig = representation. What we actually 
mean is that the class of G-estimable functions Q can be described 
through as follows: 
Q = { < H'b,:g > : b e R] , 
where B + G = G . In other words, if b e !B then the functions h(§_) 
o n 
= < H'b, § g  > and g(0) = (bjP^ ) have exactly the same value at each 
G e n .  
From the preceding paragraph it is clear that parametric functions of 
the form < H'a,Çg > are G-estimable. Conversely, let us consider a para­
metric function < X,Çg > and ask for conditions under which it is G-
estimable. To answer this question we observe that < X, Çg > is G-
estimable if and only if there exists a e G such that < X,Çg > = (a,Pg) 
30 
for all 0 e Q ; thus, letting |_ig = HÇg we see that < A.,Çg > is G-
estiraable if and only if 
<  ^ = < H'a^ Çg > 
for all 0 e Q and hence if and only if À - H'a e{^ g:8 e O]'^ . From this 
last statement we obtain the following necessary and sufficient condition 
for Q-estimability. 
Theorem 4.3 Using a iJ,g = representation it follows that a 
parametric function < > is G-estimable if and only if À e R(H') 
+ ; where the orthogonal complement is, of course, relative to 
the inner product < , > , 
Corollary 4.3.1 Under a Hg = H§g representation, a parametric 
function < > is G-estimable if and only if there exists R(H') 
such that < A.,§g > = < > for all 0 e Q . 
For G-estimability considerations, the (ig = HÇg representation is 
most useful when spQ^  = R and so we shall assume for most of our later 
work that this condition is satisfied. In most cases this will not be a 
restriction since the i_ig = HÇg representation will be a very natural one 
and it will be true that 0^  = [o] . A consequence of spQ^  = R is that 
R(H) = g instead of just containing G . For the remainder of the work 
in this section, however, we shall only assume the weaker condition that 
c R(H') . Note that with this assumption Theorem 4.3 now reads if and 
only if À e R(H') . Altliough we shall assume in the remainder of this 
section that c R(H') , it should be pointed out that many of the re­
sults, especially those that are not of the if and only if type, do not 
really need the condition ClI c R(H') . 
31 
The results in the remainder of this section and in several other sec­
tions in the succeeding chapters will be stated using two linear operators 
W and H. The operator H has already been described. We shall take // 
to be an arbitrary linear operator from a finite-dimensional inner product 
space (<£,( , )*) into the finite-dimensional inner product space 
(a, ( , )) . Thus, when we use W it will be understood that (f,( , )*) 
and ¥ have been defined. Conditions will be imposed upon ¥ in various 
places as needed. Our first result using the operators W and H is in 
the following theorem dealing with sufficient conditions for < > to 
be G-estimable. 
Theorem k.k If ¥, is an arbitrary linear operator and p is such 
that H'¥p = À , then < X,§g > is G-estimable. If R(H'¥) = R(H') then 
the existence of p such that H'¥p = À is both necessary and sufficient 
for < XjÇg > to be G-estimable. 
Theorem k.k follows immediately from Theorem 4.3 since R(H'¥) c R(H'). 
The necessary and sufficient part follows since we are now assuming that 
c R(H') , i.e., R(H') + 0^  = R(H') . 
Corollary 4.4.1 If p is such that H'Wp = \ then ¥p is an un­
biased estimator for < A.,Çg > and the variance of Wp is (p,¥'ZgWp)* . 
Corollary 4.4.2 If ¥ = H then R(H'H) = R(H') and so < > 
is G-estimable if and only if there exists p such that H'Hp = X . 
Theorem 4.4 and its corollaries are interesting and at times are quite 
useful. Actually, the results in Theorem 4.4 and the corollaries can be 
obtained or derived in a different and somewhat enlightening manner. If 
one considers the operator ¥ for a moment, then it is clear that 
(p,¥'0(y))* is an element of G . Usually the operator ¥ can be thought 
32 
of as a reduction of the mapping 0(y) and it is in this sense which ¥ 
will usually he used; that is, dim £ will in general he less than dim G 
and as a result it is usually easier to consider the class of estimators 
{(p,W'0(y))* : p e £} than the larger class G . Now suppose one con­
siders the parametric function g(0) = < A., çQ > , then there exists an un­
biased estimator for g of the form ' (p,W'0(y))* if and only if for some 
P such that 
= (p,W'Hgg)* = < H'Wp,^ Q > = < > 
for all 8 G 0 ; hence if and only if there exists p such that H'Wp 
- À e . Thus, we see that the results of Theorem 4.4 and its corol­
laries can he attained from several different viewpoints. 
Continuing with the same type of reasoning as in the preceding para­
graph and recognizing the similarities lio the usual linear model theory, 
we now ask if we can find a function t from 1{ into R such that 
a -
< > is an unbiased estimator for G-estimable functions of the form 
< X, > . From Corollary 4.4.1 we know for \ = H'Wp that 
E[(p,W'jz5(y))*| 0] = < > for all 0 e n . Thus, since < A.,5(y) > 
and (p,W'0(y))* have the same expectation whenever \ = H'Wp , it seems 
reasonable to ask if we can make < X,%(y) > = (p^W'0(y))"^ for all y e 
whenever \ = H'Wp . Hence we must satisfy the following relationship: 
< X,%(y) > = < H'¥p,t(y) > = (p,W'H%(y))* = (p,W'0(y))* 
for all Y e Zi whenever X = H'Wp . For each p e Z there is always a \ 
such that X = H'Wp which implies the above expression must be true for 
all p e <£ . Therefore, we are led to the condition 
p e ^  , y e t( ^  (p,W'IiÇ(y) - W'0(y))* = 0 ; 
and so we must have W'H^ (y) = W'0(y) for all y e %( . Since sp{0(y)} 
= G we must have 
R(¥') = sp[W'0(y)} = sp[W'HÇ(y)} c R(W'H) cr(w') ; 
and so R(W'H) = R(¥') . We summarize the results in the following theorem. 
Theorem 4.$ If W is a linear operator such that R(W'H) = R(W') 
then there exists a function Ç such that ¥'HÇ(y) = W'0(y) for all 
Y e !( . Further, to any such function % and X e R(H'¥) it follows that 
the function < A;%(y) > is in G a.nd has expectation < A,§g > for all 
8 e Q . 
Corollary ^ .^ .1 If ¥ is a linear operator such that the follow­
ing conditions are satisfied: 
a) R(W'H)=R(W') and 
b) R(H'W) = R(H') ; 
then < A.,t(y) > is an unbiased estimator for each G-estimable < > 
whenever t is such that W'H%(y) = W0(y) for all y G . 
Corrollary 4.$.2 If ¥ is such that R(W) = R(H) (for example 
¥ = H) then Conditions a and b of Corollary L$.l are satisfied. 
We now proceed toward one possible and natural way of expressing the 
results of this section in an explicit matrix formulation. 
3^ 
C. A Determination for = HÇg 
Supposp that IB = [b^  :l<i<p} is a spanning set for the subspace 
t' . Then to each a e ft there exiivbi! at least one set of real numbers 
{a..} such that a - I.a.b.. We let , Ç be p functions such 
IL n. X X £— p 
that is defined from Q into the real line and such that collectively 
the following representation holds: 
(4.1) 0 e Q ^  .E^ §.(8)bi = Hg . 
Further, we shall assume that the collections (B and are chosen 
such that for any collection of real numbers {œ} the following condition 
is true: 
('i.2) .1 a.§.(0) = 0 for all 0 e Q a. =0 for 1 < i < p . 
' 1-1 11 1 — — 
From Representation 4.1 a very natural linear operator for a [ig = HÇg 
representation can be defined. Condition h-.2 will be equivalent to the 
condition spQ^  = R in our Hg = H§g representation. The significance of 
spfi^  = R is partially evidenced in Section B and will be exhibited further 
in the present section. Before defining our [i„ = representation, 
U 0 
however, we consider further the concept of Q-estimability in terms of our 
assumptions thus far. 
From Section A we know that an G-estimable function must be of the 
p 
form (a,|j.g) - 0)(a,b^ ) and so we see that at least some functions 
of the form £^^ a^ §^ (0) must be G-estimable. Pursuing this question fur­
ther, it follows from Theorem 4.1 that a necessary and sufficient condition 
for (6) to be G-estimable is the existence of a linear functional 
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F e Guoh that 
Ji?i(e)F(b.) = F(pg) « 
P 
for ail 6 e Q . Therefore, ^ Z^ (F('b^ ) - a^ )Ç^ (9) = 0 for ail 0 e Q and 
so Condition 4.2 implies that F(b^ ) = for 1< i < p . We state this 
last condition in the following theorem. 
Theorem h.6 Under Representation 4.1 and Condition 4.2, the exist­
ence of P e G* such that for 1 < i < p is both a necessary 
and sufficient condition for Ça.Ç.(9) to be G-estimable. i l l  
In Theorem 4.6 we stated F e G , however, all we really need is the 
existence of a linear functional defined over & such that F(b^ ) = 
for 1 < i < p . This is true since it is really immaterial from the G-
estimability point of view how the linear functional behaves for c / 6 . 
To see this suppose that F e G^  and F(b^ ) = for each i , then there 
exists a e G such that F(b) = (a/b) for all b £ G . Hence, the ex­
pression 
E[a|0] = (a,|ag) = i;§^ (0)(a,b^ ) = ^ §^^ (0) 
holds for all 0 e Q ; and so, there exists a e G such that a is an 
unbiased estimator for £a.§.(0) . 
i ^  ^  
Corollary 4.6.1 The parametric function 0) is G-estimable if 
and only if b^  / sp(b^  : i ^  k] . 
Corollary 4.6.2 Each §^ (0) is G-estimable if and only if [b^ ] 
is a basis for £ . 
Corollary 4.6.2 follows easily from Corollary 4.6.1 and Corollary 
4.6.1 follows from Theorem 4.6. To see that Theorem 4.6 implies Corollary 
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4.6.1 note that is G-estiraable if and only if there exists F e 
such that = 1 and = 0 for i ^  k . 
We now turn to the question of determining a possible linear transfor­
mation H such that |_ig = HÇg for all 6 e Q . One possible way of defin­
ing H ; and perhaps the most natural one, is to proceed in the following 
manner. We let R = , < , > be the usual inner product on , and 
6^  be the ith unit vector in , i.e., 5^  has the entry unity in the ith 
position and the entry zero everywhere else. Then define H from R^  into 
G by the following: 
H6i = b^  for i = 1,2, ... ,p , 
and extend H linearly to the whole of R^  ; i.e., for X' = 
... ,A. ) e R^  we have = ? X.b. . Using this linear transformation it 
P 1 
is clear that Sg = "" ' bp( G)) so that 
HÇG = 3^(6) H6. = JÇ.(0)B. = , 
and since Condition h.2 is equivalent to 8p{§g : 0 e it is clear 
that = { o] . Therefore, besides defining a = HÇg representation 
the linear operator H satisfies the assumption in Section B that 
To determine the transformation H' : G -> R^  we note that H'a e R^  
for each a e G and that the ith element of the vector H'a is < ô^ ,H'a>. 
Thus, by definition < ô^ ,H'a > = (Hô^ ,a) = (b^ ,a) and so H'a is the 
vector in R^  whose ith element is (bu,a) . 
To illustrate the computational utility of H as defined in this 
section, we shall set up the matrix equations associated with Corollaries 
k.k.2 and k.^ .l when W = H . In both of these cases we need to know the 
p "0 form of the operator H'H from R into R , and so we "begin by finding 
H'H . For p e it follows that 
H'Hp = Zp.H'Hô, = Ip.H'b. 
1 1 1 1 1 1 
(bg.bi) 
(4.3) 
... (b^ /bp) 
(bg^ b^ ) (t^ jbg) ... (bg/bp) 
where Expression ^ .3 denotes usual matrix multiplication. If we denote by 
H'H the p X p matrix in Expression ^ .3, then Corollary 4.4.2 says that 
< > is G-estimable if and only if there exists p such that H'Hp 
= \ . Continuing; we see that H'0(y) is the p x 1 vector in whose 
ith element is (bu,0(y)) . Thus, Corollary 4.^ .1 with W = H now states 
that X' in the row space of H'H implies that < A.,Çg > is G-estimable 
and if  ^is such that 
(I1..IO 
H'Ht(y) = 
1" r 1' p^ 
p' p p' 
) (\.0(y)). 
= • 
= H'0(y) 
) (bp,0(y)) 
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then < A.,Ç > is in G and is an unbiased estimator for < A., Çg > . 
Under the transformation H as defined in this section we have that a 
parametric function < À,ÇQ > is expressible as (8) . For purposes 
D 1 1 
of G-estimability we shall generally be interested in a certain subset of 
the E^ 's. For example, it seems natural to ask if we can find an operator 
W such that À e R(H'¥) is both a necessary and sufficient condition for 
< > to be G-estimable when certain X^ 's are zero. The next theorem 
givoK a ufief'ul partial answer to this question. In the following theorem 
and corollaries it is assumed that B - {b. : i e S } and 8^  = [b. : 
o 1 o 1 1 
i e S^ } where and are disjoint sets with union equal to the 
first p integers. 
Theorem 4.Y If W is a linear operator such that r(w) + ?/=. , 
then a necessary and sufficient condition for g(9) =  ^ A..Ç. (0) to be i e 1 1 
G-estimable is the existence of p e £ such that H'Wp = \ . Note that 
A.. = 0 for each i e S . 1 0 
Proof The sufficiency part is simply Theorem Hence assume 
that g(0) is G-estimable, then there exists an a such that À = H'a 
(second statement of Theorem 4.4) and such that 
= ?5i(6)(a,b^ ) = ^  E ^  = g(6) 
for all 0 e Q . Thus by Condition 4.2 it follows that 
(a,b^ ) = for i e 
= 0 for i e S ; 
0 
and so a e IB^  . Now let a = Wp + f where f e £"^  , then we have the 
following: 
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À = H'a = H'Wp + H'f = H'¥p . 
Note that R(H) = £ and so ÏÏ(H') = which implies H'f = 0 . Thus g 
G-estimahle implies there exists p e £ such that H'Wp = A. which com­
pletes the proof. 
Corollary ^ .y.l If in addition the operator ¥ is such that 
R(W) n = [o]^  then R(W'H) = R(W') and so < > is an unbiased estimator 
for < A,L > whenever § is such that W'H%(y) = W'0(y) and À e R(H'¥). 
6 
Proof Except that R(W) H g."^  = {o} iri^ lies R(¥'H) = R(W') , this 
corollary is exactly a restatement of Theorem 4.^ . Since p(¥'H) = p(W') 
- dim[R(¥) H gH')] and since I(H') = we have dim[R(W) H R(H')] 
= {o} and so R(¥'H) = R(¥') . 
Corollary 4.7.2 The number of linearly independent G-estimable 
functions of the form g(9) = . S À.§.(0) is equal to p(H) - dim B 
1 G S^ - O 
= dim 8^  - dim[lS^  D 6^ ] = dim[R(H) ("1 IB^ ] . 
Proof Let ¥ be any linear operator such that R(W) + £"*• = , 
then from Theorem 4.Y the totality of G-estimable functions of the form 
g(8) = 2 > §.(0) is contained in [ < H'¥p,> : p e X] . Further, 
i e -L, 1 0 
since R(¥) c we have 
> = (Wp,H:g) = . g g ; 
and so, we actually have that { < H'Wp,> : p e £} is the totality of 
G-estimable functions of the form Z: A_§.(8) . Therefore, since CL i e 1 1 H 
= {o} it follows that 
dim[ < H'Wp, 5 g  > : p e £} = p(H'W) = p(H) - dim[R(H) A N(W')] . 
)+o 
Since N(¥') H R(H) = it follows that the number of linearly independ­
ent functions is p(H'W) = p(H) - dim . The other equalities follow 
easily by noting that = R(H) and that fl R(H) + K(H') . 
Corollary ^ .T-3 If the operator W is such that R(W) + ïï(H') c 
and a e but a / R(W) + N(H') , then the parametric function < X, 
where = (a,b^ ) if i e and = 0 if i e is G-estimable 
but \ jt R(H'W) . Note that \ = H'a and that X is not identically zero. 
Proof Since E[a|6] = (a,H§g) = <H'a^ Çg > = < > it follows 
that < çQ > is G-estimable. Suppose now that À = H'a = H'Wp , then 
If (a - Wp) = 0 and so a - Wp = f e W(H') . Thus if A e R(H'W) then 
a = Wp + f e R(W) + N(H') which is a contradiction. 
In the next chapter, where we specialize our result to those on quad­
ratic estimability, alternative expressions will also be given for some of 
the conditions exhibited thus far. 
4i 
V. UNBIASED QIJADRATIC ESTIMATION 
A. Preliminary Notions 
To illustrate the ideas of Chapters III and IV we shall consider quad­
ratic estimators using the usual linear model when one or more unknown 
parameters occur in the covariance matrix. Thus, we assume that y is an 
n X 1 random vector with sample space and that y is distributed 
according to some probability distribution P e •$> . 
As noted in Chapter III, we do not necessarily assume that we know 
the exact form of a particular P e ^  or even that the entire class 0 is 
completely specified. However, we do assume that the collection B* 
= {(Ep[y] , Vp[y]) : P e can be described through some parameter space 
Q . To present a somewhat uniform and familiar treatment for estimation 
using quadratic forms we assume that IB* is given in the following form: 
(5-1) B* = {(xp,^ r.^ v^ Vj. ) : (p,v= ( Vg,..., ' ) en], 
where X is a known n x p matrix, each is a known n x n syimnetric 
matrix, and Q is the possible range of the unknown parameters (p,v) . 
Instead of using Characterization $.1 we usually describe B* in the more 
familiar form of a linear model; that is, y = Xp + e is assumed to be a 
linear model with parameter space Q . It should be noted that in a de­
scription such as this we assume that the V^ 's and the X are known and 
that Q is given explicitly or described implicitly through the random 
vector e . More important, however, is the implication in our statement 
that to each 0 = (PjV) y is of the form y = Xp + e and the random 
k2 
m 
vector e is such that E[e] = 0 and Elee'] = .2 v.V. . 
To illustrate the meaning of the preceding paragraph consider the 
following example: 
(5.2) Let the model be y = Xp + e where p e E[e] = 0, E[ee'] 
= a^ , and is known to equal p'p . 
Then, even though the range of cr^  is the same as if were not dependent 
upon P; it is implicit that the random vector e is partially character­
ized through the parameter p . We note that 0 in this situation is actu­
ally {(h,b'b) : b e R^ ] and not R^ x{a:a > O] as is usually assumed. 
Pursuing the preceding point, we define = {p : (p,v) e Q] 
and = [v ; (p,v) e Q] . Note that {xp : P' e = {E[y|0] : 0 e O} 
and that [Var[y|0] ; 0 gQ]= v s . Thus, as Example 5.2 illus­
trates, it is not necessarily true that 0 is the Cartesian paroduct of 
and ; or equivalently, it is not necessarily true that # 
== {E[y|8]]x[Var[y|0]} . However, we note that most, if not all, of the 
general theory associated with quadratic estimation in the linear model has 
tacitly assumed that Q = x (or at least some weakened from of it). 
For example, consider the following superficial situation: 
(5.3) Let the model be y^  = [i + a + e^  where i = 1,2 ; iJ, is an 
unknown constant; and a , e^  are random variables such that 
1) e[a]  = e[e^]  = e[e^eg]  = e[e^a]  = 0 ,  
2) E[e|] = cr^  , and 
3) e[o?] = = XtJp when e[y\] = [l and X is a known 
positive constant. 
Then naively applying Theorem 8 of Graybill and Huitquist (1961) one gets 
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that a necessary and sufficient condition for quadratic estimability of cr^  
and is the linear independence of the following matrices: 
A 
1 1 
) A^  - \ 1 1 , and I . 
o 1 1 1 1 
However, E[(y^ - y^ )^  = 2o^  and E[y?] = (l + , and so, both 
tions even though the three matrices A^  , A^  , and I are obviously not 
linearly independent. Nevertheless, it is true that in most situations 
where a number of the possible probability distributions are Imown to pro­
duce the same expectation vector but "sufficiently" differing covariance 
matrices or the same covariance matrix but "sufficiently" differing ex­
pectation vectors that we may proceed with quadratic estimation as though 
Q = X . For instance, in Example 5*3 if we knew only that cr^  was 
such that y.^  + A>a^ >iJ^ -A for some A > 0 , then the Graybill-
Hultquist Theorem would remain true. 
Even though the general theory of Chapter IV could be applied to 
Example 5•3 and in general to any linear model y = Xp + e with arbitrary-
parameter space Q , we shall assume for most of oui* work in this chapter 
that Q has some additional structure. Thus, besides assuming that the 
random vector y and the class B* are given as a linear model y 
= Xp + e with n described either implicitly or explicitly, we shall 
usually assume the following condition is also satisfied: 
(5*4) If is any set of real numbers such that 
and cr^  can be unbiasedly estimated using quadratic forms of the observa-
(p,v) e Q => Z " 
then it follows that = 0 for all i, j, and k . 
kk 
Though Condition appears to bo qwito reivtriotivo, it if- iictunily 
fied by most mixed linear models commonly in use. Further, those linear 
model representations for which Condition $.4 is not satisfied can usually 
be reformulated to satisfy the conditon. For example, consider a linear 
model y = Xp + e where E[ee'] = o^ V(cr^  not dependent upon p) and where 
= {p : c e N(V) ^  c'Xp = c'y] . This model can be reformulated as 
y = Wp* + e where p* e Q* and such that Q* satisfies [wp* ; p* e Q*} 
= {xp : p e Q^ } and Condition '^ .h. 
Our concern in this chapter will be with estimators which are quadrat­
ic forms of the vector y; or in other words G = {y'Ay : A = A'} . To 
put the functions in G into an inner product representation we note that 
G = {A : A = A'} is a vector space and that (A,B) = tr(AB) is an inner 
product on G x G . To verify that ( , ) is an inner product we note that 
for fixed B the function (-,B) is obviously linear; for A;B £ G that 
(A,B) = (3,A); and for A e G that (A,A) = tr(AA) = tr(AA') =0 if and 
only if A = 0 . Thus, letting 0 : -> G be defined by 0(y) = yy' we 
see that A(y) = (A,0(y)) = tr(Ayy') = y'Ay is an inner product represen­
tation for quadratic forms of y . Hence we have G = {Â ; A e G} 
= {(A,0(y)) : A e G} , and since sp{yy' : y e R^ } = G we see that our G 
representation satisfies all the conditions assumed for G in Section B 
of Chapter III. 
In determining Hg and 6 we do not necessarily require that Condi­
tion 5.4 be true. To find an expression for jig we have, from Definition 
that we must find the unique element in G such that E[A|6] = (A,TIG) 
for all A G G ; therefore, expanding ECAIB] we obtain the following: 
U5 
A G G E[Â|8] = E[y'Ay|0 = (p ,v ) ]  
= p'X'AXp 
= (A,XPP'X' + 2^ %) ; 
and so, for 0 = (p,v) e Q we see that Xpp'X' + satisfies our 
definition for iJ.g . Thus, for the. linear model y = Xp + e with param­
eter space Q = {(p,v)} we have 
m 
(5*5) &) M-g = - Xpp'X' + and 
b) e = sp{xpp'x' + \W'- (p,v) en]. 
Note that we sometimes explicitly associate 0 e 0 with the expectation 
operator E instead of the more usual E[ ] when a linear model type 
representation is assumed. 
Up to this point we have not necessarily had to assume that our linear 
model y = Xp + e with parameter space Q satisfied Condition $.4. How­
ever, in the remaining sections of this chapter we shall assume, unless 
specifically stated to the contrary, that the more restrictive Condition 
5.4 is true. 
B. Initial Results 
Since we are now assuming that Condition is true, it seems natural 
to investigate at least some of the implications associated with this as­
sumption. Before proceeding along these lines, however, we present a prop­
osition which shall prove to he quite useful. 
Proposition 4 Let T be a linear operator between two vector 
spaces and let (3 be an arbitrary non-empty subset in the domain of T , 
1+6 
then SPITEC-]} = lEspC-] . 
Proof Since T[(3] C ICSPC-] and since ÏESPC.] is a subspace it 
follows that SPITCC-]} c iCspS'] . To obtain the reverse containment sup­
pose that a s T[sp(3] ; then let {d^ } c: (3 and {a^ } be a set of scalars 
such that a = T(lLQ^ di) • Since d^  e C- it follows that Td^  e tCC-] , 
and so a = Z^ a^ Td^  e sp[T[(3-]} . 
To investigate the implications of Condition $.4 first define < , 
to be the usual inner product on and (cf, ( , )^ ) to be the inner 
product space of p x p symmetric matrices with the trace inner product. 
Further, we shall consider x G? as a vector space with addition and 
multiplication defined by + oAg) . 
Using these definitions it follows for (p,v) e Q that 
where \ = (Xg, ... ' and A is the p x p symmetric matrix with 
diagonal elements and off diagonal elements l/2 X^ j(i ^  j) . From 
Condition 5»^  it is clear that (X,A) e x is such that 
< X,v + (A,pp') = 0 for all (p,v) s Çl 
if and only if X = 0 and A = o . Therefore, since < , >^  + ( , is 
an inner product on R™ x it follows that Condition 5-^  is equivalent 
to 
(5.6) sp{(v,(3(3') ; (p,v) e Q] = R™ X G^  . 
Now define a linear transformation T from R^  x into G by T(X,A) 
= + XAX' . From Proposition 4, Condition ^ 6^, and the expansion 
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of T[R™ X G^ ] we get 
T[R™ X G^ ] = sp T[((v,np') : (p,v) e n}] 
= sptv. : 1 < i < m} + [xAK' : A e Qp] . 
Hence, using Equation 5-5-13 and noting that G = sp T[{(v,pp') : (p,v) e Oj], 
it is clear that 
(5-7) G = sp{v^  : 1 < i < m] + {XAX' : A = A'} . 
Thus, if Condition $.4 holds then fi is expressible as in Equation 5-7-
Proposition 5 Let X = (X^ yXg, ... ,X^ ) be an n x p matrix com­
posed of columns X^ ,Xg, ... ,X^  ; then the following expressions are all 
equivalent: 
a) sp{X(3p'X' : p e R^ } ; 
b) sp{xz' + zx' : x,z e R(X)} ; 
c) sp{xx' : X e R(X)] ; 
d) splELj : 1 < i < J < p] ; 
e) {XAX' : A e C^ } ; and 
f) [A : A = A' , R(A) c R(X)} ; 
where B.. = X.X! and B. . = X.X'. + X.X! for i ^  j . 11 11 IJ 1 J J 1 ' ^ 
Proof For purposes of proof we shall let each expression be denoted 
by its identification; i.e., (c) = sp{xx' : x e R(X)} . First, note that 
x,z £ R(X) implies that xx', zz', and (x + z)(x + z)' are all in (c) 
and so we have 
xz' + zx' = (x + z)(x + z)' - xx' - zz' e (c) . 
Thus, it follows that (b) c (c) . Since it is obvious that (a) c (b) 
h8 
and (a) = (c) , it further follows that (a) = (h) = (c) . To show that 
(c) c (d) consider x = e R(X) , then 
XX' =2. .A.A.X.X'. 
la 1 J 1 J 
- h'ihi *i I + j < 
= 2.o|Bii z jC<.aJCj^ X• + . I jO:.a.XjX: 
= +1 < ; 
and so xx' e (d) , from which it follows that (c) c (a) . To complete 
tÈe proof it will be sufficient; since it is clear that (d) c (e) c (f) , 
to show that (f) c (c) . Thus, for a real symmetric matrix A such that 
R(A) c R(X) it follows that A can be written as Z.À.R.RI , where each 
—  —  '  1 1 X 1  
X.^ (i = 1,2, ,k) is a non-zero eigenvalue of A and each R^ (i = 1,2, 
... ,k) is an eigenvector of A with the property that R^ e R(x) .  
Hence, we see that (f) c (c) which completes the proof. 
n 
Proposition 6 If {X^  : 1 < i < k] is an independent set in R 
then {EUJ : 1 < i < J < k} is an independent set in G when the  ^' s 
are defined as in Proposition 5. 
Proof Suppose that . % .a..B.. = 0 . By an argument similar to 
1 < J ij ij 
the one used to show (c) c (d) in Proposition 5, it is easy to see that 
l|oVi3=™' • 
where X = (X^ yXg, ... ,X^ ) and A is a k x k symmetric matrix with 
elements [oLj] . Therefore, since {X^ } is a linearly independent set, 
it follows that (X'X) ^ exists and so 
ks 
XAX' = 0 -> X'XAX'X = 0 
(X'X)"^ (X'X)A(X'X)(X'X)"^ = 0 
A = 0 • 
Thus, a. . = 0 for 1 < i < 3 <k which completes the proof. 
1J 
Consider now the linear model y = Xp + e with parameter space n . 
If we let X. denote the ith column i of the matrix X and let B. . he 
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defined as in Proposition then combining Proposition 5 and Expression 
5-7 we get 
(5-8) e = spfs^ j : 1 < i < j < p] + sp{v^  : 1 < i < m] . 
Thus, letting B it is clear that B is a spanning set for £. 
Further, define and from Q into by the following: 
9 = (p,v) e Q => §^ (0) = 1 < i < m 
then ® and satisfy Representation 4.1. Also, it is clear that 
Condition $.4 implies Condition 4.2 so that some of the results in Section 
C of Chapter IV are immediately applicable. To illustrate we restate 
Corollaries 4.6.1 and 4.6.2 for the linear model y = Xp + e with para­
meter space 0 . 
Theorem $.1 Each v^ (i = 1,2, ... ,m) is G-estimable if and only 
if {v^  : 1 < i < m] is a linearly independent set which is disjoint from 
sp{Bi^ } . 
Note that in Theorem 5-1 if P = 1 and X = (1,1, ... ,1)', then the 
result reduces to Theorem 8 of Graybill and Hultquist (1961). Note also 
'J>0 
that Theorem ^ -1, as well as the following Theorem $.2, could be stated 
with inclusion of parameter products p.p. . 
 ^J 
Theorem ^ .2 Let 1 < k < m , then is G-estimable if and only 
if / sp{B^ }^ + sp[v^  ; i / k} . 
Corollary $.2.1 Let 1 < k < m , then is G-estimable if and 
only if there does not exist {a^ } and A = A' such that = XAX' 
+ • 
In Chapter I we stated that if for some I and k we have "V, > 0 
and > 0 , then there does not exist a nonnegative unbiased estimator 
in G for • To see why this is true suppose that there is an A > 0 
such that 
KtÂle] = . I 4. 
for all (p,v) e Q . Since Condition $.4 holds it follows that (A,V )^ 
= tr(AV^ ) must be zero; however, if the trace of two positive semidefinite 
A. 
matrices is zero then so is their product. Thus, AYj^  = 0 and so the non-
singularity of iniplies that A = 0 . Therefore, there does not exist 
a nonnegative unbiased G estimator for . Note that we have verified 
this result only for the case when Condition 5*^  is true. Although this 
result about nonexistence is probably well known, it does not seem to have 
appeared in the literature and thus is included here. 
C. Parametric Functions of the Form . Z. .X. .S.B. + S.X.v. 1  <  J  1 1 1  
In the last section we saw some of the implications of Condition ^ .4 
and also defined several quantities. To avoid continual reference to quan­
tities, conditions, and expressions, we summarize below the assumptions, 
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notation; and implications of the last two sections : 
(5'9) a) Assumptions: 
1) We have a linear model y = Xp + e and parameter space 
Q = [(p,v)} such that E[yj8] = Xp arid Var[y| 8] 
2) The parameter space Q is such that if is 
any set of real numbers with the following property: 
i < + Wk = ° (P " ' 
then = X. . = 0 for 1 < k < m and for k ij - -
1 < i < à < P • 
h) Notation: 
1) The columns of X are denoted by X^ X^^ j • • • ,X^  . 
2) B..=X.X.' and B.. = X.XL + X.X! for i ^  j . 
 ^ 11 11 ij 1 J J 1  ^
3) For 8 = (p,v) e Q we have §^ (6) = and 
§i^ (e) = • 
h )  :  1  <  i  <  j  <  P  }  ;  {V ^  ; l < i < m } ,  
and 0 = B U . 
o 1 
c) Iitçilications ; 
1) For 0 = (p^ v) e Q we have 
Ug = XPP'X' :+ Z.v.V. 
= 11 jSio's'Sy + • 
2) £ = sp IB = sp + sp . 
3) Representation ^ .1 holds and Condition k-.2 is satisfied. 
For the remainder of this chapter we shall assume the statements in 5*9-a, 
employ the notation in ^ .g.b, and use (generally without reference) the 
implications in 5«9'C. 
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Turning to the question of the linear transformation H we proceed as 
described in Section C of Chapter IV. Since R is a spanning set, and 
since B has M = m + (l/2)p(p+l) elements (we consider elements to be 
distinct if they have different indices, although two distinct indices 
might denote the same element), we see that H is to be a mapping from 
M M 
R into G . We let 5. . denote the vector in R with all zeros except 
for unity in position (i-l)p + j - (l/2)i(i-l) and let 6^  denote the 
vector of all zeros except for unity in position (l/2)p(p+l) + i . Then 
we define H as follows; 
HÔ. . = B.. for 1 < i < j < p 
Ij IJ 
HÔ. = V. for 1 < i < m . 
11 — — 
Corresponding to the labeling of the 6^ .'s and the 5^ 's we shall also label 
a vector in R by the same procedure; that is, 
p G R p = ^12^ ^^Ip^^22^ '^pp'*^1'*^2' '^1%) 
Using this labeling system and our definition of H we obtain from Section 
C of Chapter IV the following: 
(5.10) a) Çj = ... ,y(e),'ye), • 
b) Hp = g ' 
o) Wg = HSg . 1 g j5y(e)B.j + ; 
1) 
n ' A  = 
(Bll'A) 
(Bj2,A) 
(Bpp'A) 
(^ A) 
and 
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e) sp{§Q ; 0 e n] = . 
With the notation we have adopted and with < , > and ( , denoting 
the -usual inner products on R^  and R^  respectively, we now illustrate 
some of the results of Chapter IV. 
We begin by finding the linear operator H'H . From Expression 4.3 
we see that H'H may be thought of as an M x M matrix so that H'Hp 
indicates regular matrix multiplication. Thus, representing H'H as a 
matrix we have 
(5.11) 
H'H = 
(B^ l,B^ l) ... (B,,,B_) (B,,,V,) ... (B,,,Vj 11' 12 
12' 12 
(Vl'Big) 
11' PP' 11' 1/ 11' 
(^ 12^ 1^1) p^ -^m) 12' pp' "12''1^  12' m'
- (®pp'=pp' (VV - (%p'V 
(W ••• (W 
• (VV 
Since the B^ '^s are of a special form it is possible, and in general con­
venient, to simplify the inner product when the B^ '^s are involved. The 
following expressions are in about as simple form as possible unless further 
assumptions are made; 
(5.12) a) (B.. ,A) = (Xi,AX.)^ = X^AK. ;  
b) (B..,A) = 2(X.yAXj)^  = ZK^ AXj (i / j) ; 
c) = [{X.,X.y= = bC'X^F ; 
a) (Ml) ; and 
+ ^h-W^3'\V 
(i ^  j ; k ^  1) . 
Using H'H as in ^ .11 and the expressions in $.12 we next restate Corol­
laries 4.4.1 and 4.4.2. 
Theorem 5.3 The parametric function < > = . 2 .x. .p.p. 
 ^iz J  ^tl 
- M is G-estimable if and only if there exists p e R such that 
H'Hp = X . 
Corollary 5.3.1 If < > is G-estimable^  then 
(Hp,0(y)) = g ^ p_(Hô_,yy') + Z^ p^ (Hô^ ,yy') 
is an unbiased estimator for < 7i,|g > whenever p is such that H'Hp = 
The estimator for < À,> described in Corollary 5-3-1 is mildly 
interesting in the following sense: Suppose that < > is G-estimable, 
then G , p is the totality of symmetric matrices A such that 
E[A|0]= < > for all 0 e Q . If we let p be such that H'Hp = \ , 
then it follows that G, . ^  . = Hp + G . Since G = and since 
'^ 8 o o 
R(H) = £ it is also true that G^  = N(H'). Thus, for e W(H') , 
A = Hp + A , and A, = Hp we have 
O K 
tr(A^ ) = tr(A^ ) + tr(A^ ) - 2(Hp,A^ ) 
= tr(A^ ) + tr(A^ ) - 2 < p,H'A > 
K O 
= tr(A^ ) + tr(A^ ) . 
Therefore, it follows for H'Hp = \ that 
(5.13) inf tr(A^ ) = tr(AF) . 
A c r? A, 
l''rom this •we doduee that the estimator In Corollary ^ .3.1 is the one among 
till unbiased estimators for <  ^in G having the minimum tr(A^ ) . 
This fact, although not usually useful, could be used to imply that 
is the G-best estimator for < > if is of the form k(0)l . 
In Expression h.k we explicitly described the form H'H% (y) = H'0(y) 
and noted that Corollary k.^ .l assured us that E[<X,§ > ! 0] = < > 
provided X e E(H'H) . We now exhibit the form of H'0(y): 
(5.1À) 
H'0(y) = 
(Bi2,0(y)) 
(Bggf^ Ky)) 
(Va'#y)) 
2(Xi,y)^ (Xp,y) 
'n 
(yi<V>n 
L (^'Vn 
Using Expressions ^ .11 and $.l4 for H'H and H'0(y) respectively, it is 
possible via results and comments in this section to determine G-estimabil-
ity of a parametric function < À, Çg > and an unbiased estimator when it is 
Q-estimable. 
To make the ideas and expressions in this section more tangible, we 
consider the completely random model 
Pïjk = + Gijk , 
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"wiiGDTG i — 1^ 2^  ••• J — 1^ 2^  • • > "^b 5 9,11(3. k — 0^  •••  ^zi, . # 
1J 
First let us write the model in matrix notation as follows: 
y = liJC K W^ a + WgP + W^ Y + e . 
We assume, as is often the case in the completely random model, that the 
expectation and variance of the vector y is 
E[y] = MX 
3 
Var[y] = j_?2.°i^ i^ l + o^ I • 
In terms of the notation we have been using in this chapter we have the 
following correspondences: 
(5.15) a) = ' ; 0^,0^,0^,0^ > 0] ; 
Q = X ; and 0 e fl is of the form (iJ^ cr) where 
b) p = 1 ; m = 4 ; and M = 5 . 
c) Vj^ .= I and for i = 1,2,3 • 
d) = XX' ; ye) = ; §^ (0) = of for i = 1,2,3, ; and 
§4(0) = 0^  • 
e) Ug . wfxx' + + c^ I . 
We now proceed to describe H'H and H'0(y) . 
To obtain the form of H'H we use Equation 5-11 and substitute the 
actual symbols we have used; thus, we have the following : 
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(5.16) 
H'H = 
(XX',XX') (XX',li^Wp (XX'^WgWp (XX';W^Wp (XX';I) 
(W^ W^ ,W^ W^ ) (W^ W^ W^gW^ ) (W^ W{;W^ Wp (w^ ¥^ ,i) 
(W2%%,W2%%) (WgW^ /MgW^ ) (W2%%,I) 
(WgW^ W^gW^ ) (WgW^ l^) 
(1,1) 
n H.n? 1 1. 
Z.nf 1 1. 
Z.r? . Z. .n? . 
J .J 10 iJ 
G .J ij ij 
n 
Z..nT. n 
n 
where we have only indicated the upper half of the matrix H'H since it is 
symmetric. Also ; 
"i. = : '.j = iii"ij : • 
Using H'H we now have a necessary and sufficient condition for 
+ j^ 2^^ i°i to be G-estimable; this condition being that À' is a 
member of the row space (or \ is a member of the column space) of the 
matrix H'H • 
To find the form of H'^ (y) we use Equation 5-1^  and obtain the 
following : 
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(5.17) 
H'0(y) = 
[(x,y)a)= 
(y,W^ W'y)^  
= 
i^j^ j • 
(y,y)n 
_ ^ ijk^ jk_ 
where a dot indicates summation over the missing subscript. Thus, if 
is G-estimable, then < > will be an unbiased 
estimator in G for < X, > if %(y) satisfies H'H t(y) = H'0(y) . 
We shall not go into any more detail with this example. However, 
we note that one could obtain the same results on G-estimability as 
Harville (19^ 7) has obtained considering Henderson's Method I type estima­
tors and using exactly the same model and assumptions which we have used. 
Although the general approach of this section will work with any mixed 
model, it is clear from the dimensions of H'H that the approach is more 
suitable to a completely random model. 
D. Parametric Functions of the Form 
In the last section we discussed necessary and sufficient condi­
tions for G-estimability of parametric functions of the form . % .X. .p.p. 
1  ^ j x x 
+ and also ways of obtaining unbiased G-estimators. In general we 
shall not be interested in G-estimability of an arbitrary < X, > , but 
usually only in parametric functions of the form . The methods of 
the last section, although applicable to parametric functions of this form. 
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require that one consider an M x M matrix to determine G-estiraability. 
For a fixed m it is clear that the size of the matrix H'H increases in 
relation to (l/2)p(p+l) , and thus can become extremely large and unmanage­
able if p gets very large. Thus, we propose to investigate in this sec­
tion ways to reduce the size of matrices involved when the main concern is 
with parametric functions of the form . 
We note that considering only parametric functions of the form 
is similar to focusing attention on a subset of the parameters in the fixed 
part of a partitioned linear model. Such considerations regarding only a 
subset of the fixed parameters as discussed in Zyskind et al. (igA) can 
be obtained by a special application of Theorem ii-.Y- Further, for con­
sidering only parameter functions of the form it follows from 
Theorem 4. % that if we can find a linear operator W such that R(W) 
+ = 8^  , then the pertinent condition is the existence (or non-existence) 
of p such that H'Wp = \ , where X. . = 0 for 1 < i < j < p . Note 
that p as used here does not correspond to p in Section C of Chapter 
IV, although most of the other notation is consistent. If we consider W 
g 
as an operator from R into G , then H'W will be a linear transforma­
tion from R^  into R^  ; and so, can be conveniently thought of as an 
M X K matrix. To get an idea of the minimum value for K , we consider 
the possible values for p(W) . Since sp (S = sp + sp = C = R(H) , 
W(H') = , and W must be such that R(W) + = 8^  , it follows that 
we must have 
p(W) - dim gW) n N(H') = dim 53^  - v(H') 
and 
dim sp 8^  - dim{sp fl sp 18^  = p(H) - dim sp 8^  . 
6o 
ThuS; it in clear that the following must be true: 
(5.18) p(W'H) = p(W) - dijn{R(W) nN(H')} 
= dini{sp IB^ } - diin[sp 8^  0 sp 8^ ] 
= number of linearly independent functions 
of the form Z X.v. 1 11 
< m . 
If we also wish to use Corollary 4.7.1, then R(¥) H w(H') must be the 
null vector and so we must have 
(5.19) p(W'H) = p(W) < m 
Thus, if we want Corollary to hold along with Theorem U.7, then we 
can at least choose W such that H'W is M x m . 
We have seen that it is possible to choose W such that H'W was 
M X m . Thus, suppose that ¥ : R 
defined in the usual way we have 
m m G ; then for p e R and 6i 
(5.20) H'Wp = Z^ p^ H'Wô^  = 
(BI2,W6J) 
(V^ ,W6.) 
(V„,W6.) 
Since W is to be such that R(W) + G = 8^  , it follows that R(W) c 
— ^ ' 0 0  —  o  
which implies that ~ 0 for all i, k, and t. Therefore, Ex­
pression 5«20 reduces to 
6i 
(5.21) 
H'Wp = Z.p. 
(V^ ,W6i) (V^ ,WÔ^ ) . . . (V^ ,WÔJ 
I Pg 
• • • (VVJ L J ' 
where the last expression denotes usual matrix multiplication. Hence, it 
is possible to reduce the size of the matrix we must work with form M x M 
to m X m . We proceed now to try and determine a suitable W so that 
Theorem '4.7 and Corollary '4.7.1 may be invoked. 
Proposition 7 Suppose that T : G —>• G such that T = T ' and 
T > 0 . It then follows that R(TH) A N(H') = {0} and if N(H') C R(T) , 
then further R(TH) 0 N(H') = R(T) . 
Proof Since T > 0, it is easily verified that H'THp = 0 implies 
THp = 0 and so R(TH) H K(H') = {o] . To verify the second assertion 
first note that R(TH) © K(H') C R(T) . Now consider the following: 
where P is the matrix projection on R(X) along N(X') ; i.e., 
P = X(X'X)*X' where (X'X)* is any conditional inverse for (X'X) . Then 
we have the following; 
dira{R(TH) 0 W(H')} = p(TH) + v(H') 
= p(T) - dim[R(T) H k(H')} + v(H') 
= P(T) ; 
and so R(TH) © W(H') = R(T) since R(T) nN(H') = N(H') . 
Proposition 8 Let T ; G ->• G be defined by 
A e G => TA = (I - P)A + A(I - P) , 
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a) T = T' , 
b) T > 0 , and 
c) ïï(T) = sp ; 
and so R(T) = 8"^  . 
— o 
Proof If A,B e G then 
(A,TB) = tr[A(l - P)B + AB(I - P)] 
= tr[A(l - P)B + (I - P)AB] 
= (A(I - P) + (I - P)A,B) = (TA,B) , 
and so T = T'. If A e G , then 
(A,TA) = 2tr[A(L - P)A] = 2tr{[A(L - P)][A(I - P)]'3 > 0 ; 
and so (A,TA) > 0 which implies T > 0 . To show that N(T) - sp IB^  
first note that 
TB.. = (I - P)B.. + B..(l - P) = 0 for all i, j ; ij ' ij ij ' ' 
and so sp 53^  c w(t) . To obtain the reverse containment suppose that 
TA = 0 , then 
(I - P)A + A(l - P) = 0 
'(I - P)A + (I - P)A(I - P) = 0 
A(l - P) + (I - P)A(l - P) = 0 
=> (I - P)A = 0 
=> E(A) C n(I _ p) = R(p) = R(X) . 
Thus, it follows that sp B = W(T) which completes the proof. 
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Now define an operator Q from r'" into G by the following: 
QÔ. = V. for 1 < i < m : 11 — — 
and let take the place of T in Proposition 8. Since R(Q) C: R(H) 
it follows that R(SQQ) (= R(Z^ H) and if p = '*• G then 
= e R(Z^ Q,) . 
It follows that R(ZQQ,) = R(^ QH) . We now are in a position to define our 
operator W . 
Definition ^ .1 Define W ; R ->0 by ¥ = Z^ Q, where and Q 
are as defined in the preceding paragraph; that is, 
Wp = Z^ Qp = i^ p.Cd - P)V. + V.(I - P)] , 
where P is the orthogonal projection on R(X) along W(X') . 
Theorem $.4 The operator ¥ defined in Definition $.1 is such that 
R(¥) 0 Go = . 
The proof for Theorem ^ .h follows immediately from Propositions 7 and 
8 and noting that R(¥) = R(Z^ H) . From Theorem 5-4 it is clear that we 
are now in a position to utilize Theorem k.'J and Corollary U.7.I; thus, 
we proceed to do so. 
Before stating our results as theorems we consider the form of H'¥ 
and ¥*0(y). To utilize Expression 5'21 we first note the following expres­
sions : 
(5.22) a) «6^  . = % = (I - P)V^  + V^ (I - P) ; 
b) (V^ ,W6^ ) = 2tr[Vj^ (I - P)V^ ] = 2{tr(VjV^ ) - tr(T^ P«^ )] . 
6h 
Thus, H'¥ can be expressed in the following form: 
(5.23) 
H'W = 2 
tr(V^ (l - P)V]^ ) . . . tr(V^ (l - P)Vj 
tr(V fl - P)Vj . . . tr(V (I - P)V ) 
™ -L mmm _1 
Since W'A = ((W6^ ,A), ... ,(WÔ^ ,A))' the form for W'0(y) maybe de­
scribed as follows : 
(5.24) 
(Wô^ ,yy') y'(I - P)V^ y 
W'0(y) = 
(Wô^ ,yy') 
= 2 
y'(I - P)V^y 
We now restate Theorem ^ .7 and Corollary .^y.l in reference to the linear 
model y = Xp + e with parameter space Q . 
Theorem 5.5 In a linear model y = Xp + e where E[ee'] = , 
in. which (p,v) may be related through Q , the parametric function 
is G-estimable if and only if there exists p e such that H'Wp = X 
w h e r e  X  =  ( X ^ ,  . . .  , '  .  
Corollary 5.5.I Under the same assumptions as in Theorem 5*5 the 
function X'^ (y') is an unbiased estimator for provided X' is 
in the row space of H'W and v(y) is such that W'Hv(y) = W'0(y) . 
As in Section C we now illustrate our ideas and results with a 
specific example. Thus, suppose we consider the mixed linear model 
fijk = + Pi + + *ijk : 
vlicx*© 1 — jbj j — 1^ 2^  ••• c^ g k =: 0^  1 ^ ••• yn. . j |-l^ p ij 1 
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fixed constants; and y., e.are random. Thus, if we write the model 
J 1,1 K. 
in matrix notation as 
y — Xp + Wy +e (p — ••• ) 5 
then in terms of our notation we have the following correspondences and 
assumptions: 
(5.25) a) 0^ = {p = (li,p^ , ... ,p^ )' : |a,p^  e R^ } ; = [(cr^ ,o^ )' : 
CF^ jO® > 0} ; n = X ; and 0 e Q is of the form 
(p,a) where cr = (o^ ,cr^ )' . 
b )  p  =  - b  +  l ; m  =  2 ;  a n d  M  =  2 +  ( l / 2 ) ( b  +  l ) ( b  +  2 )  .  
c) = W and Vg = I . 
d) X = (X^ ,X^ , ... ,X^ ) and are formed as defined pre­
viously. 
e) Xpp'X' + o^ WW' 4- 0^ 1 . 
f) B = {B. . : 0 < i < j < b} and % = [WW',l] . 
o 13 — — — J. 
From these correspondences we may proceed directly to the forms of H'W 
and W'0(y) . 
To find the structure of H'W use Expression 5-23 and obtain the 
following : 
(5.26) 
H'W = 2 tr(WW'(l - P)WW') tr(WW'(l - P)) 
tr(l - P) 
tr[(W'W)2] _ tr[(W'W)(W'PW)] . tr(W'W) - tr(W'PW) 
n.. - p(X) 
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= 2 
Z.nf. 
J # J 
Z. ^  Z.n .n?. 
1 J .J ij n.•- Z. — Z.nT. 1 J 10 
n.. - b 
where in the last expression we have assumed that n^  7^  0 for i = 1, 
2, ... ;b . Note that a dot indicates summation over the omitted sub­
script. Thus, we have that a necessary and sufficient condition for 
\°1 to be G-estimable is that be a member of the row space 
of the 2x2 matrix H'W . 
From Expression 5*26,one could proceed to derive conditions on the 
[n_j] under which + A.a^  would be G-estimable, as was done by 
Harville (1967) for the case of a completely random model. However, since 
our interest is primarily to illustrate procedures, we leave the example 
and proceed to the next section. We point out, however, that one could 
proceed to find W'0(y) and thus obtain equations for estimation purposes. 
E. Miscellaneous Results 
For G-estimability considerations of parametric functions , 
we have seen that the problem may be reduced from an M x M matrix to at 
least an m x m matrix. From Section C of Chapter IV and the previous 
sections of this chapter it is clear that in trying to reduce the problem 
via an operator W , we become concerned with which, if either, of the 
following two properties the operator W might possess: 
(5.27) a) R(W) + g(H') = and 
b) R(W'H) = R(W') . 
That is, if ¥ is a linear operator such that Property ^ .2j.a is true. 
6? 
then we may concentrate on R(H'W) for G-estimability of functions of the 
A  
form ; and if Property 5.27.b is true then there exists s such 
that W'H§(y) = W'0(y) and such that < > is an unbiased G-estimator 
for < > provided \ e R(H'W) . 
With respect to estimation and Properties 5-27a and b, we see that 
G-estimability is determined through R(H'W) . Since our primary interest 
is in functions of the form , it is clear that for X = ... , 
X , X-, ... ,X )' e E(H'W) we need only consider those X for which 
pp 1 p -
X^  ^= 0 . Thus, it follows we need only consider operators W such that 
R(W) c 53^  . Hence, in addition to satisfying Property 5.27.b we require 
that R(¥) c FIJ . 
If for a linear operator W one desires to check either Property 
5-27.a or b, then there are several known ways to proceed. Although we 
could list some of these alternative procedures, we choose to simply con­
sider a few equivalent expressions and apply these to an example. Thus, 
in the remainder of this section we shall describe one possible way to 
check Property 5.27.a or b and illustrate with an example. 
K 
Suppose that W is a linear operator form R into G . As noted 
previously, for both Property 5*27.a and b we should have R(W) c . An 
equivalent condition for R(¥) c , and one that is usually very easy to 
check, is the following; 
(5.28) X'P^ X =0 for i = 1,2, ... ,K ; 
where P^  - W6^  for 1 < k < K . Actually, any spanning set for R(W) 
may be substituted for the P\'s in Condition 5.28. 
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When considering Properties 5.27.a and b, it is in general easier to 
first consider the latter, since information about Property 5*2T«b can 
usually be used advantageously when considering Property 5.27.a. We assume 
in the following that R(W) c and that the P^ 's are as defined in 
Condition 5-28. One possible way to check Property 5'27'b is to first note 
that H(W'H) = R(W') is equivalent to R(W) fl W(H') = [o] ; or in other 
words, Wa = 2.a.P. e ïï(H') must isroly that Z.a.P. = 0 • Thus, the condi-1 1 1 —  1 1 1  
tion 
(5.29) r,.Q:.(V, ,P.) = 0 for 1 < k < m =^ £.a.P. = 0 
is equivalent to R(W'H) = R(W') . To verify Condition 5-29 simply expand 
H'Wa and Wa and note that R(W) c . One could also develop several 
other equivalent conditions for Property 5.27.b; for example, p(W'H) 
> p(W') . 
Assuming that R(W) C 113^  , we see immediately that R(W) + K(H') c . 
Thus, either dim[R(W) + ÏÏ(H')] > dim 3^  or 18^  c R(W) + N(H') is equiva­
lent to Property 5.27.3. Since 53^  C R(W) + ïï(ïï') is equivalent to 
M(W') N R(H) c sp 13^  , we see that W'Hp = 0 implies Hp = X A X' for 
some A is also equivalent to Property 5.27.a. Expanding HP and noting 
that R(¥) C  ^ we have from the preceding statement that the condition 
(5*30) i^^ i^ k^'^ i) ~ ^  "^01" k = 1,2, ... ,K implies that there exists 
A such that Z.p.V. = X AX' 1 1 1  
is equivalent to Property 5.27.3. We have noted that looking first at 
Property 5.27.b is often helpful for considering Property 5.27.a. To illus­
trate, consider verifying Property 5'27-a by a dimension argument. 
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From 5.18 and our remark about dim[R(¥) + N(H')] > dim , it is clear 
that 
(5.31) p(W) - dim[R(¥) n n(H')] > dim sp - dim[sp (1 sp -
is also equivalent to Property 5.27.a. Prom Condition 5'31 follows that if 
Property is true, then Property 5.27.a is equivalent to p(W) being 
greater than or equal to the number of linearly independent G-estimable 
functions of the form Z.X.v. . 
I l l  
To illustrate how one might go about checking Properties 5.27.a and b, 
we consider a linear model y = Xp + e , where E[ee'] can be defined in­
dependently of p and is of the form + o^ I . Thus, we are assuming 
that 0^  = R^ , - {(0^ ,0^ ) ' : cr^ ,cr^ > o} , and Q = 0^  x . The method 
for obtaining unbiased estimators which we shall investigate is Henderson's 
(1953) Method III. 
We begin by defining two n x n symmetric matrices which we shall use 
to define our linear transformation W . Let Q denote the orthogonal 
projection operator on R(X) ; that is, Q = Q' = and R(Q) = R(X) . 
Let M denote the orthogonal projection on R(X) + R(V) . We define W 
from R^  into G by WQ, = o^ P^  + o^ Pg , where P^  = M - Q and Pg 
= I - M . Note that P^ X = P^ X = 0 and so Condition $.28 implies that 
R(¥) c . 
To determine if R(W'H) = R(W') we use Condition 5'29- Suppose that 
a^ , Og are such that the following equations are satisfied: 
(5.32) + C^ (V;P2) = 0 
0^ (1,P^ ) + 0^ (1,Pg) = 0 . 
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Since P^ V - 0 , it follows that (v,Pp) 0 whiioh implies that (T^ , (Xp 
must satisfy the following: 
0^ (1,P^ ) + 0^ (1,Pg) = 0 
= 0 . 
To verify that R('W'H) = B(¥') we show that o^ P^  + O^ Pg - 0 . First, 
however, consider the following; 
(V,P^ ) = tr(VP^ ) =0 P^ V = (M - Q)V = 0 
V = QV 
^ R(V) Cgq) = R(X) 
M = Q or P^  = 0 ; 
and similarly (l,Pg) = 0 implies that Pg = 0 . Now consider the follow­
ing possibilities: 
a) ci^  = 0,c^  = 0-> Q^ P^  + Q^ Pg = 0 . 
h) 0^  = 0 , Qg ^  0 (l,Pg) = 0 
4- Pg = 0 ^  ^^ 2 ~ ' 
C) O^^0,C^ = 0=^ (V;P^) = 0 
=> = 0 + C^ Pg = 0 . 
d)  ^0 ,  ^0 (V,P^ ) = 0 
5>.P^  = 0 
 ^(l^ Pg) = 0 
 ^Pg = 0 => O^ P^  ^+ O^ Pg = 0 . 
Therefore, if a^ , Og satisfy Equation 5.32 then O^ Pj + C^ Pg = 0 ; and 
so, Condition 5*29 implies R(W'H) = RW) . 
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To see if 5.27.a is satisfied we consider the equivalent Condi­
tion 5*31' Further, R(W) H N(H') - {o] and so Condition 5-31 reduces to 
p(¥) > dim sp - dim{sp H sp ; 
i.e., the rank of ¥ must be greater than or equal to the number of linear­
ly independent G-estimable functions of the form A.^ cr^  + Xo^ . In Table 1 
we suiamarize the possible relationships between = {v,l} and 8^  in 
order to obtain dim sp 8^  - dim{sp fl sp 3^ }^ . 
Table 1. The possible relationships between and 
Line Basis for 
•sp 
Basis for 
sp IB n sp iB_ 0 1 
G-estimable functions dim sp 82 ~ dim{sp ©^n sp 35^} 
1 I I - 0 
2 l(V=kl) 0 k(T^ + 0^ 1 
3 V;I V,I - 0 
V,I V 1 
5 V,I I impossible impossible 
6 V,I 0 M 
f
 a^-(k/k^)cr^ 1 
7 V,I 0 2 
The results in Table 1 can easily be verified using results we have 
already obtained. For example, in Line 6 we obtain from the first two 
columns the following information: 
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a) V and I are independent and 
b) sp n sp = sp{kl + k^ V] • 
ThuSj dim sp - dim[sp fl sp =2-1 = 1; and so, there is only 
one independent Q-estimahle function of the form + \a^  . To obtain 
the relationship between and \ we use Theorem k . 6 . '  That is, we 
define a linear functional F on G as follows: 
F ( B . . )  =  0  1  < i  <  j  <  p  ;  
F(V) = ; and 
F(l) = \ 
Since kl + k^ V e sp it follows that 
0 = F(kl + k^ V) = kF(l) + k^ F(Y) = kk + k^ A^  ; 
and so is G-estimable if and only if A.k + X^ k^  = 0 . Thus, 
if and only if = - (k/k^ )X ; and so, the G-estimable functions in­
volving only 0^  and cr^  are of the form A.(o^ - (k/k^ )(j^ ) where À is 
arbitrary. 
To determine if Property 5.27.a is true, we now compare p(W) , given 
the conditions on sp and sp H sp , with the last column of 
Table 1. Since R(W) = sptP^ ,?^ ] we may determine p(¥) by simply con­
sidering P^  and Pg . We begin by noting that 
P^Pg = (l-M)(M-Q) = M- M- Q+ Q= 0 ; 
and so, (P^ ,P2) = 0 which implies that P^  and Pg are orthogonal to each 
other and hence independent. provided both are non-zero. Thus, the rank of 
W is equal to the number of non-zero elements in summarize in 
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Table 2 the rank of W given the possible relationships between sp 33^  and 
sp 8^  n sp . 
Table 2. The rank of the operator W 
Line Basis for 
sp 8^ 
Basis for 
sp n sp Pl,P2 p(W) 
1 I I II II o
 
0 
2 I(V = kl) 0 o
 
II o
 
1 
3 . v,i V,I P^= Pg - 0 0 
1,. v,i V 
o
 
O
 1 
5 v,i I impossible impossible 
6 v,i KL+K^  (K^ ,K-/O) o II o 
>
 1 
7 v,i 0 Pl^ 0, PgZ: ? p(W) > 1 
The results in Table 2, as those in Table 1, are easily verified. 
However, to illustrate we verify Line 7 and in the process obtain some extra 
information. In Line 7 we are given the following: 
a) V and I are independent and 
b) sp 8^ n sp 8^ = {o} • 
Tf = 0 , then M = 0 and so R(V) c R(X) which implies that V e sp 
but by assumption this is not true and so P^  / 0 . If Pg = 0 , then 
T  ^M and so R(X) + R(V) = ; however, we do not have enough informa­
tion to state that this cannot happen. Thus, since I = M if and only if 
R(X) + R(V) = R" 5 we may, assuming the conditions in Line 7 of Table 2, 
7i+ 
draw the following conclusions: 
(5.33) a) R(X) + R(V) = => p(¥) = 1 and 
h) R(X) + R(V) ^  R^  =>. p(W) = 2 . 
Therefore, we may say that Property is satisfied provided that not 
all three of the following conditions hold: 
(5-3^ ) a) V and I independent; 
b) sp 6^  n sp = {0}; and 
c) R(X) + R(V) = r"^  . 
Now that we have analysed the possibilities with respect to our assumed 
model, we briefly describe how these results affect Henderson's Method I 
and Method III procedures for estimating variance components. 
Suppose we consider the linear model y = IJX + ¥a + e arising from 
the one way classification model 
yi^  = M + a. + e.. ; 
where œ , e^  ^ are random and |j. is fixed. Then it is easily verified 
that R(X) + R(W) = R^  if and only if W = I and so Conditions 5-3^ * a, 
b, and c cannot all be satisfied. Thus, Henderson's Method I (or Method 
III in this case) satisfy both Properties 5.27.a and b for this example. 
Suppose now, however, we consider the example in Section D of this 
chapter. That is, we have the model 
y = Xp + Wy + e ; 
which arises from a two way classification with one factor fixed and the 
other random. For a more complete description see the Expressions in $.2$. 
Then the following observation arrangement: 
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 ^ 1^ 2^ 2^ "^ 3 
1 1 0 1 0 0 
1 1 0 0 1 0 
1 1 0 0 0 1 
1 0 1 1 0 0 
can be shown to satisfy Conditions 5.3^ -a, b, and c. Thus, even though 
both 0^  and cr^  are G-estimable, Henderson's Method IIT will not pro­
vide estimators. We note as a side point that the 2x2 matrix in 
Expression 5*26 is 
"8/3 2' 
.2 2] , 
and its determinant is h/3- Thus, we verify easily by the methods in 
Section D that both and cr^  are G-estimable. 
In conclusion, we note that Harville (1967), using a somewhat differ­
ent approach and considering a completely random two factor model with 
interaction, has shown that Henderson's Method I satisfies both Properties 
5.27.a and b, but under certain conditions Henderson's Method III will not 
satisfy Property 5.27.3. Since we found a somewhat analogous situation 
with our example, it seems reasonable that under a completely random model 
Method I of Henderson will satisfy both Properties in 5.27, but that in 
certain circumstances the Method III procedure will not satisfy Property 
5.27.a. 
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VI. Gg-BEST ESTIMATORS 
A. Initial Results 
In this chapter our primary concern will be with describing various 
approaches for obtaining Gg-best estimators. The general method of attack 
will be via an easily verifiable result given first in a general statisti­
cal context by Lehmann and Scheffe ' (1950). Variations of this result 
appear severeQ. places in the literature; for example, Rao (1952, I965) and 
Fraser (1957). It seems, however, that its relationship to a Hilbert space, 
and thus with the availability of established results, has not been speci­
fically utilized. In this regard we note that the result is usually stated 
in connection with an infinite dimensional linear space and so procedures, 
such as the Gram-Schmidt process, become less useful. Several writers, the 
first of whom seems to be Bose in 19^ A (Scheffe', 1959)> have, however, 
used variations of the result advantageously when considering b.l.u. esti­
mation in linear model theory. Some of our material will simply be gener­
alizations of these results to arbitrary finite-dimensional spaces. 
In Section A of Chapter IV several relationships were pointed out 
which we now restate for ease of reference; 
(6.1) a) G^  = , 
b )  t e G ^ G  =  t +  G  ,  a n d  
g g o 
c) G is a subspace and G is an affine set. 
' o g 
These relationships are of immediate interest because the general result 
of Lehmann and Scheffe' referred to in the preceding paragraph involves the 
space of zero estimators . Lehmann and Scheffe' stated the result for 
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u.m.v.u. estimators; however, their proof and ideas are easily adapted to 
Gg-best estimators. Although we assume that ù is finite-dimensional, the 
following version of the result given by Lehmann and Scheffe' remains true 
for an infinite dimensional G provided the covariance operator is substi­
tuted appropriately; see for example, Rao (I965). 
Theorem 6.1 Let 6 e Q , then a is Gg-best for its expectation 
if and only if (a,ZgZ) = 0 for all z e G^  . 
Proof Suppose that a is G^ -best for g and that z e G_ . 
H o 
For an arbitrary real number X it follows that . a + Xz G and so 
(a,Zga) < (a + Xz,r.g(a + \z)) 
+ 2X(a,r.gi 0 < X^ (z,r,nz)  z) . 
Since this last inequality must hold for all real X it follows that 
(a,Z z) = 0 . Conversely, for z e G we have (a,Zz) =0 so that 
V o B 
Var[a|0] < Var[aj9] + Var[zl0] = Var[a + z|0] . 
Thus, since G^  = a + G^  it follows that â satisfies Definition 3.2; 
and so, a is Gg-best for its expectation. 
Corollary 6.1.1 Let 6 e Q and let 71 be such that sp 7? 
= ] . A necessary and sufficient condition for t to be GL-best for 
wo o 
its expectation is that t e t/" ; equivalently, f e 71 implies (t,f) = 0. 
Corollary 6.1.2 Let be such that sp = jSi , then a is 
G-best for its expectation if and only if (a,Vz) - 0 for all z e G^  
and all V e 
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Proof Obviously a is G-best for its expectation if and only if 
(a,ZgZ) = 0 for all z G and all 0 e n . Since & = spfZg: 9 e Q] 
= spA^  , it is clear that 
V e V = Z.a.Zq for some {0.} cQ , {&.](= 
J .  X I  1  1  
and 
0 G n => Z = S.p.v. for some {v. ] c {p. } c . 
y 1 1 i 1 J. X 
ThuS; for z G  we see that (a,ZgZ) = Z^ p^ (a,V^ z) and (a,Vz) 
= E.a.(a,Z z) imply the desired result. 
1 1 0^ . 
We next consider the question of uniqueness of an Gg-best estimator. 
In Theorem 6.2 we answer this question in terms of the operator in­
stead of the usual almost everywhere type statement. As will be seen the 
uniqueness property is directly related to the null space of the operator 
9^ • 
Theorem 6.2 Let 8 G  0 . If a, b are Gg-best for g , then 
Zga - Zgb . 
Proof If a, b are Gg-best for g , then z G G^  implies that 
(a - b, Z.z) = 0 . Since a - b G G it follows that Z.(a - b) =0 . 
W o 0 
Corollary 6.2.1 An Gg-best estimator is unique if and only if 
gZg) n G^ = [o] . 
Proof If a, b are Gg-best for g , then a - b G  W(2g) H G^ so 
that a = b whenever the intersection is the null vector. Conversely, if 
a is G.-best for some g and f G N(2„) H G then a + f c G and 0 — 8 o g 
VarCa|0] = Var[a + f|0] . Hence, a + f is Gg-best for g and so the 
uniqueness of a implies that f = 0 • 
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Corollary 6.2.2 If there exists Y e & such that N ( V )  H  
= {0} f then an G-hest estimator for g (provided one exists ) is unique. 
Proof Let V = and let a, b be G-best for g . Since 
a. b are G^  -best for g it follows from Theorem 6.2 that Zo a = Z. b. 
i Oi 
Thus, 
Va = Z.a.Zg a = Z.a.Z b = Vb ; 
1 1 0 ^  1 1 0 ^  '  
and so (a - b) e W(V) . However, a - b is also in G^  so that (a - b) 
e N(V) n which implies a = b . 
For 0 e n we define X g  to be the set of elements t s G  such 
that (t,ZgZ) = 0 for all z e ; thus, t if and only if t is 
an G g-best estimator. From Corollary 6.1.1 it follows that £g= ( Z g C C ^ ] ) " ^ ,  
and so, £g is a subspace of G . Thus, we get the usual type of statement 
that finite linear combinations of Gg-best estimators are Gg-best esti­
mators. low define £ to be the collection t e G such that t is an 
G-best estimator, then it is clear that t e £ if and only if t e < £ g  
for each 0 e Q . We conclude this section by noting our last observation 
implies that £ = fl [Zg: 0 e Q] ; and so, £ is also a subspace of G and 
thus finite linear combinations of G-best estimators are also G-best esti­
mators. 
B. The Condition Zgt e £ 
In developing criteria for Gg-best estimators we shall use as our 
guidelines some of the known results for b.l.u. estimation which have 
been developed in linear model theory. Our first result in this direction 
comes from a theorem given by Zyskind (1967). For a linear model 
8o 
y = Xp + e , where at least a certain type of structure can be inferred 
about the covariance matrix cr^ V , the result referred to states that a'y 
is a b.l.u. estimator for a'Xp if and only if Va e R(X) . Although we 
do not get G-best estimators as in Zyskind's result, we nevertheless get a 
similar type of statement for G^ -best estimators in Theorem 6.3-
Theorem 6.3 Let 0 e Q and let <3 be such that H C. 
- — o 
= R(Zg) n £ . A necessary and sufficient condition for t to be G^ -best 
for g , its expectation function, is that T, t s (3 . 
Proof Since (t, Z g Z )  =  ( E g t,z) , it follows immediately from 
Theorem 6.1 that t is Gg-best for g if and only if Z^ t 6 = £ . 
Further, 
Zgt G £ 4» Sgt e R(Zg) n e #  r .gt e gr. ) n  &  aszgt e(3 ;  
thus, the desired result follows. 
Corollary 6.3.1 If and C- are such .that sp = & and 
R(V) n (3 = R(V) n £ for all VG&^, then t is G-best for g , its ex­
pectation, if and only if V e implies Vt e (3 . 
Proof Using the same reasoning as in Theorem 6,3 we see that 
V e implies that Vt e fi if and only if Vt e C- . Also, Corollary 
6.1.2 can be phrased as t is G-best for g if and only if V e im­
plies Vt e £ . Thus, the result follows. 
Even though our general interest in this chapter is not with specific 
examples, we would like to make a definite correspondence between Theorem 
6.3 and the result of Zyskind which we referred to in this section. 
Suppose that y is a random vector and it is known that E[y] is of the 
form Xp and the covariance matrix of y is of the form cr^ V where p, 
0^  are unknown and X,V are known. Thus, using the terminology of 
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Chapter V we can phrase the problem as a linear model y = Xp + e where 
(6.2) a) = {o^: > o] ; 
b) 0^ = {p ; C'Xp = C'y , R(C) = N(V)3 ; and 
c) Ù = X . 
We interpret 6.2.b as meaning that 0^  is defined through the observed 
value of the vector y so that 0^ Is a random variable. However, since 
Var[c'y] - 0 it follows that 0^ is a degenerate random variable. Note 
also that C'Xp = C'y with probability one so that, with probability one, 
is non-empty. Omitting the repetitious "with probability one" and 
letting G = [a'y : a e R^] , it follows that G = {Xp : p e and 
& = sp{v} . Thus, using Corollary 6.3.1 it follows that a'y is G-best 
(b.l.u.) for its expectation if and only if Va e £ . We note that 
Zyskind's statement was Va e R(X) ; however, it can easily be shown, 
provided is non-empty, that R(X) H R(V) = R(V) H C . Thus, letting 
H(X) - (3 in Corollary 6.3.1 Zyskind's result follows immediately. 
Since we shall not in general be concerned with b.l.u. estimation, 
and since we can easily obtain a result which it seems has not been given 
before, we consider one more example at this point. Suppose that y = Xp 
+ e is a linear model, as described in Chapter V, with parameter space 0 
satisfying Condition 5.^. Letting G = {a'y : a e R^} it follows that 
e = sp{xp : p e = R(X) and & = sp{z^v^V^ : v e = sp {v.} . From 
Corollary 6.3.1 we get the following: A necessary and sufficient condition 
for a'y to be G-best for its expectation is that V^a e R(X) for i = 1, 
2^  • 
The condition, Z^t e £ , given in Theorem 6.3 (C- = £) is particularly 
interesting in that it provides alternative expressions for many quantities; 
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and in some instances a very easy mode of proof for results involving Gg-
best estimators. For example, the subspace of Sg-best estimators can 
be characterized in the following manner; 
£g = {t ; Zgt e £} = ] ; 
where denotes the inverse image of £ . Pursuing further the sub-
0 
space £g , let A be a linear operator such that R(A) = or equiva-
lently ïï(A') = £ . Then, Zg[G^ ] = E(ZgA) and 
PCEGA) = PFZG) - dlm{R(ZG) n B(A')] 
= p(A) - dim{R(A) A gZj] . 
Since f g = (SgCC^ D^ '''^  it is clear that that the dimension of Xg is equal 
to dim G - p(ZgA) . Summarizing, we have the following: 
(6.3) a) = Z-1[C] = (2g[G^]/ and 
b) dim JCg = dim £ + dim{N(Eg) H G^] 
= V(2Q) + dim{R(2g) H £} . 
Inquiring into the structure of , it follows from Corollary 6.3.1 that 
(é.M X . 
•vAiere sp = & . Note that V G implies that Vt e £ if and only if 
t e {V[G^ ]]^  . 
Up to now we have not considered the problem of existence of an Gg-best 
estimator for an G-estimable g . However, we are now in a position to • 
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readily verify the existence of G.-best estimators. We begin by noting 
n 
that 53 + = G implies, by Theorem 4.2, that to each G-estimable g 
there exists b e IB such that E[b|0'] = g(0') for all 0'e Q . Thus, 
if we can verify that + G^ = G , it will follow that there always exists 
at least one Gg-best estimator for an G-estimable g . 
Theorem 6.4 Let 8 e 0 , then to each G -estimable g there exists 
at least one t s G such that t is Gg -best for g . 
Proof From the remarks in the preceding paragraph and using 
Express ion 6 .3»a we need only  show that  Z_[G ]  H G^ = [o] •  I f  Z. f  e  G^ 
HO 0 HO
for f G Gg , then (Zgf,f) = O implies the desired result since = 0 . 
Suppose now that g is G-estimable and that 0 e 0 . Let t be such 
that t is Gg -best for g , then employing Expression 6.3-a we get 
G n = (T+G ) n r"^Ce] = T + £. n G . 
8 8 o 0 bo 
Since c f it iu clear that G HZ c G (1 K(r.Q) ; and if 
— y b O n 0 u 
f e [£] n G^ then (Zgf,f) = 0 so that Zgf = 0 . Therefore, we 
obtain the following: 
(6.5) a)  n  G^ = G^ n  W(Eg)  and 
b )  t  G G  n = *  G  n =  t  +  G  n  .  
' g 8 g 9 o 0' 
We note that ^ G is the set of all t such that t is Gn-best for the bo 0 
parametric function that is identically zero. Further, Theorem 6 . h  assures 
that the set EgCO^] Il & is non-empty (assuming of course that g is G-
estimable). In addition, from Theorem 6.2 it is clear that a,b e G^ and 
Zga,Zgb e tl imply that Eg a = I.gb . Thus, we also get that EglG^] H P 
% 
consists of exactly one element. 
Although our concern in this dissertation is only with the criteria 
of unbiasedness and minimum variance, we briefly comment on the subject of 
admissibility. Suppose that g is G-estimable and that is the total­
ity of decision procedures (estimators) under consideration for estimating 
g . That is, we have first reduced G , our assumed class of possible esti­
mators, via the concept of unbiasedness. Assuming that the variance of an 
estimator is the risk function, we shall say that t is admissible in the 
class G if there does not exists h G G such that 
g S 
(6.6) a) Var[h)9] < Var[tj0] for all 8 G 0 ; and 
b) Var[hj0] < Var[t|0] for some 0 e Q . 
For 0'e n let tg, denote any G^ i-best estimator for g . Suppose that 
N(Zg,) n G^  = {o} , as is usually the case, then there does not exist 
h e Gg such that h / t and such that VarChlO'] < VarCtg, 10'] ; so, 
tg, is admissible in G^  . Hence, if M(Zg) H G^  = {o] for egch 0 e Q, 
then each estimator in {tn: 0 G O] is admissible within the class G . 0 g 
If , however, M(,) 0 G^ / {o} , then it is conceivable that there are 
some estimators in tg, + N(Zg,) fl G^  which are not admissible. However, 
it is not possible for the entire collection t_, + N(Z-,) fl G to be 
t) — b o 
inadmissible within the class . 
C. Gg-best Estimators via the Subspace G^ 
Suppose that 0 e Q is fixed and that the covariance operator Z is 
invertible. From Proposition 3 we may conclude that Cov( , {0) is an 
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inner product on G ; or equivalently, that (a/b)g = (a,S^ b) is an inner 
product on G . Thus, if C- = {z^ : 1 < i < M} is a basis for G^  we 
_ _g 
could obtain an orthonormal basis, say C-. = {z^ } , for G^  with respect 
to Cov( , j6) ; for example, by means of a Gram-Schmidt process. Assume 
that C'g is an orthonormal basis for G^  with the covariance inner pro­
duct, then for t e G define tg e G in the following manner: • 
(6.7) 0^ " ^ " ill Cov(t,z®|0)z® . 
It is easily verified that tg has the following properties: 
(6.8) a) E[tg |6'] = E[t 10'] for all 0'eQ and 
b) Cov( t g,z( 0 )  = 0 for all z g G^  . 
Thus, t g  is the unique G g-best for g(0') = E[t|9'] . We mention the pre­
ceding procedure because our results in this section will be similar and 
because there are several known ways of obtaining the quantity 
Cov(t,z?j0)z? in Expression 6.7. We also mention that even if Zg is 
not invertible obvious modifications can be made so that the expressions in 
6.8 remain valid; however, the uniqueness of tg will in general be lost. 
Although the emphasis in this section will not be on the Gram-Schmidt 
process, we do note that in some circumstances this technique can be 
carried out easily so that Expression 6.7 can be.come quite manageable. 
For instance, suppose that for a collection of probability measures a mini­
mal sufficient statistic T = (t^ ,tg, ... ,t^ ,) exists and it is known not 
to be complete. Further, suppose that one is interested in a parametric 
function g which can be unbiasedly estimated by a linear coiribination of 
86 
the t/s. As there is in general an infinite number of possible linear com­
binations of the t^ 's which are also unbiased estimators for g , it seems 
reasonable to ask if there exists a best linear combination (in terms of 
unbiasedness and minimum variance) as an estimator for g . In many situa­
tions such as, this, assuming that G = sp{t^ } , it will be found that the 
dimension of is very small and as a result that a Gram-Schmidt process 
can be explicitly carried out. Classes of probability distributions which 
exemplify the preceding discussion can be found in Weeks and Graybill 
(1961, 1962). We might also note that Weeks and Graybill gave no procedure 
for determining the existence of an G-best (G = sp{t^ }) estimator, nor for 
obtaining an G-best estimator when it exists.. 
As a specific example where Expression 6.7 is slightly interesting, 
even though the G-best estimators are well known, we consider b.l.u. esti­
mation in a fixed linear model. Before so doing, however, we give atten­
tion to the following proposition. 
Proposition 7 Assume the usual inner product on and let <3 
be an m-dimensional subspace, V > 0 , and k = dim V[(3] . Then there exists 
an n X k matrix Z such that 
a) Z'VZ = I and 
b) &= R(Z) © gv) n C. . 
In addition, if Z satisfies (a) then E = ZZ'V is the projection on 
R(Z) along R'^ (VZ) so that when (b) is also satisfied we have R(VZ) 
= V[C,] which implies K^ (VZ) = (V[G])-^  = . 
Proof: Suppose first that Z'VZ = I^  , then EE = ZZ'VZZ'V = ZZ'V = E 
so that E is the projection on R(E) along K(E) = R'^ (E'). Since 
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R(E) CR(Z) , R(E') CR(VZ) , and p(E') = p(E) > p(EZ) = p(E) , it follows 
that R(E) = R(Z) and R(E') - R(V7.) . Thus, Z'VZ = implies that Z 
is the projection on R(Z) along R'^ (VZ) . To show the existence of Z 
let M (n X ra) be such that R(M) - C . Since M'VM > 0 let Q = (Q^ ,Qg)^  
non-singular, be such that 
Q'M'VMQ = 
where Z = MQ^ , C = MQg . Thus, Z satisfies Part a. If Zp = CX then 
p = Z'VZp = Z'VCX =0 so that C- = R(Z) © R(C) . To coirçlete the proof 
we need only show that R(C) = K(V) H C- and since R(C) C N(V) D (3 we 
need only show W(V) FL (3 C R(C) , If a = Zp + CX e N(V) H C- it follows 
that 
0 = Z'Va = Z'VZp + Z'VCX = p ; 
thus, a = CX e R(C) and so the proof is complete. 
Let us now consider a linear model y = Xp + e where E[ee'] = o^ V 
and it is known, in terms of the notation in Chapter V, that sp = R^  . 
Thus, we allow 0 = [(p,o^ )} to be specified arbitrarily except that 
sp = R^  ; i.e., may be known or perhaps a function of p . Letting 
G = {a'y : a e R^ } , it follows that £ = sp{Xp : p e 0^ } = R(X) and 
= sp{v} . Although Proposition 7 is general enough to deal with a singu­
lar V , we shall, for purposes of illustration, assume that V is in­
vert ible. In the following we assume that (p,o^ ) eO is fixed and that 
cr^  / 0 . To utilize Expression 6.7 we need an orthonormal basis for 
~ ) with respect to the inner product Gov(a,b|9) = (a,o^ Vb) . 
Thus, let k = n - r where r = p(X) and let Z = '** 
Z'VZ Z'VC \ 0 
C'VZ C'VC 
0
'
 0
 1 
88 
(Proposition 7 with (3 = N(X')) be such that Z'VZ = L and R(Z) = N(X'). 
Now define z?(y) = ^  (z./y) , then sp{z®} = G and Cov(z^  ; z®|9) 
1 ^ 1  1  O  1  J  
= (l/o^ )(z. , o^ Vz.) = zlVz. = Ô. . ; thus, sp[z?] is an orthonormal basis 
 ^ x ' j' 1 J ij ]. 
for with respect to the inner product COT( , J0) . For a e R" 
Expression 6.7 implies that is given by the following: 
âgty) = a'y - Z^^ Cov(a'y , i z[y|e) ~ z|y 
= a'y - -
cr 
= a'(l - vZZ')y = ((I - ZZ'V)a,y) . 
Since a^  is the same for all 0 e Q it follows that a^  is actually 
G-best for its expectation. Hence, for a e we see that a - ZZ'Va is 
G-best for the parametric function a'Xp . We note from Proposition 7 that 
I - ZZ'V is the projection on R(V along N(X') ; that is, as should 
be expected in view of the usual normal equation type solution, we have 
that I - ZZ'V = V ^ (X'V where (X'V ^ )* denotes any conditional 
inverse of the matrix X'V . 
We now turn to the main result of this section. At first Theorem 6.5 
may not soem directly related to the covariance adjustment procedure used 
by Rao; however, we shall show that the covariance adjustment technique 
can be deduced as a special case of Theorem 6.5- We might note that our 
results, as that of Rao's, essentially describe a way to obtain the quan­
tity S^ Cov(t,z?J6)z® used in Expression 6.7. Unlike Rao, however, we 
do not assume that certain operators are invertible. 
Theorem 6.^  Let A,C be linear operators into G such that 
R(C) c G^  and R(A'C) = R(A') . For 8 e 0 a necessary and sufficient 
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condition for [G^ ] c R(A) is that t - Cp e whenever t,p are such 
that A'Cp = A't • 
Proof First note that Zg[G^ ] c R(A) is equivalent to (Equation 
6.3.a) ïï(A') cZg . If ïï(A') cZg and A'Cp = A't , then t - Cp e 
W(A') c Zg . Conversely, if t e W(A') then t - Cp e for all p 
such that A'Cp = 0 • Since p = 0 satisfies the condition it is clear 
that t e n(A') implies t e Xg . Hence, the proof is complete. 
Although Theorem 6.5 is stated as an if and only if statement, our 
main interest in the result is in only one direction. Thus, for two 
operators A,C into G and 0 e Q , we list the following conditions for 
reference purposes: 
( 6.9) a) R(C) c  ;  
b) R(A'C) = R(A') ; and 
c) ZqCG^ ] c R(A) . 
We mention that R(C) c G^  is equivalent to Cp e G^  for all p in the 
domain of C ; and for arbitrary t e G , the condition R(A'C) = R(A') 
is synonymous with the existence of p such that A'Cp = A't . 
Corollary 6.^ .1 Let 0 e Q and let A,C satisfy the conditions 
in 6.9. For t and p such that A'Cp = A't , the estimator t - Cp has 
the following properties; 
a) E[t - Cp(0'] = E[tj0'] for all 0'e Q , 
b) t - Cp e <£g , and 
c) Var[t - Cp)0] = Var[t|0] - Var[Cpl0] ; 
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that is, t - Cp is Gg-hest for g(0') = E[t|0'] with variance as given in 
Part G. 
Proof Since t - Cp e (Zg[G^ ])^  and since Cp e , it follows 
that (t - Cp , ZgCp) = 0 which implies (t , Z^ Cp) = (Cp , ZgCp) . From 
this Part c can easily be deduced. Parts a and h are immediate consequences 
of Theorem 6.5 and the fact that Cp e . 
In Condition 6.$.b we notice that R(A'C) must equal R(A') ; how­
ever, if we could choose A = ZgC then the condition would be automatically-
satisfied and thus could be eliminated. To verify that this is always 
possible simply choose C such that R(C) = G^  . However; if C is such 
that R(C) C C R(C) + , then it is clear that = R(ZgC) so 
that the conditions in 6.9 are also satisfied. Conversely, if  ^
R(ZgC) then f e G^  âjnplies that there exists p such that Egf = Z C^p ; 
thus, f - Cp e N(Eg) so that f e R(C) + • Therefore, a necessary 
and sufficient condition for Zg[G^ ] c R(ZgC) is that G^  C R(C) + N(Zg) . 
We state these observations in the following proposition. 
Proposition 8 For 0 e Q a necessary and sufficient condition 
for the operators C, A = Z^ C to satisfy the conditions in 6.9 is that C 
satisfy the relation R(C) c G^  c R(C) + N(Zg) . 
Suppose we reconsider the first example in Section B; that is, we 
assume a linear model y = Xp + e where VarCy] = cr^ V and with parameter 
space Q as described in 6.2. For G = {a'y : a e R^ ] we saw that S 
= sp[Xp : P e CL] , A = sp{v} , and £ 0 R(V) = R(X) H R(v) . From these 
observations we may draw the following conclusions: 
a) N(V) + G^ = K(X') + n(V) => G^ c N(X') + N(V) and 
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b) e C R(x) N(X') C , 
Thus, for C such that R(C) = N(X') we have from Proposition 8 that C 
and A = cr^ VG satisfy the conditions in 6.9- Further, since o^ C'VCp 
= o^ C'Va implies that Cp is independent of , we see that a - Cp is 
G-best for its expectation. Therefore, if R(G) = N(X') and C'VCp = C'Va 
it follows that a'y - p'C'y is a b.l.u. estimator for a'Xp and has 
variance cr^ (a'Va - p'C'VCp) . 
As a final example for this section, and one for which we shall be able 
to obtain the covarianc.e adjustment procedure used by Rao, we consider an 
.•i.rb;i trary «prien G find doscribo throup;h mrjtrii'es one possible wtiy to do Tine 
tho operator C so that C and A - XLC satisfy the conditions in 6.9. y 
Let 0 e Q be fixed and let {z^ ; 1 < i < M} be any finite set of elements 
in with the property that spfz^ } + contains ; for example, 
{z^ } can be chosen as a spanning set for G^  . Next define C from R^  
into G by C6. = z. for i = 1,2, ... ,M and extend linearly to the 
M 
whole of R . Then C is such that R(C) c G^  c R(C) + . For 
M 
p e R the structure of C'ZgCp is as follows: 
(6.10) C'ZgCp = E.p^ C'E^ z^  
1 
1 1 
where the last expression denotes usual matrix multiplication. Thus, 
C'ZgC can be thought of as the M x M matrix with elements Cov(z^ ,z. j0). 
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For t e G we obtain for C'l^ t the following: 
(6.11) • Cov(z^ ,tl0) 
Cov(z2,t1 a) 
C'Egt = = 
Cov(zj^ ,t|0) 
By defining z to be the Mx 1 vector (z^ z^g, ... , z^ )^ ', it is clear 
that we have the following relationships: 
(6.12) a) VarCzle] = C'EgC , 
b) Cov[z,tl8] = C'Zgt , and 
c) C'ZgCp = C'Zgt => t - Cp = t - p'z ; 
where Var[ IQ] and Cov[ , |8] denote the usual M x M and M x 1 covari-
ance matrices of the indicated vectors. From the expressions in 6.12 it is 
clear that the estimators a e Q need not explicitly be given in an inner 
product representation to make use of the procedures described in this 
section for obtaining Gg-best estimators. With respect to the covariance 
adjustment procedure we note two points: (a) Rao allowed t to be a 
vector, a generalization to which our presentation can easily be extended; 
and (b) Rao assumed C'ZgC to be invertible. As a final comment we 
mention that Rao gives an informative discussion of the consequences when 
an estimate of L is substituted for . 
a w 
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D. Normal Equation Approach to Gg-hest Estimators 
From what is commonly called the Gauss-Markoff Theorem it is easily 
established, for a linear model y = Xp + e with covariance matrix cr^ V 
and G = {a'y ; as R^ } , that a sufficient condition for X'p to be 
C-best for is that X'g be G-estimable, V = I , and $ satisfy the 
normal equations X'Xp = X'y . Aitken (193^ 0 showed for nonsingular V 
that the same statements could be made provided p satisfies the equations 
X'V ^ p = X'V ^ y . Zyskind and Martin (1969) extended the result to ar­
bitrary V > 0 by showing that the statements remain true if p satisfies 
the equations X'V*Xp = X'V*y , where V* could be any element in a parti-
cu-lar subset of the class of conditional inverses for V . In the preceding 
results, as in numerous variations which are in the literature, there are 
several properties which are common to all. There is in each case a matrix 
A such that the operators X, X'AX , and X'A have the following properties: 
(6.13) a) The equations X'AXp = X'Ay are consistent for all y e ; 
that is, R(X'AX) = R(X'A) . 
b) If p^  , Pg are such that X'AXp^  - X'AXpg , then Xp^  - XPg. 
c) If X e R(X')(X'P is G-estimable) and p is such that 
X'AX$ = X'Ay , then X'p is G-best for X'p . 
Substituting G g-best for G-best and taking the preceding properties as a 
basis from which to work, we show in Corollary 6.6.3 that the same type of 
results hold for an arbitrary finite-dimensional space G and a Ug= 
representation. Further, it will be seen that the equations can have a 
more general structure than is usually assumed. 
,9^  
In Theorem 6.6 below we use two linear operators W,H from finite-
dimensional inner product spaces into G to describe a generalization of 
the normal equations. To make clear the connection between Properties 
6.13.a and b and the assumption R(w) © W(H') = G in Theorem 6.6, we let 
T,Q denote two linear operators from finite-dimensional inner product 
spaces into G and consider several equivalent expressions for the condi­
tion R(T) niT(Q') = {0} . Since p(T'Q) = p(T') - dim[R(T) nw(Q')] , it 
is clear that R(T'Q) = R(T') if and only if R(T) H IJ[(Q') = {0} . How­
ever, R(T) N W(Q') = [0} is equivalent to saying Q'Tp = 0 implies Tp 
= 0 which in turn is true if and only if Q'Tp^ = Q'Tpg implies Tp^ 
- Tpg . Thus, for linear operators Q,T from finite-dimensional inner 
product spaces into G the following conditions are all equivalent: 
(6.14) a) R(T'Q) - R(T') , 
b) R(T) n N(Q') = {0} , and 
c) Q'T(:^= Q'Tpg implies Tp^ = Tpg . 
From the expressions in 6.1U it is clear that R(W) © ÏÏ(H') = G if and 
only if R(W'H) = R(W') and W'HP^ = W'HPG implies HP^ = HPG ; that is. 
Expressions 6.13. a and b are equivalent to the statement R(A'X) © ïï(X') 
= R" . 
Theorem 6.6 Let 6 e Q and let W and H be linear operators 
from finite-dimensional inner product spaces ( 3<,( , )*) and (R,<,>) 
respectively and suppose that R(W) © W(H') - G . The conditions 
(6.15) a) R(W) c jCg and 
b) e <= R(H) 
9'J 
are satisfied if and only if to each t é G it follows that (t,H§) is 
Gg-best for g(9') = (t,iig,) whenever § : R is such that W'H%(y) 
= W'0(y) . 
Proof Suppose 6.15.a and b are true, t e G , and § is such that 
WHs(y) = W'0(y) . Let t = W\ + f where f e W(H') c G^  ; then (t,H§) 
= WX e and (WX^Ug,) = (WA. + f,iig*) = g(0') imply the desired result. 
Conversely, let § be such that W'H%(y) = W'0(y) . Since (WX,H§) = WX 
must be Cg-best for (WX,|ig,) it is clear that R(W) ^ j and since 
f G N(H') implies that (f,HÇ) = 0 , it follows that (f,|ig,) = 0 for all 
8 ' e ,0, so that f e Q . 
o 
Corollary 6.6.1 If in Theorem 6.6 W and H satisfy Conditions 
6.1^ , then for 0' e Q and Ç such that W'HÇ(y) = W'0(y) we have the 
following: 
a) H%(y) = P'0(y) , 
b) (t,H%) = Pb , 
c) Cov[(t,HT) , (h,HÇ) j 0 ' ]  = (t,P'Zg,Hi) , and 
d) P'ZgP = P'Zg = ZgP ; 
where P is the projection operator on R(W) along N(H' ) . 
Proof Since W = W'P' it is clear that j € %{ implies "W'(P'0(y) 
- HÇ(y)) = 0 . Thus, R(P') = R(H) implies P'0(y) - Ht(y) e 
R(H) n ïï(¥') so that R(W) + N(H') = G implies P'0(y) = HÇ(y) . From 
this result it is clear that (t,H%(y)) = (Pt,0(y)) for all y G % so that 
Parts b and c follow. To see Part d we note that R(P) = R(W) c Zg^ [e] 
so that R(ZgP) c e c R(H) . Thus, R(P') = R(H) and the symmetry of • P'ZgP 
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imply Part d which completes the proof. 
Corollary 6.6.2 Suppose in Theorem 6.6 it is known that N(^g) 
= {o} ; or equivalently, by Corollary 6.2.1 that G--best estimators are 
8 
unique. Then the following two conditions: 
(6.l6) a) R(W) = and 
b) R(H) = e ; 
are interchangeable with R(W) © W(H') = G and Conditions 6.I5. 
Proof From Equation 6.5. a it is clear that <£„nG =N(S„)nG 
 ^  ^ 6 o — 0 o 
and in the proof of Theorem 6.h we showed that <£. + Q. = C . Thus, 
6 o 
noting that R(H) = C if and only if N(H') ~ the result follows. 
Before considering the = HÇg representation, we note that 
N(I^ g) n = [o} if is invertible; and so, for obtaining the opera­
tors W and H Corollary 6.6.2 is applicable. By first choosing 
R(H) = G when exists if follows that W must be such that R(W) 
= R(Zg^ ) . Thus, one obvious choice for W is so that ¥'H 
= . The analogy of and Aitken's (l93^ ) result is clear; 
in addition, similar statements with respect to covariances and projec­
tions in linear model theory may also be obtained. 
When we assume a (ig = representation, recall from Section C of 
Chapter III that we are assuming H is a linear operator from a finite-
dimensional inner product space (ft, <, >) into G ; that £ c R(H) ; and 
that to each 0 e Q , Çg e R is such that M-g = HÇg . We also noted that 
in general there is not a unique choice for Çg , but for any particular 
problem a specific set = {Çg} has been selected and remains fixed 
throughout. In Sections B and C of Chapter IV we imposed conditions on 
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,0^  to obtain results about G-estimability; however, unless specifically 
fitnted we shell not make any such assumptions in this chapter. Note that 
when a representation ;ls assumed the operator H automatically 
satisfies 6.15.b; and so, the operator W is the one on which we may con­
centrate. Since W will frequently be used, we shall assume without 
mention that ¥ is always a linear operator from a finite-dimensional 
inner product space (3, ( , )*) into Q . 
Corollary 6.6.3 Let 0 e Q and assume a = H§g, representa­
tion. If W is such that the following conditions are satisfied: 
(6.17) a) R(W) + N(H') = G and 
b) R(W) Cfg ; 
then to any function F such that W'H%(y) = W'0(y) and any X e R(H*) 
A 
it follows that <\ , Ç > is G g-best for < X , Ç g , >  . 
Proof Let X = H't ; then < X , t > = (t,HÇ) which, from 
Theorem 6.6, is Gg-best for (t;}ig,) = < X , §g,> . 
In Corollary 6.6.3 note that the condition X s R(H') is used instead 
of the statement that < X, §g,> is G-estimable. The reason for this is 
that when an arbitrary Ug, = H§g, representation is used, the best we can 
say, assuming < X, §g,> is G-estimable, is that X e R(H') + . How­
ever, from Corollary it-.3*1 we know that if < X, §g,> is G-estimable then 
there exists X^^ e R(H') such that < X, Çg, > = < X^,^g,> for all 
0' e Q ; thus, for an G-estimable function Corollary 6.6.3 is still appli­
cable provided we determine a suitable X^. Before expressing the covari-
ance of two G estimators obtained via Corollary 6.6.3 we consider the 
following proposition. 
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Proposition 9 Suppose that T,Q aro linear operators from finite-
dimensional inner product spaces such that R(T) © N(Q') = G • Let A 
be any linear operator such that Q'TA = Q' , then TA is the projection 
on R(T) along ÏÏ(Q') ; or e qui valent ly, A'T' is the projection on 
R(Q) along N(T') . 
Proof Mote that the expressions in 6.1k and R(T) © W(Q') = G 
imply R(Q'T) = R(Q') SO that such an A must exist. Thus, consider the 
following; 
Q'TA = 0/ Q'T(ATA - A) = 0 
S»R(T(ATA - A)) C:R(T) H W(Q') = {o3 
TATA = TA ; 
and so, TA is the projection on R(TA) along W(TA). Since TA pro­
jects into R(T) and since we also have 
p(TA) > p(Q'TA) = p(Q) = dim G - V(Q') = p(T) ; 
it is clear that R(TA) = R(T) . Further, if TAx = 0 then Q'TAx 
= Q'x = 0 so that M (TA) c M(Q') ; and since we also have 
V(TA) = dim G - p(TA) = dim G - p(T) = V(Q') ; 
it follows that M (TA) = W(Q') . Thus, as claimed, TA is the projection 
on R(T) along N(Q') . 
The operators ¥ and H which we have used throu^ out this section 
usually have satisfied the condition R(W) © N(H') = G ; or equi-
valently, R(H) @ N(W') = G . Assuming that R(¥) © N(H') = G and 
that A and B are such that W'HB = W and H'WA = H' , it follows 
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from Proposition 9 that 
(6.18) a) HB is the projection on R(H) along N(W') ; 
b) WA is the projection on R(W) along K(H') ; and 
c) WA = B'H' . 
Thus, in Corollary 6.6.3 if = H't^  , = H'tg then < > 
= (t^ ,Ht) for i = 1,2; and so. Corollary 6.6.1 implies for 0' e Q 
that vc have 
(6.19) Cov[< > , < Xg,! > je'] - (t^ fHBZg.B'H'tg) = < 
where B is any linear operator from G into R such that W'HB = W . 
In Theorem 6.6, as in the corollaries, the operators W and H are 
assumed to satisfy Conditions 6.I5 and the condition R(W) © ïï(H') = C . 
Of the several implications associated with these conditions, the follow­
ing three forms of one particular implication will prove quite interesting. 
Let 0 e Q , then from Condition 6.1$.b it is clear that K(H') c ; 
thus, combining this with R(W) + N(H') = G and Condition 6.15.a we have 
the following: 
(6.20) a) R(W) c f and 
b) R(W) + G^  = G . 
Condition 6.20 can easily be shown to imply that 
(6.21) a) R(W) + N(Zg) n G^  = . 
However, Condition 6.21 can in turn be shown to imply the following: 
(6.22) a) R(ZgW) = R(Zg) H C and 
b) R(W) + G = G . 
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Since Condition 6.22 obviously implies Condition 6.20, it is clear that 
Conditions 6.20, 6.21 and 6.22 are all equivalent. 
For à fixed 8 G 0 the relationship R(¥) + N(Sg) fl can be 
thought of as a necessary and sufficient condition for R(W) to contain 
all relevant information for Gg-best estimation. To understand the mean­
ing of this last statement, suppose that ¥ does satisfy Condition 6.20. 
Then it is clear that Wp is Gg-best for its expectation for every p in 
the domain of ¥ . From Theorem H-.2 and Condition 6.20.b it follows that 
if (a,[ig,) is G-estimable then there exists p such that E[¥p|0'] 
= (a , i i g , )  for all 0' e Q . Thus, if ¥ is such that R(¥) + ^ ( ^ g )  
= Xg , then R(¥) c f ^ and to each G-estimable g there exists p such 
that ¥p is Gg-best for g . 
In addition to the last paragraph Condition 6.21 can occur in another 
way. To see this we briefly consider the analogue to the conjugate normal 
equations in linear model theory. Suppose that we have a ligt = H§g, 
representation, that ¥ is a linear operator, and that 0 e Q . If for 
the parametric function < X,§g,> there exists a p such that H'Wp = X , 
then to be analogous to the conjugate equations we want ¥p to be Gg-best 
for < X,§g, > . Since E[¥p@8'] = < A.,Çq,> when H'¥p = X , it follows 
that we only need R(¥) c f g . However, if < X,§g,> is G-estimable and 
e R(H') is such that X^ - X e , then by analogy with the conju,-
gate equations there should exist a p such that H*¥p = X^  . Thus, we 
also need R(H'¥) = R(H') . If R(H'¥) = R(H') then it follows that 
R(¥) + N(H') = G . Since £ c R(H) it is clear that we must have R(¥) 
+ Gy = G . Hence, to obtain an analogue to the conjugate normal equations 
we need a linear operator ¥ that satisfies Condition 6.21. 
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In the preceding paragraph we saw that W must satisfy Condition 
6.21 to obtain an analogue to the conjugate normal equations. It is clear 
that even if W does satisfy Condition 6.21 we still have no assurance 
that R(H'W) = R(H') for an arbitrary [ig, = H§g, representation; for 
example, if p(H) > dim fg then E(H'W) cannot possibly be equal to 
R(H') . Thus, before concluding this section we describe a sufficient con­
dition for H in order that R(H'W) = R(H') for a given W . Suppose 
that W satisfies Condition 6.21 and that a e N(W' ) H [R(W) Tl + £] . 
Thus, a = X + w for some x e £ and w e R(W) 0 . However, a is or­
thogonal to w and x is also orthogonal to w so that we have 
(w,w) = (w,a - x) = (w,a) - (w,x) = 0 ; 
and so w = 0 which implies a = x . Since W satisfies 6.20.b, we see 
that N(W') n C = {o} so that a = x e w(W') (1 £• implies a = x = 0 ; 
thus, we have that N(W') H [R(W) H G^  + G] = {o} . From this we draw the 
conclusion that if W satisfies Condition 6.21 and H satisfies 
(6.23) 8 c R(H) c R(w) n G^  + e , 
then R(H'W) = R(H') . Therefore, if W satisfies Condition 6.21 and we 
have a Mgi = H§g, representation such that H satisfies Condition 6.23 ; 
then to each G-estimable < there exists X^ e R(H') and p suc^ i 
that H'Wp = and such that Wp is G^ -best for < X,Çg,> . As a 
final comment we note that if H actually is such that R(H) = £ 
+ R(¥) n Gg , then H and W can easily be shown to satisfy the condi­
tions in Theorem 6.6 or in Corollary 6.6.3.  
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E. C-g-best Estimation when (3 c: C 
In many problems the primary concern is in isolating particular Gg-
best estimators and not in the totality fg . Thus, it would seem benefi­
cial to be able to eliminate certain subsets of estimators so that the re­
maining ones contained the Gg-best estimators of importance. In this 
section we briefly describe one possible way in which this may be accom­
plished. 
To begin we assume a slightly more general problem which can be 
stated as follows: Suppose for a space C and 0 e Q we know the form 
of Hg and [ig , but instead of Gg-best estimators we simply want (3g-
best estimators where G- is some sub space of G . Thus, given Zg , Ug 
and C can we determine the corresponding g^ , jig , and  ^associated 
with the space C ? We assume that ((3-,( ,)) is the associated inner 
product space and that the inner product (,) is the same one as is asso­
ciated with G . 
Using an approach similar to one used in linear model theory for ob­
taining what are ccmmonly called reduced normal equations, we define P 
to be the orthogonal projection on (3 along and note the following 
consequences ; 
[ÉlCalS] = (a,n.) = (Pa,M.-) = (a,P|j,-) 
a,b e ®  ^
[CoT[â,bj03 = (a,Zgb) = (Pa,ZgFb) = (a,P2gPb) . 
Since PUg and PZgPb are both in C, it is clear from Definitions 3.1 
and 3.2 that [/tg = Pjig and for t e C- that J^ gt = PZgPt = PZgt . Al­
though we now have sufficient information to apply our previous theory, it 
103 
will prove useful to characterize (3^  in terms of . To do this sup­
pose that f G Cg = (?[£•])•'" n c, ; then since Pf = f we see that 
t G 6:=» (f,Pt) = (Pf,t) = (f,t) = 0 ; 
and so f e fl (3 . By similar reasoning it is easy to establish that 
n (3 c (P[6])^  n (3 and so it follows that G^  H C- = <3^  . Summarizing 
our findings thus far for 6 G Q we have the following results: 
(6.2k) a) = PUg , 
• b )  ^ g t  =  P Z g t  =  P Z g P t  ,  
c) 0 = P[£] , 
d) (3 = G n (3 , and 
' D O  
e) (3 = P[G] = P[e] + (3^  . 
To obtain results concerning the space (3 it is now a straightforward 
procedure to use the results of the previous section; however, we describe 
a few specific results which we shall have occasion to use in the next 
chapter. 
Although it is straightforward to apply our previous results given 
the expressions in S.2k, it should be kept in mind that for <3 estimation 
we are dealing only with the space (3 . For example, from Expressions 
6.24.b and c and Theorem 6.3 it follows that t e (3 is (3g-best for its 
expectation if and only if PZgt G ^ . Mote that explicit mention was 
made of t 6 (3 ; this was done since there will in general be many t e Q 
such that PZgt G ^ , but we are considering only those in (3 . Since it 
is sometimes inconvenient to find t such that PZ^t G 0 subject to the 
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side condition t e (3 , we note ;i way to incorporate the side condition. 
Suppose that R(A) C (3 and that p is any element in the domain of A 
such that PSgAp e ; then since Ap is in <3 it is clear that Ap 
is dg-hest for its expectation. For example, if A = P then Pb is 
(3g-best if and only if t is any element in G such that PZgPt e ^  . 
We now briefly consider the situation when p(PZg) = p(P) ; that is, 
when PZgP is invertible as a linear operator on C . Assuming that 
p(PZg) = p(p) and that (PZgP)^  is the generalized inverse of PZgP , 
it follows that (PZgP)(P2gP)^  = (PZgP)"^ (PZQP) = P . Thus, we have the 
following : 
a G(%:=> (PZgP)"'"(PZgP) a = Pa = a ; 
and so (PZgP)^  is the inverse of PZ^ P as a linear operator on C . 
Note that in determining (PZgP)^  one needs only a conditional inverse 
(PZgP) since (PZgP)"'" = P(PZgP)*P . Continuing, suppose that we have a 
[ig, = Arig, representation where R(A) = 0 ; then for 6 e n , ¥ = 
(PZgP)^ A , and H = A we see that Conditions 6.1'J.a and b are satisfied. 
Note that we interpret N(A') H & = Cy as N(H') in Condition 6.1?.a of 
Corollary 6.6.3. Hence for 0 e Q we see that \ = A'p and A'(PZgP)'*^ Ari 
= A'(PZgPf0(y) imply < X,r| > is Cg-best for < \,Tig,> • 
In the first paragraph of this section it was asserted that we would 
describe a procedure to eliminate certain estimators and still retain the 
(Sg-best estimators for certain G-estimable functions. To make clear how 
the above procedure can be used to accomplish this purpose, suppose that 
G C(3 or in other words (3 = G . Then from Theorem 6.1 it is clear 
o 00
that ted is CL-best if and only if it is Gg-best for its expectation. 
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To illustrate how this approach might be useful, suppose we have a jig, 
.= HÇg, representation as described in Section C of Chapter IV. Further 
suppose that ^ is a disjoint partition of the integers i = 1,2, 
... ,p and that we are only interested in obtaining Gg-best estimators 
for G-estiraable functions of the form X^ §^ (0') . By choosing (3 to 
be the space [b. : i e 8 and ATIQ, = §.(0')b. , it is clear that 
X O 0 X X 
the remarks of this section are applicable for concentrating only on G g -
best estimators for G-estimable functions of the form X^ 5^ (0') • 
F. G-best Estimation 
The primary concern in this Chapter has been with (x.-best estimation. y 
Our reason for this, as mentioned before, is that knowing the form of an 
Gg-best estimator we can decide whether or not an G-best estimator exists 
and if one does what the estimator is. Although we consider this type of 
approach to G-best estimation as our basic one, we shall, perhaps more out 
of interest than out of any demonstrated practicality, consider G-best 
estimation in this section by means of invariant subspaces. This notion 
of invariant subspaces has been used by both Kruskal (1968) and Zyskind 
(1967) in linear model theory for investigating conditions under which 
simple least squares estimators are also b.l.u. estimators. Thus, as could 
be anticipated, invariant subspaces should occur in an investigation of 
ù-best estimators. We begin by considering the following proposition. 
Proposition 10 Two linear operators T and Z on G and a sub-
space (3 of G are such that TCC-] c Z ^[(3] if and only if (3 is an in­
variant subspace of the operator ZT . 
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Proof If T[C] c Z"^ [(3] then Z3[C.] c ZZ'^ EC-] c e . Conversely, 
if ZT[C-] C C- then 
T[C/] C Z"^ Z{Tfc]} = S"^ [ET[C-]] C ; 
and so the proposition is established. 
Even though Proposition 10 is very elementary it is, nevertheless, 
quite interesting. For example, suppose that T is a linear operator on G. 
If 6 is an invariant sub space of for some Q e Q then it follows 
from Proposition 10 that T[C] ; i.e., x e G implies that Tx is 
Qg-best for its expectation. Thus, if C is an invariant subspace of 
for all 9 e Q then T[C] c for all 6 e so that T[fi] c Z , the 
space of G-best estimators. This last observation and what can essentially 
be labeled as a converse are given in the following theorem. 
Theorem 6.7 To each subspace C- c jC there exists a linear opera­
tor T such that T[G] © C- H G^  = (3 and such that £ is an invariant 
subspace of VT for all V e ; conversely, if T is any linear opera­
tor such that G is an invariant subspace of VT for all V in some 
spanning set for & then T[£] c S, . 
Proof To establish the first statement we let R be any subspace 
of C- such that C- = G^  H C- @ IS. If R = {0} then Ta = 0 for all 
a e G satisfies the required conditions; thus, assume that 8 / {o} and 
let {t^ } be a basis for R . For each i let x^  and be the unique 
elements in G and G^  , respectively, such that t^  = x^  + . Suppose 
that {a^ } is any collection of real numbers such that = 0 , 
then if follows that Z.a.t. = Z.a.z. so that Z.a.t. e G . However, 1 1 1 1 1 1  1 1 1  o  '  
since t. e R it follows that Z.a.t. e R R G H C- so that Z.a.t. = 0 . 
1  1 1 1  O  1 1 1  
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Thus, = 0 implies that = 0 so that [x^ } is an independent 
set of vectors. ïïow let {xî} he such that {x.} U {xl} is a "basis for 
J 1 J 
C ; and let T "be any linear transformation on G subject only to the , 
conditions that Tx. = t. and that Txl = Q . It is clear that such a T 
11 J 
always exists and that T[S] = IB ; thus, we need only establish that £• 
is an invariant sub space of "VT for all V e . For Q e and x = 
Z.a.x. + Z.B.xl e 6 we see that 
1 1 1  J  J  J  
ZQTx = ; 
and since t. is G-best it follows that Z_t. e C . Thus, x e G and 
1 8 1 
G e n  i m p l y  Z g T x  e  G  .  T h e r e f o r e ,  G  i s  a n  i n v a r i a n t  s u b s p a c e  o f  Z ^ T  
for all 0 e Q . Since A[G] C G and B[C] C G imply (oA + PB)[G] c G 
for all real a , 3 , it is clear that G is an invariant subspace of VT 
for all V e if and only if G is an invariant subspace of "VT for all 
V in some spanning set for & . Thus, the first assertion is established 
and in view of the paragraph preceding the theorem the second assertion is 
also true. Hence the proof is complete. 
Corollary 6»7»1 To each G-estimable function there exists an G-
best estimator if and only if there exists a linear operator T such that 
T[G] + Gg = G and such that G is an invariant subspace of VT for all 
V in some spanning set for . 
Proof If such a T exists then Theorems 6.7 and h,2 imply the 
desired result. Conversely, if to each G-estimable function there exists 
an G-best estimator then Theorem 4.2 implies that £ + G^  = G . Thus, by 
Theorem 6.7 with C = f we see there exists T such that T[G] + <£ n G^  
= <£ and such that G is an invariant subspace of VT for all V e . 
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Thus, since G = <£+ G^ = T[6] + £ fl = T[£] + G^  the result is estab­
lished. 
Corollary 6.7.2 Suppose there exists e A such that > 0 
and such that V_ is invertible. Then to each G-estimable function there 
o 
exists an G-best estimator if fjid only if C is an invariant subspace of 
-1 for all V in some spanning set for & . 
Proof V_ > 0 and V invertible imply that V ^ [G] + G = G ; 
o— 0 " 00
-1 thus, using = T in Corollary 6.7.1 sufficiency is established. To 
show necessity let T , from Corollary 6.7.I, be such that T[6] + G^ = G 
and such that VT[G] C £ for all V e J8 . Since V e û it follows that 
o 
T[G] C V^ C^G] , and since dim T[G] = dim G = dim V^ [^G] we see that T[G] 
= V^ [^G] . Therefore, V e A implies that W^ [^G] = VT[G] C £ so that 
the theorem is established. 
In Corollary 6.7.2 if I e then the necessary and sufficient condi­
tion for the existence of G-best estimators for all (x-estiraable functions 
is that G be an invariant sub space of V for all V e A . In a linear 
model y = Xp + e with covariance matrix o^ V and G = [a'y : a e R^ } , 
we note that Kruskal (1968) and Zyskind (1967) both showed that simple 
leasG squares estimators (b.l.u. estimators for the case V = I) are b.l.u. 
estimators if and only if R(X) is an invariant subspace of V . We 
mention this result because the existence question of G-best estimators is 
essentially the same question as asking when are G.-best estimators the 
u 
same for different 0 , which is precisely the question of when are simple 
least squares estimators the same as b.l.u. estimators in the usual linear 
model. Along these same lines Rao (I967) gave a matrix formulation, using 
a linear model and G = [a'y ; a e R"} , of a necessary and sufficient 
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condition for a subspace to "be invariant under a symmetric matrix 7 . Rao 
(1967) did not use the notion of invariance but his assertion in Lemma $a 
is equivalent with that holding under invariance. Rao (1968) does, however, 
comment on the qui valence with invariance in a note where he fully proves 
and obtains interesting expansions of his I967 paper. We note that Zyskind 
(19^ , 1967) also stated, among various conditions, a matrix form similar 
to that given by Rao (I967). We restate Rao's condition in terms of linear 
operators in the following proposition, and note that Zyskind's (I967) 
proof can easily be adapted to the linear operator terminology. 
Proposition 11 Let H,Z be arbitrary linear operators into Q 
such that R(H) = S and R(Z) = . Then a symmetric operator V is 
such that V[£] c £ if and only if V has the following form: 
V = HTH' + ZAZ' + YI ; 
for some F = F', A = A' , and y e R^  . 
For G-best estimation Proposition 11 is quite interesting. For example, 
by noting that to each G-estimable function there exists an G-best estima­
tor is equivalent to the relationship G = £ + G^  , it is clear that the 
following statements are true; (a) If I e then £ + G^  = G if and 
only if V e implies that Y = HITS' + ZAz' + yl for some T = T' , A 
= A' , and y • (b) If there exists e such that exists and 
such that V ^  commutes with all V e A , then X + G = G if and only 
o ' o " 
if V e JS implies that = lïTH' + ZAZ' + yl for some T = T' , A = A', 
and Y • 
A slight derivative of Proposition 11, and our final comment for this 
chapter, is the following: If for 0 e Q the relationship 
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R(w) + n(Zq) n = Zg^ Ee] 
is true, then for 9' e Q the relationship 
R(W) + ïï(Eg,) n G^  = ZgtCG] 
is also true if E_, = HTH' + MAM' + yL for some A = A' , F = F' , and 
V W 
Y and where R(H) = & and R(M) == W(W') . Thus, if R(W) <= , R(W) 
+ Gy = G , and 0' e implies that Xg, = HTH' + ZAZ' + for some 
A = A' , F = F' , and y ; then R(W) c f so that to each G-estimable 
function there exists an G-best estimator. We note that the form HFH' 
+ MAM' + yZ. is a slight generalization of Equation 5.3 in Rao (1968). 
Ill 
VII. CONSIDERATIONS ON BEST QUADRATIC ESTIMATORS 
A. Covariances of Quadratic Forms 
Our interests in this chapter will be primarily with the following 
items; (a) describing various spaces of estimators and the associated 
covariance operators when y is a random variable with sample space "U 
= R^  ; (b) describing some general considerations associated with Gg-
best estimators for each space; and (c) illustrating some of the 
results in Chapter VI with specific examples. We begin by letting (£, 
<, > ) denote the finite-dimensional inner product space of n x n real 
symmetric matrices and (R^ , ( , )*) denote real n-dimensional space with 
the usual inner product. Using these definitions we let Q be the set 
of all elements (a,A) where a e R^  and A e £ . Defining addition and 
scalar multiplication by a(a,A) + (b,B) = (aa + b, oA + B) it is clear 
that G is a vector space. Further, defining [ > ] on G x C by 
(a,A) , (b,B) e C ^  [(a,A),(b,B)] = (a,b)* + < A,B > ; 
it follows that (G, [ , ]) is a finite-dimensional inner product space. 
Thus, we may now consider the spaces , ï , and where 0(y) is de­
fined as y, yy', and (y,yy') respectively. 
For the remainder of this section we shall assume that y is an n-
dimensional random variable with finite fourth moments. Further, we shall 
also employ the following notation and definitions: 
(7.1) a) n = E[y] , 
b) e = y - Ti , 
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G) V = E[ee'] , 
d) = E[ej^ ee ' ] for 1 < k < n , 
e) D^ j= ECe^ e^ ee'] for 1 < i, j ;< n , 
f) = E[ee' ® ee'] , and 
g) A = E[(e ® e)(e @ e)'] ; 
where e^  is the pth component of the vector e and 0 denotes the 
Kronecker product between two matrices. 
With respect to the quantities introduced in 7-1 "we make several im­
mediate observations. The n x n matrices and are symmetric 
and their pq elements are E[e.e e ] and E[e.e.e e ] respectively. 
K p q 1 J p q 
In addition, we note that 
E[e^ ee'] ELe^ egee']... D^ g ... 
= ECege^ ee'] E[e|ee'] .... = Dg^  Dgg 
and so, A^  is the n^  x nP symmetric matrix composed of the n^  matrices 
{D. .3 arranged in the obvious way. We shall denote both the rows and ij 
columns of the n^  x n^  symmetric matrix A by two subscripts; that is, 
A = ^^ ijpq^  where ij represents the row and pq represents the column 
and the ordering within both row and column is to be in a lexicographical 
fashion. From Equation 7^ 1-g it is clear that d. . = E[e.e.e e ] and 
 ^J P Q. 
from Equation 7-l*e it is also clear that denoting the pqth element of 
D. . by d.. will lead to no inconsistency in notation; that is, the iJ ijpq 
n^  elements of row ij of A given by 
(^ ijll'^ ijl2' **' '^ ijln'^ ijSl' '^ ijnn^  ' 
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and the n elements of the matrix D. . given by 
D. 
IJ 
i^jll i^jl2 ••• i^jln 
i^Ô2l *ij22 i^j2n 
i^jnl '^ ijn2 '** i^jnn 
are the same elements for all 1 < i, j < n , except that they are. arranged 
in a different manner. 
Definition 7.1 For A = {a. .] e £ let AA denote the n x n 
'— ij 
matrix B = {b. .} , where ij 
n n 
i^j ~ k=l ' 
and let A^ A be the n x n matrix with element ij given by < >. 
If in Definition 7.1 we consider A to be the vector (^ 2.1'^ 12^  
... , ... ,a^ ) ' and B to be the n^  vector (^ 2J.^ \2' *" ' 
b^ ) ', then AA = B in the usual sense of matrix multiplication. Also, 
since D.. = D.. and since row ij of A is the same as row ji of A 
ij Ji 
it is clear that AA and A^ A are both symmetric; and so, we see that 
A and A^  can be considered, under Definition 7»1> as functions from <£ 
into £ . 
Proposition 12 Considering A and A^  as mappings from £ into 
S, it follows that they are linear and that AA = A^ A for all A e £ . 
Thus, A and A^  represent the same linear operator from <£ into <£ under 
Definition J.l, 
Proof For A e £ the ij element of A^ A is 
Il4 
but from Definition 7.1 this is exactly the element ij of AA since the 
d. ,'s in A and A are the same. Thus, AA = A.A for all A e £ . ijk-c 1 1 
1 If a e R and A,B e £ then from the equation 
< D. ..OA + B > = OK D..,A > + < D. .,B > , 
ij' xy ij' ' 
it is clear that A^ (aA + B) = cxA^ A + A^ B . Thus, A^  is a linear operator 
from £ into £ and since A^ A = AA for all A e £ the proof is 
complete. 
Theorem 7.1 Let a,b G ; A,B e £ ; and 6^  e R^  such that 
the kth component is a one and all other components are zero. Then we 
have the following results: 
(7.2) a) E[a] = (a,Ti)* , 
b) E[âb] = (à, (-Tin' + V)b)* , 
c) E[A] = < A,TTn' + V > , 
n 
d) eLSa] = (a,(Tin' + 2V)An)* + < A,a''nV + , 
e) eCab] = rj'ATTn'BTi + ri'Ari < B,V > + ri'Bri < A,V > + ^ i-ri'AVBTi 
n n 
+ < C^ 'A > + %5^ ATi < VB > + < A,AS > 
= < A,Ti'BTTnr|' + < B,V > Tiri' + TI'BrjV + 2(VBrfn' + "nri'BV) 
+ Ck'B >(5%%' + + AB > , and 
f) Cov[(i7Â),(b;B)] = (b,V(a + 2ATI) + Ji< A,C^ > 5%)* 
+ < B, (Van' + Tia'V) + 
+ ôj^ T]' + 2(vATîn' + Tfn'Av) 
+ AA - < A,V > V > ; 
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where (â%A)(y) = a(y) + Â(y) = a'y + y'Ay . 
Proof We first note that Equation 7.2.f follows from the equations 
preceding it. Thus, since Equations 7.2.a,"b,c are well known results we 
shall only verify Equations 7*2.d and 7.2.e. To establish Equation 7'2.d 
consider the following: 
E[a Â] = E[a''n('n'Ari + Se'Ari + e'Ae)] 
+ ECa'e(ri'ATi + 2e\Aq + e'Ae)] 
= a'-i^ n'ATi + 0 + a'Ti < A,V > + 0 + 2a'VAr| + E[a'ee'Ae] 
= (a^ irn'ATi)* + (a,2VAri)* + < A,a'^ V > 
= (a, (1711'+ 2V)ATI)* + <A,A'riV > 
+ < E[e^ ee'] ,A > ; 
and so Equation 7«2.d follows. To verify Equation 7*2.e consider the 
following ; 
E[A B] = E[r|'An(^ 'Bq + 2e'B^  + e'Be)] 
+ E[2T|'Ae(Ti'BT| + 2e'Dq + e'Be)] + E[e'Ae(^ 'Br| + 2e'B^  + e'Be)] 
= ri'ATïn'BT) + 0 + "n'Ar) < B,V > + 0 + ^ ri'AVBTi + 2EC(Ari)'ee'Be] 
+ "n'Bri < A,B > + 2E[(Br|)'ee'Ae] + E[e'Aee'Be] 
= T)'ATiri'BTi + TI'ATI < B,V > + TI'BTI < A,V > + k^ 'AVB^ i 
+ < C^ ,B > + 2J^ ÔJ^ BTI < G^ fA > + < E[ee'Bee'],A > ; 
and since the element ij of E[ee'Bee'] is 
Il6 
ECe.e'BeeJ = E[e.e. < ee',B > ] = <E[e.e.ee'],B > , 1 1 ^  11 
it is clear that Equation 7.2.e follows. Thus, the proof is complete. 
Note that that the covariance operators associated with ^  , S, , and 
G can now be obtained from Equation For instance, by setting 
a = b = 0 and noting that the quantities in "J.l are dependent upon 0 
the covariance operator associated with <£ can be obtained. 
B. General Considerations 
As stated in Section A in this chapter we concern ourselves with an 
n-dimensional random vector y with underlying sample space % = . 
For most illustration purposes we shall assume that y is specified by a 
straightforward generalization(i.e., to third and fourth moments) of the 
linear model described in Chapter V; initially, however, we shall depart 
slightly from the description given in Chapter V. 
We commence, as usual, by assuming that y is distributed according 
to some unknown probability distribution 7 e •& and that 0 is a param­
eter space through which the moments of the vector y , with respect to 
the elements of the class & , can be characterized. We suppose only that 
Q can be used to characterize up to and including all fourth moments of 
the vector y , which we obviously assume exist. Since we are now con­
sidering a class of probability measures, it is clear that the expressions 
in 7-1 should be dependent upon 0 e Q . Thus, for 0 e Q we let rig 
= E[y|0], e = y - Tjg , and simply attach 0 to the quantities in Equa­
tions 7'1'C through 7'1'g; for example, Vg denotes E[ee' 10] and C^ (0) 
denotes E[e^ ee' |8] for 1 < k < n. Note that even though e is not 
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explicitly denoted as a function of 8 , it is implicit that e is defined 
through 9 e n and hence is really a function of 0 . 
In Section A it was indicated that we would consider the covariance 
operator for each of the spaces £ , and G ; however, without loss 
of generality we shall only consider explicitly ZQ for G . We do, never­
theless, expand slightly on the form of Zg associated with G . To do 
this we first consider the following definition. Unless specifically 
stated otherwise, we shall always let denote the covariance operator 
associated with G . 
Definition 7.2 For 9 e Q let itg and TTg be the functions from 
G into r" and Z respectively, such that (a,A) e G implies that 
(rtg a,A) , T^g(a,A)) = Zg(a,A) . Further, if Zg is invertihle let 
and denote the corresponding functions for that is, (a,A) e G 
implies that (jtQ^ (a,A) , TI^ (^a,A)) = Zg^ (a,A) . 
To see explicitly how the covariance operators for the spaces r" , f, 
and G are related let 9 e Q and note that 
Gov(a + A,B + 5|6) = Cov((a,A) , (b,B)|0) 
= (a,ag(h,B))*+ < A,TTg(b,B) > , 
where a,b e and A,B e Z . Thus, it ir> clear that the covariance 
operator for  ^is and for S, it is ^Q(0,-) . Summarizing, 
we have the following statements: 
(7'3) a) Cov(a,b|8) = (a,^gb)* for all a,b e R^ if and only if 
^GA = 3IG(a,0) for all a e R^ . 
b) COV(Â,B|0) = < A,^QB > for all A,B e JC if and only if 
^QA = TTg(0,A) for all A e £ . 
Prom Statements Y»3»a and b it is clear that we are justified in concentrât 
ing only on the covariance operator Eg . 
Proposition 13 Suppose that j/) is a symmetric linear operator on 
(G , [ , ]) . If 0^ y 02 defined over G by the relationship 
(0^(a,A) f ^^(a^A)) = 0(a,A) for all (a,A) e G , then and are 
linear operators into and X respectively; further, they possess 
the following properties: 
(Y.4) a) (a,0^(b,O))* = (0^(a,O),b)* and 
b) < A,02(O,B) > = < #2(0,4),B > , 
where Expressions f*k.a. and b are true for all a,b e and B,A e £ . 
Proof Let (a,A),(b,B) e C and p e R^. From the following con­
sideration 
(0^[(a,A) + p(b,B)] , 02[(a;A) + p(b,B)]) 
= 0[(a,A) + p(b,B)] = 0(a,A) + P0(b,B) 
= (0l(a,A) + p03_(b,B) , , 
it is clear that and are linear operators from G into R^ and £ 
respectively. To establish Expressions Y'^'a and b we note that 0 = 0' ; 
thus, [0(a,A),(b,B)] = [(a,A),0(a,B)] so that we must have the following: 
(a,03^(b,B))* + < A,02(b,B) > = (0^(a,A),b)* + < > . 
Substituting A = B = 0 and then a = b = 0 into this expression will 
establish Y'^'a and b so that the proof is complete. 
Expressions Y«^«a and Y*^'h will prove quite useful for certain pur­
poses in the remaining sections of this chapter. This will be especially 
evident in succeeding sections when exists so that Proposition 13 
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is applicable with Zg^ = 0 , , and 0^^ = connection with 
3tg^  and it should be pointed out that these quantities, contrary to 
usual usage, do not represent the inverse functions of «g and TTg ; how­
ever, our usage should cause no confusion. 
Theorem 7»2 For 0 e n the covariance operator Eg on G is 
given by the following: 
%Q(a,A) = Vg(a + SArig) + ^ 2. A,&k(8) > 6% , and 
Tr.0(a,A) = [jtQ(a,A)]riJ + 'nQ[jtg(a,A)]' 
+ kSl(Gk'a + 2Ang)*C%X8) + A^ A - < A/Vg > Vg ; 
where (a,A) e G and Z g(a,A) = (jtg(a,A) ,  l T g(a,A)) as defined in 
Definition 7.2. 
Proof With our notational scheme. Definition 7.2, and Equation 
7.2.f, it is clear that the expression for Jtg(a,A) is correct. From 
Equation 7-2.f we also obtain the following expression: 
II.0(a,A) = (Vga„J + T^ a'Vg) + < A,Cj^ (e) > + 6j^ nJ) 
+ 2(VjAT1JTIJ + TlgTl^ AVg) + + 2AT,g)*(^ (e) 
+ > Ye 
. [Vg(a + 24^ 9) + JSi < A,Ck(8) > 6%],^  
+ „g[Vg(a + 2AT,g) + ^ |^ <A,C^ (e)>6^ ]' 
+ Jl(V^  + 2ATlj)»C^ (e) + AgA - < A,Vg > Vg . 
Since the portion in the brackets of the second expression for Trg(a,A) 
is simply Jtg(a,A) , it follows that the expression for TTg(a,A) is also 
correct. 
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Since Theorem 7.2 and Statements 7»3.a and b provide us with the form 
for the covariance operators associated with the spaces , and S , 
we now turn our attention to the structure of G . We only consider the 
structure of 6 for the space of estimators G ; this, analogously to 
the situation with covariance operators, will be sufficient for describing 
C for and S. . To obtain G let (a,A) e G and consider 
E[(M)le] = E[a|8] + E[Â|0] = (a,Tig)* + < + Vg > . 
Thus, it is clear that Hg = (TlgfTlgTlg + Vg) and the form of |ig for 
and f is also clear. Summarizing for the space G we have 
(7.5) a) Ug = (ng/Hgng + Vg) and 
b) e = SP{(TIQ,TigTiJ + Vg) ; 0 e Q] . 
Even though we are now in a position to utilize some of the theorems in 
the preceding chapter, it will be convenient and useful to first consider 
some possible structures for the subspace C . 
Definition 7» 3 With respect to the space C of G we define the 
following subspaces; 
a) = sp[(Tig,0) : 9 e Q} , 
b) = sp{(0,ngr|g + Vg) ; 0 e Q] , 
c) £21= spUOjTigTig') ! 9 e n] , and 
d) 622= sp{(0,Vg) : 0 e fi] , 
where 0 s n implies that Tig = E[y|0] and Vg = Var[y|0] . 
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From Definition 7-3 it is clear that and really describe 
sp{E[j25(y) jg} :0 e Q} for 0(y) equal to y and yy' respectively. Note 
that the following relationships are true: 
e c Ci + 1^ + ^ 21 2^2 • 
We mention these last relationships because when Q is such that the con­
tainment symbols can be reversed, some of the theorems in the last chapter 
have a simpler form. To describe more specifically when some of the 
theorem statements can be simplified, we give in the following some per­
tinent possible structures for S ; 
/ ' 
(7«6) a) C = 6^  + -
b) 2^ ~ ^ 21 2^2 ' 
c) Ggi = sp{(0,xx') : (x,0) e . 
Note that when Condition $.4 is satisfied the general linear model described 
in Chapter V satisfies Conditions 7.6.a, b, and c. Since most common linear 
model situations satisfy conditions 7-6.a, b, and c we designate this in 
the following definition to be the regular case. 
Definition 7-4 For a given linear model situation, the parameter 
space Q is said to be regular if Conditions 7*6.a, b, and c are simultane­
ously satisfied. 
When Condition "J.G.a is true it is clear that (a,A) e £ if and only 
if (a,0) e and (0,A) e • From this observation we adopt the con­
vention when Condition .^6.a. is satisfied of saying that (a,A) e £ if 
and only if a e and A e Gg • Thus, when Condition 7.6.a is true and 
reference is made to (a,A) e £ we shall identify (a,0) with a and 
(0,A) with A . For example, suppose that Condition 7-6.a is true; then 
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using Theorem 6.3 we would say that (a,A) is GL-best for its expecta-y 
tion if and only if itg(a,A) e and ng(a,A) e instead of Z:g(a,A) 
Ç fi . 
Theorem 7«3 Let 9 e Q and suppose that Q is regular. Then 
(a,A) is Gg-hest for its expectation if and only if the conditions 
(7.7) a) RgfajA) e and 
b) + 2AT|Q)*Cj^ (e) + AgA e gg 
are satisfied. 
Proof Since Condition 7-6.a is true it is clear from Theorem 6.3 
that (a,A) is Gg-best if and only if jtg(a,A) e and TTg(a,A) e fig • 
Further, 0 is regular and so Vg e fig ; thus, lTg(a,A) e fig if and only 
if the following condition is satisfied; 
Trg(a,A) + < A,Vg > Vg G fig . 
Now if itg(a,A) e fi^  then Proposition 5 and the regularity of Q in^ ly 
that [jtg(a,A)]Tig + TigCitgCa^ A)]' e fig ; and so, when Jtg(a,A) e fi^  it 
follows that ÏÏg(a,A) e fig if and only if 
•lTg(a,A) + [jtg(a,A)]n^  + 'ngCjtQ(a, A ) ] '  +  <  A , V g  > e fig . 
Hence, from Theorem 7.2 it now follows that 3tg(a,A) e fi^  and 'îTg(a,A) 
0 fig if and only if Conditions 7»7*a and b hold. Thus, the proof is 
complete. 
Corollary 7.3.1 If 9 e Q , Q is regular, and C^(8) = 0 for 
1 < k < n then the following conditions 
(7.8) a) Vg(a + 2ATig) s and 
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b) AgA e Gg 
are both necessary and sufficient in order that (a,A) be Gg-best for its 
expectation. 
With respect to the space i (Zyskind's (1967) result essentially 
covers R^ ) , we note for completeness that we have all the pertinent in­
formation to apply Theorem 6.3. That is, for 0 e we get from State­
ment 7.3«b and Theorem 6.3 that a necessary and sufficient condition for 
Â to be fg-best for its expectation is that ÏÏg(0,A) e . 
Associated with our results thus far are several interesting questions. 
One that is mildly interesting and one for which a sufficient condition is 
easily obtained is the following: When is an Rg-best estimator also Gg-
"~ir best? To consider this question suppose that 0 e Q and that a is Rg-
best for its expectation; i.e., Vga e . Thus, a will be Gg-best if 
and only if Eg(a,0) e G so that we must have the following: 
(V,e,VgaT,J f ngS'Vg + ® ' 
I^ ence, if 0 is regular then we only need Vga e 6^  and Z^^ (ô^ ,a)*C^ (0) 
e Gg ; thus, if 0 is regular and C^ ( 0) = 0 for 1 < k < n then a is 
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G_-best if and only if it is R -best. Although there are other equally 
interesting questions along these same lines we now turn to slightly dif­
ferent considerations. 
To complete this section we consider an alternative way of expressing 
Conditions 7.7. a and b and Conditions 7.8. a and b. Suppose that 0 is 
regular and that X is an n x p matrix such that R(X) = ; then 
from the regularity of Q and from Proposition 5 it is clear that Ggi 
= {X/\X' : A = A'} . Further, let {V^ } be such that sp{V^ } = . 
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Then we have the following; 
a) = R(X) and 
b) Gg = {XAX'3 + sp{v^ 3 . 
Thus, a necessary and sufficient condition for (a,A) to be Gg-best is the 
existence of p , A , and {a^ } such that the following conditions hold: 
(7«9) a) jtg(a,A) = Xp and 
b) Ji( + 2ATiQ)*Gj^(e) + AgA = XAX' + Z.a.V. . 
Further, if C^ (8) = 0 for k = 1,2, ... ,n , then Conditions 7.9.a and b 
reduce to the following: 
(7.10) a) Vg(a + SATIQ) = Xp and 
b) A.A = XAX' + Z.a.V. . 
' 6  1 1 1  
We conclude by mentioning that necessary and sufficient conditions for G-
best estimators can be obtained immediately by considering certain collec­
tions {pg} , {AQ3 , and {c!^ (0)} . For example, suppose that 0 is regu­
lar and that C^ (8) = 0 for 1 < k < n ; then (a,A) is G-best for its 
expectation if and only if there exist collections {pg} , {Ag} , and 
{a^ (0)3 such that the following conditions 
a) Vg(a + 2ATig) = Xpg and 
b) AgA = XAgX' + Z.a.(0)v. 
are satisfied for all 6 e . Note that similar modifications can easily 
be made to the situation in Conditions 7.9.a and b. 
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C. The Case of the Fixed Linear Model 
In this section we shall be primrily concerned with the usual fixed 
linear model, sometimes referred to as the linear model of Gauss. Thus, we 
assume the random vector y to be specified in the form of a linear model 
y - Xp + e and that the components of the vector e are independent and 
identically distributed. To put the model into correspondence with the 
notation we have been using, we shall assume that a parameter space Q 
is given either explicitly or implicitly such that 0 s Q is of the form 
(P,0^ ,8^ ,8^ ) and where rig = Xp (X is n x p and known) and 8^  , 
8|^  represent the second, third, and fourth moments respectively of the 
ith conçionent of the vector e . Thus, in addition to rig = Xp for 6 
= (p,0^ ,82,8^ ) we have the following; 
(7.11) a) Vg = 0^ 1 , 
b) Cj^ (8) = , and 
c) DLj(8) = 9)^ 0^ 6^  + for i = j 
= + ôjôp for i / j ; 
where 6^  is the ith unit vector in . Expressions y.ll.a, b, and c 
are either well known results or easily established and so we omit verifi­
cation. Note that through 0 it is possible, and frequently the case, 
that some or all of the parameters P , 0^  , 8^  , 0j^  are functionally de­
pendent. For our purposes, however, we shall make certain assunçticns 
about the structure of 0 . 
From Expressions through c we can now determine AgA and 
thus Eg . First, however, define = 6^ 61 for i = 1,2, ... ,n and 
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for A e £ let denote the n x n matrix with diagonal elements the 
same as A and off diagonal elements zero; that is, for A e £ 
4 - âi< Ci'A > "i ' • 
Wow suppose that 0 e Q , then from Proposition 12 it follows for A e £ 
that the element ij of AgA is given by 
< A,D..(8) > = 0. < A,C. > + o-^ {tr(A) - < A,C. > } for i = j 
<j^  < A,6^ 6^  + 0j6^  > 1 / Ô • 
Thus for 8 G a , a e , and A e <£ it is clear from the above and 
Theorem 7.2 that we have the following expressions: 
(7.12) a) AQA = 2A'A + (r\r(A)L + (O,,- 3A ' )A^ . , 
b) itgCa^ A) = o^ (a + 2AX|3) + 6^  < A,C^ > 6^  , 
c) TTg(a,A) = [rtQ(a,A)]p'X' + Xp[aQ(a,A)]' + 2o-\ 
+ IGITGGFGI'A + 2AKP)* + (8^  -3O^ ) < A,C^ >}C. , and 
d) 7(^ (0,A) = 2O2(AXPP'X' + XPP'X'A) + 8g J^ < A,C^ > (Ô^ P'X' 
+ Xp6p 
+ J^ [202(5^ ,AXp)* + (0j^ - 3(T^ ) <A,C^ >3C^  + 2a\ . 
Note that TTg(o,A), the covariance operator for f , has been expressed 
completely in Expression 7«12.d. Since we shall sometimes be concerned 
with the space X , we let denote the covariance operator on £ ; 
that is, I^gA = ng(o,A) for all A e £ . 
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Althovigh V8 only use for a specific case, we shall obtain 
under the general assumptions of this section. Thus, let (b,B) e S, and 
0 = (p,o^ ,02#9i^ ) GO, then we must solve 
, TT"1(TD,B)) = (b,B) 
for the unknowns jt~^ (b,B) and ÏÏ^ (b,B) . To simplify the notation some-y V 
what we let T] = Xp , a = jtg^ (b,B) , and A = TTg^ (b,B) ; then we must 
solve simultaneously the equations 
n 
o^ (a + 2An) + 0^  .2 < A,C. > 6. = b 
" j 1=X '1 1 and 
L n k 
nb' + bn' + 2a A +  i & l +  2 A n ) *  +  ( 8 4 -  3 ?  )  <  A , C . > }  =  B  .  
g 
Assuming 0^  / 0 and Y(9) = # - 8^  / 0 , it follows that we must 
have 
n 
a = (l/o^ )b - (0ya^ )^ Z^ < A,C> 0^  - 2Ati and 
L  ^ n 
2a A + 3cr - 8^ )/o^  A,C^ > 
= B - (Tib' + bn') - (63/0^ ) Ji (6.,b)*C. . 
Working with the second expression we obtain 
2a^ (A - Aj) + y{B)/<^ A^  = (B - B^ ) 
- C(bTi' + Tjb') - (bT)' + rjb')^ ] 
+ Bj - (bTi' + Tjb') - (83/' 
Wow equate on each side the matrices with zero diagonal and likewise those 
which are diagonal. Upon solving for (A - A^ ) and A^  we obtain the 
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following; 
(7.13) a) atg^ (b,B) = (l/o^ )b - 2[Trg^ (b,B)]Xp 
- (e3/°^ )iii< Tïg^ (t,B),C. > 6. and 
b) Tr"^ (b,B) = O^ /Y(9)[BJ- (bp'X' + Xpb')i- (03/0^ )J3_(ô^ ,b)^ .] 
+ (l/2a^ ){(B - Bj) - [(bp'X' + Xpb') 
- (bp'X' + Xpb')j]} , 
where we have substituted back a:g^ (a,B) , ÏÏ^ (b,B) , and Xp for a. A, and 
r| respectively. 
As an illustration of how one might use and Corollary 6.6.2 
consider the following situation: Suppose it is known that E[y|8] = Xp 
= 0 for all 9 e Q and that we wish to estimate 0^  which we assume to 
be unknown. For (a,A) e G and 8 G 0 it follows that 
E[(^ )|0] = o^ < A,I > = C(a,A) , (0,0^ 1)] ; 
and so, lig = o^ (0,l) and 6 = sp{(o,l)} . Wow define H from into 
G by Ha = a(0,l) and let = 0^  for all 0 e , then it is clear 
that we have a (ig = o^ (0,l) = Ho^  = representation. For fixed 
0 = (0,0^ ,83, e n and W = it follows that Conditions 6.17.a 
and b are satisfied. Thus, from Corollary 6.6.3 the Gg-best estimator 
for 0^  is 0^  , where o^ (y) is defined by the following equations: 
H'Zg^ S2(y) = H'Zg^ jiCy) . 
Since exists we must have the following expressions: 
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(7.14) a) ô^ (y) = (H'ZQ^ H)'^ H'Zg^ 0(y) and 
b) VarCÔ^ le] = . 
Note that 7'l4'b follows from Expression 6.19 with B = (H'Zg^ H) 
and 9' = 6 . We may now state the following theorem. 
Theorem 7»4 If [y^  ^ is a sequence of independent and identi­
cally distributed random variables with zero expectation, unknown variance 
0^  > 0 , and finite fourth moments, then for 6 = (0,o^ ,8g, e Q it 
follows that 
(7.15) a) ô|(y) = (l/n)[^ Z^ y| - and 
b) Var[ô|(y)j0] = y{B)/n.^ = (l/n)[8^ - cr^  - 8^ 0^ ] , 
where  ^is the Gg-best estimator for 0^  . 
Proof From the definition of H it is clear for a e that we 
must have Qtr(A) = [(a,A),Ha] = [H'(a,A)]a ; thus, H'(a,A) = tr(A) . 
Let 0 e Q , then from Expressions 7'13.a and b we obtain the following; 
= H'2g^ (0,l) 
= H'(jtQ^(0,l),Tr~^(o,l)) 
= tr[Tfg^ (0,I)] = na^ /"Y(9) and 
H'£g^ Jïi(y) = H'(jtg^ {y,yy'),ïïg^ (y,yy')) = tr[TTg^ (y,yy')] 
= tr[o^ /Y(e)î(yy')j-
+ (l/2or'''){(yy'- (yy')^ .}] 
= Y'^ (6)<^ ty'y - . 
Substituting these expressions for and H'Zg^ 0(y) into Expressions 
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Y.l'i . a and b the proof of the theorem is easily completed. 
Corollary 7.4.1 Assime the same situation as in Theorem 7.4 and 
define  ^and 0^  by the following; 
^(y) = (l/n) and 
ô|(y) = (l/n)[4yf - k . 
Let G e Q , then if either of the following conditions are satisfied: 
a) 8g > 0 and 0 < k< 28or 
b) 8g < 0 and 28^ /< k< 0 ; 
it follows that Var[ô^ |6] <VarCô^ |0] . 
Proof Expand Var[ô^ |9] and Var[ô^ |9] and solve for k such 
that Var [ô^ (8] - Var[^ | 8] < 0 for 8^  > 0 and 8^  < 0 respectively. 
Associated with Theorem 7»4 are two observations which we would like 
to make; (a) From Expression 7*15«a it is clear that there exists an G-
best estimator for if and only if is a constant for all 
8 e Q , (b) From Expression 7«15«b it follows that 
Inf Var[(a,A)l9] = y{Q)/nc^  ; 
(a,A)GGp2 
that is, y(Q)/na^ is a lower bound for the variance of any unbiased G 
estimator for . 
Corollary 7*4.1 can sometimes be used advantageously if something is 
known about the structure of Q . For example, suppose it is known that 
for each 8 e 0 the value of is greater than some known positive 
constant a . Then the estimator = (l/n)[y'y - have 
uniformly smaller variance over the parameter space 0 than the usual 
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estimator (l/n)y'y . Thus, in this case one could improve upon the usual 
estimator even though an G-best estimator probably would not exist. 
Returning to the general linear model y = + e with parameter space 
Q we see that 6^  = ap{(Xp,0) : 0 = ®l).) ® • For convenience 
in the remainder of this section we shall assume that X is chosen such 
that = [(x,0) : xeR(X)3 ; that is, sp{xp ; 0 e Q} = R(X) . We 
shall also assume that Q is regular. Thus, for our linear model y = Xp 
+ e with parameter space Q we are now assuming that 
a) 6^  = R(X) and 
b) Gg = sp{XAX' ; A = A'} + sp{l3 . 
Note that we identify (o,A) with A , (a,0) with a , and that the form 
{XAX' : A = A'} comes from the regularity of Q and Proposition 5» Under 
the assumption of regularity and that = R(X) , we now restate Conditions 
7.9.a and b in the form of a theorem. Further, note that all the statements 
and conditions at the end of the previous section are applicable. 
Theorem 7.5 Let 9 e Q then (a,A) is Gg-best for its expecta­
tion if and only if 
n 
a + 2AXp = (l/(f )[Xp - 8_ A,C^  > 0^ , ] and 
2o-\ + •Y(0)/O^ Aj = XAX' + 01 - (0yo^ )^ |^ (ô^ ,Xp)*C^  
for some p , A , and a . y(6) = - 3cr^  - 0^  and we assume cr^ > 0 . 
Proof Using Conditions 7.9.a and b and the following two observa­
tions the proof is easily established; (a) the expression cr\r(A)l in 
AgA is a member of 6^  and thus can be eliminated from consideration in 
Condition 7'9-h; and (b) substitute the expression for a + 2AXp into 
the equation in Condition rearrange, and collect terms. 
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Corollary 7.5-1 Let 0 e Q and let P = X(X'X)^ ' where (X'X)* 
is any conditional inverse for X 'X . For N = I - P it follows that 
(0,N) is Gg-hest for < K,I > if and only if 
n 
9 2 U, > 6^  = Xp and 
- 3a-^ )Pj = XAX' + al 
for some p , A , and a . 
Proof Since KX = 0 and since W = I - X(X'X)#X' it is clear 
from Theorem 7.5 that (0,N) is Gg-best if and only if there exists p , A , 
and a such that 
n 
83 < W,C^  > 0^  = Xp and 
n 
V(0)/O2NJ = XAX- + al - (83/0^ ) ^ E^ (Xp,Ô^ )*C. . 
Now substituting 83 for Xp in the expression (Xp,6^ )* 
the second condition becomes 
(01^  - 3a-^ )(l - P)j = XAX' + CO. ; 
and thus the statement of Corollary 7»5-1 follows immediately. 
The estimator K used in Corollary 7.5-1 is the usual estimator for 
< under the assumptions of this section. We may note from 
Corollary 7'5'1 that there are several obvious conditions when (0,N) is 
G-best for < N,I > ; for example, any of the following conditions; 
(7.16) a) 03 = 0 and 0j^  - 3a"^  = 0 for all 0 e Q ; 
b) 83 = 0 for all 0 e Q and < IJ,Cj^  > is constant for each i; 
c) 0]^  - = 0 for all 9 e Q and the vector (< N,C^ > , ... , 
<N,Cn>)' is a member of R(X) ; and 
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d) < > is constant for each i and the vector 
(1,1, ... ,1)' is an element of R(X) ; 
are sufficient for W to be G-best for < N,I > . 
Basu (1952) gives Condition 7.l6.a as a sufficient condition for N 
to be G-best. Various other parts of the conditions in 7.I6 have been 
noted by Hsu (1938) and Rao (1952) in determining minimum variance unbiased 
estimators for CT® in certain subsets of £ . Both Hsu and Rao concerned 
themselves with estimators of the form y'Ay where A e £ with Hsu im­
posing the condition that Var[y'Ay] be independent of p and Rao in­
sisting that A > 0 . Hsu and Rao showed, among other things, that under 
their respective assumptions W was best (minimum variance unbiased in 
_ Ij. 
the assumed subset of Z) if 3o" - 9^  = 0 or if <N,C^  > was a constant 
for each i . 
Hsu, in addition to the item mentioned in the previous paragraph, gave 
a detailed treatment for the estimation of 0^  when the class of quadratic 
estimators under consideration was required to have variance independent of 
the parameter p . He showed that forcing Var[y*Aylfl] to be independent 
of p for all Sen was equivalent to saying that AX = 0 . By con­
sidering only the class ^={Â:Ae£,AX = o}, it can easily be estab­
lished for 6 e and using the trace inner product that the following 
results for  ^are true; 
(7.17) a) HQ = , 
b) £ = sp{ll} , and 
c) #QA = (8^ - 3or^ )N[J^  < A, c .  > C^ ]N + 2o-\ , 
where represents the covariance operator associated with the space . 
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Although we shall not pursue the space 11 any further in this section, we 
do note that from the expressions in 7*17 one can easily establish (and in 
some cases obtain a different characterization) Hsu's results by using the 
theory we have already developed. 
We conclude this section by mentioning the following items: (a) 
Similar statements and results to those we ha^ re obtained for the space G 
can easily be obtained for the space S, and for the space 9) . (b) 
Many of the results, in this section could be expanded upon; for example, 
explicit solutions for A and a in Theorem 7*5 could be obtained, 
(c) Using the [ig = H§g representation given in Chapter V, equations via 
the results in Section D of Chapter VI could be explicitly described. 
D. The Mixed Linear Model Under Normality 
Perhaps the problem most commonly treated in the literature using 
quadratic estimators and a linear model y - Xp + e is when the vector e 
is normally distributed. It is this situation which we treat in the pres­
ent section. Before proceeding to describe fully our model, or to im­
pose certain regularity conditions, we first consider the structure of Eg 
assuming for 8 e 0 that y is distributed normally with expectation T|g 
and variance covariance matrix Vg ; that is, 0 e implies y ~W(Tig,Vg). 
Let (VQ). . denote element ij of VQ and let (V.). denote column 
W ci H X 
i of Vg . If y ~ W(Tig,Vg) and e = y - rig , then the following expres­
sions for C^ (0) and D^ (^0) are easily established; 
C^ (0) - 0 for i < k < n and 
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= (V8)ijV8+ 1 j ^  * ; 
and so, < DLj(8),A > = (Vg)^  ^< A,Vg >+ 2(Vg)^ A(Vg)j . Thus, for 0 e Q 
so that y ~ WCTIQ V^Q) and e = y - r|g ~ N(0,VQ) , we have the following 
expressions ; 
(7.18) a) AgA = < A,Vg > Vg + 2VgAVg , 
b) Jtg(a,A) = Vg(a + 2ATlg) ; 
c) •n'g(a,A) = [jtg(a,A)]T]J + TlgUg(a,A)]'+ 2VgAVg , and 
a) TTgtOfA) = 2(Vakn^ i; + nenGfVg) + 2VgAVg ; 
where a e and A e <£ . Similar to previous sections we let g^ denote 
the covariance operator associated with <£ . In addition to the spaces •£ 
and G we shall consider another space of estimators described in the 
following definition. 
Definition 7» 5 For the remainder of this section the symbol 7? 
will denote the linear sub space of Z defined in the following fashion: 
V. = sp{A ; A e <£ , 9 e Q Arig = o] • 
Further, let Fg denote the covariance operator associated with the space 
fl . 
The space 71 was introduced in the last section where we noted that 
 ^was the set of estimators to which Hsu (1938) confined his attention. 
In addition, Henderson's (1953) type III estimators for variance conçonents 
are also elements of 71 . Thus, it seems reasonable to at least include 
some results pertaining to  ^along with those associated with f and 6. 
To make the space 71 more tractable we consider the following proposition. 
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Proposition l4 Let C be any matrix such that W(C') = spCrig : 
0 e Q] and let N = C(C'C)*C'. Then the subspace 71 of Z can be 
characterized as follows; 
n = [A : A el , R(A) c R(C)} ; 
and the function TT from S. into Z defined by TTA = NM for all A E £ 
is the projection on V. along 7^  . 
Proof First note that A e Z and R(A) c R(C) is equivalent to 
A e £ and N(C') C K(A) ; then consider the following: 
A e 71 ^  A e Z and splrig : 0 e Q} c N(A) 
eZ and ÏÏ(C')CN(A). 
Hence by noting from Proposition 5 that {a : A e £ , R(A) c R(C)} is a 
vector space the first result follows. To establish the assertion concern­
ing TT consider the following: 
A,B e Z < A,WBN > = < KBN,A > and 
Tl^ A = ]fA]f = MN = TTA ; 
thus, it is clear that TT is an orthogonal projection operator. Now since 
R(N) = R(C) we see that KAK e 71 for all A so that R(TT) c 7i and since 
A e 71 implies that NAN = A it is clear that 7^  = R(TT) . Therefore, it 
follows that TT is the projection on 7l along 7^ . 
Since, in the remainder of this section, we shall use the projection 
operator on 71 along 7^  it is be convenient to use TT to denote this 
operator and to let W denote the same element of 71 as it did in 
Proposition l4. Using the projection TT and Expression 6.2^ .b it is 
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clear for A c 71 that 
TgA = TlXgTTA = N(^gA)N . 
Expanding out the quantity N(^QA)IÎ we obtain the following: 
(7.19) TQA = 2NVQNANVQN = 2MVQAVgW , 
where it is assumed that A e 71 . Now that we have the form of Eg , , 
and FQ we consider the structure of their respective inverses in the 
following theorem. 
Theorem "J.6 Let 0 e Q . Assuming that y ~ snd that 
Vg^ exists we have for a G and A e £ the following results : 
(7.20) a) it~^(a,A) = V'^a - VQ^[A - (aTiJ + Tiga' )]Vg^Tig , 
b) Trg^ (a,A) = (2^ )VQ^ [A - (ari- + Tiga')]Vg^  , 
c) f^ A = (l/k^k2)VQ^[%A + 2fg(A)TiQTiJ 
-k2(AV-\r,' f ngnJVQlA)]VQ\ and 
d) FQ^CNAN) = (l/2)(NVgK)"^mK(NVgN)"^ = (l/2)(llVgW)'^A(KVgW)'^ ; 
where fg(A) = T|^Vg^AVg\g,k^ = 1 + k, kg = 1 + 2k, and k = TigVg^g . 
Proof It is relatively easy to establish Expressions 7.20.a and b 
by showing 2Q(rtg^(a,A),TTg^(a,A)) = (a,A) for (a,A) e G and even easier 
to show that Expression 7.20.d is correct by showing A e iirçlies that 
rgFg^A = A . Thus, we only concentrate on Expression 7,20.c. To estab­
lish that we have the correct form for J^g^A we let B = ^g^A and solve 
for B in the following expression: 
2(VgBr,g7Tj + TljtlJBVg) + 2VgOTg - A . 
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First solve for VgBr^  . Multiply on the right by VQ T^IQ and collect 
terms, then the expression reduces to 
After correcting the expression V'AU to VA'^  in Problem 2.8 on page 
29 of Rao (1965), it follows that 
(k^ I + - CL/k2)T1gTijY~^ } . 
Now solve for VQBTIQ and substitute the solution back into the original 
equation. Since the only remaining expression involving B is VgBVg , a 
solution for B can easily be obtained. After solving for B and noting 
that T^ A^ = B, one gets Expression 7.20.c ; thus, the proof is complete. 
To put our results into a more familiar format in the remainder of 
this section we shall describe the vector y in terms of a linear model in 
the same way we did in Chapter V. Thus, we assume that 0 e fi is of the 
form (p/v = (v^ , ... ,') and that the expectation and variance of y 
for 0 = (p,v) are as follows: 
a) E[y|G] = Xp 
h) Var[y|0 ] = V^ =.|^ v.V. ; 
where X is a known n x p matrix and each is also a known n x n 
symmetric matrix such that > 0 . As in Chapter V we shall usually 
describe a problem or situation as a linear model y = Xp + e with para­
meter space Q . We note that 0 my be given either implicitly or expli­
citly and that the vector e is really dependent upon Q ; that is, for 
8 = (P/v) e O e is defined by the equation e = y - Xp . 
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For most of the work in this section it will be assumed that Condition 
5.^  is true. Note that when Condition ^ .4 is satisfied it follows that 
the parameter space is regular. Before imposing Condition 5.4, however, 
we shall work fully an example. This example, even though it is quite 
artificial, will nevertheless exemplify that many of our previous results 
can be used without the regularity assumption. In addition, as will be 
pointed out later, the example will produce several interesting observations. 
Suppose that y~ïï(pi,p^ l) where 1 = (1,1, ... ,1)' and g is 
some real number; that is, we are assuming a linear model y = pi + e 
with parameter space Q = : P e R^ } . For convenience we shall 
identify 0 = e fi with p e . Thus, for (a,A) s C and p e R^  
we have the following: 
E[(â7Â)|p] = (a,pi)* < A,p2(l + J) > , 
where J = ]2' . Therefore, it is clear that = p(l,0) + P^ (0,I + J) 
so that C = sp{(l,0) , (0,1 + J) } . Further, by defining = (l,0) 
and Hôg = (0,I + j) and extending linearly it is clear for = (p,p^ )* 
that we have a |i- = representation. 
p p 
For p = 0 any (a,A) is G^ -best and so we concentrate on the situa­
tion when p / 0 . We begin by listing several relationships which can 
easily be established using Expressions Y.lS.b and c . These relation­
ships are; 
a) np^ (l,0) = (1 + 2n)/p^ l , 
h) TTp^ (l,0) = -(l/p^ )J ; 
c) + J) = -(n+l)/p\ , 
l4o 
a) Tr-\o,i + J) = (2p^)-^(i + J) , 
e) Jtg^ (y,yy') = (l/p^ )[(l - t/p + n)y + tl] , 
f) Tr"^(y,yy') = (i/2p^)yy' - (i/2p^)[yi' + ly'] , 
n 
where t = y'l = Z^^ y\ . From these expressions and noting that H'(a,A) 
= ((l,a)* , < I + J,A > )', it is straightforward to set up the equations 
= H'Ep^ 0(y) associated with Corollary 6.6.3. The form of these 
equations is 
n(2fl + 1) -n(n + 1) 
#
 1 
(l/p2)[(2n + l)t - t^ /p] 
-n(n + ll n(n + 3) A 
?2 (l/2p2)[y'y + t^ 3 -  ^ t 
P 
_1 
To solve this set of equations we find the inverse of H'Z H so that in 
A A A A A 
addition to Ç we will get Var(^ }^p) , VarfSgjp) , and Cov(§^ ,Çgjp) ; 
i.e., see Equation 6.19. The solution and the inverse matrix are given 
respectively in the next theorem and corollary. 
Theorem 7.7 If y for some 3 e then any (a,A) 
is Gp-best when p = 0 ; for p* ^  0 and y = t/n , the functions 
a) §^ (y) = y + [p'%(3n + l)]'^ y'[(n + l)l - 2j] y and 
b) yy) = y'[(3n + 1)"^ (^  I - (l/n)J)] y 
A 
are G^ -best for p and respectively. In fact since inde-
^ A 
pendent of p* it follows that is ù-best for p^  . 
Corollary 7«7»1 Assuming the same initial assunçtions as in 
Theorem 7.7 it follows that 
Ihl 
A 
?1 
P = 
A 
_?2 
(3^ (n + 3) 23^ (n + l) 
k ( 3 n +  l )  n b n +  1 )  
Var p = 
+ 1) 2&\2n + 1) 
n(3n + 1) n(3n + 1) _ ' 
A A 
where p is assumed to be non-zero and are the estimators of 
Theorem 7«7 with P substituted for p* . 
- Corollary 7»7»2 If y ~N(pi,p^l) for some p e , then the 
variance of the estimator C*(y) = y + c[n(3n + l)] ^y'[(n + l)l - 2j]y is 
given by the following: 
Var[§*|p] = (f/n)[l + (cP - l)® - %-r^] , 
where c can be chosen as any fixed real number. 
Besides illustrating a general approach to finding Gg-best estimators 
and hence G-best estimators if they exist, there are at least two additional 
observations from the preceding example which seem worth mentioning. First, 
note that the regularity of 0 in our statement in Section B (a e is 
R^-best implies that (a,o) is Gg-best provided that C^(8) = 0 for each 
k and provided that 0 is regular) cannot in general be omitted. This 
follows from the last example since C^(p) = 0 for all k but y , which 
is R^-best for p , is not G-best for p as can be seen from Theorem 7*7* 
A 
Secondly, the estimator Ç* in Corollary 7*7-2 is slightly interesting 
A 
from the following view point: If c in Ç* is chosen to be zero then 
§* = y the usual estimator for p ; however, suppose that K j|t 0 and 
A 
that c in 5* is chosen as I/K , then we have the following results: 
K < 0 and 2K < p < 0 Var[t*|p] < Var[y|p] 
Ik2 
K > 0 and 0 < p < 2K =» Var[t*|p] < VarCyjp] . 
To see that these results are correct consider Corollary 7.7.2 from which 
it follows that (p/K - 1)^  <1 is the necessary and sufficient condition 
for to have variance less than Var[y|p] . Thus, if y ~ïï(pl,p^ l) 
where p is such that 0 < p < 2K (or 2K < p < O) for some finite K ^  0; 
then the estimator y can be improved upon uniformly over this restricted 
parameter space by using Corollary 7*7»2. As one additional point of in­
terest, Corollary 7»Y»! provides lower bounds for the variance of G un­
biased estimators for both p and p^  . 
In the remainder of this section we shall assume that Condition 5-^  is 
true. Thus, the parameter space is regular and we have the following 
characterizations for and ^22' 
a) 6^  = sp{xp ; (p,v) e Q} = R(X) and 
b) egg= sp{v^  = Z:^ v^ V^ ;(p,v) e q} = sp{v^  : 1 < i < m} . 
Note that 6^  = R(X) and the regularity of Q imply (from Proposition 5) 
that = {XAX' : A = A'} . We shall use this fact without any further 
reference or mention to its justification. We might also note that the 
IJ.Q = representation developed in Chapter V for quadratic estimation 
can be used directly with the covariance operator . That is, assume 
,-l A 
that fg exists and that Ç is such that 
H'^ gV«(y) = H'^ g^ (yy') ; 
then it follows from Corollary 6.6.3 that X e R(H' ) implies that < \,Ç >* 
is fg-best for < X,§g, > * , where < , > * is the inner product asso­
ciated with the domain of the operator H . 
1^3 
We first consider the form that Theorem 6.3 takes with respect to the 
spaces G, , Z , and 7l . Let a e , A £ , and 0 = (p,v) e Q ; then 
from Theorem 6.3 and the expressions for Eg , , and FQ the following 
statements can easily be established; 
(7.21) a) (a,A) is Qg- best for its expectation if and only if 
V^ (a + 2AXp) e R(X) and V^ AV^  G 8^  . 
b) Â is fg-best for its expectation if and only if 
V^ AXpp'X' + Xpp'X'AV + V AV^  e Gg . 
c) NAN is ^ g-best for its expectation if and only if 
N esp{HV^ N : 1 < i < m] . 
Bote that Gg = CXAX' : A = A'} + sp[V^ } and so B e Sg if and only if 
there exists A = A' and [ox] such that B = XAX' + • 
Since our primary concern is with parametric functions of the form 
i^^ i^ i ' nov consider finding an explicit expression for an G^ -best 
estimator with expectation involving only the parameters ... 
For this purpose we let 6 = (p ; ... , ' ) be a fixed element in 
-1 -1 Q . We shall also assume that exists, and hence Zg also exists. 
If (ag,Ag) is Gg-best for its expectation, then it follows from the 
regularity of 0 and Expressions 7-20.a and b that a^  and Ag must be 
expressible as 
(7.22) a) ag = ,(g^(Xp,XAX' + 
= y '^ X p  - V^ I^XAX' + (Xpp'X' + Xpp'X')}v^  ^; 
r-1/ b) Ag = Tl^ '^ (Xp,XM' + %V.) 
= (l/2)V^ [^XAX' + - (Xpp'X' + Xpp'X')}V, 
ihh 
for some p , A = A' , and {a^ } . If the expectation of (ag,Ag) with 
respect to an arbitrary 9* = e Q is to be only a function of v*, 
then from the regularity of 0 and the fact that R(X) = 6^  it follows 
that both X'ag and X'AgX must equal zero. Imposing the condition 
X'AQX = 0 we get the following: 
(X'V"^ )A(X'V~^ ) = X'V"^ {-Z.a.V. + (Xpp'X' + Xpp'X')]v"^  . \  V  V  V  1 1 1  ^  '  V  
From Lemma 10 in Rao (I966) it follows that a solution for A is given by 
pre and post multiplication of the right side of the last equation by any 
conditional inverse of (X'V^ )^ . Doing this and then pre and post multi­
plying both sides of the solution by X and X' respectively we obtain 
(7.23) XAX' = + (Xpp'X' + Xpp'X'))P^  
= + (Xpp'X' + XPP'X') , 
where is the unique matrix which is the projection on R(V^ )^ along 
W(X') . That is, = V^ (^X'' . We summarize our results thus far 
in the following theorem. 
Theorem 7.8 Let 9 = (p,v) be a fixed element in Q • Under the 
, -1 
assumptions of normality. Condition 5-4, and the existence of , it 
follows that (ag,Ag) is Gg-best for some parametric function of the form 
Z.A.v* (we use v* to denote the parametric function instead of v. which 1 1 1  1  1  
is fixed) if and only if 
*8 = -ZAoKP 
for some [a^ ] c , where P^  is the projection on R(V^ )^ along N(X'). 
Proof Assuming that (a^ A^g) is Gp-best for some parametric func­
tion of the form > the expression for AQ follows immediately 
upon substitution of Expression 7-23 into Expression 7«22.b. The expres­
sion for ag follows by noting that the substitution of 7*23 into 7-22.a 
gives 
ag = V"4p - 2AgXp ; 
and since X'a^  must equal zero the expression for a^  becomes -2AgXp . 
That (a_,An) as defined leads to an G^ -best estimator follows from y w y 
statement 7*21.a and it is clear that E[(ag,AQ)| (p*,v*)] involves only 
V* . Thus, the proof is complete. 
Corollary 7»8'1 Let the function (ag,Ag) be defined as in 
Theorem 7"8, then for 0* = (p*,v*) e Q we have 
Var[(I^ )|8*] = 4(p - - M + 2tr(AgV^ ApV^ ); 
and when 0 = 6* the value of 2tr(AgVgAgVg) is a lower bound at 9 for 
all G estimators with the same expectation function as (ag,Ag) . 
Corollary ^ .8.2 For 6 e the Gg-best estimator for ah G-esti-
mable function Z.X.v?- is given by (a-,A_) in Theorem J.8 where the a. X X X  B O  X  
are chosen such that < Ag,!/^  > = for k = 1,2, ... ,m . In fact the 
existence of a solution to the equations < Ag,V^  > = is both necessary 
and sufficient for D.X.vï' to be G-estimable. 
I l l  
Corollary 7-8»3 In Theorem 7-8 a necessary and sufficient condition 
for ag = 0 for all 0 e Q and all possible choices of the a's is that 
there is a 0 = (6,v)eQ such that R(X) is an invariant subspace of 
o o o' — 
V.V ^  for i = 1,2, ,m ; are equivalently, R(V X) = R(V X) for all 
1 Vq Vg 
l)i-6 
, (Pg' £ Q • 
Proof If Eg = -2AgXp = 0 for all 9 e Q , then Condition ^ .h 
implies that AgX = 0 for all 0 e Q . Thus, for arbitrary 0^  
=(p,v) G 0 and arbitrary {a.} c: it follows that 
o' o' 
0 o 
and so, (E.a.V.)V ^  = P' (Z.a.V. )V ^  c R(X) . Conversely, let 0 e Q and 
'  l l l ' V  v  i i i  v  —  
1 o o o 
let [a.} CI R . Since 0 e Q is such that R(V.V^ , A) c R(X) it is clear 1 o — 1 ' 
that R(Z^ v^ V^ V"^ ) = R(V^ V"^ ) c R(X) and hence R(V^ )^ = R(V^ )^ . 
o o .. o 
Therefore it follows that R(V^ V^  A) C R(X) which implies 
and thus, AgX = 0 • The equivalent condition mentioned is easily estab­
lished. 
We shall now obtain an explicit expression for an <£g-best estimator 
with expectation at 0* = (p*,v*) involving only the vf's . As with the 
preceding case we consider 0 = (p,v) to be a fixed element in Q . Let 
- - -1 -
AQ denote the <£.-best estimator and assume that V exists. Since AQ y y V 0 
is <ËQ-best it follows that AQ must be of the form ^Q (^XAX' + Z.a.V.) 
u  y  V  1 1 1  
for some A = A' and {a^ } c R^  . Now impose the condition X'AgX = 0 
and determine the structure for XAX' . Substituting the required struc­
ture for XAX' into ^^ (XAX' + the following characterization 
for Ag is obtained; 
(7.24) Ag = T;4%(v.- - (i/k^ )v;^ [2:^ ajt(v.v-^ pp'x' 
+ + XPP'X'V-\)P^ )]V-^  , 
1^7 
where = 1 + P'X'V^ X^P and is the projection operator on R(V^ )^ 
along N(X'). With Expression 7-24 one can now state a theorem and corol­
laries exactly like Theorem 7*8 and its Corollaries; for example, Â is 
Q^-best and has expectation involving only the v*'s if and only if A is 
n i 
expressible in the form of Equation 7"2k. Further, to obtain an fg-best 
estimator for one simply solves for the a.'s in the equations 
< AQ,V, >= X where k = 1,2, ... m (assuming of course that E.À.V* is 
V  j t  X X X  
-^estimable). 
We turn now to expressions for g^-best estimators. The expectation 
of an estimator from 71 will be of the form and so there is no 
need to impose any restrictions on these estimators. We do note, however, 
that if (a^ A^g) is an G-best estimator with expectation involving only the 
V.'s then from the expressions in Theorem 7»8 and Condition it is clear 
that ag ~ 0 and so Ag e % . Thus, in addition to our reasons mentioned 
earlier, we see that if G-best estimators exist then they can be found in 
the space 71 . 
To characterize the form of a ^ g-best estimator in a manner similar to 
the Gg-best estimators described in Theorem 7*8, we let 6 be a fixed ele­
ment in 0 and suppose that Âg is /^ g-best. It follows (assuming again 
that exists) by Expression 7*20.d that Ag is expressible as 
(7.25) Ag = .|_a.(NV^ N)"'v.(KV^ N)"*' 
for some (œ] , where N is the projection operator on N(X') along 
R(X) . Similar to Corollary 7-8.2 the ^ g-best estimator for an % estimable 
function Z.X.vf is given by A,, where A. is defined as in Expression 1 1 1  o  o  
li^ 8 
7.25 with the QL's chosen such that 
m , 
(7.26) .Z,a.tr[(NV N) V.(HV W) V, ] = X, for 1 < k < m . 
Note that Ân is f^ -best for Z.X.vf if and only if An in Expression 7-25 0  1 1 1  n  
is the same for each 8 e Q when the œ's are chosen to satisfy Equations 
7.26. 
To illustrate how one might manipulate some of the equations or state­
ments involving pointwise best (viz., , fg , or g^-best) estimators to 
achieve simpler forms we consider Expression 7*25'' Suppose that V e £ 
such that V > 0 and that C is such that CC = N , then consider the 
following relationships; 
A) C(C'VC)'^ C'ÎIWC(C'VC)'^ C' = C'(C'VC)^ C'VC(C'VC)^ C' = C(C'VC)^ C', 
B) IRV*NC(C'VC)'*'C'NW = CC'VC(C'VC)^ C'VCC' = NW , 
C) [MVNC(C'VC)^ C']' = C[(C'VC)(C'VC)^ ]C' 
= C(C'VC)(C'VC)*C' = NVNC(C'VC)"^ C' , and 
D) [C(C'VC)'^ C'ÎÎYN] = CKCRVC)^ C'VC]'C' = C(C'VC)"^ C'NW ; 
and so it follows that C(C'VC)^ C' = (NW)"^ . In addition, if (C'VC)* is 
any conditional inverse for (C'VC) then from the relationship 
C'VC[(0 'VC)*C'VC - (C'VC)^ C'VC] = 0 , 
we infer that C(C'VC)*C'VG = C(C'VC)"^ C'VC . Similarly we may infer, by 
taking transposes, that C(C'VC)*C' = C(C'VC)*C' . Thus, if CC = N and 
V > 0 the following identity is valid: 
(7.27) c(c 'vc)*c'  = {wmf .  
Iks 
Suppose now that C is chosen such th.-it R(C) =- N(X ' ) and that C'C = I, 
thon it is clear that CC = N so tliat I'rom Expression 7>27 we in Per that 
AQ in Expression 7*25 can be written as .Z o:.C(C'V C) ^C'V.C(C'V C) ^ C' . 
r)  1 — X  I I V  
Hence, Expression 7-27 can be used to characterize in Expression 7-25 
in various ways. 
To use Expression 7-27 "we see that in addition to having the same 
range as K the matrix C must be such that CC = N ; and thus C is 
rather restricted. However, if C is such that R(C) = N(X') then any 
element in 71 can be written in the form CAC for some A = A' (Proposi­
tion 5); thus, we should be able to determine a characterization of a 
g^-best estimator in terms of just C subject only to the condition R(C) 
= N(X') . To obtain such a characterization suppose that 0 = (p,v) s Q 
and that Â = CAC is a ^ g-best estimator; then from Statement 6.21. e we 
see that CAC = NCAC'W is 7L-best if and only if 
B 
NV KCACNV K = KV CACV W = S.a.NV.W 
V  V  V  V  1 1 1  
for some [œ] c . Pre and post multiplication of this last equation by 
C and C respectively reduces the relationship to 
CV CACV C = Z.a.CV.C . 
V  V  1 1 1  
From Lemma 10 of Rao (1966) we draw the following conclusion: 
CAC = .S,a.C(CV C)*CV.C(CV C)*C , 1=1 1  ^ V 1 V 
where (CV^ C)* can be any conditional inverse of the indicated quantity. 
Thus, we are led to the following theorem. 
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Theorem 7-9 Let C be any matrix such that R(C) = N(X') and let 
S = (P;V) e Q . An estimator Âg is an ^ g-best estimator if and only if 
m 
(7.28) Ag = .|^ aC(C'V^ C)*C'V^ C(C'V^ C)*C' 
for some [œ} c , where (C'V^ C)* is any conditional inverse of C'V C^. 
Proof From the preceding paragraph one direction is established; 
thus, we need only prove that any Ag of the form in 7-28 is an ^ g-best 
estimator. However, consider the following: 
m ïï = z.a.NV c(c'v c)*c'v.c(c 'v c)*c'v w 
v 6 v  i i v  v '  1  V  '  V  
= Z.a.B'G'V C(C'V C)*C'V.C(C'V C)*C'V CB 11 V V 1 V V 
= Z.a.B'C'V.CB =.E_a.WV.W ; 11 1 1=1 11 ' 
and so. Statement 7»21.d implies the desired result. 
To conclude this section we consider a specific example and obtain the 
general form for an ^ g-best estimator. We assume a model of the form y = 
X(3 + e where E[ee'] is independent of the parameter p and is of the 
form o^ V + 0^ 1 . We further assume that p e E^ , > 0 , and > 0 ; 
i.e., Q = [(p,(o^,a^)') ; P e R^, > 0 , > o] .  
First choose C such that R(C) = N(X') and such that C'C = I , 
then for cr = (o^ ,o^ )' (note that we use CT in place of v) it follows 
that 
C'V^ C = C'(o^ I + o^ V)C = 0^ 1 + oJC'VC . 
Rote that in general the two identity matrices will be of different 
dimensions. Next find the non-zero distinct characteristic roots, say 
[X^  : 1 < i < k} , of C'VC and let ... be the symmetric matrix 
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projections such that the following conditions hold: 
a) i ^  j = 0 and l<i<kz:>E^ /0, 
b) C'VC = ix.E. , and 
• ' 1=1 1 1 
0) • 
Note that W(C'VC) / [o] implies that E^  ^  0 . Using the quantities we 
have defined in this paragraph we now obtain the general form of an %^ -best 
estimator. 
To determine the general form of an %^ -best estimator we let 0 = (p,cr) 
be a fixed element in 0 ; then using Theorem 7*9 we want the following 
matrix: 
2 1 n 
Ap = ,SiO.C(C'VpC)-^ C'V.C(C'VpC) ^ C' ; 
where = I and Vg = V . Thus, we need an expression for (C'V^ C) ^  ; 
however, 
G'V = : 
and it follows that (C'V^ C) ^  has exactly the same form except that the 
coefficients of the E.'s are inverted. Therefore, from the properties of 
J 
the E.'s, the 's, and C it can be established that A is of the 
J 1 cr 
following form: 
li k 
(7.29) = (c^ /(r^ )GE^ C' + + Q^ \)/(o^  + X.o^ )^ GE.C' , 
where are arbitrary and thus can be chosen to make have the 
proper expectation. 
Now suppose we consider 0 = (p, (0^ ,0^ ) ' ) as some fixed element in 
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n and we wish the g^-best estimator for an 9?-e8timable function c^ (crx-)^  
-1-  ^ Thus, we must have ECÂ^ jo^ ] = c^ (cr*)^  + for all 
(cr*)^  , (o^ )^  > 0 ; and so, we obtain the following equations: 
k X.p(E ) k X^ p(E, ) 
p(E ) k p(E ) k \.p(E.) 
°i(-T-+lii =% • 
Therefore, we may say that the ^ g-best estimator for an î^ -estimable function 
0^ (0*)^ + c^ (o|-)^  is given by of Expression 7.29 when 0^  and 0^  are 
any solution to Equations 7.30. 
A specific case for which ^ -best estimators exist for all ??-estimable 
parametric functions is when k = 1 and E^  ^  0 ; that is, when zero is a 
characteristic root for C'VC and in addition there is exactly one non-zero 
characteristic root. To see this suppose that k = 1 and that E^  ^  0 , 
then for = \ we get from Equations 7*30 the following relationships; 
O^ /o-^  = l/p(E^ ) {c^ - c^ /X} 
(Q^ + a^ X)/(o^ + Xo^ )^  = c^ /Xp(E^ ) . 
From Expression 7*29 for 6 = (p,o") and A = we get 
(7.31) A = [l/p(E^ )](c^ - c^ A)CE^ C' + CQ/[Xp(Ei)]CEiC' . 
Thus, assuming that k = 1 and p(E^ ) ^  0 it follows that A of Expres­
sion 7*31 is ^ -best for the parametric function c^ cr^ + c^ o^  . 
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That there exists actual situations which conform to the restrictions 
imposed on Expression 7-31 can bo i-.ocn I'rom the following balanced incom­
plete block (Kempthorne (1952), Chapter 26) arrangement: 
I' »
 
1 
1^2 1 
2^1 1 
2^3 
= H 
1 
3^2 1 
3^3 ^  
1 
10 0 
10 0 
0 10 
0 10 
0 0 1 
1^ 0 0 1 
10 0 
0 10 
10 0 
0 0 1 
0 10 
0 0 1 
B, 
+ e 
where T = (Ti'^ gfT^ )' are fixed B = (B^ B^g^ B^ )' ~LÎ(0,O^ L) ; e ~W(O,'7^ L); 
and B and e are independent. In terms of the symbols we have used we 
get the following quantities; 
a) 
X = 
1 1 0  0  10 10 0 0 
1 1 0  0  0 10 0 10 
10 10 10 10 0 0 
and V = 
10 10 0 0 0 1 0 1 
10 0 1 0 10 0 10 
10 0 1 0 0 0 1 0 1 
b) 
C = (l/v/2) 
10 0 
r o
 
o
 2 1-1 
0 10 
, C'VC = 1 12 1 
0- 1 0  - 1 1 2  
-
0 0 1 
o
 
o
 
H
 
15^ 
c) 
d) 
= 0 ' Go = 3 
\ = 3/2,E^  = i 
1 - 1 1  
-1 1 -1 
1 - 1 1  
2  1 - 1  
12 1 
- 1 1 2  
, p(E^ ) = 1 ; ar.d 
} P(^ Q_) - ^  
Thus, by substituting in and in Expression 7.31 and using the 
above quantities one can obtain the 7?-best estimator for G^ o^ + . 
Kote that E(VX) is not contained dn R(X) for this particular case and 
there does not exist G-best estimators for both and ; in fact, 
probably no non-zero G-best estimator exists. 
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VIII. SUMMARY 
I'n this dissertation we have presented' a basic set of ideas through 
which unbiased and/or minimum variance unbiased estimation may be studied 
whenever the class of possible estimators G satisfies the following con­
ditions ; 
(8ol) a) G is a finite-dimensional vector space. 
b) There is some underlying class of probability measures 
[(t(,S,P) : P G . 
c) Each a e G is S-measurable and P-square integrable with 
respect to all P e & . 
d) There is a parameter space Q and functions E and Var 
on G X. il which describe, as functions over Q , the pos­
sible expectations and variances of an element a e G 
(see, for example. Assumption 3.1). 
Assimptions 8.1.c and B.l.d can of course be weakened if interest is con­
fined to C-estimability, i.e., unbiased estimation within G . 
Much of the general formulation presented has been motivated by prob­
lems especially relevant in the study of the general mixed linear model 
y = Xp + e with covariance structure 
m 
(8.2) E[ee'] = • 
Concerning this model special attention was concentrated upon (a) unbiased 
quadratic estimation for parametric functions of the form ; (b) 
special results on b.l.u. estimation for functions of the form X'p , and 
(c) G.-best estimation (Definition 3*2) for parametric functions of the 
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form "When e has a multivariate normal distribution and G has one 
of the forms {a'y + j'Aj] , {y'Ay} , or {y'Ay ; AX = o] . 
To obtain a unified formulation for an arbitrary space of estimators G 
satisfying Conditions 8.1.a through d ve take, without loss of generality, 
the elements in G to have an inner product representation. That is, we 
take an element â e G to be of the form a(y) = (a,0(y)) where a is an 
element of a vector space G , ( , ) is an inner product on G x G , and 0 
is a mapping from U into G such that sp0[î^] = G . Under this formula­
tion the expectation HQ and covariance operator Eg are defined for each 
0 e D and the spans of {lig ; 0 e 0} and of {Zg : 0 e Q] are denoted by 
C and & respectively. To put the expectation (ig e £ into a more 
natural and conrputationally tractable form we have also employed a |J.g= H§g 
representation, where H is a linear operator between the inner product 
spaces (R, <, > ) and (G, ( , )) , and where the relationship iig= H§g 
holds for all 0 e n . 
In Chapter IV general results are obtained for G-estimability. The 
results in this chapter are divided into the following categories; (a) 
G-estimability for parametric functions of the form g( 6) = (a,iig) j (b) 
G-estimability for parametric functions of the form g(0) = < X,§g > ; and 
(c) G-estimability for parametric functions of the form Z ^  ^^5^(0) "when 
M 
(8.3) 0 G 0» Hg = ; 
and is a subset of the first M integers. In Chapter V these results 
are specialized in detail for quadratic estimation in a general mixed linear 
model. Expression 8.3 and the Hg = H§Q representation it induces, i.e., H 
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defined by Hp = for all p GR^  and Çg defined by = (§^ (fl) , 
is very natural for quadratic estimation and has 
been exploited in several interesting ways in Chapter V. 
In Chapter VI we have considered results pertaining to Qg-best esti­
mation. Starting with a general characterization of an Gg-best estimator 
in Theorem 6.1 we have obtained, and expanded upon, the following basic re­
sults: (a) a e G is Gg-best for its expectation if and only if Ega e £ 
(Theorem 6.3). (b) Under suitable conditions on the operators A and C 
the function t - Cp is Gg-best for (t,|J.g,) provided A'Cp = A't (Theorem 
6.5)= (c) Under a = H§g, representation and suitable conditions on 
the operator W , the function < > is Gg-best for < > pro­
vided X eR(H') and | satisfies ¥'H§(y) = W'0(y) (Corollary 6.6.3). 
Additionally we have briefly considered G-best estimation and also the 
problem of (/g-best estimation when (3 is a sub space of G . 
In Chapter VII we have applied the general results on Gg-best estima­
tion to a linear model y = Xp + e with covariance structure as given in 
Equation 8.2. Specialized results include (a) the general form of the co-
variance operator associated with the space 6 , (b) results concerning 
Gg-best estimation when the components of the vector e are independent 
and identically distributed, and (c) results when the vector e has a mul­
tivariate normal distribution. For each of these special results we have 
considered respectively the vector spaces {a'y + y'Ay ] , {y'Ayj , and 
[y'Ay ; AX = 0} as the space G . 
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