In the bounded confidence model it is widely known that individuals rely on the opinions of their close friends or people with similar interests. Meanwhile, the decision maker always hopes that the opinions of individuals can reach a consensus in a required time. Therefore, with this idea in mind, this paper develops a consensus reaching model with time constraints and minimum adjustments in a group with bounded confidence effects. In the proposed consensus approach, the minimum adjustments rule is used to modify the initial opinions of individuals with bounded confidence, which can further influence the opinion evolutions of individuals to reach a consensus in a required time. The properties of the model are studied, and detailed numerical examples and comparative simulation analysis are provided to justify its feasibility.
best solution will be obtained, the consensus reaching process has the following key advantages [9] : (i) Building connections among the decision makers. Using the consensus reaching process as a decision tool means taking the time to find unity on how to proceed before moving forward. It's a synthesizing process that promotes the communication among decision makers. (ii) More effective implementation. When decision makers' preferences and concerns are considered, they are much more likely to actively participate in the implementation of the obtained solution. More concretely, the conensus issues have been widely investigated in opinion dynamics (OD) and group decision making (GDM).
In the OD context the individuals express, interact and update their opinions until reaching an agreement. In the literature, a wide variety of opinion dynamics approaches have been proposed, among which, we can highlight the following: voter model [10, 11] , Sznajd model [12] majority-rule model [13, 14] , DeGroot model [15] , Deffuant model [16] , Hegselmann-Krause (HK) model [17] , OCR model [18] , continuous opinions and discrete action (CODA) models [19] . In addition to the above general opinion dynamics models, some scholars have attempted to extend the HK model [20, 21] , discuss the strategy to support the consensus reaching [22] and the opinion control [23] .
In the case of consensus applied to group decision making (GDM) contexts, individuals discuss and modify their preferences in order to reach a collective agreement before making decisions [24] [25] [26] [27] . In this case, one of the main challenges, consists in designing an effective feedback mechanism to guide the individuals to reach consensus with minimum adjustments or costs [28] [29] [30] [31] . In general, three kinds of rules have been proposed to measure costs in consensus reaching [32] : (1) the minimum distance rules, which minimize the distance between the original opinions and the adjusted opinions [33] , (2) the maximum expert rules, which maximize the number of experts at an acceptable consensus level/degree with a limited budget [34, 35] , and (3) the minimum account rules, which minimize the number of adjusted opinions when reaching consensus [36, 37] .
Even though the existing approaches have made significant contributions on consensus reaching, there are still some challenges that require research attention:
(i) Opinion dynamics mainly focused on studying the evolution and diffusion among individuals. However, in the many occasions, consensus among individuals in the OD context may not be achieved resulting in a sort of opinion polarization or fragmentation. Moreover, time constraints become one of the main challenges in consensus reaching in practice. For example, in practical consensus reaching problem, such as, the salary assignment plan, introducing the new project, the individual income tax, the decision maker in the government or enterprise always hopes that the collected opinions of individuals can reach a consensus in a required time. Thus, it is necessary to design a mechanism to assist the individuals to reach a consensus in a determined time.
(ii) Consensus has been widely investigated in the GDM context. In the existing consensus studies in the GDM context, minimum adjustments or costs have become one of the key issues in designing the feedback mechanisms. However, the real evolution of the individuals' opinions are often neglected in the existing feedback mechanisms with minimum adjustments, while in practice individuals often share and evolve their opinions and preferences through the interactions. Thus, it is necessary to propose consensus reaching mechanisms that take into consideration these evolutions of opinions.
In the light of the shortcomings and challenges mentioned above, this contribution proposes a new consensus reaching approach that considers time constraints and minimum adjustments in a group with bounded confidence effects. In essence, the proposed model with minimum adjustments and time constraints (i.e., MAT model) modifies the initial opinions of the individuals that iteratively may influence the opinion evolutions of other individuals to reach a consensus in a determined time. The desirable properties of the MAT model are discussed. Finally, in order to test and validate the proposed model a numerical example and a comparison with another consensus model (i.e., GMAT model) have been carried out.
The rest of the paper is organized as follows: Section II introduces the basic knowledge regarding the HK model and the proposed problem. Then, Section III presents the MAT consensus model with bounded confidence effects. In Section IV, some desirable properties of the proposed MAT consensus model are discussed. Following this, Section V reports on a numerical example and a simulation analysis to illustrate the feasibility of the proposed approach. Finally, the conclusions are summarized in Section VI.
II. PRELIMINARIES
In order to facilitate the understanding and the use of the bounded confidence models, these models are briefly reviewed.
A. The bounded confidence model
The bounded confidence models assume that individuals only interact with each other when their opinions are similar, i.e. close. There exist two classical bounded confidence models: the DW model and the HK model [17] . In this paper, we adopt the HK model as the basic model.
Before introducing the HK model, we define some related notations. Let = { 1 , 2 , … , } be the set of individuals, where denotes the 2T th individual, for = 1,2, … , . Let ( ) ∈ [0,1]
Step 1 Determination of the confidence sets.
denote the opinion of individual at time 2T . Let be the homogeneous of bounded confidence of the individuals.
The HK model is composed of the following steps:
Step 2 Calculation of the weight Let # � , ( )� denote the cardinality of the set � , ( )�.
Step 3 Evolution of the opinions

Let
( ) be the weight that individual assigns to individual at time 2T, where
The evolutions of the opinions in the HK model are modelled as the weighted arithmetic means of opinions of individuals in the confidence sets, i.e.,
(3)
B. The proposed problem: Consensus reaching with time constraints and minimum adjustments in a group
In this contribution consensus is referred to the state in which all the individuals reach a full and unanimous agreement. Specifically, let , ∈ 2T be any two individuals. The consensus among the individuals will be reached at time 2T if ( ) = ( ), for all , = 1,2, … , 2T. In opinion dynamics context, the individuals continuously update their opinions before reaching the stable state. However, in the majority of the occasions the consensus among individuals is not reachable resulting in fragmentation or polarization. To demonstrate these different formats of opinions in the stable state, 3 sets of individuals' initial opinions are generated, and their opinion evolutions based on the HK model are presented in Fig. 1 . In this contribution we propose a consensus model with time constraints and minimum adjustments that modify the initial opinions of individuals to further influence the opinion evolutions of the others individuals that aim to reach a consensus in a required time.
Additional main notations used in this paper are listed as follows:
: the discrete time, = 0,1,2, …; * : the determined time when all the individuals should reach a consensus; In this section the new consensus model with bounded confidence effects, referred to as the MAT model, is introduced. The equivalent forms of the MAT model at different time constraints are presented as well. Furthermore with the objective of solving the proposed MAT model a particle swarm optimization (PSO) algorithm is designed.
A. The formulation of the consensus model
The aim is to reach a consensus in a group with bounded confidence effects by minimizing the adjustments of the initial opinions of individuals, i.e.,
The adjusted initial opinions of individuals evolve following the HK model. Thus, let ( ) be as defined before, then
2T , = 1,2, … , , = 0,1,2, … , * − 1 (5) where ( , ( )) = { �� ( ) − ( )� ≤ } , and # ( , ( )) denotes its cardinality.
Because the opinion of all the individuals must reach a consensus in a required time * , we have:
( * ) = ( * ), , = 1,2, … , (6) As a result, based on Eqs. (4)-(6), the consensus model is constructed as follows:
where (0) ( = 1,2, … , ) are decision variables in model (7) . Let ( ) be the following 0-1 variable indicating whether individual belongs to the set ( , ( )), i.e.,
denotes the cardinality of ( , ( ). ), i.e., ∑ ( ) =1 = # ( , ( )). Then, Eq. (5) is rewritten as:
= 1,2, … , , = 0,1,2, … , * − 1 (9) Furthermore, model (7) can be transformed as follows:
Thus, we can solve model (10) to obtain the solutions of model (7) . In this study, to facilitate notations, we call model (10) the MAT model.
B. Solving MAT model at different time constraints
To obtain the optimal solutions of MAT model, we present its equivalent forms at different time constraints below: Theorem 1. When * = 0, the MAT model can be equivalently transformed as follows:
Theorem 2. When * = 1, the MAT model can be equivalently transformed as follows:
Since Theorems 1 and 2 can be easily proved, their proofs of Theorems 1 and 2 are omitted in this paper.
Let
( ) = � 1, ( )− ( ) > 0, ( )− ( ) < − , then we have: Theorem 3. When * = 2, the MAT model can be equivalently transformed as follows:
The proof of Theorem 3 is provided in Appendix A. Models (11)-(13) are nonlinear programming models in which the constraints for dynamics evolution of opinions are not included. It is clear that models (11)-(13) can be easily solved using the lingo software package 11.0. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 model can be equivalently transformed as follows:
The proof of Theorem 4 is provided in Appendix B.
In model (14),
are the necessary conditions for reaching a consensus [20] , which can restrict the feasible region of solutions. Thus, we transform the MAT model into model (14) .
In this paper, model (14) is a nonlinear programming model in which the constraints for dynamics evolution of opinions (third constraint in model (14)) are included. To solve model (14), we design an algorithm based on the classical PSO (Particle Swarm Optimization) algorithm below.
C. The PSO algorithm I
The PSO algorithm is a population based stochastic optimization technique inspired by bird blocking and fish schooling, proposed by Kennedy and Eberhart in [38] . In the PSO algorithm, each member, named particle, determines its position by combining the history of its own best location with those of others members of the swarm [38] . Based on this idea, in this contribution we design a new PSO algorithm I to solve model (14) .
Following the general framework of the classical PSO algorithm, the key steps in the proposed PSO algorithm I can be described as follows:
(1) Initiation Since = � 1 (0), 2 (0), … , (0)� is the solution vector in model (14) , thus the position of each particle will have dimensions. Let = { 1 , 2 , … , } be the set of particles, where denotes the th particle, for = 1,2, … , . Let (0) = ( 1 (0), 2 (0), … , (0)) be the position vector of at the initial time of the th iteration, where ℎ (0) denotes the ℎth dimension position of at the initial time of the th iteration.
Without loss of generality, suppose 1 (0) ≤ 2 (0) ≤ ⋯ ≤ (0). Let be the threshold value for clustering the opinions. Specifically, for two opinions (0) and
then we regard that individuals
and +1 belong to one opinion cluster. Then, the individuals will be divided into clusters 1 , 2 , … , . We use # 1 , # 2 , …, # to denote their cardinalities.
(1) denote a random number in the interval [0,1]. Then, we have:
) be the velocity vector of particle in the th iteration, where ℎ denotes the ℎ th dimension velocity of particle , and ℎ 0 is a random number selected from [0, ].
(2) Fitness function Let ℎ ( + 1) be the ℎth dimension position of in time + 1 of th iteration, where
where ( ℎ , ( )) = { |� ℎ ( ) − ( )� ≤ } and # ( ℎ , ( )) denotes its cardinality.
Let ( (0)) be the fitness function of particle in the th iteration, where
where denotes a large number.
(3) Updating the velocity and position of particles
Let be the local best position of particle , and let be the global best position. Then, and can be determined as follows:
be the maximum iteration (number). When < , then the velocity and position of particles will be updated. Let +1 = ( 1 +1 , 2 +1 , … , +1 ) be the velocity vector of particle in the ( + 1)th iteration, and let +1 (0) = ( 1 +1 (0), 2 +1 (0), … , +1 (0)) be the position vector of in the initial time of ( + 1)th iteration. Then, +1 and +1 (0) can be determined as follows:
denotes the inertia coefficient, 1 and 2 are random numbers drawn from the uniform distribution over the [0, 1] interval, 1 and 2 denotes the acceleration coefficient.
When = , then we output the optimal solution and the optimal fitness degree ( ). Note 1. Compared with the classical PSO algorithm, the initial positions of particles in the proposed PSO algorithm I are generated by considering the necessary conditions of reaching a consensus (i.e., −profile) and the adjustments of opinions (i.e., the majority of individuals without adjustments). Obviously, the quality of the initial positions of particles in PSO algorithm I is higher than that in the classical PSO algorithm, which provides a basis for obtaining the optimal solutions.
IV. DESIRABLE PROPERTIES OF THE MAT MODEL
In this subsection, we introduce some desirable properties of MAT model. Some special cases, which the initial opinions of individuals will evolve to reach a consensus without modifying their initial opinions, are discussed. Property 1. Let 1 and 2 be any two times, and let ( 1 ) and
( 2 ) be the adjustments of initial opinions 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 in MAT model when * = 1 and * = 2 . If 1 < 2 , then ( 1 ) > ( 2 ). The proof of Property 1 is provided in Appendix C. Property 1 indicates that a shorter time for reaching consensus requires higher adjustments of the individuals' initial opinions. Property 2. Let (0) and (0) be the original initial opinions of individuals and .
The proof of Property 2 can be seen in Appendix D. Property 2 indicates that the initial opinions sequence consistency will still be maintained after modifying the initial opinions.
then the time required for reaching consensus will be smaller than 5 , i.e., * ≤5.
The proof of Property 3 is provided in Appendix E. Property 4. Let ( ) (0) be as previously defined. If (2) 
≤ , then the consensus among the individuals will be reached at time * =2.
The proof of Property 4 is provided in Appendix F. Property 5. Let ( ) (0) be as defined before. If there exists an individual , such that:
Then, consensus among the individuals will be reached.
The proof of Property 5 is provided in Appendix G.
V. NUMERICAL AND SIMULATION ANALYSIS
This section presents a numerical example to show the usefulness of the MAT model. A comparison with another consensus model (GMAT model) is also provided, and finally an analysis to display the performance of the MAT model is presented.
A. The numerical example BR Co. Ltd. is a company in the area of poultry-processing that wants to collect the opinions of workers over the necessity of regular production. A survey was carried out among employees where they were asked to provide their opinions expressed by a numerical value in the interval [0, 1], where '0' denotes the extremely unnecessary, and '1' denotes the extremely necessary.
The BR company hopes that the opinions of its worker can reach the consensus in a limited period of time.
In this paper, we consider two cases of the initial opinions of 30 workers.
Case I: The fragmentation case In this case, the required time * is set as 4, i.e., * =4, with the initial opinions of individuals are given in Table 1 . Thus, we need to use the proposed method to reach a consensus. Since * =4, the MAT model is constructed as follows:
=0.2 and 1 = 2 =2. The size of the swarm consists of 100 particles. Then, we use the PSO algorithm I to solve the consensus model. The fitness degree in successive generations is depicted in Fig. 3 . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Table 2 . Then, based on the HK model, the adjusted initial opinions of these 30 workers will evolve to reach a consensus at time * =4, that is in four iterations as depicted in Fig. 4 . Fig. 4 . The evolution of the adjusted initial opinions under case I Table 2 . The optimal opinions of 30 workers (ii) The polarization case In this case, the required time * is set as 5, i.e., * =5, with the initial opinions of individuals are given in Table 3 . Fig. 5 .
Fig. 5. The evolution of the initial opinions under Case II
As we can observe in Fig. 5 , the opinions of individuals in the stable state will reach a polarization state. Thus, the proposed method to reach a consensus in required Since * =5, then the MAT model can be constructed. Let the maximum number of iterations = 500, =0.2, 1 = 2 =2 and =0.1. The size of the swarm consists of 100 particles. Then, we use the PSO algorithm I to solve the consensus model. The fitness degree in successive generations is depicted in Fig. 6 . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 59 60 The obtained optimal solutions are listed in Table 4 . Then, based on the HK model, the adjusted initial opinions of these 30 workers will be evolved to reach a consensus at time * =5, as depicted in Fig. 7 . Fig. 7 . The evolution of the optimal opinions under Case II
B. Simulation analysis
In this subsection, a comparative study on the performance of the MAT model is carried out. To do so, another consensus model (we refer to the GMAT model) is firstly developed. Afterwards, the simulation experiment will be carried out for both MAT and GMAT models with the same initial opinions and time constraints.
B1. The GMAT model
In the GMAT model, the opinions of individuals at each time ( = 0,1, … , * ) may be adjusted, and then they will evolve following the HK model.
Before presenting the GMAT model, we define some related notations:
Let ̿ ( ) be the adjusted opinion of individual at time in the GMAT model. Let ( + 1) be the opinion that ̿ ( ) will evolve to at time + 1 , for = 0,1, … , * − 1 , and (0) = (0) . Thus, ( + 1) is determined by
Then, the opinions of individuals in the GMAT model should have the minimum adjustments, i.e., 
The GMAT model is thus formulated as follows:
where ̿ ( ) ( = 1,2, … , and = 0,1, … , * ) are decision variables.
Clearly, when * = 0 , the GMAT model can be equivalently transformed as the MAT model. To solve the GMAT model, we propose the PSO algorithm II is provided in Appendix H.
B2. Simulation experiment
In this subsection, we design a simulation experiment to compare the MAT model with the GMAT model. Step 2. The MAT model and the GMAT model are constructed, respectively. Then, use the PSO algorithm I and the PSO algorithm II to solve the MAT model and GMAT model, respectively.
Step 3. Obtain the optimal solutions of the MAT model and the GMAT model, and calculate the values of Table 1 . Fig. 9 . The average values of 1 * and 2 * under different * values based on the opinions in Table 3 .
From Figs. 8-9 , we notice the following observations: (i) Both the values of 1 * and 2 * decrease as * increases. This implies that the opinions of individuals in both MAT and GMAT models are subjected to higher adjustments when the time requested for reaching consensus decreases. (ii) There is a small difference between the values of 1 * and 2 * . This implies that: the amounts of adjustments in MAT model are closer aligned to those in the GMAT model. Thus, the performances of the MAT model and the GMAT model are very similar.
Furthermore, based on simulation experiments, we summarize the advantages of the MAT model over the GMAT model as follows:
(i) From Fig. 4 , we observed that: the amounts of adjustments in the MAT model are approximate to those in the GMAT model. This implies that the performances of the MAT model and the GMAT model are very similar.
(ii) Since the MAT model is considered as a special case of GMAT model, thus the computation complexity of the GMAT model is higher than that of the MAT model.
(iii) In the simulation experiment, we observe some individuals in the GMAT model may adjust their opinions at different time. While in the MAT model, each individual adjust his/her opinion at most one time.
(iv) In the simulation experiment, we observe that the number of individuals adjusting their opinions in the GMAT model is more than that in the MAT model. This implies the number of individuals without adjustments in the MAT model is more than that in the GMAT model.
Therefore, the MAT model is considered the basic model to assist the individuals reach a consensus in a required time
C. Comparison analysis
In this subsection, we compare the MAT model with existing consensus reaching methods from five aspects: context, feedback adjustment, time constraint, opinion evolution and consensus result.
The detailed comparisons between the existing consensus reaching methods over the MAT model are described in Table 5 . Table 5 , we obtain the following observations: (i) In the existing methods, the time constraints are not considered. This implies that the existing consensus reaching method can't guarantee that the consensus can be reached in a required time.
(ii) In the existing methods in OD context, the minimum adjustments are not considered. This implies that the existing methods in OD context will take the large consensus cost to reach a consensus. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 59 60
(iii) In the existing methods in GDM context, the opinion evolutions are not considered, which contradicts the fact that some individuals often share and evolve their opinions and preferences through the interactions.
(iv) The time constraints, the minimum adjustments and opinion evolutions are considered in the MAT model. This implies that the proposed MAT model has the distinct advantages over the existing methods.
VI. CONCLUSION
In this contribution, we propose a new consensus model that takes into consideration the time constraints and the minimum adjustments in a group of individuals with bounded confidence. The main contributions of this research work are as follows:
(1) The MAT model presents minimum adjustments rules to modify the initial opinions of individuals, which can further influence the opinion evolutions of individuals to reach consensus in a required time.
(2)The equivalent forms of the MAT model in different time constraints are provided. If the required time is not high the MAT model can be easily solved using an optimization software package. On the contrary, when the required time become higher, we propose the PSO I algorithm to solve the MAT model.
(3) Properties of the MAT model are discussed. These properties prove that: i) the shorter the required time the larger adjustments in the initial opinions are necessary in the initial opinions in order to reach a consensus, ii) the original opinions' sequence consistency will be maintained after modifying the initial opinions, iii) the average opinion will have the minimum adjustment in the case of uniform initial opinions, and iv) some special cases when all the opinions of individuals will evolve to reach a consensus without modifying their initial opinions.
(4) A numerical example is given to show the usefulness of the MAT model. A comparison with another consensus model (the GMAT model) is then conducted via simulation experiments. The results obtained show that the performances of the MAT model and the GMAT model are similar, although the MAT model presents lower computational more efficient.
In this paper it is assumed that individuals express their preferences honestly. However, in real-life consensus reaching process, individuals often hide their true preferences, and express dishonest preferences to exhibit the strategic manipulation behaviours [39] . Meanwhile, in this paper, the robustness of the MAT model is not studied. However, the robustness of the MAT model always has great influence on the quality of consensus reaching. Therefore, in the future, we will investigate the bounded confidence consensus reaching considering the strategic manipulation behaviours, and investigate the robustness of the MAT model through the simulation experiments with both real and random generated data.
APPENDIX
A. The proof of Theorem 3.
Proof. For any two individuals and , when � (1) − (1)� ≤ , then and will have the same confidence set at time = 1 , i.e., ( , (1)) = ( , (1)). Furthermore, all the individuals will reach a consensus at time = 2 , i.e., (2) = (2) , for , = 1,2, ⋯ , .
Meanwhile, when (0) = 1, then we obtain: In case (i), we obtain:
In case (ii), we obtain:
This completes the proof of Theorem 3.
B. The proof of Theorem 4.
Proof. For any two individuals ( ) and ( +1) , if | ( ) (0) − ( +1) (0)| > , then we have: ( ( ) , (0)) ∩ ( ( +1) , (0)) = ∅, for = 1,2, ⋯ , − 1. , we obtain: ( ) (1) ≤ ( ) (0) and ( +1) (1) ≥ ( +1) (0). Furthermore, we obtain:
( +1) (1) − ( ) (1) ≥ ( +1) (0) − ( ) (0) ≥ . By repeating the above operation, we can prove:
Obviously, consensus among the opinions of individuals will not be reached under the condition | ( ) (0) − ( +1) (0)| > . Then, | ( ) (0) − ( +1) (0)| ≤ , for = 1,2, ⋯, − 1, is the necessary conditions for reaching a consensus.
This completes the proof of Theorem 4.
C. The proof of Property 1.
Proof. Let 1 (0) = ( 1 1 (0), 2 1 (0), … , 1 (0)) and 2 (0) = ( 1 2 (0), 2 2 (0), … , 2 (0)) be the optimal solutions of model (7) when * = 1 and * = 2 . Obviously, we obtain: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 and
. When * = 1 , model (10) can be transformed as follows:
And when * = 2 , model (7) can be transformed as follows:
If the consensus among the individuals is reached at time , then the consensus among the individuals will be maintained. Thus, if 1 < 2 , then we obtain: 1 (0) = ( 1 1 (0), 2 1 (0), … , 1 (0)) is a feasible solution of model (18) . Obviously, we obtain:
( 1 ) < ( 2 ). This completes the proof of Property 1.
D. The proof of Property 2.
Proof. Let ( ) (0) be the th smallest value in the set { 1 (0), 2 (0), … , 2 (0)} . Assume that ( ) (0) ≤ ( ) (0) but ( ) (0) ≥ ( ) (0). Meanwhile, we assume that ( ) (0) ≤ ( ) (0) but ( ) (0) ≤ ( ) (0) , for < , < .
Then, we obtain:
Obviously, this contradicts that ( ( ) (0), ( +1) (0), … , ( ) (0)) belongs to the optimal solution.
This completes the proof of Property 2.
E. The proof of Property 3.
Proof. We consider the extreme case: +1 (0) − (0) = , for = 1,2,3. Then, based on the HK model, we obtain: 1 (1) = 1 (0) + 2 , 2 (1) = 1 (0) + , 3 (1) = 1 (0) + 2 and 4 (1) = 1 (0) + 3 2 . Similarly, we obtain: Clearly, in this extreme case, the opinions of individuals reach consensus at time * = 5.
This completes the proof of Property 3.
F. The proof of Property 4.
Proof. Since
(2) (0) − (1) (0) ≤ and ( ) (0) − ( −1) (0) ≤ , we obtain:
(2) ∈ ( (1) , (0)) and ( −1) ∈ ( ( ) , (0)).
Based on the HK model, we obtain:
# ( ( ) , (0)) Let 1 = # ( (1) , (0)) and 2 = # ( ( ) , (0)), where 1 , 2 ≥ 2. Then we obtain:
≤ . Furthermore, we obtain: ( ( ) , (1)) = , for = 1,2, … , . Thus, consensus among the individuals will be reached at time * = 2.
This completes the proof of Property 4.
G. The proof of Property 5.
Proof. Since | (1) (0) − (0)| ≤ and | ( ) (0) − (0)| ≤ , then we obtain:
∈ ( , (0)), for = 1, 2, … , .
According to the HK model, we have
. Without loss of generality, we assume that (1) ≤ (0) . Let 1 = (0) − (1) . Since | ( ) (1) − (1)| ≤ | ( ) (0) − (0)|, we have | ( ) (1) − (1)| = ( ) (1) − (0) + 1 ≤ ( ) (0) − (0) Then, we obtain ( ) (0) − ( ) (1) ≥ 1 . Also because | ( ) (1) − (1)| ≤ | ( ) (0) − (0)| , we obtain:
(2) = ∑ (1) =1
. Since
(1) ≤ (0), we can easily obtain:
(2) ≤ (1). Furthermore, we obtain: | (1) (2) − (2)| ≤ | (1) (1) − (1)| and | ( ) (2) − (2)| ≤ | ( ) (1) − (1)|. By repeating the above proof, we can prove: | (1) ( ) − ( )�≤ ⋯ ≤ | (1) (2) − (2)� ≤ | (1) (1) − (1)| and | ( ) ( ) − ( )�≤ ⋯ ≤ | ( ) (2) − (2)� ≤ | ( ) (1) − (1)| Obviously, the values of | ( ) ( ) − ( )| and | ( ) ( ) − ( )| converge to 0. As a result, consensus among the individuals will be obtained.
This completes the proof of Property 5.
H. The PSO algorithm II.
Following the general framework of classical PSO algorithm, the key steps of PSO algorithm II are described as follows:
(1) Initiation Let = { 1 , 2 , … , } and (0) = ( 1 (0), 2 (0), … , (0)) be as defined before. Without loss of generality, assume that 1 (0) ≤ 2 (0) ≤ ⋯ ≤ (0). For two opinions (0) and +1 (0), if +1 (0) − (0) ≤ , then we regard that individuals and +1 belong to one cluster. Then, the individuals will be divided into clusters 1 , 2 , … , . We use # 1 , # 2 , …, # to denote their cardinalities.
Assume that = { 1 , 1 +1 , … , 1 +# −1 }, where # = {# 1 , # 2 , … , # } and ≤ . Then, we have: ( ) = ( 1 ( ), 2 ( ), … , ( )) be the velocity vector of particle at time of the th iteration, where ℎ ( ) denotes the ℎ th dimension velocity of particle , and ℎ ( ) is a random number selected from [0, ]. And let = ( (0), (1), … , ( * )). , ℎ = 1,2, … ,
where � ℎ , ( )� = { |� ℎ ( ) − ( )� ≤ } and # ( ℎ , ( )) denotes its cardinality.
For ℎ ( + 1) , if ℎ ( + 1) − (ℎ−1) ( + 1) ≤ ℎ ( ) − (ℎ−1) ( ) and (ℎ +1) ( + 1) − ℎ ( + 1) ≤ (ℎ+1) ( ) − ℎ ( ), then we regard individuals ℎ−1 , ℎ , ℎ+1 belong to one cluster. Then the individuals will be divided into clusters 1 , 2 , … , . Assume that = { 1 , 1 +1 , … , 1 +# −1 }, where # = {# 1 , # 2 , … , # } and ≤ . Then, ℎ ( + 1) is determined by ℎ ( + 1) = ℎ ( + 1), ℎ = 1 , … , 1 + # − 1 (26a) (ℎ −1) ( + 1) = ℎ ( + 1) − × (1), ℎ = 2, … , 1 (26b) (ℎ +1) ( + 1) = ℎ ( + 1) + × (1), ℎ = 1 + # − 1, … , − 1 (26c) Let ( (0), (1), ⋯ , ( * )) be the fitness function of particle in the th iteration, where ( (0), (1), ⋯ , ( * )) =
(3) Updating the velocity and position of particles Let and be as defined before. And let = ( (0), (1), ⋯ , ( * )) . Then, and can be determined by = arg min ∈{ 1 , 2 ,…, } ( ) (28a)
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