Let χptq " a0t n´a 1t n´1`¨¨¨`p´1 q r art n´r be the chromatic polynomial of a graph, or the characteristic polynomial of a matroid, or the characteristic polynomial of an arrangement of hyperplanes. For any integer k " 0, 1, . . . , r and real number x ě k´r´1, we obtain a linear bound of the coefficient sequence, that is r`x k¸ď
Introduction
Denote by χptq " a 0 t n´a 1 t n´1`¨¨¨`p´1 q r a r t n´r .
the chromatic polynomial of a graph, or the characteristic polynomial of a matroid, or the characteristic polynomial of an arrangement of hyperplanes. People are interested in exploring the properties of the coefficient sequence a 0 , a 1 , . . . , a n . Let m be the size of the graph, matroid, or hyperplane arrangement. In 1932, Whitney [20] gave a combinatorial interpretation of a i in [19] , known as the no broken circuit theorem, which implies a i ą 0. In 1968,
Read [14] conjectured that the sequence a 0 , a 1 , . . . , a r is unimodal. Meredith [10] obtained an upper bound a i ď`m i˘i n 1972. Dowling-Wilson [4] found a lower bound a i ě pm´rq`r´1 i´1˘``r i˘i n 1974, by studying the finite geometric lattices. In 1976, Wilf [21] proved a j ě a pi{jq i
for i ą j, where a pi{jq i "`n i j˘``n i´1 j´1˘`¨¨¨a nd the integral sequence n i ą n i´1 ą . . . is determined by a i "`n i i˘``n i´1 i´1˘`¨¨¨.
In 1975, Zaslavsky [22] showed that |χp´1q| and |χp1q| count the numbers of regions and bounded regions of the complement of hyperplane arrangements respectively.
Most recently, related to the coefficient sequence a 1 , . . . , a r , some studies on the f -vectors and h-vectors of broken circuit complexes and matroid complexes have been obtained by Hibi [5] , Chari [2] , Swartz [15] , Wagner [17] , Lenz [6] , Huh [9] , etc.. If a matroid is representable over a field of characteristic 0, Huh [7] in 2012 proved that the coefficient sequence of its characteristic polynomial is log-concave, which gave a positive answer to Read's conjecture since that the graphic matroid is representable over any field and the log-concavity implies the unimodality for any positive sequence. Huh's result has been extended to representable matroids over any fields by Huh-Katz [8] . Finally, due to Adiprasito-Huh-Katz [1] , Rota's conjecture on the log-concavity of the characteristic polynomial coefficients for arbitrary matroids has been confirmed.
Below is a linear bound on coefficients of characteristic polynomials obtained in this paper, which is new to our knowledge. For any integer k " 0, 1, . . . , r and real number x ě k´r´1, we havê r`x k˙ď
Taking x " 0, Meredith's upper bound theorem are direct consequences of (1). If x "´1, we havê
namely, the first r´1 partial sums of the coefficient sequence of the characteristic polynomial are still sign-alternating. Taking x " k´r´1, we obtain an upper bound for the h-vector ph 0 , h 1 , . . . , h r q of the corresponding broken circuit complex, i.e., 0 ď h k ďˆm`k´r´1 k˙. which will imply Dowling-Wilson's lower bound on the coefficients. Section 3 is devoted to a weak version of our main result (1) on arithmetic matroids. In the end of this paper, we propose a problem to find a geometric realization of the formula (1) for the characteristic polynomial χptq of hyperplane arrangements. Via the deconing operation and no broken circuit theorem, it is reduced to determining if there is a linear hyperplane arrangement whose characteristic polynomial is χptq´χp1q. Also, we give a sufficient condition such that the matroid version of the realization problem holds.
Main Results
First we briefly recall the no broken circuit theorem and deletion-contraction formula of the characteristic polynomial of matroids, see [13, 18] for more details. Let M " M E " pE, rkq be a matroid with the ground set E and the rank function rk : 2 E Ñ N Y t0u. A non-empty subset A Ď E is called independent if rkpAq " |A|, while A is a dependent set if rkpAq ă |A|. It is clear that the empty set is independent. With the order of inclusion, a maximal independent set is a basis of M , and a minimal dependent set is a circuit of M . If E is equipped with a linear order, a broken circuit is a subset of E obtained by removing the maximal element from a circuit of E. All subsets of E containing no broken circuits form a simplicial complex, called the broken circuit complex of M . If rkpEq " r, the characteristic polynomial χpM ; tq of a matroid M " pE, rkq is defined as
The no broken circuit theorem states that a i is the number of i-faces of the broken ciucuit complex of M . We say an element e P E is a coloop if rkpEzteuq " rkpEq´1, a loop if rkpteuq " 0, and proper otherwise. There are two classic operations on M , deletion and contraction. Given a matroid M " pE, rkq and an element e P E, the deletion of M with respect to e is the matroid M ze " pEzteu, rk M ze q, where rk M ze pAq :" rkpAq for all A Ď Ezteu, while the contraction of M with respect to e is the matroid M {e " pEzteu, rk M {e q, where rk M {e pAq :" rkpAYteuq´rkpteuq for all A Ď Ezteu. The characteristic polynomial of M satisfies the following deletion-contraction recurrence relation χpM ; tq " # χpM ze; tq´χpM {e; tq if e is proper or a loop, t¨χpM ze; tq´χpM {e; tq if e is a coloop.
In particular, if |E| " m,
For any nonnegative integer k and complex number α, the (extended) bino-
Obviously,`α k˘ě 0 if α P R and α ě k´1. For α, β P C, k P Z ě0 , one have
i˙ˆβ k´i˙"ˆα`β k˙a ndˆα k˙`ˆα k´1˙"ˆα`1 k˙. q r a r .
For any integer k " 0, 1, . . . , r and real number x ě k´r´1, we havê r`x k˙ď
Proof. Use induction on |E|. The base case |E| " 1 is obvious. Suppose (3) holds for |E| ď m´1. Now consider |E| " m. If E contains no proper elements, i.e., all elements of E are coloops, it follows from (2) that r " m, a i "`m i˘f or i " 0, . . . , m, and
k´i˙ˆm i˙"ˆm`x k˙"ˆr`x k˙.
Now suppose e P E is a proper element M . Recall the deletion-contraction recurrence χpM ; tq " χpM ze; tq´χpM {e; tq. Since M has no loops, its deletion M ze with respect to e also contains no loops and has rank rk M ze pEzeq " r and size |Eze| " m´1. Write
By the induction hypothesis, for 0 ď k ď x`r`1, we havê
If M {e contains a loop, then χpM {e; tq " 0. The deletion-contraction recurrence implies
The inequality (3) holds obviously. If M {e contains no loop, since e is not a loop, rk M {e pEzeq " rkpEq´rkpeq " r´1. Write
The induction hypothesis implies that, if 0 ď k´1 ď x`r, i.e., 1 ď k ď x`r`1,
Applying the deletion-contraction recurrence, we have
The inequality (3) holds obviously if k " 0. If 1 ď k ď r`x`1, combining with (5) and (6), we havê
It remains to prove`r´1`x k´1˘ě 0, which is obvious if r´1`x ě 0. If r´1`x ă 0, then 1 ď k ď r`x`1 ă 2. We obtain k " 1 and`r´1`x k´1˘" 0.
Remark 2.2. Taking all cycles of a graph G as the circuits of a matroid M G , it is well known that the chromatic polynomial of the graph G has the same coefficient sequence as the characteristic polynomial of the matroid M G . Thus the linear bound (3) holds for chromatic polynomials of graphs.
Remark 2.3. Let A be an arrangement of (affine or linear) hyperplanes. It is well known that the characteristic polynomial of A also has the deletioncontraction recurrence [12, Corollary 2.57]. Note that all arguments used in Theorem 2.1 are not much more than the deletion-contraction recurrence and induction on the size of the matroid ground set. Therefore, using induction on |A| and similar arguments as Theorem 2.1, we can prove that the linear bound (3) also holds for characteristic polynomials of hyperplane arrangements.
In 1932, Whitney [20] showed that the coefficient sequence is sign-alternating, i.e., a i ą 0. In 1970, G. H. J. Meredith [10] gave an upper bound for each coefficient, i.e., a i ď`m i˘. Taking x " 0 in (3), we will recover Whitney's sign-alternating theorem and Meredith's upper bound theorem.
Corollary 2.4. Under the same assumptions as Theorem 2.1, we havê r k˙ď a k ďˆm k˙, for 0 ď k ď r.
Taking x "´1 in (3), we obtain the following two-side bounds on the partial sum of coefficients of the characteristic polynomial. It follows that the first r´1 partial sums of the coefficient sequence of the chromatic polynomial are still sign-alternating.
Corollary 2.5. Under the same assumptions as Theorem 2.1, we havê
No broken circuit theorem states that the f -vector of the broken circuit complex of a matroid is the coefficient sequence pa 0 , a 1 , . . . , a r q of its characteristic polynomial. Then its h-vector ph 0 , h 1 , . . . , h r q is
Taking x " k´r´1 in (3), we can obtain the following upper bound of the h-vector.
Corollary 2.6. Under the same assumptions as Theorem 2.1, we have
In 1974, Dowling and Wilson [4, Theorem 2] found a lower bound for the coefficients of the characteristic polynomial of a finite geometric lattice, which can be recovered from (9).
Corollary 2.7. [4]
Under the same assumptions as Theorem 2.1, we have
Proof. Applying (9), we have for k " 0, 1, . . . , r,
It implies
Using similar arguments, finally we obtain
Hence
Proof. Applying (9), we have for k ě 0,
It implies
By (9), we have
Using similar arguments as Theorem 2.7, it follows that
k´i˙ˆm´r´1`i i˙.
Weak version on Arithmetic Matroids
Let A E " pM E , mq " pE, rk, mq be an arithmetic matroid with the ground set E, rank function rk, and the multiplicity function m. The notion of an arithmetic matroid was introduced by M. D'Adderio and L. Moci [3] to axiomatize both the linear algebra and the arithmetic of a list of elements in a finitely generated abelian group. It can be seen as a generalization of the notion of a matroid. Also, we can consider the deletion and contraction of arithmetic matroids. Given an arithmetic matroid A E " pM E , mq " pE, rk, mq and an element v P E, the deletion of A E with respect to v is the pair 
Theorem 3.1. Let A E " pM E , mq be an arithmetic matroid of rank r " rkpEq and its characteristic polynomial
Then p´1q k a k ě 0 and p´1q k ř k i"0 a i ě 0, for 0 ď k ď r. Proof. We shall argue by induction on |E|. If |E| " 0, then the result is immediate. Suppose the result holds for |E| ď m and let |E| " m`1. If all elements of E are loops, then
|A| mpAq " a 0 .
Since rkpHq " rkpEq " 0, so a 0 " ρpH, Eq ě 0. Otherwise, there exists an element v P E, which is not a loop. Case I. If v is proper, then rk Ezv pEztvuq " rkpEq and rk E{v pEztvuq " rkpEq´1. We can write
r´3`¨¨¨`c r´2 t`c r´1 . Using the deletion-contraction recurrence χpA E ; tq " χpA Ezv ; tq´χpA E{v ; tq, we have a 0 " b 0 and a k " b k´ck´1 , for 1 ď k ď r. Then by the induction assumption, a 0 " b 0 ě 0, p´1q r´3`¨¨¨`c r´2 t`c r´1 . Using the deletion-contraction recurrence χpA E ; tq " t¨χpA Ezv ; tq´χpA E{v ; tq, we have a 0 " b 0 , a r "´c r´1 and a k " b k´ck´1 , for 1 ď k ď r´1. Then by the induction assumption, a 0 " b 0 ě 0, p´1q r a r " p´1q r´1 c r´1 ě 0, p´1q
Together with p´1q r ř r i"0 a i " p´1q r χpA E ; 1q " M E p0, 0q ě 0, the result holds for the coefficients of the characteristic polynomial of A E . Therefore, by induction, p´1q k a k ě 0 and p´1q k ř k i"0 a i ě 0, for 0 ď k ď r. Let E be a finite list of elements of a finitely generated abelian group G. Given a sublist A Ď E, let xAy be the subgroup of G generated by the elements of A. The rank rkpAq is defined as the rank of the finitely generated abelian group xAy and the multiplicity mpAq is defined as the cardinality of the torsion subgroup of G{xAy. Then A E " pM E , mq " pE, rk, mq is an arithmetic matroid. Given an arithmetic matroid A E " pM E , mq, if it is representable, i.e., E can be regarded as a list of elements in a finitely generated abelian group G and we can always assume that rkpEq is equal to the rank of G, then we have the following generalized toric arrangement T E :" tH λ : λ P Eu defined by E on T :" HompG, C˚q, where H λ :" tt P T : λptq " 1u (see [3] ). The characteristic polynomial of the toric arrangement T E is defined as
where CpT E q is the set of all the connected components of all possible nonempty intersections of the subvarieties H λ , ordered by reverse inclusion with the Möbius function µ and T C is the connected component of T that contains C. L. Moci [11] proved that χpT E ; tq " χpA E ; tq.
Hence, we have the following Corollary.
Corollary 3.2. Let A E " pM E , mq be a representable arithmetic matroid of rank r " rkpEq and the characteristic polynomial of the associated toric ar-
Then p´1q k a k ě 0 and p´1q k ř k i"0 a i ě 0, for 0 ď k ď r.
Problems on Geometric Realizations
Let A be an n-dimensional arrangement of m affine hyperplanes and rank r (see [12, 16] for more details). If all hyperplanes of A are restricted to the r-dimensional subspace spanned by their normal vectors, we will obtain an rdimensional arrangement of m hyperplanes and rank r, whose characteristic polynomial has the same coefficient sequence as χpA; tq and becomes t-free, i.e., containing no t as a factor. Thus, we lose no generality to assume that the characteristic polynomial of A is
where a r ‰ 0 and a 0 " 1. Recall the no broken circuit theorem [12, Theorem 3 .55] that a k counts the number of χ-independent k-subsets of A, where a subset S of A is called χ-independent if S contains no broken circuits and Ş HPS H ‰ H. It is then obvious that a k ď`m k˘. On the other hand, a r ‰ 0 implies that there exists at least one χ-independent r-subset B of A. Note the fact from the definition that any subset of a χ-independent set is still χ-independent. Then all subsets of B are χ-independent, which implies a k ě`r kb y the no broken circuit theorem. In this sense, the inequality`r k˘ď a k ď`m kȏ f Corollary 2.4 can be easily obtained from the no broken circuit theorem. There is a natural problem whether the formula (3) can be directly obtained from the no broken circuit theorem or not. To this purpose, we introduce an operation D of the characteristic polynomial χpA; tq, DχpA; tq " χpA; tq´χpA; 1q t´1 .
Denote D 0 the identity operation and D i χpA; tq " D˝¨¨¨˝D l jh n i χpA; tq for i P N.
Note that χpA; tq´χpA; 1q " a 0 pt
Then we have
In general, for any non-positive integer q, we have
If D´qχpA; tq can be geometrically realized as the characteristic polynomial of an arrangement of m`q hyperplanes and rank r`q, from discussions at the beginning of this section, the inequality (3) can be easily obtained from the no broken circuit theorem, which answers the previous question. So our question is reduced to finding a geometric realization of D´qχpA; tq as the characteristic polynomial of some arrangement of hyperplanes for any q P Z ď0 . Furthermore, it can be further reduced to finding a geometric realization of DχpA; tq for any A. Suppose DχpA; tq " χpA 1 ; tq for some hyperplane arrangement A 1 . Similarly, we shall have a hyperplane arrangement A 2 such that DχpA 1 ; tq " χpA 2 ; tq. Continuing this process, the geometric realization of D´qχpA; tq can be obtained reductively for all q P Z ď0 .
When all hyperplanes in A pass through the origin (called a linear hyperplane arrangement), we are able to construct an affine hyperplane arrangement dA such that χpdA; tq " DχpA; tq. Suppose A is a linear arrangement of m`1 hyperplanes in R n . Given K 0 P A with the defining equation
ř n i"1 α i x i " 0, the deconing dA (see [12, Definition 1.15] ) of A is an arrangement of m hyperplanes in the affine space K 1 :
Since χpA, 1q " 0 when A is linear, we have χpdA; tq " DχpA; tq.
Namely, for the linear hyperplane arrangement A, the deconing construction can geometrically realize DχpA; tq as the characteristic polynomial of the hyperplane arrangement dA. However, it is not easy to find a generalization of this construction for affine hyperplane arrangements. To simplify our problem, we introduce another construction, called coning, which is the inverse operation of deconing. If a hyperplane H in R n is defined by H : a 1 x 1`¨¨¨`an x n " b, let cH be a hyperplane in R n`1 defined to be cH : a 1 x 1`¨¨¨`an x n " bx n`1 . The coning cA of A is a linear hyperplane arrangement in R n`1 consisting of all cH with H P A and an extra hyperplane K : x n`1 " 0. For the coning construction, we have χpcA; tq " pt´1qχpA; tq.
For any essential hyperplane arrangement A with the characteristic polynomial χpA; tq " a 0 t r´a 1 t r´1`¨¨¨`p´1 q r a r , if there exists a hyperplane B such that χpB; tq " DχpA; tq, then except for the constant term, the coefficients of the characteristic polynomial χpcB; tq are the same as χpA; tq, i.e., χpcB; tq " a 0 t r´a 1 t r´1`¨¨¨`p´1 q r´1 a r´1 t´ra 0´a1`¨¨¨`p´1 q r´1 a r´1 s,
Conversely, suppose there exists a linear hyperplane arrangement C such that except for the constant term, all coefficients of its characteristic polynomial are the same as A. Then we have χpdC; tq " DχpC; tq " DχpA; tq.
Hence, the above question concerning the interpretation of the formula (3) is finally reduced to the following problem.
Problem. Given an essential hyperplane arrangement A, is there a linear hyperplane arrangement B whose characteristic polynomial is χpB; tq " χpA; tqχ pA; 1q?
When we consider the characteristic polynomial of matroids, the problem can be stated as follows. Let M E " pE, rkq be a matroid and r " rkpEq, whose characteristic polynomial is written (abuse of notation) to be
Note that χpM E ; 1q " 0 which is easily seen from the deletion-contraction recurrence. Similarly, we can define
Our problem is whether there is an matroid
In the following, we give a sufficient condition for the matroid M E such that the above problem holds.
Proposition 4.1. Let M E " pE, rkq be a matroid with rkpEq " r. Let C be its circuit structure, i.e., the collection of all circuits of M E . If there is an element v P E such that every circuit C P C containing v is of size r`1, and the contraction M E{v " pEztvu, rk E{v q with respect to v has the circuit structure
then we have χpM E{v ; tq " DχpM E ; tq´DχpM E ; 1q.
Proof. Given a linear order on E with the maximal element v. Write
Note that χpM E{v ; 1q " 0 and First we prove Ω i,0 " Ω 1 i for i ď r´2. For any S P Ω i,0 , suppose S R Ω 1 i , i.e., there is an element e P Eztvu such that S \ teu contains a circuit C of M E{v . From the assumption on the circuit structure of M E{v , either C or C \ tvu is a circuit of M E . Since S contains no broken circuits, it forces C \ tvu to be a circuit of M E and then |C| " r, a contradiction to |S| " i ď r´2. Conversely, for any T P Ω 1 i , suppose there is an element e P E such that T \ teu contains a circuit of M . We have v ‰ e. Otherwise, T contains a circuit of M E{v from the assumption. Hence T \ teu Ď Eztvu contains a circuit of M E{v which is a contradiction to T P Ω 1 i . Next we prove Ω 1 i´1 " tSztvu | S P Ω i,v u for i ď r´1. For any T P Ω 1 i´1 , suppose T \ tvu R Ω i,v , i.e., there is an element e P E such T \ te, vu contains a circuit C of M E . We have v P C. Otherwise, T \ teu contains the circuit C of M E{v , a contradiction to T P Ω 1 i´1 . Thus the circuit C must have size r`1 by the assumption of the circuit structure on M E . However, |T | " i´1 ď r´2 for i ď r´1, a contradiction. Hence we obtain T \ tvu P Ω i,v . Conversely, if S P Ω i,v for i ď r´1, suppose Sztvu R Ω 1 i´1 , i.e, there is an element e of Eztvu such that S \teuztvu contains a circuit C of M E{v . From the assumption on the circuit structure of M E{v , either C or C \ tvu is a circuit of M E . If C is a circuit of M E , then S contains a broken circuit of M E , a contradiction to S P Ω i,v . If C \ tvu is a circuit of M E , from the assumption on the circuit structure of M E , we have |C| " r. It implies |S| ě r, a contradiction to S P Ω i,v for i ď r´1.
