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In this paper we consider a new integrable equation (the Degasperis–Procesi equation) de-
rived recently by Degasperis and Procesi (1999) [3]. Analogous to the Camassa–Holm equa-
tion, this new equation admits blow-up phenomenon and inﬁnite propagation speed. First,
we give a proof for the blow-up criterion established by Zhou (2004) in [12]. Then, inﬁnite
propagation speed for the Degasperis–Procesi equation is proved in the following sense:
the corresponding solution u(x, t) with compactly supported initial datum u0(x) does not
have compact x-support any longer in its lifespan. Moreover, we show that for any ﬁxed
time t > 0 in its lifespan, the corresponding solution u(x, t) behaves as: u(x, t) = L(t)e−x
for x  1, and u(x, t) = l(t)ex for x  −1, with a strictly increasing function L(t) > 0 and a
strictly decreasing function l(t) < 0 respectively.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Degasperis–Procesi equation was derived in [3] by considering the following family of third order dispersive conser-
vation laws,
ut + c0ux + γ uxxx − α2uxxt =
(
c1u
2 + c2u2x + c3uuxx
)
x, (1.1)
where α, γ , c0, c1, c2 and c3 are real constants. Within this family, only three equations that satisfy asymptotic integrability
condition up to third order are singled out, namely the KdV equation,
ut + ux + uux + uxxx = 0,
the Camassa–Holm equation,
ut − uxxt + 3uux = 2uxuxx + uuxxx,
and a new equation (the Degasperis–Procesi equation, the DP equation, for simplicity) which can be written as (after rescal-
ing) the dispersionless form [3],
ut − uxxt + 4uux = 3uxuxx + uuxxx. (1.2)
In [4], both the Camassa–Holm and DP equations are derived as members of a one-parameter family of asymptotic
shallow water approximations to the Euler equations: this is important because it shows that (after the addition of linear
dispersion terms) both the Camassa–Holm and DP equations are physically relevant, otherwise the DP equation would be of
purely theoretical interest.
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analogous to the Camassa–Holm peakons [2], these two equations are pretty different. The isospectral problem for Eq. (1.2)
is
Ψx − Ψxxx − λyΨ = 0,
whereas for the Camassa–Holm equation it is
Ψxx − 1
4
Ψ − λyΨ = 0,
where y = u−uxx for both cases. This implies the inside structures of the DP equation (1.2) and the Camassa–Holm equation
are truly different.
Analogous to the Camassa–Holm equation, (1.2) can be written in Hamiltonian form and have inﬁnitely many conserva-
tion laws. Here we list some of the simplest conserved quantities [2]:
H−1 =
∫
R
u3 dx, H0 =
∫
R
y dx, H1 =
∫
R
yv dx,
H5 =
∫
R
y1/3 dx, H7 =
∫
R
(
y2x y
−7/3 + 9y−1/3)dx,
where v = (4− ∂2x )−1u. So they are different from the invariants of the Camassa–Holm equation,
E(u) =
∫
R
(
u2 + u2x
)
dx, F (u) =
∫
R
(
u3 + uu2x
)
dx.
Set Q = (1− ∂2x ), then the operator Q −1 in R can be expressed by
Q −1 f = G ∗ f = 1
2
∫
R
e−|x−y| f (y)dy.
Eq. (1.2) can be written as
ut + uux + ∂xG ∗
(
3
2
u2
)
= 0, (1.3)
while the Camassa–Holm equation can be written as
ut + uux + ∂xG ∗
(
u2 + 1
2
u2x
)
= 0. (1.4)
Due to the similarity of (1.3) and (1.4), just by following the argument for the Camassa–Holm equation, it is easy to
establish the following well-posedness theorem for (1.3).
Theorem 1.1. (See [12].) Given u(x, t = 0) = u0 ∈ Hs(R), s > 3/2, then there exists a T and a unique solution u to (1.2) (also (1.3))
such that
u(x, t) ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)).
It should be mentioned that due to the form of (1.3) (no derivative appears in the convolution term), Coclite
and Karlsen [1] established global existence and uniqueness result for entropy weak solutions belonging to the class
L1(R) ∩ BV(R). In [9], new concrete solutions to the DP equation, which are less regular than peakons are presented. For
related equations and recent results, we refer to [5,7].
When we study the Camassa–Holm equation, the most frequently (crucially) used conservation law is the H1-norm of
the solution. However, if u is a strong solution (decays rapidly at inﬁnity) to the DP equation (1.2), simple computation
yields
d
dt
∫
R
(
u2 + u2x
)
dx = 2
∫
R
(−4u2ux + 3uuxuxx + u2uxxx)dx = −
∫
R
u3x dx.
Hence, H1-norm of the solution is not conserved at all. However, we also have a clear blow-up scenario as following: the
solution blows up if and only if the ﬁrst-order derivative blows up, i.e., wave breaking occurs. More precisely, assume that
T is the lifespan of corresponding solution, then
lim inf
t↑T infx∈Rux(x, t) = −∞.
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Set q(x, t) be the particle line evolved by the solution; that is it satisﬁes
dq(x, t)
dt
= u(q(x, t), t), q(x, t = 0) = x. (2.1)
Taking derivative with respect to x in (2.1), we have
dqx
dt
= ux(q, t)qx.
Hence
qx(x, t) = exp
( t∫
0
ux(q, s)ds
)
,
which is always positive before the blow-up time. Therefore, the function q(x, t) is an increasing diffeomorphism of the line
before blow-up.
On the other hand, let y = Q u = (1− ∂2x )u, then the equation for y reads
yt + uyx + 3ux y = 0. (2.2)
Actually, this is another form of the DP equation (1.2).
Hence, from Eq. (2.2), the following identity can be proved:
y
(
q(x, t), t
)
q3x(x, t) = y0(x). (2.3)
In fact, direct computation yields
d
dt
(
y(q)q3x
)= (yt(q) + yx(q)qt)q3x + 3y(q)q2xqxt
= (yt(q) + u(q)yx(q) + 3ux(q)y(q))q3x = 0.
In the fundamental work of Zhou [12], the following theorem is proved but with an incomplete proof by missing a crucial
term in the estimate. The purpose of this section is to give a correct proof to Theorem 2.1 (with blow-up time estimate)
here.
Theorem 2.1. (See [12].) Suppose that u0 ∈ H3(R) and there exists a x0 ∈R such that y0(x0) = (1− ∂2x )u0(x0) = 0,
y0(x) 0(	≡ 0) for x ∈ (−∞, x0) and y0(x) 0(	≡ 0) for x ∈ (x0,∞). (2.4)
Then the corresponding solution u(x, t) to the DP equation (1.2) with u0 as initial datum blows up in ﬁnite time with the lifespan
T max
{ −4
u0x(x0)
,
−u0x(x0)
(u20x − u20)(x0)
}
.
Remark 2.1. If y0 is one sign or there exists a x0 such that y0(x)  0 for x  x0, while y0(x)  0 for x  x0, then the
corresponding solution exists globally (see [8] and [12] for proofs and more discussions). However, to establish the necessary
and suﬃcient condition for wave breaking to the DP equation is still a challenging task. We hope we can solve this problem
in the near future. Recently, some related equations with parameters are studied in [14] and [11].
Proof of Theorem 2.1. Suppose that the solution exists globally. Due to Eq. (2.3) and the initial condition (2.4), we have
y(q(x0, t), t) = 0, and{
y
(
q(x, t), t
)
 0(	≡ 0) for x ∈ (−∞, x0),
y
(
q(x, t), t
)
 0(	≡ 0) for x ∈ (x0,∞),
(2.5)
for all t  0. Since u(x, t) = G ∗ y(x, t), x ∈R, t  0, one can write u(x, t) and ux(x, t) as
u(x, t) = 1
2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
∞∫
x
e−ξ y(ξ, t)dξ,
ux(x, t) = −1
2
e−x
x∫
eξ y(ξ, t)dξ + 1
2
ex
∞∫
e−ξ y(ξ, t)dξ.−∞ x
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u2x(x, t) − u2(x, t) = −
x∫
−∞
eξ y(ξ, t)dξ
∞∫
x
e−ξ y(ξ, t)dξ
for all t  0.
First, under the initial condition of y0(x), we have the following key lemma.
Lemma 2.2. Assume (2.4) is true and suppose the corresponding solution exists globally. Then for any ﬁxed t, the following monotonic
inequality holds:
u2x(x, t) − u2(x, t)
(
u2x − u2
)(
q(x0, t), t
)
, (2.6)
for all x ∈R.
The proof will be given in Appendix A.
From the expression of ux(x, t) in terms of y(x, t), then
d
dt
ux
(
q(x0, t), t
)
= 1
2
u
(
q(x0, t), t
)
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ − 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
+ 1
2
u
(
q(x0, t), t
)
eq(x0,t)
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ + 1
2
eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ
= u2(q(x0, t), t)− 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ + 1
2
eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ.
Rewrite Eq. (2.2) as
yt + uyx + 2yux + 1
2
(
u2 − u2x
)
x = 0.
It is worth noting that the Camassa–Holm can be rewritten as yt + yxu + 2yux = 0. Hence we can use the inequality
established by Zhou in [13] that
1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ (uyx + 2yux)(ξ, t)dξ
−1
4
u2
(
q(x0, t), t
)− 1
4
u2x
(
q(x0, t), t
)+ 1
2
eq(x0,t)u
(
q(x0, t), t
)
ux
(
q(x0, t), t
)
,
and
−1
2
eq(x0,t)
∞∫
q(x0,t)
e−ξ (uyx + 2yux)(ξ, t)dξ
−1
4
u2
(
q(x0, t), t
)− 1
4
u2x
(
q(x0, t), t
)− 1
2
eq(x0,t)u
(
q(x0, t), t
)
ux
(
q(x0, t), t
)
.
On the other hand, we have
1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ
1
2
(
u2 − u2x
)
x(ξ, t)dξ
= 1
4
(
u2 − u2x
)(
q(x0, t), t
)− 1
2
e−q(x0,t)
q(x0,t)∫
eξ
1
2
(
u2 − u2x
)
(ξ, t)dξ−∞
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4
(
u2 − u2x
)(
q(x0, t), t
)− 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ
1
2
(
u2 − u2x
)(
q(x0, t), t
)
dξ
= 0,
where the inequality (2.6) in Lemma 2.2 was used.
Similarly, by using (2.6) again, we obtain that
−1
2
eq(x0,t)
∞∫
q(x0,t)
e−ξ 1
2
(
u2 − u2x
)
x(ξ, t)dξ  0.
Combining all the above terms together, we have
d
dt
ux
(
q(x0, t), t
)
 1
2
u2
(
q(x0, t), t
)− 1
2
u2x
(
q(x0, t), t
)
, for all t > 0. (2.7)
Claim. ux(q(x0, t), t) < 0 is decreasing and u2(q(x0, t), t) < u2x(q(x0, t), t) for all t  0.
Suppose not, i.e., there exists a t0 such that u2(q(x0, t), t) < u2x(q(x0, t), t) on [0, t0) and u2(q(x0, t0), t0) = u2x(q(x0, t0), t0).
Now, let
I1(t) := 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
and
I2(t) := 1
2
eq(x0,t)
∞∫
q(x0,t)
eξ y(ξ, t)dξ.
First, we have
dI1(t)
dt
= −1
2
u
(
q(x0, t), t
)
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
+ 1
2
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
 1
2
(
uux − u2
)(
q(x0, t), t
)+ 1
4
(
u2 + u2x − 2uux
)(
q(x0, t), t
)
 1
4
(
u2x − u2
)(
q(x0, t), t
)
> 0, on [0, t0). (2.8)
Secondly,
dI2(t)
dt
= 1
2
u
(
q(x0, t), t
)
eq(x0,t)
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ
+ 1
2
eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ
 1
2
(
uux + u2
)(
q(x0, t), t
)− 1
4
(
u2 + u2x + 2uux
)(
q(x0, t), t
)
−1
4
(
u2x − u2
)(
q(x0, t), t
)
< 0, on [0, t0). (2.9)
Hence, it follows from (2.8), (2.9) and the continuity property of ODEs that
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u2x − u2
)(
q(x0, t), t
)= −4I1(t)I2(t) > −4I1(0)I2(0) > 0,
for all t > 0. This implies t0 can be extended to inﬁnity.
Moreover, from Eqs. (2.8) and (2.9) again, we have the following equation for (u2x − u2)(q(x0, t), t)
d
dt
(
u2x − u2
)(
q(x0, t), t
)
−ux
(
q(x0, t), t
)(
u2x − u2
)(
q(x0, t), t
)
. (2.10)
Now, putting (2.7) into (2.10) yields
d
dt
(
u2x − u2
)(
q(x0, t), t
)
 1
2
(
u2x − u2
)(
q(x0, t), t
)×
( t∫
0
(
u2x − u2
)(
q(x0, τ ), τ
)
dτ − u0x(x0)
)
. (2.11)
Before ﬁnishing the proof, we need the following technical lemma.
Lemma 2.3. Suppose that Ψ (t) is a twice differentiable function satisfying{
Ψ ′′(t) C0Ψ ′(t)Ψ (t), t > 0, C0 > 0,
Ψ (0) > 0, Ψ ′(0) > 0.
(2.12)
Then Ψ (t) blows up in ﬁnite time. Moreover the blow-up time T can be estimated in terms of the initial datum as
T max
{
2
C0Ψ (0)
,
Ψ (0)
Ψ ′(0)
}
.
The proof will be given in Appendix A.
Let Ψ (t) = ∫ t0 (u2x −u2)(q(x0, τ ), τ )dτ −u0x(x0), then (2.11) is a equation of type (2.12) with C0 = 12 . The proof is complete
by applying Lemma 2.3. 
Remark 2.2. The mistake in [12] was also pointed out by Liu and Yin, who gave a correct proof in their recent work [8].
However, the proof given here is a quite different one from theirs, and more detailed structure is investigated.
3. Propagation speed
Recently, Mustafa [10] showed that the smooth solutions to the DP equation (1.2) have inﬁnite propagation speed: they
loose instantly the property of having compact x-support.
The purpose of this section is to give a more detailed description on the corresponding strong solution u(x, t) in its
lifespan with u0 being compactly supported. The main theorem reads:
Theorem 3.1. Assume that the initial datum 0 	≡ u0(x) ∈ H3(R) is compactly supported in [a,b], then the corresponding solution
u(x, t) to the DP equation (1.2) has the following property: for 0< t < T ,
u(x, t) = L(t)e−x as x> q(b, t); u(x, t) = l(t)ex as x< q(a, t),
with L(t) > 0 and l(t) < 0 respectively, where q(x, t) is deﬁned by (2.1) and T is its lifespan. Furthermore, L(t) > 0 is a strictly
increasing function, while l(t) < 0 is strictly decreasing.
Remark 3.1. Theorem 3.1 implies that the strong solution does NOT have compact x-support for any t > 0 in its lifespan
(the results in [10] do not preclude the possibility of the solution having compact support at a later time), although the
corresponding u0(x) is compactly supported.
Proof of Theorem 3.1. We follow the proof given in [6] for the Camassa–Holm equation.
First, since u0(x) has compact support, so does y0(x) = (1 − ∂2x )u0(x). Eq. (2.3) tells us that y = (1 − ∂2x )u is compactly
supported in [q(a, t),q(b, t)] in its lifespan. Hence the following functions are well-deﬁned:
E(t) =
∫
R
ex y(x, t)dx and F (t) =
∫
R
e−x y(x, t)dx, (3.1)
with
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∫
R
ex y0(x)dx =
∫
R
exu0(x)dx−
∫
R
exu0xx(x)dx = 0
and F (0) = 0 by integration by parts.
Then for x> q(b, t), we have
u(x, t) = 1
2
e−|x| ∗ y(x, t) = 1
2
e−x
q(b,t)∫
q(a,t)
eξ y(ξ, t)dξ = 1
2
e−xE(t), (3.2)
where (3.1) is used.
Similarly, when x< q(a, t), we get
u(x, t) = 1
2
e−|x| ∗ y(x, t) = 1
2
ex
q(b,t)∫
q(a,t)
e−ξ y(ξ, t)dξ = 1
2
exF (t). (3.3)
Hence, as consequences of (3.2) and (3.3), we have
u(x, t) = −ux(x, t) = uxx(x, t) = 1
2
e−xE(t), as x> q(b, t) (3.4)
and
u(x, t) = ux(x, t) = uxx(x, t) = 1
2
exF (t), as x< q(a, t). (3.5)
On the other hand,
dE(t)
dt
=
∫
R
ex yt(x, t)dx.
Differentiating Eq. (1.3) twice, we get
0 = uxxt + (uux)xx + ∂x∂2x G ∗
(
3
2
u2
)
= uxxt + (uux)xx − ∂x
(
1− ∂2x
)
G ∗
(
3
2
u2
)
+ ∂xG ∗
(
3
2
u2
)
= uxxt + (uux)xx − ∂x
(
3
2
u2
)
+ ∂xG ∗
(
3
2
u2
)
. (3.6)
Combining (1.3) and (3.6), we obtain
yt =
(
1− ∂2x
)
ut = −uux + (uux)xx − ∂x
(
3
2
u2
)
. (3.7)
Putting the identity (3.7) into ddt E(t), we obtain
dE(t)
dt
= −
∫
R
exuux(x, t)dx+
∫
R
ex(uux)xx(x, t)dx−
∫
R
ex∂x
(
3
2
u2
)
(x, t)dx
= ex((uux)x − uux)∣∣∞−∞ − ex
(
3
2
u2
)∣∣∣∣
∞
−∞
+
∫
R
ex
(
3
2
u2
)
(x, t)dx
=
∫
R
ex
(
3
2
u2
)
(x, t)dx,
where we used (3.4) and (3.5).
Therefore, in the lifespan of the solution, we have
E(t) =
t∫ ∫
ex
(
3
2
u2
)
(x, τ )dxdτ > 0.0 R
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F (t) = −
t∫
0
∫
R
e−x
(
3
2
u2
)
(x, τ )dxdτ < 0.
In order to ﬁnish the proof, it is suﬃcient to let L(t) = 12 E(t) and l(t) = 12 F (t) respectively. 
It is really a very nice property for the DP equation. No matter the proﬁle of the compactly supported initial datum u0(x)
is (no matter it is positive or negative), for any t > 0 in its lifespan, the solution u(x, t) is positive at inﬁnity and negative
at negative inﬁnity. Moreover, the tail of the corresponding solution at inﬁnity grows as time goes on.
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Appendix A
First, we give a proof of Lemma 2.2: by direct computation, if x q(x0, t), then
u2x(x, t) − u2(x, t) = −
( q(x0,t)∫
−∞
eξ y(ξ, t)dξ −
q(x0,t)∫
x
eξ y(ξ, t)dξ
)
×
( ∞∫
q(x0,t)
e−ξ y(ξ, t)dξ +
q(x0,t)∫
x
e−ξ y(ξ, t)dξ
)
= (u2x − u2)(q(x0, t), t)−
x∫
−∞
eξ y(ξ, t)dξ
q(x0,t)∫
x
e−ξ y(ξ, t)dξ
+
q(x0,t)∫
x
eξ y(ξ, t)dξ
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ

(
u2x − u2
)(
q(x0, t), t
)
.
Similarly, for x q(x0, t), we have
u2x(x, t) − u2(x, t) = −
( q(x0,t)∫
−∞
eξ y(ξ, t)dξ +
x∫
q(x0,t)
eξ y(ξ, t)dξ
)
×
( ∞∫
q(x0,t)
e−ξ y(ξ, t)dξ −
x∫
q(x0,t)
e−ξ y(ξ, t)dξ
)
= (u2x − u2)(q(x0, t), t)−
∞∫
x
e−ξ y(ξ, t)dξ
x∫
q(x0,t)
eξ y(ξ, t)dξ
+
x∫
q(x0,t)
e−ξ y(ξ, t)dξ
q(x0,t)∫
−∞
eξ y(ξ, t)dξ

(
u2x − u2
)(
q(x0, t), t
)
.
This ﬁnishes the proof of Lemma 2.2.
Secondly, we give a proof to Lemma 2.3:
Set
Φ ′(t) = δΦ2(t), Φ(0) = Ψ (0) > 0, (A.1)
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Φ(t) = Ψ (0)
1− Ψ (0)δt .
It is obviously that Φ(t) is increasing and it goes to inﬁnity as t tends to
T0 = 1
δΨ (0)
. (A.2)
On the other hand,
Φ ′′(t) = 2δΦ ′(t)Φ(t) C0Φ ′(t)Φ(t), (A.3)
provided that δ > 0 is suﬃciently small such that 2δ  C0. Moreover we can choose δ is small enough such that
Φ ′(0) = δΨ (0)2 < Ψ ′(0). (A.4)
Now we claim that
Ψ ′(t) > Φ ′(t), for all 0 t  T0. (A.5)
Suppose not, due to the initial condition (A.4) and the continuity of the solution for (A.3), one has Ψ ′(t) > Φ ′(t), for t > 0
small enough, then there exists a t0, 0< t0 < T0, such that
Ψ ′(t) > Φ ′(t), 0 t < t0 and Ψ ′(t0) = Φ ′(t0). (A.6)
So we have the equation for Ψ − Φ on 0< t  t0 as
Ψ ′′(t) − Φ ′′(t) C0
(
Ψ ′(t)Ψ (t) − Φ ′(t)Φ(t)) C0Φ(t)(Ψ ′(t) − Φ ′(t))
which can be solved as
Ψ ′(t0) − Φ ′(t0) e
∫ t0
0 Φ(τ)dτ
(
Ψ ′(0) − Φ ′(0))> 0.
This contradicts with (A.6). Therefore (A.5) is true, i.e., the solution to (A.1) blows up in ﬁnite time. Moreover, thanks to
Eq. (A.2), the blow-up time for Ψ (t) can be bounded from above as
T  T0 = max
{
2
C0Ψ (0)
,
Ψ (0)
Ψ ′(0)
}
.
This ﬁnishes the proof of Lemma 2.3.
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