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Introduction générale
Le développement et l’étude de différents moyens de locomotion est un sujet qui passionne
l’être humain depuis des temps immémoriaux. En commençant par l’étude de l’art de se
déplacer sur ses deux pieds afin de mieux se comprendre, l’homme s’est peu à peu intéressé
aux autres espèces l’entourant afin de mieux comprendre le monde qui l’entoure. C’est
ainsi que pendant très longtemps, l’homme a rêvé de pouvoir voler comme les oiseaux
dans le ciel, ce qui fût possible au XXème siècle. Aujourd’hui, les challenges ont quelque
peu changé : l’homme est capable de se déplacer dans tous les milieux, mais il s’est rendu
compte qu’avec toutes les machines qu’il pouvait construire, aucune d’elles ne pouvaient
égaler le degré de perfectionnement que la nature a donné aux êtres vivants.
De ce constat, la communauté scientifique s’est tournée vers un domaine au combien pas-
sionnant, mais également extrêmement complexe baptisé le Biomimétisme. Cette science,
repose sur le principe de la copie des systèmes vivants ou de la conception de systèmes ba-
sés sur l’étude de ceux-ci. Ces dernières années, beaucoup de recherches ont été effectuées
dans le domaine du Biomimétisme sous-marin, car il constitue d’une part un environne-
ment qu’on connait peu et d’autre part un domaine où les machines actuelles sont très
peu performantes par rapport à ce que peu faire la nature. Ce large engouement pour
l’étude des poissons provient d’une étude de Sir James Gray [Gray, 1935] (aussi appelé
le paradoxe de Gray) sur les dauphins et qui montre que selon les calculs de l’époque,
les muscles du dauphin devraient être 7 fois plus puissants pour lui permettre d’atteindre
les vitesses auxquelles il nage. Les différentes études menées ont pu mettre en avant des
capacités prodigieuses d’accélérations pouvant aller jusqu’à 20 fois la gravité et une ex-
traordinaire manœuvrabilité : par comparaison, un poisson peut faire un virage à 180˚
sans perdre de vitesse et avec des rayons de courbure de l’ordre d’un dixième de sa lon-
gueur [Triantafyllou et Triantafyllou, 1995] alors qu’un bateau, dans les mêmes conditions,
perdra la moitié de sa vitesse et aura besoin de 10 fois sa longueur pour faire ce demi-tour.
C’est dans le cadre de ces différentes considérations qu’est né en 2003 le projet ROBEA
(ROBotique et Entités Artificielles) Robot Anguille, qui a pour but d’étudier, de concevoir
et de réaliser un robot anguille capable de nager en trois dimensions. Ce projet est pluri-
disciplinaire et regroupe plusieurs laboratoires : Le Muséum National d’Histoire Naturelle
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(MNHM), le Laboratoire de Mécanique des Fluides (LMF) de Nantes, le laboratoire d’Au-
tomatique de Grenoble de Grenoble (devenu Gipsa-Lab), le Laboratoire d’Informatique,
de robotique et de Microélectronique de Montpellier (LIRMM) et le l’Institut de Re-
cherche en Communications et Cybernétique de Nantes (IRCCyN). Les buts de ce projet
sont d’étudier les principes de nages de l’anguille, l’interaction entre le fluide et l’animal
et de concevoir un robot dont les caractéristiques se rapprochent de l’être vivant.
Parmi les différents types de poissons qui peuvent exister, l’anguille est considérée comme
un optimum en terme de manœuvrabilité pour la nage tridimensionnelle. En effet, c’est
son caractère hyper-redondant qui fait la force des poissons à nage anguilliforme. Même si
leur anatomie est relativement simple comparée aux autres poissons, le nombre élevé voir
quasi-infini de degrés de libertés offre des possibilités de déformations que ne possèdent
pas les autres espèces animales. Cette anatomie simple de la colonne vertébrale a permis
de concevoir un prototype de robot hyper-redondant dont l’architecture est relativement
simple, mais dont les possibilités de mouvements peuvent être extrêmement complexes.
Dans cette thèse, nous allons traiter le problème de la modélisation dynamique du ro-
bot anguille en s’inspirant des techniques développées pour la modélisation des robots
industriels séries, parallèles ou arborescent et à boucles ouvertes ou fermées. Ainsi, les
algorithmes de modélisation développés dans cette thèse utilisent le formalisme des équa-
tions de Newton-Euler récursives adaptées au cas des robots où la base n’est pas fixe.
Cette thèse aborde également quelques aspects de la commande et du contrôle du robot
en simulation et sur le prototype.
Ce mémoire est organisé de la manière suivante :
Le premier chapitre est consacré à l’étude bibliographique des robots aquatiques et bio-
mimétiques, ainsi qu’à la présentation du prototype réalisé dans le cadre de ce projet. Ce
chapitre traite également de quelques aspects biologiques liés a la nage et au fonctionne-
ment des réseaux de neurones qui permettent de faire bouger le poisson.
Dans le deuxième chapitre, nous présentons la modélisation dynamique d’un robot anguille
sériel hyper-redondant basée sur le formalisme récursif de Newton-Euler. Ce robot dont
l’architecture n’a pas été retenue pour la conception du prototype nous a permis d’obtenir
les premiers résultats de simulations et de dimensionnement d’un modèle simple du robot.
Ainsi, ce chapitre traitera des aspects suivants :
– La modélisation géométrique et cinématique du robot ;
– L’écriture des modèles dynamiques inverse et direct de ce robot ;
– La modélisation simplifiée d’une loi de contact fluide-structure ;
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– Un ensemble de simulations permettant d’étudier le comportement du robot dans son
milieu aquatique.
Ce chapitre a permis de mettre en avant certains phénomènes liés à la nage 3D des an-
guilles et qui expliquent certains choix de la nature.
Les travaux de ce chapitre ont permis la publication d’un article dans la conférence IEEE,
International Conference on Robotics and Automation en 2005 [Khalil et al., 2005], ainsi
qu’une publication dans la revue IEEE Transaction on Systems, Man and Cybernetics en
2007 [Khalil et al., 2007].
Le chapitre 3 est dédié à l’étude du mécanisme utilisé dans le cadre de la réalisation du
prototype. Le robot étant composé d’un ensemble de modules parallèles identiques, ce
chapitre traitera donc les aspects de la modélisation géométrique, cinématique et dyna-
mique d’un seul module. Le chapitre abordera également la notion de simplification du
modèle dynamique des robots parallèles puis, pour finir, l’étude sur l’espace de travail de
ce module.
Le chapitre 4 constitue une capitalisation des chapitres 2 et 3. Le choix d’un robot à struc-
ture hybride (robots parallèles assemblés en série) a été choisi pour le prototype pour des
raisons de compacité, de résistance et de performance qui sont plus élevées comparé aux
robots séries. La modélisation dynamique fait appel aux techniques utilisées dans le cha-
pitre 2 pour l’aspect récursif des calculs, et au chapitre 3 pour l’étude du comportement
de chaque structure parallèle. Ainsi, ce chapitre abordera les aspects suivants :
– Adaptation des modèles géométrique et cinématique étudiés dans le chapitre 3 au cas
du robot complet ;
– Calcul des modèles dynamiques inverse et direct du prototype ;
– Simulations du robot et comparaison avec les résultats du chapitre 2.
Les travaux menés dans les chapitres 3 et 4 ont donné lieu à la publication d’un ar-
ticle dans la conférence IEEE, International Conference on Robotics and Automation en
2007 [Gallot et al., 2007].
Le chapitre 5 aborde la commande en boucle fermée du prototype en simulation. En effet,
comme tout système ayant à se déplacer dans un environnement à priori inconnu, celui-ci
a besoin de pouvoir adapter ses mouvements au milieu dans lequel il évolue. Pour cela,
à partir de différents capteurs, il doit être capable dans un premier temps de percevoir
sa situation dans l’environnement et dans un second temps d’en déduire les actions à
entreprendre pour atteindre le contexte souhaité. Pour cela, le chapitre abordera les points
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suivants :
– L’étude d’un générateur de mouvements basé sur l’étude des réseaux de neurones des
poissons à nage anguilliforme ;
– Le traitement des informations provenant des capteurs afin d’en déduire l’état d’évolu-
tion du robot ;
– L’étude de quelques lois de commande en boucle fermée de l’anguille.
Ce mémoire se termine par une conclusion générale sur le travail présenté ainsi que plu-
sieurs perspectives dans le cadre de ce projet mais aussi au travers du projet ANR RAAMO
(Robot Anguille Autonome pour Milieux Opaques). Cette conclusion est suivie de 4 an-
nexes :
La première annexe aborde les aspects de commande de l’informatique embarquée du
prototype. On présentera les différents choix technologiques qui ont été utilisés ainsi que
leurs architectures. Seront abordés les problèmes de la commande d’axes pour les asser-
vissements de couple et de position, ainsi que le fonctionnement global de l’anguille.
La seconde annexe donne les caractéristiques techniques des moteurs utilisés dans le pro-
jet.
Enfin, les deux dernières présentent des méthodes de calcul permettant de déterminer les
modèles dynamiques de l’anguille.
Chapitre 1
Etat de l’Art
L’étude et la conception de robots sous-marins est complexe puisque cela fait appel à
de nombreux domaines scientifiques : Mécanique des fluides, modélisation dynamique,
conception mécanique,... Si les robots actuellement réalisés sont généralement propulsés à
l’aide de systèmes à base d’hélices (robots appelés ROV ou AUV), les évolutions actuelles
des robots tendent vers des modes de déplacements inspirés des poissons dont la propul-
sion est obtenue par des mouvements oscillatoires d’une partie du corps. Aujourd’hui, de
multiples robots nageurs existent à travers le monde et nous allons dans ce chapitre faire
un tour d’horizon de ces différentes réalisations suivant leurs caractéristiques. De cette
vue d’ensemble, nous aurons en notre possession un panel de méthodes qui pourront nous
aider dans l’étude et la conception du robot anguille.
1.1 Les différentes catégories de poissons
La multitude d’espèces de poissons vivants dans les océans sont généralement cataloguées
suivant les parties du corps qui oscillent afin de générer la nage (figure 1.1).
Figure 1.1: – Définitions des différents organes du poisson
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Ainsi, on distingue quatre catégories [Sfakiotakis et al., 1999] différentes de poissons que
l’on retrouve sur la figure (1.2) :
Figure 1.2: – Classification des différents modes de nage des poissons (extrait de [Sfakio-
takis et al., 1999])
Cette classification est basée sur la proportion du corps du poisson dont il se sert pour
nager. Ainsi on trouvera à l’extrême droite les poissons à nage Ostraciiforme qui n’uti-
lisent que la nageoire caudale, et à l’extrême gauche les poissons à nage anguilliforme qui
utilisent la quasi-totalité de leur corps.
Les poissons anguilliformes sont des poissons qui ne peuvent pas atteindre de grandes
vitesses, mais qui possèdent de grandes capacités dans les possibilités de manœuvres com-
plexes. De plus, ce type de poisson a la particularité très intéressante de pouvoir nager en
marche arrière simplement en inversant le sens du mouvement de l’onde parcourant son
corps (les poissons subcarangiforme peuvent également le faire mais plus difficilement).
Que ce soit pour les poissons subcarangiformes ou anguilliformes, l’oscillation du corps
commence au niveau de la nageoire dorsale. Les deux se distinguent par le fait que les
poissons subcarangiformes ont une nagoire dorsale beaucoup plus courte et un peu plus
éloignée de la tête.
Les poissons carangiformes sont généralement plus rapides que les poissons anguilliformes
mais sont beaucoup moins performants en terme d’accélération et de manœuvrabilité à
cause d’une plus grande rigidité de la partie avant du corps. Pour cette catégorie de pois-
sons, l’oscillation du corps se produit à partir de l’arrière de la nageoire dorsale. C’est
cette différence qui différencie les poissons subcarangiformes des poissons carangiformes.
Les poissons thunniformes constituent l’optimum en terme de rapidité de nage. Ils sont
caractérisés par une large nageoire caudale qui permet de générer une force de poussée
importante et leur corps est optimisé afin de réduire les efforts de traînés (ils sont géné-
ralement plus larges en hauteur et plus fins en épaisseur). Cependant, ce type de poisson
n’est pas adapté pour la nage à faible vitesse et pour effectuer des virages très serrés.
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Enfin les poissons ostraciiformes sont un cas particulier puisque l’utilisation de leur na-
geoire caudale n’est généralement pas considérée comme le mode principal de propulsion
(le poisson utilise plutôt ses nageoires pectorales). Les observations montrent que la na-
geoire caudale est utilisée pour augmenter la vitesse de la nage.
1.2 Les robots existants et leurs applications
A partir des quatre catégories de poissons que nous avons pu voir, nous allons présenter
quelques réalisations de robot pour chacune de ces catégories et voir les motivations de
ce choix et les résultats obtenus.
- Poissons ostraciiformes :
Pour cette catégorie de poisson, on peut citer le robot BoxyBot de l’EPFL (Ecole Po-
lytechnique Fédérale de Lausanne) [Lachat et al., 2006]. Ce robot est composé de deux
nageoires pectorales et d’une queue motorisée (voir figure 1.3) :
Figure 1.3: – Le robot BoxyBot de l’EPFL (extrait de [Lachat et al., 2006])
Ce robot est conçu dans le but de pouvoir tester des générateurs de locomotion basés sur
des systèmes proches des réseaux de neurones. Ce générateur de locomotion est spécifi-
quement étudié afin de réagir à différents stimuli (nager vers une source lumineuse par
exemple) et d’être capable de changer son contexte suivant l’environnement dans lequel
il se trouve.
Les résultats sur l’étude de ce robot montrent que ce type poisson possède une très grande
manœuvrabilité (notamment grâce aux nageoires pectorales) et permet très aisément de
faire de la nage 3D. Cependant, ce genre de robot n’est pas fait pour atteindre des vi-
tesses de déplacement élevées. Le point extrêmement intéressant de cette étude concerne
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la conception d’une loi de commande capable de réagir à l’environnement ce qui pourrait
s’avérer utile dans le cadre du projet robot anguille.
- Poissons thunniformes :
Dans le domaine des poissons thunniformes, le robot le plus abouti est sans conteste le
robot thon Robotuna du MIT [Barrett, 9996] (voir figure 1.4)
Figure 1.4: – Le prototype RoboTuna du MIT
Ce robot a pour but d’étudier les lois de nage permettant d’atteindre de grandes vitesses
de déplacement avec la plus faible consommation d’énergie possible. Le mouvement du
corps de ce robot thon est obtenu par l’intermédiaire de 8 vertèbres rigides actionnées
par 6 moteurs électriques. Ce robot est également le premier à être équipé d’une peau
complète et lisse afin d’être le plus proche du poisson qu’il mime.
Les différentes études menées sur ce projet ont permis aux chercheurs de retrouver le
paradoxe de Gray et de mettre en évidence le fait que le poisson utilise la création des
tourbillons dans son sillage afin d’augmenter l’efficacité de la nage. Ainsi, ces études ont
soulevé la question du type de loi de mouvements et du choix des coefficients qui per-
mettent à coup sûr d’atteindre la vitesse maximum.
- Poissons carangiformes ou subcarangiformes :
Dans cette catégorie de poissons, on peut citer le robot Potuna du laboratoire POSTECH
[Kim et Youm, 2004] de Corée et le robot G9 de l’université Essex en Angleterre [Hu
et al., 2006] (voir figure 1.5) :
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a - Robot Potuna (laboratoire
POSTECH, Corée) [Kim et Youm,
2004]
b - Robot G9 de l’université Essex
(Angleterre) [Hu et al., 2006]
Figure 1.5: – Robots Potuna et G9 à nage carangiforme
Le robot Potuna est un robot dont la queue dispose de deux degrés de liberté et dont les
nageoires pectorales sont actionnées par un moteur. Deux types de modélisations ont été
utilisées pour étudier le comportement dans l’eau : la théorie des écoulements potentiels
(Potential flow theory) en fluide parfait et la modélisation dynamique par la méthode de
Kane avec un modèle fluide simplifié de type Morison pour les efforts résistifs avec prise
en compte des masses ajoutées. Les simulations réalisées ont pu montrer que l’utilisation
de l’une ou l’autre des théories donnent des résultats similaires.
Le robot G9 est un robot qui possède une queue à 4 vertèbres actionnées par 3 moteurs.
Le contrôle en altitude de ce robot est assez atypique puisqu’il utilise un système qui
permet de modifier la position du centre de gravité. Le cadre d’étude de ce robot est
la compréhension et la mise en place de différents modèles de nage qui permettent de
réaliser plusieurs catégories de mouvements (virage, plongée,...). Le but de ces travaux
est également d’utiliser les informations issues de capteurs afin de décider le type de nage
approprié pour le contexte courant.
- Poissons anguilliformes :
Cette catégorie de poissons est celle qui est le plus étudiée dans la littérature. On peut
citer le robot REEL 2 de l’université de Harvard [McIsaac et Ostrowski, 1999], le robot
lamproie de la Northeastern University [Ayers et al., 2000], le robot lamproie Amphibot
II de l’EPFL [Ijspeert et Crespi, 2007] et le robot anguille ACM-R5 du laboratoire Hi-
rose [Yamada et al., 2005].
Le robot REEL2 est un robot dont le but est de pouvoir tester les lois de commande et
le problème de la génération de trajectoires, appliqué à un robot 2D nageant en surface.
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Les auteurs ont essayé de résoudre les problèmes de la locomotion des systèmes hyper-
redondants en combinant les différentes allures de nage d’une anguille biologique (avance,
virage, nage latérale) afin d’obtenir les objectifs de commande. Le robot réalisé est consti-
tué de 5 corps en série et reliés par 4 liaisons rotoïdes (dont les axes sont parallèles)
motorisées par des servos-moteurs. Bien que d’un aspect assez simple, les auteurs ont pu
démontrer leur théorie et obtenir des résultats probants en terme de manœuvrabilité.
Figure 1.6: – Le robot REEL2 : Anguille à 5 corps (extrait de [McIsaac et Ostrowski,
1999])
Le robot lamproie de la Northeastern University [Ayers et al., 2000] est un robot unique
en son genre puisqu’il est, de part sa nature, le plus proche du poisson. En effet, son
corps n’est pas constitué d’un ensemble de segments actionnés par des moteurs, mais
il possède une colonne vertébrale réalisée en matériaux à mémoire de forme. Ainsi, les
travaux réalisés ont pour but de générer les différentes lois d’ondulation en utilisant ce
type de matériaux et un réseau de neurones connectés aux différents actionneurs. Ce type
Figure 1.7: – Le robot Lamproie : Robot à base de matériaux à mémoire de forme (extrait
de [Ayers et al., 2000])
de robot est très intéressant de part son caractère continu, mais les matériaux utilisés
actuellement possèdent des rapidités de déformations qui sont trop lentes pour effectuer
des nages rapides.
Le robot Amphibot II de l’EPFL [Crespi et Ijspeert, 2006,Ijspeert et Crespi, 2007] est un
robot dont le but est de reproduire et d’adapter le fonctionnement de la moelle épinière
à différentes classes de robot. Les recherches menées se basent sur l’étude des réseaux de
neurones servant à la locomotion et de l’influence de l’environnement extérieur sur ceux-
ci. Dans un deuxième temps, les travaux sont axés sur les types et valeurs des signaux
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envoyés par le cerveau qui permettent d’obtenir le maximum d’efficacité pendant la nage.
Figure 1.8: – Le robot Amphibot II de l’EPFL (extrait de [Ijspeert et Crespi, 2007])
Sa structure mécanique est constituée de plusieurs modules identiques (le nombre peut
varier selon le besoin) et reliés entre eux par une liaison rotoïde (dont les axes sont paral-
lèles) et actionnés par des servomoteurs. Amphibot II est capable de ramper sur le sol, de
nager dans l’eau, et d’adapter son mouvement oscillatoire lorsqu’il passe de l’un à l’autre
(de manière automatique).
Le robot ACM-R5 du laboratoire Hirose [Yamada et al., 2005] est à notre connaissance
le seul (en dehors de celui réalisé dans le cadre du projet robot anguille) à pouvoir nager
en 3D (voir figure 1.9 -a).
a - Le prototype de robot ACM-R5 b - Liaison cardan à 2 degrés de liberté
Figure 1.9: – Le robot ACM-R5 de l’institut de technologie de Tokyo
ACM-R5 est capable de se déplacer sur le sol par reptation et dans l’eau par la nage
anguilliforme. Il est constitué de neufs segments cylindriques connectés les uns aux autres
par une articulation à 2 degrés de liberté de type cardan (figure 1.9 -b) et motorisée par
2 servomoteurs. La grande efficacité de nage obtenue par ce robot, tient aux nombreuses
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ailettes qui sont réparties tout au long de son corps et qui permettent d’augmenter la
surface d’appui sur le fluide (de la même manière que les nageoires sur un poisson). Ce
robot est extrêmement performant d’un point de vue réalisation, cependant il n’y a pas
eu à l’heure actuelle d’études menées sur la modélisation dynamique ou la conception de
lois de commande.
1.3 Le robot Anguille de l’IRCCyN
Figure 1.10: – Le prototype de robot anguille avec ses 12 vertèbres
Le prototype de robot présenté figure (1.10) est en cours de réalisation dans le cadre du
projet robot anguille [Boyer et al., 2006a]. Ce robot s’inscrit dans un projet dont le but
est de développer un engin capable de nager en 3D avec de grandes capacités en terme
de manœuvrabilité. Ce projet étant essentiellement axé sur l’aspect bio-mimétique, la
conception du robot est fortement inspirée du système vertébral de l’anguille. Même si la
technologie actuelle (en terme de miniaturisation) ne nous permet pas de créer un robot
avec autant de vertèbres qu’une anguille, nous avons gardé les principes fondamentaux
qui permettent d’atteindre l’objectif fixé par ce projet. La caractéristique principale d’une
anguille est le caractère hyper-redondant de son squelette, c’est-à-dire qu’il y a beaucoup
plus de degrés de liberté internes que de degrés de liberté à piloter. Cette hyper-redondance
permet à ces poissons de pouvoir nager ou fouiller dans des endroits très confinés et
tortueux sans difficultés.
Le robot réalisé dans ce cadre, est constitué d’un ensemble de modules parallèles connectés
en série (ce qu’on appelle robot hybride) qui représentent chacun une articulation de type
rotule à 3 degrés de liberté (figure 1.11 -a). Ainsi, la structure mécanique du prototype
est constituée de 12 modules, ce qui donne un robot avec 36 degrés de liberté interne. Il
faut tout de même noter que, contrairement à notre prototype qui possède 3 degrés de
liberté par articulation, l’anguille biologique ne peut avec ses articulations que faire des
mouvements autour de l’axe de lacet qui sert à la propulsion (figure 1.11 -b) et de légers
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mouvements autour de l’axe de tangage.
a - Deux modules parallèles connectés en série b - Définition des 3 angles de Cardan pour
l’anguille
Figure 1.11: – Structure vertébrale du prototype et définition des angles de Cardan
Ce choix d’augmenter les possibilités de mouvements de notre robot par rapport à l’an-
guille est motivé par la volonté d’améliorer les capacités de déformation afin d’obtenir un
prototype plus manœuvrant, mais également de palier au nombre beaucoup plus faible de
vertèbres comparé à l’anguille réelle (plus d’une centaine).
L’utilisation de structures parallèles (plutôt que des structures classiques sérielles comme
les prototypes que nous avons vus précédemment), nous a paru naturel dans notre ap-
proche bio-mimétique. Nous nous sommes basés sur le principe de la paire de muscles
antagonistes qu’on retrouve dans la plupart des espèces vivantes (figure 1.12) pour conce-
voir cette structure. L’avantage principal de cette architecture réside dans la répartition
des efforts à fournir puisque, dans notre cas, deux moteurs en parallèles vont être utilisés
pour générer le mouvement d’oscillation (on multiplie ainsi la force disponible par deux).
Figure 1.12: – Conception du robot parallèle à partir du fonctionnement musculaire des
êtres vivants
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Une peau flexible est en cours de montage pour assurer au robot d’une part, une enveloppe
continue tout au long de son corps et, d’autre part, une étanchéité pour les différents
éléments électriques. Le challenge dans la conception de cette peau est de pouvoir combiner
la propriété de continuité tout en minimisant la quantité d’énergie nécessaire pour la
déformer. La peau est constituée en deux parties : la première est un ensemble de vertèbres
intermédiaires reliées par des anneaux de caoutchouc (figure 1.13) et qui servent de support
au deuxième ensemble qui est une enveloppe de latex qui assurera l’étanchéité.
Figure 1.13: – Structure mécanique permettant de soutenir la peau en latex
Toujours dans un aspect bio-mimétique, la tête de notre prototype sera pourvue de 2
nageoires à 1 degré de liberté et qui auront une fonction d’aileron. Elles permettront no-
tamment d’aider à la nage 3D pour la stabilisation des mouvements de roulis qui pourront
survenir lors de la nage (problème d’équilibrage, mouvement du à la dynamique,...). En
ce qui concerne les aspects informatique et électronique de commande, nous renvoyons le
lecteur au chapitre A pour plus de détails.
1.4 Les enseignements tirés de la biologie
Nous avons vu que l’étude des poissons, afin de les imiter, constitue la base du bio-
mimétisme. A partir de ces différentes observations et des différents robots réalisés dans
ce domaine, quels sont les enseignements que l’on peut en tirer ?
1.4.1 Le principe de la nage
Pour les robots à nage anguilliforme, on a pu voir que la propulsion est obtenue à partir
d’une ondulation générée par la quasi-totalité du corps : cette oscillation est obtenue, in
vivo, par la contraction et la relaxation des différents muscles de l’anguille le long de la
colonne vertébrale. Mais ce qui fait avancer l’anguille ce n’est pas que le caractère oscilla-
toire du mouvement, c’est la propagation de cette onde sinusoïdale le long de son corps.
Lorsque l’eau arrive en contact avec la peau à l’endroit où commence l’ondulation du
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corps, il se crée un tourbillon qui va se propager et s’amplifier tout au long du corps
de l’anguille. L’amplification du tourbillon provient de l’augmentation de l’amplitude des
oscillations du corps lorsqu’on se dirige vers la queue. Les tourbillons générés de chaque
côté du corps de l’anguille, une fois arrivés au niveau de la queue, vont former un sillage
propulsif que l’on nomme "Reverse Karman street" [Müller et al., 1997,Tytell et Lauder,
2004] (voir figure 1.14) :
Figure 1.14: – Champ d’écoulement du fluide à l’arrière de l’anguille (extrait de [Tytell
et Lauder, 2004])
C’est donc cette combinaison d’une onde de propagation et de l’augmentation de l’ampli-
tude des oscillations lorsqu’on se dirige vers la queue qui permet d’avoir une nage efficace.
Des études sur la loi de mouvement utilisée pour la propulsion [Tytell et Lauder, 2004]
montrent que l’anguille génère une sinusoïde dont la longueur d’onde est approximative-
ment égale à 60% de la longueur totale de son corps. Ces études ont également montré
que l’augmentation de l’amplitude des oscillations pouvait s’écrire sous la forme d’une
exponentielle.
Pour pouvoir faire de la nage 3D, on se doute bien que la seule utilisation de l’onde de
propulsion que l’on vient de décrire ne suffit pas. Or, les biologistes ont également montré
que la partie du corps qui ondule n’est pas capable d’imprimer des déformations dans les
autres directions. Pour réaliser les nages 3D, les poissons possèdent plusieurs solutions :
1. Utiliser leurs nageoires pectorales comme gouverne de profondeur ;
2. Déformer la partie non oscillante de leur corps ;
3. Modifier la répartition des masses en jouant sur leur vessie natatoire.
L’utilisation de la vessie natatoire chez le poisson est extrêmement importante puisqu’elle
permet d’une part, d’équilibrer le poisson suivant la profondeur de nage (équilibre entre
la poussée d’Archimède, la pression de l’eau et la gravité), et d’autre part de régler son
assiette. Cependant, compte tenu du peu de place disponible, et des moyens à mettre en
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oeuvre pour réaliser cet organe complexe à reproduire et à contrôler, nous avons décidé
de ne pas en mettre dans le prototype (il sera simplement lesté).
1.4.2 Modélisation du contact entre le fluide et le poisson
La modélisation des efforts fluides qui sont appliqués au poisson est extrêmement com-
plexe, puisque cela fait appel à la résolution des équations dynamiques de l’eau, de la
nage du poisson et des couplages entre les deux. Historiquement ce sont les travaux de
Lightill [Lighthill, 1971] qui ont permis de modéliser les écoulements et les champs de
pression du fluide autour des poissons. Cependant, ce type de modélisation est très coû-
teux en temps de calcul et souvent très difficile à résoudre. C’est pourquoi plusieurs autres
méthodes ont vu le jour afin de simplifier le problème posé. Parmi ces méthodes, on peut
citer la "Panel method" [Galls, 2001] qui consiste à discrétiser la géométrie des poissons
en un ensemble de plaques (panneaux). Ensuite, pour chaque intersection entre les pan-
neaux, on modélise le fluide par un ensemble de vortex et de sources créant ainsi un
système d’équations qu’il faut résoudre à l’aide de conditions aux limites. Une deuxième
technique appelée "Potential flow theory" [Hill, 1998,Mason et Burdick, 1999,Wolfgang
et al., 1999] se base sur une hypothèse de fluide irrotationnel et incompressible et permet
l’écriture d’équations potentielles traduisant la conservation de la masse et du moment
du fluide. Les fonctions de potentiels sont ensuite solutions des équations de Laplace avec
conditions aux limites. Enfin, il existe le modèle de Morison [Morison et al., 1950], qui
est classiquement utilisé en robotique pour sa simplicité de mise en œuvre et sa rapidité
de calcul. Ce modèle est intéressant puisqu’il n’y a pas d’équations de comportement du
fluide à résoudre (le fluide est considéré comme idéal) et qu’il dépend simplement de la
dynamique du robot. Seulement, ce côté simpliste implique bien souvent (surtout dans les
simulations de virage) des résultats qui s’éloignent de la réalité. Ce modèle étant quand
même suffisant pour nos besoins, il sera présenté et utilisé dans ce manuscrit. Dans le
cadre du projet robot anguille et de la thèse de [Porez, 2007], un nouveau modèle fluide
a été proposé qui allie simplicité et performances et qui sera intégré ultérieurement aux
travaux de cette thèse. Ce modèle est une fusion de la théorie des "corps minces" pour
la mécanique des fluides et de la théorie des "poutres Cosserat" pour la mécanique du
solide. Il constitue également une généralisation des travaux de Lightill au cas des robots
3D auto-propulsés.
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1.4.3 Génération de mouvement
La génération de l’onde de propulsion chez l’anguille, c’est avant tout une histoire de
neurones et d’agencement de ceux-ci. Un neurone est une cellule qui est capable de traiter
de l’information et de la diffuser. Il est généralement composé de trois parties (voir figure
1.15) :
Figure 1.15: – Représentation d’un neurone
– Des dentrites qui collectent les signaux venant d’autres cellules ou de neurones senso-
riels ;
– Le soma (ou noyau), qui est le corps du neurone et qui a pour rôle le traitement des
informations provenant des dentrites ;
– L’axone, qui permet de transmettre l’information vers les autres neurones.
Le fonctionnement d’un neurone est le suivant : il collecte par l’intermédiaire des dentrites
les informations provenant des autres cellules. Ces informations sont ensuite considérées
comme excitatrices (signe +) ou inhibitrices(signe -). Le noyau, va ensuite faire une somme
pondérée de toutes ces informations puis va transmettre le résultat sous la forme d’un
signal électrique en utilisant l’axone.
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1.4.4 Les réseaux de neurones
A partir du fonctionnement biologique, Ekeberg a proposé une modélisation sous forme
mathématique du comportement d’un neurone [Ekeberg, 1993]. Ce modèle propose un
ensemble d’équations différentielles pour les connexions avec les autres neurones et une
fonction mathématique du noyau et de la transmission de l’information. Le schéma résul-
tant est présenté sur la figure (1.16) :
Figure 1.16: – Schéma mathématique du fonctionnement d’un neurone (extrait de [Eke-
berg, 1993])
Les blocs τd sur la figure (1.16) représentent un terme qui permet de retarder les signaux
excitateur et inhibiteur avant le calcul de la somme par le neurone. Ce retard est extrê-
mement important puisque c’est lui, entre autre, qui permet d’obtenir le phénomène de
propagation de la sinusoïde le long du corps de l’anguille. Une fois les signaux retardés,
le neurone en fait une somme pondérée et applique une fonction de saturation.
Modèle connexionniste :
Le modèle connexionniste de Ekeberg est une modélisation du réseau de neurone qui
permet d’actionner les deux muscles antagonistes pour chaque vertèbre de l’anguille. Le
réseau neuronal qu’il présente contient cinq types de neurones :
– MotoNeurones (MN) : il s’agit des cellules qui sont directement connectées aux muscles
et qui permettent de commander la contraction par l’envoi d’une impulsion électrique ;
– Exitatory Interneurones (EIN) : ce sont des neurones excitateurs
– Lateral inhibitory InterNeurones (LIN) : ce sont des neurones inhibiteurs latéraux ;
– Contralateral Inhibitory InterNeurones (CCIN) : ce sont des neurones inhibiteurs contro-
latéraux ;
– Edge Cells (EC) : ce sont des cellules sensorielles.
Le schéma proposé par Ekeberg est représenté sur la figure (1.17) :
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Figure 1.17: – Schéma d’un réseau de neurones pour une vertèbre de l’anguille (extrait
de [Ekeberg, 1993])
On peut remarquer que les neurones sont séparés en deux groupes, chacun correspondant
à l’activation d’un des muscles antagonistes. Ce qu’il faut retenir de ce schéma c’est qu’il
existe un couplage complexe entre ces deux groupes de neurones, ce qui permet de créer
une synchronisation entre les muscles de chaque côté de l’anguille. La deuxième chose
importante est que ce réseau de neurones est dépendant non seulement du réseau qui le
précède (connexions EC en haut de la figure), mais aussi du réseau qui le suit (connexions
EC en bas de la figure) : là aussi, cela permet de créer une synchronisation entre les ver-
tèbres consécutives, ce qui permet au final d’obtenir la propagation de la sinusoïde.
La difficulté majeure que l’on rencontre avec ce schéma, est la détermination des poids
synaptiques qui existent entre les connexions des différents neurones. Ekeberg a proposé
un ensemble de valeurs issue des observations biologiques, mais d’autres chercheurs [Or
et al., 2002,Fukunaga et al., 2004] ont proposé des algorithmes génétiques afin de déter-
miner les valeurs optimales pour la nage.
Les oscillateurs non-linéaires :
Les réseaux de neurones étant complexes dans la modélisation la détermination des poids
de connexions entre neurones, de nouveaux modèles mathématiques équivalents ont vu le
jour. Ce sont des oscillateurs non-linéaires [Conradt et Varshavskaya, 2003, Inoue et al.,
2004,Nakada et al., 2004] dont les signaux de sortie reproduisent ceux générés par l’en-
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semble réseau de neurone / muscle. Ces oscillateurs sont caractérisés de la manière sui-
vante :
– un ensemble d’équations différentielles dont la solution est un signal sinusoïdal entre-
tenu ;
– les équations incluent des termes de couplage pour traduire les connexions avec d’autre
oscillateur ;
– un certain nombre de paramètres permettant d’ajuster les poids synaptiques et la ra-
pidité de la transmission des informations.
Ce type d’oscillateur est également plus adapté dans le cadre d’expérimentations en robo-
tique. En effet, les réseaux de neurones biologiques génèrent des signaux compatibles avec
les muscles : il faut donc proposer un modèle mécanique d’un muscle pour pouvoir l’appli-
quer sur un robot. Les oscillateurs non linéaires ont l’avantage de produire un mouvement
qui est directement assimilable à celui que ferait le muscle.
1.5 Conclusion
Dans ce chapitre sur l’état de l’art, nous avons fait un tour d’horizon sur les principales
catégories de poissons que l’on peut trouver, et les différentes réalisations robotiques s’y
rapportant. On a pu voir qu’il existe aujourd’hui un panel assez large de robots sous-
marins dédiés au biomimétisme. Ceux que nous avons présentés dans ce chapitre couvrent
de larges domaines d’études et confèrent ainsi une bonne base de départ pour la réflexion
menée dans ce manuscrit. Pour le projet robot anguille, cette réflexion conduit à l’élabo-
ration de 4 grands axes principaux : la conception mécanique, la modélisation dynamique
du robot et du fluide l’entourant, la recherche de loi de mouvements permettant d’être le
plus efficace possible et enfin la synthèse de systèmes de commande capables de réagir à
l’environnement.
Si ces quatre axes principaux ont été largement traités dans la littérature, on trouve
cependant très peu de travaux en référence avec la conception et la construction d’une
peau censée mimer celle d’un poisson. La solution idéale de la construction d’une peau avec
des écailles semble difficilement réalisable aujourd’hui, surtout pour garantir l’étanchéité.
Les solutions alternatives qui consistent à utiliser des matériaux de types latex, lycra, etc.
sont très intéressantes mais posent encore la question de la consommation en énergie afin
de les déformer.
Chapitre 2
Modèle Dynamique d’une Anguille à
structure sérielle
Dans ce chapitre, nous présentons le modèle dynamique d’un robot anguille sériel 3D
utilisant des algorithmes récursifs basés sur les équations de Newton-Euler. Les modèles
dynamiques direct et inverse seront traités. L’algorithme du modèle dynamique inverse
permet de calculer l’accélération de la tête ainsi que les couples articulaires en fonction
des positions, vitesses et accélérations articulaires ainsi que la vitesse de la tête. Le modèle
dynamique direct permet, quant à lui, de calculer l’accélération de la tête et des articula-
tions en fonction des positions, vitesses et couples articulaires ainsi que de la vitesse de la
tête. Les algorithmes proposés constituent une généralisation des algorithmes dynamiques
récursifs de Newton-Euler pour les robots manipulateurs sériels dont la base est fixe [Luh
et al., 1980,Featherstone, 1983]. Les algorithmes sont simples à implémenter et à simuler
quel que soit le nombre de degrés de liberté du robot. Un exemple de robot anguille avec
12 articulations rotules sera présenté comme validation. Les efforts fluides ont été pris en
compte en utilisant un modèle simple basé sur les équations de Morison [Morison et al.,
1950,Susbielles et Bratuch, 1981].
2.1 Introduction
Récemment, beaucoup de projets sont consacrés à l’étude, la réalisation et le contrôle de
robots anguilliformes pour leur grand potentiel dans certaines applications sous-marines
comme l’inspection océanique ou l’endoscopie industrielle [Ostrowski et Burdick, 1998,
McIsaac et Ostrowski, 1999,Mason et Burdick, 2000]. Le travail présenté ici, est réalisé
dans le cadre du projet pluridisciplinaire ROBEA "Robot Anguille" supporté par le CNRS.
Dans ce projet, la modélisation est basée sur trois niveaux hiérarchiques :
1. un modèle "macro-continu" basé sur la théorie des corps allongés [Lighthill, 1971]
et qui constitue le modèle le plus proche du poisson [Boyer et al., 2006b] ;
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2. un code Navier-Stokes modélisant les interactions fluide-structure [Leroyer et Vi-
sonneau, 2005] et plus exact que les modèles simplifiés utilisés habituellement ;
3. Un modèle de structure articulée rigide qui est destiné à être le plus proche possible
du système mécanique pouvant être conçu et réalisé [Khalil et al., 2007].
Ce chapitre est dédié à l’étude du troisième niveau, qui traite un système sériel hyper
redondant. Pour le calcul des modèles dynamiques, nous proposons d’utiliser des algo-
rithmes dynamiques récursifs de type Newton-Euler, généralisant ceux utilisés pour les
robot manipulateurs à base fixe [Luh et al., 1980,Featherstone, 1983,Khosla, 1986,Khalil
et Kleinfinger, 1986,Khalil et Dombre, 2002]. La différence principale entre les deux algo-
rithmes est que l’accélération de la base dans le cas des robots manipulateurs est connue et
égale à zéro, tandis que dans le cas d’un robot nageur, la tête est libre et ses accélérations
(linéaires et angulaires) doivent être déterminées, que ce soit pour le modèle dynamique
direct ou inverse. Les modèles dynamiques proposés sont simples à implémenter et à simu-
ler par des méthodes numériques classiques. En général, le modèle dynamique direct peut
être utilisé en simulation, mais le modèle dynamique inverse, qui est généralement utilisé
pour la commande, peut également être utilisé en simulation quand on suppose comme
négligeable (grâce au système de commande) les erreurs de poursuites des articulations
en positions, vitesses et accélérations.
Ce chapitre est organisé de la manière suivante : dans les paragraphes 2.2 et 2.3, nous pré-
sentons la modélisation géométrique et cinématique du robot. Ensuite, dans le paragraphe
2.4, nous présentons la forme générale des modèles dynamiques inverse et direct des ro-
bots nageurs en utilisant la forme lagrangienne, et nous expliquons pourquoi nous avons
préféré utiliser les algorithmes récursifs de type Newton-Euler. Dans les paragraphes 2.5 et
2.6, nous décrivons les différentes étapes pour résoudre le modèle dynamique inverse puis
le modèle dynamique direct de notre robot en utilisant les algorithmes de Newton-Euler.
Dans le paragraphe 2.7, nous décrivons le modèle d’interaction fluide-structure utilisé
pour simuler le robot anguille. Enfin dans les paragraphes 2.8 à 2.10, nous présentons un
outil de vérification des algorithmes, des simulations numériques de la nage de l’anguille
et pour finir quelques analyses et perspectives sur les résultats obtenus.
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2.2 Description de la structure sérielle
L’idée première pour la réalisation de ce robot est de s’inspirer de la structure vertébrale
d’une anguille, c’est-à-dire une succession de vertèbres mises bout à bout (en série) et
dont les mouvements les uns par rapport aux autres peuvent être assimilés à une liaison
pivot (voir figure 2.1) :
Figure 2.1: – Structure de la colonne vertébrale d’une anguille et définition des angles de
mouvements
Pour cette colonne vertébrale, les biologistes ont remarqué que les vertèbres fonctionnent
par groupes de 3 : les vertèbres de tangage, de lacet et de roulis. Le regoupement (ou l’as-
semblage) de ces 3 vertèbres permet d’avoir un comportement mécanique équivalent à une
liaison rotule. Malgré tout, cette liaison rotule est fortement contrainte en débattement
sur 2 de ses directions : la vertèbre de lacet (qui possède une forme différente) qui est
utilisée pour la nage possède un débattement important. Les 2 autres vertèbres peuvent
légèrement bouger pour donner de la souplesse à la colonne vertébrale mais possèdent des
degrés de débattement très faibles (quelques degrés).
Si une anguille possède plus d’une centaine de vertèbres, le robot que l’on étudie est com-
posé de 13 corps rigides connectés par 12 liaisons rotules. On considère ici que le système
étudié est composé d’une séquence de n+1 corps connectés par n articulations. Les al-
gorithmes proposés dans ce chapitre peuvent traiter des articulations de type rotoïde ou
prismatique. Comme les articulations prismatiques ne sont généralement pas utilisées pour
ce type de robots, nous allons limiter la présentation au cas des articulations rotoïdes. Les
articulations complexes (cardan ou rotule) peuvent être représentées par une combinaison
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équivalente de deux ou trois articulations rotoïdes. Pour notre robot constitué de 12 liai-
sons rotules, le système complet est par conséquent composé de 36 articulations rotoïdes
et de 37 corps.
Nous utilisons les notations de Khalil et Kleinfinger [Khalil et Kleinfinger, 1986, Khalil
et Dombre, 2002] pour décrire la structure. Les corps sont numérotés de telle manière
que le corps 0 représente la tête du robot et le corps n représente la queue. Pour les 3
articulations qui constituent une liaison rotule k (k=1,...,12), la numérotation des corps
se fait de la manière suivante :
– les corps 3k-2 et 3k-1 (représentant les premières et deuxièmes articulations de chaque
rotule), sont des corps virtuels de longueur et de masse nulles, par conséquent aucun
effort fluide ne s’appliquent sur eux ;
– les corps 3k représentent les vertèbres de l’anguille.
Pour chaque corps j du robot, nous affectons également un repère Σj dont l’axe zj
représente l’axe de l’articulation, et l’axe xj est déterminé par la perpendiculaire commune
entre les axes zj et zj+1. Une partie de la structure de ce robot ainsi que le placement
des différents repères sont représentés sur la figure (2.2) :
Figure 2.2: – Le robot anguille 3D
Il est à noter que chacune des 3 articulations des liaisons rotules peuvent être utilisées
pour générer des mouvements distincts. Ainsi, la première articulation permet d’engen-
drer un mouvement de lacet, la deuxième un mouvement de tangage et la troisième un
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mouvement de roulis.
Pour pouvoir paramétrer complètement ce robot, nous avons besoin de 4 paramètres
[Khalil et Kleinfinger, 1986,Khalil et Dombre, 2002] qui permettent d’exprimer la matrice
de transformation j−1Tj entre les repères Σj et Σj−1 :
– αj : l’angle entre zj−1 et zj autour de xj−1,
– dj : la distance entre zj−1 et zj selon xj−1,
– θj : l’angle entre xj−1 et xj autour de zj,
– rj : la distance entre xj−1 et xj selon zj.
Les paramètres géométriques de ce robot sont donnés dans le tableau (2.1). Les valeurs
d’offsets q0j sont définies de telle manière qu’en prenant qj(0) = 0, l’axe x0 est aligné
avec les axes z3k des autres corps (avec k le numéro de la liaison rotule, k=1,...,12).
j αj dj qj rj q0j
1 0 D1 q1 0 0
2 −pi/2 0 q2 0 pi/2
3 −pi/2 0 q3 RL3 pi/2
4 pi/2 0 q4 0 −pi/2
...
...
...
3n-1 −pi/2 0 q3n−1 0 −pi/2
3n −pi/2 0 q3n RL3n pi/2
Tableau 2.1: – Paramètres géométriques de la structure série
Ce tableau des paramètres géométriques possède la propriété intéressante d’avoir une cy-
clicité dans l’écriture des lignes, qui correspond à la répétition de l’architecture mécanique
pour chaque liaison rotule de l’anguille. Ainsi, pour chaque liaison rotule que l’on souhaite
ajouter au robot, il suffit de recopier les lignes 2,3 et 4 du tableau. Enfin, les variables
articulaires du robot sont données par :
θj = qj + q0j
Les valeurs numériques des paramètres constants du tableau 2.1 sont les suivantes :
D1 = 0, 4 m , RL3k = 0, 14 m pour k=1,...,12
Pour une anguille possédant 12 articulations rotules, à partir des valeurs numériques du
tableau des paramètres géométriques, cela donne une longueur de l’anguille égale à 2,08
m.
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Description de la forme géométrique de l’anguille
En dehors de la description structurelle de l’anguille, il est également nécessaire de décrire
sa forme géométrique globale afin de pouvoir déterminer les paramètres inertiels de chaque
corps. La forme de l’anguille adoptée pour la simulations est représentée figure (2.3) :
Figure 2.3: – Forme géométrique de l’anguille
La tête de l’anguille (corps 0) est composée d’une demi-sphéroïde et d’un cylindre ellip-
tique. Les corps 3k, pour k=1,...,12 sont composés d’un cylindre elliptique, et le dernier
corps, la queue, se termine par une demi-sphéroïde.
La section des corps étant elliptique (dont le petit axe mesure 13 cm et le grand axe
mesure 18 cm), on pose a(x) et b(x) comme les demi petit et grand axes de l’ellipse. La
paramétrisation complète de l’anguille adoptée pour les simulations est la suivante :
a(x) b(x)
x ∈ [0, X1] amaxsin
[
acos
(
X1 − x
X1
)]
bmaxsin
[
acos
(
X1 − x
X1
)]
x ∈ [X1, X2] amax bmax
x ∈ [X2, L] amaxsin
[
acos
(
X2 − x
L−X2
)]
bmaxsin
[
acos
(
X2 − x
L−X2
)]
Tableau 2.2: – Définition de la forme de l’anguille
Avec :
X1=9 cm, X2=1,94 cm, L=2.08 m, amax=6,5 cm, bmax=9 cm
A partir de ces valeurs numériques on peut calculer les paramètres inertiels de chaque
corps. Dans ce chapitre, on fait l’hypothèse que le corps de l’anguille est parfaitement
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homogène et de densité égale à celle de l’eau (ρ = 1000 kg.m−3). On obtient alors les
paramètres inertiels suivants :
– Le corps de tête (corps 0) :
−−−→
O0G0 =
[ −0.2144 0 0 ]T J0 =
 0.0203 0 00 0.4049 0
0 0 0.3986
 M0 = 6.7999 kg
– Les corps 3k pour k=1,...,12 :
−−−−→
O3kG3k =
[
0 0 0.0700
]T
J3k =
 0.0220 0 00 0.0195 0
0 0 0.0079
 M3k = 2.5730 kg
– Le dernier corps 3n (la queue) :
−−−−→
O3nG3n =
[
0 0 0.0875
]T
J3n =
 0.0179 0 00 0.0166 0
0 0 0.0042
 M3n = 2.5730 kg
Pour les autres corps (corps 3k-1 et 3k-2 pour k=1,..12), tous les paramètres inertiels sont
nuls (ces corps sont fictifs).
2.3 Modèle cinématique de la structure
La modélisation géométrique du paragraphe précédent nous a permis de définir complè-
tement notre robot à partir des 4 paramètres géométriques αj, dj, θj et rj [Khalil et
Kleinfinger, 1986,Khalil et Dombre, 2002]. A partir de ces paramètres, la matrice (4× 4)
de transformation entre les repères Σj−1 et Σj est exprimée par :
j−1Tj =

Cθj −Sθj 0 dj
CαjSθj CαjCθj −Sαj −rjSαj
SαjSθj SαjCθj Cαj rjCαj
0 0 0 1
 (2.1)
où C* et S* représentent respectivement cos(*) et sin(*).
Dans la suite, l’exposant en haut à gauche indique le repère de projection. On peut noter
que la matrice d’orientation (3× 3) notée j−1Rj du repère Σj par rapport au repère Σj−1
est la sous-matrice (3× 3) en haut à gauche de j−1Tj, alors que le vecteur de position
j−1Pj définissant l’origine du repère Σj par rapport au repère Σj−1 est égal à la sous-
matrice (3× 1) située en haut à droite.
La matrice de transformation entre le repère fixe lié à la terre Σw et le repère lié à la
tête de l’anguille Σ0 est notée par wT0. Cette matrice est supposée connue à t=0, et
sera mise à jour en intégrant le vecteur d’accélérations de la tête à chaque pas de temps
de l’algorithme. Les vitesses et accélérations cartésiennes de chaque corps (exprimées
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dans leurs repères) sont calculées en utilisant les équations récursives suivantes [Khalil et
Kleinfinger, 1986,Khalil et Dombre, 2002] :
jTj−1 =
[
jRj−1 − jRj−1 j−1Pˆj
03×3 jRj−1
]
(2.2)
jVj = jTj−1 j−1Vj−1 + q˙j jaj (2.3)
jγj =
[
jRj−1
[
j−1ωj−1 ×
(
j−1ωj−1 × j−1Pj
)]
jωj−1 × q˙j jaj
]
+ q¨j
jaj (2.4)
jV˙j = jTj−1 j−1V˙j−1 + jγj (2.5)
Avec :
– jTj−1 : La matrice (6× 6) de transformation entre torseurs ;
– Pˆ : La matrice (3× 3) de pré-produit vectoriel associée au vecteur P et tel que :
P× u = Pˆ.u
– Vj : Le torseur cinématique (6× 1) du corps j, défini par :
Vj =
[
VTj ω
T
j
]T (2.6)
– Vj : Vitesse de translation de l’origine du repère Σj ;
– ωj : Vitesse angulaire du corps j ;
– jaj : Matrice de projection (6× 1) définie par :
jaj =
[
03×1
jaj
]
– 0m×n : Matrice de zéros de taille (m× n) ;
– jaj : Vecteur unité selon l’axe zj, représentant l’axe de l’articulation j.
Ainsi jaj =
[
0 0 1
]T.
L’initialisation de l’algorithme se fait avec les conditions initiales suivantes :
– Vitesse initiale connue 0V0 ;
– Position du repère de la tête wT0 connue.
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2.4 Forme générale des modèles dynamiques
2.4.1 Introduction
Le modèle dynamique d’un robot anguille peut être représenté par la relation suivante :[
06×1
Γ
]
= A
[
V˙0
q¨
]
+C (2.7)
Avec :
– Γ (n× 1) : Vecteur des couples articulaires ;
– q¨ (n× 1) : Vecteur des accélérations articulaires ;
– A : Matrice d’inertie (6 + n)× (6 + n) du robot, dont les éléments sont fonction des
angles articulaires. Elle peut être partitionnée de la manière suivante :
A =
[
A11 A12
AT12 A22
]
(2.8)
– A11 : Matrice (6× 6) d’inertie du corps composé 0, qui est équivalente à l’inertie de
tous les corps du robot, référencés dans le repère Σ0 (la tête) ;
– A22 : Matrice (n× n) d’inertie du robot quand la tête est fixe ;
– A12 : Matrice (6× n) d’inertie couplée des articulations et de la tête. Il reflète l’effet des
accélérations articulaires sur les mouvements de la tête, et l’effet dual des accélérations
de la tête sur les mouvements articulaires ;
– C : Vecteur (n + 6)× 1 représentant les efforts de Coriolis, centrifuge et gravité ainsi que
les forces extérieures sur le robot. Ces éléments sont fonction des vitesses de la tête et des
articulations ainsi que des efforts extérieurs, en particulier les efforts hydrodynamiques.
Ce vecteur peut être partitionné comme ceci :
C =
[
C1
C2
]
(2.9)
où :
– C1 : Forces de Coriolis, centrifuge, gravité ainsi que les forces extérieures appliquées
sur la tête.
– C2 : Forces de Coriolis, centrifuge, gravité ainsi que les forces extérieures sur les corps
1,...,n.
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2.4.2 Solution pour le modèle dynamique inverse
Dans le cas d’un robot anguille, le modèle dynamique inverse donne les couples articulaires
et l’accélération de la tête en fonction de la vitesse de la tête et des positions, vitesses
et accélérations articulaires. Ainsi, en utilisant l’équation (2.7) , le modèle dynamique
inverse est résolu de la manière suivante : premièrement, on utilise la première ligne de
l’équation (2.7) pour obtenir l’accélération de la tête :
0V˙0 = − ( A11)−1 ( C1 + A12q¨) (2.10)
puis la seconde ligne de l’équation (2.2) est utilisée pour calculer les couples articulaires :
Γ = AT12
0V˙0 + A22 q¨+ C2 (2.11)
2.4.3 Solution pour le modèle dynamique direct
Dans le cas du robot anguille, le modèle dynamique direct donne les accélérations articu-
laires et les accélérations de la tête en fonction de la vitesse de la tête et des positions,
vitesses et couples articulaires. Ainsi, en utilisant l’équation (2.7), le modèle dynamique
direct est résolu de la manière suivante : on commence par prendre la première ligne de
l’équation (2.7) pour obtenir l’accélération de la tête :[
0V˙0
q¨
]
= A−1
[ − C1
Γ− C2
]
(2.12)
Résoudre les problèmes du modèle dynamique inverse et direct en utilisant la forme éten-
due de Lagrange, comme celle donnée dans l’équation (2.7), est très consommateur en
temps de calcul. Ceci est dû au grand nombre de degrés de liberté du système : typique-
ment n est égal à 36 pour notre robot à 12 liaisons rotules, ce qui donne des expressions
très compliquées pour les éléments de la matrice A et C. En outre, inverser les matrices
d’inertie A11 ou A pour les modèles dynamiques inverse et direct serait fastidieux même
pour la simulation. Les chercheurs qui ont utilisé ce type de méthodes ont limité leur
application pour des systèmes planaires 2D [McIsaac et Ostrowski, 1999,Galls, 2001,Kim
et Youm, 2004], avec un petit nombre de degrés de liberté internes. Par conséquent, nous
proposons ici d’utiliser une méthode récursive, qui est simple à programmer, et dont la
complexité peut être grandement simplifiée en utilisant des techniques adaptées de mé-
thodes symboliques itératives [Khosla, 1986,Khalil et Kleinfinger, 1987,Khalil et Creusot,
1997].
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2.5 Modèle dynamique inverse récursif
2.5.1 Introduction
Dans ce paragraphe, nous présentons, l’algorithme récursif de Newton-Euler pour calculer
le modèle dynamique inverse du robot anguille. Par rapport aux robots manipulateurs, la
principale différence réside dans le fait que la tête est libre et que son accélération doit
être considérée comme une sortie de l’algorithme. L’algorithme est basé sur les équations
cinématiques présentées dans le paragraphe 2.3, donnant les vitesses et accélérations car-
tésiennes des corps, puis les équations de Newton-Euler donnant la somme de tous les
efforts (forces et moments) appliqués sur chaque corps et exprimés dans leurs repères
propres.
jFj = jJj jV˙j +
[
jωj ×
(
jωj × jMSj
)
jωj ×
(
jJj
jωj
) ] (2.13)
Avec :
– jFj torseur de tous les efforts appliqués sur le corps j, donné par :
Fj =
[
FTj M
T
j
]T
– Fj somme des forces sur le corps j ;
– Mj somme des moments des efforts extérieurs sur le corps j par rapport à l’origine Oj ;
– Jj matrice d’inertie (6× 6) du corps j :
Jj =
[
Mj I3 −MSˆj
MSˆj
jJj
]
(2.14)
– Jj tenseur d’inertie (3× 3) du corps j par rapport au repère Σj,
– I3 matrice identité (3× 3)
– Mj masse du corps j,
– MSj premier moment d’inertie du corps j par rapport au repère Σj.
Par conséquent, l’équation de l’équilibre dynamique de chaque corps est exprimée par
(figure 2.4) :
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Figure 2.4: – Forces et moments sur le corps j
jfj = jFj + j+1TTj j+1fj+1 + jfej (2.15)
Avec :
– fj le torseur des efforts exercés sur le corps j par le corps j-1 :
fj =
[
fTj m
T
j
]T
– fej torseur des efforts exercés par le corps j sur l’environnement, et représentant dans
notre cas les effets de l’interaction fluide-structure.
2.5.2 Calcul récursif du modèle dynamique inverse de l’anguille
L’algorithme présenté ici peut être considéré comme une généralisation de l’algorithme de
Luh, Walker et Paul [Luh et al., 1980] pour les robots manipulateurs. La généralisation
concerne le calcul de l’accélération de la tête. Le calcul du modèle dynamique inverse
consiste alors dans notre cas, à trois récurrences (une avant, une arrière, puis une avant)
au lieu de deux (avant et arrière) pour les robots manipulateurs à base fixe. Pour simpli-
fier l’écriture du modèle dynamique inverse, on suppose que la masse volumique du robot
est égale à celle de l’eau de telle manière que le robot puisse naturellement flotter entre
deux eaux. Ainsi, sous cette hypothèse, les termes de gravité et de poussée d’Archimède
ne seront pas introduits dans les équations qui suivent.
i) Récurrence avant :
Dans cette étape, on calcule la matrice de transformation entre torseurs, la vitesse des
corps, et tous les éléments d’accélérations et d’efforts des corps qui ne dépendent pas de
l’accélération de la tête ( 0V˙0, 0ω˙0). Ainsi, on calcule pour j=1,...,n : jTj−1, jVj et jγj
en utilisant respectivement (2.2), (2.3) et (2.4). On calcule également jβj qui représente,
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dans l’équation (2.15), les termes qui sont indépendants de l’accélération de la tête. A
partir des équations (2.13) et (2.15), on note :
jβj = jfej +
[
jωj ×
(
jωj × jMSj
)
jωj ×
(
jJj
jωj
) ] (2.16)
L’équation (2.15), qui permet d’exprimer l’équilibre des efforts entre corps, peut alors être
reformulée en utilisant (2.13) et (2.16) :
jfj = jJj jV˙j + jβj + j+1TTj j+1fj+1 (2.17)
ii) Récurrence arrière :
Dans cette étape, on détermine l’accélération de la tête à partir des paramètres inertiels
du corps composé 0, où le corps composé d’un corps j consiste en la somme des paramètres
inertiels de l’ensemble des corps j, j+1,..., n.
En appliquant les équations de Newton-Euler sur le corps composé j, on obtient en utilisant
l’équation (2.17) :
jfj = jJj jV˙j + jβj + j+1TTj
(
j+1Jj+1 j+1V˙j+1 + j+1βj+1
)
+ ...+ nTTj
(
nJn nV˙n + nβn
)
(2.18)
En substituant j+1V˙j+1, ..., n−1V˙n−1, nV˙n en fonction de jV˙j en utilisant (2.5), on obtient :
j+1V˙j+1 = j+1Tj jV˙j + j+1γj+1,
j+2V˙j+2 = j+2Tj+1 j+1V˙j+1 + j+2γj+2
= j+2Tj+1
(
j+1Tj jV˙j + j+1γj+1
)
+ j+2γj+2,
(2.19)
nV˙n = nTj jV˙j + nTj+2 j+1γj+1 + . . .+ nγn (2.20)
A partir de (2.18), (2.19) on trouve la relation suivante :
jfj = jJcj jV˙j + jβcj (2.21)
avec :
jJcj = jJj + j+1TTj j+1Jcj+1 j+1Tj (2.22)
jβcj =
jβj + j+1TTj j+1βcj+1 + j+1TTj j+1Jcj+1 j+1γj+1 (2.23)
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jJcj est la matrice d’inertie spatiale (6× 6) du corps composé j. Pour j = 0, comme 0f0 est
égale à zéro, en utilisant (2.21) on obtient l’équation permettant de calculer l’accélération
de la tête de l’anguille :
0V˙0 = −
(
0Jc0
)−1 0βc0 (2.24)
Pour résumer, cette récurrence arrière consiste à initialiser nJcn = nJn, nβcn = nβn, puis
à calculer les équations (2.22) et (2.23) pour j=n-1,...,0. Une fois terminé, 0V˙0 est déduit
en utilisant l’équation (2.24).
En comparant les équations (2.24) et (2.10), on peut en déduire que le terme A11 est égal
à 0Jc0 tandis que 0βc0 est égal à ( C1 + A12q¨).
iii) Récurrence avant :
Après avoir calculé 0V˙0 et le torseur dynamique jfj, les couples moteurs sont obtenus en
utilisant les équations (2.5) et (2.21) pour j=1,...,n :
jV˙j = jTj−1 j−1V˙j−1 + jγj (2.25)
jfj =
[
jfj
jmj
]
= jJcj jV˙j + jβcj (2.26)
Le couple moteur est calculé en projetant jfj sur l’axe de l’articulation et en tenant compte
des frottements et de l’inertie du rotor du moteur par :
Γj =
jfTj
jaj + Fsj sign (q˙j) + Fvj q˙j + Iaj q¨j (2.27)
Avec :
– Fsj paramètre de frottement sec de l’articulation j ;
– Fvj paramètre de frottement visqueux de l’articulation j ;
– Iaj moment d’inertie du rotor du moteur de l’articulation j ramené au niveau articulaire.
Il est à noter que l’algorithme du modèle dynamique inverse peut être utilisé dans la
simulation dynamique du robot anguille en supposant que les positions, vitesses et accélé-
rations articulaires sont égales aux consignes (les erreurs de poursuites sont négligeables).
A chaque pas de temps, l’accélération de la tête sera intégrée pour obtenir les vitesses de
rotation et de translation qui seront utilisées pour le pas de calcul suivant. L’intégration
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de la vitesse de translation permettra de calculer wP0 représentant la position de l’ori-
gine du repère Σ0. En ce qui concerne l’orientation, la vitesse angulaire est tout d’abord
transformée en vitesse de quaternion selon l’équation suivante [Khalil et Dombre, 2002] :
Q˙ = ωqQ (2.28)
où :
ωq =
1
2 ‖Q‖

0 −ω1 −ω2 −ω3
ω1 0 −ω3 ω2
ω2 ω3 0 −ω1
ω3 −ω2 ω1 0
 (2.29)
ω =
[
ω1 ω2 ω3
]T
Q =
[
Q1 Q2 Q3 Q4
]T
L’intégration de l’équation (2.28) permet de calculer le quaternion Q. Ensuite, la matrice
d’orientation wR0 est calculée en utilisant la relation suivante :
wR0 =
 2(Q21 +Q22)− 1 2(Q2Q3 −Q1Q4) 2(Q2Q4 +Q1Q3)2(Q2Q3 +Q1Q4) 2(Q21 +Q23)− 1 2(Q3Q4 −Q1Q2)
2(Q2Q4 −Q1Q3) 2(Q3Q4 +Q1Q2) 2(Q21 +Q24)− 1
 (2.30)
où pour une orientation rot(u,α), représentant une rotation autour du vecteur unité u
d’un angle α, les composantes du quaternion sont définies comme suit :
Q1 = cos(α/2) , Q2 = ux.sin(α/2)
Q3 = uy.sin(α/2), Q4 = uz.sin(α/2)
où u =
[
ux uy uz
]T
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2.6 Modèle dynamique direct
2.6.1 Introduction
Le modèle dynamique direct d’un robot anguilliforme doit permettre de calculer les ac-
célérations de la tête et les accélérations articulaires en fonction des positions, vitesses
et couples articulaires. L’algorithme proposé peut être considéré comme une généralisa-
tion de l’algorithme de Featherstone [Featherstone, 1983] qui fut proposé pour les robots
manipulateurs sériels à base fixe. Cette fois encore, pour simplifier l’écriture du modèle
dynamique direct, on suppose que la masse volumique du robot est égale à celle de l’eau
afin de n’introduire ni le terme de gravité, ni le terme de poussée d’Archimède dans les
équations qui suivent.
2.6.2 Calcul du modèle dynamique direct
Le modèle dynamique direct est constitué de trois récurrences de même type que celles
du modèle dynamique inverse (avant, arrière puis avant) :
i) Récurrence avant :
On calcule les torseurs cinématiques des corps en utilisant les équations (2.2) et (2.3), et
les termes d’accélération qui ne dépendent pas des accélérations articulaires et de la tête.
A partir de (2.4) et (2.16), on peut alors calculer les équations récursives suivantes pour
j=1,...,n :
jζj =
[
jRj−1
[
j−1ωj−1 ×
(
j−1ωj−1 × j−1Pj
)]
jωj−1 × q˙j jaj
]
(2.31)
jβj = jfej +
[
jωj ×
(
jωj × jMSj
)
jωj ×
(
jJj
jωj
) ] (2.32)
ii) Récurrence arrière :
Dans cette étape, on détermine l’accélération de la tête à partir des paramètres inertiels
du corps composé 0 (même principe que pour le calcul du Modèle Dynamique Inverse).
En utilisant les équations (2.13), (2.15) et (2.16) on peut réécrire l’équation d’équilibre
du corps j :
jfj = jJj jV˙j + jβj + j+1TTj j+1fj+1 (2.33)
Avec :
jV˙j = jV˙j−1 + jajq¨j + jζj (2.34)
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Alors :
jfj = jJj
(
jV˙j−1 + jajq¨j + jζj
)
+ j+1TTj j+1fj+1 + jβj (2.35)
Cependant, dans le cas du modèle direct, les accélérations articulaires ne sont pas connues.
Pour pouvoir se passer de ce terme dans les équations, la méthode consiste à exprimer q¨j
et jfj en fonction de j−1V˙j−1. En remarquant que pour le corps n n+1fn+1 = 0 (le corps n
représente l’organe terminal et la queue de l’anguille), l’équation (2.35) donne pour j=n :
nfn = nJn
(
nV˙n−1 + nanq¨n + nζn
)
+ nβn (2.36)
En généralisant la méthode pour les autres corps (j=n-1,...,1), on peut alors déterminer les
équations récursives pour j=1,...,n (le détail permettant d’obtenir ces équations se trouve
en annexe C) :
jfj = jKj jV˙j−1 + jαj (2.37)
q¨j = Hj
−1
(
− jaTj jJ∗j
(
jV˙j−1 + jζj
)
+ τj − jaTj jβ∗j
)
(2.38)
avec :
Hj =
jaTj
jJ∗j jaj + Iaj (2.39)
jKj = jJ∗j − jJ∗j jajHj−1 jaTj jJ∗j (2.40)
τj = Γj − Fsjsign(q˙j)− Fvjq˙j (2.41)
jαj = jKj jζj + jJ∗j jajHj−1
(
τj − jaTj jβ∗j
)
+ jβ∗j (2.42)
j−1J∗j−1 = j−1Jj−1 + jTTj−1 jKj jTj−1 (2.43)
j−1β∗j−1 =
j−1βj−1 + jTTj−1 jαj (2.44)
On note que pour la tête (j=0), les équations (2.39)...(2.42) ne sont pas valides parce qu’il
n’existe pas de moteur. En utilisant l’équation (2.33) et en remarquant que 0f0 est égal à
zéro, on obtient :
0 = 0J0 0V˙0 + 0β0 + 1TT0 1f1 (2.45)
A partir de l’équation (2.37) pour j=1, l’équation (2.45) devient alors :
0 = 0J0 0V˙0 + 0β0 + 1TT0
(
1K1 1T0 0V˙0 + 1α1
)
(2.46)
0 = 0J∗0 0V˙0 + 0β∗0 (2.47)
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La résolution de cette équation donne :
0V˙0 = −
(
0J∗0
)−1 0β∗0 (2.48)
Pour résumer, on commence par initialiser, nJ∗n = nJn, nβ∗n = nβn puis on calcule pour
j=n,...,1 les équations (2.39) à (2.44). L’accélération de la tête de l’anguille 0V˙0 est cal-
culée en utilisant l’équation (2.48).
Remarque :
On note que 0β∗0 est exprimé en fonction de τ, alors que 0βc0 de l’équation (2.24) est
exprimé en fonction de q¨.
iii) Récurrence avant :
Après avoir calculé l’accélération de la tête 0V˙0, le torseur jfj (si nécessaire) ainsi que les
accélérations articulaires q¨j sont calculés pour j=1,...,n en utilisant les équations (2.37) et
(2.38) :
q¨j = H
−1
j
[
− jaTj jJ∗j
(
jV˙j−1 + jζj
)
+ τj − jaTj jβ∗j
]
(2.49)
jfj = jKj jTj−1 j−1V˙j−1 + jαj (2.50)
où :
jV˙j = jV˙j−1 + jaj q¨j + jζj (2.51)
A noter que l’algorithme du modèle dynamique direct peut être utilisé dans la simulation
dynamique du robot anguille en supposant que les positions, vitesses et couples articulaires
sont connus. Comme pour la simulation du modèle dynamique inverse, l’accélération de
la tête sera intégrée à chaque pas de temps pour obtenir les vitesses de rotation et de
translation qui seront utilisées pour le pas de calcul suivant. La position du robot sera
obtenue par intégration de la vitesse de translation tandis que la matrice d’orientation
sera obtenue par l’intégration du quaternion de vitesse (équations 2.28 à 2.30).
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2.7 Modèle d’interaction fluide-structure
Pour simuler la nage d’un robot de type anguille, nous avons adopté un modèle simple de
mécanique des fluides. On suppose ici, que les forces exercées par le fluide sur un corps
donné du robot sont uniquement dues au mouvement de ce corps. De plus, on présume
que les corps sont de forme elliptique dont l’assemblage en série donne un cylindre à forme
variable, dont l’une des ses trois dimensions caractéristiques (la dimension axiale) est plus
grande (avec un facteur supérieur à 10) que les deux autres (les dimensions transverses).
Ainsi, on peut utiliser la théorie des corps minces dans le cadre de la mécanique des
fluides [Katz et Plotkin, 2002]. Fondé sur cette hypothèse, le déplacement 3D du fluide
autour du corps peut être remplacé par une découpe continue de l’anguille en tranches
d’épaisseurs infinitésimales, sur lesquelles le fluide se comporte comme un écoulement plan
transverse. Par conséquent, les efforts fluides peuvent être modélisés comme un champ
d’efforts appliqués sur chaque tranche de ce corps, et qui dépendra uniquement des mou-
vements transverses de celui-ci. Ceci correspond à l’approche dite "théorie des bandes"
classiquement utilisée en hydrodynamique navale [Lewis, 1989]. A noter tout de même
qu’un tel modèle néglige les perturbations dues aux intersections des corps au niveau des
articulations.
Figure 2.5: – Décomposition de la vitesse pour le calcul des efforts fluides
Le repère (ej1, ej2, ej1) représenté sur la figure (2.5) est défini de la manière suivante :
– pour la tête : e01 = x0, e02 = y0, e03 = z0,
– pour les corps 3j : e3j1 = z3j, e3j2 = x3j, e3j3 = y3j
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On pose Vj(s) comme la vitesse d’une section du corps j située à une distance s du point
Oj selon l’axe du corps (voir figure 2.5). Cette vitesse peut être décomposée dans le repère
local (ej1, ej2, ej1) de la manière suivante :
Vj(s) = Vtjej1 +Vnj2ej2 +Vnj3ej3 (2.52)
où :
Vtj représente la vitesse d’avance selon l’axe ej1,
Vnj2 et Vnj3 sont les composantes de vitesse perpendiculaires selon les axes ej2 et ej3,
On définit également : Vnj = Vnj2ej2 +Vnj3ej3 et ‖Vnj‖ =
√
V2nj2 +V
2
nj3
Des relations similaires à (2.52) peuvent être écrites pour jV˙j, jωj et jω˙j.
Avec cet ensemble de considérations, le modèle de contact entre le fluide et les corps de
l’anguille est celui de Morison [Morison et al., 1950], et peut alors être défini comme un
champ de forces par unité de longueur (selon l’axe du corps) et exprimé au centre de
chaque tranche.
jfhj(s) =
[
jfhj(s)
jmhj(s)
]
=
[
jfdrag(s)
jmdrag(s)
]
+
[
jf am(s)
jmam(s)
]
(2.53)
où :
– jfdrag(s) et jmdrag(s) représentent respectivement les champs de forces et de moments
de traînage appliqués sur la section s ;
– jf am(s) et jmam(s) représentent respectivement les champs de forces et de moments de
masses ajoutées appliqués sur la section s.
Les forces et les moments de traînages sont exprimés en fonction du torseur de vitesse
par :
jfdrag(s) = Cld1,j |Vtj(s)|Vtj(s)ej1 +
3∑
i=2
Cldi,j ‖Vnj(s)‖Vnji(s)eji (2.54)
jmdrag(s) = Cad1,j |ωtj|ωtjej1 (2.55)
Les forces et les moments de masses ajoutées sont exprimés en fonction du torseur d’ac-
célération par :
jf am(s) =
3∑
i=2
Clmi,jV˙nji(s)eji (2.56)
jmam(s) = Cam1,jω˙tjej1 (2.57)
Physiquement, fdrag et mdrag sont dus au frottement de l’eau (viscosité) et à la différence
de pression entre les deux côtés d’un corps alors que f am et mam sont en relation avec
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la quantité (ou masse) d’eau déplacée au cours du mouvement.
Pour finir, les coefficients Cldi,j, Clmi,j, Cad1,j et Cam1,j dépendent de la masse volumique
de l’eau, de la forme et de la taille du profilé (elliptique dans notre cas) et du nombre
de Reynolds (approximativement 105). L’expression de ces termes est donnée dans le
paragraphe 2.9.
Les vitesses et accélérations linéaires sont calculées par :
jVj(s) =
jVj +
jωj × jPj(s) (2.58)
jV˙j(s) =
jV˙j +
jω˙j × jPj(s) + jωj × jωj × jPj(s) (2.59)
où jPj(s) désigne la position de la tranche s par rapport à l’origine du repère du corps j.
Finalement, en superposant toutes les contributions tranche par tranche de s=0 à s=Lj
(la longueur du corps j), on obtient alors la contribution totale des efforts appliqués par
le corps j sur le fluide, et exprimé en Oj :
jfhj =
[
jfhj
jmhj
]
=
[
jfdrag
jmdrag
]
+
[
jfam
jmam
]
=
∫ Lj
0
jfhj(s)ds (2.60)
dans lequel :
jfhj(s) =
[
jfhj(s)
jmhj(s)
]
= sTTj
([
jfdrag(s)
jmdrag(s)
]
+
[
jf am(s)
jmam(s)
])
(2.61)
et
sTj =
[
I3 − jPˆ(s)
03×3 I3
]
Le premier terme (forces de traînées et de viscosités) de l’équation (2.61) est intégré
numériquement à chaque pas de calcul de l’algorithme de s=0 à s=Lj, tandis que le
second terme (masses ajoutées) peut être calculé de manière explicite dans le repère local
(Oj, ej1, ej2, ej3) :
jfamj =
[
jfamj
jmamj
]
= jJajj
jV˙j + jβamj (2.62)
Avec jJajj la matrice (6× 6) d’inertie ajoutée et jβamj la matrice (6× 1) des forces cen-
trifuges et de Coriolis, tous deux introduits par la masse de fluide déplacée au cours du
mouvement de l’anguille. Pour pouvoir calculer ces deux matrices, on commence par ré-
écrire l’équation (2.62) dans le repère local (Gj, ej1, ej2, ej3) situé au centre de masse Gj
du corps :
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jfamGj =
[
jfamj
jmamj
]
= jJajGj
jV˙Gj + jβamGj (2.63)
On peut alors démontrer (sous l’hypothèse que la géométrie du corps reste constante sur
tout le corps) que :
jJajGj =
[
maGj −msˆaGj
msˆaGj IaGj
]
(2.64)
et
jβajamGj =
[
03×1
1
3
jSˆj
jmaGj
(
jωj × jωj × jSj
) ] (2.65)
où jSj représente la position du centre de masse du corps j par rapport à l’origine du repère.
En outre, en tenant compte des expressions des coefficients de masses ajoutées exprimés
dans les équations (2.56) et(2.57), le détail de jJajGj permet de retrouver le résultat exprimé
dans [Susbielles et Bratuch, 1981] pour la matrice de masse ajoutée d’une ellipse fine, soit :
– une matrice (3× 3) d’inertie ajoutée de translation,
jmaGj = diagi=1,2,3(maij),
avec ma1j = 0, ma2j = Clm2,j.Lj, ma3j = Clm3,j.Lj
– une matrice (3× 3) de termes couplés d’inertie ajoutée de translation et de rotation,
jmsˆaGj = 03×3
– une matrice (3× 3) d’inertie ajoutée de rotation,
jIaGj = diagi=1,2,3(Iaij)
avec Ia1j = Cam1,j.Lj, Ia2j = Clm3,j.L3j /12, Ia3j = Clm2,j.L3j /12
Ainsi, l’équation (2.64) peut être reformulée :[
jfamGj
jmamGj
]
=
[
jmaGj 03×3
03×3 jIaGj
] [
jV˙Gj
jω˙j
]
+ jβamGj (2.66)
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En exprimant ce torseur non plus au centre de masse, mais au centre du repère Σj, on
obtient une expression détaillée de l’équation (2.61) :
jfhj =
[
jmaGj − jmaGj jSˆj
jSˆj
jmaGj
jIaGj − jSˆj jmaGj jSˆj
]
jV˙j+
[
jmaGj
(
jωˆj jωˆj jSj
)(
jSˆj
jmaGj +
1
3
jSˆj
jmaGj
) (
jωˆj jωˆj jSj
) ]+ [ jfdragjjmdragj
] (2.67)
L’introduction de l’équation (2.67) dans (2.16) permet de séparer les termes correspon-
dants au torseur jfej en un terme dû aux forces de contact du fluide, et un terme constant
de masse ajoutée sous forme d’une matrice d’inertie (6× 6). On obtient finalement :
jJj = jJj + jJajj (2.68)
avec :
jJajj =
[
jmaGj − jmaGj jSˆj
jSˆj
jmaGj
jIaGj − jSˆj jmaGj jSˆj
]
(2.69)
et :
jfej =
[
jmaGj
(
jωˆj jωˆj jSj
)(
4
3
jSˆj
jmaGj
) (
jωˆj jωˆj jSj
) ]+ [ jfdragjjmdragj
]
(2.70)
L’expression du modèle fluide ne dépendant plus directement des termes d’accélérations,
le calcul des efforts jfej et de la matrice de masse ajoutée jJajj pourront être calculés
pendant la première récurrence avant des algorithmes de Newton-Euler pour les modèles
dynamiques inverse ou direct.
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2.8 Vérification des algorithmes
Dans ce paragraphe, on valide les modèles dynamiques proposés dans ce chapitre en utili-
sant les théorèmes de quantité de mouvement et du moment cinétique appliqués au robot
anguille et définis par :
CG,S/Rg =
[
QS/Rg
σG,S/Rg
]
Avec :
– QS/Rg : le vecteur quantité de mouvement de l’anguille ;
– σG,S/Rg : le vecteur moment cinétique de l’anguille exprimé au centre de gravité G.
Pour un corps seul Cj, ces deux vecteurs exprimés par rapport à Gj sont :
QCj/Rg = Mj VGj (2.71)
σGj,Cj/Rg =
(
Jj − Mj SˆTj Sˆj
)
ωj (2.72)
On rappelle les deux théorèmes suivants pour la mécanique des solides :
Théorème des quantités de mouvement
Théorème: 1 Pour tout ensemble matériel S en mouvement par rapport au repère ga-
liléen Rg, la variation de la quantité de mouvement du système est égale à la résultante
générale du torseur associé aux actions extérieures à S.
Théorème du moment cinétique
Théorème: 2 Pour tout ensemble matériel S en mouvement par rapport au repère ga-
liléen Rg, la variation du moment cinétique est égale au moment résultant du torseur
associé aux actions extérieures à S.
L’application de ces deux théorèmes nous donne la relation suivante :
d
dt
CG,S/Rg =
d
dt
[
QS/Rg
σG,S/Rg
]
=
∑
FG,S→S (2.73)
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avec : FG,S→S =
[
FS→S MG,S→S
]T
On suppose à présent que l’anguille évolue dans le vide, ce qui signifie qu’il n’existe aucune
force et aucun moment extérieur. Par conséquent :
d
dt
CG,S/Rg = 0 (2.74)
soit pour tout instant t : [
QS/Rg
σG,S/Rg
]
= Cste (2.75)
A t=0 de la simulation, on suppose que l’anguille n’a aucune loi de mouvements interne
et qu’elle est immobile dans l’espace. Avec cette hypothèse de départ, on peut en déduire
que pour t=0 puis pour tout instant t :[
QS/Rg
σG,S/Rg
]
= 0 (2.76)
De ce résultat, on peut en déduire qu’à tout instant, le centre de gravité de l’anguille ne
bougera pas et qu’il n’y aura aucun mouvement de rotation autour de celui-ci. De plus,
lorsque le vecteur quantité de mouvement QS/Rg est nul, on peut alors calculer le torseur
cinétique en n’importe quel point de l’espace (le vecteur moment cinétique demeure dans
ce cas constant quel que soit le point d’application).
L’anguille étant constituée d’un ensemble de corps rigides en mouvement les uns par
rapport aux autres, on calcule le torseur cinétique pour chacun d’eux, puis on en fait la
somme en les exprimant au centre d’un repère fixe Σw. Au final, on obtient le torseur
cinétique de toute l’anguille.
2.8.1 Calcul du torseur cinétique de l’anguille
Soit Σw un repère galiléen fixe dans lequel l’anguille évolue. Le torseur cinétique de
l’ensemble des corps de l’anguille est alors défini de la manière suivante :
wCS/Σw =
[
wQS/Σw
wσO,S/Σw
]
=
n∑
j=0
[
wRj Mj
jVGj
wMSj ×
(
wRj
jVGj
)
+ wRj
(
jJj − Mj SˆTj Sˆj
)
jωj
]
(2.77)
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avec :
jVGj =
jVj − jSˆj jωj (2.78)
wMSj = Mj
(
wPj +
wRj
jSj
)
(2.79)
où :
– wPj représente la position du centre de l’articulation Oj du corps j dans le repère Σw,
– jSj représente la position du centre de gravité du corps j par rapport au centre du
repère Σj.
En développant l’équation (2.77), on obtient :
wCS/Σw =
n∑
j=0
[
wRj Mj − wRj Mj jSˆj
wMSj × wRj −Mj wPj ×
(
wRj
jSˆj
)
+ wRj
jJj
]
jVj (2.80)
ou encore :
wCS/Σw =
n∑
j=0
[
wRj 03×3
wPˆj
wRj
wRj
] [
Mj I3 −Mj jSˆj
Mj
jSˆj
jJj
]
jVj (2.81)
On retrouve ici l’expression de deux matrices connues tel que :
wCS/Σw =
n∑
j=0
jTTw jJj jVj (2.82)
Le calcul du torseur cinétique peut donc se faire en utilisant l’algorithme suivant :
1) On initialise la matrice de transformation entre torseur 0TTw :
0TTw =
[
wR0 03×3
wPˆ0
wR0
wR0
]
Avec :
– wR0 la matrice de rotation de la tête par rapport au référentiel galiléen Σw.
– wP0 le vecteur de position de la tête par rapport au centre du repère galiléen Σw.
Puis on initialise le calcul du torseur cinétique :
wC0 = 0TTw 0J0 0V0
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2) On calcule ensuite la matrice de transformation et le torseur cinétique pour j=1,...,n :
jTTw = j−1TTw jTTj−1 (2.83)
wCj = wCj−1 + jTTw jJj jVj (2.84)
2.8.2 Générateur de mouvements
Pour pouvoir simuler le comportement de l’anguille, on utilise un générateur de mouve-
ments classiquement utilisé dans la littérature [Gillis, 1998,Tytell et Lauder, 2004,Boyer
et al., 2006b]. Ce générateur a pour but de calculer les consignes articulaires que l’on va
appliquer au robot afin que celui puisse nager. Il est basé sur une fonction sinusoïdale qui
permet d’engendrer une forme ondulatoire de la nage de l’anguille. La liaison entre chaque
segment de l’anguille étudiée étant de type rotule, on décompose les différents mouvements
sous forme de trois fonctions. On distingue une première fonction qui permet de générer
l’onde sinusoïdale créant la propulsion de l’anguille. Les deux autres fonctions servent
respectivement à contrôler l’altitude et le roulis de l’anguille.
La propulsion de l’anguille s’obtient à partir de l’onde sinusoïdale qui parcourt son corps
de la tête vers la queue (et vice versa si l’anguille veut reculer). Cette onde sinusoïdale est
paramétrée par sa période d’oscillation et sa longueur d’onde. Pour l’amplitude de l’onde
générée, plus on va vers la queue, plus l’anguille augmente l’amplitude afin d’améliorer
l’efficacité de la nage.
Générateur de propulsion :
La propulsion de l’anguille est produite en utilisant une fonction sinusoïdale continue de
la forme suivante qu’on applique sur les articulations 3j-2 (j=1,...,12) du robot :
Q(s, t) = f1(t).A.e
αs. sin
[
2pi
(
s
λ
− t
T
)]
(2.85)
Pour laquelle :
– A : amplitude du mouvement ;
– α : réglage de l’exponentielle : augmentation de l’amplitude de la tête vers la queue ;
– T : période de l’oscillation ;
– λ : longueur d’onde de l’oscillation ;
– s : abscisse curviligne le long de la fibre neutre de l’anguille ;
– f1(t) : fonction de lissage du démarrage et de l’arrêt.
Pour appliquer cette loi de mouvement continue, on est obligé de discrétiser l’équation
(2.85) pour obtenir les valeurs à appliquer sur la première articulation 3j-2 (j=1,...,12) de
chaque rotule du robot [Yu et al., 2005].
q3j−2(t) = Q(Xj+1, t)−Q(Xj, t) + f2(t)Off1 (2.86)
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où
– Xj =
j∑
k=1
rk est la distance de chaque liaison rotule par rapport à l’origine de la tête ;
– f2(t) : fonction pour amorcer les virages ;
– Off1 : "offset" pour régler la courbure de l’anguille afin de faire des virages.
Réglage de l’altitude :
Pour que l’anguille puisse changer d’altitude (ou de profondeur) pendant sa nage, on
impose sur la deuxième articulation 3j-1 (j=1,...,12) de chaque rotule la fonction suivante :
q3j−1 = f3(t).Offs2 (2.87)
On se contente dans l’état actuel des simulations d’imposer un "offset" Offs2 constant sur
les articulations pour faire des trajectoires de type looping ou plongée. Cet "offset" peut
être ajusté par une fonction de démarrage et d’arrêt f3(t) semblable à f1(t).
Réglage du roulis :
Pour que l’anguille puisse effectuer une rotation propre autour de l’axe de la tête, on
impose sur la troisième articulation 3j (j=1,...,12) de chaque rotule la fonction suivante :
q3j = f4(t).Offs3 (2.88)
Ce terme permet de régler la torsion de l’anguille afin d’agir sur le roulis de la tête (Ce
terme est plus utile pour un fonctionnement de type serpent dans une canalisation par
exemple). On se contente donc, tout comme dans le cas précédent, d’imposer un simple
"offset" Offs3 constant qui peut être lissé par la fonction f4(t).
Expression des fonctions f1(t) à f4(t) :
Les fonctions f1(t) à f4(t) sont des fonctions polynomiales du 5ème degré :
fi(t) = fi(t) = a0.t
5 + a1.t
4 + a2.t
3 + a3.t
2 + a4.t + a5 t ≤ tfi
fi(t) = 1 t > tfi
(2.89)
Les coefficients ai de ces polynômes satisfont les conditions aux limites suivantes :
fi(0) = 0, fi(tfi) = 1, f˙i(0) = f¨i(0) = 0, f˙i(tfi) = f¨i(tfi) = 0
où tfi représente le temps de fin de fi(t).
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2.8.3 Validation des calculs
Pour valider les algorithmes que nous avons présentés, on réalise une simulation du robot
en utilisant le modèle dynamique inverse en considérant qu’il n’y a pas d’efforts extérieurs
appliqués sur l’anguille (simulation dans le vide), puis on calcule pour chaque pas de temps
de la simulation le torseur cinétique. A partir de ces résultats, nous avons démontré que
pour une simulation dans le vide le torseur cinétique devait être nul. Pour le vérifier, on
impose que pour tous les corps de l’anguille (j=0,...,n) jfej = 0 (pas d’efforts extérieurs)
et jJajj = 0 (pas de masses ajoutées), puis on effectue une simulation en utilisant les
paramètres suivants pour le générateur de mouvements :
A=0,2 rad ; α=0,8 m−1 ; tf=3 s ; λ=1,5 m ; T=3 s ; Off1=0 ; Off2=0 ; Off3=0
La figure (2.6) montre une configuration de l’anguille pendant la simulation. Ensuite,
les figures (2.7) et (2.8) montrent respectivement les 3 composantes de la quantité de
mouvement et du moment cinétique obtenus pendant cette simulation :
Figure 2.6: – Une configuration de l’anguille pendant la simulation dans le vide
L’anguille sur la figure (2.6) est représentée en mode filaire (on trace uniquement le centre
de la colonne vertébrale). Le centre de gravité est représenté par la croix et la tête de l’an-
guille est représentée par la flèche. Pour rappel, au début de la simulation, le repère de la
tête de l’anguille Σ0 et le repère fixe Σw sont confondus.
Pour vérifier que le centre de gravité ne bouge pas, on trace les 3 composantes du vecteur
quantité de mouvement ainsi que les 3 composantes du moment cinétique de l’anguille
au cours du mouvement et on vérifie qu’elles sont bien nulles durant toute la durée de la
simulation :
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Figure 2.7: – Vecteur Quantité de mouvement de l’anguille
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Figure 2.8: – Vecteur Moment cinétique de l’anguille
Sur ces deux figures, on voit que pour toute la durée de la simulation, les 6 composantes
du torseur cinétique sont bien nulles (de l’ordre de 10−6). L’algorithme de Newton-Euler
utilisé respecte donc bien les propriétés mécaniques d’un système multi-corps qui n’est
soumis à aucune force extérieure.
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2.8.4 Validation croisée des résultats
Cette validation, dite "croisée", permet de vérifier la cohérence entre les modèles dyna-
miques inverse et direct. Pour effectuer cette validation, une simulation est effectuée en
utilisant le modèle dynamique inverse pour laquelle on spécifie q(t), q˙(t), q¨(t) comme en-
trées et 0V0 = 0 comme condition initiale. Ensuite, on utilise le modèle dynamique direct
en utilisant comme entrées q(t), q˙(t) et Γ(t) obtenu par le modèle dynamique inverse et
la condition initiale 0V0 = 0. Une fois le calcul des deux modèles dynamiques effectué, on
doit vérifier que :
– l’accélération de la tête est la même que ce soit en utilisant le modèle dynamique inverse
ou le modèle dynamique direct,
– les accélérations articulaires calculées par le modèle dynamique direct sont les mêmes
que les accélérations du générateur de mouvement pour le modèle dynamique inverse.
Le schéma Simulink permettant de réaliser cette validation est donné sur la figure (2.9) :
Figure 2.9: – Simulateur de la validation croisée
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Les figures (2.10 -a) et (2.10 -b) montrent respectivement la comparaison de l’accélération
de la tête calculée avec les deux algorithmes et la comparaison entre les accélérations
articulaires calculées par le modèle dynamique inverse et les accélérations imposées au
modèle dynamique inverse.
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Figure 2.10: – Différence des accélérations entre le MDI et le MDD
Sur ces deux figures, on remarque que les différences obtenues sont assimilables à du bruit
numérique (de l’ordre de 10−12, 10−13). Pour les deux figures, on a uniquement tracé la
composante présentant la plus grande différence entre les résultats des deux simulations.
Ces résultats de simulation nous montrent donc que la cohérence entre les deux algo-
rithmes est bien vérifiée, et valide une nouvelle fois les algorithmes développés.
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2.9 Exemples de simulations
Dans ce paragraphe, on présente quelques résultats de simulations obtenus pour le robot
anguille [Khalil et al., 2005] en utilisant le logiciel Matlab-Simulink . Pour pouvoir utiliser
le modèle fluide, on a vu dans le paragraphe 2.7 que les coefficients Cldj, Clmj, Cam1 et
Cad1 dépendent de la géométrie de l’anguille :
Figure 2.11: – Géométrie de l’anguille
Pour pouvoir exprimer ces paramètres, on note 2a et 2b les petit et grand axes de l’el-
lipse définissant la section de l’anguille (voir tableau (2.2) pour les valeurs de a et de
b). D’après la littérature [Susbielles et Bratuch, 1981], les coefficients du modèle fluide-
structure (2.54)-(2.57) sont les suivants :
– Cld1 = (1/2)ρ C1pi(a + b)/2
– Cld2 = (1/2)ρ C22b
– Cld3 = (1/2)ρ C32a
– Cad1 = (1/2)ρ C4 (b2 − a2)2
– Clm2 = ρpib2 C5
– Clm3 = ρpia2 C6
– Cam1 = ρpiC7 (b2 − a2)2 /8
Avec ρ la masse volumique du robot prise égale à celle de l’eau.
Et pour valeurs numériques C1 = 0, 01, C2 = C3 = C4 = 1 et C5 = C6 = C7 = 1, ce
qui correspond aux valeurs pour un objet de type cylindrique plongé dans un écoulement
avec un nombre de Reynolds approximatif de Re ≈ 105, soit une anguille nageant à une
vitesse d’environ 1ms−1.
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2.9.1 Premier exemple : la nage plane
En se référant à la littérature bio-mécanique sur la locomotion anguilliforme [Gillis,
1998, Tytell et Lauder, 2004, Boyer et al., 2006b], on commence par traiter le cas de
la propulsion en ligne droite dans un plan.
Pour la simulation, on utilise la configuration initiale suivante :
– le repère de la tête Σ0 est confondu avec le repère de référence Σw ;
– la vitesse initiale de l’anguille est nulle ;
– l’anguille est droite (∀j, qj = 0) et alignée suivant l’axe xw du repère Σw.
Pour cette simulation de nage en ligne droite, les 3 fonctions du générateur de mouvements
sont paramétrées en utilisant les valeurs numériques suivantes :
A=0,2 rad ; α=0,8 m−1 ; tf=3 s ; λ=1,5 m ; T=3 s ; Off1=0 ; Off2=0 ; Off3=0
Avec ces paramètres, on remarque que les fonctions de réglage de l’altitude et de roulis
donnent à tout instant t des consignes nulles pour les articulations 3j-1 et 3j, j=1,...,12.
La fonction du générateur de propulsion permet quant à elle de générer une loi de mou-
vements pour les articulations 3j-2 et qui donne pour j=4, 7 et 10 les formes d’onde
présentées sur la figure (2.12) :
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Figure 2.12: – Loi horaire des articulations 3j-2 servant à la propulsion pour j=4, 7 et 10
Cette figure nous montre que f1(t) permet d’avoir une augmentation progressive de l’on-
dulation pendant les premières secondes de la simulation. Elle nous montre également que
l’amplitude des oscillations augmente quand j augmente (on va de la tête vers la queue).
Modèle Dynamique d’une Anguille à structure sérielle 55
Le mode de fonctionnement souhaité au départ est donc respecté avec ce générateur de
mouvements.
La figure (2.13) montre la trajectoire de la tête de l’anguille dans le plan xw-yw du repère
fixe pour une simulation de 30 s.
La figure (2.14) montre la vitesse absolue
√
V 2x + V
2
y du robot dans le repère Σw.
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Figure 2.13: – Trajectoire de la tête dans le plan xw-yw du repère fixe
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Figure 2.14: – Vitesse absolue de la tête par rapport au temps
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On peut également tracer le couple obtenu par le modèle dynamique inverse pour plusieurs
articulations :
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Figure 2.15: – Couples moteurs des articulations 1,16 and 34
Ces résultats montrent que l’anguille effectue bien une trajectoire en ligne droite avec une
légère oscillation transverse. On observe sur la figure (2.13) que la tête de l’anguille n’os-
cille pas autour de l’axe des x mais autour d’un axe dévié (axe en pointillés gris). Cette
déviation est due à la fonction f1(t) qui induit une dissymétrie du mouvement pendant les
3 premières secondes qui, par conséquent, induit des efforts de poussées dissymétriques.
Avec les valeurs de coefficients proposés, on note que l’anguille a besoin d’environ 30
secondes pour atteindre sa vitesse de croisière soit environ 0,48 m/s. Finalement, on re-
marque que la courbe de vitesse de l’anguille (Figure 2.14) peut être approximée par un
système du premier ordre, ce qui peut s’avérer pratique pour la synthèse de lois de com-
mandes.
Par le choix de différents paramètres de simulation, il est possible de faire en sorte que
l’anguille nage avec une vitesse plus rapide et avec un temps de réponse plus court.
Cependant, dans le cadre de ces simulations, il faut prendre en compte la limitation en
couple des actionneurs (actionneurs choisis dans le cadre du projet). Ainsi, les valeurs
limites à ne pas dépasser sont pour j=1,...,12 :
Γmax = ±4N.m pour les articulations 3j-2 et 3j-1,
Γmax = ±0.7N.m pour les articulations 3j.
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2.9.2 Deuxième exemple : nage 3D en looping
Le but de cet exemple est de faire en sorte que l’anguille fasse une trajectoire de type
cercle dans le plan xw-zw du repère fixe. Ce type de trajectoire peut être obtenue en
utilisant de manière simultanée la fonction de générateur de mouvements et la fonction
de réglage d’altitude. Pour rappel, cette fonction d’altitude joue sur la loi d’évolution des
secondes articulations des liaisons rotules (articulations 3j-1 pour j=1,...,12) et peut être
paramétrée sous la forme :
q3j−1 = f3(t).Off2
où f3(t) représente une fonction polynomiale du 5ème degré définie précédemment. Pour
cette simulation de nage en looping, les 3 fonctions du générateur de mouvements sont
paramétrées en utilisant les valeurs numériques suivantes :
A=0,2 rad ; α=0,8 m−1 ; tf=3 s ; λ=1,5 m ; T=3 s ; Off1=0 ; Off2=
pi
40
; Off3=0
On remarque que les paramètres pour la fonction de générateur de mouvements et pour
le réglage du Roulis ont été conservés.
La fonction de réglage d’altitude qui est à présent utilisée, permet d’imposer à toutes
les secondes articulations des liaisons rotules (articulations 3j-1 pour j=1,...,12) la loi de
mouvements représentée sur la figure (2.16) :
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Figure 2.16: – Loi horaire des articulations 3j-1 permettant le réglage en altitude
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Les figures (2.17) à (2.19) montrent respectivement les couples articulaires des articula-
tions 3j-2, 3j-1 et 3j (qui constituent une rotule) pour j=1,9 et 12. Les figures (2.20 -a)
et (2.20 -b) représentent la trajectoire de la tête dans le plan xw-zw du repère fixe, et
10 configurations de l’anguille durant la simulation. Les résultats sont obtenus pour une
simulation d’une durée de 60 secondes.
0 2 4 6 8 10 12 14 16 18 20
−4
−3
−2
−1
0
1
2
3
Temps (s)
Co
up
le
 (N
.m
)
Γ1
Γ25
Γ34
Figure 2.17: – Couples moteurs des articulations 1, 25 et 34
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Figure 2.18: – Couples moteurs des articulations 2, 26 et 35
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Figure 2.19: – Couples moteurs des articulations 3, 27 et 36
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Figure 2.20: – Trajectoire de la tête de l’anguille dans le plan xw-zw du repère fixe et
configuration de l’anguille toutes les 6 secondes
On voit sur la figure (2.20) que la trajectoire réalisée par la tête de l’anguille est bien
un cercle dans le plan xw-zw. Ce deuxième exemple montre donc que l’utilisation de la
fonction d’altitude permet bien de faire varier l’altitude de l’anguille pendant la nage et
valide donc les possibilités des simulations dans un espace 3D.
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2.9.3 Analyse des résultats
On a pu voir que les résultats de simulation étaient probants aussi bien pour la nage plane
que pour la nage 3D. Cependant, en dehors de ce côté qualitatif, plusieurs points peuvent
être abordés afin d’apporter un regard critique sur les résultats obtenus.
Tout d’abord, en ce qui concerne le choix des paramètres de la loi d’ondulation, hor-
mis celui de la fonction d’ondulation, on peut se poser la question du choix des valeurs
numériques et de leurs pertinences. Pour répondre à cette question, nous allons regar-
der l’influence des paramètres A et α sur les performances de l’anguille. Pour les autres
paramètres, on prendra les valeurs suivantes :
tf=3s, λ=1,5m, T=3s, Off1=0, Off2=0, Off3=0
On effectue une simulation de nage en ligne droite (en utilisant le générateur de mouve-
ment de l’équation (2.85)) puis on trace en fonction de α la vitesse que peut atteindre
l’anguille pour différentes valeur de A (figure 2.21) :
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Figure 2.21: – Vitesse de la tête en fonction de α et pour différentes valeurs de A
L’analyse de la figure (2.21) nous montre que pour les différentes valeurs de A choisies, la
vitesse maximale qu’il est possible d’atteindre est toujours la même (ici 0,48 m/s avec les
coefficients λ et T utilisés). De même, pour une vitesse donnée que l’on souhaite atteindre,
on remarque qu’il existe une multitude de couples (A,α) permettant d’y arriver (pour une
valeur de A il existe déjà deux valeurs de α).
Pour savoir quelle valeur de couple choisir, un critère intéressant peut être de regarder
la valeur des couples moteurs correspondants afin de minimiser l’énergie. Pour chaque
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couple de valeur (A,α), on calcule grâce au modèle dynamique inverse les couples articu-
laires Γi, puis on détermine parmi toutes les articulations quelle est la valeur maximale
Γmax = max (Γi). On trace ensuite sur la figure (2.22) cette valeur maximale des couples
en fonction de α et pour différentes valeur de A.
Pour illustrer le problème du choix du couple (A,α), nous avons choisi que la vitesse à
atteindre pour l’anguille devait être 0,45 m/s. A partir de cette vitesse et pour chaque
valeur de A, la figure (2.21) nous permet de déterminer la valeur de α corespondante
(ligne noire en trait fort sur la figure 2.21). Nous avons ensuite reporté le correspondant
de cette ligne sur la courbe des couples (figure 2.22) à partir des α calculés :
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Figure 2.22: – Couple moteur maximum en fonction de α et pour différentes valeurs de
A
On remarque sur la figure (2.22) que les courbes de couples sont monotones et que les
valeurs augmentent en même temps que α. Le tracé de notre droite (ligne noire en trait
fort), correspondant à une vitesse de l’anguille de 0,45 m/s, nous montre qu’il est plus
judicieux de prendre la valeur A=0.14 que A=0.24 puisque pour une même vitesse le
couple maximum nécessaire est plus faible.
Cette petite étude nous montre que connaître l’influence des différents paramètres de nage
permet de choisir un jeux de valeurs optimal par rapport aux objectifs fixés. Nous n’avons
fait varier ici que A et α et il pourrait être intéressant de généraliser cette approche pour
l’ensemble des paramètres de nage.
On peut à présent se poser la question de la pertinence des résultats de la nage 3D.
Ce type de nage est en réalité assez complexe puisqu’elle combine un mouvement d’on-
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dulation dans le plan horizontal de l’anguille avec un mouvement dans le plan vertical
(fonction de réglage d’altitude). Cette combinaison de mouvements dans plusieurs plans
fait que les forces de poussées des corps de l’anguille ne sont également plus dans un seul
et même plan. Le résultat de cette configuration produit un mouvement que l’on nomme
mouvement de roulis et qui se traduit par un mouvement sinusoïdal de la tête de l’anguille
autour de son axe x0. Ce mouvement dans le cas de l’anguille est compensé en jouant
sur le terme Cad1 = f(C4) du modèle fluide, ce qui a pour effet d’exercer un couple résis-
tant opposé au mouvement de rotation de la tête et du reste du corps (effet stabilisant).
Cependant, en utilisant le coefficient de la littérature, on s’aperçoit que la compensation
n’est pas suffisante pour contrer le mouvement de roulis. Pour mieux appréhender le rôle
de ce paramètre C4 dans la stabilisation du mouvement de roulis, on effectue une première
simulation en utilisant le coefficient de la littérature (C4=1) et une deuxième en prenant
un coefficient non réaliste mais qui a pour effet d’augmenter la compensation (C4=500) :
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Figure 2.23: – Trajectoire de l’anguille pour différents coefficients du modèle fluide
On voit sur la figure (2.23) qu’en utilisant la valeur numérique de la littérature le résultat
diffère de manière significative. Dans les deux cas, l’anguille effectue un looping dans un
plan, mais ceux-ci sont décalés l’un par rapport à l’autre. Seule la simulation où C4=500
donne un résultat dont le looping de l’anguille se situe dans le plan (Xw,Zw), ce qui
correspond à la trajectoire souhaitée. Par ailleurs, la figure (2.24) montre l’influence du
paramètre C4 sur l’angle de roulis (autour de l’axe x0) produit au niveau de la tête de
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l’anguille :
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Figure 2.24: – Angle de Roulis de la tête de l’anguille
A partir des figures (2.23) et (2.24), on peut en conclure que l’augmentation du paramètre
C4 permet de diminuer l’amplitude de l’angle de roulis ce qui permet à l’anguille de ne
pas dévier pendant la nage. Ceci montre également qu’en apportant un contrôle adéquat
du roulis de l’anguille, on peut améliorer la qualité des résultats obtenus. Cependant,
les coefficients fluides ne pouvant pas être changés, il faut alors se demander comment
une anguille biologique fait pour pouvoir contrôler son angle de roulis pendant des nages
3D. Pour tenter de répondre à cette question, plusieurs explications peuvent être avancées :
– Jusqu’à présent dans nos simulations, les articulations de roulis (articulations 3j) n’ont
pas été utilisées pour la nage. On peut alors se demander si l’utilisation de celles-ci
peut contribuer à résoudre le problème posé. Seulement, pour l’anguille biologique,
ce mouvement n’a qu’un très faible angle de débattement et ne peut donc pas être
considéré comme une solution de contrôle si l’on souhaite garder un fonctionnement
bio-mimétique.
– Parmi les cas de nage dans un espace 3D, il existe celui des virages inertiels, c’est-à-dire
que l’anguille effectue sa manoeuvre en arrêtant l’ondulation du corps. Dans ce cas là,
il n’y a donc plus de couplage entre les différents mouvements et le problème du rou-
lis disparaît. Cependant, il ne faut pas oublier que l’eau dissipe l’énergie cinétique de
l’anguille et va donc rapidement l’arrêter s’il n’y a aucune ondulation le long du corps.
Ce type de nage est donc utile pour faire des manoeuvres courtes sans consommation
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d’énergie, mais n’est en aucun cas adapté pour des trajectoires de nage complexes et
de durées importantes.
– Le dernier point concerne un élément qui n’a pas été pris en compte dans la modélisation
du robot : les nageoires pectorales de l’anguille. A l’instar des sous-marins, l’anguille se
sert des nageoires pectorales comme stabilisateurs, mais aussi comme ailerons. En effet,
par la présence de ces ailerons, la surface de résistance à l’eau est considérablement
augmentée vis-à-vis de la rotation de la tête autour de l’axe de roulis. A noter que
la présence des nageoires pectorales peut également aider au réglage en altitude de
l’anguille. Elles constituent donc la piste la plus sérieuse à étudier, et encore une fois
l’étude du comportement d’une vraie anguille pourrait permettre de mieux comprendre
l’utilisation de ces nageoires.
2.10 Modélisation et résultats en ajoutant des ailerons
2.10.1 Modification des algorithmes de Newton-Euler
A partir des résultats présentés précédemment, on a pu remarquer que la présence d’aile-
rons devenait nécessaire pour atténuer le mouvement de roulis de l’anguille lors de nages
tridimensionnelles. Ces deux ailerons qu’on ajoute au robot sont orientables en utilisant
deux moteurs intégrés à la tête de l’anguille. La nouvelle modélisation géométrique du
robot intégrant la présence des deux nouveaux ailerons est donnée figure (2.25) :
a - Placement des repères b - Géométrie des ailerons
Figure 2.25: – Modélisation géométrique du robot sériel avec les ailerons
Avec l’ajout de ces deux ailerons, le robot n’a plus une structure sérielle, mais une structure
arborescente puisque trois corps sont à présent fixés au corps de tête. A partir de cette
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modélisation, on peut donc en déduire le nouveau tableau des paramètres géométriques :
j a(j) αj dj θj rj q0j
1 0 0 D1 θ1 0 0
2 1 −pi/2 0 θ2 0 pi/2
3 2 −pi/2 0 θ3 RL3 pi/2
4 3 pi/2 0 θ4 0 −pi/2
...
3n-1 3n-2 −pi/2 0 θ3n−1 0 −pi/2
3n 3n-1 −pi/2 0 θ3n RL3n pi/2
3n+1 0 −pi/2 Da θ3n+1 RL3n+1 0
3n+2 0 pi/2 Da θ3n+2 RL3n+2 0
Tableau 2.3: – Paramètres géométriques de la structure arborescente
Comme pour tout robot à structure arborescente, une nouvelle colonne fait son appari-
tion dans le tableau des paramètres géométriques. La colonne a(j) désigne ici le "corps
antécédent", c’est-à-dire le numéro du corps auquel le corps j est relié. On remarque dans
le cas présent que 3 corps ont pour antécédent le corps 0 : les deux ailerons et le premier
corps de la colonne vertébrale de l’anguille.
Comme l’ajout des ailerons est prévu pour changer le comportement dynamique de l’an-
guille, il faut en conséquence modifier le modèle dynamique inverse pour en tenir compte.
Vu que ces modifications ne concernent que le corps de tête de l’anguille, il suffit donc de
modifier les équations (2.22) et (2.23) dans le cas ou j=0. Cela revient donc à écrire :
0Jc,a0 = 0Jc0 +
∑
k/a(k)=0,k6=1
kTT0 kJk kT0 (2.90)
0βc,a0 =
0βc0 +
∑
k/a(k)=0,k6=1
kTT0
(
kβk + kJk kγk
)
(2.91)
On peut ensuite calculer l’accélération de la tête avec l’équation (2.24) modifiée :
0V˙0 = −
(
0Jc,a0
)−1 0βc,a0 (2.92)
Pour les simulations qui vont suivre, nous avons choisit d’utiliser des ailerons dont les
caractéristiques sont les suivantes :
– longueur de l’aileron : 0,2 m ;
– section elliptique dont les demi-petit et demi-grand axe sont respectivement :
a=0,01 m b=0,06 m
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– masse : 377 g ;
– moment d’inertie :
MS =
[
0 0 0.0377
]T
– matrice d’inertie :
J =
 5.0360e−3 0 00 5.3658e−3 0
0 0 3.4872e−4

– distance des ailerons par rapport à la tête : 0,3m
– distance des ailerons par rapport à la colonne vertébrale : RL3n+1 = RL3n+2 =0,065 m
2.10.2 Loi de contrôle pour régler le roulis par les ailerons
L’ajout des ailerons sur le robot permet de produire plusieurs types de mouvements. Si
on applique des consignes de même signe pour les articulations q3n+1 et q3n+2, cela va
produire une rotation de l’anguille autour du vecteur x0, c’est a dire un mouvement selon
l’axe de roulis. Par contre, si on applique des consignes de signes opposées pour ces deux
articulations, on va permettre à l’anguille de monter ou de plonger.
De ces constatations, on peut écrire deux types de couplages pour les ailerons :
– un couplage en différentiel qd qui permet d’agir sur le roulis de la tête ;
– un couplage en additionnel qa qui permet d’agir sur la profondeur de nage.
Ainsi, le fonctionnement que l’on vient de voir peut se traduire par les équations suivantes :
q3n+1 = qd − qa (2.93)
q3n+2 = qd + qa (2.94)
avec :
– qd < 0 pour avoir un mouvement de rotation positif autour de l’axe de la tête x0 ;
– qa > 0 pour faire monter l’anguille.
Comme dans le cas présent, seul le contrôle du roulis nous intéresse, on posera qa = 0.
Pour contrôler l’angle de roulis afin que celui-ci soit asservi sur un angle de consigne φd,
nous propons d’utiliser la loi de commande suivante :
qd = βmaxtanh (k1 (φ− φd)− k2ωx,0) (2.95)
où :
– βmax représente l’angle maximum des ailerons ;
– φ représente l’angle de roulis mesuré ;
– ωx,0 représente la composante suivant l’axe x du vecteur 0ω0 ;
– k1 et k2 sont des coefficients de réglage.
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On remarque que l’utilisation de la fonction tangente hyperbolique permet d’obtenir un
effet de saturation naturel de cette loi de commande.
Pour tester cette loi de commande, nous allons reprendre la simulation de la nage 3D
en looping afin de pouvoir comparer les résultats que nous avons obtenus précédemment
(sans utiliser les ailerons) avec ceux obtenus en utilisant les ailerons et la loi de commande
proposée. Pour ces simulations, les valeurs numériques des paramètres utilisés dans le
générateur de mouvement sont les suivants :
A=0,2 rad ; α=0,8 m−1 ; tf=3 s ; λ=1,5 m ; T=3 s ; Off1=0 ; Off2=
pi
40
;
φd = 0 ; β =30˚ ; k1 =4 ; k1 =8
Nous avons vu lors des simulations précédentes que pour obtenir une trajectoire conve-
nable il fallait augmenter le paramètre C4 du modèle fluide (C4=500 dans notre simula-
tion), mais que cela n’était pas réaliste par rapport à la valeur correspondant au monde
réel (C4=1). Pour pouvoir quantifier l’apport des ailerons dans le calcul du modèle dyna-
mique de la nage, nous allons réaliser ces deux simulations :
– une simulation sans les ailerons et pour laquelle on prend C4=500 et qui correspond au
fonctionnement "idéal" (bien que non réaliste) que l’on souhaite obtenir.
– une simulation en utilisant, les ailerons, la loi de commande proposée et pour laquelle
C4=1, correspondant ainsi au cas réel.
Les figures (2.26 -a) et (2.26 -b) représentent la trajectoire de l’anguille au cours du temps
et respectivement représentées dans les plans xw- yw et yw- zw du repère fixe Σw :
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Figure 2.26: – Comparaison des trajectoires de l’anguille avec et sans ailerons
L’analyse de ces deux figures est la suivante :
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Simulation sans les ailerons :
Sans les ailerons, on peut voir sur la figure (2.26 -b) qu’on obtient une trajectoire dans
un plan vertical ayant légèrement tourné autour de l’axe xw. Cette rotation du plan se
caractérise sur la figure (2.26 -a) par un tracé de la trajectoire ayant une forme elliptique.
Simulation avec les ailerons et la loi de commande :
En utilisant les ailerons, on observe cette fois-ci sur la figure (2.26 -a) que la trajectoire
se situe bien dans un plan vertical, mais que celle-ci est légèrement déviée par rapport à
l’axe des x. Cette déviation du plan se traduit sur la figure (2.26 -b) par un tracé en forme
d’ellipse. On peut également rappeler que ce genre de déviation a été obtenu lors de la
simulation en nage plane, et que ceci est dû au transitoire dans l’établissement de la loi
d’ondulation ce qui provoque des efforts latéraux dissymétriques.
A la fin de cette analyse, on peut conclure que l’utilisation des ailerons permet d’obtenir
les caractéristiques souhaitées de la nage et sans avoir à utiliser de coefficients irréalistes
pour le modèle fluide .
Pour la nage 3D, la caractéristique principale qui nous intéresse est le fait de pouvoir nager
dans un plan vertical (et pas légèrement penché comme dans le cas de la simulation sans
ailerons). Pour pouvoir caractériser si le plan de nage est bien vertical ou alors penché,
il suffit d’analyser l’angle de roulis de la tête au cours du temps. Pour cela, les figures
(2.27 -a) et (2.27 -b) représentent respectivement l’angle de roulis obtenu pour les deux
simulations et la moyenne de cet angle au cours du temps :
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Figure 2.27: – Angle de roulis de l’anguille durant une nage 3D et avec ou sans ailerons
Contrairement à ce que l’on pouvait s’attendre, la figure (2.27 -a) nous montre que l’uti-
lisation des ailerons ne réduit pas de manière significative l’amplitude du mouvement de
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roulis. Cependant, lorsqu’on regarde sur la figure (2.27 -b), on s’aperçoit que la valeur
moyenne n’est pas la même pour les deux simulations. Dans le cas de la simulation sans
les ailerons, la valeur moyenne de l’angle de roulis se stabilise sur une valeur non nulle
(-2.7˚ environ) ce qui explique que le plan dans lequel l’anguille évolue soit penché par
rapport à la verticale. En revanche, avec les ailerons et la loi de commande utilisée, cela
nous permet d’asservir la moyenne de l’angle de roulis sur la consigne φd (ici égal à 0) et
permet donc d’obtenir une trajectoire se situant dans un plan bien vertical.
2.11 Conclusion
Ce chapitre présente les modèles dynamiques inverse et direct du robot anguille sous
forme sérielle. L’algorithme proposé permet d’obtenir un modèle dynamique 3D qui peut
être facilement utilisé en simulation. Les modèles dynamiques sont développés en utili-
sant le formalisme récursif de Newton-Euler, de telle manière que le modèle inverse puisse
calculer les accélérations de la tête et les couples moteurs des articulations, tandis que
le modèle direct permet de calculer les accélérations de la tête et des articulations. Ces
algorithmes constituent une généralisation de ceux utilisés pour les robots manipulateurs.
La généralisation prend en compte la mobilité de cette base, qui constitue dans notre cas
la tête de l’anguille. De plus, en se basant sur la littérature de la mécanique des fluides,
un modèle simplifié du contact fluide-structure a été utilisé. L’algorithme proposé ici peut
être facilement utilisé pour d’autres types de systèmes (robots serpents, robots volants,...)
en prenant un modèle approprié des forces extérieures.
Cette première structure de robot a permis d’avoir un ordre de grandeur permettant de
dimensionner les moteurs qui sont utilisés sur le prototype. Ce même dimensionnement
nous montre que sur les 3 moteurs utilisés dans chacune des rotules, les moteurs de lacet
(articulations 3j-2) nécessitent beaucoup plus de couple comparé aux deux autres. Cette
constatation permet de s’interroger sur le choix d’une telle structure mécanique et nous
a ainsi conduit à l’élaboration du robot présenté dans le chapitre suivant qui permet de
mieux répartir les couples nécessaires.
Enfin, les simulations ont permis de montrer qu’il était possible de faire nager l’anguille
dans un espace tridimensionnel en utilisant des lois de mouvements relativement simples.
Nous avons également pu montrer l’intérêt de rajouter des ailerons et une loi de commande
simple pour pouvoir contrôler le mouvement de roulis et obtenir des nages 3D réalistes.
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Chapitre 3
Modélisation d’un module de l’anguille
3.1 Introduction
Dans ce chapitre est présenté la modélisation d’une structure parallèle réalisée dans le
cadre du projet robot anguille. Le robot étant conçu dans une approche bio-mimétique,
nous avons cherché à avoir un comportement le plus proche possible de l’être vivant [Cha-
blat et Wenger, 2005]. Dans le chapitre 2, nous avons vu que la colonne vertébrale de
l’anguille pouvait être assimilée à une succession de liaisons rotules. Pour la réalisation
des articulations rotules entre vertèbres, le choix d’une structure de type parallèle s’est
révélé être le meilleur car il permet d’allier la compacité, la robustesse ainsi que l’augmen-
tation et la répartition des efforts pouvant être transmis. Le faible espace de travail qui
accompagne en général ce type de robot ne constitue pas un handicap pour notre étude
car les débattements souhaités (en tant que vertèbre de l’anguille) ne sont pas trop im-
portants. Pour pouvoir actionner les différents degrés de liberté de la liaison rotule, nous
nous sommes encore une fois inspirés de la nature en utilisant le principe des muscles
extenseurs et fléchisseurs que l’on retrouve dans les êtres vivants (figure 3.1).
Figure 3.1: – Muscles extenseurs et fléchisseurs permettant de faire bouger le squelette
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D’après les observations menées sur les anguilles, seules les vertèbres permettant la pro-
pulsion de l’anguille sont actionnées et possèdent des débattements importants, les autres
étant passives avec de faibles débattements. Pour notre robot, nous avons décidé d’ac-
tionner l’ensemble des degrés de liberté afin d’augmenter la manoeuvrabilité globale. Ce-
pendant, pour se rapprocher du comportement de l’anguille, on se limite dans cette étude
à des angles de ± 15˚ pour l’angle de tangage, ± 30˚ pour l’angle de lacet et ± 4˚ pour
l’angle de roulis.
Ces différentes considérations ont donc menés à la structure mécanique de la figure (3.2),
réalisée par l’équipe de Méthode de Conception Mécanique de l’IRCCyN1 :
Figure 3.2: – Structure et modèle CAO du module parallèle
Ce module parallèle est composé d’une base (notée 0), de 3 jambes ¬, ­, ® et d’une
plate-forme ¯. Le module est composé d’une structure R(RRR)(RR) pour les jambes ¬
et ­ et d’une structure R(RR) pour la jambe ®, où (RR) désigne une articulation de
type cardan et (RRR) une articulation de type rotule. Chaque jambe possède un seul
actionneur placé sur la base, tandis que la plate-forme contient les circuits électroniques
qui servent à la commande des moteurs.
En faisant l’analogie avec un être vivant, la base et la plate-forme de ce module consti-
tuent 2 os qui se suivent (le mouvement de rotule entre les 2 se situe au point Op). Les 2
muscles antagonistes sont quant à eux représentés par les 2 jambes ¬ et ­. Contrairement
à la structure série étudiée dans le chapitre 2 où chaque moteur permettait d’actionner un
seul mouvement, on remarque dans cette nouvelle structure que les moteurs des jambes ¬
et ­ fonctionnent ensemble pour produire le mouvement de nage, ce qui permet d’avoir
1Institut de Recherche en Communications et Cybernétique de Nantes
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une meilleure répartition des efforts.
Pour la modélisation de ce module, nous avons choisi comme variable d’état le vecteur Θ
des angles de Roulis-Tangage-lacet (respectivement définis comme les angles autour des
axes x, y et z). Or, les variables de commande étant les articulations motorisées qi de
ce module, on propose d’utiliser le schéma de commande suivant (figure 3.3) :
Figure 3.3: – Schéma de commande
A partir de notre vecteur d’étatΘ et de ses dérivés, on commence par calculer la vitesse et
l’accélération (w,w˙) de la plate-forme par rapport à la base du module, puis en utilisant
les modèles géométrique et cinématique inverses, on détermine les positions, vitesses et
accélérations des articulations motorisées. Le calcul des couples articulaires Γ s’obtient
finalement en utilisant le modèle dynamique inverse du module. Dans la suite, on fera
l’hypothèse que les articulations motorisées q suivent parfaitement les consignes articu-
laires qc.
Ce chapitre est organisé de la manière suivante : dans les paragraphes 3.2 à 3.4 sont
présentés le modèle géométrique inverse et les modèles cinématiques du module. Ensuite,
dans le paragraphe 3.5 est présenté le modèle dynamique inverse du module ainsi qu’une
hypothèse permettant de simplifer le calcul de celui-ci. Pour finir, le paragraphe 3.6 permet
de déterminer les limites du module à partir du calcul de l’espace de travail.
3.2 Modèle géométrique inverse du module
Le modèle géométrique permet de calculer les positions articulaires motorisées en fonc-
tion de la situation (ici orientation) de la plate-forme de chaque module. Pour cela, on
commence par affecter un repère Σp de centre Op lié à la plate-forme et un repère Σb lié
à la base du module et dont le centre Ob se situe à une distance d de Op suivant l’axe xb.
Le placement de ces deux repères est donné sur la figure (3.4) :
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Figure 3.4: – Placement des repères sur le module
Nous avons choisi de paramétrer la rotation de la plate-forme du module par rapport à
la base par les angles de Roulis-Tangage-Lacet. La matrice de transformation entre les
repères Σp et Σb sera donc exprimée en fonction des paramètres suivants :
– Θ =
[
θ φ ψ
]T les 3 angles de cardan ;
– d : la distance entre les axes zb et zp le long de l’axe xb.
La matrice de transformation homogène peut donc s’écrire de cette manière :
bTp = Trans(x, d)Rot(x, θ)Rot(y, φ)Rot(z,ψ) =
CφCψ −CφSψ Sφ d
SθSφCψ + CθSψ −SθSφSψ + CθCψ −SθCφ 0
−CθSφCψ + SθSψ CθSφSψ + SθCψ CθCφ 0
0 0 0 1
 (3.1)
Dans la suite, l’exposant situé en haut à gauche indique le repère de projection et la
matrice bTp est décomposée de la manière suivante :
bTp =
[
bRp
bPp
01×3 1
]
avec :
– bRp la matrice d’orientation (3× 3) du repère Σp par rapport au repère Σb,
– bPp le vecteur position (3× 1) du repère Σp par rapport au repère Σb.
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Tableau des paramètres géométriques
Pour pouvoir établir le tableau des paramètres géométriques du robot, on place pour les
3 jambes du module les repères en utilisant les techniques utilisées pour les structures
arborescentes [Khalil et Dombre, 2002]. On ne tiendra pas compte ici de la plate-forme
que l’on déconnecte complètement :
Figure 3.5: – Placement des repères pour le tableau des paramètres géométriques
Avec cette description géométrique, on en déduit que les jambes 1 à 3 sont respectivement
composées des corps C1 à C4, C5 à C8 et C9.
A partir de la figure (3.5), il est possible d’écrire le tableau des paramètres géométriques.
On définit i=a(j) comme le corps antécédent au corps j et on envisage deux cas de figures :
1. si le vecteur xi est perpendiculaire à zi et zj : on définit alors uj = xj ;
2. si le vecteur xi est perpendiculaire à zi et un autre zk, alors on définit uj comme
étant la perpendiculaire commune à zi et zj.
Le tableau des paramètres s’écrit alors en fonction des 6 paramètres suivants :
– γj : l’angle entre xi et uj autour de zi ;
– bj : la distance entre xi et uj e long de zi ;
Et les quatre paramètres usuels :
– αj : l’angle entre zi et zj autour de uj,
– dj : la distance entre zi et zj selon uj,
– θj : l’angle entre uj et xj autour de zj,
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– rj : la distance entre uj et xj selon zj.
j a(j) µj σj αj dj qj rj γj bj
1 0 1 0 0 0 q1 -r1 0 0
2 1 0 0 0 d2 q1,2 0 0 0
3 2 0 0 -pi/2 0 q1,3 0 0 0
4 3 0 2 pi/2 d4 0 0 0 0
5 0 1 0 pi 0 q2 -r5 0 0
6 5 0 0 0 d6 q2,2 0 0 0
7 6 0 0 pi/2 0 q2,3 0 0 0
8 7 0 2 pi/2 d8 0 0 0 0
9 0 1 0 pi/2 0 q3 r9 pi/2 0
Tableau 3.1: – Tableau des paramètres géométriques
avec :
– r1 = r5 = ‖ Ob Ai‖ = L
√
2
2
;
– d2 = d6 = ‖ Ai Bi‖ = L
√
2
2
;
– d4 = d8 = ‖ Bi Ci‖ = L ;
– r9 = ‖ Ob Op‖ = L.
Nous avons choisi d’introduire un rapport de
√
2
2
entre les longueurs ‖Ai Bi‖ et ‖ Bi Ci‖
car cela permet de simplifier le calcul des modèles géométriques.
Dans le cas du modèle géométrique inverse, le fait de ne pas considérer la plate-forme
dans la modélisation du robot permet également de simplifier les calculs : connaissant la
posture (ou la matrice d’orientation) de la plate-forme, il suffit d’imposer des contraintes
géométriques aux organes terminaux des 3 jambes pour résoudre le modèle géométrique
au complet. Ces contraintes géométriques sont :
– une contrainte en position au niveau des points Ci pour les jambes 1 et 2 (l’articulation
entre l’organe terminal de la jambe et la plate-forme étant une rotule).
– une contrainte en rotation au point O pour la jambe 3 (l’articulation entre l’organe
terminal de la jambe et la plate-forme étant un cardan).
Le calcul du modèle géométrique inverse du module peut être ramené à l’étude des mo-
dèles géométriques de chacune des 3 jambes du module :
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Modèle géométrique inverse de la jambe 3
La jambe 3 est le cas le plus simple à traiter. A partir de l’expression de la matrice
de transformation (équation 3.1), on remarque que la première rotation se fait autour
de l’axe xb, c’est-à-dire l’axe de l’articulation motorisée q3. Ainsi on peut en déduire
immédiatement que :
q3 = θ (3.2)
Modèle géométrique inverse des jambes 1 et 2
Le calcul des positions articulaires se fait en trois étapes. Premièrement, on calcule la
position des points Ci (pour i=1,2) dans le repère de la base Σb :
bPCi =
bRp
pPCi +
bPp (3.3)
pPC1 = L
√
2
2
[
0 1 −1 ]T (3.4)
pPC2 = L
√
2
2
[
0 1 1
]T (3.5)
bPp =
[
L 0 0
]T (3.6)
avec L représentant la longueur du vecteur
−−→
BiCi.
Dans un second temps, on peut calculer la position des points Bi (pour i=1,2) en fonction
de la position articulaire motorisée qi dans le repère de la base Σb :
bB1 =
[
−Sq1L
√
2
2
Cq1L
√
2
2
−L
√
2
2
]T
(3.7)
bB2 =
[
Sq2L
√
2
2
Cq2L
√
2
2
L
√
2
2
]T
(3.8)
où Cqi = cos(qi), Sqi = sin(qi).
Finalement, la troisième étape consiste à écrire la contrainte géométrique en distance qui
lie les points Bi et Ci, soit ‖BiCi‖ = L. Pour simplifier les calculs, on pose également les
deux équivalences suivantes :
Sqi =
2Qi
1 + Q2i
Cqi =
1−Q2i
1 + Q2i
où Qi = tan (qi/2).
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Le modèle géométrique inverse se résume alors à trouver la solution d’une équation poly-
nomiale du second degré telle que (pour i=1,2) :
αi1Q2i + αi2Qi + αi3 = 0 (3.9)
avec :
αi1 =
√
2
L
(
L
√
2 + PCiy + eiPCiz +
√
2PCix
)
(3.10)
αi2 = 2
√
2ei
(
1 +
PCix
L
)
(3.11)
αi3 =
√
2
L
(
L
√
2− PCiy + eiPCiz +
√
2PCix
)
(3.12)
bRp
pPCi =
[
PCix PCiy PCiz
]T (3.13)
e1 = 1 et e2 = −1 (3.14)
Cette équation du second degré permet d’obtenir deux solutions qui correspondent aux
deux configurations "Coude haut" et "Coude bas". Pour la jambe i (i=1,2), les deux
solutions sont :
Qi,1 =
−αi2 +
√
α2i2 − 4αi1αi3
2αi1
ou Qi,2 =
−αi2 −
√
α2i2 − 4αi1αi3
2αi1
(3.15)
En tenant compte de la géométrie des deux jambes et des pièces mécaniques utilisées,
elles ne peuvent pas, dans leur domaine de fonctionnement, changer de configuration :
une seule solution est donc valable sur le domaine d’étude. Pour savoir laquelle des deux
solutions est la bonne, on prend le cas simple où la plate-forme du module est parallèle à
la base soit θ = φ = ψ = 0 et q1 = q2 = 0 (la matrice de rotation devient donc la matrice
identité). Les solutions de l’équation deviennent alors :
Q1,1 = 0 ou Q1,2 = −
√
2 et Q2,1 = −
√
2 ou Q2,2 = 0
On voit que seule la solution Qi,j = 0 est correcte ce qui signifie que la solution du modèle
géométrique est la suivante (pour i=1,2) :
Qi =
−αi2 + ei
√
α2i2 − 4αi1αi3
2αi1
(3.16)
e1 = 1 et e2 = −1
Puis :
qi = 2 (atan(Qi)) (3.17)
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Simplification des résultats
On a pu voir dans les différents calculs que le modèle géométrique inverse dépend de la
taille du mécanisme (via la longueur L). En remarquant que pour les différentes équations
écrites précédemment, il est possible de les factoriser par (L
√
2
2
), et grâce au fait que
‖ Ai Bi‖=
√
2
2
‖ Bi Ci‖, cela permet de réécrire les équations du second degré (équations
(3.10) à (3.12)) sans que les dimensions du module n’apparaissent. On obtient alors :
αi1 = 2 + PCiy + eiPCiz +
√
2PCix (3.18)
αi2 = 2ei
(√
2 + PCix
)
(3.19)
αi3 = 2− PCiy + eiPCiz +
√
2PCix (3.20)
e1 = 1 et e2 = −1 (3.21)
avec : [
PCix PCiy PCiz
]T
= bRp
pPCi et
pPCi =
[
0 1 −ei
]T
Cette simplification est donc intéressante car elle évite d’introduire des termes de lon-
gueurs dans les calculs. Cependant, cela implique d’avoir une bonne précision lors de la
réalisation et du montage, afin de garder les bonnes proportionnalités.
3.3 Modèles cinématiques du module
3.3.1 Définitions
Le modèle cinématique direct du module permet de calculer la vitesse angulaire de la plate-
forme en fonction des variables articulaires motorisées. Ce modèle s’exprime de manière
classique par le biais de la matrice jacobienne selon la relation :
wp = Jp q˙a (3.22)
où :
– wp : Vitesse angulaire relative de la plate-forme par rapport à la base du module ;
– Jp : Matrice (3× 3) jacobienne du module ;
– q˙a : Vecteur des vitesses articulaires motorisées du module :
q˙a =
[
q˙1 q˙2 q˙3
]
Dans notre cas, il faut pouvoir exprimer les vitesses des actionneurs en fonction de la
vitesse de consigne (vitesse de la plate-forme). Pour cela, il suffit d’inverser l’équation
(3.22) :
q˙a = J
−1
p wp (3.23)
avec J−1p la matrice jacobienne inverse.
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3.3.2 Modèle cinématique opérationnel
Le modèle cinématique opérationnel inverse permet de calculer les vitesses articulaires q˙a
en fonction de la vitesse des coordonnées opérationnelles X˙ :
q˙a = J
−1
x X˙ (3.24)
Avec X une représentation de la situation de la plate-forme et qui correspond dans notre
étude au vecteur d’état Θ des angles de roulis-tangage-lacet.
Le passage du modèle cinématique classique au modèle cinématique opérationnel se fait
en exprimant la vitesse de la plate-forme wp en fonction du vecteur d’état Θ :
wp = ΩRTL Θ˙ (3.25)
avec : ΩRTL une matrice (3× 3) de projection.
On pourra calculer wp dans le repère Σp ou Σb en utilisant respectivement dans la relation
(3.25) les matrices pΩRTL ou bΩRTL définies par :
bΩRTL =
 1 0 Sφ0 Cθ −SθCφ
0 Sθ CθCφ
 (3.26)
et :
pΩRTL =
pRb
bΩRTL =
 CφCψ Sψ 0−CφSψ Cψ 0
Sφ 0 1
 (3.27)
On en déduit alors l’expression du modèle cinématique opérationnel inverse :
q˙a = J
−1
x Θ˙ (3.28)
J−1x = J
−1
p ΩRTL (3.29)
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3.3.3 Calcul de la matrice jacobienne inverse
Dans la suite, on s’attachera à calculer la matrice jacobienne cinématique inverse J−1p , le
passage à la matrice jacobienne opérationnelle J−1x étant obtenu en appliquant les résul-
tats du paragraphe précédent.
Pour calculer J−1p , on utilise la méthode proposée dans [Khalil et Ibrahim, 2007]. Comme
pour le modèle géométrique inverse, l’idée de cette méthode est de transformer le module
parallèle en trois robots séries connectés à la même plate-forme. Cette transformation est
obtenue en coupant de manière virtuelle les liaisons aux points Ci et O ce qui a pour
but d’isoler la plate-forme. Ainsi, les jambes 1 et 2 sont réduites à l’étude d’un robot
série à 3ddl (articulation Ai et cardan Bi) alors que la jambe 3 est réduite à l’étude d’un
robot série à 1ddl. Les lignes de la matrice jacobienne du module sont donc obtenues en
calculant la vitesse de l’articulation motorisée à partir de la matrice jacobienne de chaque
jambe.
Modèle cinématique inverse des jambes 1 et 2
Pour le calcul des deux premières lignes de la matrice jacobienne, on commence par
exprimer la vitesse des points Ci en fonction de wp, soit :
VCi = Jvi wp (3.30)
avec :
Jvi = − PˆCi, i = 1, 2 (3.31)
On peut également écrire le modèle cinématique d’une jambe :
Vi = Ji q˙i (3.32)
où Ji représente la matrice jacobienne (3× 3) de la jambe i et Vi la vitesse de son organe
terminal.
Pour pouvoir obtenir le modèle cinématique complet de la jambe, on utilise la contrainte
cinématique imposée par la rotule en Ci. La contrainte cinématique impose que seul le
vecteur vitesse soit transmis par cette liaison (contrainte de position). On peut donc écrire
que les équations (3.30) et (3.32) sont égales, soit :
Jvi wp = Ji q˙i (3.33)
En admettant que la matrice Ji est inversible (l’étude des singularités est traitée dans
[Chablat et Wenger, 2005]), la ieme ligne de la matrice jacobienne du module est donnée
par :
q˙i = J
−1
i (1, :) ( Jvi wp) (3.34)
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avec A(i, :) représentant la ieme ligne de la matrice A.
Le calcul de J−1i donne le résultat suivant pour i=1,2 :
bJ−1p (i, :) =
[
eiNi
Di
−eiCqi
Di
1
Di
]
PˆCi (3.35)
avec :
Ni =
√
2 + eiSqi
Di = Cqi (L + PCix) + eiSqi PCiy
PCi =
[
PCix PCiy PCiz
]T
= bRp
pPCi
pPCi =
[
0 1 −ei
]T
Modèle cinématique inverse de la jambe 3
Pour cette dernière jambe, l’équation de contrainte imposée par le cardan peut être écrite
comme l’égalité de la vitesse angulaire de la plate-forme et de la jambe 3 lorsqu’elles sont
projetées sur un axe hp qui est défini par la perpendiculaire commune aux deux axes du
cardan h1 et h2 :
Figure 3.6: – Définission de l’axe de contrainte
L’équation résultant de cette contrainte s’écrit de la manière suivante dans le repère Σb :
bhTp
[
1 0 0
]T
q˙3 =
bhTp
bwp (3.36)
ou dans le repère Σp :
phTp
pRb
[
1 0 0
]T
q˙3 =
phTp
pwp (3.37)
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On voit sur la figure (3.6) que hp s’obtient par le produit vectoriel des axes h1 et h2. Dans
le cas de notre module, les axes h1 et h2 sont définis respectivement par les colonnes 2
et 3 de la matrice ΩRTL (équations (3.27) ou (3.26) selon que l’on projette dans le repère
Σp ou Σb). Ainsi, on peut écrire que :
bhp =
[
Cφ SθSφ −CθSφ ]T (3.38)
php =
[
Cψ −Sψ 0 ]T (3.39)
(3.40)
Dans la suite, on choisit d’exprimer le résultat dans le repère Σb. La troisième ligne de la
matrice jacobienne du module k s’écrit donc :
bJ−1p (3, :) =
[
1 Sθtan(φ) −Cθtan(φ) ] (3.41)
La matrice jacobienne inverse complète s’écrit donc :
bJ−1p =

−Cq1PC1z − PC1y
D1
PC1x − N1PC1z
D1
N1PC1y + Cq1PC1x
D1
Cq2PC2z − PC2y
D2
PC2x +N2PC2z
D2
−N2PC2y − Cq2PC2x
D2
1 Sθtan(φ) −Cθtan(φ)

(3.42)
avec :
[
PCix PCiy PCiz
]T
= bRp
pPCi.
Le calcul de la matrice jacobienne s’opère ensuite par inversion numérique de bJ−1p .
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3.4 Modèle cinématique inverse du second ordre
Le modèle cinématique inverse du second ordre permet de calculer les accélérations arti-
culaires des actionneurs en fonction des vitesses wp et accélérations w˙p cartésiennes de
la plate-forme du module. Pour calculer ce modèle, il suffit de dériver l’équation (3.23) ce
qui donne :
q¨i = J˙p(i, :)
−1 wp + J−1p (i, :) w˙p (3.43)
Il est donc nécessaire ici de calculer J˙−1p (i, :) pour i=1,...,3.
Calcul de bJ˙−1p (i, :) pour les jambes 1 et 2
A partir de l’équation (3.34), on peut en déduire la dérivée de la matrice jacobienne qui
s’exprime par :
bJ˙−1p (i, :) = J˙
−1
i (i, :) Jvi +
bJ−1i (i, :) J˙vi (3.44)
A partir de l’équation (3.35), on peut en déduire l’expression de la dérivée de la matrice
jacobienne :
bJ˙−1p (i, :) = −
D˙i
Di
bJ−1p (i, :) +
q˙i
Di
[
Cqi eiSqi 0
]
PˆCi
+
[
eiNi
Di
−eiCqi
Di
1
Di
]
bVˆCi (3.45)
avec :
D˙i = q˙i (−Sqi(L + PCix) + eiCqiPCiy) +CqiVCix + eiSqiVCiy (3.46)
PCi =
[
PCix PCiy PCiz
]T
= bRp
pPCi (3.47)
bVCi =
[
VCix VCiy VCiz
]T
(3.48)
Calcul de bJ˙−1p (i, :) pour la jambe 3
La dérivée de la ième ligne de la matrice jacobienne dans le cas de la troisième jambe est
immédiate. On obtient alors :
bJ˙−1p (3, :) = θ˙ tan(φ)
[
0 Cθ Sθ
]
+ φ˙
(
1 + tan(φ)2
) [
0 Sθ −Cθ ] (3.49)
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3.5 Modélisation dynamique inverse du module
3.5.1 Définition du modèle dynamique pour les robots à struc-
tures fermées
Le modèle dynamique inverse (MDI) d’une structure fermée se calcule classiquement à
partir du modèle dynamique d’une structure arborescente équivalente du robot. La struc-
ture arborescente équivalente d’un robot est obtenue à partir de la structure fermée par
une ouverture virtuelle de chaque jambe (sauf une) au niveau d’une articulation passive
(voir figure 3.7).
Figure 3.7: – Structure arborescente équivalente d’un robot parallèle
Le modèle dynamique s’écrit alors selon l’équation suivante [Kleinfinger et Khalil, 1986,
Nakamura et Ghodoussi, 1988] :
Γ = GT Γar (3.50)
où :
– Γar représente le modèle dynamique de la structure arborescente ouverte équivalente cal-
culée en fonction des variables articulaires ( qar, q˙ar, q¨ar) par l’algorithme de Newton-
Euler ;
– G représente la matrice jacobienne entre les variables de la structure arborescente qar
et les variables articulaires motorisées de la structure fermée qa et définie par :
G =
∂ q˙ar
∂ q˙a
(3.51)
Le problème de cette méthode est qu’il faut calculer le modèle dynamique de la plate-
forme en fonction des articulations passives entre la plate-forme et l’organe terminal de la
jambe auquel elle est connectée dans la structure arborescente. Pour éviter de compliquer
86 Modélisation d’un module de l’anguille
l’expression de ce modèle dynamique, une méthode proposée par [Ibrahim, 2006] consiste
à séparer la plate-forme des différentes jambes et de calculer son modèle dynamique à
part. On peut alors réécrire l’équation (3.50) sous une forme plus simple à calculer :
Γ = JTp Fp +
m∑
i=1
(
∂ q˙ar
∂ q˙a
)T
Hi (3.52)
avec :
– Fp : le torseur des efforts permettant de faire bouger la plate-forme et calculé par les
équations de Newton-Euler ;
– Jp : la matrice jacobienne du robot ;
– m : Le nombre de jambe(s) du robot ;
– Hi : le modèle dynamique inverse de la jambe i.
3.5.2 Modèle dynamique inverse du module
Le module étudié dans le cadre de cette étude ne possède pas 6 degrés de liberté, mais
seulement 3 degrés de liberté en rotation. L’équation (3.52) peut donc être simplifiée
au cas d’un système à 3 ddl. On va donc chercher à exprimer le modèle dynamique
inverse du module seulement en fonction des mouvements de rotation de la plate-forme :
Γ = f
(
bRp, wp, w˙p
)
. Sans considérer les forces extérieures au module, le nouveau modèle
dynamique s’exprime par :
Γ = JTp Mp +
3∑
i=1
(
∂ q˙i
∂ q˙a
)T
Hi (3.53)
avec :
– Γ : vecteur des couples articulaires ;
– Mp : moment des forces extérieures appliquées à la plate-forme ;
– Hi : le modèle dynamique inverse d’une jambe i du module. Il peut être calculé par une
des méthodes dédiées aux robots séries [Luh et al., 1980,Khalil et Kleinfinger, 1987] et
en particulier la méthode récursive de Newton-Euler ;
– q˙i : vecteur des vitesses articulaires de la jambe i du module ;
– q˙a : vecteur vitesse des articulations motorisées du module défini par :
q˙a =
[
q˙1 q˙2 q˙3
]T (3.54)
Le Moment Mp des forces extérieures appliquées à la plate-forme s’obtient en appliquant
les équations de Newton-Euler :
Mp = Ip w˙p + wp × ( Ip wp) (3.55)
Modélisation d’un module de l’anguille 87
avec : Ip la matrice d’inertie de la plate-forme.
Le calcul de
∂ q˙i
∂ q˙a
est obtenu en utilisant les propriétés de la structure parallèle :
∂ q˙i
∂ q˙a
=
∂ q˙i
∂ Vi
∂ Vi
∂ wp
∂ wp
∂ q˙a
(3.56)
avec : Vi le vecteur vitesse cartésien de l’organe terminal de la jambe i.
L’équation (3.56) peut être réécrite sous forme d’une multiplication de matrices jaco-
biennes :
∂ q˙i
∂ q˙a
= J−1i Jvi Jp (3.57)
avec :
– J−1i la matrice jacobienne inverse de la chaîne cinématique i,
– Jvi la matrice jacobienne de projection qui permet d’exprimer les vitesses des organes
terminaux des chaînes cinématiques Vi en fonction de la vitesse de la plate-forme wp,
– Jp la matrice jacobienne cinématique du module.
L’équation (3.53) peut alors être réécrite dans une forme simplifiée :
Γ = JTp (Mp + Hb) (3.58)
où Hb représente la somme des modèles dynamiques des jambes exprimés dans l’espace
cartésien de la plate-forme avec :
Hb =
3∑
i=1
JTvi J
−T
i Hi (3.59)
En tenant compte cette fois des inerties et frottements des actionneurs, le modèle dyna-
mique du module est donné par :
Γ = JTp (Mp + Hb) + Ia q¨a + Fv q˙a + Fs sign( q˙a) (3.60)
avec :
– Ia la matrice diagonale (3× 3) représentant les inerties des actionneurs ;
– Fv la matrice diagonale (3 × 3) représentant les paramètres de frottements visqueux
des actionneurs ;
– Fs la matrice diagonale (3 × 3) représentant les paramètres de frottements secs des
actionneurs.
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Calcul du modèle dynamique des jambes Hb
Figure 3.8: – Contraintes cinématiques du module
Pour pouvoir calculer Hb, il reste à exprimer les matrices J−1i et Jvi qui permettent
de faire le lien entre la plate-forme et chacune des jambes. Les matrices J−1i peuvent
être calculées en utilisant le logiciel SYMORO+ tandis que les matrices Jvi se déduisent
à partir des contraintes cinématiques au niveau de l’organe terminal de chaque jambe
(figure 3.8).
Pour les jambes ¬ et ­ :
Pour les jambes ¬ et ­, on a vu que la contrainte cinématique consiste en une égalité
(aux niveaux des points C1 et C2) entre la vitesse calculée par la plate-forme et la vitesse
de l’organe terminal de la jambe (contrainte de position due à la rotule).
Or, l’expression de la vitesse des points Ci par la plate-forme s’exprime par :
VCi = − PˆCi wp
La matrice jacobienne Jvi s’écrit donc :
Jvi = − PˆCi (3.61)
Pour la jambe ® :
Pour cette jambe, le calcul de Jvi et J−1i est un peu plus compliqué puisque la contrainte
cinématique imposée par le cardan est une contrainte bilatérale exprimée par rapport à
l’axe hp (figure 3.6) (axe virtuel qui n’appartient ni à la jambe ni à la plate-forme) et
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défini par l’équation (3.36) ou (3.37) selon qu’on exprime le résultat dans le repère Σb
ou Σp.
En posant que la vitesse V3 de l’organe terminal de la jambe est la vitesse selon l’axe de
contrainte hp, on obtient alors à partir de l’équation (3.36) :
bV3 =
bhTp
[
1 0 0
]T
q˙3 =
bhp
bwp (3.62)
On peut en déduire immédiatement les expressions de Jv3 et J3 :
Jv3 =
bhp (3.63)
et
J3 =
bhTp
[
1 0 0
]T (3.64)
En remarquant que J3 est un scalaire, l’équation (3.64) s’inverse immédiatement, per-
mettant ainsi de calculer J−13 .
3.5.3 Simplification du modèle dynamique
Dans le cas de robots constitués de plusieurs jambes, le calcul du modèle dynamique peut
s’avérer fastidieux du fait de l’obligation de calculer le modèle dynamique de chacune de
ces jambes. Dans le cas particulier où l’on considère que les inerties des jambes du robot
sont négligeables par rapport aux inerties de la plate-forme, on peut alors s’affranchir du
calcul des modèles dynamiques des jambes et écrire que Hi = 0. Par conséquent, dans
un tel cas, le modèle dynamique inverse devient :
Γ = JTp Mp + Ia q¨a + Fv q˙a + Fssign( q˙a) (3.65)
Dans le cadre de l’étude du robot anguille, les dimensions et masses des pièces du module
parallèle tendent à faire penser qu’il est possible de négliger l’influence des jambes face aux
inerties des deux pièces que constituent la base et la plate-forme. Le modèle CAO d’un
module nous permet de connaître la masse de chaque corps et donc de faire un premier
comparatif permettant de pré-valider notre hypothèse :
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Ensemble de pièces Masse de l’ensemble
Base du module 1,06 kg
Plate-forme
sans électronique 324 g
Jambes ¬ et ­ 20 g
Jambe ® 76 g
Tableau 3.2: – Masses des différents ensembles d’un module du prototype de l’anguille
Ce tableau montre bien la grande différence de poids entre les deux pièces principales
et les pièces constituant chaque jambe. Pour connaître avec plus de précision l’influence
des jambes sur le calcul des couples articulaires, on effectue la simulation du modèle dy-
namique inverse du module complet et on compare avec la simulation dans laquelle les
modèles dynamiques des jambes sont négligés ( Hi = 0). Chaque modèle dynamique Hi
est calculé symboliquement en utilisant SYMORO+ [Khalil et Creusot, 1997].
Les paramètres inertiels calculés à partir du logiciel CATIA sont les suivants :
– Paramètres inertiels de la plate-forme par rapport à O :
MS =
 0, 02370
0
 J =
 6, 0105.10−4 7, 4857.10−5 07, 4857.10−5 2, 4.10−3 0
0 0 2, 2.10−3

M = 0, 324 kg
– Paramètres inertiels des bielles AiBi par rapport à Ai :
MS =
 2, 8388.10−4−1, 3762.10−5
−1, 3818.10−5
 J =
 1, 3672.10−6 3, 3687.10−7 1, 0921.10−63, 3687.10−7 8, 9688.10−6 −1, 018.10−7
1, 0921.10−6 −1, 018.10−7 7, 7787.10−6

M = 0, 014 kg
– Paramètres inertiels des biellettes BiCi par rapport à Bi :
MS =
 −1, 2.10−40
0
 J =
 2, 416.10−8 0 00 4, 211.10−6 0
0 0 4, 211.10−6

M = 6, 00.10−3 kg
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– Paramètres inertiels de la jambe ® :
J(3, 3) = ZZ3 = 4, 58.10
−6 M = 0, 076 kg
A partir du modèle dynamique exprimé précédemment, nous avons réalisé une simulation
sans tenir compte des paramètres dynamiques des 3 jambes, puis une autre avec tous les
paramètres pour comparer. Le générateur de mouvements suivant est utilisé pour effectuer
ces deux simulations :
θ(t) = φ(t) = ψ(t) = A.sin(2pi
t
Tp
) (3.66)
avec :
– A = pi/10 : l’amplitude du mouvement,
– Tp = 4s : la périodicité du mouvement.
Afin de ne prendre en compte que les effets dynamiques des jambes et voir s’ils ont une
influence dans le calcul du modèle dynamique, on considère que la structure mécanique
n’est pas soumise à la gravité.
Sous cette hypothèse, les figures (3.9 -a), (3.9 -c) et (3.9 -e) montrent les résultats de
simulations pour le calcul des couples moteurs en utilisant le modèle dynamique complet
et simplifié. Les figures (3.9 -b), (3.9 -d) et (3.9 -f) montrent la différence entre les modèles
avec et sans prise en compte des paramètres dynamiques des jambes :
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Figure 3.9: – Comparaison des couples pour les 3 articulations motorisées avec le Modèle
Dynamique simplifié et Complet
Ces résultats montrent bien que la différence entre le modèle dynamique complet et sim-
plifié est minime ce qui permet de valider l’hypothèse que l’on souhaite faire en négligeant
l’influence des jambes du module. Il faut également considérer le fait que cette simula-
tion est effectuée avec des mouvements très excitants, comparés à ceux qui seront utilisés
pendant la nage de l’anguille, ce qui a pour conséquence d’augmenter les erreurs entre les
deux modèles ainsi que la valeur des couples calculés. Si on réitère ces simulations pour
des mouvements que fera l’anguille pendant la nage, on trouve alors une erreur maximale
entre les deux modèles de l’ordre de 1%.
Durant cette étude, nous avons fait le choix de ne pas prendre en compte le terme de
gravité dans les équations. Ce choix est justifié par le fait que le module étudié étant
plongé dans l’eau, la poussée d’archimède viendra compenser le terme de gravité (sous
hypothèse que le module est équilibré et qu’il flotte entre deux eaux).
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3.6 Calcul de l’espace de travail
Le calcul de l’espace de travail permet de déterminer l’ensemble des configurations attei-
gnables par la plate-forme du robot en tenant compte des limitations des actionneurs, des
collisions ainsi que les limites de débattements des différentes pièces mécaniques. Pour
le module étudié, on va analyser ces 3 types de limitations pour déterminer l’espace de
travail.
Limitation des actionneurs :
Les moteurs utilisés dans ce robot sont des moteurs à courant continu et sans limite au
niveau débattement angulaire.
Limites de débattements :
Parmi l’ensemble des pièces du module, deux types de pièces possèdent des limitations
angulaires : le cardan situé en O et les rotules B1, B2, C1 et C2 (voir figure 3.10) :
Figure 3.10: – Schéma cinématique équivalent à la mécanique du module
Usuellement, un cardan est utilisé pour un débattement de ±45˚ même s’il peut aller dans
certaines configurations jusqu’à 90˚ . Pour les rotules, l’angle de débattement dépend des
caractéristiques données par le constructeur. D’après la documentation, les rotules utili-
sées n’ont qu’un débattement angulaire de ± 22˚ .
Le respect de l’angle limite du cardan en O est simple à respecter puisqu’il est directement
fonction des angles de Roulis-Tangage-Lacet (qui paramètrent l’orientation de la plate-
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forme). Dans le cas des rotules, pour savoir si l’angle limite est atteint, il faut calculer le
modèle géométrique inverse, calculer les coordonnées des points Bi et Ci et en déduire si
les rotules respectent la contrainte de débattement angulaire maximum.
Dans notre cas, cette contrainte de débattement est caractérisée par un angle d’ouverture
limite qui paramètre un cône duquel la biellette (BiCi) ne doit pas sortir. Le cône et l’angle
limite sont représentés sur la figure (3.11 -a) :
a - Définition du plan ΠBi et de l’angle αmax b - Configuration du robot où des rotules atteignent
l’angle de débattement maximum
Figure 3.11: – Cône définissant le débattement des rotules Bi
A partir du modèle géométrique inverse décrit précédemment, on a pu calculer les coor-
données des points Bi et Ci. Pour déterminer l’angle d’ouverture des rotules, on définit
les éléments géométriques suivants (pour i=1,2) :
– un plan ΠBi défini par les axes
−−−→
A1A2 et
−−→
AiBi ;
– un plan ΠCi défini par les axes
−−−→
C1C2 et
−−→
OCi ;
– deux vecteurs unitaires −→nBi et −→nCi respectivement perpendiculaires aux plans ΠBi et ΠCi
et d’origine Bi et Ci.
A présent, pour savoir si les biellettes (BiCi) sont dans les cônes, on calcule les quantités
suivantes (pour i=1,2) :
– PsBi =
〈−−→
BiCi,
−→nBi
〉
/‖−−→BiCi‖ ;
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– PsCi =
〈−−→
BiCi,
−→nCi
〉
/‖−−→BiCi‖.
avec <.,.> désignant le produit scalaire entre deux vecteurs.
Si l’un des deux produits scalaires en valeur absolue est supérieur à cos(αmax) (avec αmax
l’angle de débattement maximum) alors la biellette est en dehors d’un des cônes et par
conséquent la configuration du module n’est pas atteignable.
Pour rappel, l’orientation de la plate-forme est paramétrée par les 3 angles de Roulis-
Tangage-Lacet telle que :
– Θ =
[
θ φ ψ
]T est le vecteur des 3 angles de cardan ;
– la matrice d’orientation de la plate-forme par rapport à la base est définie par :
bRp = Rot(x, θ)Rot(y, φ)Rot(z,ψ)
Les figures (3.12 -a) et (3.12 -b) montrent l’espace de travail articulaire et cartésien obtenu
pour un angle de roulis nul soit θ = 0 :
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Figure 3.12: – Espace de travail d’un module pour θ = 0
L’espace de travail que l’on obtient après calcul des configurations atteignables possède
plusieurs propriétés. Tout d’abord, on peut voir qu’il existe un axe de symétrie paramétré
par φ = 0 (angle de lacet nul) et qui correspond physiquement au plan de symétrie (plan
OXbYb) du module de l’anguille. Deuxièmement, on peut voir sur la figure (3.12 -b) que
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les limites de l’espace de travail cartésien sont de ± 22˚ , ce qui correspond à la limite
d’angle des rotules. Il est également important de noter que l’espace de travail ne présente
pas de discontinuités et que par conséquent le passage d’une configuration à une autre ne
posera pas de problème majeur.
Pour étudier l’influence du roulis (angle θ) sur l’espace de travail, on montre sur les figures
(3.13 -a) et (3.13 -b) l’espace de travail obtenu pour deux valeurs symétriques de cet angle :
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Figure 3.13: – Espace de travail d’un module pour θ = ±15.3˚
On retrouve cette fois encore un axe de symétrie φ = 0 pour les deux espaces de travail.
On remarque également que la propriété de continuité de l’espace est conservée mais que
les bornes de cet espace ont diminué (environ 9˚ comparés aux 22˚ qu’on avait précédem-
ment). Finalement, en étudiant l’espace de travail complet, on observe qu’il possède un
axe de symétrie paramétré par (φ = 0, θ = 0) dans l’espace cartésien et (q2 = −q1,q3 = 0)
dans l’espace articulaire.
Les figures (3.14 -a) et (3.14 -b) représentent l’espace de travail du module étudié et re-
présentés respectivement dans l’espace articulaire et l’espace cartésien :
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Figure 3.14: – Espace de travail complet du module
Limites de collision :
Les collisions entre pièces provoquent une autre limitation à prendre en compte dans
l’étude de l’espace de travail. En effet, ces limites peuvent provoquer la détérioration ou
la destruction de pièces. Dans le cas présent, les collisions pouvant se produire se situent
entre la plate-forme et la base, ou entre l’ensemble (bielle-biellette) et la base. L’ensemble
mécanique formant ce qu’on appelle la base est représenté sur la figure (3.15) :
Figure 3.15: – Description de la base du module
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Cette base est constituée d’un bloc dont le plan supérieur est horizontal et d’une chape
sur laquelle sont fixés les 3 moteurs permettant de faire bouger la plate-forme. Sur la
figure (3.15), on remarque tout de suite que le moteur de la jambe 3 (également appelé
moteur de Roulis) étant fixé en vertical et de dimension assez importante, il risque de
provoquer une collision avec la plate-forme.
Si on ne tient pas compte de la plate-forme pour le moment, deux types de collisions
peuvent avoir lieu entre l’ensemble bielle-biellette et la base :
– une collision entre les rotules Bi et le plan horizontal de la base ;
– une collision entre les rotules Bi et la chape supportant les moteurs.
Les figures (3.16 -a) et (3.16 -b) permettent de mieux appréhender les deux situations :
a - Collision avec le plan horizontal b - Collision avec l’arête du support
moteur
Figure 3.16: – Intersections de l’ensemble bielle-biellette avec la base
On peut remarquer sur la figure (3.16 -b) que les rotules Bi entrent en collision avec la
chape supportant les moteurs avant de rentrer en collision avec le plan horizontal de la
base. Par conséquent, la configuration de la figure (3.16 -a) ne peut se produire.
Par le biais de la modélisation sous le logiciel Catia, on détermine que ce type de configu-
ration se produit lorsque l’angle des articulations q1 ou q2 est de ±40.4˚ . Or, compte tenu
de l’étude précédente, ce cas de figure ne peut pas être atteint car l’angle des articulations
se situe en dehors de l’espace de travail que l’on a trouvé. L’étude des ces collisions montre
donc que l’espace de travail n’est pas réduit.
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Il reste maintenant à étudier le(s) cas de collision(s) entre la plate-forme et les éléments de
la base. En réalité, le seul cas de collision qui peut se produire est celui où la plate-forme
entre en contact avec le corps du moteur de la jambe 3 (moteur de roulis) comme présenté
sur la figure (3.17) :
Figure 3.17: – Intersection entre la plate-forme et le moteur de roulis
Le moteur de roulis n’étant pas positionné de manière fixe (il est monté sur un excentrique
qui permet de régler l’accostage entre deux roues dentées), on va donc se placer dans le
cas le plus défavorable pour étudier la collision. Ce cas est obtenu lorsque le moteur de
roulis se situe au plus près de l’axe central du module.
Ce problème de collision entre l’axe fixé au cardan (fixé également à la plate-forme) et le
corps du moteur peut être ramené à l’étude de l’intersection entre une droite (l’axe xp)
et un cylindre (le corps du moteur). Les résultats de cette étude montrent que l’espace de
travail obtenu précédemment n’est pas réduit.
La conclusion de cette étude montre que seule la condition de l’angle limite d’ouverture
des rotules Bi et Ci est à prendre en compte dans l’étude de l’espace de travail du module.
Cette constatation est très intéressante car le calcul de cet angle demande peu d’opérations
mathématiques en utilisant le modèle géométrique inverse. Le calcul de ce critère peut
être également intégré dans l’informatique embarquée en tant que butée logiciel et ainsi
assurer que les collisions ne puissent se produire quelles que soient les consignes appliquées
pour les angles de Roulis-Tangages-Lacet.
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3.7 Conclusion
Nous avons étudié dans ce chapitre une structure mécanique parallèle à 3 degrés de li-
berté conçue dans le cadre du projet robot anguille. A travers cette étude, nous avons
développé les modèles géométrique, cinématique et dynamique de ce module qui seront
utilisés pour la modélisation du prototype complet au chapitre 4. Ainsi, nous avons pu
déterminer l’espace de travail et montrer que celui-ci était admissible vis-à-vis de la plage
de fonctionnement prévue. Nous avons également montré que le modèle dynamique d’une
structure parallèle peut être simplifié du fait que les inerties des jambes sont négligeables
comparées à celles de la plate-forme. Ce dernier résultat est particulièrement intéressant
puisqu’il permet de simplifier le modèle dynamique de la structure complète du robot.
Finalement, l’étude de ce module permet de montrer deux aspects fondamentaux de la
conception mécanique d’un robot. Premièrement, on a pu voir que le choix des proportions
dans la géométrie du module permettait de simplifier le calcul du modèle géométrique.
Mais dans un second temps, on s’est aperçu en étudiant l’espace de travail que le choix
des dimensions réelles du module est important car il peut influencer son comportement.
Dans le cas présent, les dimensions ont été étudiées de telle manière que les collisions
entre pièces soient les moins nombreuses possible et ne modifient pas l’espace de travail.
Chapitre 4
Modèle Dynamique du prototype
hybride
4.1 Introduction
Dans ce chapitre est présenté le modèle dynamique du prototype de robot anguille réalisé
au sein du laboratoire de l’IRCCyN. Il s’agit ici d’un robot que l’on classe dans la catégorie
des robots hybrides, c’est-à-dire composé d’un ensemble de structures parallèles connectées
à la chaîne de manière série. Le robot anguille étudié se compose de 12 structures parallèles
(appelées par la suite modules) à 3 ddl de type rotule que nous avons présenté dans le
chapitre 3. Les 12 modules sont identiques en structure et en dimensions et sont chacun
actionnés par 3 moteurs à courant continu. Ce type de robot hybride est particulièrement
intéressant puisqu’il combine les avantages des structures séries pour leur large espace de
travail et les avantages des structures parallèles pour leur robustesse et leur précision :
Figure 4.1: – Model CAO d’un module seul
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Afin d’optimiser la place disponible pour les différents circuits électroniques, chaque mo-
dule est connecté en opposition par rapport à son précédent. Ainsi, le robot est constitué
d’une succession de blocs, tantôt comprenant les modules d’informatique et d’électronique
embarqués, tantôt comprenant l’ensemble des moteurs permettant d’actionner deux mo-
dules successifs. L’agencement des modules sur l’anguille est représenté sur la figure (4.2) :
Figure 4.2: – Positionnement des modules dans le prototype
En faisant le lien avec la modélisation de chaque module, on remarquera que les plate-
formes et les bases sont respectivement connectées ensemble sauf pour le module 1 dont
la base est connectée à la tête et le module 12 dont la plate-forme est connecté à la queue
du robot. La structure du robot ainsi définie est présentée sur la figure (4.3) :
Figure 4.3: – Assemblage des modules
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La tête de l’anguille, qui est la base du premier module, est numérotée comme le corps
0. Les modules sont ensuite numérotés de 1 à n, puis la queue qui est la plate-forme du
module n est numérotée n+1. On assigne un repère Σk d’origine Ok lié à la plate-forme
de chaque module k, de telle manière que l’axe xk soit pris tangent à la fibre neutre de
l’anguille et l’axe zk soit selon l’axe de lacet, comme défini sur la figure (4.3). Pour chaque
module k, on fixe également un repère Σk−1 de centre Ok−1 lié à sa base dont les axes
sont définis de la même manière. La distance entre les origines Ok−1 et Ok est notée dk et
représente une translation pure selon l’axe xk−1. On remarquera que le repère Σk−1 lié
à la base du module k représente également le repère lié à la plate-forme du module k-1
(figure 4.4)
Pour la modélisation dynamique de ce robot, on utilise les algorithmes récursifs de Newton-
Euler pour leur simplicité d’utilisation et de programmation. Dans le cas du modèle dy-
namique inverse, l’algorithme développé ici permet de calculer l’accélération de la base du
robot (ici la tête de l’anguille) ainsi que les couples articulaires en fonction des positions,
vitesses et accélérations cartésiennes des plates-formes des modules parallèles et de la
vitesse de la tête [Gallot et al., 2007]. Pour le modèle dynamique direct, l’algorithme per-
met de calculer l’accélération de la tête de l’anguille et les accélérations cartésiennes des
plate-formes en fonction des couples articulaires et des positions et vitesses cartésiennes
des plates-formes des modules. Ces algorithmes constituent respectivement la généralisa-
tion des algorithmes de Luh [Luh et al., 1980] et de Featherstone [Featherstone, 1983] des
robots séries à base fixe.
Pour plus de facilité dans la commande de l’anguille, les consignes de positions, vitesses et
accélérations se feront dans l’espace opérationnel plutôt que dans l’espace articulaire. Ce
choix a également pour avantage de pouvoir exprimer les torseurs cinématiques sans avoir
recours à la matrice jacobienne d’un module puisqu’ils peuvent directement être exprimés
à partir des angles de Roulis-Tangage-Lacet et de leurs dérivées successives.
Ce chapitre est organisé de la manière suivante : l’anguille étant composée de modules
identiques mais dont certains sont ce que l’on appelle "à l’endroit" et d’autres "à l’envers",
on présentera dans les paragraphes 4.2 et 4.3 les relations qu’il y a entre les modèles
géométriques et cinématiques pour ces deux types de modules. Nous présentons ensuite
dans les paragraphes 4.4 et 4.5 les modèles dynamiques inverse et direct du prototype
de l’anguille. Enfin, dans les paragraphes 4.6 et 4.7 nous présentons des résultats de
simulations de nos algorithmes et des comparaisons avec les résultats obtenus au chapitre
2, puis nous présentons la modélisation du robot lorsque celui-ci est équipé d’ailerons.
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4.2 Modélisation géométrique du prototype
L’anguille est donc composée de modules identiques (étudiés dans la chapitre 3) mais
assemblés tête-bêche les uns par rapport aux autres. Les modules n’étant pas agencés de
la même manière, il va falloir en étudier l’impact sur les modèles géométriques afin que
ceux-ci soient compatibles avec les nouveaux repères Σk du robot. Les deux configurations
possibles (à l’endroit et à l’envers) des modules sont représentées sur la figure (4.4) :
a - Module à l’endroit b - Module à l’envers
Figure 4.4: – Placement des repères Σk et Σk−1 des modules à l’endroit et à l’envers de
l’anguille
On peut tout de suite remarquer que pour le module à l’endroit (figure 4.4 -a) le repère Σp
défini dans le chapitre 3 correspond au nouveau repère Σk et que le repère Σk−1 est obtenu
par une translation du repère Σb. Par conséquent, les résultats obtenus durant l’étude
précédente pourront être utilisés tels quels. Cependant, pour le module à l’envers, les
repères sont complètement différents ce qui nous oblige à adapter les modèles géométrique
et cinématique du chapitre précédent.
Modèle géométrique du module à l’envers
On rappelle que pour tous les modules, l’orientation de la plate-forme est exprimée à
partir du vecteur :
Θk =
[
θk φk ψk
]T (4.1)
On peut alors définir la matrice d’orientation de la plate-forme d’un module k par rapport
à sa base :
k−1Rk =
 CφkCψk −CφkSψk SφkSθkSφkCψk + CθkSψk −SθkSφkSψk + CθkCψk −SθkCφk
−CθkSφkCψk + SθkSψk CθkSφkSψk + SθkCψk CθkCφk
 (4.2)
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A partir de l’étude d’un module seul présenté dans le chapitre 3, nous avons pu établir
la relation entre la situation de la plate-forme via la matrice de rotation et les variables
articulaires motorisées du module :
qk = f
(
bRp
)
= f
(
k−1Rk
)
(4.3)
Pour rappel, dans le cas du module à l’endroit, on peut directement remplacer la matrice
d’orientation bRp par la matrice k−1Rk.
Dans le cas du module dit "à l’envers", le module a en réalité subit une rotation d’un
angle pi autour de l’axe zk. Dans ce cas de figure, on remarque que la plate-forme du
module est devenue la base et vice-versa. Pour calculer le modèle géométrique inverse de
ce module, une solution consiste donc à réexprimer la matrice de rotation bRp du module
seul, en fonction des différents changements de repères et de la matrice de rotation k−1Rk.
Les matrices d’orientation qui permettent de passer respectivement des repères Σk et
Σk−1 aux repères Σb et Σp s’expriment de la manière suivante (selon les configurations
montrées sur la figure 4.4 -b) :
bRk =
pRk−1 =
 −1 0 00 −1 0
0 0 1
 (4.4)
On peut donc exprimer la matrice bRp du module "à l’envers" en fonction de la matrice
kRk−1 qui sera utilisée dans l’algorithme de Newton-Euler :
bRp =
bRk
k−1RTk
k−1Rp (4.5)
soit :
bRp =
 A11 A21 −A31A12 A22 −A32
−A13 −A23 A33

avec Aij la composante située sur la ieme ligne et jeme colonne de la matrice k−1Rk.
En reprenant les résultats du chapitre 3, on en déduit donc que le modèle géométrique
inverse d’un module s’écrit de la manière suivante :
- Pour les articulations qk,1 et qk,2 :
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On cherche tout d’abord à trouver la solution de l’équation du second degré suivante :
αi1Q2i + αi2Qi + αi3 = 0 (4.6)
avec :
αi1 = 2 + PCiy + eiPCiz +
√
2PCix (4.7)
αi2 = 2ei
(√
2 + PCix
)
(4.8)
αi3 = 2− PCiy + eiPCiz +
√
2PCix (4.9)
e1 = 1 et e2 = −1 (4.10)
et :
–
[
PCix PCiy PCiz
]T
= k−1Rk pPCi, pour un module à l’endroit ;
–
[
PCix PCiy PCiz
]T
= bRk
k−1RTk
k−1Rp pPCi, pour un module à l’envers ;
– pPCi =
[
0 1 −ei
]T.
Ensuite, les articulations qk,1 et qk,2 sont obtenues par les relations suivantes :
qk,i = 2 (atan(Qi)) (4.11)
Qi =
−αi2 + ei
√
α2i2 − 4αi1αi3
2αi1
(4.12)
- Pour l’articulation qk,3 :
Pour un module, à l’endroit, on a vu que qk,3 = θk. Il est également possible d’exprimer
cette relation en fonction des composantes de la matrice de rotation k−1Rk, soit :
θk = atan2(− bRp(2, 3), bRp(3, 3)) (4.13)
avec bRp = k−1Rk.
Pour le modèle à l’envers, ayant exprimé la nouvelle matrice de rotation entre sa plate-
forme et sa base, on en déduit que :
qk,3 = atan2(− bRp(2, 3), bRp(3, 3)) (4.14)
avec bRp = bRk k−1RTk k−1Rp.
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4.3 Modèles cinématiques des modules
Pour chaque module de l’anguille, le modèle cinématique inverse permet de calculer la
vitesse des articulations motorisées en fonction de la vitesse de sa plate-forme. Comme
pour le modèle géométrique, le cas du module à l’endroit correspond à l’étude faite au
chapitre 3 : on repartira donc de ces résultats afin d’exprimer les modèles cinématiques
des modules à l’envers.
4.3.1 Modèle cinématique inverse
Pour le modèle cinématique du module à l’endroit, on a vu dans le paragraphe (3.3.3)
qu’il pouvait s’écrire sous la forme :
q˙ak =
bJ−1p
bwp/b (4.15)
avec :
bJ−1p =

−Cq1PC1z − PC1y
D1
PC1x − N1PC1z
D1
N1PC1y + Cq1PC1x
D1
Cq2PC2z − PC2y
D2
PC2x +N2PC2z
D2
−N2PC2y − Cq2PC2x
D2
1 Sθtan(φ) Cθtan(φ)

(4.16)
et :
bJ−1p = f
(
bRp, θ, φ
)
, q˙ak =
[
q˙k,1 q˙k,2 q˙k,2
]
En rappelant que les repères Σk et Σp sont confondus et que le repère Σk−1 est obtenu
par une translation pure du repère Σb, on en déduit que :
bJ−1p =
k−1J−1k ,
bwp/b =
k−1wk, bRp = k−1Rk, θ = θk, φ = φk
Dans le cas où on préfère exprimer la matrice jacobienne J−1k dans le repère Σk plutôt
que dans le repère Σk−1, on en déduit que :
kJ−1k =
k−1J−1k
k−1Rk (4.17)
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Application au cas du module à l’envers
Dans le cas du module à l’envers, on a vu que les repères Σk−1 et Σk ne correspondent
plus avec les repères Σb et Σp. Par conséquent, on est obligé de recalculer la matrice
de rotation bRp et les angles θ et φ pour qu’ils correspondent à la nouvelle situation du
module. On aura donc bJ−1p = f
(
bRp, θ, φ
)
avec :
– la nouvelle matrice de rotation bRp est obtenue en utilisant l’équation (4.5) ;
– l’angle θ est obtenu en utilisant la relation (4.13) ;
– l’angle φ se déduit de la même manière en utilisant l’équation suivante :
φk = atan2( bRp(1, 3),Cθk bRp(3, 3)− Sθk bRp(2, 3)) (4.18)
Le modèle cinématique inverse du module à l’envers s’écrira donc de la même manière :
q˙ak =
bJ−1p
bwp/b = − bJ−1p bwb/p (4.19)
Pour compléter cette équation, il nous faut encore exprimer la vitesse bwb/p = f
(
k−1wk
)
en tenant compte des changements de repères soit :
k−1wk = k−1Rp pRb bwb/p (4.20)
En substituant (4.5) dans cette équation, on obtient alors :
k−1wk = k−1Rp
(
k−1RTp
k−1Rk bRTk
)
bwb/p (4.21)
soit en simplifiant :
k−1wk = k−1Rk bRTk
bwb/p (4.22)
Finalement, l’expression du modèle cinématique inverse du module à l’envers est la sui-
vante :
q˙ak =
k−1J−1k
k−1wk (4.23)
avec la matrice jacobienne du module définie par :
k−1J−1k = − bJ−1p bRk k−1RTk (4.24)
On peut remarquer que le calcul de la matrice jacobienne inverse du module à l’envers
peut se simplifier si on l’exprime dans le repère de la plate-forme Σk, soit :
kJ−1k =
k−1J−1k
k−1Rk = − bJ−1p bRk (4.25)
Résumé pour le calcul du modèle cinématique inverse
Le calcul du modèle cinématique inverse d’un module du robot s’exprime sous la forme :
q˙ak =
k−1J−1k
k−1wk = kJ−1k
kwk (4.26)
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Avec :
– Pour le calcul du MCI pour un module à l’endroit :
1. Calculer bRp = k−1Rk ;
2. Calculer bPCi = bRp pPCi pour i=1,2 ;
3. Calculer k−1J−1k =
bJ−1p en utilisant (4.16) ;
4. Calculer kJ−1k =
k−1J−1k
k−1Rk.
– Pour le calcul du MCI pour un module à l’envers :
1. Calculer bRp en utilisant (4.5), puis calculer θ et φ à partir de (4.13) et (4.18) ;
2. Calculer bPCi = bRk k−1RTk k−1Rp pPCi pour i=1,2 ;
3. Calculer bJ−1p en utilisant (4.16) ;
4. Calculer kJ−1k = − bJ−1p bRk.
4.3.2 Modèle cinématique inverse du second ordre
Le modèle cinématique inverse du second ordre s’écrit dans le cas d’un module à l’endroit :
q¨ak =
kJ˙−1k
kwk +
kJ−1k
kw˙k (4.27)
L’application de cette équation au cas du module à l’envers est assez simple, tous les
calculs étant déjà faits :
– le calcul de kJ−1k se fait suivant l’algorithme présenté au paragraphe précédent ;
– le calcul de k−1J˙−1k se fait de la même manière :
1. Calculer bRp en utilisant (4.5), puis calculer θ et φ à partir de (4.13) et (4.18) ;
2. Calculer bJ˙−1p en utilisant les résultats du chapitre 3 ;
3. Calculer kJ˙−1k = − bJ˙−1p bRk.
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4.4 Modèle dynamique inverse de l’anguille
En prenant comme variables d’état du système les variables cartésiennes en position,
vitesse et accélération des plates-formes, le modèle dynamique inverse permet de calculer
les couples articulaires mais aussi les accélérations de la tête de l’anguille. On présente ici
l’algorithme de Newton-Euler qui permet de calculer ces deux quantités.
4.4.1 Rappel : Modèle dynamique d’un module
Nous avons vu dans le chapitre 3 que le modèle dynamique d’un module parallèle peut
s’écrire sous la forme suivante [Ibrahim, 2006] :
Γ = kJTk
kMk +
m∑
i=1
(
∂ q˙ik
∂ q˙ak
)T
Hi (4.28)
avec :
– Γ : le vecteur des couples articulaires ;
– Mk : les moments des efforts extérieurs appliqués à la plate-forme ;
– Jp : la matrice jacobienne (3× 3) du module calculé précédemment ;
– m : le nombre de jambe du robot ;
– Hi : le modèle dynamique inverse de la jambe i ;
– q˙ik : le vecteur des vitesses articulaires de la jambe i du module k ;
– q˙ak : le vecteur des vitesses articulaires motorisées du module k.
Dans le cas des modules utilisés, on a montré que les inerties des différentes jambes
pouvaient être considérées comme négligeables comparées à celles de la base et de la
plate-forme. Ainsi, le modèle dynamique d’un module s’écrit en tenant compte cette fois
de l’inertie des moteurs ainsi que de leurs frottements secs et visqueux :
Γ = kJTk
kMk + Iak q¨ak + Fv q˙ak + Fs sign( q˙ak) (4.29)
avec :
– Iak la matrice diagonale (3× 3) représentant les inerties des actionneurs ;
– Fv la matrice diagonale (3× 3) représentant les frottements visqueux des actionneurs ;
– Fs la matrice diagonale (3× 3) représentant les frottements secs des actionneurs.
On peut également écrire le modèle dynamique sous forme réduite :
τ = kJTk
kMk + Iak q¨ak (4.30)
τ = Γ − Fv q˙ak − Fs sign( q˙ak) (4.31)
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4.4.2 Modèle cinématique du robot
Jusqu’ici, on a calculé le modèle cinématique d’un seul module en supposant que la base
de celui-ci était fixe. Dans le cas présent, la base de chaque module k est mobile et possède
un torseur cinématique Vk−1, avec :
Vk−1 =
[
VTk−1 ω
T
k−1
]T
avec :
– Vk−1 : vitesse linéaire de l’origine du repère Σk−1 ;
– ωk−1 : vitesse angulaire du repère Σk−1.
Ainsi, connaissant la vitesse relative de la plate-forme du module k par rapport à sa base,
on peut en déduire le torseur cinématique de la plate-forme soit :
Vk = Vk−1 + ak wk (4.32)
où : ak représente une matrice (6× 3) de projection entre la vitesse relative du module
et le torseur (6× 6) cinématique relatif, telque :
vk = ak wk (4.33)
Comme le module parallèle est assimilable à une articulation sphérique, la matrice ak
s’écrit alors :
ak =
[
03×3 Id3
]T (4.34)
avec Id3 la matrice identité (3× 3).
Pour pouvoir écrire les repères de projection dans l’équation de calcul du torseur ciné-
matique (équation 4.32), on définit la matrice de transformation qui permet de passer du
repère Σk−1 au repère Σk du robot pour k=1,...,n :
k−1Tk =
[
k−1Rk k−1Pk
01×3 1
]
(4.35)
avec :
– k−1Rk la matrice (3× 3) de rotation entre la plate-forme et la base du module k ;
– k−1Pk le vecteur (3× 1) de position du repère Σk par rapport au repère Σk−1 du
module k et défini par :
k−1Pk =
[
dk 0 0
]T
– dk la distance entre les axes zk−1 et zk le long de xk−1.
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L’équation (4.32) du torseur cinématique (avec les repères de projection) s’écrit alors :
kVk = kTk−1 k−1Vk−1 + kvk (4.36)
avec :
kTk−1 =
[
kRk−1 − kRk−1 k−1Pˆk
03×3 kRk−1
]
(4.37)
Pour initialiser la récurrence du modèle cinématique, on supposera connue à t=0 la ma-
trice wT0 et le torseur 0V0 désignant respectivement la matrice de transformation entre
un repère terrestre fixe Σw et le repère de la tête Σ0, et le torseur cinématique de vitesse
de la tête dans le repère Σ0. Ces deux quantités seront mises à jour à chaque pas de
simulation par intégration numérique de l’accélération de la tête.
Pour les simulations, nos variables d’état sont les 3 angles de cardan (θk,φk,ψk) ainsi que
leurs dérivées. Les vitesses et accélérations absolues sont alors calculées par les relations
suivantes pour k=1,...,n :
kTk−1 =
[
kRk−1 − kRk−1 k−1Pˆk
03×3 kRk−1
]
(4.38)
kwk =
kΩRTL Θ˙k (4.39)
kVk = kTk−1 k−1Vk−1 + kak kwk (4.40)
kw˙k =
kΩ˙RTL Θ˙k +
kΩRTL Θ¨k (4.41)
kγk = kak kw˙k + kξk (4.42)
kξk =
[
kRk−1
[
k−1ωˆk−1
(
k−1ωˆk−1 k−1Pk
)]
kωˆk−1 kwk
]
(4.43)
kV˙k = kTk−1 k−1V˙k−1 + kγk (4.44)
avec :
– k−1Pˆk : matrice (3× 3) du pré-produit vectoriel associé à k−1Pk ;
– kΩRTL : matrice (3× 3) permettant d’exprimer kwk en fonction de Θ˙k et définie par :
kΩRTL =
 CφkCψk Sψk 0−CφkSψk Cψk 0
Sφk 0 1
 (4.45)
4.4.3 Calcul du Modèle Dynamique Inverse de l’anguille
L’algorithme du modèle dynamique inverse présenté ici consiste en trois récurrences (une
avant, une arrière puis une avant). Il est à noter ici que pour les robots à base fixe, seules
les deux premières récurrences existent. Dans notre cas, une troisième est nécessaire car
il faut déterminer l’accélération de la base (la tête de l’anguille) avant de pouvoir calculer
les couples des actionneurs.
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Première récurrence avant
Dans cette première étape, on calcule pour chaque module, la matrice de transformation
entre torseurs kTk−1, le torseur cinématique ainsi que tous les éléments d’accélérations
qui ne dépendent pas de l’accélération de la tête (V˙0, ω˙0).
On calcule donc pour k=1,...,n : kTk−1, kVk et kγk en utilisant respectivement (4.38),
(4.40) et (4.42). On calcule également pour k=0,...,n le torseur kβk qui représente les
éléments des équations de Newton-Euler qui ne dépendent pas des termes d’accélérations
du module ainsi que kfek qui représente le torseur des efforts appliqués par le module k
sur le fluide :
kβk = kfek +
[
kωk ×
(
kωk × kMSk
)
kωk ×
(
kIk
kωk
) ] (4.46)
Récurrence arrière
Dans cette deuxième étape, on cherche à calculer l’accélération de la tête à partir des
paramètres inertiels du corps composé de l’anguille, où le corps composé d’un module k
consiste en la somme des paramètres inertiels des plates-formes des modules k,...,n. Pour
rappel, la plate-forme du module k-1 constitue également la base du module k.
Pour pouvoir calculer le corps composé d’un module k, il faut commencer par écrire son
équation d’équilibre mécanique. Lorsque les modules sont connectés en série, les forces
permettant l’équilibre d’un module k sont représentées sur la figure (4.5) et l’équation
associée s’exprime ainsi :
Figure 4.5: – Forces et moments exercés sur le module k
kfk =
(
kFk + kFbk
)
+ k+1TTk k+1fk+1 + kfek (4.47)
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où :
– fk est le torseur (6× 1) des efforts exercés par le module k-1 sur le module k ;
– Fbk représente la somme des torseurs d’efforts de tous les corps de toutes les jambes
du module k. Comme jusqu’ici on a considéré que les inerties des jambes étaient négli-
geables, alors on considère que les efforts produits le sont de même soit : Fbk = 0 ;
– Fk représente la somme des efforts inertiels de la plate-forme. L’application des équa-
tions de Newton-Euler nous donne :
Fk = Jk V˙k +
[
ωk × ( ωk × MSk)
ωk × ( Ik ωk)
]
(4.48)
En utilisant les équations (4.48) et (4.46), l’équation d’équilibre (4.47) peut être réécrite
de la manière suivante :
kfk = kJk kV˙k + kβk + k+1TTk k+1fk+1 (4.49)
En appliquant les équations de Newton-Euler sur le module composé k et en remarquant
que n+1fn+1 = 0, l’équation (4.49) peut se réécrire comme :
kfk = kJk kV˙k + kβk + k+1TTk
(
k+1Jk+1 k+1V˙k+1 + k+1βk+1
)
+ . . .
+ nTTn−1
(
nJn nV˙n + nβn
)
(4.50)
En substituant k+1V˙k+1,. . ., nV˙n en fonction de kV˙k en utilisant (4.44), on obtient :
k+1V˙k+1 = k+1Tk kV˙k + k+1γk+1, (4.51)
k+2V˙k+2 = k+2Tk+1 k+1V˙k+1 + k+2γk+2
= k+2Tk+1
(
k+1Tk kV˙k + k+1γk+1
)
+ k+2γk+2, (4.52)
nV˙n = nTk kV˙k + nTk+1 k+1γk+1 + . . .+ nγn (4.53)
A partir de (4.50),(4.52) et (4.53), on peut en déduire :
kfk = kJck kV˙k + kβck (4.54)
avec :
kJck = kJk + k+1TTk k+1Jck+1 k+1Tk (4.55)
kβck =
kβk + k+1TTk k+1βck+1 + k+1TTk k+1Jck+1 k+1γk+1 (4.56)
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kJck et kβck représentent respectivement la matrice spatiale d’inertie et le torseur d’effort
du module composé k.
Pour k=0, en remarquant que 0f0 est égal à zéro, on obtient donc en utilisant (4.54)
l’équation permettant de calculer l’accélération de la tête de l’anguille :
0V˙0 = −
(
0Jc0
)−1 0βc0 (4.57)
Pour résumer, la récurrence arrière s’opère en initialisant nJcn = nJn et nβcn = nβn puis
pour k=n-1,...,0 on calcule les deux équations (4.55) et (4.56). A la fin, l’accélération de
la tête 0V˙0 est obtenue par la relation (4.57).
Deuxième récurrence avant
Dans cette dernière étape, on calcule l’accélération absolue du module k à partir de
l’accélération de la tête obtenue dans la récurrence précédente. On calcule également
pour k=1,...,n le torseur d’efforts kfk pour finir par le calcul des couples moteurs :
kV˙k = kTk−1 k−1V˙k−1 + kγk (4.58)
kfk = kJck kV˙k + kβck (4.59)
A partir de l’équation (4.29), le calcul des couples moteurs se fait en sélectionnant la
partie correspondant aux moments de kfk (en utilisant ak) puis en projetant le résultat sur
l’espace articulaire en utilisant la matrice jacobienne du module. En prenant en compte les
paramètres de frottements secs (Fsk), les frottements visqueux (Fvk) ainsi que les inerties
des rotors des moteurs (Iak), le vecteur des couples moteurs est donnée par :
Γk =
kJTk
kaTk
kfk + Fsksign( q˙ak) + Fvk q˙ak + Iak q¨ak (4.60)
où : Fsk, Fvk et Iak sont des matrices diagonales (3× 3), avec :
– Fsk = diag ( Fsk1, Fsk2, Fsk3), la matrice des frottements secs des articulations motori-
sées ;
– Fvk = diag ( Fvk1, Fvk2, Fvk3), la matrice des frottements visqueux des articulations
motorisées ;
– Iak = diag ( Iak1, Iak2, Iak3), la matrice des inerties des articulations motorisées.
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4.5 Modèle dynamique direct de l’anguille
Le modèle dynamique direct permet de calculer les accélérations cartésiennes des plates-
formes ainsi que l’accélération absolue de la tête de l’anguille en fonction des positions et
vitesses cartésiennes des plates-formes ainsi que des couples moteurs. Dans la suite, on
suppose que les positions et vitesses articulaires sont connues et calculées par les modèles
géométriques et cinématiques inverses.
4.5.1 Préliminaires
Avant de pouvoir calculer le modèle dynamique direct de l’anguille, on essaye dans cette
étape préliminaire d’exprimer l’accélération relative du module k w˙k en fonction de l’ac-
célération absolue du module précédent V˙k−1. Cette relation s’obtient en exprimant le
modèle cinématique inverse du second ordre ainsi que de l’expression des couples action-
neurs :
– Le modèle cinématique inverse du second ordre d’un module est donné par :
q¨ak =
kJ−1k
(
kw˙k − kJ˙k q˙ak
)
(4.61)
– Le calcul du vecteur des couples actionneurs pour un seul module est donné par (4.29) :
τk = kJTk
kaTk
(
kFk + kfek
)
+ Iak q¨ak (4.62)
τk = Γk − Fsksign( q˙ak)− Fvk q˙ak (4.63)
En substituant (4.61) dans (4.62), on obtient alors une expression du vecteur des couples
ne faisant plus intervenir les accélérations articulaires :
τk = kJTk
kaTk
(
kFk + kfek
)
+ Iak
kJ−1k
(
kw˙k − kJ˙k q˙ak
)
(4.64)
A partir de (4.48),(4.46) puis (4.40), on pose alors :
kFk + kfek = kJk kV˙k + kβk = kJk
(
kTk−1 k−1V˙k−1 + kak kw˙k + kξk
)
+ kβk (4.65)
En substituant (4.65) dans (4.64) et en multipliant chacun des membres de l’équation par
kJ−Tk , on obtient :
kJ−Tk τk = Atk
kw˙k +
kJbk k−1V˙k−1 + Htk (4.66)
avec :
Atk =
kaTk
kJk kak + kJ−Tk Iak
kJ−1k (4.67)
kJbk = kaTk kJk kTk−1 (4.68)
Htk =
kaTk
(
kJk kξk + kβk
)− kJ−Tk Iak kJ−1k kJ˙k q˙ak (4.69)
Finalement, on obtient la relation souhaitée :
kw˙k = A
−1
tk
(
kJ−Tk τk − kJbk k−1V˙k−1 − Htk
)
(4.70)
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4.5.2 Calcul du Modèle Dynamique Direct de l’anguille
Comme pour le calcul du modèle dynamique inverse, l’algorithme présenté ici consiste
en trois récurrences (une avant, une arrière puis une avant). Pour rappel, on cherche
à déterminer les accélérations cartésiennes des plates-formes des modules, ainsi que le
torseur d’accélération de la tête en fonction des positions et vitesses des plates-formes
ainsi que des couples moteurs.
Première récurrence avant
Dans cette première étape, on calcule pour chaque module la matrice de transformation
entre torseurs, le torseur cinématique ainsi que tous les éléments d’accélération qui ne
dépendent pas de l’accélération de la tête (V0,ω0) et des termes d’accélération relative
(w˙k).
On calcule donc pour k=1,...,n : kTk−1, kVk et kξk en utilisant respectivement (4.38), (4.40)
et (4.43). On calcule également pour k=0,...,n le torseur kβk qui représente les éléments
des équations de Newton-Euler (4.48) qui ne dépendent pas des termes d’accélération du
module, soit pour rappel :
kξk =
[
kRk−1
[
k−1ωˆk−1
(
k−1ωˆk−1 k−1Pk
)]
kωˆk−1 kwk
]
kβk = kfek +
[
kωˆk
(
kωˆk kMSk
)
kωˆk
(
kIk
kωk
) ]
Récurrence arrière
Dans cette deuxième étape, on cherche à calculer l’accélération de la tête de l’anguille. A
partir des résultats obtenus dans l’étape préliminaire, on cherche à exprimer le torseur des
efforts kfk en fonction du torseur cinématique k−1V˙k−1. Pour ceci, on substitue l’équation
(4.65) dans l’équation d’équilibre (4.47) qui s’écrit alors :
kfk = kJk
(
kTk−1 k−1V˙k−1 + kak kw˙k + kξk
)
+ kβk + k+1TTk k+1fk+1 (4.71)
Or, à partir de (4.70) et sachant que pour k=n, n+1fn+1 = 0, cela nous permet d’exprimer
directement nfn en fonction de n−1V˙n−1 :
nfn = nJn
(
nTn−1 n−1V˙n−1 + nan nw˙n + nξn
)
+ nβn (4.72)
En inversant l’équation (4.66), on obtient l’expression de nw˙n que l’on peut introduire
dans (4.72) :
nfn = nKn−1 n−1V˙n−1 + nαn (4.73)
avec :
nKn−1 = nJn nTn−1 − nJn nanA−1tn nJbn (4.74)
nαn = nJn nanA−1tn
(
nJ−Tn τn − Htn
)
+ nJn nξn + nβn (4.75)
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Pour k=n-1, en remplaçant nfn dans (4.71) par l’expression définie dans (4.73), on a alors :
n−1fn−1 =
(
n−1Jn−1 + nTTn−1 nKn−1
) (
n−1Tn−2 n−2V˙n−2 + n−1an−1 n−1w˙n−1 + n−1ξn−1
)
+
(
n−1βn−1 + nTTn−1 nαn
)
(4.76)
Par identification avec l’équation (4.73), on peut alors poser les termes de la récurrence :
n−1J∗n−1 = n−1Jn−1 + nTTn−1 nKn−1 (4.77)
n−1β∗n−1 =
n−1βn−1 + nTTn−1 nαn (4.78)
Finalement, pour k=0, sachant que 0f0 = 0, on peut en déduire que :
0f0 = 0 = 0J0 0V˙0 + 0β0 + 1f1 (4.79)
soit :
0J∗0 0V˙0 + 0β∗0 = 0 (4.80)
On obtient alors l’accélération de la tête :
0V˙0 = −
(
0J∗0
)−1 0β∗0 (4.81)
En résumé, cette récurrence consiste à initialiser nJ∗n = nJn et nβ∗n = nβn puis calculer
pour k=n,...,1 :
kJbk = kaTk kJ∗k kTk−1 (4.82)
Atk =
kaTk
kJ∗k kak + kJ−Tk Iak
kJ−1k (4.83)
Htk =
kaTk
(
kJ∗k kξk + kβ∗k
)− kJ−Tk Iak kJ−1k kJ˙k q˙ak (4.84)
kKk−1 = kJ∗k kTk−1 − kJ∗k kakA−1tk kJbk (4.85)
kαk = kJ∗k kakA−1tk
(
kJ−Tk τk − Htk
)
+ kJ∗k kξk + kβ∗k (4.86)
k−1J∗k−1 = k−1Jk−1 + kTTk−1 kKk−1 (4.87)
k−1β∗k−1 =
k−1βk−1 + kTTk−1 kαk (4.88)
pour terminer par le calcul de 0V˙0 en utilisant (4.81).
Deuxième récurrence avant
Dans cette dernière récurrence, on calcule les accélérations cartésiennes ( kw˙k) de la plate-
forme du module k, le torseur des efforts appliqués sur le module k ( kfk) ainsi que le
torseur des accélérations absolues ( kV˙k). Pour k=1,...,n on calcule donc :
kw˙k = A
−1
tk
(
kJ−Tk τk − kJbk k−1V˙k−1 − Htk
)
(4.89)
kfk = kKk−1 k−1V˙k−1 + kαk (4.90)
kV˙k = kTk−1 k−1V˙k−1 + kak kw˙k + kξk (4.91)
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4.6 Simulations
Dans ce paragraphe, on présente quelques résultats de simulation obtenus en utilisant
les modèles dynamiques que nous avons étudiés. Ces simulations sont effectuées pour un
robot composé de 12 modules.
4.6.1 Générateur de mouvements
Pour pouvoir simuler la nage de l’anguille, on utilise le même type de générateur de mou-
vements que celui décrit dans le chapitre 2. La structure du robot n’étant plus la même
dans ce chapitre, on réécrit les équations de ce générateur de mouvements qui est composé
de 3 fonctions ayant les rôles suivants :
1˚ Générateur de propulsion :
La propulsion de l’anguille est produite en utilisant une fonction sinusoïdale continue
qu’on applique sur les angles ψk (k=1,...,12) du robot :
ψ(s, t) = f1(t).A.eαs. sin
[
2pi
(
s
λ
− t
T
)]
(4.92)
pour laquelle :
– A : amplitude du mouvement ;
– α : réglage de l’exponentielle : augmentation de l’amplitude de la tête vers la queue ;
– T : période de l’oscillation ;
– λ : longueur d’onde de l’oscillation ;
– s : abscisse curviligne le long de la fibre neutre de l’anguille ;
– f1(t) : fonction de lissage du démarrage et de l’arrêt ;
Pour appliquer cette loi de mouvements continue, on est obligé de discrétiser cette équation
pour obtenir les valeurs à appliquer sur les angles ψk du robot [Yu et al., 2005].
ψk(t) = ψ(Xk+1, t)− ψ(Xk, t) + f2(t)Off1 (4.93)
avec :
– Xk =
k∑
j=1
dj : la distance entre l’origine du repère Σk et le repère Σ0 de la tête.
– f2(t) : fonction pour amorcer les virages ;
– Off1 : "offset" pour régler la courbure de l’anguille et ainsi faire des virages.
2˚ Réglage de l’altitude :
Pour que l’anguille puisse changer d’altitude (ou de profondeur) pendant sa nage, on
impose sur les angles φk pour k=1,...,12 la fonction qui suit :
φk = f3(t).Offs2 (4.94)
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On se contente dans l’état actuel des simulations d’imposer un "offset" Offs2 constant sur
les articulations pour faire des trajectoires de type looping ou plongée. Cet "offset" peut
être ajusté par une fonction de démarrage et d’arrêt f3(t) semblable à f1(t).
3˚ Réglage du Roulis :
Dans le cadre des simulations effectuées dans ce manuscrit, nous avons décidé de ne
pas utiliser les articulations de roulis. Par conséquent, on impose sur les angles θk pour
k=1,...,12 :
θk = 0 (4.95)
Les fonctions f1(t) à f3(t) sont des polynômes de degré 5 dont les coefficients respectent
les conditions évoquées au chapitre 2.
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4.6.2 Modèle d’intéraction fluide-structure
Pour pouvoir simuler la nage du prototype, nous avons utilisé le même modèle fluide
que celui présenté dans le chapitre 2. Pour ce modèle, nous avons fait l’hypothèse que
le déplacement 3D du fluide autour du corps peut être modélisé pour chaque tranche de
l’anguille comme un écoulement plan transverse (figure 4.6) :
Figure 4.6: – Décomposition des vitesses dans le plan transverse d’une tranche de l’an-
guille
Dans ce cas de figure, les efforts fluides sont modélisés comme un champ d’efforts appliqués
à chaque tranche de l’anguille et dépendant uniquement des mouvements de celle-ci. Pour
chaque tranche d’un corps Ck de l’anguille, on définit un repère local (ek1, ek2, ek1) (voir
figure 4.6) tel que :
ek1 = xk, ek2 = yk, ek3 = zk
Pour chaque tranche s de ce corps de l’anguille, on calcule le torseur cinématique sVk au
centre de la section en utilisant la relation suivante :
sVk = sTk kVk =
[
sVk
sωk
]T (4.96)
avec :
sTk =
[
Id3 − kPˆs
03×3 Id3
]
(4.97)
et
kPs =
[
s 0 0
]T (4.98)
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On décompose alors les vitesses sVk et sωk dans le repère de (ek1, ek2, ek1) par :
sVk = Vtkek1 +Vnk2ek2 +Vnk3ek3 (4.99)
sωk = ωtkek1 + ωnk2ek2 + ωnk3ek3 (4.100)
Puis on définit :
‖Vnk‖ =
√
V2nk2 +V
2
nk3 (4.101)
En utilisant les résultats du chapitre 2, le modèle de contact entre le fluide et les corps de
l’anguille (modèle de Morison [Morison et al., 1950]) peut s’écrire sous la forme ci-dessous :
kfhk =
[
kmaGk − kmaGk kSˆk
kSˆk
kmaGk
kIaGk − kSˆk kmaGk kSˆk
]
kV˙k+
 kmaGk ( kωˆk kωˆk kSk)(4
3
kSˆk
kmaGk
)(
kωˆk kωˆk kSk
) + ∫ dk+1
0
sTTk sfdrag,kds
(4.102)
avec :
kmaGk =
 0 0 00 Clm2,kdk+1 0
0 0 Clm3,kdk+1
 kIaGk =
 Cam1,kdk+1 0 00 Clm3,kd3k+112 0
0 0
Clm2,kd
3
k+1
12

et :
kfdrag(s) = Cld1,k |Vtk(s)|Vtk(s)ek1 +
3∑
i=2
Cldi,k ‖Vnk(s)‖Vnki(s)eki (4.103)
kmdrag(s) = Cad1,k |ωtk|ωtkek1 (4.104)
Les termes Cldi,k, Clmi,k, Cad1, k et Cam1,k sont des coefficients constants qui dépendent de
la géométrie des sections de l’anguille (ici elliptiques), de la masse volumique de l’eau et
du nombre de Reynolds (voir chapitre 2).
Dans l’équation (4.102), le terme dépendant du torseur des accélérations du corps Ck,
que l’on appelle masse ajoutée, va venir s’additionner à la matrice spatiale d’inertie kJk,
tandis que l’autre terme constitue le torseur des efforts extérieurs kfek :
kJk = kJk + kJajk (4.105)
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avec :
kJajk =
[
kmaGk − kmaGk kSˆk
kSˆk
kmaGk
kIaGk − kSˆk kmaGk kSˆk
]
(4.106)
et :
kfek =
 kmaGk ( kωˆk kωˆk kSk)(4
3
kSˆk
kmaGk
)(
kωˆk kωˆk kSk
) + ∫ dk+1
0
sTTk sfdrag,kds (4.107)
Les matrices kJajk et kfek ne dépendant pas des termes d’accélération, elles seront calculées
durant la première récurrence avant de l’algorithme de Newton-Euler (pour les modèles
dynamiques inverse et direct).
4.6.3 Validation des algorithmes
Validation croisée des modèles dynamiques direct et inverse
Dans ce paragraphe, on cherche à valider les algorithmes des modèles dynamiques inverse
et direct. Pour effectuer cette validation croisée, une simulation est effectuée en utilisant
le modèle dynamique inverse pour laquelle on spécifie Θ(t), Θ˙(t), Θ¨(t) comme entrées et
0V0 = 0, Σ0 ≡ Σw comme conditions initiales. Ensuite, on simule le modèle dynamique
direct en utilisant comme entrées Θ(t), Θ˙(t), Γ(t) obtenues par le modèle dynamique
inverse et les mêmes conditions initiales. Une fois ces deux simulations effectuées, on doit
vérifier que :
– le calcul de l’accélération de la tête est le même que ce soit en utilisant le modèle
dynamique inverse ou le modèle dynamique direct ;
– les accélérations relatives w˙k des plate-formes calculées par le modèle dynamique direct
sont les mêmes que les accélérations relatives imposées par le générateur de mouvements
pour le modèle dynamique inverse.
Pour effectuer les simulations, on impose la loi articulaire proposée au paragraphe pré-
cédent sur les 3 angles θk, φk et ψk de chaque module. Les paramètres utilisés pour les
simulations à venir sont les suivants :
A=0,2 rad ; α=0,8 m−1 ; tf=3 s ; λ=1,5 m ; T=3 s ; Off1=0 ; Off2=0 ; Off3=0
Le schéma Simulink permettant de faire cette validation est donné sur la figure (4.7) :
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Figure 4.7: – Simulateur pour la validation des algorithmes
A partir de cette loi articulaire, les figures (4.8 -a) et (4.8 -b) montrent respectivement la
comparaison de l’accélération de la tête ( 0V˙0) calculée avec les deux algorithmes et la
comparaison entre les accélérations cartésiennes ( w˙k) calculées par le modèle dynamique
inverse et les accélérations imposées au modèle dynamique inverse :
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Figure 4.8: – Différence des accélérations entre le MDI et le MDD
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Sur ces deux figures, on remarque que les différences obtenues sont assimilables à du bruit
numérique (de l’ordre de 10−12, 10−13). Pour ces deux figures, on a uniquement tracé la
composante présentant la plus grande différence entre les résultats des deux simulations.
Ces deux résultats nous montrent que la cohérence entre les deux algorithmes est bien
vérifiée et nous permet de valider les modèles développés.
Comparaison avec le robot anguille série
Au chapitre 2, nous avons étudié le modèle dynamique d’un robot à structure sérielle. Si la
structure est différente de celle étudiée dans ce chapitre, en utilisant la même description
géométrique de l’anguille (donc en utilisant les même paramètres dynamiques), on doit
alors obtenir les mêmes résultats de simulation. On utilise alors le même générateur de
mouvement et le même modèle fluide pour les 2 robots. Les figures (4.9 -a) et (4.9 -b) nous
montrent respectivement la vitesse absolue de l’anguille dans le repère terrestre Σw et la
différence de vitesse entre les simulations des 2 robots :
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Figure 4.9: – Comparaison de la vitesse entre le robot série et le robot hybride
Les figures (4.9 -a) et (4.9 -b) nous montrent que les résultats obtenus sont semblables,
la différence entre les deux modèles étant quasiment nulle. On a donc validé ici les deux
premières récurrences de notre algorithme du modèle dynamique inverse.
Pour finir la validation de notre algorithme (dernière récurrence), on compare les couples
calculés par les modèles dynamiques des 2 robots lorsque l’anguille est dans le vide.
Ainsi, la figure (4.10 -a) montre les couples articulaires des liaisons rotules 1, 9 et 12
(correspondant aux liaisons 1, 25 et 34 pour le robot série), alors que la figure (4.10 -b)
montre la liaison rotule pour laquelle on trouve le maximum d’erreurs dans la différence
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des couples des deux simulations :
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Figure 4.10: – Comparaison des couples entre le robot série et le robot hybride
On remarque que l’erreur maximum entre les couples calculés par les modèles dynamiques
inverse du robot série et du robot hybride est de l’ordre de 10−4 N.m. Ce dernier test valide
une nouvelle fois les algorithmes que nous avons présentés au chapitre 2 et dans celui-ci.
4.7 Modélisation dynamique du robot en ajoutant des
ailerons
On a vu dans le chapitre 2 que l’utilisation d’ailerons était nécessaire dès lors qu’on
souhaite effectuer des nages 3D. Ces ailerons sont fixés sur la tête de l’anguille et de
chaque côté du corps. La figure (4.11) représente la modélisation géométrique adoptée
afin de placer les ailerons convenablement :
a - Placement des repères b - Géométrie des ailerons
Figure 4.11: – Modélisation géométrique avec les ailerons
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A partir de cette modélisation géométrique, les matrices de passage permettant d’expri-
mer les repères Σg et Σd par rapport au repère de la tête Σ0 sont les suivantes :
0Tg =

cos(qa,g) −sin(qa,g) 0 Da
0 0 −1 −RLg
sin(qa,g) cos(qa,g) 0 0
0 0 0 1
 0Td =

cos(qa,d) −sin(qa,d) 0 Da
0 0 1 RLd
−sin(qa,d) −cos(qa,d) 0 0
0 0 0 1

(4.108)
avec :
– qa,g et qa,d les variables articulaires associées aux ailerons gauche et droit ;
– Da la distance des ailerons par rapport à la tête ;
– RLg et RLd l’écartement des ailerons par rapport à l’axe de la tête.
Pour les simulations on prendra les valeurs numériques telles que :
Da=0,3 m ; RLg = RLd =0,065 m ; a=0,01 m ; b=0,06 m.
Avec ces données numériques, les paramètres inertiels d’un aileron sont définis par :
– masse : 377 g ;
– moment d’inertie :
MS =
[
0 0 0, 0377
]T
– matrice d’inertie :
J =
 5, 0360.10−3 0 00 5, 3658.10−3 0
0 0 3, 4872.10−4

Loi de contrôle pour les ailerons
Pour contrôler le mouvement de roulis, on reprend la loi de contrôle utilisée dans le
chapitre 2. Les consignes articulaires affectées aux deux ailerons sont les suivantes :
qa,g = qd − qa (4.109)
qa,d = qd + qa (4.110)
avec :
– qd > 0 pour avoir un mouvement de rotation positif autour de l’axe de la tête x0 ;
– qa > 0 pour faire monter l’anguille.
La loi de contrôle adoptée est alors :
qd = −βmaxtanh (k1 (φ− φd)− k2ωx,0) (4.111)
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4.8 Conclusion
Ce chapitre présente les modèles dynamiques inverse et direct du prototype de robot hy-
bride conçu pour le projet robot anguille. Les algorithmes proposés permettent d’obtenir
un modèle dynamique 3D qui peut être facilement utilisé en simulation. Les modèles dy-
namiques sont développés en utilisant le formalisme récursif de Newton-Euler, de telle
manière que le modèle inverse permet de calculer les accélérations de la tête et les couples
moteurs des articulations, tandis que le modèle direct permet de calculer les accélérations
de la tête et les accélérations des plates-formes des modules (puis les accélérations ar-
ticulaires par le biais de la matrice jacobienne). Nous avons pu également exprimer les
modèles géométrique et cinématique inverses des modules qu’ils soient à l’endroit ou à
l’envers, en fonction des variables d’état du robot. Finalement, nous avons pu valider les
algorithmes en comparant les résultats obtenus par les modèles dynamiques du robot série
et du robot hybride et en montrant qu’ils sont identiques.
L’algorithme de calcul du modèle dynamique inverse présenté dans ce chapitre et dont on
se sert pour les simulations de nage, possède la caractéristique très intéressante de pouvoir
être scindé en deux blocs :
– un premier bloc qui prend en compte l’architecture mécanique du robot et qui permet
donc de calculer les vitesses ( wk) et accélérations ( w˙k) relatives entre la plate-forme
et la base en fonction des variables de commande. Il permet également de calculer les
couples articulaires Γk en fonction des efforts appliqués sur la plate-forme kfk ;
– un second bloc qui permet, grâce à l’algorithme de Newton-Euler, de calculer l’accélé-
ration de la tête 0V˙0 ainsi que le torseur des efforts kfk en fonction des vitesses ( wk)
et accélérations ( w˙k) relatives entre chaque module.
L’intérêt de ce découpage est de pouvoir écrire un algorithme de calcul du modèle dyna-
mique ne faisant intervenir (dans ces équations) aucun terme qui dépende de la structure
mécanique des modules (comme par exemple Jk).
Chapitre 5
Simulation de la commande de
l’anguille
5.1 Introduction
Ce chapitre est dédié à l’étude de la commande du robot anguille en boucle fermée. Compte
tenu du grand nombre de degrés de liberté externes que possède notre robot (position et
orientation de la tête, vitesse de l’anguille, nage en avant ou en arrière,...), il doit avoir
une certaine autonomie dans la génération de ses mouvements afin que l’opérateur puisse
le contrôler. La résolution de ce problème est traitée dans la littérature en introduisant les
notions de suivi de trajectoires prédéfinies ou bien de stratégies permettant de se diriger
vers un ensemble de points cibles [McIsaac et Ostrowski, 2000,Morgansen et al., 2001,Ma-
son, 2003,Yu et al., 2003,Lapierre et Jouvencel, 2005,Matsuno et Sato, 2005,Alamir et al.,
2007]. L’interaction avec l’environnement est également primordial dans le comportement
animal. Parmi l’ensemble des capteurs qui permettent de percevoir l’environnement on
distinguera deux groupes :
– les capteurs de proximité qui permettent par exemple de détecter les obstacles et donc
de naviguer dans des espaces confinés [Sfakiotakis et al., 2006] ;
– les capteurs sensitifs qui permettent de renseigner l’animal sur le milieu dans lequel il
évolue (capteur d’eau pour savoir si le serpent est sur le sol ou dans l’eau, capteur de
pression pour savoir si l’anguille est en surface ou sur le fond marin,...) [Ijspeert et al.,
2007,Sfakiotakis et al., 2007].
Les données provenant de ces différents capteurs influencent la loi de mouvements du corps
de l’animal de façon à réagir à la situation courante (tourner pour éviter un obstacle par
exemple). L’adaptation à ces différents signaux de stimulation fait que la loi de mouve-
ments internes du corps d’une anguille peut devenir extrêmement complexe. Si les lois
horaires analytiques ont été largement utilisées dans la littérature [McIsaac et Ostrowski,
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1999,Liu et Hu, 2004,Yu et al., 2005], le contrôle en boucle fermée des robots a poussé les
chercheurs à se tourner vers l’étude de générateurs de mouvements bio-inspirés. A partir
des travaux d’Ekeberg [Ekeberg, 1993] sur l’étude du rôle et du fonctionnement des diffé-
rents neurones situés dans la moelle épinière, différents chercheurs ont adapté ces travaux
afin d’obtenir des modèles équivalents et simplifiés [Inoue et al., 2004,Righetti et al., 2005].
Ces modèles simplifiés, qu’on appelle CPG (Central Pattern Générator ou générateur de
patron) sont un ensemble d’équations non-linéaires qui convergent vers un cycle limite
qu’il est possible de modifier au cours du temps. Un autre avantage des CPGs est leur ca-
pacité à se synchroniser sur un signal externe et même d’en apprendre ses caractéristiques.
Pour réaliser les simulations de l’anguille en boucle fermée, nous avons testé un ensemble
de méthodes proposées dans la littérature sur le simulateur présenté dans le chapitre 4.
Ces différentes méthodes sont organisées de la manière suivante dans ce chapitre : dans
le paragraphe 5.2, nous commençons par présenter le générateur de mouvements de [Ijs-
peert et Crespi, 2007] basé sur un réseau de CPGs répartis le long du corps de l’anguille.
Ensuite, le paragraphe 5.3 propose d’utiliser un filtre de Hopf afin d’obtenir l’angle de cap
de l’anguille dont on se sert pour la commande.
A partir de ces méthodes, nous présentons et appliquons dans le paragraphe 5.4 la mé-
thodologie de commande de [Alamir et al., 2007] pour le contrôle de l’anguille lorsqu’on
souhaite faire du suivi de points dans un espace 3D. Enfin, dans le paragraphe 5.5, nous
proposons de combiner le générateur de mouvements à base de CPGs avec des capteurs
de distance ajoutés sur la tête de l’anguille afin de faire de l’évitement d’obstacle.
5.2 Commande de l’anguille
5.2.1 Générateur de mouvements
Le problème de la génération de mouvements en boucle ouverte pour le robot anguille
a été traité dans les chapitres précédents. Afin d’avoir une approche plus bio-mimétique
de la commande du robot, nous avons décidé dans ce chapitre d’utiliser un générateur de
mouvements basé sur un réseau de CPGs qui modélise le fonctionnement des neurones
d’une anguille biologique. Parmi les différents modèles qui existent dans la littérature,
nous avons choisi d’utiliser celui proposé par [Ijspeert et Crespi, 2007]. Le choix de ce
type de générateur de mouvements est motivé par le caractère adaptatif du comporte-
ment des CPGs. Les équations qui régissent un CPG possèdent le double avantage de
filtrer et converger de manière automatique vers les nouvelles valeurs de consigne.
Pour rappel, un CPG est un ensemble d’équations non-linéaires qui permettent de générer
un signal sinusoïdal. Pour générer l’onde progressive qui se propage le long du corps de
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l’anguille, les auteurs proposent d’utiliser un réseau de CPGs selon un schéma représenté
sur la figure (5.1) :
Figure 5.1: – Générateur de propulsion à base de CPG
Le générateur de propulsion proposé par [Ijspeert et Crespi, 2007] possède 2 chaînes de
CPGs (avec dans notre cas 12 CPGs par chaîne pour les 12 articulations du robot) pour
modéliser les muscles des côtés droit et gauche du corps de l’anguille. Les couplages bila-
téraux entre les CPGs permettent de créer d’une part le déphasage entre les corps afin de
générer l’onde de propulsion et, d’autre part la synchronisation entre les muscles des côtés
droit et gauche. Le comportement global de ce générateur est paramétré par 4 variables :
– AL et AR qui représentent l’amplitude des signaux sinusoïdaux qui sont produits par
les chaînes de CPG des côtés gauche et droit ;
– v qui représente la fréquence du signal sinusoïdal (donc de l’onde qui traverse le corps
de l’anguille) ;
– ∆φ qui représente le déphasage des signaux sinusoïdaux entre chaque articulation du
robot.
Ainsi, on remarque qu’en agissant sur les valeurs AL et AR, on pourra agir sur la courbure
du robot afin de le faire tourner.
Pour un CPG i, les équations mathématiques permettant de générer les signaux sinusoï-
daux sont les suivantes [Ijspeert et al., 2007] :
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p˙i = 2pi vi +
∑
j
wijsin
(
pj − pi − ∆pij
)
(5.1)
r¨i = ai
( ai
4
( Ri − ri)− r˙i
)
(5.2)
xi = ri (1 + cos( pi)) (5.3)
avec pour paramètres :
– pi qui représente la phase du signal sinusoïdal ;
– ri qui représente l’amplitude courante du signal ;
– vi qui représente la fréquence du signal ;
– Ri qui représente l’amplitude souhaitée des oscillations ;
– ai une constante positive qui paramètre la rapidité de convergence de l’oscillateur.
Le couplage entre les différents CPGs se fait par le biais de wij qui représente le poids
de couplage et ∆pij qui représente le retard de phase souhaité entre les deux oscillateurs
couplés i et j. Enfin, xi représente le signal de sortie.
Fonctionnement d’un oscillateur seul :
Avant de commencer l’étude du générateur de mouvements complet, nous analysons le
comportement d’un CPG seul soumis aux signaux excitateurs de fréquence (v) et d’am-
plitude (R) (voir figure 5.2)
Figure 5.2: – Etude du comportement d’un CPG seul
Ainsi, la figure (5.3) montre la sortie de ce CPG. On observe alors son comportement en
fonction des consignes des entrées v et R :
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Figure 5.3: – Simulation du CPG pour différentes valeurs de v et R et ai=100
On remarque sur la figure (5.3) qu’en imposant un échelon d’amplitude, le signal ri (cor-
respondant à l’amplitude courante du CPG) converge progressivement vers la nouvelle
valeur de consigne. A partir de l’équation (5.1) et en en tenant compte que le CPG est
seul (les termes de la somme disparaissent), on s’aperçoit que la variation de phase p˙i est
réduite à une simple constante :
p˙i = 2pi vi
Par conséquent, lors d’un changement de consigne en fréquence, celle-ci sera immédiate-
ment appliquée sans phase de transition.
Fonctionnement d’un oscillateur couplé :
Afin d’analyser le comportement de plusieurs CPGs couplés entre eux, nous simulons le
comportement de 2 CPGs soumis aux signaux excitateurs de fréquence (v), d’amplitude
(R1 et R2) et de déphasage ∆φ (voir figure 5.4) :
Contrairement au cas du CPG seul, on introduit cette fois-ci un terme de déphasage ∆φ
qui traduit la différence de phase souhaitée entre les signaux x1 et x2 des CPGs droit et
gauche. On prendra les coefficients suivants :
– vi= v=1 Hz ;
– R1 = R2=1 ;
– ai = 100 ;
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– wij = 4 ;
– ∆pij = ei∆φ, avec ei = −1 pour i=1 et ei = 1 pour i=2.
Figure 5.4: – Etude du comportement de deux CPG Couplés
On note qu’entre 2 CPGs couplés, les déphasages doivent être de signes opposés. Dans
notre cas, le CPG gauche est en retard de phase par rapport au CPG droit (inversement le
CPG droit est en avance de phase par rapport à celui de gauche). La figure (5.5) montre
le comportement des 2 CPGs en fonction du déphasage ∆φ. On y trace également le
déphasage qui existe à chaque instant entre les deux CPG en utilisant la relation :
∆p(t) = p1 − p2
Pour cette simulation, toutes les conditions initiales sont nulles :
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Figure 5.5: – Simulation de deux CPGs pour différentes valeurs de déphasage ∆φ
La figure (5.5) montre bien que pour des consignes en échelon de∆φ, le déphasage entre les
deux oscillateurs convergent progressivement vers la valeur désirée de manière continue.
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Il est à noter que la rapidité de convergence du déphasage peut être réglée en agissant sur
la valeur du poids de couplage wij.
Simulation du générateur complet :
La consigne d’angle en lacet ψk qui doit être appliquée pour chaque module est donnée par
la différence des signaux entre les oscillateurs de la chaîne gauche et droite. Si on numérote
i=[1,...,N] (N=12) les oscillateurs de la chaîne gauche et i=[N+1,...,2N] les oscillateurs de
la chaîne droite, les angles ψk sont calculés par la relation :
ψk = xi − xN+i (5.4)
Les relations qui permettent de relier les 4 paramètres de commande (AL,AR,ω,∆φ) et
les paramètres de l’oscillateur sont :
– Ri = AL pour les oscillateurs du côté gauche et Ri = AR pour les oscillateurs du côté
droit ;
– ∆pij = ∆φ pour les connexions descendantes entre les oscillateurs (i→i+1) et ∆pij =
−∆φ pour les connexions montantes entre les oscillateurs (i+1→i) ;
– ∆pij = pi pour les connexions entre les oscillateurs (i↔i+N) des côtés droit et gauche ;
– vi=v qui représente la fréquence souhaitée de l’ondulation.
Avec ces paramètres, il a été démontré dans [Ijspeert et Crespi, 2007] que l’angle ψk
converge vers la valeur suivante :
ψ∞k (t) = AL − AR + (AL +AR) cos (2pivt + k∆φ+ φ0) (5.5)
Pour un robot possédant 7 articulations, la figure (5.6) montre les consignes ψk(t) que
les auteurs ont obtenues pour différentes valeurs de AL, AR, de fréquence (v) et de phase
(∆φ) :
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Figure 5.6: – Simulation d’un réseau de CPG pour différentes valeurs des paramètres de
contrôle
La figure (5.6) permet d’analyser les résultats pour 5 jeux de paramètres :
– Pour t ∈ [0; 4s], AL = AR = 1, v=1 Hz et ∆φ = 1 rd : on peut remarquer que sur cette
période les signaux sont décalés dans le temps, ce qui traduit l’onde de propulsion pour
le robot ;
– Pour t ∈ [4; 8s], on modifie uniquement la fréquence à v=2 Hz : le décalage des si-
gnaux reste le même que précédemment mais on observe que les signaux possèdent une
fréquence d’oscillation deux fois plus élevée comme prévu ;
– Pour t ∈ [8; 12s], la fréquence redevient v=1 Hz. On modifie AL et AR pour qu’ils
deviennent respectivement égaux à 0,5 et 1,5 : le signal redevient identique à celui pour
t ∈ [0; 4s]. Seulement, on observe que les courbes présentent un décalage (offset). Dans
ce cas, le robot va se courber et effectuer un virage ;
– Pour t ∈ [12; 16s], les paramètres reprennent leurs valeurs initiales sauf le déphasage
∆φ que l’on modifie et qui prend comme valeur -1 rd : on observe alors un changement
dans le décalage des signaux. Le signal qui était le plus en retard devient celui qui est
le plus en avance. Dans ce cas de figure le robot ne va plus avancer mais reculer ;
– Pour t ∈ [16; 20s], ∆φ reprend sa valeur initiale et on modifie AL et AR pour qu’ils
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prennent la valeur 0,5 rd : on remarque alors que l’amplitude des signaux a diminué de
moitié par rapport aux cas précédents.
Cette simulation nous a montré que les coefficients AL et AR permettent de contrôler
l’amplitude des oscillations ainsi qu’un décalage (offset) ajouté aux signaux. Pour trouver
une meilleure relation entre le couple (amplitude,offset) et le couple (AL,AR), on réécrit
l’équation (5.5) sous la forme :
ψ∞k (t) = Offs +Acos (2pivt + k∆φ+ φ0) (5.6)
On peut alors en déduire les valeurs des consignes AL et AR :
AL =
A
2
+
Offs
2
(5.7)
AR =
A
2
− Offs
2
(5.8)
Pour les deux autres angles φk(t) et θk(t) de la liaison rotule de chaque module k, la
littérature ne propose pas de méthodes à base de CPGs. Ces articulations n’ayant pas
besoin de générer de signal sinusoïdal, mais simplement de converger vers une valeur de
consigne, nous proposons d’utiliser les équations suivantes pour k=1,...,N (N=12) :
φ˙k(t) =
φk−1(t)− φk(t)
τ
(5.9)
φ0(t) = φc(t) (5.10)
θ˙k(t) =
θk−1(t)− θk(t)
τ
(5.11)
θ0(t) = θc(t) (5.12)
Avec φc(t) et θc(t) représentant les consignes d’angles de tangage et de roulis appliquées
sur la première articulation rotule. Ces consignes sont spécifiées par l’opérateur ou par
une loi de commande. Les équations (5.9) et (5.11) permettent ensuite d’obtenir un effet
de propagation des consignes d’une articulation k à une articulation k+1. Enfin, φ˙k et θ˙k
représentent les vitesses angulaires de φk et θk.
On remarque que ces équations sont l’expression d’une fonction de transfert du premier
ordre dont l’entrée est l’angle de l’articulation précédente. En effet, pour k=1, on a pour
l’angle de tangage :
φ1(t) =
1
1 + s τ
φc(t) (5.13)
avec τ, la constante de temps permettant de régler la vitesse de convergence de la fonction
de transfert.
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5.2.2 Simulation du prototype
Pour les simulations du prototype, on utilise le modèle dynamique présenté dans le cha-
pitre 4, en remplaçant la loi de mouvements analytique par le générateur de mouvements
à base de CPGs. Si ces deux générateurs permettent d’obtenir les mêmes résultats en
régime permanent, l’utilisation des CPGs possède plusieurs avantages :
– l’adaptation à de nouvelles consignes de commande est plus simple puisqu’ils s’auto-
adaptent et qu’ils appliquent un filtrage à ces entrées ;
– en connectant des capteurs sur les CPGs, chaque vertèbre peut modifier de manière
indépendante son ondulation (capteurs de proximité par exemple) ;
– le robot peut être assez facilement reconfiguré dans le cas d’un module en panne.
Préliminaires
Même si nous utilisons les CPGs pour les simulations, on souhaite pouvoir paramétrer le
réseau de neurones avec les mêmes paramètres de base que pour la loi analytique. Pour
rappel, cette loi de mouvements que nous avons utilisée précédemment est de la forme :
ψ(s, t) = f(t).A.eαs. sin
[
2pi
(
s
λ
− t
T
)]
(5.14)
Pour laquelle :
– A : amplitude du mouvement ;
– α : réglage de l’exponentielle : augmentation de l’amplitude de la tête vers la queue ;
– T : période de l’oscillation ;
– λ : longueur d’onde de l’oscillation ;
– s : abscisse curviligne le long de la fibre neutre de l’anguille ;
– f(t) : fonction de lissage du démarrage et de l’arrêt ;
La fonction f(t) est une fonction polynomiale du 5ème degré :
f(t) = f(t) = a0.t
5 + a1.t
4 + a2.t
3 + a3.t
2 + a4.t + a5 0 ≤ t ≤ tf
f(t) = 1 t > tf
(5.15)
Les coefficients ai de ce polynôme satisfont les conditions aux limites suivantes :
f(0) = 0, f(tf) = 1, f˙(0) = f¨(0) = 0, f˙(tf) = f¨(tf) = 0
où tf représente le temps de fin de f(t).
Pour pouvoir faire des virages à l’anguille nous avons ajouté un terme d’"offset" Offs sur
chacune des articulations.
A partir de cette loi, nous allons adapter ces paramètres pour qu’ils soient compatibles
avec le générateur à base de CPGs.
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Calcul de l’amplitude du mouvement des articulations :
On peut voir sur l’équation (5.14) que l’amplitude des oscillations articulaires augmente de
la tête vers la queue de l’anguille. Or, jusqu’à présent pour le générateur à base de CPGs,
nous avons appliqué un signal neuronal identique (AL ou AR suivant la chaîne considérée)
comme consigne d’amplitude pour les CPGs d’une chaîne. Dans ce cas, l’amplitude des
oscillations articulaires ne peut pas être augmentée le long du corps. En réalité, cette
augmentation d’amplitude provient de l’arrangement des CPGs : pour chaque CPG dans
une chaîne, le signal neuronal provenant du CPG précédent est amplifié par la connexion
synaptique [Ekeberg, 1993]. Ainsi, l’amplitude Ri de chaque CPG est calculée de la manière
suivante pour i=1,...,N (N=12) :
Ri = Ag,i , RN+i = Ad,i (5.16)
avec :
Ag,1 = AL , Ad,1 = AR (5.17)
Ag,i = Ag,i−1eαLc , Ad,i = Ad,i−1eαLc (5.18)
où :
– Ri représente la consigne d’amplitude du CPG i ;
– α est une constante qui définit l’augmentation d’amplitude entre chaque CPG d’une
chaîne ;
– Lc qui représente la longueur de chaque corps (dans notre cas Lc=0,14 cm).
On définit également :
AL =
f(t).ALR
2
+
Offs
2
(5.19)
AR =
f(t).ALR
2
− Offs
2
(5.20)
où f(t) est une fonction de démarrage dont l’expression est celle donnée par l’équation
(5.15) et ALR la consigne d’amplitude des oscillations pour la première paire de CPGs.
Calcul du déphasage entre chaque corps :
Dans l’équation (5.14), le déphasage après chaque corps est paramétré par l’abscisse curvi-
ligne (s) où se situe l’articulation et par la longueur d’onde (λ) de l’oscillation. La longueur
d’onde d’un signal correspondant à un déphasage complet de 2pi, on peut alors en déduire
le déphasage qui existe entre chaque articulation du robot :
∆φ =
2piLc
λ
(5.21)
Avec ∆φ le déphasage entre deux CPGs consécutifs d’une même chaîne.
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Simulateur pour la nage du prototype
La simulation du prototype est réalisée sous Matlab-Simulink dont le schéma simulink
est représenté sur la figure (5.7). Le comportement dynamique du robot pendant la nage
est déterminé en utilisant les équations du modèle dynamique du prototype (modélisation
hybride du robot) présentées dans le chapitre 4.
Figure 5.7: – Simulateur de l’anguille avec un générateur de mouvements à base de CPG
Le détail du bloc "GénérateurCPG" qui permet de calculer les consignes articulaires est
représenté sur la figure (5.8) :
Figure 5.8: – Schéma simulink du générateur de mouvements pour le calcul des consignes
de Roulis-Tangage-Lacet
Le générateur de mouvements que nous avons étudié (bloc CPGAnguille) permet de calcu-
ler les positions articulaires à appliquer au robot. Or, les algorithmes du modèle dynamique
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ayant besoin des vitesses et accélérations articulaires, il est alors nécessaire de dériver les
consignes de positions pour obtenir les vitesses et accélérations articulaires.
Pour vérifier le fonctionnement du générateur complet, on effectue une simulation avec
les paramètres suivants :
ALR=0,15 rad ; α=0,8 m−1 ; ∆φ = 2piLcλ ; Lc=0,14 m ; λ=1,5 m ; v=0.33 Hz ; tf=4 s ;
Offs=0 ; φc = 0 ; θc = 0
La figure (5.9) montre les angles de lacet générés par les CPGs des liaisons rotules 1, 4, 7
et 10 :
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Figure 5.9: – Loi horaire des angles de lacet pour différentes liaisons rotules
En analysant la figure (5.9), on retrouve les caractéristiques souhaitées d’un déphasage
constant entre les différentes articulations ainsi qu’une augmentation de leur amplitude
lorsqu’on se dirige vers la queue de l’anguille. On peut également observer que la fonction
f(t) permet pendant les premières secondes de la simulation d’avoir une augmentation
progressive de l’amplitude des signaux, ceci afin d’avoir un démarrage de l’anguille en
douceur.
Pour tester le comportement des angles de tangage φk(t) de chaque rotule, on applique
sur la première articulation une consigne de la forme :
φc = f(t)Offs2
avec Offs2=0,08 rad. La vitesse de convergence de la fonction de transfert pour chaque
rotule (équation 5.9) est réglée par τ=0,2.
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La loi horaire obtenue est tracée sur la figure (5.10) pour les angles de tangage des liaisons
rotules 1, 4, 7 et 10 :
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Figure 5.10: – Loi horaire des angles de tangage pour différentes liaisons rotules
Cette figure montre que la fonction f(t) permet d’appliquer l’offset souhaité avec une loi
d’évolution lisse. On remarque également que les courbes des différentes articulations sont
décalées dans le temps ce qui permet d’obtenir un effet de propagation de la consigne le
long du corps de l’anguille.
Pour les angles de roulis θk, l’équation d’évolution (5.11) étant la même que pour les
angles de tangage (équation 5.9), alors le comportement sera similaire.
5.3 Méthode de mesure du cap de l’anguille
5.3.1 Présentation du problème
Jusqu’ici, toutes les simulations du robot anguille ont été réalisées en boucle ouverte. Pour
une commande en boucle fermée nous supposons disponibles par des capteurs appropriés
les informations suivantes :
– position de l’anguille dans un repère fixe pour de la poursuite de cible ;
– vitesse de l’anguille si l’on souhaite réaliser un asservissement en vitesse ;
– orientation de la tête obtenue par une centrale inertielle ;
– une mesure de la position de la cible à atteindre par rapport à la tête de l’anguille.
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Cependant, certaines de ces données ne sont pas directement expoitables pour la com-
mande. Prenons le cas de la nage plane pour laquelle on souhaite estimer le cap de
l’anguille à tout instant. Pour analyser les informations en notre possession, on réalise
une simulation avec les paramètres suivants :
ALR=0,15 rad ; α=0,8 m−1 ; ∆φ = 2piLcλ ; Lc=0,14 m ; λ=1,5 m ; v=0.33 Hz ; tf=4 s ;
Offs=0 ; φc = 0 ; θc = 0
Les figures (5.11 -a) et (5.11 -b) représentent la position de la tête dans le plan x-y du
repère fixe ainsi que l’angle de lacet de la tête ψ0 dans ce même repère obtenus par la
simulation :
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Figure 5.11: – Données issues des différents capteurs de l’anguille pour estimer le cap
La figure (5.11 -a) montre qu’en boucle ouverte, l’anguille nage selon un angle de cap
déterminé ψc, différent de l’axe x (axe en pointillé gris), qu’il faut pouvoir estimer. La
mesure de cet angle de cap ψc peut être faite à partir de l’angle de lacet de la tête. Sur la
figure (5.11 -b), cet angle correspond à l’offset présent dans le signal sinusoïdal.
Pour estimer l’offset, donc le cap de l’anguille, une première méthode utilisée par [Alamir
et al., 2007] consiste à calculer la moyenne temporelle sur une période de ce signal.
Pour rester dans le cadre bio-mimétique, nous proposons une autre méthode dont la mo-
tivation provient des caractéristiques du signal de l’angle de lacet :
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– le signal est sinusoïdal ;
– le signal possède une fréquence égale à celle de l’onde du générateur de mouvements.
Le calcul de la valeur moyenne du signal (donc du cap de l’anguille) peut se schématiser
sous la forme d’un filtre :
Figure 5.12: – Mise en place d’un filtre pour le calcul de la moyenne
où f(t) représente le signal d’entrée et f˜(t) la valeur moyenne de celui-ci. Pour caractériser
ce filtre, nous utilisons un oscillateur de Hopf avec apprentissage afin de reconstruire le
signal f(t) et d’en déduire les caractéristiques qui nous intéressent.
5.3.2 Oscillateur de Hopf
Généralités
L’oscillateur de Hopf, comme le CPG étudié précédemment, est un ensemble d’équations
non-linéaires ayant pour but de générer un signal sinusoïdal à partir des consignes de
fréquence et d’amplitude. A l’origine, cet oscillateur a été utilisé pour modéliser le com-
portement des réseaux de neurones des poissons. La dynamique de l’oscillateur de Hopf
est représentée par les équations ci-dessous :
x˙ =
(
µ− r2) x− ωy (5.22)
y˙ =
(
µ− r2) y + ωx (5.23)
avec :
– r =
√
x2 + y2, l’amplitude à l’instant t de l’oscillation ;
– √µ, la consigne d’amplitude du signal ;
– ω, le terme de réglage en pulsation de l’oscillateur.
Ce système d’équations permet d’obtenir un système oscillant de pulsation ω (voir figure
5.13 -b). Si on trace la réponse de l’oscillateur dans le système de coordonnées (x-y), on
observe sur la figure (5.13 -a) que celui-ci possède un cycle limite asymptotiquement stable
de rayon √µ, quelles que soient les conditions initiales (sauf pour x(0)=y(0)=0) :
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Figure 5.13: – Comportement d’un oscillateur de Hopf
Sur la base de cet oscillateur, Righetti et al. [Righetti et al., 2005] ont proposé de le modi-
fier de telle sorte qu’il soit capable, en plus de ses caractéristiques de base, d’apprendre la
fréquence et l’amplitude d’un signal d’apprentissage. Pour ce faire, le système d’équations
devient :
x˙ =
(
µ− r2) x− ωy + F (t) (5.24)
y˙ =
(
µ− r2) y + ωx (5.25)
ω˙ = −F (t)y
r
(5.26)
α˙ = ηxF (t) (5.27)
F (t) = Pteach(t)− αx (5.28)
avec :
– Pteach(t) représente le signal d’entrée à apprendre ;
–  et η sont des coefficients permettant de régler la vitesse de convergence ;
– α le terme d’apprentissage de l’amplitude.
En utilisant ces équations, la fréquence ω de cet oscillateur converge vers la fréquence du
signal sinusoïdal à apprendre. Pour analyser cette propriété, nous observons le comporte-
ment de l’oscillateur pour le signal d’apprentissage suivant :
Pteach = 0.5sin(30t) (5.29)
On trace alors sur la figure (5.14) la réponse de l’oscillateur pour plusieurs conditions
initiales ω(0) de ω :
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Figure 5.14: – Evolution de ω pour différentes conditions initiales ω(0) pour la fonction
d’apprentissage et (µ = 1,  = 10, η = 8) comme paramètres
On remarque bien que, quelle que soit la condition initiale ω(0) choisie, l’oscillateur
converge vers la pulsation du signal Pteach (ici 30 rd/s).
Oscillateur proposé
L’oscillateur de Hopf que l’on vient d’étudier, nous a permis d’apprendre la fréquence
et l’amplitude d’un signal mais il ne permet pas de connaître les éventuels offset qui
ont été ajoutés. Dans le cas qui nous intéresse, nous connaissons la fréquence du signal
et nous souhaitons estimer son amplitude ainsi que son offset. Pour cela, en se basant
sur la méthode d’apprentissage de la fréquence que l’on vient de voir, nous proposons
l’oscillateur suivant :
x˙ =
(
µ− r2) x− ωy + F (t) (5.30)
y˙ =
(
µ− r2) y + ωx (5.31)
α˙ = ηF (t)
x
r
(5.32)
δ˙ = λ
[(
Pteach(t)− αx
r
)
− δ
]
(5.33)
F (t) = Pteach(t)−
(αx
r
+ δ
)
(5.34)
avec comme nouveaux paramètres :
– δ le paramètre d’apprentissage de l’offset ;
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– λ un paramètre de réglage pour la vitesse de convergence de l’apprentissage de l’offset.
Avec cet ensemble d’équations, la valeur moyenne du signal d’apprentissage P˜teach(t) est
obtenue en prenant comme sortie du filtre la variable δ. Pour tester le filtre, on prend
comme signal d’apprentissage le signal de l’angle de lacet ψ0 obtenu lors d’une simulation
de nage (figure 5.11 -b). La valeur filtrée ψ˜0 de ce signal nous permet d’estimer l’angle de
cap courant de l’anguille ψc :
ψc = ψ˜0 (5.35)
Le réglage que nous avons choisi pour l’oscillateur est le suivant :
µ = 1 ; η = 25 ;  = 10 ; λ = 2
On choisit par ailleurs ω =
2pi
T
avec T = 3 s correspondant à la période de propagation
de l’onde lors de la simulation.
L’apprentissage du signal de l’angle de lacet ψ0 avec l’oscillateur donne le résultat présenté
sur la figure (5.15) :
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Figure 5.15: – Estimation de l’offset ψf du signal à apprendre
Le résultat obtenu sur la figure (5.15) montre que l’offset du signal sinusoïdal est correc-
tement identifié.
On peut également appliquer ce filtre, pour estimer les valeurs moyennes de la position
de la tête de l’anguille, ou de sa vitesse :
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Figure 5.16: – Application de l’oscillateur proposé pour divers signaux
La figure (5.16 -a) montre que le filtrage de la position de la tête permet d’obtenir une es-
timation de la trajectoire très proche de la ligne tracée sur la figure (5.11 -a) (en pointillé).
La figure (5.16 -b) montre l’importance du réglage du coefficient λ traduisant la vitesse
de convergence de l’estimation de l’offset. On remarque que pour λ = 2, la vitesse de
convergence est trop faible, ce qui induit une estimation pessimiste de la vitesse réelle sur
le début de la courbe. Lorsqu’on augmente la rapidité de convergence (λ = 4), le résultat
obtenu est meilleur et donne une bonne estimation de la vitesse de l’anguille à tout instant.
L’oscillateur de Hopf proposé en tant que filtre nous permet donc de supprimer la compo-
sante sinusoïdale du signal pour ne garder que la valeur moyenne de celui-ci. Cependant,
il est tout de même nécessaire d’avoir un ordre de grandeur de la dynamique d’évolution
des signaux afin de choisir au mieux les paramètres de réglage de l’oscillateur.
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5.4 Commande en boucle fermée
Ce paragraphe a pour but de présenter quelques lois de commande afin de réaliser des
simulations de nages dans lesquelles l’anguille se dirige de manière autonome vers une
position 3D désirée. Par autonome, on sous-entend que l’anguille est capable de stabiliser
son angle de roulis et de contrôler son cap ainsi que son altitude pour pouvoir piloter la
position de sa tête. Pour ce genre de robot, les différents travaux menés sur les stratégies
de commande [McIsaac et Ostrowski, 2000,Morgansen et al., 2001,Mason, 2003,Yu et al.,
2003,Aubin et al., 2005,Lapierre et Jouvencel, 2005,Matsuno et Sato, 2005,Alamir et al.,
2007] ont montré que la compréhension du comportement dynamique est extrêmement
important pour pouvoir obtenir des lois de commande efficaces. Pour l’ensemble des si-
mulations en boucle fermée, on utilisera le générateur de mouvements à base de CPGs.
Les ailerons présentés au chapitre 4, seront utilisés pour stabiliser le roulis.
5.4.1 Asservissement en cap
L’asservissement en cap de l’anguille consiste à écrire une loi de commande agissant
uniquement sur la courbure plane de l’anguille via les termes AL et AR du générateur
de mouvements à base de CPGs . Dans ce cas, on suppose que l’anguille évolue dans un
plan (quelconque) et que, pour toutes les articulations rotules, les angles de roulis θk et de
lacet φk sont nuls. Pour pouvoir asservir le cap de l’anguille vers un point cible situé dans
l’espace, nous appliquons la stratégie proposée dans [Alamir et al., 2007] et représentée
sur la figure (5.17) :
Figure 5.17: – Stratégie de contrôle pour le cap de l’anguille
On considère qu’à un instant t de la simulation l’anguille évolue dans un plan défini par le
repère (O, X0,Y0) de la tête de l’anguille. Si le point cible Pd que l’on souhaite atteindre
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n’est pas situé sur ce plan, on calcule la projection P∗d de Pd sur le plan selon l’axe Z0
de la tête de l’anguille. Les auteurs proposent alors d’appliquer la méthode suivante :
premièrement, on calcule les éléments qui suivent :
Psc = −
−−→
OP ∗d . x0 ; Pext = −pi3
(−−→
OP ∗d ∧ x0
)
(5.36)
où pi3(.) désigne la troisième composante du vecteur désigné.
Puis on détermine l’offset à appliquer sur les articulations par :
Offs(t) =
{
βmax.P ext si P sc > 0
βmax sinon
(5.37)
où P ext et P sc représentent les moyennes temporelle sur une période T de Pext et Psc.
Dans cette méthode, P sc permet de déterminer si le point est devant la tête (>0), ou
en arrière de la tête (<0). L’élément Pvc permet de déterminer l’angle entre la direction
courante de l’anguille et le vecteur
−−→
OP ∗d .
Pour les simulations qui vont suivre, nous adaptons la loi de commande de [Alamir et al.,
2007] dans le cadre bio-mimétique que nous nous sommes fixés dans ce chapitre. Plutôt
que de calculer la moyenne temporelle des éléments Pext et Psc (équation 5.36), nous
utilisons l’information de cap ψc de l’anguille obtenue à partir de l’oscillateur de Hopf
proposé dans le paragraphe 5.3. La stratégie adoptée est la suivante :
Figure 5.18: – Représentation du vecteur de cap x˜0 de l’anguille
Sur la figure (5.18), le vecteur x˜0 représente le vecteur de cap de l’anguille. Ce vecteur
est obtenu par la rotation d’angle δ du vecteur x0 autour de l’axe z0. On définit l’angle δ
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comme la différence entre l’angle de cap ψc et l’angle de lacet de la tête ψ0.
La loi de commande est alors :
δ = ψc − ψ0 (5.38)
x˜0 = rot(z0, δ).x0 (5.39)
Psc = −
−−→
OP ∗d .x˜0 (5.40)
Pvc = −pi3
(−−→
OP ∗d ∧ x˜0
‖−−→OP ∗d ‖
)
(5.41)
Puis on calcule l’offset qui permet de faire tourner l’anguille :
Offs(t) =
{
βmax.Pvc si Psc > 0
βmax sinon
(5.42)
où βmax représente l’angle maximum de courbure que l’on souhaite appliquer pour chaque
liaison rotule.
Pour rappel, à partir de l’offset que l’on vient de calculer, on applique les relations sui-
vantes afin d’agir sur les paramètres du générateur de mouvements à base de CPGs :
AL =
f(t).ALR
2
+
Offs
2
(5.43)
AR =
f(t).ALR
2
− Offs
2
(5.44)
avec ALR l’amplitude souhaitée de l’ondulation du corps.
Pour les simulations qui vont suivre, on considère que sur la longueur de l’anguille, on
autorise une courbure maximum de 50˚ soit pour chaque articulation :
βmax =
50˚
N
avec N=12, le nombre de liaisons rotules du robot.
Pour tester le contrôleur de cap, nous réalisons une simulation dans laquelle l’anguille aura
deux points successifs à rejoindre. Cette simulation est effectuée dans le plan xw − yw
du repère fixe et les deux points cibles sont définis de cette manière :
Pd =
{
(-10,-5,0) pour 0 ≤ t < 85s
(-6,0,0) pour t > 85s
Pour t=0, la configuration intiale de l’anguille est définie par :
– le repère de la tête Σ0 est confondu avec le repère fixe Σw ;
– la vitesse initiale de l’anguille est nulle ;
– l’anguille est droite : ∀k, θk = ψk = φk = 0.
Les paramètres de nage pris pour cette simulation sont les mêmes que précédemment :
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ALR=0,15 rad ; α=0,8 m−1 ; ∆φ = 2piLcλ ; Lc=0,14 m ; λ=1,5 m ; v=0.33 Hz ; tf=4 s ;
φc = 0 ; θc = 0
De plus, on impose que les ailerons restent horizontaux tout au long de la simulation.
La figure (5.19 -a) montre la position de la tête pendant la simulation, tandis que la figure
(5.19 -b) représente la consigne de courbure Offs calculée par l’équation (5.42) :
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Figure 5.19: – Application du contrôleur de cap de l’anguille pour de la poursuite de
cibles
L’analyse de la figure (5.19 -a) permet de voir que l’anguille essaye en permanence de
rejoindre le point cible courant. Ainsi, on remarque qu’à partir de t=85s, l’anguille change
de direction et se dirige vers le point cible N˚ 2. On peut également observer qu’une fois le
point cible dépassé, l’anguille se met à tourner toujours dans le même sens. Ce phénomène
est directement lié à la loi de commande utilisée : en effet, dans l’équation (5.42), lorsque
le produit scalaire entre −−−→OP ∗d et x˜0 est négatif (c’est-à-dire lorsque l’anguille a dépassé
le point cible), on applique un angle constant sur la courbure de l’anguille ce qui a pour
conséquence de la faire tourner (ici vers la gauche).
On peut confirmer cette analyse en regardant la figure (5.19 -b). En effet, on aperçoit
régulièrement sur cette courbe une saturation basse qui correspond au moment où le
produit scalaire est négatif et indique que l’anguille a dépassé le point cible. Pour t=85s
(ligne verticale en pointillé) sur la figure (5.19 -b), on remarque que la durée de saturation
est plus courte que dans le reste du graphique. Ceci est dû au fait qu’à ce moment, le point
cible change, qu’il se trouve de côté par rapport à la tête de l’anguille, ce qui provoque
un changement de signe immédiat dans le produit scalaire.
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5.4.2 Asservissement en altitude
Pour réaliser l’asservissement en altitude de l’anguille, on a choisi dans un premier temps
d’utiliser uniquement les deux ailerons et de fixer les consignes en tangage φk des articula-
tions à zéro. Comme pour l’asservissement en cap, la stratégie de commande repose sur la
figure (5.17). Dans le paragraphe précédent, on s’est attaché à ce que l’anguille se dirige
vers le point P∗d situé dans son plan de nage. Pour le contrôle en altitude, on fait varier le
plan de nage (O, X0, Y0) afin que les points Pd et P∗d deviennent confondus. Pour cela,
nous proposons une loi de commande (différente de celle proposée dans [Alamir et al.,
2007]) :
1. On calcule la distance entre les points Pd et P∗d en utilisant la relation :
Phsc = P
∗
dPd. z0 (5.45)
2. Les consignes appliquées aux ailerons sont données par les lois de commande sui-
vantes :
– pour la commande en altitude :
qa = −qa,maxtanh (k3.Phsc) (5.46)
– pour le contrôle du roulis :
qd = −qd,maxtanh (k1φ− k2ωx,0) (5.47)
où :
– qa,max représente l’angle maximum appliqué aux ailerons pour le commande en altitude,
et k3 une constante de réglage.
– qd,max représente l’angle maximum appliqué aux ailerons pour le contrôle du roulis, et
(k1,k2) sont des constantes de réglage.
Pour rappel, les positions articulaires des ailerons sont définies par la somme de la consigne
différentielle qd permettant d’asservir l’angle de roulis et du couplage additionnel qa pour
régler l’altitude, soit :
q3n+1 = qd − qa (5.48)
q3n+2 = qd + qa (5.49)
(On rappelle que le calcul de qd est présenté au chapitre 4).
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Pour tester le commande en altitude, nous réalisons une nouvelle simulation dans laquelle
l’anguille aura deux points successifs à rejoindre et définis par :
Pd =
{
(-10,-5,5) pour 0 ≤ t < 100s
(-6,0,2) pour t > 100s
Les paramètres de nage utilisés dans cette simulation sont les suivants :
ALR=0,2 rad ; α=0,8 m−1 ; ∆φ = 2piLcλ ; Lc=0,14 m ; λ=1,5 m ; v=0.33 Hz ; tf=4 s ;
φc = 0 ; θc = 0, qa,max=15˚ ; qd,max=30˚ ; k3=0,6
Les figures (5.20 -a) et (5.20 -b) représentent la position de la tête selon deux vues diffé-
rentes :
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Figure 5.20: – Application des commandes de cap et d’altitude pour la poursuite de
cibles 3D
Sur la figure (5.20 -a), on retrouve une courbe très similaire à la figure (5.19 -a), ce qui
permet de valider le suivi de cap de l’anguille même lorsque l’anguille évolue dans un
espace 3D. La figure (5.20 -b) permet d’analyser le comportement du réglage d’altitude.
On remarque tout de suite qu’une fois arrivée au point cible, l’anguille tourne autour
mais dans un plan qui n’est pas parallèle au plan (x-y) du repère fixe. Cela est dû au
fonctionnement même de la commande en altitude : avec la méthode proposée l’anguille
cherchera en permanence à avoir le point cible dans son plan de nage. Par conséquent,
une fois que cela est fait, elle évoluera constamment dans ce plan. C’est donc pour cette
raison que l’anguille tourne autour des points cibles, mais sur des plans d’évolution qui
peuvent être différents.
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La figure (5.21) présente l’angle de roulis de la tête de l’anguille au cours du temps. On
remarque que le débattement est relativement faible ±2˚ et que le correcteur de roulis
permet la diminution des oscillations jusqu’à ce que celles-ci deviennent nulles. Pour rap-
pel, ce correcteur est très important, puisqu’il évite à l’anguille de tourner sur elle-même
ce qui facilitera la commande pour un opérateur extérieur.
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Figure 5.21: – Angle de roulis de la tête
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Figure 5.22: – Consignes calculées par les commandes de cap et d’altitude
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La figure (5.22) permet d’observer les consignes calculées par la commande de cap et
le contrôleur d’altitude. Pour la consigne de commande en cap, on retrouve une courbe
similaire à celle calculée sur la figure (5.19 -b). On y retrouve les saturations à −βmax
qui indiquent que l’anguille est courbée au maximum afin d’effectuer un demi-tour pour
revenir vers le point cible qu’elle vient de dépasser (cela se traduit par les boucles sur
les trajectoires de la figure (5.20)). Pour la courbe de la consigne envoyée aux ailerons,
on observe que le contrôleur essaye d’asservir les ailerons sur un angle de 0˚ : en d’autres
termes, le contrôleur essaye de ramener le point cible désiré Pd dans le plan de nage de
l’anguille. On peut également remarquer qu’il existe un écart statique entre l’angle de
référence (0˚ ) et l’angle auquel le correcteur arrive à asservir. Cela peut être partiellement
réglé en augmentant le coefficient k3 du régulateur (la commande sera plus énergique).
De plus, il faudrait certainement ajouter un terme intégral dans la loi de commande afin
d’être certain d’annuler cet écart statique.
A présent, nous réalisons la même simulation, mais en actionnant l’anguille différemment.
Jusqu’ici, nous avons utilisé les ailerons pour la commande en altitude et le contrôle du
roulis, et nous avons fixé à zéro les angles de tangage φk et de roulis θk. Cette fois, nous
utilisons uniquement les ailerons pour le contrôle du roulis, et la commande d’altitude est
appliquée sur les angles de tangage φk des liaisons rotules. Pour ce faire, nous utilisons
une loi de commande similaire :
1. On calcule la distance entre les points Pd et P∗d en utilisant la relation :
Phsc = P
∗
dPd. z0 (5.50)
2. La consigne de tangage appliquée aux liaisons rotules :
φc = φc,maxtanh (k4.Phsc) (5.51)
3. Les consignes appliquées aux ailerons sont données par les lois de commande sui-
vantes :
– la commande en altitude n’étant plus appliquée aux ailerons, on a alors :
qa = 0 (5.52)
– on garde cependant le contrôle du roulis soit :
qd = −qd,maxtanh (k1φ− k2ωx,0) (5.53)
où φc,max représente l’angle maximum appliqué pour l’angle de tangage des liaisons rotules
et k4 une constante de réglage.
Pour la simulation, on considère que l’anguille ne peut pas se courber au-delà de 40˚ en
tangage sur la totalité de son corps. On définit alors φc,max tel que :
Simulation de la commande de l’anguille 157
φc,max =
40˚
N
avec N=12, le nombre de liaisons rotules du robot.
Les paramètres de nage utilisés dans cette simulation sont :
ALR=0,2 rad ; α=0,8 m−1 ; ∆φ = 2piLcλ ; Lc=0,14 m ; λ=1,5 m ; v=0.33 Hz ; tf=4 s ;
θc = 0, qd,max=30˚ ; k4=0,6
Les figures (5.23 -a) et (5.23 -b) représentent la position de la tête selon deux vues diffé-
rentes :
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Figure 5.23: – Loi de commande pour la poursuite de cibles 3D en utilisant l’angle de
tangage des liaisons rotules
Sur la figure (5.23 -a), on remarque que le contrôleur de cap fonctionne toujours et que
l’anguille tourne bien autour du point cible. Cependant, sur la figure (5.23 -b), on remarque
que le contrôleur d’altitude donne un résultat relativement mauvais. Même si l’anguille
évolue bien dans un plan lorsqu’elle tourne autour du point cible, on peut observer qu’il
y a un écart en altitude non négligeable entre ce plan et la cible. Ceci s’explique par le
fait que le couplage entre le mouvement de nage et la courbure en tangage implique un
mouvement de roulis trop important que le contrôleur n’arrive pas à stabiliser. On peut
facilement s’en rendre compte en traçant l’angle de roulis de l’anguille au cours du temps
(voir figure 5.24) :
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Figure 5.24: – Angle de roulis lorsqu’on utilise les angles de tangage des liaisons rotules
On remarque sur la figure (5.24), que l’angle de roulis est très important (jusqu’à 40˚ ),
comparé à la simulation dans laquelle on utilisait uniquement les ailerons. Ce large débat-
tement empêche le correcteur d’altitude de fonctionner correctement, puisque la distance
calculée entre les points Pd et P∗d est constamment perturbée par le mouvement oscillant
de la tête de l’anguille. Avec le correcteur utilisé pour les ailerons, on observe qu’il est tout
juste possible de stabiliser l’angle à ±10˚ , ce qui s’avère insuffisant pour cette simulation.
De ces deux simulations, on peut en conclure qu’il est préférable de faire du contrôle
d’altitude en utilisant les ailerons plutôt que de courber le corps de l’anguille.
5.5 Commande avec perception de l’environnement
Dans les paragraphes précédents, nous avons étudié des lois de commande en boucle fermée
(asservissement sur un objectif), sans se préoccuper des différents obstacles qui peuvent
exister. Dans ce paragraphe, nous allons simplifier le problème en se limitant à la nage
plane, et nous faisons évoluer l’anguille dans un chemin étroit (le but étant d’éviter les
parois). Nous supposons que la tête de l’anguille dispose d’un organe de perception afin
de détecter les obstacles.
5.5.1 Description du détecteur d’obstacles
Le détecteur d’obstacle, ou plutôt sonar, que nous proposons, est constitué de quatre
capteurs de distance Ci (i=1,...,4) orientés selon plusieurs directions (voir figure 5.25) :
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Figure 5.25: – Positionnement des capteurs par rapport à la tête de l’anguille
Les quatre capteurs sont orientés de ±pi/4 pour les capteurs (C1, C4) et ±pi/8 pour les
capteurs (C2, C3) par rapport à l’axe x0. De plus, les axes de détection de ces quatre
capteurs se croisent au centre du repère Σ0. On supposera par la suite que ces capteurs
ne sont pas capables de discerner un obstacle au-delà d’une certaine distance que l’on
nommera dmax.
Les capteurs sont ensuite regroupés par paires : les capteurs (C1, C2) pour détecter les
obstacles à gauche de l’anguille et les capteurs (C3, C4) pour détecter les obstacles à droite
de l’anguille.
On a vu au début de ce chapitre que le générateur de mouvements des articulations de
l’anguille est composé de deux chaînes de CPGs : une chaîne pour les muscles du côté
gauche et une chaîne pour le côté droit. Ainsi, on a pu voir que pour faire tourner l’anguille
(vers la droite par exemple), il suffit d’augmenter les oscillations du côté gauche du corps
et de diminuer les oscillations du côté droit. Pour retrouver ce mode de fonctionnement
avec les capteurs, nous allons réaliser une connexion croisée entre les capteurs et les chaînes
de CPGs : les capteurs du côté droit seront reliés aux CPGs de gauche et inversement.
Ainsi, si les capteurs droits détectent un mur, alors ils devront diminuer l’amplitude des
CPGs du côté gauche.
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5.5.2 Loi de commande proposée
En considérant les capteurs liés à la tête de l’anguille, celle-ci ayant un mouvement d’oscil-
lation permanent en rotation autour de l’axe z0 pendant la nage, les données de distance
des obstacles risquent d’être peu exploitables. Pour faire en sorte que les axes de détection
des capteurs restent relativement stables pendant la nage de l’anguille, nous allons utiliser
l’oscillateur de Hopf proposé dans le paragraphe 5.3.
On considère à présent que les capteurs sont fixés sur un dispositif rotatif (le centre de
rotation étant confondu avec le centre du repère Σ0), dont l’axe médian est asservi sur
l’axe du cap estimé de l’anguille. La procédure pour calculer les axes des capteurs est donc :
1. A partir de l’angle de lacet de la tête ψ0(t) de l’anguille, on estime le cap ψ˜0(t) en
utilisant le filtre de Hopf ;
2. On définit alors les quatre axes des capteurs par :
ui = Rot( z0, ψ˜0).Rot( z0,αi).
 −10
0
 (5.54)
où la première rotation d’angle ψ˜0 permet de déterminer l’axe médian des capteurs, et la
seconde rotation d’angle αi permet de définir l’axe du capteur Ci.
et αi les coefficients définis par :
α1 =
pi
4
; α2 =
pi
8
; α3 = −pi
8
; α4 = −pi
4
A partir de l’axe ui de chaque détecteur Ci, on détermine la distance di du plus proche
obstacle (si celui-ci existe et se trouve à une distance inférieure à dmax).
La loi de commande que nous proposons est alors :
on calcule la moyenne des capteurs de gauche (C1, C2) et la moyenne des capteurs de
droite (C3, C4), soit :
dmg =
1
2
(d1 + d2) dmd =
1
2
(d3 + d4) (5.55)
On détermine enfin les consignes d’amplitude AL et AR que l’on doit appliquer aux chaînes
de CPG de chaque côté de l’anguille par :
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AL = k4.ALR.
dmd
dmax
(5.56)
AR = k4.ALR.
dmg
dmax
(5.57)
où k4 est un coefficient constant de réglage et ALR l’amplitude des oscillations.
On remarque que si les détecteurs ne voient aucun obstacle (dmd = dmg = dmax) alors les
fractions sont égales à 1 et les CPGs oscillent avec l’amplitude k4.ALR.
5.5.3 Exemple de simulation
Le cadre de la simulation étant la nage plane, on ne considère pas dans ce cas le correcteur
de l’angle de roulis : les ailerons resteront donc horizontaux. Par ailleurs, on considère que
les obstacles sont une succession de murs sans discontinuités et qu’ils dessinent ce que
l’on appellera un couloir duquel l’anguille ne devra pas sortir. Le schéma simulink de la
simulation est présenté sur la figure (5.26). Les paramètres de nage sont les suivants :
ALR=0,2 rad ; α=0,8 m−1 ; ∆φ = 2piLcλ ; Lc=0,14 m ; λ=1,5 m ; v=0.33 Hz ; tf=4 s ;
φc = 0 ; θc = 0 ; k4=0,6
Figure 5.26: – Simulateur de la commande avec perception de l’environnement
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La figure (5.27) montre la position de la tête de l’anguille obtenu au cours de la simulation :
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Figure 5.27: – Trajectoire de la tête et plusieurs configurations de l’anguille
On remarque que la tête de l’anguille ne sort pas de ce couloir et que, grâce aux capteurs
de distance, la trajectoire se trouve en permanence (en dehors des transitoires) au centre
des deux murs. Cependant, comme on ne pilote ici que la tête de l’anguille, nous n’avons
aucune garantie que le reste du corps n’entre pas en collision avec l’une des parois (voir
dernière configuration de l’anguille en haut de la figure).
Dans la loi de commande proposée, on calcule les amplitudes d’oscillations AL et AR.
Comme ces deux valeurs ne sont pas très parlantes et qu’on préfère visualiser l’amplitude
de l’onde du corps ALR et la rotation du corps Offs, on applique les fonctions de transfor-
mation suivantes (qui sont l’inverse des équations 5.19 et 5.20) :
ALR = AL +AR (5.58)
Offs = AL − AR (5.59)
Ces deux quantités calculées à partir des consignes AL et AR sont tracées sur la figure
(5.28) :
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Figure 5.28: – Consignes calculées par la loi de commande
Sur la figure (5.28), on peut remarquer que la courbe de consigne d’amplitude A possède
plusieurs paliers. En réalité, chacun de ces paliers correspond à un morceau du couloir.
Ainsi, lorsque le couloir est large (20 < t < 40s), l’anguille augmente sa vitesse, et lorsque
le couloir est étroit (50 < t <70s) l’anguille la réduit. La courbe montrant l’offset ajouté
à chaque articulation de lacet de l’anguille, montre que la loi de commande essaye en
permanence d’asservir un cap parallèle à la direction des murs de chaque côté de l’anguille.
Le caractère oscillant de cette courbe provient de l’oscillation en position de la tête. En
effet, nous avons filtré la partie rotation de la tête (comme le font les yeux chez l’homme),
mais il n’est pas possible d’annuler le mouvement transversal. Cependant, cette consigne
étant envoyée aux CPGs qui possèdent un temps de convergence assez lent, on peut
estimer que cette consigne sera naturellement filtrée.
5.5.4 Simulations avec un ou plusieurs capteurs défectueux
A présent, on considère qu’un ou plusieurs détecteurs sont en panne, ce qui va permettre
d’analyser le comportement de l’anguille dans cette situation. Pour cela, on va considérer
deux cas de panne pouvant survenir :
– cas de panne n˚ 1 : le capteur ne voit jamais les obstacles (la distance perçue est sa
distance maximale) ;
– cas de panne n˚ 2 : le capteur voit toujours un obstacle (la distance perçue est égale à
zéro).
Pour voir l’influence de ces pannes sur les différents capteurs, on simule les pannes sui-
vantes : sur la figure (5.29 -a), on simule les deux cas de panne affectant le capteur C4
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uniquement. Sur la figure (5.29 -b) on simule également les deux cas de panne mais pour
le capteur C3 uniquement :
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a - Panne sur un des capteurs externe
−14 −12 −10 −8 −6 −4 −2 0 2
−2
0
2
4
6
8
10
12
14
16
X (m)
Y 
(m
)
Fonctionnement Normal
Panne Cas N°1
Panne Cas N°2
b - Panne sur un des capteurs interne
Figure 5.29: – Simulations de pannes sur les capteurs de l’anguille
Les résultats de la figure (5.29) montrent que le cas de panne n˚ 2 est préjudiciable puisque
l’anguille entre en contact avec le mur et sort du couloir. Par contre, le cas de panne n˚ 1
ne pose pas de problème majeur, et on remarque que l’anguille nage plus près du mur
du côté où le capteur est en panne. On peut également remarquer sur la figure (5.29 -b)
qu’une panne survenant sur un des capteurs au centre (C2 ou C3) ne modifie pas énormé-
ment la trajectoire de l’anguille : on peut donc en déduire que les capteurs externes sont
prépondérants dans le fonctionnement de l’évitement d’obstacles.
Le cas de panne n˚ 2 (qui nous donne de mauvais résultats) peut être assez facilement
détecté par l’électronique du robot : on peut alors imaginer un réarrangement du com-
portement des capteurs en ne considérant plus celui qui est en panne.
On considère à présent qu’on utilise uniquement deux capteurs sur les quatre (ou que
deux d’entre eux sont en panne). On effectue alors deux simulations en ne considérant
que les capteurs (C2,C3) pour la première et les capteurs (C3,C4) pour la seconde. La
figure (5.30) représente alors le résultat de ces deux simulations :
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Figure 5.30: – Simulations avec seulement deux capteurs
Les deux simulations montrent que l’utilisation de deux capteurs symétriques suffit pour
obtenir une trajectoire semblable à celle obtenue par la simulation avec les quatre capteurs.
Seulement, pour le même temps de simulation, on remarque sur la figure (5.30) que
l’anguille va plus ou moins loin. Ce phénomène est lié à la position de la paire de capteurs
utilisée : pour les deux capteurs externes, les murs semblent "plus près" que pour les deux
capteurs centraux (du fait de l’angle d’ouverture). Or, comme la distance globale perçue
par les capteurs influe sur l’amplitude des ondulations, plus les murs seront près, plus
l’anguille nagera lentement. C’est pourquoi avec les capteurs externes, l’anguille va moins
loin qu’avec les capteurs centraux.
5.6 Conclusion
Dans ce chapitre, nous avons utilisé le modèle dynamique du prototype du robot anguille
étudié dans le chapitre 4 et avons utilisé un générateur de mouvements basé sur une ap-
proche plus bio-mimétique. Nous avons vu que ce générateur à base de CPGs (qui sont
équivalents à des réseaux de neurones) permet d’une part de reproduire la loi analytique
utilisée dans les précédents chapitres, et d’autre part de s’adapter de manière autonome
aux différents changements de consignes des paramètres de la loi d’ondulation (calculées
par les lois de commande). Nous avons également proposé un filtre basé sur l’apprentissage
des caractéristiques du signal d’entrée afin d’en déduire sa valeur moyenne. Enfin, nous
avons simulé des lois de commande simples qui permettent de réaliser des commandes en
boucle fermée de l’anguille. Ainsi, sur la base des travaux de [Alamir et al., 2007] nous
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avons simulé une première loi de commande dont le but est de permettre à l’anguille de
rejoindre un point situé dans l’espace. Dans un second temps, nous avons proposé d’utili-
ser des capteurs de distance afin que l’anguille puisse se diriger dans un espace restreint.
Les résultats en boucle fermée que nous avons présentés utilisent des lois de commande
simples. Il serait donc intéressant d’étudier d’autres lois de commande permettant d’amé-
liorer la nage de l’anguille (loi de commande en vitesse par exemple). De même, la solution
d’évitement d’obstacle est adaptée à un milieu dont les parois sont continues. Dans le cas
de discontinuités avec des obstacles ponctuels, la loi de commande ne fonctionnerait pas
convenablement. De plus, nous avons piloté la tête de l’anguille sans se soucier si le reste
du corps pouvait entrer en contact avec les obstacles. Pour tenter de résoudre ce problème,
une solution pourrait être d’utiliser les travaux de [Sfakiotakis et al., 2006] dans lesquels
les auteurs proposent d’ajouter des capteurs de distance non seulement sur la tête, mais
aussi sur chaque vertèbre de l’anguille. Ainsi, l’anguille serait capable d’adapter chacune
de ses vertèbres afin d’éviter un obstacle.
Dans la suite du projet Robot Anguille, dans le cadre du projet RAAMO de l’ANR, nous
n’utiliserons pas de détecteurs de distance comme dans ce chapitre. Le détecteur qui sera
développé sera basé sur le principe de l’électrolocation [Rasnow, 1996,Smith, 1999,Solberg
et al., 2007], c’est-à-dire la localisation d’obstacles par l’émission et la réception d’un
champ électrique. Le principe de fonctionnement repose premièrement sur l’emission du
champ électrique à partir d’organes dipolaires situés dans la tête et la queue de l’anguille.
Ensuite, du fait de la différence de conductivité entre la peau de l’anguille et l’eau, les
lignes de champ électrique sont attirées vers le corps (voir figure 5.31) :
Figure 5.31: – Principe de l’électrolocation pour le poisson éléphant
A partir de l’image du champ électrique perçue par la peau du poisson et d’une image
de référence, celui-ci est capable de déterminer la localisation et le type des obstacles.
Dans le cas du prototype, cette méthode sera appliquée en équipant chaque vertèbre de
détecteurs de champ électrique.
Conclusions et perspectives
Le travail présenté dans ce mémoire est consacré à la modélisation dynamique et la com-
mande d’un robot anguille. Pour la partie modélisation dynamique, nous avons traité le
cas d’un robot à architecture sérielle et le cas d’un robot hybride, c’est-à-dire constitué
d’un ensemble de robots parallèles connectés en série. Pour ces deux robots, et suite aux
travaux de [Ibrahim, 2006], nous avons proposé des algorithmes simples à écrire et à cal-
culer que ce soit pour le modèle dynamique inverse ou le modèle dynamique direct. Pour
cela, nous avons étendu les algorithmes de Newton-Euler au cas des robots où la base
n’est pas fixe, en intégrant dans les calculs une étape permettant de déterminer les accé-
lérations de la base (la tête de l’anguille dans le cas de notre robot).
L’étude du robot à structure sérielle, reprenant l’agencement des vertèbres de la colonne
vertébrale de l’anguille, nous a permis de tester les nouveaux algorithmes de Newton-
Euler sur un système relativement simple et d’obtenir des résultats préliminaires. Ainsi,
en relation avec les choix technologiques pressentis pour le prototype réel, ce simulateur
a permis d’une part, d’aider au dimensionnement des moteurs, et d’autre part de simuler
les performances qu’aurait le robot avec les choix définitifs. La modélisation du proto-
type hybride, qui représente la deuxième étape de ce mémoire, est basée sur les même
principes que le robot série mais présente une philosophie différente dans sa structure. Ce
robot étant constitué de plusieurs modules parallèles, le calcul dynamique de l’anguille
passe par la modélisation dynamique de ceux-ci avant de passer au robot en entier. Ces
calculs pouvant être coûteux lorsque le robot est constitué d’une multitude de modules,
nous avons montré que dans le cas de notre robot, le modèle dynamique des modules
pouvait être simplifié. En effet, nous avons remarqué que dans le cas où les paramètres
inertiels des jambes sont négligeables devant ceux de la base et de la plate-forme, alors
les modèles dynamiques s’y rapportant pouvaient être à leur tour négligés.
Outre la modélisation de la dynamique du robot, nous avons étudié un modèle de contact
entre le fluide et la structure de l’anguille. Ce modèle basé sur les équations de Mori-
son [Morison et al., 1950] est un modèle très simple mais peu réaliste dans certains cas,
surtout lors de virages dans la nage de l’anguille. En effet, le modèle suppose que la
"peau" de l’anguille est complètement rigide entre deux articulations rotules, ce qui ne
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sera pas le cas pour le prototype final. Malgré tout, ce modèle a permis de valider nos
algorithmes, et de créer une première version de simulateur du prototype utilisable pour
tester différentes lois de commande. Dans cette optique, nous avons présenté un travail
préliminaire (qu’il faudrait pousser avec un modèle fluide plus performant) concernant
l’influence des paramètres de la loi d’ondulation sur les performances en terme de vitesse
d’avance et de couples demandés. Ainsi, nous avons pu voir que le problème est relati-
vement complexe et qu’une méthode d’optimisation serait intéressante pour garantir une
efficacité permanente de la nage. Pour finir, ce modèle fluide nous a permis de montrer
que la présence d’ailerons au niveau de la tête de l’anguille est indispensable dès lors que
l’on souhaite effectuer des nages en trois dimensions.
Pour pouvoir commander l’anguille et se placer dans un cadre bio-mimétique, nous avons
utilisé comme générateur de mouvements un système composé d’un ensemble de CPGs
modélisant le comportement des réseaux de neurones des poissons à nage anguilliforme.
Pour le cas de l’anguille, nous avons pu voir que l’intérêt de ces générateurs de mouve-
ments est leur capacité d’auto-adaptation aux différents signaux d’entrée. Sur cette base,
nous avons présenté deux méthodes de commande dans le but de faire du contrôle en
boucle fermée : une première méthode de commande qui permet de se diriger vers un
point cible dans l’espace [Alamir et al., 2007] et une deuxième méthode qui permet à
l’anguille, par l’intermédiaire de capteurs de distance, de se diriger dans un couloir res-
treint. La première méthode proposée nous a permis de valider la possibilité de faire de
la nage 3D et le fait qu’on puisse agir correctement sur les articulations pour atteindre
un objectif. Cela valide également la possibilité de faire de la télé-opération, sachant que
l’on confère à l’anguille une autonomie complète dans la génération de ses mouvements
internes. La seconde méthode que nous avons proposée se base sur une philosophie dif-
férente : l’anguille ne cherche plus à se diriger vers une cible, mais essaye d’éviter les
obstacles environnants. Pour cela, nous nous sommes basés sur la méthode de répulsion,
méthode où les détecteurs agissent sur la courbure de l’anguille afin qu’elle s’éloigne des
différents obstacles perçus (avec plus ou moins de force selon la distance).
La partie expérimentale du projet est toujours en cours, la partie mécanique de la struc-
ture des vertèbres étant terminée. Les boucles d’asservissement permettant de piloter les
moteurs de l’anguille ont été testées et validées (voir annexe A), ainsi que les modèles
géométriques inverses. N’ayant pas toutes les cartes électroniques, et la tête de l’anguille
n’étant pas réalisée, nous n’avons pas encore testé l’ensemble complet. De même, le sys-
tème de la peau n’étant pas tout à fait finalisé, nous n’avons pas caractérisé le comporte-
ment mécanique de celle-ci afin de l’intégrer dans le calcul du modèle dynamique.
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Les perspectives liées à ce travail sont les suivantes :
– L’intégration d’un modèle fluide plus performant basé sur les travaux de [Porez, 2007].
Pour cela, nous allons devoir remplacer notre modèle de corps rigide entre deux liaisons
rotules par une géométrie virtuelle : cette transformation permet de passer d’une an-
guille dont la géométrie est un ensemble de segments, à une géométrie ou l’anguille est
continue (et modélisant la fibre neutre que prendra la peau une fois sur le prototype).
Seront ensuite appliquées les formules de calcul du modèle fluide développées dans cette
thèse.
– Intégrer dans le simulateur un modèle de comportement de la peau afin de simuler
l’énergie nécessaire pour la déformer.
– Transférer l’algorithme du modèle dynamique du prototype au laboratoire Gipsa-Lab
de Grenoble afin qu’ils puissent tester leurs algorithmes de commande sur le simulateur,
et ensuite les implanter directement dans le robot.
– Etendre la détection d’obstacles présentée dans le chapitre 5 à tout le corps de l’an-
guille (et pas seulement la tête) afin d’améliorer le comportement. On pourra également
essayer de généraliser cette méthode pour la nage 3D, et ainsi l’intégrer dans les algo-
rithmes de commande.
– Enfin, appliquer l’ensemble de ces méthodes au prototype et mettre en place la télé-
opération.
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Annexe A
Expérimentation
A.1 Introduction
Dans le mémoire, nous avons étudié les différents aspects de la modélisation du robot
anguille. Il est également important de pouvoir appliquer les résultats obtenus sur le
prototype réel. Pour rappel, le prototype réalisé dans ce projet possède une structure
hybride composée de 12 modules identiques dont chacun possède 3 moteurs à courant
continu. Pour chacun de ces moteur, un asservissement devra être réalisé afin de reproduire
les consignes articulaires qui seront calculées à partir du générateur de mouvements.
L’annexe est organisé de la manière suivante : Dans le paragraphe A.2, on commence par
présenter l’architecture du prototype et le matériel utilisé, dans le paragraphe A.3 sont
présentées les boucles de régulation des moteurs de l’anguille. Le paragraphe A.4 traite
du système global de gestion et de commande de l’anguille et enfin le paragraphe A.5
présente l’architecture générale de l’électronique de commande.
A.2 Présentation du prototype
A.2.1 L’architecture informatique
Contrairement au cas de la simulation où tous les calculs sont effectués sur un seul ordi-
nateur, le prototype est constitué d’un ensemble de plusieurs unités informatiques reliées
en réseau. Ces unités informatiques sont classées selon deux types :
– Une unité informatique dans la tête de l’anguille qui joue le rôle de "cerveau".
– Six unités informatiques réparties le long de l’anguille et permettant chacune de contrô-
ler deux modules consécutifs.
Ce type d’architecture est généralement plébiscité lors de la conception d’un prototype
car elle permet de dissocier les éléments permettant le contrôle global du système (posi-
tionnement absolu, calcul des trajectoires, décision des mouvements,...) et le contrôle des
tâches locales (pilotage des actionneurs, surveillance des capteurs,...) :
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Figure A.1: – Répartition des unités informatiques dans le prototype
Dans le cas de l’anguille, cela permet de simplifier la programmation car elle permet
d’avoir un seul programme commun à toutes les unités informatiques présentes dans les
vertèbres, et un second programme dans l’unité informatique de tête qui n’a alors plus à
se soucier du fonctionnement du corps.
Dans le cadre du projet robot anguille qui a pour objectif de créer un robot le plus
bio-mimétique possible, ce type d’architecture est très importante car elle est en réa-
lité directement inspirée du fonctionnement neuronal des animaux vertébrés. En effet, le
cerveau n’a pas pour rôle de générer les mouvements locomoteurs mais tient le rôle de
coordinateur. C’est au système nerveux de la moelle épinière à travers une multitude de
réseaux de neurones que revient la tâche d’assurer le contrôle locomoteur de l’animal.
Dans notre cadre d’étude, l’ensemble de ces réseaux de neurones locomoteurs sera rem-
placé par nos 6 unités informatiques et la moelle épinière sera substituée par un réseau
de communication informatique.
A.2.2 Présentation du matériel utilisé
Nous avons vu que le prototype est piloté par 7 unités informatiques indépendantes. Ces
unités sont des microcontrôleurs PowerPC MPC565 distribués par la société Phytec et
sélectionnés pour les caractéristiques suivantes :
– unité de calcul flottant 64 bits ;
– capacité de générer au moins 6 PWM indépendantes ;
– capacité à gérer 6 codeurs en quadrature ;
– capacité à gérer au moins 6 convertisseurs Analogique/Numérique ;
– utilisation de 2 Bus CAN ;
– utilisation d’une liaison série ;
– vitesse de calcul suffisante pour le calcul des modèles géométriques inverses.
Tous les PowerPC sont équipés d’un mini système d’exploitation temps réel basé sur les
spécifications OSEK-VDX, ce qui permet d’exécuter plusieurs tâches (ou programmes) en
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parallèle. Comme précisé par les caractéristiques, la mise en réseau des microcontrôleurs
se fait via 2 bus CAN (un principal + un de secours) qui permettront de faire transiter
les ordres du cerveau de notre prototype vers les contrôleurs locaux.
Dans la première étape du prototype, les consignes de trajectoires seront envoyées par un
opérateur via une radio-commande. Elles seront ensuite interprétées par le calculateur de
la tête en consigne de nage pour être finalement envoyées par le réseau aux autres micro-
contrôleurs. Le robot anguille intègre également dans sa tête un contrôleur autonome qui
a pour fonction la régulation de l’angle de roulis (rotation autour de l’axe de la tête) afin
que le robot reste stable (principe similaire aux sous-marins) lors de la nage. Cette régula-
tion est effectuée par l’intermédiaire d’une centrale inertielle connectée au PowerPC située
dans la tête et capable de mesurer l’angle de roulis. Les deux autres angles donnés par
la centrale sont quant à eux utilisés dans la commande générale de l’anguille pour gérer
efficacement les changements de trajectoires demandés par l’opérateur. La tête de l’an-
guille est également équipée de deux capteurs de vitesse de type Loc (les systèmes à effet
Dopler n’étant pas suffisamment précis pour de faibles vitesses) situés de part et d’autre
de la tête et dont la moyenne permet de réguler la vitesse sur celle imposée par l’opérateur.
Le but des six autres PowerPC est de gérer l’ondulation des deux modules dont ils dé-
pendent. Pour ces deux modules, le PowerPC doit gérer les boucles d’asservissement de
6 moteurs à courant continu 24V. Ceux-ci sont en réalité alimentés en 40V afin que
leur couple maximum soit disponible à n’importe quelle vitesse de rotation (il faut sur-
alimenter pour pouvoir contrer l’influence de la force contre électromotrice du moteur).
Pour pouvoir piloter ces 6 moteurs, une carte de puissance permettant de commander les
moteurs en couple est reliée au PowerPC (la carte est équipée d’un variateur de vitesse
et d’une mesure de courant).
A.2.3 La méthodologie de commande adoptée
Nous avons vu jusqu’à présent comment le fonctionnement de l’anguille était distribué
de manière bio-mimétique. Reste à savoir quel type de commande utiliser, et que va-t-on
programmer dans les différentes unités informatiques.
Concernant la tête de l’anguille, il n’existe pas de commande unique mais une multitude
de commandes suivant les objectifs et les critères que l’on se fixe. Des algorithmes de com-
mandes ont été développés dans le cadre de multiples travaux [Yu et al., 2003,Lapierre et
Jouvencel, 2005,Alamir et al., 2007, Ijspeert et Crespi, 2007], qui permettent au final de
déterminer un jeux de coefficients utilisables pour la nage qu’on pourrait comparer aux
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signaux qu’envoie le cortex cérébral à la moelle épinière de l’anguille biologique. Parmi ces
coefficients, on trouve la fréquence d’oscillation, la longueur d’onde ou encore la courbure
générale de l’anguille dans les différentes directions.
Pour les microcontôleurs assurant le contrôle local de la locomotion, nous avons recensé
3 modes de fonctionnement possibles :
– un asservissement sur une (ou plusieurs) consigne(s) envoyée(s) par la tête à chaque
pas de temps de calcul ;
– un asservissement sur une génération de mouvement sinusoïdale locale dont les para-
mètres sont modifiés par la tête lorsque cela est nécessaire ;
– un asservissement sur une génération de mouvements à base de réseaux de neurones
(ou CPGs) s’auto-adaptant aux consignes de la tête.
Cette dernière possibilité, qui est la plus bio-mimétique n’est pas la méthode de commande
retenue dans un premier temps car moins intuitive qu’une commande plus classique et plus
complexe à mettre en oeuvre sur un système distribué en réseau (la communication devient
complexe avec la multiplication des connexions synaptiques). C’est la deuxième solution
que nous avons retenue car elle permet d’alléger le temps de calcul du PowerPC situé en
tête (par rapport à la première méthode) et confère une autonomie locale, tout comme
un système à base de réseaux de neurones, la complexité en moins. Le problème inhérent
de ce type d’architecture et de commande est que l’ensemble des PowerPC doivent être à
tout moment synchronisés si l’on veut que le fonctionnement global de tous les contrôleurs
locaux soit cohérent. Ce genre de problème est tout de même facilement contournable si
on intègre dans le réseau une horloge globale gérée par le calculateur maître.
A.3 Commandes bas niveau de chaque module
La tâche dédiée à la commande locale est un asservissement en position des différents mo-
teurs du module afin de respecter la consigne calculée par le générateur de mouvements
(fonction sinusoïdale). Cet asservissement est composé de deux régulateurs imbriqués : un
régulateur de bas niveau de type boucle de courant qui permet de commander le moteur
en couple, imbriqué dans un régulateur de type boucle de position.
Pour que ces deux boucles fonctionnent convenablement, il faudra respecter ces 3 condi-
tions :
– la boucle de courant doit être vue comme un gain pur par la boucle de position ;
– la bande passante de la boucle de courant doit être largement supérieure à celle de la
boucle de position ;
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– la boucle de position doit avoir une fréquence d’échantillonnage plus faible que la boucle
de courant.
A.3.1 Étude de la boucle de courant
La boucle de courant permet de réguler l’intensité sur une valeur de consigne et donc,
modulo la constante de couple Kt, de réguler le couple du moteur. Pour réaliser cet
asservissement, il existe deux types de régulateurs classiquement utilisés pour les boucles
de courant :
– le régulateur PI (architecture parallèle),
– le régulateur I-P (architecture sérielle).
Ces deux régulateurs sont quasiment identiques et lorsqu’on calcule la fonction de transfert
en boucle fermée on obtient le même dénominateur. Seulement, le régulateur I-P possède
l’avantage de ne pas introduire de zéro au numérateur de la fonction de transfert, ce qui
est intéressant puisqu’on évite intrinsèquement de rajouter de l’instabilité et du bruit. La
structure complète du régulateur est la suivante (figure (A.2)) :
Figure A.2: – Structure du régulateur I-P pour la boucle de courant
Dans cette boucle de régulation, on retrouve les éléments suivants :
– Ki et Kp les coefficients du régulateur I-P ;
– Gu qui représente le gain entre le courant souhaité et la tension appliquée au moteur
permettant de l’obtenir ;
– fem qui représente la force contre électromotrice du moteur ;
– le modèle électrique du moteur ;
– un filtre passe bas du premier ordre qui permet de lisser le courant et de supprimer les
effets de commutations du moteur introduits par le hachage de la tension d’alimentation.
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Pour l’étude du régulateur, on se place dans le cas où le système est parfaitement continu
et idéal (on ne hache pas la tension d’alimentation pour faire varier la tension moyenne
appliquée au moteur). Le gain entre Ie et Uc s’exprime alors par :
Gu = R
R représentant la résistance de l’induit du moteur (voir caractéristiques en annexe B).
Pour que le régulateur soit idéal on remplace dans un premier temps le filtre passe bas
par un gain pur de 1.
La fonction de transfert s’écrit donc :
H(s) =
Ic(s)
Im(s)
=
KiKpGu
Ls2 + (R +KpGu)s+KiKpGu
(A.1)
On remarque que le gain statique de la boucle est bien de 1 comme précisé dans le cahier
des charges. Cette fonction de transfert peut également être écrite sous la forme canonique
suivante :
H(s) =
K
s2 + 2ξωns+ ω2n
(A.2)
On peut alors en déduire l’expression des gains Kp et Ki en fonction de ξ et ωn, soit :
Kp =
2ξωnL−R
Gu
(A.3)
Ki =
ω2nL
KpGu
(A.4)
Ainsi, il est possible de régler les coefficients du régulateur en fonction de la bande passante
souhaitée ωn et du dépassement ξ. Si l’on souhaite obtenir la réponse la plus rapide et
sans oscillations, on prend (ξ = 1) ce qui ramène le système à un second ordre à pôle réel
double.
Dans ce cas, c’est donc le choix de ωn qui va déterminer la valeur des coefficients du
régulateur. Si l’on souhaite avoir le système le plus rapide possible, une méthode simple
et efficace consiste à prendre pour valeur de ωn la pulsation correspondant à la constante
de temps électromécanique du moteur (qui représente la bande passante du moteur) :
ωn = 2pi
RJ
KtKe
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avec Kt et Ke les constantes de couple et électrique du moteur et J l’inertie du rotor.
Le calcul de la constante électromécanique nous donne une bande passante d’environ
100Hz pour la boucle de courant.
A présent, il faut étudier l’influence de la présence du filtre et le caractériser pour que
celui-ci respecte les différentes contraintes. La première contrainte est le respect de la
fréquence de Shannon : on a choisi d’échantillonner la boucle de courant à 1kHz ce qui
veut dire que la fréquence de coupure du filtre ne doit pas dépasser les 500Hz. La deuxième
contrainte est que la fréquence de coupure du filtre doit se situer au-dessus de la bande
passante de la boucle (100Hz), sinon on risque d’atténuer et de déphaser le signal ce qui
aura pour conséquence de dégrader les performances. Finalement, on choisit de régler la
fréquence de coupure du filtre à 300Hz. Pour apprécier les différences entre le régulateur
sans filtre et le régulateur avec filtre, on commence par tracer leurs diagrammes de Bode
(figure A.3) :
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Figure A.3: – Diagramme de Bode pour le régulateur avec et sans filtre
Le diagramme de Bode nous montre que la présence du filtre dégrade légèrement les
performances comme on pouvait s’y attendre. En effet, la présence du filtre augmente la
rapidité du déphasage, mais il atténue moins le signal dans la bande passante du système.
On remarque également que le gain de la boucle est légèrement supérieur à 1 sur la bande
des 200-350 rd/s ce qui va sensiblement dégrader les performances du système. Cette
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dégradation de performance provient d’une diminution de la marge de phase de la boucle.
Pour quantifier cette diminution de la marge de phase, on trace le diagramme de black
du régulateur en boucle ouverte (figure A.4) :
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Figure A.4: – Diagramme de Black pour le régulateur avec et sans filtre
Sur la figure (A.4), on vérifie que la présence du filtre diminue la marge de phase. La
mesure de ces marges pour les deux courbes tracées donne :
– une marge de phase de 76.3˚ pour le correcteur sans filtre ;
– une marge de phase de 61.3˚ pour le correcteur avec filtre.
En rajoutant le filtre dans la boucle de courant, nous n’avons pas rendu le système instable,
et celui-ci reste suffisamment robuste. Cependant, le fait de diminuer la marge de phase va
rendre le système un peu plus oscillant. On peut vérifier ce résultat si on trace la réponse
à un échelon du régulateur avec et sans filtre :
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Figure A.5: – Réponse à un échelon du régulateur avec et sans filtre
Le régulateur sans filtre étant réglé avec un ξ = 1, on observe que la réponse à un échelon
ne présente pas de dépassement de la consigne comme souhaité. Avec le filtre, comme ob-
servé sur les diagrammes de Bode et de Black, le système devient légèrement oscillant et
provoque un dépassement de la consigne. La présence du filtre (qui est obligatoire) impose
donc un réglage manuel de ξ si on souhaite avoir une réponse optimale. Il est également
possible d’améliorer sensiblement le résultat en augmentant la fréquence de coupure du
filtre (tout en restant en-dessous des 500 Hz). L’augmentation de la fréquence de coupure
a pour effet de décaler l’influence du filtre sur le diagramme de Bode, d’augmenter la
marge de phase et par conséquent de diminuer le caractère oscillant. Finalement, pour le
prototype, nous avons décidé de garder la fréquence de coupure de 300Hz : les résultats de
simulations montrent qu’il faut alors prendre ξ = 1, 65 pour ne pas avoir de dépassement
(pour une bande passante de 100Hz et une fréquence d’échantillonnage de 1kHz).
A présent que l’étude en continue est terminée, il faut penser à traiter le cas des non
linéarités qui peuvent apparaître dans ce genre de régulateur. Les non linéarités qu’il faut
prendre en compte dans ce régulateur sont les limites des actionneurs. Dans notre cas, il
s’agit de la limite en tension qu’on peut appliquer au moteur. Le schéma utilisé sera alors
celui de la figure (A.6) :
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Figure A.6: – Structure du régulateur I-P pour la boucle de courant
On peut observer sur ce schéma la présence de la saturation de commande de la tension
du moteur. Sur ce schéma, on a également ajouté sur l’entrée de l’intégrateur un terme
d’anti-windup Iw (anti-emballement en français) qui permet d’éviter au terme intégral de
la boucle de diverger lorsque la commande arrive en saturation. On peut observer que
ce dispositif est inopérant lorsqu’il n’y a pas de saturation (Uc(t) ≤ USat). Lorsque le
système est en saturation, le terme d’anti-windup va faire en sorte de faire tendre la com-
mande Uc(t) vers la tension de saturation USat. L’expression de l’intégrateur permettant
de prendre en compte l’anti-windup s’exprime par la fonction de transfert suivante :
IS = KI
Te
2
1 + z−1
1− z−1 Ie +
z−1
1− z−1 IW (A.5)
avec Te=1 ms la période d’échantillonnage de la boucle de courant (pour une fréquence
de 1kHz).
Cette équation nous montre que l’action de l’anti-windup ne vient pas modifier le signal
d’entrée de l’intégrateur mais vient directement modifier sa sortie. Ce principe permet
d’éviter de modifier le signal Ie et permet également d’améliorer la vitesse de réponse du
régulateur lorsque celui-ci sort de la zone de saturation.
La figure (A.7) présente le gain de performance qu’apporte l’anti-windup pour notre ré-
gulateur lorsque celui-ci entre en saturation :
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Figure A.7: – Influence de l’anti-windup sur les performances du régulateur en cas de
saturation
Pour un réglage du régulateur avec un ξ = 0.707, on remarque que sans l’anti-windup
le courant reste saturé pendant quelques instants après le premier dépassement. Cette
saturation correspond au temps qu’il faut à l’intégrateur pour se décharger. A l’inverse,
la présence de l’anti-windup permet d’avoir une réponse sans saturation du courant et
un temps de réponse plus rapide. On remarque également que l’anti-windup permet de
diminuer la durée de la saturation en tension du moteur d’où le gain de performance.
Comme pour tout moteur, la perturbation due à la force contre-electromotrice est ex-
trêmement importante à prendre en compte, puisqu’en fonction de la vitesse de rotation
du moteur, il est tout à fait possible d’annuler la tension de commande du moteur et
par conséquent de rendre impossible la régulation de courant. La figure (A.8) montre les
caractéristiques classiques d’un moteur à courant continu :
Figure A.8: – Caractéristiques d’un moteur à courant continu
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Cette figure nous montre qu’à vitesse maximum, le moteur ne peut plus fournir de couple
ce qui est gênant pour notre régulateur. Pour palier à ce problème, la solution consiste à
suralimenter suffisamment les moteurs pour décaler la courbe de couple vers le haut. Il
faudra cependant faire attention de ne pas dépasser la vitesse maximum du moteur pour
ne pas le détériorer. Les calculs montrent que pour avoir à notre disposition les 2N.m sur
la plage de vitesse qui nous intéresse, il faut passer d’une tension d’alimentation de 24V
à une tension d’alimentation de 40V.
A.3.2 Etude de la boucle de position
La boucle de position permet de faire une régulation de la position du moteur vis-à-vis
des consignes demandées, mais permet également de calculer le couple (donc l’intensité)
de consigne que devra réguler la boucle de courant. Pour étudier ce régulateur, on se
place dans le cas où le moteur est considéré comme idéal (les frottements secs et visqueux
sont simplement considérés comme des perturbations extérieures). Le modèle dynamique
inverse d’un moteur sans frottement s’écrit :
Γ = J q¨ (A.6)
où J représente l’inertie du moteur et q¨ son accélération angulaire.
On utilise ici un régulateur PID série ce qui nous permet de ne pas introduire de zéro au
numérateur de la fonction de transfert. La boucle de position (sans consigne de vitesse ni
d’accélération) se schématise de la manière suivante :
Figure A.9: – Structure du régulateur PID série pour la boucle de position
Malgré le fait que le régulateur ne prenne ici que des consignes en position, on observe que
celui-ci utilise un retour tachymétrique pour effectuer sa régulation. L’avantage du retour
tachymétrique est qu’il permet d’augmenter la stabilité du système et donc de choisir une
plus grande plage de valeurs pour les gains du régulateur. Le transfert de ce régulateur
s’exprime de la manière suivante :
q
qd
=
Kp Ki Kd
Js3 +Kds2 +Kd Kis+Kp Ki Kd
(A.7)
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Comme pour la boucle de courant, il est possible de réécrire cette fonction de transfert
sous forme canonique et factorisée sous la forme :
q
qd
=
K
(s+ ωn)(s2 + 2ξωns+ ω2n)
(A.8)
Par identification, on peut alors déterminer les gains du régulateur en fonction de ξ et
ωn :
K = Kp Ki Kd Kd = J(2ξ+ 1)ωn Ki = ωn Kd =
ωn
2ξ+ 1
On observe alors que le gain statique de cette fonction de transfert est de 1 et qu’elle
est toujours stable quelles que soient les valeurs de ξ et ωn. Cependant, contrairement
à la boucle de courant où le choix de ωn est relativement libre, le réglage de la boucle
de position est plus difficile. En effet, pour que la boucle de courant soit transparente
vis-à-vis de la boucle de position, il est nécessaire d’avoir une fréquence d’échantillonage
plus faible. En général, on considère qu’un facteur 10 est suffisant, ce qui nous amène dans
notre cas à échantillonner la boucle de position à 100Hz. Il est possible de descendre en
dessous des 100hz pour l’échantillonnage, compte tenu des faibles dynamiques qu’auront
les mouvements de l’anguille, mais on dégrade d’autant la précision du calcul de la vitesse
du moteur (la vitesse est obtenue par dérivation numérique du signal des codeurs).
Jusqu’à présent pour le régulateur de position, on n’a pas considéré les non-linéarités
du moteur ainsi que le problème des satuations. Le moteur électrique n’étant pas idéal,
il est nécessaire de lui rajouter les frottements secs et visqueux ainsi que la saturation
correspondant au couple maximum qu’il est possible de délivrer. Le schéma de la boucle
de position modifié est représenté sur la figure (A.10) :
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Figure A.10: – Boucle de position tenant compte des saturations et des non-linéarités
Dans le cas où la boucle de position est couplée avec une boucle de courant, l’introduction
du terme des frottements secs est important, surtout si l’application nécessite régulière-
ment des changements de sens de rotation (ce qui est le cas du robot anguille). En effet
les changements de sens répétitifs font que le terme intégral du régulateur doit constam-
ment réguler le frottement sec comme une perturbation. Si le frottement sec est compensé
dans le calcul du couple, la performance du régulateur est fortement améliorée au niveau
du temps de réponse du système. Si on souhaite augmenter un peu plus la rapidité du
système, une astuce consiste à ne plus calculer Fs en fonction du signe de la vitesse mais
en fonction du signe de l’erreur entre la consigne et la mesure de la position. Cette astuce
est efficace lorsque l’erreur change de signe alors que le moteur tourne toujours dans le
même sens : dans le cas classique, prendre le signe de la vitesse fait que le frottement sec
est un frein important dans la commande tant que le moteur ne s’est pas arrêté, tandis
qu’en prenant le signe de l’erreur, on augmente la réactivité de la commande permettant
ainsi de freiner le moteur plus rapidement pour le faire changer de sens.
Comme pour la boucle de courant, on introduit un terme d’anti-windup qui permet d’aug-
menter la rapidité de la réponse et d’éviter les instabilités du régulateur en cas de satura-
tion de celui-ci. Le calcul de l’intégrateur se fait de la même manière que pour la boucle
de courant en utilisant l’équation (A.5) avec pour Te la période d’échantillonage de la
boucle de position.
Pour pouvoir lier le couple calculé par la boucle de position et le courant de consigne
attendu pour la boucle de courant, on utilisera la relation bien connue :
Γ = KTI (A.9)
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A.3.3 Résultats expérimentaux
A partir des études théoriques pour les boucles de courant et de position, nous avons
programmé dans le système informatique embarqué les deux régulateurs proposés. Nous
avons ensuite réglé les deux régulateurs avec les coefficients suivants :
– pour la boucle de courant : ωn = 2pi.100 ; ξ = 1, 65 (bande passante de 100Hz) ;
– pour la boucle de position : ωn = 2pi.2 ; ξ = 1 (bande passante de 2Hz).
Boucle de courant
La boucle de courant étant la boucle de plus bas niveau, on commence par tester si son
fonctionnement est convenable et correspond à l’étude théorique menée précédemment.
Sur la figure (A.11), on trace la réponse en courant du moteur pour une consigne de
courant de ±0, 02A :
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Figure A.11: – Test de la boucle de courant
La figure (A.11) nous montre que même avec le filtre de 300Hz utilisé, le signal du courant
reste assez bruité. Cependant, on peut observer que la réponse à un échelon ne présente
pas de dépassement de la consigne, ce qui est en accord avec l’étude théorique. On re-
marque également que le temps de réponse est très rapide au moment du changement
de consigne (la pente est presque verticale) mais que la courbe est rapidement perturbée
et ralentie ce qui provoque un temps de réponse de l’ordre de 0,15 s. Cette perturbation
provient de la force contre-électromotrice du moteur qui vient diminuer le courant réelle-
ment fourni au moteur. Comme la partie mécanique du moteur possède une constante de
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temps plus faible que le courant, l’effet de la fem (qui est proportionnelle à la vitesse de
rotation du moteur) vient perturber la boucle de courant de manière retardée et alonge
son temps de réponse.
Boucle de position
En amont de la boucle de courant que l’on vient d’expérimenter, on place le régulateur de
position. Sur les figures (A.12 -a) et (A.12 -b), on trace la réponse en position du moteur
pour une consigne en échelon de ± 10˚ et ± 90˚ :
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Figure A.12: – Réponse de la boucle de position pour différentes valeurs de consigne
On remarque sur la figure (A.12 -a) que la position du moteur converge sans problème
vers la consigne spécifiée et sans effectuer de dépassement comme on pouvait s’y attendre
(ξ = 1). Sur la figure (A.12 -b), on s’aperçoit que pour des consignes plus grandes, la ré-
ponse présente un petit dépassement. Ceci provient du fait qu’on arrive en saturation de
la commande et qu’il n’est pas possible d’obtenir les performances optimales. Cependant,
le dépassement est extrêment léger grâce au terme d’anti-windup et reste, par conséquent,
tout à fait acceptable.
Sur la figure (A.12 -a), on peut noter qu’une fois la valeur de consigne atteinte, la courbe
se met à osciller légèrement. Ces oscillations traduisent ici le problème du frottement sec
qui intervient lors du changement de sens de rotation du moteur. Pour la réponse à une
consigne de ± 10˚ , on peut alors tracer la courbe de la consigne de courant calculée par
la boucle de position (voir figure A.13) pour mieux observer le phénomène.
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Figure A.13: – Consigne de courant calculée par la boucle de position
On retrouve sur la figure (A.13) le caractère oscillant de la courbe de position. On re-
marque également que les amplitudes des oscillations sont toujours les mêmes lorsque le
moteur a atteint la position désirée. On met donc en évidence ici la courbe en hystérésis du
frottement sec qui induit la présence d’un couple de démarrage non nul pour faire bouger
le moteur. Même si on a tenu compte de ce frottement dans la commande, il s’agit ici
d’une valeur théorique : une étape d’identification permettrait donc d’obtenir un meilleur
résultat.
A.4 Commandes haut niveau de chaque module
Pour la commande de haut niveau ( c’est-à-dire la génération de mouvements, le calcul des
modèles géométriques, les gestions d’erreurs, etc), le système que nous avons étant distri-
bué sur plusieurs unités informatiques, un procédé permettant l’interaction est nécessaire.
Dans [Mihalachi, 2000], l’auteur propose d’implémenter dans chaque unité informatique
un automate de contrôle qui permet d’exécuter différents programmes (ou tâches) selon
la situation où l’on se trouve. A partir de ses travaux, nous avons adapté l’automate de
contrôle pour les besoins de notre robot :
194 Expérimentation
Figure A.14: – Automate de contrôle pour les unités informatiques situées dans les ver-
tèbres de l’anguille
Cet automate est divisé en trois modes de fonctionnement principaux : le mode d’initia-
lisation, le mode module en fonction et le mode module en panne. Pour chacun d’entre
eux, les rôles sont :
1. Mode d’initialisation : l’initialisation d’une unité informatique est séparée en deux
étapes : le bootloader et la configuration.
– Le bootloader est un petit bout de programme qui permet de télécharger puis
d’exécuter le logiciel principal. Ce procédé est extrêmement intéressant, puisqu’il
évite d’avoir à reprogrammer l’unité informatique et donc de démonter, puis re-
monter l’ensemble de la mécanique et de l’électronique (cela permet d’éviter des
pertes d’étanchéité et de fragiliser les différents composants) ;
– La configuration constitue l’étape initiale du logiciel qui vient d’être téléchargé.
Elle permet de configurer d’une part les différentes entrées-sorties utilisées pour
piloter les moteurs, et d’autre part de configurer la communication réseau (où se
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trouve l’unité informatique dans l’anguille par exemple).
2. Mode module en fonction : c’est dans ce mode que l’anguille va faire onduler son
corps et que chaque module va devoir effectuer des mouvements sinusoïdaux. Pour
que la synchronisation entre les différentes unités informatiques soit opérante et que
les paramètres de la nage soit connus, la tâche liée à ce mode va recevoir les données
nécessaires par le réseau.
3. Mode module en panne : Lorsqu’une panne est détectée, elle est alors signalée sur le
réseau afin que les autres unités informatiques puissent en tenir compte. Si jamais
le problème est une erreur de réseau, alors le programme se réinitialise.
Ce genre d’architecture est relativement simple à mettre en place avec un système d’exploi-
tation temps réel puisque chaque mode de fonctionnement va consister en une ou plusieurs
tâches qui pourront être exécutées et interrompues à tout moment selon le contexte de
travail. De même il est possible d’attribuer des priorités plus ou moins importantes selon
le rôle des tâches. Pour illustrer, on prend l’exemple des différentes tâches nécessaires pour
générer l’ondulation des modules (figure A.15) :
Figure A.15: – Schéma global de fonctionnement de la commande pour un module de
l’anguille
On remarque sur la figure (A.15) que l’ensemble du schéma de commande des moteurs
de l’anguille ne s’effectue pas sur une seule tâche mais sur deux. En effet, on a vu que les
boucles de régulation doivent se faire sur un intervalle de temps très court et qui ne varie
pas. Pour cela, les boucles sont programmées dans une tâche dite de fond, c’est-à-dire
qu’elle s’exécute de manière indépendante du reste et n’est jamais interrompue. Pour le
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calcul des consignes à envoyer aux moteurs, on crée une nouvelle tâche qui pourra avoir
une période d’activation plus au moins longue suivant la fréquence de calcul que l’on
souhaite avoir. Pour cette tâche, plusieurs options peuvent être mises en place selon le
principe de fonctionnement de l’anguille :
– si la fonction d’ondulation est autonome (c’est-à-dire qu’elle n’est pas synchronisée avec
les autres unités informatiques), la tâche sera activée de manière périodique et viendra
prendre de manière asynchrone les paramètres de la nage dans un tableau de valeurs
mis à jour par le réseau ;
– si la fonction d’ondulation est synchronisée, la tête de l’anguille enverra un signal de
synchronisation (avec les paramètres de la nage) et la tâche sera exécutée à la réception
de celui-ci. Ce mode de fonctionnement sera privilégié car il permet d’avoir un fonc-
tionnement parfaitement synchrone de toute l’anguille et d’avoir une gestion du temps
qui dépend uniquement de l’unité informatique dans la tête de l’anguille.
A.5 Electronique de commande des moteurs
Pour pouvoir actionner les moteurs du prototype, nous avons besoin d’une interface de
puissance entre le microcontrôleur et le moteur. Dans le cahier des charges pour la com-
mande des moteurs, l’interface de puissance développée doit pouvoir faire varier la vitesse
du moteur dans les deux sens de rotation et être capable de mesurer le courant absorbé
par le moteur. Sur ces spécifications, le schéma général suivant a été adopté (figure A.16) :
Figure A.16: – Schéma électronique de commande d’un moteur
Le schéma de la figure (A.16) est constitué de plusieurs parties :
– un signal PWM (modulation à largeur d’impulsion en français) et un inverseur pour
faire varier la vitesse du moteur et permettre le changement de sens de rotation ;
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– un pont en H : Ce composant permet de faire l’interface entre les signaux logiques de
commande et la puissance délivrée au moteur ;
– une self L ;
– le moteur M ;
– une résistance de shunt Rs pour la mesure du courant ;
– une sonde différentielle pour mesurer et mettre en forme le courant moteur.
Le principe de commande d’un moteur par l’intermédiaire d’un signal et de son complé-
ment (l’inverseur sur le schéma) permet de n’avoir qu’un seul signal pour faire varier la
vitesse et changer les sens de rotation. Ainsi, pour un rapport cyclique de 50%, le moteur
sera à l’arrêt et pour 0% et 100% il tournera à plein régime dans l’un ou l’autre sens.
La variation du rapport cyclique permet donc de moduler la tension moyenne du moteur
et par conséquent le courant moyen. La figure (A.17) montre le principe d’alimentation
alternée du moteur, et la figure (A.18) représente le courant moteur obtenu :
Figure A.17: – Alimentation du moteur suivant les phases du signal PWM
Figure A.18: – Courbe de courant de l’induit du moteur en fonction de la tension appli-
quée au moteur
On constate que pour un rapport cyclique de 50%, les valeurs moyennes de la tension et
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du courant sont nulles, mais que la valeur efficace du courant ne l’est pas. En effet, même
si le moteur ne tourne pas, le courant effectue des ondulations et induit une puissance élec-
trique sous forme d’effet Joule (à cause de la résistance de l’induit du moteur). Le moteur
n’étant pas ventilé à l’arrêt, si la puissance dissipée est trop importante, on risque alors
de l’endommager. Pour éviter ce genre de problème, on considère généralement que la
variation du courant crête-crête ne doit pas dépasser 10% du courant nominal du moteur.
Par conséquent, pour le moteur à l’arrêt, le courant doit être compris dans l’intervalle
[−0, 05 INom; +0, 05 INom].
Le courant de l’induit du moteur (lorsqu’il ne tourne pas) est solution de l’équation
différentielle suivante :
U = L
di
dt
+Ri (A.10)
dont la solution s’exprime par :
i(t) =
(
U
R
− i0
)1− e− tτ
+ i0 (A.11)
avec :
– i0 le courant initial ;
– τ la constante de temps égale à
L
R
.
En considérant que la période du signal PWM est très petite devant la constante de
temps électrique, on peut alors approximer le début de l’exponentielle par une droite dont
la pente correspond à la tengente à l’origine du signal i(t). Ainsi, on peut considérer que
l’équation temporelle du courant devient :
i(t) =
U −Ri0
L
t+ i0 (A.12)
Si à présent on se place dans le cas où, pour t=0, i0 = −0, 05 INom, alors pour t=T/2
(avec T la période du signal PWM) le courant ne devra pas dépasser 0, 05 INom. Cela nous
amène à la condition suivante :
T ≤ 0, 2 L INom
U+ 0, 05 R INom
ou L ≥ T(U + 0, 05 R INom)
0, 2 INom
(A.13)
L’une ou l’autre de ces conditions nous assure d’être dans une plage de fonctionnement
qui ne détériore pas le moteur. Pour savoir laquelle de ces deux conditions utiliser, on fait
le calcul numérique pour les deux types de moteurs utilisés (voir annexe B) :
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– pour le moteur de la jambe 3 d’un module, nous avons :
L=1,44 mH ; INom=179 mA ; R=57,6 Ω ; U=40 V
L’application numérique de l’équation (A.13) nous donne : f= 1/T< 785 kHz.
– pour les moteurs des jambes 1 et 2, nous avons :
L=0,8 mH ; INom=172 mA ; R=36,3 Ω ; U=40 V
L’application numérique de l’équation (A.13) nous donne : f= 1/T< 1.47 MHz.
Pour les deux types de moteurs, la fréquence maximale admissible du signal PWM est
beaucoup trop grande (785 kHz) et ne peut pas être réalisée par les unités informatiques.
Compte tenu des possibilités, nous avons choisi d’utiliser une fréquence de 78 khz. Avec
cette nouvelle donnée, on calcule la deuxième condition de l’équation (A.13) permettant
de déterminer la valeur minimale de la self. L’application numérique de ce calcul donne :
– pour le moteur de la jambe 3 :
L > 14 mH
– pour les moteurs des jambes 1 et 2 :
L > 15 mH
Ces résultats montrent qu’il est nécessaire d’ajouter une self en série du moteur afin de
limiter les pertes par effet Joule dans celui-ci. La valeur de self à ajouter étant importante,
nous avons fait en sorte de choisir une fréquence du signal PWM le plus haut possible
afin que la self soit la plus petite possible (en valeur et en encombrement).
A.6 Conclusion
Dans cette annexe, nous avons présenté les différents développements menés pour le pro-
totype. Nous avons présenté le matériel utilisé et les contraintes technologiques qu’il doit
respecter. L’architecture que nous avons adoptée pour le prototype, est une architecture
multi-processeurs qui permet d’augmenter, et de mieux répartir, la puissance de calcul
pour la commande des modules de l’anguille.
Nous avons pu mettre en place des boucles d’asservissement en courant et en position,
avec des régulateurs robustes et faciles à régler suivant les performances souhaitées. Nous
avons fait le choix ici de ne pas faire une commande dynamique complète car d’une part,
le calcul des modèles cinématiques impose des temps de calculs plus longs, et d’autre part,
les mouvements qui seront donnés aux moteurs étant assez lents, ce type de commande
ne représente pas un gain de performance significatif.
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Le développement de l’architecture informatique n’est pas complètement définie mais les
grandes lignes ont été présentées dans cette annexe. L’utilisation d’un système d’exploita-
tion, même s’il n’est pas absolument nécessaire, permet de grandement simplifier la mise
en place des différents programmes. De plus, la mise en place d’un automate de contrôle
permet de créer un organigramme de comportement qui permet à l’utilisateur de mieux
caractériser le système.
Enfin, à partir des caractéristiques des moteurs du prototype (voir annexe B), nous avons
pu dimensionner l’électronique de commande afin que celle-ci fonctionne dans des condi-
tions optimales.
Annexe B
Caractéristiques des moteurs de
l’anguille
Chaque module de l’anguille que nous avons étudié dans ce mémoire embarque 3 moteurs
(de la marque faulhaber). Ces moteurs sont répartis en deux groupes :
– deux moteurs identiques de la série 2224 pour les jambes 1 et 2. Ce sont des moteurs
24V équipés d’un réducteur de 1 :391 ;
– un moteur de la série 1727 pour la jambe 3. C’est un moteur 24V équipé d’un réducteur
de 1 :246.
Le placement de ces moteurs sur le module est représenté sur la figure (B.1) :
Figure B.1: – Placement des 3 moteurs sur un module
Les caractéristiques électriques et mécaniques de ces deux séries de moteurs sont donnés
dans la documentation technique suivante :
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Series
DC-Micromotors
Nominal	voltage
Terminal	resistance
Output	power
Efficiency
No-load	speed	
No-load	current	(with	shaft	ø	2,0	mm)
Stall	torque
Friction	torque	
Speed	constant
Back-EMF	constant
Torque	constant
Current	constant
Slope	of	n-M	curve
Rotor	inductance
Mechanical	time	constant
Rotor	inertia
Angular	acceleration
Thermal	resistance
Thermal	time	constant
Operating	temperature	range:
–	motor
–	rotor,	max.	permissible
Shaft	bearings
Shaft	load	max.:
–	with	shaft	diameter
–	radial	at	3	000	rpm	(3	mm	from	bearing)
–	axial	at	3	000	rpm
–	axial	at	standstill
Shaft	play:
–	radial
–	axial
Housing	material
Weight
Direction	of	rotation
Speed	up	to
Torque	up	to
Current	up	to	(thermal	limits)
ball	bearings,	preloaded
steel,	black	coated
clockwise,	viewed	from	the	front	face
deep
Graphite	Commutation
Orientation	with	respect	to	motor	
terminals	not	defined
For combination with  (overview	on	page	14-15)
Gearheads:
Encoders:
	
Edition 2006-2007
Recommended values -	mathematically	independent	of	each	other 
For	details	on	technical	information	and	lifetime	performance		 For	options	on	DC-Micromotors	refer	to	page	64.
refer	to	pages	28-34.	 Specifications	subject	to	change	without	notice.
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Series
DC-Micromotors
Precious	Metal	Commutation
Nominal	voltage
Terminal	resistance
Output	power
Efficiency
No-load	speed
No-load	current	(with	shaft	ø	2,0	mm)
Stall	torque
Friction	torque	
Speed	constant
Back-EMF	constant
Torque	constant
Current	constant
Slope	of	n-M	curve
Rotor	inductance
Mechanical	time	constant
Rotor	inertia
Angular	acceleration
Thermal	resistance
Thermal	time	constant
Operating	temperature	range:
–	motor
–	rotor,	max.	permissible
Shaft	bearings
Shaft	load	max.:
–	with	shaft	diameter
–	radial	at	3	000	rpm	(3	mm	from	bearing)
–	axial	at	3	000	rpm
–	axial	at	standstill
Shaft	play:
–	radial
–	axial
Housing	material
Weight
Direction	of	rotation
Speed	up	to
Torque	up	to
Current	up	to	(thermal	limits)
for	Gearheads	22/...
sintered	bronze	sleeves				ball	bearings																			ball	bearings,	preloaded
(standard)																								(optional)																								(optional)
steel,	black	coated
clockwise,	viewed	from	the	front	face
(optional	–	55	…	+	125)
deep
Orientation	with	respect	to	motor	
terminals	not	defined
For combination with  (overview	on	page	14-15)
Gearheads:
Encoders:
Edition 2006-2007
Recommended values -	mathematically	independent	of	each	other 
For	details	on	technical	information	and	lifetime	performance		 For	options	on	DC-Micromotors	refer	to	page	64.
refer	to	pages	28-34.	 Specifications	subject	to	change	without	notice.
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Annexe C
Calcul du modèle dynamique direct
d’un robot manipulateur sériel
Le modèle dynamique direct d’un robot série dont la base n’est pas fixe doit permettre
de calculer les accélérations de la tête et articulaires en fonction des positions, vitesses et
couples articulaires. L’algorithme est constitué de 3 récurrences basées sur les algorithmes
de Newton-Euler et de Featherstone.
i) Récurrence avant :
Dans cette première étape, on calcule le torseur des vitesses des corps et les termes d’efforts
qui ne dépendent pas des accélérations articulaires et de la tête pour j=1,...,n :
jTj−1 =
[
jRj−1 − jRj−1 j−1Pˆj
03x3
jRj−1
]
(C.1)
jVj = jTj−1 j−1Vj−1 + q˙j jaj (C.2)
jζj =
[
jRj−1
[
j−1ωj−1 ×
(
j−1ωj−1 × j−1Pj
)]
jωj−1 × q˙j jaj
]
(C.3)
jβj = jfej +
[
jωj ×
(
jωj × jMSj
)
jωj ×
(
jJj
jωj
) ] (C.4)
ii) Récurrence arrière :
Dans cette étape, on cherche à déterminer l’accélération de la base du robot. Pour cela,
on part de l’équation d’équilibre d’un corps :
jfj = jFj + j+1TTj j+1fj+1 (C.5)
où :
jFj = jJj jV˙j + jβj (C.6)
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avec :
jV˙j = jV˙j−1 + jajq¨j + jζj (C.7)
ce qui donne :
jfj = jJj
(
jV˙j−1 + jajq¨j + jζj
)
+ j+1TTj j+1fj+1 + jβj (C.8)
Cependant, dans le cas du modèle direct, les accélérations articulaires ne sont pas connues.
Pour les faire disparaître, on peut faire appel à l’équation du calcul des couples articu-
laires :
τj = jaTj
jfj + Iajq¨j (C.9)
où
τj = Γj − Fsjsign(q˙j)− Fvjq˙j (C.10)
Pour initialiser l’algorithme, il faut remarquer que pour le corps n n+1fn+1 = 0 (le corps
n représente l’organe terminal). En utilisant les équations (C.8) et (C.9) pour j=n, on
obtient dans un premier temps :
nfn = nJn
(
nV˙n−1 + nanq¨n + nζn
)
+ nβn (C.11)
Puis, en introduisant (C.11) dans (C.9), cela nous permet de calculer q¨n en fonction de
nV˙n−1 :
q¨n = Hn
−1
(
− naTn nJn
(
nV˙n−1 + nζn
)
+ τn − naTn nβn
)
(C.12)
Finalement, on peut réécrire l’équation d’équilibre en introduisant (C.12) dans (C.11) :
nfn = nKn nV˙n−1 + nαn (C.13)
avec :
Hn =
naTn
nJn nan + Ian (C.14)
nKn = nJn − nJn nanHn−1 naTn nJn (C.15)
nαn = nKn nζn + nJn nanHn−1
(
τn − naTn nβn
)
+ nβn (C.16)
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-Calcul pour le corps n-1 :
Pour le corps n-1, l’équation d’équilibre (C.5) (après avoir remplacé j par n-1) se retrouve
sous sa forme générale suivante :
n−1Jn−1 n−1V˙n−1 = n−1fn−1 − nTTn−1 nfn − n−1βn−1 (C.17)
En substituant nfn dans (C.13) par l’expression simplifée que l’on a trouvée précédemment
(équation (C.13)), on trouve :
n−1fn−1 = n−1J∗n−1
(
n−1V˙n−2 + n−1an−1q¨n−1 + n−1ζn−1
)
+ n−1β∗n−1 (C.18)
avec :
n−1J∗n−1 = n−1Jn−1 + nTTn−1 nKn nTn−1 (C.19)
n−1β∗n−1 =
n−1βn−1 + nTTn−1 nαn (C.20)
En remarquant que l’équation (C.18) possède la même forme que l’équation (C.11), ainsi
on déduit :
n−1fn−1 = n−1Kn−1 n−1V˙n−2 + n−1αn−1 (C.21)
En généralisant cette approche pour les autres corps (j=n,...,1) :
jfj = jKj jV˙j−1 + jαj (C.22)
q¨j = Hj
−1
(
− jaTj jJ∗j
(
jV˙j−1 + jζj
)
+ τj − jaTj jβ∗j
)
(C.23)
avec :
Hj =
jaTj
jJ∗j jaj + Iaj (C.24)
jKj = jJ∗j − jJ∗j jajHj−1 jaTj jJ∗j (C.25)
τj = Γj − Fsjsign(q˙j)− Fvjq˙j (C.26)
jαj = jKj jζj + jJ∗j jajHj−1
(
τj − jaTj jβ∗j
)
+ jβ∗j (C.27)
j−1J∗j−1 = j−1Jj−1 + jTTj−1 jKj jTj−1 (C.28)
j−1β∗j−1 =
j−1βj−1 + jTTj−1 jαj (C.29)
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On note que pour la tête (j=0), les équations (C.24)...(C.27) ne s’appliquent pas du fait
qu’il n’existe pas de moteur. En utilisant l’équation (C.5) et en remarquant que 0f0 est
égal à zéro, on obtient
0 = 0J0 0V˙0 + 0β0 + 1TT0 1f1 (C.30)
En utilisant l’équation (C.22) pour j=1, l’équation (C.30) devient alors :
0 = 0J0 0V˙0 + 0β0 + 1TT0
(
1K1 1T0 0V˙0 + 1α1
)
(C.31)
0 = 0J∗0 0V˙0 + 0β∗0 (C.32)
La résolution de cette équation donne :
0V˙0 = −
(
0J∗0
)−1 0β∗0 (C.33)
Pour résumer, on commence par initialiser, nJ∗n = nJn, nβ∗n = nβn puis on calcule pour
j=n,...,1 les équations (C.24) à (C.29). Une fois terminée, l’accélération de la tête de l’an-
guille 0V˙0 est déduite en utilisant l’équation (C.33).
iii) Récurrence avant :
A présent, on peut calculer le torseur jfj (si nécessaire) ainsi que les accélérations articu-
laires q¨j pour j=1,...,n en utilisant les équations (C.22) et (C.23) :
q¨j = H
−1
j
[
− jaTj jJ∗j
(
jV˙j−1 + jζj
)
+ τj − jaTj jβ∗j
]
(C.34)
jfj = jKj jTj−1 j−1V˙j−1 + jαj (C.35)
où :
jV˙j = jV˙j−1 + jaj q¨j + jζj (C.36)
Annexe D
Calcul des modèles dynamiques des
jambes d’un module
Pour le calcul de Hi représentant le modèle dynamique inverse de la jambe i, on uti-
lise le logiciel de calcul symbolique SYMORO+ [Khalil et Creusot, 1997]. On définit les
paramètres inertiels d’un corps k et le vecteur gravité tel que :
Ik =
 XXk XY k XZkXY k Y Y k Y Zk
XZk Y Zk ZZk
 , MSk = [ MXk MY k MZk ], G = [ G1 G2 G3 ]
La figure (D.1) représente la numérotation utilisée pour les paramètres inertiels des corps :
Figure D.1: – Numérotation des corps pour les paramètres inertiels
Pour la jambe 3, le modèle dynamique s’écrit :
H3 = ZZ3*QDP3+IA3*QDP3+FV3*QP3+FS3*sign(QP3);
Pour les 2 autres jambes, on définit ei=1 pour la jambe 1 et ei=-1 pour la jambe2. Le
modèle dynamique s’écrit alors :
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S1=sin(t1); C1=cos(t1);
S2=sin(t2); C2=cos(t2);
S3=sin(t3); C3=cos(t3);
DV331=-QP1.^2;
VP11=-(C1.*G1) - ei*G2.*S1;
VP21=-ei*(C1.*G2) + G1.*S1;
No31=QDP1.*ZZ1;
W32=QP1 + QP2;
WP32=QDP1 + QDP2;
VSP12=D2.*DV331 + VP11;
VSP22=D2.*QDP1 + VP21;
VP12=C2.*VSP12 + S2.*VSP22;
VP22=-(S2.*VSP12) + C2.*VSP22;
WI13=-ei*(S3.*W32);
WI23=-ei*(C3.*W32);
WP13=QP3.*WI23 - ei*S3.*WP32;
WP23=-(QP3.*WI13) - ei*C3.*WP32;
DV223=-WI23.^2;
DV333=-QP3.^2;
DV123=WI13.*WI23;
DV133=QP3.*WI13;
U113=DV223 + DV333;
U213=DV123 + QDP3;
U313=DV133 - WP23;
VP13=G3.*S3 + C3.*VP12;
VP23=C3.*G3 - S3.*VP12;
DV114=-WI13.^2;
DV224=-QP3.^2;
DV334=-WI23.^2;
DV124=QP3.*WI13;
DV134=-(WI13.*WI23);
DV234=-(QP3.*WI23);
U114=DV224 + DV334;
U124=DV124 + WP23;
U134=DV134 + QDP3;
U214=DV124 - WP23;
U224=DV114 + DV334;
U234=DV234 - WP13;
U314=DV134 - QDP3;
U324=DV234 + WP13;
U334=DV114 + DV224;
VSP14=D4.*U113 + VP13;
VSP24=D4.*U213 + VP23;
VSP34=D4.*U313 + ei*VP22;
F14=MX4.*U114 + MY4.*U124 + MZ4.*U134 + M4.*VSP14;
F24=MX4.*U214 + MY4.*U224 + MZ4.*U234 + M4.*VSP34;
F34=MX4.*U314 + MY4.*U324 + MZ4.*U334 - M4.*VSP24;
PIS14=-YY4 + ZZ4;
PIS24=XX4 - ZZ4;
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PIS34=-XX4 + YY4;
No14=DV234.*PIS14 + WP13.*XX4 - U314.*XY4 + U214.*XZ4 + (-DV224 + DV334).*YZ4;
No24=DV134.*PIS24 + U324.*XY4 + (DV114 - DV334).*XZ4 + QDP3.*YY4 - U124.*YZ4;
No34=DV124.*PIS34 + (-DV114 + DV224).*XY4 - U234.*XZ4 + U134.*YZ4 - WP23.*ZZ4;
N14=No14 - MY4.*VSP24 - MZ4.*VSP34;
N24=No24 + MZ4.*VSP14 + MX4.*VSP24;
N34=No34 - MY4.*VSP14 + MX4.*VSP34;
N23=-(D4.*F24) - N34;
N33=-(D4.*F34) + N24;
FDI13=C3.*F14 + F34.*S3;
N32=-ei*(C3.*N23) - ei*N14.*S3;
FDI22=ei*(C2.*F24) + FDI13.*S2;
N31=D2.*FDI22 + N32 + No31 - MY1.*VP11 + MX1.*VP21;
GAM1=N31 + IA1.*QDP1 + FV1.*QP1 + FS1.*sign(QP1);
GAM2=N32;
GAM3=N33;
Hi = [GAM1;GAM2;GAM3];
Pour pouvoir calculer les positions et vitesses articulaires (Qk, QPk) des différentes liaisons
de la jambe i, on utilise tout d’abord le calcul du modèle géométrique :
Y = -Pz - ei*R1;
SQ = Y/D4;
t3 = atan2( SQ , sqrt(1 - SQ^2) );
W=-(D4*cos(t3));
B1 = -2*ei*D2*Py;
B2 = -2*D2*Px;
B3 = -D2^2 - Px^2 - Py^2 + W^2;
SQ = (B1*B3 - ei*B2*sqrt(B1^2 + B2^2 - B3^2))/(B1^2 + B2^2);
CQ = (B2*B3 + ei*B1*sqrt(B1^2 + B2^2 - B3^2))/(B1^2 + B2^2);
t1 = atan2( SQ , CQ );
t2 = atan2((-ei*Py*cos(t1) + Px*sin(t1))/W , (D2 - Px*cos(t1) - ei*Py*sin(t1))/W );
q1 = t1;
q2 = t2;
q3 = t3;
Puis, on calcule la matrice jacobienne en utilisant les équations qui suivent :
INVJ(1,1) = (cos(t1 + t2)*Csc(t2))/D2;
INVJ(2,1) = -((Csc(t2)*(D4*cos(t1 + t2) + D2*cos(t1)*Sec(t3)))/(D2*D4));
INVJ(3,1) = 0;
INVJ(1,2) = ei*(Csc(t2)*sin(t1 + t2))/D2;
INVJ(2,2) = -ei*Csc(t2)*((Sec(t3)*sin(t1))/D4 - ei*sin(t1 + t2)/D2);
INVJ(3,2) = 0;
INVJ(1,3) = -((Csc(t2)*tan(t3))/D2);
INVJ(2,3) = (Csc(t2)/D2 + (Cot(t2)*Sec(t3))/D4)*tan(t3);
INVJ(3,3) = -(Sec(t3)/D4);
Pour finir, l’obtention des accélérations articulaires QDPk nécessite le calcul du vecteur
J˙q˙. Pour cela, on utilise les équations ci-après :
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S2=sin(t2);
C2=cos(t2);
S3=sin(t3);
C3=cos(t3);
DV331=-QP1^2;
W32=QP1 + QP2;
VSP12=D2*DV331;
VPJ12=C2*VSP12;
VPJ22=-(S2*VSP12);
WI13=-ei*(S3*W32);
WI23=-ei*(C3*W32);
WPJ23=-(QP3*WI13);
DV223=-WI23^2;
DV333=-QP3^2;
DV123=WI13*WI23;
DV133=QP3*WI13;
U113=DV223 + DV333;
U313=DV133 - WPJ23;
VPJ13=C3*VPJ12;
VPJ23=-(S3*VPJ12);
VSP14=D4*U113 + VPJ13;
VSP24=D4*DV123 + VPJ23;
VSP34=D4*U313 + ei*VPJ22;
VPJ14=VSP14;
VPJ24=VSP34;
VPJ34=-VSP24;
JPQP(1,1) = VPJ14;
JPQP(2,1) = VPJ24;
JPQP(3,1) = VPJ34;


MODELISATION DYNAMIQUE ET COMMANDE D’UN ROBOT ANGUILLE
Résumé : Cette thèse se place dans le cadre du projet Robot-Anguille, qui regroupe six laboratoires français.
L’objectif du projet est de concevoir, étudier et réaliser un robot "anguille" ou "serpent-nageur" capable de se
déplacer dans un espace à 3 dimensions.
A travers cet objectif, la thèse se porte dans un premier temps sur la modélisation dynamique du robot sous
la forme d’un mécanisme hybride (structures de robots parallèles montées en série) permettant ainsi d’être le plus
proche possible du prototype construit. Pour cela nous avons utilisé les algorithmes récursifs de Newton-Euler pour
les modèles dynamiques inverse et direct en les généralisant au cas des robots à base mobile. Nous avons également
proposé un modèle de contact fluide-structure pour simuler le comportement du robot dans l’eau. Pour tester ces
algorithmes, nous avons simulé le comportement du robot lors de différents types de nage et en avons tiré des
conclusions qui nous ont guidées dans la conception du prototype.
Dans un deuxième temps, à partir d’un générateur de mouvements à base de CPGs (ou réseau de neurones),
nous avons étudié des lois de commande pour réaliser des simulations de nage en boucle fermée. Ainsi, nous avons
abordé les problèmes de la nage vers des points cible et l’évitement d’obstacles pour la nage en milieu confiné.
Mots-clés : Modélisation dynamique, Robots nageurs , Robot anguille , Réseaux de neurones.
DYNAMIC MODELING AND CONTROL OF AN EEL LIKE ROBOT
Abstract : This thesis takes place in the framework of the project "Robot-Anguille", which gathers six French
laboratories. The objective of the project is to design and produce an "eel-like" robot or "snake-swimmer" able to
swim in a 3 dimensional space.
Through this guideline, the thesis treats at first the dynamic modeling of the robot of a hybrid mechanism
structure( parallel robots connected in serie) which correspond to the prototype built. To achieve that task, we
have used recursive Newton-Euler algorithms for the inverse and direct dynamic models by generalizing them for
robots with a mobile base. We also proposed a fluid-structure interaction model to simulate the behaviour of the
robot in water. To test these algorithms, we have simulated the behaviour of the robot for various types of swim-
ming and drew some conclusions which have guided us on the design of the prototype.
Secondly, starting from a motion law based on CPGs (or network of neurons), we studied closed loop control
laws to carry out swimming simulations. Thus, we tackled the problem of swimming towards target points and the
problem of obstacle avoidance in confined surroundings.
Keywords : Dynamic Modeling, Swimming structures , Eel like robot , Neuron network.
Discipline : Sciences de l’Ingénieur
