Abstract. In this paper, we characterize the support for the Dunkl transform on the generalized Lebesgue spaces via the Dunkl resolvent function. The behavior of the sequence of L p k −norms of iterated Dunkl potentials is studied depending on the support of their Dunkl transform. We systematically develop real Paley-Wiener theory for the Dunkl transform on R d for distributions, in an elementary treatment based on the inversion theorem. Next, we improve the Roe's theorem associated to the Dunkl operators.
Introduction
We consider the differential-difference operators T j , j = 1, 2, ..., d, attached to a root system R and a multiplicity function k, introduced by Dunkl in [7] , and called the Dunkl operators in the literature.
The Dunkl theory is based on the Dunkl kernel K(iλ, .), λ ∈ C d , which is the unique analytic solution of the system T j u(x) = iλ j u(x), j = 1, 2, ..., d, satisfying the normalizing condition u(0) = 1.
With the Dunkl kernel K(iλ, .), Dunkl defined in [9] the Dunkl transform F D and established some of its properties (see also [11] ).
The spectral theorems associated with the partial derivatives operators are of the most useful subjects in harmonic analysis. In this paper we present only three subjects.
The first subject of these theorems is one of the fundamental questions in Fourier analysis and abstract harmonic analysis: the real PaleyWiener theorem. The fundamental theorem given by Bang (cf. [4] ) can be stated as follows. Let f be a C ∞ -function on R such that for all n ∈ N, the function 
where F(f ) is the classical Fourier transform of f . Next the analogue of this theorem was established and improved for many other integral transforms, for examples (cf. [1, 6, 14, [16] [17] [18] 23] ). The second subject concerning spectral theorems is the study of tempered distributions with spectral gaps. More precisely a tempered distributions on R whose Fourier transform is supported in an interval [−M, M ], where M > 0, can be characterized by the behaviour of its successive derivatives. On the other hand, a tempered distribution on R whose Fourier transform vanishes in an interval (−M, M ), where M > 0, can be characterized by the behaviour of a particular sequence of successive antiderivatives. This subject was studied for many other integral transforms, for examples (cf. [2, 3, 17, 18] ).
Third subject of spectral theorems, is Roe's theorem. The fundamental theorem given by Roe (cf. [19] ) can be stated as follows. If a function and all its derivatives and integrals are absolutely uniformly bounded, then the function is a sine function with period 2π. This result has been studied and generalized, see [2, 13, [15] [16] [17] [18] 21] including generalizations to differential and differential-difference operators with constant coefficients in higher dimensions.
Motivated by the treatment in the Euclidean setting, we will derive in this paper new real Paley-Wiener theorems for the Dunkl transform, on the generalized Lebesgue spaces and on the tempered distribution space S (R d ), and we improve the Roe's theorem in the context of the Dunkl operators.
The outline of this paper is as follow: In §2 we recall the main results about the harmonic analysis associated with the Dunkl operators. In §3 . In §6 we study the generalized tempered distributions with spectral gaps. Finally, the purpose of the last section is to improve and generalize a version of Roe's theorem for Dunkl operators from [15] .
Preliminaries
This section gives an introduction to the theory of Dunkl operators, Dunkl kernel and Dunkl transform. Main references are [7] [8] [9] 11] .
We consider R d with the Euclidean scalar product , and ||x|| = x, x . For α in R d \{0}, let σ α be the reflection in the hyperplane
A finite set R ⊂ R d \{0} is called a root system if R ∩ R.α = {α, −α} and σ α R = R for all α ∈ R. For a given root system R the reflections σ α , α ∈ R, generate a finite group W ⊂ O(d), called the reflection group associated with R. We fix a positive root system R + = {α ∈ R : α, β > 0} for some β ∈ R d \∪ α∈R H α . We will assume that α, α = 2 for all α ∈ R + . A function k : R −→ C on a root system R is called a multiplicity function if it is invariant under the action of the associated reflection group W . For abbreviation, we introduce the index
Moreover, let ω k denotes the weight function
which is invariant and homogeneous of degree 2γ. We introduce the Mehta-type constant
In the following we denote by
d associated with the finite reflection group W and multiplicity function k are given by
Some properties of the T j , j = 1, ..., d, are given in the following : For all f and g in C 1 (R d ) with at least one of them is W -invariant, we have (2.6)
where and ∇ are the usual Euclidean Laplacian and nabla operators on R d , respectively. For y ∈ R d , the system (2.8)
admits a unique analytic solution on R d , which will be denoted by K(x, y) and called Dunkl kernel. This kernel has a unique holomorphic extension to C d × C d . The Dunkl kernel possesses the following properties:
In particular for all x, y ∈ R d :
In the following we give some properties of this transform (cf. [9, 11] 
Using the Dunkl translation operator, we define the Dunkl convolution product of functions as follows (see [22, 24] ). 
This convolution is commutative and associative and satisfies the following properties (see [22] ).
Thus from (2.20) we have
Thus we deduce
These distributions satisfy the following properties
In the following T f will be denoted by f .
Generalized Poisson's equation for the Dunkl-Laplace operator
For x, y ∈ R d and t > 0, we put
Hatem Mejjaoli
The function p t has the following properties
Proof. The proof follows immediately from the relation (3.3).
Notation. We define the generalized Wiener space W k (R d ) as follows:
Let µ ∈ C, we say that µ satisfies the hypothesis (H) if
Proposition 3.2. Let µ ∈ C, we assume that µ satisfies the hypoth-
called the Dunkl resolvent function of f , is bounded, of class C 2 and satisfies the generalized Poisson's equation
Proof. Let us first prove that R µ is well defined and bounded. We can assume f ≥ 0 and µ ≥ 0. Fubini's theorem for positive functions gives that
From (3.4), we can write
Now using relation (2.9) and the hypothesis on f , we first obtain
From Fubini's theorem and relation (2.10), we get
Thus the function R µ f is well defined and bounded on R d . Now, if we apply Fubini's theorem to the equality (3.5), we obtain
Moreover it is easy to see that the preceding equality is true for µ ∈ C such that µ satisfies the hypothesis (H). Using relation (2.8), the fact that k,x K(ix, ξ) = −||ξ|| 2 K(ix, ξ) and the hypothesis on f , the theorem of derivation under the integral sign gives that
Thus we obtain the result from relation (2.12). Definition 3.1. Let µ ∈ C. We denote by
Remark 3.2. i) From (3.6) we see that for µ ∈ C such that µ satisfies the hypothesis (H)
ii) It is easy to see that
we extend the definition of the generalized resolvent function R µ f as the inverse DunklPlancherel transform of
. Now using relation (2.23) we obtain
Finally the Dunkl-Plancherel formula gives that
Thus 
Hence by induction, one can show that if
Characterization for the support of the Dunkl transform on L
Let µ ∈ C. We begin this section by the following definition and remark.
Remark 4.1. It is easy to see that
ii) When Reµ ≤ 0 the condition σ µ >σ µ implies that F D (f ) vanishes on some neighborhood of ξ 0 with ||ξ 0 || 2 = -Reµ. iii) When Reµ > 0, the condition σ µ >σ µ implies that F D (f ) vanishes on some neighborhood of 0.
where we set 1 0 = ∞, for the sake of convention.
Hatem Mejjaoli
Proof. We divide the proof into two cases. First case : σ µ = 0. Then for any ε > 0,
Therefore,
Because ε > 0 is arbitrary, we obtain lim inf
Second case : σ µ > 0. We have
Spectral theorems associated to the Dunkl operators
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On the other hand, from the definition of σ µ , for any ε > 0
Because ε > 0 is arbitrary, the inequality (4.1) follows. Lemma 4.1 is thus proved.
The following theorem describes the image of a function g ∈ L 2 k (R d ) that vanishes in a neighborhood of a point ξ 0 under the Dunkl transform.
., and
for some non-real µ with Reµ = − ξ 0 2 .
So the Dunkl-Plancherel theorem yields
Therefore, from Lemma 4.1 one can see that
.., and formula (4.2) holds. Then each
Hence
, and formula (4.5) holds.
Thus σ − ξ 0 2 > 0, and
e. in a neighborhood of ξ 0 , and Reµ = − ξ 0 2 . Then σ µ >σ µ and 
e. in a neighborhood of 0.
Then for Reµ > 0, σ µ >σ µ and In this section, we extend the definition of the Dunkl potentials on the space of tempered distributions as follows:
Theorem 5.1. We assume that d = 1 and
, where
To prove this theorem we need the following lemmas. 
Suppose that supp hF
Hence,
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Note that
Thus we deduce that C 0 (N (n)) = 0. So hF D R n 0 f = 0. Assume now the contrary that
Then there is a function χ ∈ D(R), with supp χ ⊂ (−a, a) and such that
So, as h(x) = 1 for |x| < a, we get
which is impossible. Thus we have proved (5.2).
Proof. From (5.2) we have
we choose a function h ∈ E(R) satisfying
Let χ be an arbitrary element in S(R). Then it follows from (5.4) that
Combining (5.5) and (5.6), we get
.
By a simple calculation we prove that
Combining (5.8) and (5.9), we get lim sup
and then (5.3) by letting ε → 0.
Proof. From the definition of σ 0 , there exists a function χ ∈ D(R) such that
We proceed as above to prove lim sup
So by (5.12) we obtain lim inf
and then (5.10).
Proof. of Theorem 5.1. We divide our proof into two cases. Case 1. σ 0 = 0. We have ξ 0 ∈ suppF D (f ). Hence, for any ε > 0 there is a function χ ∈ D(R) such that supp χ ⊂ (−ε, ε) and F D (f ), χ = 0. Arguing as above we obtain lim inf
Hatem Mejjaoli
So we always have
Case 2. σ 0 > 0. Combining (5.3) and (5.10), we arrive to (5.1).
We proceed as above theorem, we characterize the support of the Dunkl transform on L p k (R d ) via the Dunkl potentials by the following result.
Real Paley-Wiener theorems for the Dunkl transform on
We start this section by stating the following result.
Theorem 6.1. Let P be a non-constant polynomial with complex coefficients on
, and suppose the set
is compact for a constant r ≥ 0. Then the support of F D (u) is contained in V r , if and only if, for each R > r, there exist N R and a positive constant C(R) such that
Proof. Assume that the support of F D (u) is contained in the compact V r . Let R > r and let ε ∈ (0, R − r). We choose χ ∈ D(R d ) such that χ ≡ 1 on an open neighborhood of support of F D (u), and χ ≡ 0 outside
Thus from the Leibniz formula (2.9) we obtain that
Conversely we assume that we have (6.1). Suppose ξ 0 ∈ R d is fixed and such that |P (ξ 0 )| ≥ R + ε, for some ε > 0.
Choose and fix
, and put χ n = P −n (ξ)χ. We have
Hence, from the Hölder inequality we obtain
We proceed as in Theorem 4 [16] , to prove that
Thus we deduce F D (u), χ = 0, which implies that ξ 0 / ∈ supp F D (u). Thus the support of F D (u) is contained in the compact V r .
Corollary 6.2. Let P be a non-constant polynomial with complex coefficients on
where R u is defined as the infimum of all R ≥ 0 for which there exist N and C(N, R) ≥ 0, such that for all n ∈ N and
Notations. We denote by
, and consider the infinite series {u −n } n∈N of generalized tempered distributions defined as u −n+1 = P (−iT )u n , for a polynomial P and for all n ∈ N. Let r > 0. Assume, for all R ∈ (0, r) there exist constants N ∈ N 0 and C > 0, such that . As u = P n (−iT )u −n , we have
Thus from Leibniz formula (2.9) we obtain
Assume that we have (6.2). For a fixed R ∈ (0, r), let ε > 0. Choose
, and put χ n = P n (ξ)χ. We have
. Hence, from the Hölder inequality we obtain
We proceed as in Theorem 4 [16] to prove
Thus we deduce F D (u), χ = 0, which implies that suppF D (u) ∩ B r = ∅.
Putting Theorem 6.1 and Theorem 6.3 together, we get the following.
, and consider the infinite series {u n } n∈Z of generalized tempered distributions defined as u n+1 = P (−iT )u n , for a polynomial P and for all n ∈ Z. Let R > 0. Then suppF D (u) is contained in S R , if and only if for all ε > 0, there exist constants N ∈ N 0 and C > 0, such that
for all n ∈ Z.
Remark 6.1. Theorem 6.3 and Corollary 6.4 are the analogue of the new real Paley-Wiener theorems for the Fourier transform, proved by Andersen (see [2] ).
Roe's Theorem associated with the Dunkl operators
In [19] Roe proved that if a doubly-infinite sequence (f j ) j∈Z of functions on R satisfies
and (7.6) lim
Proof. First we show that
To do this we need to show that
is some r < R so that
. Choose an integer m with 2m ≥ 2a + 2γ + d + 1. A calculation, using the hypothesis of Lemma 7.2 and Cauchy-Schwartz inequality, implies
Using the continuity of (F D ) −1 and the fact that φ is supported in ξ :
|P (ξ)| ≥ R + ε for some fixed ε > 0, it is not hard to prove that the right-hand side of this goes to zero as j → ∞ and so
To complete the proof we need to show that
Here we use (7.4) to obtain
and the argument proceeds as before.
The next step in the proof we assume firstly that −R is not a value of P (ξ), and we show that L k f 0 = Rf 0 . Lemma 7.3. There exists an integer N such that
Proof. Using Lemma 7.2 and proceeding as in [13] , we prove the result.
Proof. of Theorem 7.1 We want to prove (i). Indeed, inverting the Dunkl transform in (7.7) yields that
This equation implies
We shall now show that we can take N = 0 in (7.8). If not then (P (−iT ) − R)f 0 = 0. Let p be the largest positive integer so that
then this and (7.1) imply (7.10)
By (7.2) these satisfy the sublinear growth condition
An induction using (7.9) implies for j ≥ 2 that
Letting j → ∞ and using (7.11) implies (P (−iT ) − R)f = 0. But this contradicts (7.9). Consequently, N = 0 in (7.8) . This completes the proof in the case that −R is not in the range of P . In the case that R is not in the range of P we apply the same argument to −P (−iT ) to conclude P (−iT )f 0 = −Rf 0 . In the general case, let
Thus we can (as before) conclude, for the sequence (f 2p ) p∈Z that
Then f = f + + f − , P (−iT )f + = Rf + , and P (−iT )f − = −Rf − .
This completes the proof of (i). Now we want to prove (ii). Indeed the proof will be based on the following result from linear algebra. (cf. [5] , Chapter 10.) Lemma 7.4. Let X be a finite dimensional complex vector space, and let T : X → X be a linear map with eigenvalues λ 1 , ..., λ p . Then X = X 1 ⊕ ... ⊕ X p , where X j = ker((T − λ j ) N ) and dimX = N .
We first prove (ii) under the assumption that P (ξ) = −R. Using the growth condition (7.3) and Lemma 7.4, we may still conclude that support(F D (f 0 )) ⊂ S R := ξ : P (ξ) = R .
But then, as before, we can conclude that (7.8) holds. But this is enough to complete the proof in this case. A similar argument shows that if P (ξ) = R, then (P (−iT ) + R) N f 0 = 0. In the general case we again let L = P 2 (−iT ) and P 0 = P 2 . Then P 0 (ξ) = −R and the span of (f 2j ) j is finite dimensional. The map P (−iT ) takes the span of (f 2j ) j onto the span of (f 2j+1 ) j . Thus X is finite dimensional. Any f ∈ X will have support(f ) inside the set defined by P (ξ) = ±R. From this it is not hard to show that the only possible eigenvalues of P (−iT ) restricted to X are R and −R. The result now follows from the last lemma. (ii) We note that the results presented in this section, inspired by [13] , generalizes and improves the version presented in [15] . This version was established, for R = 1.
In the rest of this section we state another version of the Roe's theorem associated to the Dunkl operator on the real line. This version is proved in the context of the Dunkl-type operator, which is more general that the Dunkl operator in real line. (See [17] ).
For the sake of simplification, we denote the Dunkl operator on the real line by Λ. This operator is defined by Λf (x) = f (x) + 2k x (f (x) − f (−x)).
Theorem 7.5. Suppose P (ξ) = n a n ξ n is a non-constant polynomial with complex coefficients. Let {f j } ∞ −∞ be a sequence of complexvalued functions on R such that ∀ j ∈ Z, f j+1 = P (Λ)f j . 1) Let a ≥ 0 and let R > 0. Assume that for all ε > 0, there exist constants N ∈ N 0 and C > 0, so that ∀ x ∈ R, |f n (x)| ≤ CR n (1 + ε) |n| (1 + |x|)
is satisfied for all n ∈ Z. Then for constants c(λ, j) ∈ C and N ∈ N.
2) Let a ≥ 0 and let R > 0 and assume that {f j } ∞ −∞ satisfies (7.14)
where (M j ) j∈Z satisfies the subpotential growth condition We have (i) If P (λ p ) = 0, for all λ p ∈ S R , then N < m in (7.13).
In particular, if m = 1, then
f λp , where f λp = c(λ p )K(iλ p , .)
(ii) If S R consists of one point λ 0 and m = 1 in (7.15), then P (Λ)f 0 = P (λ 0 )f 0 .
Remark 7.2. The previous theorem is the analogue for Theorems 1 and 6 of [2] .
