Abstract Climate simulations show consistent largescale temperature responses including amplified landocean contrast, high-latitude/low-latitude contrast, and changes in seasonality in response to year-round forcing, in both warm and cold climates, and these responses are proportional and nearly linear across multiple climate states. We examine the possibility that a small set of common mechanisms controls these large-scale responses using a simple energy-balance model to decompose the temperature changes shown in multiple lgm and abrupt4 9 CO 2 simulations from the CMIP5 archive. Changes in the individual components of the energy balance are broadly consistent across the models. Although several components are involved in the overall temperature responses, surface downward clear-sky longwave radiation is the most important component driving land-ocean contrast and high-latitude amplification in both warm and cold climates. Surface albedo also plays a significant role in promoting high-latitude amplification in both climates and in intensifying the land-ocean contrast in the warm climate case. The change in seasonality is a consequence of the changes in land-ocean and high-latitude/low-latitude contrasts rather than an independent temperature response. This is borne out by the fact that no single component stands out as being the major cause of the change in seasonality, and the relative importance of individual components is different in cold and warm climates.
Introduction
There are a number of common large-scale temperature responses to changes in forcing in simulations of past, historical, and future climates , including (1) the differential responses of land and ocean to global warming or cooling, i.e. changes in the land-ocean contrast, (2) the tendency for temperature changes in the higher latitudes to be more extreme than changes in the tropics, i.e. high-latitude amplification, and (3) changes in seasonality in response to year-round changes in forcing. These responses are also shown in historical and paleoclimatic data. The consistency among simulated and observed temperature responses in the past implies that these are features of the climate system that are simulated successfully. The consistency of the simulated patterns of past and future temperature changes implies that a small set of common mechanisms controls the response of the climate system across multiple states. Previous studies have suggested that the consistency of the responses is inherent in the energetics and dynamics of the climate system (e.g. Dwyer et al. 2012; Fasullo 2010; Screen and Simmonds 2010b) . However, several different feedbacks are also potentially involved and the specific mechanisms are still matters of debate.
Here we review some of the previous studies that have focused on one or more of these large-scale responses in either warm or cold climates (or a few in both). We then attempt to diagnose the controls of these responses using an energy-balance approach to decompose the temperature changes shown in multiple simulations from the CMIP5 archive for both cold (lgm) and warm (abrupt4 9 CO 2 ) climates. We use a ''bottom-up'' approach that focuses first on map patterns of the components of temperature change, followed by an examination of zonal-and large-scale areaaverages.
Land-ocean surface-temperature contrast, the generally larger amplitude of changes in land-surface temperature relative to those of the surrounding oceans, has been noted in both CO 2 -induced warmer climate simulations (e.g. Sutton et al. 2007; ) and CO 2 -induced or decreased SST cooler climate simulations (e.g. Laine et al. 2009; Manabe et al. 1991; ). The response is seen in both transient and equilibrium simulations, and thus the large heat capacity of ocean cannot be the primary reason for generation of the temperature contrast (Sutton et al. 2007 ). Several alternative mechanisms have been suggested to explain land-ocean contrast. First, Sutton et al. (2007) , Laine et al. (2009) and Dong et al. (2009) suggested that the partitioning of the surface energy budget explains the contrast in the CO 2 -induced warm or cold climates through changes in latent heat flux, cloud cover, or downward shortwave radiation. An increase in net downward radiation is compensated by an increase in latent heat flux over the oceans, but sensible heat flux increases over the land as the land dries out (Sutton et al. 2007 ). Drying of the land leads to reduction of cloud cover and increased downward shortwave radiation (Dong et al. 2009 ). Second, and Byrne and O'Gorman (2013a) proposed that the difference between the moist-and dry-adiabatic lapse rates, and greater aridity over the land than ocean, leads to lower-tropospheric and surface-temperature increases over land when global temperatures increase; this hypothesis is based on the observation that temperature anomalies in the mid-and upper troposphere are zonally quite uniform because of efficient atmospheric transport, and is consistent with weak temperature-gradient hypothesis of Sobel and Bretherton (2000) . Because the moisture source for the boundary layer over the land originates primarily from the oceans, an increase in boundary-layer moisture is constrained by the increase in specific humidity over the ocean, and by the Clausius-Clapeyron relation, and will thus fail to keep pace with saturation specific humidity over the land . Land evaporation initially increases to compensate, but the land surface quickly begins to dry out, leading to further land warming. Third, Compo and Sardeshmukh (2009) showed that land warming is a response to ocean warming via ''hydrodynamic-radiative teleconnections'' such that moister and warmer air over the land results in increased longwave downward radiation at the surface.
Polar amplification is generally defined as trends (and variability) in near-surface air temperature that are larger in the Arctic/Antarctic regions than for the northern/ southern hemisphere or globe as a whole (Serreze and Barry 2011; Taylor et al. 2013 ). This response is a nearuniversal feature of climate-model simulations under greenhouse gas-induced climate changes (e.g. Manabe and Stouffer 1980; Holland and Bitz 2003; Winton 2006) , and is also seen in palaeoclimate simulations (e.g. MassonDelmotte et al. 2006; Brady et al. 2013; Kageyama et al. 2013) . Again, several different mechanisms have been proposed. Surface albedo feedback (SAF) has been shown to play a significant role in generating the amplification over the Arctic regions, where warming leads to a decrease in surface albedo through reduced ice and snow coverage, which in turn promotes further warming (and the reverse for cooling) (Hall 2004) . Longwave (LW) radiation feedback from changes in cloud, water vapor, atmospheric CO 2 concentration, and air temperature has also been put forward as a mechanism to explain highlatitude amplification (see e.g. Lu and Cai 2009; Winton 2006; Graversen and Wang 2009; Pithan and Mauritsen 2014) . Indeed, some model simulations without SAF have been shown to produce amplification through changes in LW radiation (Alexeev et al. 2005; Langen and Alexeev 2007; Lu and Cai 2010) . Solomon (2006) showed that the increased availability of atmospheric moisture in a warmer climate will also cause enhanced warming of the Arctic regions through promoting stronger cyclones, leading to an increase in poleward heat transport (see also Graversen et al. 2008) . Several authors (Holland et al. 2008; Deser et al. 2010; Jackson et al. 2010; Screen and Simmonds 2010b) have noted that a large part of the fall and winter temperature amplification is linked to sea-ice loss. Warming leads to thinner ice, which is subject to faster melt and increased heat flux through the ice, resulting in less continuous ice cover and a corresponding change of surface albedo and heat release from the ocean. Heat accumulated by the ocean as a result of the ice-albedo feedback mechanism is partially expended in making ice thinner, thus leading to an increase of surface temperatures in fall and winter. Serreze et al. (2009) and Screen and Simmonds (2010a) showed that the Arctic warming is strongest at the surface during most of the year and is primarily consistent with reductions in sea-ice cover. Finally, in some climate model analyses, a positive wintertime feedback between convective clouds and seaice loss result in further warming and further sea-ice loss in CO 2 -induced climate changes (Abbot et al. 2009; Leibowicz et al. 2012) .
Seasonality, or the amplitude of the seasonal cycle of near-surface air temperature over the land has decreased in the last 50 years (e.g. Thomson 1995; Wallace and Osborn 2002; Stine et al. 2009; Stine and Huybers 2012) . Climate models project a reduction in the amplitude of the seasonal cycle of near-surface air temperature over high-latitude regions due to late fall and early winter warming under greenhouse gas-induced warmer climates (e.g. Manabe and Stouffer 1980; Mann and Park 1996; Biasutti and Sobel 2009; Dwyer et al. 2012) , and an increase in the amplitude of the seasonal cycle at the LGM . Again several mechanisms have been put forward to explain these changes. First, sea-ice loss results in an increase of near-surface air temperature in late fall and winter over high-latitude regions due to an increase in heat release from the ocean (Manabe and Stouffer 1980; Manabe et al. 1991; Mann and Park 1996; Dwyer et al. 2012) . Second, the changes over the tropics and mid-latitudes are controlled by changes in surface heat fluxes (Dwyer et al. 2012) , and the easterly trade winds may influence the low-latitude changes in fluxes (Sobel and Camargo 2011) . Third, Stine and Huybers (2012) show a strong relationship between interannual variations in the seasonal cycle and atmospheric circulation, in particular the winter circulation. Finally, it has been suggested that changes in shortwave optical properties can reduce the summertime maximum temperature due to a direct aerosol cooling effect (Wallace and Osborn 2002; Stine et al. 2009 ).
Thus previous studies have proposed number of different mechanisms for each large-scale temperature pattern in warm or cold climate, but not provided a comprehensive explanation for changes across both warm and climates or among the three large-scale responses. We exploit the fact that many of the models in the Coupled Modelling Intercomparison Project Phase 5 (CMIP5; Taylor et al. 2012) have made simulations of both past and future climates, to explore the key common controls of the large-scale temperature responses in both warmer and cooler climates. We first describe the data sources and processing (Sect. 2) and the energy-balance model we use to examine the generation of the large-scale responses (Sect. 3). We then decompose the large-scale responses using the energybalance model and examine the global spatial patterns and zonal averages of surface temperature and its components (Sect. 4). We then summarize those large-scale patterns by describing large-scale area averages in warmer and cooler climates (Sect. 5). Finally, we discuss and summarize our findings (Sect. 6).
Data and analysis
We use global monthly mean surface temperature, surface radiative fluxes for both clear-and total-sky conditions, and surface latent-and sensible-heat fluxes from several Coupled Model Intercomparison Project Phase 5 (CMIP5) experiments, focusing on the lgm, and abrupt4 9 CO 2 , experiments, expressed as anomalies relative to a pre-industrial control simulation (piControl). Details of the experimental design are given by (Taylor et al. 2012; Braconnot et al. 2012) . The lgm experiment is an equilibrium simulation of the Last Glacial Maximum (LGM, ca 21,000 years ago) and was designed to examine the climate response to the presence of large ice sheets and lower greenhouse gas (GHG) concentration. The abrupt4 9 CO 2 experiment was designed to examine the response to an instantaneous quadrupling of atmospheric CO 2 concentration (relative to piControl, i.e. 1,120 ppm). Owing to the logarithmic relationship of global average temperature to CO 2 levels, the two simulations are comparable in terms of the difference in CO 2 forcing relative to that for pre-industrial conditions.
We examined anomalies of each of the temperature and energy-balance variables from six models (Table 1) . These are the six models that have all necessary data (surface temperature, surface and TOA radiative fluxes in both all-sky and clear-sky condition, surface non-radiative flux, sea ice fraction, land ice fraction, and land-ocean mask) for basic analyses. We used the last 100 years of lgm and piControl simulations and the last 60 years of the abrupt 9 CO 2 simulation. The sign, magnitude and spatial patterns of the anomalies are broadly consistent from model to model across multiple climate states (see Fig. S1 ). We therefore calculated the ensemble-mean anomalies of each variable across the six models (Table 1) because the ensemble mean results are generally closer to observations than individual model results under the current climate (Gleckler et al. 2008 ). IPSL-CM5A-LR has not archived latent heat for the lgm simulation, so we constructed the ensemble anomaly using latentheat values from the other five models. For mapping and the calculation of ensemble averages, the output from each model was interpolated to a regular 2°latitude-by-longitude grid using bilinear interpolation.
In comparing land and ocean temperatures we defined the land as all grid points where land-area fraction (sftlf: variable names are those used in the CMIP5 NetCDF data sets) is more than 40 % or sea-ice-area fraction (sic) is more than 40 %. High-latitude amplification is defined as the ratio of surface temperature (ts) changes over the Northern Hemisphere extratropics (NHEXT, 30°N-85°N) to those over the Northern Hemisphere tropics (NHT, 0°-30°N) or over the Southern Hemisphere extratropics (SHEXT, 30°S-85°S) to those over the Southern Hemisphere tropics (SHT, 0°-30°S). Seasonality change is defined as the difference between summer (June-July-August, JJA, in the northern hemisphere and December-January-February, DJF, in the southern hemisphere) and winter (DJF in the northern hemisphere and JJA in the southern hemisphere) mean surface temperature. All averages were area-weighted (by the area of the 2°9 2°grid cells).
We compare the spatial patterns of surface temperature changes and their partial-temperature-change (PTC) components in the lgm and abrupt4 9 CO 2 experiments. We measure the similarity of any two map patterns (e.g. those of the multi-model mean surface-temperature changes or the PTC of each component in the energy balance model) using the weighted uncentered anomaly correlation (AC U ) which measures the similarity of two patterns without removal of the global mean, thereby assessing agreement in magnitude as well as pattern (Wilks 2011, p. 364) . The AC U correlation coefficient is bounded by ±1.0; ?1.0 indicates a perfect match in spatial pattern between reference and simulation, and -1.0 indicates a completely opposite spatial pattern between reference and simulation.
3 Methods: decomposition of temperature anomaly patterns using the surface energy balance An energy balance model can be used to quantify the roles of specific forcings and feedbacks in the generation of temperature anomaly patterns (e.g. Table 1 ). For an ideal surface, the radiation that is absorbed by the surface must be balanced by the total of the energy radiated back to atmosphere, gained or lost by latent and sensible heat, and the change in heat storage. Thus, the surface energy balance can be written as:
where a surf is the surface albedo, which is the ratio of all-sky upward to downward shortwave radiation flux at the surface ði:e:SW " The longwave radiation emitted by the surface can be represented by the Stefan-Boltzmann law for black bodies LW "
surf where e surf is the emissivity of the surface, r is Stefan's constant (5.67 9 10 -8 W m -2 K -4 ), and T surf is the surface temperature (K). In practice, e surf is close to, but not exactly equal to 1.0 in the models (Jin and Liang 2006) , and so following (Oke 1987)
However, if we assume that the emissivity of the surface (e surf ) is close to 1.0 at all wavelengths, then the outgoing longwave radiation can be approximately represented as LW " all surf % rT 4 surf . The surface energy budget can then be written:
Anomalies (relative to control) for the surface upward longwave radiation can be expressed as
surf DT surf , where D is an anomaly operator that represents the experiment minus the piControl difference. Then, (2) can be rewritten as:
Following Lu and Cai (2009) , the two radiative flux terms on the right-hand side of Eq. (3) can be decomposed into five radiative components: the surface albedo effect, surface shortwave cloud forcing, surface longwave cloud forcing, the change in surface clear-sky shortwave radiation, and the surface clear-sky longwave downward radiation. In the CMIP5 models, the surface albedo (a surf ) is generally [0.6 for continental ice, snow and sea ice, \0.1 for open ocean, and about 0.2 for vegetated ground. These differences mean that ice-and snow-covered areas play a strong role in the surface albedo effect (SAE) that warms or cools the climate in proportion to the size of ice-and snowcovered areas. The SAE can be quantified as follows:
where the overbar denotes the piControl condition. The albedo effect is only active in a direct sense when shortwave radiation is received at the surface and thus is not important over polar regions in winter. Surface cloud radiative forcing (CRF surf ) is defined as the difference between all-sky and clear-sky radiation at the surface:
where clr represents clear-sky conditions. LWCRF surf is a function of cloud temperature, height, and emissivity, and SWCRF surf is a function of cloud transmittance, surface albedo, and the solar zenith angle (Shupe and Intrieri 2004) . Since a part of the SAE is included in the change of SWCRF surf (Soden et al. 2004) , the surface albedo (a surf ) can be removed from the term as follows:
It follows that the a surf is removed from the change in surface clear-sky shortwave radiation, and the surface clear-sky shortwave radiation can be quantified as
where the overbar denotes the piControl condition. This term represents the change in GHG (in particular atmospheric CO 2 and water vapor) effects on clear-sky shortwave radiation. As the concentration of atmospheric GHGs increases, they absorb more incoming solar radiation in the atmosphere, leading to surface cooling, and the reverse is true.The change in surface clear-sky longwave downward radiation, DLW # clr surf ; represents the sum of downward longwave radiation changes at the surface due to changes in atmospheric water vapor, the moist static energy transport by atmospheric motion, and CO 2 concentration. The increase in water vapor at lower-levels in the atmosphere in a warmer climate results in increased emission of longwave radiation to the surface (Santer et al. 2007) , and the reverse is true in a cooler climate.
If we divide Eq. 4 by 4rT 3 surf ; we can write DT surf ½a
(and the characters in square brackets correspond to the labels in Figs. 1, 2, 3 and 4). Each these terms shows the partial temperature change (PCT) contribution due to individual components of the energy balance to the total temperature anomaly (Lu and Cai 2009) (Lu and Cai 2009) , and a possible cause of this difference is variations of surface emissivity. If all the CMIP5 models had adopted the simple constant e surf = 1.0 in all climate states, [b] would be equal to [a] . However, almost all of the models adopt broadband surface emissivity e surf values slightly \1.0 (Jin and Liang 2006) , and e surf depends on the surface types. Thus, there are changes in emissivity between different climate simulations because of the specification of different surface type. As a result, there is a residual term:
which is labeled [k] in the figures. (Fig. 3) . To summarize the map patterns and examine spatial variability that may be hidden in large-scale averages, we also show the zonal-mean annual surface temperature differences and PTC of components in both warm and cold climates (Fig. 4) . (Other maps and zonal-mean figures for seasonal mean temperature changes appear in the in SI). Annual-mean surface temperature for the abrupt4 9 CO 2 simulations increases over all grid points (4.94 K, relative to the piControl simulation, Figs. 1[a],  3[a], 4[a] ). The differences are largest over land areas (6.82 K) and high-latitude ocean regions (Fig. 4[a] ). The changes in winter (5.34 K for all grid points, 7.86 K for land, Fig. S4[a] ) are larger than in summer (4.63 K for all grid points, 6.61 K for land, Fig. S5[a] ). The models show similar responses over most regions (Fig. S2[a] and S10[a]-S15[a]) except that two models (CCSM4 and GISS-E2-R) show changes of the opposite sign over the Labrador Sea and northern North Atlantic Ocean. In contrast, annual-mean surface-temperature for the lgm simulation has a robust response (Figs. S3[a] , S16[a]-21[a]) and decreases over all regions Figs. 2[a] , 3[a], 4[a]), in particular over continental ice sheets, high latitude land, and sea-ice covered areas of the Arctic Ocean. Again, the amplitude of temperature change in winter (-5.28 K for all grid points, -9.38 K for land, Fig. S7[a] ) is larger than in summer (-4.16 K for all grid points, -7.21 K for land, Fig. S8[a] ).
The annual surface temperature changes estimated using the energy-balance model (term [b] ) show almost the same [a]; 4.94 K). Thus, the energy-balance estimates of surface temperature changes adequately reproduce the simulated temperature changes. All models show similar patterns (Fig. S3[b] ). Surface temperature is slightly higher over the land and over the Arctic Ocean compared to the temperatures calculated directly from the model output, and lower over the Labrador Sea and parts of the Southern Ocean ( Fig. 1[b] ). The average residual in the annual mean globally is 0.28 K over land areas, and 0.14 K over ocean areas. In contrast, the amplitude of the estimated surface-temperature changes in the lgm simulations are similar (-4 
S10[c])
. The annual-mean PTC attributable to SAE over land is -3.50 and -6.0 K in summer with relatively high spatial correlation (Fig. 3[c] ). In the abrupt4 9 CO 2 experiments, surface shortwave cloud radiative forcing (DSWCRF surf , [d]) tends to reinforce surface temperature increases over the low-and middle-latitudes but to reduce positive temperature anomalies over the high latitudes regions (in particular the North Atlantic and the Arctic Oceans) annually (Figs. 1[d (Fig. S11[d] ) than in winter ( Fig. S10[d] ).
In the abrupt4 9 CO 2 experiments, surface longwave cloud radiative forcing (DLWCRF surf [e]) reinforces increases in surface temperature over high latitude regions (in particular, the Arctic Ocean) but acts to reduce the temperature increase over the low and middle latitude regions in annually (Figs. 1[e] , 4[e]) and winter 
(k) Fig. 4 The ensemble-average zonal-mean annual surface temperature differences between the abrupt4 9 CO 2 and lgm and piControl simulations Column [k] gives the change in the residual term (Eq. 12). The individual rows represent different aspects of the large-scale surface temperature response and its PTC: land-ocean contrast (rows 1-6) addressed as differences in annual temperature for the globe (60°S-85°N), tropics (30°S-30°N), northern hemisphere (NH: 0-85°N), and southern hemisphere (SH: 60°S-0), and for the northern hemisphere extratropics (NHEXT: 30-85°N) in winter (DJF mean) and summer (JJA mean); highlatitude amplification (rows 7-10) addressed as annual, winter and summer surface temperature differences for the Northern/Southern Hemisphere extratropics (30°N-85°N/85°S-30°S; dark blue) and Northern Hemisphere tropics (0-30°N/30°S-0; orange) respectively; seasonality (rows 11-12) addressed as the difference between winter and summer temperatures for the Northern Hemisphere extratropics (dark blue) and Northern Hemisphere tropics (orange) (over the land and ocean), respectively In the abrupt4 9 CO 2 simulations, sensible heating (-DQ H [h]) reduces the positive surface temperature anomalies over most land areas (-0.89 K), and increases it over the ocean (0.57 K) except the Southern and Arctic Oceans (Figs. 1[h], 4[h] ). In the lgm simulations, -DQ H (Figs. 2[h] , 4[h]) reduces the negative temperature anomaly over the continental ice sheets and some land regions (western North America, central South America, East Asia, and southern Africa). It increases the negative surface temperature anomaly over almost all ocean regions (-0.58 K), except for the Arctic and Antarctic Oceans where sensible heating reduces the negative temperature anomalies because of increased sea-ice cover. There is relatively high negative correlation (AC U & -0.6) between surface temperature change and the PTC of this term over land throughout the year in both climates.
Latent heating ( [j], S10[j]) over both the Arctic and Antarctic Oceans because of changes in sea-ice cover, and helps to reduce the overall cooling in the North Atlantic. Changes in heat storage (-DQ G ) over tropical land areas are much larger in the lgm simulations than the abrupt4 9 CO 2 simulations, and help to limit the surface-temperature cooling in these regions. However, globally, the impact of -DQ G is small and the signs of the anomalies differ from model to model.
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5 Key components of the large-scale temperature responses
We explore the key components responsible for generating land-ocean contrast, high-latitude amplification, and seasonality changes for different spatial and temporal targets for the ensemble of warm (abrupt4 9 CO 2 ) and cold (lgm) climate simulations. Figure 5 shows the amplitude of surface temperature change and PTC of each component, while Fig. 6 shows the association (spatial pattern-correlations) between CMIP5 surface temperatures and both estimated surface temperature and PTC of components. Here, we simply regard the key components of the temperature responses as those components with larger amplitudes (Fig. 5 ) and higher spatial correlations (Fig. 6 ).
Land-ocean contrast
Globally, land-ocean contrast (Fig. 5) is smaller in the annual mean abrupt4 9 CO 2 simulations (1.73) than in the annual mean lgm simulations (3.07), although the values for the tropics are similar (1.63 vs. 1.57). Over the Southern Hemisphere (SH, 0°-60°S), the contrast in annual mean abrupt4 9 CO 2 simulations (1.70) is larger than one in the annual mean lgm (1.52). The contrast over the NHEXT is larger in winter (1.80 in the abrupt4 9 CO 2 simulation, 2.99 in the lgm) than in summer (1.44 in abrupt4 9 CO 2 , simulation, 2.32 in lgm). The land-sea contrast calculated using the energy-balance approach is slightly larger in the annual mean abrupt4 9 CO 2 simulations (1.77 compared to 1.73 calculated directly) but somewhat smaller in the annual mean lgm simulations (2.86 vs. 
High-latitude amplification
High-latitude amplification over the Northern Hemisphere is smaller year round in the abrupt4 9 CO 2 than in the lgm simulations, as would be expected given the large ice sheets in the lgm simulations (Fig. 5) . The magnitude of the amplification is larger in winter (1.61 in abrupt4 9 CO 2 , 3.77 in lgm) than in summer (1.08 vs. 2.78). The change estimated from the energy-balance approach ([b] ) is underestimated compared to the CMIP5 multi-model mean surface temperature ([a] ) in the lgm and overestimated in the abrupt4 9 CO 2 because of the larger residuals over the NHEXT land. On the Other hand, multimodel mean high-latitude amplification over the Southern Hemisphere does not occur under the annual mean abrupt4 9 CO 2 simulations (0.92) even though CCSM4 and MRI-CGCM3 simulate high-latitude amplification there (SI Fig. 1) .
The surface albedo effect ( 
Seasonality changes
Most of the ocean areas with regard to seasonality changes are not robust and the amplitude is quite small in both warm and cold climates (Figs. 5, S6 , S9, S12). The annual cycle is reduced over high-latitude land regions and the Arctic Ocean in the abrupt4 9 CO 2 simulations (Fig. S12 ), but varies both longitudinally and latitudinally over middle-and low-latitude land areas (Fig. S6) The pattern of seasonality changes in the lgm simulations is spatially complex, such that the large-scale averages (NHEXT and NHT) do not provide a coherent picture (Fig. S9 ). Seasonality is reduced over the land-ice regions in North America, but is enhanced over the land-ice Energy-balance mechanisms 3123 regions in Europe (Fig. S9) 
Discussion and conclusions
While several energy-balance components are involved in surface temperature changes, only certain components show robust and consistent patterns across multiple models in both warm and cold climates. Changes in surface downward clear-sky longwave radiation (LW # clr surf ) show a very high positive spatial correlation with changes in surface temperature, robustly accounting for most of the overall change in surface temperature in both warm and cold climates. The surface albedo effect (SAE) makes a large contribution to surface-temperature changes in summer over the high latitudes in both warm and cold climates. In contrast, some other components, such as non-radiative fluxes and surface longwave cloud radiative forcing (LWCRF surf ), have limited influence on the large-scale temperature responses.
Our results identify surface downward clear-sky longwave radiation (LW # clr surf ) as the most important component in the amplification of land-ocean contrast in both warm and cold climates in all regions and seasons. Similar results for a warm-climate state were found by Lu and Cai (2009) . These results support the idea that ocean-forced changes in atmospheric circulation and water-vapor transport play a significant role in generating land-ocean contrast through temperature and humidity changes in the upper troposphere (Santer et al. 2005; Karl et al. 2006 ), which in turn generate changes in surface downward clear-sky longwave radiation over land (Compo and Sardeshmukh 2009) . Differences in tropospheric lapse rates over land and ocean, caused by constraints on moisture availability over land compared to the ocean (see e.g. Li et al. 2013; Byrne and O'Gorman 2013b ) also affect land-ocean contrast Byrne and O'Gorman 2013a) : while the dry adiabatic lapse rate is independent of saturation specific humidity, the saturated adiabatic lapse rate decreases/increases with increasing/decreasing saturation specific humidity. Different changes in lapse rates over land and ocean imply different changes in surface temperature, with larger changes over the land than over the ocean. To explore in detail the relationship between our result and previous studies, LW # clr surf must be decomposed to show the separate effects of changes in CO 2 , water vapor, and direct LW feedback.
In contrast, previous studies (e.g. Sutton et al. 2007; Laine et al. 2009 ) have suggested that non-radiative fluxes, i.e. latent heat flux (Q E ) and sensible heat flux (Q H ), play a major role in the generation of land-ocean contrast; this is not borne out by our analyses. While Q E apparently intensifies land-ocean contrast in the annual mean in the abrupt4 9 CO 2 simulation, this comes about through changes in seasonal heat storage (Q G ). Furthermore latent heat flux does not contribute to the intensification of landocean contrast in the lgm climate. Our analyses also indicate that neither surface shortwave cloud radiative forcing (SWCRF surf ) nor the GHG effects of downward clear-sky shortwave radiation have a strong impact on the intensification of land-ocean temperature contrast, although some previous studies have argued that both are important (e.g. Dong et al. 2009 ).
Our analyses show that surface downward clear-sky longwave radiation (LW # clr surf ) is also a key component for intensifying high-latitude amplification in both warm and cold climates (see also Lu and Cai (2009) ). These results are consistent with previous work on high-latitude amplification in warm climates (e.g. Graversen and Wang 2009; Winton 2006) showing that changes in atmospheric water vapor lead to increased air temperature and reduced sea-ice cover and thus engender a strong longwave radiation feedback. Solomon (2006) has argued that an increase in the meridional, atmospheric energy transport in the Northern Hemisphere is to be expected in a warmer climate, because more latent heat energy release will occur over the oceans leading to increased baroclinicity. Moreover, an increase in atmospheric water vapor will increase the greenhouse effect in the Arctic more than in lower latitudes, linked in part to stable stratified conditions over the Arctic which inhibits mixing (Alexeev et al. 2005; Langen and Alexeev 2007; Lu and Cai 2010) .
The surface albedo effect (SAE) is important in both land-ocean contrast and high-latitude amplification. We have shown that SAE strongly enhances land-ocean contrast in the lgm climate, although it is not important in the warm climate state. SAE enhances the lgm land-ocean contrast because of the presence of large continental ice sheets and extensive snow cover in the high-latitude regions. The additional contribution of SAE in the lgm experiment helps to explain the larger amplitude of landocean contrast in cold than warm climates . The surface albedo effect also plays a significant role in generating the high-latitude amplification in summer (and hence in annual average) in both warmer and cooler climates. However, SAE does not contribute to highlatitude amplification in winter, which is primarily the result of changes in heat storage. Amplification of the temperature changes is not confined to strictly polar regions (Brady et al. 2013 )-pointing to the contributing role of ice-and snow-albedo feedback in generating this large-scale temperature response, particularly in winter (e.g. Screen and Simmonds 2010b) .
Our results suggest that, while important, the surface albedo effect (SAE) is secondary to surface downward clear-sky longwave radiation (LW # clr surf ) in the intensification of high-latitude amplification. This is consistent with previous studies. For example, high-latitude amplification occurred in a CCSM3 simulation in which albedo was fixed (Graversen and Wang 2009) and in an idealized GCM simulation in which ice-albedo feedback is absent (Lu and Cai 2010) , and thus SAE could not be involved. Moreover, high-latitude amplification is found in aquaplanet simulations in which ice-albedo feedback was excluded, resulting from the impact of changes in longwave radiation and turbulent fluxes on high-latitude surface temperature (Alexeev et al. 2005; Langen and Alexeev 2007) . Thus, we suggest that LW # clr surf is the dominant factor leading to high-latitude amplification (Lu and Cai 2009) , and SAE contributes to the intensification during summer.
The generation of changes in seasonality in response to year-round changes in forcing is a robust feature in both warm and cold climates, although the nature of the change varies between land and ocean and between high-and lowlatitudes (e.g. Mann and Park 1996; Dwyer et al. 2012; Izumi et al. 2013) . In contrast with the other large-scale temperature responses, no single factor stands out as the major mechanism explaining the simulated seasonality changes. In the abrupt4 9 CO 2 climate, the seasonality changes at high-latitudes are produced through changes in both surface longwave cloud radiative forcing (LWCRF surf ) and surface downward clear-sky longwave radiation (LW # clr surf ). However, neither component is important in the lgm climate, where heat storage (Q G ) intensifies high-latitude seasonality and the surface albedo effect (SAE) reduces it. Although LWCRF surf contributes to the simulated change in seasonality in low latitudes in the abrupt4 9 CO 2 simulations, it is not important in the lgm simulations. Our analyses therefore suggest that simulated changes in seasonality are a consequence of the changes in land-ocean and high-latitude/low-latitude contrasts rather than an independent temperature response to the largescale forcing.
Changes in land-ocean contrast and high-latitude amplification are robust features of climate-model simulations of the future (e.g. Joshi et al. 2013; Taylor et al. 2013; Byrne and O'Gorman 2013b ) and a wide range of different palaeoclimates (e.g. Dowsett et al. 2012; Laine et al. 2009 ). These responses are shown by palaeoclimate data (e.g. Kageyama et al. 2013; Dowsett et al. 2012; Harrison et al. 2013; Izumi et al. 2013) and thus are features of the real climate rather than simply modeled responses. These responses can be explained through changes in the surface energy balance, but most specifically through a small number of feedbacks impacting surface downward clear-sky longwave radiation (LW # clr surf ). Although several previous studies have pointed to the importance of LW # clr surf in explaining large-scale temperature responses, they have tended to focus on single experiments and/or regions. Here, we have been able to provide a more comprehensive explanation of these largescale phenomena through combining analyses of past and future climates. This demonstrates the way in which palaeoclimate simulations are a useful adjunct to analyses of modern-day climates in understanding the fundamental mechanisms of climate change.
