Abstract. We show that the Weyl structure of an almost-Hermitian Weyl manifold of dimension n ≥ 6 is trivial if the associated curvature operator satisfies the Kähler identity. Similarly if the curvature of an almost paraHermitian Weyl manifold of dimension n ≥ 6 satisfies the para-Kähler identity, then the Weyl structure is trivial as well. MSC 2002: 53B05, 15A72, 53A15, 53B10, 53C07, 53C25
1. Introduction 1.1. Pseudo-Riemannian Weyl geometry. Let N be a smooth manifold of dimension n ≥ 3. Let ∇ be a torsion free connection on the tangent bundle T N of N and let g be a pseudo-Riemannian metric on N of signature (p, q). Motivated by the seminal paper of Weyl [22] , the triple W := (N, g, ∇) is said to be a Weyl manifold if there exists a smooth 1-form φ ∇,g ∈ C ∞ (T * N ) so that:
(1.a)
Weyl [22] used these geometries in an attempt to unify gravity with electromagnetism -although this approach failed for physical reasons, the resulting geometries are still an active area of investigation today. We refer, for example, to [5] which studies Weyl geometry in the context of contact manifolds, to [12] where EinsteinWeyl structures are examined in Lorentzian signature, to [13] where projectively flat Weyl manifolds are investigated, and to [21] where the associated mass of an asymptotically flat Weyl structure is defined.
Let [g] be the associated conformal class; g 1 ∈ [g] if and only if there exists a smooth function f so g 1 = e 2f g. Weyl geometry is linked with conformal geometry as Equation (1.a) means that [g] is preserved by covariant differentiation. If g 1 ∈ [g] and if W = (N, g, ∇) is a Weyl manifold, then the triple W 1 := (N, g 1 , ∇) is again a Weyl manifold where the associated 1-form is given by taking φ ∇,g1 := φ ∇,g − df . We say the Weyl structure is trivial if there exists g 1 ∈ [g] so that ∇ = ∇ g1 is the Levi-Civita connection of the metric g 1 ; additional equivalent conditions are given below in Theorem 1.1.
Let R be the curvature operator and let R be the associated curvature tensor of the connection ∇ of a Weyl manifold W = (N, g, ∇):
R(x, y) := ∇ x ∇ y − ∇ y ∇ x − ∇ [x,y] , R(x, y, z, w) := g(R(x, y)z, w) .
Since ∇ is torsion free, we have the symmetries:
R(x, y, z, w) = −R(y, x, z, w), (1.b) 0 = R(x, y, z, w) + R(y, z, x, w) + R(z, x, y, w) .
(1.c)
The Ricci tensor is defined by setting:
Ric(x, y) := Tr{z → R(z, x)y} .
There is an additional well known curvature symmetry which pertains in Weyl geometry (see, for example, the discussion in [6] ):
R(x, y, z, w) + R(x, y, w, z) = 2 n {Ric(y, x) − Ric(x, y)}g(z, w) .
(1.e)
If the Weyl structure is trivial, then ∇ = ∇ g1 for some g 1 ∈ [g] and we have the additional curvature symmetry for the curvature R g1 of the Levi-Civita connection:
We say that the curvature of W is Riemannian if in addition to the symmetries of Equation (1.b) and of Equation (1.c), the symmetry of Equation (1.f) is satisfied -note that these 3 symmetries are conformal invariants and that Equation (1.f) implies Equation (1.e). We have the following curvature condition which ensures that the Weyl structure is trivial [6] ; we give the proof for the sake of completeness in Section 2.1.
The following assertions are equivalent and if any is satisfied, then the Weyl structure is trivial.
(
The curvature of ∇ is Riemannian.
1.2.
Almost para/pseudo-Hermitian Weyl geometry. Let n = 2n ≥ 4. We say that (N, g, ∇, J − ) is an almost pseudo-Hermitian Weyl manifold if (N, g, ∇) is a Weyl manifold, if J − is an almost complex structure on T N (i.e. J − is an endomorphism of T N with J 2 − = − id), and if J * − g = g; necessarily g has signature (2p, 2q) in this instance. Similarly, we say that (N, g, ∇, J + ) is an almost paraHermitian Weyl manifold if (N, g, ∇) is a Weyl manifold, if J + is a para-complex structure on N (i.e. an endomorphism of T N with J 2 + = id and Tr(J + ) = 0), and if J * + g = −g; necessarily g has neutral signature (n,n). The ± formalism permits us to discuss para-complex (+) and complex (−) geometry in parallel. For example, (para)-Nijenhuis tensor of an almost (para)-complex manifold (M, J ± ) is given by
(1.g)
It vanishes if and only if J ± is an integrable almost (para)-complex structure, i.e. given any point P ∈ N , there exist local coordinates (x 1 , . . . , x n ) centered at P so
be an almost para/pseudoHermitian Weyl manifold. If ∇(J ± ) = 0, then one says that this is a (para)-Kähler Weyl manifold. Note that necessarily J ± is integrable in this setting. The study of such manifolds is very much an active research endeavor. See, for example, [10] where the Siu-Beauville theorem is extended to a certain class of compact Kähler-Weyl manifolds. Pedersen, Poon, and Swann [14] used work of Vaisman [19, 20] to establish the following result in the Hermitian (i.e. positive definite) setting; the extension to the higher signature setting and to the para-Kähler setting is immediate. We shall present their proof in Section 2.3 for the sake of completeness. R(x, y)J ± = J ± R(x, y) ∀ x, y, or equivalently R(x, y, z, w) = ∓R(x, y, J ± z, J ± w) ∀ x, y, z, w .
( The main result of this paper is the extension of Theorem 1.2 to this context. The following result gives a curvature condition in these settings which ensures that the Weyl structure is trivial; again it fails if n = 4:
is a curvature (para)-Kaḧler Weyl manifold with dimension n ≥ 6 and with H 1 (N ; R) = 0, then the underlying Weyl structure on N is trivial.
Geometric realization results.
It is convenient to work in a purely algebraic context. Let V be a finite dimensional vector space which is equipped with a nondegenerate symmetric bilinear form h that we use to raise and lower indices; the pair (V, h) is said to be an inner product space. We say that A ∈ ⊗ 4 V * is a affine curvature tensor if A has the symmetries given in Equations (1.b) and (1.c); let A be the set of all such tensors. The corresponding affine curvature operator A is defined by raising an index; A and A are related by the identity:
Let W be the subspace of A of all elements which in addition satisfy the symmetry of Equation (1.e) and let R be the subspace of A of elements which in addition satisfy the symmetry of Equation (1.f); an element A ∈ R is said to be a Riemannian curvature tensor and the associated endomorphism A to be a Riemannian curvature operator. We have proper inclusions:
The relations of Equations (1.b) and (1.c) generate the universal symmetries satisfied by the curvature of a torsion free connection, the relations of Equations (1.b), (1.c), and (1.e) generate the universal symmetries satisfied by the curvature in Weyl geometry, and the relations of Equations (1.b), (1.c), and Equation (1.f) generate the universal symmetries satisfied by the curvature in pseudo-Riemannian geometry. We refer to [1] for the proof of the following result and for other similar results and further bibliographic references concerning the geometric realization of curvature in various contexts: Theorem 1.4. Let (V, h) be an inner product space.
(1) If A ∈ A, then there exists a manifold N , there exists a point P of N , there exists a torsion free connection ∇ on T N , and there exists an isomorphism Φ :
, there exists a point P of N , and there exists an isomorphism Φ :
exists a point P of N , and there exists an isomorphism Φ :
1.6. Para/pseudo-Hermitian curvature models. Let (V, h) be an inner product space. We say that the triple (V, h, J ± ) is a para/pseudo-Hermitian vector space if J ± is a (para)-complex structure on V with J * ± h = ∓h. Theorem 1.3 will follow from Theorem 1.1 and from the following purely algebraic result: Theorem 1.5. Let n ≥ 6. Let (V, h, J ± ) be a para/pseudo-Hermitian vector space and let A ∈ W. If A satisfies the (para)-Kähler identity of Equation (1.i), then A ∈ R . Theorem 1.5 fails if n = 4; there are non-trivial elements of W − R which satisfy the Kähler identity when n = 4. We shall investigate this and related questions further in a subsequent paper.
1.7. Outline of the paper. In Section 2, we prove Theorem 1.1, we prove Theorem 1.2, and we exhibit a curvature (para)-Kähler manifold (N, g, J ± ) with (necessarily if n ≥ 6) trivial Weyl structure where J ± is not integrable. In Section 3, we review the basic group representation theory that we shall need; these results are well known and we refer to the discussion in [1] Chapter 2 for example. We define the orthogonal group O, the (para)-unitary groups U ± , and Z 2 extensions U * ± that play an important role in our discussion. Suppose that G ∈ {O, U, U * ± }. Results concerning the theory of submodules of ⊗ k V for the group G are outlined in Section 3.2 and an introduction to the theory of scalar invariants for ⊗ k V is given in Section 3.3. The para unitary group U + is exceptional and these results not apply to that group.
In Section 4, we review results of Singer and Thorpe [17] decomposing R, results of Higa [8, 9] decomposing W as orthogonal modules, and an extension of results of Tricerri and Vanhecke [18] decomposing R as a U ⋆ ± module. These results are then used to decompose W as a U ⋆ ± module. Theorem 1.5 is then established Section 5. We refer to [4, 6, 7, 15, 16] for further details concerning Weyl geometry.
Geometric considerations
2.1. The proof of Theorem 1.1. Suppose that dφ ∇,g = 0. Since H 1 (N ; R) = 0, we can express φ ∇,g = df for some function f . Let (2); by definition the Weyl structure is trivial if and only if Assertion (2) holds. Clearly Assertion (2) implies Assertion (3). Since the curvature tensor of the Levi-Civita connection is Riemannian, Assertion (3) implies Assertion (4). Suppose that Assertion (4) holds. We have dφ ∇,g = − 1 n Λ Ric where Λ Ric is the alternating part of the Ricci tensor. Since the curvature tensor is Riemannian, the Ricci tensor is symmetric and consequently Λ Ric = 0. Thus Assertion (4) implies Assertion (1).
A curvature (para)-Kähler Weyl manifold which is not integrable.
Although relatively elementary, the following example is instructive. Consider the usual coordinates (x 1 , . . . , x n ) on N := R n . Let J − be the standard complex structure given in Equation (1.h). We work first in the positive definite setting.
We consider a twisted almost complex structure:
Suppose that Θ = Θ(x 1 ) is given by:
We compute the Nijenhuis tensor N − of Equation (1.g) for this example. We have that {N − (∂ x1 , ∂ x3 )}(0) consists of 4 parts:
The construction of a curvature para-Kähler manifold which is not para-Kähler is similar. One replaces the complex structure J − by the para-complex structure J + in Equation (1.h), one replaces the metric g of Equation (2.a) by the metric
and one replaces the N − by N + . The remainder of the construction is unchanged and is therefore omitted.
2.3.
The proof of Theorem 1.2. Let (N, g, ∇, J ± ) be a (para)-Kähler Weyl manifold. Since ∇(J ± ) = 0, J ± is integrable. Let
be the associated Kähler form. We compute:
Let {e i } be a local frame for T N and let {e i } be the dual frame for the cotangent bundle T * N . We adopt the Einstein convention and sum over repeated indices. Since ∇ is torsion free, dΩ ± = e i ∧ ∇ ei Ω ± . Consequently
is an isomorphism between Λ 2 and Λ n−2 ; this fact is usually cited only in the positive definite setting for J − but extends to the more general situation. Thus as n ≥ 6, dφ ∇,g ∧ Ω ± = 0 implies dφ ∇,g = 0.
⊓ ⊔ This argument fails if n = 4; we can only conclude from this that dφ ∇,g ⊥ Ω ± .
Representation theory
In this section, we present the basic results from group representation theory that we shall need; these results are well known and we refer, for example, to [1] Chapter 2 for further details. The structure groups are defined in Section 3.1. The theory of submodules of ⊗ k V is outlined in Section 3.2. Results relating to the theory of scalar invariants are presented in Section 3.3.
3.1. Structure groups. Let h be a non-degenerate symmetric bilinear form on a real vector space V of dimension n. Let O = O(V, h) be the associated orthogonal group:
O := {T ∈ GL(V ) :
If (V, h, J ± ) is a para/pseudo-Hermitian vector space, there are two associated Lie groups of interest. We define the (para)-unitary group U ± and associated Z 2 extension U * ± by setting:
Equation (3.a) defines a non-degenerate symmetric bilinear form on ⊗ k V . We use h to identify V with V * and ⊗ k V with ⊗ k V * . If T ∈ ⊗ k V * and if T is a linear map of V , the pull-back T * Θ is characterized by the identity
Let G be one of the groups defined in Section 3.1. Then G acts naturally on ⊗ k V * by pull-back and preserves the canonical inner product defined in Equation (3.a).
The following is well known -see, for example, the discussion in [1] Chapter 2:
(1) ξ is not totally isotropic. Much of what we will say subsequently extends to U − with minor modifications. As the analysis of U − is not needed to establish the results of this paper, we shall not persue this topic. We note, however, that Lemma 3.1 fails for the group U + . Let (V, h, J + ) be a para-Hermitian vector space. Decompose V = V + ⊕V − into the ±1 eigenspaces of J + . Then V ± are totally isotropic subspaces of V which are invariant under U + .
3.3. Scalar invariants. Let ξ be a G-module. We say that Ξ : ξ → R is a scalar invariant if Ξ(g · v) = Ξ(v) for every v ∈ ξ and for every g ∈ G; let I G (ξ) be the vector space of all such invariants. Let ξ ⊂ ⊗ k V * . H. Weyl [23] (see pages 53 and 66) gives a spanning set if G = O is the orthogonal group; the corresponding result for the unitary group U − for in the Hermitian (i.e. positive definite) setting follows from [3, 11] and the extension to the groups U ⋆ ± in general is straightforward -see [1] for example.
We discuss this spanning set. All invariants arise by using either the metric or the Kähler form to contract indices; invariants of U ⋆ ± arise when the Kähler form appears an even number of times. It is worth being a bit more formal about this. Let (V, h, J ± ) be a para/pseudo-Hermitian vector space. Let Ω ±,ij be the components of the (para)-Kähler form. If {e i } is any basis for V , let h ij := h(e i , e j ). The inverse matrix h ij = h(e i , e j ) gives the components of the dual innerproduct on
. Let π ∈ Perm(2k) be a permutation of {1, ..., 2k}. Let κ 0 := h, let κ 1 := Ω ± , and let a be a sequence of 0's and 1's. Define:
Let n( a) be the number of times a i = 1. One then has:
Curvature decompositions
In this section, we review the fundamental curvature decompositions that will play an important role our discussion. 
The Higa
The map σ is an O module isomorphism from Λ 2 to P := σ(Λ 2 ). We have [8, 9] : [18] to the setting at hand and are discussed in [1] in more detail. Let (V, h, J ± ) be a para/pseudoHermitian vector space. Define: Let n ≥ 8. One follows [18] to define U − modules W −,i ; these are also U * − modules and there are analogous modules U ⋆ + modules W +,i in the para-Hermitian setting. Set K ±,R := {A ∈ R : A(x, y, z, w) = ∓A(x, y, J ± z, J ± w)} ; these are the Riemannian curvature tensors which also satisfy the (para)-Kähler identity of Equation (1.i).
Theorem 4.5. Let (V, h, J ± ) be a para/pseudo Hermitian vector space of dimension n ≥ 8. We may decompose
as the orthogonal direct sum of irreducible U ⋆ ± modules. We have
, and W ±,9 ≈ Λ 2,U± ± .
With exception of the isomorphisms in (1), these are inequivalent U ± modules. (1) The original discussion of [18] dealt with the unitary group U − in the positive definite setting; we refer to [1] for a discussion of the indefinite Hermitian setting and in the para-Hermitian setting. If n = 6, we set W ±,6 = {0}; if n = 4, we set W ±,5 = W ±,6 = W ±,10 = {0} to achieve the corresponding decomposition. This does not affect our subsequent analysis. 
and θ(x, y, z, w) = ±θ(J ± x, J ± y, z, w) = ±θ(x, y, J ± z, J ± w)} .
It follows from these symmetries and from Lemma 3.3 that there is only one U
given by h ik h jl θ(e i , e j , e k , e l ). Thus
) be the set of all linear maps T : Λ
. Let π 1 (resp. π 2 ) be projection on the first (resp. on the second) factor. Since ξ is non-trivial, we may assume without loss of generality that π 1 ξ = {0}; since ξ is a proper submodule, ξ is necessarily irreducible and hence π 1 is an isomorphism. If π 2 = 0, then ξ = ξ(1, 0). Thus we may assume that π 2 = 0 and hence π 
The proof of Theorem 1.5
Let (V, h, J ± ) be a para/pseudo-Hermitian vector space. Let K ±,W := {A ∈ W : A(x, y, z, w) = ∓A(x, y, J ± z, J ± w) ∀ x, y, z, w} be the space of all Weyl tensors satisfying the (para)-Kähler identity of Equation (1.i). We use the decomposition of Theorem 4.7 and set
We prove Theorem 1.5 by showing K 1 ±,W = {0}. Suppose that 4 ≤ i ≤ 13 and i = 9, 13. Since W ±,i appears with multiplicity 1 in K 1 ±,W , Lemma 3.1 shows that either W ±,i ⊂ K 
5.1.
The module W ±,11 . We use Equation (4.a) to see:
(1) σ(Ω ± )(e 1 , e 4 , e 3 , e 1 ) = −h(e 4 , J ± e 3 )h(e 1 , e 1 ) = −h 11 h 44 , (2) ∓σ(Ω ± )(e 1 , e 4 , J ± e 3 , J ± e 1 ) = ±h(e 1 , J ± J ± e 1 )h(e 4 , J ± e 3 ) = h 11 h 44 , (3) Thus σ(R · Ω ± ) ⊂ K 1 ±,W if n ≥ 4.
5.2.
The module W ±,12 . Let ψ 0,± := e 1 ⊗ e 2 − e 2 ⊗ e 1 + δ ± {e 3 ⊗ e 4 − e 4 ⊗ e 3 } where δ ± is chosen to ensure ψ 0,± ⊥ Ω ± . We have J * ± ψ 0,± = ∓ψ 0,± and thus ψ 0,± ∈ Λ 2,U± 0,± . We use Equation (4.a) to verify: (1) σ(ψ 0,± )(e 5 , e 1 , e 2 , e 5 ) = −ψ 0,± (e 1 , e 2 )h(e 5 , e 5 ) = −h 55 . (2) ∓σ(ψ 0,± )(e 5 , e 1 , J ± e 2 , J ± e 5 ) = ±ψ 0,± (e 5 , J ± e 5 )h(e 1 , J ± e 2 ) = 0. (3) W ±,12 ⊂ K 1 ±,W if n ≥ 6. 5.3. The module W ±,9 ⊕ W ±, 13 . Let ψ ± := e 1 ⊗ e 3 − e 3 ⊗ e 1 ± e 2 ⊗ e 4 ∓ e 4 ⊗ e 2 .
Then J * ± ψ ± = ±ψ ± so ψ ± ∈ Λ 2,U± ±
. By Equation (4.a) and Equation (4.b): (1) σ(ψ ± )(e 5 , e 1 , e 3 , e 5 ) = −ψ ± (e 1 , e 3 )h(e 5 , e 5 ) = −h 55 . (2) σ(ψ ± )(e 5 , e 1 , e 4 , e 6 ) = 0. (3) Ψ(ψ ± )(e 5 , e 1 , e 3 , e 5 ) = 0. (4) Ψ(ψ ± )(e 5 , e 1 , e 4 , e 6 ) = −ψ ± (e 1 , J ± e 4 )h(e 5 , J ± e 6 ) = −h 55 . (5) σ(ψ ± )(e 5 , e 6 , e 1 , e 4 ) = 0. (6) σ(ψ ± )(e 5 , e 6 , J ± e 1 , J ± e 4 ) = 0. (7) Ψ(ψ ± )(e 5 , e 6 , e 1 , e 4 ) = 2h(e 5 , J ± e 6 )ψ ± (e 1 , J ± e 4 ) = 2h 55 . (8) Ψ(ψ ± )(e 5 , e 6 , J ± e 1 , J ± e 4 ) = 2h(e 5 , J ± e 6 )ψ ± (J ± e 1 , J ± J ± e 4 ) = ±2h 55 .
For (a, b) = (0, 0), let ξ(a, b) := Range{aσ + bΨ} ⊂ W ±,9 ⊕ W ±, 13 . We suppose ξ(a, b) ∩ K ⊓ ⊔
