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Abstract. Recently, measurements were made of mesospheric gravity waves in the OI (5577/•) nightglow observed from Arecibo, Puerto Rico, during January i993 as part of a 
special 1 O-day campaign. Clear, monochromatic gravity waves were observed on several 
nights. By using a full-wave model that realistically includes the major physical processes in 
this region, we have simulated the propagation of two waves through the mesopause region 
and calculated the O(•S) nightglow response to the waves. Mean winds derived from both 
UARS wind imaging interferometer (WINDII) and Arecibo incoherent scatter adar 
observations were employed in the computations as were the climatological zonal winds 
defined by COSPAR International Reference Atmosphere 1990 (CIRA). For both sets of 
measured winds the observed waves encounter c itical levels within the O(•S) emission layer, 
and wave amplitudes, derived from the requirement that the simulated and observed 
amplitudes of the O(1S) fluctuations be equal, are too large for the waves to be gravitationally 
stable below the emission layer. Some of the .model coefficients were adjusted inorder to 
improve the agreement with the measurements, including the eddy diffusion coefficients and 
the height of the atomic oxygen layer. The effect of changing the chemical kinetic parameters 
was investigated but was found to be unimportant. Eddy diffusion coefficients that are 10 to 
100 times larger than presently accepted values are required to explain most of the • 
observations in the cases that include the measured background winds, Whereas the 
observations can be modeled using the nominal eddy diffusion coefficients and the CIRA 
climatological winds. Lowering the height of the atomic oxygen layer improved the 
simulations lightly for one of the simulated waves but caused a less favorable simulation for 
the other wave. For one of the wave'• propagating through the WIND! I winds the simulated 
amplitude was too large below 82 km for the wave to be gravitationally stable, in spite of the 
adjustments made to the model parameters. This study demonstrates that an accurate 
description of the mean winds is an essential requirement for a complete interpretation of 
observed wave-driven airglow fluctuations. 
1. Introduction 
In January 1993 the incoherent scatter radar community 
undertook an unprecedented observational campaign extend- 
ing over 10 consecutive days that provided a unique oppor- 
tunity to explore ionospheric and thermospheric variations. 
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These global observations, combined with detailed informa -
tion obtained from instrument clusters at selected sites, pro- 
vide a unique data set to explore atmospheric physics and dy- 
namics and to test global and theoretical models. Atmospheric 
gravity waves, which comprise the shorter period variations in 
the atmosphere, are the subject of the present study. 
The coupling between the lower and upper atmosphere 
through atmospheric gravity waves is now recognized as be- 
ing of fundamental importance to the dynamics and energetics 
of the mesopause region [e.g., Hines, 1960; Lindzen, 1981; 
Fritts, 1984; Garcia and Solomon, 1985]. Most of our present 
understanding concerning the energetics of these waves in the 
mesospause region has derived from either radar [e.g., Vin- 
cent and Reid, 1983] or nighttime sodium lidar observations 
[e.g., Bills et al., 1991; Tao and Gardner, 1995], because 
wave amplitude, a key parameter equired for the calculation 
of wave energy, is quite easily derived from these observa- 
tions. However, while passive optical techniques have been 
used to measure the fluctuations occurring in various natural 
mesospheric and lower thermospheric nightglow emissions 
and often provide useful measurements of gravity wave pa- 
rameters such as horizontal wavelengths, periods, and azi- 
muths of propagation [Taylor et al., 1995; Swenson et al., 
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1995], they are unable to provide a direct measure of wave 
amplitude (or wave energy) for two principal reasons. First, 
the nightglow emissions behave as a chemical tracer of grav- 
ity wave motions through the fluctuations in the concentra- 
tions of the minor species involved in the airglow chemistry 
(and not, for example, fluctuations of the major gas). Second, 
the nightglow measurements constitute a height integral of the 
emissions over the entire vertical extent of the emission layer 
(usually - 10 km) rather than providing a measurement at a 
discrete altitude (as in the case of the radars and lidars). 
In r6cent years much attention has focused on the calcula- 
tion of Krassovsky's ratio based on either optical 
measurements of airglow fluctuations [Hecht et al., 1987; 
Sivjee et al., 1987; Viereck and Deehr, 1989; Zhang et •l., 
1992a; Oznovich et al., 1995] or theoretical models of these 
fluctuations [Hines and Tarasick, 1987; Tarasick and Hines, 
1990; Tarasick and Shi•pherd, 1992a, b; Walterscheid et al., 
1987, 1994; Walterscheid and Schubert, 1987; Schubert and 
Walterscheid, 1988; Schubert et al., 1991; Hickey, 1988a, b; 
Hickey et al. 1992, 1993a; Zhang et al., 1992b; lsler et al., 
1991; Makhlouf et ai., 1995]. While these investigations have 
Provided much impetus to study the interaction of gravity 
waves with chemically active minor species and the 
concomitant nightglow fluctuations, no definitive tests of the 
models have ever been performed. Furthermore, Krassovsky's 
ratio is a parameter that is independent of wave amplitude and 
so provides no information concerning the wave energetics. 
The main objectives of the present paper are to determine 
whether acceptable values of wave amplitude can be indi- 
rectly determined from these optical measurements and to de- 
termine which are the most sensitive parameters affecting the 
derived wave amplitude. This novel approach, which has not 
been attempted before, involves combining the optical 
(nightglow) measurements of gravity wave fluctuations with 
numerical simulations of these nightglow fluctuations. We 
perform a detailed investigation employing a realistic full- 
wave model describing wave propagation in the mesosphere 
that includes dissipation due to both eddy and molecular dif- 
fusion processes and the effects of mean background winds 
[Hickey et al., 1994, 1995] and which can also calculate the 
response of a particular nightglow emission to a gravity wave. 
The wave amplitude is then inferred by requiting that the 
modeled and measured airglow fluctuations be equal. The 
present study provides an opportunity to qualitatively and 
quantitatively assess the viability of this new approach. 
The gravity w•ives were measured in the O(Is) nightglow 
over Arecibo at mesopause altitudes using a two-dimensional 
(2-D) all-sky CCD imaging system [Taylor and Garcia, 
1995]. These observations provide the wave parameters and 
the nightglow intensity fluctuations needed for our model cal- 
culations. The other measurements required for the modeling 
are the mean winds at the height of the O(IS) nightglow 
emission (- 97 km altitude), and these were provided for the 
approximate times of the nightglow observations by the inco- 
herent scatter adar at Arecibo [Zhou et al., 1997] and by the 
wind imaging interferometer (WINDII) instrument aboard the 
upper atmosphere r search satellite (UARS) [Shepherd et al., 
1993]. Additionally, we investigated using the COSPAR 
International Reference Atmosphere 1990 (CIRA) clima- 
tological monthly mean, zonal-mean winds to define the mean 
winds for our model calculations. The waves studied here 
have small phase speeds, making them susceptible to critical 
level effects associated with the mean winds. 
The layout of this paper is as follows. In section 2 the 
pertinent observations from the Januai'y 1993 10-day 
campaign are described. The full-wave model and the O(1S) 
nightglow fluctuation model are briefly described in section 3. 
This is followed by the results Section, which comprises a 
detailed numerical analysis for each of the observed waves. 
Following this we conclude by discussing the limitations of
the approach and suggest some possible improvements for 
future wave measurement campaigns. 
2. January 1993 10-Day Campaign 
Observations 
The January 1993 campaign provided an opportunity to 
study wave motions in the atmosphere and in particular 
gravity waves in the mesosphere. The waves were observed in 
the O(1S) nightglow emission, asdescribed in section 2.1.2. 
The modeling of these waves also requires knowledge of the 
winds at the altitude of the observations, which are described 
in seetions 2.2.1 and 2.2.2. The observations described here 
, 
were all obtained at Arecibo, Puerto Rico (18.35%•, 66.75øW) 
on the night of January 20/21, 1993. 
ß 2.1. All-Sky Image Measurements andGravity Wave 
Parameters 
2.1.1. Instrumentation. The image measurements were 
made using a digital camera fitted with a Kodak KAF-4200 
CCD array (area 3.4 cm :z) comprising 2048 x 2048 Pixels. The 
detector was operated at -40øC (dark current to ~0.12 e' 
/pixels/s) and data were binned to 512 x 507 pixels, resulting 
in a spatial resolution of ~0.6 km in the zenith at mesospheric 
heights. The camera was fitted with an all-sky (180 ø ) 
telecentic lens system enabling monochromatic measurements 
of small-scale gravity waves to be recorded over a large area 
of sky (>750,000 km :z) within a ~500 km radius of ArecibO. 
Observations of two nightglow emissions were made: the near 
infrared (NIR) OH emission which originates from a well- 
defined layer (~8 km halfwidth) centered at ~87 km altitude, 
and the OI(557.7 nm) emission which arises from a similar- 
type layer centered at a higher altitude of ~96 km. The OI 
(557.7 nm) measurements were made using a narrow band 
(2.4 nm halfwidth) interference filte•r and an exposure time of 
120 s. Observations of the NIR OH emission were obtained 
using a broad band filter (715-930 nm halfwidth with a notch 
to suppress ignal from the 0 2 (0,1) band), and a significantly 
shorter exposure time of 15 s. The filters were changed 
manually at intervals during the night and images of the se- 
lected emission were recorded once every 3 min. Data were 
digitized to 12-bit resolution and stored onto optical disk fol- 
lowing the subtraction of an electronic "dark noise" image. 
2.1.2. Observations and Analysis. The camera was 
located at the Optical Site, Arecibo Observatory, Puerto Rico 
(18.35øN, 66.75øW). Image measurements commenced on 
January 16 and continued Until January 29, 1993, encom- 
passing the incoherent scatter radar "10 Day Run" measure- 
ment period. The observing conditions were good considering 
the low altitude of the site (~350 m), and a variety of small- 
scale wave data were recorded on nine nights during this 
period. For this study, image data from a complex wave dis- 
play imaged on January 21 have been used. The display 
imaged on this night consisted of two intersecting quasi- 
monochromatic gravity waves progressing on approximately 
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Figure 1. A complex wave pattern resulting from the 
intersection of two gravity waves progressing on 
approximately orthogonal headings over Arecibo on January 
21, 1993. The image has been flat-fielded to enhance the 
wave structure and to determine the quantity I'. Wave A was 
observed to progress towards the SW (top left of image) while 
wave B moved towards the -NNW (-bottom left of image). 
orthogonal headings and creating a distinctive cross-hatch 
pattern. Figure 1 illustrates this situation for the OI (557.7 
nm) emission at 07:50 UT. Both wave patterns were extensive 
and highly coherent but exhibited quite dissimilar spatial and 
temporal characteristics (see Table 1). Prior to midnight the 
data were characterized by a single well defined wave train 
(termed wave A), progressing towards the SW that was 
evident for over 5 hours. During the course of these observa- 
tions a second wave train entered the field of view progress- 
ing towards the NNW. Both displays were detected in the OI 
and OH emissions, suggesting that they were caused by freely 
propagating waves. However, the visibility of the second 
wave in the OI emission decreased considerably after- 1 hour 
(but images of this second wave were recorded for an addi- 
tional -70 min). Table 1 lists the results of a spectral analysis 
of these data. Further information on the determination of the 
spectral components of this display is given by Taylor and 
Garcia [ 1995]. 
In addition to measurements of the horizontal wave 
parameters (horizontal wavelength, )•; horizontal phase speed, 
Vh; and observed period, Tot,), this study requires information 
on the intensity perturbations induced by the two gravity 
waves. In particular, the quantity (I')/(I) is needed for 
modeling of the wave propagation. Here, (I) represents the 
average intensity of the image, {I') is a measure of the ampli- 
tude of the wave-induced intensity fluctuation, and the brack- 
ets denote that the observables represent an integral over the 
height of the emission region. To determine this quantity, a 
series of 21 images encompassing the images to be measured 
were averaged together to form a "background" image. To a 
first approximation this process removes from the data the 
effects due to lens vignetting and line-of-sight (van Rhijn) 
enhancements at low elevations. This image was then used to 
flat-field the data, an example of which is shown in Figure 1. 
Intensity values at the peaks ((/)max) and troughs ((1)min) 
for waves A and B were then measured at various points 
within the flat-fielded image to determine a mean peak-to- 
trough variation ((1)max-(1)min) from which an average 
value of [(1)max-(1)min)/2was determined. The value (I) 
was then estimated from the mean intensity of the background 
image. This procedure was performed for the wave structures 
imaged in Figure 1 and several adjacent images over a time 
period of approximately 30 min to obtain estimates of the 
induced wave contrast ((1)max-(1)min)/(•) and hence the 
intensity amplitude ratio, the results of which are included in 
Table 1. The mean values for (I')! U) were found to be 3.9% 
+ 0.7% for wave A and 2.9% + 0.5% for wave B, indicating 
that wave A had a higher contrast han wave B. 
2.2. Observed Winds 
Daytime winds were measured by the incoherent scatter 
radar at Arecibo, as described in the next section (2.2.1), 
while nighttime winds were measured by WINDII on UARS, 
as described in section 2.2.2. These measured winds were 
provided for altitudes down to about 90 km. Below 90 km we 
linearly interpolated the winds to zero at 80 km. We investi- 
gated interpolating the winds to zero at lower altitudes (e.g., 
70 km), but this caused the simulations to be less favorable 
(see discussion section). We also investigated the effects on 
our simulations of interpolating the measured zonal winds at 
90 km to the CIRA climatological zonal-mean winds near 70 
km, but again this caused the simulations to be less favorable. 
The measured winds were represented analytically using 
the equation [Lindzen, 1970] 
N •j. I cosh(z_ zi)/•ji  •(Z)= •Z + •?(ai+ 1 -ai)ln (1) i cøshzi/•Ji 
The values of a i, •Ji' zi and N for the measured wind profiles 
are listed in Tables 2 and 3. Note that the last entry of the 
gradient (ai) in these tables (equal to zero) produces a zero 
Table 1. Horizontal Wave Parameters Derived From a Spectral Analysis of the OI (557.7 nm) Image Data 
and Estimates of the Wave Amplitude Ratios Around 0750 UT 
3, h, km Period, Azimuth, Vph, (/51 ) / ( [ ), Contrast, 
min deg m s 4 % % 
Wave A 39 25 236 26 3.9+0.7 7.8+0.7 
Wave B 27 12 346 37.5 2.9+0.5 5.8+0.5 
Image data adapted from Taylor and Garcia [ 1995]. 
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gradient (i.e., constant wind) at heights above the last entry of 
altitude (zi) in the tables. The actual wind profiles used in our 
modeling are displayed and discussed inthe results ection. 
2.2.1. Incoherent scatter radar observations and winds. 
In principle, an incoherent scatter radar (ISR) measures the 
motion of ionized particles. The motions of neutral particles 
generally differ from those of the ionized particles in the 
presence of electric and magnetic fields. The degree of the 
difference depends on the relative magnitude of the 
collisional force and the electric and geomagnetic forces. 
Using a set of reasonable assumptions, neutral winds are 
derived using the electric field measured by the ISR and the 
ion-neutral collision frequency derived from the MSIS model 
[Hedin, 1991]. A detailed discussion on neutral wind 
derivation is given by Harper et al. [ 1976]. 
Neutral winds derived for the January 1993 10-day 
campaign at Arecibo are given by Zhou et al. [ 1997]. Briefly, 
the reduced E region wind had a 17-min time resolution and a 
3.5-km height resolution. The radar was operated in a 
sweeping line-feed mode, with the beam directed 15 ø off 
zenith and completing a single sweep in -17 min. The error in 
the meridional wind component was typically 15 m s -1 for the 
altitude range 95 - 145 km. The error in the zonal wind 
component is generally comparable to that of the meridional 
wind below 130 km, but it increases exponentially above this 
altitude. Owing to the lack of sufficient ionization, neutral 
winds are generally not obtainable during the nighttime in the 
E region. Therefore the daytime winds for January 20 and 21 
were Fourier decomposed into mean, 48-hour, 24-hour, and 
12-hour components, and the derived amplitudes and phases 
were then used to extrapolate the daytime winds into the 
nighttime. We realize that this approach can, at times, be 
problematic. We use it here in order to provide us with 
another wind data set that otherwise would be unavailable. 
2.2.2. UARS WINDII observations and winds. The 
WIND]/on UARS is a wide-angle Michelson interferometer 
which measures winds using the Doppler shifts of selected 
airglow emissions (see work by Shepherd et al. [1993] for an 
instrument description and by Gault et al. [1996] for a 
description of the validation of the green line winds). Line-of- 
sight winds and emission rate are measured in two orthogonal 
directions and then combined to provide an emission rate 
profile and wind profiles in the meridional and zonal 
directions. The wind profiles used in this paper are derived 
using V496 of the WINDII Science Data Processing 
Production Software. They are chosen to coincide as closely 
as possible in time and location with the ground-based gravity 
wave observations at Arecibo. 
Exact coincidences are in general not possible because of 
the sampling associated with the UARS orbit. For a given 
day, the UARS orbit is essentially fixed relative to the Sun, 
and the Earth rotates under it [McLandress et al., 1996; Ward 
et al., 1996]. At a given latitude, the same local time is 
sampled for a given leg of the orbit. For a given location, each 
day there are two possibilities for a coincidence, one 
associated with the upleg, and the other associated with the 
downleg portion of the orbit. Unfortunately, during the time 
period of the campaign, for the latitude of Arecibo either the 
upleg or the downleg observations were close to the 
terminator so that only one overpass per day was possible. 
The WIND]/profile selected was at 01:47 UT (21:29 LT) 
and was located at a latitude of 16.8 ø N and a longitude of 
65.8 ø W, slightly northeast of Arecibo. Zonal and meridional 
winds were provided from 90 to 115 km altitude. The emis- 
sion observed at this time was the oxygen green line night- 
glow O(1S). The volume of atmosphere sampled for each 
height is about 2 km thick, 400 km along the line-of-sight, 
and 400 km along the satellite track. The profile shows strong 
meridional and zonal winds at 92 km height with magnitudes 
of approximately 100m s -•. Neighborring measurements o  
the same orbit show similar magnitudes, but the zonal winds 
on neighboring orbits at the same latitude are about 40 m s -• 
weaker (the meridional winds on neighboring orbits remain 
strong). Although there is a strong 2-day wave event taking 
place at this time [Ward et al., 1996], and the observations are 
within 3 hours of the calculated local time of maximum am- 
plitude for the zonal diurnal tide at 90 km altitude 
[McLandress et al., 1996], these components are not strong 
enough to account for the observed zonal wind. There is, 
however, a significant wave 1 component o the wind field in 
this latitude band with an amplitude of ~ 30 m s -• which ac- 
counts for some of the difference. In addition, the airglow 
volume emission rate was very strong at this time with a peak 
magnitude of almost 200 photons cm -3 s -• at 94 km altitude, a 
value close to double that for the other profiles in the same 
latitude band as Arecibo on this day. This suggests the pos- 
Table 2. Coefficients Used in (2) to Represent ISR Winds 
Meridional (N=I 0) 
ai' [i' zi' 
s -• km km 
Zonal (N=8) 
ai' •i' zi' 
-1 
s km km 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
0 1.0 
-2.07 x 10 -3 1.0 
1.44 x 10 -2 1.0 
-2.30 x 10 '2 1.0 
2.73 x 10 -2 1.0 
3.46 x 10 -3 1.0 
- 1.02 x 10 -2 1.0 
-2.56 x 10 -3 1.0 
7.23 x 10 -4 1.0 
7.59 x 10 -4 2.0 
0 -- 
80.00 
94.45 
97.95 
101.42 
104.90 
111.86 
118.81 
122.29 
127.50 
150 
-_ 
0 1.0 
7.17 x 10 -4 1.0 
1.18 x 10 -3 1.0 
-3.04 x 10 -3 1.0 
9.47 x 10 '3 1.0 
1.09 x 10 -2 1.0 
-5.75 x 10 -3 1.0 
-9.35 x 10 -4 2.0 
0 -- 
80.00 
96.21 
101.42 
118.81 
122.29 
125.76 
129.24 
150.00 
_- 
-- 
-- 
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Table 3. Coefficients Used in (2) to Represent WINDII Winds 
Meridional (N=8) Zonal (N=5) 
ai' •i' zi' ai' •i' zi' 
s 'l km km s 4 km km 
1 0 1.0 80.00 0 1.0 
2 8.93 x 10 -3 1.0 92.00 -9.58 x 10 -3 1.0 
3 8.68 x 10 -3 1.0 96.00 1.74 x 10 -2 1.0 
4 -4.30 x 10 -3 1.0 98.00 1.62 x 10 -3 1.0 
5 - 1.20 x 10 -2 1.0 102.00 -4.50 x 10 -4 2.0 
6 - 1.89 x 10 -2 1.0 106.00 0 -- 
7 3.32 x 10 -3 1.0 116.00 .... 
8 - 1.07 x 10 -2 2.0 120.00 .... 
9 0 ........ 
80.00 
92.00 
98.00 
108.00 
120.00 
__ 
__ 
__ 
__ 
sibility that the dynamics of the region over Arecibo was dis- 
turbed locally. Unfortunately, it is impossible to determine 
from WINDII data whether these anomalous conditions per- 
sisted to the time when the gravity wave images were ob- 
served. However, the fact that the gravity waves observed 
were not common features in the imager data suggests that 
they did. 
2.3. CIRA Zonal Winds 
CIRA provides climatological monthly-mean winds as a 
function of altitude and latitude. Only zonal-mean winds are 
provided. Therefore the lack of meridional winds in the CIRA 
model means that a wave propagating in an orthogonal direc- 
tion to the zonal winds will not be influenced by the winds. 
This restricted the use of the CIRA winds to wave A, because 
wave B propagated predominantly in the meridional plane. 
The CIRA zonal winds were employed in this study mainly 
to provide an additional set of wind measurements other than 
those provided by the observations and also to provide winds 
throughout the complete altitude range of interest. The CIRA 
zonal winds we used were represented using cubic splines. 
3. Full-Wave Model 
The gravity wave model is a robust, one-dimensional, time- 
independent full-wave model describing the propagation of 
non hydrostatic, linear gravity waves from the troposphere up 
to a maximum altitude of 500 km [Hickey et al., 1994, 1995]. 
It includes dissipation due to eddy processes in the lower 
atmosphere and molecular processes (viscosity, thermal 
conduction and ion drag) in the upper atmosphere. Height 
variations of the mean temperature and horizontal winds, as 
well as Coriolis force are all included. The model therefore 
accurately describes the propagation of gravity waves in an 
inhomogeneous atmosphere. Instabilities and accompanying 
wave saturation are not explicitly considered here, although 
they are important processes affecting some of the waves 
propagating through the middle atmosphere [e.g., Fritts, 
1984]. However, wave saturation is sometimes implicitly 
included using Lindzen's [ 1981 ] WKB approach to calculate 
diffusion coefficients, which are then used as input to the full- 
wave model. 
The equations that we solve are the continuity equation (2), 
the Navier-Stokes equations (3), the energy equation (4), and 
the ideal gas equation (5). These equations are used to 
describe fully compressible wave motions. In our coordinate 
system, x is positive due south, y is positive due east, and z is 
positive upwards. The equations are 
Dp/Dt +p_.V. v= 0 (2) 
Dv 
p-•-7 +__Vp - p g+ 2pf•xv + V '• + V ß (Plle___V_v) - - =,n -- (3) 
+p Vni (_.V -- _.V i ) = 0 
DT 
cvP-•-t + pV.v +• 'Vv- V.(• m VT) 
--m .... (4) 
cvr V'[•lCe VO]+PVni(V-vi )2 =0 0 -- 
p=pRr/M (5) 
where v is the velocity with x, y, z components u, v, and w, 
respectively; p is the neutral mass density; p is atmospheric 
pressure; g is the gravitational acceleration; f• is the Earth's 
angular veTocity; o is the molecular viscous stress tensor; •le 
=m 
is the eddy momentum diffusivity; Vni is the neutral-ion 
collision frequency; v i is the ion velocity; c v is the specific 
heat at constant volume; T is temperature; •m is the molecular 
thermal conductivity; 0 is the potential temperature 
(O=T(Po/p)R/c•,, where P0= 1000 mbar, c is the specific heat p 
at constant pressure, and R is the gas constant); •c is the eddy e 
thermal diffusivity; and M is the mean molecular weight. The 
operator D•t is the substantial derivative and is equal to 
•/•t + Xo ._.V, where v0is the background wind velocity. In the 
above equations all of the coefficients vary with altitude, 
except for f•. 
The linear wave solutions to these equations are assumed 
to vary as exp i(cot-kx-ly), where o• is the wave frequency, and 
k and l are the horizontal wavenumbers in the x (meridional) 
and y (zonal) directions, respectively. Note that k, l, and o• are 
not functions of altitude. The form of these solutions assumes 
that the mean state varies neither in time nor in the horizontal 
direction. The six linearized equations are reduced to five by 
eliminating the density perturbation using the linearized ideal 
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gas equation. The remaining five equations are second-order, 
ordinary differential equations in the vertical coordinate z. 
This coupled system of equations is solved subject to bound- 
ary conditions for the wave variables u', v', w' (the meridional, 
zonal, and vertical velocity perturbations, respectively), T', 
and p' (the temperature and pressure perturbations, respec- 
tively). First, these variables (•) are transformed to new vari- 
ables (•) by d•wdlng by the square root of the mean atmos- 
pheric density, • (i.e., • =•/•/•). We solve for the trans- 
formed variables by expressing vertical derivatives as cen- 
tered finite differences and then using the tridiagonal algo- 
rithm [Bruce et al., 1953] to solve the resulting set of differ- 
ence equations subject to boundary conditions. The untrans- 
formed lower boundary condition is w'= 0, and vertical gra- 
dients in u', v', T', and p' are defined on the basis of the equa- 
tions for an adiabatic and isothermal atmosphere. At the upper 
boundary the radiation condition is applied, using the WKB 
solution described by Hickey and Cole [1987]. The upper 
boundary is chosen to be high enough so that wave reflection 
from the upper boundary will not influence results at lower 
altitudes in the model (this was implemented by adjusting the 
upper boundary height until a WKB wave experiences evere 
damping within a time-scale of one wave period). A vertical 
profile of wave forcing (in w') is assumed to be Gaussian. The 
half-width of the profile is about 1.5 km, while its height de- 
pends on the wave parameters and is near the tropopause for 
most of our studies. The final wave variables are obtained by 
a simple inverse transformation. The finite difference equa- 
tions in the region between the lower boundary (ground) and 
the upper boundary (the latter lying between 200 and 500 km) 
are represented on a grid of 10,000 points with a vertical 
resolution of 20 to 50 m. 
The model outputs the wave variables u', v', w', T', and p' 
given the wave frequency (to), the horizontal wavelength (X) 
and the azimuth of propagation (9)-Mean state quantities 
required for the full-wave computations are nominally 
provided by the MSIS-90 model [Hedin, 1991]. The 
molecular coefficients of viscosity and thermal conductivity 
are taken from Rees [1989]. The eddy momentum diffusivity 
increases xponentially from 0.1 m 2 s '1 at the ground to a 
maximum value of about 300 m 2 s '1 at 80 km altitude and 
decreases exponentially above that to an insignificant value 
near 140 km altitude. This eddy diffusion profile 
approximates that given by Strobel [1989]. The eddy thermal 
diffusivity is calculated from the eddy momentum diffusivity 
by assuming a Prandtl number of 3 [see Strobel, 1989]. 
3.1. O(1S) Airglow Fluctuation Model 
The response of nightglow emissions to gravity wave 
forcing has been described before (see introduction). For each 
of the minor species involved in a particular emission 
chemistry the linearized continuity equation can be written as 
/ton'= •5 P-•SL +w' 3 • - •V.v' (6) 
az 
where •SP and •SL are the perturbations in the chemical 
production and loss, respectively; n' is the minor species 
number density perturbation about its mean value, •; w' is 
the gravity wave vertical velocity component; and _V._v' is the 
gravity wave velocity divergence. The perturbations in 
chemical production and loss (tip and •SL) are due to 
perturbations in temperature (for temperature-dependent 
reactions), perturbations in the major gas density (for 3-body 
recombination reactions), and are also due to chemical 
coupling between reacting minor species. Prior to this study, 
the gravity wave perturbations in the vertical velocity, 
velocity divergence, temperature, and major gas density, were 
calculated using our WKB models [e.g., Schubert and 
Walterscheid, 1988; Schubert et al., 1991; Hickey et al., 
1993a, b], but here we use the full-wave model described in 
section 3 and by Hickey et al. [1994, 1995]. 
The fact that the nightglow emission intensity I is 
proportional to the density n of the emitting species allows us 
to write õI/•=õn/•. The imager collects photons that 
originate from all altitudes within the nightglow emission 
layer. Therefore, in order to simulate the airglow images, the 
airglow response to the gravity wave was integrated over the 
complete vertical extent of the airglow layer. The integration 
covered the altitude interval between 75 and 130 km. The 
amplitude of the modeled gravity wave is then adjusted so 
that the modeled relative intensity fluctuation, (al)/(•), 
compares with the measured value, thus providing an estimate 
of the wave amplitude (here the angle brackets denote an 
altitude integral). The chemical scheme that we employ to 
describe the production of the O(1S) emission i the 
mesopause region as well as the pertinent reaction rates and 
efficiencies are given in the Appendix. 
The gravity wave forcing on the minor species concentra- 
tions is specified by the perturbation variables r'/7,Z._v',w' 
and n'(M)/•(M) output by the full-wave model. A set of 
complex dynamical factors derived from these perturbation 
variables and defined by (A6) to (A8) are then substituted into 
algebraic expressions describing the minor species 
fluctuations (equations (A3) to (A5)). The mean state 
densities of O2(ClZu ') and O(•S) are calculated using (A1) 
and (A2). The only other parameters required to solve for n' in 
(1) are those defining the undisturbed state of the atomic 
oxygen (E(O)and its vertical derivative). We employ the 
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Figure 2. Atomic oxygen density taken from the model of 
Garcia and Solomon [ 1985] for January 18øN (solid line) and 
derived O(1S) emission profile (dashed line) employing the 
chemistry given in the appendix. 
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Figure 3. Mean (a) meridional (U), and (b) zonal (V), wind 
profiles used in the computations, derived from the WINDII 
observations ( oli d line), ISR observations (dotted line), and 
for the CIRA model (dashed-dotted line for zonal winds only). 
The positive dire•ction corresponds to due south in Figure 3a 
and due east in Figure 3b. 
undisturbed atomic oxygen density profile derived from the 
model of Garcia and Solomon [1985] for January at 18øN. 
The atomics oxygen concentration and the O(1S) emission 
intensity resulting from the chemical scheme described in the 
Appendix are shown in Figure 2. The O(1S) emission layer 
peaks near 93.5 km with a full-width half-maximum of about 
5 km. This is close to the value of the peak height measured 
by WINDII (94 km) at 01:47 UT, discussed insection 2.2.2. 
4. Results 
The waves studied here have small phase speeds, making 
them susceptible to critical level effects associated with the 
mean winds. Our simulations were performed using either 
WINDII winds, the ISR background winds, or the monthly 
mean zonal winds at 18øN as prescribed by CIRA. The CIRA 
zonal winds were not employed for wave B because that wave 
propagates predominantly in the meridional direction (see 
Table l) and the wind component in the direction of wave 
propagation s about l0 m s -1 (or about one quarter of the 
phase speed). Therefore wave B would be relatively unaf- 
fected by the CIRA zonal winds. A similar argument also 
holds for wave B propagating in the ISR zonal winds 
(although the ISR meridional winds are obviously important). 
However, wave B will be affected by the WINDII zonal 
winds because they have a maximum speed of about 100 
m s 'l, with the wind component i  he direction of wave 
propagation reaching values as large as about 25 m s -1 (or 
about two thirds of the phase speed). 
The resulting wind profiles employed in this study are 
shown in Figure 3a for the meridional winds and in Figure 3b 
for the zonal winds. The WINDII winds are much larger than 
those derived from the ISR measurements. Also, the WINDII 
zonal wind between 90 and 100 km altitude is westward, in 
contrast to the ISR and CIRA zonal winds, which are 
eastward. The WINDII meridional winds are directed 
southward between 80 and 120 km altitude, but the ISR winds 
are directed northward between about 80 and 105 km altitude 
and southward between 105 and 115 km altitude. 
The behavior of the waves propagating in the various wind 
systems can be anticipated by comparing the wave phase ve- 
locities with the mean wind velocities. The observed phase 
speeds and directions of propagation of waves A and B are 26 
m S -1 due SW and 37.5 m s -1 due NNW, respectively. There- 
fore wave A will encounter critical levels near 82 and 98 km 
altitude when propagating through the WINDII wind system. 
When propagating through the ISR wind system, wave A will 
encounter a critical level near 105 km altitude, that is, above 
most of the O(1S) emission layer. Wave B will encounter a 
critical level near 100 km altitude when propagating through 
the ISR wind system. In the WINDII wind system, wave B 
will be Doppler shifted to increasingly higher frequencies as it 
approaches the 82 km level whereupon it will become eva- 
nescent. Significant wave reflection should then occur. We do 
not expect wave B to be affected by the CIRA zonal winds 
because this wave has an insignificant component of zonal 
propagation. As wave A propagates up through the ½IRA zo- 
nal winds it is Doppler shifted to higher frequencies, but the 
wind component in the direction of wave propagation is not 
large enough to cause wave reflection. 
In order to match the observed nightglow perturbation 
amplitudes provided in Table l, the resulting wave amplitudes 
that we obtain using our dynamics-nightglow perturbation 
model can be large depending on the wind system through 
which the wave propagates. Sometimes these wave 
amplitudes may be large enough to render the wave unstable 
on the basis of standard gravitational instability criteria. The 
criterion for wave instability is that the wave velocity ampli- 
tude exceed the wave phase speed [Orlanski and Bryan, 
1969; Lindzen, 1981; Fritts, 1984; Walterscheid and 
Schubert, 1990]. Alternatively, a wave becomes convectively 
unstable when the vertical derivative of the total (mean plus 
wave) potential temperature (0) becomes ufficiently nega- 
tive. Note that the numerical simulations of Walterscheid and 
Schubert [1990] and Andreassen et al. [1994] suggest that 
some overshoot is possible, whereby wave amplitudes may 
become somewhat larger than those implied from simple 
stability analysis. In the results that follow we plot the wave 
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temperature amplitude as a function of altitude that gives a 120 
relative intensity perturbation equal to the observed value. We 
also plot in the same figure the maximum permitted stable 
temperature amplitude based on the second instability crite- 110 
rion described above (this definition of wave stability is 
adopted for the rest of the paper). Results are presented sepa- 100 
rately for waves A and B. 
4.1. Wave A 
The temperature amplitude for wave A propagating in the 
WINDII wind system for the nominal model parameters is 
shown in Figure 4. The wave amplitude increases with in- 
creasing altitude below 80 km because the eddy diffusion is 
not sufficient in this region to offset the adiabatic growth of 
the wave that occurs in a dissipationless atmosphere [Hines, 
1960]. Near 82 km altitude the wave encounters a critical 
level (where the Doppler-shifted, i.e,, intrinsic, wave fre- 
quency is zero), As the wave approaches the critical level 
from below, its frequency decreases, and a strong reduction in 
wave amplitude associated with severe dissipation occurs. 
Above this altitude the wave begins to be Doppler shifted to 
higher frequencies, decreasing the dissipation and allowing 
the wave to again grow with increasing altitude. Another 
critical level is encountered ne ar 105 km altitude, with a fur- 
ther reduction in wave amplitude. Above this altitude the ef- 
fects of molecular dissipation eventually dissipate the wave. 
The maximum stable temperature amplitude, shown as a 
dotted line in Figure 4, indicates that the wave is unstable 
below about 80 km altitude. In order that the wave cause a 
significant ightglow perturbation, the wave amplitude inthe 
O(1S) nightglow layer (between about 90 and 105 km) must 
be several K. Because the critical level exists below the 
nightglow layer, this forces the Wave amplitudes to be 
extremely large below the critical level. 
The temperature amplitude for wave A propagating in the 
ISR wind system for the nominal model parameters i  shown 
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Figure 4. Wave A temperature p rturbation amplitude (T') 
required to produce the observed relative intensity 
perturbation for nominal conditions and WINDII winds. The 
dotted line represents the limiting temperature perturbation 
amplitude based on linear stability theory. 
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Figure 5. As in Figure 4 except for the IsR winds. 
in Figure 5. The wave amplitude increases with increasing 
altitude up to the critical level near 105 km altitude. Above 
this altitude the wave is strongly attenuated. Comparison with 
the maximum stable temperature amplitude shows that this 
wave is stable below -103 km altitude, and that the wave is 
only slightly unstable over a narrow height range of a couple 
of kilometers above 103 km. 
The temperature amplitude for wave A propagating in the 
CIRA zonal wind system for the nominal model parameters is 
shown in Figure 6. The wave amplitude increases with 
increasing altitude up to about 120 km altitude, above which 
molecular dissipation becomes severe and wave amplitude 
diminishes. The wave becomes unstable above about 107 km 
altitude, which is essentially above the O(1S) emission layer. 
The wave observations described in section 2.1.2 show that 
wave A was a well-defined, monochromatic wave lasting for 
a period of at least several hours. Therefore the observations 
strongly suggest that wave A was stable and linear. In the case 
of wave A propagating through the ISR and CIRA zonal 
winds, our simulations produced the observed nightglow fluc- 
tuations with reasonable, stable wave amplitudes within the 
bulk of the O(iS) emission layer. However, inthe case of the 
WINDII winds, large unstable wave amplitudes are required 
to explain the magnitude of the nightglow fluctuations. In the 
case of the WINDII winds, we attempt to explain the night- 
glow observations by adjusting model parameters in order to 
determine if our model can produce the observed magnitude 
of the relative nightglow fluctuation with stable wave ampli- 
tudes. We have found very little sensitivity of our results to 
the chemical kinetic parameters listed in Table A1 (optional 
parameters are provided in parentheses there) and to the as- 
sumed Prandtl number (nominally equal to 3, and set to unity 
for Lindzen's parameterization). Therefore these parameters 
are not varied in the simulations that follow. The parameters 
that we adjust are the height of the atomic oxygen profile and 
the magnitude of the eddy diffusion. In the case of the height 
of the O layer, we lower the whole layer by 2 km, which in- 
creases the nightglow response to the wave by "immersing" 
more of the nightglow layer into regions of significant wave 
amplitude. In the case of the eddy diffusion, we either in- 
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Figure 6. As in Figure 4 except for the CIRA zonal winds. 
A decrease in the altitude of the atomic oxygen layer by 2 
km decreased the simulated amplitude of wave A required to 
match the nightglow perturbation. The resulting temperature 
perturbation amplitudes are everywhere 62% of the nominal 
amplitudes shown in Figure 4. However, while the required 
amplitudes have been decreased by lowering the atomic 
oxygen layer, they still exceed their stability limits below 
about 80 km altitude. 
4.2. Wave B 
Wave B propagates with an azimuth of 346 ø, which is 
almost in the meridional plane. For this reason wave B is 
relatively unaffected by the almost orthogonal zonal winds, 
provided the zonal winds are not significantly greater than the 
phase speed of the wave. Therefore we do not investigate the 
120 
11o 
lOO 
crease the nominal eddy diffusion in the model by a simple 
scaling factor (10 or 100), or else we employ the parameteri- E 
zation scheme of Lindzen [ 1981 ]. It is expected that incteas- • 90 
ing the dissipation will increase the vertical wavelength, x• 
thereby decreasing the destructive interference that occurs be- • 
tween different phases of the intensity perturbation, and in- ,x 80 
crease the nightglow response. Eddy diffusion is apt to be 
quite variable in the mesopause r gion. Our motivation for in- 70 
creasing the nominal eddy diffusion by factors of 10 to 100 
are solely to determine the sensitivity of our wave simulations 
to the values of eddy diffusion in the model and are not in- 150 
tended to imply the existence of such large eddy diffusion co- 
efficients over large height ranges in the mesosphere. We 
note, however, that large diffusion coefficients probably do 
exist over limited height ranges during times of wave break- 120 
down and overturning [Walterscheid and Schubert, 1990], but 
these considerations are beyond the scope of the present 110 
study. 
The temperature amplitude for the wave propagating in the 
WINDII winds with the eddy diffusion increased by a factor 100 
of 100 is shown in Figure 7. It is immediately evident hat the • 
increased eddy diffusion has not improved the simulated • 
amplitudes (Figure 7a). The phases of the temperature fluc- • 90 
tuations displayed in Figure 7b for both the nominal and 100 = 
times nominal eddy diffusion cases show that the vertical • 
wavelength has not been significantly a tered (as anticipated, 80 
see above) within the O(1S) emission layer by the increased 
eddy diffusion. Instead, we believe that vertical variations of 70 
phase will depend more on altitude variations of intrinsic 
wave frequency when the intrinsic wave frequency changes 
significantly over a narrow height range. Because wave A is 150 
significantly Dopl•ler shifted by the WINDII winds in the vi- 
cinity of the OCS) nightglow layer and the mean winds 
change significantly over a narrow height range, this argu- 
ment appears to be justified. 
We also examined the result of propagating wave A in the 
WINDII winds using the saturation equations of Lindzen 
[1981]. In this case we chose breaking altitudes of both 60 
and 80 km. In both instances no significant improvement was 
achieved, for the same reasons discussed in the preceding 
paragraph. 
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Figure 7. Wave A temperature perturbation (a) amplitude 
and (b) phase required to produce the observed relative 
intensity perturbation for the WINDII winds and the nominal 
eddy diffusion increased by a factor of 100. The dotted line in 
Figure 7a represents the limiting temperature perturbation 
amplitude based on linear stability theory. The dashed line in 
Figure 7b represents the phase of T' obtained for nominal 
conditions. 
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Figure 8. Wave B temperature perturbation amplitude (T') 
required to produce the observed relatiwe intensity 
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dashed line represents the limiting temperature perturbation 
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Figure 10. Wave B temperature perturbation amplitude 
required to produce the observed relative intensity 
perturbation for the ISR winds and the nominal eddy 
diffusion increased by a factor of 30. The dashed line 
represents the lim•.ting temperature p rturbation amplitude 
based on linear stability theory. 
propagation of wave B through the CIRA zonal winds, and we 
note that this wave is mainly affected by the ISR and WINDII 
meridional winds. At some altitudes, howexper, the ISR and 
WINDII zonal wind components are of an appreciable 
magnit.ude and must be considered along with the meridional 
wind components. 
The temperature amplitude for wave B propagating in the 
WINDII wind system for the nominal model parameters i
shown in Figure 8. This wave is reflected from about the 82- 
km level owing to its wave frequency being Doppler shifted 
to the Brunt-V•iis•l•i frequency there. However, partial 
transmission of this wave enables it to perturb the O(1S) 
nightglow with a relative intensity amplitude of 2.9%. The 
temperature amplitudes required to do so appear to be 
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Figure 9. As in Figure 8 except for the ISR winds. 
everywhere stable, and the maximum temperature 
perturbation amplitude is about 10 K near 120 km altitude. 
Note that the stability criterion we used previously will break 
down when wave reflection is strong, as the dashed Curve in 
Figure 8 shows. 
Wave B temperature amplitudes for the wave propagating 
in the ISR winds (Figure 9) are unstable only over limited 
height ranges near 90 and 100 km altitude.. This wave 
encounters two critical levels near 100 km altitude in the ISR 
wind system, and its amplitude decays in their vici, nity. Above 
this, the mean meridiona, 1 wind reverses direction, the wave is 
Doppler shifted to higher frequencies, the vertical wavelength 
is increased, dissipation is decreased, and wave amplitude 
increases with increasing altitude up to about 120 km altitude. 
Above this height the mean meridional wind is small, Doppler 
shifting is minimal, and the wave amplitude decays due to 
molecular dissipation. 
We tested the sensitivity of the results for wave B 
propagating in the ISR wind system by increasing the nominal 
eddy diffusion by a factor of 10, by using Lindzen's [ 1981 ] 
saturation parameterization, and by lowering the O profile by 
2 km. An increase of the nominal eddy diffusion by a factor 
of 10 did not significantly improve the simulations. However, 
an increase of the nominal eddy diffusion by a factor of about 
30 reduced the wave amplitudes below their stability limi. ts 
between 85 and 100 km altitude (see Figure 10). Employment 
of the saturation parameterization also decreased wave 
amplitudes, but they still exceeded their stabili.ty limits 
between about 90 and 100 km altitude. Lowering of the O 
profile by 2 km increased the wave amplitudes, thus 
worsening our simulations. 
4.3. Results Summary 
The results of our simulations and sensitivity tests are 
summarized in Table 4. Given the uncertainties in some of the 
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Table 4. Summary of Wave Simulations 
Wind Wave A Wave B 
CIRA 
WINDII 
ISR 
unstable above 105 km altitude 
always unstable below 82 km altitude, for 
nominal and nonstandard diffusion 
unstable only above about 105 km altitude for 
nominal diffusion; nonstandard diffusion 
eliminates instability 
not studied (see main text) 
always stable; wave reflected near 82 km 
altitude 
unstable between 90 and 100 km altitude, 
except for very large non-standard iffusion (> 
10 times nominal values) 
model parameters and some of the measurements, the CIRA 
winds allowed us to simulate the observed airglow 
fluctuations quite well for both waves A and B. Wave A was 
always unstable below the emission layer for the WINDII 
winds, even when large adjustments were made to some of 
the model parameters. In the case of the ISR winds any large 
amplitudes were eliminated in the simulations byincreasing 
the eddy diffusion in the model. Wave A was unstable only 
above about 105 km altitude in the ISR winds, which is well 
above the peak of the O(1S) nightglow emission. 
The results obtained for wave A propagating in the 
different wind systems have been combined inFigure 11 and 
displayed over alimited altitude range near the peak of the 
O('S) nightglow. Although t e wave amplitudes (as indicated 
by the magnitude of T' in Figure 11 a) required toproduce the 
observed nightglow fluctuations are very similar for the 
different wind conditions, they vary by a factor of at least 2 
over much of the nightglow region. The phase of T' (shown 
in Figure 1 lb) reveals that within the O(1S) emission layer the 
vertical wavelength of wave A exceeds 17 km in the WINDII 
winds and is about 15 and 10 km in the ISR and CIRA winds, 
respectively. Due to the effects of cancellation i the height- 
integrated intensity fluctuations, waves of shorter vertical 
wavelength require correspondingly larger wave amplitudes in
order to simulate the observed intensity fluctuation. 
Comparison of the vertical wavelengths inferred from Figure 
1 lb with the wave amplitudes near 95 km (Figure 11a) 
support his reasoning. 
A similar summary of the results obtained for wave B 
propagating in the WINDII and ISR winds are shown in 
Figure 12. The wave amplitudes required to simulate the 
observed nightglow intensity fluctuations are significantly 
larger for the case of the ISR winds than for the WINDII 
winds (Figure 12a). The almost-constant phase of T' for the 
case of the WINDII winds (shown in Figure 12b) implies that 
the vertical wavelength is extremely large and the wave 
displays evanescent behavior (as expected on the basis of our 
discussion in the third paragraph of section 4). The vertical 
wavelength in the case of the ISR winds (- 7 km) is small by 
comparison, requiring greater wave amplitudes in order to 
simulate the observed intensity fluctuation. 
5. Discussion 
The three wind profiles employed in this study are very 
different. At O(1S) emission altitudes (-90 to 105 km) the 
ISR zonal winds are comparable to the CIRA zonal winds and 
are generally positive (eastward), but the WINDII zonal winds 
are large and negative (westward) over the same height range. 
The meridional winds derived from the WINDII observations 
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Figure ll. Wave A temperature p rturbation (a)amplitude and (b) phase, required to produce the observed 
relative intensity perturbation for the WINDII winds (solid curve), ISR winds (dotted curve) and CIRA winds 
(dashed-dotted curve) for nominal model conditions. 
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Figure 12. Wave B temperature perturbation (a) amplitude 
and (b) phase, required to produce the observed relative 
intensity perturbation for the WINDII winds (solid curve) and 
ISR winds (dotted curve) for nominal model conditions. 
also differ considerably from those derived from the ISR 
observations. While the ISR meridional and zonal winds are 
generally nomore than afew tens of m s -1 the WlNDII winds 
reach magnitudes of over 100 m s -1. The ISR-measured winds 
and the WlNDII-measured winds were neither coincident in 
both position and time with each other nor with the gravity 
wave observations, and the limitations of each have been 
discussed in sections 2.2.1 and 2.2.2. 
No information was available below about 90 km altitude 
for the measured winds, which was the region where some of 
the largest wave amplitudes were simulated. Below about 90 
km we linearly interpolated the winds to zero at 80 km. The 
sensitivity of our wave simulations to this was tested by 
interpolating the winds to zero at lower altitudes (e.g., 70 
km), but this caused the comparison to be less favorable (i.e., 
larger wave amplitudes were required below the airglow layer 
in order to simulate the observations). We also investigated 
the effects on our simulations of interpolating the measured 
zonal winds at 90 km to the CIRA climatological winds near 
70 km. Again, this caused our simulations to be less 
favorable. 
The Fourier decomposition of the daytime ISR winds into a 
mean and tidal components necessarily removes the high- 
frequency gravity wave components from the derived 
(interpolated) nighttime winds. Similarly, the spatial 
averaging inherent in the WINDII measurements also removes 
the small-scale, high-frequency gravity wave components 
from the derived winds. The neglected "irregular" wind 
component cannot be accounted for in our analysis because 
we do not consider the effects of wave-wave interactions. 
The slowly varying background components are also removed 
from the derived mean winds. Nontidal variations that are 
slow enough to be counted as background could affect the 
validity of our results if they were of sufficiently large 
amplitude compared to the background wind and the phase 
velocities of the waves that we consider. The effect of 
unmodeled background variations is an unknown but 
probably secondary effect. 
The waves observed in the O(1S) nightglow emission ap- 
peared to be linear and remained coherent over a time span of 
several hours and over a large region of the sky. Adjustment 
of some of the model parameters allowed us to simulate the 
observed nightglow fluctuations assuming that the gravity 
waves were linear. However, the fact that the use of the 
measured winds combined with the nominal model parame- 
ters required nonlinear wave amplitudes to exist in certain 
regions suggests that either the winds or some of the model 
parameters were not specified correctly for the simulations. 
The weak wave amplitudes within the emission region com- 
pared to those below the emission region suggests that the 
winds employed in our simulations were blocking the waves 
[e.g., Cowling et al., 1971; Taylor et al., 1993]. However, the 
observations uggest otherwise, especially for wave A. 
The nominal O(1S) emission layer employed in this study 
peaked near 93.5 km, which is significantly lower than the 
commonly accepted value of about 97 km. The WlNDII 
observations discussed in section 2.2.2 showed that at 01:47 
UT the O(1S) emission layer peaked near 94 km, suggesting 
that the region over Arecibo was dynamically disturbed. 
Although we do not know whether these anomalous 
conditions persisted to the time when the gravity wave images 
were obtained, it appears that our decreasing the height of the 
atomic oxygen layer by 2 km from its nominal position is not 
supported by the WlNDII observations. 
We have used a time-independent model to simulate the 
propagation of gravity waves through mean winds that are in 
reality time-dependent. This is not an unreasonable assump- 
tion because for the wave parameters employed in our study 
the vertical component of group velocity (several meters per 
second) calculated from WKB theory implies that the waves 
propagate through t e O(1S) nightglow emission layer in only 
a couple of hours or less. This is significantly less than the 
period of the semidiurnal tide, suggesting that errors associ- 
ated with the use of static winds may not be bad. However, 
waves tend to spend more time near critical levels, meaning 
that time-dependent effects may be important under such 
conditions. 
6. Conclusions 
Our simulations have demonstrated that perturbations in 
the O(1S) nightglow emission are sensitive to the mean winds 
HICKEY ET AL.' NUMERICAL SIMULATIONS OF ARECIBO GRAVITY WAVES 11,487 
in the emission region as well as to the values of some of the 
parameters employed in the wave-nightglow interaction 
model, such as the shape of the O profile and the nature of 
eddy diffusion i  the vicinity of the O(1S) nightglow emission 
layer. 
We have learned from this study that the information in- 
ferred from measured airglow fluctuations is greatly enhanced 
by a complete knowledge of the background winds. In par- 
ticular, knowledge of the mean winds extending down to alti- 
tudes much lower than the height of the airglow layer would 
allow us to extend our description of the waves down to low 
altitudes. Future experiments hould include observations that 
allow us to constrain more of our model parameters. Mean 
winds that are coincident in time and location with the night- 
glow emission fluctuation measurements should be obtained. 
The winds should also be measured over a greater altitude 
range than that employed in the present study and should ex- 
tend to altitudes well below the nightglow emission layer. A 
sodium temperature/wind lidar [e.g., Bills et al., 1991] could 
be used for this purpose to provide accurate winds as a func- 
tion of altitude extending from below to well above the peak 
of the O(IS) emission layer. Doppler lidar systems can pro- 
vide mean winds in the middle atmosphere, and the Doppler 
Rayleigh lidar system of Chanin et al. [1989] provides these 
between altitudes of about 25 and 60 km. Other independent 
measurements of gravity waves should also be employed, al- 
lowing a thorough evaluation of any wave-nightglow interac- 
tion model. Lidar measurements of waves, for example, could 
provide perturbations as a function of altitude, a useful diag- 
nostic for our model evaluation. 
Appendix 
The O(1S) chemistry responsible for the green line 
emission at 557.7 • is described by the following reactions 
(see Table A1). Here, we have assumed, in accordance with 
Bates [1988], that the production f O(1S) is by a two-step 
process in which the intermediate state is O2(clI;u- ). The 
reaction rates employed here are those given by Torr et al. 
[1985]. 
The assumption that the mean state is a steady state and use 
of the above reactions allows us to write for the mean state 
densities of O2(clZu -) and O(1S): 
•(02 (clEu - )) = • kl h'2 (O) •(M) 
/(k2•(O2)+k3•(O)+A1) (A1) 
(o( s)) = a (o2 
/(k6 •(02 ) + A3) (A2) 
Gravity wave perturbations in temperature (T'), velocity 
divergence (__V.v') and major gas density (n'(M)) produce 
corresponding perturbations in the chemically reactive minor 
species. We use the method described by Walterscheid et al. 
[1987] to derive the perturbation number densities of O, 
O2(ClZu- ) and O(1S). The fluctuations n O and O2(ClZu- ) 
have been described previously by Hickey et al. [1993a], 
while the fluctuations i  O(1S) have been described by Hickey 
et al. [ 1993b]. 
{ito + 2• •(O)•(M)}n'(O) 
= •(O){(2- f3)• •(O)•(M)-•i + f2/•(O)}T'/7 (A3) 
{ito +k2•(O2)+ k3•(O ) + A1}n'(O2(clZu-)) 
= {2•(O)•(M)- k3•(O2(c'l;u-))}n'(O ) 
+l_•(02(C,Zu_))[ic2•(O2)3_ji+f2/•(O2(c,Zu_))-• (A4) 
{i(o+•'6•(02)+A}n'(O(1S)) 
: 15k3{•(O)n'(O2(clZu-))+ •(02(clZu-))n'(O)} 
(A5) 
We have used H(X) to denote the scale height of a species 
X. The complex dynamical f ctors fl' f2' and f3 relate the 
temperature perturbation to the velocity divergence, the 
vertical velocity, and the major gas density perturbation, 
respectively, such that 
V. v'= r'/7 (A6) 
w'= f2 r'/7 (A7) 
n'(M)/•(M) = f3 T'/7 (AS) 
Table AI. Chemical Kinetic Parameters Employed in the O(1S) Nightglow Model 
Reaction Rate of Reaction* 
O+O+ M-->O• + M 
O + O + M --> 0 2 (clI;u-) + M 
02 (clI;u-) + 02 --> 0 2 (blI;• +) + 02 
02 (c•I;u') + 0 • 0 2 + O 
0 2 (cl•u-) +O --> 0 2 + O(1S) 
02 (C•Zu-) - > 02 + hv 
O(1S) + 0 2 --> O(3p) +0 2 
O(•S) --> O + hv (5577 •, 2972 •) 
O(•S) --> O + hv (5577 •) 
k, = 4.7 x 10 -33 (300/T) 2
k = •k 1, • = 0.8 (or • = 0.03 & b = 0.2) 
k 2 = 5.0 x 10 -13 
k 3 = 3.0 x 104 • (or 6.0 x 1042) 
k = fik 3, fi = 0.01 (or fi = 0.2 & • = 0.03) 
A 1 = 2.0 x 10 -2 (or 1.0 x 10 -3) 
k 6 = 4.0 x 10 -12 exp(-865/T) 
A 2 = 1.105 
A5577 = 1.06 
* Units are s -1, cm -3 S -1 and cm -6 S -1 for unimolecular, bimolecular, and termolecular reactions, re pectively. 
11,488 HICKEY ET AL.: NUMERICAL SIMULATIONS OF ARECIBO GRAVITY WAVES 
The emission i tensity of the O(1S) is proportional to 
A5577n(O(1S)) and soit follows that the fractional emission 
fluctuation at a specific altitude is equal to 
n'(O(•S))/•(O(•S)). The observed fractional emission 
fluctuation is obtained by integrating both the numerator and 
denominator over the vertical extent of the emission, giving 
(A9) 
In practice, we only needed to integrate between 75 and 130 
km altitude to accurately define 
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