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Abstract: Increases in functionality, power and intelligence of modern engineered systems led 
to complex systems with a large number of interconnected dynamic subsystems. In such 
machines, faults in one subsystem can cascade and affect the behavior of numerous other 
subsystems. This complicates the traditional fault monitoring procedures because of the need to 
train models of the faults that the monitoring system needs to detect and recognize. 
Unavoidable design defects, quality variations and different usage patterns make it infeasible to 
foresee all possible faults, resulting in limited diagnostic coverage that can only deal with 
previously anticipated and modeled failures. This leads to missed detections and costly blind 
swapping of acceptable components because of one’s inability to accurately isolate the source 
of previously unseen anomalies. To circumvent these difficulties, a new paradigm for diagnostic 
systems is proposed and discussed in this paper. Its feasibility is demonstrated through 
application examples in automotive engine diagnostics. 
 
Keywords: Fault detection and diagnosis, distributed anomaly detection, automotive 
engine diagnostics 
 
1. Introduction 
Engineering designs have been equipped with increasingly sophisticated capabilities for 
system performance assessment and prediction, especially in the case of sophisticated, 
expensive and safety critical systems. The purpose of these capabilities is to ensure proper 
functionality of the system.  
However, the way diagnostic functions are currently realized in engineered systems of 
interconnected dynamic systems only has the capability of diagnosing faults, either through a 
priori knowledge or using historical data. More specifically, traditional condition monitoring 
methods match the behavior of a set of sensor features that are indicative of system 
performance with their behavior during various types of known abnormal behavior models. Such 
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models can be obtained from physical models, expert knowledge about the system [1][2] or 
training data obtained during system operation in the presence of the corresponding fault [3][4]. 
Recognition of those indications leads to natural isolation of the source of the underlying faulty 
condition and possibly an appropriate action to mitigate its adverse effects. In a way, this 
approach to realizing the condition monitoring functionalities in a given system essentially 
represents part of the system design process, where the condition monitoring (just like the 
system itself) is carefully designed through selection of hardware and algorithms that facilitate 
maximal diagnostic coverage of the abnormal behavior modes that are known to exist. 
In the case of highly complex systems of interacting dynamic systems, the traditional 
approach to realizing diagnostic functionality becomes excessively cumbersome because of the 
need to train the condition monitoring processes to recognize a large number of faults, some of 
which often cannot be anticipated in advance. Even for the cases one is able to anticipate in 
advance, many faults manifest themselves very differently under different control inputs and 
environmental conditions, which makes training of diagnostic units for all possible conditions 
and all possible faults infeasible. Finally, such systems consist of numerous subsystems, each 
of which could contain significant non-linearities, with multiple control and environmental inputs, 
as well as inputs from other subsystems. This situation permits anomalies in one system to 
cascade and incite anomalous behavior of other subsystems connected to it, which effectively 
masks the real source of the anomaly. 
A new paradigm will be described in this paper. We will describe methods that enable 
continuous detection of anomalous system behavior, isolation of the source of anomalies and 
identification of the underlying condition1. The novelty of the approach proposed is the pursuit of 
these functionalities regardless of the control inputs and dynamic state of the monitored system.  
Additionally, the localization of the source(s) of abnormal behavior is (are) conducted without 
the need to a priori know the entire set of possible faults. The work presented in this paper 
shows the results of fault diagnosis related research of our overall efforts aimed at realizing fault 
tolerant operation of complex dynamic systems consisting of multiple interacting dynamic 
subsystems, as illustrated in Figure 1.   
The anomaly detection functionality conceptually follows the traditional model-based 
diagnostic approach. Abnormal system behavior is characterized as the departure of signatures 
of performance related sensory features from their models observed during normal system 
behavior.  
                                                             
1 The function of performance recovery in spite of the presence of the anomaly in the system is the next logical step in realization 
of performance self-healing, but it will not be addressed in this paper. 
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The main conceptual novelty occurs at the fault localization stage, where the 
subsystem(s) that originated the abnormal behavior is (are) identified without the need to utilize 
prior signatures corresponding to the underlying fault (in the rest of the paper we will refer to this 
as "precedent-free fault localization"). Namely, once an anomaly is detected, multiple anomaly 
detectors connecting to relevant subsystems of the anomalous system will be generated, with 
each detector that finds an anomaly splitting even further into detectors monitoring subsystems 
with increased granularity. Such multiplication of anomaly detectors ultimately leads to 
localization of anomalous subsystems, even if the underlying fault was not observed before, as 
will be demonstrated in this paper.  
The aforementioned precedent-free fault localization based on distributed anomaly 
detection necessitated the use of novel dynamic modeling and anomaly detection approaches 
that could separate abnormalities caused by unusual operating conditions (which are not truly 
anomalies) and those from true anomalies caused by changes in the internal dynamics of the 
monitored system. Such dynamic modeling and anomaly detection methods are another novelty 
originating from our work and will be discussed in this paper. 
 
 
 
Figure 1: Functionalities for fault tolerance of systems of interacting dynamic systems1.  The 
tasks enclosed in the dashed line are addressed in this paper. 
 
Anomaly detection and localization are followed by fault diagnosis via matching of the 
input-output patterns of the previously isolated anomalous subsystem(s) with the models of 
various previously seen faults. Each time the observed patterns could not be matched with any 
of the existing models, a new model needs to be created in order to recognize that particular 
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situation in the future.  This step closely resembles traditional fault diagnosis and will also be 
discussed in this paper. 
Finally, based on the dynamic models identified through the diagnostic process, a 
control mechanism can be created to augment the nominal controllers in the system and restore 
as much as possible the original system function in the presence of a fault. Controller adaptation 
in the presence of a fault is our on-going work and is outside the scope of this paper. 
The remainder of the paper is organized as follows. Section 2 briefly describes two 
different approaches to generic anomaly detection, precedent-free localization of the sources of 
anomalies and fault diagnosis in systems of interacting dynamic systems. Section 3 describes a 
framework for isolation of anomalous behavior. Section 4 describes an example of anomaly 
detection, precedent-free fault localization and fault diagnosis in an automotive electronic 
throttle system, while Section 4 describes an example of anomaly detection, fault isolation and 
diagnosis in the Exhaust Gas Recirculation (EGR) system of a Diesel engine. Results in both 
Section 4 and Section 5 have been obtained using commercially available, high fidelity 
simulations of automotive engines. Finally, Section 5 offers conclusions of this work and outlines 
directions of future research. 
 
2. Methods for Dynamic Modeling of System Behavior and Anomaly Detection 
A challenge that has been identified in this paper is that modern engineering systems, 
such as automotive engines or advanced manufacturing equipment, are systems of interacting 
dynamic subsystems. In that context, it is of primary concern to postulate models that will 
enable decoupling of anomalies originating from the system itself (real anomalies) from 
anomalous patterns caused by abnormal influences from other subsystems interacting with the 
monitored system. To that end, one can utilize “divide and conquer” approaches pursued in [5]-
[9], where the space of features describing the behavior of the target system is indexed using 
features from other systems affecting it (essentially, behavior of any subsystem is indexed by 
clusters of features emitted by the subsystems affecting the monitored subsystem, i.e. 
subsystems whose outputs act as inputs to the target subsystem). 
Conceptually, the problem of anomaly detection is relatively simple-- one needs to detect 
anomalous behavior as a statistically significant departure of the current system behavior away 
from the normal one. Traditional anomaly detection methods are based on global models of 
system behavior focus on characterizing probability distributions of behavioral features and 
detecting anomalies as changes in those distributions. For systems whose behavior is not 
affected by other subsystems of the machine, such anomaly detection approaches are 
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appropriate. However, interactions with other subsystems of the machine mean that feature 
distributions can change due to changes in the operating regime too (which should not be seen 
as an anomaly). Basically, changes in the upstream subsystems cause jumps from one 
operating regime to another (jumps from one model region to another), while changes in system 
dynamics (true anomalies) are visible in changes of local distributions of the features of the 
monitored system. 
The “divide and conquer” models [5]-[9] decompose the operating space into regimes of 
similar dynamics, which allows one to deal with regime-switching induced non-stationarities in 
performance-related features by postulating relatively tractable models inside each operating 
regime and creating a set of region-specific anomaly detectors inside those regimes. Figure 2 
illustrates the aforementioned approach to piecewise dynamic behavioral modeling and 
anomaly detection. Each region is equipped with an independent, region-specific detector 
allowing one to deal with different behavior, modeling accuracies and feature patterns due to 
regime switching induced non-stationarities. Dealing with such regime-specific behavior is 
important for performance characterization of modern dynamic systems which can consist of 
multiple interacting dynamic subsystems, each of which could also be a system of interacting 
dynamic subsystems. Interactions between various subsystems in such hierarchical dynamic 
systems can lead to highly non-stationary dynamic behavior, even when everything is normal 
inside the system.  
In the remainder of this section, we will offer more details about modeling and anomaly 
detection methods based on the use of recently introduced piecewise statistical models of 
moments of time-frequency signal distributions [5], and piecewise affine models referred to as 
Growing Structure Multiple Model Systems (GSMMS) [6]. 
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Figure 2: Schematic representation of piecewise behavior models pursued in [5]-[9]. Behavior of 
the monitored system features is indexed by features emitted from subsystems affecting the 
target system. 
 
A. Modeling of Dynamic System Behavior and Anomaly Detection using Piecewise 
Statistical Models of Moments of Time-Frequency Signal Distributions 
Cohen's class of time-frequency distributions has long been recognized as a powerful non-
stationary signal processing method with a wide range of applications, including radar 
technology, marine biology, biomedical engineering and manufacturing [10]. Following the 
general Cohen’s formulation, a joint time-frequency distribution (TFD), ),( wtC , of a signal )(ts  
is [10] 
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is the ambiguity function of the signal, and ),( τθφ  is the time-frequency kernel, whose 
properties largely determine the properties of the resulting TFDs. 
  Without a loss of generality, one can consider ),( wtC  as a two dimensional probability 
density function of a pair of random variables ),( WT  denoting time and frequency, respectively. 
Following [10], one can use the first few lowest-order moments ][ qpTWE  of this probability 
density function as its descriptive features (where 𝐸[∙] denotes the mathematical expectation 
operator with respect to ),( wtC  as the probability density function). 
  Due to asymptotical Gaussianity of these time-frequency moments under constant 
operating conditions, the ensuing performance characterization and anomaly detection become 
tractable and straight forward. One possibility is to assess the system behavior corresponding to 
an observation of time-frequency moments ix  by calculating the Mahalanobis distance [11] 
)()(=),( 1T μxμxμx −Σ− − iiid                                             (3)  
where Σ  and µ  are respectively the covariance matrix and mean vector of the time-frequency 
moments of the signals representing normal system behavior. Since time-frequency moments 
are asymptotically Gaussian, the statistical significance of the drift of a given feature vector can 
be expressed through the so-called Confidence Value (CV) defined as the probability that the 
Mahalanobis distance could be larger than the observed one [13]. A significant drop in CVs 
(jump in Mahalanobis distances) would then signify anomalous behavior, as was done in 
several manufacturing applications [12]. 
 Nevertheless, for systems of variable interacting subsystems, each subsystem 
undergoes variable operating conditions due to changes in external excitations (control signals 
and environmental inputs). Thus, asymptotic Gaussianity of time-frequency moments cannot 
develop because the system is never in a steady operating mode. Essentially, what we 
continuously see are changes in system signatures caused by variations in the operating 
conditions of the system (control and environmental inputs), together with changes in system 
signatures that are caused by changes in system dynamics. Variations in operating regimes are 
not descriptive of any system degradation, whereas changes in system dynamics are and need 
to be detected as anomalies.  
 In order to decouple operating regime changes from true system anomalies, time-
frequency signatures emitted by the system during the time when its behavior is deemed 
“normal” (“golden dataset” needed to establish the anomaly detector) are grouped according to 
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the operating conditions of the system. Given that behavior of a dynamic system over an 
interval of time can be determined by the initial conditions and inputs over that period of time, 
operating condition of the system at any time sample are distinguished using vectors consisting 
of past outputs2, 𝒚, concatenated with input sequences, 𝒖, during a certain time interval. This 
concatenation results in a vector, 𝒗(𝑘), which contains the dynamic information (state) of the 
system and the inputs at time index 𝑘 defined as  
 
𝝊(𝑘) = [𝒚𝑇(𝑘),𝒚𝑇(𝑘 − 1), … ,𝒚𝑇(𝑘 − 𝑛𝑎 + 1),𝒖𝑇(𝑘 − 𝑛𝑑),𝒖𝑇(𝑘 − 𝑛𝑑 − 1) … ,𝒖𝑇(𝑘 − 𝑛𝑑 − 𝑛𝑏 + 1)]𝑇    (4) 
 
where 𝑛𝑎 and 𝑛𝑏  are the appropriate number of past outputs and inputs respectively, and 𝑛𝑑  is 
the input delay. Each 𝒗(𝑘) can be thought of as an “operating-conditions” defining vector [5] and 
each 𝒗(𝑘) in the training set can be associated with the corresponding outputs over the same 
time interval. One could then build statistical profiles of signatures of outputs associated with 
“similar” operating conditions defining vectors. 
  The regionalization of operating conditions is conducted via unsupervised clustering of 
𝝊(𝑘) using a Kohonen Self-Organizing Map (SOM) [14]. The SOM utilizes a set of weight 
vectors, 𝝃𝑚 , 𝑚 = 1,2, …𝑀, that induce the Voronoi tessellation of the space of 𝝊(𝑘), and 
consisting of disjoint sets 𝑉𝑚 corresponding to each SOM weight vector 𝝃𝑚  
𝑉𝑚 =  �𝒗 ∶  ‖𝒗 −  𝝃𝑚‖ ≤ �𝒗 −  𝝃𝑗� ,∀ 𝑗 ≠ 𝑚 � .                                   (5) 
 
An example of a SOM-induced Voronoi tessellation can be seen in Figure 3. Vectors of inputs 
and initial conditions that belong to the same Voronoi set are similar and define a steady 
operating regime within which one could invoke asymptotic Gaussianity of time-frequency 
moments of the corresponding outputs. Therefore within each operational region (Voronoi set), 
the corresponding output sequences can be used to create a statistical profile representing the 
expected system in that region based on their time-frequency moments. 
                                                             
2 Note that the initial conditions can be replaced by an appropriate number of past output samples, since estimation of high order 
derivatives can incur large errors under noisy environment 
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Figure 3: A SOM-induced Voronoi tessellation of 𝒙 = [𝑥1, 𝑥2]𝑇. The seven SOM nodes define 
seven regions of simliar vectors.  
 
During the training phase, the SOM nodes can be recursively adjusted each time the SOM is 
presented with a new training vector, 𝒗(𝑘), as 
 
𝝃𝑚(𝑘 + 1) =  𝝃𝑚(𝑘) + 𝛼 (𝑘)ℎ �𝑘,dis�𝑚, 𝑏(𝑘)�� [𝒗(𝑘) − 𝝃𝑚(𝑘)]                      (6) 
 
where 𝑏(𝑘) denotes the SOM node whose weight vector is the nearest to the newly training 
vector 𝒗(𝑘), dis(𝑚, 𝑏(𝑘)) is the topological distance between region m and 𝑏(𝑘) on the SOM 
graph and ℎ(𝑘, dis(𝑚,𝑏(𝑘)) is the neighborhood function that enables each weight vector to be 
updated using training samples in neighboring regions. Usually, the neighborhood function 
peaks at the best matching node and tapers off away from it. A typical neighborhood function is 
of the form 
ℎ�𝑘,𝑑𝑖𝑠(𝑚, 𝑏(𝑘))� = exp �−dis (𝑚,𝑏(𝑘))2
2𝜎2(𝑘) �     (7) 
 
where the width parameter, 𝜎(𝑘), is usually taken to be larger in the initial stages of training and 
tends to zero as k → ∞ to achieve convergence and global ordering of the SOM [14].  
 Thus, a SOM can be trained on a set of 𝒗(𝑘) emitted during acceptable operation and the 
time-frequency moments can be utilized to characterize the system performance in each 
induced Voronoi region, constituting a simple regionalized anomaly detector. Figure 4 
summarizes the time-frequency based anomaly detection architecture in the generic framework 
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proposed in this paper. For any new signal, the anomaly detector first identifies the operational 
region within which the system is operating by finding the best matching unit in the trained SOM 
using the concatenated vector of initial conditions and input sequence, 𝒗(𝑘). Inside that region, 
one can compare the time-frequency moments of the corresponding output sequence with the 
statistical profile time-frequency moments of the outputs observed during training in that region 
(normal behavior of time-frequency moments in that region). 
 
Figure 4: Anomaly detection using local time-frequency analysis based performance 
assessment. 
 
  At the same time, a quantization error is computed as the distance of the vector of inputs 
and initial conditions away from the weight vector associated with the best matching unit in the 
SOM. If the quantization error is smaller than a preset threshold, the anomaly detection system 
is triggered and the time-frequency moments of the corresponding output sequence are 
compared with their normal statistical profile within that region. If the quantization error is too 
big, anomaly detection is not invoked. Such triggering based on the quantization error is used to 
avoid the situations when the current system operating condition has not been experienced 
before (when quantization errors are too big) and thus avoid making incorrect decisions. 
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B. Growing Structure Multiple Model Systems based Modeling and Anomaly Detection  
The Growing Structure Multiple Model System (GSMMS) [6] can be seen as a collection 
of local models F𝑖 , 𝑖 = 1,2, … ,𝑀, for which the global model for a system with 𝑛 outputs 𝒚(𝑘) =[𝑦1(𝑘),𝑦2(𝑘), … ,𝑦𝑛(𝑘)]𝑇 and 𝑝 inputs 𝒖(𝑘) = �𝑢1(𝑘),𝑢2(𝑘), … ,𝑢𝑝(𝑘)�𝑇 at any time sample 𝑘 is: 
 
𝒚(𝑘 + 1) =  ∑ 𝜈𝑚�𝒔(𝑘)�𝑀𝑚=1 F𝑚(𝒔(𝑘))                                             (8) 
where 
𝒔(𝑘) = [𝒚𝑇(𝑘),𝒚𝑇(𝑘 − 1), … ,𝒚𝑇(𝑘 − 𝑛𝑎 + 1),𝒖𝑇(𝑘 − 𝑛𝑑),𝒖𝑇(𝑘 − 𝑛𝑑 − 1) … ,𝒖𝑇(𝑘 − 𝑛𝑑 − 𝑛𝑏 +1)]𝑇, 
is the similar to 𝒗(𝑘) and contains the dynamic input/output information of the system. The local 
models have a tractable affine form 
 
F𝑚�𝑠(𝑘)� = a𝑚𝑇 𝒔(𝑘) + b𝑚                                                  (9) 
 
with local model parameters a𝒎 and bm, and the mixing function 𝜈𝑚�s(𝑘)� defines the regions of 
validity of each local model. The function 𝜈𝑚�s(𝑘)� is taken to be a simple gating function 
 
𝜈𝑚�𝒔(𝑘)� = �1, s(𝑘) ∈ 𝑉𝑚0, otherwise 
 
with 𝑉𝑚 denoting the Voronoi sets induced by the underlying SOM, as in Eq. (5). 
 The use of a SOM-based unsupervised clustering for partitioning of the operating space 
overcomes the drawbacks of ad-hoc or “variable-by-variable” based approaches to operating 
space partitioning in “divide-and-conquer” models [15]-[17]. In addition, the use growing 
mechanisms such as those reported in [18]-[20] enable one to determine the number of local 
models needed to approximate the underlying non-linear dynamics.  
During the training process, both the structural parameters of the model (number and 
position of weight vectors) and local model parameters must be determined. With each training 
item 𝒔(𝑘), the locations of the SOM weight vectors are updated using the recursive relation 
 
𝝃𝑚(𝑘 + 1) =  𝝃𝑚(𝑘) + 𝛼 (𝑘)𝜁𝑚(𝑘)ℎ�𝑘,dis(𝑚, 𝑏(𝑘))�[𝐬(𝑘) − 𝝃𝑚(𝑘)]               (10) 
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𝒔(𝑘) is the kth training sample, dis(𝑚, 𝑏(𝑘)) is the topological distance between region m and the 
node 𝑏(𝑘) that is nearest (in the Euclidean sense) to the training item 𝒔(𝑘) and ℎ(𝑘, dis(𝑚, 𝑏(𝑘)) 
denotes the neighborhood function that serves the same purpose and the same form as the 
neighborhood function, Eq. (7), described in Section 2.A. One also notes the similarity between 
the SOM updating Eqs. (6) and (10), which both utilize the neighborhood functions, quantization 
errors and a learning rate. However, since the goal of the GSMMS is minimization of the 
modeling errors, a penalty term 
𝜁𝑚(𝑘) =  𝑒𝑚(𝑘)∑ 𝑒𝑚(𝑘)𝑀𝑚=1                                                           (11) 
 
is included in Eq. (10) where 𝑒𝑚(𝑘) are the root-mean square modeling error in region m 
ensures that the weight vectors tend to move towards regions with higher modeling errors, thus 
leading to a finer partition of the operating space in areas of high nonlinearity. 
 The local model parameters in region m are determined by minimizing 
 
𝐽𝑚(𝒂𝑚 ,𝒃𝑚) = 1𝑘 ∑ 𝑤𝑚�𝑠(𝑖)��𝒚(𝑖) − 𝒚�𝑚(𝑖) �2𝑘𝑖=1             (12) 
 
where 𝒚(𝑖) is the training output at time sample i and 𝒚�𝑚(𝑖) is the predicted output of regional 
model 𝑚 at time 𝑖. The function 𝑤𝑚(𝑠(𝑖)) determines the weight of the modeling error 
associated with sample 𝑖 for the cost function in region 𝑚, allowing each training sample 𝑠(𝑖) to 
update a neighborhood of regional models. The weighting function 
 
𝑤𝑚(𝑠(𝑖)) = 𝑒𝑥𝑝 �−𝑑𝑖𝑠�𝑚,𝑏(𝑖)�22𝜎(𝑘)2 �                 (13) 
 
ensures that each training sample 𝑠(𝑖) has the largest effect on the model parameters near the 
SOM node 𝑏(𝑖) that is closest to that training sample, and a smaller effect farther away from it. 
This cooperation allows the GSMMS to utilize each training sample to affect all local models. 
Such regional cooperation has been shown to have the ability to speed convergence in the early 
stages of training as well as increase the bias in later training states [21] (which is why 𝜎(𝑘) was 
reduced to narrow 𝑤𝑚 with each subsequent epoch). 
 During training, the state space partition can be further refined by adding a node half 
way between the GSMMS node corresponding to the poorest modeled region (largest RMS 
error) and its immediate neighbor with the largest corresponding RMS error. The growth 
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mechanism essentially follows the growing cell structure method proposed in [19]. The 
difference is that it uses modeling errors as the insertion criterion, instead of visitation frequency 
or quantization errors. Finally, a stopping criterion can be applied to terminate the training, such 
as the RMS error falling below a pre-determined tolerance, or the number of SOM nodes 
exceeding a pre-determined number. 
 One can see that the GSMMS essentially casts the problem of representing the system 
dynamics into the framework of simple, interconnected dynamic linear models. This structure 
enables the modeling of a wide variety of complex systems while maintaining analytical 
tractability and an operating regime decomposition that enables regionalized anomaly detection. 
The GSMMS approach has been used successfully for modeling of an electronic throttle system 
in a gasoline engine [6], automotive crankshaft dynamics [7], diesel engine Exhaust Gas 
Recirculation (EGR) system and its subsystems [8] and electrical portion of an alternating 
current generator [9]. 
Once the GSMMS model of normal behavior is built, anomaly detection can be 
accomplished through comparison of the statistical characteristics of its residuals3 displayed 
during normal behavior with characteristics of the most recent modeling residuals. Since the 
operating space is decomposed into regions of similar dynamic behavior (regions of “similar” 
input/output vectors 𝒔), each region of the GSMMS can be equipped with its own decision 
making scheme that quantifies how close the current residual pattern is to the normal pattern. 
Following [6], the performance within each region m will be quantitatively described in this paper 
using the concept of regional confidence values (CVs) defined as 
 CV(𝑚,𝑘) =  |𝑔𝑚(𝑒,𝑘)∙𝑓𝑚(𝑒)|
‖𝑔𝑚(𝑒,𝑘)‖‖𝑓𝑚(𝑒)‖                                                               (14) 
 
where 𝑓𝑚(𝑒) is the probability density function (PDF) of the modeling residuals displayed during 
normal behavior and 𝑔𝑚(𝑒, 𝑘) is the PDF of the residuals corresponding to the current behavior 
at time k. The regional confidence value, CV(𝑚,𝑘), describes a normalized area of overlap of the 
PDFs in that region, a graphical illustration of which can be seen in Figure 5. It is easy to see 
that CV(𝑚,𝑘) = 1 if the current residual PDF is exactly the corresponding normal behavior PDF 
and less than 1 otherwise. The PDF 𝑓𝑚(𝑒) was approximated using Gaussian Mixture Models 
due to their universal approximation capability [22] and 𝑔𝑚(𝑒,𝑘) was calculated by updating the 
regional PDFs recursively during operation [23]. Using the Gaussian Mixture Model formulation, 
                                                             
3 The modeling residuals are differences between the system output and the output of the GSMMS describing the normal system 
behavior. 
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a closed form solution for CV(𝑚,𝑘) can be obtained to quickly compute CV(𝑚,𝑘) at each time 
step, k. 
 
Figure 5: Illustration of the Confidence Value (CV) viewed as an overlap of probability density 
functions. The hatched area represents the CV. 
 
 The GSMMS based anomaly detection approach is summarized in Figure 6, where the 
SOM-based regionalization and the local model prediction of the GSMMS serve as the 
operating regime dependent modeling scheme and the regional CVs serve as the performance 
assessment. 
 
Figure 6: Anomaly detection using the GSMMS. 
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3. Methods for Isolation of the Source of an Anomaly and Fault Diagnosis 
Isolation of the anomaly source can be conducted by reconfiguring and reconnecting anomaly 
detectors (ADs) to subsystems in the anomalous system. This approach is depicted in Figure 7 
for a generic system of 2 subsystems. Once the AD monitoring the entire system detects an 
anomaly by an unusual drop in CV-s, it is replaced with ADs that monitor the constituent 
subsystems (in this case, 2 subsystems). Only the CV-s from AD-s monitoring anomalous 
subsystems will be low. Clearly, this process could be repeated multiple times, until anomalous 
subsystem(s) is(are) isolated to the smallest possible granularity, i.e. the culprit subsystem or 
subsystems represent Field Replaceable Units (FRUs) or it is not possible to continue with 
anomaly detection deeper into pertinent subsystems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Illustration of fault isolation through distributed anomaly detection. In this example, the 
fault is in subsystem 1. 
 
Once the anomaly is localized to a subsystem, the next step is to recognize the underlying fault 
if the model of that fault exists, or to recognize that the underlying fault is an unknown fault for 
which a model does not exist. A diagnoser for a specific fault can be constructed following 
essentially the same approach pursued in Section 2 for the purpose of anomaly detection. 
Signatures emitted in the presence of the fault that the diagnoser needs to recognize can be 
utilized to estimate the PDFs of the modeling features in the presence of that fault (time-
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frequency moments or residuals of the GSMMS corresponding that fault). Proximity of the most 
recent system behavior to that fault can then be evaluated via the overlap of the PDF 
characterizing the most recent faulty model features and PDF characterizing faulty model 
features when that fault is indeed present. Whenever this CV-like value for a specific fault model 
grows high, one can conclude that the corresponding fault is present and vice versa. If none of 
the existing diagnosers are displaying a high CV, the presence of an unknown fault can be 
inferred and a new fault model (time-frequency based or GSMMS) would need to be developed 
for the current system behavior. 
 
4. Time-Frequency Analysis Based Anomaly Detection, Fault Isolation and 
Diagnosis in an Automotive Electronic Throttle System 
This section details an example of anomaly detection, precedent-free fault localization and fault 
diagnosis based on the use of piecewise time-frequency analysis models of system behavior 
described in Section 2.A. This method was applied to an automotive electronic throttle control 
system simulated using the Gasoline Engine Vehicle Model (GEVM) software package for high 
fidelity automotive simulations [24]. Note that the controller used in the simulation can be readily 
embedded into actual automotive engine control units. The target system consists of two 
interacting subsystems – the throttle system (plant) and the relevant controller. The two 
subsystems are decoupled by distributing two time-frequency based anomaly detectors to 
monitor each of the pertinent subsystems, as illustrated in Figure 8. 
The signals are collected at the sampling rate of 100 Hz. The anomalies are simulated 
by modifying the parameters in the controller and the plant. Different levels of parameter 
changes are introduced to simulate different levels of degradation. Simulations are run using 
various standard driving profiles. To investigate the effects of noise, 5% multiplicative noise has 
been imposed on the outputs of the controller and the plant. This corresponds to a signal to 
noise ratio of 26dB. 
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Figure 8: Distributed anomaly detectors for an anomaly detection and isolation in an 
Electronic Throttle System 
A. Anomaly Detection and Fault Isolation 
To demonstrate the capability of precedent-free fault isolation through distributed anomaly 
detection, two anomaly detectors are applied separately to the controller and the plant as shown 
in Figure 8. Three different test scenarios are introduced by gradually changing the actual 
system parameters over time to simulate the system degradation, as illustrated in Figure 9. In 
each scenario only one parameter is varied in time while all the other parameters are kept at 
their nominal value. 
Figure 10 shows the outputs of the two anomaly detectors for the three introduced 
scenarios. The straight line across the window is the steady state lower 3σ control limits of the 
EWMA control chart applied to the performance CVs obtained during training [25]. It can be 
easily observed from Figure 10 that in scenario 1, the CVs from the anomaly detector operating 
on the controller are high all the time, while the CVs from the anomaly detector on the plant 
gradually decrease and finally exceed the control limit. This indicates that an anomaly has 
occurred in the plant, while the controller is still operating normally. Similar behavior can also be 
observed in scenario 2. In scenario 3, a disturbance to the controller was introduced and, as 
expected, the performance CVs from the controller anomaly detector eventually exceed the 
control limits, whereas the performance CVs from the plant detector remain within the control 
limits. This way, one can readily localize the anomalous behavior to the plant, the controller or 
both. 
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Figure 9: Time varying parameters for scenarios 1, 2 and 3. The nominal values for stiffness 
(plant parameter), viscous damping (plant parameter) and gain (controller parameter) are 
40N/m, 10Ns/m and 1, respectively. 
 
(a) Scenario 1: Stiffness K (plant parameter) decreases from its normal value 40N/m to 24N/m in 700s. 
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(b) Scenario 2: Viscous damping C (plant parameter) increases from its normal value 10N.s/m to 15N.s/m in 700s. 
 
 
(c) Scenario 3: Controller gain decreases from its normal value of 1 to 0.6 in 700s. 
 
Figure 10: Experimental results for the three designed scenarios. Note that the confidence 
values are updated only when the anomaly detectors are triggered. 
B. Fault Diagnosis 
As discussed in Section 3, fault isolation is conducted through the use of multiple anomaly 
detectors distributed throughout a control system. The anomaly can be localized through the 
identification of the lowest level segment of the system in which an AD has announced the 
presence of anomalous behavior. This scheme was used in the previous section to isolate the 
faults between the controller and the plant. 
Section 3 also describes a deeper level root cause identification, in which specialized 
diagnosers identify specific failure modes. In this approach, separate diagnosers are specifically 
trained to detect specific faults. The fault is then isolated by the simultaneous drop in the 
confidence value of the anomaly detector (measuring proximity of system behavior to the 
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normal behavior), along with the growth in the confidence value of the diagnoser associated 
with the actual fault (indicating proximity of system behavior to behavior corresponding to that 
particular fault). 
This concept is practically illustrated in the following example. Table 1 shows the 
operating conditions for various normal and failure modes that were simulated. It was assumed 
that the input-output signals from only the states F0, F1 and F2 are available for training, while 
signatures from the state F3 were unknown. Three detectors corresponding to states F0, F1 and 
F2 were trained as described above, using data obtained from simulations of standard US and 
European test driving profiles. Each of the detectors is then used to describe the statistical 
profiles of a particular plant condition. 
 
Table 1: Labels for various simulated situations 
 
Fault Label Description 
F0 Normal 
F1 Reduced K 
F2 Increased C 
F3 
Unknown fault (reduced saturation limit on throttle motion, which 
corresponds to dirt accumulation in the throttle chamber) 
 
 
Figure 11(a) shows the time intervals during which operating states F0, F1, F2 and F3 
were introduced. Figure 11(b) shows the confidence values calculated using the diagnosers of 
the three known situations. In each case, the appropriate diagnoser registers the occurrence of 
the correct condition within the proper interval. When the unknown condition F3 appears, the 
low CVs from all diagnosers indicate the presence of an anomaly that was not seen before. 
  
(a) Sequence of simulated states in the electronic throttle system. 
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(b) Performance confidence values calculated from diagnosers specialized for states F0, F1 and F2. 
 
Figure 11: Fault diagnosis in a simulated automotive electronic throttle system. 
 
5. GSMMS based Anomaly Detection, Fault Isolation and Diagnosis in a Diesel 
Engine Exhaust Gas Recirculation (EGR) System 
Exhaust Gas Recirculation (EGR) is widely used as a method to reduce NOx emissions. In an 
EGR system, a portion of the exhaust gas is introduced into the intake. This proportion is 
controlled by the EGR valve, which is set by the engine control unit based on the current 
operating conditions (engine speed and load). A simplified schematic of the EGR system is 
shown in Figure 12 and the block diagram of the EGR system is shown in Figure 13.  
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Figure 12: Schematic diagram of a generic EGR system 
 
 
 
Figure 13: Block diagram a generic EGR system 
 
The GSMMS based anomaly detection, isolation and fault diagnosis procedure outlined 
in Section 2.B and 3 was applied to the EGR system of a four cylinder turbo charged diesel 
engine. The software package en-DYNA THEMOS CRTD 2.0 by TESIS was used to conduct 
the engine simulations [26]. The controller consists of two look up tables determining the mass 
flow ?̇?𝑑𝑒𝑠𝑖𝑟𝑒𝑑  and the coarse control for the throttle angle. A proportional-integral (PI) controller 
is then used to correct the throttle angle such that the desired mass flow is achieved [26]. The 
look-up table values and PI controller parameters were provided with the default calibration. 
En-DYNA was used to generate engine data and the signals were polluted with 2% 
additive noise. For each of the blocks in Figure 13, a GSMMS for normal behavior was 
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constructed. Three standard driving profiles (ECE-15, FTP-75 and MVEG-B) were used to 
generate training data and a fourth profile (Japan 10-15) was used to test the generalization 
capability of the model. 
The GSMMS models of normal and faulty behavior modes were trained offline using 
inputs and outputs from the relevant subsystems. For each GSMMS, the appropriate inputs 
were selected and autoregressive orders of the local models were provided. One should note 
that recent work has shown that even input selection can be automated [27], further decreasing 
the requisite a priori knowledge. The training procedure followed the batch algorithm from [6], 
with the stopping criterion being a maximum SOM size. 
 
 
A. Anomaly Detection and Isolation  
Several abnormalities were introduced into the plant and controller of the EGR system. The 
methodology described in Section 2.B and 3 was then used to detect and isolate the anomalies 
with no prior knowledge of the faults or training based on the anomalous behavior data. 
 To simplify the monitoring scheme, the regional CVs (computed using Eq. (14)) were 
merged into a global CV defined as the geometric mean of all regional CVs at any given time. 
The geometric mean was selected to emphasize individual departures from normal behavior 
(CV = 1) since a decrease in any CV indicates that the system is behaving abnormally (at least, 
in the region where the local CVs are low). 
 An anomaly was introduced to the EGR valve to simulate a clogged (or improperly 
opening) EGR valve.  In the simulations, this anomaly was introduced by modifying the throttle 
characteristic curve that describes the mass airflow across the throttle as a function of the 
throttle angle as shown in Figure 14.   
 
Initially, an overall anomaly detector (ADoverall) was set to monitor the entire EGR system as 
shown in Figure 15. Once it detected an anomaly, the fault isolation method of Section 3 was 
applied successively until the anomalies were isolated to the smallest possible subsystem 
(individual blocks in Figure 13).  Thus, after detection, two anomaly detectors ADmass flow and 
ADcooler were formed to monitor the mass flow and cooler subsystems, respectively, as shown in 
Figure 16. Finally, if ADmass flow detected an anomaly, it split into the third level of anomaly 
detectors shown in Figure 17. On this third level, AD3 and AD4 monitored the look-up tables, AD5 
monitored the PI controller and AD6 was set to track the EGR valve behavior. The results of 
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ADmass flow and ADcooler along with AD3 through AD6 are used to isolate the fault to the subsystem 
with the smallest possible granularity, once ADoverall and ADmass flow detected an anomaly.  
 The global CVs for ADoverall in the presence of a throttle fault can be seen in Figure 18 
while the global CVs for the second level can be seen in Figure 19.  Finally the third level of 
global CVs (AD3 through AD6) can be seen in Figure 20. It is obvious from these figures that 
interpretation of ADmass flow and ADcooler and AD3 through AD6 localizes the fault to the EGR valve, 
even though no prior training of models for faulty behavior was done.  
 An interesting observation is that ADmass flow is not as sensitive to plant faults as the valve 
anomaly detector, AD6. The reason for this is that ADmass flow monitors the controlled EGR 
system and the PI controller compensates for some of the adverse effects of the valve anomaly. 
  
 
 
Figure 14: Throttle characteristic curve for various anomalies labeled Faults 1-4 
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Figure 15: Block diagram with Anomaly Detector monitoring entire EGR system. 
 
 
 
Figure 16: Block diagram with second level distributed anomaly detectors utilized for anomaly 
isolation. 
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Figure 17: Block diagram with third level distributed anomaly detectors utilized for anomaly 
isolation. 
 
 
 
Figure 18: Confidence values for ADoverall in the presence of valve faults. 
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Figure 19: Second level anomaly detection CVs for a controller fault introduced at 1322 
seconds.  The anomaly is clearly in the mass flow subsystem and thus the third level anomaly 
detectors will be monitored. 
 
 
Figure 20: Fault isolation through distributed anomaly detection for a valve anomaly introduced 
at 1322 seconds. As expected, the EGR Valve AD (AD6) is the only one indicating an anomaly. 
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A controller anomaly was simulated by introducing a delay into the control loop as 
indicated in Figure 21. The increased delay emulates a situation when the control system 
communication is degraded. Once again, only ADoverall is monitored until an anomaly is detected 
ADmass flow, ADcooler and AD3 through AD6 are utilized to isolate the fault per the methodology in 
Section 3. Figure 22 shows the CV for ADoverall and clearly indicates an anomaly. Figure 23 
shows the results for the second level anomaly detectors and Figure 24 shows the results for 
AD3 through AD6 and as expected, only AD5 indicated an anomaly.  
The above anomaly detection and isolation procedure follows the methodology 
described in Section 2 with one notable modification. Since EGR valve angle saturates (0◦ ≤ 𝜶 ≤ 
90o), the PI controller output has a saturation nonlinearity.  Thus, the output of the GSMMS was 
saturated as well so as to maintain a lower number of regions representing the corner 
introduced by the saturation.  
Finally , a set of cooler faults was simulated by modifying  the functional relationship 
between the EGR mass flow and the cooler heat transfer coefficient.  This modification 
simulates a situation where the cooler has experienced fouling, clogging or some other fault that 
degrades the heat transfer characteristics. These modifications are illustrated in Figure 25.  The 
anomaly detection is demonstrated in Figure 26 where it is clear that the ADoverall CV drops for 
the faults introduced.  Isolation is accomplished by the second level anomaly detectors in Figure 
27.  Note that because the anomaly has been isolated to the cooler, the third level is not 
needed. 
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Figure 21: Simulated anomaly in EGR valve controller. 
 
 
 
Figure 22: Confidence values for ADoverall in the presence of controller faults. 
 
 
 
 
 
Figure 23: Second level anomaly detection CVs for a controller fault introduced at 1322 
seconds.  The anomaly is clearly in the mass flow subsystem and thus the third level anomaly 
detectors will be monitored. 
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Figure 24: Fault isolation performed by the third level of distributed anomaly detectors with a 
controller anomaly introduced at 1322 seconds. As expected, the PI controller AD (AD4) is the 
only one indicating an anomaly 
 
We also note that global CV for ADcooler appears to be insensitive to cooler Fault 1 (the 
smallest fault).  However, one can take full advantage of the operating space decomposition of 
the GSMMS and construct regional statistical process control charts to track the number of 
regions signaling faults. If regional CUSUM charts [25] are constructed for ADcooler we find that  
zero regions signal faults during the normal period of operation (< 1322 seconds) and at the end 
of the simulation, three regions are signaling faults for Fault 1. Thus, even the smallest fault is 
detectable on a regional basis, despite the insensitivity of the global CV. 
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Figure 25: The heat transfer coefficient for the EGR cooler for normal operation and four levels 
of fouling. 
 
 
 
 
Figure 26: Overall AD for the cooler faults. 
33 
 
 
 
Figure 27: Isolation of the cooler faults conducted by the second level ADs. 
 
B.  Fault Diagnosis 
The same GSMMS model-based framework used for anomaly detection and isolation is used to 
diagnose (recognize) faults using the traditional diagnostic methodology, briefly outlined in 
Section 3. Data emitted by faulty systems was used to construct diagnosers for the valve 
anomalies in precisely the same manner as the ADs.  However, instead of quantifying the 
similarity to normal behavior, the diagnosers quantify the similarity between the current output 
patterns and a particular fault.   
For valve faults 2 and 4 illustrated in Figure 14, a GSMMS model was constructed 
utilizing data emitted from the faulty valve operation.  Then, as was done for the anomaly 
detectors, regional residual probability density functions were approximated with local Gaussian 
Mixture Model and the local CVs were computed.  Thus, once an anomaly is detected and 
isolated to the valve using the aforementioned procedure, these valve diagnoser CVs are then 
monitored to measures the similarity of the current behavior to behavior see during previous 
faulty operation. A sample result for diagnosers for the valve faults is shown in Figure 28 where 
it is clear that Fault 4 is likely present.  
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Figure 28: Outputs of the Diagnosers for the throttle fault 4 introduced at 1322 seconds. 
 
6. Conclusions and Future Work 
In this paper, a novel approach to anomaly detection is described for anomaly detection, fault 
localization and fault identification of systems of interacting dynamic systems. Anomalies are 
detected as statistically significant departures of dynamic modeling errors away from their 
normal behavioral patterns. The culprit subsystem(s) causing the anomalous behavior are 
localized through distributed anomaly detection that delves into subsystems of deeper 
granularity each time an anomaly is detected. Finally, fault identification is accomplished 
through the traditional diagnostic approaches of matching of identified behavioral models 
corresponding to known faults with signatures of the currently observed system behavior. 
 The key enabling method facilitating the above-mentioned vision is the newly developed 
"divide and conquer" approaches to modeling of complex system dynamics, allowing anomaly 
detectors and diagnosers to use essentially the same modeling mechanism to successively 
connect to different inputs and outputs (corresponding to different subsystems), identify 
behavioral models of the corresponding subsystems and accomplish anomaly detection and 
diagnosis. Description of system dynamics is cast into the framework of connected multiple 
models, each of which is relatively simple in nature and can be analyzed in an analytically 
tractable manner. 
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 Examples of anomaly detection, fault localization and diagnosis in automotive electronic 
throttle system and diesel engine EGR valve system are presented. In both cases, various faults 
were inserted into the system, their presence was detected and the subsystems that caused 
them were correctly identified, even though the diagnostic system was never trained to 
recognize those faults and thus the corresponding fault models were not available (precedent-
free). All results are obtained using high fidelity automotive system simulations developed by a 
major manufacturer of software for automotive control and diagnostic applications. 
 Future research will be dedicated to utilizing local model tractability emanating from the 
“divide and conquer” modeling approaches to devise methods for controller adaptation that will 
facilitate performance recovery in the presence of faults.  
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