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Stanford, California 94305 
The asymptotic eigenvalue behavior of unbounded Hermitian Toeplitz 
matrices is derived and used to evaluate the asymptotic eigenvalue distribution 
of the covariance matrix of possibly nonstationary autoregressive time series. 
As an application, the results are used to generalize the evaluation of the rate- 
distortion function of possibly nonstationary autoregressive Gaussian time series 
with a mean-squared-error fidelity criterion. 
INTRODUCTION 
It  has been noted in the literature that certain nonstationary time series can 
sometimes be handled using techniques similar to spectral techniques. 
Specifically, spectral techniques apply to time series that are weakly stationary, 
i.e., whose mean is constant and whose covariance matrix is Toeplitz. Auto- 
regressive time series, however, have Toeplitz inverse covariance matrices 
regardless of whether or not the source is stationary. The best known example 
is the discrete time Wiener process. Thus, evaluations of such quantities as 
capacity of autoregressive channels and rate-distortion functions or one-step 
prediction error of autoregressive sources that depend only on the asymptotic 
behavior of the eigenvalues of the covariance matrix can be done in terms of 
their reciprocals--the eigenvalues of the Toeplitz inverse covariance matrix. 
The resulting answers are in terms of the discrete Fourier Transform (DFT)  
of the inverse covariance which is the reciprocal of the spectral density if the 
time series is stationary. 
* This work was supported in part by National Science Foundation Grants No. 
GK-31630 and GK-5452, and by the JSEP Program at Stanford Electronics Laboratory 
under U.S. Navy Contract N00014-67-A-0112-0044. 
181 
Copyright © 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
182 ROBERT M.  GRAY . . . .  
The manipulations involved in obtaining such results have usually 
consisted of proving that the inverse covariance matrices of autoregressive 
time series are asymptotically Toeplitz, and then invoking the famous 
Szeg6 Theorem on the asymptotic eigenvalue distribution of bounded 
Hermitian Toeplitz matrices. Unfortunately, however, this approach requires 
stronger assumptions than one would like on the time series, i.e., absolute 
convergence instead of weaker square convergence of autoregressive coeffi- 
cients. In this paper, we avoid the middle step of proving the asymptotic 
equivalence of matrices by deriving a heuristic generalization of the Szego 
theorem yielding the asymptotic eigenvalue distribution of unbounded 
Hermitian Toeplitz matrices. We then use this result o obtain the asymptotic 
eigenvalue distribution of covariance matrices of possibly nonstationary 
autoregressive time series. Finally, these results are used to generalize the 
evaluation of the rate-distortion function of a Gaussian autoregressive source 
to the weaker equirement that the autoregressive coefficients be only square 
summable. 
Results are presented with motivation and discussion--all nontrivial proofs 
are relegated to the appendix. 
PREL IMINARIES  
Letf(it) be a real Lebesgue integrable function on [--~r, 7r]. Let the essential 
lower and upper bounds off(A) be m and M, respectively. In general we may 
have M = 0% m = --or. Since f(A) eL, we can define the n × n Toeplitz 
matrix T~(f) --  {tk.j} by 
f( t~.j = tk-j = (21r) -1 A) e -i(k-~)a dA. 
~r 
(1.1) 
Denote the eigenvalues of T,,(f)  by (7~,~; k = 0, 1,..., n -- 1}. Define the 
operator or strong norm and the normalized Hilbert-Schmidt or weak norm 
of the Hermitian matrix T~(f) by 
][ T,~(f)]l =A m~{x*T,~*(f) T,(f)x}l/~ = maxk ~"'~ 
i n-i ll/2 
I T•(f)[ z~ {n-1 Tr(T~*(f) Tn(f))}l/z = n -1 ~ [ r..~ ]~l ' 
/c=0 
respectively, where * denotes conjugate transpose. The sequence of matrices 
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T,~(f), n = i, 2,.. is said to be uniformly bounded if for some K independent 
of n, 
El T~(f)il ~ K. 
Note that this also implies that 
[ T,( f ) l  ~ K. 
We have (Grenander and Szego, 1958, p. 64) 
l[ Tn(f)[[ ~< [max(M, re)I, 
so that if m and M are finite, the matrices T~(f) are bounded. Furthermore, 
we have (Grenander and Szego, 1958, p. 66) 
lira ~ i[ Tn(f)]l = J max(M, m)] (1.2) 
even if M = oo or m = --o% so that the sequence of matrices Tn(f)  is 
bounded if M is finite. If M and m are finite, then the asymptotic eigenvalue 
distribution of T~(f) as n -+ 0o is well-known (Grenander and Szego, 1958, 
Chs. 5 and 7). Specifically, if F(x) is any arbitrary continuous function on 
Ira, 3//], then 
n--1 ~r 
lim n -1 ~ F('rn,~) = (2~') -1 f~ F[f(h)] dA. (1.3) 
n~oo 
When Eq. (1.3) holds, we say that the eigenvalues of T , ( f )  are asymptotically 
equally distributed asf(h) with ), uniform on [--rr, 7r]. 
The expression (1.3) has many uses in the theory of stochastic time series 
since wide sense stationary processes have Toeplitz covariance matrices 
(Grenander and Szego, 1958, Ch. 10), and autoregressive processes (stationary 
or not) have asymptotically Toeplitz inverse covarianee matrices (Gray, 1970) 
if the respective matrices are bounded. 
It may occur, however, that f (h )eL  but M = oo, so that the sequence 
T , ( f )  is not bounded in operator norm. In addition, it may be that f(A) ~L 2, 
so that the sequence is also unbounded in the "weaker" Hilbert-Schmidt 
norm. Since the various proofs of (1.3) strongly depend on the boundedness 
in both norms of T~(f), (1.3) may no longer hold true for this case. A more 
common problem and the main interest of this paper is when f(h) eL  and 
f(h) has real zeroes, so that T~(f) -1 is unbounded. 
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It is known if f (A )eL  but M = o% that Tn(f)  will have a canonical 
distribution, i.e., if 
D,(x) = n -1  {number of %.e <~ x}, 
then D~(x) will converge to some monotonic nondecreasing function D(x) 
at every point of continuity of D(x) (Grenander and Szego, 1958, pp. 98, 
111-112), where D(x) is given by 
? 
D(x) = (2rr) -~ | dL (1.4) 
J1 (a) ~<. 
Furthermore, since f(A) eL,  this distribution has a finite first moment so that 
n--1 
,~®lim n -1 Z r,,~ = (2~r)-* f_~f(A) dA. 
k=O 
Unfortunately, the knowledge that (1.3) holds for the special caseF(x) = x 
is insufficient to deal with several problems involving such unbounded 
matrices. The problem is that the r.h.s, of (1.3) may not exist and be finite. 
In this paper we present a simple and useful--but apparently little known 
fact--that something like (1.3) holds provided we "cut off" the eigenvalues 
larger than some point; specifically, we show for unbounded matrices T~(f)  
that for any finite ~b and 0 and any continuous functionF(x) on [¢, 0] 
qZ--1 ~- 
n-.lim~ n -1 2 F[mid(~b, %.k, 0)l = (2~) -1 f F[mid(¢,f(A), 0)] da, (1.5) 
k=O ~v 
where 
mid(x, y, z) & l 
z; y>~z 
y; x <~y <~ z. 
x; y <~ x 
When (1.5) is satisfied, we shall say that the %.7~ are asymptotically distributed 
within [¢, 0] as f(A) with A uniform on [--Tr, ~r]. This result justifies the 
intuitive notion that if the eigenvalues of T~(f) are truncated, we get the same 
asymptotic behavior as if f(A) were truncated at the start and the corre- 
sponding Toeplitz matrices were considered. 
In several cases, it is the eigenvalues of the inverse matrix T~(f) -1 that are 
desired rather than rn.~. Since f(A) may have real zeros, 1/f(A) may not be 
integrable, T~[1/f(;0] may not exist and, hence, Tn(f)  -1 may not be even 
asymptotically Toeplitz (Gray, 1971, and Widom, 1965). For example, 
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f(A) = 2 -  2 cos/t. Even though T,,(f) -1 may be neither bounded nor 
asymptotically Toeplitz, we can rise the same methods to derive something 
like (1.5) for the eigenvaluesp~,~ = 1/%,~ of T~(f) -1. This form of unbounded 
matrices i  more common than that of the preceding paragraph, and, hence, of 
more importance, but the case of unboundedf(A) eL  is considered since the 
more important results concerning unbounded inverses of Toeplitz matrices 
Tn(f) hold for this slightly more general case. 
RESULTS 
Consider a real possibly unbounded f(A) cL. Define the Toeplitz matrix 
Tn(f) as in (1.1) with eigenvalues %,k. Define f~,o(~) = mid[¢,f(;/), 0] for 
finite ~b, 0 and let %.~(~b, 0)be the eigenvalues ofthe bounded Toeplitz matrix 
T~(f~,0). Since T~(f¢.0) is bounded, its asymptotic eigenvalue distribution is 
well-known and given by (1.3). The following theorem states that the 
asymptotic eigenvalue distribution between any two finite "cutoffs" is the 
same as that of the sequence of Toeplitz matrices corresponding to the 
truncated DFT f<0(a): 
THEOREM 1. Let f(A), f,,o(A), rn,k, and %,~(~, O) be defined as above. 
For any F(x) continuous on [¢, 0], 
n--1 n - - i  
lim n -1 y, F[mid(¢, r.,~, O)] = lirn n -1 E f[Tn. k(~' 0)] 
£=0 k=O 
(2~)-~ f~ = _ F(f<o(a)] da. (3.1) 
When dealing with linear models of stochastic time series, the asymptotic 
eigenvalue distribution of the product of a Toeplitz matrix and its conjugate 
transpose is often of interest. If f (a) is integrable and bounded, it is well-known 
that the matrix T~(f)*T~(f) is asymptotically equivalent in weak norm to the 
Toeplitz matrix T~(lf[z), and, therefore, has eigenvalues distributed as 
1 f(a)l 2 with A uniform on [--7r, ~r] (Grenander and Szego, 1958, pp. 105-106), 
(Gray, 1971). We next study the relations between the matrices Tn(f)*T~(f) 
and T~(I f I z) and their inverses whenf(a) EL2 but is not necessarily bounded 
and may have real zeroes. A direct application of this result will shortly 
be given. 
Let T~(f) -~ {t~_j} and let p~,k be the eigenvalues of the Hermitian matrix 
T~*T~. Let r~.~ be the eigenvalues of the Hermitian matrix T~([ f [3). 
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THEOREM 2. Given an f (k ) eL 2 so that 
k I t~l = < oo (3.2) 
k=--co 
and let P.,k be the eigenvalues of T~(f)*T.(f); then for any finite 0 and any 
F(x) continuous on [0, 0], 
n-~*lim n -1 ~ f[min(p,~,~, 0)1 = (2rr) -1 f F[min([f(k)l 2, 0)1 da. (3.3) 
k=0 --~ 
Theorem 2is of interest for the following reason. If one wishes to obtain the 
asymptotic eigenvalue distribution in the usual indirect manner of first 
demonstrating the asymptotic equivalence of T~(f)*T~(f) and T~(]fl2), 
then one must make the stronger assumption that there is an M < oo such 
that 
lt~[ ~<M, 
/c=--oo 
and, hence, that the T~ are bounded (Gray, 1970). Theorem 2 will therefore 
allow a corresponding generalization f results involving the eigenvalues of
matrices of the form T.(f)*T.(f) .  
Before proceeding to an application, we first note that by considering 
Theorem 2 with functions of the form 
F[min(pn,~, r)] = {min[1/min(pn,~, y), 0]}, 
s = 1, 2,..., letting 7 -+ 0% and, applying the Stone-Weierstrass Theorem, 
we can obtain the following corollary dealing with the eigenvalue of 
[T,(f)*T,(f)] q. 
COROLLARY 1. Let %,k be the eigenvalue of {Tn(f)*Tn(f)}-! where 
f (A) 6 Le and lf(A)] >~ 0 with inequality almost everywhere. Then for any finite 0 
and any function F(x) continuous on [0, 0] we have 
~--i  ~7 
n~=lim n -~ ~ F[min(%.e, 0)] = (2w) -~ £ F[min(1/I f(A)l e, 0)] dk. (3.4) 
k=0 rr 
Note that since f(X) can have real zeroes on a set of measure zero, then 
{Tn(f)*T,~(f)} -1need not be asymptotically Toeplitz and may be unbounded. 
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AUTOREGRESSIVE TIME SERIES 
An autoregressive process {u~} is a process atisfying the difference quation 
u~ : - -~  u~_~a~ + z~ n >/ i l  
k=l 
u~ :0  n ~<0, 
(3.5) 
where the z k are zero-mean, uncorrelated, identically distributed random 
variables aS. To ensure convergence it is assumed that 
• Jail2 < oo. 
k=0 
Equation (3.5) can also be written as a matrix equation by defining the 
triangular matrix AN = {akd} where 
l;k -~ k - - j  >~ 0 (3.6) ae,~- = k - - j  < 0 
and a 0 = 1. Then (3.5) becomes 
z = Anu,  
where z = (zl ,..., z~) is a column vector (n-tuple). Defining the correlation 
matrix R~ = Eu~u~*,  we  have 
R~ 1 = e -~A.*A~ . 
Let the (k, j ) th entry of R~ 1 be r~d , then 
I n--lc--1 
Tk, i = I n-J-1 
m=0 
where - denotes complex conjugate. Changing variables results in 
n-max(/e,i)-I 
rk d : a-2 ~ a~nam+ik_3 E . 
~z=O 
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Define 
n--1 
an(A ) = ~ ake i~a, /~ e [--~', Ir]. 
/c=0 
Then from the Riesz-Fischer Theorem [1, p. 206], there exists a square- 
integrable function a(A) such that 
1 
l!m _--- f I a~(a) - -  a(a)[ 2 da = 0, n o~ 2rr d_~ 
and a(A) has Fourier coefficients ate. As in Gray (1970), no assumption is 
made on the roots of a(a), i.e., they can be either in the left or right half plane, 
and the process u~ need not be even asymptotically stationary. 
Since a(A) eL 2, I a(a)/2 eL  and we can consider the Toeplitz matrix 
where 
Tn(I a(A)p) = {t~,j}, 
tk. j ~--- t~_j = (270-1 ] a(A)l ~ e -itk-j)a dA = G -2 a-mare+k_ j. 
--zr m=0 
It was shown in Gray (1970) that if ak were real and satisfied the stronger 
constraint 
~]a~[  < oo, 
k=m 
then the matrix An*A,~ is asymptotically equivalent o the Toeplitz matrix 
Tn(I a(h)]2), i.e., 
lim I Tn([ a(A)] 2) - -  AnrAn ] = 0, 
n--? cQ 
and, hence, the eigenvalues of the two matrices are asymptotically equally 
distributed. This result was used to derive the rate-distortion function for the 
class of possibly nonstationary Gaussian autoregressive processes having the 
real and absolutely summable coefficients. 
This is now an unnecessary constraint for the problem of Gray (1971) 
since we can consider directly the asymptotic eigenvalue distribution of 
A,~*An and Tn(I a(A)[ 2) using Theorem 2 with only the weaker constraint of 
square summability even though both matrices may be unbounded. 
I f  we consider the doubly infinite triangular matrix A = {a~o-}, then the 
matrix A*A is referred to as a classical Toeplitz matrix (Grenander and 
Szego, 1958, p. 178). We are interested, however, in deriving the asymptotic 
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eigenvalue distributions of the matrix formed by taking products of finite 
sections of the A matrix, i.e., A~*A~. 
Let rn,~ and a~,~ be the eigenvalues ofthe matrices T~(I a(A)] 2) and A~*A~, 
respectively. Since both matrices are Hermitian the eigenvalues are real. 
THEOREM 3. Define A~ = {%_~-} as in (3.6) and assume that 
• Iakl2 < ~,  
k=0 
then for any finite 0 and any F(x) continuous on [0, 0], 
lim n -~ 2 F[min(~,~,k, 0)] = (2~r) -1 f2 f[min([ a(A)[ z, 0)] dA. 
n~ oo k=O 
Proof. Since det An*Am = (det A,) z = a~o n = 1 > 0, Theorem 2 applies. 
Theorem 3 or Corollary 1 immediately ields the eigenvalues behavior 
of R~. 
COROLLARY 2. Let Pn,k = a2/an,~ be the eigenvalues ofR~ = a2(An*An) -1, 
then for any finite 0 and any function F(x) continuous on [ O, O] we have 
n- -1  "n- 
lim n -1 ~ F[min(p,,k, 0)] = (2~) -1 f F[min(a2/l a(A)[ z, 0)] dA. 
n-->~ k=0 --zr 
Theorem 3 and Corollary 2 allow one to treat he eigenvalue distribution of 
the autocorrelation f nonstationary autoregressive time series in a manner 
similar to that used for stationary time series. Essentially, this is because the 
inverse autocorrelation matrix has the nice properties that the autocorrelation 
matrix of stationary time series has. The fact that nonstationary autoregressive 
time series can often be studied using the usual stationary techniques does not 
seem to be widely known. Two of the few places in the literature where this is 
pointed out is in Cox and Miller (1965) in a section on prediction of non- 
stationary time series and in Box and Jenkins (1971) in a section on 
nonstationary linear models. 
THE RATE-D ISTORTION FUNCTION 
With the previous results, the generalization of Gray (1970) is trivial. 
Let the z~ in (3.5) be Gaussian random variables. The mean-squared-error 
rate-distortion function R~(D) of the n-dimensional Gaussian vector u is 
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given as a function of the eigenvalues Pn,k of the autocorrelation matrix R~ by 
the parametric equations (Kolmogorov, 1956, and Gray, 1970), 
and 
n--1 
D. = n -1 ~ rain(0, p..~), 
k=0 
n_  1 n--1 
R~(D.) = ~-  Z ln[max(~/0-a, '~2/0)], 
k=0 
n_  1 n--1 
= 2 2 In[a2/min(p'*.'~,O)]" (3.7) 
k=0 
The rate-distortion function of the process un defined by (3.5) is then found 
by taking the limit of (3.7) using Theorem 3 and Corollary 2; 
D = lira Dn = (27r) -1 a 2 d~/max[I a(a)] 2, as/0] 
n -oco ~. 
R(D) = lira R.(D.) = (4~-) 1 dA ln{max(l a(a)] 2, a2/0)}. 
APPENDIX :  PROOFS OF RESULTS 
THEOREM 1. The second inequality in (3.1) is simply (1.3) for the bounded 
matrices T.( f~.o). Define the distribution functions of the sets r..~ , mid(C, %.k, 0), 
and rn,k(¢, O) as Dn(x), D~ "°) and A.(x), respectively. We have 
D?'°)(x) = n-l{number of mid(C, %,~, O) ~< x} 
= .(x) ~<x<0 (A.1) 
O<~x. 
The distribution D~(x) converges to the distribution D(x) given by (1.4) at all 
points of continuity of D(x) (Grenander and Szego, 1958, pp. 111-112) and, 
hence, for all such points x 
lim D~e"°)(x) = (x) = (27r) -~ da ¢ ~< x < O (a.2) 
(a) ~<= 
O~x.  
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From Grenander and Szego (1958, Ch. 5 and p. 109), we have that An(X )
converges to the distribution A(x) given by 
t 0 x<¢ A(x) = (27r) -* f da = (2~r) -1 ( da ~b ~< x < 0 (A.3) 
Jy¢,o(a)<x ] 
(1 0 ~ x 
at all points of continuity of A(x). Thus, from (A.2) and (A.3), we have for all 
points of continuity A(x) that 
lira D(n°)(x) = A(x). 
The sums in (3.1) can be written as Stieltjes integrals as 
n--1 0 
n -1 ~ F[mid(¢, 7~,~, 0)] = f~ F(x) dD(~'°)(X~n . . 
k=O 
n--1 0 
n 1 2 F[%,~(~b, 0)] = f, F(x) dA~(x). 
k=0 
(A.4) 
(A.5) 
Since F(x) is continuous and since D~*'°)(x) and An(x ) both converge to A(x) at 
all points of continuity of A(x), we have, from the Helly-Bray Lemma (Loeve, 
1963, p. 180), that 
0 0 
lim ('  F(x)dD~'°)(x)= lim (' F(x)dAn(x ) 
n~oo d$  n~ oo J, 
f ;  F(x) dA (x) 
which with (A.5) completes the proof. Since F(x) is continuous on [~b, 0], the right 
hand integral exists and is finite (Asplund and Bungart, 1966, p. 358). 
TI~EOREM 2. Before proving the theorem; we state and prove three lemmas. 
Lemmas A1 and A2 are generalizations of lemmas of Tsybakov (1970) that have 
not previously appeared in English. 
Let T,( f )  ~ {tk-3-} and let p~.~ be the eigenvalues of the Hermitian matrix 
Tn*Tn • Let "on, ~ be the eigenvalues of the Hermitian matrix Tn(I f 12). 
LEMMA A1. For any x ~ R n 
0 ~< x*Tn(f)*Tn(f)x ~ x*T.(I f ]2)x. (A.6) 
643/24/2-7 
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Proof. The left hand inequality is obvious. Let uk,j be the (k, j)th entry 
of T~(f)*T~(f) ,  then 
n--1 
U~,j --~ E tm-~tm-j " 
m~O 
Let wk, J be the (k,j)th entry of T,~(I f 12) so that 
wk,J = i t~n-~tm-3" " 
m~--c¢ 
Define the matrix Dn -= T~(I f 12) - -  Tn( f ) *T~( f )  = {dk,~} so that 
~=-oo qn=q¢ 
Thus 
where 
Dn : A~ + B~ 
¢n=~ 
Define the semi-infinite matrices 
We have 
-t n tn_ 1 "'" tl 1 
t n ... t 2 
/. 
l t-1 t-2 "'" t-n 1 
f~n = t-2 t-a "'" t-n-1 • 
iT. 3 t-4 ..- t_n_2~ 
An~n*un 
B~ = p~*p. 
from which (A.6) follows. 
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LEMMA .AZ2. 
n--1 n--1 
lim n -1 ~, pn,~ = lim n -1 ~ %,~. 
n-~o~ n-~oo k=0 /e=0 
p~ooy. 
n--1 n--a 
n-1 2 rn, ~ - -  n -1Z  Pn,k ~- n -~ Tr{T.( l f  ] z) - -  T~( f ) *  T~( f )}  
k=0 /c=0 
~--1 --1 ~ 1 t,o- l 
/e=0 m--oo m=n 
=R--X Z I =~/c+ It--m]2-]-  2 I/m[2} 
/~=0 m-- 1 m=n--k 
= ] t_~lZ+n -a ~ m]t -~lZ@ 
9"f~=~Z q~=0 7/Z='/'b 
'B,--1 
+n-1 y' mltm] 2. 
m=l 
Sincef(k) ~L2, we have 
i tk t2 <~ K < ov, 
k=--oo 
so that for any • > O, we can find ap  large enough to ensure that 
I t,~ l ~ < ~/5 
m=~o 
From (A.8) and (A.9) we have for n > p + 2 
n--1 n--1 
0 % n -a Z %,k - -  n-1 Z P*,~ 4 4,/5 + Kp/n. 
#=-0 k=0 
(A.7) 
]tin ]~ 
(A.8) 
(A.9) 
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Thus, choosing first p then n large enough so that Kp/n ~ E/5, we have 
n--1 n- -1  
n-I Z Tn, 7c - -  n-1 2 'On--It ~ E 
k~O k=O 
which proves the Lemma. 
LEMMA A3. I f  two sequences of Hermitian matrices Cn and D~ with 
eigenvalues ¢~,~ and 3,~,~ satisfy 
x*Cnx >~ x*D.~x > 0 
for all n-tuples x and all n, and if 
n--I n--I 
lim n -1 ~ Cn,e = lim n -1 ~ ~n k 
7~=0 k=O 
then for any finite 0 and for any F(x) continuous on [0, 0] 
(A.IO) 
n--1 n- -1  
lim n -~ ~ e[min(¢. ,k,  0)] = lim n -~ Z F[min(3..e, 0)1. 
n~o~ n-~ao 
k=O k=O 
Proof. Since ¢~.~ >/3n, ~ (Grenander and Szego, 1958, p. 33) and 
min(~bn.k, 0) - -  min(3n,~, 0) ~-~ ~b~,7¢ --  8n,~, 
(A.IO) implies that we can choose for any E > 0 and any positive integer s 
a value of N large enough to ensure that 
n- -1  
n -1 ~ [min(¢..k, 0) - -  min(3.,~, 0)] 
k=0 
n- -1  
<~ n -a ~ (~bn.k - -  ~..7~) <~ e~ sOs-1 n >/N 
for any positive integer s. We have for n >~ N 
n- -1  
n -a ~ [min(¢.,k, 0)] ~ - -  [min(a.,k, 0)] 8 
k=0 
n- -1  
(sOS-l) -1 n-1 Z {min(~b-,k, 0) - -  min(3..k, 0)} I ~< c 
k=0 
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and, therefore, 
n- I  n- i  
lim n -1 ~ [min(¢..k, 01] s = lim n -1 2 [min(3~.k, 0)] s" 
k=0 /,~=0 
Invoking the Stone-Weierstrass theorem, the lemma is proved. 
Proof of Theorem. Since x*Tn*T~x > 0 (Grenander and Szego, 1958, 
p. 38) we have, using Lemmas A1, A2, and A3, that 
n--I n--I 
lira n -a • F[min(p,~.~, 0)] = lim n - i  2 F[min(~-..~, 01] 
n~oz n~c~ 
k=0 k=0 
which with Theorem 1 completes the proof. 
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