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Abstract
The linear complexity prole of a sequence of length n is readily obtained in O(n2) steps
by the Berlekamp{Massey algorithm (BMA). Piper demands that the linear complexity proles
should be acceptable for every starting point, that is, for all shifted sequences as well. By
repetition of the BMA, this can be veried in O(n3) steps.
This paper describes a transducer that in only Cq
(
n+1
2

Fq operations, where C2 = 7 and
Cq=6:5 for q>3, computes the continued fraction expansions of all n shifted sequences
(a1; : : : ; an); (a2; : : : ; an), to (an). Hence, no additional computational eort is necessary to check
Piper’s demand. When n transducers are occupied in parallel, the output is obtained in Cq Fq op-
erations per symbol, that is, in parallel linear time, yielding an O(n2  log n) time{space product.
c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Stream ciphers are usually based on mixing a pseudorandom signal with the plaintext.
To assess the behaviour of such a pseudorandom sequence, its linear complexity prole
is computed. As Piper [8] points out, the linear complexity prole (l.c.p.) should not
only be good starting from the very rst term, but all l.c.p.’s of all shifted sequences
(or stated dierently, for all possible starting points) should pass the various tests based
on linear and jump complexity as well.
Since the l.c.p. is usually computed via the Berlekamp{Massey algorithm (BMA)
(see [2]) in O(n2) steps, n the sequence length, Piper’s approach straightforwardly leads
to a complexity of O(n3). This paper explains an alternative way to compute all l.c.p.’s
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which is as fast as the BMA on the single l.c.p. Thus, without added computational
burden, we are able to satisfy Piper’s demand \on the y". A previous paper [7] deals
with the special case F2, that is, binary sequences.
Let us start with some denitions concerning the linear complexity prole and the
continued fraction expansion of a sequence a=(ai)1i=1 2 F1q and its generating function
G=
P1
i=1 aix
−i 2 Fq((x−1)). Here and in the sequel, Fq is the nite eld consisting of
q elements.
Denition 1. The linear complexity prole (l.c.p.) of a sequence a; (La(n))1n=1 2N10 ,
states for each n that a shortest LFSR (Linear Feedback Shift Register) producing the
initial string (a1; : : : ; an) has length La(n).
Since the l.c.p. of random sequences roughly behaves like La(n) n=2 (see [6, 10]),
it is natural to introduce the following concept.
Denition 2. With La(n); n2N, being the linear complexity prole of a sequence a,
let m(n) :=ma(n) := 2  La(n)− n2Z be the linear complexity deviation of a.
Denition 3. Encoding of polynomials.
Each polynomial over Fq of degree d>1 can be encoded uniquely in 2d elements of
Fq, the rst d− 1 elements giving the degree and the remaining d+1 the coecients.
Let Fq be the set of all words of nite length over the alphabet Fq and  be the set of
all such encodings,  := f(b1; : : : ; bn)2 Fq j 9d2N : n=2d; b1 = b2 =   = bd−1 = 0;
bd 6=0g. Then we dene
 : Fq[x]nFq ,!  Fq
dP
i=0
aixi 7! 0d−1adad−1 : : : a1a0 2 F2dq  Fq
For each sequence a its generating function
G(a; x)=
1P
i=1
aix−i 2 Fq((x−1))
has a unique continued fraction expansion (c.f.e.)
G(a; x)=
1
A1(x) + 1=(A2(x) +   ) = [A1; A2; : : :]; Ai 2 Fq[x]nFq:
For rational (ultimately periodic) sequences a the sequence (Ai) is nite, otherwise
innite.
Proposition 4. The partial quotients Ai dene a sequence of rational convergents
to the formal power series G(a; x): starting with P−1 =Q0 = 1; P0 =Q−1 = 0; we
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recursively obtain Pi :=Ai  Pi−1 + Pi−2 and Qi :=Ai  Qi−1 + Qi−2 with the property
Pi
Qi
!G(a; x):
Proof. A proof is given in [3].
Remark 5. As Niederreiter [5, 6] as well as Dai and Zeng [1] have shown, the l.c.p.
of a sequence a and the continued fraction expansion of its generating function G(a; x)
are intimately connected: each jump by d in the l.c.p. corresponds to a partial quo-
tient of degree d. For k 2N0 let dk =
Pk
i=1 deg(Ai) be the degree of the denomi-
nator Qk of the kth convergent. Then only the dk occur as linear complexities, and
every such dk is in fact assumed, e.g. La(2  dk)=dk : There is also a close link be-
tween the linear complexity deviations (see Denition 2) and the degrees of the partial
quotients.
Denition 6. Let j be the concatenation of sequences, then we dene the continued
fraction operator K as
K : F1q ! F1q
a 7! K(a)= (A1)j(A2)j(A3)j : : : innite case;
a 7! K(a)= (A1)j(A2)j : : : j(An)j000 : : : rational case with
n partial quotients:
We will use K(a)n to denote the nth term of K(a). As [f01g is a complete prex
code, every sequence in F1q can be uniquely divided into encodings of polynomials.
These dene a generating function, and thus K−1 is dened on F1q as well. K will be
dened for nite sequences in Fq by
8a2 Fkq : K(a) := (K(aj01)i)ki=1:
We state (for a proof see [11]) that for each k 2N
fK(a) j a2 Fkq g= Fkq :
With ’0 := fa2 F1q j 9n2N;8k>n: ak =0g being the set of sequences with nite
support, K−1(’0) is the set of rational sequences, and K−1(F1q n’0) gives the ir-
rationals.
Remark 7. K(a) is the sequence of discrepancies of the BMA, applied to a, when the
BMA is adjusted as follows (see also [11, Kapitel 3]): use the feedback polynomial
instead of the reciprocal, the connection polynomial, start with C =1; B=0 (feedback
polynomials according to the continued fraction theory), and allow leading coecients
6=1, thus no normalization takes place.
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Denition 8. Translation operator and an inverse.
T : F1q ! F1q T−1a0 : F1q ! F1q
(ai)1i=1 7! (ai+1)1i=1 (ai)1i=1 7! (ai−1)1i=1
with a0 in Fq.
2. Transducer for shifted continued fraction expansions
In this section we will derive the continued fraction expansion of
H :=G(T−1a0 (a); x)= [B1; B2; : : :]; Bi 2 Fq[x];
from the (given) expansion of G(a; x)= [A1; A2; : : :]; Ai 2 Fq[x].
The general idea is to represent H by an initial segment B1; : : : ; Bk (which is empty
at the beginning), followed by a linear fractional transformation of a nal segment
An; An+1; : : : of the continued fraction expansion of G. By transducing the An+i into the
Bk+j, in the limit k; n!1 we arrive at H = [B1; B2; : : :].
Previous work on transducers for continued fractions was done by Mills and Robbins
[4] for linear transformations from G(a; x) to G(a; x)p and Raney [9] in the real case.
Since Raney considers partial quotients in the cyclic semigroup N with generator 1,
he may work with nite-state machines. As we will see, our transducer needs an
innite state space, since we have to deal with partial quotients from Fq[x]. A thorough
treatment of continued fractions for formal power series can be found in de Mathan [3].
Proposition 9.
8a0 2 Fq; 8a2 F1q : G(T−1a0 (a); x)= (G(a; x) + a0)=x:
Proof.
G(T−1a0 (a); x) =
1P
i=1
ai−1x−i
=
1P
i=0
aix−i−1
= a0  x−1 +
 1P
i=1
aix−i

x
= (G(a; x) + a0)=x:
Denition 10. Standard situation.
Let k 2N0; n2N; and Bi; 16i6k; as well as Aj; j>n, be polynomials over Fq
of positive degree, where Bk has constant term zero. Furthermore let a; b2 Fq and
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c2 Fqnf0g. Then we call
H =
1
B1 +
1
B2 +   + 1
Bk + a+
x
b+ c 

An +
1
An+1 +   

=
1j
jB1 +   +
1j
jBk + a+
xj
jb+ c  (An +
1j
jAn+1 +   )
a standard situation for the formal power series H . As a shorthand we write
H = [B(1 : k); a; b; c;A(n :1)]:
Lemma 11. Let G(a; x)= 1A1+1=(A2+) and a0 2 Fq be given. Then
(i) H1(a; x) :=G(T (a); x)= x  G(a; x)− a1 assumes a standard situation and
(ii) H2(a; x) :=G(T−1a0 (a); x)= (G(a; x) + a0)=x as well.
Proof.
(i) H1 =− a1 + xA1 + 1=(A2 +   ) = [B(1 : 0);−a1; 0; 1;A(1 :1)]
(where the part B(1 : 0) is empty) is a standard situation.
(ii) We rst consider a0 = 0:
H2 =
G
x
=
1
x  A1 + x=(A2 +   ) = [B(1 : 1); 0; 0; 1;A(2 :1)] with B1 = x  A1:
Let now a0 6=0 and set G :=G−1 =A1 + 1A2+ . Then
H2 =
a0
x
+
G
x
=
a0  G + 1
x  G =1

x  G + (x=a0)− (x=a0)
a0  G + 1

=
1
(x=a0) + (x= − a0 − a20  G)
= [B(1 : 1); 0;−a0;−a20 ;A(1 :1)] with B1 = x=a0:
Theorem 12. For every given standard situation
H = [B(1 : k); a; b; c;A(n :1)];
there exists another standard situation
H = [B(1 : k 0); a0; b0; c0;A(n0 :1)];
where k 0>k and n0>n.
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Proof. Depending on the degree of An and the term b+c a0, where a0 is the constant
term of An, we distinguish four cases. We write  as a shorthand for
=An+2 +
1
An+3 + 1=(An+4 +   )
and similarly 0 :=An+1 + (1=).
Since the initial continued fraction [B1; : : : ; Bk ] will not be changed (except for the
constant term a of Bk), we deal only with the remaining part
 := a+
x
b+ c  (An + [An+1; ]) :
(1) deg(An)>1; b+ c  a0 = 0:
= a+ x

b+ c 

An +
1
An+1 + (1=)

= a+ 1

c  An − a0
x
+
b+ c  a0
x
+
c
x  An+1 + x=

= a+ 1

c  An − a0
x
+
1
c−1  x  An+1 + (x=c  )

:
New standard situation: H = [B(1 : k+2); 0; 0; c;A(n+2 :1)], where Bk+1 = c(An−a0)=x
and Bk+2 = c−1  x  An+1.
(2) deg(An)>1;  := b+ c  a0 6=0. As in (1) we obtain
= a+ 1

c  An − a0
x
+

x
+
c
x  0

= a+ 1

c  An − a0
x
+ 1

x0 + (c  x=− c  x=)
0 + c

= a+ 1

c  An − a0
x
+ 1

x

+
−c  x=
0 + c

= a+ 1

c  An − a0
x
+ 1

x

+
x
−− (2=c)  0

:
New standard situation: H = [B(1 : k+2); 0;−;−2=c;A(n+1 :1)], where Bk+1 = c 
(An − a0)=x and Bk+2 =−1  x.
(3) An(x)= a1  x + a0; b+ c  a0 = 0:
= a+ x

b+ c 

a1  x + a0 + 10

= a+ 1

ca1 +
b+ ca0
x
+
c
x  0

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= a+

1 +
1
a1  x0 −
1
a1  x0

ca1 +
c
x0

=

a+
1
ca1

+ 1=(−xa210c − ca1)
=

a+
1
ca1

+ 1

−a21c  x  An+1 − ca1 +
x
−(a21c)−1  

:
New standard situation: H = [B(1 : k+1);−ca1; 0;−a−21 c−1;A(n+2 :1)], where Bk+1 =
− a21c  x  An+1.
(4) An(x)= a1  x + a0;  := b+ c  a0 6=0:
= a+ x

b+ c 

a1  x + a0 + 10

= a+
1
ca1 + (=x) + (c=x  0)
= a+
1 + (=ca1x) + (1=a1x0)− (=ca1x)− (1=a1x0)
ca1 + (=x) + (c=x  0)
=

a+
1
ca1

+
−(=ca1x)− (1=a1x0)
ca1 + (=x) + (c=x  0)
=

a+
1
ca1

+ 1

ca1(ca1x + + c=0)
−− c=0

=

a+
1
ca1

+ 1

− (ca1)
2

x − ca1 + c
3a21x=(
0)
+ c=0

=

a+
1
ca1

+ 1

− (ca1)
2

x − ca1 + c
3a21x
20 + c

=

a+
1
ca1

+ 1

− (ca1)
2

x − ca1 + x=(ca1)2 + (2=c3a21)  0

:
New standard situation: H = [B(1 : k+1);−ca1; =(ca1)2; 2=(c3a21);A(n+1 :1)], where
Bk+1 =− (ca1)2=  x.
All four cases lead to another standard situation after processing one or two partial
quotients of G and in the former case after inserting a denominator of degree one.
Thus k 0= k + 1 or k 0= k + 2 and similarly n0 2 fn+ 1; n+ 2g.
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Remark 13. Theorem 12 together with the start conditions according to Lemma 11
allows us to compute both K(T (a)) and K(T−1a0 (a)), when given K(a).
Denition 14. A transducer, as used in this paper, shall be an automaton with state
space Q, initial state q0 2Q, input and output sets Si and So, respectively, and two
functions nextstate: Q Si!Q and output: Q Si! So. Beginning in state q0, the
transducer repeatedly processes elements from Si and produces elements from So ac-
cording to output, while updating the internal state via nextstate.
Denition 15. Let C2 = 7 and Cq=6:5 for q>3.
Lemma 16. We distinguish the three cases q=2; 3; and higher. Then a counter on
N0 can be incremented from 0 to n in 5 n; 4 n; and 3:5 n Fq operations; respectively.
The counter can be decremented from n to 0 in 5n; 5n; and 4:5n operations. Hence
in (amortized) Cq − 2 Fq operations per INC or DEC; that counter is incremented
from 0 to n and decremented back to 0.
Proof. We x some bijective map  : Fq!f0; : : : ; q − 1gN0 with (0)= 0. Then a
counter on N0 may be implemented by two arrays (ci)1i=0 and (si)1i=0 with ci; si 2 Fq
as follows. At rst all entries shall be zero, coding a counter value 02N0. A non-zero
array (c) represents the value
Pk
i=0 (ci)  qi with ck 6=0 being the leading term. The
eld (s); the support, is dened as si=1 for i6k and si=0 for i>k. Thus we can
test the condition ctr ?= 0 by just verifying s0
?= 0.
As we want to count only Fq operations, we dene the selfmap  : Fq! Fq by
(c)= −1((c) + 1) for all c with (c) 6= q− 1 and (c)= 0; if (c)= q− 1 (if q is
prime, we may choose the canonical injection  : Fq!Z and then (c)= c+1 in Fq).
We shall consider  and its inverse −1 as Fq operations just like +;−; ; =.
Now, to increase a given counter value, the representation by the (ci); (si) is pro-
cessed from i=0 onwards:
IF c0 6= −1(q− 1) THEN c0 = (c0); s0 = 1
ELSE c0 = 0;
IF c1 6= −1(q− 1) THEN c1 = (c1); s1 = 1
ELSE c1 = 0;
IF c2 6= −1(q− 1) THEN c2 = (c2); s2 = 1
ELSE c2 = 0;
: : :
We thus need 2  k + 3 Fq operations (tests, assignments), whenever the counter had
k trailing (q − 1)’s. The reader may verify that all increments from 0 to n never use
more than (3 + 2=(q− 1))  n Fq operations.
To decrease a non-zero value we need one more operation for q>2; whereas for
q=2 the test IF ci=0 always yields true and hence can be omitted:
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IF c0 6=0 THEN (c0 = −1(c0); IF c0 = 0 THEN s0 = s1)
ELSE c0 = −1(q− 1);
IF c1 6=0 THEN (c1 = −1(c1); IF c1 = 0 THEN s1 = s2)
ELSE c1 = −1(q− 1);
IF c2 6=0 THEN (c2 = −1(c2); IF c2 = 0 THEN s2 = s3)
ELSE c2 = −1(q− 1);
: : :
To decrement from n to 0 thus takes at most (4 + 2=(q− 1))  n operations for q>3
and 5  n operations in the binary case.
The average between increment and decrement thus is 5 bit operations per symbol
in the binary case, 4.5 for F3; and at most 4 Fq operations for q>3; that is, never
more than (amortized) Cq − 2 operations per symbol in general.
(We disregard that though the Fq complexity now has been upper-bounded, the
counter program nevertheless might have to be arbitrarily large).
Theorem 17. The transduction of standard situations according to Theorem 12 has
arithmetic complexity at most 2 Cq  (
Pk0
i=k+1 degBi)= 2 Cq  (
Pn0
j=n+1 degAj)=Cq 
(number of processed Fq symbols); counting Fq operations.
Proof. First observe that
Pk0
i=k+1 degBi=
Pn0
j=n+1 degAj for all four cases in the proof
of Theorem 12. Furthermore, by Denition 3, the length of an encoding is twice the
degree.
In the sequel, we consider all four cases of Theorem 12 simultaneously. We encode
the current state of the transducer as a triple (a; b; c)2 Fq Fq (Fqnf0g); where a; b; c
are as in Theorem 12 (initial state) and similarly a0; b0; c0 denotes the state after one
transduction (e.g. a0= b0=0; c0= c in case 1).
We put e := a0 as the constant term of An and (An)=djPd=0je as the encoding of
An according to Denition 3. Hence d 6=0; if An=d  x+ e (cases 3 and 4), and d=0;
if deg(An)>1 and then P= ((An − e)=x) (cases 1 and 2).
Finally we have Q= (An+1) in cases 1 and 3, that is, when = b+ce=0. We may
now state all 4 cases in a single equation:
(a; b; c) : djPd=0jejQ=0 7!fjc  Pd=0jgjh  Q=0 : (a0; b0; c0)
From the given values a; : : : ; e (state and input symbols, resp.) we get:
Case d  f g h a0 b0 c0
1 0 0 a 0 1=c 0 0 c
2 0 6=0 a 1= :=: 0 − −2=c
3 6=0 0 a+ 1dc 0 −d2c −dc 0 −1=d2c
4 6=0 6=0 a+ 1dc −(dc)2= :=: −dc =(dc)2 2=(d2c3)
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To obtain an upper bound for the arithmetic complexity of the transduction process,
we distinguish two phases.
One phase computes the outputs f; g from the inputs d; e and the current state and
also provides for the new state (a0; b0; c0) and the values  and h as follows:
Input a; b; c; d; e
T1 = c  e; = b+ T1; T2 = c  d; a0= − T2
IF d=0 THEN
b0= − ; f= a
// Consider P 7! c  P
IF =0 THEN
c0= c; g=0; h=1=c
// Consider Q 7! h  Q
ELSE
T3 =  ; c0=T3=c; g=1=
END
ELSE
T4 = 1=T2; f= a+ T4
IF =0 THEN
g=0; b0=0; h=d  a0; c0=1=h
// Consider Q 7! h  Q
ELSE
T5 ==T2; g= a=T5; b0=T5=T2;
T6 =  b0; c0=T6=c
END
END
When counting all operations (+;−; ; =; IF) with equal weight, we obtain a complexity
of at most 1362  Cq Fq operations for the two symbols f and g; that is, never more
than Cq Fq operations per symbol for this phase.
The other phase deals with the multiplications c P and h Q; where applicable, that
is, when d=0 or =0. We recall Denition 3 and observe that we have to parse
the input for the rst non-zero symbol to obtain the degree m of P (or Q). Hence
we test the input for zeroes and increment a counter from 0 to m. For the second half
of the encoding we decrement that counter, testing it for zero. Additionally we have
to multiply by c or h. The counter requires (amortized) Cq − 2 operations per symbol
according to Lemma 16. Including the appropriate test and the multiplication, we again
do not exceed Cq Fq operations per symbol. The initialisation of (a; b; c) according to
Lemma 11 takes less than Cq operations as well.
We thus have an Fq complexity for K(a1; : : : ; an) 7!K(a0; : : : ; an) of at most Cq 
(n + 1) Fq operations and one for K(a1; : : : ; an) 7!K(a2; : : : ; an) of at most Cq  n Fq
operations.
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3. Shifted continued fraction expansions
We will now see how the transducer allows us to simultaneously compute the c.f.e.’s
of a; T (a); T 2(a); and so on. The overall arithmetic complexity is of the same order
as that of the Berlekamp-Massey algorithm for just the sequence a. On the other hand,
the transducer allows no faster way (below O(n2)) to compute just the c.f.e.=l.c.p.
of a.
Theorem 18. Simultaneous computation of shifted c.f.e.’s
K(a1; : : : ; an); K(a2; : : : ; an); : : : ;K(an); that is; the c.f.e.’s of (a1; : : : ; an) and all its
shifts; can be computed in Cq 
(n+1
2

Fq operations on n + 2  dlog2 ne + 3 space. As
up to the order of n2 elements of Fq must be output; the arithmetic complexity is
optimal up to a constant factor.
Proof. When given a continued fraction expansion as K(a); we obtain K(aija) by
applying the transducer according to Theorem 12.
By starting with the empty sequence a := "; we thus iteratively obtain K(an),
K(an−1; an); : : : ;K(a2; : : : ; an); K(a1; : : : ; an) by applying the transducer n times. An
upper bound on the arithmetic complexity is obtained from Theorem 17 as
n−1P
k=0
Cq  (k + 1)=Cq  n(n+ 1)2 :
Space is needed for the current K(ak ; : : : ; an); for the state (a; b; c); and for the counter,
thus n+ 2  dlog2 ne+ 3.
The computation in Theorem 18 starts from some maximum index n and proceeds
down to 1. Sometimes it might be desirable to start with a1 and increase the index
(arbitrarily high) to an a priori unknown value. This is possible with the same arithmetic
complexity on somewhat more space.
Theorem 19. We use n transducers in parallel. Each one processes one of the
K(ak ; : : :); obtaining input from its neighbor working on K(ak+1; : : :). The space com-
plexity increases to n  (3 + 2  dlogq ne) and the arithmetic complexity decreases to
constant Cq Fq operations per input symbol; per transducer. The time{space product
is O(n2 log n) in the worst case and O(n2 log log n) on average.
Proof. We let q(i)k be the state of transducer i after processing (ai; : : : ; ak). For all
i2N; i6n; we start with an initial state q(i)i−1 := (0; 0; 1) for ai−1 = 0 and q(i)i−1 := (a := 0;
b :=−ai−1; c :=−a2i−1) otherwise (see Lemma 11(ii)). The next symbol ak+1 re-
quires to advance all k transducers already working by one step (input symbol), hence
Cq Fq operations per transducer, and to initialize transducer k + 1. Since each trans-
ducer requires 3 + 2  dlogq ne elements of Fq to store the state and the counter, on
n  (3 + 2  dlogq ne) space we can compute all c.f.e.’s in constant time per symbol,
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yielding an overall
n  Cq  n  (2  dlogq ne+ 3)=O(n2 log n)
time{space product for the computation. As was shown in [6], in the average case the
counter value (degree of polynomials) is O(log n); hence the counter needs O(log log n)
space and thus the average time{space product is just
O(n2  log log n):
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