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Abstract
We describe a procedure to perform approximate inference on the
achieved signal-noise ratio of the Markowitz portfolio under Gaussian i.i.d.
returns. The procedure relies on a statistic similar to the Sharpe Ratio
Information Criterion. [8] Testing indicates the procedure is somewhat
conservative, but otherwise works well for reasonable values of sample
and asset universe sizes.
1 Introduction
For a universe of k assets, we consider the portfolio optimization problem
max
ν
ν>µ√
ν>Σν
. (1)
Here µ is the expected return and Σ is the covariance of returns. This problem
is solved by the Markowitz portfolio, defined as
ν∗ =df Σ−1µ, (2)
and any positive multiple thereof.
In practice the parameters µ and Σ are unknown and must be estimated from
the data. The estimation of parameters is known to deterioriate the quality of
the portfolio. [7] The signal-noise ratio of the Markowitz portfolio, its mean di-
vided by its volatility, is subject to a fundamental bound. [10, 2] While inference
on the population parameters follows from classical statistics via the connection
to Hotelling’s T 2, little is known about performing inference on the signal-noise
ratio achieved by the Markowitz portfolio. Paulsen and So¨hl described the
Sharpe Ratio Information Criterion (SRIC), which is an approximately unbi-
ased estimator for this quantity. [8] Some asymptotic confidence intervals have
also been described, but these require unreasonably large sample sizes. [9] Here
we fill this gap, describing confidence intervals very similar to the SRIC and
using the same approximation. Practical construction of these bounds requires
one to estimate the population effect size. In practice this causes the confidence
intervals to be slightly conservative.
∗steven@gilgamath.com The code to build this document is available at
www.github.com/shabbychef/snrinf. This revision was built from commit
b34b5df1b0601e521b312a7dde5dd746e51e530f of that repo.
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2 The Procedure
Assume you observe returns on k assets, which are independently drawn from
a Gaussian distribution xt ∼ N (µ,Σ). The population Markowitz portfolio is
ν∗ = Σ−1µ. The signal-noise ratio of this portfolio is ζ∗ =
√
µ>Σ−1µ. Given n
observations of returns, one typically estimates the population parameters via
µˆ =
1
n
∑
1≤t≤n
xt, (3)
Σˆ =
1
n− 1
∑
1≤t≤n
xtxt
> − n
n− 1 µˆµˆ
>. (4)
The (sample) Markowitz portfolio is νˆ∗ = Σˆ−1µˆ. The achieved signal-noise
ratio of νˆ∗ is defined as
ζa =df
µ>νˆ∗√
νˆ∗>Σνˆ∗
. (5)
It is an unobservable random quantity that we wish to perform inference on.
The Sharpe ratio of νˆ∗ is defined as
ζˆ∗ =df
µˆ>νˆ∗√
νˆ∗>Σˆνˆ∗
=
√
µˆ>Σˆ−1µˆ. (6)
We note that T 2 = nζˆ2∗ is the familiar Hotelling’s statistic, which is usually
prescribed to perform inference on µ, but can be used to perform inference on
ζ2∗ . [1, 11]
The Sharpe Ratio Information Criterion is defined as [8]
SRIC =df ζˆ∗ − k − 1
nζˆ∗
. (7)
Under the simplifying approximation
Σˆ ≈ Σ, (8)
the SRIC is unbiased for the achieved signal-noise ratio:
E [SRIC] = E [ζa] . (9)
Note this only holds for k > 1, but it is simple to express E [ζa] when k = 1.
Inspired by the SRIC, we seek a constant cα such that
Pr
{
ζa ≤ ζˆ∗ − cα
nζˆ∗
}
= α. (10)
Again we assume Approximation 2. Under this approximation,
ζa =
µ>Σ−1µˆ√
(Σ−1µˆ)>Σ (Σ−1µˆ)
=
µ>Σ−1µˆ√
µˆ>Σ−1µˆ
=
µ>Σ−1µˆ
ζˆ∗
. (11)
Now we note that for Gaussian returns,
µˆ ∼ N
(
µ,
1
n
Σ
)
.
2
Thus Σ−1/2µˆ ∼ N (Σ−1/2µ, 1n I) , where Σ−1/2 is the inverse of the (symmetric)
square root of Σ. Note that
∥∥Σ−1/2µ∥∥
2
= ζ∗.
Now take P to be a orthogonal matrix that rotates Σ−1/2µ onto ζ∗e1. Then
PΣ−1/2µˆ ∼ N (ζ∗e1, 1n I). Thus
µ>Σ−1µˆ = µ>Σ−>/2P>PΣ−1/2µˆ = ζ∗e>1 PΣ
−1/2µˆ ∼ ζ∗√
n
(√
nζ∗ + z1
)
,
µˆ>Σ−1µˆ = µˆ>Σ−>/2P>PΣ−1/2µˆ ∼ 1
n
(√
nζ∗ + z1
)2
+
1
n
∑
2≤i≤k
z2i ,
where the zi are independent standard Gaussians.
Then we have
ζa ≤ ζˆ∗ − c
nζˆ∗
⇔ ζaζˆ∗ ≤ ζˆ2∗ −
c
n
,
⇔ µ>Σ−1µˆ ≤ µˆ>Σ−1µˆ− c
n
,
⇔ ζ∗√
n
(√
nζ∗ + z1
) ≤ 1
n
(√
nζ∗ + z1
)2
+
1
n
∑
2≤i≤k
z2i −
c
n
,
⇔ c ≤ (√nζ∗ + z1)2 −√nζ∗ (√nζ∗ + z1)+ ∑
2≤i≤k
z2i ,
⇔ c ≤
(√
nζ∗
2
+ z1
)2
− nζ
2
∗
4
+
∑
2≤i≤k
z2i .
If we want this condition to hold with probability α we should set
cα = χ
2
1−α
(
k,
nζ2∗
4
)
− nζ
2
∗
4
, (12)
where χ2q (v, δ) is the q quantile of the non-central chi-square distribution with
v degrees of freedom and non-centrality parameter δ.
Checking Coverage Before proceeding, we check whether use of leads to a
degradation in coverage of a confidence interval implied by Inequality 10. We
draw n days of returns from the k-variate normal distribution. For a fixed value
of ζ∗, we perform 100000 simulations of computing ζa and ζˆ2∗ , computing a
one-sided confidence bound and measuring the empirical rate of type I errors.
We then let n vary from 50 to 102, 400 days; we let k vary from 2 to 16; we
let ζ∗ vary from 0.5 yr−1/2 to 2 yr−1/2, where we assume 252 days per year.
We compute the lower confidence limit on ζa using knowledge of the actual ζ∗
to construct cα. For practical inference this would have to be estimated, but
here we are only testing conditions for which the approximation Σˆ ≈ Σ is close
enough for purposes of inference.
In Figure 1 we plot the empirical type I rate at the nominal 0.05 level of the
confidence bound. The main takeaway from this experiment is that the bound
gives near-nominal coverage when n ≥ 100k or so.
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Coverage of CIs on achieved SNR of the Markowitz portfolio
Gaussian returns, using clairvoyance.
Figure 1: The empirical type I rate, over 100,000 simulations, of a one-sided
confidence bound for ζa are shown for a nominal type I rate of 0.05. The daily
returns are drawn from multivariate normal distribution with varying ζ∗, n, and
k. Type I rates are plotted versus n/k to indicate the requisite aspect ratio to
achieve near nominal coverage.
2.1 Practical Inference
One can construct one- or two-sided confidence intervals from Inequality 10
when ζ∗ is known. However, it is unknown in practice, and the constant cα
is sufficiently sensitive to it. To practically perform inference, there are two
obvious routes: one is to jointly perform inference on ζ∗ on ζa; the other is to
estimate ζ∗ and plug it in when constructing cα.
For the joint estimation procedure, for some q ∈ (0, 1), construct a qα up-
per bound on ζ∗. That confidence bound can be described implicitly via the
connection to the non-central F distribution: to find the one-sided confidence
intervals [0, ζu] with coverage 1− qα, find
ζu = min
{
z
∣∣∣∣ z ≥ 0, α/2 ≥ Ff ((n(n− k)k(n− 1)
)
ζˆ2∗ ; k, n− k, nz2
)}
, (13)
where Ff (x; ν1, ν2, δ) is the CDF of the non-central F -distribution with non-
centrality parameter δ and ν1 and ν2 degrees of freedom. This method requires
computational inversion of the CDF function. Then compute
c = max
{
χ21−(1−q)α
(
k,
nζ2
4
)
− nζ
2
4
∣∣∣∣ 0 ≤ ζu} .
The bound ζˆ∗− cnζˆ∗ then should have type I rate at most α. However, since this
is a joint confidence bound the bound on ζa will be somewhat conservative.
Another approach, which does not have guaranteed coverage, is to estimate
ζ∗ from the data, and plug in that value in the computation of cα. We can
perform this estimation using standard techniques, again via the connection of
Hotelling’s T 2 to the F distribution. Kubokawa, Robert and Saleh described
improved methods for estimating the non-centrality parameter given an obser-
vation of a non-central F statistic. [6]. They described the following estimators
4
for the non-centrality parameter, which is ζ2∗ in our case:
δ0 =
(n− k − 2)
n− 1 ζˆ
2
∗ −
k
n
,
δ1 = max (δ0, 0) ,
δ2 = max
(
δ0,
2
k + 2
(
δ0 +
k
n
))
.
(14)
They note that δ0 is the Uniform Minimum Variance Unbiased Estimator
(UMVUE) of ζ2∗ . However, it can be negative. The estimators δ1, δ2 are non-
negative, and dominate δ0 in having lower expected squared error. Thus the
suggested procedure is to compute
c = χ21−α
(
k,
nδ2
4
)
− nδ2
4
,
then use the bound ζˆ∗ − cnζˆ∗ . In practice this bound seems to give slightly less
conservative coverage than the joint bound described above. It is not clear how
to find a coverage guarantee for this bound. The quantities ζˆ2∗ and ζa are not
independent, and their asymptotic correlation is O (n−1/2), which is only slowly
shrinking. [9]
Feasible CI Coverage We reconsider the experiments above but compute
feasible confidence bounds. We use both the simultaneous CI approach with
q = 0.25; and plug in ζ∗ =
√
δ2 to construct the bound. In Figure 2, we plot
the empirical type I rate for both of these bounds versus n, with facets for ζ∗
and k. We see that the δ2 plug-in estimator has coverage closer to the nominal
0.05 rate. Both bounds have issues when n/k is not sufficiently large, a problem
stemming from the poor quality of the approximation Σˆ ≈ Σˆ, and which was
seen above. However, here we see closer to nominal coverage for larger k for both
methods. It is not clear how the coverage will behave for larger n/k, though
that seems like an unlikely problem in practice.
3 Examples
Fama French 4 Factor Returns We consider a portfolio constructed on
the ‘Market’, size (SMB), value (HML) and momentum (HMD) portfolios de-
scribed by Fama and French, inter alia, with data compiled and published by
Kenneth French. [4, 3, 5] The set consists of n = 1104 mo. of data, from
1927 through 2018.917. We observe ζˆ2∗ = 0.098 mo.
−1. From this we com-
pute δ2 = 0.094 mo.
−1. Plugging in
√
δ2 for ζ∗ we compute a two-sided 95%
confidence bound on ζa as [0.234, 0.353] mo.
−1/2. By comparison, via the con-
nection to the F distribution, we compute 95% confidence intervals on ζ∗ as
[0.247, 0.369] mo.−1/2.
4 Discussion
Testing indicates the confidence bound exhibits closer to nominal coverage than
the known asymptotic bounds for reasonable n and k. Further work should
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Coverage of CIs on achieved SNR of the Markowitz portfolio
Gaussian returns, feasible CI
Figure 2: The empirical type I rate, over 100,000 simulations, of two feasible
one-sided confidence bounds for ζa are shown for a nominal type I rate of 0.05.
The daily returns are drawn from multivariate normal distribution with varying
ζ∗, n, and p. The y axis is drawn in square root scale to show detail.
naturally focus on mitigating the effects of the approximation Σˆ ≈ Σ, and
finding a coverage guarantee of the plug-in estimator. We also anticipate that
this confidence bound procedure can be adapted to deal with hedging constraints
and conditional expectation models.
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