As the coronavirus disease 2019 (COVID-19) becomes a global pandemic, policy makers must enact interventions to stop its spread. Data driven approaches might supply information to support the implementation of mitigation and suppression strategies. To facilitate research in this direction, we present a machine-readable dataset that aggregates relevant data from governmental, journalistic, and academic sources on the county level. In addition to county-level time-series data from the JHU CSSE COVID-19 Dashboard [1], our dataset contains more than 300 variables that summarize population estimates, demographics, ethnicity, housing, education, employment and income, climate, transit scores, and healthcare system-related metrics. Furthermore, we present aggregated out-of-home activity information for various points of interest for each county, including grocery stores and hospitals, summarizing data from SafeGraph [2]. By collecting these data, as well as providing tools to read them, we hope to aid researchers investigating how the disease spreads and which communities are best able to accommodate stay-at-home mitigation efforts.
I. INTRODUCTION
COVID-19 has had a devastating impact on the United States' health care system, economy, and social wellbeing. Despite early promises of an "American Resurrection" by April 12, 2020 [4], social distancing measures remain in effect through the month of April, and many scientists and public health experts speculate they may last much longer. As of the time of writing, restrictions in Hubei province, China, where the disease originated in December, 2019, are only now gradually being lifted [5] . Confirmed COVID-19 cases, hospitalizations, and-unfortunately-deaths are increasing Please direct inquiries to Benjamin D. Killeen, Jie Ying Wu, and Mathias Unberath.
An earlier version of this article appeared at https://link.medium.com/ N2azyHrq94. Grocery Store Visits Fig. 1 . Aggregated out-of-home activity consisting of visits to points of interest for selected counties with high incidence of COVID-19 cases. The periodic dip in hospital visits corresponds to weekends, when most hospitals have reduced hours. The decline in overall foot traffic can be seen to start on March 12 in these counties. Data limited childcare options [6]; shuttered bars, restaurants, and entertainment venues have forced owners to lay off employees, predominantly in the service industry [7]; and a plummeting stock market has fueled fears of a recession which may far outlast the current crisis [8]. To combat these effects, representatives recently passed the largest economic stimulus package in U.S. history [9] . However, no stimulus can offset the effects of an indefinite quarantine. Determining when and how to roll back non-pharmaceutical interventions in a manner which is safe and responsible is of the utmost importance.
The initial quarantine period is necessary to avoid overwhelming our hospital systems. After this, we must balance reducing the risk of spread with the adverse economic consequences of millions of furloughed and unemployed people. To inform this process, we have curated a machine-readable dataset that aggregates data from governmental, journalistic, and academic sources on the county level. While most of these sources are freely available, there is significant work to align them and put them in a standard format that enables analysis. In addition to time-series data from [1], which details COVID-19 per-county infections and deaths, our dataset contains more than 300 variables that summarize population estimates, demographics, ethnicity, housing, education, employment and income, climate, transit scores, and healthcare system-related metrics. Further, we source a significant number of journal articles detailing implementation dates of interventions, including stay-at-home orders, school closures, and restaurant and entertainment venue closures [10]- [48] . Finally, we aggregate out-of-home activity data from [2] in each county, possibly measuring compliance with the aforementioned restrictions. Fig. 1 shows a sample of out-of-home activity for selected counties..
We hope that this dataset proves to be a useful resource to the community, facilitating important research on epidemiological forecasting. In particular, a machine learning approach to identify highly relevant factors may inform a graduated rollback of isolation measures and travel restrictions.
II. RELATED WORK
Because of the rapidly-evolving nature of the COVID-19 pandemic, the response from the data science community is ongoing and in flux. Here, we review some related efforts available at the time of this writing. As new articles are published every day, this is by no means an exhaustive review.
Despite significant public interest, government agencies have yet to publish a county-level data source for cases of COVID-19. As such, [1], [63] , [64] constitute the most upto-date and reputable collection of COVID-19 cases across the United States, hosted by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University, the New York Times, and crowdsourced individuals, respectively. These efforts focus on current, hard data gathered from local government publications and reputable journalistic sources. Other efforts focus on gleaning related information from a variety of sources, including social media. [65] tracks COVID-19 related tweets in an effort to understand the conversation and possible misinformation surrounding the pandemic. Johns Hopkins University, University of Maryland, and George Washington University has also started a collaboration to track COVID-19 through social media [66] . In just the last week, people have launched 2290 Kaggle challenges related to the virus.
Much recent work has focused on using machine learning and data science tools to understand the virus. [67] uses [69] , [70] focus on understanding the current pandemic in its early stages, compensating for the inherent uncertainty in novel disease.
III. DATASET
We describe the structure of our dataset, which includes each component in its raw form as well as a narroweddown, machine-readable form conducive to a machine-learning approach. Table I summarizes the sources and availability for each type of data, and a full description of each variable can be found in our repository.
A. County Descriptors
We populate a CSV file with 348 variables for 3220 county-equivalent areas (as well as the fifty states, District of Columbia, and the whole United States) with numerous types of data, including population, education, economic, climate, housing, health care capacity, public transit, and crime statistics. Each area is uniquely identified by its Federal Information Processing Standard (FIPS) code, a five digit number where they first two digits designate the state, and the last three digits describe the county-equivalent. Our sources include the United States Census Bureau [49] , [50] , [55] , [56] , the United States Department of Agriculture (USDA) Economic Research Service [51] , [52] , the National Oceanic and Atmosphere Administration (NOAA) [53] , the Association of American Medical Colleges (AAMC) [57] , the Henry J. Kaiser Family Foundation (KFF) [3], [58] , [59] , the Center for Neighborhood Technology (CNT) [61] , and the Bureau of Justice Statistics, Department of Justice (DOJ) [62] . Perhaps most relevant to the ongoing effort to mitigate the effects of COVID-19 in the U.S. is county-level healthcare system capacity. The dataset includes detailed counts for each type of medical practitioner as well as the number of Intensive Care Unit beds in each county, shown in Fig. 2 . For the most part, these basic descriptive variables are unaltered from their original state. Where appropriate, missing values have been imputed with the state-wide average, detailed in Table I .
B. Interventions
Our dataset describes mitigation efforts taken at the state level, including stay-at-home advisories, banning large gatherings, public school closures, and restaurant and entertainment venue closures. For machine readability, we provide each date of implementation as a Gregorian ordinal, i.e. the integer number of days starting at January 1, Year 1 CE, consistent with standard software libraries. Moreover, these data are provided according to the same county-level row ordering as our county descriptor data (see Sec. III-A). Interventions made at the state level have been assigned to each county in that state, and we include county-level interventions wherever possible An intervention is designated NA if the county or state has not yet enacted it.
C. Out-of-home Activity
We have aggregated point-of-interest location data gathered from user's smartphones to show out-of-home activity, using raw data from [2] . For privacy and IP reasons, our dataset does not include user location data in its raw form but rather in several time-series files summarizing county-level activity. Fig. 1 shows the time-series for selected counties which have a high incidence of COVID-19 cases. The decline in overall activity on May 12 corresponds to an increased media attention and stay-at-home advisories in those areas. At the same time, a spike in grocery store visits points to a panic-buying spree which has since subsided.
D. Disease Spread
Finally, we provide time-series data for the cumulative number of COVID-19 confirmed cases and related deaths, from [1]. This data begins on January 22, 2020. It should be noted that epidemiological modeling efforts may want to consider the uncertainty surrounding U.S. testing [71] , on which these data are based. At the time of this writing, efforts to improve the availability of COVID-19 tests are ongoing, but the current strategies prioritize patients with severe symptoms. Thus, modeling efforts may wish to take into account random subsampling of the true population, where untested individuals still spread the virus. This is especially true given that nearly half of all COVID-19 infections may be asymptomatic [72] . Fig. 3 shows the infections in King County, WA collected by [1]. King County had an early confirmed cases of the virus, and the exponential curve illustrates the rapid growth currently taking place there as a result.
IV. DISCUSSION
This extreme growth reinforces the need for constant vigilance and continued intervention efforts everywhere. Although the curve of measured infections in Fig. 3 would flatten as the population approaches herd immunity, it would require almost everyone in the U.S. to be infected. If that happens too quickly, it will completely overwhelm our healthcare system. The number of individuals who will ultimately be infected-and the number of deaths that will result-depend on the interventions reinforced now. At the same time, the economic impact of these interventions, which is not evenly distributed across counties, cannot be ignored. It depends on the characteristic qualities of each area-very different, for example, New York as opposed to Silicon Valley. The former has a large population in the entertainment and service industries, which will need financial support during quarantine, whereas the latter is dominated by large tech firms, whose employees can adapt to working from home. By providing the socioeconomic attributes of each county, the spread of COVID-19 confirmed cases, and the ongoing response in a machine-readable format, we hope to inform the decisions made to most effectively protect each area.
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