Abstract-In this paper, we propose the building of high rate space-time codes for multiple-input multiple-output (MIMO) block fading multipath additive white Gaussian noise channels by layering small compound space-time trellis codes. To recover part of the spatial diversity between the different layers, we also study their concatenation with an outer code. Naturally, our space-time coding architecture puts the burden on the receiver complexity. As a main contribution of this paper, a near-optimal soft-input soft-output reduced-complexity trellis search algorithm is suggested for joint MIMO detection and inner decoding.
Iterative Decoding of Concatenated Layereddiversity (channel coding and interleaving), and frequency diversity (multipath structure of the propagation media, frequency hopping), each contributing to increase the diversity order achievable at the receiver.
The "space-time" concept is probably one of the most explored topics in modern-day communication theory. From an information theoretic point of view, introducing the space dimension in existing systems through the use of antenna arrays may dramatically boost their capacity. Recent papers have explored and attempt to quantify the ultimate performance limits of systems with multiple inputs and multiple outputs in a fading environment [1] , [2] . They suggest the potential for considerable increase of spectral efficiency, up to a level that cannot be achieved by any other technique with current technology [3] . The design of codes specifically dedicated to multiple-input multiple-output (MIMO) systems is also attracting great attention. In its fullest sense, space-time coding means correlating data streams in both time and space before simultaneous transmission over multiple antennas. Several coding methods have already been imagined. Prominent among them are space-time trellis codes (STTCs) [4] and space-time block codes (STBCs) from orthogonal designs [5] , [6] , [7] . Since their primary aim is to achieve a full spatial diversity gain at a fixed number of transmit antennas, both STTCs and STBCs match with the traditional aforementioned trend for fading communications, i.e., maximizing the diversity order to better combat channel fades. Deeper investigations on STTCs have also revealed that their inherent coding gain could be improved in the presence of multiple receive antennas [8] [9] [10] . Under the assumption of a full spatial diversity gain advantage, increasing the rate of STTCs and STBCs is now one of the most challenging topics in space-time coding theory and raises strong mathematical issues [11] , [12] .
A different line of thought suggests that in a MIMO channel, fading can, in fact, be beneficial since it increases the degrees of freedom available for communication. This is, for example, the underlying idea of the BLAST system proposed by [13] and [14] . By independently transmitting information through parallel spatial channels, the data rate can be dramatically improved. This effect is referred to as spatial multiplexing gain in [15] . Although neither channel coding nor interleaving is required in original V-BLAST, conventional coding and interleaving functions help to increase, albeit indirectly, the spatial diversity, at the expense of the final achievable spectral efficiency. Indeed, the approach followed in [16] [17] [18] is based on the serial concatenation of an outer code, a bit interleaver, and the V-BLAST-like vector encoder. Further investigations on this communication model, when operating at low average signal-to-noise ratio (SNR) and in the presence of unavoidable ISI, have been independently presented in [19] and [20] . Finally, high-rate STTCs and high-rate STBCs, as well as coded BLAST, address the same fundamental question of finding the best compromise between coding, spatial diversity, and spatial multiplexing gains. As shown in [15] , most of current research focuses on designing schemes to extract either maximal spatial diversity gain or maximal spatial multiplexing gain, while usually keeping the coding gain apart.
Another quite important issue related to space-time coding theory concerns the nature of the MIMO channel itself. Still, the most recent space-time coding architectures have been essentially designed for a flat-fading process, i.e., considering a delay spread small compared to the symbol period. When the delay spread becomes larger on the channel link connecting any two elements of the considered antenna network, ISI appears. From a theoretic point of view, unavoidable ISI modifies the expectable diversity order of the communication model and should constitute a new mathematical constraint to introduce in the design of space-time codes, as first pointed out and discussed in [21] [22] [23] . At reception, a severe degradation in terms of performance is observed if no ISI cancellation is performed.
B. Paper Outline
In this paper, we try to combine the BLAST concept and the theory of STTCs, expecting to take advantage of the spatial multiplexing and spatial diversity gains they provide, respectively. The basic idea consists in constructing powerful space-time coded architectures by layering simple space-time compound codes. This idea, already presented in [24] and [25] , has proved to give quite interesting results. Indeed, by using small optimal STTCs able to achieve maximum spatial diversity gain, we "locally" improve the performance of each individual layer. Furthermore, the final communication model we suggest also comprises outer encoding and bit interleaving, which, by correlating layers in time, help to capture additional diversity, especially when combined with turbo processing [25] , [26] . The performance of such concatenated layered STTCs is investigated on MIMO block fading multipath channel, assuming no channel state information (CSI) at the transmitter and perfect CSI at the receiver (see [3] and [27] for a comprehensive review of information-theoretic issues on fading channels). Fading blocks are thought of as separated both in time and frequency (e.g., slow ideal time-frequency hopping [28] , [29] ). The resulting communication model, discussed in Section II, complements previous work on STTCs over MIMO quasi-static fading multipath channel [21] [22] [23] , [30] , or layered STTCs and concatenated layered STTCs over quasi-static flat-fading channel [24] , [25] . At the receiver side, the problem we are faced with consists of cancelling both interference generated by the use of multiple transmit antennas and unavoidable ISI on each particular channel link. This task will be done jointly with inner STTC decoding, and, as an essential application of the turbo principle [31] , will be also activated iteratively, together with the outer decoding (Section III). Of course, optimal joint MIMO data detection and space-time trellis decoding is far preferable to any suboptimal subtractive interference-suppression technique performing ISI cancellation within layers [24] . Unfortunately, the complexity of an optimal joint MIMO detection and decoding based on the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [32] (Sections IV and V) increases exponentially in the number of input bits and the channel and STTC memories. Hence, it quickly becomes intractable. As a main contribution of this paper, a near-optimal reduced-complexity trellis-search algorithm is derived in Section VI, whose complexity remains exponential in the number of transmit antennas, but becomes linear with the channel and STTC memories. Numerical results are discussed in Section VII, while Section VIII concludes the paper by summarizing our findings.
Notation:
• Let be a matrix. , , and (or equivalently, ) denote the th column, the th row, and the th element of .
• The superscripts and indicate transpose and transpose conjugate operators, respectively. • E[.], diag(.), and tr(.) denote expectation, diagonal, and trace operators on square matrices, respectively. • Probability density functions (pdf) are denoted (.) and probability mass functions (pmf) are denoted Pr[.].
• denotes the real field, the complex field, the Galois ground field of cardinality and characteristic , and a ring of cardinality .
• and denote addition and multiplication in finite sets.
• denotes the empty set.
II. COMMUNICATION MODEL

A. Review of STTCs
STTCs have already been analyzed in various fashions. In [4] , handcrafted codes are presented in their trellis form. In this section, a more general matrix form is employed, inspired by recent past formalization attempts [8] , [11] , [12] . Consider a binary source generating an information matrix . This information matrix enters an error-control code of rate and memory . The code produces a code-word matrix with elements belonging to the symbol alphabet of cardinality . can be a field or a ring, depending on the parity of and, in any case, contains the binary field . Note that, for , may be either the ring of integers modulo 4 (as it is in this paper), or the quaternion field . At each time instant , the components , of the encoded symbol vector are conveyed onto distinct transmit branches and mapped by a modulator over a signal set of cardinality through the labeling map . Without loss of generality, we will consider complex constellations with average energy normalized to unity and complex modulation symbols in the rest of the paper. We call STTC the overall coding-modulation process, which finally transforms a binary information matrix into a complex coded matrix whose columns , , are referred to as vector constellation (coded) symbol. The STTC rate is defined as
The underlying error-control code in is assumed feedforward. Its canonical structure is fully characterized by generator matrices , whose entries belong to the symbol alphabet . At each instant , the encoded symbol vector can be expressed in the time domain as (2) or equivalently, in the -transform domain as 
where the generator matrix contains generator polynomials of degrees with coefficients belonging to the symbol alphabet . We define the space-time code memory for input as , the overall memory being . The STTC memory profile is denoted . The sum of its components is directly related to the final STTC state complexity as
Suppose that we are now interested by constructing a new STTC able to transform a binary information matrix into a complex code-word matrix . A very simple method to achieve that purpose consists in layering STTCs, called the compound codes [24] , [25] . More explicitly, one single information data stream is parsed into binary information matrices . All information matrices are separately encoded by the corresponding compound codes . The complex code-word matrices are then transmitted in parallel on a common wireless communication channel, whose number of inputs equals . The generator matrix for can be easily deduced from the generator matrices of the compound codes as
Hence, any layered STTC is nothing but an STTC with a blockdiagonal generator matrix. Note that, in the most general case, compound codes do not need to have neither the same structure nor the same number of inputs and outputs. The rest of the paper deals with the generic model of STTCs, but in most cases, we are primarily interested by layered STTCs with large input and output numbers.
B. Concatenated STTCs
Consider a linear code of length and rate over accepting a data vector and producing a codeword . We assume that rate includes possible tail bits if convolutional codes are employed. Any code word enters a random interleaver operating on bit level, whose output is a binary stream, segmented into information matrices , . Each information matrix is encoded by an inner STTC . Hence, the inner coding-modulation process can be equivalently regarded as an inner coding scheme where every code word contains complex symbols divided into matrices , . A block-builder module might further insert in each matrix additional vector constellation symbols (training sequences) for channel estimation and synchronization purposes. Falling into the general class of space-time codes, we call this coding architecture concatenated (layered) STTC. Under ideal Nyquist band-limited filtering assumption, the spectral efficiency (in bits per channel use) is (7) A block diagram corresponding to this communication model is shown in Fig. 1 .
C. Channel Model
We consider a MIMO -block fading multipath (FM) additive white Gaussian noise (AWGN) channel with transmit and receive antennas. For block and symbol index , the discrete-time baseband equivalent vector channel output can be written as (8) where is the vector constellation symbol transmitted at time , is the matrix tap number of the channel impulse response (comprising transmit and receive filter convolutions), and is the vector additive noise. The set is also referred to as "matrix channel output"
. The vectors of additive complex noise samples are assumed complex circularly symmetric Gaussian independent identically distributed (i.i.d.), and thus follow the pdf . Channel , constant along the corresponding block duration, has a finite impulse response (FIR) of length , whose symbol-spaced taps are complex random matrices with zero-mean and mean power satisfying the normalization constraints (9) in the case of an equal power system, or (10) in the case of an unbalanced transmit power system. As pointed out in [34] , equal channel memory for all possible links is a reasonable assumption since the number of individual multipath components is predominantly dictated by large structures and reflecting objects. Although statistical independence between radio channels is impossible, numerical evidence shows that it is well approximated from the moment that transmit antennas are separated by at least 10 wavelengths at the base station and receive antennas by half the wavelength at the mobile station. A more sophisticated model for better characterizing the spatial and temporal mobile radio propagation between multiple antenna arrays with a limited number of scatterers is presented in [35] .
III. ITERATIVE DECODING
One of the main idea of the proposed receiver consists in performing joint MIMO detection and inner STTC decoding and outer decoding in a disjoint but iterative fashion, greatly inspired by [26] , [31] , and [36] . Indeed, this iterative treatment enables the joint MIMO detector and decoder to exploit both time and space diversities of the radio channels via the prior knowledge of inner information bits that the outer decoder feeds back. At each iteration, the joint MIMO detector and decoder is activated first and processes each block separately. The treatment being identical for all blocks, we omit index whenever it is possible for the sake of simplicity. Given the matrix channel symbol , the matrix of logarithmic a priori probability ratios on information bits and an estimate of the MIMO FM AWGN channel , the joint MIMO detector and decoder computes the matrix of logarithmic extrinsic probability ratios, formally defined as (11) with the matrix of logarithmic a posteriori probability (APP) ratios, whose exact or approximated expression are detailed in the two next sections. Let us denote and the vectors of logarithmic a priori probability ratios and extrinsic probability ratios associated with vector information bit . Gathered matrices enter the deinterleaver , which converts them into a single vector of logarithmic intrinsic probability ratios on coded bits, used as a "metachannel" for the outer decoder. Based on this observation, the latter produces a vector of logarithmic extrinsic probability ratios on coded bits. After reinterleaving , this vector is split into matrices of new logarithmic a priori probability ratios on information bits. This completes one iteration of the turbo joint MIMO detector and decoder. Another procedure for channel reestimation could be additionally embedded in the iterative loop as described in [33] . Fig. 1 gives a recapitulative block diagram of the proposed receiver.
IV. DISCRETE-TIME MARKOV MODEL FOR STTC AND MIMO MULTIPATH CHANNEL
Consider the equivalent discrete-time model which consists of a STTC encoder with outputs and memory profile , followed by a MIMO FM channel with inputs and memory . Fig. 2 
The encoded symbol vector (including mapping) is a nonlinear function of the encoder state and the information vector at time , i.e., (14) while the state transition law is expressed as (15) Note that (.,.) is a linear function if both the encoding and mapping laws are linear. Also note that here, we implicitly consider time-invariant encoding laws for the sake of simplicity . The time progression of the state sequences produced by this code can be visualized by a regular trellis diagram , usually referred to as supertrellis, whose state complexity at any epoch satisfies (19) and whose transitions at time carry an input field corresponding to an information vector and an output field corresponding to a vector constellation symbol set.
V. JOINT MAP MIMO DETECTION AND DECODING
The underlying Markov structure of the combined STTC and MIMO FM channel model enables expressing APPs on bits of information vectors as functions of transition probabilities using the well-known BCJR approach [32] . The BCJR algorithm (or MAP, or sum-product) is applied on the regular supertrellis defined above (restricted to one single section). Let and denote the state and transition spaces at epoch with , and ( , ) possible realizations. Logarithmic APP ratios on bits of information matrix are formally defined as (20) where with the information vector associated with transition . By invoking probabilistic inference arguments, pmf for can be split into a product of three pdfs (21) where
The likelihood function for MIMO detection and STTC decoding is (25) where is the vector constellation symbol set associated with transition . The prior probability on transition can be expressed as (26) The computation and storage requirements of the BCJR algorithm being roughly in , this approach is usually considered intractable in terms of complexity and has to be discarded.
VI. REDUCED-COMPLEXITY JOINT MIMO DETECTION AND DECODING
One possible way to alleviate the computational load consists of restricting the supertrellis state complexity by truncating the overall memory profile , and by recovering the resulting suboptimality via per-survivor processing (PSP) [37] [38] [39] [40] [41] [42] [43] . After such a truncation, a new effective memory profile is defined, whose components satisfy inequalities (27) A particular choice of interest is (28) for which the supertrellis is simply restricted to the STTC trellis. Fig. 3 illustrates the choice in the aforementioned context. A further desirable truncation may even be achieved by shortening part or all STTC input memories. In that case, the supertrellis is reduced up to a subtrellis of the original space-time code trellis. Since only part of the memory of the combined STTC and ISI code is kept in the truncated states, transmitted coded-modulated signals involved in Euclidean branch metrics (25) and which are not directly accessible have to be explicitly recomputed by PSP. In order to limit the well-known resulting error-propagation effect, the PSP technique normally requires the channels from all transmit antennas to all receive antennas be minimum phase [39] . Unfortunately, in general, it is impossible to design a finite-length MIMO prefilter able to meet the minimum-phase property exactly [34] . To fight this impediment, a first solution was proposed in [44] where a bank of receive filters designed to concentrate the energy in a small number of adjacent taps is employed to shorten the MIMO channel memory. For this approach to be valid, however, the loss in terms of multipath diversity resulting from the channel shortening has to be compensated for by a high number of receive antennas. This somehow contradicts the space-time philosophy, whose aim is more to transfer the spatial diversity burden at the transmitter. In 1987, Hashimoto proposed a list-type reduced-constraint generalization of the Viterbi algorithm (GVA), which, in fact, constitutes a broad class of algorithms, including, among others, the most structured Viterbi algorithm and the less structured M-algorithm [45] . The basic idea of the GVA is to compensate for the PSP-induced performance degradation by retaining more than one (say, ) survivor paths per state. Earlier works have explored the performance provided by the GVA in the context of single-input single-output (SISO) detection [45] , MIMO detection [33] , and SISO joint detection and decoding [46] , and demonstrated its robustness to error propagation. As an obvious advantage to previously mentioned solutions, the GVA can provide near-optimal performance without resorting to MIMO prefiltering, and regardless of the number of receive antennas. The reduced-state list-type soft-output Viterbi algorithm (SOVA) we derive in this section is mainly inspired by [45] , [47] , and [48] , and can be formulated as follows.
Let now denote the regular reduced-state version (i.e., restricted to one single section) of the previous supertrellis with state and transition spaces and at epoch . The new state complexity satisfies (29) while . In the derivation, , Greek letters (employed to mimic the BCJR formalism) are now referred to as approximated pdfs converted into the logarithmic domain.
• is a list of ranked accumulated metrics for reduced state (the smallest has first rank). 
with , a soft updating function, and
where the competitor rank is defined as (41) The updating function in (39) is obtained as [48] (42) and may be approximated by (43) End Loop 3 c) Sifting
Step And Permanent Storage • Store the ranked list for the next step.
• Store the ranked list for the next step.
End Loop 2 d) Soft Deciding Step
• If , deliver soft reliability values on information vector , defined as (44) by reading the matrix attached to the reduced state , defined as (45) Useful logarithmic extrinsic probability ratios on vector symbol digits are computed by subtracting logarithmic a priori probability ratios to soft values (46) End Loop 1 Concluding Remarks: 1) The computational complexity of the reduced-state list-type SOVA algorithm depends on the maximum number of retained paths per section, i.e., . Its regularity and parallel structure facilitate parallel and pipeline decoding processes. 2) Simulations suggest that the decision delay should be chosen equal to five times the combined code memory for optimal results. parameter represents the actual depth on which soft reliability values are updated.
3) The bottleneck of the reduced-state list-type SOVA algorithm lies in the path-ranking procedure. In [45] , an analysis of several sorting methods is presented. Whenever the state connectivity , a quicksort algorithm should be used for optimizing the execution speed. 4) Finally, we cannot avoid recalling the great amount of work that has been done around the subject of processing soft outputs from a list produced by a GVA (see [49] and the references therein for details on earlier works). The serial and parallel algorithms in [51] and their low-complexity soft-output extensions in [49] could all be collected under the generic designation of "postprocess-augmented" list decoding [50] . The novelty of the proposed algorithm lies in at least two aspects. First, none of the previously quoted papers have been derived in the context of joint MIMO detection and decoding. Second, the soft output processing here is directly embedded in the forward recursion loop.
VII. PERFORMANCE ANALYSIS
Using recent relevant works on code design in various transmission contexts, few STTCs have been selected to conduct our performance analysis. All Monte-Carlo simulations assume perfect CSI at the receiver.
A. Selected Compound STTCs
Although all STTCs presented in [4, p. 752 ] have full rank (assuming ) and were claimed to maximize the coding advantage at fixed rate, diversity order, constellation size, and trellis-decoding complexity on a MIMO one-block flat-fading AWGN channel, further computer-aided investigations have demonstrated that codes with better distance proper-ties could be found [8] [9] [10] . The first, we refer to as STTC A, the four-state STTC designed for 4-PSK constellation (natural labeling) and with generator matrix (47) proposed in [8, Theorem 1: Let denote the spectral efficiency (in bits per channel use) of a multiple-antenna system transmitting over a MIMO one-block flat-fading AWGN channel. Any STTC able to achieve a diversity gain (assuming ) requires a trellis with at least states. Similar investigations should be conducted for transmission over MIMO -block FM AWGN channels. Not only the nature of the channel, but also the characterization of potentially new optimal space-time codes to compare make this topic a difficult issue exceeding the scope of this paper. The basic problem we are faced with could be formalized in such terms. Although it has been proved in [4, Th. 6.2] that the diversity advantage of any STTC designed for a MIMO one-block FM AWGN is not reduced if it is used in a fading multipath environment, nothing guarantees that a full-diversity STTC designed for a MIMO one-block flat-fading AWGN channel is able to exploit all the diversity offered by a MIMO one-block FM AWGN channel (i.e., considering multipath extra diversity), or, in other words, that such a full-diversity STTC designed for a MIMO one-block flat-fading AWGN channel remains full diversity for a MIMO one-block FM AWGN channel. New upper bounds on the pairwise error probability (PEP) can be obtained by introducing the concept of virtual transmit antennas, which enables taking into account the additional multipath diversity [21] , [23] . This idea permits a formalization of the performance criterion and the use of algebraic rank theory (also called -rank theory) to find STTCs that provide full diversity over MIMO one-block FM AWGN channels. In [23] , two distinct communication models are considered, but only the one without channel interleaving (joint detection and decoding at the receiver) is relevant for this analysis. As a main contribution of [23, Th. 1], the lower bound on trellis state complexity to achieve level diversity (assuming ) is extended to the case of MIMO one-block FM AWGN channels.
Theorem 2: Let denote the spectral efficiency (in bits per channel use) of a multiple-antenna system transmitting over a MIMO one-block FM AWGN channel with memory . Any STTC able to achieve a diversity gain (assuming ) requires a trellis with at least states. In our performance analysis, some Monte-Carlo simulations have been carried out on a MIMO one-block FM AWGN with and . The minimum state complexity of an STTC able to provide and to achieve (with ) is 16. Hence, we choose to retain the 16-state 4-PSK (natural labeling) STTC with generator matrix (48) presented in [23] , which is proved by simulations to reach diversity order four in this environment. This code is referred to as STTC B. For fair comparison purposes, we also consider, as reference C, the 16-state STTC designed by [4, 
Finally, let us refer to as "greedy" STTCs for and the codes obtained by layering two and four single-dimensional four-state rate-1/2 convolutional codes with generator polynomials and whose two binary outputs are mapped onto a 4-PSK constellation (Gray labeling).
B. Comparison Between Optimal and Suboptimal Joint MIMO Detection and Decoding
In this section, we evaluate the performance of the proposed reduced-complexity joint MIMO detector and decoder and compare it with the performance of its MAP equivalent. We consider the STTC B. Emitted code words contain complex-coded symbols with and . Under ideal Nyquist band-limited filtering, the spectral efficiency (in bits per channel use) is . Transmission occurs on a MIMO quasi-static channel with inputs, outputs, and memory . The channel taps are two identical matrices with zero mean and same mean power (equal to 1/2) complex Gaussian random entries. We refer this model to as MIMO one-block EQ-2 FM AWGN channel. Monte-Carlo simulations are carried out with a memory profile (four-state combined trellis), 1, 2, 4, , and 1, 2, 4. In Fig. 4 , we first observe that the block-error rate (BLER) performance of the suboptimal joint MIMO detector and decoder is dramatically improved as increases, up to the point of asymptotically approaching the optimum within 0.5 dB for , . Since joint MAP detection and decoding operates on a 64-state supertrellis, we conclude that nearoptimal performance can be achieved with a computational complexity four times smaller. Second, we remark that the loss in performance due to state reduction decreases as increases at fixed . This suggests that receive antenna diversity and maximum ratio combining (MRC) help to compensate part of the GVA suboptimality. To conclude the section, we point out that optimal triggering of and is an intricate issue, which would deserve a more careful analysis. Indeed, not all the combinations ( , ) provide the same performance at fixed computational complexity [33] . Apparently, the additional freedom degree allowed by generalized PSP plays an essential role for better approaching the optimal performance. 
C. Performance of Layered STTCs Under Constrained Complexity Decoding
In Fig. 5 , we analyze the BLER performance of selected STTCs, assuming MAP MIMO detection and decoding. For reference purposes, the outage probabilities of all studied MIMO systems have been systematically calculated and plotted. Outage probability curves confirm that a by system with channel memory offers the same level of diversity as a by system with flat fading. As a consequence, the best results are obtained with STTC B, which has been specifically designed to exploit this multipath extra diversity. At BLER , STTC B is less than 3.6 dB away from the outage probability. Interestingly, STTC C also achieves full diversity while performing within 3.8 dB from the outage probability. At first sight, we may be surprised, since Tarokh's STTCs are not thought to capture any multipath diversity. Some of them obviously do, however, provided that their trellis state complexity meets or exceeds the lower bound given in Theorem 2. On the contrary, neither STTC A nor the two-layer greedy STTC can capture the desired level of diversity; the STTC A by lack of state, and the two-layer greedy STTC by construction.
Consider a by MIMO system operating at spectral efficiency . If transmission occurs on a flat-fading channel, an STTC with at least states would be normally required to achieve full diversity order (Theorem 1). Such codes still have to be found by heuristic computer-aided search. Instead, we consider much smaller two-layer STTCs able to individually attain diversity order eight (i.e., optimum for and on MIMO one-block flat-fading channel), and test the BLER performance that can be expected from the optimal and suboptimal joint MIMO detectors and decoders derived in Sections V and VI. Joint MAP-MIMO detection and decoding is used for the two-layer STTC A. For other layered STTCs, reduced-state joint MIMO detection and decoding is employed with an effective memory profile and parameters , . The computational complexity, constrained to 64 retained paths per section, is reduced by a factor of four (two-layer STTC C and four-layer greedy STTC) or 16 (two-layer STTC D), compared with the optimal BCJR approach. Simulation results are reported in Fig. 6 and call for a few comments. First, we note that the best performance is achieved by the two-layer STTC D, which is only 5 dB away from the outage probability at BLER , while the worst performance comes from the optimally decoded two-layer STTC A. From this observation, we conclude that employing powerful compound STTCs in layered architectures together with suboptimal joint MIMO detection and decoding can be preferable to using smaller compound STTCs together with optimal joint MIMO detection and decoding. In [24] , another low-complexity method based on group interference suppression was presented to decode layered STTCs and applied to the two-layer STTC D. As a second point, we note that our joint approach, with the same complexity (i.e., 64 retained paths per section), outperforms Tarokh's method by 6 dB at BLER . Similar conclusions apply for the two-layer STTC A and B, assuming a transmission over a MIMO one-block EQ-2 FM AWGN channel, as shown in Fig. 7 . From Theorem 2, STTCs with state complexity would be normally required to capture full diversity. Instead, very good results are obtained with much smaller layered STTCs and suboptimal joint MIMO detection and decoding with bounded complexity 64 retained paths per section.
D. Performance of Concatenated Layered STTCs
Different trends are observed when we switch on the design of iteratively decoded concatenated layered STTCs. The BLER performance of the turbo joint MIMO detector and decoder is now investigated considering the concatenation of a recursive systematic convolutional (RSC) code with layered STTCs. The outer code is a four-state rate-2/3 RSC code generating a code word of length bits (including tail). After interleaving, the bit stream spans over information matrices (or blocks) of dimension 4 126. The inner code is a layered STTC constructed with 4-PSK rate-1/2 compound STTCs. Under an ideal Nyquist band-limited filtering assumption, the spectral efficiency of such a concatenated system (in bits per channel use) is
. Transmission occurs on a -block EQ-4 FM AWGN channel.
Preliminary simulations have shown that the four-state rate-2/3 RSC code begins to decode when it is fed with an input BER of 0.18%. This motivates choosing with the best possible BER performance in the region of very low SNRs. In Fig. 8 , we confront three candidates: the two-layer schemes made of compound STTCs A and C, and the four-layer greedy STTC. At reception, suboptimal joint MIMO detection and decoding is employed. The joint MIMO detector and decoder operates on a 16-state reduced trellis corresponding to an effective memory profile . Monte-Carlo simulations are conducted with fixed GVA parameters and . The computational complexity (128 retained paths per section) is thus reduced by a factor of 512 (two-layer STTC A) or 8192 (two-layer STTC C and four-layer greedy STTC), compared with the optimal BCJR approach. In the BER region of interest, we note that the two-layer STTC A performs 1.2 dB better than the two others whose behaviors are almost similar. Not only the code structure, but also the much smaller complexity reduction for the GVA-based decoding explain this advantage. Furthermore, by reading the dB where the two-layer STTC A reaches BER 0.18, we expect the turbo cliff of the whole iterative process to appear at dB (taking into account the offset introduced by the outer code rate insertion).
The iteration per iteration-BLER performance of the whole communication model, i.e., with the two-layer STTC A retained as , is depicted in Figs. 9 and 10 for and , respectively. In both cases, an impressive decreasing of the BLER is observed as iterations advance. For especially, the asymptotic gain between the first and the third iteration exceeds 4 dB, which permits approaching the outage probability within 7 dB at BLER . Although not all the desired level of diversity has been captured, the benefit brought by mixing antenna diversity, interleaving and coding diversity, and implicit multipath diversity (via energy detection) is clearly demonstrated through those examples. It is worth mentioning that our choice conveys the pessimistic assumption that the mobile handset cannot carry more than two uncorrelated receive antennas. Setting translates the BLER performance of more than 4 dB to the left, however.
VIII. CONCLUSION
In this paper, we proposed a new reduced-complexity receiver suitable for iteratively decoding concatenated layered STTCs transmitted over MIMO -block FM AWGN channels. A suboptimal joint MIMO detector and decoder using reducedstate trellis search and PSP technique was derived and proved by simulations to give close to optimal performance, even in the case of highly frequency-selective channels and huge complexity reduction. We believe that our contribution may open new interesting research areas. For example, it remains unclear whether this communication model outperforms space-time bit-interleaved coded modulations [33] . Also, more efforts have to be spent to discover better compound STTCs to layer. Their design should be carried out in conjunction with further investigation on the convergence analysis of iterative joint MIMO detection and decoding [52] , [53] .
