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Komplex stacionárius Gauss k4arkov fol,amat “csillapodáci”







Az 81(t) és E2(t) két független Wiener—folyainat
N dEt)AIdE2(t)0 ; M(d~)2=M(dE2)2~ Q~
paraméterekkel. Ezekből a feltevésekből kövütkuzik, hogy
/2/ • M[~U) «í+T)J=G2 exp — iwY)
. Az a parautéter az és E2 “fehér
zaj” folyamatok Intenzitását Jellemző paraméter, mig )~
(t) folyawat t1csil1apodási~’ paraíaétere. A további—
akban feltesszük, hogy az W paraxuéter ismert s csak k
A a)= ~(i)
folyamat kielé~iti a
komplex stacionárius Gauss ~arkov
/1/






beoslésével foglalkozunk. Az egyszerűség kedvéért legyen
a = 1, ekkor
M~2(~)= M~2(t)= 2.k (v.ö[4])
Jelölje L a közönséges Lebesgue mértéket a ~(o) sikon
és w a .~N)— ((‘0) növekmények terén a (01T1 inter—
valluxuban független komponensü kétdimenziós Wiener—mértéket.
Legyen V LxW ezen két mérték airekt szorzata. Ha P
jelöli a fenti folyamathoz tartoz6 mértéket a (O,TJ
intervallumon értelmezett realizációk terén, a P mérték
atszolut folytonos lesz V—re nézve s a megfelelő Radon—
Nikodym deriváit alakjára a kővetkező kifejezést kapjuk.
/3/ ~ =~ eXp[— Xtw s~Z + ÁT÷ wTr] .
ahol T T
z?Lj~fll2I~(T)j?) ; 5—_fI~(t)(d1 ; r=4_fI{t)11d0
/4/ jOlt)
~k)= f~(t)I e
A /3/ összefüggésből látható, hogy — ismert Q) esetén —:
elégséges statisztika rendszer az ismeretlen ~
paraxaéterre. /3/—’b61 \ maximüm likelihood becsiésére
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adádik, vagy a jelöléssel .
/5’!
Az /5/ eGyenlet egyetlen pozitiv megoldása
A (s—Tj÷V(s~-T)1+45
2s
lesz, s ezt a maximum likelihood becslést használjuk fel
a továbbiakban. Könnyű belátni, hogy
‘ xj = p ( s— 4~ —+ (.T— )~o)=íffxW±x~2 z’Tx÷ 1]
Bevezetve a X— ~y és ~= )‚yS~ ÷~y2s jelölést
p .
Szükségünk van tehát a val6szinüségi változó elosz—
lásfüggvényének a meghatározására. Amint [ 1] —ben megzau—








(~_jo(1t~,\2 210’)Z (~—i~1~-V~—2io1 )~e~7~» ~
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alaku, ahonnan látható, hogy ; karakterisz
tikus függvénye
k K~iCt4—2b0(Z
/8’/ 4(1—2io’i) e(L- to(, + ~ 1—2/ex2 )2—(4—1e”,-—~l-—2i&j2. e’T”~’2~
lesz. Ugyanakkor k&rakterisztikus tüggvénye
. ? ‚k K—kl42i~!’
/9/ ~Q( ‚ 4(1—2’yog •e
« (1—iyb’ + V1~2iy~?~ (í—4,~—~4—2’y’cQ2 .~2’~4 21y1c(
alaku. .
Adott t( (ill. ~ ) ás adott p . val6szinüségi szint
esetÓn szükségünk van annak az y értéknek a meghatáro
zására, melyre telaesül a. . . .
. ~ . .
összefüggés. Amennyiben není sikerül ~ eloszlását expli
cit alakban megkapnunk, a kelagat nagypontosságu közelitő
megoldása igen nagy nwnerikus munk4t igényel.
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Lévén mind mind 8 pozitiv valószinüségi változók
a —io(=p helyettesitéssel és -t—- —vel való szorzás—
Sal /9/—ből a ~ valószinüségi változó elosz—
lásfüggvényének Laplace transzformáltjára
2 j c_iditzy’P
~ 4(1+2gp)•e _____ .
pf(i~p t ű÷2Q2pf— (i+yp—V I +2y~. ~2KV4+2y~oJ
ad6dik. Lint ismeretes az r és közötti összefüggés
/2/ ~(x)2~ fe~flp dp




~ (s-I) f(~÷ 1)~ (~tae~j~ 1)3(&-ote1)




a.! Az /1.9/ összefüggésből könnyű belátni, hogy
.‚ ha
azaz e~y két szabadságfoku —eloszlásu v&lto—
z6hoz tart, ha K~O . Ugyancsak egyszerű szésnolással
adódik, hogy
~ =s:cs), ho ‚(—‘-0
ésigy .
x —(2y—f)XGjx)= e —e~ .
/2.4/ felhasználásával ‘
~(x~=6~’G(h)= i—et
/1.7/ alapj~n. x kis értékeiré . .
/5/ ~ f~’~) =g [f>Kyt13~1-~ky+1) = e
A /2.5/ összéfüggés alapján x=o esetén különböző p
‘valászinüségek wellett y—ra az alábbi értékek adódnak.
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0~001 _~9~1 0,025 0,~5 0,1 0.9
y 1000 99,90 59,60 19,52 9,510 0,4352
0,95 0,975 0.99 0,999
0,3351 0,2620 0,2165 0,1460
Ib./ Az /1.9/ összefüg~ésbő1 a ~ valószinüsé&i vál
tozó karakterisztikus függvéuyére K ‘ ~ esetén a kö
vetkező közelités adódik:
2~ ~ ;4(4—2’g~)’e _____ .
~_(1_4~+11_2iy1#)2_(1_ ‚~ _Ii7_2’y1&)~ _2tV1_2Iy&
/6/ 42
LI (1_2iy1v~
. (2+o(~j)2_(o(4-))~ e~ K
tehát ~ közelitőleg normális eloszlásu K várható
értékkel és szórással, A /2.6/ összefüggés alap—
j6n tehát ‘Zz közelitőleg normális eloszlásu w várható
értékkel és ‘[k szórással, ilymódon a.
z
/7/ p[I~’cgIcJ=p(~’K+Zk} ~ cit
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assziwptotikus összefüggés alapján — adott p szint ese




Az alábbi táblázat a normális eloszlással val6 közelités
esetén y értékeit adja meg különböző ‘K értékekre:
0,999. 0,99 0,975 0,95 0,90
10 1,972 1,734 1,620 1,516 1,403
100 1,3090 1,2326 1,1960 1,1645 1,1281
1000 1,0934 1,0702 1,0592 1,0496 1,0390
Ezen értékekkel történő közelités pontosságár6l a cikk
végén szereplő táblázatban lévő val6di értékkel val6 ösz—
szehasonlitás alapján dönthetiink. .
Az /1.6/ becslés alapján belátható, hogy IC kis érté
keire + torzitatlan és “j6” becslése
s~ (~4)




lesz -} torzitatlan ‘~jótt becslése /Megjegyzendő, hogy sem
sem nem °megengedhetőt’ becslés/. 1’&ivel az sta
tisztika kiszámolása igen egyszerit, nagy gyakorlati jelen
tőséggel bir annak meghatározása, hogy milyen tartoményban
használhatjuk megbizhatóan a Á paraméter becslésére.
z
Hasonló a helyzet az S~ statisztikával történő becslé
sek esetében is. Ezzel a problémával egy külön dolgozatban
kivénok foglalko zni.
Összehasonlitásul közlöm az statjsz±ikával történő
közelités és a. maximum likelihood becslés által szolgál
tatott y értékek táblázatát ‘K = 1110 ás \~ = 1/2
esetén /zé.rójelben a maximum likelihood becsléses erediué—
nyelt szerepelnek!. . .
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0,1 0,65 0,025 0,01 0,001 0,90
1/2 /4,08/ /5,59/ /7,24/ /9,56/ /16,36/
4,8 7,0 11,0 16,8 25,0 0,46
1/10 /6,79/ /10,92/ /16,20/ /25,00/ /53,33/
6,86 11,3 17,4 28,0 60,0 0,446
0,95 0,975 0,99 .0,999
0,38 0,33 0,25 . 0,17
0,346 0,281 0,225 0,151
Innen látható, hogy ‚‘~ «1/l0—től az becslés j61
használható.
Az /1.3/ összefüggésből adódó
2k 2k
2 K j— —Kip . . ( —2kKYP
r( )— lGQevpe ~ jj~—OLY~--0J e
‚~‘ P p_f)(f~~4)~(~±Q)Z &~
~égte1en sorfejtéssel előá.1l6 laplace transzformált meg—
forditásé~iak gondolatát vizsgáljuk meg az alábbiakban.
Amennyiben megelégszünk \( new tu3ságosau kis értékeire
történő közelitéssel, kiindulásként vizsgáljuk meg a fen
ti összeg első tagjénak inverz taplace—transzformáltiát
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‘ 2 ‘<1ryp eii
Egyszerű, de hosszadalmas ezámolésokkal adódik, hogy
_______________ f 4 1 2 =(a~h1 (p—I) L(Yj~ti)2 (y’~ta~ (f~+l)(f~+o)
46 zekr ~ í ; 4 2rp •e ~rLp—r~ (f~+ 4)’
4 ÍQz*4 2ÖYW 2a d—i
‘ p- r— p~1 ±~+~ ±(~ta? +
4ff 11 2 (a __ 11)
~a_fL(q)hJ%~~~pcflp_1 ±y~+aiJ
46y’Ér ~ I fi ±dti ‚ 4 ‘2a. 1 j~Í2o a
— 4)11P ~e ~ (QC~ ~ ~%-p(&-l) Vp-i 1~fl~3
÷ 4 f 2 + 2a }~ 1, 1 1 E~ 4 1~ If~+a uo-~(d-4 (~17j (y~~~)1 (~~~‘J ~67~i V~JTj 2
feltéve, hogy yj’ 1, mert ekkor a = 1 és a parciális
törtekre bontás másképen történik /erre a kérdésre még
visszatér{jn]~/. Most felhasználva [3] té.blázatait az egyes












































Meghatározható még inverze. Ehhez fel kell hasz— ;
nálni a következő összefüggések egyikét /20.27/ ill~
/20.26/
‚ ho f(p)—~(L) 7
~









2V1tF j~r- ~fT~_4Tt2]dT=r~fe~ 2TfTt~T+2J dT
és az Ismert összefüggések alapján
f4~~±~dT~





______ ___ ‚c21 2~K+t(~ 4)3 e
A fenti összefüggések alapján
____ I 2o “(~_~1 ~[yL Ö~T
~T(4 ‚~1~4 I 2oe ~T+C&~4)2 Q~ ±(o-f)(~-I) ) +
t-t
—fi- L’-4 — YT)j + 3- fi —p(4±4 ( (Q~fl1 ~(~J~g) +
KtK -~r(2o 2 ‘
—2~~e ~(~Z4)L ±co_o(Ó2_I) )±
ICQ+& r 2Q 2
+ e U—~~ -i-~yr)j ((oil)1 (a- UCo’-I) ) +
K1














(G(d= ~ fet~ [1—cp(’~ f~Jj((+(0~)r- ÖY +(a—f) 2
___ 1 2















































2y-f t)]• ~ r -l-2yK± (Zt
+
‚rr a rty~y_~)z~gZ ±3 ±K—I + (2y—lf
.]
(3k) p[ KY3=flkg÷4)z4í1—~f KUL tV2(KgH)K t I~V7. +
r4 /Kg ÷y.~Y÷l__\~I 2K
______








2 (2y—~+ w(2g—I)t (kg+1)(29-f)3 1
+y(y—l) y3~—l)
!J Y~y+i ~z
‘ Jr y(y-1)t Ly k±7)±ykc+2H-b +
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Ismét megjegyzem, bogy az előállitás y=1—re new érvé
nyes. Másrészt, mivel ‚c nagy értékeire (kr%PlO, wt~’lO)
véxható jó közelités 14(x) aszimptotikus előállitását
kell számolási célokra használni, annál is Inkább, mert
szerepel és hasonló hatvényok, melye)k e.1őállitása.
K «100 esetén new val6sitható meg gépen.
Ezért x ~ 2 esetén az
]
aszimptotikus előállitással kell dolgozni. /v.ö. [5] 225.o./~
A fenti közelitéssel történő számitások alapján -. amint
azt az alábbi táblázat is mutatja — nem remélhető sem eay—
szerü összefüggések kóresése, sew a számitások pontosságá—
nek uövelése~ Osszehasonlitásul közlöm \c.=100 esetén a
Valódi, a normális eloszlással való közelitésből nyert, s
a fenti összefüggésből flyert y értékek táblázatát.(f~{l~>Ky})
_____ 0.1 0,05 Q025 0,01 Q~I Dig 025 Q975 o,g~ ~
valódi 1,1413 1,18 (22 (27 f,36 0.88 0,85 0,83 0,80 0,73
ncrwd. 1,1281 LI6 1.20 (23 1,31 0,87 0,8~ 0,80 OXi O,S
•1
L58 1,61 (,63 165 (10 0,86 0,84 0,BO 0,15 0,69
— 139 — .
Külön megjegyzendő, bogy a fenti közelités képletekkel
történő használhatatlanságát mutatja az a tény, hogy ameny—
nyiben az inverz Laplace transzformáltat numerikus integ—
rálással nyerjük, hasonl6 elhanyagolással— mint amellyel
g(p) adódik — már ‘<=lO esetén j6 közelités adódik.
±_&_22~22_4~2i~ /mime rikus integrá.lás/
Az előbbi pontban ismertetett eljárás nem vezetett ered
ményre a ‚~C kis ás nagy értékei közötti közelités kérdé
sében, igy első tekintetre talánmeglepőnek tünő, de.szá—
molási szempontból egyáltalán nem leküzdhetetlen akadályt
jelentő numerikus integrálás gondolatát is ki kellett pró—
.bálni. Ehhez az első pontban felirt /1.2/ képlótből kell
kiindulni. Ha az .
. ~ti~
.‘ ~(x)2~1 f e~r*(p)dp . .
képletben S választása szerencsésen történik — mivel
x&’y+l ás \K nagy és kicsiny értékeket is felvehet — a
numerikus integrálás nagy pontossággal elvégezhető. Ott
ahol a számolások nehezen vihetők véghez /tulságosan nagy
gépidő szUcséges egyetlen integráJ. meghatározáséhoz/ a kö—














az F~ (K~+I) eloszlásfüggvéuy a követke-. 2 [
ző integrállaj. fe)ezhető kit : ;
(~) .
( i(Icj’+’)’tIC~ .flx~i+’)4e ~k2y’~#i2 J ~ 4t2y16÷i2y~sJ dó
Mivel a ~obboldalou szeropl~ integrál val6s részére van r
csak szükségt~nk, az .
~ 2Í/S2
jelöléssel
rOy 2 4(xy+4) r e~’F CCIVZJ j~—is){casj3Kg+~5 + ~z) ÷is4Ky4l)s ÷q2j)U ~ J(&÷32)fÍÁ +i4j~ (cös(&
. . {cos(ii iF sint/z)_isin(KVr sin~)}} ~
ahol
(3) ;~
. = (1±yE±r cos /2)
ArÁ3(s) (ys÷r%in%)
B~= B~(& = (1 ty&—r~cos%)









2 ~r(Kg+~= 7e VF{6cosr ~ssÜ~r+ 4~sinr—scosr)) ds
-a (~2÷~2) f&, +io’2)
ahonnan csak a valós rész figyelembevételével
6IiCy44 K4-kCO$~) r r2e I YFe t&,L6coss6)zL6~s~6—scmYJJ cis
-®
Az integrálási hatások megválasztása — hogy a pontosság
legalább 10~ nagyságrendű legyen — előbb ~ 20 20 1~ K~ j
30 3Q1 .
majd később { ~ KIJ J alakban történt /a programban
figyelembevettük f—~-—~ —~--} és r 30. . 60 jLW’ kg
beli integrál kiszémitását is, ez azonban mindig kisebb
.értéket adott atmegkivánt pontosságn&1/. Egy ilyen integ—
rál kiszámitása az URÁL—2 gépen — a Simpson formula alap
ján — 5—15 percet vesz igénybe. Figyelembevéve, hagy ne—
kii~k azt az y értéket kell n~gkeresn{itk, melyre Fbcy4-1)=p
/adott/ y—ban még egy iterációt is végre kellett hajta—
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ni. Abb6l a célbál, hogy udnél kevesebb integrál kiszámi—
tását végezzi~k el, az iterációt mindig a már más 1-ra
kiszámitott értékek figyelembevételével ás közelitő y
értékekből nyert interpoláciá segitségével kézi uton vé
geztem el. Ez lehetővé tette a szenléletés uton történő
ellenőrzését is a kapott számolási eredményeknek. A fenti
eredmények egy részét — mivel az kapcsolatos Kolmogorov
és Szinajjal /lásd (6] / régebben publikált eredményeink—
kel — a (2] cikkemben is közöltem.
tése ás táblázatok
Az alábbiakban megadjuk a ~ (it> i~y} = P összefüggé—
sekből (p=0,l; 0,05; 0,025; 0,01; 0,001; 0,9;0,95~ 0,975;
0,99; 0,999), az y értékek, valamint a icy értékek
görbéit. A icy görbék segitségével szerkeszthetőek
bC —ra konfidencia intervallumok, a L~ .-magasságu vizszin—
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Estimation and confidence limits for the hI/dropp~~gf/
parameter 2’ of the complex stationary Gaussian
. hiarkovian process.
The complex stationary Gaussion I~~arkov process is related
by the covariance function M~(t#s) ~ = G2 e~p f—MsI — iws}
We assume that W is known, but ~ unknown (M~)=O)
We get exact formulas for the approaching distribution of
the maximum likelihood estimation of ~ 1. There are
computed the confidence limits for 2~ in the interval
0.1 ~ ~ 100. Re give tables and figures of the evalua—
tions at the levels o~= 0.1, 0.05, 0.025, 0.01, 0.001,
0.9, 0.95, 0.975, 0.99, 0.999. The method what we used ‘.
is the numerical integration of the characteristic fun ction.:.
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Táblázat ‘K,~ (illetve y) értékeire a r p
összefüggés alapján .
0.100 0.050 0.025 0.010 0.001
o O O 0 ‘0 O
(9.510) (19.52) (39.60) . (99.90) (1000)
0.05 1,660 3.800
(33.20) (76.00)
0.1 0.679 1.092 1,620 2.500 5.333
(6.790) (10.92) —16.20) (25.00) (53.33)
0.2 1.123 1.666 2.350 3.368 6.336
(5.615) . (8.330) (11.752) (16.84) (31.68)
0.3 1.474 2.119 2»860 3.975 7.004
. (4.913) (7.064) (9~352) (13.25) (23.68)
0.4 1.773 2.478 3.27Ó 4.418 7.697
(4.432) (6.195) (8.175) (11.045) (19.242)
0.5 2.039 2.793 3.622 4.7% 8.178
(4.077) (5.586) (7.243) (9.580) (16.355)
0.6 2,279 3.071 3.938 5.166 8.573 .
(3.799) (5.118) (6.563) (8.610) (14.289)
0.7 2.505 3.333 4.225 5.461 8.931
(3.575) (4.762) (6.036) (7.830) (12.758)
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0.8 2.723 3.580 4.496 5.781 9.?50
(3.404) (4.475) 5.620) (7.226) (11.562)
0.9 2.927 3.812 4.748 6.057 9.594
(3.25~) (4.255) (5.276) (6,750) (10.6w)
1. 3.124 4.032 4,980 6.317 9.892
(3.124) (4.032) (4.980) (6.317) (9.892)
1,5 4.020 5.028 h’~068 . 7.484 11.208
(2.680) (5.352) (4.045) (4.989) (7.472)
2. 4.832 5.916 7.020 8.492 12.348
(2.416) (2.958) (5.510) (4.2%) (6.174)
2.5 5.592 6.748 7.903 9.448 13.40
(2.237) (2.699) (3.161) (3’779) (5,3w)
3. 6.321 7.530 8.733 10.329 14.256
(2.107) (2.510) (2.911) (3.443) (4.752)
3.5 7.025 8.292 9.524 11.172 15.309
(2.007) (2.369) (2.721) (5.192) (4.374) ~J
4. 7.732 9.020 10.516 11.9á5 16.204
(1.935) (2.255) (2,579) (2.997) (4.051)
4.5 8.384 9.738 11.052 12,739 17.082
(1.863) (2.164) (2.456) (2.842) (3.796)
5. 9.045 10.450 11.750 15.55 17.915
(1.809) (2.0%) (2.354) (2.710) (3.583)
5.5 9.697 11.132 12,507 18.76
. (1.763) (2.024) (2.274) (2.604) (3.411)
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6. 10.338 11.&0 13~236 15.072 19.572
(1.723) (1.970) (2.206) (2.512) (3.262)
6.5 10.985 12.487 13»9’42 15.815 20.552
(1.690) (1.921) (2,145) (2.433) (3.128)
7. 11.642. 13.155 14.631 16.527 21.105
(1.665) (1.879) (2.091) (2.361) (3.015)
7.5 12.235 13.815 15.322 17,250 21.930
(1.631) (1.842) (2.043) (2.300) (2.924)
8. 12.856 14.464 16.000 17.960 22.672
(1.607) (1.808) (2.000) (2.245) (2,834)
8.5 13.472 15.113 16.677 18.558 2;.468
(1.585) (1.778) (1.962) (2.195) (2.761)
9. 14.085 : 15.750 17.343 19.s€s 24.219
(1.565) (1.750) (1.927) (2.152) (2.691)
9.5 14.706 16.398 18.003 20.036 24,966
(1.548) (1.726) (1.895) (2.109) (2.628)
10. 15.30 17.01 18.67 20.63 25.75
(1.530) (1.701) (1.Ö67) (2.073) (2.575)
20. 26.98 29.21 31.25 33.74 59,62
(1.3492) (1.4606) (1.5627) (1.6869) (1,9810)
30. 38.32 40.88 43.62 4.6.11 52.71
(1.2774) (1.3625) (1.4407) (1.5365) (1.7570)
tiC. 49.41 52.28 54.88 . 58.06 65.16

























50. 60.38 63.50 66.26 69.74 77.46
(1.2075) (1.2700) (1.3252) (1.3947) (1.349j)
60. 71.24 74.61 77.6*s 81.32 89.53
(1.1873) (1.2435) (1.2943) (1.3553) (1.493o)
70. 82.03 85.62 66,87 92.73 101,24
(1.1719) (1.2232) (1.26%) (1.3254)
80. 92.78 96.57 100Oc) 104.12 112.90 ~
(1.1598) (1.2071) (1.2499) (1.3015) (1.4137);
90. 103.% 107,46 111,06 l16,3b 124,34
(1.1495) (1.1942) (1.2340) (1.2818) (1.3871)
100. 114.13 118.32 122.05 126.54 136.41
(1.1413) (1.1832) (1.2205) (1.2654) (1.3641)
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(0.268) . (0.373) (0.439) (0.506) (0.600)
0.994 1.562 1.593 1.827 2.146
(0.284) (0.389) (0.455) (0.522) (0.615)
1,184 1.616 1.880 2.143 2.504
(0.296) (0.404) (0.470) (0.557) (0.626)
1.377 1.886 2.185 2.475 2,867
(0.306) (0.419) (0.465) (0.550) (0.637)
1.595 2.3.60 2.465 2.810 3.235
(0.319) (0.452) (0.497) (0~562) (0.647)
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5.5 1,815 2.442 2,800 3.146 3.606
(0.330) (0.444) (0.509) (0.572) (0.6%)
6. 2.082 2.736 3.120 3.492 5,984
(0.347) (0.456) (0.520) -(0.582) (0.664)
6.5 2.308 3.036 3,445 3.848 4.374
(0.555) (0.467) (0.530) (0.592) (0.673)
7, 2.576 3.546 3.780 4.200 4.753
(0.368) (0,478) (0.540) (0.600) (0.679)
7.5 2.835 3.645 4.118 4.552 5.145
(0.378) (0.486) (0.549) (0.607) (0,686)
8. 3.096 5.952 4.456 4.904 5.528
(0.387) (0.494) (0.557) (0.613) (0.691)
8.5 3.385 4.284 4.794 5.296 5.933
(0.398) (0,504) (0.564) (0.623) (0.698)
9. 3.690 4.606 5.157 5.661 6.345
(0.410) (0.51?) (0.573) (0.629) (0.705)
9.5 3.962 4.930 5,510 6.042 6,726
(0.417) (0.519) (0.580) (0.636) (0,708)
10. 4.22 5.27 5.88 6.41 7,14
(0,422) (0.527) (0.588) (0.641) (0.714)
20. 10.56 12.42 15.42 14.35 15.51












17.41 20.15 21.49 22.73 24.25
(0.5871) (0.6715) (0.7163) (0.7576) (0.8082)
24.99 28,22 29.86 31.56 33.17





70. 46.56 53.49 55.78 57.97 .60.56
32.60 36.50 38.42 40.13 42.24
(0.6520) (0.7300) (0.7683) (0.8026) (0.8447)
40.69 44.84 . 47.09 49.00
(0.6780) (0.7473) (0.7849) (0.8167) (0.8559)
51.35
(0.6940) (0.7642) (0.7967) (0.6285) (0.8651)
90. 64.89 70.97 73.66 76.27 79.11
(0.7210) (0.7885) (0.8187) (0.8474) (0.8790)
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