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This research compared the effectiveness of a detailed usability evaluation 
method and instrument to a traditional overview method.  Usability is a distinctive term 
that includes, for example, ease of use, learnability, supportability of multi-level users, 
error prevention, feedback, and recovery.  Evaluating a product against a set of usability 
criteria is a technique known in the usability field as a “heuristic evaluation,” during 
which a usability professional can identify problems before they reach the end user.  
Heuristic evaluations performed early in a product lifecycle can promote fixes in pre-
production phases, rather than more costly testing and implementation phases.  In the 
study, 63 usability professionals performed heuristic evaluations in a 2 x 2 research 
design to determine the relative effectiveness in revealing usability problems of using 
traditional versus experimental contemporary heuristics, each paired with an unstructured 
all-at-once evaluation method, or an experimental structured method.  In the latter 
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method, the evaluators were required to use limited sets of heuristics during a given 
session, with breaks between sessions.  The work is an extension of research by Masaaki 
Kurosu, who developed the Structured Heuristic Evaluation Method (sHEM) for use in 
Japan, and tested it in a single-factor design.  In this present study the heuristic set and 
evaluation method variables were separated into a two-factor design; Kurosu’s main 
effect of the contemporary/structured interaction was not replicated.  Participants using 
traditional general heuristics found more usability problems than those using 
contemporary detailed heuristics.  The study’s strongest finding was that the structured 
approached rendered the participants more effective at identifying usability problems, 
even when individual participants found the approach “disconcerting” or “distracting.”  
Results are congruent with the psychological phenomenon of retroactive interference: by 
interrupting the evaluation at intervals, participants were able to “forget” previous 
sections, freeing up working memory to find more usability problems in subsequent 
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Chapter One:  Introduction 
From life’s first interactions with its environments, the adaptability of the 
organism has been a key to success.  The introduction of tools into the experiences of 
humans and other animals allowed for adaptability of the tools to the organism, thereby 
allowing greater control in interactions with the environment.  Tool improvements appear 
in archaeological evidence of even pre-humans, indicating increasing ease of use of the 
tools themselves and ease of accomplishment of tasks (Christensen, 1987). 
As tools became more complex and more critical to how humans approached 
survival and success, suitability of design increased in significance as well.  With the 
advent of the industrial revolution came the science of ergonomics.  In 1857, having 
observed the beginnings of work adaptations in industry, the Polish scientist Wojciech 
Jastrzebowski provided the first known use of the term “ergonomics”, derived from 
Greek roots meaning “the laws of work.” 
In about the 1920s, work such as Frank and Lillian Gilbreth’s “time motion 
studies,” popularly known as “efficiency studies,” emerged, moving this science into a 
visible and practical realm.  The Gilbreths’ efforts focused primarily on adapting human 
activities and processes to the work (Christensen, 1987), with Lillian Gilbreth later 
making significant inroads for General Electric into more efficient designs for kitchens 
and household appliances (Cowan, 1987).  The concept of efficient design developed into 
a profession in the 1950s, in part with the support of the United States Department of 
Defense (Christensen, 1987).  As the field matured, it split into two areas of knowledge 
and approach: (1) cognitive ergonomics, covering “human behavior and attributes,” such 
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as “decision making process, organization design, human perception relative to design” 
(Ergoweb, Inc., 2005, no page number); and (2) industrial ergonomics, covering the 
physical interactions of humans and workplace design, such as human ranges of strength 
for lifting, tolerance of repetitive movement both for the sake of efficiency of work and 
safety of workers, and length of reach of the human arm for best design with respect to 
where equipment elements were placed and human movements performed (Ergoweb, 
Inc., 2005). 
In the 1940s, engineering psychology emerged as a separate discipline, the initial 
focus of which was post-World War II aviation human factors.  The field was solidified 
by the publication of the textbook Applied Experimental Psychology (Chapanis, Garner, 
& Morgan, 1949), based on lectures presented in preceding years at the Naval 
Postgraduate School.  This marked the continuing, intense application of cognitive 
psychology to aviation human factors, focusing not only on flight displays and the 
ergonomics sometimes called “knob-ology,” but also on flight missions, control 
principles, and the measurement of pilot behavior.   
Driven by war casualties that were identified as being caused by “human error,” 
the United States Department of Defense began funding efforts to account for human 
error in aviation design and implementation.  This type of cognitive design made its way 
into general product design, and the field of human factors psychology, alternately known 
as engineering psychology or applied experimental psychology, took root as central to 
creating tools with which humans would interact. 
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From Ergonomics to Usability 
Usability is an umbrella term encompassing ease of use, learnability, quick error 
recovery, and support of a range of defined users, from novices to experts.  It is more 
formally defined by the Institute of Electrical and Electronics Engineers (IEEE) as “the 
ease with which a user can learn to operate, prepare inputs for, and interpret outputs of a 
system or component” (IEEE, 1990).  At its most basic level, a usable product facilitates 
achievement of the user’s goals without making it difficult for the user to reach those 
goals. 
The International Organization for Standardization (ISO) is a centralized network 
for standards organizations across the globe, which began in the electrotechnical field in 
1906 and has now extended to a broad range of engineering and technology areas (ISO, 
2005).  The ISO 9000 standards concerns quality-management techniques intended to 
improve customer satisfaction.  In standard 9241, ISO defines “Ergonomic requirements 
for office work with visual display terminals (VDTs)” (ISO, 1997), including in that 
standard a definition of usability.  Volker Schöch (1999) extracted from the ISO 9241 
standard the following plain language definitions of usability, and related terms: 
Usability  
The effectiveness, efficiency, and satisfaction with which specified users 
achieve specified goals in particular environments.  
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Effectiveness  
The accuracy and completeness with which specified users can achieve 
specified goals in particular environments.  
Efficiency 
The resources expended in relation to the accuracy and completeness of 
goals achieved.  
Satisfaction  
The comfort and acceptability of the work system to its users and other 
people affected by its use.  
Such a definition leads to design objectives and finally provides the means 
for explicit measurements for usability.  
 
While clearly related to ergonomics, usability is a comparatively new concept, 
having emerged tentatively in the late 1980s, and having moved into more extensive use 
in the 1990s.  The set of criteria covered by the umbrella term evolved along with the 
design adaptation of computers and software for widespread use, although it is now also 
applied to areas of design and human interaction that overlap with equipment and 
products addressed by the more established field of ergonomics.  The science of 
ergonomics was not readily applied to software design for two reasons: (1) how and why 
software evolved as a widespread, human work tool; and (2) the complexity and maturity 
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of the ergonomics field and its having developed into specialties by the time software 
emerged as an independent product.  Further, usability is still largely in a state of 
practice, not yet having evolved into an established science.  While the numbers and 
quality of studies on usability are increasing, empirical literature in the field remains 
sparse. 
Origins of Usability in Computing 
The computer, in general, and software in particular, had their genesis as “expert-
only” tools.  Computer software, especially, developed along a different path than did 
other industrial tools.  Software was initially applied only to white collar work, in 
contrast to manufacturing tools, which had been subject to ergonomic and human factors 
improvements for more than a century.  Further, software had a strange and secret 
beginning in the backrooms of electronics facilities.  At first, software was not even seen 
as a separate entity from hardware; computer software was merely a way to make the 
seemingly all-important hardware circuits fire in certain orders and along certain 
pathways, to speed calculations beyond what humans were capable of performing 
unaided. 
The first software programs that were sold as products were not full-blown 
applications, but simply pieces of code, such as macro assemblers, interpreters and 
compilers—all tools for use by other programmers (Software Engineering, 2005).  The 
only user population consisted of other programmers who would take the code segments 
and modify them to suit the particular functionality needed.  Thus, software was 
originally written by individuals who believed that those who used it knew everything 
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that they knew, understood things the same ways they did, and approached problem-
solving with the same strategies and techniques.  Despite the similarity in backgrounds 
between developers and “users,” the developers’ assumption that the users knew, 
understood, and thought what they themselves did was incorrect.  It was the lack of 
usability and documentation that drove certain lawsuits in the 1970s (described below), 
which in turn eventually resulted in the emergence of software as a product separate from 
hardware (Wallace, 1993). 
Software as product. 
The history of how software became a product independent of hardware has 
aspects significant to the emergence of usability.  Software began as merely a part of a 
hardware system and was the thing that made the system run.  A specific historical event 
created software as an independent product.  Telex, a budding technology company in the 
late 1960s, decided that it would be possible and profitable to develop software programs 
that could run on hardware created by IBM.  Telex programmers were modifying 
portions of code as allowed by IBM to suit certain customers.  Despite Telex’s 
programming expertise, IBM held the software market because it sold its software as part 
of a system complete with its hardware (Base, 1974).  Telex sued IBM, and then the U.S. 
government sued IBM for antitrust violations (Base, 1974).  IBM lost the case and was 
ordered to “unbundle” its software and hardware.  This is the same type of case that 
Microsoft lost in the late 1990s for “bundling” its Internet browser with operating system 
software.  Software became an independent product, and independent software vendors 
sprang up quickly to enter the competition. 
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Programmer-entrepreneurs created a profitable industry from a product that 
performs certain actions, but does not even exist in three-dimensional space.  Costs may 
be high in the development phase, but are minimal for a product that can then be mass 
produced for pennies. 
One aspect of the government requirements that came out of the antitrust ruling, 
and later became significant to software usability, was that IBM had to provide 
documentation of its software.  These written documents provided one of the first 
channels of communication with end users. 
In 1975, Bill Gates and his partner, Paul Allen, wrote and licensed the computer 
language, BASIC.  While software licensing was not a completely new activity at that 
time, this was one of its first profitable ventures, launching an industry in which the 
product itself is not sold, but rather only the permission to use it.  The user never owns 
the software. 
In another historic move, Gates purchased a small operating system that he had 
been contracted by IBM to rework.  He licensed it, renamed it MS-DOS, and made a 
fortune selling it as an independent program.  It spawned multiple developments on the 
open market of operating systems, from ones that survived, such as Macintosh, to ones 
that failed, such IBM’s Windows-style OS1 (ComputerWorld, 1995).  Gates seemed to 
have an uncanny ability to identify and adapt existing technologies and earn success in 
                                                 
1 Note that initially, starting in 1985, Microsoft and IBM were developing an operating system 
collaboratively under a joint development agreement.  OS/2 began as a text-only operating system; then 
OS/2 and Windows started to split into two versions of discrete “windows”-style, rather than text, operating 
environments.  At that time, each also included access to and ability to work in DOS.  While the OS/2 
windows type system was largely regarded by experts as the better system that would prove the leader 
“future,” the Windows application emerged as the market leader (Wikipedia Foundation, Inc., 2005). 
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the mass marketing of them.  Accordingly, Gates-related products and their Macintosh 
competitors were in the center of the growth of usability (Wallace, 1993).  The original 
premise of the Macintosh design was to provide the simplest possible access to the power 
of computing by average consumer-users.  This was accomplished with a design 
approach in which computing tasks were mapped as visual metaphors to things already 
understood by the user in the world; for example, icons that looked like folders were 
introduced, and a “trash can” picture provided access to the then more cryptic task called 
“delete.”  The Windows adaptation of this approach was to provide something similar in 
many ways, but still allow access to the underlying complexities to which expert users 
already had become accustomed. 
Popular use changes the focus. 
The introduction of the personal computer (PC), including the Macintosh form, 
brought about the age of the novice user.  Software development practices, however, did 
not change.  Programmers continued to design software as if for themselves and people 
like them.  User difficulties with software were blamed on the users.  Managers of 
information technology projects had not yet come from the ranks of programmers, but 
rather from management in general.  As technology projects came to include software, 
rather than hardware only, project managers suddenly found the mysteries of software 
design and coding within their leadership realm.  Because management did not 
understand the technical aspects of programming, they left the programmers to their own 
devices, even being afraid, at times, of the mystique of these few souls who, alone, 
understood how to use the language of 0’s and 1’s to make the circuits run.  Even many 
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“non-technical” users themselves expected computer use to be difficult, being intimidated 
by the complexity of circuitry and the line item commands required to run it. 
The very term “usability” derives from the software field.  Before computers and 
software, humans interacting with designed objects were, in the work realm, “workers” or 
in the public market, such as for kitchen appliances, “consumers.”  The first software 
consumers were simply programmers who used acquired software as parts of their own 
programs.  By the 1970s, when increasing numbers of software consumers were not 
programmers, the term “user” came into colloquial use.  Additionally, because these new 
users did not understand what the programmers did—namely, the complexities of 
programming—there also arose the expectation in some programming circles that users 
were stupid.  There was even a term coined among programmers at MIT, around 1975, 
for that new class of software consumers.  “Luser,” pronounced like the word “loser,” 
and with the same negative connotations, carries this amusing history, revealing the 
prevailing attitude toward users: 
When you first walked up to a terminal at MIT and typed Control-Z to get 
the computer’s attention, it printed out some status information, including 
how many people were already using the computer; it might print “14 
users”, for example.  Someone thought it would be a great joke to patch 
the system to print “14 losers” instead.  There ensued a great controversy, 
as some of the users didn’t particularly want to be called losers to their 
faces every time they used the computer.  For a while several hackers 
struggled covertly, each changing the message behind the back of the 
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others; any time you logged into the computer it was even money whether 
it would say “users” or “losers”.  Finally, someone tried the compromise 
“lusers,” and it stuck.  (Howe, 1993, ¶ 2) 
Howe (1993) further indicates that, even years later, the term often appeared in 
program comments, which are explanatory notes that programmers embed in their code.  
These can be seen by others with access to the raw code, usually only other programmers, 
but are invisible to the users themselves.  This programmers’ view of the user has a 
tremendous impact on usability in design.  Donald Norman, author of The Design of 
Everyday Things, and other texts regarding the psychology of design, describes one 
example of a system that required pressing one of two keys that were close together on 
the keyboard.  The problem was that the keys themselves and the actions to be performed 
were similar, but the results were completely different.  A wrong keystroke on one of 
these resulted in a loss of data, creating frustration and lost productivity time.  The 
designer’s response was that the problem was user error and that users just needed to read 
the manual (Norman, 1988, 1990). 
Programming in teams. 
With the increasing complexity of software came another issue that affected both 
the quality and usability of new products.  Many applications came to require multiple 
modules, far beyond the capability of solo programmers to develop in a timely manner or 
even in a lifetime.  The full-time equivalent level of effort that goes into today’s 
extensive applications can be measured in years, which is problematic in a field that also 
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now requires rapid time-to-market.  Software evolved, necessarily, into a multi-
programmer effort, so that development could occur on multiple portions of it 
simultaneously, thereby addressing both the level of effort and time-to-market issues.  
The previous solo programmers became known in the field by the derogatory term 
“cowboys,” individuals who had not yet learned to work well in teams, have their designs 
open for review, assure that their code modules ran correctly with those developed by 
other programmers, or accept user-centered design recommendations from non-
programmers or the users themselves.  These individual issues were further complicated 
by this multi-segment approach in that software designs came to reflect the lines of 
demarcation between groups that developed them (Mayhew & Bias, 1994).  This caused 
software products to be even more developer-centric and less supportive and reflective of 
the needs and patterns of the end user.  
Usability enters computing from multiple disciplines. 
With the advent of Apple Computing came the term “user friendly” and a healthy 
competition to gain novice users as customers.  Help lines were established to assist 
customers and log customer complaints; user feedback began to be heard.  As customers 
became more aware of what poor designs were costing them, usability shifted from being 
something “nice to have” to being a requirement (Bias, 1994).  To address the practical 
need to fulfill usability requirements, individuals from various professions connected 
either to software development or to workplace design began turning their interests and 
work toward usability activities. 
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As computers came into broader usage during the 1960s and 1970s, with software 
playing a central role, shifts toward observing and designing for the interaction of 
humans and computers occurred in multiple fields.  The results of that developing 
interest, in the form of publications on the topic, simultaneously emerged in several fields 
after that, largely from the late 1970s to the early 1980s.  Fields in which interest in 
human-computer interaction (HCI) appeared included basic and applied sciences and 
applied professions, including ergonomics, computer science and software engineering, 
cognitive psychology, and technical writing. 
Ergonomics.  Ergonomics scientists were publishing extensively, during the 
1970s and 1980s, on computer interface design under the HCI rubric.  Such titles as “The 
user interface in interactive systems” (Bennett, 1972), and “Man-computer 
communications: Ergonomics and the design of computer dialogues” (Galer & Pearce, 
1980) began to appear in the ergonomics literature.  Robert Williges’ 2003 publications, 
for example, reveal his shift in focus, from 1980 to 1981, from non-computer ergonomics 
to human-computer interaction.  During that period, Williges, Williges, and Elkerton 
(1987) began adapting traditional human factors criteria in hardware design to HCI-suited 
human factors criteria for software design and developed and performed techniques for 
applying these criteria to software HCI evaluation. 
Charles Mauro applied his degree in ergonomics to the practical testing of user 
interactions with hardware, such as Singer sewing machines (Janice [Ginny] Redish, 
personal communication, December 11, 2005), establishing a test laboratory in 1975.  As 
user interaction with software became critical, Mauro took the ergonomics testing 
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techniques he was applying to hardware and shifted the focus of his laboratory to 
software usability testing.  He authored a chapter in the book Cost-Justifying Usability 
(Bias & Mayhew, 1994), citing experience dating to the mid-1970s as a “usability” 
contractor. 
Computer science and software engineering.  Jakob Nielsen (2004), a computer 
scientist, expressed his personal motivation in regard to his shift in focus to usability: 
Although the bigger, newer mainframe had an actual CRT (cathode ray tube) 
screen, it also had obscure commands and horrible usability.  Worst of all, it was 
highly alienating, because you had no idea what was going on.  You’d issue 
commands, and some time later, you might get the desired result.  There was no 
feeling of mastery of the machine.  You were basically a supplicant to a magic 
oracle functioning beyond the ken of humankind.  People who started using 
computers after the PC revolution have no idea about the miserable user 
experience that centralized computers imposed.  Even the worst PC designs today 
feel positively liberating by comparison.  For me, the experience of moving to a 
small, relatively transparent computer from an oppressively large and opaque one 
marked the start of my passion for usability.  I knew that it could feel good to use 
computers, and I wanted to recapture that sense of empowerment and put humans 
back in control of the machines.  (¶ 3-5) 
User interface specialists emerged in the software engineering field as well.  For 
example, K. Bo published the article “Human-Computer Interaction” in 1982, in which 
he describes a “computer-assisted information system” as having three components: 
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hardware, software, and the “user.”  It was a sufficiently new concept to include the user 
as significant that Bo described and labeled a specific model to convey it.  In Bo’s model, 
mediating between the hardware/software component and the user is “human-computer 
interaction.”   
Archivists of the papers of database specialist Ben Shneiderman cite the 
development of his work from 1968 to 1998 as concurrent with the “emergence of the 
discipline of human-computer interaction” (“Papers,” 1999).  The specific shift in 
Shneiderman’s publications to HCI-related topics occurred in the late 1970s 
(Shneiderman, 1976; Shneiderman, 1977).  In Shneiderman’s work with encoded data 
structures and data translation (Shapiro & Shneiderman, 1976), he encountered, and 
began to address as important, the behavior of the human users, who in the years between 
1976 and 1981 were primarily programmers who were interacting with those data 
structures (“Papers,” 1999; Shneiderman, 1976, 1978a, 1978b).  By 1986, his 
publications shifted solidly to human-computer interface, human factors, and usability, 
with a special focus in the areas of user interaction with and location of data and software 
feature selections (e.g., Shneiderman, 1986). 
Commonly referred to as “The Father of Visual Basic,” software designer Alan 
Cooper identified in his writings certain terms and practices that are now fundamental to 
the field of usability, such as “interaction design” and “user personas” (Goodwin, 2001).  
Cooper is a strong proponent of HCI specialists playing a central role in technology 
design.  He notes that the skills and points of view of the computer programmer, the 
product marketer, and other individuals involved with software development do not 
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necessarily match the skills best suited for software design.  In one of Cooper’s (1999) 
most popular books, the title alone summarizes the concepts around which the usability 
field has arisen—The Inmates are Running the Asylum: Why High-Tech Products Drive 
Us Crazy and How to Restore the Sanity.  “Inmates” refers to software engineers and, 
among other things, the book supports the notion of independent human-computer 
interaction specialists.  He calls himself, and others like him, “interaction designers,” 
individuals who perform the specialized task of designing technology for human users. 
Cognitive psychology.  Also in the 1980s were cognitive psychologists who 
shifted solidly to the realm of software usability.  Stuart K. Card, Thomas P. Moran, and 
Allen Newell (1980 and 1983) took a cognitive, information-processing approach to HCI.  
They developed a model and techniques for identifying and documenting specific details 
of how humans performed tasks.  They noted four components of their model, which they 
termed “Goals, Operators, Methods, and Selection Rules (GOMS).”  These components 
comprise a detailed hierarchy of human behavior in relation to using technology to work 
out and complete tasks as a solution to a goal.   
Joseph Dumas, who held a doctorate in cognitive psychology, performed human-
factors engineering on nuclear power plants and airplane simulators at a research 
laboratory.  In the early 1980s, he focused his expertise on the usability of software and, 
through associations in his laboratory, the usability of documentation.  By 1988, Dumas 
had published the text, Designing User Interfaces for Software, describing usable 
characteristics of a breadth of software user interface elements, from displays to 
procedures. 
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John Carroll described his own movement toward the application of cognitive 
psychology to computer interface design as having begun in about 1980.  One of his 
most-cited contributions is his work regarding the use of metaphors in computer displays 
(Carroll & Thomas, 1982).  Carroll’s work accelerated throughout the 1980s with HCI 
experiments and case studies, as well as design that reflected user cognition, and moved 
to object-oriented program design by the late 1980s (Carroll, 1997). 
Wayne Gray applied cognitive psychology to the analysis of human interaction 
with technology in the context of learning (Gray & Hamza, 1983).  Over the years, he 
studied HCI and learning in military training, including examining the effects of new 
computer-based training systems on human behavior in combat-style situations (Gray, 
1982, 1983).  He developed a strong interest in the design of intelligent systems in 
computing, to assist the end user in decision-making and learning (e.g., Gray & Pliske, 
1985), overlapping this interest specifically with “usability,” such as that of intelligent 
tutoring systems (Gray, Burns, & Schooler 1989).  Gray built on Card, Moran, and 
Newell’s (1983) GOMS work, and Gray, John, and Atwood (1993) found that the GOMS 
model could be used to accurately predict and explain human performance in interaction 
with technology.  Involving the user in the design process by providing hands-on access 
to programming also appeared in Gray’s work (Gray, Spohrer, & Green, 1993), a topic 
that continues with interest to date. 
Christopher Wickens also entered the realm of usability through cognitive 
psychology, in the particular area of aviation and aerospace engineering (Wickens & 
Flasch, 1988).  His emphasis on and models of human cognition, perception, and 
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multitasking, as applied to the design of information displays, has led to general 
guidelines for usable software design, specifically as such design relates to optimal 
performance of the human using it in various environments (“Christopher D Wickens,” 
n.d.). 
Technical writing.  Certain technical writers now known for their usability 
expertise began refocusing their interests in about the mid-1980s, often while remaining 
within the domain of technical writing.  One prominent usability specialist and technical 
writer, Ginny Redish, participated in the evolution of the usability field through early 
projects in the usability of documentation.  In 1978, she was the lead of a group at the 
American Institutes for Research (AIR) that was initially funded as the “Document 
Design Project.”  The initial purpose of the project was to explore converting complex 
legal and government documentation to plain language versions, understandable by the 
general public (Redish, 1980).   
Redish believes that one proposal element that contributed to her team being 
awarded the project was the inclusion of an iterative “evaluation” of plain language 
revisions of, for example, a typical apartment lease (Redish, personal communication, 
December 11, 2005).  In actuality, the “evaluation” was usability testing with 
representative “end users” of the lease document, before the formal usability test term 
was attached to such a process.  By the early 1980s, Redish and her cross-disciplinary 
team applied their usability test approaches to personal computers, working under 
contracts with IBM and Hewlett Packard, establishing AIR’s first usability test 
laboratory.  As technology development organizations began creating in-house usability 
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departments, two members of the team, Dave Schell and Tyson Rose, went on to do 
usability work at IBM.   
Other technical writers became interested in usability through the simple act of 
having to document complex procedures for using software.  My own entry into the field 
resulted from this particular situation.  After authoring several technical manuals in 
professional fields in which computer literacy was not yet widespread, I was hired as a 
technical writer for United States Department of Defense software development projects 
in a university research laboratory.  While my interest in usability developed over time, I 
recall, like Jakob Nielsen did, the instance of epiphany that caused me to realize its 
possibilities and to spark a passion for the field. 
I was writing detailed procedures for using a complex software application when I 
noticed, in one instance, that I had to describe 15 separate steps to document a single 
procedure in the user manual.  As I worked with the software and the team, I became 
more familiar with the interface, what the designers were attempting to get it to do, and, 
most importantly, what the user needed to accomplish with that portion of the 
technology.  In doing so, I realized that the particular screens I was describing in the 
documentation could, themselves, be reworked to a simpler design that required only four 
steps to describe.  Shortly thereafter, in gravitating toward other professionals interested 
in usability, at first through special interest groups of the Society for Technical 
Communication, I discovered other technical writers who had had the same type of 
experience.  As the unique point of communication between designers and users, many 
technical writers, then, become user advocates within their own design teams. 
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Cross-disciplinary collaboration.  Ashleigh Merritt (1996), after Edwards 
(1988), highlighted that cross-disciplinary approaches to human factors issues arise from 
the nature of the issues rather than the nature of any particular science or discipline: 
“. . . Human Factors is not centered in any one discipline, but rather is a problem-oriented 
technology which takes from the physical and social sciences as needed” (p. 4).  
Likewise, as demonstrated in this review of the origins of usability, the nature of the 
problems arising out of the interaction of humans with technology drew individuals from 
multiple areas of science and applied professions, at first out of their own knowledge and 
work, and eventually into collaboration with one another. 
By the early 1990s, cross-disciplinary collaboration was appearing (e.g., Redish, 
Dumas, & Hackos, 1992), and in 1991, the Usability Professionals Association was 
established, consistently increasing over the years in size, reputation, and activity.  
Technical writer Redish partnered with cognitive psychologist Joseph Dumas to describe 
approaches to creating usable documentation (Redish & Dumas, 1991), one example of 
the cross-disciplinary collaborations that emerged as usability interests from the various 
independent fields began to intersect.  Among their other contributions, Dumas and 
Redish (1993) described one of the central systems used to rate the scope and severity of 
usability problems, once they are identified, to assist in decision-making about how best 
to apply limited resources to software fixes that will have the greatest positive impact on 
the end user.  Redish described the Document Design Project at AIR as having included, 
at various times, Ph.D.s from writing and linguistics, instructional design, cognitive 
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psychology, anthropology, philosophy, as well as practitioners from various professions 
such as graphic design. 
Author, lecturer, and designer/evaluator Donald Norman reflects the multi-
disciplinary bent of others whose careers, interests, and passions point toward usability.  
His dual background in computer and cognitive sciences especially suited him to human-
computer interaction, as seen in his book, User-Centered System Design (Norman & 
Draper, 1986).  Norman translated his knowledge to multiple aspects of design, 
particularly those that intersected with a human user.  In 1988, his most popular work 
was released in its initial form.  Originally titled The Psychology of Everyday Things 
(1988), it was updated and released as The Design of Everyday Things (1990), with 
another edition released in 2002.  Via a fascinating and detailed discussion of the design 
of hundreds of objects, from door knobs to kitchen utensils to electronics, Norman 
presents a first-hand look at how humans interact with each object and what 
characteristics of its design make it usable (or not).  The text has wide circulation among 
designers of all types and is a basic text in some university courses in the field of 
software usability.   
Norman (2004) described his background and work as interdisciplinary and 
varied: 
I have a background in both engineering and the social sciences, with both 
academic and industrial experience.  I spend about half my time consulting with 
the Nielsen Norman Group . . . , half my time teaching, and the other half of my 
time writing.  I’m Professor of Computer Science, Psychology, and Cognitive 
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Science at Northwestern University.  I’m also Professor emeritus at the University 
of California, San Diego (in Cognitive Science and Psychology).  (¶ 4). 
The varied nature of Norman’s background and current work is consistent with 
anecdotal accounts I have encountered over the last decade through interaction with 
usability professionals at conferences and workshops and in work projects.  With 
university programs in usability still emerging as a separate academic discipline, there is 
yet to be a single training and career path from which usability professionals emerge.   
Journals and organizations.  Recognition and communication of techniques and 
practices among like-minded individuals, with a specific focus on evaluating and 
influencing software development toward user-centered designs, marked the beginnings 
of professional cohesion.  Academic journals and professional organizations also marked 
the emergence of human-computer interaction and usability from the 1970s to the mid-
1980s.  The publications and organizations reflect both the work practice and academic 
backgrounds and approaches of those interested in the field.  On the academic side, the 
International Journal of Man-Machine Studies was established by Academic Press in the 
mid-1970s and was later updated to the International Journal of Human-Computer 
Studies, publishing studies in human-computer interaction and the implementation of 
artificial intelligence in systems, as well as mathematical and engineering approaches to 
studying human behavior.2  The journal Human Computer Interaction followed in 1985, 
solidifying the long-used “HCI” term as a separate scientific discipline.  The Association 
for Computing Machinery (ACM), a scientific and educational organization founded in 
                                                 
2 See the website of the current publisher, Elsevier, at: http://hcibib.org/hci-sites/JOURNALS.html. 
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1947, gave rise to a special interest group—ACM SIGSOC—that made significant 
contributions to the scientific foundations of usability.  Although ACM SIGSOC began 
as a special interest group for computing in the social and behavioral sciences, the human 
sciences background of its members created an environment that promoted an increasing 
focus on the interaction of human with machine, rather than on simply social science 
computing applications.  By the late 1970s, SIGSOC was clearly a different group and, in 
1982, was renamed SIGCHI, the special interest group for computer-human interaction 
(Borman, 1996).  The ACM SIGCHI Bulletin was also established at that time.  SIGCHI 
conferences and bulletins have become a central destination for scientific publications of 
human-computer interaction studies.  The organization and publications derive from and 
are focused on those interested in the empirical aspects of HCI. 
Simultaneously, certain individuals employed in software and other technology 
development began applying usability to design and performing usability evaluations and 
testing.  Established in 1991, the central professional organization for usability as a 
separate discipline is the Usability Professionals Association (UPA).  The organization 
was founded by Janice James to promote networking and skills development in usability.  
It served as a point of coalescence for usability “practitioners,” the multi-disciplinary and 
multi-background individuals who came to usability through their work, as well as those 
who entered through academic routes.  A UPA member noted, in introductory remarks at 
a conference in the late 1990s, that SIGCHI conferences are “positively frightening,” 
with their emphasis on statistics and the heavy use of empirical terminology, often 
unfamiliar to usability practitioners who came to the field by professional routes other 
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than scientific academic studies.  UPA conferences and publications reflect this bent 
toward practice, although empirical research results are welcomed as support for daily 
practice approaches and decisions. 
Usability as a discipline, practice, profession. 
The seminal work that helped establish usability as a profession, and the basic 
principles required to practice it, was Usability Engineering, by Jakob Nielsen, published 
in 1993.  The text makes only the briefest mentions of ergonomics, however, and 
includes only one footnote recognizing the potential overlap between the fields and one 
mention of technical writers as potential secondary usability evaluators.  Nielsen’s own 
academic background was in computer science, with a doctoral specialty in user interface 
design, and ergonomics sources are cited only in terms of hardware design.  Given 
Nielsen’s extensive references, and the annotated bibliography in the book, this does not 
appear to have been an intentional use of previously developed concepts without 
crediting them.  Rather, it reflects the word-of-mouth and “in practice” sort of way that 
the usability profession has evolved, and the way in which usability concepts have now 
proliferated throughout popular publications on the subject by individuals who have no 
notion of their basic foundation in an established science. 
An applied solution: shifting developer focus. 
The attitude of product interaction being solely the responsibility of the user, and 
poor usability being due to user error or even user stupidity, began to shift when software 
developers began receiving information and education on user-centered design and seeing 
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its benefits.  With this shift to user-centered approaches and thinking, the resulting 
designs required fewer usability changes and created less user frustration than before 
(Bailey, 1993).  
These changing views of the user, and their impacts on the design, have been 
highlighted in this author’s direct observations from 1996 to the present, in her work as a 
researcher and software development team member at a university applied research 
laboratory, specifically within an information systems division.  Prior to the introduction 
of usability into that information systems laboratory, the common responses by 
programmers to user-centered design recommendations included, “They’ll just have to 
learn it,” or “Put it in the documentation,” or “Those aren’t even supposed to be our 
users; our users are supposed to be computer science people,” thereby ignoring the reality 
of the user population.  These comments, and the prevailing beliefs behind them, gave the 
programmers an “out,” a way to dismiss usability because the users were simply “stupid.”   
In response, my usability team in the information systems division of the Applied 
Research Laboratories, The University of Texas at Austin, devised and presented a course 
in “Basic User-Centered Design,” which became a routine requirement for software 
developers and support staff.  In the course, the developers have the opportunity to see 
examples of poor design and to experience the pain of working with a poor design.  They 
are also provided a reference tool (Faulkner, 2002) intended to hang above their own 
computers, visible as they work on their designs and coding.  The reference tool was 
developed by this author in response to a developer’s request for some “sort of usability 
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checklist.”  Knowing the state of developers’ offices, it was apparent that a checklist on 
common office paper could easily be lost among other papers.   
Design of a single-page checklist to laminate or tack on the wall quickly became 
problematic.  There was both high-level and detailed information, which began spilling 
onto multiple pages, creating the possibility that the list would become overwhelming 
and later elements would be overlooked.  The high-level information was derived, with 
modifications and updates, from Nielsen’s 10 heuristics.  However, because of the 
general nature of those phrases, and the fact that this reference tool was being created for 
developers, rather than usability professionals familiar with Nielsen’s terms, questions 
would have arisen about what they actually meant and how to apply them.  For example, 
just what does “Follow Real-World Conventions” mean, in practical terms?   
Accordingly, more-detailed descriptions and recommendations were written that 
developers could immediately apply to any designs on which they were working.  
Finally, the question of physical presentation had to be addressed for what was evolving 
from a checklist into more of a reference guide.  The solution was to turn it into a 3-
dimensional object, with the basic principles always visible, and the detailed ones readily 
accessible.  The result was a graduated-page flipbook, with a tab for hanging it above the 
developer’s computer, like a wall calendar.  Various designs and color schemes were 
tested with the developers themselves, with the final result being a reference that the 
developers described as “useful” and even “pleasant-looking” (Figure 1 and Figure 2).  
All of the team members who received the reference tool readily put it up in their offices. 
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Figure 1.  Top-level View of Usability Reference Guide for Software Developers (Faulkner, 
2000) 
 
Figure 2.  Sample Detail View Inside the Reference Guide (Faulkner, 2000) 
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Even years later, this reference tool remained posted and within the view of the 
developers’ workstations, never lost in a myriad of other papers.  A policy was also 
instituted that the only way to obtain one of these attractive guides was to attend the 
course; in this way, the development and support staff received usability information in 
multiple ways.  Over the years, developers who had received the training and reference 
tool regularly used the terms and concepts when discussing any product design.  Further, 
usability evaluations and tests of their designs revealed consistently decreasing numbers 
of usability problems and consistently increasing user acceptance during iterative testing 
and version releases.  Prior to receiving the training and reference tool, the developers did 
not speak of or apply usability design concepts, unless specifically prompted by the 
usability team.  After using the reference for some time, the developers spoke of and 
worked with these concepts as if they were commonplace.  The developers themselves 
even became advocates of the usability concepts in the guide, self-correcting their own 
designs and making recommendations in alignment with usability guidelines during peer-
development reviews. 
Through the training, the reference tool, and iterative design recommendations 
from usability professionals, the development staff came to understand the truth behind 
the phrase, “There are no stupid users, only poorly designed products,” and the usability 
of their products showed marked changes for the better.  Usability evaluations of new 
designs prior to the user-centered training and reference guide revealed multiple, 
pervasive, and basic usability problems throughout.  Evaluations, by the same usability 
experts, of post-course new designs revealed the existence of primarily subtle usability 
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problems, and only one or two problems in the same number and types of windows where 
once there would have been many issues found. 
Benefits of usability improvements. 
Individuals invest considerable amounts of time and money in learning and 
navigating the complexities of software, whether in the form of programs on desktop 
computers or menus under the “record” function on VCRs.  Despite its prominent status 
as a direct consumer industry, software has a history of being notoriously difficult to use.  
In the software development industry, there are various terms that describe the workings 
of the program from the perspective of its use.  A program is functional if it works—
specifically, if the code processes the information in the intended manner.  Software is 
robust if it is difficult to break, in other words, if it can be stressed by mistakes or large 
amounts of data and continue to function.  A program is usable if it is both functional and 
robust, and also provides for ease of use, learnability, and user support. 
A usable program is created through a series of perspectives common in many 
other industries, and overrides those previously common to the software industry.  
Usability demonstrates an awareness of the needs and abilities of the end user, not of the 
person who designed the architecture or wrote the code.  User-centered program design 
begins with the user and works back to the technology, rather than beginning with what 
the programmer knows about the technology and ending with an afterthought of a user 
interface.  A real-world example of this was described in a study on a telemedicine web 
interface.  The design included a section containing visual medical images, including X-
rays.  Access to the images was placed on the main page; however, physicians using the 
29 
site could not find the access link.  The link had been named “multimedia” by the 
programmers, which made perfect sense to them; however, the physicians were searching 
for the medical term, “radiology” (Lathan, Sebrechts, Newman, & Doarn, 1999).  The 
terminology matched the programmers’ understanding of the items, but not that of the all-
important end-user. 
Usability in design can improve end user productivity by reducing, among other 
things, cognitive load, steps to complete a process, and the need to enter the same 
information multiple times.  User-centered design results in products that facilitate user 
tasks without interfering with user goals.  Usability improvements in software design can 
translate into considerable cost savings; conversely, poor usability can be costly, at both 
individual and corporate levels.  Scarce resources in the software development industry 
include technical talent, time, on-screen “real estate,” and the processing capabilities of 
hardware.  These economic drivers play crucial roles in products delivered to end users 
(Bias, 1994).  Another significant driver in ultimate quality of software is the interplay of 
resource allocations, markets, and other economic activities with laws, governments, and 
hierarchical institutions. 
One example of a user productivity change was observed and calculated in a 
research and development software project.  The project was an experimental piece of 
software developed at a research laboratory for use by military analyst/trainers, who were 
already having to track multiple applications and information inputs in their daily work.  
In an early design of that software application, there were three areas identified by 
empirical user observation, where totals of 36, 54, and 23 errors, respectively, were 
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committed by seven users.  These clusters of user errors indicated the potential for design 
changes, which were made during this last project cycle.  The usability professionals on 
the team sought to demonstrate the impact of these errors by accounting for the amount 
of time required for each user to respond to the error, the number of times per day that the 
users would encounter the error, and the average salary plus benefits and overhead costs 
of the user population.  The results of those calculations are shown in Table 1. 
Table 1.  Sample Calculation of Cost of User Errors 
Time lost to errors 
Errors committed by 7 test 
users and average seconds 
lost per user 
Minutes lost 
per user 
No. of times 
error occurred 
per day 
Minutes lost per 
user per day 
Hours lost per 
user per year 
36 errors at 30 seconds each 2.60 5 13.00  
54 errors at 16 second each 2.05 2 4.10  
23 errors at 60 seconds each 3.28 1 3.28  
Totals   20.38 88.4 
 
Cost of time lost to errors 
 
Hours lost per 







Annual cost of 
usability problem 
 88.4 $4,950.40 100 $49,450.40 
 
These design flaws were repaired by the development team and retested by the 
usability team.  Retests on all three elements had a zero error rate.  Multiplied by the 100 
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users affected, these three small design changes saved the customer organization 
$49,504.00 per year for a product that would be used over a number of years. 
A counter-example of this was a timesheet program developed for internal use by 
an information technology group (Grosvenor, 1999).  Once the timesheet was 
implemented, 120 people were required to spend about 20 minutes per week completing 
timesheets online that previously took about 15 seconds to fill out by hand.  The idea was 
that it would save administrative time.  It did, indeed, saved the one administrator’s time.  
That one person had previously spent two days a month entering, correcting, validating, 
and compiling the timesheets, a task that the new software reduced to about 20 minutes.  
However, given the increase in timesheet completion by the employees, this represented a 
net productivity loss in the group of 92.67 person-hours per month.  The loss is magnified 
when the cost of developing the custom timesheet software over a two-year period is 
included. 
Simple design changes, especially when they are made early in the lifecycle of a 
software program, can provide significant cost benefits that offset the cost of 
development (Karat, 1994).  A breakdown of how these economics can play out appears 
in Table 2 below.  This table was prepared for a real-world corporation, based on 
preliminary usability problems identified in a software program routinely used by the 
organization’s employees.  The table first presents a detailed breakdown of costs and 
savings, by category, then provides a summary of the potential cost benefits. 
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 Users 250  
 Screens per day 60  
 Days per year 230  
 Processing time reduced 
per screen  (in seconds) 3 
 
Hourly Rate $25.00  
 Total $71,875.00  
Decreased User Error  
 
 Users 250 
 
 # of errors eliminated  
    per user per day 0.2 (This example estimates that 1 error 
per user per week was eliminated) 
 Recovery time 2 (in minutes) 
 Work days per year 230 
 
 Hourly rate $         25.00 
 
     Total $    9,583.33 
 
Decreased training costs  
 
 Employees 250 
 
 Training course duration 5 (in days) 
 % reduced by 10% 
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 Hourly rate $         25.00 
 
 Total $  25,000.00 
 
Decreased late design changes 
  
 # of changes made early 20 
(Changes made early cost 1/4 of 
changes made after implementation) 
(Pressman, 1992) 
 Days per change 1 
 
 Hourly rate $         50.00 
 
 Early change cost $    8,000.00 
 
 Late change cost $  32,000.00 
 
 Total saved $  24,000.00 
 
Decreased user support 
 
 
 Users 250  
 User calls per year 4  
 Time per call  10 (in minutes) 
 User support rate $         35.00 (cost per hour) 
 Total $    5,833.33  
Total savings $136,291.67  
Summary 
Increased user productivity $  71,875.00  
Decreased user error $    9,583.33  
Decreased training costs $  25,000.00  
Decreased late design changes $  24,000.00  
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Decreased user support $    5,833.33  
 Total savings $136,291.67  
 
 
In this example, the design intervention that would have found the error that was 
fixed could have been provided at a cost of approximately $25,000 and would likely have 
found additional errors resulting in further savings as detailed above (Faulkner & Wick, 
2004). 
Without accurate information on the end user and without well designed plans, 
the costs of software development and delivery also increase.  Documentation requires 
more detail, more words, more time and, if printed, more paper and production time and 
cost.  Help line calls are greater in number and length.  Addressing those problems 
identified by users after the product has already been deployed requires reworks of the 
software by the developers.  Reworks are more difficult and expensive than initial design 
and coding (Pressman, 1992).  Accordingly, it is most cost effective to catch potential 
usability problems up front, so long as there are cost-effective methods to do so. 
Low-cost usability evaluations. 
The benchmark usability text, Usability Engineering (Nielsen, 1993), brought 
together a series of concepts that had begun to develop and expanded them into a concept 
termed “discount usability.”  One of the techniques described was “heuristic evaluation.”  
The idea of the technique was to draw on the user-centered design expertise of the 
usability practitioner and enhance it with a set of known usability criteria against which 
the practitioner could evaluate any software application, or for that matter, any product, 
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to identify usability problems.  The approach provided the added benefit of allowing an 
individual to perform a more comprehensive investigation of a product than might be 
possible in user testing.  A usability evaluator can intentionally reach more possible 
combinations and detailed aspects of an interface than would be possible in a user test 
session, especially one that is task-based. 
When usability feedback is provided to the developer between design iterations, 
software usability improves over the lifecycle of a product (Bailey, 1993).  The Bailey 
study demonstrated multiple improvements, including a 26% reduction/improvement in 
user performance time to complete the same tasks, from the first design to the third. 
One definitional note to keep in awareness is that “usability evaluations,” such as 
“heuristic” or “checklist” or “expert” evaluations, are separate from “usability testing.”  
This dissertation is focused on the usability evaluation only.  Usability evaluations are 
performed by an individual or team involved in the design of the product, whether 
directly or as independent evaluator/consultants.  Usability testing is performed with 
actual or representative end users who interact with a system, or even a low-fidelity 
prototype, and are observed by the usability practitioners.  The two methods are most 
often and most effectively used in tandem (Bailey, 1992). 
Nielsen and Molich:  A beginning methodology. 
Current heuristic evaluations consist of practitioners applying ten general 
usability principles, either from memory or a brief list, reporting the results in some 
individual fashion.  This technique is based on early 1990s publications in which Jakob 
Nielsen, the best-known software usability expert, and his colleague, Richard Molich, 
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first described heuristic evaluations as a low-cost, early detection method for usability 
problems, and named nine basic heuristics to be applied (Nielsen & Molich, 1990).  Since 
then, the procedure and these heuristics have proliferated internationally and are used and 
quoted with religious fervor by usability practitioners and advocates.  They have become 
so widely known, used, and quoted that even Nielsen’s (1993) own detailed descriptions 
and subcategories of them, and his subsequent refinement of them (1994), “based on a 
factor analysis of 249 usability problems,” went largely unnoticed.  As the usability 
profession merged with and emerged from other disciplines, various versions of 
heuristics were created independently by multiple practitioners in various environments 
(for example, operating systems, general use applications, and the web).  Each list 
brought its own value to the individual evaluating technology products, particularly 
software, and to the usability of the resulting product by highlighting areas for and 
prompting design changes to benefit the user. 
Nielsen and Molich’s (1990) contribution to the field was three-fold: to give the 
process a name, to derive the most common heuristics and, finally, to promote and 
publicize these.  Nielsen (1994) later added a tenth heuristic.  He also provided detailed 
descriptions and additional criteria for each of the ten high-level categories.  With those 
ten short-phrase descriptions of the heuristics he performed a rudimentary meta-analysis 
comparing those ten high-level heuristics against the other more detailed heuristics, 
concluding that the Nielsen/Molich ten were the most effective at finding the greatest 
number of usability problems and that the other, more detailed heuristics added only 
minimal value. 
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Good enough value.  This argument for a “good enough” value and “minimal 
value-added” was not the first of its kind in the usability field.  Nielsen and a predecessor, 
Robert Virzi, made the same argument in regard to the number of users needed to test an 
application.  Specifically, the argument centered on the concept of “diminishing returns,” 
indicating that the benefit of adding more test users flattened or dropped off, creating less 
and less value added as the number of test users increased.   
Virzi (1992) performed a study of usability test results to demonstrate that the 
practical applications of usability testing in industry required far fewer test participants 
than empirical studies that require statistical validity.  He supported this using a “law of 
diminishing returns” premise, indicating that fewer new usability problems would be 
identified by each new user added to the test.  Nielsen took this a step further in Usability 
Engineering, leaving practitioners with the popular impression that “it only takes five 
users to test usability.”  This notion was attractive to emerging usability professionals 
who were struggling on two fronts to gain acceptance and recognition: inclusion in 
competitive software development budgets and acceptance of their recommendations by 
programmers who were previously the sole owners of the design process.  Accordingly, it 
is not surprising that these “discount techniques” of five-user tests and ten-heuristic, 
unstructured evaluations were attractive and proliferated throughout the practice of 
usability. 
Beyond “good enough.”  As the usability field matures, the “five-user 
assumption” for usability testing is being increasingly challenged.  Likewise, the discount 
version of heuristic evaluation is also being challenged.  For example, Robert Bailey 
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(2001) of Human Factors International stresses the importance of relying on more 
detailed “research-based” heuristics.  The question then arises, “What if a heuristic 
evaluation method could be created that is more detailed and effective than the current 
traditional method, even if both were performed in the same amount of time?” 
The evaluation method is left up to the individual evaluator, but generally consists 
of going through the interface several times and checking it against each high-level 
heuristic (Nielsen & Mack, 1994).  To find a higher percentage of usability problems 
during an evaluation, Nielsen recommends increasing the number of evaluators. 
Studies have shown that evaluators using the traditional “10-step” heuristic 
evaluation method can miss a number of usability problems that could otherwise be 
found with more detailed methods (Bailey, Allan, & Raiello, 1992; Stanton & Stevenage, 
1998).  End user testing is the other, single-most effective method for identifying 
usability problems.  It has been shown that heuristic evaluation and user testing overlap 
in the usability problems they reveal, but also that each reveals problems that the other 
method misses (Fu, Salvendy, & Turley, 2002).  One detailed method is a heuristic 
evaluation with greater granularity than the traditional approach.  Sometimes called an 
“expert evaluation,” it applies a more rigorous list of research-based heuristics than the 
summary ten recommended by Nielsen (Schaeffer, 2001). 
Another known limitation of usability evaluations is the tremendous variability in 
the usability problems found by different evaluators.  Typically, the usability 
professionals who perform heuristic evaluations also perform the usability testing on the 
same product.  It is, therefore, disturbing to discover that in one controlled study of nine 
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teams performing usability testing on the same product, of the 310 different usability 
problems reported by the teams, in sum, only two of those problems were found by six or 
more of the different organizations.  Further, 75% of the problems were identified by 
only one organization, and some of those were issues classified as “serious” for the end 
user (Molich, Ede, Kaasgaard, & Karyukin, 2004).  Following a review of 11 studies 
regarding reliability in usability evaluations, Morten Hertzum and Niels Ebbe Jacobsen 
(2001) specifically stated, “The average agreement between any 2 evaluators who have 
evaluated the same system using the same UEM [usability evaluation method] ranges 
from 5% to 65%” (p. 421).  Their article is appropriately titled, “The Evaluator Effect: A 
Chilling Fact about Usability Evaluation Methods.” 
An innovative researcher in Japan has proposed two changes in method to 
increase the number of usability problems found by independent evaluators.  These are 
discussed below. 
Masaaki Kurosu:  Bringing structure into the field. 
In recent years, the simplistic nature and limitations of that largely undefined 
process and ten single-line heuristic concepts have increasingly been called into question.  
In response, Japanese usability researcher Masaaki Kurosu, usability professor and 
researcher at Shizyoka University, developed the Structured Heuristic Evaluation Method 
(sHEM) and a set of detailed heuristics.  Through empirical study, he demonstrated the 
superiority of a structured method.  However, the cultural bent and undefined nature of 
his heuristics made them difficult to apply to a non-Japanese audience. 
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Kurosu recognized two major limitations of the traditional method.  First, the 
high-level heuristic list lacked detail.  Evaluators risked missing specific usability 
problems that could reside beneath the broad descriptions.  Second, evaluating an 
interface for all heuristics in a single session created cognitive overload for the 
practitioner and a decrease in performance for finding usability problems within the 
categories that were examined late in a session, as opposed to those categories examined 
early in a session. 
Kurosu’s Structured Heuristic Evaluation Method (sHEM), and an associated 
checklist, were developed in response to the limitations of the original, broad heuristic 
list and method.  Kuroso’s method breaks the heuristics into major categories and uses 
them as a checklist.  Evaluators then approach the evaluation in a structured manner; 
specifically, they address only one category of heuristics per session, take a break, and 
proceed with the next category in a new session.  Kurosu’s research team subjected this 
method to empirical testing and found it to be a highly effective approach to finding 
usability problems with heuristic evaluation techniques (Kurosu, Matsuura, & Sugizaki, 
1997; Kurosu, Sugizaki, & Matsuura, 1998). 
Kurosu and his team tested the efficiency and validity of this method using 
independent raters, intensive testing, and statistical analysis.  They tested the detailed 
heuristic list against the more general Nielsen categories, as well as two versions of the 
Kurosu list, with 32 and 41 heuristics, respectively.  In those three conditions, given the 
same amount of evaluation time, participant evaluators found 102, 157, and 167 usability 
problems, respectively (p < .001).  Further, Kurosu, et al, report that in the 
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Nielsen/unstructured condition there was a tendency for the evaluators to become less 
effective as the session progressed (r2 = 0.82), whereas this drop in performance did not 
occur in either of the sHEM conditions.  
The structured method gave practitioners a defined, repeatable approach.  
Evaluators tested became sharper at catching usability problems because of how the 
method chunks and separates evaluation categories and sessions.  Additionally, there 
were no significant differences in the numbers of problems found in early versus late 
sessions. 
Developing a New Usability Evaluation Tool 
Kurosu’s publications describing sHEM set out only a list of the heuristics that he 
used.  This list provided high-level categories within which the evaluators were to 
examine the product, with breaks between categories and detailed heuristics to use within 
each category session.  However, the list itself, in outline form, looked long and complex, 
with no clear delineation of where sections should break and how criteria were chunked 
together.  To increase attractiveness and applicability of the method for usability 
practitioners, I and a research assistant set out to use Kurosu’s categories/breaks/details 
concepts, and also to create a visual format that would lead the practitioner through the 
process. 
Additionally, many of Kurosu’s detailed heuristics were vague or difficult to 
understand outside of his team’s Japanese culture, using terms such as “pleasantness,” 
“beauty,” and “broad-mindedness.”  A colleague and I developed a set of detailed 
heuristics, with language more specifically understandable by software development 
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practitioners in the U.S. and in western Europe, derived from various prominent or 
research-based sources.  To promote the easy application of the structured method, we 
created a paper checklist, using psychological principles that provide overt and subtle 
cues to lead practitioners through the process and encourage adherence to it.  When 
Kurosu developed and tested his sHEM, he had a “captive audience” of sorts.  The test 
was performed using only students in his program as the participants.  This was sufficient 
for demonstrating the effectiveness of the method.  However, despite numerous papers 
and conference presentations of this method, the profession at large ignored his 
contribution and continued on the previous path of the traditional Nielsen-Molich 
heuristic evaluation, sometimes expanding it with their own heuristics or approaches.  
Seeing value in applying Kurosu’s approach to our own team’s usability practices, we set 
out to design a repeatable evaluation practice that could be used consistently by anyone 
who joined our team, and a supporting tool for it. 
Designing the evaluation sheet.  
The development of human-centered display design concepts (Wickens, Gordon, 
Liu, 1998) prompted a revisit of the Kurosu and Nielsen heuristic lists.  The contrast that 
the design concepts presented showed the heuristic categories as being in system-
centered language; they were about the interface and its elements.  By contrast, the design 
concepts were about human beings, specifically, within these four categories: 
• Perceptual principles 
• Mental model principles 
• Principles based on attention 
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• Memory principles 
Using these as a framework, we began devising a heuristic checklist for use with 
Kurosu’s structured method by converting the general design display principles to 
specific checklist categories and using detailed descriptions from within Nielsen’s text 
and Kurosu’s list for line items, then sorting them into the corresponding categories.  The 
first challenge was to translate the psychological terms used in the design concepts into 
simple language that could be understood by practitioners who did not have a cognitive 
psychology background.  Accordingly, we renamed Wickens’ categories as follows: 
• “Memory principles” became “Support for What the Human User Can and 
Needs to Remember.” 
• “Perceptual principles” became “Support for How the Human User Sees and 
Hears Things.” 
• “Principles based on attention” became “Support for What the Human User 
Needs to Pay Attention To.” 
• “Mental model principles” became “Support for How the Human User Thinks 
About Things.” 
Granted, the new phrases are no longer short or catchy tags, easily carried around 
in memory.  This, too, serves a purpose in the revision.  The idea of each category title is 
not for it to be remembered, but for it to trigger in the usability evaluator a sense of what 
to keep in mind throughout that section of the evaluation.  Additionally, the need for 
some sort of reference in order to remember the longer phrases, of necessity, promotes 
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the use of the checklist, which is designed specifically in content and form to support the 
practitioner in the evaluation process. 
The second phase of revisions began with the sorting task for the detailed Nielsen 
and Kurosu line items, eliminating duplicates, or combining where appropriate.  This also 
entailed rewrites to promote cohesiveness and practical applicability.  It was necessary to 
reword Nielsen’s items in order to provide sufficient descriptive detail.  For example, 
Nielsen’s “multiple-level error messages” translated to “Long or detailed error feedback 
begins with short messages and links to more detailed information.”  Kurosu’s list 
contained a number of elegant but vague terms such as “fitness to the body,” “plainness,” 
“broad-mindedness,” “pleasantness,” “securedness,” and “support for motivation” 
(Kurosu et al., 1997, 1998).  These were converted to more specific, descriptive line 
items for the evaluator to apply. 
The physical design of the checklist form was the final piece.  To provide a form 
easily used as a checklist, as well as to provide maximum visibility via font size, we 
began with a table in landscape orientation.  The form began with general instructions 
regarding when and how to use it, followed by the table itself.  The landscape format 
provided the additional benefit of limiting the amount that could be viewed on any one 
page, thereby offering support for the evaluator to remain focused on the specific 
categories being used in a sub-session, one of the greatest strengths of the sHEM.  
Headings for each category and instructions for each sub-session, including what to keep 
in mind, were followed by the specific line items.  Passed/failed and notes/comments 
columns were included. 
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To promote even more strongly the specifics of the structured method, we 
provided a specific instruction line at the end of each segment—“Instructions to the 
evaluator: Take a 30-minute break before going on to the next section.  Relax; clear your 
mind of the previous evaluation.”  Following that instruction is a gray bar across the 
width of the table, providing a visual cue for the cognitive and physical break in the 
evaluation session.  By writing the tool using plain language and by providing specific 
instructions and visual cues, we hoped to reduce the cognitive load of the usability 
evaluator, thereby freeing up working memory for the real task at hand. 
Psychological foundations for the experimental evaluation sheet design. 
While the evaluation sheet and the experiment design originally stemmed from 
usability practice and from applied research, the design elements of the experimental 
evaluation sheet have foundations in cognitive psychology.  The splitting of topics into 
sections and the placement of the gray bar to interrupt thinking constitute a reduction of 
what is known as “proactive interference” in order to improve overall performance 
throughout the evaluation.  Proactive interference can be defined as impaired 
performance due to previously presented material (Kail, 2002); information from a 
previous task that is retained in working memory can interfere with a subsequent task 
(Domjan, 1998).  Accordingly, the term “interference,” in this case, does not imply a 
negative or even a positive value; it is simply a descriptive term for a cognitive concept. 
In the design of the evaluation sheet, evaluator performance was anticipated to be 
increased by dividing up the heuristics to be applied into smaller sets, based on the four 
Wickens categories, all with a common theme and with a specific category name and 
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definition that summarized them.  This resulted in sets of approximately twelve criteria 
per section.  Carpenter, Just, and Shell (1990) conclude that the number of items that can 
be held in working memory is critical to performance.  Working memory is what is used 
to retain information relevant only to the task at hand (Domjan, 1998); and working 
memory is a limited resource (Norman & Bobrow, 1975).  By reducing the number of 
heuristics to be held in memory during any one session, each session would be 
anticipated to be more productive when combined, than if all had been addressed during a 
single long session, as is the common practice in usability evaluation (after Miller, 1956).  
Both the number of things that can be held in working memory and “attention control” 
are important to performance (Unsworth & Engle, 2005).  Accordingly, it was important 
not only to break the common single-session evaluation into several smaller sessions, but 
also to focus the participants’ attention on a limited number of particular topics during 
each session. 
Focused attention can be taxed by distraction from previous information, and by 
taxing working memory through the required retention of large amounts of information 
(Kane & Engle, 2000).  Having several elements competing for the same working 
memory resources can cause performance to deteriorate (Norman & Bobrow, 1975).  
Further, Kane and Engle propose that “dividing attention should impair the ability to 
overcome interference” (p. 350).  The design and implementation of the evaluation sheet 
was intended to reduce the evaluators’ immediate recall of previous evaluation topic 
areas so that they might focus, without interference of those previous concepts, on the 
next small set of concepts by which to evaluate the software product.  Accordingly, 
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memory principles applicable to the evaluation method and the sheet design with its 
intentional breaks are “proactive interference” and “retroactive interference.” 
Proactive interference refers to previous information getting in the way of the 
ability to retrieve information.  Pritchard (2000) describes precisely what Kurosu was 
attempting to overcome by introducing the Structured Heuristic Evaluation Method: 
In the Brown-Peterson task [recall of a trigram of consonants interrupted 
by having to perform algebraic computations], it was found that 
performance decreased across trials.  It was suggested that the decrease 
may be due to proactive interference, so changing the material being kept 
in STM [short-term memory] may improve performance.  It did, and that 
improvement is known as the release from proactive interference.  This 
is further evidence that interference is an important factor in STM 
forgetting.  (Pritchard, 2000, ¶ 6) 
The idea of placing the visual and time breaks, as well as topic sections, into the 
evaluation was to reduce the possibility of previous evaluation categories interfering with 
current evaluation categories.  In experimental literature it has been shown that inserting 
a delay between tasks reduces the retention of previous information in working memory 
(Domjan, 1998).  Additionally, placing items in limited visual chunks has been shown to 
improve performance, especially when participants were unfamiliar with the type of 
visual representation (Xi, 2005), as they would be in this study.  Xi also found that 
semantic organization and spatial grouping contributed to increased performance. 
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The detailed heuristics were also anticipated to reveal more usability problems 
than general traditional ones.  Research has shown that performance in identifying data 
can depend on the quality of the data:  if the inputs are apparent, they are more readily 
detected; if inputs are not apparent, they may require more processing time (Norman & 
Bobrow, 1975).  The difficulty inherent in each item has been shown to have an impact 
on performance (Carpenter, Just & Shell, 1990).  In a brief evaluation, such as the 
traditional heuristic approach, subtle but critical usability problems may be missed; they 
may also be missed using the limited rule-set provided by the ten heuristics.  In one 
experiment in which computer simulated intelligence test subjects were run, it was found 
that “one of the main distinctions between higher scoring subjects and lower scoring 
subjects was the ability of the better subjects to successfully generate and manage their 
problem-solving goals in working memory” (Carpenter, Just & Shell, p. 428).  One 
solution to improving accuracy on a given problem is to “increase the number of rules, 
goals, and sub-results” (Niemela, 2003, p. 353).  The solution of difficult items requires 
application of more rules or more difficult rules (Carpenter, Just & Shell, 1990).   
The anticipated result of the cognitive and visual design of the experimental 
evaluation sheet was that performance would be better on each focused section if 
memory of the previous section had been interrupted and therefore not have to remain 
resident in working memory.  This approach, then, is designed to overcome the effects of 
proactive interference created by previous heuristics and previous usability problems 
remaining in active memory by introducing breaks between the sections, having the 
evaluator leave the task during the break periods. 
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Testing the Tool 
This project examined two approaches to further refinement of heuristic 
evaluation in a professional field that was previously based on the individual intuitiveness 
and personal expertise of the usability practitioner.  This study was intended to 
investigate the effectiveness of a detailed, precise approach to usability evaluation in 
comparison to the traditional approach of using highly general categories and 
unstructured practices that rely heavily upon the individual differences of the evaluators.  
The structured versus unstructured evaluation methods and the detailed versus general 
criteria sets were tested in a 2 x 2 research design. 
Conclusion 
As the usability field develops and matures, professionals and the teams with 
whom they work are increasingly desirous of quantitative methods.  Defined methods, 
such as The Usability Professionals’ Evaluation Checklist, are springing from the 
foundations of traditional approaches.  It is hoped that, as these new methods are applied 
and refined in multiple, real-world, technology development projects, and as they are 
subjected to use and scrutiny by experienced usability professionals, they will serve as 
foundations for further refinements and springboards for new and even more effective 
methods in the future. 
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Chapter Two:  Methods 
The study was intended to test the following hypotheses:   
• Participants would find more usability problems using the contemporary 
heuristics (detailed) than the traditional heuristics (general). 
• Participants would find more usability problems using a structured 
evaluation method than an unstructured evaluation method. 
• Participants would find more usability problems when 
contemporary/structured were combined than under any other condition. 
Demographic data also allowed the examination of the relative performance of 
professionals new to the usability field and those who were more experienced. 
Participants 
Sixty-three usability professionals participated in the experiment.  (After testing 
the first 40 participants, a power analysis calculation indicated that 62 participants would 
be required to detect statistical differences between the test cell results.)  It was a 
particular challenge to both find a sufficient pool of usability professionals to test, and 
test them under equivalent, controlled conditions.  To address this issue, I arranged with 
the Usability Professionals’ Association to conduct the experiment during one of its 
annual meetings, thus gaining access to a guaranteed pool of participants across a range 
of experience levels and backgrounds.  Arrangements were made with the conference 
hotel for three small, identical testing rooms.  Each room was equipped with a Dell 
Latitude laptop computer, with each of the three having an identical configuration and 
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containing the “invented” website to be studied (see below for a description of website 
and data collection sheets).  Completion time was controlled by giving each participant in 
all conditions the same amount of total working time to complete the exercise (see 
instruction and data collection sheets).  Informed consent was obtained via cover letter 
(Appendix B), approved by UT-Austin’s Institutional Review Board (IRB). 
Materials and Test Procedure 
A test website titled “The Movie Connection” was created for purposes of the 
experiment.  The site was intentionally created with 40 known usability problems, 
ranging from severe to subtle.  The basic instruction given to all participants was to 
perform a heuristic evaluation to identify and record as many problems as possible within 
the allotted time period.  Of course, there was every chance that additional, unintended 
usability problems were also designed into the test site. 
The website designed and tested. 
Multiple considerations had to be addressed in the selection of a product to be 
evaluated.  It had to be small enough to be evaluated in a short period of time.  Informal 
conversations with various usability professionals indicated that most would be willing to 
participate in a session that lasted up to about 45 minutes and preferably less than an 
hour.  The product had to be able to run locally so that Internet performance variations 
would not interfere with the timed test.  Finally, a set of known usability problems should 
be identifiable in advance, to provide maximum accuracy when counting the number of 
usability problems found and missed as logged on the participants’ data sheets.  An early 
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decision was to use a website rather than an application, because the programming 
involved in creating a website with built-in problems had  a lower risk of creating 
unanticipated software bugs.  In the field of software development, a bug also can create 
a usability problem or be double classified as a bug and usability problem.  For the 
purposes of this study, an intentional code bug was one of the built-in problems, 
described in the next section, and thus was known to me and to the research assistant who 
designed the test site, whereas other software application bugs and usability problems 
might have occurred without our knowledge.  Software applications also had inherent 
problems in terms of licensing and permissions for use, size, complexity, and ability to 
run fully, independently of any other applications except for the operating system. 
Websites were the next option and are the other most common product evaluated 
by usability professionals.  The research assistant and I considered using an existing 
website, not intentionally created for the study, to provide a more real-world feel for the 
test.  However, this could have introduced a number of research challenges, not allowing 
for maximum control of variables.  Even an approximation of the number of usability 
problems within a site would be difficult to know in advance and it would have required 
pre-test heuristic evaluations, by multiple evaluators, to come up with a robust list of the 
known problems in the site prior to test.  The most rigorous and feasible solution, then, 
was to design a website that was: 
• Large enough to contain multiple usability problems for the participants to 
find and for the researchers to count 
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• Small enough to load and run easily and to run independent of an Internet 
connection so as not to add performance complications to the test 
• Small enough to be evaluated in 45 minutes 
• Complex enough in terms of design to allow for multiple, identifiable 
usability problems, but not containing such technical complexities as “flash,” 
which does not always run reliably on certain browsers or machines 
• Designed internally by the research team so that licensing and permissions 
would not be an issue 
• Of a level of simplicity of implementation so that it could be easily created 
and reworked, without external assistance, as it was prepared for the test 
sessions 
The site needed to contain subject matter that did not require specialized domain 
knowledge.  For example, like any website or software application, the real-world site for 
our own lab, the Applied Research Laboratories of The University of Texas at Austin 
(ARL:UT), is intended for an audience with specific areas of interest and expertise in 
particular areas of science.  Its most prominent initial features on the main page contain 
the following terms:  “Acoustics, sonar research, mine detection, acoustic intelligence, 
electronic imaging; Electromagnetics, positioning accuracy, target tracking; GPS, 
Information Technology, data mining, tactical decision aids, software tools.”  To avoid 
the participants feeling daunted by the contents of the site, the research assistant and I 
chose an easily accessible topic for all—in this case, a rudimentary site on films showing 
in movie theaters. 
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The “Movie Connection” website was designed to account for all of these 
considerations, and to build in a known set of usability problems of varying degrees.3  
Figure 3 shows the home page of the application. 
 
Figure 3.  Top-level, Home Page of Test Web Site 
The site was created as if it were in a “prototype” phase.  Usability professionals 
can evaluate designs, sites, and applications at nearly any phase in a product’s lifecycle, 
from paper prototypes to fully deployed applications already in use.  To promote some 
                                                 
3 The “Movie Connection” site was co-designed by Laura Faulkner and research assistant, Hannah Jackson.  
Ms. Jackson authored all of the html and Java script files for the site. 
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sense of realism of evaluation, the prototype phase was selected, because it would be the 
point where obvious usability problems would still exist in an implementation, as well as 
subtle problems.  Based on personal experiences and personal reports, it is also one of the 
more satisfying phases of product for the usability analyst to examine.  This is due to its 
being a near working model, which runs on the computer, but known to be changeable.  
The usability professional can “put it through its paces,” and provide feedback with a 
good possibility that the feedback will be implemented in the final application.  Feedback 
during the design and paper prototype phases can have the biggest impact on the final 
product and be the least expensive and easiest to implement, but lacks the full feel of 
performing the activities with the computer.  The fully implemented phase is not 
expected to still contain the most obvious problems; it is also the least likely and most 
expensive phase in which usability feedback could be implemented.  Accordingly, 
building and describing the experimental site as a prototype fit with the usability 
professional’s model of product maturity. 
Usability problems built into the test site. 
To provide maximum experimental control, 43 usability problems were built into 
the application.  The problems were created at four levels in terms of how apparent they 
would be and, as such, ranged from easy to difficult for the participants to find.  These 
levels were: “glaring,” “mid-range,” “subtle,” and “invisible.”  The varying levels 
provided the possibility of examining the performance of the varying evaluation tools at 
finding a wide range of problems, even those that were least apparent. 
56 
Figure 4 shows one of the screens, with one example of each level of designed-in 
usability problem marked.  Glaring problems were those that could be apparent to the 
most novice evaluator, and even to many average, non-usability-professional users.   
Mid-range problems were those considered to be detectable by those with some usability 
knowledge, that a user would likely work around or make a mistake using perhaps 
without fully realizing that the design was the source of the problem.  Subtle problems 
were those that required a closer inspection and some knowledge of usability 
conventions.  “Invisible,” in this case, was a shorthand term for usability problems that 
would require interaction with the interface in order to discover; in other words, they 
were not readily apparent upon simple visual inspection.   
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Figure 4.  A Test Web Site Window with Sample Usability Problems Marked 
Each example marked on the screen had the potential to cause one or more 
problems for the user.  Each also could be identified by the usability evaluator using 
either the traditional or contemporary heuristics listed on the data sheets. 
On the sample “Reviews” window above, the “glaring” problem of the 
background created obvious issues for the user.  First, upon entering this page from the 
other white-background pages, the bright green is a shock to the user and immediately 
distracting.  Participants and others who have clicked through this test site often have 
been observed having visible physical reactions when entering this page, such as a slight, 
but sudden blink and twitch of muscles in the head and neck, jerking the head an inch or 
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so back from the screen when it first appears.  This reaction to abrupt change in display 
has been demonstrated in research as well (Olsen, 2002).  Another obvious user issue of 
the background is the textured pattern, the intensity of which is distracting to the user and 
interferes with the lines and readability of the text. 
The “invisible” problem on the Reviews page would only have been found by the 
most thorough of testers.  The entry field was limited to 1000 characters, but the 
convention of providing the user with field entry parameters was not followed in the 
design.  If that convention had been followed, a simple parenthetical statement such as 
“(max. 1000 characters)” would have appeared after the “3. Type your reviews in the 
space below.”  For many users, this may not present a problem; of the thousands of user 
reviews on the prominent Internet Movie Database (imdb.com), the entries can be as 
short as a line or two, but, historically, entries occasionally exceeded 1,000 words.  The 
IMDB itself now has a minimum and maximum number of words for the review entry 
field, with the field being clearly marked “(maximum of 1,000 words, minimum of 10 
lines, see guidelines for details),” and with a hyperlink from the word “guidelines” to the 
actual guidelines page (Internet Movie Database, 2005, “Enter Comments” page). 
The “mid-range” usability problem on the page, while not as obvious as the 
“glaring” background problem, is also the one with the greatest potential consequences 
for the user.  The problem itself is the presentation of the Reset and Submit buttons.  By 
putting the Reset button first, a left-to-right reading user, as would be the case with this 
English-language site, risks deleting all of the data entered, with no opportunity to save it 
while in progress.  An “invisible” usability problem, specifically the lack of a 
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confirmation dialog and/or undo function compounded the problem.  Even better would 
be the addition of a Preview button, where the user would have an opportunity to review 
the writing before submitting it, then a Reset or Clear button somewhat off to the left of 
Preview.  Reset/Clear should pop up a confirmation box, because permanent loss of data 
is a severe consequence.  The Submit button would be best moved to the pop-up box 
containing the preview version of the text, also reducing the opportunities for the user to 
submit an erroneous entry.  Snapshots of all six of the screens in the test web site and a 
complete list of each built-in usability problem (by window, description, and level) can 
be found in Appendix C. 
Data collection sheets and experimental cells. 
Each participant was given instructions appropriate to one of the four cells in the 
2 x 2 design (see “Descriptions of categories” below).  The data collection sheets were 
multiple paper sheets printed with blank tables and column headings or other design, as 
appropriate to each of the four test cells.  Participants were randomly assigned to their 
respective cells by having one researcher schedule the participants, without knowledge of 
which condition they would perform, and the other researcher handing out the instruction 
and data collection sheets, which were mixed into sets of four by cell, to each new 
arrival, without having knowledge of that individual’s demographic characteristics.  This 
provided a double-blind approach to selection, avoiding the possibility for researcher bias 
by loading one condition or another, even unconsciously, to improve potential results. 
The four cells created by the traditional/contemporary heuristics and the 
structured/unstructured evaluation approaches appear in Table 3 below, followed by 
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Figure 5 through Figure 8 showing a sample portion of the test sheets for each of the four 
cells.  Complete, full-size reproductions of each test sheet appear in Appendix D. 
Table 3.  Purpose of the Four Cells with the Heuristic and Evaluation Variables 
  Variable:  Evaluation Method  







Measuring both original approaches as a 
baseline against which to test experimental 
conditions 
Identifying if structure alone had an effect 
on number of problems found 
 Contemporary 
(Detailed) 
Identifying if the contemporary heuristics 
alone had an effect on number of problems 
found 
Determining if the full, combined 
structured method and detailed heuristics 
increased the overall number of usability 
problems found over the 
traditional/unstructured approach, or 












Figure 7.  Sample of the Test Sheet for: Contemporary Heuristics  
Using the Unstructured Evaluation Method 
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Figure 8.  Sample of the Test Sheet for: Contemporary Heuristics Using the Structured 
Evaluation Method 
Test procedures. 
The sheets for each cell were attached in a packet, and the packets collated by 
condition (1, 2, 3, 4, 1, 2, 3, 4, etc.).  As participants arrived, they simply took the next 
available packet.  The participants had largely self-selected their schedule times for the 
test sessions, without knowledge of the experiment and no knowledge of the four 
conditions; this provided randomization of group selection without researcher bias.  
During the first 40 sessions there was no pre-selection for any demographic variables (see 
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description of demographics, below); for the final 20 sessions participants were pre-
selected for work experience to provide equal distribution of work experience across the 
4 cells of the design. 
Upon arrival and after receiving the assigned packet, the individual was assigned 
to the next available test room.  The participant reviewed the consent form, was given the 
opportunity to ask questions of the researcher, and was shown the computer, which was 
on and in a state ready for the test (with browser history having been cleared and the 
browser closed, and single icon displayed on the desktop to open the locally resident test 
site).  The participant was then encouraged to read the instructions, both the separate 
instruction sheet and the embedded instructions within the structured data sheets, and ask 
any final questions before beginning. 
A stopwatch was started as soon as the participant clicked on the icon to open the 
test web site.  The traditional/unstructured group and contemporary/unstructured group 
participants were timed for 40 minutes with no break.  The traditional/structured group 
and contemporary/structured group participants were timed in four 10-minute blocks for 
each of the structured sections, and were timed for 5-minute breaks between each section.  
During the breaks, they were encouraged to step out of the small test room and walk or 
relax in a private atrium area just off the test rooms.  Accordingly, total review time for 
all tests was 40 minutes.  During the test session, participants noted directly on the data 
sheets the usability problems found.  They were not allowed to return to previous 
sections. 
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Upon completion of the evaluation session, the participants completed the 
appropriate exit survey for their particular conditions.  They were allowed to select a 
small thank you gift, of $5-$10 in value; most were pleasantly surprised and some even 
declined, with nearly all indicating, “I would have done it for nothing!” 
Demographic Data and Exit Survey 
Demographic information and participant opinions were collected from each 
participant in a post-test survey.  Table 4 lists each question asked, also showing the 
group to which the question applied, the purpose for requesting the information, and the 
response choices provided to the participants. 
Table 4.  Description of the Survey Questions for Each Cell 
Group 
What the question 
was designed to 
determine Question Response choices 
All Experience with 
heuristic evaluations 
“As a usability professional, 
how often do you use heuristic 
evaluations?” 
Very often (5) 
Often (4) 




All Effectiveness of 
heuristic evaluations 
“How effective are heuristic 
evaluations in finding usability 
problems?” 
Very effective (5)  
Somewhat effective (4)  
Neutral (3)  
Somewhat  
ineffective (2) 
Very ineffective (1) 
All Opinion of traditional 
heuristic categories
  
“Do you find traditional 
heuristic categories to be 
valuable in performing 
evaluations?” 
Very often (5)  
Occasionally (4) 
Neutral (3)  
Sometimes (2) 
Never (1) 
All Whether participant 
creates own heuristics 
“Do you create your own 
heuristic items or categories? 
Very often (5)  
Occasionally (4) 







Experience of or 
opinion of section 
breaks during 
evaluation session 
“In the sheet you used for this 
test, did the section breaks 
refresh your thinking for the 
next section?” 
Very much (5)  
Somewhat (4)  
Neutral (3) 
Not very much (2)  






Experience of / 





In the sheet you used for this 
test, were the headings and 
categories in the list instructive 
and helpful? 
Very much (5) 
Somewhat (4)  
Neutral (3) 
Not very much (2)  





Preference of the 
contemporary 
evaluation method to 
traditional 
“How does this checklist 
compare to traditional heuristic 
evaluation methods?” 
More effective (5)  
Somewhat more effective (4) 
About the same (3)  
Somewhat less effective (2) 
Less effective (1) 
All Years of work 
experience as a 
usability professional 
“How many years have you 
worked as a usability 
professional?” 
[blank] 
All Current type of work 
or job 
“What is your current work 
assignment or position title?” 
[blank] 









All Academic discipline 
pursued 
“In what academic discipline or 




All Gender “What is your gender?” M, F 
 
All Nationality “What is your nationality?” [blank] 
 
The demographics portion was administered after, rather than before, the test 
session, and after the “opinions” survey questions, to avoid the potential self-stereotyping 
effect of reporting the information to the researcher prior to the test (Steele & Aronson, 
1995).  For example, someone reporting, prior to the test session, that he or she had “less 
than 1 year” of experience in the usability field might already consider himself or herself 
to be less than competent and perform more poorly than he or she would had he or she 
not been prompted to consider that lack of experience beforehand.  
Measures and Analysis 
Usability problems noted on the data sheets returned by the participants were 
compared against the list of known usability problems to count each of the following: 
• “Found” – Total usability problems identified 
• “Hits” – Known usability problems found 
• “Misses” – Known usability problems not found 
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• “Other” – Usability problems identified by participants that were not 
intentionally inserted into the product design by the researchers 
Data analyses were intended to be performed across each of the variables, 
structured versus unstructured methods, and contemporary (detailed) versus traditional 
(general) heuristics, as well as the variables in combination.  I hypothesized significant 
main effects of both the contemporary heuristics and the structured evaluation method, 
and a significant interaction with the contemporary/structured cell outperforming all 
others in terms of number of usability problems found.  This separation of heuristic type 
and evaluation method was not present in Kurosu’s study, since he tested his sHEM 
method only in a single type of comparison with the traditional method (namely, one 
group using sHEM with 32 criteria, one group using sHEM with 41 criteria, and a control 
group using only the Nielsen heuristics with no structure). 
Summary 
Using Kurosu’s research as a foundation for introducing structure into heuristic 
evaluation, I and a research assistant developed the Evaluation Checklist method and 
performed the study to identify whether detailed criteria, applied in a structured manner, 
had positive results for application in the usability field.  In particular, the study sought to 
demonstrate whether structure or detail, or both combined, could increase the number of 
usability problems found, regardless of such factors as the evaluator’s years of experience 
in the profession, education level, or experience with heuristic evaluations. 
71 
Chapter Three:  Results 
This chapter contains the descriptive statistics and analysis results of the study 
described in Chapter Two; the results will be discussed in Chapter Four. 
The first section of Chapter Three summarizes the demographic information 
regarding the participants.  The second section presents analysis results regarding the 
effects of the heuristics and evaluation methods, including interactions and covariates.  
The third section presents analysis results of participant responses regarding pre- and 
post-test experiences with heuristics and evaluation methods. 
Results with p < .01 are reported as strongly significant; results with p < .05 are 
reported as significant; results with p < .10 are reported as moderately significant; and 
results with p > .10 are reported as not significant.  Exact p values are provided wherever 
possible.  All probability values are two-tailed. 
About the Participants 
Sixty-three usability professionals, of varying levels of work experience and 
education, and from the disparate backgrounds that make up the field of usability, 
participated in the study.  Thirty-one of the participants were male, and thirty-two were 
female. 
Work experience ranged from a beginner in his first month in a usability job, to 
one participant with 22 years’ experience (M = 4.68, SD = 5.52).  In the interim analysis 
in which it emerged that work experience could affect results, participants were added so 
as to evenly distribute work experience through the four cells in the 2 x 2 design, with 
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33% in each cell having more than 3 years’ experience and 67% in each cell having 3 or 
fewer years’ experience. 
Education level was noted as follows:  Ph.D., Masters, Bachelors, Associates (or 
2+ years of college), and High School.  Most had upper division college degrees (n=55), 
with 60% of those as bachelor’s and 40% as graduate degrees. 
Degree areas reflected the diversity, as previously discussed, from which the field 
of usability has derived.  Nineteen of the participants had come from technical writing 
backgrounds, with degrees such as English, rhetoric, communications, information 
sciences, and library science; 18 came from the computer sciences, engineering, and 
natural sciences; 17 came from ergonomics, human factors, and psychology.  The 
remaining participants with college degrees came from liberal arts and business. 
Job titles are still rather fluid in the usability field.  As participants responded to 
the question, “What is your current job title,” hesitations were common, as were such 
introductory remarks as, “Well, I guess you could call me a ....”  The most frequent 
responses, at 34 out of 63, were titles beginning with the terms “usability,” “human 
factors,” or “user”, such as “usability analyst,” “usability/human factors engineer,” or 
“user experience manager.” 
Analysis Results:  Effects of Heuristics and Evaluation Methods 
Analyses were performed to investigate significant differences in number of 
usability problems found in the traditional and contemporary heuristics conditions, the 
unstructured and structured evaluation method conditions, and the interaction of the 
heuristics and evaluation methods conditions.  Further analyses were performed 
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regarding the significance and effects of expected covariates such as work experience and 
education level.  
Univariate and multivariate analyses of variance (ANOVAs) were conducted to 
test the hypothesis that the numbers of usability problems found by the participants were 
significantly different, according to the effect of heuristic and evaluation method.  
Significance of work experience was also identified in the ANOVA.  Analysis of 
covariance (ANCOVA) tested and controlled for the impact of work experience.  Primary 
results on participant performance are reported with means adjusted for the covariate. 
Main effects using ANOVA. 
More usability problems were found using traditional heuristics (M = 23.38, SD = 
8.62) than contemporary heuristics using ANOVA (M = 18.63, SD = 7.66) (F(1,59) = 
6.20, p = .016).  Using ANOVA, before controlling for covariance, the structured 
evaluation method (M = 22.54, SD = 8.42) did not significantly differ in usability 
problems found from the unstructured evaluation method (M = 19.47, SD = 8.37) F(1,59) 
= 2.61, p = .111).  There was a significant interaction between method and heuristic type 
F(1,59) = 9.74, p = .003.  See Figure 9, on page 75, for a chart of the 2 x 2 ANOVA 
results. 
Work experience covariate. 
There was a strongly significant association between work experience (covariate) 
and problems found (see Table 5), namely that those with more years’ experience in the 
usability field consistently found more usability problems. 
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Table 5.  Correlation Results of Work Experience with Problems Found 




Work experience Pearson Correlation .435  
  Sig. .001  
  N    63  
  
The association between work experience and problems found was the case 
regardless of heuristic or method:  1) there was no association between work experience 
and the type of heuristic used, whether traditional or contemporary (F(1,56) = .042, p = 
.838); and 2) there was no association between work experience and the evaluation 
method used, whether unstructured or structured (F(1,56) = 2.744, p = .103).  Therefore, 
the underlying assumption of equality of slopes was met (see Figure 9 and Figure 10); 
and a 2 x 2 factorial analysis of covariance (ANCOVA) was conducted to test the 
hypothesis that number of usability problems found is significantly different, for the 





















































Figure 10.  Interaction between Heuristics and Evaluation method, Controlling for the 
Covariate, Work Experience (2x2 ANCOVA Results) 
76 
Main effects by heuristic type, adjusted for work experience.  
ANCOVA analysis, controlling for work experience, revealed that significantly 
more usability problems were found using traditional heuristics than contemporary 
heuristics (F(1,59) = 6.54, p = .013).  See Table 6 and Figure 11 for descriptive views of 
these results. 
Table 6.  Usability Problems Found by Heuristics Used,  
Adjusted for Work Experience 
Variables Mean N 
Std. 
Deviation 
Traditional 23.16a 33 8.62 
Contemporary 18.78 30 7.66 
























Figure 11.  Usability Problems Found by Heuristic Type, Adjusted for Work Experience 
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Main effects by evaluation method, adjusted for work experience. 
Factoring out the effect of work experience, the structured evaluation method led 
to the discovery of significantly more usability problems than the unstructured evaluation 
method using ANCOVA analysis F(1,59) = 6.78, p = .012.  See Table 7 and Figure 12 
for descriptive views of these results. 
Table 7.  Usability Problems Found by Evaluation Method Used,  
Adjusted for Work Experience 
Variables Mean N 
Std. 
Deviation 
Unstructured 19.31 30 8.37 
Structured 22.63a 33 8.42 
























Figure 12.  Usability Problems Found by Evaluation Method 
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Effects of evaluation method within heuristics used, adjusted for work experience. 
Participants using traditional heuristics found more problems performing the 
usability evaluation with the structured method than the unstructured method, with the 
contrast being strongly significant, F(1,56) = 16.423, p < .001.  Participants using 
contemporary heuristics did not differ significantly in problems found by evaluation 
method used F(1,56) = 1.240, p = .270.  See Table 8, Figure 13, and Figure 14 for 
descriptive views of these results. 
Table 8.  Number of Usability Problems Found by Evaluation Method within  
Heuristic Type, Adjusted for Work Experience 
Combined Variables Mean N 
Std. 
Deviation 
Traditional      Unstructured 18.50 15 7.48 
                        Structured 27.83a 18 7.39 
Contemporary      Unstructured 20.12b 15 9.39 
 Structured 17.44 15 5.37 
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Figure 13.  Usability Problems found by Evaluation Method Using Traditional Heuristics, 
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Figure 14.  Usability Problems found by Evaluation Method Using Contemporary 
Heuristics, Adjusted for Work Experience 
Participant Post-Test Responses:  Experience with Heuristics and 
Evaluation Methods 
Following the test session, each participant completed the survey described in 
Chapter Two (and presented in full in Appendix D:  Test Materials). 
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Quantitative results of post-test survey responses. 
There were no significant results revealed by the Likert scale responses to the 
post-survey questions, in terms of either correlations or differences between groups, 
except for the general question regarding how often participants create their own 
heuristics.  All results, not significant and significant, are reported in the following 
paragraphs.  Note that all correlations were analyzed using Pearson’s correlation 
coefficient. 
Specific questions in response to the study.  A chi-square was run to determine 
if there was a relationship between section break response and group.4  Participants in the 
structured group were given the question, “In the sheet you used for this test, did the 
section breaks refresh your thinking for the next section?”  There were no significant 
differences between the traditional and contemporary groups, within the structured 
condition, in the Likert scale responses gauging their opinions of the structured method 
χ2(4, N=32) = .276, p=0.991).  There was also no significant correlation between the 
participants’ performance, in terms of problems found, and their opinions of the section 
breaks (M = 2.88, SD = 1.17), r(33) = -.009, p = .960). 
Correlations were not significant between number of usability problems found 
and the participants’ responses to whether the contemporary headings and categories in 
the list were instructive or helpful (M = 3.47, SD = 1.01), r(30) = .103, p = .587), or 
number of problems found and whether the participants considered the contemporary 
heuristics to be more effective than traditional ones (M=3.19, SD=1.14), r(27), p = .091).  
                                                 
4 Chi-square was selected instead of t-test because the distribution was bi-modal. 
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There were no significant differences in regard to opinions about contemporary headings 
between participants assigned structured (M = 3.53, SD = .743) or unstructured 
evaluation methods (M = 3.40, SD = 1.24) t(28) = .357, p = .724).  There were no 
significant differences in regard to or preferences for contemporary headings over 
traditional ones between subjects assigned structured (M = 3.31, SD = .751) or 
unstructured evaluation methods (M = 3.07, SD = 1.439) t(25) = .528, p = .602. 
General questions about heuristics experience.  As shown in Table 9, 
participants’ opinions about the effectiveness of heuristics in general for finding usability 
problems had no significant correlation with number of problems found; but the positive 
correlation between how often participants created their own heuristics and number of 
problems found was significant. 
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Table 9.  Descriptive Statistics of Heuristic Opinions and Heuristics Creation and 
Correlation Results with Problems Found 
Descriptive Statistics    
 Mean Std. 
Deviation 
N 
Opinion of heuristics effectiveness 
in general 
3.952 .869 63 
Reported frequency of creating 
own heuristics 
3.159 1.370 63 
Usability problems found 21.333 8.516 63 
  
 Correlations  




Opinion of heuristics 
effectiveness in general 
Pearson Correlation .235  
  Sig. .063  
  N    63  
Reported frequency of 
creating own heuristics 
Pearson Correlation .346  
  Sig. .005  
  N     63  
 
Participants’ opinions of general heuristics effectiveness were not significantly 
different in number of problems found by traditional (M = 3.91, SD = 1.01) or 
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contemporary heuristic (M = 4.00, SD = .695) t(61) = -.419, p = .677).  Opinions 
regarding heuristics effectiveness were significantly higher in number of problems found 
by those using the structured method in the test (M = 4.18, SD = .769) than those using 
the unstructured method (M = 3.70, SD = .915) t(61) = -2.269, p = .027). 
Participant reports of heuristics creation were not significantly different in number 
of problems found by traditional (M = 2.88, SD = 1.409) or contemporary heuristic (M = 
3.47, SD = 1.275) t(61) = -1.728, p = .089).  Participants reporting creating their own 
heuristics more often found significantly more problems using the structured method (M 
= 3.58, SD = 1.275) than the unstructured method (M = 2.70, SD = 1.343) t(61) = -2.654, 
p = .010). 
About the qualitative data collected in post-test survey responses. 
The participants wrote comments regarding their use of the tool and their 
immediate post-test impressions of their performance with their assigned tool/approach.  
These comments provide insights into the quantitative results and into the potential 
mechanisms at work.  Representative comments are reported in Chapter Four to 
supplement and provide depth to the results discussion. 
Conclusion 
More experienced people do find more usability problems, regardless of what 
they use to perform the evaluation.  Controlling for work experience, participants found 
more problems using the structured method than the unstructured, and the traditional 
heuristics rather than the contemporary ones.  The highest number of usability problems 
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was identified by participants using traditional heuristics with the structured evaluation 
method.  The discussion in Chapter Four explores the ways in which the experimental 
heuristics and evaluation methods may be working in relation to cognitive principles, 
whether contributing to or interfering with performance. 
Quantitative results showed no correlations between post-test survey responses 
regarding participant opinions of the variable approaches and their performance; the 
means on the 5-point Likert scale questions remained too near the middle of the scale to 
provide meaningful contrasts.  Qualitative comments invited on each of the opinion 
questions, however, provide insights into opinions that could not be detected in the 
quantitative data. 
The quantitative results, placed into context with the written qualitative comments 
by participants as reported in Chapter Four, provide clues as to how usability 
professionals think during heuristic evaluations and how the interventions “interrupt” that 




Chapter Four:  Discussion of Quantitative Results with 
Supporting Qualitative Data 
The hypotheses and testing results can be summarized as follows: 
• Participants would find more usability problems using the contemporary 
heuristics (detailed) than the traditional heuristics (general) – not 
supported. 
• Participants would find more usability problems using a structured 
evaluation method than an unstructured evaluation method – supported. 
• Participants would find more usability problems when 
contemporary/structured were combined than under any other condition – 
not supported. 
The combination of these results, both the expected and the unexpected, suggests 
interesting implications about how usability professionals conceive of and perform their 
evaluations.  There are several potential contributing factors to the performance exhibited 
by participants in the test conditions.  These arise from qualitative data in the form of:  
1) participant survey responses and participant exit comments noted by the tester, and 
2) cognitive performance literature.  This chapter will discuss the results presented in 
Chapter Three in light of these factors and implications. 
Results in the Context of Participant Responses and Cognitive Research 
The empirical results presented in Chapter Three come alive when examined in 
concert with participants’ comments that were written following the usability evaluation 
portion of the test.  Fifty-eight of the 63 participants entered at least one comment (a 
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blank for free-form comments was provided next to each survey question), and up to 
eight comments.  This provided a rich qualitative data set, interesting on its own, and 
meaningful once quantitative performance data was analyzed and examined. 
The following discussion sections in this chapter are organized by the relevant 
topics that appeared during the analysis of quantitative data and review of qualitative 
data.  Each contains: 
• Introductory reference to results 
• Participant comments / qualitative data 
• Discussion bringing together the results, the participants’ qualitative 
responses, and connections to psychological or other relevant concepts, 
such as practices in the usability field 
Chapter Five takes these discussions into broader theoretical frameworks and 
discusses the implications of these findings in the practice to usability. 
Structured Evaluation and Working Memory 
The higher number of usability problems found by those using the structured 
evaluation approach supports the anticipated effect that structure would have.  Cognitive 
psychology literature provided an explanation for the mechanisms behind this effect:  the 
intentional distraction imposed by the breaks prevented the proactive interference of 
information on working memory from the previous portions of the evaluation.  Domjan 
(1998) notes that in working-memory tasks, “participants remember the stimuli and/or 
responses they made on the preceding trial, and this disrupts their performance on the 
next trial” (p. 336).  If the previous information had to be retained throughout the 
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evaluation, the participants’ performance would decrease.  The required breaks facilitate 
the participants to clear working memory of the previous set of usability problems and 
heuristics used, and focus exclusively on each subsequent set. 
Participants in the structured conditions were asked the question, “In the sheet 
you used for this test, did the section breaks refresh your thinking for the next section?”  
Some of the responses were straightforwardly positive, such as: 
• “Yes ... [the break] allows me to focus on only a few heuristics at once.” 
• “The section breaks actually refreshed my thinking on previous sections 
that I could have missed extra info [sic] as well.” 
• “I can't stress [enough] the important [sic] of any kind of break/breather 
from any activity to help refresh mentally/physically.” 
Two of the comments were particularly intriguing in light of the potential 
interference that the breaks were designed to introduce, and the covert effect that the 
breaks seemed to have: 
• “[The section breaks] didn't seem to make a diff [sic], but I did notice that 
I could ‘forget’ about prior comments and criteria.” 
• “I actually found the breaks a little disconcerting.  They tend to break my 
train of thought.  They could be very effective if the goal is to completely 
refocus me each time.” 
Another participant in the structured/traditional cell complained, “During the 
break I was just distracted from organizing my thoughts,” but that individual performed 
well above the mean within that cell (problems found by participant = 36, in contrast to 
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group results, M = 27.83, SD = 7.39), which already had a significantly higher mean than 
any other combination of the variables. 
Those comments about the efficacy of the section breaks, however, arose 
primarily among the participants using the traditional heuristics with the structured 
method; this was also the group in which, statistically, the strongest performance was 
measured.  Participants required to use the detailed contemporary heuristics with the 
structured method—the experimental cell with the lowest mean of usability problems 
found—made few comments directly about the section breaks.  With two exceptions, 
such as the comment from a participant who indicated it was “nice to have a focus for 
each section,” those participant comments took “section breaks” as referring to heuristic 
sets and category titles, rather than simply a time break.  Those comments support the 
statistically lower performance when the detailed heuristics, categories, and structure 
were all combined in this time-limited task.  Accordingly, proactive interference was 
prevented only for those in the structured/traditional cell.  For those in the contemporary 
(detailed) criteria / structured method cell, applying the detailed criteria in a limited time 
period, as well as the unfamiliarity of the detailed criteria, created other performance 
issues, thereby confounding a positive effect of structure for those participants. 
In contrast to the positive impact of the imposed breaks, a participant using the 
large set of contemporary heuristics with no breaks indicated that, “Screening for 
everything at once is hard.  Some things could slip through.”  This fits with Norman and 
Bobrow’s (1975) description of resource and data limitations of working memory:  “In 
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general, most tasks will be resource-limited up to the point where all the processing that 
can be done has been done, and data-limited from there on” (p. 46). 
Usability Heuristics as Prompts or as Labels 
Participants using the detailed contemporary heuristics found fewer usability 
problems than those using the traditional set.  The lack of support for the original 
“heuristics” hypothesis—that more detailed criteria support finding more usability 
problems—led to a deeper assessment of both the test and the real-world applications of 
these tools.  The assessment came in the form of review of how these test participants in 
particular applied the heuristics that they were given, and investigation of how usability 
professionals at large currently apply “heuristics” in various forms. 
The term “heuristics” in the usability field can refer either to general categories of 
usability problems, or to detailed criteria.  These various types of usability heuristics are 
applied in several ways, each being either forward-referring or backward-referring in 
nature.  From conversations with and observations of usability professionals, this dual 
referencing is not necessarily a conscious distinction.  In one way, a small set of distilled 
categories, or “rules of thumb” for usability, are easy to remember.  For this reason they 
are useful as guides to what is usable and what is not, and as organizing principles for 
internal stores of knowledge about what is usable and what is not.  The individual looking 
to heuristics as guides, then, uses them in a forward-referring manner:  the heuristic 
provides information about what to look for in terms of usability, thereby assisting the 
individual in identifying a usability problem.  The experiment reported here was designed 
with that forward-referring principle in mind. 
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Qualitative data from the experiment, on the other hand, demonstrates how 
practitioners use the general “named” heuristics as reverse-organizing devices for 
usability problems found via comparison with internally stored usability knowledge, 
rather than as triggers to look for certain types of usability problems. 
Using heuristics as prior knowledge. 
Participants with work experience ranging from 1.5 to 15 years, commenting on 
either the study itself or their use of heuristics in general, demonstrated the backward-
referring approach: 
• “[I] would have preferred to memorize all cats [categories] & review page 
by page for entire list” 
• “[I] don't use them [heuristics] per se; have in back of mind.” 
• “I find more usability problems by personal eyeball review and experience 
and systematically checking each operation.  I found the method of listing 
a usability criteria [sic] and then searching for that criteria/error to be 
backwards from my process.  I perform an operation, then go down the 
(often mental) checklist.” 
• “Not all the things I found fit neatly into the categories given.” 
Even an individual who had been in the field for one month, and was in the first 
experimental cell using the traditional heuristics in the unstructured condition, was 
referring back to his own sense of what was and what was not usable, then looking for a 
place to record them on the data sheets, lamenting, “As a beginner I felt I had to try to 
match my concerns to these categories.” 
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These responses highlight how heuristics are used as “reference memory,” which 
Domjan (1998) defines as the “long-term retention of information necessary for 
successful use of incoming and recently acquired information” (p. 312).  Reference 
memory tends to be more general in nature than working memory.  When an evaluator is 
looking at a specific design, both working and reference memory are in operation.  
Working memory, which can last from a few seconds to a few days (Domjan, 1998), is 
appropriate applied to heuristic evaluation because it is being used for the immediate, 
new information being gained from identifying certain problems in a particular product 
designed for a particular purpose and audience.  That information needs to be retained 
only while evaluating that product.  Beyond immediate working memory, the usability 
problems are being recognized by referring back to the more general information stored 
in reference memory about what is usable and what is not. 
Using heuristics as organizing or “naming” principles. 
One person commented on post-assignment of heuristics as categories for 
usability problems—describing a common reporting practice in the field of noting the 
identified usability problem in writing, then justifying it by referring back to the best-
known set of heuristics.  Another indicated that his primary use of heuristics, after 
identifying usability problems on his own, was to “tag them by who they need to go to” 
to make product fixes.  Others elaborated:  
• “I just sort of go through the product & look for problems.  May 
categorize later.” 
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• “I do use them as a general guide, but I also find it time-consuming and 
frustrating to tie back my comments to Nielsen's categories—they don't fit 
very well.”   
• “In some ways it [the structured/contemporary combined approach] took 
longer and was frustrating because this isn’t how I normally do them.  In 
another way it's helpful because I usually have to go back and categorize 
the types of usability problems or heuristics violated as a second step.  
That was already done when I finished this.” 
Heuristics as General, Criteria as Specific 
While there were no statistically significant findings associated with the Likert 
scale responses to the question, “Do you create your own heuristic items or categories?”, 
81% of the participants reported having created their own heuristics on occasion; and 
44% reported creating their own “often” or “very often.”  Participant comments regarding 
this self-creation of usability evaluation criteria centered on two themes:  1) drawing on 
their own expertise to expand on the traditional but limited set of ten; and 2) authoring 
specific criteria for a particular product and user needs in the particular population for 
that product. 
• “[I] want more detailed criteria than the Nielsen 10, but with the new ones 
being specific-user-focused.” 
•  “[It] depends on technical content and how well I might already know 
target audience.” 
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• “Sometimes it’s difficult to ‘translate’ the differences/overlap in criteria to 
clients.” 
Many said that they add their knowledge of the particular user when doing 
usability evaluations, even adding their own criteria/heuristics before doing the 
evaluation, in order to evaluate in particular for that user population, knowledge and 
needs.  Samples of these comments, which were more prolific than any other set of 
responses, are presented below: 
• “I have created categories based on user goals and performance which 
were not traditionally used.  It helps me to categorize problems if I need to 
do this for a client.” 
• “I would still try to match the results with demographic/[user] experience 
information to get a better sense of patterns.”  This was from a participant 
who had only been in a usability-related position for a few weeks, but had 
a business degree and experience as a business analyst. 
• “The categories sometimes need to be customized for site.” 
• From a research consultant/web master: “Heuristic evaluations tend to 
distance real users away from interacting with the product (design teams 
rely on them too heavily).  They can find problems, but they might not be 
important in the context of use—in the same way that using incorrect 
grammar is a problem—but it might have no negative effect on the 
outcome of speech.  They're reasonable but they don't address user 
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knowledge or capability.  On a per project basis informal heuristics come 
into play.” 
• “I have a set adopted from Nielsen and Instone; a few of my own.  I tailor 
this to the site I'm evaluating.” 
• “We add categories related to brand equity and emotions.” 
Interestingly, these comments focused on product-specific criteria or populations 
rather than the traditional “rules of thumb” that the original ten heuristics were intended 
to be.  In fact, the very concept of a heuristic does not fit with these specific contexts.  
Heuristics are principles held in memory which humans access in order to make 
judgments and decisions (Tversky & Kahneman, 1974).  Many emergency room 
physicians now use a set of four heuristics, derived by Lee Goldman, as a decision tree to 
help them decide whether patients need intense procedures and medical responses to 
respond to a heart-related complaint (Gladwell, 2005).  Goldman also derived his heart 
patient treatment criteria—a series of four simple questions—over a number of years 
from long lists of risk factors and such pertinent physical data as blood pressure readings, 
and their known probable relationships based on historical outcome data.  The four brief 
questions fit the psychological description of heuristic; the detailed lists from which the 
questions were derived do not. 
What is a heuristic and what is not. 
Two of the qualitative comments indicated that those participants had a sense of 
heuristics as general rather than specific: 
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• “I don't really know other lists, but this one was, it seemed, much too 
detailed to be of general use.” 
• “Almost all were too specific.” 
These individuals would have dismissed the detailed criteria completely because 
they were not sufficiently general to be “heuristics,” and yet such detailed criteria would 
still be known as heuristics in the usability field.  Clearly, something is occurring in the 
terminology regarding what constitute heuristics in usability.  In his 1994 article, Nielsen 
cites the existence of “several published sets of usability heuristics”; references in his 
paper range in date from 1989 to 1994.  In that paper, he presents lists of 249 detailed 
usability criteria which their authors termed “heuristics.”  Even Nielsen himself does not 
dispute this naming, despite his and Rolf Molich’s having derived ten general principles 
of usability from all of those diverse sets of usability knowledge.  Kurosu calls his 
detailed criteria heuristics, as did I in the creation of the set tested in this study.  This is 
all according to custom in the usability field.  These types of evaluation, however, are 
coming to be known under other names, such as “expert evaluation” or “checklist 
evaluation” as they deviate from the general approach that the ten summary heuristics 
facilitate.  In a personal conversation with usability specialist and author Bob Bailey, 
upon my describing the detailed set of heuristics and recording sheet that I had 
developed, he commented, “Ah!  It’s a checklist evaluation, then.”  “Ah!  It’s a checklist 
evaluation, then.”  From that conversation, I named the list itself as such, when I and my 
usability team were using it in practice prior to this study, but still referred to the detailed 
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criteria as “heuristics” because their use seemed simply to be a more precise and defined 
adaptation of a procedure that was known as a heuristic evaluation. 
Detailed Criteria on a Short Time Scale:  The Problem of Remembering Too Much 
Performance deteriorated in this study when detailed contemporary heuristics 
were being applied.  Several participants commented about their inability to use them in 
the limited time allowed in the test session: 
• “Should have got more time.  Was not able to do first section and was 
having some comments about problems for which I did not find 
questions.” 
• “Too much text to be read quickly—does not account for my user/eval 
experience.” 
• One participant commented, in regard to the detailed heuristics, that she 
and her team perform most of their “major” evaluations in a similar way, 
indicating that they, too, used detailed criteria rather than general ones. 
These comments are supported by the literature on proactive interference, which 
occurs because individuals are simply trying to keep too much in active memory (Xi, 
2005). 
The frustration and significantly reduced performance that the participants 
experienced using the contemporary detailed heuristics, highlighted by the “time” 
comments, provide additional insights into the effects they had on performance.  If, 
indeed, the traditional criteria are true heuristics then those are, by definition, criteria that 
can be used for quick judgments and fast decision-making based on reference information 
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that can be held in long-term memory.  If the criteria that were considered in this 
experiment to be the contemporary detailed heuristics are not heuristics at all, but rather 
detailed “prompt” criteria, then those would, also by definition and design, be best 
applied in a longer expert evaluation or checklist evaluation session.  This suggests that 
the criteria sets being compared in this study were not necessarily “comparable” in a one-
to-one fashion, being suited for completely different situations; the time-limited situation 
presented in the experiment was best suited to the fast decision-making made possible by 
using reference memory, and therefore heuristics, only. 
If heuristics, then, are general rules that can be stored in reference memory, then 
detailed criteria which prompt the evaluator, in a forward-referencing manner, would be 
more appropriately termed, perhaps, “detailed criteria” or, even better, a term which 
reflects their role as triggers to the thinking of the evaluator. 
Usability Evaluation as Mixed in Reference and Working Memory 
The structured method tasks under test were, by definition, set up in a linear 
fashion.  Some comments from participants reflected a sense of limitation experienced 
with that approach that did not stem merely from the simple interference that cleared 
working memory for new tasks.  Comments along these lines included the following: 
• “It doesn’t fit with the way I do evaluations; I wanted to be able to write 
more freely rather than on designated lines; I wanted to be able to note 
problems I found without having to look at specific questions or heuristics, 
and I wanted to be able to go back to previous sections and note problems 
that became apparent when evaluating with the next set of heuristics.” 
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• A participant in the strongest-performing structured/traditional cell who 
found only 19 problems, well below the mean of 28:  “I couldn't perform 
an evaluation in this manner! - need to do a once through of the site before 
starting to evaluate - need more time for everything! - impossible to think 
if trying to jump around evaluating one heuristic at a time - need to 
thoroughly go through site following thought process; organize notes into 
heuristic categories afterward.” 
• “I felt like I wanted to go back and add more information.  I picked up 
more findings on previous categories.” 
• “I kept thinking ahead, I can't go through once and only look for a 
particular type of problem especially when others are jumping out at me.” 
• “I like to 'dive in' & do a free form reaction when doing a H.E.  I want to 
be free to comment on anything & everything at once.  Also, these 
categories were stifling.  I had tons of ideas about format & layout, but 
wasn't sure where they would go, & there was no category for them.” 
The frustration expressed reflects a potential dissonance when reference and 
working memory are not allowed to interact freely.  One participant in the 
contemporary/unstructured cell, who found 28 problems in contrast to the group mean of 
20, commented about the detailed criteria as prompts, “They remind me of what to focus 
on,” but also added the statement, “I make several passes” supporting a circular process 
that employs both referential and forward-prompted thinking.  Even in a detailed 
evaluation, access to reference memory is always occurring (Domjan, 1998), and, in fact, 
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the ability to continually access that information can lead to more effective results in 
higher-level processes (Norman & Bobrow, 1975).  Norman and Bobrow go on to 
explain, “Processes must continually provide outputs over a wide range of resource 
allocation, even when their analyses have not yet been completed” (p. 45). 
Each usability professional has referential memories that will be accessed and 
applied in evaluations, of whatever type.  A person more experienced in the field would 
tend to have greater volume and depth of this type of information about usability, hence 
the clear interaction in the study between problems found and work experience.  Even a 
person with little experience in the field will be accessing stored knowledge about, say, 
personal experiences interacting with software or websites, or other knowledge 
applicable to accessible design.  In a general heuristic evaluation, reference memory of 
usability principles would be the primary information accessed.  In a detailed, checklist 
evaluation, those referential memories would still be working, but they would now be 
supplemented by the triggers of potential usability issues to seek, with each type of 
process continually informing the other. 
Factors Differing from Kurosu’s Foundational Study 
As previously described, Kurosu developed the Structured Heuristic Evaluation 
Method (sHEM) and a set of detailed heuristics.  He tested his combined factors in a 
control-versus-experiment design against an unstructured approach using the traditional 
Nielsen heuristics.  His findings were that the experimental group found more usability 
problems than the control group; however, his experiment design did not provide a way 
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to determine what had the greatest impact:  the detailed heuristics, the structured 
“chunked with breaks” evaluation approach, or the combination of the two. 
In the present study, results demonstrate that the structured approach alone 
provided the most support for finding usability problems; and the contemporary 
heuristics in some ways hampered performance.  The main effect reported by Kurosu was 
not duplicated in this experiment, in that the lowest performance in the current study was 
found among those using the contemporary detailed heuristics in combination with the 
structured evaluation method.  In this case, the combination was detrimental to 
performance. 
Kurosu’s sessions were longer than the current test session—approximately two 
hours each,5 as opposed to a total of forty minutes for each evaluation in the current 
study.  The sessions in this study were limited due to professional recruitment constraints.  
As previously discussed, it is possible that the nature of the traditional heuristics lends 
itself to greater success in shorter sessions, whereas the nature of detailed, checklist 
criteria lends itself to greater success in longer sessions. 
Another factor possibly affecting the difference in results was that Kurosu’s 
structured sessions were divided into five to six subsections,6 whereas the current study 
was divided into four.  The rationale for the four sessions in this case was based on 
grouping according to cognitive themes—how people think—as derived from Wickens’ 
                                                 
5 Kurosu, et al., did not report this specific time in their printed articles; but Kurosu mentioned it in the 
presentation at the UPA conference in 1998 (Kurosu, Sugizaki & Matsuura, 1998). 
6 Reported as six in Kurosu 1998, and five in Kurosu, Sugizaki & Matsuura, 1998, and Kurosu, Matsuura & 
Sugizaki, 1997). 
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(1998) four cognitive categories.  Additionally, while Kurosu had 82 criteria/heuristics,7 
he provided a secondary layer of chunking in order to implement the full extent of 
Miller’s (1956) “magic number” strategy for memory:  seven items at a time, plus or 
minus two.  The approach that formed the basis of this current study exceeded seven 
items per section.  It could make a significant different in a revised version of the detailed 
checklist to assure that there are no more than seven criteria per section.   
The use of a wide range of active usability professionals in the current study is 
also in contrast to Kurosu’s study.  Kurosu and his team performed the sHEM study with 
student participants who were being trained in his program at Shizuoka University.  It is 
unclear from his publications, but it is possible, even likely, that the students were 
familiar with his methods and perhaps familiar with the specific detailed criteria in the 
sHEM.  In the current study, the participants were seeing the detailed contemporary 
criteria for the first time, whereas most were familiar with the ten Nielsen heuristics.  
This suggests a follow-on study in which usability professionals are allowed to become 
familiar with the detailed contemporary criteria, either in a controlled experimental 
fashion, or by actively employing it in a certain number of evaluations prior to testing the 
detailed set against the traditional ten categories. 
Conclusions 
This study began as a simple comparison of which elements and methods would 
be most effective at revealing usability problems, yet evolved into an investigation of 
                                                 
7 Note that ten to fifteen of those criteria were application specific, such as being usable for elderly persons 
and usable for children. 
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what types of memory and thought processes usability professionals employ to perform 
evaluations.  The implications venture into the realms of the forward- and backward-
referencing that occurs in the mind of the practitioner when performing a usability 
evaluation.  The implications for evaluation practice of the structured results are simply 
that intentional interference with working memory during an evaluation session can 
prevent the evaluator from retaining previous problems found, thereby freeing up 
working memory and increasing performance in the form of more usability problems 
found.   
Heuristic evaluations are quick-look processes that apply reference memory.  
Specific, detailed criteria-based evaluations use different processes than heuristic 
evaluations.  The recognition of these distinctions, as will be discussed in Chapter Five, 




Chapter Five:  Implications of Differing Approaches in 
Usability Evaluation 
Usability arose and took hold as a personal passion, developing in most areas as a 
practice rather than a science.  It sprouted from practical application, even among those 
who began in a science.  The practice became a profession, and those with particular 
interests and backgrounds are bringing their frameworks and ways of thinking into this 
maturing field.  Central goals are developing to validate it as a profession:  certification, 
standards, training, academic degree programs, and scientific studies. 
Given the considerable literature regarding the cost benefits of finding software 
problems and making fixes early in the lifecycle, heuristic evaluation remains a powerful 
tool to achieving usable software. 
Using Evaluation Data on an Applied Development Project 
Usability problems are discovered by either observing human interaction with an 
interface, or anticipating how a user will interact with something.  This generates the data 
from which can be inferred that “something is wrong.”  However, the actual thing that is 
“wrong” may not have its source in the interface.  It could exist at a deeper level—in 
software architecture, original design, or an incorrect original requirement, for example.  
Accordingly, the “fix” for a usability problem may require doing something more than 
simply shifting how something appears on the screen. 
Regardless of the efficiency and effectiveness of any heuristic evaluation or 
checklist evaluation tool, research has shown that evaluation methods should be used in 
tandem with usability testing and other practices of usable design.  One usability expert 
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laments that traditional heuristic evaluations have been substituted for other important 
usability practices; he notes: 
We have a furor of opinion on heuristic evaluations. During my 25 years 
of user interface experience, I have seen dozens of attempts to solve 
usability with a “simple 10 step” process. It cannot be done. There is no 
substitute for a systematic design process that includes contextual inquiry 
with representative users, task design, interface design by experts, and 
several cycles of usability testing. It is hard work, but the only way to 
succeed (Schaeffer, 2001). 
Heuristics as Assigned Meaning 
When evaluators find usability problems by simply looking at the product, then 
later identify it as a problem because it violates this or that certain heuristic, they are 
reflecting what social theorist Max Weber explained regarding the human phenomenon 
of assigning meaning (Gerth & Wright, 1946).  It is such an important ingrained activity 
that we do it posthumously to an event.  As soon as something has occurred, we begin to 
remake it in our own image of what it meant.  For example, the untimely death of a loved 
one may trigger the composition of reasons for why it happened, why it was “meant to 
be.”  In that way the event, then, comes to contain information for the bereaved about 
how the universe works (Gerth & Wright, 1946).  Cultural anthropologist John H. Bodley 
(1994) describes this phenomenon eloquently: 
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The human ability to assign arbitrary meaning to any object, behavior or 
condition makes people enormously creative and readily distinguishes 
culture from animal behavior.  People can teach animals to respond to 
cultural symbols, but animals do not create their own symbols. 
Furthermore, animals have the capability of limited tool manufacture and 
use, but human tool use is extensive enough to rank as qualitatively 
different and human tools often carry heavy symbolic meanings. The 
symbolic element of human language, especially speech, is again a vast 
qualitative expansion over animal communication systems.  (p. 4) 
In this study it was anticipated that heuristics would be used as prompts:  Look at 
the heuristic, then look at the product and find the type of problem that the heuristic 
guides one to see.  That occurred at times within a participant’s evaluation, but 
participant responses and the ways in which some of them wrote in margins or over and 
through the lines and table cells provided indicated that, as one respondent said, “I like to 
do them my own way.”  Simply looking at the interface, drawing on reference memory, 
and identifying the problems from known information seemed the most prominent 
approach.  From participant comments, those using that approach would then look back 
at the criteria listed on the sheets and attempt or be tempted to find where the problem 
“fit,” in other words, assigning a known usability field identity to it.  Using heuristics and 
criteria in this way allows the evaluator to say, “I know this is a problem; and beyond my 
opinion of that, I know it is a problem because it violates this known usability criterion.”  
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That is, they were assigning post hoc meaning to those problems that they already 
identified as existing. 
The phenomenon of assigned meaning can even be seen in how “the 10 
heuristics” came about.  Molich and Nielsen developed their original nine, and Nielsen 
refined them to the well-known ten, by examining their own knowledge as well as 
multiple lists of other specific criteria used by various individuals and organizations 
(Nielsen & Molich, 1990; Nielsen, 1994).  As Nielsen tells it, they “developed” the 
heuristics when, in fact, they summarized existing areas known to create usability issues 
and put names on those distilled, general areas; they assigned meaning to what was “out 
there.”  This turned out to be a useful construct and has formed the basis for both general 
and, in response to it, more in-depth understandings and practices for creating and 
promoting usability.   
One of the ways in which heuristics and criteria provide value is as an 
introduction for those new to usability.  The more an individual sees and uses such 
information, the more of it can be stored in memory and eventually accessed without 
much conscious thought.  As with experts in other fields (see Gladwell, 2005), the 
usability professional becomes so skilled at doing so that he or she can look at the 
product and simply “know” that it is wrong.  The need for the documented criteria then 
becomes to identify what that knowing means, and to demonstrate that the knowing is 
correct and based on something other than the individual’s imagination or personal 
opinion. 
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From Heuristic Evaluation to Expert Review 
Simultaneous with this experiment, usability practitioners were continuing to use 
and create their own detailed evaluation checklists, especially for the performance of 
deep-level, comprehensive reviews.  In those cases, they were seeking more than quick 
looks or discount techniques.  Human Factors International, for example, provides on its 
website a description of its “Expert Review,” as shown in Figure 15. 
 
 
HFI's expert review provides an immediate tactical analysis of your Web site, Web application, GUI 
application, or Intranet to correct confusing elements of the current design. The result is a redesign 
solution that leads to enhanced user experience. 
Features Benefits 
A structured walkthrough of typical tasks 
by our human factors specialist.  
Quick identification of ergonomic showstoppers. 
Analysis of interface architecture and 
page flow efficiency including navigation 
bottlenecks.  
Consistency in task flows, and a match between task 
flow and screen flow. 
Critique of detailed design issues 
including page layout, controls selection, 
color and wording. 
Organization of content so that users will quickly 
comprehend your message. 
Prioritized list of selected and specific 
design changes. 
Suggestions, when implemented, will reduce errors, 
improve navigation, decrease training, and improve 
customer satisfaction. 
Deliverables to our clients include a written report or a verbal presentation. 
Figure 15.  Example of Current “Expert Review” Services Offered  
by an International Software Usability Consulting Firm (Source:  Human Factors 
International, website, 2006) 
That one expert review service results in a single report or verbal presentation 
when complete; however, the activities applied to reach that report include: 
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• Heuristic evaluation—noted in the introductory sentence as “an immediate 
tactical analysis” 
• Structured walkthrough 
• Two detailed reviews, including “interface architecture analysis” and 
“critique of detailed design issues” 
Some practitioners are also converting evaluation results to numeric scores.  On 
one project I was asked by a technical documentation team to provide an overall 
“usability score” as a result of my checklist evaluation (incidentally, performed as one of 
four different usability “services” for that team), with some explanation as to what a 
“good” score might be.  Taking a form of the checklist, adapted for electronic 
documentation and help, answers to each criteria question were assigned as follows:  No-
0, Sometimes-1, Often-3, Yes-4.  The initial score calculated appeared as simply a 
number, but provided a baseline against which to compare a re-evaluation following 
education of the team in user-centered design principles, provision to the team of user 
profiles (describing target users, how they worked, how they used the tool), and feedback 
from the initial detailed evaluation.  The re-evaluation showed a considerably improved 
score; this approach was well received by management, and the team was motivated 
toward reaching an even higher score.  This was an initial approach only, with the 
eventual intent to create a simple percentage score.  Such an approach required a detailed 
set of criteria. 
A scoring approach was also, interestingly, developed and put into use by the 
Nielsen Norman Group, the usability consulting firm owned and operated by Jakob 
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Nielsen and Donald Norman (The Design of Everyday Things).  While Nielsen still 
strongly advocates for his ten heuristics, in an amusing turn of events, the Nielsen 
Norman Group (NNG) are also the authors of the extensive reference book published in 
2001, E-commerce User Experience: 207 Guidelines for E-commerce Sites (Nielsen 
Norman Group, 2006).  Using these guidelines, the authors measure the usability of web-
based commerce sites based on what percentage of the 207 guidelines are met, according 
to their own expert evaluation based on those guidelines. 
The moves toward differentiating between a “heuristic evaluation” and a 
“checklist evaluation” have not yet resulted in a formal distinction that is clear, widely 
published in practice literature, or in general usage among practitioners.  Because the two 
procedures are different both in their cognitive origins and their practical applications, it 
may be that the field has reached a sufficient level of precision that consensus may be 
reached regarding the precise definition of these terms.  This distinction, as evidenced by 
the performance measured in this study, is another valuable contribution of these results 
to the literature of the field. 
Checklists for Capturing Error 
A detailed checklist is designed, as was the experimental evaluation sheet in this 
study, to contribute to the identification of usability problems in more detail, things that 
might otherwise be missed during a high-level heuristic evaluation.  For in-depth reviews, 
detailed criteria that prompt the evaluator can play a critical role in that previous usability 
experience may bias both what the evaluator seeks and what he/she overlooks (Gladwell, 
2005).  In mission-critical procedural tasks, such as in aviation, the use of checklists in 
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even the most familiar, repeated situations is required for maximum assurance of safety.  
A flight crew’s failure to use the printed checklist, performing it from memory, instead, is 
a direct violation of procedural policies (Helmreich, 2000).  The checklists are critical to 
assure that not a single item, in which a latent safety condition could exist, is missed.  
Checklists are designed to require the individual to examine all known points where 
errors could get through and, thereby, disasters occur (Nullmeyer, Stella, Montijo, & 
Harden, 2005). 
Additionally, the practice of detailed evaluations can increase with experience 
over time, as supported by the strong relationship of the work experience covariate in this 
experiment with number of problems found.  In an intriguing statement that first 
describes the participants’ experience in this study of not having enough time to apply the 
detailed criteria, Malcolm Gladwell (2005) describes this learning effect:  “Deliberate 
thinking is a wonderful tool when we have the luxury of time, the help of a computer, and 
a clearly defined task, and the fruits of that type of analysis can set the stage for rapid 
cognition” (p. 141).  Several participants noted in their written comments, like the two 
below, and in post-test verbal comments, that they could see the detailed list from the test 
as a valuable tool for novices: 
• “I think it could be very helpful to some of my newer employees . . . that 
do not have as much experience in what to look for in terms of usability.  I 
would like to introduce this tool to them.” 
• “[The list has] very specific things to look for, no special 
knowledge/background required” 
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The usability field still has a way to go, in formalizing, standardizing, and 
generally sharpening practice across the widest possible range of practitioners.  While the 
practitioners described in this report, whether part of the study or practicing in the field at 
large, are ones who apply multiple detailed techniques, there are still those like the study 
participant, an individual with a Master’s in cognitive psychology and ten years’ 
experience in the usability field, who made the chilling comment: 
I think heuristic eval [sic] is useful in some circumstances, but I don't like 
to take a formal approach to it because I think it wastes time.  I prefer to 
get real user feedback (or to do less formal walkthroughs with my peers, if 
no users available). 
The criticality of whatever software or websites that individual would evaluate 
would be most unlikely to be tied to critical consequences, such as injury or death.  
Missed usability problems would, at worst in many cases, result in a lost sale, or lost data, 
yet the cascading effects of usability problems not captured and corrected may reach 
further than can be known, given the complexity and proliferation of software interfaces 
and websites.  That one piece of data lost, such as in a small timesheet application where 
the last entry would be saved only if the user tabbed out of the last field before exiting the 
form, could be financially and contractually significant when multiplied by the hundreds 
of individuals who were required to use it every week (Grosvenor, 1999). 
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Beyond Recommendations to a New Taxonomy of Practice 
Physicians use heuristics to narrow down and diagnose a specific problem.  
Mathematicians use them as a decision tree to identify a probability.  Usability 
professionals, by contrast, use each item within a set of heuristics to find as many 
problems as possible.  While in all three of those cases the general heuristics derived 
from numerous, diverse, and not always generalizable characteristics, and condensed to a 
set of manageable, memorizable rules of thumb, in medical diagnostics and mathematics 
they are intended to lead a single result, a single answer.  In usability, however, the result 
is not a single answer to “is this interface usable or not,” because even by chance, and 
certainly by common customs of design, most interfaces will contain at least a few usable 
elements.  Moreover, the goal in a usability evaluation is to find anything that could get 
in the user’s way; again, even by chance, an interface will contain at least a few usability 
problems, if not many.  Does this difference in application and result render usability 
heuristics not “heuristics” at all?  While such a thing could be argued, this meaning is 
now assigned; they are “heuristics” because that is what they are named; and in the 
usability field the name has become, by its use and publication, a real one naming that 
thing that exists.  However, the profession could benefit from refined definitions of the 
boundaries of “heuristics” and its related terms in practice. 
Regardless of the existence of  “the ten,” the more serious usability professionals 
seldom mention them or even do “heuristic evaluations” without qualifying the statement 
with mentions of other types of evaluations—applying more detailed criteria—and 
usability test activities that they also perform.  Practitioners have continued to use many 
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usability criteria, even if they began learning with “the ten,” and create their own criteria 
based on knowledge gained, which they target for specific applications and user needs, 
demographics, etc.  The general heuristics in usability serve two purposes: 
1. As criteria kept in long-term memory and referred back to internally, with a 
lifetime of related criteria, enabling the evaluator to be able to merely look at a 
product and identify the usability problems 
2. As labels to place on those usability problems, once identified, to justify them 
when reporting them to someone else 
Most usability practitioners apply multiple types of evaluations depending on 
situations, applications, where the product is in its lifecycle, and how quickly they need 
to determine and present results.  The various types of evaluations are called different 
things, some with obviously different meanings and some with differing shades of 
meanings.  In conversation, publication and advertisement, terms such as “expert 
evaluations” and “checklist evaluations” are increasingly common, with “walkthroughs” 
being another common category, but one that has existed in parallel with “heuristic 
evaluation” throughout most of that term’s history. 
In the evolving taxonomy of the usability field, and based on the issues revealed 
in this study and its analysis, I propose that the field is ready for a clear delineation and 
naming of these terms:  Specifically, that “heuristic evaluation” should come to be known 
only as the general, backward referencing activity of examining a product based on a few 
basic rules from known criteria. 
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The ten general heuristics also still remain appropriate as a tool for education, as 
experienced in the introduction of the usability course and reference tool for developers, 
“Basic User-Centered Design Principles” described in Chapter One.  The general 
heuristics are also an easy taxonomy that allows the usability professional to support his 
or her identification of a usability problem by referencing a known usability criterion in 
the formal report.  As indicated in some of the participants’ written comments on the 
survey, they were looking to the criteria, whether general or specific, as a way to name 
the usability principle violated by the existence of a specific problem in the interface. 
Some usability practitioners, knowing that in their evaluations they are going 
beyond and using more than what were originally known as “the heuristics,” label their 
evaluation process “expert evaluation.”  In this terminology, “expert” refers to the 
practitioner, as in an evaluation by the usability practitioner rather than an evaluation or 
usability test with the user.  In post-test survey responses, one participant who was 
assigned the contemporary heuristics using the unstructured method, called the detailed 
experimental heuristics set a “Guided Heuristic Assessment.” 
Finally, there is a distinction between an evaluation and a “walkthrough.”  An 
evaluation, of whatever type, uses a process that is more comprehensive, going through 
multiple parts of the interface in no pre-defined task order.  A walkthrough is more linear 
and often task-based.  Two of the participants in structured conditions commented their 
preference for that approach, one indicating that she was “too annoyed that I . . . had to 
go category by category.  Would much rather go screen by screen or task by task,” and 
another that, “it was hard to go in the list order rather than the interface order.”   
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A summary of the proposed distinctions, including at this point references to the 
type of thought process involved, would include the following four terms and their 
associated characteristics: 
1. Heuristic evaluation.  A general evaluation to identify usability problems 
employing referential thinking to known usability principles stored in 
memory, usually to provide initial familiarization or on-the-spot design 
feedback, or to be presented in an informal or brief report. 
2. Walk-through.  A mid-range evaluation conducted by the usability 
evaluator performing a task or series of tasks that would or could be 
performed by a user of the product, and noting usability problems that 
interfere with the complete, correct, and straightforward performance of 
the task by the user.  (Note that a user can also perform or be guided to 
perform a walkthrough; the definitions in this current context refer to 
usability evaluator methods only.) 
3. Checklist evaluation.  An in-depth evaluation performed by using a list of 
detailed criteria, examining each against the product, checking off where 
the product meets that guideline and reporting where it does not. 
4. Expert evaluation.  An evaluation by a practitioner to identify usability 
problems by employing multiple types of tools and both referential and 
prompted thinking, usually leading to a formal in-depth report of the 
results. 
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There are usability professionals who, upon reading this, would be shouting out, 
“But I/we already do it this way!”  The “I” respondents would be those who practice such 
approaches on their own, and the “we” respondents would be those who work in defined 
usability teams or in usability consulting firms where consistent repeatable approaches 
have been employed.  The following study participant captured in her comments various 
levels of evaluation, backward-referencing and forward-referencing application of 
heuristics or usability criteria:  “Mostly I wanted to go through the site and identify 
problems first, and then later go back and group them into categories.  After I put them 
into categories I would possibly consult a list of heuristics to a) jog my thinking about 
anything I might have missed & b) see if there was a more eloquent way to label my 
categories.”  Taking those elements apart I find that the participant does the following 
1. “Go through the site and identify problems first” – performs a heuristic 
evaluation, possibly even a walk-through first, likely referring back to her 
in-memory knowledge of usability principles. 
2. “Later go back and group them into categories” – uses heuristics or criteria 
to name or support the types of problems identified. 
3. “Consult a list of heuristics to a) jog my thinking about anything I might 
have missed” – performs checklist evaluation, letting the criteria prompt 
her to identify problems using a more detailed process. 
4. “b) see if there was a more eloquent way to label my categories” – again 
use the criteria to label the issues already identified. 
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Many practitioners already perform all of these activities, and some even name 
them quite specifically, having recognized that they wanted or needed to distinguish 
between the techniques.  Some of the techniques are also already more clearly defined 
from others.  The proposed taxonomy, however, is not yet in general or standardized use 
in the field; the terms and practices are still fuzzy and overlapping.  As indicated by the 
participant comment here, practitioners may identify all of those separate activities as 
being a single “heuristic evaluation,” while employing multiple techniques, both 
referential and proactive thinking, applying usability criteria both from memory and from 
written sources to prompt identifying more usability issues, and using criteria both for 
their own processes and to retroactively label and demonstrate support for why those 
were problems. 
Conclusion 
Ultimately this study provided clues about how usability professionals think in an 
evaluation, and approaches to greater effectiveness.  This provides scientific evidence of 
the differing memory constructs and processes that may be operating when individuals 
are performing a general heuristic evaluation versus a detailed criteria-based evaluation.   
The study and its analysis also provide avenues valuable in the application and 
practice of usability evaluation.  The importance of the recommendation to standardize 
the naming of usability evaluation practices according to what they do and how they are 
performed is more than simply to create a precision of language.  In so naming and 
sharply defining these distinct approaches, the goal would be to contribute to a precision 
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of practice in the field of usability.  It is, indeed, precision of practice that the checklist 
and this study were intended to promote.   
Evaluations by usability practitioners, of whatever type, remain a critical practice 
in identifying problems before they reach and interfere with the end user.  While research 
has shown that they must be used in conjunction with other methods, especially user 
testing, evaluations by usability practitioners provide the benefit of comprehensiveness:  
they allow the evaluator to touch even the most remote functions and aspects of a 
technical design.  Improving, refining, and creating repeatability in the practice of 
usability evaluation can contribute to the effectiveness of those in the field, which in turn 
can contribute to the usability of technology, and increasing user satisfaction and success.  
The fraction of those benefits that can be measured are considerable; consider, then, the 
remaining benefits of usability that can propagate through the user experience.  The 
relatively small investment required to achieve usability, and to improve the strength of 






Appendix A:  Call for Participation 
The study was performed at an annual meeting of the Usability Professionals’ 
Association (UPA).  The call for participation, along with communication sheets for 
interest and scheduling, was placed on the conference message board, with the 
permission of UPA leadership. 
Figure A - 1.  Research Study Call for Participation 
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Appendix B:  Informed Consent Cover Letter 
The Institutional Review Board (IRB) of the Office of Research Support and 
Compliance of UT-Austin determined that the project was covered by the “exempt” 
category and approved the cover letter which appears on the following page.  The cover 





STRUCTURED METHODS FOR SOFTWARE USABILITY EVALUATION 
 
You are invited to participate in a study of software usability evaluation methods.  My name is Laura 
Lynn Faulkner, M.A., and I am a graduate student at The University of Texas at Austin.  This study is 
my dissertation research project under the direction of Robert Helmreich, Ph.D.  You are being asked 
to participate in the study because you are affiliated with the field of software usability.  If you 
participate, you will be one of approximately 60 people in the study. 
If you decide to participate, I will provide you with an evaluation sheet, a product, and a survey and 
will allow you 45 minutes to evaluate the product and complete the survey.  You do not have to 
answer every question.  There are no known risks to you in this study.   
The potential benefits of this study are insights into tools and methods that can assist in the daily work 
of usability professionals, including you. 
Any information that is obtained in connection with this study and that can be identified with you will 
remain anonymous and will be disclosed only with your permission.  The scheduling sheets on which 
you placed your name will be discarded prior to testing.  Your responses will not be linked to your 
name in any written or verbal report of this research project.  
Your decision to participate or to decide not to participate will not affect your present or future 
relationship with The University of Texas at Austin.  
If you have any questions about the study, please ask me.  If you have any questions later, call me, 
Laura Lynn Faulkner, at 512/835-3328, or you my call my supervisor, Professor Robert Helmreich, 
Ph.D., at 512/480-9997.  If you have any questions or concerns, at any time, about your treatment as a 
research participant in this study, call Professor Clarke Burnham, Chair of the University of Texas at 
Austin Institutional Review Board for the Protection of Human Research Participants at 512/232-
4383.  
You may keep this letter for your records.  
You are making a decision whether or not to participate.  Your acceptance of the test materials 
indicates that you have read the information provided above and have decided to participate in the 
study.  If you later decide that you do not want to participate in the study, simply tell me.  You may 
discontinue your participation in this study at any time.  If you choose to terminate your participation 
you may keep the offered gift. 
You are making a decision whether or not to participate.  Your acceptance of the test materials 
indicates that you have read the information provided above and have decided to participate in the 
study.  If you later decide that you do not want to participate in the study, simply contact me.  You 
may discontinue your participation in this study at any time. 
Figure B - 1.  Informed Consent Cover Letter 
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Appendix C:  Test Web Site 
This appendix contains snapshots of each of the screens developed for the test 
application, and a description of each of the usability problems that was built into the 
design, all as described in Chapter Two. 
Test Web Site Screens 
The test web site consisted of the six screens presented in Figure C - 1 through 
Figure C - 6 below.  The source pages were created in HTML with limited Java scripts 
for the “user selection” portions of the site, such as the ticket order form. 
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Figure C - 1.  Movie Connection, Test Website Main Page 
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Figure C - 2.  Movie Connection, Test Website Preview Page 
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Figure C - 3.  Movie Connection, Test Website Order Page 
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Figure C - 4.  Movie Connection, Test Website Reviews Page 
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Figure C - 5.  Movie Connection, Test Website Survey Page 
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Figure C - 6.  Movie Connection, Test Website Online Help Page 
Built-In Usability Problems 
Table C - 1 below contains a list of the usability problems intentionally built into 
the application and, therefore, known to the researchers to exist.  In the data sheets, 
wherever a participant listed one of these problems it was counted as a “Hit.”  If a 
problem was identified by a participant but did not appear in the list, and therefore was 
not built in by or previously known to the researchers, it was counted as “Other.”  “Hits” 
plus “Other” equaled “Found” or “total problems found.” 
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 1.1 Alternate spelling of “favorite” is used than 
elsewhere in the site 
Subtle 
 1.2 “Movies” changes to “flicks” Subtle 
 1.3 Text size changes (smaller) Subtle 
 1.4 “Show” is used instead of “movies” Subtle 
 1.5 “About” link refers user back to the main page Mid Range 
Previews 
 2.1 “Top of page” link moved to the right Mid Range 
 2.2 "Movies" changed to films Subtle 
 2.3 No confirmation message on submit button Invisible 
 2.4 Jargon is used (i.e. “top box office”) Mid Range 
 2.5 Movie list, not current/up to date Subtle 
Ordering Online 
 3.1 Image is “broken”/not visible Glaring 
 3.2 “Reset” button is emphasized Mid Range 
 3.3 No confirmation message on submit button Invisible 
 3.4 Header image overlaps Glaring 
 3.5 Text entry fields are not aligned Glaring 
131 
 3.6 Unable to view results Invisible 
Reviews 
 4.1 Text field order is reversed Mid Range 
 4.2 Singular/plural “stars/star” reversed Subtle 
 4.3 Does not give user rating instructions Invisible 
 4.4 Does not tell user maximum word limit on 
“report” text field (maximum is 1000 words) 
Invisible 
 4.5 Background has changed to a lime green; distorts 
ability to read it 
Glaring 
 4.6 Header and banner do not blend in Glaring 
 4.7 Reset and Submit buttons - order reversed Mid Range 
 4.8 Change between addressing user as “user” and 
“your” 
Subtle 
 4.9 Text is smaller, difficult to read Mid Range 
 4.10 No confirmation message given on submit button Invisible 
 4.11 Unable to view results Invisible 
Help 
 5.1 “Help” does not give intended assistance to user Glaring 
 5.2 Change in banner color (now red) Subtle 
 5.3 Extraneous information Subtle 
 5.4 Main image is enlarged Mid Range 




 6.1 Different spelling of “theater” used than elsewhere 
in the site 
Subtle 
 6.2 Different spelling of "favorite" used than 
elsewhere in the site 
Subtle 
 6.3 Reset and Submit buttons are reversed Mid Range 
 6.4 month/day/year font has been enlarged Subtle 
 6.5 random link order Mid Range 
 6.6 extraneous information Subtle 
 6.7 “movies” changed to “flicks” Subtle 
 6.8 font size changes (smaller) Subtle 
 6.9 numbers are spelled out Subtle 
 6.10 no confirmation message given Invisible 




Appendix D:  Test Materials 
This appendix contains exact copies of all test materials distributed to each of the 
four groups, including instructions, data sheets, and post-test surveys.  Note that, for ease 
of presentation in this dissertation document, the data sheets appear last in this section; 
during the test sessions the data sheets were provided first, and the surveys were provided 
following completion of the data sheet portion of the test. 
Instructions 
The following instructions specific to each group were provided at the computer 




1.  Read the cover letter. 
 
2.  Perform a usability evaluation, recording your observations on the data sheet, 
which is numbered in the 100s.  You will have 40 minutes to complete it. 
 
3.  Complete the survey, numbered to match your data sheet. 
 
Thanks for participating! 




1.  Read the cover letter. 
 
2.  Perform a usability evaluation, recording your observations on the data sheet 
provided, numbered in the 200s; you will have a total of 40 minutes to complete 
it, plus breaks as indicated. 
 
3.  Complete the survey, numbered to match your data sheet. 
 
Thanks for participating! 




1.  Read the cover letter. 
 
2.  Perform a usability evaluation, recording your observations on the data sheet, 
which is numbered in the 300s.  You will have 40 minutes to complete it. 
 
3.  Complete the survey, numbered to match your data sheet. 
 
Thanks for participating! 
 




1.  Read the cover letter. 
 
2.  Perform a usability evaluation, recording your observations on the data sheet, 
which is numbered in the 400s.  You will have a total 40 minutes to complete it, 
plus breaks as indicated. 
 
3.  Complete the survey, numbered to match your data sheet. 
 
Thanks for participating! 
 
Figure D - 4.  Instructions for Participants in the Contemporary/Structured Cell 
Post-Test Survey 
The purpose of the post-test survey was to obtain information on participant 
demographics for all groups and, for Groups 2 through 4, participant reactions to 
experimental evaluation methods.  The survey was provided in paper form, to be filled 
out as indicated in the instructions for each group. 
Survey for participants in the traditional/unstructured cell. 
Test Sheet Number: _____ 
 
As a usability professional, how often do you use heuristic evaluations? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 




How effective are heuristic evaluations in finding usability problems? 
 
____Very effective   Comments_____________________ 
____Somewhat effective  ______________________________ 
____Neutral    ______________________________ 
____Somewhat ineffective  ______________________________ 
____Very ineffective 
 
Do you find traditional heuristic categories to be valuable in performing evaluations? 
 
____Very often   Comments_____________________ 
____Occasionally   ______________________________ 
____Neutral    ______________________________ 
____Sometimes   ______________________________ 
____Never    ______________________________ 
 
Do you create your own heuristic items or categories? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 










Survey for participants in the traditional/structured cell. 
Test Sheet Number:_____ 
 
As a usability professional, how often do you use heuristic evaluations? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 
____Seldom    ______________________________ 
____Never 
 
How effective are heuristic evaluations in finding usability problems? 
 
____Very effective   Comments_____________________ 
____Somewhat effective  ______________________________ 
____Neutral    ______________________________ 
____Somewhat ineffective  ______________________________ 
____Very ineffective 
 
Do you find traditional heuristic categories to be valuable in performing evaluations? 
 
____Very often   Comments_____________________ 
____Occasionally   ______________________________ 
____Neutral    ______________________________ 
____Sometimes   ______________________________ 
____Never    ______________________________ 
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Do you create your own heuristic items or categories? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 
____Seldom    ______________________________ 
____Never 
In the sheet you used for this test, did the section breaks refresh your thinking for the next 
section? 
 
____Very much   Comments_____________________ 
____Somewhat   ______________________________ 
____Neutral    ______________________________ 
____Not very much   ______________________________ 








Survey for participants in the contemporary/unstructured cell. 
Test Sheet Number: _____ 
 
As a usability professional, how often do you use heuristic evaluations? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 




How effective are heuristic evaluations in finding usability problems? 
 
____Very effective   Comments_____________________ 
____Somewhat effective  ______________________________ 
____Neutral    ______________________________ 
____Somewhat ineffective  ______________________________ 
____Very ineffective 
 
Do you find traditional heuristic categories to be valuable in performing evaluations? 
 
____Very often   Comments_____________________ 
____Occasionally   ______________________________ 
____Neutral    ______________________________ 
____Sometimes   ______________________________ 
____Never    ______________________________ 
 
Do you create your own heuristic items or categories? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 
____Seldom    ______________________________ 
____Never 
In the sheet you used for this test, were the heading and categories in the list instructive 
and helpful? 
 
____Very much   Comments_____________________ 
____Somewhat   ______________________________ 
____Neutral    ______________________________ 
____Not very much   ______________________________ 
____Not at all 
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How does this checklist compare to traditional heuristic evaluation methods? 
 
____More effective   Comments_____________________ 
____Somewhat more effective ______________________________ 
____About the same   ______________________________ 
____Somewhat less effective  ______________________________ 








Survey for participants in the contemporary/structured cell. 
Test Sheet Number: _____ 
 
As a usability professional, how often do you use heuristic evaluations? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 




How effective are heuristic evaluations in finding usability problems? 
 
____Very effective   Comments_____________________ 
____Somewhat effective  ______________________________ 
____Neutral    ______________________________ 
____Somewhat ineffective  ______________________________ 
____Very ineffective 
 
Do you find traditional heuristic categories to be valuable in performing evaluations? 
 
____Very often   Comments_____________________ 
____Occasionally   ______________________________ 
____Neutral    ______________________________ 
____Sometimes   ______________________________ 
____Never    ______________________________ 
 
Do you create your own heuristic items or categories? 
 
____Very often   Comments_____________________ 
____Often    ______________________________ 
____Sometimes   ______________________________ 
____Seldom    ______________________________ 
____Never 
In the sheet you used for this test, were the heading and categories in the list instructive 
and helpful? 
 
____Very much   Comments_____________________ 
____Somewhat   ______________________________ 
____Neutral    ______________________________ 
____Not very much   ______________________________ 
____Not at all 
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Did the section breaks refresh your thinking for the next section? 
 
____Very much   Comments_____________________ 
____Somewhat   ______________________________ 
____Neutral    ______________________________ 
____Not very much   ______________________________ 
____Not at all 
 
How does this checklist compare to traditional heuristic evaluation methods? 
 
____More effective   Comments_____________________ 
____Somewhat more effective ______________________________ 
____About the same   ______________________________ 
____Somewhat less effective  ______________________________ 









The following are replicas of the heuristics and data sheets for each of the four 
conditions.  In the pages that follow, each new sheet is designated by either a list of 
heuristics for groups 1 and 3 with no structure, or with “Test Number: ____” in the top 
right corner for groups 2 and 4 where the heuristics were embedded into the structure of 
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the data sheet.  The sheets for each were attached in a packet, and the packets collated by 








• Simple and natural dialogue 
• Speak the user’s language 
• Minimize user memory load 
• Consistency 
• Feedback 
• Clearly marked exits 
• Shortcuts 
• Good error messages 
• Prevent errors 






















   
   












 [blanks continued on additional pages] 
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Packet 2:  Traditional heuristics with structured evaluation format 
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Test Sheet Number _______ 
 
 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 























































































Instructions to evaluator: Take a 5-minute break before going on to the next section.  Relax; clear your mind of the previous 
evaluation. 
 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 



























































































Instructions to evaluator: Take a 5-minute break before going on to the next section.  Relax; clear your mind of the previous 
evaluation. 
 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 











































































Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 



















































Support for What the Human User Can and Needs to Remember 
To keep in mind: Humans have a limited amount of working memory.  The product can support this by reminding them of 
things or remembering things for them.  Also, the product should assist by remembering details from one task to the next.  As 
you evaluate the product for helping user memory, stay focused specifically on that aspect of the design. 
 
• Does information mean the same thing throughout? 
• Is the user entry “See and point” in place of “remember and type?” 
• Can users undo previous actions? 
• Are similar operations expressed in the same name, color and form? 
• Are items that go together grouped together? 
• Are the easiest and most efficient operations provided for users (general to specific)? 
• Are operations explained using concrete examples? 
• Does the system require the user to perform as few operations as possible?  
• Is the system based on a small number of rules that apply throughout? 
• Do default values appear in place of frequently recurring entries? 
• Does the system walk novice users through step-by-step processes? 
 
 
Support for How the Human User Sees and Hears Things 
 
To keep in mind: Make sure that everything that you see is readable and easy to distinguish, and that everything you hear is 
clear and makes sense with what you see.  As you evaluate the product for how humans see and hear things, stay focused 
specifically on that aspect of the design. 
 
• Are icons and pictures familiar to the specific user? 
• Are font selections readable for the level of resolution displayed? 
• Are fonts too small? 
• Do typefaces contrast well with backgrounds? 
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• Does the design map to the user’s concept of information? 
• Do things appear in the order in which the user would perform them, left-to-right, top to bottom? 
• Are similar items grouped together? 
• Are items that do not go together separated? 
• Is important information emphasized? 
• Is it easy to tell the difference between different sections that appear on the same display? 
• Is auditory and visual information displayed concurrently whenever possible? 
 
 
Support for What the Human User Needs to Pay Attention To 
 
To keep in mind: Determine what are the most significant things happening in the product at any one time, or the most 
significant things that the user needs to know or do at any given time.  Also make sure that less important information or 
activities, while available to the user, do not distract from more important things.  As you evaluate the product for user 
attention, stay focused specifically on that aspect of the design. 
 
• Do designs contain enough “white space” and not appear too crowded or busy? 
• Does feedback to the user appear in a form appropriate to the situation or action (e.g., central location and strong 
language for irreversible or fatal actions)? 
• Do confirmation dialogues appear in response to user actions that may have serious consequences? 
• Are confirmation dialogues not overused (so the user will not be desensitized to them)? 
• Does the design avoid extraneous information that distracts the user? 
• Does the system provide feedback on what it is doing or has done? 
• Are there error messages for system malfunctions? 
• Does a message appear if the system fails? 
• Are there error messages for user mistakes (e.g., incorrect entries or selections)? 
• Are error messages more precise rather than general? 
• Do error messages propose a solution to the problem? 
• Are error messages polite and avoid blaming the user? 
• Are modes seldom used or not at all? 
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Support for How the Human User Thinks About and Does Things 
 
To keep in mind: Human beings think about things and organize information in certain ways.  What do your specific users 
know, do, and how might they think about their tasks?  Make sure that items on the product are clear, concise, and on topic.  
As you evaluate the product for how human users think about things, stay focused specifically on that aspect of the design. 
 
• Are terms and language ones that the user will know and understand? 
• Is there a WYSIWYG relationship between the screen and the printout? 
• Does the system respond to user actions within 0.1 second 70% of the time, 0.5 second 80% of the, and 1 second 90% 
of the time? 
• Does the system respond to an action that is greater than 2 seconds and inform the user that the system is working? 
• Does the system respond to an action that is greater than 10 seconds and does it indicate to the user the estimated time 
or steps to completion? 
• Can the user interrupt long processes? 
• Are the design and system behavior consistent with user task expectations? 
• Does long or detailed error feedback begin with short messages and link to more detailed information? 
• Are all dialogue boxes and pop-up windows closeable? 
• Are there accelerator functions (e.g., function keys) for expert users? 
• Do error messages propose a solution to the problem? 
• Are there jump functions, which move quickly from one place to another?
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Packet 4:  Contemporary heuristics with structured evaluation format 
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Test Sheet Number _______ 
 
 
Support for What the Human User Can and Needs to Remember 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 
only for the heuristic topics in this section.  Keep in mind that humans have a limited amount of working memory.  The product can 
support this by reminding them of things or remembering things for them.  Also, the product should assist by remembering details 


















Is the user entry “See and point” in place of 









Are similar operations expressed in the 









Are the easiest and most efficient 












Does the system require the user to 




Is the system based on a small number of 




Do default values appear in place of 









Instructions to evaluator: Take a 5-minute break before going on to the next section.  Relax; clear your mind of the previous 
evaluation. 
 
Support for How the Human User Sees and Hears Things 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 
only for the heuristic topics in this section.  Make sure that everything that you see is readable and easy to distinguish, and that 
everything you hear is clear and makes sense with what you see.  As you evaluate the product for how humans see and hear things, 












Are icons and pictures familiar to the 
specific user? 
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Are font selections readable for the level of 
resolution displayed? 
 
   
Are fonts too small? 
 
 
   
Do typefaces contrast well with 
backgrounds? 
 
   
Does the design map to the user’s concept 
of information? 
 
   
Do things appear in the order in which the 
user would perform them, left-to-right, top 
to bottom? 
   
Are similar items grouped together? 
 
 
   
Are items that do not go together 
separated? 
 
   






Is it easy to tell the difference between 
different sections that appear on the same 
display? 
   
Is auditory and visual information 
displayed concurrently whenever 
possible?2 
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Instructions to evaluator: Take a 5-minute break before going on to the next section.  Relax; clear your mind of the previous 
evaluation. 
 
Support for What the Human User Needs to Pay Attention To 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 
only for the heuristic topics in this section.  Determine what are the most significant things happening in the product at any one time, 
or the most significant things that the user needs to know or do at any given time.  Also make sure that less important information or 
activities, while available to the user, do not distract from more important things.  As you evaluate the product for user attention, 












Do designs contain enough “white space” 





Does feedback to the user appear in a form 
appropriate to the situation or action (e.g., 
central location and strong language for 
irreversible or fatal actions)? 
   
Do confirmation dialogues appear in 
response to user actions that may have 
serious consequences? 
   
Are confirmation dialogues not overused 
(so the user will not be desensitized to 
them)? 
   
Does the design avoid extraneous 






Does the system provide feedback on what 





Are there error messages for system 
malfunctions? 
 
   






Are there error messages for user mistakes 





Are error messages more precise rather 
than general? 
 
   
Do error messages propose a solution to 
the problem? 
 
   
Are error messages polite and avoid 
blaming the user? 
 
   










Support for How the Human User Thinks About and Does Things 
Instructions to evaluator: Look over the heuristics for this section; stop at the gray line.  Use 10 minutes to evaluate the product 
only for the heuristic topics in this section.  Keep in mind both how human beings think about things and organize information, and 
also about what your specific users know, do, and think about their tasks.  Make sure that items on the product are clear, concise, and 












Are terms and language ones that the user 
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Does the system respond to user actions 
within 0.1 second 70% of the time, 0.5 
second 80% of the, and 1 second 90% of 
the time? 
   
Does the system respond to an action that 
is greater than 2 seconds and inform the 
user that the system is working? 
   
Does the system respond to an action that 
is greater than 10 seconds and does it 
indicate to the user the estimated time or 
steps to completion? 
   






Are the design and system behavior 






Does long or detailed error feedback begin 
with short messages and link to more 
detailed information? 
   






Are there accelerator functions (e.g., 











Are there jump functions, which move 
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