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Social Research in Times of Big Data.  
The Challenges of New Data Worlds and  
the Need for a Sociology of Social Research 
Rainer Diaz-Bone, Kenneth Horvath & Valeska Cappel ∗ 
Abstract: »Sozialforschung in den Zeiten von Big Data. Die Herausforderungen 
der neuen Datenwelten und die Notwendigkeit einer Soziologie der Sozialfor-
schung«. The phenomenon of big data does not only deeply affect current soci-
eties but also poses crucial challenges to social research. This article argues for 
moving towards a sociology of social research in order to characterize the new 
qualities of big data and its deficiencies. We draw on the neopragmatist ap-
proach of economics of convention (EC) as a conceptual basis for such a socio-
logical perspective. This framework suggests investigating processes of quanti-
fication in their interplay with orders of justifications and logics of evaluation. 
Methodological issues such as the question of the “quality of big data” must 
accordingly be discussed in their deep entanglement with epistemic values, in-
stitutional forms, and historical contexts and as necessarily implying political 
issues such as who controls and has access to data infrastructures. On this con-
ceptual basis, the article uses the example of health to discuss the challenges of 
big data analysis for social research. Phenomena such as the rise of new and 
massive privately owned data infrastructures, the economic valuation of huge 
amounts of connected data, or the movement of “quantified self” are presented 
as indications of a profound transformation compared to established forms of 
doing social research. Methodological and epistemological, but also institution-
al and political, strategies are presented to face the risk of being “outper-
formed” and “replaced” by big data analysis as they are already done in big US 
American and Chinese Internet enterprises. In conclusion, we argue that the 
sketched developments have important implications both for research practices 
and methods teaching in the era of big data. 
Keywords: Big data, economics of convention, sociology of social research, so-
ciology of quantification, sociology of health, data quality, political economy of 
quantification, data infrastructures, fact/value dichotomy. 
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1. Introduction 
Big data and digitization have been met in the social sciences with mixed feel-
ings, from almost utopian enthusiasm to more dystopian visions (Savage and 
Burrows 2007; Boyd and Crawford 2012; Pentland 2014; O’Neil 2016; Noble 
2018; Zuboff 2019). From the standpoint of established quantitative social 
research methodologies, it is tempting to emphasize that many of the points 
raised in these debates do not sound that new at all. Huge datasets have been 
used by the social sciences for centuries, exploratory data analysis has been 
promoted from the 1950s onwards, and the current heralds of a coming age of 
“social physics” should probably be more aware of their 19th century predeces-
sors (for which Auguste Comte and Adolphe Quetelet are just two prominent 
examples). Seen from this angle, we might give a double negative answer when 
asked about the “quality” of big data: they are neither really “new” nor particu-
larly “good.”  
We argue that such a take on the problem risks missing the crucial point: 
The phenomenon of big data is indicative of an ongoing and fundamental shift 
in the social research landscape. This shift cannot be fully grasped from the 
standpoint of established methodological frameworks because these are the 
very frameworks that are being challenged in the first place. The key claim of 
this paper is that in order to grasp what is at stake, we need to discuss the 
methodological questions surrounding big data in relation to the precise histori-
cal and situational contexts in which they arise. In other words: We need to 
move towards a perspective of a sociology of social research that links meth-
odological questions with analyses of both broad political and social configura-
tions and the pragmatics and logics of doing social research. Seen from such an 
angle, we are not merely witnessing the emergence of new kinds of data and 
data analysis, but a whole set of transformations, involving, among others, 
epistemic values and orientations, institutions and forms of quantification, data 
and problem ownership, or the relations between research and the common 
good. We argue that it is crucial that the social sciences recognize and face the 
resulting challenges. The price of missing out may be high, given that social 
scientists have already lost part of their supremacy of analyzing and interpret-
ing the social world (van Dijck 2014; Diaz-Bone 2019). 
The field of health is among the social areas in which the disruptive trans-
formation linked to datafication is most advanced and already observable in 
daily routines as well as in institutions and policies. We therefore use the field 
of health as the main example throughout this article to illustrate the changing 
arrangements of actors, data infrastructures, social and economic valorization 
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of data, and epistemic practices, values, and orientations.1 Both the social sci-
ences and the field of health face the challenge of negotiating what “good data” 
is about and on which common principles data are based.  
In the following section, we briefly outline the conceptual foundation of our 
argument, which is mainly informed by the economics of convention (in short, 
EC) and related neopragmatist epistemologies (section 2). On this basis, we 
then deal with three questions. First, we ask what makes the new quality of big 
data (section 3). We provide a first account of what we believe are essential 
features of newly emerging data worlds, highlighting the close interplay be-
tween processes of quantification and datafication, political and economic 
contexts, and social processes that become organized in and around new data 
worlds. Secondly, we approach the question of what is at stake (section 4). We 
emphasize the implications of these new data worlds, pointing among others to 
the danger of algorithmic discrimination and knowledge production happening 
without any form of public control. Finally, we ask what kind of challenge 
exactly social research faces in dealing with these changed realities and why 
this challenge may be anything but trivial (section 5). We provide a sociologi-
cal and methodological reading of the epistemic transformation we are witness-
ing, contrasting current data and research arrangements with the canonical 
forms of social research that dominated the 20th century. We claim that the 
challenges of big data are most pronounced vis-à-vis the canonical quantitative 
methodologies that have dominated social sciences for decades: they question 
established statistical techniques as well as key epistemic values and orienta-
tions underpinning these approaches. Overcoming this challenge will require 
taking alternative logics and techniques of doing social research seriously, as 
they have been developed in fields of exploratory statistical analysis (such as 
geometric data analysis; Le Roux and Rouanet 2010) but also in qualitative 
research contexts. The imminent crisis hence is also an opportunity for recon-
figuring social research in ways that move beyond divides and boundaries that 
have dominated methodological debates for decades. Such a reconfiguration 
seems necessary lest the social sciences lose authority to analyze and interpret 
developments in the social world, with important implications regarding public 
accountability of societal knowledge production. We conclude that data quality 
is linked at once to methodological issues and to aspects of the political econ-
omy of quantification. Therefore the contribution calls for a new sociology of 
social research (section 6). 
 
1  The content of the article is also based on the current research project: “Digital health 
classifications in apps: Practices and problems of their development and of their situational 
application.” It is a research project (2019-2022) applying convention theory, funded by the 
Swiss National Science Foundation (SNSF), and located at the University of Lucerne. For fur-
ther information, see: <https://www.unilu.ch/fakultaeten/ksf/institute/soziologisches-seminar/ 
forschung/digitale-gesundheitsklassifikationen-in-apps-praktiken-und-probleme-ihrer-ent 
wicklung-und-situativen-anwendung/>. 
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2. Conventions, Coordination, and Contexts:  
A Conceptual Note on the Sociology of Social Research 
This article argues for moving towards a sociology of social research in order 
to fully grasp the foundations and implications of the current critical moment in 
the development of empirical social research and its methodologies. We build 
on neopragmatist thinking and on the “economics of convention” (EC) as they 
have been developed especially in the context of the new French social scienc-
es (Storper and Salais 1997; Boltanski and Chiapello 2005; Boltanski and Thé-
venot 2006; Eymard-Duvernay ed. 2006a, 2006b; Batifoulier et al. 2016; Diaz-
Bone 2018). The objective is to systematically link the methodological ques-
tion of “what makes (good) data” to a political economy of datafication as well 
as to an analysis of the pragmatics of social science knowledge production. 
Such a perspective allows bridging the discussion of methodological principles 
with analyses of dominant institutional and cognitive forms, epistemic values 
and orientations, forms of assessing and justifying data quality, and the politi-
cal and economic links through which social research is related to public con-
cerns and the common good. The rationale for such a perspective is that such a 
bridging is required for understanding the concrete challenge that social re-
search faces. 
From an EC-perspective, conventions are logics of coordination that actors 
rely on when they have to interpret, evaluate, and valuate others, actions, ob-
jects, or processes in situations (Storper and Salais 1997; Boltanski and Thé-
venot 2006). In situations of critique or in need of justification, actors can refer 
to conventions as deeper principles in order to relate to worth, “greatness” (in 
French “grandeur”), or common good. So far, EC scholars have identified and 
discussed a variety of such conventions, including the market convention, the 
industrial convention, the domestic convention, the civic convention, the con-
vention of reputation, the convention of inspiration, the green convention, and 
the network convention.2 Every empirical situation is influenced by a combina-
tion of these conventions, and further conventions are conceivable as possible 
resources for critique or different modes of coordination. Actors hence have to 
be practical metaphysicians and be capable of coping with a co-existing plurali-
ty of conventions as normative principles.  
The analysis of processes of quantification was one of the starting points 
and building blocks for the economics of convention. EC was developed in the 
 
2  EC has introduced other models of conventions as the model of “worlds of productions” 
introduced by Storper and Salais (1997). But all these notions of convention share the gen-
eral perspective that situations, burdened by uncertainty, are in need of being accomplished 
by conventions, which actors can apply to understand what is going on and what are ways 
of coordination. 
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analysis of social and methodological usages of classifications, quantifications 
and statistics (Diaz-Bone 2016, 2018). It can therefore be conceived as an 
approach in the field of sociology of social research (Diaz-Bone and Didier 
2016).3 Alain Desrosières’ work on quantification serves as an emblematic 
point of reference (Desrosières 2000, 2008, 2002, 2011, 2015, 2016). 
Desrosières suggests distinguishing issues of measurement from processes of 
quantification. Quantification comes first and signifies the process of establish-
ing definitions, standards, procedures for numerical classification and meas-
urement. The process of quantification requires negotiation, coordination, and 
critique. It involves actors from different fields of practice and is always con-
vention-based: Every quantification is anchored in a specific logic of justifica-
tion that legitimates the counting or measuring of some phenomenon in a spe-
cific way. Such conventional logics are linked to orders of worth, related to the 
common good in specific ways, and imply certain ways of problematizing the 
social world. To see measurement and quantification this way means to insist 
on coherent and adequate conventions of measurement so that the result is data 
interpretable for coordinating actors and suitable for collective action, always 
with the overarching objective of pursuing a common good (Salais 2012, 
2016). While the results of these conventionalizing processes may remain 
explicit or at least accessible (e.g., in codebooks or data manuals; Salais 2016, 
119), most of the process is invisible in later stages in which instruments are 
treated as uncontested, uncomplicated, and, in this sense, necessary (rather than 
“conventional”).4 
Such a genuinely sociological view on social research and its methodologies 
does not imply a relativist standpoint (Desrosières 2002). An EC-inspired soci-
ology of social research, to the contrary, aims to make social research more 
realistic by empirically investigating the actual forms of doing social research 
that have emerged and become accepted as feasible and legitimate ways of 
solving the uncertainties and complexities of knowledge production. Building 
on this understanding, we may define datafication as the institutionalized pro-
 
3  The journal Historical Social Research has devoted a series of special issues to EC. See Diaz-
Bone and Salais (eds.; 2011, 2012); Diaz-Bone et al. (eds.; 2015); Diaz-Bone and Didier (eds.; 
2016); Diaz-Bone and Favereau (eds.; 2019). 
4  The German-speaking category of “migration background” provides a striking and topical 
example for the manifold social processes underlying statistical definitions and the effects 
that statistical categories can develop once they are established (Horvath 2019): The cate-
gory was established as an official category (“defined in law”) in the mid-2000s as a succes-
sor to the category of “foreigner” that had outlived its utility of capturing migrant popula-
tions. The aim was to capture a group of “othered” migrants without referring to explicitly 
ethnic markers. Educational professionals, migrant groups, and public administrations were 
among the players involved. Today, the category is used as if it denoted a self-evident fea-
ture of the social world. As such it has itself become a social reality that develops important 
consequences, for example by structuring narratives of educational inequality and resulting 
pedagogic strategies (Horvath 2018).  
HSR 45 (2020) 3  │  319 
cesses by which social practices and processes are transformed into and repre-
sented as data, with the aim of using these data for specific purposes and in 
specific ways.  
The key analytical benefit of this understanding is that we can develop the 
notion of datafication in two directions. First, we can ask how datafication 
relates to political and economic dynamics – we can investigate the political 
economy of data (Desrosières 2011, 2015). In this vein, we may ask what 
makes data valuable for different groups of actors. How is data made use of – 
how is their value realized and exploited? How are these forms of valuating 
data linked to societal dynamics? Second, we can focus our attention on the 
institutions, practices, and processes involved in datafication, on the inner 
workings and epistemology of data. One of the fundamental lessons of neo-
pragmatist thinking in this context is that we conceive of these frameworks as 
involving epistemic values and orientations, which allow actors involved in 
knowledge production to coordinate, to reflect, and to evaluate (Putnam 2002). 
To give but one example that is relevant for the following discussion, quantita-
tive research in the 20th century strongly favored parsimonious model building 
(rather than exploring complexity), motivated by value orientations such as 
transparency, neutrality, and communicability (Smith 1994).  
There are a number of heuristic concepts that help applying a sociology-of-
social-research perspective to concrete datafication processes. Alain 
Desrosières and Laurent Thévenot famously introduced the notion of the statis-
tical chain that links different involved actors and situations (Desrosières and 
Thévenot 1979; Desrosières 2000). This allows for an understanding of how 
datafication and quantification can lead to invalid data when the involved ac-
tors switch conventions along the chain (Thévenot 1983; Desrosières 2008; 
Diaz-Bone 2016, 2017, 2019). Conventions hence are not only relevant as 
means of ensuring democratic control and public accountability, but also as 
basis for ensuring methodological coherence. In a similar vein, we can focus on 
data infrastructures as key interface between political and economic orders and 
everyday epistemic practices (van Dijck 2014; Gray et al. 2018; see also 
Bowker and Star 2000). Data infrastructures are conventionalized and institu-
tionalized resources that guide and structure the datafication of social phenom-
ena. One essential feature of these infrastructures is that they provide frame-
works for assessing the quality of data. These frameworks have developed over 
time, resulting from form-giving activities by multiple authors; they provide 
schemes and criteria for evaluating data. Finally, we may conceive of concrete 
arrangements of these elements as data worlds: specific ensembles and inter-
plays of players, institutions, and practices. 
In the following, we use this conceptual framework and its heuristic re-
sources in three steps. First, we look at knowledge production in broad societal, 
political, and economic contexts. What kind of data is produced? What is new 
about these current data worlds? What kinds of infrastructures and political 
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economies of data are we facing? Second, we ask what are the wider implica-
tions of these new data worlds? Third, we turn the perspective inside out and 
focus on knowledge orders and institutional dynamics in the field of the social 
sciences: What kind of challenge, exactly, results for the social sciences?  
3.  What Makes the “New Quality” of Big Data? 
Big data is often introduced using a multiple-V definition. The most common 
one is the 3-Vs definition: volume, variety, and velocity. In this vein, Rob 
Kitchin argues that “big data is huge in volume, consisting of terabytes or 
petabytes of data; high in velocity, being created in or near real-time; diverse in 
variety, being structured and unstructured in nature” (Kitchin 2014, 1).5 Big 
data, conceived of in this fashion, is at first glance characterized by an immen-
sity of numerical information, too big as to be handled by ordinary data analy-
sis technology. And big data is known to be “untidy” data, which differs from 
the more “tidy” and rectangular data file formats which have dominated the 
social sciences for more than half a century.  
But to consider only aspects of mass and format would mean to overlook big 
data’s social, scientific, economic, and political character and its already effec-
tive capacity to transform societies. Any serious attempt at characterizing on-
going transformations of data worlds must take into account that sensors, indi-
cators, video surveillance, and manifold digital devices each storing masses of 
social data have become to pervade social life worlds. Smart phones, cars, 
entertainment technologies (such as Smart TVs), and digitized kitchen appli-
ances in private homes are nowadays equipped with computer chips. The cru-
cial development, which has persistently changed social life worlds as well as 
the public sphere, however, is the linkage of all these objects by the Internet 
(“Internet of Things,” “Smart Cities”). Social life worlds today are digitized 
and datafied. Consequently, big data should not merely be conceived of as 
numerical representation of individual behavior (such as consumer behavior), 
but instead social reality itself needs to be seen as being transformed into digi-
tal processes.  
The datafication of health provides one of the most impressive and obvious 
examples for this profound transformation (Ruckenstein and Schüll 2017). This 
transformation appears in health data infrastructures like data-driven medical 
research, governmental digital patient folders, individualized health care and in 
self-care practices. Biobanks and governmental databases run by artificial 
intelligence support health research and developing individualized methods of 
 
5 For more elaborated definitions, see Mayer-Schönberger and Cukier (2013); Wierse and 
Riedel (2017). 
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treatments (Abouelmehdi et al. 2018, 3). Governmental digital patient folders 
provide a data infrastructure to collect and share patient data trough hospitals, 
doctors, drugstores, health insurances, companies, and private persons. In eve-
ryday life, new technologies like health apps, wearables, implantable biosen-
sors, drugs with sensors, patient monitoring devices, or digital consultation-
hours are getting more and more part of the social reality (Ruckenstein and 
Schüll 2017, 262). Especially the intrusion of health apps generates a new 
understanding of individuals’ health-status and behavior. There is a community 
called “Quantified Self” (QS), whose members follow the objective to gain 
“self-knowledge through numbers.”6 They try to get deep insights about their 
environment and physical conditions through quantification and data analysis 
of any aspects of social life (Nafus 2016). While the generated health data 
provides new insights, it is by no means a one-to-one account of one’s life or 
identity (Sharon 2017). Rather, it equates a “situated objectivity,” meaning that 
people engage with their personal data (Pantzar and Ruckenstein 2017). In this 
view the data reflects socially contextualized health assumptions, experiences, 
and aspects of the daily life and makes them visible, valuable, and socially 
negotiable through measurements (Ruckenstein and Schüll 2017, 266).  
Some theorists argue that big data will completely transform the organiza-
tion of economies and of enterprises, among others by replacing money and 
making central banks obsolete (Mayer-Schönberger and Ramge 2018). With a 
view to the logics and practices of social research, big data, however, has other 
important aspects. In the following, we discuss various regards in which “big 
data” are qualitatively different from the kind of data the social sciences have 
become used to. These aspects are neither comprehensive nor mutually exclu-
sive. In this section, they serve to illustrate the deep entanglement of epistemic, 
social, economic, and political dynamics involved. The discussion, at this 
point, aims to illustrate the complex and interrelated character of these devel-
opments.  
First, the type of data is different in other regards as the ones underlying the 
3Vs-definition. The data infrastructures, which generate and proceed big data 
are built out of technical platforms (Gillespie 2010) and devices implemented 
by private enterprises and used by these companies for their technological and 
commercial purposes. The big Internet Corporations Google, Amazon, Face-
book, Apple, and Microsoft in the USA or Baidu, Alibaba, Tencent, and Xiao-
mi in China, and other big retailers such as Walmart but also smaller enterpris-
es as well as “start-ups” which produce machines or services rely on sensors 
and apps that are connected with the Internet and deliver data continuously to 
these companies. Such developments have prominently taken place in the field 
of health where new health data infrastructures linked to a new economy of 
 
6  See <https://quantifiedself.com/>. 
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health have emerged. A development in the health system in Denmark has 
shown in recent years that not only individuals but also institutions can become 
part of an unconscious data economy (Wadman and Hoeyer 2018). These de-
velopments are partly further promoted by health professionals, government 
agencies, and health insurances, leading to invisible richness of data that these 
actors possess (Nissenbaum and Patterson 2016). For example, in Denmark, a 
group of doctors advocated an infrastructure for a seamless exchange of health 
data to assist them in treating patients superiorly and making their work easier. 
The infrastructure was perfectly connectable and in fact so useful for many 
purposes that the very richness of data finally led to the collapse of the infra-
structure: Physicians realized that the data sourcing software was also used or 
was planned to be used by authorities and patients to control and monitor the 
doctors (Wadman and Hoeyer 2018, 9). Users of health and well-being apps 
mostly suspect nothing of the already established data infrastructure and data 
economy hidden in the background, while their data is getting attention and 
usage at several levels (Nissenbaum and Patterson 2016).  
The data we see in these cases are much more fine-grained than for example 
survey data, which is still the most commonly used sort of data in academic 
social research. Also, these data are gathered mainly without individuals being 
aware of it. In contrast to survey data, big data mainly tracks individuals’ be-
havior instead of opinions, values, or attitudes. While social research is in need 
of collecting data on actors’ motives and aims as important explanatory varia-
bles, big data analysts instead focus on predictive accuracy of their data mod-
els, circumventing the inclusion of meaning and actors’ interpretation.  
These new types of data, second, are utilized in new forms and linked to new 
sets of political and economic interests. Data itself nowadays count as an eco-
nomic resource. Most importantly, they are an important source of revenue for 
companies in the sector of new information technologies. Huge technology 
ventures like Google, Facebook, Apple, or Amazon push into the healthcare 
market because their business models are partly based on health data (Sharon 
2018). For example, Apple is active with its apps on IOS devices, both in clin-
ics and in private everyday lives of patients and healthy people. In everyday 
clinical practice, the apps should enable a more efficient data exchange, so that 
doctors have access to patient records all the time and nurses have access to all 
patient data to ensure safe medication. Apple is also developing new gadgets 
and tools, such as the Apple Watch or the Health App, that are connected to the 
iPhone and enable patients and healthy people to share health data with hospi-
tals, doctors, and nursing teams. Apple is targeting healthcare providers such as 
hospitals and doctors and everyday life people with its health-products. The 
business model consists, on the one hand, of data aggregation and its distribu-
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tion, but also of selling gadgets and tools such as Apple Watches or apps.7 
These enterprises have the necessary capacities to build new data infrastruc-
tures, not least because new consumer technologies are an essential ingredient 
of newly arisen health data infrastructures. Companies such as Google, Apple, 
or Facebook have a lot of experience in developing user-friendly and attractive 
applications to generate and collect data, including health data. Companies like 
Fit-Bit and Nike or online platforms like PatientsLikeMe share and sell their 
data with respect to affiliated companies, tech firms, insurers, marketers, phar-
maceutical companies and medical device makers (van Dijck and Poell 2016; 
Ruckenstein and Schüll 2017). Other actors use new health data for other ends. 
Hospitals want to save costs and identify preventive health-scores (Hogle 2016; 
Ruckenstein and Schüll 2017). Advertisers, insurance companies and credit 
rating agencies are primarily interested in creating or completing data profiles 
in order to offer personalized products and services and to classify people. 
There are abstruse developments like growing “marketing-avatars,” for exam-
ple a “marketing-baby” made of connected health-data from pregnant woman. 
Companies and health services use new kinds of networked data to offer adver-
tisement or products via e-mail, phone and post. Cynically, even in cases of 
miscarriages these avatars can live on, growing and developing for years be-
cause the “marketing-baby” is still in the databank growing (Ebeling 2016). 
These new health data infrastructures impressively show how different inter-
ests, (uninformed) actors, and non-chained situations are being linked along the 
statistical chain and lead to reorganized social realities. In particular, the digital 
connectivity of new health data on such infrastructures distinguishes them from 
previous health data. Context-independent reuse and the linking of new data-
field situations open up completely new contexts of action and new forms of 
negotiation of health and health quality (Hogle 2016; Sharon 2016; van Dijck 
and Poell 2016). 
A third key issue that is directly related to the uses and utilities of data is the 
access to big data (generating) sources – including their costs and their owner-
ship. In contrast to engineering sciences and natural sciences with their mani-
fold opportunities to collaborate with big private companies, there are only few 
possibilities for academic social research to have the research infrastructure 
financed by enterprises. There are likewise only few public initiatives and state 
organizations, which support the new needs of social research to build up data 
structures comparable to the technical Internet platforms of global players such 
as the big Internet companies mentioned above.8 Hence, the access of academic 
social research to new types of data is limited to applying strategies such as 
 
7  See: <https://www.apple.com/healthcare/>.  
8 One could refer to the international project of Large Hadron Collider (LHC) or to national 
initiatives as social science research infrastructures (Gehring 2018). 
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web scraping and text mining or using APIs9 to collect data (Wiedemann 2013; 
Munzert et al. 2015; Foster et al. 2017; Hampton 2017).10 These strategies only 
partly solve the problem, since companies usually control and limit data access, 
as is the case, for example, with data obtained through the Twitter API (Boyd 
and Crawford 2012; Diaz-Bone 2016). Although, at first glance, the Internet 
suggests the possibility of free access to data, one must be aware that there is a 
second realm of data, hidden for ordinary users and social researchers: data 
proceeded and stored in the closed realms of Internet companies, in their source 
codes, and in their private algorithms. 
The kind of data produced, their utility, and their ownership are inherently 
linked to methodological concerns and questions of the quality of data for 
social research. We now turn to these more methodological issues. A fourth 
feature of new data worlds follows directly from the problem of big data ac-
cess: social research lacks control over data formats and over biasing influ-
ences and other error sources in the data production.11 Big data is mostly 
generated automatically by technical and commercial processes in physical 
environments and in social worlds. Social researchers do not play the role of 
designers of instruments for data collection and they only partly have control 
over research designs (as would be the case when using big data for quasi-
experimental research; see Salganik 2018). The process of operationalizing 
construct dimensions into variables is not in the hands of social researchers (as 
it is in classical surveys) but is operated by engineers, computer scientists, data 
scientists, and other professions involved in the everyday practices of imple-
menting hardware (sensors) and programs (apps, algorithms) as the basis for 
gathering and proceeding big data, employed mainly by private enterprises. For 
social researchers, when relying on big data generated by these companies, the 
increasing division of labor, the different technical standards involved and the 
various platforms along the statistical chain undermine the transparency of 
possible influences on data formats and information “in the data” (including ad 
hoc decisions about categorization, unknown principles of data transformation, 
loss of metadata, missing knowledge about situational conditions of measure-
ment, involved filtering processes, problems of storage and of adequate data 
flows, etc.). The first consequence is a loss of data quality because of this miss-
ing transparency about influences and possible error sources. Seen from the 
view of social researchers who do not control the statistical chain, the coher-
ence of data and the meaning of data are questionable (Lagoze 2014, Diaz-
Bone 2016). The second consequence is an erosion of the validity of conclu-
 
9  API is the abbreviation for “application programming interface.” 
10  For a German introduction into big data analytics, see Wierse and Riedel (2017).  
11  For a discussion of similar problems in the field of social bookkeeping, see Baur (2009).  
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sions based on such data (Jeese 2018).12 In turn, big data producing companies 
which can control the data infrastructure and the statistical chain are gaining 
power over knowledge-production.13 Big data is enforcing a change in the 
system of professions (Abbott 1988) and a change in the social distribution of 
power exerted in data based knowledge production. 
Fifth, some established approaches and concepts of social research are not 
applicable to the majority of big data analyses, including usual statistical pa-
rameters being not calculable. An important example concerns the notions 
from sampling theory like representativeness, target populations, standard 
error, and others. In almost any study, big data is “found” or generated in eve-
ryday procedures. Therefore, empirical studies cannot enforce their own sam-
pling design. It is obvious that ex post it will be difficult to define, delimitate, 
or identify the target population(s) about which generalized claims shall be 
made. There might be a commercial interest in detecting consumer behavior 
patterns in data and ignoring other populations. But for social research as social 
institution it can hardly be justified to exclude various societal groups just 
because they happen not to be covered by social science data. The emergence 
of new “data analysis ideologies” should be regarded skeptically, when big data 
analysts claim that representativeness is only a question of enough data or that 
big data can correct for measurement error and bias (Mayer-Schönberger and 
Cukier 2013). Rising nonresponse rates in surveys and different life style habits 
result in different social groups being represented to varying degrees in big data 
sources (Japec et al. 2015).  
As a sixth aspect one can point to the development of data analytics towards 
real-time analysis run by algorithms which are based on machine learning and 
artificial intelligence. This enables algorithms to evolve (to “learn”). Trading 
stocks in stock exchange is one example where algorithms have already re-
placed human decision making. The usage of pattern recognition to identify 
human beings (as it is already applied in some cities of China) is an example 
where machine learning meets big data analysis. There are countless further 
private, commercial, political, military or scientific applications in which artifi-
cial intelligence and machine learning is combined with big data. For social 
research this trend enforces the questioning of traditional methodological prac-
tices such as exploration, interpretation, and understanding. As long as social 
research regards data only as measurement of something else (as representa-
tions of attitudes, respondents’ properties and so on), social researchers will not 
 
12  Commercial statistics portals (such as statista.com), data trading companies, and data 
trading platforms offer services in data analytics and compile different data sources. There-
by incoherent data sources and data formats can be linked to “big data.” For an overview of 
big data markets, see Liang et al. (2018).  
13  Foucault developed the notion of power-knowledge to capture these relations between 
power and knowledge (Foucault 1995). 
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grasp this new phenomenon implied “big data” and their algorithmic analysis.14 
If, seemingly, the exploration of patterns and structures can be done by algo-
rithms, if the development of hypotheses and assumptions in research can be 
done by computers, and if interpretation and understanding have become out-
dated, then social research is not only in danger of becoming privatized, it is in 
danger of becoming altogether obsolete.15  
4.  What is a Stake? Why We Should Care about  
New Data Worlds 
Taken together, these aspects (the new types of data we witness, the utilities 
and forms of valuation of these data, control over data chains and infrastruc-
tures and their possible influences on data, the incoherence between these new 
data sources and established social research methods, and finally the implica-
tions of algorithmic processing of data) indicate a profound transformation. 
This transformation raises important methodological issues, even if it is still to 
be seen if big data and big data analysis will actually prove to be the kind of 
disruptive innovation for social research and research methodologies that it has 
been for other fields (Kitchin 2014), such as economics (Einav and Levin 
2014)16 or the social sciences more generally (Lazer et al. 2009; Pentland 2014; 
Alvarez [ed.] 2016). So far, there have been only few methodological reviews, 
sketching methodological potentials and deficiencies of big data rather pro-
grammatically (Boyd and Crawford 2012; Japec et al. 2015; Kleiner et al. 
2015; Lazer and Radford 2017). Nonetheless, the emergence of big data has 
been repeatedly linked to diagnoses of an upcoming crisis of empirical social 
research and its established methodologies (Savage and Burrows 2007; Bur-
rows and Savage 2014). 
These methodological concerns are inherently linked to questions regarding 
the authority of interpreting social phenomena. In a nutshell: What is at stake is 
the ability and mandate of the social sciences to analyze and interpret newly 
emerging social formations (Bartlett et al. 2018). Increasingly, other profes-
sional groups (such as computer scientists, often employed by or linked to 
private businesses) produce knowledge of the social world (see, e.g., Pentland 
 
14  To be more precise: if big data is (still) conceived of as a representation of individual behav-
ior, it mostly captures social behavior in more indirect ways as digital traces (as in the case 
of geo-data or Internet use tracked by cookies). Visual and audio data is overall closer to 
data representing actual behavior. 
15  In mathematics, algorithms are developed and engaged to find new mathematical equations 
and proof them automatically (Novotny 2015). This way the main business of mathemati-
cians is taken over by algorithms and computers. 
16  For an evaluation for economic sociology, see Diaz-Bone (2017).  
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2014). Their great resource is that they can claim to be up-to-date regarding 
analytical techniques and to have access to a so far unseen richness of data and 
information. These authors, however, seldom have a background in the social 
sciences and are hence unaware of conceptual and methodological foundations 
that have been built over the past two centuries. The risk hence is one of a 
complete backlash into forms of knowledge production that are more reminis-
cent of Lombrosian craniology than of modern relational social sciences – as 
the example of algorithms that are presumably capable of classifying criminals 
versus non-criminals discussed by Bartlett et al. (2018) shows.17  
The methodological question of data quality cannot be artificially decoupled 
from the social and political contexts in which it arises. In other words, any 
methodological critique also requires discussing political and social founda-
tions and implications of new data worlds. This is particularly obvious consid-
ering the key role that conventions play for datafication. Algorithms need crite-
ria for optimization and fitting, and these have to conform to publicly debated 
standards and objectives of collective action. In this sense, conventions are 
foundational for the programming of algorithms, if the results are meant to 
correspond to a common good and to deliver information relevant for collective 
action. Otherwise, algorithms rest on nothing else than ad hoc decisions or 
some programmers’ opinions about adequate criteria, and will generate per-
formative effects (Callon 1998), which realize their own (negative) realities.18 
As Paul Dourish (2016) has shown, algorithms are, as procedures of calcula-
tion, distributed over different steps and may be distributed over different de-
vices (computers, programs, etc.). Dourish further argues that developers of 
algorithms can have a stronger interest in the opacity of algorithms than in their 
transparency, partly because they have an interest in shielding their program-
ming work (Dourish 2016, 4). The opacity of algorithms impedes their analysis 
and their social or methodological critique. This is especially an issue for re-
search ethics, when opacity restricts the analysis of normative principles of 
algorithms and their consequences. The “algorithmic” claim that research can 
 
17  Another prominent example is “Compass,” a “risk assessment algorithm,” which is a product 
of a private enterprise and offers to judges in court “quantifications” of the risk of recidi-
vism (Israni 2017). This privately owned algorithm is not transparent to judges or the public. 
Also, the juridical adequacy of sentences based on the algorithm cannot be validated, when 
persons are sent to prison for many years. A second example is the commercial software 
Compstat, which was implemented in police departments of cities as New York and Paris 
and invents indicators to quantify criminal activities in urban areas. It has been shown that 
some commanders of these police departments “[…] asked for wrongful arrests and police 
work dedicated primarily to reaching better numbers” (Didier 2018, 525). And it has to be 
added that actors resist effects of quantification and also quantification itself. Alain 
Desrosières has labelled this resistance as “retroaction” (Desrosières 2015). 
18  Cathy O’Neil has stated that an algorithm is an “opinion formalized in code” (O’Neil 2016, 
53). For an introduction into the (critical) sociological research about algorithms, see Kitchin 
(2017).  
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dismiss the search for causal explanations and instead focus on correlation 
patterns alone (Anderson 2008) is not only hard to sustain when social research 
aims to understand social reality, social structures, and social processes, but 
also highly consequential. A-theoretic predictions become all the more trou-
bling when they turn out to work as self-fulfilling or self-enforcing decisions. 
Algorithms, which are unable to understand social categories, their genealogy 
and interpretation, implicit meanings, and social inequality as context, have 
correspondingly been shown to re-enforce racism (Noble 2018) and to increase 
social inequality (Eubanks 2017). From the perspective of EC, measurement 
and datafication therefore need to be based on conventions, on which social 
groups, social movements, and representatives of social institutions have 
agreed. On this basis, these conventions enable the generation of data that are 
adequate as informational basis to decide and frame actions, which pursue a 
common good. Data analysis ideologies, which ignore this need as well as the 
demand for coherent statistical chains, in the end, neglect the legitimate public 
expectation that social research should be oriented towards the needs of the 
public and should address the common goods. The notion of data quality in EC 
therefore is linked to both the idea of adequacy and the idea of justice. 
Again, the field of health provides striking examples for the necessity of re-
lating to a common good as well as for the deep entanglement of politics, eco-
nomics, and data methodologies. Even before the emergence of the new data 
economy and digital capitalism, shifts from welfare state’s organizational prin-
ciples to market-based organizational principles were observed, particularly in 
European health care systems (Batifoulier et al. 2018; Da Silva 2018). Evi-
dence-based medicine was introduced in the 1980s with a focus on practition-
ers’ clinical experience, state-of-the-art clinical research, and data collection on 
current treatments as evidence (Staii 2018, 199). This form of data collection 
for medical data has been steadily expanded and has been reflected at the poli-
cy level through standardization efforts (Da Silva 2018; Staii 2018, 199). These 
developments at the political level have been informed in particular by the 
problematic assumption that health institutions are primarily to be understood 
as incentive systems. In this way, actors of mainstream economic theory have 
been politically conceived as rational, calculating, and self-interested actors 
who pose a potential risk to health care costs and who do not follow a common 
good orientation (Batifoulier et al. 2018). For health insurances and physicians, 
the risk of illnesses could only be identified by statistical distributions, and 
evidence-based medicine interpreted the individual case against the background 
of collective data (Staii 2018, 200). With the datafication of health, a renewed 
epistemic change seems to be emerging. The emergence of new data infrastruc-
tures and networking of new (individualized) data with old health data pro-
motes in particular an individualized, predictive, and preventive medicine. 
Actors are thus increasingly made responsible and mobilizable as empowered 
and preventive patients (Staii 2018, 199), but at the same time their orientation 
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towards the common good is ignored (Batifoulier et al. 2011, 153; Ruckenstein 
and Schüll 2017, 272). The epistemic rupture is particularly evident in the 
evolving redistribution of disease risk. In an individualized medicine, the risk 
of illness is no longer an expression of a random distribution with arbitrary fate 
for a person. On the contrary, predictive medicine mobilizes general and indi-
vidualized knowledge for a personalized diagnosis and a direct allocation of 
risk. In the process, the data approaches do not dissolve but complement each 
other with the aim of eliminating the disease risk via measurements and 
knowledge, or are at least redistributing it to an individual level (Staii 2018, 
200). In addition, economic policies promote an active, well-informed patient 
in order to give them market power, making the field of health more accessible 
to the market and generating demand (Batifoulier et al. 2011). The problem of 
all those developments is the ignorance of the plurality of political, ethical, 
economic, and professional values, especially in the health system (Batifoulier 
et al. 2018). Reforms in the healthcare system based on the same arguments of 
legitimacy for improving quality of care and reducing costs have not worked 
out properly. Rather, they have led to the increase of certain qualities, such as 
an industrial quality, and a decline in domestic and civic quality (Batifoulier et 
al. 2018; Da Silva 2018). This non-negotiated shift of public interest orienta-
tions in the health system is already leading to worrying developments and 
crises: competitive dynamics in hospital health fees that create social inequali-
ties in access to health, and standardized inhumane medical interventions that 
are not necessarily for the benefit of patients. Finally, this raises the question of 
the legitimacy of health decisions and the urgency to negotiate them together 
(Batifoulier et al. 2018). With the emerging data economy in the field of health, 
the problem of missing negotiation processes is further compounded because 
common goals, values, and qualities can be negotiated even more difficultly. 
This is, on the one hand, through the new players and infrastructures in the 
health field (Staii 2018, 202) and, on the other hand, because their concerns are 
even more obscured by the data-processing processes and technologies. These 
problems are exacerbated by the lack of public accountability – private enter-
prises define the problems for research and own the data to provide answers. In 
other words, neither are the algorithmic procedures transparent nor is there any 
form of public negotiation of the conventions that structure the framing of the 
categories, classifications, etc. involved. This is a methodological problem, but 
at the same time a decisively political issue. Seen in their social contexts, it 
seems clear that social researchers need to take big data-induced transfor-
mations seriously. 
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5.  What Kind of Challenge Does Social Research  
Actually Face? 
The developments described above leave little room for doubt: Big data chal-
lenges established forms of doing social research. In the following, we argue 
that this challenge is especially pronounced in relation to the canonic form of 
predominantly quantitative social research that dominated most of the 20th 
century. In line with our conceptual framework we maintain that this (still 
prevalent) post-WWII methodological canon is marked by a specific set of 
preferred methods, of epistemic values and orientations, and of concomitant 
quality criteria as well as by typical institutional forms and political-economic 
contexts. New data worlds put the still dominant canon in question in many of 
these regards. A comprehensive depiction and appraisal of all the issues in-
volved goes beyond the scope of this article. In the following, we briefly dis-
cuss some selected issues that seem particularly relevant for the discussion of 
the implications of big data and digitization. 
The one idea that probably captures the still canonic model of social re-
search most accurately is the notion of the hypothetic-deductive method, also 
referred to as “the scientific method” from the 1920s onwards (mostly with 
reference to Popper 2002). Although of course contested and questioned from 
the outset, this idea served as an organizing principle for methods teaching as 
well as for designing research projects and for developing/presenting empirical 
arguments for decades. As an underlying principle, it linked ontological under-
standings to methodological perspectives and concrete research techniques. For 
example, the rise and relevance of regression as the main form of statistical 
analysis is deeply entangled with specific understandings of causality (Van-
denberghe 1999). The style of social research that emerged was variable-
oriented and heavily focused on measurement as a guiding idea for defining 
and solving methodological problems (i.e., the valid numeric representation of 
phenomena that are conceptualized in substantialist terms as always already 
there, as pre-existing entities or traits). This general understanding yielded 
concrete forms and procedures for doing social research. To mention only two 
prominent examples of these preconfigured forms, after WWII null-hypothesis-
significance-testing (in short, NHST; Nickerson 2000) and the framework of 
Total Survey Error (in short, TSE; Weisberg 2005) provided researchers with 
important guidance for dealing with the ever over-demanding tasks of 
knowledge production.  
Both NHST and TSE mirror specific research logics and favor specific em-
pirical procedures. Under the surface of concrete guidelines, they bridge onto-
logical presuppositions and methodological strategies. But apart from these 
“classical” epistemological issues, they also reflect particular epistemic values 
(Putnam 2002) and political-economic contexts (Desrosières 2011). The still 
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widely used blueprint of null-hypothesis-significance-testing (NHST) is an 
obvious case in point. To this day, NHST has remained dominant as a mode of 
doing social research although it was heavily contested within statistics from 
the beginning and actually never managed to develop into a consensual or 
coherent framework for designing research or doing statistical analysis (Cohen 
1994; Gigerenzer 2004). To understand NHST’s stellar career, we need to take 
the contexts of the time into account. Arguably, what made NHST so attractive 
was its adequacy in relation to a set of epistemic values that prevailed in quan-
titative empirical research (Smith 1994): be it a preference for neutrality, trans-
parency, and communicability of procedures and findings in times of political 
polarization or a predilection for parsimony and elegance paralleling the sup-
posed ideal of the natural sciences (Hossenfelder 2018). NHST also corre-
sponded well to basic epistemic orientations, such as understandings of gener-
alization that focus on statistical representativity, which in turn was used 
almost synonymously with the idea of a random sample from a target popula-
tion defined in national terms. NHST and the whole idea of significance and 
representativeness thus became deeply intertwined with the methodological 
nationalism that pervaded 20th century social sciences and continue to do so in 
many fields of research (Wimmer and Glick-Schiller 2002, 2003; Horvath 
2012). In other words, NHST might have become and remained influential not 
in spite of but rather because of its very incoherence: it was and still is far more 
than just a guide for pure and tidy statistical analysis; NHST has become a 
ritual (Harlow et al. 1997; Gigerenzer 2004) serving a particular demand that 
organizes a specific style of doing social research. 
Dominant methodological forms such as NHST and their corresponding ep-
istemic values are deeply related to political and economic contexts and, more 
specifically, to the governmental roles of social research. Desrosières (2008, 
2011a, 2011b, 2016) offers a systematic overview of different models of how 
quantification and statistics are linked to different forms of governing. For 
example, he contrasts the uses that early mercantilist politics made of statistical 
endeavors of surveys of populations and territories with the very different 19th 
century laissez-faire governmental strategy of providing all market players with 
the information needed for fair and equal terms of competition. Each of these 
forms of government corresponds to specific forms of economic relations and 
practices, and they imply certain functions and methods of quantification (of 
counting and measuring the social). During the 20th century, the social scienc-
es gained massive relevance because they offered means for combining two 
other forms of making political and economic use of statistics: on the one hand, 
Keynesian macroeconomics required reliable numbers for indicator-based 
policy-making (e.g., inflation rates, GDP); on the other hand, the rise of nation-
al welfare states led to a demand for social surveys that would allow for moni-
toring the distribution of incomes, wealth, living conditions, educational oppor-
tunities, etc. After WWII, both these areas saw rapid and impressive 
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developments. The social sciences played a crucial role in providing the statis-
tical toolkit (Savage and Burrows 2007). Methodological innovation and com-
petence were linked to academic social sciences. This constellation of social 
sciences, economic models, and forms of government was feasible and mean-
ingful, not least because it allowed public accountability and a certain degree of 
democratic control over social knowledge production. Against this background, 
the representative population survey and randomized controlled experiments 
evolved into the two main and emblematic forms of doing social research in 
academic contexts. Both allowed sustaining the image of social research as 
value-free, detached, and neutral profession that provides the evidence needed 
in other, value-based fields of practice, most importantly national politics.  
It is important to note that the post-WWII canonic form of social research 
was tension-ridden and contested long before big data and digitization entered 
the stage. A few disparate examples illustrate the diversity of issues that trig-
gered debate and critique from the 1970s onwards: the whole blueprint frame-
work of NHST was debated intensely from within the statistical community 
(e.g., Cohen 1994; Harlow et al. 1997); alternative and more exploratory (and 
hence inductive) statistical frameworks were put forward (Tukey 1977; 
Benzècri 1992); the overall logic of social research was disputed early on from 
rivaling methodological perspectives (one prominent among many examples 
being Glaser and Strauss 1967); the dichotomization of facts and values has 
over and over been criticized as unrealistic and unsustainable (Putnam 2002; 
Putnam and Walsh 2012); the shortcomings of methodological nationalism and 
its corresponding conceptions of generalization and research to deal with trans-
national phenomena such as migration became obvious (Wimmer and Glick-
Schiller 2002, 2003); and finally relational perspectives have criticized the 
substantialist thinking underlying mainstream statistical approaches for decades 
(Emirbayer 1997; Vandenberghe 1999).  
Nonetheless, the configuration of challenges that big data poses to this ca-
nonic form is striking. Methodologically, inductive strategies, data-driven 
analysis, and prediction are set against deductive thinking, model-driven ap-
proaches, and explanation (Jones 2018). Epistemic values such as transparency 
and parsimony are replaced by an orientation towards complexity and a toler-
ance for or even appreciation of opacity – as long as the algorithm works 
(Dourish 2016). The main institutional context of methodological innovation 
and competence has moved from academic social sciences to the private busi-
ness world (van Dijck 2014; Diaz-Bone 2019; Zuboff 2019). The role of data 
and quantitative information has shifted from informing (national) policy-
making to using numbers for benchmarking, individualized surveillance, and 
pattern prediction (Zuboff 2019). Ownership of data and accountability for 
defining and doing research have moved from the public sector, and so on. Any 
effective critique of current data worlds must take this all-encompassing rup-
ture seriously. It does not suffice to critically assess the quality of big data 
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because the very basis for this assessment is put into question. What is needed 
is an epistemological reconfiguration that lives up to transformed social reali-
ties and corresponds to new data worlds. The task is to challenge current big-
data realities by urging a move from a-theoretical prediction and affirmative 
algorithms to exploratory research and reflexive methodologies. 
6. Conclusion: Contours of and Starting Points for a 
Sociology of Social Research and Data Quality in Times
of Big Data
New data worlds change social relations, the problems of data quality, and 
transform the power relations, which are in control of data production and data 
analysis – social research therefore needs to engage with them. The link be-
tween data quality and the control of data infrastructures (statistical chains) 
cannot be dissolved and needs to be addressed beside narrow methodological 
definitions of “quality.” The epistemological foundations of social research 
(when relying, e.g., on Twitter data or Facebook data), is neither controlled by 
researchers nor are they fully transparent to them. Methods teaching in times of 
big data has to teach about the potentials and deficiencies of big data but also 
about Internet platforms and the politics of data infrastructures and address the 
need for publicly controlled data infrastructures that implement coherent statis-
tical chains, which are based on such conventions for measurement, for analy-
sis and interpretation of data, for data distribution and public representation, in 
a way that legitimate and publicly deliberated common goods can be pursued 
and achieved. Here the perspective of EC contributes to the collapse of the 
fact/value dichotomy because EC emphasizes the normative basis of data pro-
duction and data quality assessment, which is reduced in mainstream method-
ology to technical aspects only. The argument itself is an empirical one: actors 
in society such as citizens, NGOs, governments, academics, and enterprises are 
regarded as competent in applying convention as normative order of justifica-
tion and situations require conventions “as normative equipment” to offer 
meaning, orientation and benchmarks for evaluation. Research and teaching 
(not only) in the field of big data can also profit from acknowledging the factu-
al plurality of normative orders in social research as a more realist and more 
radical empirical approach to social research. In this sense, one can speak of a 
neopragmatist sociology of social research. This is a new approach (but for 
reinventing classical pragmatist positions, see Dewey 1938) and a contribution 
of convention theory (EC) to the reflection on data quality, which can be re-
garded as part of the ongoing “evolution of data quality” (see Keller et al. 
2017). Research of and teaching about big data analytics (doing and training 
the analysis of big data sets) cannot be separated from research of and teaching
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about the analysis of big data conceived as the political economy of quantifica-
tion. To conceive the plurality of conventions (as normative orders) as the 
starting point and as the inevitable foundation of coordination in the linked 
situations of big data analytics also opens new perspectives to address (1) ques-
tions of methodological strategies such as exploratory data analysis (including 
visualizing), linking big data (analysis) to established social research data for-
mats (such as survey data), combining qualitative digital research methods with 
statistical tools (Lupton 2015; Marres 2017), and (2) questions of grounding 
research questions in the pursuit of collective goals and the enabling of achiev-
ing a common good with data bases and forms of data analyses that are coher-
ent with this collective intentionality. Also (3) the need for theory in research 
and teaching is a core issue. The forms of knowledge that emerge from current 
big data perspectives are marked by a-theoretic pattern recognition and auto-
mated decision-making tools – affirmative algorithms, artificial intelligence, 
and data-driven predictions that threaten to reinforce existing patterns of dis-
crimination and orders of inequality. These forms of knowledge production by 
and large happen without any form of public ownership or democratic control. 
The overarching objective hence must be to regain authority and to promote 
forms of theory building and exploratory research that are capable of triggering 
true social innovation, not least because they can build on decades of existing 
social science discourse. (4) Related to these points is the importance of elabo-
rating specific forms of designs and methodological strategies as is argued by 
Halford and Savage (2017), who invented the notion of “symphonic social 
sciences” to characterize some new modes for working with heterogeneous 
data. They refer to some exemplary studies:  
These are all, fundamentally, “data-books”. Each deploys large-scale hetero-
geneous data assemblages, re-purposing findings from numerous and often 
asymmetrical data sources – rather than a dedicated source, such as a national 
representative sample or an ethnographic case study. These works build on 
earlier traditions of comparative analysis, using strictly comparable forms of 
data […] but are innovative in the use of far more diverse data sources to 
make their comparative points. (Halford and Savage 2017, 1135) 
(5) A last point is to be made about the consequences for a sociology of social 
research.19 To understand and to evaluate big data, its quality, and its produc-
tion, one has to replace the established epistemological models. Traditionally, 
epistemology has focused on single persons or groups of academics. Nowa-
days, data production is a distributed process, including different kinds of in-
termediaries (objects, technologies, or persons), integrating different time 
frames (real-time analysis, but also possibilities for historical analysis) and a 
 
19  For a first sketch, see Leahey (2008), but his contribution does not include digitalization or 
big data.  
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high degree of division of labor.20 Big data is linked to data infrastructures, 
which are (in most cases) not built up and are not controlled by social research-
ers; the quality assessment of big data calls for a new sociology (of this new 
form) of social research. This sociology of social research would not be re-
stricted to academic researchers, research institutions, or the “science system” 
but instead include all the statistical chains, situations, intermediaries, and 
conventions that are connected in the production of big data – for its format-
ting, filtering, distribution, storing, aggregating, analyzing, etc. It would not 
only focus on the situational practices and its coherences but also tensions and 
contradictions all along the chain, on the entangled values and common goods, 
to which collective intentionality is oriented. This sociology of social research 
would track the practices, which bring in meaning, interpretation, and value to 
big data as a new kind of social resource and would study the effect on big data 
production but also its effects on society. Big data is proceeding in society but 
step by step pervading, representing, analyzing, structuring, and proceeding 
society; sociology of social research would be a critical, pragmatist, and reflex-
ive methodology of distributed knowledge production in a digital society. This 
way the wrong dichotomy of utopian or dystopian perspectives on big data 
should be avoided and social research should improve its societal agency.  
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