While many scheduling algorithms for periodic tasks ignore security requirements posed by sensitive applications and are, consequently, unable to perform properly in embedded systems with security constraints, in this paper, we present an approach to scheduling periodic tasks in embedded systems subject to security and timing constraints. We design a necessary and sufficient feasibility check for a set of periodic tasks with security requirements. With the feasibility test in place, we propose a scheduling algorithm, or SASES (security-aware scheduling for embedded systems), which accounts for both security and timing requirements. SASES judiciously distributes slack times among a variety of security services for a set of periodic tasks, thereby optimizing security for embedded systems without sacrificing schedulability. To demonstrate the effectiveness of SASES, we apply the proposed SASES to real-world embedded systems such as an automated flight control system. We show, through extensive simulations, that SASES is able to maximize security for embedded systems while guaranteeing timeliness. In particular, SASES significantly improves security over three baseline algorithms by up to 107%.
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INTRODUCTION
Embedded systems, ranging from intelligent vehicle highway system [Godbole et al. 1994 ] and hearing aids [Dijk et al. 1998 ] to satellite [Kawano and Kudoh 2001] and the electrical power grid [Salmeron et al. 2004] , have been applied to diverse environments, including real-time computing platforms, which depend not only on results of computation, but also on time instants at which these results become available [Maheswaran and Siegel 1998; Zhang and Sivasubramaniam 2001] . The consequences of missing deadlines of hard real-time systems may be catastrophic, whereas such consequences for soft real-time systems are relatively less damaging. Examples of hard real-time applications include aircraft control [Faller and Schreck 1995] , radar for tracking missiles [Mahafza et al. 1998 ], and medical electronics [Suzuki et al. 2002] . Online transaction processing systems are examples of soft real-time applications [Nilsson and Dahlgren 1999] .
Since many embedded systems need to access, store, and manipulate security-sensitive data [Ravi et al. 2004 ], improving quality of security in embedded systems is increasingly becoming a critical and challenging issue in the design and development of embedded, real-time systems. Although there exists a large body of research related to security in the context of general-purpose computing systems, security techniques developed for PCs or servers are inadequate for embedded systems. Securing real-time embedded systems relies on a careful selection of security strategies, which are, in most cases, computational intensive and likely to push computing resources to the limit.
Today there are a variety of systems that have real-time and security considerations, because sensitive data and processing require special safeguard and protection against unauthorized access [Son et al. 2000 ]. In particular, real-time applications running in embedded systems require security protections to completely fulfill their trustworthy computing needs. However, conventional real-time systems, which are developed to guarantee timing constraints, while possibly posing unacceptable security risks, fail to meet the requirements of information security and assurance for modern real-time applications.
In this paper, we aim to develop fundamental and innovative real-time scheduling algorithms that are intended to achieve high quality of security for embedded systems while improving resource utilization. In particular, we propose a real-time scheduling algorithm, or SASES (security-aware scheduling for embedded systems). SASES seamlessly integrates security requirements into scheduling for real-time applications running in embedded systems.
The rest of the paper is organized as follows. Section 2 includes a summary of related work in this area. Section 3 presents the preliminary system architecture and task model. In Section 4, we propose a real-time scheduling algorithm for the periodic task model. To demonstrate the effectiveness of our scheduling algorithm, we present, in Section 5, the performance results based on a realworld embedded system under various workload conditions. Finally, Section 6 concludes the paper with summary and future research directions.
RELATED WORK
Scheduler is an important part of an embedded system and various scheduling techniques were reported in the literature. Grajcar [2000] made use of a dataflow model to schedule a computation, including conditional branches in an embedded system. Kadayif et al. [2002] proposed a locality-conscious scheduling algorithm to potentially reuse data among processes. However, these algorithms are unable to support real-time applications.
Real-time scheduling is a key factor in obtaining high performance and predictability for embedded systems. Real-time scheduling algorithms are intended to map tasks onto embedded processors and order tasks' execution in a way that deadlines are satisfied [Qin and Jiang 2001] . Various aspects of complicated real-time scheduling problems were addressed in the literature. In general, real-time scheduling algorithms fall into two camps: static [Abdelzaher and Shin 1999; Qin et al. 2000 ] and dynamic [Cheng and Huang 2004; Kalogeraki et al. 2000] . Conventional real-time scheduling algorithms like rate monotonic (RM) algorithm [Liu and Layland 1973] , earliest deadline first (EDF) [Stankovic et al. 1998 ], and spring scheduling algorithm [Ramamritham and Stankovic 1984] were successfully applied in real-time systems. We proposed static Qin et al. [2000 Qin et al. [ , 2003 and dynamic [Qin and Jiang 2001] scheduling and load-balancing schemes. Since many embedded, real-time systems provide security sensitive functions that are likely to be sabotaged by malicious entities, security is one of the most important issues to be addressed in embedded systems design. Most of existing scheduling algorithms perform poorly for security-sensitive real-time applications because of the ignorance of security requirements posed by the applications.
To protect embedded systems against all possible security threats, increasing attention has been made to security awareness in the context of embedded systems. Sen et al. [2003] proposed a cryptosystem based on cellular automata to ensure security of embedded systems. Ravi et al. [2004] analyzed challenges involved in secure embedded system design. Shao et al. [2004] proposed a hardware/software-defending technique to protect embedded systems against buffer overflow attacks. However, the above security techniques are not appropriate for real-time applications because of the lack of ability to express and handle timing constraints.
Some research has been conducted to factor in security concerns in a variety of embedded, real-time systems [Ahmed and Vrbsky 1998; George and Haritsa 1997; Rao 1989] . Rao [1989] developed security audit subsystems for real-time embedded avionics systems. George and Haritsa [1997] proposed concurrency control protocols, which can be used to support applications with real-time and security requirements. Ahmed and Vrbsky [1998] developed a secure optimistic concurrency control protocol that makes trade-offs between security and realtime requirements. Son et al. [2000] proposed a new scheme to improve timeliness by allowing partial violations of security. Muresan et al. [2005] introduced a novel system-on-chip architecture that prevents sensitive information from disclosing by controlling, in real-time, the power and current consumption of an embedded system. Saputra et al. [2005] proposed an architecture used to provide selective encryption protection for storage and processing protection to attacks for security-sensitive data. Our work is fundamentally different from the above approaches because ours is intended to develop a scheduling algorithm, which can meet security constraints in addition to real-time requirements of periodic tasks running in embedded systems.
In our previous work, we proposed a family of dynamic security-aware scheduling algorithms for clusters [Xie et al. 2005; Qin 2005b, 2006] , and a grid [Xie and Qin 2005a] . These scheduling algorithms only support aperiodic tasks and, therefore, we are motivated in this study to propose a scheduling algorithm to improve security of a set of periodic tasks.
SYSTEM MODEL
In this study, we consider periodic real-time tasks, because a variety of realtime tasks are periodic in nature. For example, real-time tasks that receive, process, and transmit video, audio, and images are, in most cases, periodic tasks. It is assumed that periodic tasks are independent of one other [Thomadakis and Liu 1999] . A periodic real-time task is modeled as a set of parameters, e.g., T i = (e i , p i , l i , S i ), where e i is the worst-case execution, p i is the period, and l i denotes the amount of data (measured in KB) to be protected. S i is a vector of security requirements. Note that e i can be estimated by code profiling and statistical prediction. Without loss of generality, we assume that the first instance of T i is ready for execution at time 0. Task T i generates a new task instance every p i time units, and the j th instance of T i is invoked at time ( j − 1) p i . The deadline of the j th task instance is equal to the ready time of the next instance, e.g., at time jp i . It is supposed that T i , requires q security services denoted by a vector of security-level ranges S i = (S 1 i , S 2 i , . . . , S q i ), where S j i is the security-level range of the j th security service. Values of security levels are normalized to the range from 0 to 1. Our scheduler is intended to determine the most appropriate point s i in space S i , e.g.,
Since high security is achieved at the cost of performance degradation, we have to consider security overhead posed by security services. In the following security-overhead model, we consider confidentiality, integrity, and authentication, which are three security services widely deployed in embedded systems. The security-overhead model is general in the sense that the model can be easily extended to incorporate more security services.
Again, we assume that task T i requires q security services provided in a sequential order. Let c k i j (s k i j ) be the overhead of the kth security service for the j th task instance, the security overhead c i j experienced by the j th instance of T i , can be computed using Eq. (1). The security overhead of the j th instance of T i requesting for the aforementioned three services can be modeled by the following equation:
where c e i j (s e i j ), c g i j (s g i j ), and c a i j (s a i j ) are overheads caused by the authentication, confidentiality, and integrity services [Xie et al. 2005] . The authentication overhead can be obtained from Table I [Elkeelany et al. 2002] .
Based on the authentication methods' performance, each authentication approach is assigned a normalized security level in the range (0, 1]. Since, in our study, we consider four different mechanisms for authentication service, the strongest one is assigned security level 1 while the security level of the weakest mechanism is set to 0.25 (i.e., level 0.25 implies that we use HMAC-MD5, which is the weakest, yet fastest, method among the alternatives).
The confidentiality overhead c e i j is computed using Eq. (3), where π e i is the CPU time spent in encrypting security sensitive data. 
The integrity overhead can be calculated using the following equation, where l i is the amount of security sensitive data, and μ g (s g i ) is a function mapping a security level into its corresponding integrity service performance.
THE SASES ALGORITHM
The main goal of the proposed scheduling algorithm is to maximize security of periodic tasks while meeting timeliness constraints. To achieve this goal, the SASES algorithm utilizes the following function to measure the security benefits gained by a task instance. Specifically, the security benefit of the j th instance of task T i is modeled as a security-level function denoted by SL: S i → , where is the set of positive real numbers:
where w k i is the weight of the kth security service for task T i . Users specify in their requests the weights to reflect relative priorities given to the required security services.
The scheduling decision of the j th instance of task T i is feasible if (1) its deadline d ij = jp i can be met and (2) all the security requirements are satisfied.
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It has been proved that there exists a feasible schedule for a set of periodic tasks if, and only if, there is a feasible schedule for the planning cycle of the tasks [Hou and Shin 1997] . Note that the planning cycle p is the least common multiple of all the tasks' periods. Given a periodic real-time task T i , there are p/ p i instances of T i in a planning cycle p and the security benefit of each instance of T i can be calculated using Eq. (5). Thus, by adding security benefits of p/ p i instances together, we can obtain the following nonlinear optimization problem formulation to compute the optimal security benefit of T i in one planning cycle:
where f ij is the finish time ofthe j th instance of T i , and min (S j i ) and max (S j i ) are the minimum and maximum security requirements of task T i . Note that the above express includes both security and timeliness constraints.
The SASES algorithm attempts to maximize the system's security value defined as the sum of the security levels of all the tasks. The following security value function has to be optimized, subjecting to certain timing and security constraints:
where n is the number of periodic tasks in the task set and p is the planning cycle. The first constraint encodes the fact that the security requirements have to be met. The second constraint indicates that the total computing demand is not allowed to exceed the available processor capacity. The last constraint states that the deadlines must be guaranteed.
To maximize security of all tasks, SASES selects the most appropriate security levels for tasks in a way that the tasks' deadlines and periods are unaffected. We now propose a way of checking feasibility, which is used to verify that whether it is possible to complete all tasks within timing constraints under selected security levels. Given a set of tasks with security requirements, the following proposition presents a necessary and sufficient feasibility check.
THEOREM 1. Given a task set T ={T 1 , . . . , T n } and a set of security levels s= {s 1 , . . . , s n }, all tasks can be feasibly scheduled on one processor if, and only if, the total utilization is equal to or less than one. That is,
PROOF. It has been proved in the necessary and sufficient feasibility check for a task set under ideal EDF scheduling requires the total of the worst-case utilizations be equal to or less than one, e.g., n i=1 tc i p i ≤ 1 [Liu and Layland 1973] , where tc i is the total execution time of the task. tc i equals to
is the security overhead of task t i . After replacing tc i by
, we obtain the necessary feasibility test for security sensitive
Theorem 1 indicates that if there exists at least one feasible schedule, then the total processor utilization should not exceed the available computing capacity. Hence, given a task set T and a security level set s, there is no feasible
Based on the previous theorem, it is clear that Corollary 1 holds.
Next we show that we can find a feasible schedule when the security level is
LEMMA 1. Given a task set T = {T 1 , . . . , T n } and a set of security levels s = {(s k 1 j ), . . . , (s k nj )}, if there exist a feasible schedule with s that maximize the security value, then we also can find a feasible schedule with s
. . , (s k nj )} satisfies the security constraint (see Expression 7). Since for all i ∈ [1, n] we have
. . , (s k nj )} will not affect the capacity constraint (see Expression 8). In addition, replacing substituting s = {(s k 1 j ), . . . , (s k nj )} by s = {(s k 1 j ), . . . , (s k nj )} will not decrease the security value. Therefore, a feasible schedule with the security level set s = {(s k 1 j ), . . . , (s k nj )} can optimize the security value.
The following theorem proves that given a task set T and a security level set s, there exists an optimal feasible schedule where the security level of the kth security service of the ith task is a constant at every instance.
THEOREM 2. Given a task set T = {T 1 , . . . , T n } and a set of security levels s = {s 1 , . . . , s n }, there exists a feasible schedule, where (1) the security value is optimized, and (2) the security level of the kth security service of T i is constant at every instance, e.g.,
PROOF. First we prove that the schedule is feasible. The capacity constraint is satisfied, e.g.,
. It indicates that an ideal EDF scheduling can be used to generate a feasible schedule for the task set, where the security level of the kth security service of T i is constant at every instance. Therefore, the timing constraint (see Expression 9) is satisfied. In addition, Lemma 1 shows that we can manage to find an optimal schedule where the security level of kth security service of T i is constant at every instance. In conclusion, we prove that there is an optimal feasible schedule where the security level of the kth security service of T i is a constant at every instance.
Theorem 2 reveals that finding appropriate security levels of security services of each task can maximize security of a task set. Thus we have the following corollary. COROLLARY 1. Given a task set T = {T 1 , . . . , T n } and a set of security levels s = {(s k 1 j ), . . . , (s k nj )}, the objective function of the SASES scheduling algorithm is:
In light of Corollary 1, we are in a position to present a scheduling algorithm for periodic tasks with security constraints. To efficiently maximize security of a task set, SASES judiciously distributes the slack time among an array of security services for the tasks. Since it is imperative to give higher priorities to security services with high weights and low security overhead, we define a benefit-cost ratio function θ k i measuring the increase of security level by unit security overhead. That is,
, for the kth service of task i
where the numerators represent the weighted increase in the security level, whereas the denominators indicate the corresponding increase in security overhead. SASES intentionally selects the best candidate security service of a task with the highest benefit-cost ratio. The best candidate is chosen, based on the following expression, which suggests that raising the security level of the k'th service for task T i can ultimately achieve maximized security.
An overview of the SASES algorithm is shown in Figure 1 . SASES aims at maximizing quality of security under the timing constraints (see Expression 11). In an effort to meet both timeliness and security requirements, SASES first attempts to satisfy the timeliness constraints by setting all security levels to the minimal values of the security requirements. In doing so, SASES can maintain a high schedulability, which reflects a strong ability of guaranteeing deadline constraints.
If the available computing capacity is exceeded, Step 2 fully utilizes the slack time to accommodate high security levels provided that the real-time requirements are met.
Step 2.1 gives the highest priority to a security service and a task with the largest benefit-cost ratio (see Expression 13), distributing the slack time on the most appropriate task. To optimize the security levels of the tasks, Steps 2.2 makes an effort to increase security levels of the selected security service for the task chosen in Step 2.1. The schedule of all the instances of the selected task are updated in accordance with the increased security level (see Step 2.2.2), because start times of the instances largely depend on how the slack time is distributed. Before the schedule feasibility is analyzed using Theorem 1, Step 2.4 calculates the system utilization. The time complexity of SASES is given as follows. ( p i ))).
EXPERIMENT RESULTS
In the previous section, we proposed the SASESalgorithm, which integrates security requirements into task scheduling for embedded systems. We implemented a simulator to evaluate the performance of SASES using synthetic workload and a real-world application. We compare the proposed SASES with three baseline algorithms, which are variants of EDF. Throughout this section, the baseline algorithms are referred to as minsEDF, maxsEDF, and rndsEDF. Note that the baseline algorithms are intended to schedule periodic tasks with security constraints. However, these algorithms fail in optimizing security of periodic tasks. The baseline algorithms are summarized as follows.
1. minsEDF: The scheduler selects the lowest security level of each security services required by a task. Thus, for the kth security service of T i , the following equation is always held: s v l i = min{S v l i }. 2. maxsEDF: The scheduler intentionally chooses the highest security level for each security requirement posed by each task. This fact can be encoded by the following expression: ∀T i , 1 ≤ k ≤ q : s k i = max{S k i }. 3. rndsEDF: rndsEDF randomly picks a value within the security level range for each requested security service of a task. Formally, the following expression is held in rndsEDF: ∀T i , 1 ≤ k ≤ q : s k i = random{S k i }. The time complexities of the three baseline algorithms are O(nq) (see Theorem 3) because each of them only needs to execute an initialization step like
Step 1 and ignores all the rest of the steps (see Figure 1 ). Table II lists This section is organized as follows. Section 5.1 briefly describes the simulator. Section 5.2 is to examine the performance improvements of SASES over the three baseline algorithms. In Section 5.3, we will study the performance sensitivity of SASES to CPU capacities. We evaluate the impact of security-sensitive data size in Section 5.4. Section 5.5 presents the performance impact of security service weights. Finally, we validate results from the synthetic workload using a real application.
Simulator and Simulation Parameters
Table III summarizes the important configuration parameters of a simulated embedded system used in our experiments. Note that the number of tasks, size of data to be secured, CPU capacities, and size of data to be secured are synthetically generated. However, we are able to study impacts of these workload parameters on system performance by controlling them as fundamental simulation parameters. Importantly, we ran a real application to validate results from the synthetic periodic tasks. The performance metric by which we evaluate system performance is Security Value (see Eq. 10).
Overall Performance Comparisons
The goal of this experiment is to compare the proposed SASES algorithm against the other three baseline schemes. Further, we tested the sensitivity of SASES to the number of tasks. We evaluated three simulated embedded systems with 5, 10, and 15 periodic tasks, respectively. Without loss of generality, we assume that each task requires three security services; and the mean size of the data to be secured is 60 KB. Figure 2 shows results for these four algorithms on an embedded system where the CPU power is fixed at 100 MIPS. The period of each task is randomly • T. Xie and X. Qin generated in the range between 100 and 1000 ms. Similarly, the worst-case computation time of each task is uniformly distributed between 10 and 1000 ms. In addition, the computation times are adjusted in a way that the system utilization is set to a desired value. It is assumed that each instance of a task spends the worst-case computation time during its execution.
We observe from Figure 2a that SASES ties with maxsEDF in terms of security value when the utilization is smaller than 0.5, which implies that there is plenty of slack time that can be used to improve security levels of the tasks. Importantly, SASES significantly outperforms minsEDF during the utilization range between 0.1 and 0.5. It is observed that the performance of rndsEDF is not stable, because it always randomly selects security levels for each task, meaning that its performance is unpredictable. When the utilization exceeds 0.5, maxsEDF immediately fails in generating feasible schedules; thus, its security value degraded to zero. Similarly, rndsEDF also failed to schedule the task set with five tasks when utilization is over 0.8. This is mainly because there is not enough slack time to be exploited to improve tasks' security levels when the system utilization is increased. Figure 2b plots security values of the four algorithms under the workload where there are ten tasks running in the embedded system. It reveals that SASES consistently performs the four alternatives. For example, compared with SASES, achieved improvement in security values over minsEDF and rndsEDF by averages of 57.9 and 91.3%, respectively. This is because minsEDF and rndsEDF are unable to employ slack times to promote security levels of tasks. We noticed that when the utilization was larger than 0.2, maxsEDF is incapable of scheduling the task set, whereas this situation only happened when the utilization is larger than 0.4 (Figure 2a ). This phenomenon can be explained by the fact that more tasks compete with each other for the uniprocessor and, therefore, some of tasks may miss their deadlines when maxsEDF is used to generate schedules. Such performance deterioration becomes more marked when the system utilization is high (see Figure 2c ). Figure 2c demonstratively shows that (1) maxsEDF completely failed to generate any feasible schedule even when utilization is set as low as 0.1;
(2) rndsEDF can only be applied to embedded systems when utilization is very low (e.g., lower than 0.3); (3) minsEDF maintains the same performance level; and (4) SASES delivers an excellent performance in security under workload conditions where the system is overloaded. More importantly, when system utilization increases, SASES gracefully degrades its performance, while delivering better performance compared with minsEDF under a very heavy workload. This is because SASES can judiciously distribute slack time among the set of tasks to improve the quality of security. When the slack time becomes tight, SASES lowers security levels to ensure that timing constraints can be met.
In short, SASES consistently outperforms the three alternatives in all the three cases. SASES demonstrates an ability to deliver high performance, even when embedded systems are overloaded. Besides, its performance is predictable, which is desired feature for embedded systems. These valuable characteristics show us that SASES can be successfully applied to real embedded systems (see Section 5.6). 
Impact of Size of Data to Be Secured
In this experiment, we evaluate the performance impact of size of data to be secured. The number of tasks is fixed to five and the CPU capacity is set to 100 MIPS. As we described in Section 5.1, each task was synthetically assigned a block of security-sensitive data that needs to be protected from being disclosed or tampered with. The data size influences task completion times, because the larger the data size, the longer time is needed to protect it. To discover the performance impact of the data size, we tested three cases where mean data size is 60, 90, and 120 KB, respectively.
The experimental results are shown in Figure 3 . Several important observations are drawn from Figure 3 . First, when the data size is varied from 60 to 90 KB, the security values of SASES, rndsEDF, and maxsEDF are decreasing, whereas that of minsEDF remains the same. This can be explained by the fact that for SASES, rndsEDF, and maxsEDF, increasing security overhead results in less slack time spend in improving security values. In many cases, rndsEDF and maxEDF are unable to yield feasible schedules because of the large security-sensitive data volume. For example, maxsEDF failed in scheduling the task sets when the utilization exceeds 0.9 (Figure 3a) , 0.7 (Figure 3b ), and 0.5 (Figure 3c ), respectively. Interestingly, minsEDF can keep a constant performance in all three cases, because it always uses the minimal security level for each task. Note that minsEDF can produce feasible schedules in all the three situations, but minsEDF exhibits very low performance in terms of security.
Second, Figure 3 shows that SASES is sensitive to change of the data size as the security value decreases from 0.994 to 0.86. Nevertheless, SASES continuously outperforms the baseline algorithms in these three cases.
Third, it is interesting to observe that the performance improvements of SASES over rndsEDF and maxsEDF are increased with the increasing values of the data size. For example, SASES improves security values over maxsEDF by 11.8, 39.2, and 93.4%. Compared with rndsEDF, the improvements are 30.7, 38.6, and 44.9% . The improvements can be attributed to the rapid performance deterioration of rndsEDF and maxsEDF because of their incapability • T. Xie and X. Qin of generating feasible schedules when the overhead of securing data becomes significant. The performance degradation of SASES is more graceful than those of the alternatives. Compared with minsEDF, the performance improvement of SASES reduces from 107 to 79.1%, because minsEDF maintains an unchanged security level regardless of the value of data size.
Sensitivities to CPU Capacity
To examine performance sensitivities of the four algorithms to CPU capacity, we varied the CPU capacity from 100 to 200 MIPS with increments of 50 MIPS. In this set of experiments, the mean size of data to be secured is 90 KB and the number of tasks is 15. The results reported in Figure 4 reveals that SASES delivers better performance than the other alternatives. However, the performance discrepancy between SASES and maxsEDF is narrowed with the increasing CPU capacity. Figure 4 shows that SASES gradually degrades to maxsEDF when the computing capacity of the system is increased. This is mainly because when the system has adequate computing capacity, both SASES and maxsEDF are enabled to select the highest security levels for periodic tasks. Figure 4a shows that neither rndsEDF nor maxsEDF can generate feasible schedules when there are 15 tasks sharing one 100 MIPS CPU. Conversely, SASES can provide feasible schedules for the task set, offering high security performance. Figure 4b indicates that SASES exhibits higher performance in the case where the CPU capacity increases by 50%. Figure 4c demonstrates that SASES potentially degrades to maxsEDF when the CPU capacity continuously increases. The conclusion is that the CPU capacity can greatly boost security performance, especially when the system is overloaded.
Impact of Security Service Weights
Recall that the security level model proposed in Section 4 is comprised of multiple security levels for various security services like authentication, confidentiality, and integrity. Each required service of a periodic task is assigned a weight, which reflects the priority of the service. To study the impact of security service weights on performance of SASES, we tested three configurations of security Fig. 5 . Performance impact of security service weights. service weights. In this set of experiments the data size was set to 90; the CPU capacity is 100 MIPS.
Results presented in Figure 5 show that security service weights impose little performance impact on SASES and maxsEDF. This is partially because the system load is not heavy and they can achieve the maximal or near optimal security performance in many cases. The second observation drawn from Figure 5 is that the performance of minsEDF is noticeably improved when the authentication weight is high. This result can be explained as follows. The security overhead caused by authentication is relatively lower compared with the other two security services. Hence, minsEDF can obtain the maximal security levels from the authentication service at the cost of little CPU time. The third observation is that Figure 5b is very similar to Figure 5c , meaning that the performance impact of the confidentiality service is almost identical to that of the integrity service. This result is reasonable because the security overhead caused by improving levels of the confidentiality service is close to the security overhead in increasing integrity levels.
Evaluation in Real Application
To validate the results from the synthetic simulations, we evaluated the SASES algorithm based on a real system-an automated flight control system [Abdelzaher et al. 2000 ]. The motivation of this experiment is to verify that SASES can outperform the baseline algorithms in the context of existing embedded systems.
The simulated aircraft flies around a pattern in which it executes a takeoff and climb, keeps a constant altitude around a rectangular course, and then descends through final approach and landing [Abdelzaher et al. 2000 ]. The mission goals are to complete the flight around the pattern and to destroy any observed enemy targets using onboard radar and missiles. Detailed information regarding the system, except for the size of data to be secured, can be found in Abdelzaher et al. [2000] . Table IV shows the set of parameters present for periodic tasks, including execution time, period, and three configurations of the data size. The automated flight control system was utilized to fly a simulated model of an F-16 fighter aircraft. In this system all the flight control tasks-including guidance, slow navigation, fast navigation, controller, and missile control-need to be executed in real time to meet their deadlines. The functions of these five periodic tasks are summarized as follows. The "guidance" task sets the reference trajectory of an aircraft in terms of altitude and heading; the "controller" is responsible for executing the closed-loop control functions that deal with actuator commands; the two "navigation" tasks read sensor values distinguished by the required update frequency; and finally, the "missile control" task is responsible for reading radar and firing missiles. These separate tasks are mandatory to control the aircraft during flight. It is assumed that (1) all tasks have known bounded execution times, (2) task arrivals are independent, (3) each task's deadline is equal to its period, and (4) tasks are nonpreemptive in nature [Abdelzaher et al. 2000 ].
Since the automated flight control system is applied in military battlefields, where security requirements, such as data confidentiality, are mandatory, we synthetically create different sizes of security-sensitive data during the execution of each version of the five tasks. The security requirements of each task include confidentiality, integrity, and authentication services. Each task instance experiences security overhead determined by Eq. (1). To evaluate the performance of SASES under various scenarios, we constructed three configurations of the data size (see columns 4-6 in Table IV ). In Config1, we chose relatively low security levels for each task. Config2 represents medium security levels, whereas Config3 allocates relatively high security levels to the tasks. The experimental parameters for the automated light control system are summarized in Table V. We conducted three experiments. In particular, the first one (Figure 6a ) is focused on the size of security-sensitive data, the second one (Figure 6b ) is intended to test the CPU capacity sensitivity of SASES in the real system, and the third one (Figure 6c ) is to verify impact of the security service weights. Results plotted in Figure 6 are consistent with those reported in Figures 3-5, thereby verifying that SASES can gain performance improvements in the real world system. Figure 6a shows that the mean security value of SASES decreases when the data size increases. This observation is consistent with the one drawn from Figure 3 . Similarly, Figures 6b and 6c validate the results presented in Sections 6.4-6.5. It is worth noting that SASES marginally outperforms maxsEDF in this set of experiments. This is because (1) the system load is light (e.g., there are only five tasks), and (2) the CPU capacity is as high as 1000 MIPS. The high performance CPU implies that the security overhead is a nondominant part in the overall execution time of each task. As such, maxsEDF can achieve similar performance as SASES.
We consider the results discussed in this subsection to be a strong validation of our previous simulations, which suggest that SASES can be successfully applied to real embedded systems. In summary, the strength of SASES can be fully exhibited in a high workload situation, where 15 real-time tasks are running on a uniprocessor embedded system (see Section 5.2). When the workload is light, SASES will be gracefully degraded to maxsEDF. This fact hints that SASES can significantly improve security of real-world embedded systems without extra hardware cost; this is especially true when the embedded systems are overloaded.
CONCLUSIONS
This paper addressed the scheduling problem for periodic tasks with security and timing constraints. We designed a necessary and sufficient feasibility check, which can be used to test schedulability for a set of periodic tasks running in embedded systems. The feasibility check suggests that any periodic task scheduler that can achieve 100% CPU utilization is capable of generating optimal schedules. We proposed a scheduling algorithm, or SASES, which considers both security and timing requirements of periodic tasks. SASES distributes slack times among an array of security services for a set of periodic tasks. Therefore, SASES can optimize security for embedded systems without • T. Xie and X. Qin sacrificing schedulability. We conducted extensive simulation experiments to show that our SASES algorithm can consistently improve both security and performance over three alternatives. Specifically, our measurements showed that SASES achieves up to 107% improvement in security.
In our future work, we will focus on networked embedded systems, where communication overhead and network security must be factored in. Improving security for networked embedded systems is of critical importance, because a vast majority of networked embedded systems are inevitably exposed to the increasing threats from external and internal hackers. We will also develop dynamic scheduling algorithms for aperiodic task with various security requirements. A third future research direction is to extend the security overhead model to incorporate additional security services.
