A fundamental question in biology is how gene expression is regulated to give rise to a 11 phenotype. However, transcriptional variability is rarely considered and could influence the 12 relationship between genotype and phenotype. It is known in unicellular organisms that 13 gene expression is often noisy rather than uniform and this has been proposed to be 14 beneficial when environmental conditions are unpredictable. However, little is known about 15 transcriptional variability in plants. Using transcriptomic approaches, we analysed gene 16 expression variability between individual Arabidopsis thaliana plants growing in identical 17 conditions over a 24 hour time-course. We identified hundreds of genes that exhibit high 18 inter-individual variability and found that many are involved in environmental responses. 19
Introduction 26
Gene expression in individual cells is often noisy and dynamic. Genetically identical cells 27 under the same environment can display widely different expression levels of key genes 1-3 . 28
Noise in gene expression has been shown to have a significant impact on the design and 29 function of genetic circuits in unicellular organisms 4,5 , and has been observed in multiple 30 pathways in cell cultures of mammalian cells 6 . However, gene expression variability in 31 growing multicellular organisms has only been analysed for a few individual genes in 32 plants 7-9 and animals 10 . It is not known at a genome-wide scale to what extent gene 33 expression can be variable during plant development. 34
35
Plants are a promising system to examine the global properties of noise in gene 36 expression, as phenotypic variability, also referred to as phenotypic instability, has been 37 observed in multiple areas of plant growth and development. This variability can occur 38 both within as well as between individuals that are growing in the same conditions. High 39 levels of phenotypic variability have been described for seed germination time [11] [12] [13] , 40
patterning of lateral roots 14 as well as for floral and foliar development 15, 16 . Differences in 41 the level of inter-individual variability has been observed between natural accessions, in 42 recombinant inbred lines and also in mutants for many traits such as growth, hypocotyl 43 length, leaf and flower number, plant height and plant defense metabolism 17-21 . This 44 suggests that such variability can be controlled or buffered by genetic factors. However, 45 the molecular mechanisms underlying such inter-individual phenotypic variability are still 46 poorly understood. 47
In this work, we analyse gene expression variability between multicellular 48 individuals using the model plant Arabidopsis thaliana, with the emphasis on three 49 questions. Firstly, what is the global extent of gene expression variability between 50 seedlings originated from the same mother plant, germinated at the same time and were 76 grown in the same plate under controlled conditions (Methods). To analyse how 77 transcriptional variability is influenced by diurnal cycles, we harvested seedlings every 2 78 hours across a 24 hours period ( Fig 1A) . ZT2 to ZT12 corresponding to the time-points 79 harvested during the day, and ZT14 to ZT24 to the time-points harvested during the night, 80 ZT12 and ZT24 being respectively harvested just a few minutes before dusk and dawn. In 81 total, 168 transcriptomes have been analysed, that is, of 14 individual seedlings for each of 82 the 12 time points. 83
For each time-point, we identified highly variable genes (HVGs) using a previously 84 described method 24 ( Fig 1B) . In order to avoid biases caused by technical noise, which is 85 likely to be higher at lower expression levels, we only selected the HVGs if they were 86 significantly more variable than the background trend in CV 2 (Methods). We also 87 calculated a corrected CV 2 for each gene, log2(CV 2 /trend), which corrected for the 88 observed negative trend between CV 2 and expression level, and used it for further 89 analyses of gene expression variability. Genes with a negative log2(CV 2 /trend) are less 90 variable than the trend, while genes with a positive log2(CV 2 /trend) are more variable than 91 the trend. 92 93 We next verified that the variability detected using this approach could not be explained by 94 experimental error or technical noise. First, in order to validate the profiles for gene 95 expression variability during the time-course, we performed a full time-course replicate, 96 and examined the variability between seedlings for 10 genes by RT-qPCR ( Fig 1C, S1F-G) . 97
These genes have been selected for not being highly variable (AT2G28810, At3G05880, 98 AT1G30750, AT2G46830, AT4G27410, AT5G24470), being highly variable for the entire 99 time-course (AT5G47990, AT5G15970), or highly variable for several time-points of the 100 minutes before dusk, behaves differently as it shares a high and similar proportion of 151 HVGs with day and night time points. When excluding ZT12, the percentage of HVGs that 152 are shared between two time-points of the day (~55% on average), or two time-points of 153 the night (~60%) is higher that between one time-point of the day and one time-point of the 154 night (~35%). When doing the same analysis for LVGs, we observe that the percentage of 155 genes that are shared between two time-points of the day (~18.5%), or two time-points of 156 the night (~20.8%) is very similar to the percentage of genes shared between one time-157 point of the day and one time-point of the night (~17%, Fig S2C) . We cannot find any 158 difference in average of the percentage of genes that are shared between two time-points 159 in these three categories for random genes ( Fig S2D) . This result indicates a structure of 160 the HVGs, but not of LVGs and random genes, in the time course with a separation of day 161 and night. 162
163
In order to identify profiles of inter-individual variability across the time course, we 164 performed hierarchical clustering of all HVGs that were identified in at least one time-point 165 (1358 genes) based on their log2(CV 2 /trend) at each time-point. We detected 4 clusters of 166 variability patterns across the time course ( Fig 2D) . Two clusters (543 genes, clusters 1 167 and 2) are composed of genes being variable during the day and the night. One cluster 168 (615 genes, cluster 4) is composed of genes being highly variable mainly during the night, 169 while another one (200 genes, cluster 3) is composed of genes being highly variable 170 mainly during the day. This observation is specific for HVGs, as we cannot observe such 171 marked structure of variability profiles for LVGs and random genes ( Fig S2E-F ). All these 172 results show a clear structure in gene expression variability between seedlings during the 173 time course, with different sets of genes being variable during the day or during the night, 174 further suggesting regulation of the level of variability. 175
Highly variable genes are enriched in environmentally responsive genes 177
We next examined the function of the HVGs and LVGs. To do so, we first analysed Gene 178
Ontology (GO) enrichment for all HVGs (1358 genes). We identified enrichment for several 179 processes involved in the response to biotic and abiotic stresses as well as in the 180 response to endogenous and exogenous signals (Table S1 ). This is not the case for the 181 LVGs (5727 genes), for which we found enriched GOs involved in primary metabolism 182 (Table S2 ), or for the random genes (4596 genes), for which no GO term was enriched. (Table S1 ). For example, the response to 186 cold is enriched in clusters 1 and 3, containing genes highly variable during the day, while 187 nitrate assimilation is only enriched in cluster 4, which contains genes highly variable 188 during the night (Table S1 ). This result suggests that some GOs might be variable at 189 specific times of the diurnal cycle. In order to test this, we analysed GO enrichment for the 190 HVGs identified at each time-point ( Fig 3A) , and clustered the GOs based on the 191 log10(FDR) of their enrichment at the different time-points. While some GOs such as lipid 192 transport and defence response to fungus are enriched in HVGs throughout the entire time 193 course, we also identified GOs that are enriched only for a subset of the time course. This 194 is the case for the response to toxic substance, reactive oxygen species metabolic process 195 and response to iron ion that are more enriched during the night, or the response to water 196 deprivation and to cold that are more enriched during the day ( Fig 3A) . We also analysed 197
GO enrichment for the LVGs at each time-point and do not observe such enrichment of 198
GOs preferentially during the day or night ( Fig 3B, Table S2 ). We also observed that HVGs 199 tend to be expressed with a higher tissue-specificity compared with LVGs and random 200 genes ( Fig S3) , in agreement with the enrichment of many GOs associated with tissue-201 specific functions in HVGs. 202
203
In order to support these GO enrichments results, we also analysed transcription factors 204 binding to these HVGs and LVGs, using the available data generated by DNA affinity 205 purification coupled with sequencing (DAP-seq), which provides the list of in vitro targets 206 for 529 TFs 25 . We identified 60 TFs with enriched targets in the HVGs, 5 TFs with enriched 207 targets in the LVGs and only one TF with enriched targets in the random genes. The 60 208
TFs with enriched targets in the HVGs are mainly part of the NAC, bZIP and MYB-related 209 families and these families are more represented in this set than expected based on the between gene expression and variability profiles for the remaining 55% of the genes 251 (example Fig S4E) . Altogether, these results suggest that profiles in variability could 252 potentially be explained by changes in expression level for only half of HVGs, indicating 253 that other factors might be involved in facilitating gene expression variability. 254 255
Noisy genes tend to be smaller and to be targeted by more Transcription Factors 256
In order to identify other factors that might be involved in regulating gene expression 257 variability, we analysed several genomic features including gene length, number of introns 258 and the number of TFs targeting the genes. We first observed that HVGs tend to be 259 shorter and contain a lower number of introns than LVGs or random genes ( Fig 4A-B , Fig  260   S5A -B). We also observed a negative correlation between the level of variability and the 261 gene size or number of introns for all genes at each time-point ( Fig S5C-D) . As the gene 262 length and number of introns are strongly positively correlated ( Fig S5E) , we analysed the 263 impact of one of these factors on gene expression variability while fixing the other and 264 vice-versa. We observed very similar distributions for the number of introns of HVGs, 265
LVGs and random genes when these genes are of similar size ( Fig S5F) . On the contrary, 266
we still observe a trend for HVGs to be smaller when comparing genes with the same 267 number of introns, for genes with 3 introns and less ( Fig S5G) . These results suggest that 268 gene size might have a more important role than the number of introns in facilitating gene 269 expression variability. In order to check for potential experimental bias that could account 270 for the fact that smaller genes are more variable, we fragmented in silico 27 genes of ~1.5 271 to ~2.5kb into smaller fragments of ~250-300bp and examined if this could affect the level 272 of gene expression variability that we estimate ( Fig S5H) . We performed this analysis for 273 genes with different levels of expression that are either HVGs, LVGs or have a corrected 274 CV 2 around zero (i.e. close to the global trend). We observe a very similar level of 275 corrected CV 2 for full genes and their fragments ( Fig S5H) . Only 2 fragments out of the 35 276 (5%) originating from HVGs are not any more detected as highly variable, and only 2 277 fragments out of the 63 (3%) originating from genes that are not highly variable are now 278 detected as highly variable. These results suggest that the trend we observe of HVGs to 279 be smaller is not caused by technical biases. 280
281 One other factor we tested is the binding of transcription factors (TFs) at the promoters of 282 genes. For this we counted the number of TFs binding to the promoter of HVGs, LVGs and 283 random genes using the available DAP-seq data and found a tendency for a higher 284 number of TFs binding the promoter of HVGs ( Fig 4C) . This result suggests differences in 285 the way HVG and LVG expression are regulated which could possibly be due to different 286 network architectures. 287 288
Noisy genes tend to have a chromatin environment refractory to expression 289
On top of genomic features, another factor that can influence gene expression is the 290 chromatin structure. In order to identify if HVGs are characterised by a specific chromatin 291 structure, we analysed several histone marks using data already available. We first 292 analysed the proportion of genes containing a histone modification among HVGs, LVGs 293 and random genes in comparison with all background genes. We could identify that HVGs 294 are enriched in H3K27me1, H3K27me3, which are repressive marks, while they are 295 depleted in active marks such as H3K4me2, H3K4me3, H3K36me3 or H2Bub ( Fig 6A) . 296
They are also depleted in DNA methylation ( Fig 6A) , which is usually considered as a 297 permissive mark for expression when in the body of genes 29,30 . On the other hand, LVGs 298 are enriched in these active marks and depleted in H3K27me1 and H3K27me3. From 299 previous studies, genes containing H2A.Z histone variants have been separated into two 300 classes: (1) genes with a high signal in the gene body, which are enriched for 301 environmentally-responsive genes and genes with tissue-specificity expression, and (2) 302 genes with a low signal in the gene body for which H2A.Z is mainly observed at the 1st 303 nucleosome, which are enriched for housekeeping genes 30 . The former category is 304 enriched among HVGs, while the latter category is enriched among LVGs. 305
To define if HVGs and LVGs are also characterised by different profiles for these 306 chromatin marks, rather than just differing in their presence/absence, we used already 307
published ChIP-seq data for several chromatin marks and represented the signal along the 308 genes. We identified differences in the profiles of the average chromatin signal between 309 HVGs, LVGs and random genes for H3K27me3, H2A.Z, H3K4me3 and H3K23ac ( Fig 6B) . 310
A higher H3K27me3 average signal is observed for HVGs ( Fig 6B) and can be explained 311 by a higher number of HVGs containing this mark compare to LVGs and random genes 312 ( Fig 6C) . We observed H2A.Z and H3K23ac signal throughout the gene body for HVGs, 313
while LVGs and random genes are characterised by a peak around the TSS, 314 corresponding to the 1st nucleosome, and a lower signal for the rest of the gene body ( Fig  315   6B -C). We see a higher H3K4me3 average signal for LVGs and random genes 316 characterised with a peak at the beginning of the genes, while less than half of the HVGs 317 have a high signal for these chromatin marks. To correct for differences in gene size 318 between HVGs and LVGs, we also performed the same analysis on a subset of 150 HVGs 319 and 185 LVGs and 125 random genes that have a similar size of 1100 to 1400 bp ( Fig S6) . 320
The results are broadly the same as the ones obtained on all HVGs and LVGs. 321
These results indicate that HVGs and LVGs are characterised by a specific chromatin 322 environment, in terms of the presence/absence of chromatin marks as well as for the 323 profiles of these marks. They indicate that chromatin at HVGs tend to be more compacted 324 and refractory to expression than at LVGs and random genes, which might have 325 implications for how gene expression is regulated in these genes. 326 327
Discussion 328
In this work, we have characterised the variability in gene expression between 329
individual Arabidopsis seedlings at the genome-wide scale throughout a diurnal cycle. To 330 do this, we have analysed 14 seedlings at each of the 12 time-points, generating 168 331 transcriptomes in total. This resource reveals previously unexplored variability for multiple 332 pathways of interest for plant researchers, as well as providing insights into the modulation 333 of gene expression variability at the genome-wide scale ( Fig 6) . We have successfully 334 identified highly variable genes across the diurnal cycle, finding two sets of genes variable 335 either during the day or night (Fig 2 and S2 variability. The large degree of gene expression variability revealed by our study will 341 impact on our functional understanding of pathways as well as experimental design. To 342 enable researchers to access this resource, we have created a graphical web interface to 343 allow easy visualisation of inter-individual gene expression variability during a diurnal cycle 344 for genes of interest (https://jlgroup.shinyapps.io/aranoisy/). This data could also be used 345 for other purposes, such as inferring regulatory networks based on gene expression 346 correlation between seedlings, as previously done using microarrays of individual leaves 31 . 347
348
We found that HVGs tend to be enriched for GOs involved in the response to 349 environment, such as photosystems I and II, response to pathogens, response to abiotic 350 stresses and response to iron ion. We also observed a high number of stress responsive 351
TFs with targets enriched in HVGs. This is in agreement with previous observations in 352 mammals and Yeast that HVGs are enriched in stress responsive genes 6,32,33 , and that 353 LVGs are enriched in housekeeping genes 34 . This is also further supported by previous 354
results showing a positive correlation between gene expression variability and plasticity 35 , 355 the latter corresponding to environmentally triggered gene expression changes. It was also 356 proposed in single celled organisms that transcriptional noise could be beneficial under 357 unpredictable conditions 36-41 , a concept also known as bet hedging. In particular, gene 358 expression variability for stress responsive genes between cells in a population was 359 associated with survival of a fraction of cells during stress treatment and reconstitution of 360 the full population once favorable conditions returned 42, 43 . It is interesting to note that we 361 have found functional classes of highly variable genes that are similar to the ones found 362 for variable genes in single celled organisms. This is the case even though our work is at 363 the whole plant scale, averaged over 10000s of cells, which suggests similar but different 364 mechanisms for the generation of this transcriptional variability. Given the high number of 365 environmentally responsive genes among HVGs, it would be of interest to test if inter-366 individual variability in stress responsive genes could be correlated with variation in stress 367 survival in Arabidopsis thaliana. This hypothesis is probable, as phenotypic variability has 368 been observed for many traits in Arabidopsis thaliana [14] [15] [16] [17] [18] . Moreover, the proportion of 369 wild-type plants surviving to a stress is not zero in many studies 44-47 , suggesting the 370 possibility of underlying gene expression variability for stress responsive genes explaining 371 this observation. Our analysis of inter-individual gene expression variability was performed 372 under non-stressed controlled conditions, but in the future it would be interesting to 373 investigate how gene expression variability is influenced by changes in the environment 374 and stress. Indeed, it was shown in yeast that genes coding for ribosomal proteins display 375 a low level of variability in absence of stress but become more variable during stress 376 treatment 32 . On the other hand, genes involved in environmental stress response are 377 highly variable in the absence of stress but show a reduction of their variability during 378 stress treatment 32 . 379
380
We identified several genomic and epigenomic factors that are correlated with gene 381 expression variability. We found that HVGs tend to be shorter and targeted by a higher 382 number of TFs than LVGs. In line with our results, a negative correlation was also 383 previously observed in Yeast between gene length and noise for genes with a low 384 plasticity 48 . It has also been shown in Arabidopsis thaliana that stress responsive genes H3K27me3, which are repressive marks, and depleted in active marks such as H3K4me2, 399
H3K4me3, H3K36me3, H2Bub or DNA methylation. Chromatin has been shown to 400 regulate the level of transcriptional noise, sometimes independently of expression level, in 401 mammals 34,52 and yeast 53 . In plants, over-expression of CHR23, a chromatin remodeler, is 402 associated with an increase in inter-individual phenotypic and transcriptional variability 19 . 403
These previous observations are in agreement with our results and suggest a role of the 404 chromatin structure in regulating the level of gene expression variability, potentially with 405 more compacted chromatin environments being more favorable to high variability. We 406 nonetheless have to keep in mind that all these genomic and epigenomic factors are linked, 407
as environmentally responsive genes have been shown to be smaller and to have a high 408 gene body H2A.Z signal 30 , and that H3K27me3 was shown to be more enriched at small 409 genes 54 . Further work perturbing these factors will thus be needed in order to decipher 410 which ones are the major factors influencing inter-individual transcriptional variability 411 412 Material and method 413
Plant materials and growth conditions 414
Col-0 WT Arabidopsis thaliana seeds were sterilised, stratified for 3 days at 4°C in dark 415 and transferred for germination on solid 1X Murashige and Skoog (MS) media at 22°C in 416 long days for 24 hours. Using a binocular microscope, seeds that were at the same stage 417 of germination were transferred into a new plate containing solid 1X MS media. In total, 16 418 seeds were transferred into each of the 12 individual plates. Seedlings were grown at 22°C, 419 65% humidity, with 12 hours of light (170 µmoles) and 12 hours of dark in a conviron reach 420 in cabinet. After 7 days of growth, seedlings were harvested individually into a 96-well 421 plate and flash-frozen in dry ice. Sixteen seedlings were harvested at each time point, 422 every two hours over a 24 hours period. In order to reduce environment effects, all 423 seedlings harvested for one time-point were growing in the same plate, and seedlings that 424 looked smaller than others were not harvested. Moreover, the seedling number 425 corresponds to the seedling position in the plate and we could not see any obvious 426 position effect when analysing gene expression variability. ZT2 to ZT12 corresponding to 427 time-points harvested during the day, and ZT14 to ZT24 to time-points harvested during 428 the night, ZT12 and ZT24 being respectively harvested just a few minutes after dusk and 429 dawn ( Fig 1A) . Night time-points were harvested in the dark using a green lamp in order to 430 avoid any interruption of the dark period with white light. 431
432

RNA-seq library preparation 433
Sixteen seven-day old Col-0 WT Arabidopsis seedlings were harvested individually and 434 flash-frozen in dry ice every two hours over a 24 hours period. Total RNA was isolated 435 from 1 ground seedling using the MagMAX™-96 Total RNA Isolation Kit following 436 manufacturer's recommendation. RNA quality and integrity were assessed on the Agilent 437 2200 TapeStation, and RNA concentration was assessed using Qubit RNA HS assay kit. 
RNA-seq mapping, detection of HVG and corrected CV2 calculation 445
The raw reads were analysed using a combination of publicly available software and in-446 house scripts. We first assessed the quality of reads using FastQC 447 (www.bioinformatics.babraham.ac.uk/projects/fastqc/). Potential adaptor contamination 448 and low quality trailing sequences were removed using Trimmomatic 55 , before aligned to 449 the TAIR10 transcriptome using Tophat 56 . Potential optical duplicates resulted from library 450 preparation were removed using the Picard tools (https://github.com/broadinstitute/picard). ChIP-seq data were downloaded from GSE101220 for H3K27me3 58 , from GSE79355 for 490 H2A.Z 59 , from GSE73972 for H3K4me3 60 , and from GSE51304 for H3K23ac and H3 61 . 491
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