We improve the computational complexity of online learning algorithms that require to often recompute least squares regression estimates of parameters. We propose two online gradient descent schemes with randomisation of samples in order to efficiently track the true solutions of the regression problems. Both algorithms result in an O(d) improvement in complexity, where d is the dimension of the data. This makes it attractive to implement these algorithms in the big data setting where d is large. The first algorithm assumes strong convexity in the regression problem, and we provide bounds on the error both in expectation and high probability (the latter is often needed to provide theoretical guarantees for higher level algorithms). The second algorithm deals with cases where strong convexity of the regression problem cannot be guaranteed and uses adaptive regularisation. We combine the first algorithm with the PEGE linear bandit algorithm Rusmevichientong and Tsitsiklis [2010] and show that we lose only logarithmic factors in the regret performance of PEGE. We empirically test the second in a news article recommendation application, which uses the large scale news recommendation dataset from Yahoo! front page. These experiments show a large gain in computational complexity, with no appreciable loss in performance.
Introduction
Often in learning algorithms an unknown parameter must be estimated from data arriving sequentially in pairs, (x n , y n ). We consider settings where the points x n are chosen by a higher level algorithm and the outputs y n satisfy the dynamics y n = x T n θ * + ξ n , where ξ n is i.i.d., zero-mean noise, and θ * is the unknown parameter (the flow diagram, Fig. 1 , illustrates this setting). Typically, in such cases an ordinary least squares (OLS) estimate is used for θ * , and finding this estimate is often the most computationally intensive part of the higher level algorithm. The solution to the least squares regression problem is the minimizer of the least square error, i.e.,
It is well-known thatθ n =Ā −1 nbn , whereĀ n = n −1 n i=1 x i x T i andb n = n −1 n i=1 x i y i . Assuming that the features x i evolve in a compact subset D of R d , the complexity of solving one regression problem with the above approach is O(d 2 ), where the inverse ofĀ n is computed iteratively using the Sherman-Morrison lemma. Using the Strassen algorithm or the Coppersmith-Winograd algorithm gives a complexity of O(d 2.807 ) and O(d 2.375 ) respectively. In addition, there is an order O(d 2 n) complexity for computingĀ n .
Figure 1: Estimating OLSθ n using ROLSA within a higher-level machine learning algorithm
Unlike the traditional stochastic gradient descent (SGD) setting where the pairs (x n , y n ) are samples drawn from some unknown joint probability distribution, we assume that the samples, x n , are chosen by a higher level learning algorithm, and the problem is to find a good enough approximation to θ * for its purposes, given these noni.i.d. samples. This poses a new difficulty in applying SGD schemes directly, and we propose here two solutions to this problem.
Our first algorithm, henceforth referred to as ROLSA, is an online SGD scheme to approximateθ n . The advantage of such an approach is that the costly inversion of theĀ n matrix is replaced by an iterative scheme. As illustrated in Fig. 1 , we randomise the samples using a discrete uniform distribution and then perform gradient descent using this random sample. As a result, the complexity of each ROLSA iteration is reduced to O(d). On the other hand, traditional approaches, such as using Sherman-Morrison lemma, incur a cost of O(d 2 ) per iteration. Under a strong convexity assumption on the matricesĀ n , we provide bounds both in expectation and in high probability on the approximation error θ n −θ n , where θ n is the ROLSA iterate at instant n. Such bounds are essential for giving theoretical guarantees when using ROLSA as a subroutine to replace the matrix inversion approach to the regression problem in a higher level learning algorithm.
To cope with situations where strong convexity of theĀ n matrix cannot be guaranteed by the higher level algorithm, we propose an adaptive regularisation. In particular, since our data is growing with time we introduce a regularisation parameter, λ n , that adapts to the sample size n as follows:
The second algorithm that we propose, henceforth referred to as ROARLSA, tracks the regression solutions,θ n and operates in a manner similar to ROLSA (see Fig. 1 ) except that we factor in the regularisation parameter λ n in the update rule. Unlike ROLSA, this second algorithm will suffer a bias due to the adaptive regularisation, however we demonstrate empirically that using ROARLSA in a higher level algorithm results in no appreciable loss in performance, while retaining all the computational advantages of ROLSA. As examples of a higher level learning algorithms using regression as a subroutine, we consider two linear bandit algorithms. In a linear bandit problem the values x n represent actions taken by an agent and the values y n = x T n θ * + ξ n are interpreted as gains with unknown parameter θ * . At each time the agent can choose to take any action x ∈ D, where D is some compact subset of R d , and the agent's goal is to maximise the expected sum of gains. This goal would be achieved by choosing x n = x * := arg min x {x T θ * }, ∀n. However, since one does not know the value of θ * one needs to estimate it, and a tradeoff appears between sampling pairs (x n , y n ) that will improve the estimate of θ * , and gaining the best short term gains possible by exploiting the current information available about θ * . Typically the performance of a bandit algorithm is measured by its expected cumulative regret:
First we consider the PEGE algorithm for linear bandits proposed in Rusmevichientong and Tsitsiklis [2010] , We provide a computationally efficient variant of PEGE where the ROLSA iterate, θ n , is used in place of the OLS estimate,θ n , in each iteration n of PEGE. The PEGE algorithm of Rusmevichientong and Tsitsiklis [2010] is designed for action sets D satisfying a strong convexity property (see assumption (A4) in Section 4). The algorithm splits time into exploration phases and exploitation phases. During the exploitation phases the algorithm acts greedily using OLS estimates of θ * calculated from data gathered during the exploration phases. During the exploration phases data is gathered in such a way thatĀ n matrices are uniformly strongly convex (i.e. their smallest eigenvalues are uniformly bounded for all n). The regret performance of this algorithm is O(dn 1/2 ), and
Step-size sequence {γ n }. Initialisation: Set θ 0 , γ 0 . for n = 1, 2, . . . do Observe (x n , y n ), where x n is chosen by a higher level ML algorithm using θ n Get random sample index: i n ∼ U ({1, . . . , n}) Perform update iteration:
we find that our variant using ROLSA as a subroutine achieves an improvement of order O(d) in complexity, while suffering a loss of only log factors in the regret performance.
Second we consider the LinUCB algorithm proposed in [Li et al., 2010] . Here we provide a computationally efficient variant of LinUCB by replacing the OLS estimate with a ROARLSA iterate. The LinUCB algorithm is designed for situations where at each time, n, the agent can choose only from a given, finite subset of D. The algorithm then calculates an optimistic upper confidence bound (UCB) for the mean reward associated with each feature, and then a feature selects greedily with respect to this UCB. However this algorithm cannot guarantee uniform strong convexity in theĀ n matrices, and thus we apply ROARLSA in place of ROLSA. Once again we achieve an O(d) improvement in complexity, and our experiments in Section 6 show that we do not suffer any appreciable loss in performance. However, establishing theoretical bounds for the regret of this variant of LinUCB is challenging and an interesting problem to investigate in the future.
Related work SGD is a popular approach for optimizing a function given noisy observations, while incurring low computational complexity. Non-asymptotic bounds in expectation for SGD schemes have been provided by Bach and Moulines [2011] . In the machine learning community, several algorithms have been proposed for minimizing the regret, for instance, Zinkevich [2003] , Hazan and Kale [2011] , Rakhlin et al. [2011] and these can be converted to find the minimizer of a (usually convex) function. A closely related field is stochastic approximation (SA) and concentration bounds for SA algorithms have been provided by Frikha and Menozzi [2012] . Adaptive regularisation in the context of least squares regression has been analysed in Tarrès and Yao [2011] . For recent algorithmic improvements to solving batch problems, the reader is referred to the works of Roux et al. [2012] , Shalev-Shwartz and Zhang [2012] , Johnson and Zhang [2013] .
In general, none of the schemes proposed above are directly applicable in our setting due to two difficulties:
do not arrive from a distribution, but instead are chosen by a higher level algorithm, and (ii) an efficient online scheme is required to track the solution of a least squares regression problem with a growing data set, and thus a drifting target. Earlier works solve one batch problem or a sequence of batch problems with data arriving from a distribution. In this work we develop an simple online gradient descent algorithm with low complexity, and theoretical guarantees. Incorporating the recent advances is an interesting direction for future work.
Random Online for Least Squares Approximation (ROLSA)
In this section, we develop an online incremental procedure that tracks the OLS estimateθ n := min θ
2 as the samples (x i , y i ) arrive sequentially. Note that the x i 's are chosen by an algorithm, e.g., a linear bandit algorithm, and hence there is no joint distribution governing the samples. A scheme of ROLSA is presented in Fig. 1 , and Algorithm 1 presents the pseudocode.
Update Rule The idea is to, at each instant n, pick a random sample from the data, (x in , y in ), using a discrete uniform distribution. The ROLSA iterate θ n , is then updated in the direction of the gradient of the cost function as follows:
where i n ∼ U({1, . . . , n}) and θ 0 is an arbitrary fixed value. (Here U(S) denotes the uniform distribution on the set S, and so the samples (x in , y in ) passed to (3) are chosen uniformly randomly from the set {(x 1 , y 1 ), . . . , (x n , y n )}.)
The step-sizes, γ n , in (3) are chosen in advance such that n γ n = ∞ and n γ 2 n < ∞.
Results We make the following assumptions for the analysis.
(A1) Boundedness of x n , i.e., sup n x n 2 ≤ 1.
where λ min (·) denotes the smallest eigenvalue of a matrix. While the first two assumptions are standard in the context of least squares, the third assumption is made necessary due to the fact that we do not regularise the problem. In the following, we bound the approximation error θ n −θ n of ROLSA, both in high probability as well as in expectation.
, for all n ≥ 1, we have
where
The initial error is impacted by the starting point θ 0 of the algorithm, while the sampling error originates from a martingale difference sequence. The drift error comes from the fact that the target of the algorithm,θ n , is drifting over time, and its impact on the overall error is governed by how quicklyθ n converges to θ * . We now combine the above two theorems, with the step-sizes γ n chosen as c/n, to obtain the following result:
Corollary 3. With γ n = c/n and c > 1/(2µ), we have, for any δ > 0,
Outline of Analysis for ROLSA
In this section we first outline the proofs of the main results concerning the ROLSA algorithm. We split these into two sections: first, we sketch the martingale analyses that lead to the proofs of Theorems 1 and 2; second, we give the derivation of the rates when the step sizes are chosen in a specific form (see Corollary 3).
Outline Proofs for Theorems 1 and 2
The proof technique is similar to that used by Frikha and Menozzi [2012] . However, our analysis is much simpler, we make all the constants explicit for the problem at hand, and we deal with the extra error incurred as a result of the drifting targetθ n . First Theorem 1 bounds the deviation in high probability of the approximation error, z n := θ n −θ n , from its mean:
An,2 into a sum of martingale differences as follows:
Through a calculation involving the unrolling of the iteration (3) and using assumption (A3), we can establish that the functions g i are Lipschitz continuous in the noise ξ i , with Lipschitz constants L i . Now we can invoke a standard martingale concentration bound: Using the L i -Lipschitz property of the g i functions and the assumption (A2) we find that
The claim follows by optimizing the above over λ. The full proof is available in Appendix A.
Second, Theorem 2 bounds the expected value of the approximation error z n . The proof differs from earlier works on SGD techniques, as it involves a certain drift term that requires special attention.
, and ∆M n+1 be the associated martingale difference sequence defined as ∆M n+1 (θ) = F n (θ) − f n (θ). We find a recursion for z n = θ n −θ n by extracting a martingale difference from the process:
where Π n := n k=1 I − γ kĀk . The third equality uses the fact that F nθn−1 = 0, and the last equality is obtained by unrolling the recursion (more steps are given in Appendix ). Using that
, and Jensen's inequality, we obtain
where Γ n := n i=1 γ i . To bound the second term on the RHS, we notice that, since F n (θ n ) = 0 = F n−1 (θ n−1 ) it follows thatθ
Therefore, we have
So once again applying Jensen's inequality, using that the noise ξ n is zero mean and bounded by 1, and assumptions (A1) and (A3), we have
.
A simple calculation suffices to show that E[ ∆M n 2 2 ] ≤ h(n), and this concludes the proof.
Derivation of Rates (Proof of Corollary 3)
Proof. We first derive the high probability bound, fixing γ n = c/n in Theorem 1 as follows:
). We now find three regimes for the rate of convergence, based on the choice of c (We have used comparisons with integrals to bound the summations):
Thus, the optimal rate for the high probability bound from Theorem 1 with (µc > 1/2) is
. Under the same choice of stepsize, we now bound the different error terms in Theorem 2. The initial error (first term in Theorem 2) is bounded by z 0 2 n −µc . The sampling error (second term in Theorem 2) is bounded as follows:
For bounding the drift error (third and fourth terms in Theorem 2), we require the following lemma:
Lemma 4. Under (A1)-(A3), we have for any δ > 0, θ n − θ * 2 ≤ β n (nµ) −1 with probability 1 − δ, where β n = max 128d log n log n 2 δ −1 , 2 log n 2 δ −1 2 .
Proof. Follows from Theorem 5 of Dani et al. [2008] and (A3).
Using the above lemma, we bound the drift error as follows:
Algorithm 2 PEGE-ROLSA Input and Initialisation: Get a basis {b 1 , . . . ,
and θ 0 = 0. for m = 1 to ∞ do Exploration Phase for n = (m − 1)d to md − 1 do Choose arm x n = b n mod md and observe y n . Update θ as follows:
Choose arm x m times consecutively. end for Thus, we have the following rate for the bound in expectation:
The claim follows from (8) and (9).
Remark 1. Ensuring the optimal rate here requires knowledge of the strong convexity constant µ. In our application to linear bandits in Section 4 we know this constant. However, we can use Polyak averaging together with the step size γ n = cn −α to arrive at an optimal rate independent of the choice of c. We give further details in Appendix B.
ROLSA for Strongly Convex Bandits
In a linear bandit problem the set D ⊂ R d is interpreted as an action set from which the higher level algorithm chooses an action x n at each time instant. The observations y n are interpreted as gains satisfying E[ y n | x n ] = x T n θ * , where θ * is an unknown parameter. The aim is to minimise the expected cumulative regret:
In this section, we assume that D is a strongly convex set (see (A3') below) and the "best action" function, denoted by G(θ), is assumed to be smooth in the unknown parameter θ that governs the losses of the bandit algorithm (see (A4) below).
Phased Exploration and Greedy Exploitation (PEGE) of Rusmevichientong and Tsitsiklis [2010] is a wellknown algorithm in this setting. PEGE consists of exploration phases and exploitation phases: during each exploration phase the algorithm samples once each element of a basis for D and then computes a least squares estimate of θ * using all the data gathered during exploration phases; the exploration phases are separated by exploitation phases of growing length during which the algorithm acts greedily according to the most recently calculated estimate for θ * . Since strong convexity in the regression problem is artificially guaranteed by the algorithm we propose a new algorithm which replaces the calculation of the least squares estimate with ROLSA from Section 2 (see Algorithm 4). Whereas, after m exploration phases, PEGE has incurred a complexity of O(md 3 ), our algorithm has incurred an improved complexity of only O(md 2 ). Further, the regret of the PEGE-ROLSA algorithm is of the same order, up to log factors, as that of the vanilla PEGE algorithm.
Analysis We require the following extra assumptions from Rusmevichientong and Tsitsiklis [2010] : (A3') A basis {b 1 , . . . , b d } ∈ D for R d is made known to the algorithm. (A4) The function G : θ → arg min x∈D {θ T x} is J-Lipschitz. The assumption (A4) is satisfied, for example, when D is the unit sphere. However it is not satisfied when D is discrete. The main result that bounds the regret of PEGE-ROLSA is given as follows:
Theorem 5. Under the assumptions (A1), (A2), (A3'), and (A4), the cumulative regret of PEGE-ROLSA satisfies
where C 1 is a constant depending on λ min (
) and J, and h 3 hides log factors. Proof. For all n > d, we have
in Theorem 2 (see (9)), we have for any n ≥ d
Now to complete the proof we only need to reprove Lemma 3.6 of Rusmevichientong and Tsitsiklis [2010] :
where h 3 (n) hides log factors.
Proof. Note that
where the second equality follows from the fact that G(θ) = G(xθ) for all x > 0, and for the second inequality we have used (A4) and Lemma 3.5 of Rusmevichientong and Tsitsiklis [2010] . The lemma follows from (10).
The rest of the proof follows the scheme of the proof of Theorem 3.1 of Rusmevichientong and Tsitsiklis [2010] . Ideally an online algorithm would not need to satisfy an assumption such as (A3). Indeed we can get rid of this dependency by introducing a regularisation parameter. In an offline setting the natural regularisation parameter would be λ/T for some λ > 0, where T is the size of the batch. However in an online setting we envisage obtaining arbitrary amounts of information, and so we need to regularize adaptively at each time step by λ n (see (2)). The overall schema of ROARLSA is similar to Algorithm 1, except that ROARLSA attempts to shadow the solutionsθ n more and more closely as n → ∞ using the following iterate update:
where i n ∼ U(1, . . . , n).
Remark 2. We would like to point out that the analysis in Theorems 1 and 2 do not generalise to this setting. This is surprising in view of the work by Tarrès and Yao [2011] . However, unlike in their setting, we do not assume that the data arrive from a distribution, and hence an additional bias error is incurred. Whereas this bias is difficult to control, the other error components can be. Nevertheless we demonstrate empirically that ROARLSA can give good results.
Algorithm 3 ROARLSA Input:
Step-size and regularisation parameter sequences {γ n } and {λ n }, respectively. Initialisation: Set θ 0 . for n = 1, 2, . . . do Observe (x n , y n ), where x n is chosen by a higher level ML algorithm using θ n Get random sample index: i n ∼ U ({1, . . . , n}) Perform update iteration:
end for
ROARLSA for Non-Strongly Convex bandits
Contextual bandits are a popular variant of linear bandits. In these models at each iteration, n, the agent is only able to choose from a finite subset D n ⊂ D, and thus the algorithm PEGE cannot be applied. A popular algorithm for such problems is the so-called LinUCB algorithm. This algorithm calculates UCBs for the mean reward obtained by choosing each individual feature in D n as follows:
where κ n is a parameter set by the agent that can be understood to be controling the rate of exploration the algorithm performs. Having calculated the UCBs for all available features the agent then chooses the feature with the highest UCB. As in the PEGE algorithm, LinUCB algorithms need to compute online the inverse of the matrix A −1 n in order to compute the UCBs for each iteration of the algorithm. However one can replace the calculation of the quantitieŝ θ n and A −1 n x in the UCBs with (variants of) ROARLSA. The exact implementation of ROARLSA for LinUCB depends on the type of contextual bandit problem being solved:
Fixed feature sets: D n = D 1 In this case we can maintain a ROARLSA iterate for each feature x k ∈ D 1 , replacing the update rule (11) with
where i n ∼ U(1, . . . , n). The UCB for the k th feature is then taken to be
Since for each iteration we now perform |D 1 | ROARLSA updates, the computational cost of this LinUCB variant will be of order O(|D 1 |dn), as opposed to the O(d 2 n) incurred by the vanilla LinUCB algorithm incurred by directly calculating A −1 n online. Thus this variant will give good computational gains when |D 1 | d.
Changing feature sets When the feature sets D n are changing we cannot apply an online procedure to approximate A −1 n x k for each x k ∈ D n , since the values of x k , and even the size of D n may be changing. However we can instead use a batch version of ROARLSA using the update rules (12) to approximate each A −1 n x k . Running this algorithm for a fixed number of steps, T , for each feature during each iteration of LinUCB, we would incur a computational complexity of order O(KT dn), where K is an upper bound on |D n | for all n. Thus we would again obtain good computational gains when KT d.
Numerical Experiments
We perform experiments on a news article recommendation platform provided by ICML exploration and exploitation challenge (Mary et al. [2012] ). This platform is based on the user click log dataset on the Yahoo! front page, provided under the Webscope program (Webscope [2011] ). On this framework, each algorithm is required to select a news article from a pool of articles. Each article possesses certain features and the algorithm has to base its decision on these as well as certain attributes describing the visitor. Bandit algorithms are well suited for this application as it involves the classic exploration-exploitation dilemma. On this framework, we implement the linUCB algorithm as well as a variant that uses ROARLSA iterates in place of least squares solutions. Results We use norm difference, runtimes and CTR scores as performance metrics for comparing the algorithms. The norm difference here is the difference in 2 norm between ROARLSA iterate θ n and least squares solutionθ n , at each instant n of the linUCB-ROARLSA algorithm. CTR score is the ratio of the number of clicks an algorithm gets to the total number of iterations it completes, multiplied by 10000 (for ease of visualisation). Fig. 2(b) presents the norm difference obtained when day 2's data file was supplied as input to linUCB-ROARLSA. It is evident that the ROARLSA iterate tracks least squares solutionθ n with negligible difference throughout. Table. 2(c) reports runtimes observed on eleven different data files corresponding to eleven days in October, 2009 (see Webscope [2011 ). While the second and third columns report the time taken for least squares solution and ROARLSA, respectively, the last column gives the time taken for the rest of the simulation. It is evident that ROARLSA results in a significant computational gain in comparison to classic least squares methods. Further, we observe that the CTR score observed when ROARLSA is used in place of traditional least squares solver (e.g. Sherman-Morrison lemma), is not significantly worse.
Conclusions
We proposed two online gradient descent schemes with randomisation of samples for reducing complexity in least squares regression problems. In our setting, the samples do not come from a distribution, but are instead given to us by a higher level learning algorithm. In particular, when the higher level algorithm can guarantee strong convexity in the data, we proposed a non-regularised scheme, and otherwise we proposed an adaptively regularised scheme. We provided error bounds both in expectation and in high probability for the non-regularised scheme and applied it to the linear bandit problem, combining it with the PEGE algorithm. Since strong convexity of the data is guaranteed by the PEGE algorithm, we obtained a speed up of O(d) at a cost of only logarithmic factors in the regret. Next, we combined the adaptively regularised scheme with LinUCB and established its usefulness empirically on a large-scale news recommendation application. However a theoretical analysis of the regularised scheme remains challenging, and an interesting direction for future work. Recall that z n = θ n −θ n . We use the proof technique from Frikha and Menozzi [2012] in arriving at the highprobability bounds.
Step 1 Let H i := {(x j , y j )} i j=1 ∪ {θ 0 }. We decompose z n 2 2 − E z n 2 2 into a sum of martingale differences as follows:
Step 2 We establish that the functions g i are Lipschitz continuous with constants L i .
Proposition 1. The functions g i are Lipschitz continuous with constants
and let Θ i n−1 (θ) denote the mapping that returns the value of the iterate updated according to this iteration, given that θ i = θ. Then, we have
and ∆M n+1 is the associated martingale difference sequence, ∆M n+1 (θ) := F n (θ) − f n (θ). Now, both f n−1 and F n−1 are 1-Lipschitz continuous:
and n
where we have used (A1). Hence
A repeated application of this inequality, followed by taking expectations yields the following
Finally putting all this together we have
Step 3 The last step of the proof is to invoke a concentration bound for sum of martingale differences D i : First note that
The first equality above follows from (13), while the inequality follows from Markov inequality. Since ξ i are bounded by (A2), we have the following property that holds for every 1-Lipschitz function g, we have
Noting that g i is Lipschitz with constant L i by Proposition 1, we apply the above inequality to obtain
and so
The claim follows by optimizing over λ in the above.
Proof of Theorem 2
As above, let f n (θ) :
, and ∆M n+1 be the associated martingale difference sequence, ∆M n+1 (θ) := F n (θ) − f n (θ). We find a recursion for z n = θ n −θ n by extracting a martingale difference from the process:
where Π n := n k=1 I − γ kĀk . By Jensen's inequality, we obtain
Note that
where Γ n := n i=1 γ i . We now bound each of the terms in (14) as follows: First term From (15) we see that Π n z 0 2 ≤ exp(−µΓ n ) z 0 2 .
Second term Sinceθ n andθ n−1 are solutions to the least squares problems at instants n and n − 1, respectively, we have
Simplifying the above, we obtain A n−1 (θ n−1 −θ n ) + (y n − x 
, Last term The martingale difference (last term in (14)) is bounded as below:
] ≤ 2 E f in (θ n−1 ), f in (θ n−1 ) + E F n (θ n−1 ), F n (θ n−1 )
Using (A1) and (A2), a simple calculation shows that E f in (θ n−1 ), f in (θ n−1 ) , E F n (θ n−1 ), F n (θ n−1 ) ≤ n 1 2 + (1 + 2n Putting it all together, (14) simplifies to the following form:
B Iterate Averaging
Here we incorporate the well-known Polyak-Ruppert scheme to average the iterates, which when coupled with larger step-sizes cn −α with α ∈ 1 2 , 1 leads to a convergence rate of the order O(n −1/2 ) irrespective of the choice of c in the step-sizes:
Defineθ n+1 = (θ 1 + . . . + θ n )/n and let z n =θ n+1 −θ n denote the approximation error as before. Then, we have the following bound in high probability:
Theorem 7. Under (A1)-(A3) we have, with an integral. For the last inequality we have noted, as in page 15 in [Fathi and Frikha, 2013] , that α ; this provides the bound on (A) when i ≥ 2α/µ. When i < 2α/µ we upper bound (A) by substituting worst case values for i in each term.
