1. Introduction {#sec0001}
===============

Disease spreading has been modeled by using different mathematical tools, from ordinary differential equations (ODE) of Kermack and McKendrick SIR model (Susceptible--Infected--Recovered model) ([@bib0003], [@bib0026]) to multi-agent systems with large computational demand ([@bib0005]). Analyze and understand how an epidemic outbreak occurs in a region and look for control strategies to combat are usually the objectives in these studies ([@bib0003]).

Individuals in different states of disease well mixed and homogeneously distributed over space used to be limitations of the ODE models, which is acceptable for a wide range of diseases ([@bib0048]). However, when the spatial factor is important, other tools need to be used, like the concept of a graph, or network ([@bib0002]). In this case, the network (population) is formed by nodes (individuals) connected by edges (social and/or spatial contact) ([@bib0009]).

In the set of networks, the regular networks (all nodes have the same number of connections with other nodes, for instance) do not represent real social networks in its full complexity. Therefore, complex networks have been used to model populations ([@bib0031], [@bib0061]). Formally, a network is a structure used to model pairwise relations between objects and is defined by an ordered pair $G = \left( V,E \right),$ where *V* is the *nodes* (also called *vertices*) set and *E* the *edges* set. The edges link the nodes and such connection may have many interpretations: •electric energy distribution system, where generators and transformers form the nodes set and transmission lines form the edges set;•*world wide web*, where web pages are the nodes and hyperlinks, the edges;•citation network, where scientific texts are the nodes and citations, the edges; and so on. Here, an individual is one node and a interaction between two individuals is represented by an *undirected* edge and the population model is defined ([@bib0002], [@bib0039]). Usually, networks have undirected and unweighted edges ([@bib0006]), though some asymmetrical biological structures need to be modeled by directed networks ([@bib0036], [@bib0037]).

Consequently, epidemiological studies started to rely on complex networks as a robust tool for modeling a population ([@bib0002], [@bib0009]) using networks with complex connections structures ([@bib0018], [@bib0049]), considering spatial pattern ([@bib0015], [@bib0044], [@bib0045], [@bib0062]), and also adopting small-world ([@bib0034]) and scale-free ([@bib0012]) models (which will be explored in the next section).

Given the flexible adaptability of this framework, a wide range of problems started to use some complex network models, for instance: analysis of zooplankton community ([@bib0046]), Buruli ulcer in Victoria, Australia ([@bib0045]) and swine shipments in Ontario, Canada ([@bib0015]); exploration of network formed by dogs in a community ([@bib0062]) and a study of the epidemic data of SARS (Severe Acute Respiratory Syndrome) in Beijing, China ([@bib0064]). By using complex networks in these circumstances, it is possible to find relations between the population structure and disease characteristics. Such structure is measured by the topological parameters of the network (for instance clustering coefficient and shortest path, which will be also explored in the next section) ([@bib0024]). However, depending on the problem, population may need a proper mathematical tool to consider space as an important factor, like cellular automata ([@bib0021]).

More especifically, complex network approaches have proven to be a suitable tool for building expert systems, most notably in social sciences ([@bib0027], [@bib0058]). In general, complex network architecture is used to build and evaluate prediction models. The effect of network behavior and topology on model performance is also frequently evaluated ([@bib0042]). In the Linguistic area, for example, in which many studies have emerged due to explosive growth of Internet, complex network model for semantic representation of human language presents a behavior of scale-free network ([@bib0058]). In this context, feature or attribute selection, which search for the best subset of attributes in a dataset, is a useful method for leading to a less redundant data, modeling accuracy improvement and reduced processing time for training expert systems ([@bib0001], [@bib0016]).

Control strategies which consider topological properties emerged as an alternative view for deciding how to combat an epidemic outbreak. In [@bib0040], the size of neighborhood is considered for an optimal strategy in economic and epidemic terms; [@bib0041] show a study of cost-benefit control methods related to topological parameters; and [@bib0063] demonstrates the differences in control strategies for random and small-world networks. Control methods in random networks suggest that it better to focus control activities in highly connected individuals ([@bib0022]).

However, in some types of networks, topological parameters seem not to be an efficient way to understand an epidemic outbreak due to the wide range of networks which can be created for a determined set of topological parameters values ([@bib0037], [@bib0050]). Accordingly, in this paper we use a fixed SIR model in populations modeled by *random, small-world, scale-free* and *Barábasi--Albert* networks to verify relations between disease characteristics and topological parameters in order to investigate if a determined parameter and/or a set of parameters can be used to predict disease spreading of all networks and/or a set of networks.

Finally, the Principal Component Analysis (PCA) is a simple multivariate analysis based on eigenvalue decomposition of a data covariance matrix and the objective is to configure a lower-dimensional picture of the data to reveal the internal structure that best explains the variance. Consequently, PCA is often used when the system has many input variables and it is necessary to find the most influent for the output ([@bib0023]).

Therefore, we use different complex networks models for modeling a population and a simple SIR model to model the disease. The objective of this work is, regardless of the network/population model, analyze which topological parameters are more relevant for a disease success or failure by using PCA. From an epidemiological point of view, such methodology complement works which deal with partial information to either extract disease outbreaks characteristics ([@bib0013], [@bib0035]) or decide control actions ([@bib0040], [@bib0041], [@bib0063]). By using a wider range of population structures, it is possible to measure disease strength regardless of structure model. For an expert and intelligent system point of view, the methodology proposed for dynamical populations may be implemented for other problems ([@bib0004], [@bib0011], [@bib0029], [@bib0052]).

Complex networks have been frequently used to model populations in disease spreading models ([@bib0002], [@bib0009], [@bib0031], [@bib0053], [@bib0055], [@bib0064]). Although the proposed methodology is an innovative approach to handle with any type of network, it does not consider some specific attributes and results. For instance: •it only consider SIR model (not SEIR -- SIR with Exposed state, for instance [@bib0025], [@bib0057]);•there is no variation of disease parameters ([@bib0034], [@bib0057]), though here different parameters lead to dynamical equivalent results;•approximates the calculation of the basic reproduction number by ordinary differential equations, which is usually used for homogeneously mixing of population. Although the results were good even for heterogeneous networks, some works use other parameters to analyze disease strength ([@bib0043]);•some diseases have a strong influence of space, and it may be necessary complementary model to handle space ([@bib0008], [@bib0047], [@bib0054], [@bib0056]). Such spatial dependence is not considered in this paper and;•it cannot be used for global approaches ([@bib0005], [@bib0060]).

This paper is organized as follows: in the next section, some basic concepts of graphs/networks are presented and in [Section 3](#sec0008){ref-type="sec"} first results of the model are explored. In [Section 4](#sec0013){ref-type="sec"}, a more robust analysis is made by using PCA and, in [Section 5](#sec0014){ref-type="sec"}, we present a final discussion.

2. Basic concepts {#sec0002}
=================

2.1. Topological parameters {#sec0003}
---------------------------

Topological parameters help to identify some properties of a network. Consider a network *G* with *n* nodes. The maximum number of edges happens when the network is fully connected and is equal to $n\left( n - 1 \right)/2$. The *distance* between nodes *i* and *j* is the number of edges *l~ij~* which make up the shortest path between the nodes. Here, we use the following topological parameters as variable analysis: *average shortest path, density, diameter, clustering coefficient, average degree* and *maximum degree* ([@bib0002], [@bib0009], [@bib0039]).

The average shortest path of the network (*spl*) is the average value of *l~ij~* for every pair *i* and *j*, that is, $\overline{l} = \frac{1}{n\left( n - 1 \right)/2}\sum_{i = 1}^{n - 1}\sum_{j = i + 1}^{n}l_{ij}$. Consider *e* the number of edges in the network. Density is the fraction of edges and all possible edges for a network, that is, $den = e/n\left( n - 1 \right)$. If we consider the maximum value of *l~ij~*, we define the diameter $diam = \max\left( l_{ij} \right),$ with 1 ≤ *i, j* ≤ *n* and *i* ≠ *j*, which represents the longest shortest path of the network ([@bib0009]).

Finally, in 1998, [@bib0061] introduced the clustering coefficient, which is the fraction of connections *b~i~* which exist between *i* neighbors and the maximum value of connections. Consider *k~i~* the *degree* of a node, that is, the number of neighbors of the node *i*. Thus, the clustering coefficient for *i* is $c_{i} \equiv 2b_{i}/k_{i}\left( k_{i} - 1 \right),$ and the average clustering coefficient is given by $\overline{c} = \left( 1/n \right)\sum_{i = 1}^{n}c_{i}$. Here, we also use the average degree ($\overline{k} = \sum_{i = 0}^{n}k_{i}/n$) and the maximum degree $k_{max} = \max\left( k_{i} \right),$ 1 ≤ *i* ≤ *n* to analyze a network.

2.2. Complex networks {#sec0004}
---------------------

One of the first complex network model was formulated by [@bib0017]. Based on completely random graphs, *n* nodes are connected by *e* edges randomly chosen among the $n\left( n - 1 \right)/2$ possible edges, that is, a fraction $q = e/\left( n\left( n - 1 \right)/2 \right)$ of the edges form the connections of the network.

[@bib0061] also created an algorithm to generate a network with similar average shortest path of Erdös--Rényi network (which is usually small) but also increasing the average clustering coefficient closer to social networks. Consider a regular topology, that is, each node is connected to *m* closer individuals. Then rewire a fraction *q* of the connection, and the network model is done. Note that such model is mainly locally connected with long distance random connections. When $p = 1,$ the final network is totally random, as the Erdös--Rényi model.

Another typical property of real networks is the rule *richer get richer* when creating the network, that is, new nodes are more likely to connect to nodes with high degree. For these real networks, the *degree distribution* follows the expression $P\left( k \right) \sim k^{- \gamma},$ with *γ* ≃ 2.2 ([@bib0002], [@bib0039]). A distribution of nodes $P\left( k \right) = Ak^{- \gamma},$ with *A* and *k* constants, is named *scale-free*. Here, scale-free networks will be created determining the fraction *p* of edges to be added (from all possible) and the power law exponent of the degree distribution ([@bib0010]).

Barabási and Albert proposed a rule derived from scale-free models, the *preferential attachment* ([@bib0007]). In this rule, the probability *q* that a new node will connect to a node *i* is a function of *i* degree *k~i~*, that is, $q\left( k_{i} \right) = k_{i}/\sum_{j = 1}^{n - 1}k_{j}$. Here, Barabási--Albert networks will be created by determining the number of edges that each node will connect and the power of the preferential attachment, that is, the probability that an edge is cited is proportional to $k_{i}^{power}$.

2.3. SIR model {#sec0005}
--------------

SIR model used in simulations is the same as used in [@bib0050]. However, here each node represents an individual which may be in one of the disease states Susceptible, Infected and Recovered. The possible state transitions are listed below: •Susceptible individual may be infected with probability $P\left( v \right) = 1 - e^{- kv},$ where *v* is the number of infected neighbors (that is, Infected nodes from a distance 1), and *k* is a parameter related to disease;•Infected individual may be cured with probability *P~c~*;•Infected individual may die due to disease consequences with probability *P~d~*;•Recovered individual may die due to natural causes with probability *P~n~*;•Susceptible, Infected and Recovered individuals may continue in the same state after a time step;

In [@bib0048], based on previous model from [@bib0025], a comparison between ODE approaches pair-wise formulation, heterogeneous mixing model and mean-field approximation is presented. Although the first two approaches exhibit important dynamical properties, the system equilibrium can be analyzed by using the mean-field approximation. Therefore, here we consider individuals from different states homogeneously distributed over the network to represent the population, since the objective to use ODE is to calculate the parameter *R* ~0~, the basic reproduction number, which will be defined next.

The state transitions listed above can be interpreted as rates in the ODE and the equations are: $$\begin{array}{rcl}
\frac{dS\left( t \right)}{dt} & = & {- aS\left( t \right)I\left( t \right) + cI\left( t \right) + eR\left( t \right)} \\
\frac{dI\left( t \right)}{dt} & = & {aS\left( t \right)I\left( t \right) - bI\left( t \right) - cI\left( t \right)} \\
\frac{dR\left( t \right)}{dt} & = & {bI\left( t \right) - eR\left( t \right)} \\
\end{array}$$ where *a* is the infection rate constant; *b* is the recovering rate constant; *c* is the death rate constant related to the disease; *e* is the death rate constant related to natural causes.

Note that $dS\left( t \right)/dt + dI\left( t \right)/dt + dR\left( t \right)/dt = 0,$ so the total number of individuals remains constant and $S\left( t \right) + I\left( t \right) + R\left( t \right) = N$. The sets of stationary solutions (*S*\*/*N, I*\*/*N, R*\*/*N*) (where *S*\*, *I*\* and *R*\* are constants satisfying $dS\left( t \right)/dt = 0,$ $dI\left( t \right)/dt = 0,$ $dR\left( t \right)/dt = 0$ for any instant *t*) of [Eq. (1)](#eq0001){ref-type="disp-formula"} are: $\left( S^{*},I^{*},R^{*} \right) = \left( 1,0,0 \right)$ and $\left( S^{*},I^{*},R^{*} \right) = \left( 1/R_{0},\left( e/e + b \right)\left( 1 - 1/R_{0} \right),\left( b/e + b \right)\left( 1 - 1/R_{0} \right) \right),$ where $R_{0} \equiv aN/\left( b + c \right)$ is the basic reproduction number and a stability analysis ([@bib0033]) of [Eq. (1)](#eq0001){ref-type="disp-formula"} reveals that the disease-free stationary state is asymptotically stable if *R* ~0~ \< 1 and unstable if *R* ~0~ \> 1; and the endemic stationary state is unstable if *R* ~0~ \< 1 and asymptotically stable if *R* ~0~ \> 1. [@bib0035] studied a similar model and showed that for networks with finite average degree and quadratic average degree, there is a critical value (function of epidemiological and networks parameters) that indicates whether there will be or not disease spreading in the population. Furthermore, *a, b, c* and *e* can be estimated from simulations, since the ODE model is a mean-field approximation. From [@bib0050], the expressions that link these models are: $$\begin{aligned}
a & {\simeq \frac{\Delta I\left( t \right)_{S\rightarrow I}}{S\left( t \right)I\left( t \right)\Delta t}} \\
b & {\simeq \frac{\Delta R\left( t \right)_{I\rightarrow R}}{I\left( t \right)\Delta t} \simeq P_{c}} \\
c & {\simeq \left( 1 - \frac{\Delta R\left( t \right)_{I\rightarrow R}}{I\left( t \right)\Delta t} \right)\frac{\Delta S\left( t \right)_{I\rightarrow S}}{I\left( t \right)\Delta t} \simeq \left( 1 - P_{c} \right)P_{d}} \\
e & {\simeq \frac{\Delta S\left( t \right)_{R\rightarrow S}}{R\left( t \right)\Delta t} \simeq P_{n}} \\
\end{aligned}$$

Note that the rates of ODE are related to the probabilities of cellular automata.

2.4. Principal Components Analysis {#sec0006}
----------------------------------

Principal Component Analysis (PCA) is one of the most popular methods for dimensionality reduction of a feature set. Therefore, PCA projects a dataset *X* into an orthonormal base in $\mathbb{R}^{N},$ which is defined as a set of *p* eigenvectors $e_{i} \in \mathbb{R}^{N},$ $i = 1,\ldots,p,$ of the covariance matrix of *X*. This orthonormal base is oriented in the directions that provide the maximum variance of $X \in \mathbb{R}^{N},$ in order to carry the most relevant information. Dimensionality reduction principle is the representation of the dataset *X* in terms of covariance matrix eigenvectors, which are called principal components ([@bib0023]).

In order to accomplish the dimensionality reduction, the dataset is represented as a real matrix *U* ~*n* × *N*~, where *n* and *N* are, the number of rows and columns, respectively. Each row of *U* corresponds to an *N*-dimensional point and the columns represent values of *N* original variables. The covariance matrix of *U* is calculated, as well its eigenvalues and corresponding eigenvectors. These eigenvectors form a set of linearly independent vectors, i.e., a base $\left\{ \phi_{i} \right\},i = 1,\ldots,n,$ which consist of a new axis system ([@bib0019]). Finally, to perform the dimensionality reduction, the rows of *U* are projected onto the base formed by the *p* eigenvectors related to the largest eigenvalues (*p*′*n*). The coordinates of *U* projected in this reduced *p*-dimension subspace are denoted as $U\phi_{1},U\phi_{2},\ldots,U\phi_{n}$.

2.5. Feature selection by PCA {#sec0007}
-----------------------------

As a result of the process presented before, the PCA returns a projection in the new space that is different from the original data. Usually, it is necessary to select the most relevant attributes without changing their values, that is, accomplish dimensionality reduction of a feature set by choosing a subset of the original features that contains most of the essential information ([@bib0019], [@bib0020]). The proposed approach for this problem, called principal feature analysis (PFA), is based on a method presented by [@bib0030]. The algorithm can be summarized in the following steps: 1.Compute the covariance matrix of a zero mean *n* dimensional feature vector *X* and its eigenvalues and eigenvectors *ϕ*;2.Choose the subspace dimension *p* and construct the matrix *A~p~* with the first *p* principal eigenvectors;3.Calculate the projections of each point on the PCA subspace. As a result, we have a new set of *p* projected variables $U\phi_{1},U\phi_{2},\ldots,U\phi_{p}$;4.Define a contribution index of each original variable (columns of *U*) on the projection as a weighted sum of the inner product between the variable and each principal component. This contribution index is directly related to the angle cosine between the original variable and each principal component in Euclidean space. The weights are taken as the amount of data variation explained by each principal component.

Thus, the principal feature is chosen according to largest contribution index variable. Opposed to the original PCA method which projects the original data onto a subspace of eigenvectors, the PFA approach selects the most relevant attributes without change their values. Such selection considers a subset of the original features based on the distance between these features and the principal components that contains most part of the essential information, as defined in the step 4.

3. Epidemiological model on networks {#sec0008}
====================================

In order to compare disease spreading on networks, epidemiological parameters of the model presented previously are fixed: $k = 0.1,$ $P_{c} = 60\%,$ $P_{d} = 30\%$ and $P_{n} = 10\%$ ([@bib0050]). Networks with $n = 1000$ nodes have initial conditions $S\left( 0 \right) = 99.5\%,$ $I\left( 0 \right) = 0.5\%$ and $R\left( 0 \right) = 0\%$. Simulations run for $t = 100$ time steps and *a, b, c* and *e* are calculated with average values of states and states transitions using [Eq. (2)](#eq0002){ref-type="disp-formula"} for the last 20 time steps, when the system already reached the permanent regime. In the beginning, the population network is created and remains fixed throughout simulation, that is, individuals have always the same neighborhood.

[Fig. 1](#fig0001){ref-type="fig"} exhibits the temporal evolutions for networks (a) Erdös--Rényi, (b) small-world, (c) Barbasi--Albert and (d) scale-free. Every *R* ~0~ are indicated in the figure, as well the average clustering coefficient and average shortest path of each network. Light gray lines exhibit corresponding disease states for ODE simulations whose parameters where calculated from network simulations using [Eq. (2)](#eq0002){ref-type="disp-formula"}. Note that the networks have similar topological parameters, however, *R* ~0~ and the disease dynamic is different of each other. Furthermore, the temporal evolution of ODE and network models are different, though percentage of individuals in the steady state are similar. A good overview about the visual differences of how each network is created can be found at [@bib0051].Fig. 1Network and ODE simulations with $k = 0.1,$$P_{c} = 60\%,$$P_{d} = 30\%$ and $P_{n} = 10\%$. For network simulations, susceptible state is represented by black solid line, infected is the black dotted line and recovered is the black dashed line. States of ODE simulations are in respective gray lines.Fig. 1

Therefore, here we simulate the disease spreading in a wide range of topological parameters for each complex network model. The tool for generating these networks is the C/C++ library iGraph ([@bib0014]). The next sections formalize how the networks are stressed.

3.1. Erdös--Rényi {#sec0009}
-----------------

Considering a Erdös--Rényi network, a fraction *p* of all the possible edges is added to the network, that is, each possible edge has a probability of being added equal to *p*. The iGraph environment requires the value of *p*, thus, epidemiological model is simulated for each network with *p* in the range .0001:.0001:.5. In these simulations, average clustering coefficient results in values 0 ≲ *cc* ≲ 0.5, average shortest path, 1.5 ≲ *spl* ≲ 13, diameter, 2 ≲ *diam* ≲ 8, density, 0 ≲ *den* ≲ 0.5. [Fig. 2](#fig0002){ref-type="fig"} exhibits how these properties influences the value of *R* ~0~. On Erdös--Rényi networks, *cc* ≈ *p*. See that in general, more connections mean higher values of *R* ~0~. Distances measures indicate that with closer individuals (low shortest path and diameter), higher *R* ~0~.Fig. 2Erdös--Rényi simulations with *R*~0~ in function of topological parameters clustering coefficient, shortest path, density, diameter, average degree and maximum degree.Fig. 2

3.2. Small-world {#sec0010}
----------------

On small-world networks, each node starts with *m* connections with closer individuals. Then each connection is rewired with probability *p*, that is, any of the possible edges in the graph may be added by removing such connections. The iGraph environment requires the value of *m* and *p*, thus, epidemiological model is simulated for each network with *p* in the range .01:.01:1, and *m* in the range 1: 1: 150. In these simulations, average clustering coefficient results in values 0 ≲ *cc* ≲ 0.75, average shortest path, 1.78 ≲ *spl* ≲ 125, diameter, 2 ≲ *diam* ≲ 6, density, 0 ≲ *den* ≲ 0.2. [Fig. 3](#fig0003){ref-type="fig"} exhibits how these properties influences the value of *R* ~0~.Fig. 3Small-world simulations with *R*~0~ in function of topological parameters clustering coefficient, shortest path, density, diameter, average degree and maximum degree.Fig. 3

Note that small-world networks are less dense than Erdös--Rényi networks with the same potential for a disease spreading depending on other topological features. Also, here, clustering coefficient is not enough to determine the value of *R* ~0~, needing another parameter to verify disease spreading properties. The separated dots in shortest path and diameter figures are related to $p = 0,$ when the network is regular with each node having the same number of connections *m*.

3.3. Scale-free {#sec0011}
---------------

For scale-free networks, the number of edges *e* in the graph and the power law exponent *γ* determines the generation. That is, *e* edges are added to the network, and the probability that a node is chosen to get an edge is given by $P\left( k \right) = k^{\gamma},$ where *k* is the node degree. The iGraph environment requires the value of *e* and *γ*, thus, epidemiological model is simulated for each network with a fraction of possible edges *q* in the range 0.05:0.05:0.6, and *γ* in the range 2:0.1:6. In these simulations, average clustering coefficient results in values 0 ≲ *cc* ≲ 0.6, average shortest path, 1.4 ≲ *spl* ≲ 4.48, diameter, 2 ≲ *diam* ≲ 6, density, 0 ≲ *den* ≲ 0.6. [Fig. 4](#fig0004){ref-type="fig"} exhibits how these properties influences the value of *R* ~0~.Fig. 4Scale-free simulations with *R*~0~ in function of topological parameters clustering coefficient, shortest path, density, diameter, average degree and maximum degree.Fig. 4

Scale-free network model allows a good range of topological parameters for the epidemiological model. Note that the model needs more edges in order to exhibit similar values of *R* ~0~ than a small-world network, which is not so dense.

3.4. Barábasi--Albert {#sec0012}
---------------------

Barábasi--Albert network is a subset of scale-free networks. The difference is how the network is created, because Barábasi--Albert requires the exponent *γ* for the probability of a node being chosen to get an edge $P\left( k \right) = k^{\gamma},$ and the number of outgoing edges generated for each node *m*. The iGraph environment requires the value of *m* and *γ*, thus, epidemiological model is simulated for each network with *m* in the range 5: 5: 200, and *γ* in the range 2: 0.1: 5. In these simulations, average clustering coefficient results in values 0.01 ≲ *cc* ≲ 0.48, average shortest path, 1.67 ≲ *spl* ≲ 2.42, diameter, 2 ≲ *diam* ≲ 4, density, 0 ≲ *den* ≲ 0.36. [Fig. 5](#fig0005){ref-type="fig"} exhibits how these properties influences the value of *R* ~0~.Fig. 5Barábasi--Albert simulations with *R*~0~ in function of topological parameters clustering coefficient, shortest path, density, diameter, average degree and maximum degree.Fig. 5

Such construction model generates networks with nodes with high degrees, and the consequence is the small range of the average shortest path. However, even for such small range, see that *R* ~0~ abruptly fall from *R* ~0~ ∼ 12 when average shortest path is *spl* ∼ 1.6, to *R* ~0~ ∼ 2 when average shortest path is *spl* ∼ 2.4.

4. More results {#sec0013}
===============

In order to show the need of a more robust statistical analysis for all network data, all simulation results are show in [Fig. 6](#fig0006){ref-type="fig"} . Note that the average clustering coefficient, average shortest path, diameter and maximum degree is not enough to clearly identify a *R* ~0~ prediction. Although there is a variance in data, density and average degree have trends which allow a *R* ~0~ prediction. Moreover, *R* ~0~ \> 1, i.e., disease persists in population when *den* ≳ 0.01, and when average degree *avdeg* ≳ 10.Fig. 6Data for all networks put together for *R*~0~ in function of topological parameters clustering coefficient, shortest path, density, diameter, average degree and maximum degree.Fig. 6

Therefore, PCA has been used to get other relationships between disease and network parameters. The variables used were: average clustering coefficient (*cc*); average shortest path (*spl*); density (*den*); diameter (*diam*); average degree (*avdeg*); maximum degree (*maxdeg*); amount of individuals Susceptible (*S*) Infected (*I*) and Recovered (*R*) when the system reached the permanent regime; Infected peak (*Ip*), (i.e., the amount of Infected individuals in the initial outbreak of disease) and; instant of Infected peak (*iIp*), which is the time step when the peak occurred. All these 12 variables have been considered for all 41,270 experiments of all networks and the [Fig. 7](#fig0007){ref-type="fig"} contains the normalized projection of each variable.Fig. 7PCA results infographic.Fig. 7

Note that according to PCA, the internal structure of the data that best explains the variance in the data have *maxdeg, Ip, R* and *avdeg* as most informative variables. [Fig 6](#fig0006){ref-type="fig"} already exhibited *R* ~0~ in function of *maxdeg*, and such variable certainly does not explain the disease variables. Actually, the maximum degree of the network is very sensitive to the other topological parameters for all networks.

Thereby, relationships on [Figs. 8](#fig0008){ref-type="fig"} --[11](#fig0011){ref-type="fig"} are based on PCA results. The [Fig. 8](#fig0008){ref-type="fig"} shows that small values of average degree is enough for a high peak of infected individuals and the trend of increasing the *I*(*t*) peak changes at around 300, when it starts to decrease. [Fig. 9](#fig0009){ref-type="fig"} indicates that the sooner the *I*(*t*) occurs, the high the value of the peak is. [Fig. 10](#fig0010){ref-type="fig"} contains the same data of [Fig. 6](#fig0006){ref-type="fig"} for average degree, but in a different scale. Somehow, PCA confirms the importance of the average degree for analyzing a disease spreading.Fig. 8Peak instant of *I*(*t*) in function of average degree of the network.Fig. 8Fig. 9Peak instant of *I*(*t*) in function of *I*(*t*) peak.Fig. 9Fig. 10*R*~0~ in function of the network average degree.Fig. 10Fig. 11*R*~0~ in function of the average recovered individuals *R* when system reached its permanent regime.Fig. 11

Note that for all figures, the value of *R* ~0~ saturates. In such condition, the term *aS*(*t*)*I*(*t*) of [Eq. (1)](#eq0001){ref-type="disp-formula"} can be written as $aS\left( t \right)I\left( t \right) = S\left( t \right),$ since all Susceptible individuals become infected. Accordingly, the new equations are: $$\begin{array}{rcl}
\frac{dS\left( t \right)}{dt} & = & {- S\left( t \right) + cI\left( t \right) + eR\left( t \right)} \\
\frac{dI\left( t \right)}{dt} & = & {S\left( t \right) - bI\left( t \right) - cI\left( t \right)} \\
\frac{dR\left( t \right)}{dt} & = & {bI\left( t \right) - eR\left( t \right)} \\
\end{array}$$ with the set of stationary solutions (as done for [Eq. (1)](#eq0001){ref-type="disp-formula"}): $\left( S_{sat}^{*},I_{sat}^{*},R_{sat}^{*} \right) = \left( 1,0,0 \right)$ and $\left( S_{sat}^{*},I_{sat}^{*},R_{sat}^{*} \right) = \left( e\left( b + c \right)/\left( b + e\left( b + c + 1 \right) \right),e/\left( b + e\left( b + c + 1 \right) \right),b/\left( b + e\left( b + c + 1 \right) \right) \right)$. Therefore, we have $a_{sat} = 1/I_{sat}^{*},$ thus: $$\begin{array}{r}
{R_{0sat} = \frac{a_{sat}}{b + c} = \frac{1/I_{sat}^{*}}{b + c} = \frac{b + e\left( b + c + 1 \right)}{e\left( b + c \right)}} \\
\end{array}$$

Using [Eq. (2)](#eq0002){ref-type="disp-formula"} for determining values for *b, c* and *e*, we have $R_{0sat} = 11$. Thus, the white thick dashed line in [Fig. 10](#fig0010){ref-type="fig"} is a fitted curve for the experimental points in the form: $$R_{0}\left( avdeg \right) = R_{0sat}*\left( 1 - e^{- \alpha*avdeg} \right)$$ where $\alpha = 0.0099$.

Finally, a distinct result is presented on [Fig. 11](#fig0011){ref-type="fig"}, where the *R* ~0~ is plotted in function of the amount of Recovered individuals (*R*) when the system reached the permanent regime. Here, the disease *R* ~0~ increases when *R* increases and this result is corroborated by other related papers, since the disease qualitatively parameters used are usually from diseases like mumps, chickenpox and measles ([@bib0032]) which also have high *R* ~0~ and high amount of Recovered individuals in population ([@bib0003]). If we consider that the permanent regime of the system has *R* ~0~ \> 1, i.e., disease is active, *R* ~0~ can be approximated by $R_{0} = b/\left( b - R^{*}\left( e + b \right) \right)$.

5. Discussion {#sec0014}
=============

In this paper, we presented a method to understand a disease propagation according to the most important topological parameters of four types of complex networks. Disease were modeled by SIR-model, population by networks Erdös--Rényi, Small-World, Scale-Free and Barábasi--Albert and the statistical process to analyze the data were Principal Component Analysis. Based on the results, following characteristics of epidemic outbreaks in populations emerged as most important factors: average degree, infected individuals peak, instant that such peak occurs, amount of recovered individuals in system steady-state and, of course, the basic reproduction number, *R* ~0~.

Topological parameters like clustering coefficient and shortest path length, which are often used to analyze disease spreading on networks ([@bib0015], [@bib0024], [@bib0028], [@bib0037], [@bib0041], [@bib0046], [@bib0050]), should not be used when many network models are considered or the model is unknown, though they are robust when the model is well defined. Therefore, considering that social networks may not be properly represented by a determined model, as well as assumptions for modeling may not be correct, a careful parameter choice for analyzing disease propagation must be done, as concluded in [@bib0051]. Here, we presented some parameter to consider, like the average degree, density and the amount of Recovered individuals. Moreover, results came from a wide range of networks: from highly concentrated connections, like Barábasi--Albert networks, to Erdös--Rényi model, where connections are equally distributed over the population. Nevertheless, average degree were an important topological parameter, also noted in [@bib0012].

Lastly, the simulation diversity made it possible to verify a saturation in *R* ~0~ value, that is, a maximum value for *R* ~0~ given the epidemiological parameters, like the probability of recovering from disease, probability of dying due to disease and probability for dying from natural causes. Such saturation occurs when all Susceptible individuals get infected at each time-step. High value of *R* ~0~, most part of population in Recovered state, almost all Susceptible individuals getting infected are characteristics of a well known scenario for child diseases like mumps, chickenpox and measles if a age stratified population is considered ([@bib0059]).

Considering the possibilities of future work directions, they should handle with following questions: •Is the PCA approach used here suitable to other diseases models as well as populations modeled by another multi-agent environment, like cellular automata ([@bib0021])?•Is the PCA approach suitable to other uses of populations, like evolutionary algorithms ([@bib0004], [@bib0011], [@bib0029]) and general population dynamics ([@bib0052])?•Considering mathematical epidemiology, the inclusion of methods to control the spread of the disease to the model could return the most effective to combat the disease. Vaccination and limiting contacts between individuals should be tested;•The calculation of *R* ~0~ is usually difficult in the first cases of a disease outbreak ([@bib0038]). The PCA model could be used in the initial transient of disease with partial information to return the most important variables to consider to approximate the *R* ~0~ value.
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