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Abstrakt
Bakala´rˇska´ pra´ce se zaby´va´ optimalizac´ı a jej´ım vyuzˇ´ıt´ım v inzˇeny´rsky´ch u´loha´ch.
Jsou zde definova´ny za´kladn´ı pojmy a u´lohy optimalizace, vysveˇtleny za´kladn´ı vlastnosti
optimalizacˇn´ı u´lohy a popsa´ny za´kladn´ı metody jejich rˇesˇen´ı. Tyto teoreticke´ poznatky
jsou vyuzˇity prˇi optimalizaci rozmeˇr˚u prutove´ soustavy, prˇicˇemzˇ jsou zde rˇesˇeny dveˇ vari-
anty optimalizacˇn´ı u´lohy. Matematicke´ modely jsou implementova´ny´ do programu GAMS
a za´veˇrem je provedena diskuse vy´sledk˚u.
Summary
This bachelor’s work engages optimization and its improvement in engineering ca-
ses. There are defined basic terms and optimization’s cases, basic characteristics of the
optimization case are accounted and basic methods of their solutions are understated.
These teoretic findings are availed by optimization of the measurements of three-bar
truss, whereas there are solved two options of optimization’s case. Mathematical models
are implemented to programm GAMS and at the conclusion is accomplished disccusion
of accomplishments.
Kl´ıcˇova´ slova
Optimalizace, prutova´ soustava, GAMS.
Keywords
Optimization, three-bar truss, GAMS.
CˇEPL, O.Vyuzˇit´ı optimalizace v inzˇeny´rsky´ch u´loha´ch. Brno: Vysoke´ ucˇen´ı technicke´
v Brneˇ, Fakulta strojn´ıho inzˇeny´rstv´ı, 2011. 19 s. Vedouc´ı Ing. Mgr. Eva Zˇampachova´,
Ph.D.
Prohlasˇuji, zˇe jsem bakala´rˇskou pra´ci
”
Vyuzˇit´ı optimalizace v inzˇeny´rsky´ch u´loha´ch“
vypracoval samostatneˇ a uvedl jsem vesˇkerou pouzˇitou literaturu.
Ondrˇej Cˇepl
Deˇkuji Ing. Mgr. Eveˇ Zˇampachove´, Ph.D. za rady, veˇnovany´ cˇas a odborne´ veden´ı prˇi
tvorbeˇ te´to bakala´rˇske´ pra´ce
Ondrˇej Cˇepl
OBSAH
Obsah
1 U´vod 2
2 Optimalizace 3
2.1 Za´kladn´ı pojmy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Druhy optimalizacˇn´ıch u´loh . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.1 Linea´rn´ı programova´n´ı . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.2 Nelinea´rn´ı programova´n´ı . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Metody rˇesˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.1 Graficka´ metoda . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.2 Simplexova´ metoda . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.3 Gradientn´ı metoda . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.4 Penalizacˇn´ı metoda . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 GAMS 8
4 Optimalizace prutove´ soustavy 9
4.1 Za´kladn´ı u´loha prutove´ soustavy . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2 Modifikace za´kladn´ı u´lohy . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5 Za´veˇr 16
6 Prˇ´ılohy 18
6.1 Ko´d v programu GAMS pro prˇ´ıklad 4.1 . . . . . . . . . . . . . . . . . . . . 18
6.2 Ko´d v programu GAMS pro prˇ´ıklad 4.2 . . . . . . . . . . . . . . . . . . . . 18
1
1. U´vod
C´ılem te´to bakala´rˇske´ pra´ce je sezna´mit se s optimalizac´ı a jej´ım uzˇit´ım v inzˇeny´rsky´ch
u´loha´ch.
Pra´ci jsme rozdeˇlili do trˇ´ı hlavn´ıch cˇa´st´ı. V prvn´ı cˇa´sti se zaby´va´me definic´ı extre´mu˚ a
optimalizacˇn´ıch u´loh a da´le metodami rˇesˇen´ı. V druhe´ cˇa´sti rozepisujeme obecne´ popisy
programu GAMS. V posledn´ı a hlavn´ı cˇa´sti te´to bakala´rˇske´ pra´ce je popsa´n postup rˇesˇen´ı
prutove´ soustavy. Pouzˇ´ıva´me prˇitom drˇ´ıve zmı´neˇny´ch postup˚u a za´kladn´ıch informac´ı o
prutove´ soustaveˇ.
Jako zaj´ımavou inzˇeny´rskou u´lohu jsme si zvolili prutovou soustavu, pro nizˇ zformulu-
jeme matematicky´ model, zap´ıˇseme ho do programu GAMS a nakonec provedeme diskusi
vy´sledk˚u. Hlavn´ı mysˇlenka spocˇ´ıva´ v navrzˇen´ı idea´ln´ıch rozmeˇr˚u konstrukce. Idea´lnost
rozmeˇr˚u konstrukce posuzujeme vzhledem k minima´ln´ı hmotnosti, schopnosti vydrzˇet
zat´ızˇen´ı a mozˇnosti vy´roby.
2
2. Optimalizace
Optimalizace je matematicke´ odveˇtv´ı, ktere´ se zaby´va´ hleda´n´ım idea´ln´ıho rˇesˇen´ı.
Cˇasty´m vyuzˇit´ım jsou modely fyzika´ln´ıch jev˚u. Jako prˇ´ıklad vyuzˇit´ı bych uvedl kon-
struova´n´ı most˚u, urcˇen´ı tvaru ozubene´ho kola, ale i hleda´n´ı idea´ln´ı cesty na prˇepravu
a mnohe´ dalˇs´ı u´lohy z nejr˚uzneˇjˇs´ıch oblast´ı.
2.1. Za´kladn´ı pojmy
Optimalizace se zaby´va´ hleda´n´ım maxima (minima) funkce. Extre´mu˚1 funkce ma´me
ovsˇem neˇkolik druh˚u: globa´ln´ı, loka´ln´ı a va´zane´. Tyto extre´my definujeme jako:
1. Loka´ln´ı extre´my2
a) Rˇekneme, zˇe f : Rn → R ma´ v bodeˇ A (ostre´) loka´ln´ı minimum, existuje-li ryz´ı
okol´ı O(A) tak, zˇe ∀x ∈ O(A) je
f(x)− f(A) ≥ (>)0.
b) Rˇekneme, zˇe f : Rn → R ma´ v bodeˇ A (ostre´) loka´ln´ı maximum, existuje-li ryz´ı
okol´ı O(A) tak, zˇe ∀x ∈ O(A) je
f(x)− f(A) ≤ (<)0.
2. Va´zane´ extre´my
Necht’ f : Rn → R. Hleda´me loka´ln´ı extre´my funkce f na mnozˇineˇ M ⊂ Rn urcˇene´
rovnicemi:
F1(x1, . . . ,xn) = 0, . . . , Fk(x1, . . . ,xn) = 0.
Tyto rovnice pak nazveme vazebn´ı podmı´nky (vazby), kde k < n.
3. Globa´ln´ı extre´my
a) Rˇekneme, zˇe f : Rn → R ma´ v bodeˇ A (ostre´) globa´ln´ı minimum, jestlizˇe ∀x
z definicˇn´ıho oboru funkce f (s vy´jimkou x 6= A) plat´ı
f(x)− f(A) ≥ (>)0.
Ze vsˇech mozˇny´ch bod˚u vybereme minimum.
b) Rˇekneme, zˇe f : Rn → R ma´ v bodeˇ A (ostre´) globa´ln´ı maximum, jestlizˇe ∀x
z definicˇn´ıho oboru funkce f (s vy´jimkou x 6= A) plat´ı
f(x)− f(A) ≤ (<)0.
Ze vsˇech mozˇny´ch bod˚u vybereme maximum.
1Minima a maxima funkce f se nazy´vaj´ı extre´my funkce.
2Nutnou podmı´nkou loka´ln´ıho extre´mu v bodeˇ A je nulovost vsˇech prvn´ıch derivac´ı.
3
2.2. DRUHY OPTIMALIZACˇNI´CH U´LOH
2.2. Druhy optimalizacˇn´ıch u´loh
Meˇjme u´cˇelovou funkci f : Rn −→ R, funkce g1: Rn −→ R, . . ., gm: Rn −→ R, h1:
R
n −→ R, . . ., hl: Rn −→ R a bod x = (x1, . . . , xn)T . Potom optimalizacˇn´ı u´lohu zap´ıˇseme
takto (viz [1]):
min
x
f(x) (2.1)
prˇi omezen´ıch
gi(x) ≤ 0 pro i = 1, . . . , m,
hj(x) = 0 pro j = 1, . . . , l,
x ∈ X,
kde X je mnozˇina prˇ´ıpustny´ch rˇesˇen´ı.
Hleda´me-li maximum funkce f , u´lohu prˇevedeme pomoc´ı te´to vlastnosti (viz [5]):
min
x
(f(x)) = max
x
(−f(x)). (2.2)
Jak je jizˇ videˇt z (2.1), chova´n´ı u´lohy velmi za´vis´ı na zvoleny´ch funkc´ıch f , gi a hj.
Z tohoto d˚uvodu lze za´kladn´ı proble´m rozdeˇlit na dva typy u´loh. A to na u´lohu linea´rn´ıho
programova´n´ı a u´lohu nelinea´rn´ıho programova´n´ı.
2.2.1. Linea´rn´ı programova´n´ı
Meˇjme x = (x1, . . . , xn)
T , b = (b1, . . . , bm)
T a c = (c1, . . . , cn)
T , kde n, m ∈ N, a da´le
meˇjme matici A
A =


a11 . . . a1n
a21 . . . a2n
...
. . .
...
am1 . . . amn

.
Pote´ u´lohu linea´rn´ıho programova´n´ı zap´ıˇseme na´sledovneˇ:
min
x
cTx (2.3)
za omezen´ı
Ax = b a x ≥ 0.
Takto zapsanou optimalizacˇn´ı u´lohu nazveme standardn´ı tvar optimalizacˇn´ı u´lohy
a plat´ı, zˇe kazˇda´ u´loha linea´rn´ıho programova´n´ı lze na tento tvar prˇeve´st. Transformace
omezen´ı na rovnice provedeme pomoc´ı zaveden´ı umeˇle dodany´ch promeˇnny´ch s ≥ 0 a to
prˇesneˇ takto (viz [8]):
Ax ≤ b =⇒ Ax+ s = b,
Ax ≥ b =⇒ Ax− s = b.
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2.3. METODY RˇESˇENI´
2.2.2. Nelinea´rn´ı programova´n´ı
Optimalizacˇn´ı u´lohu nazveme nelinea´rn´ı pra´veˇ tehdy, kdyzˇ je alesponˇ jedna z funkc´ı f ,
gi, hj z u´lohy (2.1) nelinea´rn´ı.
2.3. Metody rˇesˇen´ı
2.3.1. Graficka´ metoda
Graficka´ metoda je zalozˇena na zakreslen´ı vrstevnic funkce f a na graficke´m zna´zorneˇn´ım
omezen´ı (viz. kapitola 2.2). Tato metoda se pouzˇ´ıva´ pro u´lohu linea´rn´ıho programova´n´ı se
dveˇma promeˇnny´mi. Vyuzˇ´ıva´ se vlastnosti, zˇe extre´m funkce f nasta´va´ v krajn´ım bodeˇ
mnozˇiny prˇ´ıpustny´ch rˇesˇen´ı. Prˇesneˇji si to vysveˇtl´ıme na prˇ´ıkladu.
max
x1,x2
2x1 + 3x2 (2.4)
za omezen´ı
−x1 + 2x2 ≤ 4,
5x1 + 4x2 ≤ 20,
x1, x2 ≥ 0.
Obra´zek 2.1: Uka´zka graficke´ metody rˇesˇen´ı
V nasˇem prˇ´ıpadeˇ na´m vycha´z´ı optima´ln´ı rˇesˇen´ı x1 =
12
7
, x2 =
20
7
.
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2.3. METODY RˇESˇENI´
2.3.2. Simplexova´ metoda
Simplexova´ metoda je iteracˇn´ı metoda pro vy´pocˇet optima´ln´ıho rˇesˇen´ı linea´rn´ı optimali-
zace (viz [4], [8]). Skla´da´ se ze dvou krok˚u. Prvn´ı krok je nalezen´ı vy´choz´ıho za´kladn´ıho
rˇesˇen´ı. Druhy´ krok je nalezen´ı nove´ho za´kladn´ıho rˇesˇen´ı, pro ktere´ plat´ı, zˇe hodnota
u´cˇelove´ funkce je lepsˇ´ı cˇi rovna hodnoteˇ prˇedchoz´ıho rˇesˇen´ı. Po konecˇne´m pocˇtu krok˚u
najdeme za´kladn´ı rˇesˇen´ı s nejlepsˇ´ı u´cˇelovou funkc´ı, a nebo zjist´ıme, zˇe takove´ rˇesˇen´ı nee-
xistuje.
V prˇ´ıpadeˇ, kdyzˇ jsou vsˇechna omezen´ı ve tvaru nerovnic, nen´ı trˇebat vy´choz´ı rˇesˇen´ı
hledat (jednofa´zova´ simplexova´ metoda). V obecne´m prˇ´ıpadeˇ to ale neplat´ı, je nutne´ naj´ıt
vy´choz´ı rˇesˇen´ı (dvojfa´zova´ simplexova´ metoda). Cely´ postup hleda´n´ı rˇesˇen´ı si uka´zˇeme na
stejne´m prˇ´ıkladu jako u graficke´ metody (2.4). Postup sestrojen´ı rˇesˇen´ı:
1. Prˇeveden´ı nerovnic na rovnice za pomoci dalˇs´ıch promeˇnny´ch s1 ≥ 0 a s2 ≥ 0.
5x1 + 4x2 + s1 + 0s2 = 20,
−x1 + 2x2 + 0s1 + s2 = 4.
2. Za´pis do simplexove´ tabulky
− f x1 x2 s1 s2 b
f 1 2 3 0 0 0
x1 0 5 4 1 0 20
x2 0 −1 2 0 1 4
Z tohoto za´pisu vyply´va´ pocˇa´tecˇn´ı bod x0 = (0, 0, 20, 4)
T (x = (x1, x2, s1, s2)
T ).
3. Prˇepocˇet tabulky
Prˇepocˇet tabulky prova´d´ıme pomoc´ı Gaussovy eliminacˇn´ı metody.
− f x1 x2 s1 s2 b
f 1 7
2
0 0 −3
2
−6
x1 0 7 0 1 −2 12
x2 0 −12 1 0 12 2
Z tohoto za´pisu vyply´va´ druhy´ bod x1 = (0, 2, 12, 0)
T .
4. Konecˇny´ vy´pocˇet
Provedeme znovu u´pravu simplexove´ tabulky.
− f x1 x2 s1 s2 b
f 1 0 0 −1
2
−1
2
−12
x1 0 1 0
1
7
−2
7
12
7
x2 0 0 1
1
14
5
14
20
7
Z te´ jizˇ dostaneme optima´ln´ı rˇesˇen´ı x1 =
12
7
, x2 =
20
7
.
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2.3.3. Gradientn´ı metoda
Gradientn´ı metoda je za´kladn´ı metodou nelinea´rn´ı optimalizace (viz [6]). Zp˚usob hleda´n´ı
extre´mu je zalozˇen na gradientu funkce f(x), ktery´ uda´va´ smeˇr nejveˇtsˇ´ıho r˚ustu funkce
f v bodeˇ x. Z tohoto d˚uvodu mu˚zˇeme naj´ıt bod x0, ve ktere´m plat´ı ∇f(x0) 6= 0 a da´le
sestroj´ıme posloupnost bodu x0, . . . ,xn dle vztahu:
xn+1 = xn − ε∇f(xn), kde n = 0, 1, . . . (2.5)
Prˇi vhodne´ volbeˇ ε > 0 mu˚zˇeme prˇedpokla´dat f(xn+1) < f(xn). T´ım z´ıska´me mi-
nimum funkce f(x). Tato metoda je sice velmi jednoducha´, ale pro nezna´me´ ε prˇ´ıliˇs
pomala´. Ma´ velmi mnoho iterac´ı a s t´ım spojenou mozˇnost na´r˚ustu numericky´ch chyb ve
vy´pocˇtech. Proto se tedy tato metoda upravuje na gradientn´ı metodu s dlouhy´m krokem.
Zmeˇna spocˇ´ıva´ ve volbeˇ nejvhodneˇjˇs´ı de´lky kroku mezi jednotlivy´mi iteracemi. Volba se
da´ prova´deˇt pomoc´ı jednoduche´ho rozhodova´n´ı:
f(xn − εn∇f(xn)) = max
ε>0
f(xn − ε∇f(xn)). (2.6)
2.3.4. Penalizacˇn´ı metoda
Penalizacˇn´ı metoda prˇeva´d´ı nelinea´rn´ı u´lohu s omezen´ım na nelinea´rn´ı u´lohu bez omezen´ı
(viz [1]). Meˇjme optimalizacˇn´ı u´lohy tvaru (2.1). Penalizacˇn´ı funkce P (x) se da´ zapsat
jako:
P (x) =
m∑
i=1
φ[gi(x)] +
l∑
j=1
ψ[hj(x)], (2.7)
kde pro funkce φ a ψ plat´ı toto:
φ(y) = 0, kdyzˇ y ≤ 0 a ψ(y) > 0, kdyzˇ y > 0,
ψ(y) = 0, kdyzˇ y = 0 a ψ(y) > 0, kdyzˇ y 6= 0.
Pote´ lze optimalizacˇn´ı u´lohu prˇepsat do tvaru:
min
x
f(x) + P (x) (2.8)
s podmı´nkou x ∈ X.
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3. GAMS
GAMS (General Algebraic Modeling System) je program s vlastn´ım programovac´ım
jazykem, ktery´ se pouzˇ´ıva´ v optimalizaci. Jeho hlavn´ı vy´hoda je v jednoduche´ syntaxi,
d´ıky n´ızˇ doka´zˇe implementovat model jak cˇloveˇk zaby´vaj´ıc´ı se konstruova´n´ım, tak i pro-
grama´tor. Tuto vlastnost si uka´zˇeme a pop´ıˇseme na prˇ´ıkladu (viz [7]).
Obra´zek 3.1: Uka´zka zdrojove´ho ko´du v programu GAMS
Du˚lezˇita´ slova jsou zvy´razneˇna modry´m tucˇny´m p´ısmem, jako naprˇ. option, scalar,
variable atd. Tato slova jsou jednotlive´ prˇ´ıkazy zdrojove´ho ko´du, proto si vysveˇtl´ıme
co znamenaj´ı. Prvn´ı rˇa´dek programu slouzˇ´ı k urcˇen´ı rˇesˇicˇe, prˇ´ıkaz scalar na´m definuje
skala´ry. Prˇ´ıkazem variable urcˇujeme promeˇnne´. Chceme-li zarucˇit kladnost promeˇnny´ch,
pouzˇijeme prˇ´ıkaz positive variable. Prˇ´ıkazem equations definujeme tvar u´cˇelove´ funkce
a omezen´ı. Prˇ´ıkaz model slouzˇ´ı k zada´n´ı omezen´ı hledany´ch promeˇnny´ch. Prˇ´ıkazem solve
definujeme typ optimalizacˇn´ı u´lohy a typ extre´mu. Urcˇujeme j´ım take´ u´cˇelovou funkci,
naprˇ. v nasˇem prˇ´ıkladeˇ minimalizujeme nelinea´rn´ı u´lohu s u´cˇelovou funkc´ı m. Na za´veˇr
zarˇ´ıd´ıme vy´pis hodnot a to prˇ´ıkazem display.
GAMS ma´ k dispozici velke´ mnozˇstv´ı rˇesˇicˇ˚u na vsˇechny typy optimalizacˇn´ıch u´loh.
My v programu vyuzˇ´ıva´me rˇesˇicˇ CONOPT, ktery´ je urcˇen pro nelinea´rn´ı u´lohy a na vy´pocˇet
pouzˇ´ıva´ metodu sdruzˇeny´ch gradient˚u.
8
4. Optimalizace prutove´ soustavy
4.1. Za´kladn´ı u´loha prutove´ soustavy
Jako za´kladn´ı prˇ´ıklad jsme zvolili prutovou soustavu o trˇech prutech. Tento prˇ´ıklad jsme
zvolili pro jeho jednoduchost a na´zornost. Jednotlive´ pruty jsou spojeny do troju´heln´ıku
(viz Obra´zek 4.1). U´kolem je hledat vzda´lenosti a, b, v a pr˚umeˇry d, D tak, aby hmotnost
byla minima´ln´ı a prutova´ soustava vydrzˇela prˇedem zadane´ zat´ızˇen´ı.
Obra´zek 4.1: Prutova´ soustava a tvar pr˚urˇezu prut˚u
Mı´sta spojen´ı prut˚u nazy´vejme stycˇn´ıky. Prˇed samotny´m rˇesˇen´ım prˇ´ıkladu mus´ıme
vyrˇesˇit reakcˇn´ı s´ıly a oveˇrˇit spra´vnost zada´n´ı. Spra´vnost zada´n´ı se oveˇrˇuje dveˇma podmı´n-
kami:
1. Podmı´nka vnitrˇn´ı staticke´ urcˇitosti (viz [2])
p = 2 · k − 3,
L = 3,
P = 2 · 3− 3 = 3,
L = P,
kde p je pocˇet prut˚u a k je pocˇet stycˇn´ık˚u.
2. Podmı´nka vneˇjˇs´ı staticke´ urcˇitosti
i = (n− 1)iv −
∑
ξi − δ + η = (3 + 3− 1)3− (3 + 4 + 4 + 4) = 15− 15 = 0.
Zjistili jsme, zˇe prutova´ soustava je zada´na spra´vneˇ. Nyn´ı provedeme urcˇen´ı zateˇzˇuj´ıc´ıch
sil v jednotlivy´ch prutech, a to z d˚uvodu posouzen´ı u´nosnosti a spolehlivosti konstrukce.
Pro veˇtsˇ´ı na´zornost a prˇehlednost provedeme uvolneˇn´ı sil v jednotlivy´ch stycˇn´ıc´ıch oddeˇleneˇ.
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Obra´zek 4.2: Na´hrada sil v jednotlivy´ch bodech
S´ıla oznacˇena´ jako F1 je s´ıla p˚usob´ıc´ı na prut cˇ´ıslo 1. Obdobne´ znacˇen´ı pouzˇijeme i u zby´vaj´ı-
c´ıch sil.
Pomoc´ı takto uvolneˇny´ch sil a zna´mosti rozmeˇr˚u doka´zˇeme pomoc´ı podmı´nky staticke´
urcˇitosti vypocˇ´ıtat s´ıly, ktere´ p˚usob´ı na jednotlive´ pruty. Podmı´nka na´m rˇ´ıka´, zˇe soustava
je staticky urcˇita´, kdyzˇ vsˇechny s´ıly p˚usob´ıc´ı na soustavu jsou rovny nule.
V bodeˇ A
∑
FX = 0 −→ FAX + F3 + cos(α)F1 = 0,∑
FY = 0 −→ FAY + sin(α)F1 = 0.
V bodeˇ B
∑
FX = 0 −→ −F3 − cos(β)F2 = 0,∑
FY = 0 −→ FB + sin(β)F2 = 0.
V bodeˇ C
∑
FX = 0 −→ − cos(α)F1 + cos(β)F2 = 0,∑
FY = 0 −→ −F − sin(α)F1 − sin(β)F2 = 0.
Z teˇchto rovnic doka´zˇeme z´ıskat s´ıly F1, F2, F3, FB, FAX , FAY , ktere´ jsou za´visle´
jen na zateˇzˇovac´ı s´ıle F a rozmeˇrech prutove´ soustavy. Jelikozˇ se zaby´va´me u´nosnost´ı
a spolehlivost´ı konstrukce, reakcˇn´ı s´ıly FAX , FAY a FB nemus´ıme bra´t v potaz.
F1 =
Fb
√
a2 + v2
v(b+ a)
,
F2 =
Fa
√
b2 + v2
v(b+ a)
,
F3 = − Fab
v(b+ a)
.
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Z vyja´drˇen´ı sil F1, F2, F3 mu˚zˇeme urcˇit, zˇe pruty 1 a 2 jsou nama´ha´ny na tlak a prut
cˇ´ıslo 3 na tah.
Po vyja´drˇen´ı sil mu˚zˇeme prˇistoupit k tvorbeˇ matematicke´ho modelu. Postup bude
na´sleduj´ıc´ı. Nejdrˇ´ıve mus´ıme urcˇit u´cˇelovou funkci a pote´ napsat, za jaky´ch podmı´nek
hleda´me extre´my funkce.
Za u´cˇelovou funkci zvol´ıme hmotnost soustavy zapsanou jako m = V ρ, kde V je
celkovy´ objem vsˇech prut˚u a ρ je prˇedem zadana´ hustota prut˚u.
Omezen´ı pro optimalizaci vyply´vaj´ı z podmı´nek vzpeˇrne´ stability a z deformacˇn´ıch
podmı´nek. Podmı´nka vzpeˇrne´ stability (viz [3]) urcˇuje maxima´ln´ı s´ılu, prˇi ktere´ jesˇteˇ
nedocha´z´ı k podstatne´mu ohybu prˇi podstatne´m tlaku. Matematicky vyja´drˇeno F ≤ Fk,
kde s´ıla Fk se pocˇ´ıta´ pomoc´ı na´sleduj´ıc´ıho vztahu Fk =
α2EJ
l2
, kde koeficient α je zavisly´
pouze na typu ulozˇen´ı prutu, E je modul pruzˇnosti1, J vyjadrˇuje moment setrvacˇnosti a l
je de´lka zateˇzˇovane´ho prutu. Dalˇs´ı podmı´nkou je deformacˇn´ı podmı´nka (viz [3]), ktera´ na´m
zarucˇuje, aby napeˇt´ı v jednotlivy´ch prutech neprˇesa´hlo mez kluzu (Re). Jej´ı matematicky´
za´pis je σ ≤ Re, kde σ = FS je napeˇt´ı v jednotlivy´ch prutech, S je pr˚urˇezova´ plocha prutu.
Pro na´mi zvoleny´ prˇ´ıpad na´m jednotlive´ parametry vycha´z´ı na´sledovneˇ:
α = pi,
J =
pi
64
(D4 − d4),
S =
pi
4
(D2 − d2).
S takto vyja´drˇeny´mi jednotlivy´mi parametry doka´zˇeme sestavit podmı´nky pro jednot-
live´ pruty.
Fb
√
a2 + v2
v(b+ a)
≤ pi
3E(D4 − d4)
64(a2 + v2)
,
4Fb
√
a2 + v2
piv(D2 − d2)(b+ a) ≤ Re,
Fa
√
b2 + v2
v(b+ a)
≤ pi
3E(D4 − d4)
64(b2 + v2)
,
4Fa
√
b2 + v2
piv(D2 − d2)(b+ a) ≤ Re,
4Fba
piv(D2 − d2)(b+ a) ≤ Re.
Specia´ln´ım prˇ´ıpadem omezen´ı jsou de´lkova´ omezen´ı. De´lkova´ omezen´ı se nezava´d´ı
z d˚uvodu u´nosnosti a stability konstrukce, ale z d˚uvodu jej´ı rea´lnosti. Urcˇuj´ı na´m ma-
xima´ln´ı a minima´ln´ı hodnotu mozˇny´ch vy´sledk˚u pro vzda´lenosti a, b, v, D a d. Tyto
1E je da´no tabulkovou hodnotou podle typu materia´lu.
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podmı´nky urcˇujeme ze zkusˇenosti o vy´robeˇ konstrukce a umı´steˇn´ı, naprˇ. mohou vypadat
takto:
a+ b ≤ zmax,
a+ b ≥ zmin,
D − d ≥ t,
v ≤ hmax,
v ≥ hmin,
kde zmax, zmin, t, hmax, hmin ∈ R+.
Pomoc´ı vy´sˇe urcˇeny´ch omezen´ı sestav´ıme matematicky´ model:
min ρ
pi
4
(D2 − d2)(a+ b+
√
b2 + v2 +
√
a2 + v2) (4.1)
za podmı´nek
Fb
√
a2 + v2
v(b+ a)
≤ pi
3E(D4 − d4)
64(a2 + v2)
, (4.2)
4Fb
√
a2 + v2
piv(D2 − d2)(b+ a) ≤ Re, (4.3)
Fa
√
b2 + v2
v(b+ a)
≤ pi
3E(D4 − d4)
64(b2 + v2)
, (4.4)
4Fa
√
b2 + v2
piv(D2 − d2)(b+ a) ≤ Re, (4.5)
4Fba
piv(D2 − d2)(b+ a) ≤ Re, (4.6)
100 ≤ a+ b ≤ 1000, (4.7)
D − d ≥ 10, (4.8)
20 ≤ D ≤ 200, (4.9)
200 ≤ v ≤ 1000. (4.10)
Vsˇechny podmı´nky a u´cˇelovou funkci implementujeme do programu GAMS. Jelikozˇ
je u´loha zada´na jako u´loha nelinea´rn´ıho programova´n´ı vyply´vaj´ı z toho dveˇ informace,
a to nemozˇnost nalezen´ı globa´ln´ıho extre´mu a nutnost pouzˇit´ı rˇesˇicˇe pro nelinea´rn´ı u´lohy,
v nasˇem prˇ´ıpadeˇ rˇesˇicˇe CONOPT.
− pocˇa´tecˇn´ı iterace vy´sledek
a [mm] 1000 50
b [mm] 0 50
v [mm] 200 200
D [mm] 50 50
d [mm] 0 0
m [kg] − 7.896
a
− pocˇa´tecˇn´ı iterace vy´sledek
a [mm] 1000 985
b [mm] 0 15
v [mm] 1000 1000
D [mm] 100 100
d [mm] 0 0
m [kg] − 210
Jak je videˇt z tabulky, loka´ln´ı extre´my jsou v nasˇem prˇ´ıpadeˇ velmi za´visle´ na pocˇa´tecˇn´ı
iteraci, a proto se budeme alesponˇ z cˇa´sti snazˇit tuto vlastnost odstranit v na´sleduj´ıc´ı
cˇa´sti.
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4.2. Modifikace za´kladn´ı u´lohy
Jak jizˇ je zmı´neˇno na konci kapitoly 4.1, v tomto prˇ´ıkladeˇ budeme modifikovat prˇedchoz´ı
prˇ´ıklad. Modifikace spocˇ´ıva´ ve sn´ızˇen´ı pocˇtu promeˇnny´ch. Tato modifikace se prova´d´ı
z d˚uvodu pouzˇit´ı citlivostn´ı analy´zy.
Sn´ızˇen´ı pocˇtu promeˇnny´ch provedeme pomoc´ı pevneˇ zadane´ vzda´lenosti a + b = z
(z ∈ R) a volby pr˚umeˇru d = 0. Pote´ matematicky´ za´pis u´lohy vypada´ takto:
min ρ
pi
4
D2(z +
√
(z − a)2 + v2 +
√
a2 + v2) (4.11)
za podmı´nek
F (z − a)√a2 + v2
vz
≤ pi
3ED4
64(a2 + v2)
, (4.12)
4F (z − a)√a2 + v2
pivD2z
≤ Re, (4.13)
Fa
√
(z − a)2 + v2
vz
≤ pi
3ED4
64((z − a)2 + v2) , (4.14)
4Fa
√
(z − a)2 + v2
pivD2z
≤ Re, (4.15)
4Fba
pivD2z
≤ Re, (4.16)
100 ≤ a ≤ 1000, (4.17)
20 ≤ D ≤ 200, (4.18)
200 ≤ v ≤ 1000. (4.19)
Citlivostn´ı analy´za spocˇ´ıva´ v posuzova´n´ı za´vislosti vy´sledk˚u na pocˇa´tecˇn´ı iteraci.
Pro na´sˇ prˇ´ıklad a lezˇ´ı v intervalu (4.17), podobneˇ v lezˇ´ı v intervalu (4.19) a D lezˇ´ı
v intervalu (4.18). Tyto jednotlive´ intervaly rozdeˇl´ıme na elementa´rn´ı intervaly. T´ımto
rozdeˇlen´ım z´ıska´me mnozˇinu pocˇa´tecˇn´ıch iterac´ı, se kterou budeme pracovat. Jednotlive´
prvky mnozˇiny budeme zada´vat do rˇesˇicˇe a jednotlive´ vy´sledky budeme posuzovat vzhle-
dem k pocˇa´tecˇn´ı iteraci a vy´sledne´ konfiguraci prutove´ soustavy. Jelikozˇ t´ım z´ıska´me velke´
mnozˇstv´ı loka´ln´ıch extre´mu˚, budeme moci oznacˇit s urcˇitou prˇesnost´ı i globa´ln´ı extre´m
u´cˇelove´ funkce. V ko´du provedeme zmeˇnu pomoc´ı trˇ´ı cykl˚u for vnorˇeny´ch do sebe.
for(i=20 to 200 by 5,
for(j=200 to 1000 by 10,
for(k = 100 to 1000 by 10,
DV.l=i; v.l=j; a.l=k;
solve konstrukce using nlp minimizing m;
put i,’ ’,j,’ ’,k,’ ’,DV.l,’ ’,a.l,’ ’,v.l,’ ’,m.l,’ ’/;
display DV.l,a.l,v.l,m.l;
);););
Matematicky´ model prˇep´ıˇseme do programu GAMS, ktery´ na´m vypocˇte jednotlive´
vy´sledky. Tyto vy´sledky serˇad´ıme od nejmensˇ´ıho po nejveˇtsˇ´ı podle hmotnosti. Pote´ uzˇ
jen vybereme prˇ´ıpustna´ rˇesˇen´ı (viz [7]). Pro na´zornost vyp´ıˇseme prvn´ıch patna´ct vy´sledk˚u
nasˇeho prˇ´ıkladu, ktera´ jsou:
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Pocˇa´tecˇn´ı podmı´nka Vy´sledna´ konfigurace
D0 [mm] a0 [mm] v0 [mm] D [mm] a [mm] v [mm] m [kg]
20, 000 250, 200 500, 000 28, 413 500, 000 295, 477 10, 759
20, 000 650, 000 550, 000 28, 412 499, 985 295, 499 10, 758
30, 000 650, 000 500, 000 28, 412 500, 000 295, 504 10, 758
30, 000 700, 000 500, 000 28, 412 500, 000 295, 504 10, 758
30, 000 750, 000 500, 000 28, 412 500, 000 295, 504 10, 758
30, 000 950, 000 500, 000 28, 412 500, 000 295, 504 10, 758
30, 000 1000, 000 500, 000 28, 412 500, 000 295, 504 10, 758
30, 000 200, 000 200, 000 28, 145 100, 000 259, 888 10, 819
20, 000 950, 000 500, 000 28, 534 500, 000 292, 123 10, 833
20, 000 900, 000 500, 000 28, 546 500, 000 291, 780 10, 841
20, 000 850, 000 500, 000 28, 578 500, 000 290, 922 10, 861
20, 000 200, 000 100, 000 27, 946 100, 000 293, 633 10, 867
20, 000 1000, 000 500, 000 28, 593 500, 000 290, 512 10, 870
20, 000 750, 000 550, 000 28, 661 500, 000 289, 473 10, 916
20, 000 1000, 000 450, 000 27, 505 127, 960 376, 786 10, 951
Jak je videˇt z vy´sledk˚u, nejlepsˇ´ı konfigurac´ı nasˇ´ı prutove´ soustavy je rovnoramenny´
troju´heln´ık. Z d˚uvodu mozˇnosti vy´roby si vol´ım idea´ln´ı konfiguraci takto: vy´sˇka v =
300 mm, pr˚umeˇr tycˇe D = 29 mm a vzda´lenost´ı na za´kladneˇ a = 500 mm. Nakonec uzˇ jen
oveˇrˇ´ıme spra´vnost vy´sledk˚u t´ım, zˇe vy´slednou konfiguraci zada´me do omezen´ı a budeme
sledovat, zda-li jsou splneˇna. Jelikozˇ ma´me rovnoramenny´ troju´heln´ık, podmı´nky pro prut
cˇ´ıslo jedna jsou rovny podmı´nkam pro prut cˇ´ıslo dva. Z tohoto d˚uvodu na´m stacˇ´ı omezen´ı
oveˇrˇit jen pro jeden z teˇchto prut˚u. Zat´ızˇen´ı a dalˇs´ı parametry jsou zvoleny takto:
F = 2 · 105 N,
E = 2, 1 · 105 MPa,
Re = 310 MPa,
ρ = 7, 85 · 10−6 kg mm−3,
z = 1000 mm.
pi3ED4
64(a2 + v2)
= (
pi3 · 2, 1 · 105 · 294
64 · (5002 + 3002)) N = 211642 N, (4.20)
F (z − a)√a2 + v2
vz
= (
2 · 1010 · 500 · √5002 + 3002
300 · 1000 ) N = 194365 N, (4.21)
4F (z − a)√a2 + v2
pivD2z
= (
4 · 2 · 105 · 500 · √5002 + 3002
pi · 300 · 292 · 1000 ) MPa = 294 MPa, (4.22)
4Fba
pivD2z
= (
4 · 2 · 105 · 500 · 500
pi · 300 · 292 · 1000 ) MPa = 126 MPa. (4.23)
(4.24)
Jak je videˇt, jsou vsˇechny podmı´nky splneˇny a proto je z´ıskane´ rˇesˇen´ı skutecˇneˇ prˇ´ıpustny´m
rˇesˇen´ım. Nakonec uzˇ jen spocˇ´ıta´me hmotnost soustavy pro vy´slednou konfiguraci.
m = ρ
pi
4
D2(z +
√
(z − a)2 + v2 +
√
a2 + v2) = (4.25)
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= (7, 85 · 10−6 · pi
4
· 292 · (1000 +
√
5002 + 3002 +
√
5002 + 3002)) kg = 11, 23 kg.
Tedy vy´sledna´ konfigurace nasˇ´ı prutove´ soustavy je a = b = 500 mm, v = 300 mm,
D = 29 mm a hmotnost nasˇ´ı prutove´ soustavy je m = 11, 23 kg.
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5. Za´veˇr
V bakala´rˇske´ pra´ci jsme se zaby´vali optimalizac´ı a jej´ım vyuzˇit´ım v inzˇeny´rsky´ch
u´loha´ch.
Hlavn´ı cˇa´st´ı bakala´rˇske´ pra´ce byla optimalizace rozmeˇr˚u prutove´ soustavy. Pomoc´ı
teorie pruzˇnosti byla odvozena prˇ´ıslusˇna´ omezen´ı a na´sledneˇ byl sestaven matematicky´
model. Tento model byl implementova´n do programu GAMS. Jelikozˇ na´sˇ model vedl na
u´lohu nelinea´rn´ıho programova´n´ı, z´ıskana´ data byla pouze loka´ln´ımi extre´my, ktere´ nav´ıc
silneˇ za´visely na pocˇa´tecˇn´ı iteraci. Abychom si udeˇlali prˇedstavu o globa´ln´ım extre´mu, mu-
seli jsem prove´st citlivostn´ı analy´zu. Pomoc´ı citlivostn´ı analy´zy jsme nasˇli velke´ mnozˇstv´ı
loka´ln´ıch extre´mu˚, z ktery´ch jsme na´sledneˇ vybrali 15 nejlepsˇ´ıch.
Vy´sledna´ konfigurace nasˇ´ı zvolene´ prutove´ soustavy byla rovnoramenny´ troju´heln´ık se
za´kladnou z = 1000 mm, vy´sˇkou v = 300 mm, pr˚umeˇrem prut˚u D = 29 mm a vy´slednou
hmotnost´ı m = 11, 23 kg.
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6. Prˇ´ılohy
6.1. Ko´d v programu GAMS pro prˇ´ıklad 4.1
option nlp=conopt;
Scalar
F /2E4/,E /2.1E5/,Re /310/,Pi /3.141592654/,Ro /7.85E-9/,z /1000/;
Variable
m hmotnost;
Positive variable
a vzdalenost na zakladne, b druha vzdalenost na zakladne,
v vyska, DV velky prumer, dm maly prumer;
Equations
ucel ucelova funkce, omez1, omez2, omez3, omez4, omez5, omez6,
omez7, omez8;
ucel.. m =e= Ro*(Pi/4)*(DV*DV-dm*dm)*(a+b+sqrt(b*b+v*v)+
sqrt(a*a+v*v))*1000;
omez1.. F*b*64*(a*a+v*v)*sqrt(a*a+v*v)=l= Pi*Pi*Pi*E*v*(b+a)*
(DV*DV*DV*DV-dm*dm*dm*dm);
omez2.. 4*F*b*sqrt(a*a+v*v)=l= Re*Pi*v*(a+b)*(DV*DV-dm*dm);
omez3.. F*a*64*(b*b+v*v)*sqrt(b*b+v*v) =l= Pi*Pi*Pi*E*v*(b+a)*
(DV*DV*DV*DV-dm*dm*dm*dm);
omez4.. 4*F*a*sqrt(b*b+v*v) =l= Pi*Re*v*(a+b)*(DV*DV-dm*dm);
omez5.. 4*F*b*a =l= Pi*Re*v*(a+b)*(DV*DV-dm*dm);
omez6.. DV-dm =g= 10;
omez7.. a+b =g= 100;
omez8.. a+b =l= 1000;
model konstrukce /all/;
DV.up= 200; DV.lo= 50; v.up= 1000; v.lo= 200;
DV.l= 100; a.l= 1000; v.l= 1000;
konstrukce.optfile= 1;
solve konstrukce using nlp minimizing m;
display dm.l,DV.l,a.l,b.l,v.l,m.l;
6.2. Ko´d v programu GAMS pro prˇ´ıklad 4.2
option nlp=conopt;
Scalar
i,j,k,F /2E5/,E /2.1E5/,Re /310/,Pi /3.141592654/,Ro /7.85E-9/,z /1000/;
Variable
m hmotnost;
Positive variable
a vzdalenost na zakladne,
v vyska, DV velky prumer;
Equations
ucel ucelova funkce, omez1, omez2, omez3, omez4, omez5;
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ucel.. m =e= Ro*(Pi/4)*(DV*DV)*(z+sqrt((z-a)*(z-a)+v*v)+
sqrt(a*a+v*v))*1000;
omez1.. F*(z-a)*64*(a*a+v*v)*sqrt(a*a+v*v)=l=
Pi*Pi*Pi*E*v*z*(DV*DV*DV*DV);
omez2.. 4*F*(z-a)*sqrt(a*a+v*v)=l= Re*Pi*v*z*(DV*DV);
omez3.. F*a*64*((z-a)*(z-a)+v*v)*sqrt((z-a)*(z-a)+v*v) =l=
Pi*Pi*Pi*E*v*z*(DV*DV*DV*DV);
omez4.. 4*F*a*sqrt((z-a)*(z-a)+v*v) =l= Pi*Re*v*z*(DV*DV);
omez5.. 4*F*(z-a)*a =l= Pi*Re*v*z*(DV*DV);
model konstrukce /all/;
DV.up= 200; DV.lo= 20; v.up= 1000; v.lo= 200; a.lo= 100; a.up= 1000;
file vysledky /vysledky.txt/;
put vysledky;
put ’ DV0 a0 v0 DV.l a.l v.l m.l’/;
for(i= 20 to 200 by 10,
for(j= 200 to 1000 by 50,
for(k = 100 to 1000 by 50,
DV.l=i; v.l=j; a.l=k;
konstrukce.optfile= 1;
solve konstrukce using nlp minimizing m;
put i,’ ’,j,’ ’,k,’ ’,DV.l,’ ’,a.l,’ ’,v.l,’ ’,m.l,’ ’/;
display DV.l,a.l,v.l,m.l;
);););
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