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Weyl semimetals are 3D phases of matter with topologically protected states that have remarkable macroscopic
transport behaviors. As phonon dynamics and electron-phonon scattering play a critical role in the electrical and
thermal transport, we pursue a fundamental understanding of the origin of these effects in type-IWeyl semimetals
NbAs and TaAs. In the temperature-dependent Raman spectra of NbAs, we reveal a previously unreported Fano
lineshape, a signature stemming from the electron-phonon interaction. Additionally, the temperature dependence
of the A1 phonon linewidths in both NbAs and TaAs strongly deviate from the standard model of anharmonic
decay. To capture the mechanisms responsible for the observed Fano asymmetry and the atypical phonon
linewidth, we present first principles calculations of the phonon self-energy correction due to the electron-
phonon interaction. Finally, we investigate the relationship between Fano lineshape, electron-phonon coupling,
and locations of the Weyl points in these materials. Through this study of the phonon dynamics and electron-
phonon interaction in these Weyl semimetals, we consider specific microscopic pathways which contribute to
the nature of their macroscopic transport.
Weyl semimetals host nondegenerate band crossings that
are the 3D analog of Dirac points in graphene and are
a condensed matter realization of massless fermions de-
scribed by theWeyl equation.1,2 Recently, the transition-metal
monopnictides (TaAs, NbAs, TaP, NbP) were predicted to be
Weyl semimetals3,4 and experimentally confirmed as such
via angle-resolved photoemission spectroscopy and quantum
oscillation measurements of the characteristic bulk disper-
sion and surface Fermi arcs.2,5–16 From this discovery sprang
reports of the linear and nonlinear optical response of these
materials17–23 aswell asmanymagnetotransport studies seek-
ing definitive signatures of the chiral anomaly24–27 in this
family28–36 for further confirmation of the Weyl semimetal
phase. While the observation of the chiral anomaly is still
a subject of active debate,2,37,38 reports of these materials’
giant magnetoresistance and ultrahigh mobilities make their
transport a topic of fundamental importance.14–16,28,30–36,39
Yet, despite their critical contributions to electrical trans-
port, the phonon and electron-phonon properties of these
materials remain largely unexplored. Therefore, a true under-
standing of the macroscopic transport in theseWeyl semimet-
als demands a thorough investigation of these effects. In this
Letter we present an in-depth study of phonon dynamics in
the Weyl semimetals NbAs and TaAs through ab initio de-
scriptions and experimental temperature-dependent Raman
spectroscopy. Through these measurements, we probe the
zone-center phonon dynamics and observe a set of previ-
ously unreported Fano lineshapes in the B1 modes of NbAs
as well as anomalous temperature dependence of the A1 mode
linewidths in both NbAs and TaAs. To characterize the mech-
anisms responsible for the observed Fano lineshapes and A1
linewidths, we present calculations of the electron-phonon
coupling in both materials. In particular, we predict the cor-
rection to the phonon self-energy as a result of the electron-
phonon interaction to better understand how specific phonon
modes couple to electronic states in these materials. Stronger
electron-phonon coupling is observed in NbAs than in TaAs,
which is experimentally consistent with the absence of a Fano
lineshape and smaller phonon linewidth. We further discuss
how the availability of electron and phonon states could pro-
vide channels for electron-phonon scattering, a possible con-
tributor to the high mobility of these materials.
NbAs and TaAs form in a tetragonal crystal structure with
space group I41md (No. 109) and point group C114v . Their
four atom unit cell results in a total of twelve phonon modes,
of which three are acoustic and nine optic. The symmetries
and selection rules of the optical modes may be determined
through the use of group theory, which predicts the existence
of one singly-degenerate A1 mode, two singly-degenerate B1
modes, and three doubly-degenerate E modes40 (correspond-
ing to atomic displacement patterns shown in SI). A previous
study41 confirmed these designations via the polarization de-
pendence of the room temperature Raman spectra of each
member of the (Nb,Ta)(P,As) family of compounds. An ad-
ditional mode was identified in NbAs that is not permitted by
crystal symmetry, and thus ascribed to defects.
The Raman spectra at 5 K in NbAs and at 10 K in TaAs,
collected from ab-surfaces, are shown in Fig. 1(b) and 1(c)
respectively (with the full temperature dependence up to
300 K found in the SI). The three phonon modes observ-
able on this surface have been identified by their polarization
dependence41 with symmetries B1(1), B1(2), and A1 (in or-
der of increasing energy in NbAs), with the order switched
in TaAs to be B1(1), A1, and B1(2). All three modes are
observable across the entire temperature range investigated
and show no evidence of any structural changes, in agree-
ment with previous studies of the (Ta, Nb) (P, As) family of
materials.42
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Figure 1. Observation of the Fano Lineshape (a) A schematic of the typical Lorentzian and less common Fano lineshapes observed in Raman
spectra. (b) Raman spectra of NbAs at 5 K in XX polarization. The B1 phonon modes display a subtle and previously unreported Fano
lineshape. (c) Raman spectra of TaAs at 10 K in XX polarization. No Fano asymmetry is observed for the B1 modes. Red lines are fits to the
experimental data.
Noticeable in the two B1 modes of NbAs is the asym-
metry present in each of their lineshapes. The asymmetry
is explicitly confirmed by comparison of fits to the modes
with Gaussian broadened Lorentzian profiles (Voigt profile)
and Gaussian broadened Fano lineshapes,43 where the Gaus-
sian convolution accounts for the finite spectral resolution
of our spectrometer.44 The Gaussian broadened Fano line-
shapes produce a visibly better fit to the experimental data
and a comparison of the χ2 metric reveals a quantitative su-
periority as well (see SI for further details). The asymmetry
in each mode is present across the entire temperature range,
and notably, the twomodes have excess spectral weight on op-
posite sides, with the lower energy B1(1) mode having more
spectral weight on its low energy side and the higher energy
B1(2) mode having more spectral weight on the high energy
side, seen in Fig. 1(b).
A Fano lineshape is commonly interpreted as a result of the
quantummechanical interference between a discrete state and
a continuum of states.45,46 As NbAs is nonmagnetic, the only
continuum at these energies for such an interference is elec-
tronic. A previous investigation of the infrared reflectance of
TaAs has observed a Fano lineshape in the A1 phonon mode
which was interpreted as arising from coupling to the low en-
ergy Weyl fermion-like excitations.46 The asymmetry in the
previously reported TaAsmeasurementswas strongly temper-
ature dependent, while in contrast, the asymmetry observed
here in NbAs appears to be nearly temperature independent.
In Fig. 3(a) we show the temperature dependence of the Fano
asymmetry parameter q obtained from fitting our spectra.
The q for each mode appears to be independent of tempera-
ture, and interestingly, the two modes appear to have nearly
the same q but of opposite sign with the lower energy B1(1)
mode having qavg = −31.82±6.4 and the higher energy B1(2)
mode having qavg = 27.36 ± 4.50. In comparison, neither of
the B1 modes in TaAs display any Fano asymmetry, nor does
the A1 mode40 in which it was previously observed in IR
measurements.46
While the A1 modes in NbAs and TaAs appear to lack any
asymmetry in their lineshapes, their linewidths display atyp-
ical temperature dependent behavior. As shown in Fig. 3(b)
and (c), we observe that the A1 linewidths undergo a sharp
increase at temperatures below ≈ 150 K, followed by a de-
creasing trend towards room temperature in the case of NbAs,
while in TaAs this trend appears to reverse and thewidth starts
to increase once more around ≈ 250 K. The standard anhar-
monicmodel of optical phonon decay into two ormore acous-
tic phonons predicts a monotonically increasing temperature
dependence47 and is unable to describe this observed behav-
ior (though the dependence of all other measured phonons
does match this prediction - see SI for further details). We
also note that the linewidths of the A1 modes are much larger
than the other phonons in these materials.
Motivated by these experimental observations, we calcu-
late the electron-phonon coupling in both NbAs and TaAs.
To understand the impact of the electron-phonon interaction
on a specific phonon mode, it is useful to evaluate the imag-
inary part of the phonon self-energy correction due to the
electron-phonon interaction in the Migdal approximation,48
ImΠqα =
~
2τqα
= 2pi
∑
mn
∫
BZ
Ωdk
(2pi)3
gqαkm,(k+q)n2
× ( fkn − f(k+q)m)δ(~ωqα − ε(k+q)m + εkn), (1)
which is related to the lifetime associated with the scattering
of phonons in the electron-phonon interaction and is directly
proportional to the corresponding phonon scattering rate.
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Figure 2. Imaginary Component of the Phonon Self-Energy in NbAs and TaAs: The correction to the imaginary part of the phonon self-energy
due to the electron-phonon interaction at room temperature projected onto the phonon dispersions of (a) NbAs and (b) TaAs. For both materials,
there is a notable increase in self-energy at the Γ point, Z point, and along the Γ-X line, offering insight into which phonon modes and wave
vectors play a significant role in macroscopic transport. Though the overall calculated self-energy is less for TaAs than NbAs, similar wave
vectors show enhanced phonon self-energy in both materials.
To compute this self-energy, we use first-principles den-
sity functional theory calculations of the electron-phonon
matrix elements from JDFTx.49 Using a basis of maximally-
localized Wannier functions,50 we then interpolate all ener-
gies and matrix elements to a much finer k-mesh to converge
the necessary Brillouin zone integral. Methods for this calcu-
lation are presented in our previous work.51–54 The indepen-
dent electron and phonon states were calculated using fully-
relativistic ultrasoft pseudopotentials55,56 parameterized for
the PBEsol exchange-correlation functional.57
The calculated imaginary part of the self-energy is plotted
along the phonon dispersions in Fig. 2 to visually portray
how the probability of participating in e-ph scattering varies
among specific phonon states and between the different ma-
terials. From this calculation, we notice an increase in the
self-energy of the optical modes near the zone-center, and
see that the B1 modes both experience some coupling to the
electronic system. While the overall imaginary component of
the self-energy is moderate (as typical metals like Pb, Cu, Pd,
or Al feature energies of approximately 0.01-0.2 meV), the
calculated value is reasonable given the relatively weak Fano
asymmetry observed in experiment. Nonetheless, given the
reduced electronic density of states compared to conventional
metals, this could be considered strong electron-phonon cou-
pling relative to the number of available electronic states. We
note that similar coupling strength is predicted in all of the
optical modes around 30 meV, despite the asymmetry only
arising in the B1 modes experimentally, and that phonons
with wave vectors along the Γ-X and Γ-Z lines also have a
significant probability of participating in e-ph scattering.
Additionally, we compare these ImΠ calculations for NbAs
and TaAs as in Fig. 2. Visually, it is apparent that the electron-
phonon intereaction plays a larger role NbAs than in than
in TaAs. To quantify this, we also present the self-energy
specifically at the Γ point for each material and their ratio in
SI Table 1. From the ratio of their self-energies, we can see
that in general, the effect of the electron-phonon interaction
in NbAs is stronger in all phonon modes, consistent with the
relative experimental linewidths and the observation of Fano
lineshape in NbAs but not TaAs.
In light of the calculated increase in phonon self-energy at
certain wave vectors, we also note the specific phase-space
locations of the Weyl points. In the lattice coordinates of the
standard conventional unit cell for each material, we find that
the Weyl points appear at ®k1 = [0.003, 0.475, 0.000] with E1
= (-30.4 ± 0.7) meV and ®k2 = [0.007, 0.277, 0.559] with E2 =
(-20.3 ± 0.4) meV for NbAs, and ®k1 = [0.008, 0.505, 0.000]
with E1 = (-33.3 ± 0.3) meV and ®k2 = [0.020, 0.280, 0.578]
with E2 = (-37.2 ± 0.5) meV for TaAs. Here, 1 and 2 indi-
cate labels for the two unique Weyl point types (hereafter W1
and W2) observed in these materials, which are transformed
under the appropriate time-reversal, crystal mirror and pla-
nar symmetries to obtain all 24 crossings in each materials’
band structure. While the momentum-space coordinates of
these Weyl points are in reasonably good agreement with
prior works,3,4,58 there is some discrepancy in our Weyl point
energies, with the most notable difference in the energetic
positions of W2, which other work claims to be closer to or
even above the Fermi energy. We note that regardless of this,
these energies are on the same scale as the optical phonon
modes for both materials.
We first discuss the appearance of the Fano lineshape for
the B1 modes in NbAs but its absence in the A1 and E modes.
The appearance in modes of only one symmetry, despite sev-
eral modes of different symmetries occurring with nearly the
4Figure 3. (a) Temperature dependence of the Fano asymmetry q
for the two B1 modes in NbAs. The blue line represents the aver-
age q value across all temperatures. (b) Temperature dependence
of the A1 phonon mode linewidth in NbAs and (c) TaAs. Fits to the
data are based on a model of phonon decay into electron-hole pairs.
While this model captures the dependence over the whole tempera-
ture range in NbAs, it only describes the low temperature behavior
of TaAs.
same energy at Γ, suggest that it is symmetry – and not en-
ergy – considerations that are responsible. This is indicated
by the near energy degeneracy of the B1 and E modes at Γ41
(see Fig. 2 and SI). A requirement for the appearance of Fano
asymmetry is the matching of symmetries between the Ra-
man tensor for the phonon and for electronic scattering.59,60
We thus consider the case of electronic Raman scattering in
graphene, where the two-step scattering process dominates
over the one-step or “contact” interaction due to the energy
bandwidth γ0 being larger than the energy Ω of the laser (cf.
Eq.’s (14) and (15) in reference61).
Here, we find ourselves in the opposite limit, with the
bandwidth of the Weyl nodes in NbAs being much smaller
(≈ 0.1−0.2 eV) than the energy of the laser used in our exper-
iments (2.33 eV). We thus expect that the contact interaction
dominates electron-hole pair creation in the Raman scattering
process of NbAs. The symmetries available to electron-hole
pairs generated by the contact interaction are determined by
the specific forms of the second-order corrections to the linear
spectrum.61 To the best of our knowledge, this is yet to re-
ceive a fully detailed theoretical analysis. Therefore, while we
expect that the contact interaction is responsible for the elec-
tronic continuum indicated by the observed Fano lineshapes,
the details required by symmetry remain an open theoretical
question and the subject of future work.
To further understand the role of electron-phonon scatter-
ing, we carefully examined the temperature dependence of the
A1 linewidth. Indeed, since anharmonic decay involves only
bosons, its temperature dependence is quite distinct from that
caused by electron-phonon scattering. As shown in Fig. 3, we
find that the non-monotonic temperature dependence of the
A1 mode linewidth of both NbAs and TaAs is well described
by a model of phonon decay into electron-hole pairs. This
is consistent with a previous IR work on TaAs,46 though the
previously observed linewidth decreased monotonically with
temperature. However, as detailed in the SI, we found that by
generalizing their model to account for a finite chemical po-
tential and the tilt of the Weyl nodes (breaking particle-hole
symmetry) we were able to capture the features present in
our measured temperature dependence. Fits to our data using
the generalized model are plotted as blue lines in Fig. 3(b)
and (c). Overall, this model accounts well for the tempera-
ture dependence of both materials, though the much larger
linewidth in NbAs suggests stronger electron-phonon scat-
tering, consistent with our ab-initio studies (Fig. 2). This is
further confirmed as the temperature dependence of the mode
energy, indicates similar anharmonicity. The deviations of the
data from the model in TaAs likely result from contributions
of the W1 node, as it is only ≈ 14 meV5 below the W2 node,
whereas it is considerably lower (≈ 38 meV9) in NbAs.
Having established phonon decay into electron-hole pairs
as a primary scatteringmechanism in the A1modes, we aim to
understand the specific scattering pathways which contribute
to electron-phonon scattering. Specifically, we identify par-
ticular wave vectors in the phonon dispersion that experience
enhanced phonon self-energy by considering the electronic
states available for scattering via phonons. As in Fig. 4, we
can select electronic states in the Brillouin zone which are
within 31 meV of another state, where both states within 31
meV of EF , to visualize the electronic states available for
electron-hole generation by a phonon in these materials.
We find that the possible states do correspond well to the
wave vectors that display enhanced self-energy along the
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Figure 4. (b) and (c) show the Brillouin zone of NbAs, with areas
in which any two bands are within 31meV of both each other and
EF are shown in orange. From this, we can see correspondence
between areas of the zone which are connected by specific phonon
wave vectors and areas of the phonon dispersion which are more
likely to participate in e-ph scattering. (a) Shows a possible transition
within a single Weyl cone. In these images, q1 is a wave vector near
Γ, and q2 and q3 are respectively along the lines from Γ-X and Γ-Z.
phonon dispersion. In Fig. 4, we show possible transitions.
In Fig. 4(a), we show transitions due to ®q1, which represents
a wave vector on or very near to Γ, which could scatter be-
tween states within the sameWeyl cone or across very closely
neighboring pairs. In Fig. 4(b), we show a possible ®q2, con-
necting k-space locations diagonally across the zone within
the same kz plane via a wave vector along the Γ-X line. In
Fig. 4(c), we indicate ®q3, representing transitions in the kz
direction along the Γ-Z line nearly equal to the distance from
Γ to Z. These wave vectors match well to the ones that were
seen in the self-energy calculation, and in particular for wave
vectors near the Γ-Z line and Γ point, correspond to the k-
space distances which connect areas surroundingWeyl cones.
Taken together, these results suggest the existence of specific
inter- and intra-Weyl node scattering pathways available via
phonons.
In conclusion, our combined theoretical and experimental
study identifies important features of the phonon and electron-
phonon properties of these type-IWeyl semimetals. Fromfirst
principles calculations of the electron-phonon coupling, we
predict the imaginary part of the phonon self-energy due to
the electron-phonon interaction to uncover new information
about specific channels for scattering in NbAs and TaAs. A
detailed experimental study of temperature-dependent Ra-
man spectra of NbAs reveals a previously unreported Fano
lineshape in the two B1 zone-center phononmodes and a tem-
perature dependence of the A1 linewidths in both NbAs and
TaAs which deviates strongly from traditional anharmonic
phonon models. These complimentary predictions and ex-
perimental measurements elucidate the role of the electron-
phonon interaction and provide a fundamental understanding
of the microscopic scattering processes underlying transport
in these type-I Weyl materials.
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