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Abstract 
 
The purpose of this project was to determine whether or not Computational Fluid Dynamic modeling 
could be used effectively to simulate the heat transfer in a pilot-scale low-N packed-bed reactor. Packed 
beds play an important part in many chemical processes used around the world and with better data on 
the accuracy of modeling software when simulating real-life reactor operation chemical industry 
companies could save millions of dollars that are lost as a result of downtime and reduce operating 
costs.  While there has been a significant amount of research on laboratory-scale experiments, there has 
been far less research done on pilot- and industrial-scale packed beds. 
Fluent 6.3.26 was used to simulate four 16-centimeter segments of a packed bed with available 
experimental data on the inlet and outlet temperature profiles for each segment. Two different 
geometry models were used (gaps and bridges) to model the contact points between the particles and 
the wall. The temperature profiles across the bed were modeled at 3 of the axial heights and compared 
against experimental data. Both the points on the curve and the shape of the curve had a high 
correlation to the experimental data. It was found that the bridges model has a slightly greater accuracy 
when compared to the experimental data than the gaps model, although both models significantly over-
predicted the temperature at the center of the bed. 
In conclusion, CFD can be a powerful and useful tool in modeling heat transfer in a packed bed. While 
care must be taken in the model geometry setup and initial conditions, it was found that CFD gave an 
overall high correlation to experimental results. It is recommended that further research be carried out 
with larger models and that further research be completed on the effect on heat transfer at the wall 
between different model geometries. 
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Executive Summary 
 
Steam methane reforming is one of the most common chemical processes in the world. It is especially 
important in the production of hydrogen and syngas. The most important step in the process is when 
the methane passes through a heated packed bed. These packed beds are large reactors which can get 
as hot as 1000 K during normal operation. Large temperature gradients exist across industrial scale 
reactors, which can greatly affect the life of a packed bed. These temperature gradients are very 
important, as even small temperature changes near the wall of the reactor can shorten the life of the 
bed by 2 to 3 years, which has a significant effect on the capital cost of the plant. The cost of re-tubing a 
reactor can easily run several million dollars, and having a more accurate method of estimating 
temperature and temperature gradients in a packed bed would allow engineers to better control and 
predict operating conditions and costs. 
Packed beds have been studied extensively for more than 50 years. Much of that study focused on 
creating empirical equations based on experimental data, and attempt to include factors in which 
different geometries, velocities, and materials could be correlated together. Recently, with the rise of 
cheap computer processing power, a different approach is being attempted. Direct numerical simulation 
of the differential equations governing the physical phenomenon in packed bed operation can be 
attempted with computer processing help. From this, a new type of study known as Computational Fluid 
Dynamics (CFD) has arisen which uses equation solvers such as COMSOL or Fluent to compute velocity, 
temperature, and other parameters by solving energy and flow conservation equations directly at 
numerous points throughout the packed bed.  However, CFD is not without its own problems, 
specifically in modeling areas near the wall of the bed as well as modeling contact points between 
particle-particle and particle-wall. 
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The goal of my project was to analyze the accuracy of using CFD to model a pilot-scale process. While 
CFD has shown great success in modeling small, laboratory-scale experiments, there have been 
significant challenges in analyzing pilot-scale or industrial-scale packed beds. For my project, I took 
experimental temperature profile data that had been gathered in an industrial-scale packed bed with 
Nylon-66 spheres as packing material and air as the fluid and compared it to a Fluent simulation with the 
same parameters. Because of limitations in time and computation ability, only a small segment of the 
bed was modeled in Fluent, and the boundary conditions were set exactly as if the fluid had experienced 
the same temperature/velocity/momentum changes in the actual experimental setup. Due to the 
difficulty in modeling infinitesimal contact points between the particles and the wall, two different 
model geometries were used.  The “gaps” model solved the contact point problem by shrinking the 
diameters of the spheres to 99%, so that they were no longer touching the wall. The “bridges” model 
solved the contact point problem by inserting a small cylindrical bridge between the spheres and the 
wall and shrinking the diameter of the spheres where particle-particle contact occurs. 
Both the bridges and gaps model gave results that were in good agreement with temperature data 
gathered experimentally. Not only were the simulation results close to the actual experimental 
temperature values, but the trend in heat transfer and the overall distribution of temperatures in the 
simulation mirrored the distribution in the experimental data as well. This is important because in 
reactor engineering the temperature gradient is almost as important as the temperatures themselves 
within the reactor. If engineers can predict and model how the temperature change occurs throughout 
the reactor, industrial chemical companies will be able to save money when it comes to reactor repair as 
well as be able to have far more accurate economic analyses for planning out new chemical plants. A 
simple statistical test was also performed to determine how closely the distributions of the experimental 
data matched the simulation data. The bridges model gave slightly more precise results overall, although 
both simulations over-estimated the center temperature of the bed. Dimensionless pressure drop of the 
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simulations were also compared to pressure drop correlations found in the literature and the measured 
pressure drop from the experiment. The measured pressure drop was lower than the empirical 
correlations, but only by a small amount. The pressure drop in the simulation was much lower, although 
Fluent is known to calculate lower pressure drops then what is normally found in experimental values, 
especially at high Reynolds numbers (Dixon, Personal communication 2010). 
 In conclusion, CFD is a powerful tool to aid in the simulation of industrial reactors. Care must be 
taken when setting up boundary conditions, and having experimental data with which to correct the 
simulation throughout the reactor can be very useful in ensuring that the simulation accurately reflects 
the physical phenomenon occurring in the reactor. It is recommended that further research be 
performed in determining how exactly the different geometry at the wall affects the overall heat 
transfer. As processing power increases, larger simulations will be able to be created with which to more 
fully simulate the reactor.  Fluent and other modeling software provides a cheap and easy method to 
simulate and design equipment to a high degree of accuracy. 
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1. Introduction 
 
Fixed-bed reactors are an important chemical unit operation in the chemical process industry. Fixed-bed 
reactors play an especially important role in steam-methane reforming, which is a method of hydrogen 
production responsible for over 90% of the hydrogen produced in the United States annually (Buchanan, 
2004). Steam-methane reforming is an older technology dating back to 1923 although it remains an 
efficient and economical method for the production of hydrogen. This hydrogen is then used primarily in 
ammonia production (e.g. fertilizers, refrigeration purposes, industrial chemical production) although it 
is also used in oil refineries and methanol production (Stitt, 2005) 
 
Steam reforming uses methane as a feed chemical which is then converted to hydrogen and carbon 
monoxide. For this process to occur, the methane must be reacted at extremely high temperatures, in 
the range of 700 to 1100 degrees Celsius. The basic steam reforming reaction is shown below: 
                 
 To facilitate this conversion at the industrial scale level, fixed-bed reactors are used. These are 
commonly packed with a catalyst impregnated with a metal (usually Nickel) and the methane is passed 
through the reactor (Stitt, 2005). The packed catalyst helps distribute the methane flowing into the 
reactor and ensures that the maximum surface area available for the reaction is used (Stitt, 2005). 
 
While steam-methane reforming is a useful and economic chemical operation, there are several distinct 
disadvantages in steam reforming as well. First, due to the high pressures and temperatures involved, 
the process does not scale down well, meaning that a large reactor and plant setup are required and 
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thus a large capital investment is necessary for the operation of a steam reformer. Secondly, throughout 
the reactor there tends to be thermal gradients which can cause damage to the equipment and 
thousands or even millions of dollars in repairs and plant downtime. Temperature control and modeling 
within a fixed-bed reactor has been a subject of interest for many years by independent researchers and 
government institutions, as more accurate controls and modeling tools can lead directly to millions of 
dollars saved (Nijemisland, 2000). 
 
Current research into heat transfer in fixed-bed reactors is based on measuring temperature gradients 
across either radial slices or axial slices in a reactor and comparing them to either empirical correlations 
or computerized models (CFD, or Computational Fluid Dynamics). Unfortunately, there are a large 
amount of variables involved in fixed-bed reactors which can be difficult to control or predict when 
conducting experiments. The shape of the catalyst used, the materials the catalyst is made of, the size of 
the reactor, the ratio of the catalyst diameter to the bed diameter, and varying phases throughout the 
reactor all create difficulties in obtaining a temperature gradient solution which can be applied across a 
variety of reactors. Additionally, much of the research is conducted on small, laboratory-scale columns 
using gas at low Reynolds numbers. Since industrial scale chemical operations can sometimes behave 
vastly different than laboratory-scale counterparts, it can be difficult to obtain useful data using only 
laboratory-scale reactors. Some larger corporations have pilot-scale beds they can use to conduct 
research, and in some extremely rare cases an actual industrial-sized reactor can be used to gather data, 
but the large capital cost of running these experiments and reactors means only a limited amount of 
experimentation can be carried out. An area of interest in research currently is how to scale up pilot-
scale data correlations to industrial-scale reactors. Further, aside from the above listed variables which 
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cause difficulty in heat transfer experiments there are problems inherent in the actual measurement of 
temperatures in the beds themselves (Dixon et. al., 2006). 
 
In current research in heat transfer in packed beds, two heat transfer numbers are of importance. First, 
the heat transfer coefficient for the heat transfer between the hot walls of the reactor and the methane 
gas coming in (denoted as hw) is of particular importance since this is the primary mode of heat transfer 
in the fixed-bed reactor. Secondly, the effective thermal conductivity of the packed catalyst (denoted as 
kr, also commonly reported in dimensionless terms of kr/kf) also contributes to the overall heat transfer 
through the reactor and is the second heat transfer number researchers focus on determining predictive 
correlations for (Dixon et. al., 2006). 
 
While there has been general agreement and good correlations for the effective thermal conductivity, 
the wall heat transfer coefficient remains more mysterious. It is often difficult to obtain actual wall 
temperatures or near-wall temperatures during experimentation, and since the gas film layer which 
plays an important part in the convective heat transfer is extremely thin, it is very difficult to obtain 
accurate data on the temperature gradient near the wall of the fixed-bed reactor. In fact, older research 
has shown that many times when plotting thermal heat transfer coefficients against either thermal 
conductivities or other bed variables the resulting graph is often scattered and of little use in prediction 
(Whitaker, 1976). In fact, there has even been research which shows that major changes in the value of 
the wall heat transfer coefficient can occur simply due to small changes in the locations of 
thermocouples used to measure temperatures in the experimental setup (Whitaker, 1976). 
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Lately, researchers have adopted what is known as the “two-region model” where the heat transfer in 
the center of the bed and the heat transfer at the wall are treated as two separate values (Freire, 2004). 
This simplifies the difficulties in combining heat transfer at the wall with heat transfer in the center of 
the bed and allows researchers to simply focus on more accurately modeling smaller slices of the bed 
and then combining the models to give predictions across the entire reactor. Additionally, with the 
advent of advanced computer technologies, the rise of computational fluid dynamics modeling (CFD 
modeling) has allowed researchers to solve difficult differential heat transfer equations without having 
to resort to crude or inaccurate empirical correlations. CFD allows temperature profiles to be calculated 
and developed based on first principles as opposed to messy or inaccurate data gathered from the 
reactor. However, since CFD is relatively new there is still much investigation into whether or not CFD 
gives truly accurate temperature predictions and gradients when compared against actual measured 
data.  
One other problem CFD has is with modeling the contact points between particles or between a particle 
and the wall. Due to the nature of the computation method Fluent uses modeling contact points is 
extremely difficult. Since a point has no area, numerical simulations encounter problems since it would 
require infinitely fine cells around it (Kuroki et. al., 2007). Therefore, two solutions have been proposed 
in the literature. The “Gaps” model shrinks the particles down to 99-99.5% of their original diameter, 
thus ensuring each particle-particle and particle-wall area is now empty instead of actually contacting. 
The “Bridges” model creates a circular “bridge” at the contact point. This is a well-known and easily 
solvable geometry, so Fluent can perform calculations around it with ease (Kuroki et. al., 2009). 
However, each of these methods has drawbacks, and both will be examined in order to determine which 
model gives better results. 
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The goal of this research paper is determine whether or not CFD gives accurate temperature data when 
modeling pilot-scale reactors with high Reynolds numbers representative of industrial-scale reactors. 
Using data gathered on a pilot-scale reactor with air as the feed gas and a steam jacket as the heating 
element on a column with a tube-to-particle ratio of N = 5.44, two CFD models will be built and then 
compared against experimental data gathered.  This will allow us to determine how accurate the 
temperature models are and whether there are particular regions where CFD gives faulty predictions. 
The CFD modeling program used will be Fluent 6.3.26 and two 3-D models will be solved using the finite 
volume method.  
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2. Background 
Over the past decades, heat transfer through a packed bed has been modeled and analyzed using a 
variety of different methods. The first few attempts at developing a model which would accurately 
predict temperature profiles in a packed bed used a simple theoretical framework consistent with the 
available tools when developed gave rough but usable temperature estimates and models. Over time, 
new experimental data as well as developments in both the theoretical understanding of the physical 
effect of heat transfer and computer modeling have led to newer, more accurate models with new 
variables factored in. In the past 20 years, the advent of computational fluid dynamics (CFD) has allowed 
researchers to quickly and efficiently create and solve models which use precise (though complex) 
differential equations rather than rough empirical correlations to begin to more closely examine heat 
transfer at various locations within a packed bed. The focus of my work is to compare experimental data 
against models developed using CFD in order to determine how accurately the CFD modeling predicts 
temperature profiles in a packed bed. 
 
2.1 Heat Transfer in a Packed Bed 
Heat transfer in a packed bed is an important physical phenomenon in the study of chemical engineering 
and process optimization. As noted in the introduction above, the ability to control and predict the heat 
transfer in a packed bed reactor can have enormous implications in terms of repair costs over the 
lifetime of the reactor. Additionally, the less time the reactor is shut down for repairs the greater 
amount of product can be produced and thus a greater amount of profit can be made over the lifetime 
of the reactor. 
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There are three main methods of heat transfer in a packed bed. First, there is thermal conductivity 
occurring between the packed catalyst particles from the heating elements along the wall. Secondly, 
there is the convective heat transfer which occurs through the movement of the fluid stream flowing 
throughout the reactor. Lastly, there is heat transfer from radiation, although in packed bed reactors in 
laboratory setups and even industrial setups heat transfer from radiation is considered negligible.  
The heat transfer throughout a packed bed can be affected by several variables. The type of catalyst, the 
packing size, the packing ratio, the inlet temperature profile, the velocity of the fluid stream as well as 
the type of fluid can all have an effect on the heat transfer phenomenon occurring throughout the bed. 
The effects caused by changing these variables are generally understood and are able to be predicted, 
although some disagreement remains on how the inlet temperature profile affects the estimation of 
heat transfer parameters for the bed (Dixon et. al., 2006). 
Another area of particular difficulty in the modeling of heat transfer in a packed bed is the heat transfer 
near the wall. Usually, experimental modeling uses temperatures taken from thermocouple crosses laid 
across the bed of a packed reactor, which gives a radial temperature profile. However, due to physical 
limitations the thermocouples near the wall either touch the wall or cannot come close enough to the 
wall, and a gap exists in that small slice of space where a large amount of heat transfer goes on. Since it 
is so difficult to obtain an accurate temperature profile near the wall, there is little data to draw 
empirical correlations or provide evidence for theories concerning the heat transfer at the wall 
(Nijemeisland, 2000). It is theorized that wall effects affect the heat transfer up to 1.5 particle diameters 
away from the wall (Gunn et. al., 1987). 
 
One of the major disagreements in research in the modeling of heat transfer in a packed bed is the 
cause of the systematic length effects on the effective heat transfer parameters, kr and hw. (Dixon et. al.  
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2006) Some theories suggest that the cause of this length effect on the heat transfer is because of the 
axial conduction of heat, which is assumed negligible in most models. Another suggestion is that there 
could be some effect due to the undeveloped temperature or velocity profile (Finlayson, Li, 1977). Some 
researchers also believe that it could be a systematic experimental error, in that the material holding the 
thermocouple cross significantly flattens the temperature profile leading to very inaccurate predictions 
(Freiwald, Paterson, 1992). According to Dixon (1985), the reason for the length effect on the heat 
transfer parameters in lab-scale experiments is due to pre-heating or pre-cooling due to conduction 
through the wall of the tube in the calming section of the bed (before the fluid enters the packed bed).  
 
The total amount of heat transferred as well as the effective heat transfer parameters can be calculated 
from temperature profiles using modeling programs. Several different models have been proposed over 
the past 50 years to more accurately model the heat transfer effect. 
          
2.2 Plug Flow Model 
The first model to be applied to heat transfer in a packed bed was the plug flow model. This is a 
traditional model based on an energy balance around a shell.  
 
The pseudo-homogenous plug flow model was developed using the following list of assumptions (Gunn 
et. al. 1987): 
 Physical properties of the fluid and solids are independent of temperature 
 Constant wall temperature 
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 Constant pressure along length of packed bed 
 Constant superficial gas velocity 
 No Radiation 
 No free convection of heat 
 No axial dispersion of heat 
 No reaction 
 System is pseudo-homogenous 
 System is at steady-state 
Using these along with the dimensional energy balance, the pseudo-homogenous plug flow model 
can be derived: 
        
  
  
   
   
   
    
 
 
  
  
   
   1 
Along with the following boundary conditions: 
                                                                                  
  
  
                                                                                 
    
  
  
                                                     
 
Using the listed equations and assumptions, the plug flow is developed. Researchers found that by 
using dimensionless parameters, the number of parameters that are varied to solve the model were 
significantly reduce, leading to easier computation. 
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Once the dimensionless terms are substituted in to the plug flow model the following dimensionless 
equation can be used: 
  
  
  
 
   
    
   
   
   
 
 
  
  
  
                                
 
Boundary Conditions: 
            
  
  
                                                                    
             
  
  
                                                       
                                                                                      
 
Assuming a constant inlet temperature profile, the plug flow model can be written as shown below 
with J0 representing a Bessel function solution to the series: 
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Where λn is the nth root of: 
                                                                                
 
The solution to the plug flow model gives a dimensionless temperature (θ) as a function of bed 
height and radius. The plug flow model can be a useful first approximation, although it has been 
discovered since that some of the assumptions listed are not correct. 
2.3 Inlet Temperature Profile Effect and IPPF 
Over the past several decades of research, investigators noticed that when the traditional plug flow 
model is used the temperature profiles predicted from the model do not match up with experimentally 
found data, specifically at and near the entrance of the gas inlet to the reactor. Typically, as the gas 
flowed further into the reactor, the plug flow model began to agree better with the temperature data 
gathered from the thermocouples in experimental packed beds. 
 
It was determined that this discrepancy was caused by the assumption that the inlet temperature profile 
is flat, while in reality in many laboratory- and pilot-scale packed bed experimentations it is better 
represented almost as a parabolic curve. Though it is much more complicated than that, it is a useful 
approximation. The plug flow model shown above can be adapted to using the inlet temperature profile 
first measured in a packed bed as the inlet temperature profile, thereby giving much more accurate 
results when modeling the beginning heat transfer in a packed bed. The energy balance from which the 
Inlet Profile Plug Flow model (IPPF) is derived is shown below (Borkink et. al, 1993): 
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Along with the following boundary conditions: 
                                                                                  
  
  
                                                                                  
    
  
  
                                                      
It is important to notice the only change between the plug flow model and the IPPF can be seen in 
equation (17), where the boundary condition solution to the temperature profile has changed form a 
constant to a function of radial distance. 
 
When the dimensionless numbers from the plug flow model are substituted in, the dimensional energy 
balance yields several 2-d derivations: 
  
  
  
    
    
    
 
 
  
 
   
  
  
  
  
  
                                
     
 
 
  
 
   
  
  
  
  
  
      
 
  
    
   
   
   
 
 
  
  
        
  
  
  
 
    
    
  
 
  
   
   
 
 
 
  
  
                                      
Next, using new definitions of dimensionless parameters (which greatly aid in solving the differential 
equations): 
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The differential equation can be written as: 
  
  
 
 
    
 
 
 
    
  
 
  
   
   
 
 
 
  
  
                                                
The boundary condition for equation (24) is: 
   
 
 
  
  
                                                                                          
Using the equations and dimensionless parameters above, the following equation describing a pseudo-
homogenous system with an inlet temperature profile can be derived as: 
  
  
 
 
    
 
 
 
 
 
 
  
   
  
  
                                                                                      
Boundary conditions: 
                                                                                            
        
  
  
                                                                                 
                  
  
  
                                                                     
With the equation shown above and the boundary conditions listed, an inlet temperature profile can be 
used in conjunction with the differential energy balance to factor in a temperature profile function 
based on the radial distance from the axis. This improved the problem of the inaccurate temperature 
predictions given by the plug flow model when using a flat temperature profile near the entrance of the 
packed bed (Dixon, Personal communication 2010). 
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2.4 Computational Fluid Dynamics 
With the advent of computers in the 1970’s it became possible to perform the thousands of calculations 
and iterations needed to solve complex partial differential equations comparatively quickly. This allowed 
scientists and researchers to begin using computers to model theories and physical phenomenon based 
on fundamental differential equations (such as the Navier-Stokes equation) without the need for crude 
simplifications or empirical correlations. 
 
Currently, most numerical methods for determining the heat transfer through a packed bed utilize the 
plug flow model shown above, with a flat temperature profile and constant superficial velocity. Many of 
the numerical methods ignore the temperature difference between the solid particles and the fluid 
(pseudo-homogenous assumption) as well as simplifying the heat transfer by lumping all of the heat 
transfer parameters together (Dixon et. al. 2006). As stated above, this does not give very realistic 
results. The advantages of CFD are that heat transfer phenomenon can be separated into thermal 
conductivity and fluid convection effects and calculated more precisely. Instead of calculating heat 
transfer parameters over a pseudo-continuum, CFD solves the system on a point-by-point basis. This is a 
major improvement over older empirical models and allows for certain regions to be modeled more 
precisely. This is especially helpful for near-wall heat transfer, as this has proven a particularly difficult 
area of packed bed heat transfer modeling to attain accurate results. However, computational fluid 
dynamics does not come without some significant problems of its own. While computers can perform 
incredibly fast calculations and compute differential equations that would take humans far longer they 
still are essentially only calculators, meaning that the computer will give garbage output if given garbage 
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input. Part of the difficulty in CFD modeling is the complexity of the models required to be built for the 
CFD to perform the calculations. 
 
 There are two main problems with packed bed modeling in CFD. First, knowing exactly where the 
particles are located in the bed can be difficult when solving models with large amounts of particles. 
Secondly, the contact points between particles and between the wall and particles poses significant 
challenges to computation. This is especially obvious in the case of spheres, as spheres have 
infinitesimally small contact points between each other and the wall. Since a point has no area, there 
would need to be infinite lines around the contact point which CFD cannot compute (Kuroki et. 
al.,2007). This problem of the meshing of contact points has been investigated by several researchers in 
the field. One method of solving the contact point problem with spheres was to alter the diameter of 
the spheres very slightly after they had been placed in the model (Nijemeisland & Dixon, 2001). It was 
discovered by Nijemeisland and Dixon (2001) that a near-miss model could be created, and that altering 
the spheres diameters to 99% of their original size gave good agreement with experimental results while 
significantly reducing the computational resources necessary to perform the CFD calculations. However, 
at larger Reynolds numbers this number was adjusted to 99.5% diameter in order to provide more 
accurate modeling results. The problems with this approach are that fine computational cells are still 
required around the gaps in the first place, and in certain circumstances the velocity profile of the fluid 
in the bed can be drastically changed when the diameters are shrunk or enlarged. Additionally, shrinking 
the particles increases the overall porosity of the bed, which then has a significant effect on the pressure 
drop calculated. 
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Another method discovered for dealing with the contact point problem between spheres is known as 
“bridging the particles” (Kuroki et. al., 2007). Essentially, this method involves placing “particles” at the 
contact points between spheres, thus providing a bridge which the computer can more easily mesh and 
perform the necessary CFD calculations for. It is also important to note that the bridge particle sizes 
must be within a certain range (known as the fluid’s stagnant region around the particle) or else the 
heat transfer and fluid flow can be greatly affected (Nijemeisland, 2000). 
 
2.5 Near-Wall Heat Transfer Modeling 
In particular, heat transfer near the wall has been an area of focus for researchers. The heat transfer 
near the wall is complicated by several factors. First, there is a fluid boundary layer that is highly 
resistant to heat transfer as a result of the gas flowing up along the walls of the bed. Secondly, there is 
less mixing of the fluids at the wall due to an increase in the void fraction of the bed near the walls, 
which decreases the amount of heat transfer. Researchers use two major modeling approaches when 
dealing with near-wall heat transfer, the classical model and the two-region approach (Dixon et. al. 
2006). 
 
The classical approach is similar to the basic heat transfer theory in that it lumps all of the resistance to 
heat transfer together directly at the wall. It is a pseudo-homogenous two-dimensional model based on 
a simple convection heat transfer equation: 
                                                                                              
The classical approach, while useful for quickly and roughly approximating the amount of heat 
transferred at the wall, is inaccurate, especially when modeling areas of heat transfer that are not at the 
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wall but a small distance away. This model has been phased out in favor of a two-region model (Dixon, 
Personal communication 2010). 
 
The two-region approach extends the classical model by splitting the near-wall heat transfer into two 
separate regions and using a different effective heat transfer parameter for each region (Gunn et. al. 
1987). The first region is the heat transfer that occurs directly at the wall, while the second region is the 
heat transfer that occurs throughout the rest of the bed. 
 
Gunn et al. (1987) used a series of experiments and data sets and compared the classical model to the 
two-region model. They concluded that the two-region model correlated more precisely with the 
experimental data. They used a quadratic fit shown below to correlate the near-wall temperature 
profile: 
    
     
      
    
     
        
    
     
                                           
      
  
        
  
 
2.6 Turbulence Modeling 
 
At high Reynolds numbers (<4000), a physical phenomenon known as turbulence occurs.  This is a flow 
regime characterized by chaotic and stochastic property changes. Turbulence is always treated 
statistically, not deterministically; because it is a chaotic system which we cannot fully model. Turbulent 
flow can be characterized with rapid and thorough mixing and high irregularity. In order to account for 
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turbulent flow, researchers have created models which attempt to separate and characterize the 
turbulent regime into two separate transport terms which account for turbulent flow. The first term, k, 
represents the turbulent kinetic energy, which is the sum of all kinetic and potential energy in the 
turbulent regime. The second term, ε, represents the scale of the turbulence. With these two terms, 
turbulent flow can be approximately modeled. However, for situations with large pressure gradients the 
“k – epsilon” model has been shown to be inaccurate (Fluent 6.3.26 Manual). 
 
  
     
 
   
       
 
   
    
  
  
 
  
   
                                 
 
  
     
 
   
       
 
   
    
  
  
 
  
   
      
 
 
               
  
 
            
For turbulent flow, the presence of a wall can significantly affect the flow. The velocity field is disrupted 
as well as the momentum of the flow. While the k – epsilon model works well for free flows away from 
walls, for fluid flow near the wall it gives inaccurate results. Researchers have developed two methods 
for solving this problem, near-wall modeling and the wall function approach. Near-wall modeling is a 
relatively new method of computing the turbulence at the wall. In this model the computer performs 
calculations on a mesh all the way to the wall. This is most efficient with low Reynolds flows, since 
modeling the highly turbulent high Reynolds number flows would be computationally expensive. The 
second method is the wall function method. In this, the area near the wall is modeled with a separate 
empirical function to simulate the turbulence at the wall. A useful term in this area of modeling is the 
dimensionless distance from the wall, known as y+ (Fluent 6.3.26 manual). This value can help 
determine which method of modeling turbulence is to be used: 
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Where µ is friction velocity at the nearest wall, yP is the distance to the nearest wall, and kP is turbulent 
kinetic energy at point P. This dimensionless value is derived from the law-of-the-wall for mean velocity 
in the momentum calculation. This value is used to describe how fine a mesh is. For y+ > 1, the 
enhanced wall treatment can be used. This is a two-layer model comprised of the viscosity-affected 
region and the fully turbulent region (Fluent 6.3.26 manual). The k – epsilon model with enhanced wall 
treatment was used for modeling the packed bed. 
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3. Methodology 
 
3.1 Description of Equipment 
 
To help give context to the CFD simulation results, the method by which the data was collected will be 
briefly described here. The experimental data I used to develop and compare my CFD models against 
was taken from a pilot-scale packed bed used for heat and mass transfer experiments at the Johnson 
Matthey Billingham Research facility. The rig is a packed bed which uses a steam jacket as a heating 
element and has an inlet fluid of compressed air. The tube was approximately 9.8 cm across and 120 cm 
in length. A 48 centimeter section of the column with four equally spaced locations was chosen to 
gather data from. The particles used were plastic spheres made of Nylon-66 approximately 1.799 cm in 
diameter (averaged from 20 different sphere diameter measurements), giving a tube-to-particle ratio of 
5.44. The bed was packed from the catalyst support grid half a meter below the steam jacket up to the 
outlet of the bed. The radial temperature cross was designed with thermocouples placed logarithmically 
starting at 0 (touching wall), 0.2, 0.8, 1.7, 3.2, and 4.8 (this representing the center) cm away from the 
wall: 
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Figure 1 Radial Cross 
 
 Unfortunately, as the thermocouple cross was damaged and the thermocouple located at the center of 
the bed and the thermocouple closest to the center never read accurate data, data was only collected 
from the 4 thermocouples closest to the wall. There was a thermocouple located at the catalyst packing 
grid before the heated element which gave us the inlet temperature and allowed us to normalize the 
temperature day to day. Additionally, there was a differential pressure sensor located before and after 
the packing material, which allowed us to record the pressure drop for each run. For each experiment, 
the radial thermocouple cross was moved to one of the 4 positions along the z-axis (R1-R4 shown 
below): 
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Figure 2 Diagram of experimental data setup 
 
Each radial position experiment was run throughout the day at 6 different flow rates, allowing 
approximately 45 minutes in between each new flow rate for the temperatures to equilibrate. Data was 
taken continuously throughout the operation of the packed bed and recorded as a raw data .CSV file.  
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3.2 Gambit Model for CFD Comparison 
 
Based on the size of the packed bed and the available computer and time resources, it was decided that 
a single 16 cm element would be modeled to represent one slice from the radial data gathered on the 
experimental rig.  
 
Figure 3 Side-view of Gambit model 
 
 
Figure 4 Gambit model top view 
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Figure 5 Gambit model bottom view 
 
As can be seen in the Gambit model pictures above, the spheres were positioned flat against the inlet to 
represent the beginning of the measured area. The spheres were placed in the Gambit model according 
to an algorithm developed by Dr. Anthony G. Dixon, in which the number of spheres desired as well as 
some physical characteristics of the bed in the model are input to a program called SphereGen™ which 
then calculates the total volume needed in a cylinder and the locations of the spheres necessary for all 
of the spheres to be “randomly” packed as the experimental setup required. 
The Gambit model shown above is approximately 26.3 centimeters of packed length with a few 
centimeters of empty space on either end of the column. In the experimental setup, the air flowed 
through a small packed calming section before entering the heating jacket. The fluid was first run 
through the 26.3 cm packed section in order to replicate the effects that the calming section had on the 
air flow. Then, once the model was properly meshed and the heat transfer enabled, a 16 centimeter 
section of the packed bed (inlet to z = 0.16 m) was used to gather the fluent simulation results. In order 
to simulate only the 16 centimeter section, a calculation was performed in order to determine what 
amount of packing needed to be removed in order to change the 26.3 cm to 16 cm. Then, using Fluent’s 
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ability to delete particle zones (essentially deleting all of the packing and mesh above the z = 0.16 m 
surface) the 16 cm segment was replicated and the temperature profile data obtained. 
Due to inherent problems in the CFD modeling of contact points, it was not possible to perfectly model 
all of the particles and their contact with the wall and each other. It was decided that two different 
modeling techniques (gaps and bridges) would be used which have been reported in the literature to 
give a good approximation of the mass and heat transfer within a packed bed. Before the models were 
able to be meshed and the energy equations calculated, the velocity profile of the fluid as it entered the 
heating section in the experiment needed to be replicated. 
3.3 Velocity Profile 
 
In order to more accurately model the experimental setup, the state of the air entering the measured 
section needed to be similar to the state of the air in the actual experiment. In the experiment, the air 
initially passes through a small packed calming section. To more accurately model the heat transfer, the 
velocity profile of our entering air in Fluent needed to be simulated. First, a shell model was created for 
both the gaps and the bridges model. In this model, the particles are not meshed and the energy 
equation is turned off. The particles in the simulation are treated as unknown solids and the fluid passes 
around them as it would in a packed bed. This allows for fast computation while keeping the physical 
changes the fluid experiences as it passes through the calming section. Once the velocity profile was 
obtained, actual meshed models were used and the heat transfer was calculated across the particles 
and through the fluid. 
After the initial simulation was completed for each model, a velocity profile was exported from the 
outlet of the bed. The velocity profile consisted of u,v, and w velocity vectors as well as k and epsilon. 
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The velocity profile was then imported to the inlet boundary condition for the meshed-particle heat 
transfer simulation. 
3.4 Gaps Model 
The first modeling technique involves shrinking the particle diameter so that the contact points no 
longer touch, and instead have an extremely thin layer of fluid between them. This removes the 
problems Fluent encounters when attempting to perform iterative calculations at contact points 
between each sphere and contact points between the sphere and the wall. It has been reported in the 
literature that shrinking the diameter by up to 99% of the original diameter still gives a good 
approximation of experimentally measured data. Shrinking the particles to 99% of their size was used in 
both the velocity profile simulation as well as the meshed energy equation simulation for all of the 
“gaps” results. 
While shrinking the diameter of the spheres helps with the calculations, there are negatives in this 
technique which affect the overall behavior of the bed. The more the particles are shrunk the faster 
Fluent converges its calculations, but at a certain point shrinking the particles begins to have a serious 
impact on the mass and heat transfer. When the particle diameters are shrunk, the contact points 
disappear and instead are replaced by empty space. When this occurs throughout the bed, the void 
fraction can be altered enough to significantly change the pressure drop within the bed. Shrinking the 
particles can also affect the heat transfer. Since the particles are no longer touching, they are technically 
no longer conducting heat. Instead, the heat is transferred through the tiny slice of fluid between each 
particle which can significantly alter the resistance to heat transfer from particle to particle. 
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3.5 Bridges Model 
 
The second modeling technique utilized in the Fluent simulation is known as the bridges technique. In 
this method of modeling contact points between particles (between particles or particle and wall) are 
replaced by a “bridge” of circular shape. This gets rid of the calculation errors Fluent encounters when 
attempting to model infinitesimal contact points by replacing those contact points with a simple and 
easily calculated geometry. 
 
Figure 6 Example of two bridged particles 
The bridges model used in this experiment was slightly altered. In a normal bridges model, there are 
bridges inserted between particles and between the particles and the wall. This model geometry with 
bridges at all contact points was used in the non-meshed velocity simulation in order to reflect the 
effect the bridges would have on the flow profile.  However, due to difficulties in meshing the geometry 
around the particle to particle contact points, it was instead decided to create a “bridges-gaps” model 
(hereafter referred to as “bridges”) in which the only bridges inserted were between the particles and 
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the wall. This was the model geometry used to obtain the Fluent temperature profile results  for the 
“bridges” model. 
Typically, the bridges are small so the effect they have on the packed bed behavior is kept to a 
minimum. However, one factor to consider when using a bridges approach is how it affects heat 
transfer. Since the bridge is now taking up space usually filled with the fluid or the contact between each 
particle, the thermal conductivity of the bridge must be carefully chosen. An effective overall thermal 
conductivity was derived which took into account the size of the bridge as well as the thermal 
conductivities of both air and Nylon-66 (please see Appendix E for full calculation details): 
           
   
  
     
 
  
  
  
     
 
   
  
  
  
  
 
     
  
  
        
 
   
 
 
While this helps approximate the overall thermal conductivity of the normal contact point, depending 
on the simulation if there are a large enough amount of bridges in the model the cumulative effect can 
have a significant impact on the overall heat transfer. 
3.6 Inlet Temperature 
 
Before the fluid encountered the heating element, the temperature of the air had already been affected 
by ambient temperature, the heat exchange from flowing throughout the initial 50 centimeters of the 
bed, and any heat transfer resulting from pre-heating before the heating element. In order to simplify 
the Fluent model and negate any effect pre-heating had on the fluid, it was decided that instead of using 
the constant inlet temperature as given by the catalyst grid thermocouple the first radial temperature 
reading (occurring near the bottom of the heating element) would be used to define an inlet 
temperature profile that would describe the temperature variation across the radius of the fluid. From 
29 
 
the experimental data gathered at R1 (z = 0 meters) at a flow rate of 1.84 m/s an example of an inlet 
temperature profile as a function of radius is shown below: 
                                    
where r is in meters and T is in Kelvin.  Once the temperature data was fitted and the radial temperature 
function determined, a “User Defined Function” was written in C and hooked to the inlet boundary 
condition (see Appendix D for code).  
 
3.7 Fluent Settings 
 
Once the correct Fluent options were chosen and the boundary conditions set, the heat transfer 
simulation was run and the results compared to experimental values. There is one last important note 
on Fluent. When gathering the radial temperature results from the Fluent simulation, an average of all 
points at a certain radial distance was taken by creating a surface at z = 0.16 meters and then creating a 
series of radial lines from r = 0 meters to r = 0.049 meters (from the center of the bed to the wall). Then, 
all of the points at equivalent radial positions were averaged together to give an overall representation 
of the temperature data at that radius to compare against the experimentally gathered data. 
Shown below is a table of the simulation settings for the Fluent model: 
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Model Options 
 
Define –Models - Solver Options Solver – Pressure Based 
Velocity Formulation - Absolute 
Gradient Option – Least Squares Cell Based 
Porous Formulation – Physical Velocity 
 Under-relaxation Factor: 
Pressure: 0.2 
Density = 0.7 
Body Forces = 0.7 
Momentum = 0.5 
 
Define – Models - Energy Equation On 
 
Define – Models - Viscous Model Model – K-Epsilon (standard) 
Near-wall Treatment – Enhanced Wall Treatment 
 
Define - Materials Air 
Density – 1.225 kg/m
3
 
Viscosity – 1.789*10
-5
 kg/m*s 
 
Define - Operating Conditions Pressure – 101,325 Pa 
 
Define – Boundary Conditions Velocity = applied velocity profile from fluent velocity 
simulation 
 Out – “Pressure outlet”- 0 gauge pressure 
Turbulence – K and Epsilon 
 Column wall = constant T at 373 K 
 Inlet temperature profile applied 
 
Solve – Controls – Solution Pressure-Velocity Coupling – SIMPLE 
Momentum – Second Order Upwind 
Turbulent Kinetic Energy – Second Order Upwind 
Turbulent Dissipation Rate – Second Order Upwind 
 
Solve – Initialize Computer From – “in” 
Reference Frame - Absolute 
Figure 7 Fluent Simulation Settings 
 
Once the simulation was set up with all of the correct inlet conditions, Fluent was run with the energy 
equation enabled in order to simulate the heat transfer.  
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4. Results and Discussion 
 
In order to compare the experimental data to the Fluent model, several approaches were used to 
determine how correct the model was. First, dimensionless pressure drop calculations were used to 
compare the experimental data and data from the literature to determine if the experimentally 
gathered data was consistent with data in the literature. Secondly, temperature profiles across the bed 
at 3 different heights were compared at 2 different velocities representing the range of velocities for 
which experimental data is available (1.84 m/s for the lowest velocity and 12.9 m/s for the 
highest).There was some additional temperature data gathered at a higher flow rate of 22.1 m/s for 
certain column locations, but due to an experimental error the data for R3 was unavailable and thus it 
was decided to only compare the two flow rates mentioned above.  Pressure drop data for a flow rate of 
22.1 m/s was gathered and compared against empirical correlations as an additional check.  Both the 
position of the curve against the experimental data as well as the shape of the curve compared to the 
experimental data were examined. Lastly, a simple statistical test was performed in order to test how 
precisely the distribution of experimental data matched the distribution of data from the Fluent 
simulation. The simulation results were also graphed together in order to determine if there were 
trends present in the different simulation results. 
4.1Pressure Drop Across the Bed 
In addition to calculating the dimensionless pressure drop for the Fluent model empirical pressure drop 
correlations from the literature were calculated as well. This provided a check to ensure that the 
experimental data set was a good representation of the physical phenomenon of packed bed 
phenomenon. Otherwise, the experimental data would be useless to compare against Fluent.  
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Dimensionless pressure drops (represented by  ) were calculated to ensure that the pressure drop 
between the experimental data, Fluent model, and empirical calculations were all able to be compared 
against each other: 
                              
  
 
  
   
 
 
Shown below is a comparison between the calculated dimensionless pressure drops (see Appendix B for 
sample calculations): 
Reynolds Number Experimental Reichelt 
Correlation 
Zhavoronkov 
Correlation 
2,200 (1.84 m/s) 14.4 14.4 8.7 
15,500 (12.9 m/s) 7.88 3.1 8.45 
26,500 (22.1 m/s) 5.3 2.4 8.43 
 Table 1 Dimensionless Pressure Drop Psi Results 
As seen above, the Reichelt empirical correlation and the experimental data are in good agreement. It is 
generally agreed amongst most packed-bed researchers that Reichelt’s correlation is one of the most 
accurate empirical correlations in the literature. The agreement between the experimental data and the 
empirical correlation is important, because it provides a check against the experimental data to ensure 
that the data gathered was consistent with data gathered in other packed bed reactors. 
Additionally, pressure drops for the Fluent results were calculated as well. However, they were all 
smaller by a large factor, which is typical of pressure drops calculated in CFD. The pressure drop for the 
gaps model was slightly lower than for the bridges model, although both were still significantly lower 
than the experimentally measured pressure drop. 
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4.2 Gaps Model Results 
 
The temperature profile data was investigated at 3 different axial heights (z = 0.16 m, 0.32 m, and 0.48 
m) as well as two flow rates, representing the lowest and highest flow rates of the experimental data. 
The temperature profiles at 3 heights in the packed bed were compared at these velocities. Shown 
below is a graph of the temperature profile at the first height (z2 = 0.16 m) compared against the 
experimental data at this height for the “99% gaps” model: 
 
Figure 8 Temperature Profiles Gaps model at z = 0.16 m 
 
As seen above, the Fluent simulation is in good agreement with experimental data at the center of the 
bed as well as right before the wall. However, the simulation results at r = 0.03 are off by roughly 15 K, 
which is a significant amount. Since the Fluent curves represent averages of all of the radial points at a 
certain angular coordinate while the experimental data represents a single thermocouple in the packed 
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bed, it is possible that certain positioning of the thermocouple could give a seemingly low or high 
temperature point than would be expected. With the exception of the temperature at r = 0.03 meters, 
the curve of the Fluent results closely matches the curve of the experimental results, which is a good 
indication of precise but inaccurate results. 
 
Figure 9 Temperature Profiles Gaps model at z = 0.32 m 
 
The Fluent simulation results are in good agreement with the experimentally determined data, in two 
important ways. First, the simulation results are fairly close to the measured values, in most cases only 
off by 5 to 8 K. Secondly, the curve of the simulation results is similar to the experimental data, which is 
important because it demonstrates that the actual heat transfer (change in temperature) is behaving 
like the true heat transfer in the packed bed. As in the segment at z = 0.16 meters, the results are most 
accurate in the center of the bed and just before the wall. While this is unusual compared to data in the 
literature, it is possibly due to the method used in creating the mesh. Since heat is transferred more 
differently through conduction and convection, when the 99% model is used areas which used to 
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experience heat transfer via thermal conductivity from particle contact are now merely just reflecting 
the temperature of the fluid at that point and the heat that’s been transferred from the wall to the fluid.  
 
Figure 10 Temperature Profile Gaps model at z = 0.48 m 
 
For our last 16-centimer trial, the Fluent simulation again gave good agreement to experimental values. 
Both the actual temperature values along with the temperature gradient are represented by the 
simulation results, with a few significant points to notice. One difference to note is that while the center 
and wall temperatures were accurate at z2 and z3 while the r = 0.03 meter point was not, in this case 
the data from the center is significantly different while the data through the rest of the bed is more 
accurate. One reason this could be is that since the fluid initially entering the column is a uniform 
temperature, once it enters the column the outer edges of the fluid heat faster than the center. It is 
possible that in the experiment, the fluid near the center heated up slower then compared to the Fluent 
simulation. Due to the nature of the gaps model having a smaller amount of conduction and a greater 
amount of heat transfer through the fluid, this could explain the reason that we see the trend in 
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temperature results at the center from z2 to z4 where they begin slightly higher than Fluent results, 
then proceed to be comparatively lower than the simulation results. 
Additionally, there is an odd discrepancy in the experimental results at z4 in that the temperature 
actually goes lower near the wall. Due to the difficulties in measuring temperature near the wall it is 
very possibly a systemic error with the radial cross. While the lower temperature point seen in both flow 
rates indicates that it was not a single experimental fluke, it is odd that the data near the wall in 
previous z heights in the column do not show a similar dip, which should occur if it was a systemic error. 
 
4.3 Bridges Model Results 
 
The temperature profile data was investigated at 3 different axial heights (z = 0.16 m, 0.32 m, and 0.48 
m) as well as two flow rates, representing the lowest and highest flow rates of the experimental data. 
The temperature profiles at 3 heights in the packed bed were compared at these velocities. Shown 
below is a graph of the temperature profile at the first height (z2 = 0.16 m) compared against the 
experimental data at this height for the “Bridges” model: 
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Figure 11 Temperature Profile Bridges model at z = 0.16 m 
 
Similar to the gaps model, the results for the Fluent simulation closely match the experimentally 
gathered data. Not only are the temperature values similar to the experimental data, but the overall 
trend of heat transfer closely matches the overall trend found in the experimental data. One important 
trend to notice is the significantly higher temperature of the Fluent results near the wall when 
compared against the experimental results, similar to the trend in the gaps model results. Since the 
geometry of the model has bridges between the wall and the particle instead of gaps like the previous 
model, it is possible the difference in conduction through contact points versus conduction through the 
bridge caused the higher temperature result near the wall. 
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Figure 12 Temperature Profile Bridges model z = 0.32 m 
 
Again, the result of the Fluent experiment closely match the experimental data. One interesting trend 
seen above is that in the middle of the bed, the experimental results are at a higher temperature than 
the Fluent results. However, towards the wall, the simulation results are at a higher temperature than 
the experimental.  This can be explained by the geometry of the model, as mentioned above. While a 
more careful analysis would need to be done comparing the heat transferred through fluid convection 
as opposed to conduction through the bridges, since this was the only major change in geometry from 
the gaps model to the bridges, this seems likely to be the cause of the higher simulation temperatures. 
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Figure 13 Temperature Profile Bridges model z = 0.48 m 
The simulation results for the z4 bridges model are similar to the simulation results for the gaps model. 
Once again, it is apparent that the center of the bed is heating up much faster in the simulation then 
what was seen in the experimental results. Similarly, it can be seen that the experimental temperatures 
are closely matching simulation results throughout the rest of the bed, with the exception of the dip 
near the end. 
4.4 Chi Square Test 
 
The chi square test is a statistical test used to determine how well the distribution of one set of data 
matches the distribution of another set of data. For each set of simulation data and experimental data, 
the difference between experimental and observed (Fluent) squared divided by the observed gives the 
deviation of each point. 
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 These values are then summed to give an overall chi square number, which can then be compared to a 
graph of the chi squared value vs. a probability value p. This probability p represents the chance that the 
null hypothesis is rejected, which is the hypothesis that the deviations between data sets are caused by 
a problem in the model. Generally speaking, a p-value < 0.1 is considered statistically significant (i.e. 
there is a less than 10% chance that the deviation between data is caused by random chance) Therefore, 
the chi square test gives a rough approximation of the precision of the results, or how closely the overall 
trends match: 
Flow rate z2 = 0.16 m z3 = 0.32 m z4 – 0.48 m 
1.84 m/s 0.35 0.5 0.48 
12.9 m/s 0.42 0.47 0.4 
  Table 2 Calculated p-values for Gaps Model  
 
Flow rate z2 = 0.16 m z3 = 0.32 m z4 – 0.48 m 
1.84 m/s 0.32 0.5 0.42 
12.9 m/s 0.6 0.75 0.4 
  Table 3 Calculated p-values for Bridges Model 
 
Since these p-values all exceed 0.1, that means that the distributions of all of the experimentally 
determined points are consistent with the distribution of the fluent results. What this implies is that 
there is a high chance the only deviations seen are due to random chance, not a problem with the 
model. While there is not a perfect match, consideration must be given to the scale of the 
experimentally gathered data (pilot-scale vs. laboratory scale) as well as factors in the parameters of the 
simulation used. For example, in the k – epsilon turbulence model, large adverse pressure gradients 
cause the model to give inaccurate results. The average pressure drop for the low flow rate was 0.049 
barr and the average pressure drop for the medium flow rate was 0.69 barr, which are relatively high 
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when compared to lab-scale pressure drops. This could cause a significant deviance in the k – epsilon 
model, leading to larger inaccuracies in the results and creating a larger discrepancy in the distribution 
of experimental data. 
 
4.5 Gaps Model vs. Bridges Model 
 
Another interesting comparison to look at is the difference between the results from the Gaps 
simulation and the bridges simulation. In both instances, there were several hundred radial temperature 
points Fluent computed for each model. For each Fluent result, a best fit line was determined for all of 
the points and then graphed as the Fluent simulation temperature profile.  
 
Figure 14 Gaps vs. Bridges (1.84 m/s) 
As seen in the results above, the gaps model usually predicts lower temperatures than the bridges 
model. However, moving up the column it appears that the temperature gap between two models 
becomes smaller, and at R4 (z = 0.48 m) the Fluent results actually cross near r = 0.04 to r = 0.045 meters 
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before resuming the normal trend. It appears from the previous graphs that the bridges model gives 
slightly more accurate results in the center and most of the bed, although the results for near the wall 
match very closely (as expected).  In the experiment, the particles were actually touching the wall, so it 
makes sense that the bridges model (which has conduction to the bridges at the wall) more closely 
resembles the experimental data. This indicates that the conduction at the wall is a key component of 
the overall heat transfer in a packed bed. 
 
Figure 15 Gaps vs. Bridges (12.9 m/s) 
For the higher flow rate, the results of the two models were similar to the lower flow rate, although 
there is one significant difference. The simulation results for the bridges model at z3 overlaps much of 
the simulation results for the gaps model at z4. This indicates that the overall rate of heat transfer was 
occurring at a greater rate throughout the bed in the bridges model when compared against the gaps 
model.  However, when looking at the z4 bridges vs. gaps simulation results the trend between the two 
simulations appears consistent with trends seen at 1.84 m/s and at the z2 height above for 12.9 m/s. 
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Overall, the trend is for the bridges model to give slightly higher temperature results for the model, with 
the exception of the center and the wall, in which the two simulations are fairly similar. The gaps model 
gives slightly lower temperature predictions at the wall, and the experimental data near the wall falls 
between the two models. Since the chi square test showed that there was a higher correlation between 
the bridges simulation and the experimental results, it appears that the bridges simulation gives an 
overall more accurate temperature profile. 
 
4.6 Discussion of Systematic Errors 
 
There are several possible sources of error in the results of this experiment.  Due to the difficulties 
Fluent has with computing simulation results near contact points, the gaps and the bridges models were 
utilized. While both strive to minimize the effects that changing the geometry has on the simulation 
results, there is still a major change in the geometry and structure of the simulations as opposed to the 
experimental setup. Another important factor to consider is the length of the packed bed simulations. 
Since we were unable to simulate the full bed, and only 16 centimeter segments were used, it was 
impossible to determine how accurate the Fluent simulation results are when longer full-bed segments 
are simulated. This is a very important factor to consider since knowledge on how fully-modeled Fluent 
results scale up to industrial-scale reactors would be extremely useful when it comes to modeling real 
processes. Another source of possible error is the location of the inlet boundary conditions. Since the 
velocity profile and temperature profile were set at the inlet boundary and there was a small 2 
centimeter gap between the inlet and the first layer of packing, it is possible the velocity profile or 
temperature profile could have been altered from the experimental representation before entering the 
packed bed section. However, due to the high flow rates used, it is possible there was no time for 
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changes to develop due to the high speed of flow.  The effect on velocity and temperature the empty 
entry space has the fluid would need to be further analyzed for any concrete conclusions to be drawn. 
Finally, there is experimental error within the data itself to consider. According to the engineer in charge 
of gathering the experimental data, there were significant repairs that had to be done to various aspects 
of the experimental setup throughout the data gathering. The probe itself needed to be repaired several 
times, as well as the steam lines coming into the packed bed. Lastly, there was a significant leak in the 
inlet air pipes which was not discovered until halfway through the experiment. Although it was judged 
that the experimental problems were not significant enough to greatly alter the data, it is still a 
possibility there exists some systemic effect. 
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5. Conclusions and Recommendations 
 
In conclusion, CFD can be a powerful and useful modeling tool for pilot-scale packed beds. Not only 
were the temperature results accurate, but the trends in temperature change reflected the trends in 
temperature change gathered from the experimental data. While the pressure drop results were lower 
than the experimentally measured pressure drops, this is a known problem with simulations using 
Fluent and not the major focus of this experiment.  
There were several significant trends to notice in the overall data. First, the bridges model gives both a 
more accurate as well as more precise model of the temperature profile. This indicates that the 
conduction at the wall is a significant part of the overall heat transferred throughout the bed, and that 
the bridges help more accurately model near-wall heat transfer. Secondly, Fluent consistently over-
predicted bed center temperatures. At each height, the difference became greater, signifying that as the 
simulation moved up the model axis there was a larger amount of heat transferred to the center of the 
bed then what experimental results show. This could be due to the gaps between the particles inside the 
simulation bed, but further research and analysis would have to be conducted to determine the true 
source of the higher center bed temperatures. 
Several recommendations were proposed following the experiment. First, simulations involving the 
entire packed bed be carried out, as this simulation only focused on small 16-centimeter segments of 
the packed bed. Secondly, that more research be done into determining an efficient method of solving 
the computational problems that Fluent encounters when trying to calculate physical phenomenon 
around contact points. Changing the geometry of the model may be having a more significant effect 
than realized, so it is important a more detailed analysis be performed comparing heat transfer with 
gaps as opposed to particle-particle contact. Lastly, in the specific case of this particular Fluent 
simulation, an investigation into the effect of the small empty gap between inlet and first layer of 
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packed bed has on the velocity profile and temperature profile would be useful in confirming the results 
obtained in this report.  
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6. Nomenclature 
 
Variables: 
D = diameter of tube 
G = mass flow rate 
Jo = representative Bessel function 
L = length 
N = tube diameter to particle diameter ratio 
dp = particle diameter 
hw = effective wall heat transfer coefficient 
keff = effective bridge thermal conductivity 
kf = effective fluid thermal conductivity 
kp = effective particle thermal conductivity 
ra = bridge radius 
v = linear velocity 
z = axial position on z-axis 
ρ = density 
∆P = pressure drop across bed 
 
Dimensionless Ratios: 
θ = dimensionless temperature 
Bi = Biot number (ratio of heat transfer resistance inside an object to heat transfer resistance at surface) 
Pe = Peclet number (ratio of advection of a physical quantity to the diffusion of a physical quantity) 
Re = Reynolds number (ratio of inertial forces to viscous forces) 
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8. Appendices 
 
A. Raw Temperature Profile Data 
 
 
Raw Temperature Data R1 (z = 0 m, entrance)  
Flow  
 
TE-212 
(C) 
TE-213 
(C) 
TE-214 
(C) TE-215 (C) 
TE-216 
(C) TE-217 (C) 
m^3/hr 
 
center (0) 0.0155 0.0305 0.0395 0.0455 wall (0.0475) 
        600 
   
26.6 26.8 31 30.3 
250 
   
28.2 28.4 34.4 33.5 
450 
   
27.2 27.3 32.1 31.3 
150 
   
29.8 29.9 37 36 
550 
   
31.3 31.4 35.5 34.8 
50 
   
34.9 36 45.7 42.9 
350 
   
30.6 30.8 35.8 34.9 
600 
   
30.5 30.7 34.7 34 
 
 
 
Raw Temperature Data R2 (z = 0.16 m) 
Flow  
 
TE-212 
(C) 
TE-213 
(C) 
TE-214 
(C) 
TE-215 
(C) 
TE-216 
(C) TE-217 (C) 
m^3/hr 
 
center 
(0) 0.0155 0.0305 0.0395 0.0455 
wall 
(0.0475) 
        250 
   
40.8 41.1 45 45.4 
450 
   
40.6 40.8 44.3 44.7 
150 
   
48.5 48.6 52.3 52.6 
350 
   
43.6 43.7 47.3 47.7 
585 
   
40.8 41.2 44.3 44.4 
50 
   
55.9 56.1 58.8 60 
550 
   
39.7 40.3 43.2 43.6 
250 
   
46.8 47.3 50.5 51.2 
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Raw Temperature Data R3 (z = 0.32 m) 
 
Flow  
 
TE-212 
(C) 
TE-213 
(C) 
TE-214 
(C) 
TE-215 
(C) 
TE-216 
(C) 
TE-217 
(C) 
m^3/hr 
 
center 
(0) 0.0155 0.0305 0.0395 0.0455 
wall 
(0.0475) 
        150 
  
53 56.7 61.9 61.7 66.4 
300 
  
47.6 50.7 55.7 56.6 59.8 
50 
  
61.4 66 72.2 73.1 75.2 
250 
  
49.3 52.5 57.7 58.5 61.6 
100 
  
56.1 59.8 65.7 66 69.2 
150 
  
52.3 55.5 60.9 61.8 64.7 
 
Raw Temperature Data R4 (z = 0.48 m, exit) 
 
 
Flow  
 
TE-212 
(C) 
TE-213 
(C) 
TE-214 
(C) 
TE-215 
(C) 
TE-216 
(C) 
TE-217 
(C) 
m^3/hr 
 
center 
(0) 0.0155 0.0305 0.0395 0.0455 
wall 
(0.0475) 
        150 
  
51.6 60.2 69.4 68.3 63.1 
350 
  
47.1 54.8 62.8 61.4 57.5 
100 
  
58 66 75 74.1 68.6 
550 
  
48.6 55 61.7 59.4 55.3 
50 
  
67.1 74.6 81.8 80.7 75.9 
450 
  
52.1 58.3 65.1 63.2 59.2 
250 
  
53.4 60.1 67.8 65.7 61.7 
150 
  
56.2 63.2 71.4 67.9 65 
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B. Pressure Drop Calculations 
 
Values: 
Dp = 0.017986 meters 
ρair ~ 1.2 kg/m
3 (at 35 degrees Celsius) 
Lpacked bed length = 0.8 meters 
U0 = superficial velocity = 1.82 m/s 
Re = ~2200 
Voidage: 
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Reichelt (1972) Correlation (wall effects taken into account with correction factors): 
  
    
 
    
      
   
 
  
  
    
   
 
 
Near-wall correction factors: 
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For spheres k1 = 1.15, k2 = 0.87 and K1 = 154 
  
         
    
          
      
 
    
      
      
     
       
 
 
Zhavoronkov et. al. (wall effects taken into account): 
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C. Inlet Temperature Profiles 
 
For each separate simulation run, an inlet temperature profile was established from data at the 
entrance for the run (i.e. R1 R2) and used to simulate the physical state of the fluid at the entrance to 
each 16 centimeter segment. The temperature profiles were calculated using experimental data and 
Microsoft Excel curve-fitting functions. 
Temp Profile 
Location 
Flow 
Rate 
Profile Equation Radial Temp (A1) 
R1 50 4676(x^2)+250.4x+21.682+273.15 21.6 
R1 350 288.36(x^2)+298.28(x)+20.363+273.15 20.3 
R1 600 -1833.5(x^2)+403.21(x)+19.155+273.15 19.1 
    
R2 50 -10889(x^2)+1102.9(x)+31.291+273.15 31.2 
R2 350 -6413.6(x^2)+755.55(x)+24.881+273.15 24.8 
R2 600 -7486.6(x^2)+828.28(x)+21.665+273.15 21.6 
    
R3 50 -1974.9(x^2)+804.52(x)+41.521+273.15 41.6 
R3 350 -1178.4(x^2)+665.03(x)+30.174+273.15 30.2 
R3 600 no data  
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D. Temperature Inlet Profile UDF C Code 
 
In order to set the boundary condition at the entrance of the 16 centimeter segment to the correct fluid 
temperature profile for the location and velocity of the simulation a User Defined Function was written 
(UDF). A UDF is used in Fluent to insert special model parameters or special boundary conditions. It is 
based on the C programming language and employs the extensive use of macros for ease of use. Please 
refer to Fluent 6.3 UDF Manual 1.1 for more information. 
 
#include "udf.h" 
DEFINE_PROFILE(inlet_temp, thread, index) 
{ 
   real x[ND_ND]; /* this will hold the position vector in meters */ 
   real r;    /* radius of centroid of a face in centimeters */ 
   face_t f;   /* inlet's face to set temperature of */ 
 
   /* Set temp of each face on inlet */ 
   begin_f_loop(f, thread) 
   {    
     /* Find coordinates of the center of this inlet's face */ 
     F_CENTROID(x,f,thread); 
 
     /* Find radius(cm) of face's centroid from the center of bed */ 
     r = sqrt(x[0]*x[0] + x[1]*x[1]);  
 
     /* Set the inlet face's temperature based on it's radius */ 
     F_PROFILE(f, thread, index) = -1974.9*r*r + 804.52*r + 41.521 + 273.15; 
   }    
   end_f_loop(f, thread) 
} 
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E. Bridges Model Particle Thermal Conductivity Calculation 
 
Since the bridges model utilizes solid “bridge” segments to connect the particles at the contact point, 
this presents the problem of how to factor the bridges existence into the heat transfer calculations. 
Since the bridge is a solid which takes up some area in which the fluid normally would have flowed and 
some small area where heat conduction would occur, the two thermal conductivities were combined 
based on the geometry of the replaced fluid and the bridges were set to an appropriate thermal 
conductivity value to best replicate the normal heat transfer that would have occurred in that space. 
Shown below is the calculation. 
     
   
  
    
 
  
  
  
 
 
 
 
 
    
 
   
  
  
  
  
 
    
  
  
 
 
 
 
                                    
Where 
ha = R-(R
2-ra
2)0.5 =  
R = particle radius = 0.008993 m 
Ra = bridge radius = 0.0018 m 
kp = particle thermal conductivity = 0.25 W/m*K 
kf = fluid thermal conductivity = 0.0271 W/m*K 
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F. Chi square Calculations 
 
Shown below is the raw data used in calculating the Chi square values for each run: 
Bridges: 
Bridges R2 (z = 0.16 m) 
    
       
1.84 m/s 
   
12.9 m/s 
  
Observed (experimental) Expected (Fluent) X^2 
 
Observed (experimental) Expected (Fluent) X^2 
333.15 343.754 0.32710 
 
320.85 326.463 0.0965 
331.95 340.14 0.19720 
 
320.45 323.485 0.0284 
329.25 329 0.00019 
 
316.85 316 0.0022 
329.05 318.049 0.38051 
 
316.75 308.343 0.2292 
303.75 304.515 0.00192 
 
302.45 301.459 0.0032 
       
 
Chi squared value 0.90693 
 
Chi squared value 0.3597 
 
Corresponding p-value 0.32 
 
Corresponding p-value 0.6 
       
Bridges R3 (z = 0.32 m) 
    
       
1.84 m/s 
   
12.9 m/s 
  
Observed (experimental) Expected (Fluent) X^2 
 
Observed (experimental) Expected (Fluent) X^2 
348.35 352.459 0.04790 
 
332.95 334.062 0.0037 
346.25 349.933 0.03876 
 
329.75 331.43 0.0085 
345.35 342 0.03281 
 
328.85 330 0.0040 
339.15 334.233 0.07233 
 
323.85 327.34 0.0372 
334.55 327 0.17432 
 
320.75 318 0.0237 
319.75 323.282 0.03858 
 
307.55 309.983 0.0190 
       
       
 
Chi squared value 0.40472 
 
Chi squared value 0.0963 
 
Corresponding p-value 0.5 
 
Corresponding p-value 0.75 
       
Bridges R4 (z = 0.48 m) 
    
       
1.84 m/s 
   
12.9 m/s 
  
Observed (experimental) Expected (Fluent) X^2 
 
Observed (experimental) Expected (Fluent) X^2 
349.05 357.9 0.21883 
 
330.65 341.471 0.3429 
353.85 355.883 0.01161 
 
334.55 339.225 0.0644 
354.95 350 0.07000 
 
335.95 332 0.0469 
347.75 343.447 0.05391 
 
327.95 326.876 0.0035 
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340.25 338 0.01497 
 
320.25 321 0.0017 
322.45 332.453 0.30097 
 
306.55 316.122 0.2898 
       
       
 
Chi squared value 0.670324 
 
Chi squared value 0.7494 
 
Corresponding p-value 0.42 
 
Corresponding p-value 0.4 
 
Gaps 
1.84 m/s 
   
12.9 m/s 
  
Observed (experimental) Expected (Fluent) X^2 
 
Observed (experimental) Expected (Fluent) X^2 
333.15 336.741 0.038294 
 
320.85 326.934 0.113219 
331.95 333.006 0.003349 
 
320.45 324.663 0.05467 
329.25 324.565 0.067627 
 
316.85 312.809 0.052203 
329.05 313.569 0.764302 
 
316.75 305.422 0.420152 
303.75 302.583 0.004501 
 
302.45 298.651 0.048325 
       
 
Chi squared value 0.878072 
 
Chi squared value 0.688569 
 
Corresponding p-value 0.35 
 
Corresponding p-value 0.42 
       
Gaps R3 (z = 0.32 m) 
     
       
1.84 m/s 
   
12.9 m/s 
  
Observed (experimental) Expected (Fluent) X^2 
 
Observed (experimental) Expected (Fluent) X^2 
348.35 347.855 0.000704 
 
332.95 334.991 0.012435 
346.25 345.507 0.001598 
 
329.75 333.102 0.033731 
345.35 340.208 0.077718 
 
328.85 323.158 0.100257 
339.15 331.894 0.158634 
 
323.85 316.848 0.154737 
334.55 326.422 0.202389 
 
320.75 312.522 0.216625 
319.75 321.255 0.007051 
 
307.55 308.423 0.002471 
       
       
 
Chi squared value 0.448093 
 
Chi squared value 0.520256 
 
Corresponding p-value 0.5 
 
Corresponding p-value 0.47 
       
Gaps R4 (z = 0.48 m) 
     
       
1.84 m/s 
   
12.9 m/s 
  
Observed (experimental) Expected (Fluent) X^2 
 
Observed (experimental) Expected (Fluent) X^2 
349.05 355.698 0.124251 
 
330.65 342.05 0.379944 
353.85 354.051 0.000114 
 
334.55 340.413 0.10098 
354.95 349.811 0.075496 
 
335.95 331.207 0.067921 
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347.75 342.731 0.073499 
 
327.95 324.992 0.026923 
340.25 336.426 0.043466 
 
320.25 319.363 0.002464 
322.45 330.248 0.184131 
 
306.55 314.096 0.181289 
       
       
 
Chi squared value 0.500957 
 
Chi squared value 0.759521 
 
Corresponding p-value 0.48 Corresponding p-value 0.4 
 
