The algebra of glued polynomials on an arrangement of hyperplanes  by O'Connor, Christopher & Yuzvinsky, Sergey
,x$3 
JOURNAL OF 
PURE AND 
APPLIED ALGEBRA 
ELSEVIER Journal of Pure and Applied Algebra 95 ( 1994) 3 17-330 
The algebra of glued polynomials on an 
arrangement of hyperplanes 
Christopher O’Connor I, Sergey Yuzvinsky * 
Department of Mathematics, University of Oregon, Eugene, OR 97403, USA 
Communicated by C.A. Weibel; received 13 November 1992; revised 26 June 1993 
1. Introduction 
The subject matter of this paper can be motivated in two ways. From the 
point of view of arrangement heory we look for commutative algebra invariants 
of arrangements of hyperplanes. From commutative algebra point of view we 
study the question whether the seminormalization of a Cohen-Macaulay ring 
is again Cohen-Macaulay. 
Let F be an infinite field and A = {Ht , . . . , If,} a central I-arrangement 
of hyperplanes over F, i.e., a non-empty set of (linear) hyperplanes in a 
vector space V of dimension I over F. We fix al,. . . , a, E V* such that 
Kerai = Hi and put Q = Q(d) = fl:=‘=, ai. We often identify A with the 
set Of Qi. Let S = $ d>OSd be the graded symmetric algebra of V*. For each 
choice of a basis (x1 ,T . . , xl) of V’ one can identify S with F [x1,. . , xl J. 
The arrangement A generates two algebras both of which are S-modules. The 
first one is just the coordinate ring R = R(A) = S/SQ of the affine variety 
Uy= 1 Hi. The second one + R is the pull-back of the system of the coordinate 
rings R(X) of various intersections X of the hyperplanes and the natural 
projections px,y : R(X) --f R (Y) for X > Y. We call + R the algebra of glued 
polynomials on A. Clearly R c + R. Due to [4] +R is the seminormalization 
of R. Notice that the algebras R and +R are naturally graded and the gradings 
agree with the embedding R c + R. We denote their homogeneous components 
of degree d by Rd and +Rd respectively. 
It is well known (a reference known to us is [ 10, Remark 3.51) that + R = R 
if and only if A is 3-generic, i.e., no Qi is a linear combination of two others. In 
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the general case one can view + R as the coordinate ring of the union of affine 
varieties (often in a higher-dimensional space) isomorphic to linear subspaces 
of dimension 1 - 1 and having non-empty intersection. 
While certain properties of R follow immediately from definition the situ- 
ation is more interesting for +R. For instance R is always Cohen-Macaulay 
since it is a quotient of S by a principal ideal. By the same reason its Hilbert 
series is easy to compute. It is 
P(R,t) = 
1 + t + . . . + P-l 
(1 -t)‘-1 . 
On the other hand the Cohen-Macaulayness of + R and related properties of its 
Hilbert series P (+ R, t) constitute the subject matter of this paper. The question 
of whether + R is always Cohen-Macaulay has been raised before. For 1 = 3 the 
positive answer follows from [ 1, Theorem 5.61. In [ 71 it was proved in a more 
general situation that if Proj (R) is seminormal then R being Cohen-Macaulay 
implies that + R is Cohen-Macaulay. In [ 111 a cohomological characterization 
of the Cohen-Macaulayness of +R was given, but no non-Cohen-Macaulay 
examples were found. There even existed a conjecture in commutative al- 
gebra (conveyed to the second author by Barry Dayton in 1987) that the 
seminormalization of any Cohen-Macaulay ring is again Cohen-Macaulay. 
The main result of the paper is the existence of arrangements with non- 
Cohen-Macaulay rings +R. We exhibit two examples (Examples 5.1 and 5.4) 
with detailed proofs to illustrate different methods and different effects. In 
the first example we describe an arrangement A such that any arrangement 
with intersection lattice isomorphic to that of A has a non-Cohen-Macaulay 
+ R. The method applied here is to relate the Hilbert series of + R for A with 
that for subarrangements of smaller dimensions. This relation is obtained in 
Section 4 by means of local sheaves on the intersection lattice. In the second 
example we describe a geometric lattice L such that for some arrangements 
having L as the intersection lattice +R is Cohen-Macaulay and for others it 
is not. Here we are able to compute some homogeneous generators of +R 
explicitly and then use the simple criterion for a ring being Cohen-Macaulay 
from Section 3. 
Our results show that all arrangements of a given dimension and with a given 
number of hyperplanes can be broken in several non-trivial classes depending 
on the depth of + R. It would be interesting to study these classes and in 
particular relate them to other invariants of arrangements (cf. Remark 5.7). 
2. Notation 
In terminology on arrangements we essentially follow [ 5 1. Besides the nota- 
tion mentioned in the introduction we also use the following. The intersection 
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lattice L of an arrangement is the set of all intersections of the hyperplanes 
ordered opposite to inclusion. The unique minimal element of L is I’. We 
put Lo = L \ {V}. The unique maximal element of L is denoted by U, i.e., 
U = fly=‘=, Hi. An arrangement is essential if U = 0. The lattice coinciding 
with L as a set but provided with the opposite (i.e., inclusion) order is denoted 
by LOP. We will also need its subposets LO = Lop \ {U} and Lt = LO \ {V}. By 
p we denote the Mobius function of LOP. Every X E L defines the subarrange- 
ment Ax of an arrangement A given by dx = {H E A 1 X c H}. For this 
arrangement the part of Lo is played by the poset Lx = {Y E Lo 1 Y 5 X}. 
The natural projection S -+ R c +R is denoted by p and the natural projection 
S + R(X) by px (X E L). 
All posets in this paper are finite and regarded as topological spaces with the 
order topology consisting of the increasing sets. Then the category of sheaves 
of modules or algebras on a poset is naturally isomorphic to the category of 
covariant functors from this poset to the category of modules or algebras. 
We identify these categories. All facts we use about sheaf cohomology can be 
found in [2]. In order to translate the definition of +R into the language of 
sheaves we define the sheaf R on Lo by the stalks R(X) = R(X) (X E Lo) 
and the structure homomorphisms PX,Y : R(X) + R(Y) (X EI Y). Then 
+R = r(LO,R). 
In terminology for graded modules over polynomial rings we follow [9]. 
All modules we consider are finitely generated. If M = ‘&O A& is such a 
module then its Hilbert series is P (M; t ) = ‘&,O dim (Md ) td. If for two graded 
modules M and N the difference P (M; t ) - P(N; t ) is a polynomial in t then 
we say that these series are asymptotically equal and write P (M; t ) N P (N; t ) . 
3. Hilbert series of R and +R 
We start this section with simple comments on rank of modules in non- 
graded situation. 
If M is a finitely generated module over an integral domain T then the 
rank Q-(M) is the maximal number of elements linearly independent over 
T, or equivalently, dimK (M 8 K) where K is the field of quotients of T. In 
particular M is free if and only if it is generated by YT (M) elements. 
Let now R be a commutative finitely generated algebra over a field F, Q(R) 
the total ring of quotients of R, R’ a ring extension of R with the same total ring 
of quotients, T = F [yl, . . . , yd ] c R a ring of parameters for R, and K the field 
of quotients of T. Since R @-K has dimension 0, i.e., coincides with its total 
ring of quotients, we have R@rK = Q(R)@TK whence RI@-K = R@-K. In 
particular if + R is the seminormalization of R then + R 18 K = R @ K whence 
IT = v(R). 
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If R and T are as above and besides R is graded and every yi (i = 
1 , d ) is homogeneous of degree 1 then the Hilbert series of R is P (R; t ) = 
&i&l - tp where p (R; t ) E Z [ t 1. If R is Cohen-Macaulay, i.e., a free 
T-module, then all coefficients of p (R; t) are non-negative. It is also known 
that rr (R) = p (R; 1). As it proved in [ 31 + R is also graded. The previous 
paragraph implies p ( + R; 1) = p (R; 1). 
Now we want to apply the above general observations to the rings R and 
+R from the introduction. For that we need the following result. 
Theorem 3.1. Let A = {al, . . . ,a,} be an arrangement in an l-dimensional 
space V and {/I,, . . . , p,-l} a linearly independent subset of V * such that no (pi 
lies in the subspace of V* generated by this set. Then {p (/?I ), . . . , p (/3t- I)} is a 
homogeneous system of parameters (h.s.0.p.) of the graded algebras R and + R. 
Proof. Since + R is finitely generated over R it suflices to prove the result 
for R only. We need to prove that the graded algebra R’ = R/ xii: Rp (pi) 
has dimension 0. Recalling that R = S/SQ we have R’ = S/ (I + SQ) where 
Z = cfIti Sj3i. Besides by th e choice of the pi, the polynomial Q is congruent 
to cy; modulo Z whence R’ = S/ (I + Soy ). Thus R’ is generated over F by 
the images of 1, cvl, GE:, . . . , a:-’ whence it has dimension 0. 0 
In the rest of the paper we fix some h.s.o.p. of R of degree 1 that exists 
because F is infinite. We denote by T the polynomial algebra over F generated 
by these parameters. 
Corollary 3.2. The ring + R is Cohen-Macaulay if and only if it has n generators 
as a T-module. Zf it is true then all coefficients of p (+ R; t) are non-negative. 
Proof. Clearly rr (R) = p (R; 1) = n. The rest follows immediately from the 
remarks at the beginning of the section. 0 
Now we observe that the Hilbert series of R and + R coincide in small 
degrees. 
Theorem 3.3. Let Z3 be a 3-generic subarrangement of A and for every o E A \ Z? 
let r(a) be the number of distinct representations of cv as linear combinations of 
two elements of f3. Put m = maxB(lZ3] -max,,d\nr(a:)). Then (+R)d = Rd 
for every d < m. 
Proof. Fix d < m, a 3-generic subarrangement B of A such that m = lBl - 
max&d\n r(a), and s E ( + R )d. Since f3 is 3-generic the restriction of s to a 
belongs to R(a), i.e., there exists u E &j such that p (u) (H) = s(H) for every 
H E f?. It suffices to prove that t = s - p (u) is 0. For that fix Hi E A \ Z3. Then 
t (Hi) E k&X pn,,n,nn, for every Hj E B. But Ker PH,,H,~H, is the principal ideal 
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of R (Hi) generated by pfi, (CYJ). This implies that the degree of every non- 
zero homogeneous element of nHjEB KerpH,,H,nH, is not less than ]Z?] - r(aj). 
Comparing this with the choice of d we see that t (Hi ) = 0 which concludes 
the proof. 0 
Corollary 3.4. Zf an l-arrangement A is essential then (+R)d = Rd for every 
d<l-1. 
Proof. Since A is essential there exists a subarrangement f? of A that consists 
of 1 linearly independent functionals. Then Z3 is 3-generic and r (Q ) 5 1 for 
every a E A \ t?. Now the result follows from Theorem 3.1. 0 
Remark 3.5. One can contrast Corollary 3.4 with the results in [7] that show 
that in the Proj (R) seminormal case Rd and (+R)d differ for small d and 
agree for large d. 
4. Local sheaves on Lop 
In this section we recall certain properties of local sheaves on Lop (introduced 
in [ 81) and apply them to + R. 
Let F be a sheaf of S-modules on L OP with stalks F(X) and structure 
homomorphisms rr,~ : F(Y) -+ 3(X) (X,Y E LOP, Y c X). For each P E 
Specs and for each X E L put X(P) = naiCAxnP Hi (here as usual n, ZZi = 
V ). Clearly X c X (P ) . Recall that F is local if for every P E Spec S and every 
X E L the localization (rx,x(p))p of rx,x(~) at P is an isomorphism. 
Recall that Lo = Lop \ {U}. We augment the usual simplicial chain complex 
of Lo with coefficients in F by F( U) in dimension - 1 with the natural homo- 
morphism F(U) + exELO F(X). The cohomology modules of this augmented 
complex are still denoted by Hi (LO, 3) (i = - 1 , 0, . . . ). All these modules are 
naturally graded. 
The following two properties of local sheaves are essentially [ 12, Proposi- 
tion 1.51 and [12, Theorem 1.41. 
c (-l)‘P(H’(Lo,F);t) = - c p(U,X)P(F(X);t). 
i>-1 XELOP 
(1) 
If A is essential then 
dimsH’(Lc,F) = 0 (i 2 -1). 
Combining ( 1) and 2) we obtain for an essential A 
P(F(U);t) N - c p(U,X)P(F(X); t). 
XE.5 
(2) 
(3) 
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Now we apply this result to a particular sheaf +R. Define the sheaf +R on 
La first putting +R(X) = +R(dx) = T(LX,R). In particular +R(V) = 0 so 
nothing will change if we consider +R on Lg. The structure homomorphism 
+R(X) + +R (Y) for X c Y is the restriction of sections of the sheaf R from 
the subset Lx of L to the smaller subset Ly. 
Theorem 4.1. Suppose that the rank of L is at least 3. Then T(Li, +R) = +R. 
Proof. Recall that + R = r ( Lo, 72). For each X E Loo the respective restriction 
of sections of R defines a map R + r(LX,R) = +72(X). Clearly these 
maps agree with the structure homomorphisms of +R and thus define a 
homomorphism q5 : +R -+ r(L,, o +R). It is also clear that q4 is injective. Let 
us prove that it is surjective. Let y E r(L& +‘A?), i.e., y = (.sx)~~~; where 
sx E r (Lx, 72) for every X E Loo and these sections agree with the restrictions. 
Then they define s E r (R, Lg ) whose restriction to every Lx coincides with 
SX. Recall that all structure homomorphisms of R are surjective. Moreover 
since the rank of L is greater than 2 the poset Li is connected. Thus the 
images of s(X) in R(U) coincide for all X E Li and s can be extended to 
S E r (R, Lo) = + R. By construction $(S) = y that concludes the proof. c] 
From now on we will suppose that the rank of L is at least 3 and A is 
essential. Then + R can be extended to Lop putting +R ( U) = + R with natural 
structure homomorphisms. We keep the symbol +R for the extended sheaf. 
Theorem 4.2. The sheaf +R is local. 
Proof. Fix X E L and P E Spec S and put Y = X (P). Also abbreviate r (X) = 
r(LX,7C), r(Y) = r(LY,R), and denote by 7 the restriction T(X) + r(Y) 
of R. We need to prove that 7p is bijective. 
(i) Let us prove first that 7p is injective. Let t E r(X)p such that zp(t) = 0. 
Representing t as t = s/a with s E r(X) and a E S \ P we have s(Z) = 0 
for every Z E Ly . Now for every Z E Lx \ Ly choose cy (Z ) E dz \ P and 
Put b = l-&X\LY Q: (Z). Since b @ P we have t = bs/ba. On the other hand 
bs (Z ) = 0 for every Z E Lx, i.e., t = 0. 
(ii) Now let us prove that 7p is surjective. Take w E r (Y )p and represent 
it as w = s’/a where s’ E r(Y) and a E S \ P. Also using b from the part (i) 
we can write w = bs’/ba. Here bs’ is a section from r(Y) such that continued 
by 0 it forms a section, say s, from T(X). Clearly 7p(s/ba) = bs’/ba = w 
that concludes the proof. 0 
Remark 4.3. The passage from R to +R can be easily generalized to an arbitrary 
sheaf on L. Then it defines a functor assigning to every sheaf on L a sheaf 
on LOP. This functor is similar to the direct image functor. In particular one 
C. O’Connor, S. Yuzvinsky /Journal of Pure and Applied Algebra 95 (1994) 317-330 323 
can define sheaves ‘Hq on Li by ‘Hq (X) = Hq (LX, R) (X E Loo, q 2 0). These 
sheaves define the spectral sequence with E$‘q = HP (Li, 7-P ) which converges 
to H* (Lo, 72). 
The previous theorem allows one to apply the theory of local sheaves to +R. 
In particular the following corollary holds. 
Corollary 4.4. If A is essential then 
P(+R; t) N - c p(U,X)P(+R(X);t). 0 
XELo 
5. Examples of arrangements with non-Cohen-Macaulay +R 
In this section we construct examples of arrangements with non-cohen- 
Macaulay algebras . + R Recall that these algebras are the seminormalizations 
of Cohen-Macaulay algebras. 
Example 5.1. We define the 4-arrangement of 12 hyperplanes by the functionals 
Qi listed in the order of their indexes: 2x + U, 2y + U, 22 + U, x + y + u, 
x + z + U, y + z + al, 4x + 24, 4y + U, 42 + u, 2x + 2y + U, 2x + 22 + U, 
2y+2z+u ((x,y,z,u) isabasisofV*). 
Choosing p (x ) , p (y ), p (z ) as homogeneous parameters of R and identifying 
x, y, z with their images under p we can put T = F [x, y, z]. 
First we describe the intersection lattice L of the arrangement. Clearly L has 
12 elements of rank 1 (atoms) that we abbreviate here as 1,2, . . . , 12 (putting 
i = ai). Any other element X of L can be identified with the set dx of atoms. 
L has 54 elements of rank 2 from which 6 are the triples { 1,2,4}, { 1,3,5}, 
{2,3,6}, {7,8, lo}, { 7,9, 1 l}, and {8,9, 12). All other elements of rank 2 are 
pairs of atoms that are not subsets of the above triples. Then L has 53 elements 
of rank 3. Here are 23 of them: 
{1,2,3,4,5,6}, {7,8,9,10,11,12~, {1,2,4,7,8,10}, 
{1,3,5,7,9,1 I>, {2,3,6,8,9,12}, 
{1,2,4,11,121, (~3~5, lo, 121, {2,3,6,10,1 I}, 
{4,5,8,9,12), {4>6,7,9,11>, {5,6,7,8, lo}, 
{1,2,4,91, {1,3,5,8), {2,3,6,7}, {3,7,8,10), 
{2,7,9,11}, {1,8,9,12}, {1,6,7,12), {2,5,8,11}, 
(3,429, lo}, {4,5,10,1 l}, (426, 10,12}, {5,6, 11,12}. 
The other 30 elements of rank 3 are the triples of atoms which are not 
subsets of the listed sets. 
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Our next task is to compute p(+R(X)) = p(+R(X);t) and ,u(X,U) for 
X E Li. We compute p C+R (X) ) according to the types of the posets Lx. 
codim(X) = 1. All the posets Lx are trivial, i.e., consisting of a point. Thus 
pc+R(X)) = 1. 
codim (X) = 2. The posets Lx have rank 2 and are defined by the number 
of the atoms k. It is easy to compute that p(+R(X)) = 1 + (k- 1)~. Thus 48 
of them havep(+R(X)) = 1 + t and 6 of them havep(+R(X)) = 1 + 2t. 
codim (X) = 3. On this level the posets Lx break into six distinct types. 
(a) There are 30 posets corresponding to generic arrangements of 3 hyper- 
planes whence p C+R(X)) = 1 + t + t2. 
To describe the other types it is convenient to consider the cyclic subgroup 
G of the permutation group of 12 elements 1,2,. . . , 12 generated by the 
two commuting permutations ~1 where 01 (i) = i + 6 (mod 12) and rs2 = 
(123)(465)(789)(101211). 
(b) There are 6 posets of this type corresponding to generic arrangements 
of 4 hyperplanes whence p ( +R (X) ) = 1 + t + t2 + t3. Two examples of these 
arrangements are given by {cx~,Q~,cQ, &t2} and {Q~,cx~,cx~o, aIt}. The others 
correspond to elements of the orbits under G of these sets. 
Every other type corresponds to a unique orbit of G so it suffices to exhibit 
one set of atoms for each type. 
(c) There are 6 posets of this type. As an example one can take the arrange- 
ment {at,a2,a4,ag}. To compute p(+R(X)) for this example notice that CQ, 
CX~, and tug form a 3-generic arrangement. Thus the T-module +X(X)/R(&) 
is isomorphic to ~(x-y)(2x-4z)/T(x-y)2(2x-4z) whencep(+R(X)) = 
1 + t + 2t2. 
(d) There are 6 posets of this type. As an example one can take the arrange- 
ment {cx~,cY~,Q~,cY~~,cx~~}. The polynomialp(+R(X)) can be computed quite 
similarly to case (c) and is 1 + t + t2 + 2t3. 
(e) There are 3 posets of this type. As an example one can take the arrange- 
ment {al,a2,c~q,a7,c~s,cu~o}. T  compute p(+R(x)) notice that (IY~,cY~,Q~,(u~~ 
form a 3-generic arrangement. Thus every element of the T-module 
+R(X)/R(dx) has a representative in +%5(X) that is 0 at Hi for i = 2,4,8,10. 
These representatives form the submodule + R (X) o of + R (X) that is isomor- 
phic to N = {(q,u) E T2 ( q = q’(x-y)y(x-2y), Y = +(2(x--y)y(2x-y)), 
q’(O,y, z) = r’(O,y,z)}. On the other hand R(Ax) n +R(X)O = p(S(x - 
Y)~(x - 2y)y). Thus 
p(+R(x)) = 1 + t + t2 + t3 + t4 + t5 + t3(1 + t) - t4(1 + t) 
= 1 + t + t2 + 2t3 + t4. 
(f) Finally there are 2 posets of this type. They correspond to the arrange- 
ment {‘TY,, . . . , ag} and its image {a,, . . . , a,~} under 01. Taking the first ar- 
rangement we notice that al, ~2, ~5, a,j form a 3-generic arrangement. Similarly 
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to case (e) we see that 
+R(X)’ N {(q, r) E T* 1 q = q’(x - y) (y - z) (x - z), Y = r’(x - z) (y - z), 
4’(X,Y, (x + Y)/Z)(X -Y) = f”‘(X,Y, (x + Y)/2)}. 
The condition on q’ and Y’ is equivalent to r’ = (x - y )q’ + (x + y - 2~)s 
for some s E T. Thus p(+R(X)O) = 2t3. Similarly to case (e) p(R(dx) n 
+‘R(X)o) = t4(1 + t). Summing up we have 
p(+R(X))=1+t+~~~+t5+2t3-t4(1+t)=1+t+t*+3t3. 
The last piece of data we need is the values of p (X, U) for X E LO. 
These values can be easily computed from the description of L starting at 
codim(X) = 3. We sum up the information in the following table. 
codim(X) # of X p(R(X)) pL(x, U) 
1 12 12 of 1 6 of -17, 6 of -20 
2 54 6 of 1 + 2t 6of3 
48 of 1 + t 3of2,15of3,24of4,6of5 
3 53 2 of 1 + t + t2 + 3t3 53 of -1 
3 of 1 + t + t2 + 2t3 + t4 
6 of 1 + t + t2 + 2t3 
6 of 1 + t + 2t2 
6 of 1 + t + t2 + t3 
30 of 1 + t + t2 
From the table we compute 
l(t) = - c p(X, U)p(+R(X);t) = 80 - 160t + 59t2 + 30t3 + 3t4. (4) 
XELo 
Analyzing the computation of p (+R (X) ) one observes that the data in the 
above table does not in fact depend on the particular functionals Qi but only on 
the lattices Lx. Thus (4) holds for any arrangement with the same intersection 
lattice L. 
Now we are ready to prove our main result. 
Theorem 5.2. For any arrangement with the same intersection lattice L as the 
arrangement in Example 5.1 the ring + R is not Cohen-Macaulay. 
Proof. Let A = {at,. . . , (Y L2} be a 4-arrangement with the intersection lattice 
L. According to Corollary 4.4 
(5) 
Now let us again consider the lattice L. The subarrangement B = {cY~,cE~, 
cx4,cx5,as,ag,~re,c~rr} is 3-generic and for any cy E A \ Z? there are at most 2 
different representations of Q: as a linear combination of 2 elements of B. Thus 
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according to Theorem 3.3 + Rd = Rd for d = 0, 1, . . . ,5. This implies that 
p(+R;t) = 1 + t + ... + t5 + &,a,t 1 +6 for some a, E Z. Applying now (5 ) 
we obtain 
(1 - G3 I (t(t) -p(+R)). 
Due to (4), this amounts to the following 3 equalities for the a, 
Cai = 6, CC’+ 6)ai = 45, C(i + 6)(i + 5)ai = 294. 
i>O i>O i>O 
Excluding aa and al from the equations we have 
ci(i- l)ai = 6. 
i>2 
If +R were Cohen-Macaulay then according to Corollary 3.2 the above 
equations would have a non-negative integer solution for a,. Then the last 
equation implies that a, = 0 for i 2 4 and besides only the following two 
cases are possible: (a) a2 = 0, a3 = 1 or (b) a2 = 3, a3 = 0. In case (a) 
the previous equations give a0 = -1 which is a contradiction and in case (b) 
they give a0 = 0 which contradicts the inclusion R c +R. The contradictions 
conclude the proof. 0 
Remark 5.3. In fact for the arrangement of Example 5.1 p (+ RI = 1 + t + 
. . . + t7 + 3t8 + 2P - P. 
Our second exampie shows that + R being Cohen-Macaulay is not a combi- 
natorial property of arrangements. For that we need to exhibit a lattice that 
affords both Cohen-Macaulay and non-Cohen-Macaulay rings + R. 
Example 5.4. Consider two 4-arrangements ,A1 and d2 given by the 11 common 
functionalsx+u,y+u, z+u,x+y+z+3u, ~x+Y+z+~u, 2x+3~+~+6~, 
2x + 3y + 42 + 9% -y + % -z+u,x-y-z+3~,2x-y-z+4uand2 
more functionals 3x + 5z + 824, 3x + 4y + 5z + 12~ for ,A1 and x + 3~ + 4% 
x + 2y + 32 + 6u for d2. 
Proposition 5.5. The intersection lattices of A, and A2 are isomorphic. 
Proof. It suffices to check that the bijection between the arrangements given by 
the order in which the functionals are listed generates a bijection between the 
collections of dependent sets of the functionals. We leave it to the reader. Cl 
Now identify the intersection lattices of .A1 and d2 and denote the common 
lattice by L. Then consider an arbitrary arrangement A with this intersec- 
tion lattice, In particular A can be viewed as a set of 13 linear polynomials 
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al,..., al3 E F [x, y, z, u ] corresponding to the above functionals of Ai (or d2 ) 
taken in the order they are listed. Each linear dependence among functionals 
of di (or of AZ) corresponds to some linear dependence among the respective 
cyi. Applying a linear isomorphism to A we can always take T = F [x,y, z] 
and normalize every CX~ by the condition that the coefficient of u is 1. Then 
T is naturally embedded in S and the restriction of PH, : S + R (Hi) to T 
is an isomorphism for every i. We identify R (Hi) and T according to this 
isomorphism. Then PH, (aj ) = ctj - aj E F [x, y, z] for every i, j E { 1,. . . , 13). 
To formulate our next result we need to introduce certain coefficients 
of linear dependencies among (pi. First observe that the following 4-sets 
of these functionals are linearly dependent: {cx~,~~,cY~,Q~~}, {(Y~,~~,Q~,cK~~}, 
and {‘Ys,Q~, ai2, ~13). Due to the normalization condition this implies that 
the following Sets in T are linearly dependent: (“6 - al, ‘~7 - aI, al2 - ag}, 
((~13 - al, a7 - al, ~5 - a13}, and (a6 - (~13, (~12 - a& a5 - ~13). In other words 
there exist a, b, c E F* such that 
a12 - Ly6 = a(a7 - al) (modF(a6 - crui)), 
CX-a13-b(a7-ai) (modF(a,s-ai)), 
‘~5 - al3 - C(q2 - &5) (mOdF(ag - ~13)). 
(6) 
It is easy to compute that for di we have (a, b, c) = (15/8, -9/4,1) and 
for d2 we have (a,b,c) = (9/4,9/4,1). 
Theorem 5.6. The ring + R for A is Cohen-Macaulay (with p ( + R; t ) = 1 + 
t + ... + t7 + 2tg + 3t9) if ac = b and non-Cohen-Macaulay (with p( +R; t) = 
1 +t+... + t8 + 5t9 - tl”) otherwise. In particular it is Cohen-Macaulay for 
A2 but not for Al. 
Proof. In fact we will find a system of homogeneous generators of + R in terms 
of ai for both cases. For that we denote by B the 3-generic subarrangement 
(cu2 ,..., ~~,a7 ,..., ~~12) and put +R’ = {s E +R 1 s(H) = 0, H E a} and 
R’ = {p(r) 1 r E S, pH(r) = 0, H E f3). Clearly R’ 1: S&/SQ where 
Qs = n, ai. Thus p (R’; t) = t” + t” + t12. 
Our main computation is to find homogeneous generators of + R’ as a T- 
module. For that we notice that each element of + R’ is a triple (p, ,p2,p3) E T3 
which generates a section of R on the sublattice of L with the atoms HI, H6, H13. 
Besides pi are divisible by the projections of nl = Q2Q@!4Q7. . alo, n2 = 
a2aJ(Y@8 ’ ’ ’ cr12, and 7T3 = a2”‘a5cq ... all to respectively R(H1), R(H6), 
and R (H13 ). Put qi = pi/ni, i = 1,2,3. Canceling common factors we have 
the following equations for ql 
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(Q7 - al)ql - (all - Q6) (a12 - @6)q2 (modT(as-al)), 
(~7 - al )ql = (~5 - ~13) (~11 - a13)q3 (mod T(a13 - QI ) ), 
(a12 - a6)q2 e (a5 - al3)q3 (modT(al3 -a6)). 
Using (6) and canceling common factors again one obtains 
41 = ala11 - a6)q2 + (a6 - al )q4, 
41 = b(Qll - a13)q3 + (a13 - Qlh5, 
42 = cq3 + (a13 - a6)q6> 
for some q4,q5,q6 E T. 
Excluding q1 and q2 from (7) one gets 
(7) 
h3 = (a6 - a13)q4 + (a13 - al) (q4 - 45) 
- ala11 - a6)(Q6 - Q13k6, 
(8) 
where p = (b - ac)(oii -ah) + b(cl’6 - Crl3). 
Now we consider two cases. 
(i) b = UC, i.e., p = b(~6 - (~~3). Using that the polynomials ai3 - a1 and 
a6 - ~13 form a regular system one obtains from (8) 
b?3 - q4 = a(a6 - all )q6 + (al3 - @l )q7, 
q4 - 45 = (a6 - a13)q7, 
(9) 
for some q7 E T. From (9) and (7) one can easily find 3 explicit generators 
of +R’. In terms of (ql,q2,q3) they are (b(aii -Q~),c, l), (a(crl3-~i)(~ii - 
“6),a13-a6,0), and ((a6-CYl)(Q13-~1),0,0). 
Combining this fact with the information about R’ and R one gets a sys- 
tem of homogeneous generators of + R consisting of 13 generators (of de- 
grees 0, 1,2,3,4,5,6,7,8,8,9,9,9). According to Corollary3.2 +R is free (with 
p(+R) = 1 + t + ... + t7 + 2t* + 3t9). 
(ii) b - UC # 0. In this case the polynomials 0!6 - ~13, ~13 - cyi, and p 
are linearly independent and thus form a regular system in T. Using this one 
obtains from (8) 
q4 = atall - a6)q6 + (a13 -al )q7 + h 
q4 - q5 = (a13 - ct’6k7 + h9, 
q3 = (a6 - a13)48 + (a13 - al )49, 
(10) 
for some q7, q8, q9 in T. The equalities (10) and (7) show first that there 
are no non-zero solutions with degree of q2 and q3 equal 0 and degree of 
q1 equal 1, i.e., + Ri = 0. Furthermore, the linear map F4 --) +Rb defined 
by taking (q6,q7,48,q9) E F4 and computing ql,q2, and q3 by (10) and (7) 
is an isomorphism. This implies that + R has at least 14 generators (one 
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sees in fact that + R has exactly 14 homogeneous generators and p (+ R; t) = 
1 + ‘.. + t8 + 5t9 - tlO). Thus + R is not Cohen-Macaulay. 0 
Remark 5.7. (i) Clearly b - ac in Theorem 5.6 is a rational function of the co- 
efficients of an arrangement. Thus the arrangements with non-Cohen-Macaulay 
+ R form a Zariski open set in the semialgebraic set of all arrangements with 
the intersection lattice L. We do not know if this is true for an arbitrary lattice. 
(ii) Although in the proof of Theorem 5.6 we dealt mostly with the depen- 
dences of length 3 among ai the result uses the other dependences also. For in- 
stance if one adds a linear dependence among al, a& al 1, and ~13 to di leaving 
all 3-dependences unchanged one gets an arrangement with Cohen-Macaulay 
+ R. An example of such an arrangement can be given by the functionals 
al,-.*, ~9, (~~2, a13 E di and 2 more functionals ai0 = x + 7y + 3z + 1 lu and 
Qii = 2x + 7y + 32 + 12U. 
(iii) The cohomological condition for + R to be Cohen-Macaulay (see [ 111) 
is very similar to the cohomological condition for A to be free (see [ 131). 
So it is interesting to notice that there exist free arrangements with a non- 
Cohen-Macaulay + R. An example of such an arrangement is given by the 
functionals x - y, x - z, x - u, y - z, y - u, z - u, x + y + z, x + y + 24, 
x + z + u, y + z + u, x + 2u, y + 2u, z + 2~. This is the restriction of 
the Coxeter arrangement of type Dj to one of its hyperplanes and is free due 
to [6]. A computation similar to the one used in the proof of Theorems 5.2 
gives only one possible polynomial with non-negative coefficients for p (+ R; t) 
namely 1 + . . . + t5 + 5t6 + 2t7. Besides it is easy to exhibit an element from 
+ R5 \ R. Thus some coefficients of p ( + R; t) are negative whence +R is not 
Cohen-Macaulay. In fact, p (+ R; t) = 1 + t + t2 + t3 + t4 + 2t5 + 2t6 + 5t7 - t8. 
Acknowledgment 
The authors wish to thank MKapranov and L.Rose for stimulating discus- 
sions and the referee for bringing the paper [7] to their attention. 
References 
[ 1 ] A. Geramita and C. Weibel, On the Cohen-Macaulay and Buchsbaum property for unions 
of planes in affine space, J. Algebra 92 (1985) 413-445. 
[2] R. Godement, Topologie Algtbrique et Theorie des Faisceaux (Hermann, Paris, 1958). 
[3] J. Leahy and M. Vitulli, Seminormal graded rings and weakly normal projective varieties, 
Intemat. J. Math. Math, Sci. 8 (1985) 231-240. 
[4] F. Orecchia, Sulla seminormalita de certe Varieta afini reducibili, Boll. Un. Mat. Ital. B (2) 
13 (1976) 588-600. 
[5] P. Orlik, Introduction to Arrangements (American Mathematical Society, Providence, RI, 
1989). 
[6] P. Orlik and H. Terao, Coxeter arrangements are hereditarily free, Preprint. 
330 C. O’Connor, S. Yuzvinsky /Journal of Pure and Applied Algebra 95 (1994) 317-330 
[7] L. Roberts and B. Singh, Seminormality and cohomology of projective varieties, J. Algebra 
103 (1986) 500-519. 
[8] L. Solomon and H. Terao, A formula for the characteristic polynomial of an arrangement, 
Adv. in Math. 64 (1987) 305-325. 
[9] R. Stanley, Combinatorics and Commutative Algebra (Birkhauser, Boston, MA, 1983). 
[lo] S. Yuzvinsky, Flasque sheaves on posets and Cohen-Macaulay unions of regular varieties, 
Adv. in Math. 73 (1989) 24-42. 
[ 111 S. Yuzvinsky, Cohen-Macaulay seminormalizations of unions of linear subspaces, J. Algebra 
132 (1990) 431-445. 
[ 121 S. Yuzvinsky, Cohomology of local sheaves on arrangement lattices, Proc. Amer. Math. Sot. 
112 (1991) 1207-1217. 
[ 131 S. Yuzvinsky, The first two obstructions to the freeness of arrangements, Trans. Amer Math. 
Sot. 335 (1993) 231-244. 
