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ON THE SECOND-ORDER CORRELATION FUNCTION
OF THE CHARACTERISTIC POLYNOMIAL
OF A REAL SYMMETRIC WIGNER MATRIX
H. KO¨STERS
Abstract. We consider the asymptotic behaviour of the second-order corre-
lation function of the characteristic polynomial of a real symmetric random
matrix. Our main result is that the existing result for a random matrix from the
Gaussian Orthogonal Ensemble, obtained by Bre´zin and Hikami [BH2], essen-
tially continues to hold for a general real symmetric Wigner matrix. To obtain
this result, we adapt the approach by Go¨tze and Ko¨sters [GK], who proved
the analogous result for the Hermitian case.
1. Introduction
In recent years, the characteristic polynomials of random matrices have found
considerable interest. This interest was sparked, at least in part, by the discovery
by Keating and Snaith [KS] that the moments of a random matrix from the
Circular Unitary Ensemble (CUE) seem to be related to the moments of the
Riemann zeta-function along the critical line. Following this observation, several
authors have investigated the moments and correlation functions of the charac-
teristic polynomial also for other random matrix ensembles (see e.g. Bre´zin and
Hikami [BH1, BH2], Mehta and Normand [MN], Strahov and Fyodorov
[SF], Baik, Deift and Strahov [BDS], Borodin and Strahov [BS], Go¨tze
and Ko¨sters [GK]).
One important observation is that the correlation functions of the characteristic
polynomials of Hermitian random matrices are related to the “sine kernel” sinx/x.
More precisely, this holds both for the unitary-invariant ensembles (Strahov and
Fyodorov [SF]) and – at least as far as the second-order correlation function
is concerned – for the Hermitian Wigner ensembles (Go¨tze and Ko¨sters [GK]).
Thus, the emergence of the sine kernel may be regarded as “universal” for Hermitian
random matrices.
In contrast to that, the correlation functions of the characteristic polynomials of
real symmetric random matrices lead to different results. This was first observed by
Bre´zin and Hikami [BH2], who investigated the Gaussian Orthogonal Ensemble
(GOE) (see e.g. Forrester [Fo] or Mehta [Me] for definitions) and came to the
conclusion that the second-order correlation function of the characteristic poly-
nomial is related to the function sinx/x3 − cos x/x2 in this case. (See below for
a more precise statement of this result.) Moreover, Borodin and Strahov [BS]
obtained similar results for arbitrary products and ratios of characteristic poly-
nomials of the GOE.
Date: December 20, 2007.
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The main purpose of this paper is to generalize the above-mentioned result
by Bre´zin and Hikami [BH2] about the second-order correlation function of the
characteristic polynomial of the GOE to arbitrary real symmetric Wigner matrices.
Throughout this paper, we consider the following situation: Let Q be a probability
distribution on the real line such that∫
x Q(dx) = 0 , a :=
∫
x2 Q(dx) = 1 , b :=
∫
x4 Q(dx) <∞ , (1.1)
and let (Xii/
√
2)i∈N and (Xij)i<j, i,j∈N be independent families of independent real
random variables with distribution Q on some probability space (Ω,F ,P). Also,
let Xji := Xij for i < j, i, j ∈ N. Then, for any N ∈ N, the real symmetric
Wigner matrix of size N ×N is given by XN = (Xij)1≤i,j≤N , and the second-order
correlation function of the characteristic polynomial is given by
f(N ;µ, ν) := E(det(XN − µIN ) · det(XN − νIN )) , (1.2)
where µ, ν are real numbers and IN denotes the identity matrix of size N ×N .
In the special case where Q is given by the standard Gaussian distribution,
the distribution of the random matrix XN is the Gaussian Orthogonal Ensemble
(GOE). (Note, however, that our scaling is slightly different from that mostly used
in the literature (see e.g. Forrester [Fo] or Mehta [Me]), since the variance
of the off-diagonal matrix entries is fixed to 1, and not to 1/2.) The result by
Bre´zin and Hikami [BH2] then corresponds to the statement that
lim
N→∞
√
2π
N3
· 1
N !
· e−Nξ2/2 · f
(
N ;
√
Nξ +
µ√
N̺(ξ)
,
√
Nξ +
ν√
N̺(ξ)
)
= eξ(µ+ν)/2̺(ξ) · (2π̺(ξ))3 · 1
2
(
sin(π(µ − ν))
(π(µ − ν))3 −
cos(π(µ− ν))
(π(µ − ν))2
)
, (1.3)
where ξ ∈ (−2,+2), µ, ν ∈ R, and ̺(ξ) := 12π
√
4− ξ2 .
Our main result is the following generalization of (1.3):
Theorem 1.1. Let Q be a probability distribution on the real line satisfying (1.1),
let f be defined as in (1.2), let ξ ∈ (−2,+2), and let µ, ν ∈ R. Then we have
lim
N→∞
√
2π
N3
· 1
N !
· e−Nξ2/2 · f
(
N ;
√
Nξ +
µ√
N̺(ξ)
,
√
Nξ +
ν√
N̺(ξ)
)
= exp
(
b−3
2
)
· eξ(µ+ν)/2̺(ξ) · (2π̺(ξ))3 · T (π(µ− ν)) , (1.4)
where ̺(ξ) := 12π
√
4− ξ2 denotes the density of the semi-circle law,
T (x) :=
1
2
(
sinx
x3
− cosx
x2
)
for x 6= 0 , (1.5)
and T (x) := 1/6 for x = 0, by continuous extension.
In particular, we find that the correlation function of the characteristic poly-
nomial asymptotically factorizes into a universal factor involving the function
T (x), another universal factor involving the density ̺(ξ) of the semi-circle law,
and a non-universal factor which depends on the underlying distribution Q only
via its fourth moment b, or its fourth cumulant b− 3.
Characteristic Polynomials of Symmetric Wigner Matrices 3
It is interesting to compare the above result with the corresponding result for
Hermitian Wigner matrices (Theorem 1.1 in Go¨tze and Ko¨sters [GK]), which
states that under similar assumptions as in (1.1) and with similar notation as
in (1.2), we have
lim
N→∞
√
2π
N
· 1
N !
· e−Nξ2/2 · fˆ
(
N ;
√
Nξ +
µ√
N̺(ξ)
,
√
Nξ +
ν√
N̺(ξ)
)
= exp
(
bˆ− 34
)
· eξ(µ+ν)/2̺(ξ) · (2π̺(ξ)) · sinπ(µ − ν)
π(µ− ν) . (1.6)
(fˆ and bˆ denote the analogues of f and b, respectively.) Obviously, the structure
of (1.6) and (1.4) is the same. The most notable difference is given by the fact that
the “sine kernel” sinx/x in (1.6) is replaced with the function T (x) in (1.4). It is
noteworthy that both functions are closely related to Bessel functions, as already
observed by Bre´zin and Hikami [BH2]. Indeed, it is well-known (see e.g. p. 78
in Erde´lyi [Er]) that
sinx
x
=
√
π J1/2(x) / (2x)
1/2 and
1
2
(
sinx
x3
− cos x
x2
)
=
√
π J3/2(x) / (2x)
3/2 ,
where Jp(x) denotes the Bessel function of order p. Thus, if one wishes, one may
rewrite both (1.6) and (1.4) in the common form
lim
N→∞
√
2π
Np
· 1
N !
· e−Nξ2/2 · f
(
N ;
√
Nξ +
µ√
N̺(ξ)
,
√
Nξ +
ν√
N̺(ξ)
)
=
√
π · exp (b∗) · eξ(µ+ν)/2̺(ξ) · (2π̺(ξ))2p · Jp
(
π(µ− ν))(
2π(µ − ν))p
with p := 12 , bˆ
∗ := bˆ − 34 in the Hermitian case and p := 32 , b∗ := b−32 in the
symmetric case.
Furthermore, in the special case that ξ = µ = ν = 0, Theorem 1.1 reduces to
a result about determinants of random matrices, due to Zhurbenko [Zh].
To prove Theorem 1.1, we show that the approach for Hermitian Wigner matrices
adopted by Go¨tze and Ko¨sters [GK] can easily be adapted to real symmetric
Wigner matrices. This stands in contrast to the “orthogonal polynomial approach”
typically used in the analysis of the invariant ensembles, for which the transition
from the unitary-invariant ensembles (such as the GUE) to the orthogonal-invariant
ensembles (such as the GOE) is usually more complicated.
Acknowledgement. The author thanks Friedrich Go¨tze for the suggestion
to study the problem.
2. Generating Functions
In this section, we determine the exponential generating function of the corre-
lation function of the characteristic polynomial of a real symmetric Wigner matrix.
Our results generalize those by Zhurbenko [Zh], who considered the special case
of determinants.
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We make the following conventions: The determinant of the “empty” (i.e., 0×0)
matrix is taken to be 1. If A is an n×n matrix and z is a real or complex number,
we set A−z := A−zIn, where In denotes the n×n identity matrix. Also, if A is an
n×n matrix and i1, . . . , im and j1, . . . , jm are families of pairwise different indices
from the set {1, . . . , n}, we write A[i1,...,im:j1,...,jm] for the (n−m)× (n−m)-matrix
obtained from A by removing the rows indexed by i1, . . . , im and the columns
indexed by j1, . . . , jm. Thus, for any n × n matrix A = (aij)1≤i,j≤n (n ≥ 1),
we have
det(A) =
n−1∑
i,j=1
(−1)i+j−1 ai,n an,j det(A[n,i:n,j]) + an,n det(A[n:n]) , (2.1)
as follows by expanding the determinant about the last row and the last column.
(For n = 1, note that the big sum vanishes.)
Recall that we write XN for the real symmetric random matrix (Xij)1≤i,j≤N ,
where the Xij are the random variables from the introduction. We will analyze
the function
f(N ;µ, ν) := E (det(XN − µ) · det(XN − ν)) (N ≥ 0) .
To this purpose, we will also need the auxiliary functions
fA11(N ;µ, ν) := E(det((XN − µ)[1:1]) · det((XN − ν)[2:2])) (N ≥ 2) ,
fB11(N ;µ, ν) := E(det((XN − µ)[1:2]) · det((XN − ν)[1:2])) (N ≥ 2) ,
fC11(N ;µ, ν) := E(det((XN − µ)[1:2]) · det((XN − ν)[2:1])) (N ≥ 2) ,
f10(N ;µ, ν) := E(det(XN−1 − µ) · det(XN − ν)) (N ≥ 1) ,
f01(N ;µ, ν) := E(det(XN − µ) · det(XN−1 − ν)) (N ≥ 1) .
Note that the functions fB11 and f
C
11 actually coincide, but we will not need this.
Since µ and ν can be regarded as constants for the purposes of this section, we will
only write f(N) instead of f(N ;µ, ν), etc.
We have the following recursive equations:
Lemma 2.1.
f(0) = 1 ,
f(N) = (2 + µν) f(N − 1) + b(N − 1) f(N − 2)
+ (N − 1)(N − 2) fA11(N − 1)
+ (N − 1)(N − 2) fB11(N − 1)
+ (N − 1)(N − 2) fC11(N − 1)
+ ν(N − 1) f10(N − 1)
+ µ(N − 1) f01(N − 1) (N ≥ 1) , (2.2)
fA11(N) = µν f(N − 2) + (N − 2) f(N − 3)
+ (N − 2)(N − 3) fA11(N − 2)
+ ν(N − 2) f10(N − 2)
+ µ(N − 2) f01(N − 2) (N ≥ 2) , (2.3)
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fB11(N) = f(N − 2) + (N − 2) f(N − 3)
+ (N − 2)(N − 3) fB11(N − 2) (N ≥ 2) , (2.4)
fC11(N) = f(N − 2) + (N − 2)f(N − 3)
+ (N − 2)(N − 3) fC11(N − 2) (N ≥ 2) , (2.5)
f10(N) = −(N − 1) f01(N − 1)− ν f(N − 1) (N ≥ 1) , (2.6)
f01(N) = −(N − 1) f10(N − 1)− µ f(N − 1) (N ≥ 1) . (2.7)
Proof. We give the proof for the recursive equation for f(N) only, the proofs for
the remaining recursive equations being very similar.
The result for f(0) is clear. For N ≥ 1, we expand the determinants of the
matrices (XN − µ) and (XN − ν) as in (2.1) and use the independence of the
random variables Xij = Xji (i ≤ j), thereby obtaining
f(N)
=
N−1∑
i,j=1
N−1∑
k,l=1
(−1)i+j+k+l E (Xi,NXN,jXk,NXN,l) · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)[k:l]
)
+
N−1∑
i,j=1
(−1)i+j+1 E (Xi,NXN,j) · E (XN,N − ν) · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)
)
+
N−1∑
k,l=1
(−1)k+l+1 E (Xk,NXN,l) · E (XN,N − µ) · E
(
det(XN−1 − µ) · det(XN−1 − ν)[k:l]
)
+ E ((XN,N − µ)(XN,N − ν)) · E (det(XN−1 − µ) · det(XN−1 − ν)) .
Since the random variables Xij = Xji (i ≤ j) are independent with E(Xij) = 0
(i ≤ j), several of the expectations vanish, and the sum reduces to
f(N)
= (EX2N,N + µν) · E (det(XN−1 − µ) · det(XN−1 − ν))
+
∑
i=j=k=l
EX4i,N · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)[k:l]
)
+
∑
i=j 6=k=l
EX2i,N · EX2k,N · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)[k:l]
)
+
∑
i=k 6=j=l
EX2i,N · EX2j,N · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)[k:l]
)
+
∑
i=l 6=j=k
EX2i,N · EX2k,N · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)[k:l]
)
+ ν
∑
i=j
EX2i,N · E
(
det(XN−1 − µ)[i:j] · det(XN−1 − ν)
)
+ µ
∑
k=l
EX2k,N · E
(
det(XN−1 − µ) · det(XN−1 − ν)[k:l]
)
.
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From this (2.2) follows by noting that EX2N,N = 2, EX
2
i,N = 1, EX
4
i,N = b, and by
exploiting obvious symmetries. 
It turns out that the above recursions can be combined into a single recursion
involving only the values f(N). Using the abbreviations
c(N) :=
f(N)
N !
(N ≥ 0)
and
s(N) :=
∑
k=0,...,N
k even
c(N − k) (N ≥ 0) ,
we have the following result:
Lemma 2.2. The values c(N) satisfy the recursive equation
c(0) = 1 , (2.8)
Nc(N) = 2 · c(N − 1) + (N + 1) · c(N − 2)
+ µν · (s(N − 1) + s(N − 3))
− (µ2 + ν2) · s(N − 2)
+ (b− 3) · (c(N − 2)− c(N − 4)) (N ≥ 1) , (2.9)
where all terms c( · ) and s( · ) with a negative argument are taken to be zero.
Proof. It follows from Lemma 2.1 that
f(N − 2) = fA11(N − 1) + fB11(N − 1) + fC11(N − 1) + (b− 3)(N − 3) f(N − 4)
for all N ≥ 3. Thus, we can substitute fA11(N − 1) + fB11(N − 1) + fC11(N − 1) on
the right-hand side of (2.2) to obtain
f(N) = (2 + µν) f(N − 1) + b(N − 1) f(N − 2)
+ (N − 1)(N − 2)
(
f(N − 2)− (b− 3)(N − 3)f(N − 4)
)
+ ν(N − 1) f10(N − 1)
+ µ(N − 1) f01(N − 1)
= (2 + µν) f(N − 1) + (N + 1)(N − 1) f(N − 2)
+ ν(N − 1) f10(N − 1)
+ µ(N − 1) f01(N − 1)
+ (b− 3) ·
(
(N − 1) f(N − 2)− (N − 1)(N − 2)(N − 3) f(N − 4)
)
for all N ≥ 3. Dividing by (N − 1)!, it follows that
Nc(N) = (2 + µν) · c(N − 1) + (N + 1) c(N − 2)
+ ν · f10(N − 1) / (N − 2)!
+ µ · f01(N − 1) / (N − 2)!
+ (b− 3) ·
(
c(N − 2)− c(N − 4)
)
for all N ≥ 3. (For N = 3, note that the second term in the large bracket vanishes.)
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Since
f10(N − 1) / (N − 2)! = −νs(N − 2) + µs(N − 3) ,
f01(N − 1) / (N − 2)! = −µs(N − 2) + νs(N − 3) ,
for all N ≥ 3, as follows from (2.6) and (2.7) by a straightforward induction,
the assertion for N ≥ 3 is proved.
The assertion for N < 3 follows from Lemma 2.1 by direct calculation:
c(0) = f(0) = 1
1c(1) = f(1) = (2 + µν)f(0) = (2 + µν)c(0) = 2c(0) + µνs(0)
2c(2) = f(2) = (2 + µν)f(1) + bf(0) + ν(−νf(0)) + µ(−µf(0))
= (2 + µν)f(1) + bf(0)− (µ2 + ν2)f(0)
= (2 + µν)c(1) + bc(0) − (µ2 + ν2)c(0)
= 2c(1) + 3c(0) + µνc(1)− (µ2 + ν2)c(0) + (b− 3)c(0)
= 2c(1) + 3c(0) + µνs(1)− (µ2 + ν2)s(0) + (b− 3)c(0)

Using Lemma 2.2, we can determine the exponential generating function of
the sequence (f(N))N≥0:
Lemma 2.3. The exponential generating function F (x) :=
∑∞
N=0 f(N)x
N /N ! of
the sequence (f(N))N≥0 is given by
F (x) =
exp
(
µν · x1−x2 − 12(µ2 + ν2) · x
2
1−x2 + b
∗x2
)
(1− x)5/2 · (1 + x)1/2 ,
where b∗ := 12(b− 3).
Proof. Multiplying (2.9) by xN−1, summing over N and recalling our convention
concerning negative arguments, we have
∞∑
N=1
Nc(N)xN−1 =
∞∑
N=1
2c(N − 1)xN−1 +
∞∑
N=2
(N + 1)c(N − 2)xN−1
+ µν
( ∞∑
N=1
s(N − 1)xN−1 +
∞∑
N=3
s(N−3)xN−1
)
− (µ2 + ν2)
∞∑
N=2
s(N − 2)xN−1
+ 2b∗
( ∞∑
N=2
c(N − 2)xN−1 −
∞∑
N=4
c(N − 4)xN−1
)
,
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whence
F ′(x) = 2F (x) + (3xF (x) + x2F ′(x))
+ µν
1 + x2
1− x2F (x)− (µ
2 + ν2)
x
1− x2F (x) + 2b
∗ (xF (x)− x3F (x)) .
This leads to the differential equation
F ′(x) =
(
2 + 3x
1− x2 + µν
1 + x2
(1− x2)2 − (µ
2 + ν2)
x
(1 − x2)2 + 2b
∗x
)
F (x) ,
which has the solution
F (x) =
F0
(1− x)5/2 · (1 + x)1/2 exp
(
µν
x
1− x2 −
1
2(µ
2 + ν2)
1
1− x2 + b
∗x2
)
.
Here, F0 is a multiplicative constant which must be chosen as exp(
1
2 (µ
2 + ν2))
in order to satisfy (2.8). Inserting this above completes the proof. 
3. The Proof of Theorem 1.1
This section is devoted to proving Theorem 1.1. In doing so, we will closely follow
the proof of Theorem 1.1 in Go¨tze and Ko¨sters [GK]. Throughout this section,
T (x) will denote the function defined in Theorem 1.1.
We will first establish the following slightly more general result:
Proposition 3.1. Let Q be a probability distribution on the real line satisfying (1.1),
let f be defined as in (1.2), let (ξN )N∈N be a sequence of real numbers such that
limN→∞ ξN/
√
N = ξ for some ξ ∈ (−2,+2), and let η ∈ C. Then we have
lim
N→∞
√
2π
N3
· 1
N !
· exp(−ξ2N/2) · f
(
N ; ξN +
η√
N
, ξN − η√
N
)
= exp
(
b−3
2
) · (4− ξ2)3/2 · T (√4− ξ2 · η) .
It is easy to see that Proposition 3.1 implies Theorem 1.1:
Proof of Theorem 1.1. Taking
ξN :=
√
Nξ +
π(µ+ ν)√
N ·
√
4− ξ2
and η :=
π(µ − ν)√
4− ξ2
in Proposition 3.1, we have
lim
N→∞
√
2π
N3
· 1
N !
· exp
(
−Nξ2/2− 2πξ(µ + ν)/2
√
4− ξ2
)
· f
(
N ; ξN +
2πµ√
N
√
4− ξ2
, ξN +
2πν√
N
√
4− ξ2
)
= exp
(
b−3
2
) · (4− ξ2)3/2 · T (π(µ− ν)) ,
from which Theorem 1.1 follows by a simple rearrangement. 
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Proof of Proposition 3.1. From the exponential generating function obtained in
Lemma 2.3, we have the integral representation
f(N ;µ, ν)
N !
=
1
2πi
∫
γ
exp
(
µν · z1−z2 − 12(µ2 + ν2) · z
2
1−z2 + b
∗z2
)
(1− z)5/2 · (1 + z)1/2
dz
zN+1
, (3.1)
where γ ≡ γN denotes the counterclockwise circle of radius R ≡ RN = 1 − 1/N
around the origin. (We will assume that N ≥ 2 throughout the proof.)
Setting µ = ξN + η/
√
N and ν = ξN − η/
√
N and doing a simple calculation,
we obtain
exp
(
µν · z
1− z2 −
1
2 (µ
2 + ν2) · z
2
1− z2 + b
∗z2
)
= exp
(
(ξ2N − η2/N) ·
z
1− z2 − (ξ
2
N + η
2/N) · z
2
1− z2 + b
∗z2
)
= exp
(
1
2ξ
2
N + η
2/N
) · exp(−12ξ2N · 1− z1 + z − (η2/N) · 11− z + b∗z2
)
.
Thus,
1
N !
· f
(
N ; ξN +
η√
N
, ξN − η√
N
)
= exp
(
1
2ξ
2
N + η
2/N
)
· 1
2πi
∫
γ
exp
(
−12ξ2N · 1−z1+z − (η2/N) · 11−z + b∗z2
)
(1− z)5/2 · (1 + z)1/2
dz
zN+1
. (3.2)
Putting
h(z) :=
exp
(
−12ξ2N · 1−z1+z − (η2/N) · 11−z + b∗z2
)
(1− z)5/2 · (1 + z)1/2
and
h0(z) :=
exp(b∗)√
2
·
exp
(
−14ξ2N · (1− z)− (η2/N) · 11−z
)
(1− z)5/2
we can rewrite the integral in (3.2) as
1
2πi
∫
γ
h(z)
dz
zN+1
= I1 + I2 + I3 − I4 ,
where
I1 :=
1
2πi
∫
γ
h0(z)
dz
zN+1
,
I2 :=
1
2π
∫ 2π−1/√N
1/
√
N
h(Reit)
dt
(Reit)N
,
I3 :=
1
2π
∫ +1/√N
−1/
√
N
(
h(Reit)− h0(Reit)
) dt
(Reit)N
,
I4 :=
1
2π
∫ 2π−1/√N
1/
√
N
h0(Re
it)
dt
(Reit)N
.
We will show that the integral I1 is the asymptotically dominant term.
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First of all, note that since ξN ∈ R, we have∣∣exp (− 14ξ2N · (1− z))∣∣ = exp (− 14ξ2N · Re (1− z)) ≤ 1 (3.3)
for any z ∈ C with Re (z) ≤ 1. Using the series expansion
exp
(
−(η2/N) · 1
1− z
)
=
∞∑
l=0
(−1)l η2l
l!N l
1
(1− z)l ,
which converges uniformly on the contour γ (for fixed N ≥ 2 and fixed η ∈ C),
we obtain
I1
N3/2
=
exp(b∗)√
2
·
∞∑
l=0
(−1)l η2l
l!N l+3/2
· 1
2πi
∫
γ
exp
(−14ξ2N · (1− z))
(1− z)l+5/2
dz
zN+1
. (3.4)
For each l = 0, 1, 2, 3, . . . , the integral in (3.4) may be rewritten as
1
2πi
∫
γ
exp
(−14ξ2N · (1− z))
(1− z)l+5/2
dz
zN+1
=
1
2πi
∫ R+i∞
R−i∞
exp
(−14ξ2N · (1− z))
(1− z)l+5/2
dz
zN+1
. (3.5)
Indeed, for any R′ > 1, we can replace the contour γ by the contour δ consisting
of the line segment between the points R− i
√
(R′)2 −R2 and R+ i
√
(R′)2 −R2,
and the arc of radius R′ around the origin to the left of this line segment. It is
easy to see then that the integral along the arc is bounded by
1
2π
· 2πR′ · 1
(R′ − 1)l+5/2 ·
1
(R′)N+1
,
which tends to zero as R′ → ∞. This proves (3.5). Next, performing a change
of variables, we obtain, for each l = 0, 1, 2, 3, . . . ,
1
2πi
∫ R+i∞
R−i∞
exp
(−14ξ2N · (1− z))
(1 − z)l+5/2
dz
zN+1
= N l+3/2 · 1
2π
∫ +∞
−∞
exp
(−14(ξ2N/N) · (1− iu))
(1− iu)l+5/2
du
(1− 1−iuN )N+1
. (3.6)
Since limN→∞ ξN/
√
N = ξ, an application of the dominated convergence theorem
yields, for each l = 0, 1, 2, 3, . . . ,
lim
N→∞
1
2π
∫ +∞
−∞
exp
(−14(ξ2N/N) · (1− iu))
(1− iu)l+5/2
du
(1− 1−iuN )N+1
=
1
2π
∫ +∞
−∞
exp
(
(1− 14ξ2) · (1− iu)
)
(1− iu)l+5/2 du . (3.7)
Using the Laplace inversion formula (see e.g. Chapter 24 in Doetsch [Do]) and
the functional equation of the Gamma function, it follows that the final integral
is equal to
(1− 14ξ2)l+3/2
Γ(l + 5/2)
=
1√
π
· (l + 1)!
(2l + 3)!
· (4− ξ2)l+3/2 .
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Thus, putting it all together, we have shown that for each l = 0, 1, 2, 3, . . . ,
lim
N→∞
(
(−1)l η2l
l!N l+3/2
· 1
2πi
∫
γ
exp
(−14ξ2N · (1− z))
(1− z)l+5/2
dz
zN+1
)
=
1√
π
· (4− ξ2)3/2 · (−1)
l (l + 1) (
√
4− ξ2 · η)2l
(2l + 3)!
. (3.8)
In particular, the series in (3.4) converges termwise.
We will show that the series in (3.6) also converges as a whole. To this purpose,
let ε2 > 0 denote a positive constant such that cos t ≤ 1 − ε2t2 for −π ≤ t ≤ +π.
Then, for any α > 0 and any −π ≤ t1 < t2 ≤ +π, we have the estimate∫ t2
t1
1
|1−Reit|α dt =
∫ t2
t1
1
(1 +R2 − 2R cos t)α/2 dt
≤
∫ t2
t1
1
((1−R)2 + ε2t2)α/2 dt
= Nα
∫ t2
t1
1
(1 +N2ε2t2)α/2
dt
= KNα−1
∫ Nεt2
Nεt1
1
(1 + u2)α/2
du , (3.9)
where K denotes some absolute constant. Let us convene that this constant K
may change from occurrence to occurrence in the subsequent calculations. Then
it follows from (3.3) and (3.9) that, for each l = 0, 1, 2, 3, . . . ,∣∣∣∣∣(−1)
l η2l
l!N l+3/2
· 1
2πi
∫
γ
exp
(−14ξ2N · (1− z))
(1− z)l+5/2
dz
zN+1
∣∣∣∣∣
≤ |η|
2l
l!
· 1
N l+3/2
· 1
2π
∫ +π
−π
1
|1−Reit|l+5/2
dt
|Reit|N
≤ K · |η|
2l
l!
·
(
1 +
∫ ∞
1
1
ul+5/2
du
)
≤ K · |η|
2l
l!
·
(
1 +
1
l + 3/2
)
,
where
K ·
∞∑
l=0
|η|2l
l!
·
(
1 +
1
l + 3/2
)
<∞ .
It therefore follows from (3.8) that
lim
N→∞
I1
N3/2
=
exp(b∗)√
2π
· (4− ξ2)3/2 ·
∞∑
l=0
(−1)l(l + 1)(√4− ξ2 · η)2l
(2l + 3)!
=
exp(b∗)√
2π
· (4− ξ2)3/2 · T (
√
4− ξ2 · η) ,
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since
∞∑
l=0
(−1)l (l + 1) z2l
(2l + 3)!
=
1
2
(
sin z
z3
− cos z
z2
)
= T (z) .
Hence, to complete the proof of Proposition 3.1, it remains to show that
limN→∞ Ij/N3/2 = 0; j = 2, 3, 4.
For the integral I2, we use the estimates (R = 1− 1/N , t ∈ R)∣∣∣∣exp
(
−12ξ2N ·
1−Reit
1 +Reit
)∣∣∣∣ = exp
(
−12ξ2N ·Re
(
1−Reit
1 +Reit
))
= exp
(
−12ξ2N ·
1−R2
1 +R2 + 2R cos t
)
≤ 1 , (3.10)
∣∣∣∣exp
(
−(η2/N) · 1
1−Reit
)∣∣∣∣ ≤ exp
(
(|η|2/N) · 1|1−Reit|
)
≤ exp
(
(|η|2/N) · 1
1−R
)
= exp(|η|2) , (3.11)
∣∣∣exp(b∗(Reit)2)∣∣∣ ≤ exp (|b∗||Reit|2) ≤ exp(|b∗|) (3.12)
as well as (3.9) to obtain
|I2| ≤ 1
2π
∫ 2π−1/√N
1/
√
N
exp(|η|2 + |b∗|)
|1−Reit|5/2 · |1 +Reit|1/2
dt
RN
≤ K exp(|η|2 + |b∗|) ·
(∫ π/2
1/
√
N
1
|1−Reit|5/2 dt+
∫ π/2
0
1
|1−Reit|1/2 dt
)
≤ K exp(|η|2 + |b∗|) ·
(
N3/2
∫ ∞
√
Nε
1
u5/2
du+N−1/2
(
1 +
∫ Nεπ/2
1
1
u1/2
du
))
≤ K exp(|η|2 + |b∗|) ·
(
N3/4 + 1
)
= o(N3/2) ,
where K denotes some absolute constant which may change from step to step.
For the integral I3, we write
h(z)− h0(z) =
exp
(
−14ξ2N · (1− z)− (η2/N) · 11−z
)
(1− z)5/2 ·
(
h˜(z) − h˜(1)
)
,
where
h˜(z) =
exp
(
−14ξ2N · (1−z)
2
1+z + b
∗z2
)
(1 + z)1/2
and thus
h˜′(z) =
( 1
2ξ
2
N · 1−z1+z + 14ξ2N · (1−z)
2
(1+z)2 + 2b
∗z
(1 + z)1/2
− 1/2
(1 + z)3/2
)
· exp
(
−14ξ2N ·
(1− z)2
1 + z
+ b∗z2
)
.
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Let
Z ≡ ZN :=
{
z ∈ C | z = reiϕ, 1− 1/N ≤ r ≤ 1, |ϕ| ≤ 1/
√
N
}
and note that for z ∈ Z, we have the estimates
Re
(
−(1− z)
2
1 + z
)
≤ 4/N
and thus∣∣∣h˜′(z)∣∣∣ ≤ K {(ξ2N |1− z|+ |b∗|+ 1) exp
(
1
4ξ
2
N ·Re
(
− (1− z)
2
1 + z
)
+ |b∗|
)}
≤ K
{(
ξ2N/
√
N + |b∗|+ 1
)
exp
(
ξ2N/N + |b∗|
)}
,
where K denotes some absolute constant. Since for z = Reit with |t| ≤ 1/√N ,
the line segment between the points z and 1 is obviously contained in the set Z,
we therefore obtain∣∣∣h˜(z)− h˜(1)∣∣∣ ≤ |z − 1| sup
α∈[0;1]
∣∣∣h˜′((1− α)z + α)∣∣∣ ≤ |z − 1| sup
ζ∈Z
∣∣∣h˜′(ζ)∣∣∣
≤ K|z − 1|
(
ξ2N/
√
N + |b∗|+ 1
)
exp
(
ξ2N/N + |b∗|
)
≤ K(b∗, ξ∗)
√
N |z − 1| ,
where the last step uses the assumption that limN→∞ ξN/
√
N = ξ, and K(b∗, ξ∗)
denotes some constant depending only on b∗ and ξ∗ := (ξN )N∈N. Using (3.3),
(3.11) and (3.9), it follows that
|I3| ≤ 1
2π
∫ +1/√N
−1/
√
N
exp(|η|2)
|1−Reit|5/2 ·
∣∣∣h˜(Reit)− h˜(1)∣∣∣ dt|Reit|N
≤ K(b∗, ξ∗, η)
√
N
∫ +1/√N
−1/
√
N
1
|1−Reit|3/2 dt
≤ K(b∗, ξ∗, η)N
(
1 +
∫ √Nε
1
1
u3/2
du
)
≤ K(b∗, ξ∗, η)N = o(N3/2) ,
where K(b∗, ξ∗, η) denotes some constant which depends only on b∗, ξ∗, and η
(and which may change from line to line as usual).
For the integral I4, we can finally use (3.3), (3.11) and (3.9) to obtain
|I4| ≤ 1
2π
∫ 2π−1/√N
1/
√
N
exp(|η|2 + |b∗|)
|1−Reit|5/2
dt
RN
≤ K exp(|η|2 + |b∗|) ·
∫ π
1/
√
N
1
|1−Reit|5/2 dt
≤ K exp(|η|2 + |b∗|) ·N3/2
∫ ∞
√
Nε
1
u5/2
du
≤ K exp(|η|2 + |b∗|) ·N3/4 = o(N3/2) ,
where K denotes some absolute constant which may change from step to step.
This concludes the proof of Proposition 3.1. 
14 H. Ko¨sters
References
[BDS] Baik, J.; Deift, P.; Strahov, E. (2003): Products and ratios of characteristic polynomials
of random hermitian matrices. J. Math. Phys., 44, 3657–3670.
[BS] Borodin, A.; Strahov, E. (2006): Averages of characteristic polynomials in random matrix
theory. Comm. Pure Appl. Math., 59, 161–253.
[BH1] Bre´zin, E.; Hikami, S. (2000): Characteristic polynomials of random matrices. Comm.
Math. Phys., 214, 111–135.
[BH2] Bre´zin, E.; Hikami, S. (2001): Characteristic polynomials of real symmetric random
matrices. Comm. Math. Phys., 223, 363–382.
[Do] Doetsch, G. (1970): Einfu¨hrung in Theorie und Anwendung der Laplace-Transformation,
2nd edition. Birkha¨user Verlag, Basel.
[Er] Erde´lyi, A.; Magnus, W.; Oberhettinger, F.; Tricomi, F.G. (1953): Higher Transcendental
Functions, volume II. McGraw-Hill Book Company, New York.
[Fo] Forrester, P.J. (2007+): Log Gases and Random Matrices. Preprint,
www.ms.unimelb.edu.au/~matpjf/matpjf.html
[GK] Go¨tze, F.; Ko¨sters, H. (2007): On the second-order correlation function of the character-
istic polynomial of a Hermitian Wigner matrix. Preprint.
[KS] Keating, J.P.; Snaith, N.C. (2000): Random matrix theory and ζ(1/2+ it). Comm. Math.
Phys., 214, 57–89.
[Me] Mehta, M.L. (2004): Random Matrices, 3rd edition. Pure and Applied Mathematics, vol.
142, Elsevier, Amsterdam.
[MN] Mehta, M.L.; Normand, J.-M. (2001): Moments of the characteristic polynomial in the
three ensembles of random matrices. J. Phys. A, 34, 4627–4639.
[SF] Strahov, E.; Fyodorov, Y.V. (2003): Universal results for correlations of characteristic
polynomials: Riemann-Hilbert approach. Comm. Math. Phys., 241, 343–382.
[Zh] Zhurbenko, I.G. (1968): Certain moments of random determinants. Theory Prob. Appl.,
13, 682–686.
Holger Ko¨sters, Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, Postfach 100131,
33501 Bielefeld, Germany
E-mail address: hkoesters@math.uni-bielefeld.de
