In Cabré (1997) [2] , Cabré established an Alexandroff-Bakelman-Pucci (ABP) estimate on Riemannian manifolds with non-negative sectional curvatures and applied it to establish the Krylov-Safonov Harnack inequality on manifolds with non-negative sectional curvatures. In the present paper, we generalize the results of [2] . We obtain an ABP estimate on manifolds with Ricci curvatures bounded from below and apply this estimate to prove the Krylov-Safonov Harnack inequality on manifolds with sectional curvatures bounded from below. We also use this ABP estimate to study Minkowski-type inequalities. Published by Elsevier Inc.
Introduction
The study of the Alexandroff-Bakelman-Pucci (ABP) estimate and the Krylov-Safonov Harnack inequality on Riemannian manifolds was initiated by Cabré. In [2] , he proved a version of the ABP estimate and the Krylov-Safonov Harnack inequality on manifolds with non-negative sectional curvatures. Cabré's result was later extended by Kim [7] to more general manifolds on which certain conditions regarding distance functions are assumed (see p. 2 of [7] ). In particular, Kim's result gives a non-divergent proof of Yau's Harnack inequality on manifolds with nonnegative Ricci curvatures.
In the present work, we continue this study by considering the case where curvatures only have negative lower bounds. In particular, we shall establish a version of the ABP estimate on Riemannian manifolds with Ricci curvatures bounded from below (see Theorem 1.2) and the Krylov-Safonov Harnack inequality on manifolds with sectional curvatures bounded from below (see Theorems 1.4 and 1.5). We shall also apply our APB estimate to study a certain Minkowski inequality on manifolds with Ricci curvatures bounded from below (see Theorem 1.7, Corollary 1.8).
The major difficulty in proving the ABP estimate on manifolds is that non-constant affine functions do not exist on general manifolds and the tangent bundles are separated from the underlining spaces. To overcome this difficulty, Cabré suggested in [2] considering the squares of distance functions instead of affine functions as the touching functions. On the basis of this idea, we introduce the following contact sets:
Let (M, g) be a complete n-dimensional Riemannian manifold. (All manifolds considered in this work are assumed to be complete.) Let d y (x) be the Riemannian distance between the points x, y and µ g be the Riemannian measure induced by the metric g. Definition 1.1. Let Ω be a bounded subdomain of (M, g) and u ∈ C(Ω ). For a given a ≥ 0 and a compact set E ⊂ M, the contact set associated with u of opening a with vertex set E is defined by A a (E; Ω ; u) :=  x ∈ Ω : ∃y ∈ E s.t. inf
The above contact set was firstly introduced explicitly by Savin [11] in Euclidean space.
Geometrically, x ∈ A a (E; Ω ; u) if and only if there exists a concave paraboloid of opening a and with vertex y ∈ E that touches u in Ω from below. Here, by a concave paraboloid, we mean a function of the form P a,y (·) := − a 2 d 2 y (·) + c y with c y ∈ R, a ≥ 0. By replacing the contact set defined via the convex envelope in the classical ABP estimate by the above contact set, we extend the classical ABP estimate to Riemannian manifolds with Ricci curvatures bounded from below. Theorem 1.2. Let Ω be a bounded subdomain in M and u ∈ C 2 (Ω ). Let
For every compact set E ⊂ M and every real number a > 0, if A a (E; Ω ; u) ⊂ Ω , then
where H(t) = t coth(t), S = sinh(t)/t, t ≥ 0.
In particular, if Ric ≥ 0, i.e. κ = 0, we have
Remark 1.3. We have also established a similar ABP estimate with respect to the Bakry-Émery Ricci curvature (see Proposition 3.1).
Like for the classical ABP estimate in the Euclidean space, the upshot of the above measure estimate is that the integration is calculated only on the contact set A a (E; Ω ; u). Like for the Euclidean case, one observes that the Hessian of u is bounded from below on A a (E; Ω ; u) (see Lemma 4.5) and the value of u on A a (E; Ω ; u) can be controlled by the value of u at one interior point and its boundary condition (see Lemma 4.3).
As mentioned above, one cannot make use of affine functions as the contact functions when considering general manifolds. The idea of touching the unknown function u using squared distance functions was pointed out in [2] . Our proof of the ABP-type estimate (Theorem 1.2) follows closely the approach given in [2] with a few technical refinements. Finally, we also want to mention that a different version of the ABP-type estimate on Cartan-Hadamard manifolds was given by Spruck [13] where he used the Busemann functions as the contact functions and also made use of some key tools from the dynamics of geodesic flow.
On the basis of the above ABP estimate, we shall prove the Krylov-Safonov Harnack inequality for nonlinear elliptic operators on Riemannian manifolds with sectional curvatures bounded from below.
Let Sym T M be the bundle of symmetric 2-tensors over M. Let F : Sym T M → R be a real-valued function. Consider the following hypotheses:
(H1) F is uniformly elliptic with ellipticity constants 0 < λ ≤ Λ, i.e.,
for all points x ∈ M and all sections S, P of Sym T M with P x ≥ 0. For convenience, we also assume that
(H2) (M, g) has sectional curvatures bounded from below, i.e.,
Denote as B r (x) the geodesic ball centered at x with radius r . We shall prove:
where η = 1 + log 2 cosh  2 √ K r  and C is a constant that only depends on
Along the lines of the proof of Theorem 1.4, we also produce the weak Harnack inequality and the local maximum principle. 
where η = 1+log 2 cosh  2 √ K r  and C, p 0 are constants that only depend on
, then for any p > 0, there is a constant C depending on
3)
The Krylov-Safonov Harnack inequality on Riemannian manifolds with non-negative sectional curvature (i.e., K = 0) was first established by Cabré [2] . Theorems 1.4 and 1.5 generalize the results of [2] . Remark 1.6. In the above Harnack inequalities for the general nonlinear elliptic PDE, we need the condition that sectional curvatures are bounded from below. However, if one considers the Laplace equation, one only needs to assume that the Ricci curvature has a lower bound (see the explanation in Remark 4.6). Therefore, this approach gives a non-divergent proof of Yau's Harnack inequality for Laplace equation on Riemannian manifolds with Ricci curvature bounded from below. The non-divergent proof of Yau's Harnack inequality was first given by Kim [7] on manifolds with non-negative Ricci curvature.
Besides establishing the Harnack inequalities, the ABP estimate has various applications. In particular, it can be used to study some geometric inequalities. In this paper, we obtain a Minkowski-type inequality (see Corollary 1.8) on manifolds with Ricci curvatures bounded from below. Differing from the standard proof of the Minkowski inequality which is based on the Brunn-Minkowski theory (see [12] ), our approach relates this geometric inequality to certain Neumann boundary value problem. We learned this idea from another work of Cabré [3] in which he related the isoperimetric inequality to a Neumann problem.
Given a smooth domain Ω ⊂ M, ∂Ω is a submanifold of M. Let σ g be the measure on ∂Ω induced by the metric g. Recall the definition of a parallel body of radius ϵ:
We say that a domain Ω in (M, g) is convex if the second fundamental form of ∂Ω with respect to the outwards normal is positive definite. To simplify the notation, the volume and boundary area of the given convex domain Ω are denoted by |Ω | := µ g (Ω ) and |∂Ω | := σ g (∂Ω ), respectively. Theorem 1.7. Let (M, g) be a smooth Riemannian manifold and Ω ⊂ M be a smooth convex domain. If Ric ≥ −κ, κ ≥ 0 on M, then, as ϵ → 0,
where u is the unique function solving the Neumann problem
with the normalization
where the  n k  's are the binomial coefficients. Moreover, the equalities in (1.4) and (1.6) hold when M = R n and Ω is isometric to a ball in R n .
It is worth emphasizing that the expansion of |Ω ϵ | with respect to ϵ on negatively curved spaces has to be an infinite series; while the corresponding expansion for non-negatively curved space is a polynomial of degree n.
The estimate in the above theorem could be viewed as a Weyl-type formula (see [1] ). As an immediate corollary, we obtain the following Minkowski-type inequality on Riemannian manifolds.
where H is the mean curvature function of ∂Ω with respect to the outwards normal and u solves (1.5). Moreover, the equality holds if M = R n and Ω is isometric to a ball in R n .
The Minkowski inequality for convex domains on Riemannian manifolds with non-negative Ricci curvature was first established by Reilly [10] . The well-known Reilly formula played an essential role in his approach. And he also made use of a certain Neumann problem, but it differs greatly from ours.
As another interesting application of the estimate (1.4), one can deduce the classical isoperimetric inequality for a convex domain in R n easily by combining (1.6) with the standard Steiner formula (see Section 5) .
The paper is organized as follows: In Section 2, we collect some preliminaries in Riemannian geometry and nonlinear PDE theory. Section 3 is devoted to proving the ABP estimate (Theorem 1.2). In Section 4, we prove the Harnack inequalities (Theorems 1.4 and 1.5). In Section 5, we prove Theorem 1.7 and discuss its relation to Minkowski and isoperimetric inequalities (Corollary 1.8).
Preliminaries
In this section, we collect a few preliminaries in Riemannian geometry and nonlinear PDE theory.
First, we recall the notion of being bounded in the support sense (see [9, p. 279] ).
Definition 2.1. A continuous function u is said to be bounded from below by a constant Z in the support sense at a point x ∈ M if the following condition holds: For any ϵ > 0, there exists a neighborhood U ϵ of x and a C 2 -function ϕ ϵ such that u ≥ ϕ ϵ in U , u(x) = ϕ ϵ (x) and
In this case, we shall write ∇ 2 u(x) ≥ Zg(x). Similarly, we define being bounded from above in the support sense.
Recall the following result from Riemannian geometry.
Lemma 2.2. Let (M, g) be a Riemannian manifold. For every point y ∈ M, the square of the distance function d 2 y is bounded in the support sense from above everywhere. Moreover, if Sec ≥ −K with K ≥ 0, then
Next we recall the doubling properties of the Riemannian measures (see [14, p. 515] ).
Lemma 2.3. Let (M, g) be a Riemannian manifold. If
The following inequality follows immediately from Lemma 2.3.
Lemma 2.4. Let (M, g) be a complete Riemannian manifold with doubling constant D, i.e., for any x ∈ M, r > 0,
For every B ρ (x) ⊂ B r (not necessarily concentric balls) and f ∈ C(B r ),
where η = 1 n log 2 D. In particular, if the sectional curvatures of (M, g) are bounded below by −K , K ≥ 0, then (2.1) holds with η = 1 + log 2 cosh(
In the last part of this section, we recall the concept of Pucci maximal operators. Let Sym(n) be the space of n × n symmetric matrices. Given two constants 0 < λ ≤ Λ, the Pucci maximal operators are defined by
where the e i 's are eigenvalues of S ∈ Sym(n).
The following properties of Pucci's operator are well-known (see [4, Section 2] ).
Lemma 2.5. (i) Given any two symmetric matrices S and T ,
(ii) Let F be uniformly elliptic with ellipticity constants 0 < λ ≤ Λ and F(0) = 0. Then
The Alexandroff-Bakelman-Pucci estimate
In this section we establish our main result-a version of the ABP-type estimate on Riemannian manifolds with Ricci curvatures bounded from below.
Proof of Theorem 1.2. The key idea that was pointed out by Cabré in [2] is to consider the following map:
Define A = A a (E; Ω , u). First, we shall show that T u is a differentiable map that maps A onto E. Differentiability is obvious. Fix y ∈ E; as Ω is a compact set and A ⊂ Ω , there exists x ∈ Ω such that the contact condition
holds.
Claim. x ̸ ∈ Cut(y). By Lemma 2.2, −d 2 y is bounded from below in the support sense everywhere. On the other hand, (3.1) shows that −d 2 y is bounded from above in the support sense. It follows then that d 2 y is differentiable at x and the limit of the second-order increment quotient
By Proposition 2.5 of [5]
, we conclude that x ̸ ∈ Cut(y). Now, (3.1) implies
∇u(x) = −d y (x)∇d y (x). As x ̸ ∈ Cut(y),
This proves the surjectivity of T u .
Then we obtain, following from the area formula, that
The rest of the proof is devoted to estimating the determinant in the integrand. Instead of estimating the Jacobian of the map T u : A → E directly, we consider a one-parameter deformation of T u :
By the standard theory of Jacobi fields (e.g., [14, Chapter 14] ), J (t, x) satisfies the ODE inequalitÿ
with initial condition
Moreover, as x ̸ ∈ Cut(y),
The desired estimate then follows from a standard ODE comparison.
Remark 3.1. Observe that in the above proof, we only need to require u to be C 2 in a neighborhood of the contact set A.
Before proceeding to prove the Harnack inequality (Theorem 1.4), it is worth mentioning the following variation of the above ABP estimate.
Consider a measure ν = e −V µ g on (M, g), where V : M → R is a C 2 function. Recall the Bakry-Émery Ricci curvature
and the modified Laplace operator,
where ⟨, ⟩ is the inner product induced by the metric g. For the geometrical meaning of the Bakry-Émery Ricci curvature and the modified Laplace operator, one may refer to [8] .
Our proof of the ABP estimate also yields the following result.
Proposition 3.2. Let ν = e −V µ g be a smooth measure on (M, g). Let Ω be a bounded subdomain in M and u ∈ C 2 (Ω ). Assume that
For every compact set E ⊂ M and every positive real number a > 0, if
Proof. Again, we consider the map
∇u(x)  and its deformation
As shown before, T u is a surjective map from A to E. So we only need to compute the Jacobian of T u with respect to the new measure ν. Let
It is known that (see [14, Chapter 14] ) l(t, x) is well-defined for t ∈ [0, 1) and satisfies
with initial conditions
Again by an elementary ODE comparison, we obtain the desired estimate.
Proof of the Harnack inequality
In this section, we refer to the constants that only depend on n, λ, Λ, √ K r as universal constants. The following proposition is the main ingredient in the proof of Theorems 1.4 and 1.5. 
We shall need several lemmas. All the lemmas in this section are stated under the assumptions of Proposition 4.1.
The first lemma is devoted to constructing a barrier function. A similar construction has been made in [2] . Lemma 4.2. Let C 1 , C 2 be universal constants. There exists a function ψ on B ρ (x) such that:
Proof. ψ is given by a routine construction. Consider
and extend it smoothly inside B ρ/4 (x 0 ). By taking α sufficiently large according to √ K r, n, λ, Λ, the above conditions can be easily checked according to the Hessian comparison (Lemma 2.2).
The next lemma relates the contact sets, the sub-level sets of u and the domain. 
In the rest of this section we define
for convenience.
Proof. Let y 0 be the minimal point of w in B ρ (x 0 ). By (i) of Lemma 4.2, y 0 ∈ B ρ/2 (x 0 ) and w(y 0 ) ≤ −1.
Fix y ∈ B ρ/2 (y 0 ); let x be a point such that
Then, we have
This forces x ∈ B 3ρ/4 (x 0 ). Otherwise, w(x) − w(y 0 ) ≥ 1. It then follows that d y (y 0 ) ≥ √ 2ρ which contradicts the fact that y ∈ B ρ/2 (y 0 ).
Again by inspecting (4.1) at y 0 we have
By (ii) of Lemma 4.2, the above inequality implies
This completes the proof of the lemma.
Proof. One only needs to observe that ∇ 2 ψ is bounded from below and above in the support sense at every point in A ρ −2 , and so is
Lemma 4.5. On the set A ρ −2 , we have
in the support sense.
Proof. Fix an arbitrary point x ∈ A ρ −2 ; the rest of the computation is performed on this point. By the definition of a contact set, we have
for some y ∈ B ρ/2 (y 0 ). Let e 1 be the largest eigenvalue of ∇ 2 w; then, by sectional curvature comparison (Lemma 2.2),
the desired estimate follows.
Now we are ready to prove our main proposition.
Proof of Proposition 4.1. Consider the function w = u + ψ. By Theorem 1.2 (and Remark 3.1) and the fact that
we conclude that
Now we inspect the integral on the right-hand side. By (iii), (iv) of Lemmas 4.2 and 4.5, the integrand is bounded from above by
with C 1 , C ′ 1 universal. In turn, Lemma 4.3 implies
Dividing both sides by µ g (B ρ (x 0 )) and applying Lemma 2.4, we conclude that
The desired estimate follows on taking δ 0 small.
Proof of Theorems 1.4 and 1.5. Both Theorems 1.4 and 1.5 follow from Proposition 4.1 via a standard covering argument (see [2] for instance). Indeed, one can also apply the general axiomatic results given in Sections 4 and 5 of [6] .
We end this section with the following remark. 
The relation to geometric inequalities
In this section, we apply the ABP-type measure estimate to study certain geometric inequalities on Riemannian manifolds.
Proof of Theorem 1.7. The idea is to apply the ABP estimate to the solution u of the Neumann problem (1.5). By the standard regularity theory, the Neumann problem (1.5) has a regular solution u.
Fix ϵ > 0; for each δ > 0, consider the contact set
Claim. A δ ⊂ Ω . Argue by contradiction. Suppose that there exists a point x 0 ∈ A δ ∩ ∂Ω ; let y 0 be a corresponding vertex point in Ω ϵ such that
Then, it follows that
where ⟨, ⟩ is the inner product induced by the metric g. From this combined with the convexity of the domain, we conclude that
This contradicts the fact that y 0 ∈ Ω ϵ .
By applying Theorem 1.2 to u with the contact set A δ and let δ tending to 0, we obtain
The Taylor expansion of the integrand with respect to ϵ is
where we have used the fact that for x ∈ Ω , ∆u(x) = α = |∂Ω | / |Ω |. Thus
Finally, as u is the solution of the Neumann problem (1.5) with normalized condition  ∂Ω u = 0, it is easy to deduce that
The desired expansion follows immediately on substituting the above identity into (5.3). One can check that the equality holds in the expansion (1.6) by directly evaluating |B r +ϵ |.
The inequality (1.4) gives an asymptotic expansion for the volume of Ω ϵ in terms of |Ω |, |∂Ω |, the Ricci curvature and the estimate for the Neumann boundary problem (1.5). Thus, every estimate for the average value of u over ∂Ω may lead to a geometric inequality. We believe that expansions of this type should be useful in convex geometry. As a simple application, we obtain a generalization of the Minkowski inequality (Corollary 1.8). This completes the proof.
We shall wrap up this paper by explaining a certain relation between Theorem 1.7 and the isoperimetric inequality.
Consider the estimate for R n . To obtain the isoperimetric inequality on R n , we first recall the standard Steiner formula in Euclidean space,
where Σ is a smooth hypersurface in R n with λ = (λ 1 , . . . , λ n−1 ) being its principal curvature and Σ t = {x ∈ R n /Σ : dist(x, Σ ) = t}. Here, σ k (λ) is the kth elementary function. In particular, σ 1 (λ) = n H with H being the mean curvature function of ∂Ω . Let Σ = ∂Ω and t ∈ (0, ϵ). By integrating the above formula, we obtain which is the standard isoperimetric inequality.
Remark 5.1. There are two main drawbacks of Theorem 1.7. The first one is the requirement of convexity of the domain. We believe that the convexity assumption could be removed. The second one is that we do not have any explicit estimate of  ∂Ω u. We believe that it can be estimated by a certain quantity that only involves the volume of Ω and the area of ∂Ω .
