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Abstract
Frames will provide support for the programming of distributed
memory machines via a library of basic algorithms, data structures
and so-called programming frames (or frameworks). The latter are
skeletons with problem dependent parameters to be provided by the
users. Frames focuses on re-usability and portability as well as on
small and easy-to-learn interfaces. Thus, expert and non-expert users
will be provided with tools to program and exploit parallel machines
efficiently.
Frames will be constructed for different target machines and com-
mon programming environments (like PVM or MPI). The focus, how-
ever, is on distributed-memory machines. Frames will be adapted opti-
mally to the target systems, contain efficient state-of-the-art program-
ming techniques, and therefore increase the usability and therefore the
acceptance of parallel computing.
Key words: Efficiency, Re-usability, Portability, state-of-the-art algo-
rithms, Templates, Skeletons, Frames
1 Motivation
Parallel computing systems offer a cost efficient way to provide the large
computing power that is necessary to handle the problems of increasing
complexity in science and engineering. However, there are only a few peo-
ple trained to program these machines efficiently. Because of this, parallel
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systems are not as widely accepted and usable as possible. Our aim is to
improve this situation by providing a way to encapsulate expert knowledge
in so-called programming frames.
Programming frames facilitate the development of efficient parallel code
for distributed memory systems. They are intended to be used by experts
on the one hand, and by non-experts who are either unfamiliar with par-
allel systems or unwilling to cope with new machines, environments and
languages, on the other.
Several other projects (eg templates [7], skeletons [8, 9, 10, 11, 12], clips
[13, 14], or the BACS approach [15, 16]) have been initiated to develop
new and more sophisticated ways for supporting the programming of dis-
tributed memory systems via libraries of basic algorithms, data structures
and programming templates. Like LEDA [17] for the sequential case, each
of these approaches provides tools to program and exploit parallel machines
efficiently.
Our frames are like black boxes with problem dependent holes. The
basic idea is to comprise expert knowledge about the problem and its par-
allelization into the black box and to let the user specify the holes only,
ie the parts that are different at each instantiation. The black boxes are
either constructed using efficient basic primitives, standard parallel data
types, communication schemes, load balancing and mapping facilities, or
they are derived from well optimized, complete applications. In any case,
frames contain efficient state-of-the-art techniques focusing on re-usability
and portability. This saves software development costs and improves the
reliability of the target code.
Consider the Finite Element frame that is depicted in Figure 1 and con-
structed by two different experts: an expert of the algorithm and an expert
of parallelization. The boxes shown in this example are the interchangeable
parts of the frame. The experts can, for example, exchange the Commu-
nication Library or the Load Balancer (usually done by the parallelization
expert) or the Solver (usually done by the algorithm expert). The advantage
for the parallelization expert is that he can easily provide his knowledge and
test more sophisticated versions of his parallel codes. The advantage for the
algorithm expert is that he does not have to become an expert in paral-
lelization and is getting an efficient parallel program. The end user, finally,
will only have to specify his problem dependent holes, and the Frames sys-
tem will select the appropriate parts for him (according to some rules given
by the experts). For the Finite Element frame, for example, the end user
would give some values for the dimension of the problem, the dimension of
the space, some boundary conditions, the derivation d t, etc.
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Figure 1: A Finite Element Method example
A brief abstract of the work described in this paper has been given in
[1] as a demonstrator of our work aiming at the efficient use of parallel and
distributed systems. [2] and [3] describe the way our frame approach can
be used for Metacomputing and Finite Element programs. [4, 5, 6] finally
give an overview on the current state of our system. This is the first paper
describing the concept behind our system and its features in detail.
In Section 2 we will shed some light on the features of our system that
are re-usability, portability, efficiency, state-of-the-art algorithms, and ease
of use. Then we will compare it briefly to other approaches. Section 3 will
explain the frame model behind our approach and how we have implemented
it. It will describe the three major levels that are involved with our system
and the tools that are used to process them. We will use the Finite Ele-
ment Method frame as an example for all of these levels, and explain the
interaction with the graphical user-interface that we provide. We finally will
conclude this paper with an overview of our current and future work.
2 Features and other approaches
The Frames approach is basically aimed at the encapsulation of problem
independent functionality and expert knowledge, letting the end user only
specify those parts that are really needed for the corresponding kind of
problem. For example, in a Divide-and-Conquer frame, we would have two
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parameters corresponding to the Problem and Solution types and four pa-
rameters for the Divide, Combine, EasySolution and Indivisible? func-
tions.
Frames should enhance the knowledge on parallel computing that is al-
ready available in the community but until now only used in dedicated ap-
plications. This knowledge can be extracted from the experts’ applications,
encapsulated, and then be re-used by many others. If, for example, there is
already an efficient parallel Divide-and-Conquer, there is no reason to pro-
gram it again. Others can take advantage of the existing one. In our opinion,
Frames will enable parallelization experts to apply the same kind of mod-
ularity and re-usability to their programs as they are used to in sequential
programming.
Frames give support for the software engineers and can —from the users’
point of view— provide some kind of “automatic parallelization”. There
are two reasons for this. First, the user has to provide the parameters
only, which are sequential. All implementation details, and therefore the
parallelization as well, are hidden from him. Secondly, the user does not
have to change his specification when switching to a different target system
or environment. As long as corresponding frames are provided, the same
instance can be used without any changes. This could be an argument for
a manufacturer as well.
Finally, we will combine the knowledge of at least two experts, the expert
of the algorithm in mind and a parallelization expert. The main observation
here was that there is a large number of algorithm experts that want to take
advantage of parallelism, but do not want to become experts in paralleliza-
tion first. These experts will be aided by the frames. In the following, we
develop the main features of our system, which are re-usability, portability,
efficiency, state-of-the-art algorithms, and an easy graphical user interface.
Re-usability —as stated above— means that the frame parameters can
be re-used when switching to other target machines. Furthermore, since
frames can be built from others, certain “basic frames” can be provided to
the expert. These basic frames contain parts that are frequently used in par-
allel programming, eg load balancers, parallel data types, or communication
schemes.
We can grant portability at least for the parameter values because we
require them to be given in the C syntax. For the implementation sources
that are also written in C but belong to a certain target environment (like
Parix, MPI, or PVM) portability is given as long as no system specific items
are used. Of course, this doesn’t mean that an efficient MPI implementation
for a certain target machine is also efficiently running on another one.
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Programming frames contain state-of-the-art programming techniques
provided by experts of both the algorithm and the parallel system in mind.
We therefore suppose the algorithms to be efficient as well. Whether or not
it can be assured that composed frames are efficient is still an open question.
Graphical user interfaces are vital for the acceptance of frames by the
users. For the expert, the GUI will offer graphical support for the composi-
tion (construction, modification) of frames and therefore ease the handling
of the Frame description language. For the end user, it will give detailed
information on existing frames and on the parameters to specify. The pa-
rameter values can be input, and the target frames be selected by several
criteria. The corresponding sources are then adapted optimally according
to the parameter values to the target system.
Moreover, the system itself is portable and easy to use. It is made of
three different compilers written in Ansi C and generated by ELI [18] and
by graphical tools written in Java.
Other approaches. The most common names for frameworks are frames,
skeletons, and templates. The major difference between them is the type
of the target implementation language, the type of the frame description
language, as well as the level of expertise the end user must have.
The BACS approach [15, 16] was built for small example applications.
The process structure and data placement, as well as the interaction can be
described in a PASCAL like language. It is supposed to be the optimal tool
for experts of parallel machines for testing new algorithms. We couldn’t use
this approach, since we don’t want the user to be an expert, nor do we want
him to learn a new complex language (see above).
The group of K. M. Chandy [7] develops a multi-media system that
provides users of parallel systems with a library of programming templates.
The focus of this project is on software engineering technology to (i) get
a parallel program up and running with minimal programming effort (ii)
reasoning about correctness and debugging, and (iii) stepwise refinement
to obtain greater efficiency. The particular emphasis is on object-oriented
technology and re-use. The approach consists of the following steps. (i) A
transportable parallel extension of C++ which is now being used to build
libraries of parallel templates in mesh computations and linear algebra has
been developed. (ii) Two “chapters” of a multi-media “textbook” that are
a prototype of all the remaining chapters of the book have been developed.
As of now, this approach has only be used for some few applications like
solving linear systems.
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Murray Cole made his PhD thesis on “Algorithmic Skeletons: Structured
Management of Parallel Computation” [8]. In his approach, skeletons are
supposed to be high order functions that are describing the structure of a
particular algorithm. This approach is restricted to the functional program-
ming world and therefore not appropriate for the general user. Furthermore,
Murray wasn’t able to present any real-world application running with his
system.
P. H. J. Kelly’s work is also a demonstrator for skeletons. He discusses
skeletons for pipes, farms, ramps, and dynamic programming. A couple of
example applications are given, but none that require multiple skeletons.
Same restrictions apply as with Cole’s approach.
The P3L system of the University of Pisa [9] is based on another skeleton
approach. P3L is built from sequential parts (C++) and a set of constructors
for the exploitation of parallelism including farms, pipes, data parallelism,
loops, trees and geometric. The code is compiled into an intermediate lan-
guage which provides explicit cost functions. Using this information a map-
per selects the most appropriate scheme. Therefore, the user is supposed to
be an expert in parallel programming, since he has to select the constructor.
Furthermore, there aren’t any reports on the efficiency.
In contrast to these approaches, our main observations are the following:
• Users are only willing to learn as few new things as possible. Therefore,
our approach is based on the C programming language: the elements
in the description language, the problem dependent values given by
the user and the implementation sources are written in Ansi C.
• Users and experts want to develop in a nice environment. For that
reason, we would like to make the details of our internal languages
transparent by using graphical tools (visual programming).
• In order to become widely available and to spread our system quickly,
we decided to maintain Frame Repositories in the Internet.
3 The frame model
Our frame model is depicted in Figure 2. In this model, each generated
target executable is built from three specifications, an abstract level spec-
ification, an instance level specification, and an implementation level spec-
ification. The specifications are stored in the .abs, .ins, and .imp files,
respectively. The abstract level specification is usually given by an expert
of the problem or algorithm that should be fit into a frame. It defines the
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Figure 2: The Frames System
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ABSTRACT FRAME FEM;
DECLARATION
TYPE SolverT = enum { MultiGrid, ConjugateGradient, GaussSeidel,
SOR, ConjugateResiduals};
TYPE STRING = char *;
TYPE bool = int;
TYPE BcT = enum {Dirichlet,Neumann,ThirdKind,Userdefined};
CONSTANT SolverT Solver;
CONSTANT int pdim = ”3”;
CONSTANT int sdim = ”2”;
CONSTANT int xdim = ”sdim + 1”;
CONSTANT double d t = ”1”;
[pdim] OPTIONAL EXPRESSION double beta([sdim] double u);
CONSTANT bool beta takeall = ”1”;
... some more specifications here
DOCUMENTATION
DOC(FEM) = URL ”http://www.uni-paderborn.de/ alcom-it/frames/dp/fem.html”;
END FEM.
Figure 3: A part of the abstract level specification for the FEM frame
properties of the parameters of the problem and documents them (.html
files). These parameters can be viewed as the holes that later on will be
filled by the user. In the instance level, values are bound to the parameters
specified in the corresponding abstract level specification. In this way, the
user “tailors” the general problem to his needs, or in other words, he is
getting a new instance of the given frame. Finally, for the implementation
level, we need both, an expert of the problem and an expert of the target
machine. Together they will provide an implementation level specification.
This specification consists of a set of generic source files together with rules
on how to link these sources with the values provided by the user in the in-
stance level. Furthermore, this level gives opportunity to re-use or compose
existing frames for this purpose.
In the following, we discuss in more detail the characteristics of these
three levels and the languages and tools we need to achieve our objectives.
We will also give example descriptions for a Finite Element Method frame.
The abstract specification. For a given problem, the abstract spec-
ification defines the properties of its parameters. These parameters are
strongly sequential and independent of the possible target architectures. In
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our approach, the following objects can be parameters: types, constants,
expressions, statements, functions and procedures. The definition of these
parameters is given according to the C syntax inside a specification lan-
guage. Frame parameters can be declared in-coming (default) or out-going,
where in parameters are supposed to be provided by the user and out pa-
rameters are provided by the frame. Most parameters can be declared as
optional or having a default value. Furthermore, replicators can be used as
macros to replicate some parameters a determined or undetermined number
of times. Finally, the documentation of the parameters in textual and hyper-
text (HTML) versions is handled in this level. We found that it is not only
necessary to provide the frame itself, but to provide a good documentation
as well.
Figure 3 depicts a part of the abstract level specification for the FEM
frame. First, four internal types are defined. Then Solver, pdim, sdim,
xdim, and d t are specified as constant parameters. A simple value or an
enumeration constant has to be given for each of them in the instance level.
beta is a coefficient. The user has to specify pdim expressions each having
sdim double parameters. If the corresponding take all variable is true, only
the first component must be specified. Therefore, the expression is marked
as optional. Finally, a documentation is given for the overall frame.
Two of our tools will process this specification: a compiler (the abscc)
that checks the syntactic and semantic correctness and provides an auxiliary
file used in the following levels, and a graphical user interface FIT (Frames
Instantiator Tool).
Frames Repositories. The auxiliary file, the documentation as well as
the files needed for the implementation level are stored in so-called Frames
Repositories [6]. A Frame Repository is a directory hierarchy kept locally
to each site using Frames. Additionally, and to be up-to-date, there will
be some Internet mirrors, where a local site can get the latest revision of
a certain frame or where you can put your newest sources (if you are the
provider of the corresponding frame). The Internet mirrors are supposed to
synchronize their content frequently.
Instance specification. The task of this level is to bind values to the
parameters and to check their consistency against the types defined in the
abstract specification. This is done by the inscc tool. The instance level
specification itself consists of a list of assignments to the parameters. Since
the user is not required to have any knowledge on parallel programming, all
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FRAME My FEM IS FEM(MPI)
CONSTANT Solver = ConjugateGradient;
CONSTANT pdim = 1;
CONSTANT sdim = 2;
CONSTANT xdim = 3;
CONSTANT d t = 0.0;
EXPRESSION beta[1] = 0.0;
CONSTANT beta takeall = 1;
.... some more assignments
END My FEM.
Figure 4: A part of an instance level specification for the FEM frame
Figure 5: FIT with FEM frame
the parameters he gives are sequential and thus can be run in any architec-
ture. Moreover, the user must not learn any new language for specifying his
instance because the instance specification is supposed to be generated by
the easy-to-use FIT. Figure 4 depicts a part of an instance level specifica-
tion for the FEM frame. For all the parameters given in Figure 3, a value
is provided here. The name of the instance is My FEM, and the target
environment is MPI.
The frames instantiator tool. A GUI for easily acquiring the values
of the parameters of the frames is generated automatically by the Frames
Instantiator Tool. With this graphical tool, the user can easily access the
Frames Repositories, input the values for the abstract parameters, display
their corresponding documentation, select its target architecture, and launch
the compilation processes. The code of Figure 4 could then be obtained using
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FRAME FEM(MPI) IMPLEMENTATION
RESOURCES ”fem.h”, ”fem.c”, ”Makefile”
” incl.h” {
APPEND
”/* This file has been processed by the Framework System. */\n”
”/* (c) ALCOM IT */\n\n”
”#ifndef incl INCLH \n”
”#define incl INCLH \n”
”#define FRAME pdim (” FEM.pdim ”)\n”
”#define FRAME sdim (” FEM.sdim ”)\n”
”#define FRAME xdim (” FEM.xdim ”)\n”
”#define FRAME d t (” FEM.d t ”)\n”
”#define FRAME Solver ” FEM.Solver ” 1\n”
;
CALL PERL
- - # copy in to out
while(<>) print STDOUT ;
.... some more modifications here
- -
}
.... some more rules here
END FEM.
Figure 6: A part of an implementation level specification for the FEM frame
the FIT, which is depicted in Figure 5.
On the other hand, the expert could also provide a dedicated GUI for
his frame [2]. However, this involves a considerable extra effort that the FIT
aims to save providing generality, portability and uniformity.
Implementation specification. This level contains a number of (usu-
ally parallel) implementation sources, one for each architecture we support
(eg MPI or PVM). The impcc links the selected implementation with the
parameters provided by the user according to a set of rules that specify
transformations on the source code and the order in which they must be
applied. These transformations are mainly replacements and generations.
Simple replacements and generations, their relative order and the re-
sources they modify or create can be written in our specification language.
Nevertheless, we found that static replacements and generations will gen-
erally not suffice. Therefore, we provided an interface for calling widely
available and portable pre-processors or script languages. We decided to
keep our specification languages as small as possible, not to force an imple-
mentor to learn new complex tools. Currently, we support the TCL and
Perl languages for this purpose.
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Figure 6 depicts a small part of an implementation level specification for
our example. It takes the resource files fem.h, fem.c, and Makefile, copies
them to a local area and then starts processing. In this figure only the
generation of an additional header file is visible.
Composing Frames. Once a frame exists, one of our objectives is
to re-use it when implementing new frames. This is done by composing
frames. We have found three useful ways of composing frames: sequencing,
overlaying and interacting. They are depicted in Figure 7.
A sequence of frames F1, ..., Fn would execute F1 first, then F2, and
further on until Fn. These frames can be connected by other frames that
can be used to redistribute data between processors. In our example, the
B1 frame is executed first, then the data is redistributed by the CP frame,
and finally B2 is executed.
Overlaying frames means re-using existing frames by defining the rela-
tionship between its parameters and the parameters of the used frame, eg
supplying fixed values or taking an expression of given parameters values.
In our example, both the New and the B1 frame have two parameters. New
is using B1 by passing the first parameter value without modification, and
calculates the second one as an expression of its own two parameters.
Interacting frames can provide access to other frames as if they were
abstract data types or parallel threads. In this way, one frame can use
properties provided by other frames. In our example, B1 could for example
be a load balancer that is running in parallel. Like with sequences of frames,
there could be some more frames in between that are used to redistribute
the data.
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The composition of existing frames to design a new one will be done by
graphical tools (visual programming) and is right now a part of our current
work.
4 Conclusion
We presented our approach for solving the lack of software solutions in paral-
lel programming. Our approach is useful for both, experts and non-experts.
Experts can easily exchange important parts of their parallel applications
and provide their knowledge to others. Non-experts get an efficient parallel
version tailored to their needs.
Our frames model mainly consists of three parts. The first one is used
to describe properties of the problem in mind. It remains the same for all
instances that are taken for this particular frame and for all implementation
specifications that are written for it. The second part is handling the in-
stances. It must comply with the abstract specifications and contains a list
of assignments to the frame parameters. An instance specification can be
re-used when switching from one target environment to another. Finally, the
implementation specifications complete our system. They are used to spec-
ify the modifications that have to be applied to the state-of-the-art source
codes according to the parameter values given in the instance level.
In the near future we will provide the composing features with our tools
and also the first basic frames (like load balancing, mapping, or communica-
tion patterns) for MPI and PVM. Furthermore, the first real world applica-
tions using our system will be available. These are the complex frameworks
for our Finite Element code and for Genetic Algorithms.
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