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Correlated Interference from Uncorrelated Users in
Bounded Ad Hoc Networks with Blockage
Konstantinos Koufos, Carl P. Dettmann and Justin P. Coon
Abstract—In this letter, we study the joint impact of user
density, blockage density and deployment area on the temporal
correlation of interference for static (u=0) and highly mobile
(u→∞) users. We show that even if the user locations become
uncorrelated in the limit of u→∞, the interference level can still
be correlated when the deployment area is bounded and/or there
is blockage. In addition, we study how the correlation coefficients
of interference scale at a high density of blockage.
Index Terms—Blockage, Correlation, Interference, Mobility.
I. INTRODUCTION
THE correlation of interference over sequential periodsof time is an important quantity to study because it
affects the correlation of receiver outage, the end-to-end delay,
the handoff rate etc. [1], [2]. It arises due to correlations
in the propagation channel and the Medium Access Control
(MAC) scheme [1], [3]. For ALOHA type of MAC, the
propagation conditions become correlated in time when there
are correlations in the fading channel and the user mobility.
Keeping in mind the ongoing standardization activities
for the deployment of commercial millimeter-wave wireless
(mmW) networks, the impact of blockage and deployment area
on the correlation of interference becomes an attractive topic
to study. Thus far, the performance analysis of static mmW
networks, e.g. [4], [5] neglects the correlation of links that
share common obstacles and also assumes infinite deployment
area. In [6], these assumptions are not adopted, however, only
the short-term correlation of interference is studied using the
Random Waypoint Mobility (RWPM) model, and the user
locations are discrete.
In this paper, we consider a continuous and bounded one-
dimensional (1D) deployment, and we study the temporal
correlation of interference for static users (u=0), and users
with independent and identically distributed (i.i.d.) locations
over time. The former is useful for studying static networks.
The latter can be used to calculate the correlation of in-
terference in highly moving networks (u→∞) and/or the
long-term interference correlation in networks with asymptotic
independent mobility, e.g., random walk, Brownian motion,
constrained i.i.d. mobility with wrap around or bouncing
back [1], [7], RWPM [8], etc. Studying interference corre-
lation with uncorrelated mobility will also highlight that a
bounded domain and/or a domain with blockage can make the
interference pattern correlated too. Even though the analysis
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in the 1D space seems to be an over-simplification, it allows
getting useful insights about the correlation of interference
at a low complexity. The 1D scenario can also find practical
applications, e.g., in vehicular networks.
Next, we summarize the most important insights about
the system behaviour which, to the best of our knowledge,
are new: (i) With uncorrelated user mobility, the temporal
correlation of interference becomes inversely proportional to
the size of the deployment domain when there is no blockage.
(ii) With a finite density of blockage, the correlation coefficient
stays positive, even if the deployment area is infinite. This
is because blockage introduces correlation in the interference
levels generated by different users. (iii) In the static case,
blockage increases the correlation of interference. (iv) With
uncorrelated mobility, there is a critical user-to-blockage den-
sity ratio that determines the correlation of interference as
compared to the case without blockage. At a high density of
blockage, the critical ratio can be expressed in a closed-form.
II. SYSTEM MODEL
We consider two independent Poisson Point Processes
(PPPs), one for the users and the other for the blockage, over
the line segment [−V, V ]. The density of users is λ and the
density of blockage is µ. Every user transmits with probability
ξ, independently of other users and of its own transmissions
in previous time slots. We use a bounded distance-based
propagation pathloss model, l(r) = min {1, r−a}, where r
is the distance and a ≥ 2 is the pathloss exponent. In
order to make the analysis valid also for sub-6 GHz cellular
networks, we model the fast fading by the Rayleigh distrbution
with unit mean. Also, there is correlated slow fading due to
blockage. The locations of obstacles are fixed but unknown.
The obstacles do not hinder the user moves but they attenuate
the user signal. It is assumed that the penetration loss per
obstacle is uniformly distributed on [0, γ], γ ≤ 1.
Assuming common transmit power level Pt for all users,
the interference at time slot t and location yp ∈ [−V, V ] is
I(t) = Pt
∑k
i=1
ξi(t)hi(t)βi(t) l(xi(t)−yp)
where k is a particular realization of the PPP governing
the distribution of users, ξi is a Bernoulli Random Variable
(RV) describing the i-th user activity, E {ξi}= ξ ∀i, hi is an
exponential RV with unit mean modeling Rayleigh fast fading,
E {hi} = 1 ∀i, βi is the RV describing the penetration loss
between the i-th user and the location yp, and xi ∈ [−V, V ]
is a uniform RV modeling the location for the i-th user.
The distribution of βi is difficult to obtain in terms of simple
functions, however the moments of the penetration loss at
2distance di = |xi − yp|, i.e., between the i-th user and the
location yp can be computed as E{βsi } = e−µdi(1−
1
1+sγ
s) [6],
[9]. Even though the users are distributed independently of
each other, they may be blocked by some common obsta-
cles. The first-order cross-moment of penetration loss for
two users i, j depends on the relative locations of xi, xj
w.r.t. yp. When the two links xi → yp and xj → yp do
not share any obstacles, the penetration losses are uncorre-
lated, E{βiβj} = e−µ(di+dj)(1−
γ
2 )
. Otherwise, E{βiβj} =
e−µmin{di,dj}(1−
1
3γ
2)e−µ|di−dj|(1−
1
2γ) [6].
In what follows, we will make use of the Moment Generat-
ing Function (MGF) to analyze the moments of interference.
The MGF of interference at time slots t, τ is
ΦI=
∫∫∫∑
ξ,k
es1I(t)+s2I(τ)fx,β fξ fh Po(λ) dx dh dβ
where ξ, h, x and β are vectors of RVs with elements, ξi, hi,
xi and βi ∀i at time slots t, τ , Po(λ) = e
−λλk
k! stands for
the Poisson distribution, and the arguments in the Probability
Distribution Functions are omitted for brevity.
In order to assess the correlation of interference at time slots
t, τ we use the Pearson correlation coefficient, i.e., the ratio
of the covariance of RVs I(t), I(τ) divided by the product
of their standard deviations. We consider static users (u=0),
and users with infinite velocity (u→∞). In the former, the
locations of users are fixed but unknown. In the latter, a
new realization of users is drawn in every time slot. In both
cases, the statistics of interference are independent of the time
slots t, τ we take the measurements and the time-lag |t−τ |.
Therefore the Pearson correlation coefficient can be written as
ρ =
E{I(t)I(τ)} − E{I(t)}
2
E{I2(t)} − E{I(t)}
2 . (1)
For the static case, we denote the correlation coefficient by
ρ0. For the mobile case, we denote it by ρ∞. The correlation
coefficient is location-dependent but we omit the related index
for brevity. We will show how to calculate the coefficients
ρ0, ρ∞ at the origin. The expressions at an arbitrary point
yp ∈ [−V, V ] can be obtained in a similar manner.
III. INTERFERENCE MEAN AND VARIANCE
The mean of interference is computed after evaluating the
first derivative of the MGF ∂ΦI
∂s1
at s1=0.
E{I}
(a)
=
∑
i
E{hi}E{ξi}
∫∫
βil(xi)fβi|xifxidβi dxi Po(λ)
(b)
= 2λξ

2
(
1−e−
µ(2−γ)
2
)
µ(2−γ) +Ea
(
µ(2−γ)
2
)
−
Ea(µ(2−γ)V2 )
V a−1

 (2)
where (a) follows from the fact that the penetration loss
depends on the user location, (b) uses that the users are
indistinct and also averages over the Poisson distribution Po(λ),
En(z)=
∫∞
1
t−ne−ztdt is the generalized exponential integral,
and the transmit power level has been taken equal to Pt=1.
The second moment of interference is
E
{
I2
}
=2λξ
∫ V
−V
E
{
β2x
}
l2(x)dx+σ
=4λξ
(
3
µ(3−γ2)
(
1−e−
1
3µ(3−γ
2)
)
+E2a
(
µ
3 (3−γ
2)
)
−
1
V 2a−1
E2a
(
1
3µ(3−γ
2)V
))
+σ
(3)
where it has been used that E
{
h2
}
= 2,E
{
ξ2
}
= ξ, and
the term σ captures the correlation in the interference levels
generated by different users
σ= λ2ξ2
∫ V
−V
∫ V
−V
E {βxβy} l(x)l(y)dy dx. (4)
The calculation of σ can be split into two terms, σ =
σ1 + σ2, depending on whether pairs of links share com-
mon obstacles or not. The uncorrelated part is equal to
σ1 =
1
2E {I}
2
, and the correlated part can be written as
σ2=4λ
2ξ2
∫ V
0
∫ x
0
E {βxβy} l(x)l(y)dy dx. In order to calculate
σ2, one has to take care of the piecewise nature of the pathloss
model. For a positive γ, we finally get
σ2=4λ
2ξ2
(
6 3(2−γ)e
−
1
3
µ(3−γ2)+γ(3−2γ)−2(3−γ2)e−
1
2
µ(2−γ)
µγ2(2−γ)(3−2γ)(3−γ2) +
6(2−γ)
(
1−e−
1
6
µγ(3−2γ)
)
(Ea(µ(2−γ)2 )−Ea(
µ(2−γ)V
2 ))
µγ(6−7γ+2γ2) +
Ea
(
µγ(3−2γ)
6
)(
Ea
(
µ(2−γ)
2
)
−V 1−aEa
(
µ(2−γ)V
2
))
+∫ V
1
e−
1
2µ(2−γ)xx1−2aEa
(
1
6
µγ (3−2γ)x
)
dx
)
.
(5)
In equation (5), the integral I0=
∫ V
1
e−cxx1−2αEa(b x) dx,
where c= µ(2−γ)2 and b=
µγ(3−2γ)
6 has the least contribution
of the four terms. It can be computed in terms of the incom-
plete Gamma function only if the constants c, b are equal. This
is not true unless µ = 0, where the integral becomes trivial
to solve and equals 1−V 2(1−a)2(a−1)2 . For a positive µ, the integral
decays sharply with x. One may avoid numerical integration,
and use the Laplace method to approximate it instead. Due
to the lack of space, we give only the second-order approx-
imation for V → ∞, I0 ≈ e−c+logEa(b)
(
1
A
− 2B
A3
)
, where
A=2a−1+c− bEa−1(b)
Ea(b)
, B= b
2Ea−2(b)
2Ea(b)
− b
2Ea−1(b)
2
2Ea(b)2
− 2a−12 .
Even this has sufficient accuracy for our problem.
For impenetrable blockage, one has to substitute γ =
0 in equations (2), (3). For γ = 0, equation (5) be-
comes indefinite. One should use σ2 = 4λ2ξ2
(
1−(1+µ)e−µ
µ2
+
a
a−1
(
Ea(µ)−
Ea(µV )
V a−1
)
+ V
2(1−a)E2a−1(µV )−E2a−1(µ)
a−1
)
instead.
IV. TEMPORAL INTERFERENCE CORRELATION
The cross-correlation of interference can be computed from
the first-order cross-derivative of the MGF, ∂
2ΦI
∂s1∂s2
at (s1, s2)=
(0, 0). For the static case, the penetration losses of a single user
at different time slots are fully correlated. Hence,
E{I(t)I(τ)} = λξ2I + σ (6)
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Fig. 1. Correlation coefficients of interference ρ0, ρ∞ w.r.t. the user density.
Minimum penetration loss γ = 1, pathloss exponent a = 2, size of the
deployment domain V =25 and continuous user activity ξ=1.
where I=
∫ V
−V
E
{
β2x
}
l2(x)dx is computed as in (3).
With infinite velocity, the locations of a user at different
time slots are uncorrelated but the penetration losses may still
be correlated. Hence,
E{I(t)I(τ)} =
λξ2
2V
∫ V
−V
∫ V
−V
E{βxβy} l(x)l(y)dxdy + σ. (7)
Using equation (4), the first term in equation (7) can also
be written as σ2λV . The correlation coefficients are computed
after substituting equations (6), (7) in equation (1)
ρ0 =
λξ2I+σ−E{I}2
2λξI+σ−E{I}2
, ρ∞ =
σ
2λV +σ−E{I}
2
2λξI+σ−E{I}2
. (8)
1) No blockage, µ=0: Without blockage, the interference
levels generated by different users become uncorrelated, i.e.,
σ=E{I}
2
. After substituting σ=E{I}2 in equation (8), and
this back in (1), we get ρ0|µ=0= ξ2 , and
ρ∞|µ=0=
E{I}2
4λ2ξV I
=
ξ
(
a−V 1−a
)2
(2a−1)
2V(a−1)2 (2a−V 1−2a)
>0. (9)
Remark 1. A bounded domain introduces correlation in the
distance-based propagation pathloss, and makes the interfer-
ence level correlated in time, even if the user mobility is
uncorrelated. For infinite line, limV→∞ ρ∞|µ=0=0.
2) Blockage µ>0: With a finite blockage density σ>E{I}2.
Remark 2. For infinite line, limV→∞ σ2λV = 0. Hence, from
equation (8), lim
V→∞
ρ∞ = lim
V→∞
σ−E{I}2
2λξI+σ−E{I}2
> 0. Thus, the
coefficient ρ∞, unlike the coefficient ρ∞|µ=0, is positive even
if the deployment area is infinite.
Remark 3. Starting from equation (8) and using that ξ ≤ 1,
one can show that in a static network, blockage increases the
correlation of interference, i.e., ρ0 ≥ ξ2 = ρ0|µ=0.
Remark 4. Using that the Pearson correlation coefficient is
at most equal to one, one can show that the first derivative of
ρ∞ in equation (8) w.r.t. λ is positive. Also, lim
λ→∞
ρ∞=1>
ξ
2=
ρ0|µ=0>ρ∞|µ=0, and lim
λ→0
ρ∞=
ξ
∫
V
−V
∫
V
−V
E{βxβy}l(x)l(y)dy dx
4V
∫
V
−V
E{β2x}l
2(x)dx
≤
ξ
∫
V
−V
∫
V
−V
l(x)l(y)dy dx
4V
∫
V
−V
l2(x)dx
= ρ∞|µ=0. Therefore with uncorrelated
mobility, blockage reduces the correlation of interference at
low user densities, while the opposite is true at high user
densities. There will be a critical user density λ∗ where
ρ∗∞=ρ∞|µ=0.
Let us denote by p = λ
µ
the ratio of user density to
blockage density. If we expand the moments of interference
around µ→∞, we get E {I} = 2pξ2−γ , σ2 =
24p2ξ2
(2−γ)(3−γ2) and
E
{
I2
}
= 12pξ3−γ2 + σ. After substituting these approximations
in equation (8), the correlation coefficients ρ0 and ρ∞ around
µ→∞, keeping p finite or p→0, can be read as
ρ0|µ→∞ =
3ξ(2−γ)2+12ξp(2−γ)−4ξp(3−γ2)
6(2−γ)2+12ξp(2−γ)−4ξp(3−γ2)
= ξ2+
(3−3γ+γ2)(2−ξ)ξp
3(2−γ)2
−
2(3−3γ+γ2)
2
(2−ξ)ξ2p2
9(2−γ)4
+O(p)
3
ρ∞|µ→∞=
(1+ 12λV )6ξp(2−γ)−(
1
2−
1
2λV )4ξp(3−γ
2)
3(2−γ)2+6ξp(2−γ)−2ξp(3−γ2)
= 3ξp2−γ−
2ξ(3−γ2)p
3(2−γ)2
−
(6ξ(2−γ)−2ξ(3−γ2))
2
p2
9(2−γ)4
+O(p)
3
(10)
where in the expression of ρ∞|µ→∞, the contribution of the
terms 12λV has been omitted from the series expansion of the
fraction. This would be a valid approximation for a large V .
Remark 5. At a high density of blockage, the correlation
coefficients increase with the user-to-blockage density ratio.
In Fig. 1, we have used equation (8) to compute the
correlation coefficients ρ0, ρ∞ for various user and blockage
densities. In the static case, blockage makes the propagation
pathloss of different users correlated resulting in higher cor-
relation coefficients than in the case without blockage, see
Remark 3. In the mobile case, the impact of blockage on
the interference correlation depends on the user density, see
Remark 4: When the user density is low, the interference
level is also low, and it would vary significantly with mobility
because of the transitions in the propagation conditions, from
Line-of-Sight (LoS) to Non-Line-of-Sight (NLoS) and vice
versa. These transitions make the correlation of interference
less than in the case without blockage. On the other hand,
when the user density is high, the correlation of penetration
losses among the user prevails, and mobility does not help
much in reducing it. Some users will transit from LoS to
NLoS but at the same time, some others with transit from
NLoS to LoS. Overall, the interference level will not vary
much. When µ=10, the approximations for a high density of
blockage, see equation (10) become valid. For the parameter
settings used to generate Fig. 1, γ = 1, ξ = 1, we get
ρ∞|µ→∞≈
2p
3+2p after neglecting the contribution of the term
1
2λV . From equation (9) we get ρ∞|µ=0 ≈ 32V for a= 2 and
after neglecting the contribution of the terms V 1−a, V 1−2a.
Therefore, ρ∞|µ→∞ ≥ ρ∞|µ=0 for λ≥ λ∗, λ∗ = 9µ4V−6 ≈ 0.95,
see Fig. 1. To sum up, for a high density of blockage, the
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Fig. 2. Correlation coefficients of interference ρ0, ρ∞ w.r.t. the blockage
density. The parameter settings are available in the caption of Fig. 1, unless
otherwise stated in the legend.
critical user-to-blockage density ratio can be expressed in a
closed-form in terms of the size of the deployment area V ,
the channel model a, γ and the user activity ξ.
When the user density is fixed and finite and the blockage
density keeps on increasing, the correlation of penetration
losses from different users starts to reduce beyond a certain
density of blockage. As a result, the correlation coefficients
ρ0, ρ∞ will reduce too, see Fig. 2 and Remark 5. In Fig. 2,
we also see that smaller domains V are associated with higher
correlation coefficients ρ∞. This is because a smaller domain
results in less randomness in the distance-based propagation
pathloss of a user at different time slots. Obviously, the
impact of distance-based pathloss on the interference is more
prominent at low blockage densities. In the static case, the
size of the deployment domain does not impact much the
correlation of interference. The curves for different domains
V in Fig. 2 practically overlap.
To get a glimpse on the location-dependent properties of
interference correlation, we also study it at the boundary, yp=
V . Without blockage, the correlations coefficients are ρ0|µ=0=
ξ
2 and ρ∞|µ=0≈
ξ(a−V 1−a)
2
(2a−1)
4V(a−1)2(2a−V 1−2a) .
Remark 6. The coefficient ρ∞|µ=0 at the boundary is half the
coefficient ρ∞|µ=0 at the center because at the boundary there
is more randomness in the distance-based pathloss.
With blockage, the coefficient ρ0 at the boundary will be
marginally higher than the coefficient ρ0 at the center, because
the boundary sees more correlated penetration losses. On the
other hand, the coefficient ρ∞ is smaller at the boundary than
at the center, see Fig. 3. This is because at the boundary, where
the level of interference is also less, the randomness in the
distance-based propagation pathloss is higher. For increasing
density of blockage, the generated interference is dominated
from the users located close to the boundary. Therefore the
higher randomness of the link gains starts to vanish and the
correlation becomes less sensitive to the location, see Fig. 3.
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Fig. 3. Correlation coefficients ρ∞ at the origin and at the boundary w.r.t.
the blockage density. The size of the domain is V =10. The rest of parameter
settings are available in the caption of Fig. 1.
It can be shown that for a high density of blockage, the
coefficient ρ∞ at the boundary can also be approximated by
the expression in equation (10).
V. CONCLUSIONS
In this letter, we showed that a bounded domain and/or
a domain with blockage can induce temporal correlation of
interference even if the user locations are uncorrelated over
time. With blockage, the correlation coefficient increases with
the density of users. Therefore beamforming techniques, which
essentially scale down the density of users generating interfer-
ence, will scale down the temporal correlation of interference
too. Extending the results of this paper in two-dimensional
areas with beamforming and nonuniform distribution of users,
e.g., due to RWPM mobility is a topic for future work.
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