Constructing continuous-variable spacetime quantum states from
  measurement correlations by Zhang, Tian et al.
Prepared for submission to JHEP
Constructing continuous-variable spacetime
quantum states from measurement correlations
Tian Zhang,a,b,1 Oscar Dahlsten,c,a,d Vlatko Vedrala,e,f,g
aDepartment of Physics, Clarendon Laboratory, University of Oxford, Parks Road, Oxford OX1
3PU, UK
bPerimeter Institute for Theoretical Physics, 31 Caroline Street North, Waterloo, Ontario N2L
2Y5, Canada
cInstitute for Quantum Science and Engineering, Department of Physics, Southern University of
Science and Technology (SUSTech), Shenzhen 518055, China
dLondon Institute for Mathematical Sciences, 35a South Street, Mayfair, London, W1K 2XF,
United Kingdom
eCentre for Quantum Technologies, National University of Singapore, Block S15, 3 Science Drive
2, Singapore 117543
fDepartment of Physics, National University of Singapore, 2 Science Drive 3, Singapore 117542
gI.S.I. Istituto Interscambio Scientifico, Via Chisola, 5, 10126 Torino TO, Italy
E-mail: tian.zhang@physics.ox.ac.uk
Abstract: Space-time is one of the most essential, yet most mysterious concepts in physics.
In quantum mechanics it is common to understand time as a marker of instances of evolution
and define states around all the space but at one time; while in general relativity space-
time is taken as a combinator, curved around mass. Here we present a unified approach on
both space and time in quantum theory, and build quantum states across spacetime instead
of only on spatial slices. We no longer distinguish measurements on the same system at
different times with measurements on different systems at one time and construct spacetime
states upon these measurement statistics. As a first step towards non-relativistic quantum
field theory, we consider how to approach this in the continuous-variable multi-mode regime.
We propose six possible definitions for spacetime states in continuous variables, based on
four different measurement processes: quadratures, displaced parity operators, position
measurements and weak measurements. They are motivated by the pseudo-density matrix
formulation among indefinite causal structures and the path integral formalism. We show
that these definitions lead to desirable properties, and raise the differences and similarities
between spatial and temporal correlations. An experimental proposal for tomography is
presented, construing the operational meaning of the spacetime states.
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1 Introduction
Physicists have been seeking a quantum understanding of spacetime for many years. How-
ever, space and time are treated quite differently in ordinary quantum theory; this is dif-
ferent from relativity which treats space and time in a more even-handed manner, and
contradicts with classical information theory which does not distinguish spatio-temporal
correlations. Time is regarded as a fixed a priori notion but not an observable in quan-
tum physics. Quantum states, as a complete description of a physical system, are defined
only on spatial slices, i.e. at a given time, and evolve under certain prescribed dynamics.
Thus a natural consideration will be a state across spacetime. Since a state can be built
operationally upon measurement statistics [1], we consider the possibility of constructing
spacetime states from measurement correlations. In particular, a continuous-variable [2, 3]
system, with an infinite-dimensional Hilbert space and continuous eigenspectra of observ-
ables, is of great interest as non-relativistic quantum field theory; therefore, it is crucial to
build spacetime states in continuous variables.
Quite a few proposals have been introduced for a more equal treatment of space and
time in quantum theory, which may contribute to construct spacetime states. Well-known
examples are the sum-over-histories approach or so-called path integral formulation and con-
sistent/decoherent histories [4, 5]. At the same time, different spacetime formulations have
been proposed independently by different authors, including multi-time state [6], quantum
comb [7, 8], process matrix [9, 10], causaloid [11] or its later version as operator tensor [12],
process tensor [13, 14], super-density operator [15] and pseudo-density matrix [16], as well as
an equivalent general theory for quantum games [17]. All these formulations can be shown
to have a mapping with each other from the view of indefinite causal structures and to be
somehow equivalent. Most of these formulations are restricted to finite dimensional Hilbert
spaces 1, posing a challenge for treating field theory scenarios with such formulations. These
indefinite causal structures aim for a probability theory of dynamical causal structures in
spacetime and to help understand quantum gravity [18] which combines quantum field the-
ory and general relavitity. (Note that dynamical causal structures are lacking in quantum
field theory but crucial in general relativity.) Thus, we need to formulate indefinite causal
structures for quantum field theory and before that, continuous variables first.
Here we follow the paradigm of the pseudo-density matrix [16], which is understood as
a particular spacetime state among indefinite causal structures. The pseudo-density matrix
uses only a single Hilbert space for each spacetime event defined in terms of making measure-
ments in spacetime; while all the other indefinite causal structures double the Hilbert spaces
to preserve the positivity of the density matrices. Thus a pseudo-density matrix can be the
best candidate for a spacetime state. We take the view from Wigner that “the function of
quantum mechanics is to give statistical correlations between the outcomes of successive
observations [19],” and then construct the spacetime states in continuous variables from the
observation of measurements of modes. Then we give six possible definitions for spacetime
density matrices in continuous variables or spacetime Wigner functions built upon measure-
ment correlations. The choice of measurements to make is a major issue here. They should
1Note that a continuous-variable version of process matrices defined e.g. in Ref. [10]
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form a complete basis to extract full information of states in spacetime. One natural choice
is the quadratures, which turn out to be efficient in analysing Gaussian states. Analogous
to the Pauli operators as the basis for a multi-qubit system, another option in continuous
variables would be the displacement operators; however, they are anti-Hermitian. Instead,
we apply their Fourier transform T (α), twice of displaced parity operators, to the represen-
tation of general Wigner functions. We also initialise the discussion of defining spacetime
states from position measurements and weak measurements based on previous work on suc-
cessive measurements [20–23], motivated by linking pseudo-density matrix to path integral.
We further show that these definitions for continuous variables satisfy natural desiderata,
such as those listed in Ref. [24] for quantum joint states over time, as well as additional
criteria for spacetime states. An experimental proposal for tomography is presented as well
to show how these definitions are operationally meaningful.
In this paper, we proceed as follows. First we provide a background on pseudo-density
matrices in finite dimensions. Next we define spacetime Gaussian states via the charac-
terisation of the first two statistical moments and show that the temporal statistics are
different but related to the spatial statistics. Then we define spacetime Wigner function
representation and the corresponding spacetime density matrix, and desirable properties
are satisfied analogous to the spatial case. Before moving on, we comment on the pseudo-
density matrix paradigm in terms of its properties and basic assumptions, and show its
relation with Choi-Jamiołkowski isomorphism and path integral. We further discuss the
possibility of defining spacetime states via position measurements and weak measurements.
After that, we set up desirable properties for spacetime quantum states and check whether
all the above definitions satisfy them or not. An tomographical scheme is suggested for
experiments. Finally we summarise our work.
2 Background: Pseudo-Density Matrix
The pseudo-density matrix formulation [16, 25–28] is a finite-dimensional quantum-mechanical
formalism which aims to treat space and time on an equal footing. Among all indefinite
causal structures, only the pseudo-density matrix assumes a single Hilbert space for each
spacetime event while all the others use double Hilbert spaces, e.g., for inputs and out-
puts in process matrices. As a price to pay, pseudo-density matrices may not be positive
semi-definite. In general, this formulation defines an event via making a measurement in
spacetime and is built upon correlations from measurement results; thus, it treats temporal
correlations just as spatial correlations and unifies spatio-temporal correlations. It is also
closely related to the decoherence functional [29] in consistent histories.
An n-qubit density matrix can be expanded by Pauli operators in terms of Pauli cor-
relations which are the expectation values of these Pauli operators. In spacetime, instead
of considering n qubits, let us pick up n events, where a single-qubit Pauli operator is
measured for each. Then, the pseudo-density matrix is defined as
Rˆ ≡ 1
2n
3∑
i1=0
...
3∑
in=0
〈{σij}nj=1〉
n⊗
j=1
σij , (2.1)
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where 〈{σij}nj=1〉 is the expectation value of the product of these measurement results
for a particular choice of events with operators {σij}nj=1. Similar to a density matrix, it is
Hermitian and unit-trace, but not positive semi-definite as we mentioned before. If the mea-
surements are spacelike separated or local systems evolve independently, the pseudo-density
matrix will reduce to a standard density matrix. Otherwise, for example measurements are
made in time, the pseudo-density matrix may have a negative eigenvalue. Thus it encodes
temporal correlations and becomes a spacetime density matrix. Note that this definition is
only valid in finite dimensions; a straightforward generalisation to infinite dimensions fails
due to the normalisation factor leading to singularities.
3 Gaussian Representation in Space-Time
3.1 Preliminaries
Gaussian states are a special case in continuous variables with a representation in terms of
Gaussian functions [3, 30, 31]. The first two statistical moments of the quantum states, the
mean value and the covariance matrix, fully characterise Gaussian states, just as normal
Gaussian functions in statistics. The mean value d, is defined as the expectation value of
the N -mode quadrature field operators {qˆk, pˆk}Nk=1 arranged in xˆ = (qˆ1, pˆ1, · · · , qˆN , pˆN )T ,
that is,
dj = 〈xˆj〉ρ ≡ Tr(xˆj ρˆ), (3.1)
for the Gaussian state ρˆ. The elements in the covariance matrix σ are defined as
σij = 〈xˆixˆj + xˆj xˆi〉ρ − 2〈xˆi〉ρ〈xˆj〉ρ. (3.2)
The covariance matrix σ is real and symmetric, and satisfies the uncertainty principle [32]
as (note that in this paper we set ~ = 1)
σ + iΩ ≥ 0, (3.3)
in which the elements of Ω is given by commutation relations as
[xˆi, xˆj ] = i~Ωij , (3.4)
thus Ω is the 2N × 2N matrix
Ω ≡
N⊕
k=1
ω =
ω . . .
ω
 and ω = [ 0 1−1 0
]
. (3.5)
This condition also implies the positive definiteness of σ, i.e., σ > 0. Then we introduce
its Wigner representation; the Wigner function originally introduced in Ref. [33] is a quasi-
probability distribution in phase space and the characteristic function can be given via the
Fourier transform of the Wigner function. By definition, the Wigner representation of a
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Gaussian state is Gaussian, that is, the characteristic function and the Wigner function [31]
are given by
χ(ξ) = exp[−1
4
ξT (ΩσΩT )ξ − i(Ωd)T ξ], (3.6)
W (x) =
exp[−(x− d)Tσ−1(x− d)]
piN
√
detσ
, (3.7)
where ξ,x ∈ R2N .
Typical examples of Gaussian states include vacuum states, thermal states and two-
mode squeezed states. A one-mode vacuum state |0〉 has zero mean values and the covari-
ance matrix as 2× 2 identity matrix I. A one-mode thermal state with the mean number
of photons n¯ [3] or inverse temperature β [30] is defined equivalently as
ρˆth(n¯) =
+∞∑
n=0
n¯n
(n¯+ 1)n+1
|n〉 〈n| , (3.8)
or
ρˆth(β) = (1− e−β) exp(−βaˆ†aˆ), (3.9)
where aˆ, aˆ† are annihilation and creation operators. Note that β = − ln n¯1+n¯ . The thermal
state has zero mean values and the covariance matrix proportional to identity as (2n¯+ 1)I
or 1+e
−β
1−e−β I, respectively to the above two definitions. A two-mode squeezed state [30] is
generated from the vacuum state |0〉 by acting with a two-mode squeezing operator which
is defined as
Sˆ2(ξ) = exp[ξaˆ
†bˆ† − ξ∗aˆbˆ], (3.10)
where aˆ† and bˆ† (aˆ and bˆ) are creation (annihilation) operators of the two modes, ξ is
a complex number where r = |ξ| and ξ = reiψ. Then the two-mode squeezed vacuum
state is Sˆ2(ξ) |00〉. From here we omit the phase ψ for simplicity. A two-mode squeezed
state with a real squeezed parameter r, known as an Einstein-Podolsky-Rosen (EPR) state
ρˆepr(r) = Sˆ2(r) |00〉 〈00| Sˆ†2(r), has zero mean values and the covariance matrix as
σtmss =

cosh 2r 0 sinh 2r 0
0 cosh 2r 0 − sinh 2r
sinh 2r 0 cosh 2r 0
0 − sinh 2r 0 cosh 2r
 . (3.11)
Taking the partial trace of the two-mode squeezed state, we get a one-mode thermal state:
Trb[ρˆ
epr(r)] = ρˆtha (n¯) = ρˆ
th
a (β), where n¯ = sinh
2 r or β = − ln tanh2 r [30].
3.2 Spacetime Gaussian States
Instead of Gaussian states at a specific time as given before, now we define Gaussian states
in spacetime. We suppose that we are given data associated with single-mode measurements
labelled by some index k = 1, . . . , N . We will use the same recipe, given the data, to create
the spacetime state, no matter whether these measurements are made on the same mode at
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different times or on separate modes at the same time, or more generally on both different
modes and different times. This follows the pseudo-density matrix paradigm, in which one
wishes to use the same quantum density matrix formalism for all the cases.
We assume that we are given enough data to characterise a Gaussian state fully, i.e., the
mean value and the covariance matrix. The expectation values of all quadratures are defined
as before. Mean values hold the same. The correlation 〈{xˆi, xˆj}〉 of two quadratures xˆi and
xˆj for two events is defined to be the expectation value for the product of measurement
results on these quadratures. Particularly for measurements or events at the same time,
this correlation is defined via a symmetric ordering of two quadrature operators. Then the
covariance is defined to be related to this correlation and corresponding mean values as the
spatial covariance.
Definition 1. We define the Gaussian spacetime state in terms of measurement statistics
as being (i) a vector d of 2N mean values, with j-th entry
dj = 〈xˆj〉ρ = Tr(xˆjρ). (3.12)
and (ii) a covariance matrix σ with entries as
σij = 2〈{xˆi, xˆj}〉ρ − 2〈xˆi〉ρ〈xˆj〉ρ (3.13)
where 〈{xˆi, xˆj}〉ρ is the expectation value for the product of measurement results; specifically
{xˆi, xˆj} = 12(xˆixˆj + xˆj xˆi) for measurements at the same time. To get the reduced state
associated with mode k one picks out the entries in the d and σ associated with mode k to
create the corresponding Gaussian state of that mode.
According to the above definition of reduced states, it is easy to see that the single time
marginal is identical to the spatial Gaussian state at that particular time. This is because
the mean values and covariances at one time in the spacetime case are defined as the same
as them in the spatial case.
3.3 Examples and Comparison for Gaussian States in Space and Time
For a simple example, we can take a vacuum state at two times with the identity evolution
in between. A vacuum state is |0〉 at the initial time t1 and under the identity evolution
it remains |0〉 at a later time t2. The mean values remain as 0. The covariance matrix in
time is given as
σvs =

1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1
 . (3.14)
For two-time correlations,
〈{xi, xj}〉 =
∫∫
dxidxjxixj Tr(|xi〉 〈xi| |0〉 〈0|) Tr(|xj〉 〈xj | |xi〉 〈xi|). (3.15)
For detailed calculation, see Appendix A. Note that σvs is not positive definite and violates
the uncertainty principle of Eqn. (3.3). Thus it is an invalid spatial covariance matrix. This
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illustrates how the covariance statistics for spatial and temporal matrices are different, just
as Pauli correlations in spatial and temporal cases are different [25, 34], which make the
study of temporal statistics particularly interesting. Since the determinant of the covariance
matrix is 0, we cannot get the inverse of covariance matrix directly to obtain the temporal
Wigner function from Eqn. (3.7). Via the Fourier transform of temporal characteristic
function gained from Eqn. (3.6), we get the temporal Wigner function as
W(q1, p1, q2, p2) = 1
4pi
exp(−p21/4− q21/4)δ(−p1 + p2)δ(−q1 + q2), (3.16)
here ∫∫∫∫
W(q1, p1, q2, p2)dq1dp1dq2dp2 = 1. (3.17)
We can also compare spatial Gaussian states and temporal Gaussian states via a simple
two-mode example. In general, there is not much meaning to comparing an arbitrary spatial
state with an arbitrary temporal state. We need to pick up the spatial state carefully and
figure out its temporal analog. Remember in the preliminaries we mentioned that taking
the partial transpose of a two-mode squeezed state (or to say, the EPR state), we gain a
one-mode thermal state. Hence, the temporal analog of the two-mode squeezed state will
be the one-mode thermal state at two times. Take the one-mode thermal state as the initial
state at tA and further assume that the evolution between tA and tB corresponds to the
identity operator. The mean values remain to be zeros. The covariance matrix in time
becomes
σomts =

cosh 2r 0 cosh 2r 0
0 cosh 2r 0 cosh 2r
cosh 2r 0 cosh 2r 0
0 cosh 2r 0 cosh 2r
 . (3.18)
Note that again σomts is not positive definite and violates the uncertainty principle.
Compare σomts with its spatial analog, the covariance matrix of the two-mode squeezed
state σtmss. Under the high temperature approximation as β → 0, tanh r ≈ 1 and sinh 2r ≈
cosh 2r. Since qˆ = 1√
2
(aˆ + aˆ†) and pˆ = i√
2
(aˆ† − aˆ), it follows that qˆT = qˆ and pˆT = −pˆ.
If we take the partial transpose on the first mode, only σ24 = σ42 related to measurements
pˆ1, pˆ2 change the sign. Note that σ23 = σ32 related to measurements pˆ1, qˆ2 remain 0.
Then the temporal covariance matrix is equal to the spatial covariance matrix under the
partial transpose and the high temperature approximation. This can be understood as
a continuous-variable analogue on temporal and spatial correlations of bipartite pseudo-
density matrices for the qubit case [25]. Note that taking the partial trace of a two-qubit
maximally entangled state 14
∑
i,j=0,1 |ii〉 〈jj| we get a one-qubit maximally mixed state I;
the temporal analog of a two-qubit maximally entangled state 14
∑
i,j=0,1 |ii〉 〈jj| is the one-
qubit maximally mixed state I at two times under the identity evolution, that is represent
by 14
∑
i,j=0,1 |ij〉 〈ji|. They are invariant under partial transpose as well. In the continuous-
variable context, the one-mode thermal state under the high temperature approximation is
close to the maximally mixed state I. We will come back to this partial transpose again
later via Choi-Jamiołkowski isomorphism.
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4 Spacetime Wigner Function and Corresponding Density Matrix in
Continuous Variables
Now we move on to define spacetime states for general continuous variables. We first define
the spacetime Wigner function by generalising correlations to spacetime domain, following
the paradigm of pseudo-density matrices. Then demanding the one-to-one correspondence
between a spacetime Wigner function and a spacetime density matrix, we gain a spacetime
density matrix in continuous variables from this spacetime Wigner function. This spacetime
density matrix in continuous variables can be regarded as the extension of pseudo-density
matrix to continuous variables. We further analyse the properties of this spacetime Wigner
function based on the corresponding spacetime density matrix in continuous variables and
rediscover the five properties of a uniquely-determined Wigner function.
4.1 Preliminaries
The Wigner function is a convenient representation of non-relativistic quantum mechanics
in continuous variables and fully equivalent to the density matrix formalism. The one-to-
one correspondence between the Wigner function and the density matrix [35, 36] states
that,
ρˆ =
∫
W (α)T (α)pi−1d2α, (4.1)
W (α) = Tr[ρˆT (α)]. (4.2)
Above T (α) is defined as
T (α) =
∫
D(ξ) exp(αξ∗ − α∗ξ)pi−1d2ξ, (4.3)
where D(ξ) is the displacement operator defined as D(ξ) = exp(ξaˆ† − ξ∗aˆ). It can be seen
that T (α) is the complex Fourier transform of D(ξ). Besides, T (α) can be reformulated as
T (α) = 2U(α) where U(α) = D(α)(−1)aˆ†aˆD†(α) is the displaced parity operator. T (α) is
Hermitian, unitary, unit-trace, and an observable with eigenvalues ±2.
We can also see from Eqn. (4.2) that the Wigner function is the expectation value of
T (α) [37]. For an n-mode Wigner function, a straightforward generalisation is
W (α1, ..., αn) = 〈
n⊗
i=1
T (αi)〉, (4.4)
as Ref. [38] gives the two-mode version.
4.2 Spacetime Wigner Function
Let us start to construct the Wigner function in spacetime. It seems a bit ambitious to
merge position and momentum with time in a quasi-probability distribution at first sight,
but we will see that it is possible to treat instances of time just as how we treat modes.
Again we borrow the concept of events from the pseudo-density matrix in finite dimensions
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and consider n events instead of n modes. We notice that the only difference between
a pseudo-density matrix and a standard density matrix in construction is the correlation
measure. Here we change correlation measures of an n-mode Wigner function given in
Eqn. (4.4) in a similar way.
Definition 2. Consider a set of events {E1, E2, ..., EN}. At each event Ei, a measurement
of T (αi) operator on a single mode is made. Then for a particular choice of events with
operators {T (αi)}ni=1, the spacetime Wigner function is defined to be
W(α1, ..., αn) = 〈{T (αi)}ni=1〉, (4.5)
where 〈{T (αi)}ni=1〉 is the expectation value of the product of the results of the measurements
on these operators.
For spatially separated events, the spacetime Wigner function reduces to the ordinary
n-mode Wigner function, for the order of product and measurement does not matter and
it remains the same after making a flip (remember that n-mode Wigner function is the
expectation value of the measurement results of the tensor product of these operators). If
the measurements are taken in time, then we can construct a temporal Wigner function as
well. Thus, it is a generalisation of the Wigner function to the spacetime domain.
It is easy to check that the spacetime Wigner function is real and normalised to 1. Since
the measurement results of T (αi) = 2U(αi) is ±2 (remember that U(αi) is the displaced
parity operator), the expectation value of the product of the measurement results is to make
products of ±2 with certain probability distribution. Thus, W(α1, ..., αn) is real. For the
normalisation, we give a proof for the bipartite case in Appendix B; for n events, it can be
proven directly following the same logic.
4.3 Spacetime Density Matrix in Continuous Variables
Though it is not always convenient to use the density matrix formalism in continuous
variables, we are still interested in the possible form of spacetime density matrices as it is
the basic construction for states. Remember that we establish a one-to-one correspondence
between the Wigner function and the density matrix. Here we demand that a similar one-to-
one correspondence holds for the spatio-temporal version. Then we can define a spacetime
density matrix in continuous variables from the above spacetime Wigner function.
Definition 3. A spacetime density matrix in continuous variables is defined as
Rˆ =
∫
· · ·
∫
W(α1, ..., αn)
n⊗
i=1
T (αi)pi
−nd2α1 · · · d2αn. (4.6)
This follows the direction from a spacetime Wigner function to a spacetime density
matrix in continuous variables just as Eqn. (4.1). Analogous to Eqn. (4.2), the opposite
direction from a spacetime density matrix in continuous variables to a spacetime Wigner
function automatically holds:
W(α1, ..., αn) = Tr{[
n⊗
i=1
T (αi)]Rˆ} = 〈{T (αi)}ni=1〉. (4.7)
– 9 –
For the proof, see Appendix C.
It is also convenient to define the spacetime density matrix in continuous variables
directly from T (α) operators, without the introduction of a spacetime Wigner function.
Definition 4. An equivalent definition of a spacetime density matrix in continuous variables
is
Rˆ =
∫
· · ·
∫
〈{T (αi)}ni=1〉
n⊗
i=1
T (αi)pi
−nd2α1 · · · d2αn. (4.8)
If we compare this definition with the definition of the pseudo-density matrix in finite
dimensions given as Eqn. (2.1) elements by elements, we will find a perfect analogy. This
may suggests the possibility for a generalised continuous-variable version of pseudo-density
matrices.
4.4 Properties
Now we investigate the properties of the spacetime Wigner function and spacetime density
matrix for continuous variables.
We can easily check this spacetime density matrix Rˆ is Hermitian and unit-trace. Since
T (αi) is Hermitian and W(α1, ..., αn) is real, Rˆ is Hermitian. From the normalisation
property of spacetime Wigner function and the fact that T (αi) has unit trace, we can
conclude that Tr Rˆ = 1.
Analogous to the normal spatial Wigner function, we can analyse the properties for
the spacetime Wigner function. For example, we find that we can calculate the expectation
value of an operator from the spacetime density matrix and spacetime Wigner function via
a similar manner. For an operator Aˆ in the Hilbert space H⊗n,
〈Aˆ〉R = Tr[RˆAˆ] =
∫∫
W(α1, ..., αn)A(α1, ..., αn)pi−nd2α1 · · · d2αn, (4.9)
where
A(α1, ..., αn) = Tr{[
n⊗
i=1
T (αi)]Aˆ}. (4.10)
It is obvious that a spacetime Wigner function for a single event does not discrimi-
nate between space and time; that is, for a single event the spacetime Wigner function
is the same as an ordinary one-mode Wigner function in space. From the following we
consider a bipartite spacetime Wigner function and generalisation to arbitrary events is
straightforward.
The five properties to uniquely determine a two-mode Wigner function in Ref. [39, 40]
are: (1) that it is given by a Hermitian form of the density matrix; (2) that the marginal
distributions hold for q and p and it is normalised; (3) that it is Galilei covariant; (4)
that it has corresponding transformations under space and time reflections; (5) that for
two Wigner functions, their co-distribution is related to the corresponding density matri-
ces. They all hold in a similar way for a bipartite spacetime Wigner function and the
corresponding spacetime density matrix in continuous variables. For a bipartite spacetime
Wigner function, the five properties are stated as follows:
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Property 1. W(q1, p1, q2, p2) is given by a Hermitian form of the corresponding spacetime
density matrix as
W(q1, p1, q2, p2) = Tr[Mˆ(q1, p1, q2, p2)Rˆ] (4.11)
for
Mˆ(q1, p1, q2, p2) = Mˆ
†(q1, p1, q2, p2). (4.12)
Therefore, it is real.
Property 2. The marginal distributions q and p as well as the normalisation property hold.∫∫
dp1dp2W(q1, p1, q2, p2) = 〈q1, q2| Rˆ |q1, q2〉 ,∫∫
dq1dq2W(q1, p1, q2, p2) = 〈p1, p2| Rˆ |p1, p2〉 ,∫∫∫∫
dq1dq2dp1dp2W(q1, p1, q2, p2) = Tr Rˆ = 1. (4.13)
Property 3. W(q1, p1, q2, p2) is Galilei covariant 2 , that is, if
〈q1, q2| Rˆ |q′1, q′2〉 → 〈q1 + a, q2 + b| Rˆ |q′1 + a, q′2 + b〉
then
W(q1, p1, q2, p2)→W(q1 + a, p1, q2 + b, p2)
and if
〈q1, q2| Rˆ |q′1, q′2〉 → exp{[ip′1(−q1 + q′1) + ip′2(−q2 + q′2)]/~} 〈q1, q2| Rˆ |q′1, q′2〉 ,
then
W(q1, p1, q2, p2)→W(q1, p1 − p′1, q2, p2 − p′2).
Property 4. W(q1, p1, q2, p2) has the following property under space and time reflections
3 : if
〈q1, q2| Rˆ |q′1, q′2〉 → 〈−q1,−q2| Rˆ |−q′1,−q′2〉
then
W(q1, p1, q2, p2)→W(−q1,−p1,−q2,−p2)
and if
〈q1, q2| Rˆ |q′1, q′2〉 → 〈q′1, q′2| Rˆ |q1, q2〉
then
W(q1, p1, q2, p2)→W(q1,−p1, q2,−p2).
2The original paper [39] use the word “Galilei invariant”.
3Again the original paper [39] use the word “invariant under space and time reflections”.
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Property 5. Two spacetime Wigner functions are related to the two corresponding space-
time density matrices as
Tr(R1R2) = (2pi~)
∫∫
dqdpWR1(q, p)WR2(q, p), (4.14)
for WR1(q, p) and WR2(q, p) are spacetime Wigner functions for spacetime density matrices
in continuous variables Rˆ1 and Rˆ2 respectively.
All these six properties (five plus the previous one for the expectation value of an
operator in this subsection) are proven in Appendix D.
5 More Comments on Pseudo-Density Matrix Formulation
The pseudo-density matrix for n qubits is neatly defined and satisfies the properties listed in
Ref. [24]. These properties are: (1) that it is Hermitian; (2) that it represents probabilistic
mixing; (3) that it has the right classical limit; (4) that it has the right single-time marginals;
(5) for a single qubit evolving in time, composing different time steps is associative. For
Gaussian spacetime states, the first four properties easily hold; for the fifth one, it remains
true for Gaussian evolution. For general continuous variables, except the one for single-
time marginals, all the others hold. This property for single-time marginals is non-trivial.
The correlation of a single Pauli operator for each single-time marginal is preserved after
making the measurement of that Pauli operator. As each single-time marginal is just the
spatial state at that time, the total correlation for all Pauli operators is independent of the
measurement collapse. It is a perfect coincide.
Another concern about this pseudo-density matrix formulation is that it treats temporal
correlations as spatial correlations. That is the basic assumption. In Ref. [25], they showed
a symmetry between spatial correlations and temporal correlations in bipartite pseudo-
density matrix. We are a bit worried about this assumption under a simple argument on
monogamy. Monogamy of entanglement is known and entanglement is a kind of spatial
correlations; nevertheless, we cannot observe the monogamy of any temporal correlation.
The maximally temporal correlated states are under the identity evolution and we can make
as many copies as we want. Thus temporal correlations have no monogamy constraint; this
suggests intrinsic difference between spatial correlations and temporal correlations again.
The relation with Choi-Jamiołkowski isomorphism is important in deriving the above
properties. Consider a single qubit or mode evolving under a channel EB|A from tA to tB.
Then define an operator EB|A as the Jamiołkowski isomorphism of EB|A:
EB|A = (EB|A ⊗ I)(|Φ+〉 〈Φ+|Γ) (5.1)
where |Φ+〉 is the unnormalised maximally entangled state on the double Hilbert space
HA ⊗HA at tA and Γ denotes partial transpose. |Φ+〉 =
∑
i=0,1 |i〉 ⊗ |i〉 for the qubit case.
|Φ+〉 = ∑∞n=0 |n, α〉 ⊗ |n, α〉 for continuous variables; in which |n, α〉 = D(α) |n〉 with the
displacement operator D(α) and the number eigenstates |n〉. Then the spacetime state in
terms of pseudo-density matrix formulation is given as the Jordan product
RAB =
1
2
[
EB|A(ρA ⊗ IB) + (ρA ⊗ IB)EB|A
]
. (5.2)
– 12 –
The qubit version is proved in Ref. [24] and we can follow its argument for the continuous-
variable version we defined above. It is particularly interesting when we consider temporal
correlations for two times. The orders between EB|A and ρA ⊗ IB automatically suggest
a symmetrised order of operators in two-time correlations. For a special case that ρA is
maximally mixed as proportional to the identity I, RAB = EB|A. Consider the identity
evolution EB|A as I, then EB|A = |Φ+〉 〈Φ+|Γ. The spatial and temporal analogy discussed
in the Gaussian section is recovered by partial transpose again.
One thing of particular interest to look at in continuous variables is the relation between
with pseudo-density matrix and path integral formulation. In Ref. [28], we establish the con-
nection between pseudo-density matrix and decoherence functional in consistent histories.
The only thing left unrelated in different spacetime approaches listed in the introduction is
the path integral formulation. Here we consider the propagator 〈y2, t2| Uˆ |y1, t1〉, or more
specifically, the absolute square of this propagator as the probability for transforming |y1〉
at t1 to |y2〉 at t2. The initial state evolves under the unitary Uˆ = exp(−T
∫ t2
t1
iHˆdt/~).
For the Gaussian case, |y1〉 at the time t1 and |y2〉 at t2 may be two eigenstates of xˆ or pˆ
or a mixture of them over a period. For general continuous variables, they should be two
eigenstates of T (α) and T (β), that is, a mixture of |n, α〉 and |m,β〉.Via this propagator, we
can calculate two-time correlations. It gives the same results as the pseudo-density matrix
does, which suggests the two formulations may be equivalent.
6 Other Measurement Choices
Here we go beyond the pseudo-density matrix formulation, in the sense generalising spa-
tial correlations to spacetime domain. Nevertheless, we still build spacetime states upon
measurements. We consider position measurements for a special diagonal case. To reduce
the additional effects caused by measurement processes, we discuss weak measurements
and construct spacetime states from them. Here the connection with path integral is more
obvious.
6.1 Position Measurements
Besides quadratures and T (α) operators, we can also expand a continuous-variable density
matrix in the position basis since it is an orthogonal and complete basis. Here we consider
a special case which is the diagonal matrix for convenience.
In principle, a density matrix in the continuous variables can be diagonalised in the
position basis as
ρˆ =
∫ ∞
−∞
dx p(x) |x〉 〈x| , (6.1)
where
p(x) = Tr[|x〉 〈x| ρˆ]. (6.2)
In the standard theory of quantum mechanics, we assume that the measurement results
are arbitrarily precise to get the probability density p(x) with the state updated to |x〉 〈x|
after the measurement of xˆ. It is hard to achieve in the actual setting and we will employ
imprecise measurements in the following discussion.
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Then we define the spacetime density matrix in exactly the same way with the proba-
bility density now in the spatio-temporal domain.
Definition 5. Consider a set of N events labelled {E1, · · · , EN}. At each event Ei, a
measurement of the position operator xˆi is made. For a particular choice of the event, for
example, {Ei}ni=1, we can define the spacetime density matrix from the joint probability of
all these measurements as
ρ =
∫ ∞
−∞
· · ·
∫ ∞
−∞
dx1 · · · dxnp(x1, · · · , xn) |x1〉 〈x1| ⊗ · · · ⊗ |xn〉 〈xn| . (6.3)
The remaining problem is how to calculate the joint probability p(x1, · · · , xn). For
spatially separated events, the problem reduces to results given by states in ordinary quan-
tum mechanics. So we only need to consider how to formulate states in time. Successive
position measurements have been discussed properly in the path integral formalism, effect
and operation formalism and multi-time formalism [20, 21].
Based on the discussion in Ref. [21], we consider n events of instantaneous mea-
surements of x(t) at times t1, · · · , tn (t1 < · · · < tn). In reality, such a measurement
cannot be arbitrarily precise; a conditional probability amplitude called resolution am-
plitude Υ(x¯ − x) is introduced for x¯ as the measurement result with the initial posi-
tion of the system at x. Denote the state of the system as |ψ(t)〉 with the wave func-
tion ψ(x, t) = 〈x|ψ(t)〉. For a meter prepared in the state |Υ〉 with the wave function
Υ(x¯) = 〈x¯|Υ〉, the total system before the measurement will be |Ψi〉 = |Υ〉 ⊗ |ψ(t)〉
with the wave function 〈x¯, x|Ψi〉 = Υ(x¯)ψ(x, t). Consider the interaction for the mea-
surement process as xˆ ˆ¯p at some particular time. The total system after the measure-
ment will be |Ψf 〉 = e−(i/~)xˆ ˆ¯p |Ψi〉 =
∫
dxe−(i/~)x ˆ¯p |Υ〉 ⊗ |x〉ψ(x, t), with the wave function
|x¯, x〉Ψf 〉 = Υ(x¯ − x)ψ(x, t) = 〈x|Υ(x¯ − xˆ) |ψ(t)〉. Following the calculation in Ref. [21],
for the wave function of the system ψ(x(t1), t1) at some initial time t1, the joint probability
for measurement results (x¯1, · · · , x¯n) is given by a path integral as
p(x¯1, · · · , x¯n) =
∫ tn
t1
Dx(t)
[
n∏
ν=1
Υ(x¯ν − x(tν))
]
e(i/~)S[x(t)]ψ(x(t1), t1), (6.4)
where ∫ tn
t1
Dx(t) = lim
N→∞
[
N∏
k=1
∫ ∞
−∞
dxk
]
, (6.5)
with the insertion of N − 2 times between the initial time t1 and the final time tn = tN ;
and note that all the measurement times are included in the insertion. This integral sums
over all path x(t) from x(t1) to x(tn) with arbitrary initial values x(t1) and arbitrary final
positions x(tn). Here
S[x(t)] =
∫ tn
t1
dtL(x, x˙, t) (6.6)
is the action for the path x(t) with the Lagrangian of the system as L(x, x˙, t).
Note that p(x¯1, · · · , x¯n) is normalised, i.e.,∫ ∞
−∞
· · ·
∫ ∞
−∞
dx¯1 · · · dx¯np(x¯1, · · · , x¯n) = 1; (6.7)
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thus, the spacetime density matrix defined above has unit trace.
Here the diagonalised spacetime density matrix in the position basis is fully equivalent
to the path integral formalism. Or we can take this definition as the transition from the
path integral. Thus, this definition suggests a possible link between the pseudo-density
matrix formulation and the path integral formalism; based on other work on consistent
histories, the whole spacetime formulation family seem to be connected closely.
6.2 Weak Measurements
Weak measurements are the measurements that only slightly disturb the state, with POVM
elements close to the identity. They are often continuous. It is particularly interesting here
as weak measurements minimise the influence of measurements and maximally preserve
the information of the original states. There are several slightly different mathematical
definitions for weak measurements. Here we take it as a generalised measurement based on
the formulation of effects and operations [41].
Following the calculation in Ref. [23], we can define a generalised observable corre-
sponding to a simultaneous inaccurate measurement of position and momentum for a den-
sity matrix ρˆ; consider continuous measurements, we get the density of this generalised
effect-valued measure as
fˆ(q, p) = C exp
[−α[(qˆ − q)2 + λ(pˆ− p)2]] , (6.8)
where C is some normalisation factor. We set
α = γτ, (6.9)
where τ is the time interval between two subsequent measurements. When τ → 0, the
measurement is continuous and we call it weak. For an initial density matrix ρˆ at time t = 0,
we make continuous measurements in time and find the probability density of obtaining
measurement results q, p at time t = τ is given by
p(q, p, τ |ρˆ) = TrF(q, p; τ)ρˆ, (6.10)
where
F(q, p; τ)ρˆ =
∫
dµG[q(t), p(t)]δ
(
q − 1
τ
∫ τ
0
dtq(t)
)
δ
(
p− 1
τ
∫ τ
0
dtp(t)
)
exp[− i
~
Hˆτ ]
T exp
[
−γ
2
∫ τ
0
dt[(qˆH(t)− q(t))2 + λ(pˆH(t)− p(t))2]
]
ρˆ
T ∗ exp
[
−γ
2
∫ τ
0
dt[(qˆH(t)− q(t))2 + λ(pˆH(t)− p(t))2]
]
exp[
i
~
Hˆτ ], (6.11)
here
dµG[q(t), p(t)] = lim
N→∞
(
γτ
√
λ
piN
N∏
s=1
dq(ts)dp(ts)
)
, (6.12)
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and
qˆH(t) = exp
[
i
~
Hˆt
]
qˆ exp
[
− i
~
Hˆt
]
,
pˆH(t) = exp
[
i
~
Hˆt
]
pˆ exp
[
− i
~
Hˆt
]
. (6.13)
Definition 6. A possible form for the temporal Wigner function W (x¯1, p¯1, t¯1; . . . ; x¯ν , p¯ν , t¯ν)
is given by the probability density of simultaneous measurement results x¯i, p¯i at the time t¯i
for i = 1, . . . , ν with ρˆ as the initial density matrix at the initial time t¯1 in Ref. [23]:
W (x¯1, p¯1, t¯1; · · · ; x¯ν , p¯ν , t¯ν)
= TrF(x¯ν , p¯ν ; t¯ν − t¯ν−1)F(x¯ν−1, p¯ν−1; t¯ν−1 − t¯ν−2) · · · F(x¯2, p¯2; t¯2 − t¯1)F(x¯1, p¯1; 0)ρˆ.
(6.14)
Here we employ the probability density in weak measurements to define a temporal
Wigner function. This generalises the form of measurements we take. As shown in the next
section, this temporal Wigner function turns out to be a desirable spacetime quantum state
and expand the possibility for relating generalised measurement theory with spacetime. In
general, a unified spacetime Wigner function defined from weak measurements is possible
as well. For n-mode spatial Wigner function from weak measurements, it is defined as
W (q1, p1, · · · , qn, pn) = TrF(q1, p1; 0)⊗ · · · ⊗ F(qn, pn; 0)ρˆ. (6.15)
Thus spacetime Wigner function is a mixture of product and tensor product of F . We gain
the spacetime states from weak measurements.
7 Desirable Properties of Spacetime Quantum States
Ref. [24] suggests five criteria for a quantum state over time to satisfy as the analog of
a quantum state over spatial separated systems. Here we set up desirable properties of
quantum states in the whole spacetime. The basic principle is that the statistics calculated
using the spacetime state should be identical to those calculated using standard quantum
theory.
Criterion 1. A spacetime quantum state has a Hermitian form, that is, the spacetime
density matrix is self-adjoint and the spacetime Wigner function is given by the expectation
value of a Hermitian operator.
Criterion 2. The probability related to all the measurements at different spacetime events
is normalised to one, that is, the spacetime density matrix is unit-trace and the spacetime
Wigner function is normalised to one.
Criterion 3. A spacetime quantum state represents probabilistic mixing appropriately, that
is, a spacetime state of different systems with a mixture of initial states is the corresponding
mixture of spacetime states for each system, as well as the mixture of channel evolutions.
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Criterion 4. A spacetime quantum state provides the right expectation values of opera-
tors. In particular, it gives the same expectation values of time-evolving operators as the
Heisenberg picture does.
Criterion 5. A spacetime quantum state provides the right propagator/kernel which is the
probability amplitude evolving from one time to another.
Criterion 6. A spacetime quantum state has the appropriate classical limit.
It is easy to check that the Gaussian characterisation satisfies Criterion 1, 2, 3, 5, 6 and
the second half of Criterion 3; the first half of Criterion 3 does not hold since the mixture
of Gaussian states is not necessarily Gaussian.
For the Wigner function and corresponding density matrix representation, Criterion 1,
2, 3, 4, 6 hold. Criterion 5 remains to be further analysed.
All of the Criterion 1-6 hold for position measurements and weak measurements, though
the spacetime density matrix for position measurements assumes diagonalisation. It seems
that the spacetime Wigner function from weak measurements is best-defined under these
criteria.
Note that we have considered whether the single time marginals of a spacetime quantum
state reduce to the spatial state at that particular time. It unfortunately fails for Definition
2- 6 in general due to a property in the measurement theory which suggests the irreversibility
of the time evolution in the repeated observations [23]; only the initial time marginal is
reduced to the initial state. Thus, we prefer not to list it as one of the criteria.
8 Experimental Proposal for Tomography
Here we propose an experimental tomography for spacetime Gaussian states in quantum
optics. Especially, we construct the temporal Gaussian states, in terms of measuring mean
values and the temporal covariance matrix for two events in time. The covariance of quadra-
tures are defined in terms of the correlation of quadratures and mean values. Thus, we only
need to measure mean values and correlations of quadratures.
With the balanced homodyne detection, we can measure the mean values of single
quadratures di = 〈xi〉, the correlation of the same quadrature 〈xixi〉 (the diagonal terms of
the covariance matrix), and the correlation of both position operators or both momentum
operators at two times 〈qjqk〉 or 〈pjpk〉 (j 6= k for this section). Mean values of single
quadratures are measured by the balanced homodyne detection as usual. For 〈xixi〉, we
can measure by almost the same method, only do an additional square for each measurement
outcome of xˆi. For 〈qjqk〉 or 〈pjpk〉, we record the homodyne results for a long time with
small time steps and calculate the expectation values of the product the measurement
results at two times to get the correlation.
It is a bit difficult to measure the correlation for a mixture of position and momentum
operators. For such correlations at the same time tj , the measurement of qj and pj cannot
be precise due to the uncertainty principle. An eight-port homodyne detector may be a
suggestion; that is, we split the light into half and half by a 50/50 beam splitter, and
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measure each quadrature separately with a local oscillator which is splited into two as well
for homodyne detection. However, we cannot avoid the vacuum noise when we split the
light and the local oscillator. A better method for measuring qj and pj at time tj will
be resort to quantum-dense metrology in Ref. [42]. For the correlation 〈qjpk〉, we use the
same protocol as before. As the two-time correlation for the same quadrature, we record
the homodyne results for a long time with small time steps and calculate the expectation
values of the product of the measurement results at two times with a fixed time interval in
between to get the correlation.
Then we gain all the correlations to construct the temporal covariance matrix. The cor-
responding temporal density matrix or temporal Wigner function is easily built with mean
values and the temporal covariance matrix; thus, we achieve the experimental tomography.
9 Conclusion
Inspired by the idea from the pseudo-density matrix approach to define states via mea-
surement correlations, the paper provides six possible definitions for spacetime states in
continuous variables: the Gaussian characterisation, the Wigner function representation
and the corresponding density matrix, the density matrix from position measurements with
diagnolisation as well as the Wigner function from weak measurements. We also analyse
properties, provide examples, and check whether they are desirable spacetime states by
setting up criteria. In general, this approach should be equivalent to the other spacetime
formulations mentioned in the introduction. Hopefully we want to use these spacetime
states to extend continuous-variable quantum information science to the general spatio-
temporal regime. Furthermore, it is the first step to reformulate quantum field theory
via spacetime formulations by extending them from finite dimension non-relativistic quan-
tum mechanics to infinite dimensions. It is also a small step towards the ultimate goal to
formulate quantum gravity via a more even-handed treatment of space and time.
A Gaussian Example: Vacuum State at Two Times
Here we consider a vacuum state |0〉 at t1 and it evolves under the identity evolution between
two times t1 and t2 and construct the spacetime state for these two times.
Remember that a one-mode vacuum state |0〉 is a Gaussian state with zero means and
the covariance matrix as identity as stated in the main text. That is, at a single time t1 or
t2,
〈qˆ1〉 = 〈pˆ1〉 = 〈qˆ2〉 = 〈pˆ2〉 = 0; (A.1)
〈qˆ1qˆ1〉 = 〈pˆ1pˆ1〉 = 〈qˆ2qˆ2〉 = 〈pˆ2pˆ2〉 = 1
2
,
〈qˆ1pˆ1 + pˆ1qˆ1〉 = 〈qˆ2pˆ2 + pˆ2qˆ2〉 = 0. (A.2)
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For measurements at both time t1 and time t2,
〈{qˆ1, qˆ2}〉 = 〈{qˆ2, qˆ1}〉 =
∫∫
dq1dq2q1q2 Tr(|q1〉 〈q1| |0〉 〈0|) Tr(|q2〉 〈q2| |q1〉 〈q1|) = 〈qˆ1qˆ1〉 = 1
2
,
〈{qˆ1, pˆ2}〉 = 〈{pˆ2, qˆ1}〉 =
∫∫
dq1dp2q1p2 Tr(|q1〉 〈q1| |0〉 〈0|) Tr(|p2〉 〈p2| |q1〉 〈q1|) = 0,
〈{pˆ1, pˆ2}〉 = 〈{pˆ2, pˆ1}〉 =
∫∫
dp1dp2p1p2 Tr(|p1〉 〈p1| |0〉 〈0|) Tr(|p2〉 〈p2| |p1〉 〈p1|) = 〈pˆ1pˆ1〉 = 1
2
,
〈{pˆ1, qˆ2}〉 = 〈{qˆ2, pˆ1}〉 =
∫∫
dp1dq2p1q2 Tr(|p1〉 〈p1| |0〉 〈0|) Tr(|q2〉 〈q2| |p1〉 〈p1|) = 0.
(A.3)
According to the definition given in Eqn. (3.12, 3.13), the mean values are 0 and the
covariance matrix in time is
σvs =

1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1
 . (A.4)
From the mean values and the covariance matrix, we gain the temporal characteristic
function from Eqn. (3.6) as
χ(q1, p1, q2, p2) = exp(−p21 − 2p1p2 − p22 − q21 − 2q1q2 − q22), (A.5)
Via the Fourier transform, the temporal Wigner function is given as
W(q1, p1, q2, p2) = 1
4pi
exp(−p21/4− q21/4)δ(−p1 + p2)δ(−q1 + q2), (A.6)
It is easy to check that the temporal Wigner function is normalised to 1:∫∫∫∫
W(q1, p1, q2, p2)dq1dp1dq2dp2 = 1. (A.7)
However, if we consider the condition that the Wigner function of a pure state is bounded
by ± 2h , then this temporal Wigner function is invalid. This may be taken as the temporal
signature of the Wigner function.
B Normalisation of Bipartite Spacetime Wigner Function Defined with
T (α)
Here we prove the normalisation of a bipartite spacetime Wigner function defined with
T (α), i.e., ∫
W (α, β)pi−2d2αd2β = 1.
For general spacetime Wigner function for arbitrary events, the normalisation property can
be proven with the same logic.
It is easy to check that a bipartite spacetime Wigner function reduces to two-mode
Wigner function for two spatially separated events. The normalisation obviously holds in
this case.
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For a spacetime Wigner function between two times t1 and t2, we assume the ini-
tial state ρˆ is arbitrary and the evolution between t1 and t2 is an arbitrary CPTP map
from ρˆ to E(ρˆ). At the time t1, we measure T (α). Note that T (α) = 2[Π2(α) − Π1(α)]
where Π2(α) =
∑∞
n=0 |2n, α〉 〈2n, α| and Π1(α) =
∑∞
n=0 |2n+ 1, α〉 〈2n+ 1, α|. That is,
we make projections Π1(α) and Π2(α) to the odd and even subspaces for the eigen-
values −2 and +2. According to the measurement postulation, we get the state ρˆ1 =
Πi(α)ρˆΠi(α)/Tr[Πi(α)ρˆΠi(α)] with the probability Tr[Πi(α)ρˆΠi(α)] after making the mea-
surement of Πi(α) (i = 1, 2). Note that projection operators Πi(α) = Π
†
i (α) and Π
2
i (α) =
Πi(α). Then from t1 to t2, ρˆ1 evolves to ρ∞. At the time t2, we measure T (β). We make
projections Π1(β) and Π2(β) for the eigenvalues −2 and +2 again. So the temporal Wigner
function, or {T (α), T (β)} correlation, is given by
W(α, β) = 〈{T (α), T (β)}〉
=4
∑
i,j=1,2
(−1)i+j Tr[Πi(α)ρˆΠi(α)] Tr
{
Πj(β)E
[
Πi(α)ρˆΠi(α)
Tr[Πi(α)ρˆΠi(α)]
]
Πj(β)
}
=4
∑
i,j=1,2
(−1)i+j Tr{Πj(β)E [Πi(α)ρˆΠi(α)]}
=2
∑
i=1,2
(−1)i Tr{T (β)E [Πi(α)ρˆΠi(α)]} (B.1)
Now let us check the normalisation property. Note that
∫
T (β)pi−1d2β =
∫
T (α)pi−1d2α =
I and E is trace-preserving. Then we have∫∫
W(α, β)pi−2d2αd2β
=2
∫∫ ∑
i=1,2
(−1)i Tr{T (β)E [Πi(α)ρˆΠi(α)]}pi−2d2αd2β
=2
∫ ∑
i=1,2
(−1)i Tr{E [Πi(α)ρˆΠi(α)]}pi−1d2α
=2
∫ ∑
i=1,2
(−1)i Tr[Πi(α)ρˆΠi(α)]pi−1d2α
=
∫
Tr[T (α)ρˆ]pi−1d2α
=1. (B.2)
Thus, the normalisation property holds.
C Transforming a Spacetime Density Matrix in Continuous Variables to
a Spacetime Wigner Function
Here we prove Eqn. (4.7) as a transform from the spacetime density matrix in continuous
variables to the spacetime Wigner function. Applying the definition of the spacetime density
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matrix in continuous variables to the left hand side of Eqn. (4.7), we get
Tr
{[
n⊗
i=1
T (αi)
]
Rˆ
}
= Tr
[ ∫
· · ·
∫
W(β1, ..., βn)
n⊗
i=1
T (αi)T (βi)pi
−nd2β1 · · · d2βn
]
.
(C.1)
Note that
T (α)T (β) = 4 exp[2(α∗β − αβ∗)]D(2α− 2β), (C.2)
TrD(ξ) = piδ(ξI)δ(ξR) = piδ
(2)(ξ), (C.3)
and δ(2)(2ξ) = 14δ
(2)(ξ).
Tr
{[
n⊗
i=1
T (αi)
]
Rˆ
}
= Tr
{∫
· · ·
∫
W(β1, ..., βn)
n⊗
i=1
4 exp[2(α∗i βi − αiβ∗i )]D(2αi − 2βi)pi−nd2β1 · · · d2βn
}
=
∫
· · ·
∫
W(β1, ..., βn)
n∏
i=1
4 exp[2(α∗i βi − αiβ∗i )]δ(2)(2αi − 2βi)d2β1 · · · d2βn
=W(α1, ..., αn) = 〈{T (αi)}ni=1〉. (C.4)
Thus, Eqn. (4.7) holds as
Tr{[
n⊗
i=1
T (αi)]Rˆ} =W(α1, ..., αn) = 〈{T (αi)}ni=1〉.
D Proofs for the Six Properties in Spacetime Wigner Representation
Here we provide the proof for six properties for spacetime Wigner functions. The additional
one is listed before the five properties in the main text, about the expectation value of an
arbitrary operator Aˆ. Before that, we introduce the Wigner representation in Liouville
Space [43].
D.1 Wigner Representation in Liouville Space
Ref. [43] gives an introduction to the Wigner representation in Liouville Space. In Liouville
space, operators are treated as vectors in a superspace. For a bra-ket notation, we call |A}
a L-ket and {A| a L-bra for an operator A, with the scalar product as
{B|A} = Tr{B†A}. (D.1)
Different from Ref. [43], we take ~ = 1. Define a Liouville basis
|qp} =
(
2
pi
)1/2
|Πqp}, (D.2)
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where Πqp is given by
Πqp =
1
2
∫ ∞
−∞
dseisp |q + ~
2
s〉 〈x− ~
2
s|
=
1
2
∫ ∞
−∞
dke−ikq |p+ ~
2
k〉 〈p− ~
2
k|
=
1
4pi
∫ ∞
−∞
dk
∫ ∞
−∞
dseik(qˆ−q)−is(pˆ−p). (D.3)
In fact Πqp is the parity operator about the phase point (x, p):
Πqp(qˆ − q)Πqp = −(qˆ − q), Πqp(pˆ− p)Πqp = −(pˆ− p). (D.4)
It is the same as the displaced parity operator U(α) with the mapping α = 1√
2
(q + ip).
|qp} forms an orthogonal and complete basis:
{q′p′|qp} = δ(q′ − q)δ(p′ − p) (D.5)∫ ∞
−∞
∫ ∞
−∞
dqdp|qp}{qp| = ˆˆ1, (D.6)
where ˆˆ1 is a unit L-operator. However, we need to remember that |qp} is not a valid
quantum state because Πqp is not positive definite.
The Weyl form of an operator Aˆ is defined as
A(q, p) ≡ (2pi)1/2{qp|A} = 2 Tr[ΠqpAˆ]. (D.7)
Then the Wigner function of a state ρˆ is given by
W (q, p) ≡ (2pi)−1/2{qp|ρ} = (2pi)−1
∫
dse−isp 〈q + 1
2
~s| ρ |q − 1
2
~s〉 , (D.8)
where the normalisation holds for
∫∫
dqdpW (q, p) = 1. For an operator Aˆ measured in the
state ρˆ, its expectation value is given as
〈Aˆ〉ρ = {A|ρ} =
∫∫
dqdp{A|qp}{qp|ρ} =
∫∫
dqdpA∗(q, p)W (q, p). (D.9)
D.2 Proofs
We will prove all the six properties listed as (0) to (5) in this subsection. Following the
notation in the previous subsection, we have the bipartite spacetime Wigner function
W(q1, p1, q2, p2) = (2pi)−1{q1p1, q2p2|R} = 4 Tr[(Πq1p1 ⊗Πq2p2)Rˆ], (D.10)
for a bipartite spacetime density matrix in continuous variables Rˆ.
(0) For bipartite case,
〈Aˆ〉R = Tr[AˆRˆ] =
∫∫∫∫
dq1dq2dp1dp2A∗(q1, p1, q2, p2)W(q1, p1, q2, p2), (D.11)
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where
A(q1, p1, q2, p2) = (2pi){qp|A} = 4 Tr[(Πq1p1 ⊗Πq2p2)Aˆ]. (D.12)
Note that T (α) = 2U(α) = 2Π(q1, p1) and T (β) = 2U(β) = 2Π(q2, p2). The above state-
ment is equivalent to
〈Aˆ〉R = Tr[AˆRˆ] =
∫∫
d2αd2βA∗(α, β)W(α, β), (D.13)
where
A(α, β) = Tr{[T (α)⊗ T (β)]Aˆ}. (D.14)
Proof. Compared to Eqn. (D.9),
〈Aˆ〉R ={A|R}
=
∫∫∫∫
dq1dq2dp1dp2{A|q1p1, q2p2}{q1p1, q2p2|R}
=
∫∫∫∫
dq1dq2dp1dp2A∗(q1, p1, q2, p2)W(q1, p1, q2, p2). (D.15)
Generalisation to n events is straightforward.
(1)W(q1, p1, q2, p2) is given byW(q1, p1, q2, p2) = Tr[M(q1, p1, q2, p2)R] forM(q1, p1, q2, p2)
= M †(q1, p1, q2, p2). Therefore, it is real.
Proof. Compared to Eqn. (4.7), M(q1, p1, q2, p2) = 4Πq1p1 ⊗ Πq2p2 , thus it is obvious that
M(q1, p1, q2, p2) = M
†(q1, p1, q2, p2).
Because a spacetime density matrix is Hermitian, the spacetime Wigner function is
real.
Note that we prove the Hermicity of a spacetime density matrix from the property that
spacetime Wigner function is real.
(2) ∫∫
dp1dp2W(q1, p1, q2, p2) = 〈q1, q2| Rˆ |q1, q2〉 ,∫∫
dq1dq2W(q1, p1, q2, p2) = 〈p1, p2| Rˆ |p1, p2〉 ,∫∫∫∫
dq1dq2dp1dp2W(q1, p1, q2, p2) = Tr Rˆ = 1. (D.16)
Proof. Taking Aˆ in the property (0) to be
Aˆ = δ(qˆ1 − q1)δ(qˆ2 − q2), (D.17)
then
A∗(q1, p1, q2, p2) = δ(qˆ1 − q1)δ(qˆ2 − q2). (D.18)
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Thus
Tr[AˆRˆ] = 〈q1, q2| Rˆ |q1, q2〉 , (D.19)
and∫∫∫∫
dq1dq2dp1dp2A∗(q1, p1, q2, p2)W(q1, p1, q2, p2) =
∫∫
dp1dp2W(q1, p1, q2, p2).
(D.20)
Via Eqn. (D.11), the first equality holds.
Similar for the second equality. The normalisation property is already proven in Ap-
pendix B.
(3)W(q1, p1, q2, p2) is Galilei covariant, that is, if 〈q1, q2|R |q′1, q′2〉 → 〈q1 + a, q2 + b|R |q′1 + a, q′2 + b〉,
then W(q1, p1, q2, p2) → W(q1 + a, p1, q2 + b, p2) and if 〈q1, q2|R |q′1, q′2〉 → exp{[ip′1(−q1 +
q′1) + ip′2(−q2 + q′2)]/~} 〈q1, q2|R |q′1, q′2〉, then W(q1, p1, q2, p2) → W(q1, p1− p′1, q2, p2− p′2).
Proof. If
〈q1, q2| Rˆ |q′1, q′2〉 → 〈q1 + a, q2 + b| Rˆ |q′1 + a, q′2 + b〉 ,
that is,
Rˆ→ D†a0 ⊗D†b0RˆDa0 ⊗Db0,
then
W(q1, p1,q2, p2) = 4 Tr[(Πq1p1 ⊗Πq2p2)Rˆ]→
4 Tr[(Πq1p1 ⊗Πq2p2)(D†a0 ⊗D†b0RˆDa0 ⊗Db0)] =W(q1 + a, p1, q2 + b, p2).
If
〈q1, q2| Rˆ |q′1, q′2〉 → exp{[ip′1(−q1 + q′1) + ip′2(−q2 + q′2)]/~} 〈q1, q2| Rˆ |q′1, q′2〉 ,
that is,
Rˆ→ D†
0,−p′1 ⊗D
†
0,−p′2RˆD0,−p
′
1
⊗D0,−p′2 ,
then
W(q1, p1, q2, p2) = 4 Tr[(Πq1p1 ⊗Πq2p2)Rˆ]→
4 Tr
[
(Πq1p1 ⊗Πq2p2)(D†0,−p′1 ⊗D
†
0,−p′2RˆD0,−p
′
1
⊗D0,−p′2)
]
=W(q1, p1 − p′1, q2, p2 − p′2).
(4)W(q1, p1, q2, p2) has the following property under space and time reflections: if 〈q1, q2| Rˆ |q′1, q′2〉
→ 〈−q1,−q2| Rˆ |−q′1,−q′2〉, thenW(q1, p1, q2, p2)→W(−q1,−p1,−q2,−p2) and if 〈q1, q2| Rˆ |q′1, q′2〉
→ 〈q′1, q′2| Rˆ |q1, q2〉, then W(q1, p1, q2, p2) → W(q1,−p1, q2,−p2).
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Proof. If 〈q1, q2| Rˆ |q′1, q′2〉 → 〈−q1,−q2| Rˆ |−q′1,−q′2〉, that is,
Rˆ→ Π00RˆΠ00,
then
W(q1, p1,q2, p2) = 4 Tr[(Πq1p1 ⊗Πq2p2)Rˆ]→
4 Tr[(Πq1p1 ⊗Πq2p2)(Π00RˆΠ00)]W(−q1,−p1,−q2,−p2).
For 〈q1, q2| Rˆ |q′1, q′2〉 → 〈q′1, q′2| Rˆ |q1, q2〉, it is similar to transpose. Consider qˆT = q and
pˆT = −p,
W(q1, p1,q2, p2)→W(q1,−p1, q2,−p2).
(5) Take ~ = 1.
Tr(Rˆ1Rˆ2) = (2pi)
∫∫
dqdpWR1(q, p)WR2(q, p), (D.21)
for WR1(q, p) and WR2(q, p) are pseudo-Wigner functions for pseudo-density matrices Rˆ1
and Rˆ2 respectively.
Proof.
Tr(Rˆ1Rˆ2) = {R1|R2} =
∫∫
dqdp{R1|qp}{qp|R2} = (2pi)
∫∫
dqdpWR1(q, p)WR2(q, p).
(D.22)
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