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The three phase equilibrium line (hydrate-liquid water-liquid carbon dioxide) has been estimated 
for the water + carbon dioxide binary mixture using molecular dynamics simulation and the direct 
coexistence technique. Both molecules have been represented using rigid nonpolarizable models. 
TIP4P/2005 and TIP4P/Ice were used for the case of water, while carbon dioxide was considered 
as a three center linear molecule with the parameterizations of MSM, EPM2, TraPPE, and ZD. The 
influence of the initial guest occupancy f raction on the hydrate s tability has been analyzed first in 
order to determine the optimal starting configuration f or t he s imulations, p aying a ttention t o the 
influence of the two different cells existing in  the sI  hydrate structure. The three phase coexistence 
temperature was then determined for a pressure range from 2 to 500 MPa. The qualitative shape of 
the equilibrium curve estimated is correct, including the high pressure temperature maximum that 
determines the hydrate re-entrant behaviour. However, in order to obtain quantitative agreement with 
experimental results, a positive deviation from the classical Lorentz-Berthelot combining rules must 
be considered.  [http://dx.doi.org/10.1063/1.4916119]
I. INTRODUCTION
Gas hydrates are nonstoichiometric inclusion solid
compounds, where small guest molecules are enclathrated in
the voids left by a periodic network of water molecules, which
may adopt at least three different crystalline structures,1,2
denoted as sI,3 sI I,4 and sH .5 Research on gas hydrates has
been motivated to a great extent lately by the huge amount
of methane that has been identified in hydrate deposits, either
in the sea floor or in permafrost frozen substrates.6,7 This fact
makes hydrates a key future energetic source, whose exploi-
tation represents a technical challenge of first magnitude.8–12
Besides this primary motivation, there are other remarkably
relevant scientific and practical interests of hydrates,13 as,
for example, the possibility to capture14,15 and store16 carbon
dioxide, which place hydrates at the center of environmental
concerns regarding atmospheric greenhouse gases.
In this scenario, hydrates have become a scientific topic
that concentrates huge global research efforts, from diverse
perspectives and concerning many scientific disciplines. From
a theoretical modeling point of view, Molecular Simulation
(MS, hereafter for brevity) has been intensively applied, as
detailed recently in the excellent reviews by Sum et al.17
and Barnes and Sum.18 Many of the published studies in
this area are concerned with hydrate nucleation, metastability,
and growth. The reason for this is that MS offers insight
into atomic level phenomena that are not observable from an
experimental point of view, due to the time (nanoseconds)
and distance (nanometers) scales involved. This provides
unique and invaluable information about the underlying
physicochemical principles governing hydrate behaviour. The
simulation of dynamic phenomena, whose driving principles
and mechanisms are not fully understood yet, has advanced
in parallel with the increase in computing ability, and, for
instance, the first direct simulation of spontaneous nucleation
and growth of methane hydrate was published only very
recently by Walsh et al.19 In this field, MS has acquired for
these reasons a crucial role and has become a extensively used
exploration tool.
Concerning the MS analysis of hydrates thermophysical
properties and phase equilibria, despite the practical impor-
tance of these goals, the number of related studies is reduced
yet, due to the large size and complexity of the molecular
systems that need to be considered, which imposes a practical
limit for the remarkably large computing times required.
Most published works have focused so far on CH4 hydrates.
Nevertheless, there is an increasing interest on exploring the
practical feasibility of replacing CH4 by CO2 in existing
hydrates deposits.20 The global concern about greenhouse
gases emissions control is undoubtedly one of the most
urgent environmental threatens to be faced in the immediate
future, and so, research on CO2 hydrates characterization is
receiving increasing attention nowadays. Just to cite a few
related contributions, Yezdimer et al.21 performed free energy
calculations using MS stating the thermodynamic feasibility
of this replacement process, and Dornan et al.22 followed a
similar approach reaching similar conclusions. Bai et al.23,24
also studied the replacement phenomenon, stating that the
CO2 hydrate nucleates near the three phase contact line. Tung
et al.25,26 also concentrated in the same process, concluding
that the replacement may occur without melting of the original
CH4 hydrate. Sarupria and Debenedetti27 analyzed the CO2
hydrate dissociation using molecular dynamics (MD) and rigid
nonpolarizable molecular models, similar to the ones selected
in this work. Concerning thermophysical properties and phase
equilibria, Chialvo et al.28 reported MD results for both CH4
and CO2 type sI hydrates. Sun and Duan29 studied CH4 and
CO2 hydrates phase equilibria using MD with Lennard Jones
(LJ) interaction potentials whose parameters were tuned from
ab initio calculation results. There is an important body of
quantum ab initio calculation studies about hydrates. This
alternative theoretical approach provides crucial information
on many microscopic energetic and structural features not
accessible to MS techniques, representing an alternative and
complementary calculation level (see, for instance, Vidal-
Vidal et al.30 and references therein). As another combination
of both approaches, recently Velaga and Anderson31
used preliminary quantum calculations to parameterize an
intermolecular model and describe CO2 hydrate phase
equilibria. The influence of nuclear quantum effects on hydrate
structures has been also considered by Conde et al.32
Nevertheless, CO2 hydrates phase equilibrium calcula-
tions using MS are scarce. An important element in hydrates
global phase diagram, in a PT projection, is the three phase
line. Along this line, the hydrate coexists with two fluid
phases, one rich in H2O and the other rich in the hydrate
former guest molecule. At a certain pressure P, there is a
three phase equilibrium temperature value T3 (the subscript
3 standing for three phase), representing the upper limit for
obtaining the hydrate from the fluid phases. Wierzchowski and
Monson33,34 determined this equilibrium for different hydrates
using free energy calculations and Monte Carlo simulations.
Conde and Vega35,36 used the direct coexistence technique and
molecular dynamics to estimate CH4 hydrate coexistence. In
these works, the quantitative performance of different rigid
nonpolarizable H2O molecular models was compared, finding
that the consideration of positive deviation from the ideal
Lorentz-Berthelot combining rules represented an effective
solution to account for molecular polarizability, yielding a
remarkable representation of experimental coexistence results.
Very recently, Michalis et al.37 applied the same MD direct
coexistence technique to estimate three phase equilibria for
CH4 type sI hydrates.
The objective of this work is the estimation of the three
phase equilibrium line (hydrate-liquid CO2-liquid H2O) for
the CO2-H2O binary mixture using molecular dynamics. The
technique used will be that proposed by Conde and Vega.35,36
Provided that the superiority of H2O TIP4P/2005 and
TIP4P/Ice molecular models in the hydrate phase equilibria
estimation has been well established (see, e.g., Refs. 38–40
apart from those already cited), these two models will be used
here, and their performance will be compared. For the case of
CO2, different three site rigid linear models will be evaluated,
with also a simplified single sphere Lennard-Jones version for
the sake of comparison, evaluating the influence of the model
in the phase equilibria estimation. The occupancy rate of the
guest molecules in the structure hydrate will be studied as
well, because this factor has been pointed out to affect the
structure stability. So, different initial occupancy rates for the
two building cells existing in this hydrate will be considered.
Finally, the quantitative correspondence of the three phase line
estimation with experimental data will be discussed, together
with the adequacy of considering nonideal combining rules to
describe the H2O-CO2 interaction.
II. MOLECULAR MODELS AND SIMULATION DETAILS
The type of hydrate is mainly determined by the size of the
guest molecules which occupy the cavities or cages of these
structures. Small molecules, such as CH4, C2H6, or CO2, adopt
sI hydrate structure, which is a cubic structure with the space
group Pm3¯n and a lattice parameter of about 12 Å. The unit
cell of structure sI contains six tetradecahedrons (denoted
hereafter as T for simplicity), 51262, and two pentagonal
dodecahedron (denoted as D) 512 cavities. Therefore, the unit
cell is built by 46 H2O molecules forming eight cavities (six
large T and two small D cavities). D cages are nearly spherical
with an average radius of about 3.95 Å, while T cages present
an average radius of about 4.33 Å.1 As starting point for the
calculations presented in this work, we have generated the
unit cell of structure sI from the crystallographic coordinates
provided by Yousuf et al.41
Then, the initial CO2 hydrate configuration was obtained
by replicating this unit cell twice in each spacial direction,
(2 × 2 × 2), using a total of 368 water molecules which leave
64 cavities. It is well-known that hydrates present proton
disorder, and thus hydrogen atoms were placed using the
algorithm proposed by Buch et al.,42 with the aim to generate
solid configurations satisfying the Bernal-Fowler rules,43 with
zero (or at least negligible) dipole moment. Fig. 1 shows X-Z,
X-Y, and Y-Z projections of this initial hydrate configuration.
In the case of CO2 as guest particle, occupancy was calculated
as the percent of cages filled per unit cell. The simulations were
initialized starting from five different CO2 occupancy states,
as detailed in Table I. The occupancy ratios vary from 100%
(all cages filled) to 37.5% (only half of T cages occupied).
When the occupancy of a certain type of cages (T or D) is
not 100%, the occupied cages are selected randomly. This
study allowed exploring the effect of the distribution of guest
molecules in the different cage types on hydrate stability, while
determining the three phase coexistence line (hydrate-H2O-
CO2) through the mechanisms of hydrate dissociation and
crystallization.
The initial simulation box was generated by further adding
two fluid phases of H2O and CO2, respectively, along the x-axis
of the original box containing the crystal structure. Hence, the
initial configuration was formed by a slab of CO2 fluid phase,
with a slab of CO2 hydrate at one side and a slab of H2O liquid
in the other side (see Fig. 2). The fluid phase of H2O contained
368 molecules and that of CO2 contained 192 molecules in all
cases. The length of each fluid slab is equal to the length of the
FIG. 1. Projections of the initial CO2 hydrate configuration used: (a) x-y
view, (b) x-z view, and (c) z-y view. This configuration is composed by
368 bonded H2O (O-red and H-white) molecules and 64 CO2 (C-blue and
O-yellow) molecules occupying all the cages.
hydrate structure. The typical lengths of the simulation box for
the initial configuration were Ly = Lz = 24 Å and Lx = 72 Å.
The interfaces between the three phases are perpendicular to
the x-axis. The initial spacial arrangement was selected to
TABLE I. Cage occupancy for the initial CO2 hydrate structure (θT : occu-
pancy of T cages; θD: occupancy of D cages).
Case Occupancy (%) θT (%) θD (%)
1 100 100 100
2 87.5 100 50
3 75 100 0
4 50 50 50
5 37.5 50 0
have each phase in contact with the other two, enabling the
study of hydrate crystallization and dissociation at different
pressure and temperature conditions.
All MD simulations were carried out in the isothermal-
isobaric N PT ensemble using GROMACS (version 4.6.1).44
The isobars of 2, 3, 5, 6, 10, 20, 40, 100, 200, 300, 400,
and 500 MPa were explored. Constant temperature and
pressure were kept using a Nosé-Hoover45,46 thermostat and a
Parrinello-Rahman47,48 barostat with a relaxation time of 2 ps.
The three different sides of the simulation box were allowed
to fluctuate independently. This enables changes in the shape
of the solid region and avoids the appearance of stress forces
on it. The usual complete periodic boundary conditions and
minimum image convention were respected. The time-step
used was 2 fs, and the typical length of the runs varied
between 80 ns (dissociation) and 400 ns (crystallization).
Intermolecular interactions were calculated as a sum of two
contributions, LJ pairwise interactions, which were truncated
at 9 Å, and electrostatic interactions, dealt with the Ewald
sums method. The real part of the Coulombic potential was
truncated also at 9 Å and the Fourier term of the Ewald
sums was evaluated using the Particle Mesh Ewald (PME)
method.49 The width of the mesh was 1 Å with a relative
tolerance of 10−3 Å.
H2O was modelled using the well-known rigid non-
polarizable TIP4P50 molecular geometry: four interacting
centres, with the oxygen atom O as the only LJ interaction site,
a point electric charge (M-site) located along the H-O-H angle
bisector, and two hydrogen atoms H, which are represented
by point electric charges. Recently, Conde and Vega35,36
estimated the three phase hydrate-H2O-CH4 coexisting line
using different water potential models (SPC,51,52 SPC/E,53
TIP4P,50 TIP4P/2005,54 and TIP4P/Ice55). A comparison with
experimental results revealed the limitations of these models,
and also showed that TIP4P/2005 and TIP4P/Ice are the
most accurate among them to study CH4 hydrate phase
FIG. 2. Snapshot of the initial configuration formed by a slab of liquid CO2
surrounded by a slab of CO2 hydrate and a slab of liquid H2O molecules. H2O
molecules are plotted in red and white and CO2 molecules in blue and yellow.
The initial box dimensions are x = 72 Å, y = 24 Å, and z = 24 Å.
TABLE II. Lennard-Jones potential well depth ϵ and size σ, partial charges q, and geometry, of the H2O and
CO2 models used.
Atom ϵ/κB (K) σ (Å) q(e) Geometry
TIP4P/2005 H2O
O 93.20 3.1589 0.0 O-H: 0.9572 Å
H 0.0 0.0 0.5564 O-M: 0.1546 Å
M 0.0 0.0 −1.1128 H-O-H: 104.52◦
TIP4P/Ice H2O
O 106.1 3.1668 0.0 O-H: 0.9572 Å
H 0.0 0.0 0.5897 O-M: 0.1577 Å
M 0.0 0.0 −1.1794 H-O-H: 104.5◦
MSM CO2
C 29.0 2.785 0.5957 C-O: 1.16 Å
O 83.1 3.014 −0.297 85 O-C-O: 180◦
EPM2 CO2
C 28.129 2.757 0.6512 C-O: 1.149 Å
O 80.507 3.033 −0.3256 O-C-O: 180◦
TraPPE CO2
C 27.0 2.80 0.70 C-O: 1.16 Å
O 79.0 3.05 −0.35 O-C-O: 180◦
ZD CO2
C 28.845 2.7918 0.5888 C-O: 1.163 Å
O 82.656 3.0 −0.2944 O-C-O: 180◦
equilibria. Assuming these conclusions, we have also selected
the TIP4P/2005 and TIP4P/Ice parametrizations to describe
H2O in this work.
In the case of CO2, the most popular model in the
category of rigid non-polarizable is a linear chain with three
interacting sites, representing the C and O atoms, and each
of them consisting on a combination of a LJ site plus an
electric point charge. Among the available parametrizations
for this structure, in this study, the original version of
MSM,56–58 EPM259 (a variation of the original EPM, standing
for Elementary Physical Model), TraPPE60 (Transferable
Potentials for Phase Equilibria), and ZD (Zhang and Duan61)
models were tested. Table II summarizes the characteristic
parameters for all the molecular models considered.
The LJ H2O-CO2 interaction was calculated using the
crossed interaction parameters given by the Lorentz-Berthelot
combining rules:62
ϵ ij = χ(ϵ ii · ϵ jj)1/2, (1)
σij =
1
2
 
σii + σjj

, (2)
where i and j stand for each of the species, and the ideal
combination rule is obtained if χ = 1.
Conde and Vega35,36 recommended positive deviations
from the energetic Lorentz-Berthelot combination rules to
adequately describe the three phase coexistence line of CH4
hydrates using TIP4P/2005 model in combination with a
LJ center for CH4, which means that χ ≥ 1 is considered
in Eq. (1). In this work, the ideal case (i.e., χ = 1) has
been used as a general rule, except for the case of the
combination of TIP4P/Ice H2O and TraPPE CO2, where a
value of χ = 1.13 has been also tested, as it will be discussed
later.
III. RESULTS
A. Specific-cage occupancy of the initial CO2 hydrate
configuration
In the last few years, initial hydrate occupancy has
represented an important issue studied by several authors
from MS point of view.27,63–67 English et al.63 showed that
the CH4 hydrate decomposition rates computed using MD do
not depend strongly on the initial cage occupancy for starting
values in the range of 80%-100% occupancy. Later, Myshakin
et al.64 observed, in contrast with the precedent results,
that the presence of empty cages substantially destabilizes
the CH4 hydrate lattice and speeds up around 30% hydrate
decomposition. Sarupria et al.27 performed a detailed work
about CO2 hydrate dissociation using initial occupancy values
from 100% to 87% and found no evidence of the influence
of hydrate occupancy on melting point estimation for a
hydrate-H2O binary system. However, they reported that the
kinetics of hydrate dissociation is sensitive to cage-specific
occupancy and not only to overall occupancy. Then, there
are discrepancies between different authors concerning the
influence of this factor, and an agreement seems to exist27,35
on the fact that this issue should be analyzed in further
detail.
Following this discussion, we have studied the cage-
specific occupancy dependence on the initial hydrate phase
to predict the three phase coexistence temperature T3
(hydrate-liquid H2O-liquid CO2) analyzing crystallization and
dissociation runs at 40 MPa and temperatures from 260
to 280 K. We have investigated five different initial CO2
hydrate compositions: 100%, 87.5%, 75%, 50%, and 37.5%.
These particular values were selected with the aim to try to
elucidate the role of T and D cell occupancy values (listed
TABLE III. Number of molecules in the different phases for every case
studied. xCO2 is the overall CO2 mole fraction in the system.
Case Hydrate phase Fluid phase 1/fluid phase 2 xCO2
1 368 H2O/64 CO2 368 H2O/192 CO2 0.258
2 368 H2O/56 CO2 368 H2O/192 CO2 0.252
3 368 H2O/48 CO2 368 H2O/192 CO2 0.246
4 368 H2O/32 CO2 368 H2O/192 CO2 0.233
5 368 H2O/24 CO2 368 H2O/192 CO2 0.227
in Table I) on hydrate stability. The number of molecules of
each molecule in the different phases present and the overall
CO2 mole fraction have been listed in Table III. For the
purpose of this work, Fig. 3 shows the PT experimental
phase diagram of CO2 hydrate.1 As can be seen, the relevant
region of the hydrate phase diagram comprises two regions
separated by a three phase coexistence line (hydrate-liquid
H2O-liquid/vapour CO2). At 40 MPa, CO2 hydrate is in
equilibrium with liquid CO2 until a temperature of 286.2 K.
Beyond this three phase coexistence temperature T3, the
hydrate dissociates and the system presents liquid equilibria
(LLE) between H2O and CO2. Therefore, we can estimate T3
as the arithmetic average of the highest temperature at which
the CO2 hydrate crystallizes and the lowest temperature at
which the hydrate dissociates.35,36
Fig. 4 shows the potential energy fluctuations as a function
of time for the three phase initial system composed by liquid
H2O, liquid CO2, and CO2 hydrate (see Figure 2). The potential
energy evolution of the system for different cases of CO2
hydrate initial composition has been illustrated. Simulations
were performed using TIP4P/Ice H2O and TraPPE60 CO2 at
this selected 40 MPa value.
In the cases of 100%, 87.5%, and 75% initial hydrate
slab occupancy, it is possible to distinguish two different
behaviours of the potential energy time evolution. At the
higher temperature values tested, energy increases consistently
to reach a final plateau indicating that the hydrate slab has
completely melt, resulting in an equilibrium state of two fluid
phases. This is the case for the temperatures from 272 K to
FIG. 3. Experimental PT projection of the three-phase coexistence line of
CO2 hydrates: (black open circles) experimental data and (red line) experi-
mental CO2 vapor pressure.
285 K. The dissociation process speeds up when temperature
increases and the energy behaviour is similar regardless of
the initial hydrate occupancy value. The steep increase in
the energy immediately prior to the final plateau corresponds
to the melting of the last layer of the hydrate. This steep
increase is common to the cases of CH435 and CO227 hydrates.
Figs. 5(a) and 5(c) show a snapshot of the final LLE state and
an averaged density profile of the system along the x-axis.
However, at low temperatures, the potential energy decreases
to reach a final plateau after 250 ns, indicating complete
crystallization of liquid H2O in presence of CO2 leading to an
equilibrium state of two phases (hydrate-liquid CO2). This is
the case for the temperatures from 260 to 270 K. The potential
energy evolution is similar again for all initial hydrate slab
occupancies. Figs. 5(b) and 5(d) show a snapshot of the final
hydrate-liquid CO2 equilibrium state and an averaged density
profile of the system along the x-axis.
In our simulations, the growth of the CO2 hydrate has
occurred layer by layer beginning at the interface of liquid
H2O and hydrate slab (see Figure 6). CO2 molecules diffuse
through the slab of liquid H2O until they reach the hydrate
surface. Then, H2O liquid molecules start to accommodate
around these CO2 molecules to grow the hydrate phase, a
process limited by the transport of CO2 to the hydrate/H2O
fluid interface. The occupancy rate of these newly grown
hydrate layers has not been quantified in detail in this work but
an inspection of some on the configurations obtained reveals
rates very close to those of the already existing hydrate layers.
As it is well known, the solubility of CO2 in liquid H2O is
very low at these conditions,68 and these simulations are quite
expensive from a computational point of view. In fact, the
time estimated to obtain complete crystallization runs was
around 400 ns. The fast growth of the CO2 hydrate, which
occurs once a supersaturated solution of CO2 in liquid water
is formed, is not observed is our simulations. In this work, we
have not observed the formation of bubbles of CO2 within the
H2O phase. In previous works,19,35,69–72 formation of bubbles
of CH4 dissolving into the aqueous phase was observed under
certain conditions, leading to the formation of supersaturated
solutions. Further work is needed to analyze the origin of the
difference between CO2 and CH4. If nanobubles are relevant
to describe the memory effect, then CO2 and CH4 may have
different behaviour in that respect. Further work is needed to
analyze these aspects in more detail.
In summary, Figures 4(a)–4(c) show the same energy
behaviour for three different initial hydrate cage occupancies.
In these cases, CO2 hydrate dissociates at 40 MPa above 272 K
and crystallizes below 270 K. According to the previous crite-
rion, the three phase coexistence temperature for TIP4P/Ice-
H2O and TraPPE-CO2 is T3 = 271 ± 2 K at this pressure.
We have obtained the same T3 for the three different initial
composition of CO2 hydrate slab cited. At the same time, we
have studied the crystallization and dissociation process of the
system analyzing the potential energy evolution. The common
feature of the configurations with initial 100%, 87.5%, and
75% occupancy is that all T cages are initially occupied.
Contrarily to these observations, initial hydrate compo-
sitions of 50% and 37.5% cannot predict hydrate-liquid CO2
phase state equilibrium because hydrate slab dissociates at all
FIG. 4. Evolution of the potential energy of the three phase initial configu-
ration (hydrate-H2O-CO2) as a function of time for the NPT simulations at
40 MPa and temperatures from 260 to 280 K. TIP4P/Ice H2O and TraPPE
CO2 were used. The cage occupancy of the initial hydrate configuration was
(a) case 1%-100%, (b) case 2%-87.5%, and (c) case 3%-75%.
temperatures. This means that the estimations of the model
selected are in accordance with experimental X-ray diffraction
results, which indicate that CO2 hydrates with empty T cages
and filled D cages cannot be formed (case 4), and there is a
minimum threshold for T cage occupancy to ensure hydrate
stability (case 5). In this sense, the estimations obtained for
the combination of molecular models selected are physically
sound. These initial hydrate configurations did not allow
the calculation of three phase coexistence temperature T3 at
40 MPa. These calculations state that the presence of empty
T cavities destabilizes the hydrate slab, in accordance with
the conclusions of Sarupria et al.27 The presence of empty or
occupied D cages does not change the evolution of the system,
but it is necessary to remark that the number of D cavities is
four times smaller.
B. Calculation of three phase coexistence line of CO2
hydrate
Now, we present the prediction of the three phase coex-
istence line (hydrate-liquid H2O-liquid CO2) using several
molecular models for both substances. For all simulations,
we have used the same initial configuration, composed
by liquid H2O, liquid CO2, and hydrate. In Sec. III A,
we have demonstrated that the evolution of the initial system
does not change for three different initial cage occupancy
values for the hydrate slab (100%, 87.5%, and 75%). The
three initial hydrate compositions lead to the same prediction
of three phase coexistence temperature, T3, at 40 MPa.
Furthermore, experimental results suggest an occupancy range
of 80%–100%29,73,74 in the case of CO2 hydrates. In particular,
experimental estimations show that CO2 occupies above 95%
of T cages, while vacancies are mainly observed in D cavities.
For these reasons, an initial value of 87.5% hydrate slab
occupancy was selected to perform this part of the study, as
given in line 2 of Table I.
We have performed N PT MD simulations along different
isobars of 2, 3, 6, 10, 20, 40, 100, 200, 300, 400, and 500 MPa.
All points of the three phase coexistence line were calculated
using the same methodology. At each fixed pressure, the
evolution of the system was analyzed at different temperatures
with a 5 K step. When different final equilibrium states
(liquid CO2-liquid H2O or hydrate-liquid CO2) were identified
for two consecutive runs along one isobar, one additional
simulation was performed at an intermediate temperature. A
minimum of five simulations have been analyzed to determine
each T3 value (see Fig. 4). Thus, the uncertainty on the
calculation of T3 can be estimated to be lower than 2 K.
Although we have only estimated this uncertainty by direct
coexistence simulations in the N PT ensemble, the system
size (≈1000 molecules) minimizes the impact of stochasticity
in the determination of the coexistence point.75 Results for
T3 were obtained using two different H2O models, namely,
TIP4P/200554 and TIP4P/Ice55 with CO2 described by five
different models: four different versions of the rigid linear
three site model (MSM,56–58 TraPPE,60 EPM2,59 ZD61). The
cross interactions were described by Lorentz-Berthelot rules
without modifications at this stage.
Fig. 7 shows the prediction of the three phase coexistence
line obtained for TIP4P/2005 and TIP4P/Ice H2O and TraPPE
model of CO2. As shown, only estimations above the saturation
curve of CO2 have been obtained, because at low pressures,
the time necessary to determine T3 is out of computer
possibilities (i.e., the solubility of CO2 decreases with P,
and the dynamics of growth of the hydrate becomes very

FIG. 7. PT projection of the three-phase coexistence line of CO2 hy-
drate (hydrate-H2O-CO2 calculated using different H2O molecular models):
(pink filled squares) TIP4P/2005 H2O-TraPPE CO2, (green filled triangles)
TIP4P/Ice H2O-TraPPE CO2, (black open circles) experimental data, and (red
line) experimental CO2 vapour pressure curve.
estimation of the hydrate three phase line is greatly dependent
on the H2O molecular model, but the CO2 model has by far
less influence, provided that it meets two conditions: first,
the CO2 vaporization enthalpy is accurately estimated, and
then, the original Lorentz Berthelot combination rules are
observed. This last condition is so because a tuning on the
unlike H2O-CO2 interaction parameter may balance the shift
from the experimental hydrate coexistence curve, as it is well
known and will be discussed in detail later.
The work by Nakano et al.79 shows that CO2
hydrates exhibit re-entrant behaviour at high pressure. This
phenomenon was observed in several hydrates: CH4,80 Xe,81
CO2,79 etc. As pressure increases, the hydrate structure
shrinks, reducing the size of the hydrate cages. At some
temperature and pressure, D cages become too small to
fit the guest molecule and stabilize the hydrate structure.
Experimental data79 suggest a maximum temperature of 294 K
and 328 MPa on the three coexistence line of CO2 hydrates.
This re-entrant behaviour of CO2 hydrates has been adequately
estimated for the tested H2O models and all three interaction
sites models for CO2. The results show that the shape of three
phase coexistence line obtained by MS is in agreement with
the experimental curve at high pressure, and to our knowledge,
it is the first time that this phenomenon has been estimated
using MS.
Summarizing this section, the combination of TIP4P/Ice
with a three interaction site model of CO2 appears to be the
best option for the study of CO2 hydrate formation. This
combination allows predicting the re-entrant phenomena of
CO2 hydrate. Although TIP4P/Ice reproduces accurately the
experimental H2O melting point and the experimental three
phase coexistence line of CH4 hydrates, combined with a
LJ model of CH4, it does not provide a good description of
experimental T3 results combined with a CO2 model.
C. Optimized potential to predict the three phase
coexistence line of CO2 hydrates
In Sec. III B, it has been shown that the combination
of the tested H2O and CO2 models were not able to provide
a quantitative satisfactory agreement with experimental three
phase coexistence line of CO2 hydrates. Although TIP4P/Ice
reproduces experimental melting point of water Tm, it does
not reproduce experimental T3 of CO2 hydrate combined with
a CO2 model. The relation between Tm and T3 is clear and
had already been demonstrated for CH4 hydrates35,36 and
CO2 hydrates (see Sec. III B). Despite the results of this
first calculation, there are other alternatives to improve the
quantitative results in the estimation of T3. Let us recall
that so far the characteristic parameters of the molecular
models were used as originally proposed, without any refit
or crossed interaction parameter. The straightforward step
would be then considering a cross interaction parameter in the
Lorentz-Berthelot rules, with the aim to tune the H2O-CO2
interaction.
Following this approach, we have analyzed the changes
of T3 estimation when increasing the strength of the H2O-
CO2 cross interaction while keeping constant the interaction
between identical molecules (Eqs. (1) and (2)). Docherty
et al.82 considered also a positive deviation (χ = 1.07) of
the crossed interaction parameter to reproduce the excess
chemical potential of CH4 in H2O for TIP4P/2005 model.
This is an effective way to account for the polarization
of CH4 or other molecules in an aqueous solution.82 This
modification succeeded to fix the reported original under
prediction of CO2 adsorption over H2O interfaces.77,83 Conde
and Vega35 used the same value (χ = 1.07) to study CH4
hydrates for TIP4P/2005-H2O and LJ-CH4 models, pointing
out that the modified cross interaction parameter shifts
5 K the obtained results if compared with the former esti-
mations.
TABLE IV. Cross interaction parameters for the water-CO2 interaction obtained from Lorentz-Berthelot combin-
ing rules (χ = 1) and optimized cross energy interaction (χ = 1.13) to reproduce three phase coexistence line of
CO2 hydrates.
Cross interaction H2O−CO2 χ ϵO−C/κB (K) ϵO−O/κB (K) σO−C (Å) σO−O (Å)
TIP4P/Ice-MSM 1 55.470 93.898 2.9759 3.0904
TIP4P/Ice-EPM2 1 54.630 92.422 2.9016 3.0999
TIP4P/Ice-ZD 1 55.321 93.647 2.9793 3.0834
TIP4P/2005-TraPPE 1 50.164 85.807 2.9795 3.0795
TIP4P/Ice-TraPPE 1 53.523 91.553 2.9834 3.1084
TIP4P/Ice-TraPPE 1.13 60.481 103.455 2.9834 3.1084
TABLE V. Three-phase coexistence temperatures (T3) at different pressures obtained from different combination
of H2O and CO2 models. The estimated error in T3 is shown between parentheses. The experimental values were
taken from Ref. 1.
P (MPa) T simul3 (K) T simul3 (K) T simul3 (K) T simul3 (K) T simul3 (K) T expt.3 (K)
H2O TIP4P/2005 TIP4P/Ice TIP4P/Ice TIP4P/Ice TIP4P/Ice
CO2 TraPPE TraPPE MSM EPM2 ZD
2 249 277.5
3 249(2) 267(2) 269(2) 269(2) 267(2) 280.5
6 249(2) 267(2) 271(2) 269(2) 267(2) 283.2
10 249(2) 267(2) 269(2) 269(2) 269(2) 283.6
20 249(2) 267(2) 271(2) 269(2) 269(2) 284.6
40 249(2) 271(2) 274(2) 274(2) 274(2) 286.2
100 252(2) 274(2) 277(2) 277(2) 277(2) 289.7
200 257(2) 277(2) 282(2) 279(2) 279(2) 293.0
300 257(2) 279(2) 282(2) 277(2) 277(2) 293.9
400 252(2) 277(2) 277(2) 274(2) 269(2) 293.6
500 237(2) 262(2) 262(2) 262(2) 264(2) 292.1
In this case, the objective consists in identifying an
optimized χ value to reproduce the experimental data of
three phase coexistence line (hydrate-liquid H2O-liquid CO2)
for CO2 hydrates. We performed N PT molecular dynamic
simulations using TIP4P/Ice H2O and TraPPe CO2. TIP4P/Ice
reproduces the experimental melting temperature Tm of Ice
Ih, and TraPPE model yields the best description of the
triple point and melting curve of CO2.78 Simulations were
performed at the same temperature and pressure conditions
and following exactly the same methodology described in Sec.
III B. Different cross interaction energy parameter values were
tested, until a good compromise was found with χ = 1.13.
Fig. 9 shows the potential energy fluctuations as a function
of time for the initial system at 40 MPa and 100 MPa at
different temperatures. The general behaviour of the potential
energy is similar for the usual Lorentz-Berthelot rules (χ = 1)
and for the optimized cross interaction energy (χ = 1.13).
FIG. 8. Representation of the three-phase coexistence temperature T3 as a
function of pressure for several CO2 models in combination with TIP4P/Ice-
H2O: (blue filled triangles) TIP4P/Ice H2O-MSM CO2, (green filled squares)
TIP4P/Ice H2O-EPM2 CO2, (pink filled crosses) TIP4P/Ice H2O-ZD CO2,
(black open circles) experimental data, and (red line) experimental CO2
vapour pressure curve. Error bars, of the same size as those of Figure 7, have
been omitted for clarity.
The only difference observed is that the time necessary to
reach the hydrate-liquid CO2 equilibrium. The optimized cross
interaction energy speeds up around 100 ns the crystallization
process because it increases the solubility of CO2 in H2O. In
FIG. 9. Evolution of the potential energy of the three phase initial con-
figuration (hydrate-H2O-CO2) using the optimized cross energy interaction
(χ = 1.13) at (a) 40 and (b) 100 MPa, and temperatures from 275 to 285 K.
H2O was modelled with TIP4P/Ice model, and TraPPE model has been used
for CO2. The cage occupancy of the initial hydrate configuration was 87.5%.
FIG. 10. Estimation of the three-phase coexistence temperature T3 as a
function of pressure for TraPPE CO2 in combination with TIP4P/Ice H2O
using a positive deviation (χ = 1.13) of the Lorentz-Berthelot combining
rules to model the interaction between CO2 and H2O: (green filled triangles)
TIP4P/Ice H2O-TraPPE CO2 (χ = 1.13), (black open circles) experimental
data, and (red line) experimental CO2 vapour pressure curve. Error bars, of
the same size as those of Figure 7, have been omitted for clarity.
all cases, the growth of the CO2 hydrate has also occurred
layer by layer and no bubbles were observed. CO2 hydrate
dissociates at 40 MPa for temperatures above 288 K, and
the system crystallizes for temperatures below 285 K (see
Fig. 9(a)). At 100 MPa, the system crystallizes below 288 K
and dissociates below 290 K (see Fig. 9(b)). Therefore, we
have obtained T3 = 286 ± 2 and T3 = 289 ± 2 K at 40 and
100 MPa, respectively.
The prediction of the complete three phase coexistence
line can be seen in Fig. 10 and the values have been presented
in Table VI. The combination of TIP4P/Ice H2O model
and the TraPPE-CO2 model with a positive deviation (χ
= 1.13) of the Lorentz-Berthelot combining rules reproduces
accurately experimental three phase coexistence line of CO2
hydrates up to 200 MPa. However, the location of the
temperature maximum indicating the re-entrant phenomenon
is not predicted correctly. It seems very likely that the
increase of cross energy interaction CO2-H2O modifies the
compressibility of the hydrate structure at very high pressures.
In any case, this effect should be analyzed in future works.
TABLE VI. Prediction of the three-phase coexistence line of CO2 by MS
using a positive deviation (χ = 1.13) of the energetic Lorentz-Berthelot com-
bination rule. H2O was modelled using the TIP4P/Ice model, and TraPPE
model has been used to model CO2. The experimental values were taken from
Ref. 1.
P (MPa) T simul3 (K) T expt.3 (K)
5 284(2) 282.9
10 284(2) 283.6
20 284(2) 284.6
40 287(2) 286.2
100 289(2) 289.7
200 292(2) 293.0
300 287(2) 293.9
400 284(2) 293.6
Therefore, the combination of TIP4P/Ice model for H2O and 
TraPPE model for CO2 with a positive deviation of Lorentz-
Berthelot combining rules turns out to be a good compromise 
to describe CO2 hydrates.
The effect o f t he m odification of  th e χ va lue on  the 
estimated solubility values of CO2 in H2O rich phase along 
the three phase line has been also estimated from MS results. 
For the sake of comparison, the correlation from experimental 
solubility data presented by Diamond and Akinfiev84 has 
been used. These authors performed an exhaustive literature 
review, critically evaluating all published data sets, after which 
they discarded inconsistent data and offered a  correlation for 
solubility values at pressures up to 100 MPa. Fig. 11 shows the 
T − x and P − x projections of the estimated CO2 solubilities, 
compared with the cited correlation, using both tested χ 
values. As noted, the χ = 1.13 value doubles CO2 solubility, 
thus favouring the migration of these molecules through the 
aqueous phase towards the hydrate interface, which increases 
the crystallization rate, but this modification shifts solubility 
values away from the experimental trend, as shown in these
FIG. 11. (a) T − x and (b) P− x projections of the estimated CO2 solubility
values in H2O, along the three phase line. Solid line represents the experimen-
tal correlation by Diamond and Akinfiev,84 and the symbols are MS results
using TIP4P-Ice H2O and TraPPE CO2, using Lorentz Berthelot rules with
χ = 1 (blue squares) and χ = 1.13 (red triangles).
plots. Only the MS estimated values up to 200 MPa have been
shown because there are no experimental solubility values
for the high pressure range where the described re-entrant
phenomenon occurs, making comparison impossible. On the
other coexisting fluid phase, the solubility of H2O in liquid
CO2 is negligible, as it can be guessed from the density
profiles shown in Fig. 5(d), or at least it is not detectable
with the number of molecules used in the simulation box
used.
IV. CONCLUSIONS
In this work, we have estimated the three phase
coexistence line (hydrate-liquid H2O-liquid CO2) using
molecular dynamics simulations and the direct coexistence
method. The initial configuration was composed by three
slabs: hydrate, liquid H2O, and liquid CO2. Initial CO2
occupancy in the hydrate slab was varied to determine the role
that the specific occupancy of large (T) and small (D) cavities
plays on hydrate stability. As a result, we have obtained a clear
specific cage occupancy dependence on initial CO2 hydrate
slab in prediction of T3 and crystallization and dissociation
processes. The evolution of the system was the same in all
cases where all T cages were initially fully occupied, while
leaving empty T cages changed significantly the time evolution
of the hydrate slab. The initial value of occupancy of D cages
seemed not to be relevant in these calculations.
Then, we have calculated the three phase coexistence
line (hydrate-liquid H2O-liquid CO2) using TIP4P/2005 and
TIP4P/Ice models of H2O and MSM, EPM2, TraPPE, and ZD
models of CO2 by NPT simulations at 2, 3, 6, 10, 20, 40,
100, 200, 300, 400, and 500 MPa. Initial 87% hydrate slab
occupancy was selected to perform this study, as this value
approaches reported experimental occupancy data. Results of
T3 for TIP4P/Ice combined with three interaction sites models
of CO2 showed a deviation of 15 K between the estimated and
the experimental curves. Despite this temperature shift, the
shape of the equilibrium curve is in good agreement with the
experimental one. Prediction of three phase coexistence line
for TIP4P/2005 is placed 22 K below TIP4P/Ice predictions,
and this result is directly correlated with the difference in the
estimation of Ice Ih melting temperature Tm between TIP4/Ice
and TIP4P/2005, which is exactly 22 K at 0.1 MPa. Although
TIP4P/Ice reproduces experimental melting point Tm of Ice
Ih, it does not reproduce experimental T3 of CO2 hydrate
combined with a CO2 model using Lorentz-Berthelot ideal
cross combining rules (χ = 1).
Finally, we have analyzed the modification in the
estimation of T3 when increasing the strength of the H2O-CO2
cross interaction while keeping constant alike interactions.
The combination of TIP4P/Ice-H2O and TraPPE-CO2 with
a positive deviation (χ = 1.13) of the Lorentz-Berthelot
combining rules reproduces with remarkable accuracy the
experimental three phase coexistence line of CO2 hydrates
up to 200 MPa. Nevertheless, the consideration of this
nonideal cross energy parameter produces an undesirable
loss of accuracy in the estimation of CO2 solubility in H2O
rich fluid phase.
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