In general, higher-order correlation detectors perform well in passive detection for signals of high third-and fourth-order moments. Previous studies by the authors have shown that the normalized third-and fourth-order signal moments are reliable indicators of higher-order correlation detector performance [Pflug et al. (1992b) ]. For a deterministic energy transient of known moments through fourth order, it is possible to predict theoretically the amount of gain over an ordinary cross-correlation detector for a bicorrelation or tricorrelation detector applied in a noise environment of known variance. In this paper, formulas that predict detector performance for passive detection at the minimum detectable level are derived. The noise is assumed to be stationary and zero mean with Gaussian correlation central ordinate probability density functions. To test the formulas, SNR detection and gain curves are generated using hypothesis testing and Monte Carlo simulations on a set of test signals. The test signals are created by varying the time width of a pulse-like signal in a sampling window of fixed time duration, resulting in a set of test signals with varying signal moments. Good agreement is found between the simulated and theoretical results. The effects of observation time (length of detection window) and sampling interval on detector performance are also discussed and illustrated with computer simulations. The prediction formulas indicate that decreasing the observation time or the sampling interval (assuming the signal is sufficiently sampled and the detection window contains the entire signal) improves detection performance. However, the rate of improvement is different for the three detectors. The SNR required to achieve the minimum detectable level of detection performance at a given probability of false alarm (Pfa) decreases with the fourth root of the observation time and sampling interval for the cross-correlation detector, the sixth root for the bicorrelation detector, and the eighth root for the tricorrelation detector. Relative detector performance also varies with Pfa' The probability of detection (Pd) for higher-order detectors degrades less rapidly with decreasing Pfa than the Pd for ordinary correlations. Thus higher-order correlaters can be especially appropriate when a very low Pfa is required. PACS numbers: 43.60.Gk, 43.60.Cg Pflug et al. (1994).] Hinich (1990) addresses this problem in a paper proposing a frequency-domain method of transient detection in Gaussian noise using the inner triangle of the smoothed bispectrum. Care must be taken in applying the alternate detection test described by Hinich based on the outer triangle, which holds for calculations done with continuous-time transients and not for calculations done with discrete-time transients (Pflug et al., 1993, Appendix B). The authors have shown that higher-order time-domain detection methods for transient signals can show improvement over the ordinary second-order, or cross-correlation, method (Ioup etal.
INTRODUCTION
For transients of high skewness and kurtosis, it has been shown that higher-order spectral detectors can outperform second-order or energy detectors in passive detection, i.e., the unknown source model. The higher-order frequencydomain detection methods proposed by Kletter and Messer (1989) and Hinich and Wilson (1990) are applicable to stationary random signals. These methods use segmentation for averaging which results in noise suppression. However, segmentation of short-time energy transient signals is generally not appropriate. The problem addressed in the current paper is that of detecting a transient for which only one short-time realization (received on multiple sensors) is available for processing. Not only are the signals short, in that not many samples are available for segmentation, but changes in the signal over its duration also make segmentation inappropriate. [The issue of averaging over the sensors is addressed by prediction formulas that allow theoretical evaluation of higher-order correlation passive detection performance are derived.
The efficacy of higher-order detectors vis-h-vis the ordinary correlation detector has been a matter of continuing interest. It is still under discussion whether it is possible for a higher-order detector to do better than a matched filter in the active case. The appropriate approach to answer these questions is the derivation of theoretical formulas which describe performance for the passive and active ca•es. '[hen the circumstances under which the higher-order detectors do better than the ordinary correlation and those signal properties and detection conditions which give superiority for the higher-order detectors can be clearly delineated.
The prediction formulas require knowledge of the noise variance and the low-order moments of a sampled energy signal and give the signal-to-noise ratio (SNR) at which the minimum detectable level is achieved for a given probability of false alarm (Ph)-This enables ranking of the detectors under various test conditions. From these formulas, one can predict the amount of theoretical SNR gain that a higherorder correlation detector can provide over the crosscorrelation detector. In addition, for a zero-mean signal, one can use the theoretical expressions to calculate the minimum levels of signal skewhess and kurtosis for which the bicorrelation and tricorrelation detectors will show improvement over the cross correlation detector. Prediction formulas to determine detector performance for transient signals also depend on factors such as the observation time, sampling rate, and Pf•, which are discussed in detail.
One important application of passive detection is in underwater acoustics. An environmental model can be used to identify regions of multipath distortion where the signal third-and fourth-order moments remain high, and for which selected levels of SNR gain may be expected. A preliminary study by Field and Leclere (1993) shows examples of the robustness of a finite-element parabolic equation propagation model in predicting signal kurtosis of multipath signals, and thus tricorrelation detection performance. Using real and simulated data, they find that although signal kurtosis in general decreases with increasing multipath distortion, there exist ocean areas, particularly near the surface and bottom, where signal kurtosis remains high and tricorrelation detection may be applicable. Higher-order correlation detectors are described in Sec. 
I. CORRELATION DETECTORS
The ordinary correlation detector for an unknown source signal involves the cross-correlation of received data from two sensors, which is defined for discrete-time energy signals as (Bracewell, 1986) N-I
C2(T) =At E rl(t)r2(t+r),
(1) k=0 where t=k•t and r=jAt, ri(t ) represents a received signal of the form ri(t) = s(t) + hi(t), $(t) represents an energy signal, and each hi(t) represents one noise realization. When the noise-free signal reaching each sensor is different, s(t) must be replaced by si(t). The cross-correlation detector compares the cross-correlation central ordinate value of the two noisy received signals to a preset threshold. Received signals from three sensors may be correlated similarly to form the bicorrelation (Ioup et al., 1989b) N-I c•(r,,r2)=AtZ r•(tlr2(t+rj)r3(t+•'2), 
with the corresponding central (or other) ordinate threshold detectors defined. The bicorrelation and tricorrelation can also be formed using output t¾om only two sensors and repeating signals in various w•ys (Pflug et al., 1992b (Pflug et al., , 1994 .
II. MOMENTS FOR SAMPLED ENERGY AND STATIONARY RANDOM SIGNALS
A signal is said to be an energy signal if it has finite sum of squares. That is, for a signal x(t) and t=kAt,
• x•(t)At < oo. (4) k= oo
In contrast, a power signal (such as the noise modeled in this paper) has finite power, or The assumption is made that the signal-present PDF is symmetric and centered at the signal ordinate of detection, e.g., for an ordinary correlation detector it is at the correlation central ordinate value of the noise-free signal, mS. Thus the threshold of detection corresponding to Pa=0.5 is also s my. If this is not the case, then the median of the PDF must be determined to get the threshold. For the conditions set in Fig. 1 , the minimum signal skewhess for a positive biconelation SNR gain is 3.83 for Pfa=0.001, and 4.41 for Pfa=0.01. For the tricorrelation, the minimum signal kurtosis for a positive SNR gain is 11.65 for Pfa=0.001, and 16.42 for Pfa=0.01. All of the predictions gven in this paper could be given in terms of moments, or moments normalized by the time duration, without considering normalization by powers of the variance, the latter being the commonly used approach for power signals. Because tea tiers may be very familiar with 0 and 10.0, 4.0  and 20.0, and 8.0 and 50.0, respectively. The sampling interval is held constant at (1/1024) s, and the variable T is plotted versus SNRcc, SNRBc, and SNRTc. For all three detectors, as T increases, the SNR for which the detector performs with Pd=0.5 and Pfa=0.001 increases, implying degraded detection capability. However, the relative performance of the higher-order detectors to the cross-correlation detector improves with increasing values of T. In Fig. 3, the sampling interval, 512, 341.3, and 256 Hz are the frequency cutoffs beyond which the cross-correlation, bicorrelation, and tricotrelation, respecticely, would be aliaseal (Pflug etal., 1992a (Pflug etal., , 1993 Nielson, 1992; Le Roux etal., 1993) . These numbers double if the same signals are sampled with 2048 points per second. The signals are designated with integers 1-9 such that the hig[.er integers correspond to signals created using narrower Gacssian envelopes. All test signal autobicorrelation peaks occtr at zero time lag; hence the bicorrelation threshold detecter will perform better at the central ordinate than at any othcr time lag for each signal (Pflug   et al., 1992b) .
Although SNR will depend on the T s chosen, SNRcc, SNRBc, and SNRTc have tht'• same functional dependence on T,., and relative detection p•.rformance does not change as a function of T•. To illustrate specifically the dependence of detection on signal moment:. alone and to facilitate study of the roles that the observation time and sampling interval play in detection, we hold T, con.,.tant and large enough to include all values of the broadest te: t signal considered. This choice means that for the narrowes: signals in our study, there will be a sizable number of leading and trailing negligibly small signal values. If we had been studying these narrower signals The non-normalized signal moments, which define the means of the PDFs of the signal-present correlation ensemble and ultimately detec :ion performance, change when the mean is subtracted. This is illustrated by comparison of the original non-normalized nonzero-mean signal moments, given in Table V , to the non-normalized moments of the test signals with the mean subtracted, given in Table VI . As expected, the signals with larger mean (see Table I) -13.117, -11.419, and  -10.693 dB, respectively, as given in Tables II, Ill, and IV. Contrast these values with the theoretical SNRcc, SNR8c,  and SNR•c values of -11.,557, -8.696, and -8.460 (1) The underlying random noise process is such that ensemble members (realizations) are identically distributed and stationary within the observation time.
(2) The infinite-time sum of the product of p distinct realizations over t I and t 2 is zero except when t 1 = t 2. This is approximately true for large N. 
