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Abstract
The conjugate prior for the exponential family, referred to also as the natural conjugate
prior, is represented in terms of the Kullback–Leibler separator. This representation permits
us to extend the conjugate prior to that for a general family of sampling distributions. Further,
by replacing the Kullback–Leibler separator with its dual form, we deﬁne another form of a
prior, which will be called the mean conjugate prior. Various results on duality between the
two conjugate priors are shown. Implications of this approach include richer families of prior
distributions induced by a sampling distribution and the empirical Bayes estimation of a high-
dimensional mean parameter.
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1. Introduction
Conjugate priors have been widely employed because of their computational and
analytical convenience. They are induced by the sampling distribution, and are
usually informative. These characteristics are useful in a wide range of applications.
Our purpose is to deﬁne richer families of prior distributions that are directly
associated with the sampling distribution.
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After Raiffa and Schlaifer [30] originally introduced a conjugate prior, various
reﬁnements and extensions of the conjugate prior have been discussed. A recent
review of original ideas is given in Huang and Bier [22]. Dickey [15] referred to it as
the natural conjugate prior. A notable contribution on a theoretically rigorous
deﬁnition of the conjugate prior is due to Diaconis and Ylvisaker [14], who
characterized the conjugate prior in terms of linearity of the posterior mean. Their
conjugate prior is now referred to as the DY conjugate prior. Our understanding of
the conjugate prior was improved through innovative developments of research on
the exponential family with its dual structure; Barndorff-Nielsen [3], Morris [29] and
Amari [1] are signiﬁcant contributors in this respect. In this decade our
understanding of the conjugate prior has been improved by many authors, including
Athreya [2], Consonni and Veronese [11,12], Gutie´rrez-Pen˜a [18,19], Bischoff [9],
George et al. [17], Hartigan [21] and Ibrahim and Chen [23]. An extensive review,
together with some extensions, was given in Gutie´rrez-Pen˜a and Smith [20]. Ibrahim
and Chen [23] introduced a power prior to extend a conjugate prior. An enriched
family was discussed in Consonni and Veronese [12].
One of our primary aims in this paper is to represent the conjugate prior in terms
of the Kullback–Leibler separator, which permits us to extend the conjugate prior to
that for a general family of sampling distributions. The other is to introduce another
family of prior distributions dual to the family of conjugate prior distributions. Then
we pursue the dual structure between the two conjugate priors and discuss its
potential in various areas including the estimation of a mean vector.
To formulate our ideas more explicitly, write a natural exponential family as
fpðx; ZÞ ¼ expfZx  cðZÞgaðxÞ j ZAHg; and let m be the mean of pðx; ZÞ correspond-
ing to Z: Write the Kullback–Leibler separator of a probability density qðx; yÞ to
another one qðx; y0Þ as
Dfqðx; yÞ; qðx; y0Þg ¼ Dðy; y0Þ ¼ E½logfqðx; yÞ=qðx; y0Þg j qðx; yÞ;
where Eff ðxÞ j qðx; yÞg denotes expectation of f ðxÞ under the density qðx; yÞ: We
then observe that the conjugate prior density on Z for fpðx; ZÞ j ZAHg deﬁned by
Diaconis and Ylvisaker [14] is expressed under certain conditions as
pðZ; Z0; dÞp expfdDðZ0; ZÞgp exp½dfm0Z cðZÞg;
where m0 is a known mean value corresponding to Z0: The identity
Efm j pðZ; Z0; dÞg ¼ m0 holds under a regularity condition.
A notable advantage of this representation leads us to the deﬁnition of a dual form
of the conjugate prior density on m; pmðm; m0; dÞp expfdDðm; m0Þg: Recall that
Dðm; m0Þ ¼ DðZ; Z0Þ: This prior will be called the mean conjugate prior. This
extension provides us with an alternative family of prior distributions that are
induced by the sampling distribution. In addition, it sheds light on the dual structure
in the two families of prior distributions. Our nomenclature, the mean conjugate
prior, in contrast with the (natural) conjugate prior, emphasizes this dual structure.
Another advantage is that these representations are valid for a general family of
distributions including a non-exponential family. Speciﬁcally, we discuss some
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examples of the curved exponential family, in which the mean of x is not expressed as
a linear combination of means of the sufﬁcient statistics.
We begin with a review of the exponential families and the Kullback–Leibler
separator in Section 2. Section 3 presents a representation of a conjugate prior and
deﬁnes a mean conjugate prior. Fundamental properties of the conjugate prior and
of the mean conjugate prior are discussed in Section 4, and are followed by the
parameter estimation in Section 5. Examples of familiar distributions in the
reproductive exponential and the curved exponential families are presented in
Section 6. As an important implication, Section 7 discusses the empirical Bayes
estimation of the mean vector. We conclude that the assumption of the mean
conjugate prior is convenient for the estimation of the hyperparameter contained in
the prior.
2. Preliminaries
The deﬁnition of a mean conjugate prior is based on properties of the exponential
family and the Kullback–Leibler separator, and we review elementary properties
necessary in subsequent discussion. Details and rigorous treatments are available in
Barndorff-Nielsen [3], Morris [29] and Amari [1]. A review necessary for the
conjugate analysis is given in Gutie´rrez-Pen˜a and Smith [20].
2.1. Natural exponential families
Let a natural exponential family on the sample space X; deﬁned in Morris [29], be
NEF ¼ fpðx; ZÞ ¼ expfZx  cðZÞgaðxÞ j ZAHg; ð2:1Þ
where H is the canonical parameter space. We assume that the NEF is steep, which
implies that the parameter space of m; M ¼ c0ðHÞ; is the interior of the convex hull
of X: The dominating measure on X will be the Lebesgue measure or the counting
measure. This family includes most familiar distributions. Formal extensions to the
vector parameter Z are possible to some extent in subsequent deﬁnitions, but for
notational simplicity we restrict our attention to the scalar case except for some
curved exponential families. We write the mean of x as m; and identify pðx; ZÞ and
pðx; mÞ; when they denote the same density and no confusion is anticipated.
2.2. Reproductive exponential families
In some families of distributions that contain a dispersion parameter t0; we write
the density as pðx; m; t0Þ or pðx; Z; t0Þ: For a ﬁxed t0; pðx; m; t0Þ is assumed to be in
the NEF. Strictly speaking, the parameter t0 will denote precision rather than
dispersion, but we will follow the usual convention. A useful family, discussed in
Barndorff-Nielsen and Blæsild [5], is the reproductive exponential family, which will
be abbreviated as the REF. Let T be the space of the dispersion parameter t of the
sampling distribution, and assume that it is an open interval containing 1 in Rþ: A
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reproductive exponential family is written as
REF ¼ fpðx; Z; tÞ ¼ exp½tfZx  cðZÞ  fðxÞgaðxÞ=KðtÞ j ðZ; tÞAH  Tg;
ð2:2Þ
where fðmÞ ¼ Zm cðZÞ and KðtÞ is the normalizing constant depending only on t:
Note that the REF means the strongly reproductive exponential family in [5].
Speciﬁcally, the form in (2.2) is due to (3.15) in their representation. Since they
assumed steepness of the exponential family, we may set M ¼ X: This family
contains the normal, the gamma and the inverse Gaussian distributions.
2.3. Curved exponential families
The curved exponential family provides us with examples convenient for our
discussion. It includes the von Mises, the hyperbola and the beta distributions. Write
the density function as pðx; m; t0Þp exp½t0fy1t1ðxÞ þ y2t2ðxÞ  cðy1; y2ÞgaðxÞ; where
y1 ¼ y1ðm; t0Þ; y2 ¼ y2ðm; t0Þ; and m is the mean of x: This density function is in the
exponential family with the sufﬁcient statistics t1ðxÞ and t2ðxÞ: The mean is not
expressed as a linear combination of the means of t1ðxÞ and t2ðxÞ in these
distributions. We will ﬁnd, however, that explicit forms of a conjugate prior and a
mean conjugate prior can be derived.
2.4. Kullback–Leibler separator
Next, we review the dual forms of the Kullback–Leibler separator of NEFðm0Þ and
NEFðmÞ; or equivalently, NEFðZ0Þ and NEFðZÞ; where NEFðm0Þ denotes the
member of the NEF characterized by the parameter m0: It is shown that they exist
and are expressed as
DðZ0; ZÞ ¼ Dðm0; mÞ ¼ fðm0Þ þ cðZÞ  m0Z; ð2:3Þ
Dðm; m0Þ ¼ DðZ; Z0Þ ¼ fðmÞ þ cðZ0Þ  mZ0: ð2:4Þ
When the densities are in the REF, it holds that Dððm0; tÞ; ðm; tÞÞ ¼
tDððm0; 1Þ; ðm; 1ÞÞ; written as tD1ðm0; mÞ for simplicity.
There is extensive research on the dual structure between the quantities and the
parameters discussed above. The two Kullback–Leibler separators (2.3) and (2.4) are
the two divergences associated with the two geodesics. The mean parameter m and
the canonical parameter Z in the NEF are dual, and are related by m ¼ c0ðZÞ and
Z ¼ f0ðmÞ: The two convex functions cðZÞ and fðmÞ are conjugate with each other.
3. Deﬁnition of the mean conjugate prior
We give a representation of the conjugate prior in terms of the Kullback–Leibler
separator to prepare the deﬁnition of the mean conjugate prior. Let D be an open
interval in Rþ; and assume 1AD without loss of generality.
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The conjugate prior density for the NEF is expressed as
pðZ; Z0; dÞp exp½dfm0Z cðZÞg bðZÞ; ð3:1Þ
where bðZÞ is an appropriate function. This prior density is in the exponential family
with the sufﬁcient statistics Z and cðZÞ: The expression of DðZ0; ZÞ in (2.3) yields
pðZ; Z0; dÞp expfdDðZ0; ZÞgbðZÞ: ð3:2Þ
Although not stated explicitly in (3.1), m0 belongs to M:
Representation (3.2) provides us with possible extensions. An extension is derived
from the fact that the Kullback–Leibler separator DðZ0; ZÞ is deﬁned for a general
family of densities. Setting hðmÞ ¼ f0ðmÞð¼ ZÞ; we obtain that a prior density on m;
equivalent to (3.2), is expressed as *pðm; m0; dÞp expfdDðhðm0Þ; hðmÞÞgbðhðmÞÞh0ðmÞ;
with m0 ¼ h1ðZ0Þ: Because of the parameterization invariance of the Kullback–
Leibler separator, it holds that Dðhðm0Þ; hðmÞÞ ¼ Dðm0; mÞ: Now, consider a family of
sampling densities fpðx; mÞ j mAMg; where m denotes the mean of pðx; mÞ and Dðm; m0Þ
is deﬁned for every m and m0AM: Then a formal extension of the conjugate prior
density for this family is obtained by using this Kullback–Leibler separator Dðm0;mÞ:
This extension is possible also for the mean conjugate prior density deﬁned below.
A more important extension is obtained by replacing DðZ0; ZÞ by its dual form
Dðm; m0Þ ¼ DðZ; Z0Þ: We can deﬁne a new family of prior densities on m:
Deﬁnition 3.1. Let fpðx; mÞ j mAMg be a family of sampling densities, where Dðm; m0Þ
exists for m0 and every m in M: For an appropriate function cðmÞ; a prior density on m
for this family,
pmðm; m0; dÞp expfdDðm; m0ÞgcðmÞ ð3:3Þ
is called the mean conjugate prior density. A family of mean conjugate prior
densities will be called the mean conjugate prior.
The key property of an ordinary conjugate prior density is that it has the same
form with the likelihood function as the posterior density. When pðx; mÞ is in the
NEF, a mean conjugate prior density has another attractive form. Since x is the
maximum likelihood estimator of the mean parameter m; it holds that Dðx; mÞ ¼
log fpðx; xÞ=pðx; mÞg; which is parallel to log pðx; mÞ as a function of m: Thus the
posterior density is proportional to exp ½fDðx; mÞ þ dDðm; m0ÞgcðmÞ: When the
sampling distribution is REFðm; t0Þ; the exponent is replaced by ft0D1ðx; mÞ þ
dD1ðm; m0Þg; that is, the linear combination of the two divergences. This form is
useful for estimating the hyperparameter d; as discussed in Section 7.
It is necessary to choose bðZÞ in (3.2) or cðmÞ in (3.3). A naive choice of bðZÞ is that
bðZÞ is constant. Following Consonni and Veronese [11], we call such a conjugate
prior the standard conjugate prior. Similarly, we call the mean conjugate prior in
(3.3) standard when cðmÞ is constant. Diaconis and Ylvisaker [14] characterized this
choice of bðZÞ by imposing the condition that the posterior mean is ðx þ dm0Þ=
ð1þ dÞ: Thus the standard conjugate prior is now called the DY conjugate prior.
We will ﬁnd that their condition is equivalent to Efm j pðZ; Z0; dÞg ¼ m0 for every
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Z0AH and dAD: Further we will show that under a regularity condition the standard
mean conjugate prior satisﬁes the equality EfZ j pmðm; m0; dÞg ¼ Z0 for every m0AM
and dAD: We deﬁne two properties of the family of prior densities for the NEF to
state these statements.
Deﬁnition 3.2. (i) A family of prior densities pðm; m0; dÞ is called m-preserving, if
Efm j pðm; m0; dÞg ¼ m0 for every m0AM and dAD:
(ii) A family of prior densities pðZ; Z0; dÞ is called c-preserving, if
EfZ j pðZ; Z0; dÞg ¼ Z0 for every Z0AH and dAD:
The word m-preserving abbreviates expectation preserving with respect to the
mean parameter, and c-preserving abbreviates that with respect to the canonical
parameter. Note that it is possible to straightforwardly extend the notion of m-
preservation to a family of priors for general sampling densities.
The two parameter-preserving properties and the two dual conjugate priors derive
four families of conjugate priors, (i) the m-preserving conjugate prior, (ii) the c-
preserving conjugate prior, (iii) the m-preserving mean conjugate prior and (iv) the
c-preserving mean conjugate prior. The members of the four conjugate priors are
written as (i) pmðZ; Z0; dÞ; (ii) pcðZ; Z0; dÞ; (iii) pmmðm; m0; dÞ and (iv) pmc ðm; m0; dÞ;
respectively. To show that the four families are appropriately deﬁned, it is necessary
to examine the existence of each prior density under a regularity condition and its
uniqueness. We will ﬁnd representations (3.2) and (3.3) useful for this purpose. In
addition, we will observe a notable duality in the regularity conditions and results.
4. Properties of priors
Calculations suggest that the standard conjugate prior is m-preserving, and also
that the standard mean conjugate prior is c-preserving. Diaconis and Ylvisaker [14]
gave a sufﬁcient condition for the standard conjugate prior to be m-preserving. Their
condition is that the parameter space fZ j R expðZxÞaðxÞ dxoNg; which includes H;
is open. Representations (3.2) and (3.3) provide us with a stronger result in a more
explicit way. Write the upper and the lower bounds of H as %Z and
%
Z; respectively, and
deﬁne DðZ0; %ZÞ and DðZ0;
%
ZÞ as the limits of DðZ0; ZÞ at Z ¼ %Z and Z ¼
%
Z:
Proposition 4.1. Suppose that the sampling density is in the NEF. A necessary and
sufficient condition for the standard conjugate prior to be m-preserving is that
DðZ0; %ZÞ ¼N and DðZ0;
%
ZÞ ¼N for every Z0AH; or equivalently, that pmð%Z; Z0; dÞ ¼
pmð
%
Z; Z0; dÞ ¼ 0 for every Z0AH and dAD:
Proof. The sufﬁciency part follows from the equality
d
Z
ðm m0ÞexpfdDðZ0; ZÞg dZ ¼ expfdDðZ0; %ZÞg  expfdDðZ0;
%
ZÞg
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for every Z0AH and dAD: To prove the necessity part, assume that DðZ0; %ZÞ is ﬁnite,
which equals to DðZ0;
%
ZÞ: Let Z1 be an element of H being greater than Z0: Then it
follows that DðZ1; Z2ÞoDðZ0; Z2Þ for every Z2AH being greater than Z1: The
convexity of DðZ1; ZÞ as a function of Z yields that DðZ1; %ZÞ exists. Thus it holds that
DðZ1; %ZÞ ¼ DðZ1;
%
ZÞ: Set SðZc; ZuÞ ¼ DðZ0; ZuÞ  DðZ0; ZcÞ  DðZ1; ZuÞ þ DðZ1; ZcÞ:
Then SðZc; ZuÞ converges to zero as Zc and Zu tend to
%
Z and %Z; respectively. On the
other hand, the inequalities, SðZc; ZuÞ ¼ ðm1  m0ÞðZu  ZcÞ4ðm1  m0ÞðZ1  Z0Þ40;
hold for ZcoZ0oZ1oZu: This contradiction completes the proof. &
The result corresponding to the mean conjugate prior is proved in a parallel way.
Proposition 4.2. Suppose that the sampling density is in the NEF. Let %m and
%
m denote
the respective upper and the lower bounds of M; and define Dð %m; m0Þ and Dð
%
m; m0Þ as
their limits. A necessary and sufficient condition for the standard mean conjugate prior
to be c-preserving is that Dð %m; m0Þ ¼N and Dð
%
m; m0Þ ¼N for every m0AM; or
equivalently, that pmc ð %m; m0; dÞ ¼ pmc ð
%
m; m0; dÞ ¼ 0 for every m0AM and dAD:
Remark. Extensions of Propositions 4.1 and 4.2 to the vector parameter are not
straightforward. Instead, we pursue sufﬁcient conditions. Consider a condition for
Proposition 4.1 that the parameter space fZ j DðZ0; ZÞoN for every Z0AHg is open,
and another condition for Proposition 4.2 that the parameter space fm j Dðm; m0ÞoN
for every m0AMg is open. Using the convexity of the function cðZÞ; we can show that
the former condition is implied by the sufﬁcient condition in Diaconis and Ylvisaker
[14]. Following the proof of Theorem 2 in [14], we can show that the standard
conjugate and the standard mean conjugate priors are m-preserving and c-preserving
under these conditions, respectively.
We now address the uniqueness problem. First, it follows from [14] that the DY
conjugate prior is unique and m-preserving. Consequently, the m-preserving
conjugate prior is the same as the DY conjugate prior. Next, we show the
uniqueness of the c-preserving mean conjugate prior.
Proposition 4.3. Assume that a mean conjugate prior density of form (3.3) is proper for
every m0AM and dAD: If the prior density is c-preserving, then cðmÞ is constant. That
is, the c-preserving mean conjugate prior is unique and standard.
Proof. By hypothesis, it holds
Z
M
ff0ðmÞ  Z0g exp½d0fZ0m fðmÞgcðmÞ dm ¼ 0
for every m0AM; i.e., for every Z0AH: We deﬁne a complex function of zAC as
QðzÞ ¼
Z
M
ff0ðmÞ  zg exp½d0fzm fðmÞgcðmÞ dm:
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Consider the case where z ¼ Z0 þ
ﬃﬃﬃﬃﬃﬃ1p y=d0 ðZ0AH; yARÞ; where ﬃﬃﬃﬃﬃﬃ1p stands for the
imaginary unit. Since QðzÞ ¼ 0 for y ¼ 0 and H is open, it holds for every yAR that
QðzÞ ¼ 0: Thus we haveZ
M
d0ff0ðmÞ  Z0ge
ﬃﬃﬃﬃ1p ymc˜ðmÞ dm ¼ ﬃﬃﬃﬃﬃﬃ1p y
Z
M
e
ﬃﬃﬃﬃ1p ymc˜ðmÞ dm;
where we set c˜ðmÞ as exp½d0fZ0m fðmÞgcðmÞ: By applying Lemma 6.1.1 in Kagan
et al. [25], we see that c˜ðmÞ is differentiable and is proportional to
exp½d0fZ0m fðmÞg: The required result follows from this. &
The following proposition shows the uniqueness of the remaining two priors.
Proposition 4.4. (i) The m-preserving mean conjugate prior is unique, when it exists.
(ii) The c-preserving conjugate prior is unique, when it exists.
Proof. We prove the former statement ﬁrst. Suppose there exist two m-preserving
mean conjugate priors of the forms proportional to expfdDðm; m0ÞgciðmÞ for i ¼ 1
and 2. Write the normalizing constants as Kiðm0; dÞ: Then we ﬁnd that Kiðm0; dÞ is
independent of m0:Noting the expression of Dðm; m0Þ in (2.4) and the fact that m0 is an
interior point of M; we obtain that
@
@m0
Kiðm0; dÞ ¼ d
Z
M
ðm m0ÞexpfdDðm; m0ÞgciðmÞ dm
 
dZ0
dm0
:
Since by hypothesis the mean conjugate prior is m-preserving, the right-hand side
vanishes, which implies our assertion about Kiðm0; dÞ: Let d1 be an arbitrary ﬁxed
point in D; and set c˜iðmÞ ¼ ciðmÞ=Kiðd1Þ: Then the prior densities can be expressed as
exp½d1fmZ0  fðmÞ  cðZ0Þgc˜iðmÞ: This means that there are two densities in the
NEF with the common cumulant d1cðZ0Þ: This contradicts the completeness of the
exponential family.
The case of the latter statement is proved similarly. &
The proof of the Proposition 4.4 leads us to the following proposition.
Proposition 4.5. (i) The mean conjugate prior is m-preserving, if and only if the
normalizing constant is independent of m0: Thus the m-preserving mean conjugate prior
is in the REF.
(ii) The conjugate prior is c-preserving, if and only if the normalizing constant is
independent of Z0: Thus the c-preserving conjugate prior is in the REF.
Corollary 4.6. Suppose the sampling density pðx; m; tÞ is in the REF. Then a prior
density pðm; m0; dÞ ¼ pðm; m0; dÞ is a member of the m-preserving mean conjugate prior.
This corollary leads us to explicit forms of the m-preserving mean conjugate prior
for the normal, the gamma and the inverse Gaussian distributions. In these
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examples, the form of the sampling density is the same as that of the prior
density.
The key property of the NEF in the above discussion is Dðx; mÞ ¼
log fpðx; xÞ=pðx; mÞg: It is observed that the parallel treatments are possible when
the identity, Dðx; mÞ ¼ k log fpðx; xÞ=pðx; mÞg; holds for a positive constant k: Such a
property is valid for the von Mises and the hyperbola distributions, which will be
discussed in Section 6.
5. Parameter estimation
We discuss estimation of the parameters m and Z; when the sampling distribution is
in the NEF. Duality is observed in optimality of the posterior means of m and Z in
various manners.
First, we discuss optimality of posterior means. The most popular loss
function in the Bayesian theory is the squared error of m: Here we show that the
two Kullback–Leibler separators provide us with attractive loss functions for
evaluating posterior means. Set the two dual loss functions, Lmð #m; mÞ ¼ Dðm; #mÞ
and Lcð#Z; ZÞ ¼ Dð#Z; ZÞ: These loss functions are familiar in the statistical
estimation theory and also in the conjugate analysis. The former loss function is
considered by Bernardo and Smith [7]. Let the two quantities induced from these loss
functions be
PDmðm1; m2; m3Þ ¼Lmðm1; m3Þ  Lmðm1; m2Þ  Lmðm2; m3Þ
¼ ðZ1  Z2Þðm2  m3Þ ð5:1Þ
and
PDcðZ1; Z2; Z3Þ ¼LcðZ1; Z3Þ  LcðZ1; Z2Þ  LcðZ2; Z3Þ
¼ ðm1  m2ÞðZ2  Z3Þ: ð5:2Þ
The cumulant functions in the Kullback–Leibler separators are eliminated in the
deﬁnition of these quantities. These quantities can be regarded as inner products of
the line (or the geodesic) connecting pðx; m1Þ and pðx; m2Þ and that connecting
pðx; m2Þ and pðx; m3Þ in the space of probability densities.
In the standard Bayesian theory, the posterior mean of the mean parameter, #mB; is
the most familiar. We discuss also the posterior mean of the canonical parameter #ZB:
Duality of the two Bayes estimators is extended as follows.
Proposition 5.1. Let the sampling density be NEFðmÞ or equivalently NEFðZÞ: The
following two statements hold for an arbitrary prior density pðmÞ or pðZÞ:
(i) For the loss function Dðm; #mÞ; the posterior mean #mB is optimum, when it has a finite
risk.
(ii) For the loss function Dð#Z; ZÞ; the posterior mean #ZB is optimum, when it has a finite
risk.
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Proof. To show (i), let #m be an arbitrary estimator of m having a ﬁnite risk, and
consider the expectation of PDmð #m; #mB; mÞ: Write the posterior density of m and the
marginal density as pðm j xÞ and pðxÞ; respectively.
E½EfPDmð #m; #mB; mÞ j pðx; mÞg j pðmÞ
¼
Z
M
Z
X
ff0ð #mÞ  f0ð #mBÞgð #mB  mÞpðx; mÞpðmÞ dx dm
¼ E½ff0ð #mÞ  f0ð #mBÞgEf #mB  m j pðm j xÞg j pðxÞ
¼ 0;
so that EfDðm; #mÞg ¼ EfDðm; #mBÞg þ EfDð #mB; #mÞg: The latter statement (ii) is proved
in a dual way. &
This proof shows that optimality of the posterior means is implied by the forms of
the inner products (5.1) and (5.2), speciﬁcally those of the latter terms. A result
related to (i) is in Proposition 5.9 in Bernardo and Smith [7]. Our results, however,
are more general and clearer.
We consider also a less familiar loss ð#Z ZÞ2 to yield optimality of #ZB in addition
to the squared loss of m: Note that optimality of the posterior mean in the Bayesian
theory is derived from a corollary to Proposition 5.1.
Corollary 5.2. Statement (i) in Proposition 5.1 holds when the loss is ð #m mÞ2 in
place of Dðm; #mÞ: Dually, statement (ii) holds when the loss is ð#Z ZÞ2 in place of
Dð#Z; ZÞ:
Our introduction of the c-preserving conjugate prior, which permits us an easy
computation of the posterior mean #ZB; is motivated by Proposition 5.1 and
Corollary 5.2. A disadvantage of this deﬁnition is that the loss functions Dð#Z; ZÞ and
ð#Z ZÞ2 are less familiar in the usual Bayesian theory.
Finally, we give expressions of the posterior means of m and Z; which
are optimum as discussed above. The linearity of the posterior mean
of m under the m-preserving conjugate prior is well known, and a general
expression of #ZB is given in Lehmann and Casella [27, p. 241]. The assumption of
these prior densities makes numerical computations much easier. The cases
of the gamma and the inverse Gaussian distributions will be examined in detail in
Section 7.
Proposition 5.3. Suppose that the sampling density is in the NEF.
(i) Denote the integral
R
H
exp½dfm0Z cðZÞg dZ as Kmðm0; dÞ: The posterior means
under the m-preserving conjugate prior are given as
#mB ¼ x þ dm0
1þ d and #ZB ¼
@
@x
log Km
x þ dm0
1þ d ; 1þ d
 
:
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(ii) Set E½m j pcðZ; Z0; dÞ as *mðm0; dÞ: The posterior means under the c-preserving
conjugate prior are
#mB ¼ *m x þ dm0
1þ d ; 1þ d
 
and #ZB ¼ f0 x þ dm0
1þ d
 
:
(iii) Denote the integral
R
M
expfxZ cðZÞ þ dZ0m dfðmÞgcðmÞ dm as Kmmðx; Z0; dÞ:
The posterior means under the m-preserving mean conjugate prior are
#mB ¼ 1d
@
@Z0
log Kmmðx; Z0; dÞ and #ZB ¼
@
@x
log Kmmðx; Z0; dÞ:
(iv) Denote the integral
R
M
expfxZ cðZÞ þ dZ0m dfðmÞg dm as Kmc ðx; Z0; dÞ:
Then the posterior means under the c-preserving mean conjugate prior are
#mB ¼ 1d
@
@Z0
log Kmc ðx; Z0; dÞ and #ZB ¼
@
@x
log Kmc ðx; Z0; dÞ:
Note that the posterior mean of Z in (ii) satisﬁes the identity c0ð#ZBÞ ¼
ðx þ dm0Þ=ð1þ dÞ: In other words, the estimator of m corresponding to #ZB
is #m ¼ ðx þ dm0Þ=ð1þ dÞ: Thus the resulting estimator is superﬁcially the same
as #mB in (i).
6. Examples
The following families of the sampling distributions are examined: the gamma, the
inverse Gaussian, the von Mises, the hyperbola and the beta distributions. In the ﬁrst
two examples, the sampling density is in the REF, and therefore the m-preserving
mean conjugate prior density has the same form as the corresponding sampling
density, as in Corollary 4.6. Their potential for empirical Bayes estimation is
discussed in the following section. We express the posterior means in a closed form
using a special function.
Example 6.1 (Gamma distribution). Consider the gamma distribution with the
density function
pðx; m; t0Þ ¼ t
t0
0
Gðt0Þx exp t0 
x
m
þ log x
m
  	
; ð6:1Þ
where the dispersion parameter t0 is assumed to be known. A familiar prior density
in the standard textbooks such as Cox and Hinkley [13] and Bernardo and
Smith [7] is
pcðZ; Z0; dÞ ¼ pðZ; Z0; dÞ ¼
dd
GðdÞZ exp d 
Z
Z0
þ log Z
Z0
  	
ð6:2Þ
with Z ¼ 1=m: This family of priors is the c-preserving conjugate. On the
other hand, the m-preserving conjugate prior density pmðZ; Z0; dÞ; which is in the
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DY prior, is
pmðZ; Z0; dÞ ¼ p Z;
dþ 1
d
Z0; dþ 1
 
¼ d
dþ1
Gðdþ 1ÞZ0
exp d  Z
Z0
þ log Z
Z0
  	
:
ð6:3Þ
The c-preservation property of the former prior density (6.2) gives rise to the
posterior mean of Z as #ZB ¼ ðt0 þ dÞ=ðt0x þ dZ10 Þ: On the other hand, the m-
preservation property of the latter (6.3) leads to the form of the posterior mean
#mB ¼ ðt0x þ dZ10 Þ=ðt0 þ dÞ: Note that these estimators are equivalent to each other.
One of the reasons for the adoption of the former in such standard textbooks seems
to lie in the fact that its density form is common with that of the sampling density so
that it has the c-preservation property.
It follows from Corollary 4.6 that the m-preserving mean conjugate prior density is
pmmðm; m0; dÞ ¼ pðm; m0; dÞ; which is of the same form as the sampling density. This
prior density seems to be intuitively attractive.
Example 6.2 (Inverse Gaussian distribution). The inverse Gaussian distribution has
the density function
pðx; m; t0Þ ¼
ﬃﬃﬃﬃ
t0
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2px3
p expft0ðx  mÞ2=ð2xm2Þg:
The standard conjugate prior is not m-preserving. We examine a reason of this
by applying Proposition 4.1. Setting Z ¼ 1=2m2; we obtain that D1ðZ0; ZÞ
¼ ð ﬃﬃﬃZp  ﬃﬃﬃﬃﬃZ0p Þ2= ﬃﬃﬃﬃﬃﬃﬃ2Z0p : Then it follows that D1ðZ0;NÞ ¼N but D1ðZ0; 0Þ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Z0=2
p
oN: Hence the sufﬁcient condition is not satisﬁed. The choice of the
function bðZÞ was discussed in Chhikara and Folks [10, Chapter 7]. However, it
looks difﬁcult to construct the c-preserving conjugate prior. On the other hand, the
m-preserving mean conjugate prior has the form pmmðm; m0; dÞ ¼ pðm; m0; dÞ:
The third and fourth examples deal with the von Mises and the hyperbola
sampling densities. They are in the curved exponential family and the mean of
x is not expressed as a linear combination of the expectations of the sufﬁcient
statistics t1ðxÞ and t2ðxÞ: Thus a deﬁnition of a conjugate prior density in terms of
(3.1) is not possible. Alternatively, the original deﬁnition of a conjugate prior may be
examined. As pointed out in Diaconis and Ylvisaker [14], however, the deﬁnition is
theoretically less rigorous. A routine derivation of the conjugate prior is possible in
our approach.
Example 6.3 (von Mises distribution). The von Mises distribution has the density
pðx; m; t0Þ ¼ expft0cosðx  mÞg=f2pI0ðt0Þg ð0pxp2pÞ; ð6:4Þ
where m is the mean direction ð0pmp2pÞ; t0 is the concentration parameter ðt0X0Þ
and I0ðÞ denotes the modiﬁed Bessel function of the ﬁrst kind and order zero. Note
that the mean m of x is not expressed as a linear combination of the expectations of
the sufﬁcient statistics, cos x and sin x: As a result, a conjugate prior density in (3.1)
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is not deﬁned. On the other hand, Mardia and El-Atoum [28] and Rodrigues et al.
[31] discussed a von Mises prior on the mean parameter m; and claimed that it can be
regarded as a conjugate prior in the sense of Raiffa and Schlaifer [30]. Note that
Dfðm; t0Þ; ðm0; t0Þg ¼ Dfðm0; t0Þ; ðm; t0Þg ¼ t0I˜ðt0Þf1 cosðm0  mÞg with I˜ðt0Þ ¼
I 00ðt0Þ=I0ðt0Þ: Setting *d ¼ dt0I˜ðt0Þ; we obtain that
pmmðm; m0; dÞ ¼ pmðm; m0; dÞp expf*d cosðm m0Þg ð0pmp2pÞ: ð6:5Þ
Thus we ﬁnd that pmmðm; m0; dÞ ¼ pmðm; m0; dÞ ¼ pðm; m0; *dÞ: Rodrigues et al. [31, p.
434] noted that the linearity with respect to the trigonometric functions holds.
Example 6.4 (Hyperbola distribution). The hyperbola distribution [4] has the
density function
pðx; m; t0Þ ¼ 1
2K0ðt0Þ exp 
t0
2
ðexm þ emxÞ
n o
; ð6:6Þ
where m is the mean, t040 and K0ðt0Þ is a Bessel function of the ﬁrst kind and of
order zero. We employed a convenient form for our discussion, though the
transformed forms, y ¼ ex and *m ¼ em may be more popular. Note that
Dfðm; t0Þ; ðm0; t0Þg ¼Dfðm0; t0Þ; ðm; t0Þg
¼  t0K
0
0ðt0Þ
2K0ðt0Þ ðe
mm0  2þ em0mÞ:
Thus we obtain that
pmmðm; m0; dÞ ¼ pmðm; m0; dÞ ¼ pðm; m0; *dÞ
by setting *d ¼ dt0K 00ðt0Þ=K0ðt0Þ: The addition formula of the function in the
exponent in (6.6) yields a form of the posterior mean. Hence the parallel treatments
are possible between the von Mises and the hyperbola distributions. The close
relationship between them as two exponential families was emphasized in Barndorff–
Nielsen [3].
The ﬁnal example discusses prior densities on the mean of the beta distribution. A
conjugate prior density in (3.1) is not deﬁned. Formal deﬁnitions of the conjugate
prior density (3.2) and the mean conjugate prior density (3.3) are possible, but they
do not have desirable properties as in the above two examples. Our approach,
however, provides us with potentially useful priors on the mean of x:
Example 6.5 (Beta distribution). The density of the beta distribution, pBBðx; a; bÞ; is
xa1ð1 xÞb1=Beða; bÞ for a; b40: This distribution appears frequently in the
conjugate analysis as the conjugate prior for the binomial distribution. It is in the
exponential family, with the sufﬁcient statistics log x and log ð1 xÞ: The conjugate
analysis was given in Bayarri [6].
Suppose t0 ¼ aþ b is a known constant and our interest is on the mean parameter
of x; m ¼ a=ðaþ bÞ: Then the family, fpBBðx; a; bÞ j aþ b ¼ t0g; is in the curved
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exponential family, and a conjugate prior density in terms of (3.1) cannot be deﬁned.
However, we can present explicit forms of the standard conjugate and the standard
mean conjugate priors, expressed as
pðm; m0; dÞp exp½dt0fcGðt0m0Þ  cGðt0  t0m0Þgm d logfGðt0mÞGðt0  t0mÞg
and
pmðm; m0; dÞ
p exp½dt0ðm m0ÞfcGðt0mÞ  cGðt0  t0mÞg þ d logfGðt0mÞGðt0  t0mÞg
respectively where cGðÞ is the digamma function.
7. Estimation of a mean vector
The empirical Bayes estimation of a mean vector parameter in the REF is
discussed as an important application of the mean conjugate prior. The empirical
Bayes method performs well and is widely employed, when the dimension of the
parameter to be estimated is high. Efron and Morris [16] gave a justiﬁcation of the
James–Stein estimator from this point of view. We will ﬁnd that the assumption of
the m-preserving mean conjugate prior for the REF leads to an attractive estimator
of the hyperparameter d contained in a prior density.
Let x ¼ ðx1;y; xpÞ be a vector observation from pðx; l; t0Þ ¼
Qp
i¼1 pðxi; mi; t0Þ;
where pðx; m; t0Þ is in the REF and t0 is a known constant. Our interest is to estimate
l ¼ ðm1;y; mpÞ from x: The maximum likelihood estimator of l is x: We assume a
prior density pmmðl; m; dÞ ¼
Qp
i¼1 p
m
mðmi; mi; dÞ: The mean parameter vector l is
estimated by calculating the posterior mean of l or g; which depends on the choice of
the loss function. When the posterior mean #gB is calculated, an estimate of l is given
by c0ð#gBÞ: The hyperparameter d of the prior is estimated in terms of the marginal
density
R
pðx; l; t0Þpmmðl; m; dÞ dl: We estimate d by the method of moments based
on D1ðx; mÞ ¼
Pp
i¼1 D1ðxi; miÞ; although the maximum likelihood estimator of d is
widely employed. There are two novel aspects of the present approach: To discuss
the posterior mean of g; and to estimate the hyperparameter d using the mean of
D1ðx; mÞ:
To evaluate the mean of D1ðx; mÞ; we state a lemma under a general
condition. Using expression (2.4), we can prove the following lemma by applying
identity (5.2).
Lemma 7.1. Let x be an observation from pðx; lÞ ¼Qpi¼1 pðxi; miÞ in the NEF. Then
EfDðx; mÞ j pðx; lÞg ¼ EfDðx; lÞ þ Dðl; mÞ j pðx; lÞg
if both sides exist.
Suppose xBREFðl; t0Þ; that is, the density function pðx; l; t0Þ has the form in
(2.2). To obtain an explicit form of E½D1ðx; lÞ; we differentiate the density with
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respect to t0; resulting in the identity
EfD1ðx; mÞ  K˜ðt0Þ j pðx; m; t0Þg ¼ 0
with K˜ðt0Þ ¼ ð@=@t0Þ log Kðt0Þ: The function K˜ðt0Þ is expressed explicitly as
1=2t0; log t0  cðt0Þ and 1=2t0 for the normal, the gamma, and the inverse Gaussian
distribution, respectively. These forms suggest that we estimate d by the method of
moments, as stated in the following proposition.
Proposition 7.2. Let xBREFðl; t0Þ and pmmðl; m; dÞ ¼
Qp
i¼1 p
m
mðmi; mi; dÞ be the m-
preserving mean conjugate prior density. Then
EfD1ðx; mÞ j pðx; l; t0Þpmmðl; m; dÞg ¼ pfK˜ðt0Þ þ K˜ðdÞg:
Proof. It follows from Lemma 7.1 that the left-hand side is expressed as
E½EfD1ðx; lÞ þ D1ðl; mÞ j pðx; l; t0Þg j pmmðl; m; dÞ
¼ EfpK˜ðt0Þ j pmmðl; m; dÞg þ EfD1ðl; mÞ j pmmðl; m; dÞg
¼ pK˜ðt0Þ þ pK˜ðdÞ:
This completes the proof. &
Since K˜ð#dÞ is positive and decreasing in d; an estimator of d is given by pK˜ð#dÞ ¼
½D1ðx; mÞ  pK˜ðt0Þþ: In the case of the normal distribution Nðm; 1=t0Þ; the estimator
of d is given by #d ¼ p=½Ppi¼1 ðxi  miÞ2  p=t0þ; which is the maximum likelihood
estimator. This case is reviewed in the following example.
Example 7.1 (Normal distribution). The loss functions D1ð #m; mÞ and D1ðm; #mÞ are the
same as ð #m mÞ2=2 in the normal distribution Nðm; 1=t0Þ: A familiar prior
Nðm; ð1=dÞIÞ satisﬁes all the four properties given following Deﬁnition 3.2. The
posterior mean is given as #lB ¼ ft0=ðt0 þ dÞgx by setting m ¼ 0: Substituting the
above estimator #d; we obtain the empirical Bayes estimator f½jjxjj2  p=t0þ=jjxjj2gx:
An unbiased estimator of the factor t0=ðt0 þ dÞ based on the marginal distribution
of x is fjjxjj2  ðp  2Þ=t0g=jjxjj2: Then the well-known James–Stein estimator, #lJS ¼
fjjxjj2  ðp  2Þ=t0gx=jjxjj2; is obtained by substituting this unbiased estimator, as
indicated in Efron and Morris [16]. From the frequentist point of view Yanagimoto
[32] noted that E½PDmðx; #lJS; lÞ j pðx; l; t0Þ ¼ 0 for every l and t0 when pX3:
7.1. Gamma distribution
The density function of the gamma distribution was given in (6.1). Consider the m-
preserving mean conjugate prior density pmmðl; m; dÞ: We show that the posterior
mean of l or g is expressed in terms of the modiﬁed Bessel function of the third kind
KnðzÞ; ð1=2Þ
RN
0
xn1 exp fzðx þ 1=xÞ=2g dx: Athreya [2] discussed a prior density
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on the variance s2 in the normal distribution Nðm; s2Þ; and noted that the posterior
distribution becomes the generalized inverse Gaussian distribution [24]. Note that
this prior on s2 is analytically equivalent to the m-preserving mean conjugate prior
for the gamma distribution.
Our primary interest is on pmmðl; m; dÞ: The posterior density is expressed as
1
K
Yp
i¼1
mdt01i exp 
t0xi
mi
 dmi
mi
  	
:
The normalizing constant K is
Qp
i¼1 2u
n
iKnðziÞ; where n ¼ d t0; ui ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0ximi=d
p
and zi ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0xid=mi
p
: This yields the posterior mean of mi equal to #mi ¼
uiKnþ1ðziÞ=KnðziÞ: On the other hand, the posterior mean of Zi ¼ 1=mi is #Zi ¼
ð1=uiÞKn1ðziÞ=KnðziÞ: As discussed before, the choice of one of these two similar
estimators depends on the loss function chosen, D1ðl; #lÞ or D1ð #l; lÞ:
We apply the method of moments, based on Proposition 7.2, to obtain an
estimator of d as pflog #d cð#dÞg ¼ ½Ppi¼1 fxi=mi  log ðxi=miÞ  1g  pflog t0 
cðt0Þgþ: An alternative estimator of d may be obtained by maximizing the marginal
likelihood for x; given by
pðx; dÞ ¼
Yp
i¼1
1
Gðt0Þxi
2KnðziÞ
GðdÞ
dt0xi
mi
 t0=2þd=2
:
Numerical maximization of this marginal likelihood is not difﬁcult, but the estimator
does not have a closed form. Another reservation of the maximum likelihood
estimator is that it does not always perform well in the mixture model. The case of
the beta-binomial distribution is dealt by Kupper et al. [26].
An extension to the case of m ¼ n1 for an unknown n is possible, but details are
omitted.
7.2. Inverse Gaussian distribution
The m-preserving mean conjugate prior is useful in the inverse Gaussian model,
since the standard conjugate prior is not m-preserving. We consider the prior
pmmðl; m; dÞ here. The posterior density is proportional to
Yp
i¼1
m3=2i exp 
t0xi
2m2i
þ t0  d
2
 
1
mi
 dmi
2m2i
 	
:
Thus, numerical integration is required to obtain the posterior mean of mi or Zi ¼
1=2m2i : The marginal likelihood is
Yp
i¼1
ﬃﬃﬃﬃﬃﬃﬃ
t0d
p
2p
ﬃﬃﬃﬃﬃ
x3i
q exp  t0
2xi
þ d
mi
  Z N
0
m3=2i exp 
t0xi
2m2i
þ t0  d
2
 
1
mi
 dmi
2m2i
 	
dmi:
Using Proposition 7.2, we estimate d by the method of moments. It yields
p=#d ¼ ½Ppi¼1 ðxi  miÞ2=xim2i  p=t0þ:
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When the coefﬁcient of variation
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mi=t0
p
is known and the mean conjugate prior is
assumed, Betro and Rotondi [8] showed that an explicit form of the posterior mean
is given in terms of the special function KnðÞ: The maximum likelihood estimator of
d based on the marginal likelihood requires extensive computing, and is less
promising.
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