Operational state complexity of nested word automata  by Piao, Xiaoxue & Salomaa, Kai
Theoretical Computer Science 410 (2009) 3290–3302
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Operational state complexity of nested word automataI
Xiaoxue Piao, Kai Salomaa ∗
School of Computing, Queen’s University, Kingston, Ontario K7L 3N6, Canada
a r t i c l e i n f o
Keywords:
Nested words
Finite automata
State complexity
Language operations
a b s t r a c t
We introduce techniques to prove lower bounds for the number of states needed by finite
automata operating on nestedwords.We study the state complexity of Boolean operations
and obtain lower bounds that are tight within an additive constant. The results for union
and complementation differ from corresponding bounds for ordinary finite automata. For
reversal and concatenation, we establish lower bounds that are of a different order than
the worst-case bounds for ordinary finite automata.
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1. Introduction
Finite-state automata as recognizers for nested words have been introduced by Alur and Madhusudan [3]. Nested words
capture models where there is both a linear sequencing of positions and a hierarchical matching of nested positions, like
in XML documents where each open tag is matched with a corresponding closing tag. While trees and tree automata are
often used as models of XML, see [19,23,24], nested word automata may be more natural for this task, especially when the
document needs to be processed sequentially. It can be noted that, by interpreting trees as special cases of nested words,
(restricted) nested word automata can be used to define regular tree languages [1,4].
In a nested word, the positions are ordered in the usual way, linearly, and additionally some positions labeled by special
call and return symbols, respectively, are connected by hierarchical edges. A finite nested word automaton reads an input
from left to right. At a call symbol, the automaton can propagate states both to the next position in the linear ordering and
along the hierarchical edge to the matching return position. Finite nested word automata define the class of regular nested
word languages that is a subclass of deterministic context-free languages if the nested words are interpreted as ordinary
words [3,4]. This class of languages is characterized by visibly pushdown automata, see [2,4,5] for more references.
It is shown in [3,4] that the class of regular languages of nested words retains many desirable properties of classical
regular languages, in particular, closure properties and decision properties. Note that if we were to model XML documents
as ordinary words, the corresponding languages would be non-regular.
In order to get a better quantitative understanding of regular languages of nested words, we study the state complexity
of different regularity preserving operations for languages of nested words. Bounds for state complexity can give us a better
idea on the feasibility of using nested word automata in areas like XML document processing or model checking.
A difficulty in dealing with state complexity of nested word languages is that, in general, the minimal deterministic
automaton need not be unique [2,4] and there is no efficientway to compute the state complexity of a nestedword language.
The situation is similar to that of dealing with state complexity of NFAs (nondeterministic finite automata) [13,15,16].
Here, we develop techniques to establish lower bounds for state complexity of nested word automata that are inspired
by corresponding techniques used for NFAs [6,11,15].
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The state complexity of basic operations on regular languages has been extensively studied, for references see [8,12,
16,17,26,27]. The worst-case state complexity of the union and intersection of, respectively, an m-state and an n-state
DFA language is known to be m · n. We show that the result for intersection of nested word languages is similar, except
that we need to consider separately the sets of linear states and sets of hierarchical states. On the other hand, the upper
bound obtained for the state complexity of the union of nested word languages recognized by automata with ki linear and
hi hierarchical states, i = 1, 2, is 4(k1 · k2 + h1 · h2). Intuitively, the difference is caused by the fact that, in a deterministic
automaton, recognizing the union of languages recognized by two different automata, the linear state has to remember
information concerning the states propagated along pending hierarchical edges. We show that the upper bound can be
reached within an additive constant. The complement of a language recognized by a deterministic nested word automaton
with a total number ofm states is shown to require in the worst case, roughly, 2m states.
We prove lower bounds for state complexity of concatenation and reversal of regular nestedword languages that are of a
different order than the well-known lower bounds for the same operations for DFAs. For reversal of an n-state nested word
language, we give a lower bound 2Ω(n·log n) while the state complexity of reversal of ordinary regular languages is 2n [25].
In the case of concatenation, we also give an upper bound that is better than the bound obtained by a straightforward
construction of a nondeterministic nested word automaton that is then determinized. However, the lower bounds for
concatenation and reversal do not match the upper bounds, and the precise state complexity of these operations for nested
word languages remains open.
2. Preliminaries
The set of subsets of a finite set S isP (S). If δ is a function S → R×T , we denote δ1(s) = r , δ2(s) = t , when δ(s) = (r, t),
s ∈ S, r ∈ R, t ∈ T .
The set of (ordinary) words over an alphabet Σ is denoted Σ∗ and ε is the empty word. We assume the reader
is familiar with basic notions associated with finite automata and regular languages, see [25]. We recall, here, just the
following notion. The right-invariant congruence of L ⊆ Σ∗, ≡L, is defined by setting, for x, y ∈ Σ∗, x ≡L y if and only
if (∀z ∈ Σ∗)(xz ∈ L⇔ yz ∈ L). It is well known that, for a regular language L, the number of equivalence classes of≡L gives
the number of states of the minimal DFA for L.
2.1. Nested words
We briefly recall basic definitions concerning nested words and finite automata operating on nested words. For more
details and examples, the reader is referred to [3,4].
A tagged alphabet corresponding toΣ is Σˆ = Σ ∪ 〈Σ ∪ Σ〉, where 〈Σ = {〈a | a ∈ Σ} is the set of call symbols and
Σ〉 = {a〉 | a ∈ Σ} is the set of return symbols. Elements ofΣ are called the internal symbols of the tagged alphabet. A tagged
word overΣ is a sequence of symbols of the tagged alphabet Σˆ . Consider
w = u1 · · · um, ui ∈ Σˆ, i = 1, . . . ,m. (1)
The sequence w has, in addition to the linear ordering of the symbols, a hierarchical structure that connects call symbol
occurrences to return symbol occurrences, as defined below. In a tagged wordw as in (1), we recursively define that a call-
symbol ui ∈ 〈Σ matches a return-symbol uj ∈ Σ〉, i < j, if in the subsequence ui+1 · · · uj−1 every call-symbol (respectively,
return-symbol) has a matching return-symbol (respectively, call-symbol). Symbol occurrences uk ∈ 〈Σ that do not have a
matching return, 1 ≤ k ≤ m, are referred to as pending calls, and uk ∈ Σ〉 that does not have a matching call, 1 ≤ k ≤ m,
is a pending return. The above conditions define a unique matching relation between the call-symbol occurrences and the
return symbol occurrences in any tagged word, for more details see [3,4].
By a nested wordwemean a tagged word together with the usual linear ordering of symbols and the hierarchical relation
induced by the matching relation. When considering the operation of automata, it is convenient to view a nested word as a
graph where the symbols are connected with ‘‘linear edges’’ in left-to-right order, and additionally there is a ‘‘hierarchical
edge’’ from each call-symbol to the matching return symbol (if the latter exists).
The set of nested words over Σ is denoted NW(Σ). A nested word language is any subset of NW(Σ). A nested word is
well-matched if every call-symbol (respectively, return-symbol) has a matching return-symbol (respectively, call-symbol).
An example of a nested word is
ca〉〈ac〈bcc〈dcd〉ccb〉〈a.
Here all occurrences of c are linear, the call-symbol 〈b (respectively, 〈d) matches return-symbol b〉 (respectively, d〉), a〉 is a
pending return and both occurrences of 〈a are pending calls. The word is not well-matched since it has pending calls and/or
returns.
If w ∈ NW(Σ) and b is a symbol of the tagged alphabet Σˆ , |w|b denotes the number of occurrences of b in the word w.
The reversal of a nested word w = u1 · · · um, ui ∈ Σˆ , i = 1, . . . ,m, is defined as wR = vm · · · v1, where vi = ui if ui is an
internal symbol, vi = b〉 if ui = 〈b, and vi = 〈b if ui = b〉, that is, when reversing a nested word we have to also reverse the
hierarchical edges. Reversal is extended in the obvious way for sets of nested words. Similarly, the operations concatenation
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and Kleene star are extended in the natural way for nested word languages, and regular nested word languages are closed
under all these operations [3,4].
When there is no confusion, sometimes we refer to nested words simply as words. The following notation will be used
for some lower bounds that rely on the number of states needed by an ordinary finite automaton to recognize the words
without the hierarchical structure. If L is a language of nested words ofΣ , we denote by ord(L) the language Lwhen viewed
as a set of ordinary words over the tagged alphabet Σˆ .
2.2. Finite automata on nested words
For our definition of nested word automata, we follow [4] that explicitly distinguishes the sets of linear and hierarchical
states. This will be useful when considering precise bounds for state complexity. A similar but simplified definition is given
in [3].
Definition 2.1. A deterministic nested word automaton, DNWA, over an alphabetΣ is a tuple
A = (Q , q0,Qf , P, p0, Pf , δc, δi, δr),
where Q is the finite set of linear states, q0 ∈ Q is the initial linear state, Qf ⊆ Q is the set of final linear states, P is the
finite set of hierarchical states, Q ∩ P = ∅, p0 ∈ P is the initial hierarchical state, Pf ⊆ P is the set of final hierarchical states,
δc : Q × 〈Σ → Q × P is the (partial) call-transition function, δi : Q × Σ → Q is the (partial) internal transition function,
and δr : Q × P ×Σ〉 → Q is the (partial) return-transition function.
In the above definition, we allow that some values of the transition functions can be undefined, i.e., we allow the
possibility that the automata are incomplete. An incomplete automaton can always be ‘‘completed’’ by adding a linear sink-
state and a hierarchical sink-state. Some of the matching lower bound constructions in the next section will be easier when
we allow the use of incomplete automata.
A DNWA A as in Definition 2.1 begins the computation in the initial linear state q0. It reads internal symbols using the
internal transition function similarly as an ordinary DFA. When encountering a call-symbol 〈a in a linear state q, A sends
along the linear edge the state δ1c (q, 〈a) and along the hierarchical edge the state δ2c (q, 〈a). Note that if δc(q, 〈a) = (q1, p1)
we denote q1 by δ1c (q, 〈a) and p1 by δ2c (q, 〈a).
If A encounters a return-symbol a〉 in a linear state q and receives p along the hierarchical edge, A enters the linear state
δr(q, p, a〉). If a〉 is a pending return, A uses the initial hierarchical state p0 as the second argument for δr .
Assuming that the computation of A on a nested word w is defined, the frontier of A on w, frontA(w), is the sequence
p1 · · · prq, q ∈ Q , pj ∈ P , j = 1, . . . , r , r ≥ 0, where p1, . . . , pr are the hierarchical states that A sends (in this order) along
the pending hierarchical edges ofw and q is the linear state that A reaches at the end ofw. Since we allow that all transitions
of a DNWA need not be defined, it is possible that the computation may not reach the end of some nested word w, and in
this case we say that frontA(w) is undefined.
The DNWA A accepts a nested word w if frontA(w) ∈ P∗f Qf , that is A reaches the end of w in a final linear state and all
hierarchical states corresponding to pending calls inw are final. The language recognized by A is denoted L(A) and a nested
word language is regular if it is recognized by some DNWA.
In a natural way, the above definition can be extended to define a nondeterministic nested word automaton, NNWA, by
allowing the transition functions to be multivalued. An NNWA can have multiple (linear and hierarchical) initial states. We
refer the reader to [3,4,14] for a detailed definition of NNWAs. Here we deal mostly with deterministic automata.
A (deterministic or nondeterministic) nested word automaton A is said to be linearly accepting if all hierarchical states
are final. This means that A decides whether or not to accept the input based only on the linear state it reaches at the end of
the input.
We define the state complexity of a regular language of nested words L as the smallest total number of states (linear and
hierarchical states) of any DNWA recognizing L. The state complexity of L is denoted sc(L). When we want more precise
results, we formulate state complexity bounds separately for linear and hierarchical states.
Also, from an applications point of view, the roles played by the linear and the hierarchical states, respectively, are
different. In order to implement a nested word automaton with k linear and h hierarchical states, at each step one needs to
maintain the frontier and this requires space d · log h+ log k, where d is the current depth (which is, in general, unbounded).
In the case of Boolean operations, in order to get tight bounds, we consider separately the number of linear and the
number of hierarchical states in a DNWA. For reversal and concatenation, there remains a significant gap between the upper
and lower bounds for state complexity and, in order to keep the notations simple, for these operations we formulate the
results in terms of the total number of states.
The following results from [4], see also [3], give an upper bound, and a lower bound that matches within a multiplicative
constant, for the size blow-up of determinizing anNNWA. The state complexity blow-up isworse than in the case of ordinary
finite automata.
Proposition 2.1 ([4]). A linearly accepting NNWA with k linear states and h hierarchical states can be simulated by a DNWA
with 2k·h linear states and 2h2 hierarchical states.
Proposition 2.2 ([4]). There exist regular languages of nestedwords Ln, n ≥ 1, such that Ln is recognized by a (linearly accepting)
NNWA with O(n) states and sc(Ln) ∈ Ω(2n2).
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3. State complexity lower bounds
The closure properties of regular languages of nested words under operations such as concatenation and reversal are
established using nondeterministic nested word automata [4]. As indicated by Proposition 2.2, a DNWA equivalent to an
NNWA with O(n) states may require 2n
2
states and, consequently, it is not clear whether the known upper bounds for the
state complexity of basic operations on regular languages [25] hold for languages of nested words. The answer seems to
depend on particular properties of each operation.
We develop techniques that can be used to establish lower bounds for state complexity. It is known [2] that regularity
of nested word languages can be characterized based on the finiteness of suitably defined congruence relations that extend
the Kleene congruence to nested words. However, the number of congruence classes does not, in general, give the number
of states of a minimal DNWA, and the minimal DNWA need not be unique [2,4]. The above non-uniqueness property is
established in [2] using visibly pushdown automata (VPA) and, strictly speaking, a stateminimal VPA corresponds to a DNWA
that is minimized only with respect to the number of linear states. However, a simple modification of the nested word
language L of ([2] Proposition 1) has two non-isomorphic DNWAs with smallest total number of states. We can simply
consider the union of L with a language L′ defined over a disjoint alphabet where any DNWA for L′ needs two hierarchical
states. The same hierarchical states can be reused in the part recognizing L, whichmeans that both non-isomorphic variants
have the same numbers of linear and hierarchical states, respectively.
Below, we give conditions that provide lower bound estimates for the state complexity of DNWAs. The first lemma is
inspired by the fooling set technique for NFAs [6,11]. Here we deal only with DNWAs, and instead of a set of pairs of words
we can use a set of nested words that we call a separator set. It is possible to also develop a fooling set lower bound criterion
for nondeterministic nested word automata [14].
Let L be a nested word language over Σ . We say that a finite set F ⊆ NW(Σ) is a separator set for L if every element of
F is a prefix of some word in L and for any two element set {u, v} ⊆ F , u 6= v, there exists x ∈ NW(Σ) such that ux ∈ L
and vx 6∈ L. (The definition uses a two element set, rather than a pair of words, in order to guarantee that the condition is
symmetric.)
Lemma 3.1. Let A be a DNWA with a set of linear states Q and a set of hierarchical states P. If F is a separator set for L(A) such
that every word of F has exactly m pending calls, then
|P|m · |Q | ≥ |F |.
Proof. Consider any distinct words u1, u2 ∈ F , u1 6= u2. Since ui is a prefix of some word of L(A), frontA(ui) is defined,
i = 1, 2, and since all elements of F havem pending calls we know that frontA(ui) ∈ PmQ , i = 1, 2. Since F is a separator set
of L(A), frontA(u1) 6= frontA(u2), and the claim follows. 
The following lemma, that will be useful for a precise lower bound for union and complementation, employs additional
technical conditions that, roughly speaking, force that words x and y corresponding to different states are separated using
only linear words, or alternatively the words x and y differ only in a suffix consisting of linear symbols.
Definition 3.1. Let L ⊆ NW(Σ). A set of nested words {u1, . . . , um}, m ≥ 1, is called an ILS-set (independent linear states)
for L if the following conditions hold.
• Each ui, 1 ≤ i ≤ m, is a prefix of some word of L.• For any 1 ≤ i, j ≤ m, i 6= j, the set {ui, uj} can be linearly separatedwith respect to L.
We say that a set of nested words {ui, uj} can be linearly separated with respect to L if there exists a nested word v such
that
xv ∈ L, yv 6∈ L, with {x, y} = {ui, uj}, (2)
and one of the following conditions (a) or (b) holds:
(a) v ∈ Σ∗ (that is, v contains only internal symbols); or
(b) x = wx′, y = wy′, w ∈ NW (Σ), x′, y′ ∈ Σ∗ (that is, after their longest common prefix the nested words x, y, contain
only internal symbols).
Lemma 3.2. If a nested word language L has an ILS-set of cardinality m, then any DNWA for L has at least m linear states.
Proof. Suppose that L has an ILS-set {u1, . . . , um} and let A be an arbitrary DNWA recognizing L. Let qui be the linear state
that A reaches after reading the nested word ui, i = 1, . . . ,m. Since ui is a prefix of some word of L, the state qui must exist,
i = 1, . . . ,m. It is sufficient to show that all the states qui , i = 1, . . . ,m, are distinct.
For the sake of contradiction, assume that qui = quj with i 6= j and let v be a nested word that linearly separates {ui, uj}.
Thus,
xv ∈ L, and, yv 6∈ L, for {x, y} = {ui, uj}, (3)
and one of the conditions of Definition 3.1 holds for x, y, v. If Definition 3.1(a) holds, then since the linear states of A after
reading ui or uj are identical, A accepts xv if and only if it accepts yv, and (3) gives a contradiction.
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The other possibility is that Definition 3.1(b) holds. Since A is deterministic, the sequence of hierarchical states
corresponding to pending calls is the same in the computations on, respectively, ui and uj. Thus, again A accepts xv if and
only if A accepts yv, contradicting (3). 
In our state complexity estimates, we will use also a property that, if call symbols can occur only at the beginning of a
word, a DNWAcan be simulated by an ordinaryDFAwith only a small increase in the number of states. The idea of Lemma3.3
is based on the proof of Proposition 2.2 in [4]. Note that if, under similar assumptions, we want to simulate an NNWA by an
ordinary NFA this would, in general, require more than a linear increase in the number of states.
Lemma 3.3. Let A be a DNWA with n linear states recognizing a nested word language, where all words begin with the same call
symbol and this is the only call symbol in the word. Then the language ord(L(A)) can be recognized by a DFA with 2n states.
Proof. Recall that ord(L(A)) is a set of tagged words where there are no hierarchical connections between matching call
and return symbols. Assume that all words of L(A) begin with 〈$ and suppose that the call-transition function for the initial
state q0 of A specifies δc(q0, 〈$) = (q1, p1). Now the computation of a DFA B can just simulate the linear computation of A.
When B reaches the first return symbol b〉 in a state q, it goes to state δr(q, p1, b〉), where δr is the return–transition function
of A. If later B reaches another return-symbol, it simulates the return–transition function of A using the initial hierarchical
state. In simulating the linear computation of A, B has to remember when it has passed the first return symbol and, for this,
2n states are sufficient. 
If words of L(A) can begin with different call symbols, the construction of the proof of Lemma 3.3 can be modified so that
the DFA uses (|Σ | + 1)n states.
4. Boolean operations
In [4] it is shown that a DNWA can be simulated by a linearly accepting DNWA, by doubling the number of states. The
construction of ([4] Theorem 1) can be modified using the observation that only the non-final hierarchical states need an
additional bit of information to keep track of whether a non-final state has been propagated along a pending hierarchical
edge. We state the result here without proof. The modified construction can be found in ([20] Lemma 5).
Lemma 4.1 ([4,20]). Let A = (Q , q0,Qf , P, p0, Pf , δc, δi, δr) be a DNWA. We can construct an equivalent linearly accepting
DNWA having 2|Q | linear and |P| + |P − Pf | hierarchical states.
The construction showing closure under union and intersection is done in [4] using linearly accepting DNWAs. However,
for state complexity of intersection, we get a more precise state complexity upper bound by using general DNWAs and
employing a cross-product construction separately for the linear and the hierarchical states. A similar construction does
not work for union, because the condition for nested words to be accepted is that all hierarchical states corresponding to
pending calls are final, which means that it would be impossible to define a set of final hierarchical states describing the
union of two languages.
Lemma 4.2. Let Ai be a DNWA with ki linear and hi hierarchical states, i = 1, 2.
(a) The nested word language L(A1) ∩ L(A2) can be recognized by a DNWA B∩ with k1 · k2 linear and h1 · h2 hierarchical states.
(b) The language L(A1)∪L(A2) can be recognized by a linearly accepting DNWA B∪ with 4 ·k1 ·k2 linear and 4 ·h1 ·h2 hierarchical
states.
(c) The nested word language NW(Σ) − L(A1) can be recognized by a linearly accepting DNWA with 2 · k1 linear and 2 · h1
hierarchical states.
Proof. (a) Let A1 = (Q , q0,Qf , P, p0, Pf , δc, δi, δr) and A2 = (Q ′, q′0,Q ′f , P ′, p′0, P ′f , δ′c, δ′i , δ′r). We choose
B∩ = (Q × Q ′, (q0, q′0),Qf × Q ′f , P × P ′, (p0, p′0), Pf × P ′f , γc, γi, γr),
where
• γc((q, q′), 〈b) = ((δ1c (q, 〈b), δ′1c (q′, 〈b)), (δ2c (q, 〈b), δ′2c (q′, 〈b))), for q ∈ Q , q′ ∈ Q ′, 〈b ∈ 〈Σ .• γi((q, q′), b) = (δi(q, b), δ′i(q′, b)), for q ∈ Q , q′ ∈ Q ′, b ∈ Σ .• γr((q, q′), (p, p′), b〉) = ((δr(q, p, b〉), δ′r(q′, p′, b〉)), for q ∈ Q , q′ ∈ Q ′, p ∈ P , p′ ∈ P ′, b〉 ∈ Σ〉.
The DNWA B simulates in parallel both the linear and hierarchical computations of, respectively, A1 and A2. The computation
of B accepts if it ends with a linear accepting state of Ai and all pending calls of Ai are accepting, i = 1, 2.
(b) According to Lemma 4.1 there exists a linearly accepting DNWA Bi equivalent to Ai, i = 1, 2, such that Bi has 2ki linear
and 2hi − h′i hierarchical states, where h′i is the number of final hierarchical states of Ai. Using a cross product construction
as in (a) we get for L(B1) ∪ L(B2) a linearly accepting DNWA by taking the union of the sets of final linear states. The cross-
product construction results in a total of 4k1k2 linear states and, in the worst case, where h′1 = h′2 = 0, the number of
hierarchical states is 4h1h2.
(c) Again using Lemma 4.1 we convert A1 to a linearly accepting DNWA B1, and from B1 we obtain a DNWA for the
complement of the nested word language simply by interchanging the final and non-final linear states. 
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Note that for languages that allow some pending calls, the set of final hierarchical states must be non-empty and, in this
case, the upper bounds for union and complementation can be slightly improved, relying on Lemma 4.1. Next we show that
the state complexity upper bound for intersection is tight.
Lemma 4.3. Let ki, hi be integers such that hi divides ki, i = 1, 2. There exist DNWAs Ai with ki linear and hi hierarchical states,
i = 1, 2, such that any DNWA for L(A1) ∩ L(A2) needs at least k1 · k2 linear and h1 · h2 hierarchical states.
Proof. LetΣ = {a, b, $}. LetM be the set of nested wordsw ∈ NW(Σ) such that all occurrences of call and return symbols
in w are of the form 〈$ or $〉. We define the notion of z-count, z ∈ {a, b}, of a call or return symbol occurrence x in a word
w = uxv as the number of occurrences of symbols z in the prefix u preceding x. The z-count of x inw is denoted countz,w(x).
Note that the count refers to a particular occurrence of a call or return symbol.
We say that a word w ∈ M is (a, h1)-matched if w has no pending calls, for every unmatched return symbol x,
counta,w(x) ≡ 0 (mod h1), and for every pair of matched call and return symbols x1, x2 inw,
counta,w(x1) ≡ counta,w(x2) (mod h1).
The set of (a, h1)-matched words is denotedMa,h1 .
Analogously we define the notion of a (b, h2)-matched word and the set of (b, h2)-matched words is denotedMb,h2 . We
define
L1 = Ma,h1 ∩ {w ∈ M | |w|a ≡ 0 (mod k1)},
L2 = Mb,h2 ∩ {w ∈ M | |w|b ≡ 0 (mod k2)}.
We show that the language L1 can be recognized by a DNWA A1 with k1 linear and h1 hierarchical states. We
define a DNWA A1 = (Q , q0, {q0}, P, p0,∅, δc, δi, δr) for the language L1 by choosing Q = {q0, q1, . . . , qk1−1}, P ={p0, p1, . . . , ph1−1}, where the transitions are defined by the following.
Before writing out the transition functions, we make a few conventions. In words of L1 ⊆ M , symbols a and b occur only
as linear symbols and $ occurs only as a call or return symbol, and other types of symbols are called illegal. All transitions
corresponding to an illegal symbol are undefined and these possibilities are not explicitly listed in the transition function
definitions.
For an integer v, we denote by qv the unique element qy ∈ Q , 0 ≤ y < k1, such that v ≡ y (mod k1), and by pv the
unique element pz ∈ P , 0 ≤ z < h1, such that v ≡ z (mod h1).
For j ∈ {0, 1, . . . , k1 − 1},
δi(qj, x) =
{
qj+1 if x = a,
qj if x = b.
For j ∈ {0, 1, . . . , k1 − 1} andm ∈ {0, 1, . . . , h1 − 1}, the call and return transitions are defined as
δc(qj, 〈$) = (qj, pj),
δc(qj, pm, $〉) =
{
qj if j ≡ m (mod h1),
undefined otherwise.
The linear states count the number of occurrences of a’s modulo k1, ignore b’s, and accept if the count is zero at the end.
When A1 sees a call symbol 〈$ it sends the current (a, h1)-count along the hierarchical edge. Note that since k1 is amultiple of
h1, the linear state will always ‘‘know’’ the (a, h1)-count of a call or return symbol. All hierarchical states are non-final which
means that there can be no pending calls. As the initial hierarchical state A1 uses the state p0 representing (a, h1)-count zero,
which guarantees that the occurrences of pending return symbols have (a, h1)-count zero as required in the definition of
the language L1.
The language L2 is similarly recognized by a DNWA A2 with k2 linear and h2 hierarchical states.
Let A be an arbitrary DNWA for L1 ∩ L2 where the set of linear (respectively, hierarchical) states is Q (respectively, P). It
is easy to verify that F0 = {aibj | 0 ≤ i < k1, 0 ≤ j < k2} is a separator set for L1 ∩ L2. Noting that words of F0 have no call
symbols, Lemma 3.1 gives that |Q | ≥ |F0| = k1 · k2.
Letm ≥ 1 be arbitrary. We define a separator set for L1 ∩ L2 where all words havem pending calls. Denote
M(hi,m) = {(z1, . . . , zm) | 0 ≤ zj < hi j = 1, . . . ,m}, i = 1, 2.
The set M(hi,m) consists of m-tuples of integers 0 ≤ j < hi. For x = (x1, . . . xm) ∈ M(h1,m) and y = (y1, . . . , ym) ∈
M(h2,m)we define a (fixed) nested word
u(x, y) = w1(x, y)〈$1w2(x, y)〈$2 . . . wm(x, y)〈$m, (4)
wherewi(x, y) ∈ a∗b∗, i = 1, . . . ,m, are chosen such that
counta,u(x,y)(〈$i) = xi, countb,u(x,y)(〈$i) = yi. (5)
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In the words u(x, y), as in (4), subscripts for symbols 〈$ are used to distinguish different occurrences of the symbol. It is clear
that the wordswi(x, y), i = 1, . . . ,m, can be chosen in a way that (5) holds. The choice of wi(x, y) could be made unique if
we require that eachwi(x, y) is of a form ajbk, 0 ≤ j ≤ h1 − 1, 0 ≤ k ≤ h2 − 1.
We denote by Fm the set of all nested words u(x, y) as defined in (4). Note that u(x, y) in (4) is a fixed, but arbitrary, word
such that (5) holds. Hence
|Fm| = (h1 · h2)m. (6)
Let u(x, y) ∈ Fm be arbitrary. We can choose words vm(x, y), vm−1(x, y), . . . , v1(x, y), v0(x, y) ∈ a∗b∗ such that
u(x, y)vm(x, y)$〉mvm−1(x, y)$〉m−1 · · · $〉1v0(x, y) ∈ L1 ∩ L2. (7)
The word vi(x, y), i = m,m − 1, . . . , 1, is chosen to guarantee that the (a, h1)-counts and (b, h2)-counts of 〈$i and $〉i
are identical, respectively, modulo h1 and modulo h2. Finally, the word v0(x, y) is chosen so that the total number of a’s
(respectively, of b’s) in the word (7) is divisible by k1 (respectively, by k2).
Let x′ ∈ M(h1,m) and y′ ∈ M(h2,m) be such that (x′, y′) 6= (x, y). Consider the nested word
w(x′, y′, x, y) = u(x′, y′) · vm(x, y)$〉mvm−1(x, y)$〉m−1 · · · $〉1v0(x, y). (8)
Choose j ∈ {1, . . . ,m} as the largest index such that (xj, yj) 6= (x′j, y′j). Without loss of generality, assume that xj 6= x′j . The
other possibility is completely symmetric.
If j = m, that is xm 6= x′m, then |u(x, y)|a 6≡ |u(x′, y′)|a (mod k1) and hence the number of a’s in the nested word (8)
cannot be a multiple of k1. This means that the word (8) is not in L1 (and, consequently, not in L1 ∩ L2).
In the following, we assume, then, that j < m. Since xi = x′i , i = j+ 1, . . . ,m, in the word (8) we have
counta,w(x′,y′,x,y)(〈$i) ≡ counta,w(x′,y′,x,y)($〉i), i = m,m− 1, . . . , j+ 1.
Nowwe note that counta,w(x′,y′,x,y)(〈$j) = x′j . On the other hand, since the (a, h1)-counts of the last call symbols in thewords
u(x, y) and u(x′, y′) are identical, it follows that the (a, h1)-count of $〉j in the word (8) is xj. Now xj 6= x′j implies that the
word (8) is not in L1.
The Eq. (7) and the fact that the word (8) is not in L1 ∩ L2, for any (x′, y′) 6= (x, y), imply that Fm is a separator set of
L1 ∩ L2. Since all words of Fm have exactlym pending calls, Lemma 3.1 and (6) imply that
|P|m · |Q | ≥ (h1 · h2)m.
Since Q is independent ofm, the above inequality can hold for allm ≥ 1 only if |P| ≥ h1 · h2. 
Next, we show that the upper bounds given in Lemma 4.2 for union and complementation can be reached, within an
additive constant, for automata with arbitrarily large numbers of linear states and two hierarchical states. Note that using
the ‘‘natural’’ method of Lemma 3.1, we have not been able to get lower bounds that would be close to the upper bounds
for union and complementation. Below, we use Lemma 3.2 that employs additional technical conditions requiring, roughly
speaking, that words be separated using linear words.
Lemma 4.4. (a) Let m, n be positive even integers. There exist a DNWA A with m linear and 2 hierarchical states and a DNWA B
with n linear and 2 hierarchical states such that any DNWA for L(A) ∪ L(B) needs at least 4mn states.
(b) For any even m ≥ 2 there exists a DNWA A with m linear and 2 hierarchical states such that any DNWA for NW(Σ)− L(A)
needs at least 2m states.
Proof. (a) We consider union. Choose Σ = {a, b, $}. Let M be the set of nested words w where the only call and return
symbols occurring inw are 〈$ and $〉, respectively, as defined in the proof of Lemma 4.3. Also, the a-count of an occurrence
of a symbol x ∈ {〈$, $〉} in a wordw ∈ M , counta,w(x), is defined as in the proof of Lemma 4.3.
We say thatw ∈ M is a-matched if the following two conditions hold:
(1) If a return symbol occurrence x2 matches a call symbol occurrence x1 inw, then counta,w(x1) ≡ counta,w(x2) (mod 2).
(2) If x is an occurrence of a call (respectively, return) symbol inw such that counta,w(x) ≡ 1(mod 2), then x has amatching
return (respectively, call).
The set of a-matched words of M is denoted Ma. Completely analogously, we define the notions of b-count and of a b-
matchedword ofM , and the set of b-matched words ofM is denotedMb. Now we define
K1 = {w ∈ Ma | |w|a ≡ 0 modm}, K2 = {w ∈ Mb | |w|b ≡ 0 mod n}. (9)
The language K1 can be recognized by a DNWA A′1 withm linear and 2 hierarchical states. The DNWA A
′
1 is obtained from
the DNWA A1 constructed for the language L1 in the proof of Lemma 4.3 by restricting the number of hierarchical states to
be two and setting the initial hierarchical state to also be final. Analogously we can construct a DNWA for K2 that has n linear
and 2 hierarchical states.
Using Lemma 3.2 we establish a lower bound for the number of states of any DNWA recognizing K1 ∪ K2. Denote
S = S1 ∪ S2 ∪ S3 ∪ S4, where
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• S1 = {aibj | 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1},
• S2 = {ab〈$ aibj | 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1},
• S3 = {a〈$ aibj | 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1},
• S4 = {b〈$ aibj | 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1}.
Clearly all words of S are prefixes of some word of K1 ∪ K2. Hence, in order to show that S is an ILS-set for K1 ∪ K2, it is
sufficient to show that any two distinct words x, y ∈ S can be separated with respect to K1 ∪ K2 using a word v that satisfies
the conditions given in Definition 3.1. If x, y ∈ S1, they can be easily separated by a word consisting only of linear symbols
(this is similar but easier than the next case.) Second, consider x, y ∈ S2, x = ab〈$ ai1bj1 , y = ab〈$ ai2bj2 , where i1 6= i2 (the
possibility j1 6= j2 being symmetric). Choose
v =
{
a$〉a2m−i1−2bn−j2 if i1 is odd,
$〉am−i1−1bn−j2 if i1 is even. (10)
Note that when i1 is odd, it is possible thatm < i1 + 2, and above we use 2m− i1 − 2.
Now xv ∈ K1. On the other hand, yv 6∈ K1 ∪ K2 since |yv|a is not a multiple of m and |yv|b is not a multiple of n. After
their longest common prefix, x, y contain only linear symbols and hence, according to Definition 3.1(b), we can use return
symbols in the word v separating x and y.
Consider, then, distinct words of S3, x = a〈$ai1bj1 , y = a〈$ai2bj2 . If i1 6= i2, then x and y are separated by the word v
as in (10). If j1 6= j2, x and y can be separated by the word bn−j1 . The case, where x, y ∈ S4 is completely symmetric to the
previous case.
Finally, we need to consider caseswhere x and y are in two distinct sets Si, Sj, i 6= j. Suppose that x ∈ S1 and y ∈ S2∪S3∪S4.
Now y contains an unmatched call symbol 〈$ with an odd a-count and/or odd b-count. Since x does not contain any
unmatched calls, it can easily be separated from ywith respect to K1 ∪ K2.
Next, consider the case x = ab〈$ai1bj1 ∈ S2, y = b〈$ai2bj2 ∈ S4. Choose v = am−i2 . Now yv ∈ K1 because v is chosen so
that the number of a’s is divisible bym and the pending call symbol in yv has a-count zero. On the other hand, xv 6∈ K1 ∪ K2,
because xv has a pending call with both odd a-count and odd b-count. The case where x ∈ S2 and y ∈ S3 is completely
symmetric.
Finally, suppose that x = a〈$ai1bj1 ∈ S3, y = b〈$ai2bj2 ∈ S4. Choose
v =
{
bn−j1 if i2 6≡ 0 (mod m),
bn−j1a if i2 ≡ 0 (mod m).
Now xv ∈ K2. On the other hand, yv 6∈ K1 because v is chosen so that |yv|a is not a multiple of m. Also, yv 6∈ K2 because yv
has a pending call with odd b-count.
We have seen that any twowords of S can be separatedwith respect to K1∪K2, as defined in Definition 3.1. By Lemma 3.2
we conclude that any DNWA for K1 ∪ K2 needs at least |S| = 4mn linear states.
(b) We consider the claim for complementation. Let K1 be as in (9). The language K1 can be recognized by a DNWA with
m linear and 2 hierarchical states. We show that
T = {ai | 0 ≤ i ≤ m− 1} ∪ {a〈$ai | 0 ≤ i ≤ m− 1}
is an ILS-set for K1 = NW(Σ)− K1.
Words ai, aj, i 6= j, are separated by am−i. Consider words x = a〈$ai and y = a〈$aj, i 6= j. By choosing v = $〉am−i−1 we
see that xv 6∈ K1 and yv ∈ K1. Note that, according to Definition 3.1, v can contain a return symbol because x and y contain
call symbols only in their common prefix.
Finally consider x = ai and y = a〈$aj. Now xam−i 6∈ K1 and yam−i ∈ K1 since yam−i contains an unmatched call symbol
with an odd a-count.
Now Lemma 3.2 implies that any DNWA for K1 needs 2m states. 
Combining Lemmas 4.2–4.4, we get the following almost tight results for the state complexity of Boolean operations.
Theorem 4.1. Let Ai be a DNWA with ki linear and hi hierarchical states, i = 1, 2.
(a) The nested word language L(A1)∩ L(A2) can be recognized by a DNWA B with k1 · k2 linear and h1 · h2 hierarchical states. For
any integers ki, hi, where hi divides ki, there exist examples where B needs k1 · k2 linear states and h1 · h2 hierarchical states.
(b) The nested word language L(A1) ∪ L(A2) can be recognized by a DNWA B with 4 · k1 · k2 linear and 4 · h1 · h2 hierarchical
states. For arbitrarily large k1, k2 and h1 = h2 = 2, there exist examples where B needs 4 · k1 · k2 linear states.
(c) The nested word language NW(Σ)− L(A1) can be recognized by a DNWA B with 2 · k1 linear and 2 · h1 hierarchical states.
For arbitrarily large k1 and h1 = 2, there exist examples where B needs 2 · k1 linear states.
Note that if we consider the state complexity simply as the total number of states, the upper and lower bounds for all
Boolean operations are within an additive constant.
Corollary 4.1. For arbitrarily large ni ≥ 1 there exist nested word languages Li with sc(Li) = ni, i = 1, 2, such that sc(L1 ∪ L2)
(respectively, sc(L1 ∩ L2), sc(NW(Σ)− L1)) is within an additive constant of the upper bound given in Lemma 4.2.
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While the lower bound for intersection is tight, for union and complementation Theorem 4.1 establishes only the
existence of DNWAs with arbitrarily large numbers of linear states and a fixed number (two) hierarchical states that reach
the corresponding upper bound for the number of linear states.We do not knowwhether the upper bounds from Lemma 4.2
can be reached for all values of hi, i = 1, 2.
The proof of Lemma 4.3 shows that any DNWA for the intersection L1 ∩ L2 needs the claimed number of hierarchical
states, even if we were allowed to increase the number of linear states arbitrarily. This implies the following observation.
Corollary 4.2. For any h ≥ 1 there exists a regular nestedword language L such that anyDNWAA for L needs at least h hierarchical
states, independently of the number of linear states used by A.
The converse observation, that is, there exist nested word languages where the (arbitrarily large) number of linear states
cannot be reduced by adding more hierarchical states, follows simply by considering nested word languages with no call or
return symbols.
5. Reversal
It is well known that the reversal of an n-state DFA language requires, in the worst case, a DFAwith 2n states [25]. Recent
work on state complexity of reversal of classes of regular languages can be found in [21]. For reversal of regular languages of
nested words, we establish a lower bound that is of a different order than 2n. However, our lower bound does not coincide
with the upper bound.
If a nested word language L is recognized by a DNWA A, the reversal of L can be recognized by a nondeterministic nested
word automaton that is obtained, roughly speaking, by reversing the transitions and interchanging the sets of initial and
final states. Note that the definition of an NNWA [4] allows multiple initial states. Thus, the following upper bound follows
from Proposition 2.1.
Lemma 5.1. If sc(L) = n then sc(LR) ≤ 2n2 .
Next, we give a lower bound construction. Instead of the ‘‘general’’ lower bound techniques of Lemma 3.1, we rely
on Lemma 3.3.
Lemma 5.2. Let n,m ∈ N andΣ = {a, b, c, $}. For the given values n and m we define the language
L =
⋃
u∈{a,b}m
u〈$({a, b}∗c)n−1uc({a, b}∗c)∗$〉.
Then sc(L) ∈ O(n+ 2m) and sc(LR) ≥ 2n·m−1.
Proof. The language L is recognized by a DNWA A as follows. After reading a prefix u ∈ {a, b}m, the state pu sent along
the hierarchical edge at the call symbol 〈$ remembers u, while the linear computation continuing from 〈$, ‘‘forgets’’ u and
bypasses n− 1 subwords in {a, b}∗c (simply by counting n− 1 symbols c). After this, the linear computation reads the nth
subword in {a, b}∗c . Let this subword be u′c , where u′ ∈ {a, b}m. If the length of u′ is not m, the computation rejects it. The
linear computation remembers u′ in a state qu′ and reads the remaining input until a call symbol $〉. The return–transition
at $〉 verifies that the words u and u′ (encoded in states pu and qu′ ) are identical, and rejects them if this is not the case.
The DNWA A uses 2m hierarchical states to send an arbitrary word of {a, b}m along the hierarchical edge. Next we count
the number of linear states that A employs. The linear computation first needs to read and remember an arbitrary word in
{a, b}m, and this can be done usingO(2m) states. After this, the linear computation counts up to n−1 using n states. Note that
this part of the computation does not need to remember the prefix in {a, b}m. Next, the remaining computation remembers
the subword u′ ∈ {a, b}m and, at the return symbol, compares it with the state sent along the hierarchical edge. Thus the
number of linear states, as well as the total number of states of A, is O(n+ 2m).
Now let B be an arbitrary DNWA for the language LR. If B has k states, by Lemma 3.3, it follows that ord(LR) can be
recognized by a DFA C with 2k states. Define
S = {〈$cv1cv2 · · · cvn | v1, . . . , vn ∈ {a, b}m}.
We show that all words of S are pairwise inequivalent with respect to the congruence≡ord(LR). Let x = 〈$cv1cv2 · · · cvn and
x′ = 〈$cv′1cv′2 · · · cv′n be two distinct words in S where vj 6= v′j , with j ∈ {1, . . . , n}. Choose
w = c j−1$〉vj.
Now xw ∈ ord(LR) and x′w 6∈ ord(LR)which shows that x and x′ are inequivalent. Hence C has at least |S| = 2nm states and
it follows that the DNWA B has at least 2nm−1 states. Note that, according to Lemma 3.3, the number of states of B is at least
half the state complexity of ord(LR). 
By choosing n = 2m, Lemma 5.2 gives the following.
Theorem 5.1. For arbitrarily large n, there exist regular nested word languages Ln such that
sc(Ln) ∈ O(n) and sc(LRn) ∈ 2Ω(n·log n).
The above result shows that the state complexity blow-up for reversal is worse in the case of nested word automata than
in the case of ordinary DFAs. However, the result of Theorem 5.1 does not match the upper bound given by Lemma 5.1.
Open problem 1. What is the worst-case state complexity of reversal of regular nested word languages?
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6. Concatenation
The proof given in [4], showing that regular nested word languages are closed under concatenation, constructs a
nondeterministic nested word automaton from the given two DNWAs. The NNWA could then be converted to a DNWA
using Proposition 2.1. For nested word languages Li with sc(Li) = ni, i = 1, 2, the construction gives a trivial upper bound
sc(L1 · L2) ≤ 2(n1+n2)2 . We get a better upper bound for the state complexity of concatenation by using a construction that,
roughly speaking, deterministically simulates the computation of A1 and only considers nondeterministic choices for the
computation of A2. The construction combines ideas from the standard DFA construction for the concatenation of two DFA
languages [25] with the construction that converts an NNWA to a DNWA [3,4].
Lemma 6.1. Let Ai be a linearly accepting DNWA with ki linear and hi hierarchical states, i = 1, 2. Furthermore, we assume that
A1 is complete, that is, all transitions are defined.
The nested word language L(A1) · L(A2) can be recognized by a DNWA B with at most k1 · 2k2·(h2+1) linear and h1 · 2h2·(h2+1)
hierarchical states.
Proof. Let A1 = (Q ′, q′0,Q ′f , P ′, p′0, P ′, δ′c, δ′i , δ′r) and A2 = (Q , q0,Qf , P, p0, P, δc, δi, δr) be linearly accepting DNWAs,
where A1 is complete. Note that all hierarchical states of A1 and A2 are final.
Denote Pˆ = P ∪ {pˆ0}, Pˆ is simply the set of hierarchical states of A2 where we have added a marked copy of the initial
hierarchical state. We define
B = (Q ′ × P (Q × Pˆ), r0, Rf , P ′ × P (Pˆ × P), s0, P ′ × P (Pˆ × P), γc, γi, γr),
where r0 = (q′0,∅) and s0 = (p′0,∅) if q′0 6∈ Q ′f ; r0 = (q′0, {(q0, pˆ0)}) and s0 = (p′0, {(pˆ0, p0)} if q′0 ∈ Q ′f , and
Rf = {(q′, X) | q′ ∈ Q ′, X ∈ P (Q × Pˆ), X ∩ Qf × Pˆ 6= ∅}.
The DNWA B is defined to be linearly accepting, that is, all hierarchical states are final. The transition functions of B are
defined as follows, below b denotes an arbitrary symbol ofΣ .
(a) For q′ ∈ Q ′, X ⊆ Q × Pˆ we define γ 1c ((q′, X), 〈b) = (δ′1c (q′, 〈b), Y )where
Y =
{{(q2, p2) | (∃(q1, p1) ∈ X) δc(q1, 〈b) = (q2, p2)} if δ′1c (q′, 〈b) 6∈ Q ′f ,{(q2, p2) | (∃(q1, p1) ∈ X) δc(q1, 〈b) = (q2, p2)} ∪ {(q0, pˆ0)}, otherwise,
and, γ 2c ((q
′, X), 〈b) = {(δ′2c (q′, 〈b), Z),where
Z =
{{(p1, p2) | (∃(q1, p1) ∈ X) δc(q1, 〈b) = (q2, p2)} if δ′1c (q′, 〈b) 6∈ Q ′f ,{(p1, p2) | (∃(q1, p1) ∈ X) δc(q1, 〈b) = (q2, p2)} ∪ {(pˆ0, p0)}, otherwise.
(b) For q′ ∈ Q ′, X ⊆ Q × Pˆ we define γi((q′, X), b) = (δ′i(q′, b), Y ), where
Y =
{{(δi(q, b), p) | (q, p) ∈ X} if δ′i(q′, b) 6∈ Q ′f ,{(δi(q, b), p) | (q, p) ∈ X} ∪ {(q0, pˆ0)} if δ′i(q′, b) ∈ Q ′f .
(c) For q′ ∈ Q ′, p′ ∈ P ′, X ⊆ Q × Pˆ , Y ⊆ Pˆ × P , we define γr((q′, X), (p′, Y ), b〉) = (δ′r(q′, p′, b〉), Z), where Z is defined as
follows.
First we define the set Z ′ to contain all elements listed in the below two cases:
(i) Z ′ contains all pairs (q3, p1) ∈ Q × Pˆ such that for some (q2, p2) ∈ X and (p1, p2) ∈ Y , δr(q2, p2, b〉) = q3,
(ii) Z ′ contains all pairs (q3, pˆ0), q3 ∈ Q such that (q2, pˆ0) ∈ X and δr(q2, p0, b〉) = q3.
Then we set
Z =
{
Z ′ ∪ {(q0, (pˆ0, p0))} if δ′r(q′, p′) ∈ Q ′f ,
Z ′, otherwise.
Below we give an argument justifying why B recognizes the concatenation of L(A1) and L(A2).
The first component of the states of B simulates the computation of A1 and the second component simulates all possible
states that A2 may be in. Whenever A1 enters a linear final state, B begins simulating a new computation of A2 using the
initial linear state (q0, pˆ0) and the initial hierarchical state (pˆ0, p0). Since A1 is linearly accepting, the places where A1 enters
an accepting linear state are exactly all possible cut-points between words of L(A1) and L(A2).
The construction needs the fact that all transitions of A1 are defined because B has to continue simulating different (linear
and hierarchical) computations of A2 even if the current transition of A1 were undefined. To keep the notations simple, we
have assumed that A1 is originally complete instead of introducing additional elements to be used as first components of,
respectively, linear and hierarchical states of B.
When simulating different computations ofA2, the second component associates to each linear state ofA2 a corresponding
hierarchical state, which enables the return transitions (c) to correctly combine the different simulated computations of A2
that correspond to each other along the linear and hierarchical edges. The idea of the construction is similar to the one used
for the proof of Proposition 2.2 in [4].
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The construction works as follows. In a call transition, the second component of a state of B, simulating a particular
computation C of A2, sends along the hierarchical edge a pair of states of P , consisting of the hierarchical state that C sends
at this point, and the previous pending hierarchical state in the computation C . The latter is known by the current linear
state of A2 (corresponding to the computation C).
According to (c) (i), the return transitions then combine linear and hierarchical computations as follows: a pair (q2, p2)
simulating one possible linear computation of A2, can be combined at a return symbol with a hierarchical state (p1, p2).
The resulting linear state is obtained by simulating the return transition function of A2 on q2 and p2, and it is associated
with p1 (i.e., the first component of the hierarchical state) which is, according to the definition of the call transitions (a), the
hierarchical state sent along the previous pending hierarchical edge in this particular computation of A2.
For some simulated computations of A2, the linear state is associated with the special symbol pˆ0. An element (q, pˆ0),
q ∈ Q , occurring in the second component of a state of B, indicates a computation where, after this branch of B started
simulating a new computation of A2, the branch has not passed by any currently unmatched call symbols. According to
(c)(ii), when the computation corresponding to (q, pˆ0) reaches a return symbol, it simulates a computation step of A2 with
the initial hierarchical state, because for this branch of the computation of A2 the return symbol should be interpreted as
pending. Note that a state (q, p0), q ∈ Q , could occur in situations where the corresponding computation of A2 has already
passed by some call symbols that did not have a matching return in the input processed so far, and for this reason we need
the additional marked state pˆ0. 
An arbitrary DNWAcan be converted using Lemma4.1 to a linearly accepting automaton by roughly doubling the number
of states, and an incomplete DNWA has an equivalent complete automaton with one additional linear and one additional
hierarchical state. Thus, from Lemma 6.1 we get the following upper bound.
Corollary 6.1. Let Li be nested word languages such that sc(Li) = ni, i = 1, 2. Then sc(L1 · L2) ∈ O(n1 · 24·n22).
The upper bound of Corollary 6.1 is essentially better than the bound obtained by a ‘‘direct’’ construction from a
nondeterministic automaton. If the alphabet Σ is fixed, the multiplicative constant in the exponent could be improved
using the observation that a DNWA with ki linear states needs at most |Σ | · ki hierarchical states.
The proof of Lemma 6.1 is made essentially easier by the fact that we use linearly accepting DNWAs, because this means
that the automaton doing the simulation knows when to begin a new computation of the second automaton, simply by
looking at the linear state of the first automaton. Using general DNWAs one could get a slightly better upper bound.
The precise worst-case state complexity of the concatenation of an m-state and an n-state DFA language is m · 2n −
2n−1 [25]. Below, we show that, for nested word languages, the lower bound can be at least 2Ω(n·log n) where n is the number
of states of the second automaton.
Lemma 6.2. Let n ∈ N. There exist regular nested word languages L1 and L2 such that L1 is recognized by a DNWA with 2 states,
L2 is recognized by a DNWA with O(2n) states and sc(L1 · L2) ≥ 2n·2n−1 .
Proof. Choose Σ = {0, 1, c, $}. For w ∈ {0, 1}∗ we denote by num(w) the binary number, with possible leading zeros,
represented by the wordw. We define the language L2 (depending on n),
L2 =
⋃
u,v∈{0,1}n
uc({0, 1}+c)∗〈$({0, 1}+c)num(u)vc({0, 1}+c)∗cv$〉u.
The language L2 is recognized by a DNWA B as follows. The automaton checks that the prefix of the input of length n is
u′ ∈ {0, 1}n and that the next symbol is c . The automaton remembers u′ in a linear state qu′ and ‘‘passes by’’ following words
of {0, 1}+c until it reaches a call symbol 〈$, where u′ is sent along the hierarchical edge encoded in a state pu′ . For this part
of the computation B needs O(2n) linear and 2n hierarchical states.
The linear computation continuing from 〈$ uses a counter initially set to value num(u′) (determined by qu′ ), and ‘‘passes
by’’ num(u′) words of {0, 1}+c . Then B reads and stores in the linear state the following subword v′ ∈ {0, 1}n (and checks
that it is followed by c). The automaton then ‘‘passes by’’ subwords in {0, 1}+c , until it encounters two consecutive c ’s.
Now B checks that the following subword is equal to v′ and it is followed by $〉. This can be donewithO(2n) states. Finally,
B verifies that the suffix following $〉 is equal to theword u′ that is encoded by the hierarchical state pu′ received at the return
symbol $〉. Also, the last stage of the computation can be done using O(2n) linear states.
We choose L1 = ({0, 1}+c)∗. The language L1 can be recognized by a DFA with 2 states. We denote by xi the unique word
in {0, 1}n such that num(xi) = i− 1, i = 1, . . . , 2n, (that is x1 = 0n, x2 = 0n−11, . . . , x2n = 1n).
We denote by F the set of all functions {1, . . . , 2n} → {0, 1}n. For f ∈ F , we define
wf = x1cx2c · · · x2nc〈$f (1)cf (2)c · · · cf (2n)c.
Let v ∈ {0, 1}n be arbitrary. By the choice of L1, for any 1 ≤ i ≤ 2n,
wf · cv$〉xi ∈ L1 · L2 iff v = f (i).
Let f , f ′ ∈ F be two distinct functions and choose j such that f (j) 6= f ′(j). It follows that
wf · cf (j)$〉xj ∈ L1 · L2 andwf ′ · cf (j)$〉xj 6∈ L1 · L2.
This means that F = {wf | f ∈ F } is a separator set for L1 · L2.
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Table 1
State complexity of union, intersection, complementation (∼), concatenation (·), Kleene star (∗),
and reversal (R). The entries (Ď) indicate a tight bound within an additive constant for the total
number of states. The lower bound (Ě) can be reached by a concatenation of a two state and an n2
state DNWA.
Operation DFA NFA DNWA NNWA [14]
∪ n1n2 n1 + n2 + 1 (4k1k2, 4h1h2)(Ď) (k1 + k2,max(h1, h2)+ 2)
∩ n1n2 n1n2 (k1k2, h1h2) (k1k2, h1h2)
∼ (l.b.) n1 2n1 (2k1, 2h1)(Ď) Ω(√n1!)
∼ (u.b.) O(2n21 )
· (l.b.) 2(n1 − 1)2n2−1 n1 + n2 2Ω(n2 log n2) (Ě) (k1 + k2,max(h1, h2))
· (u.b.) O(n1 · 24n22 ) (k1 + k2, h1 + h2)
∗ (l.b.) 3 · 2n1−2 n1 + 1 2Ω(n1 log n1) (k1, h1)
∗ (u.b.) 2O(n21) (4k1, 4h1)
R (l.b.) 2n1 n1 + 1 2Ω(n1 log n1) (k1, h1)
R (u.b.) 2n
2
1
Let C be an arbitrary DNWA recognizing L1 · L2 and let Q (respectively, P) be the set of linear (respectively, hierarchical)
states of C . Since all words of the separator set F have exactly one pending call, Lemma 3.1 gives that |Q | · |P| ≥ |F | = 2n·2n .
This means that sc(L1 · L2) is at least 2n·2n−1 . 
As a corollary of Lemma 6.2 we get:
Theorem 6.1. For arbitrarily large n there exist regular nested word languages L1, L2,n such that
sc(L1) = 2, sc(L2,n) ∈ O(n), and sc(L1 · L2,n) ∈ 2Ω(n·log n).
The obtained lower bound is worse than the tight lower bound for the concatenation of ordinary regular languages.
However, it does not match the upper bound of Corollary 6.1.
Open problem 2. What is the worst-case state complexity of concatenation of regular nested word languages?
7. Conclusion
We have established tight bounds for the state complexity of Boolean operations on regular nested word languages. For
the concatenation and reversal of nested word languages, we have established lower bounds that are of a different order
than the known lower bounds for DFA operations. In the case of concatenation, we also established an upper bound that is
essentially better than the bound obtained by the straightforward construction that determinizes an arbitrary NNWA.
Table 1 summarizes the state complexity bounds for deterministic and nondeterministic nested word automata and
compares them with the corresponding results for ordinary finite automata. References for state complexity of DFAs and
NFAs can be found in [16,25]. The regular nested word languages are closed also under (a generalization of) Kleene star [4].
The lower bound for Kleene star of DNWAs is given in [22] and the state complexity results for NNWAs are from [14].
When the lower and upper bounds do not coincide, in Table 1, the corresponding row element has been divided into
two parts. In the table, n1, n2 refer to the numbers of states of the automata for the argument languages, (in the case of
unary operations we use just n1). For nested word language operations where we have precise bounds for the numbers of
linear and hierarchical states, k1, k2 (respectively, h1, h2) refer to the numbers of linear (respectively, hierarchical) states.
More specifically, a lower bound (respectively, upper bound) entry (f1(k1, k2), f2(h1, h2)) for a binary operation indicates
that for nested word languages Li recognized by a DNWA (respectively, an NNWA) with ki linear and hi hierarchical states,
i = 1, 2, a DNWA (respectively, an NNWA) for the language L1  L2 needs, in the worst case, at least (respectively, at most)
f1(k1, k2) linear and f2(h1, h2) hierarchical states.
Following [15,16], in Table 1 we have listed the state complexity results for NFAs based on a model that allows only
one initial state. The definition of NNWAs [3,4,14] allows multiple initial states which explains why, for example, the state
complexity of reversal is the identity function.
Tree automata are an extension of ordinary finite automata and, on the other hand, tree automata can be viewed as
a special case of nested word automata [1,4]. We are not aware of work systematically dealing with state complexity
of operations on tree automata. However, the standard tree automaton constructions [7,10] imply, for example, that for
deterministic bottom-up tree automata operating on ranked trees, state complexity of the Boolean operations would be
identical to the case of ordinary DFAs, and bounds for operations that extend concatenation, and Kleene star for trees
would, at least, have to be of the same order as the state complexity of these operations for DFAs. The questions become
more involved for the various tree automaton models [7,18,24] used in modern applications for processing unranked trees.
Investigating the state complexity of tree automata operating on unranked trees could lead to some interesting questions.
Recently, it has been shown that nested word automata are equivalent to so-called pushdown forest automata [9].
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