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ABSTRACT
We perform a linear stability analysis of magnetized rotating cylindrical jet
flows in the approximation of zero thermal pressure. We focus our analysis
on the effect of rotation on the current driven mode and on the unstable
modes introduced by rotation. We find that rotation has a stabilizing effect
on the current driven mode only for rotation velocities of the order of the
Alfve´n velocity. Rotation introduces also a new unstable centrifugal buoy-
ancy mode and the “cold” magnetorotational instability. The first mode is
analogous to the Parker instability with the centrifugal force playing the
role of effective gravity. The magnetorotational instability can be present,
but only in a very limited region of the parameter space and is never dom-
inant. The current driven mode is characterized by large wavelenghts and
is dominant at small values of the rotational velocity, while the buoyancy
mode becomes dominant as rotation is increased and is characterized by
small wavelenghts.
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1 INTRODUCTION
An important step for understanding the dynamics and phenomenology of astrophysical jets is the study of
their instabilities. Instabilities have a substantial importance, on one hand for the formation and evolution of
various observed structures and, on the other hand, for dissipating part of the jet energy and leading to the
observed radiation. There are several possible sources of instabilities, like the velocity shear between the jet and
the ambient medium, which drives the Kelvin-Helmholtz instability, the current flowing along magnetic field lines,
which drives the current driven instability (CDI) and rotation that can drive several kinds of instabilities. Since
the most promising models for the acceleration and collimation of jets involve the presence of a magnetic field
with footpoints anchored to a rotating object (an accretion disk or a spinning star or black hole), the presence
of a toroidal field component and of rotation seems to be a natural consequence and both CDI and rotation
driven instabilities may play an important role in the jet propagation. CDI have been, for example, suggested as
being responsible for the conversion from Poynting to kinetic energy flux in the first phases of jet propagation
(Sikora et al. 2005).
KHI have been extensively studied in several different configurations both in the Newtonian (see e.g. Bodo et al.
1989; Birkinshaw 1991; Hardee et al. 1992; Bodo et al. 1996; Hardee 2006; Kim et al. 2015) and relativistic (see
e.g. Ferrari et al. 1978; Hardee 1979; Urpin 2002; Perucho et al. 2004, 2010; Mizuno et al. 2007) cases. Similarly,
⋆ E-mail: bodo@oato.inaf.it
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CDI have been widely studied in the Newtonian limit (see e.g. Appl & Camenzind 1992; Appl 1996; Begelman
1998; Appl et al. 2000; Baty & Keppens 2002; Bonanno & Urpin 2011a,b), while the analysis of the relativistic
case has been more limited, most of the studies have considered the force-free condition (Istomin & Pariev 1994,
1996; Lyubarskii 1999; Tomimatsu et al. 2001; Narayan et al. 2009) and only Bodo et al. (2013) studied the full
MHD case. The study of the effects of rotation have been mainly focused on the accretion disk problems, where
the main instability considered is the magnetorotational instability (Balbus & Hawley 1992), however, the com-
bination of magnetic field and rotation can give rise to several other instabilities (see e.g. Kim & Ostriker 2000;
Hanasz et al. 2000; Keppens et al. 2002; Varnie`re & Tagger 2002; Huang & Hassam 2003; Pessah & Psaltis 2005;
Bonanno & Urpin 2006, 2007; Fu & Lai 2011) and the interplay between the different modes can become quite
complex. Our goal is to study these rotation-induced instabilities in the context of magnetized jets.
In Bodo et al. (2013) (hereinafter Paper I) we studied the interplay between KHI and CDI in a relativistic
non-rotating cold jet configuration, characterized by a current distribution concentrated inside the jet and closing
at large distances. In this paper, we introduce the effects of rotation which, however, makes the analysis of the
unstable modes much more intricate. Therefore, before tackling the full relativistic case, in this paper we limit
ourselves to a newtonian analysis, neglecting again thermal pressure compared with the magnetic one. Moreover,
since most of the unstable modes that we will consider are concentrated inside the jet radius and therefore the
effect of the jet velocity would be to simply Doppler shift their frequencies, in this first step we ignored also
the presence of the longitudinal velocity component. The main focus of this paper will then be on the effect
of rotation on CDI and on the new modes of instability introduced by rotation. The effect of rotation on CDI
was considered by Carey & Sovinec (2009) who analyzed a rigidly rotating jet and found a stabilizing effect for
rotation periods shorter than a few Alfve´n times. An analysis of the unstable modes introduced by rotation in a
configuration and parameter range similar to ours has been performed by Kim & Ostriker (2000). They discuss
these modes in the cold plasma limit, however, their study is mainly local, whereas we focus more on global
analysis of these instabilities, besides they do not discuss the CDI. Another related works are by Pessah & Psaltis
(2005) and Huang & Hassam (2003), who examined the instabilities of axisymmetric perturbations in the presence
of rotation and superthermal magnetic fields. The treatment of the first paper is again local and mostly focuses
on an equilibrium configuration typical of accretion discs, while the second one analyses the stability a rotating
cylindrical plasma Dean flow with only axial field both with local and global approach.
The plan of the paper is the following: in the next section we present the equilibrium configuration, in
Section 3 we derive the linearized equations, in Section 4 we discuss the WKBJ local dispersion relation and
present energetic considerations based on the Frieman-Rotenberg approach (Frieman & Rotenberg 1960) . The
local dispersion relation and the energetic considerations will be useful in understanding the nature of the unstable
modes that will be discussed in Section 5, where we present our results on global modes. Finally in the last Section
6 we summarize our findings.
2 PROBLEM DESCRIPTION
We study the linear stability of a cold magnetized cylindrical jet flow. Although in the following we will consider
only the zero thermal pressure case, we keep here the presentation more general. The relevant equations are the
equations of ideal MHD:
∂ρ
∂t
+∇ · (ρv) = 0 , (1)
ρ
∂v
∂t
+ ρ(v · ∇)v = −∇
(
p+
B2
2
)
+ (B · ∇)B (2)
∂B
∂t
= ∇× (v ×B) , (3)
∂p
∂t
+ v · ∇p+ c2sρ∇ · v = 0 , (4)
where ρ is the density, p is the pressure, cs is the sound speed, v, B, are, respectively, the velocity and magnetic
fields. We remark that a factor of
√
4π is absorbed in the definition of B. The first step in the stability analysis is
to define an equilibrium state satisfying the stationary form of equations (1-4) and this will be done in the next
subsection.
c© 2016 RAS, MNRAS 000, 1–25
Instabilities in rotating jets 3
2.1 Equilibrium Configuration
We adopt a cylindrical system of coordinates (r, ϕ, z) (with versors er, eϕ, ez) and seek for axisymmetric steady-
state solutions, i.e., ∂t = ∂ϕ = ∂z = 0. The jet propagates in the vertical (z) direction, the magnetic field and
velocity have no radial component and consist of a vertical (poloidal) component Bz, vz, and a toroidal component
Bϕ, vϕ. The magnetic field configuration can be characterized by the pitch parameter
Pˆ =
rBz
Bϕ
. (5)
The only non-trivial equation is given by the radial component of the momentum equation (2) which, in the
zero pressure case, simplifies to
ρv2ϕ =
1
2r
d(r2B2ϕ)
dr
+
r
2
dB2z
dr
. (6)
Equation (6) leaves the freedom of choosing the radial profiles of all flow variables but one and then solve for the
remaining profile. Furthermore, we note that the presence of a longitudinal velocity has no effect on the radial
equilibrium.
The choice of the radial profiles is somewhat arbitrary since we have no direct information about the magnetic
configuration in astrophysical jets. The choice of the Bϕ distribution is equivalent to a choice of the distribution
of the longitudinal component of the current and also determines the behavior of the pitch parameter P (r),
that is important for the stability properties. In principle, one can then have several equilibria characterized by
different forms of the current distribution, that can be more or less concentrated, can peak on the axis or at the
jet boundary, and can close in different ways (see e.g. Appl et al. 2000; Bonanno & Urpin 2008, 2011a; Kim et al.
2015). Our choice is to consider a general class of constant density equilibria in which the vertical current density
is peaked on the axis and is concentrated in a region of radius a. The azimuthal component of magnetic field has
therefore to behave linearly with radius close to the origin and decay as 1/r at large distances, more precisely we
can write it as
B2ϕ =
H2c
a2
a2
r2
f
( r
a
)
(7)
where the function f behaves in the following way at small and large radii:
f ≈
( r
a
)4
for r → 0; f → 1 for r →∞. (8)
For the rotational frequency ω = vϕ/r we assume the form
Ω2 =
Ωˆ2c
4
(a
r
)3 df(r/a)
d(r/a)
, (9)
where Ωˆc is the value of Ω on the axis, i.e. Ωˆc = Ω(0). We make this assumption for simplicity and for avoiding
any possible non-monotonic behaviors of Bz.
Inserting expressions (7) and (9) in the equilibrium condition (6), we can get the profile of Bz as
B2z =
PˆcH
2
c
a4
− H
2
c
a2
(1− α)F
( r
a
)
(10)
where
Pˆ 2c = lim
r→0
r2B2z
B2ϕ
, (11)
α =
ρΩˆ2ca
4
2H2c
(12)
and
F
( r
a
)
=
∫ r/a
0
1
ξ2
df(ξ)
dξ
dξ (13)
is a monotonic function with F (0) = 0 and limr→∞ F = F∞. Depending on the value of α, Bz is decreasing (for
α < 1) or increasing (for α > 1). From a physical point of view, if we look at equation (6), we can see that the
equilibrium is given by the balance of three forces: gradient of r2B2ϕ, the gradient of B
2
z and the centrifugal force.
When there is no rotation, the gradient of r2B2ϕ, which always points towards the jet axis, is balanced by the
gradient of B2z . Increasing the rotation rate, the gradient of B
2
z decreases, until, for α = 1, Bz becomes constant.
If we still increase rotation beyond this point, the centrifugal term becomes larger than the gradient of r2B2ϕ, thus
Bz has to increase outward for providing an inward force term, needed for having equilibrium.
c© 2016 RAS, MNRAS 000, 1–25
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We can now define a radially averaged Alfve´n velocity via
〈vA〉2 ≡
∫ a
0
(B2z +B
2
ϕ)r dr
ρ
∫ a
0
r dr
. (14)
and inserting the expressions for Bϕ and Bz from equations (7) and (10) in equation (14), we get
2H2c
ρa2〈vA〉2 I1 +
Pˆ 2cH
2
c
ρa4〈vA〉2 +
Ωˆ2ca
2
〈vA〉2 I2 −
2H2c
ρa2〈vA〉2 I2 = 1 (15)
where
I1 =
∫ 1
0
1
ξ
f (ξ) dξ I2 =
∫ 1
0
ξF (ξ) dξ
from which we get
H2c
ρa2〈vA〉2 =
1− I2Ω2c
P 2c + 2I1 − 2I2
(16)
where
Ωc =
Ωˆca
〈vA〉 , Pc =
Pˆc
a
(17)
are, respectively, nondimensional measures of the rotation rate and of the value of the pitch on the axis. For a given
choice of the function f and the values of these two parameters, we can derive the value of Hc from equation (16)
and the equilibrium structure is then fully determined. However not all combinations of Ωc and Pc are allowed,
because, in order to have a physically meaningful solution, we have to impose the additional constraints that B2ϕ
and B2z have to be everywhere positive, which translate as
H2c > 0, 2P
2
cH
2
c +
(
ρΩˆ2ca
4 − 2H2c
)
F∞ > 0, (18)
respectively, for equations (16) and (10).
In order to exemplify the structure of the equilibrium solution, we now make a specific choice for the function
f ,
f
( r
a
)
= 1− exp
(
− r
4
a4
)
(19)
which gives the same solution used in Paper I. This same solution will also be used in the next sections for
computing the instability behavior. More specifically, we have the following profiles for B2ϕ, B
2
z and Ω
2
B2ϕ =
H2c
a2
a2
r2
[
1− exp
(
− r
4
a4
)]
, (20)
B2z =
PˆcH
2
c
a4
− (1− α)H
2
c
√
π
a2
erf
(
r2
a2
)
(21)
where erf is the error function, and
Ω2 = Ωˆ2c exp
(
− r
4
a4
)
(22)
In Fig. 1, we present the regions in the (Ωc, Pc) plane for which the equilibrium is possible. The red curve represents
the condition B2z = 0, while the blue curve represents the condition H
2
c > 0 and the green curve represents the
combinations of Ωc and Pc for which Bz is constant. Therefore the green region represents equilibria for which
dBz/dz < 0, while in the red region dBz/dz > 0.
We conclude by summarizing the parameters determining the equilibrium: once the magnetization radius a
and the average Alfve´n velocity, 〈vA〉, are fixed, the equilibrium structure is fully determined by the two parameters
Pc and Ωc. We also observe that an arbitrary profile of the longitudinal velocity vz can be superposed to the
equilibrium, however in this paper we consider only the case vz = 0.
3 LINEARIZED EQUATIONS
We consider small perturbations of the form ∝ exp (iωt− imϕ− ikz) to the equilibrium state described above.
By linearizing the ideal MHD equations, we obtain the following system of two first order ordinary differential
equations
∆
dξ1r
dr
=
(
C1 − ∆
r
)
ξ1r − C2P1, (23)
c© 2016 RAS, MNRAS 000, 1–25
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Figure 1. Regions (colour shading) of allowed equilibrium solutions in the parameter plane (Ωc, Pc). The red and blue
curves mark the boundaries of this region and represent, respectively, the conditions limr→∞Bz = 0 and Hc = 0. The
green curve represents the points where α = 1 and Bz is constant with radius. We show by a green shading the region where
dBz/dr < 0 and by a red shading the region where dBz/dr > 0.
∆
dP1
dr
= C3ξ1r − C1P1, (24)
where ξ1r is the radial component of the Lagrangian displacement related to the Eulerian perturbation of the
velocity field v1 through
v1 =
(
∂
∂t
+ v0 · ∇
)
ξ1 − (ξ1 · ∇)v0, (25)
and P1 is the total pressure perturbation
P1 = c
2
sρ1 +B0 ·B1, (26)
with ρ1 and B1 being respectively the density and magnetic field perturbations. In equations (23) and (24), ∆,
C1, C2 and C3 depend on the equilibrium quantities and on ω, k, m and are defined as
∆ = ρ0(B
2
0 + ρ0c
2
s)ω˜
4 − k2B(B20 + 2ρ0c2s)ω˜2 + c2sk4B = [ρ0ω˜2 − k2B ][ω˜2(B20 + ρ0c2s)− c2sk2B ], (27)
C1 =
ρ0ω˜
2
r
[ω˜2(B20ϕ − ρ0v20ϕ) + (ω˜B0ϕ + v0ϕkB)2]− 2m
r2
(kBB0ϕ + ρ0v0ϕω˜)[ω˜
2(B20 + ρ0c
2
s)− c2sk2B ], (28)
C2 = ρ0ω˜
4 −
(
k2 +
m2
r2
)
[ω˜2(B20 + ρ0c
2
s)− c2sk2B], (29)
C3 = ∆
[
ρ0ω˜
2 − k2B + r ddr
(
B20ϕ − ρ0v20ϕ
r2
)]
− 4[ω˜
2(ρ0c
2
s +B
2
0)− c2sk2B ](kBB0ϕ + ρ0v0ϕω˜)2
r2
+
ρ0[ω˜
2(B20ϕ − ρ0v20ϕ) + (ω˜B0ϕ + kBv0ϕ)2]2
r2
,
(30)
c© 2016 RAS, MNRAS 000, 1–25
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where quantities with 0 subscript refer to the equilibrium state and
ω˜ ≡ ω − m
r
v0ϕ − kv0z, kB ≡ m
r
B0ϕ + kB0z. (31)
We note that the system (23) and (24) was derived by Bondeson et al. (1987) and we kept it in its general form
even though in the following we will consider only the case with v0z = 0 and cs = 0. This system, supplemented
with appropriate boundary conditions at r = 0 and r → ∞, poses an eigenvalue problem for ω. On the axis,
at r = 0, the equations are singular but the solutions have to be regular, while at infinity the solutions have to
decay and no incoming wave is allowed (Sommerfeld condition). This asymptotic behaviour of the solutions for
small and large radii are used in the numerical integration of the eigenvalue problem. For finding eigenvalues we
use a shooting method with a complex secant root finder, as we did in Paper I. The numerical integration cannot
start at r = 0 because of the singularity, so we start at a small distance from the origin where the solution is
obtained through a series expansion of the equations described in the Appendix A. Similarly, we start a backward
integration from a sufficiently large radius, where the asymptotic solution is obtained as described in the Appendix
B and then we match the two numerical solutions at an intermediate radius.
Equations (23) and (24) have singularities whenever ∆ = 0 which give rise to four distinct continua, two
Alfve´n continua for
ω =
m
r
v0ϕ + kv0z ± kB
ρ0
(32)
and two slow continua for
ω =
m
r
v0ϕ + kv0z ± k
2
Bc
2
s
B20 + ρ0c
2
s
(33)
In the case of zero pressure and zero longitudinal velocity, that we consider in this paper, the slow continua reduce
to the single flow continuum defined by the condition
ω =
m
r
v0ϕ (34)
Since we are interested only in unstable solutions, our integration path will always avoid the singularities, however
the presence and position of the continua is fundamental in shaping the overall MHD spectrum (Goedbloed et al.
2010).
4 CLASSIFICATION OF MODES
To classify the unstable modes present in the jet and understand their physical origin, following Kim & Ostriker
(2000); Keppens et al. (2002); Blokland et al. (2005); Pessah & Psaltis (2005); Goedbloed (2009), we employ the
WKBJ approach and energetic considerations following the Frieman-Rotenberg formalism (Frieman & Rotenberg
1960). The combination of these methods allows us to gain insight into the nature of dominant driving forces
inducing the instability of each mode and classify them accordingly.
4.1 WKBJ approach
Equations (23) and (24) can be combined in a single second-order differential equation only for ξ1r,
d2
dr2
(rξ1r) +
d
dr
ln
(
∆
rC2
)
d
dr
(rξ1r) +
[
C2C3 − C21
∆2
− rC2
∆
d
dr
(
C1
rC2
)]
(rξ1r) = 0. (35)
Assuming the radial wavelength of perturbations small compared to the length scale over which there are significant
variations in the equilibrium quantities, we can represent the radial dependence of the displacement as ξ1r ∝
exp(i
∫
kr(r
′)dr′), where the radial wavenumber kr is assumed to be large, rkr ≫ 1. Substituting this into
equation (35) and neglecting the radial variations of the equilibrium quantities, we obtain, to leading order
in the large parameter rkr, the following local dispersion relation (see e.g., Keppens et al. 2002; Blokland et al.
2005; Pessah & Psaltis 2005)
k2r∆
2 + C21 − C2C3 = 0, (36)
c© 2016 RAS, MNRAS 000, 1–25
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which after using the expressions for C1, C2, C3 and ∆ reduces to a sixth-degree polynomial
ρ20ω˜
6 − ρ0ω˜4
[
k2B + 4ρ0Ω
2 + r
d
dr
(ρ0Ω
2) + k2tB
2
0
]
− 4ρ0Ω
(m
r
ρ0(rΩ
2) + 2ΩBkB0z
)
ω˜3
+ω˜2
[
k2t k
2
BB
2
0 +
(
k2 +
m2
r2
)(
4ρ0Ω
2B20ϕ − ρ20(rΩ2)2 +B20r d
dr
(
ρ0Ω
2 − Ω2B
)
+ 4ρ0B0ϕΩB(rΩ
2)
)
−4m
r
ρ0kBΩB(rΩ
2)− 4B20k2Ω2B
]
+ 4ρ0B0ϕkBΩ(rΩ
2)
(
k2 +
m2
r2
)
ω˜ + ρ0(rΩ
2)2k2B
(
k2 +
m2
r2
)
= 0,
(37)
where ΩB = B0ϕ/r describes the effect of the curvature of toroidal field lines in cylindrical geometry and k
2
t =
k2r + k
2 + m2/r2 is the total wavenumber squared. We intentionally separated out the product ρ0(rΩ
2), which
represents the centrifugal force per unit volume.
This general dispersion relation describes, in principle, all the modes in the local approximation, however,
the coefficients are complicated and not physically revealing. So, we examine various limiting cases to identify
these modes. We start by considering the limits for large and small wavenumbers.
At large k, when kr ≫ |m| and k2v2A ≫ ρ0ω˜2, to leading order from (37) we get
ω˜2 = − (rΩ
2)2
v2A
k2
k2r + k2
, (38)
where vA is the local Alfve´n velocity. This dispersion relation resembles that of the Parker instability with the driv-
ing role of external gravity replaced here by the centrifugal force per unit mass (rΩ2) (see e.g., Huang & Hassam
2003). Thus, the unstable mode at large k, is driven mainly by the centrifugal force and can be identified with
a magnetic buoyancy mode (Kim & Ostriker 2000), which in this limit of large vertical wavenumber operates
by bending mostly poloidal field lines. The growth rate, γ = − Im(ω), for k → ∞ tends asymptoticallly to its
maximum value γmax = rΩ
2/vA.
At small k ≪ |m|/r and for k2B ≫ ρ0ω˜2, from equation (37) we get the following dispersion relation
Aω˜2 + 4Ω(rΩ2)ω˜m
r
+ (rΩ2)2
m2
r2
= 0, (39)
where
A =
[
v2A
(
k2r +
m2
r2
)
+ κ2 +
B20z
B20ϕ
r
d
dr
(Ω2)
]
(40)
and κ is the epicyclic frequency, κ2 = 4Ω2 + 2rΩdΩ/dr. The solution is given by
ω˜ =
−2mrΩ3 ±m
√
4r2Ω6 −A(rΩ2)2
rA (41)
It is clear that if A is positive, which, as we will show below, corresponds to the jet flow being stable against the
cold magnetorotational instability (MRI), only the last term of equation (39), proportional to the square of the
centrifugal acceleration, guarantees the existence of instability. As a result, also in this limit, we have again the
centrifugal buoyancy mode, but now, at small k, which mainly operates by bending toroidal field lines. In fact,
the dispersion relation (39), in the B0ϕ-dominated regime, is similar to that of the non-axisymmetric toroidal
buoyancy mode derived in Kim & Ostriker (2000) (see their equation 51). Note that this approximation can work
only for non-axsymmetric modes, since it is based on the condition k ≪ |m|/r, that cannot be satisfied for m = 0.
On the other hand, in the axisymmetric case, it is not possible to bend toroidal field lines. The instability condition
for this mode can be derived from equation (41) as
4Ω2 − κ2 − B
2
0z
B20ϕ
r
dΩ2
dr
< v2A
(
k2r +
m2
r2
)
In principle, the cold differentially rotating jet can also support the MRI arising from the combined effect of
differential rotation and magnetic fields. To capture this instability, in equation (37) we ignore centrifugal rΩ2
and curvature ΩB terms, which are not its main driving factors, but retain rotation Ω (i.e., Coriolis force) and
shear dΩ/dr, which together with azimuthal and vertical magnetic fields cause this instability. As a result, we
obtain a more compact dispersion relation describing the MRI in cold differentially rotating cylindrical flows (see
also Kim & Ostriker 2000; Pessah & Psaltis 2005)
ρ20ω˜
4 − ρ0ω˜2
[
k2B + 4ρ0Ω
2 + r
d
dr
(ρ0Ω
2) +
(
k2 + k2r +
m2
r2
)
B20
]
+
(
k2r + k
2 +
m2
r2
)
k2BB
2
0 +
(
k2 +
m2
r2
)(
4ρ0 Omega
2B20ϕ +B
2
0r
d
dr
(ρ0Ω
2)
)
= 0
(42)
This expression is a quadratic polynomial for ω˜2 from which a condition for the cold MRI can be readily deduced.
c© 2016 RAS, MNRAS 000, 1–25
8 G.Bodo et al.
Figure 2. Plot of the growth rate of unstable modes as a function of the wavenumber in the WKBJ approximation. The
red lines represent the numerical solution to equation (37), the green curve represents the analytical approximation to
the poloidal buoyancy mode given by equation (38), the blue line represents the analytical approximation to the toroidal
buoyancy mode given by equation (39) and, finally, the black curve represents the analytical approximation to the magneto-
rotational mode given by equation (42). The parameters for the solutions are Pc = 1.66, kr = 100 and the solutions are
computed for the radial position r = 0.8. The left panel is for m = 0 and a rotation rate Ωc = 0.65 . The mid and right
panels are for m = 1 an two different values for Ωc, Ωc = 0.65 for the mid panel and Ωc = 1.22 for the right panel.
That is, an unstable solution ω˜2 < 0 can exist whenever
k2rk
2
B
k2 +m2/r2
+ k2B + ρ0κ
2 < 4ρ0Ω
2B
2
0z
B20
.
The most favourable condition for the instability is when kB = 0 and from this we can derive the necessary
condition κ2B20 < 4Ω
2B20z. Hence, in the cold plasma limit (cs = 0), the MRI vanishes in the case of a purely
toroidal field and the presence of a nonzero poloidal/vertical field component is necessary for its operation.
In Fig. 2 we show a comparison between representative full numerical solutions to equation (37), and the
analytical approximations given by equations (38), (41) and (42). The left panel is for the axisymmetric mode
with Pc = 1.66 and Ωc = 0.65. In this case we have only the poloidal buoyancy mode, the numerical solution is
represented by the red curve, while the analytical approximation, given by equation (38), is represented by the
green curve and the two curves are indistinguishable. The mid and right panels are for m = 1, the same value of Pc
and two different values of the rotation rate, Ωc = 0.65 for the mid panel and Ωc = 1.22 for the right panel. Again,
the numerical solution is represented by the red curve and, in this case, we have the analytical approximations
for the poloidal buoyancy mode (equation 38), at large wavenumbers, represented by the green curve, and for the
toroidal buoyancy mode (equation 39) at small wavenumbers, represented by the blue curve. We can furthermore
notice that around the value of k for which kB = 0, we have a narrow peak in the growth rate, which corresponds
to a very localized MRI. The peak is very narrow for Ωc = 0.65 and widens with increasing the rotation rate
(right panel with Ωc = 1.22). The black curve, representing the solution to equation (42), reproduces the behavior
of the numerical solution, although the agreement is not as good as for the other two approximations due to the
terms neglected in the derivation of equation (42).The solutions are taken at a particular radial position, r = 0.8,
however, taking different radial positions, the qualitative behavior of the solution remains the same.
4.2 Energetic considerations
Alternatively, the classification of modes and related instabilities performed above using the WKBJ approach can
also be made based on energetic considerations that can be derived following the Frieman-Rotenberg formalism
(Frieman & Rotenberg 1960; Freidberg 1987; Goedbloed 2009; Goedbloed et al. 2010). The equation of motion
for the Lagrangian displacement ξ1 is
ρ0
∂2ξ1
∂t2
+ 2ρ0 (v0 · ∇) ∂ξ1
∂t
−G [ξ1] = 0, (43)
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where the generalized force operator G is given by
G [ξ1] = ρ0
(m
r
v0ϕ + kv0z
)2
ξ1 − 2iρ0Ω
(m
r
v0ϕ + kv0z
)
(ξ1ϕrˆ− ξ1rϕˆ)−
− 2ρ0rΩdΩ
dr
ξ1r rˆ+ ρ1(rΩ
2)rˆ+ J0 ×B1 + (∇×B1)×B0,
and the 0 subscript indicates again the equilibrium quantities, while the 1 subscript indicates perturbations.
Substituting ξ1 ∝ exp(iωt) in equation (43), we get
ρ0ω
2
ξ1 − 2iρ0ω (v0 · ∇) ξ1 +G [ξ1] = 0. (44)
The various terms entering the expression of G correspond to different forces acting on the perturbations in the
jet flow. The first term comes from a convective derivative and describes the advection of perturbations by the
mean flow. In unmagnetized flows, this term contributes to the KH instability. The second term is related to
Coriolis force due to rotation, the third term is related to shear, or differential rotation of the flow, since it is
proportional to the radial derivative of the angular velocity Ω, the fourth term proportional to ρ1 corresponds
to the centrifugal force (radial buoyancy), the fifth and sixth terms are the linearized Lorentz force, respectively,
due to the equilibrium current J0 and the perturbed magnetic field B1 and due to the perturbed current ∇×B1
and the equilibrium magnetic field B0.
One can show that the force operator G is self-adjoint∫
η ·G [ξ1] d3r =
∫
ξ1 ·G [η] d3r
while the second term in equation (44) is antisymmetric∫
ρ0η · (v0 · ∇) ξ1d3r = −
∫
ρ0ξ1 · (v0 · ∇)ηd3r,
where η is an arbitrary function and integration is performed over an entire fluid volume provided that displace-
ment ξ1 and η vanish at the flow boundaries. If we take η = ξ
∗
1, we can write∫
ξ
∗
1 ·G [ξ1] d3r =
∫
ξ1 ·G [ξ∗1] d3r
and ∫
ρ0ξ
∗
1 · (v0 · ∇) ξ1d3r = −
∫
ρ0ξ1 · (v0 · ∇) ξ∗1d3r
therefore
∫
ξ∗1 ·G [ξ1] d3r is a real quantity and
∫
ρ0ξ
∗
1 · (v0 · ∇) ξ1d3r purely imaginary. We will see below that
these properties are necessary for establishing stability criteria for the flow.
Multiplying equation (44) by ξ∗1, integrating by r over the interval [0,∞] and taking into account that the
perturbations vanish for r →∞ and are regular at r = 0, we get
Aω2 − 2Eω + F = 0, (45)
where the coefficients A,E and F are
A =
∫ ∞
0
ρ0 |ξ1|2 rdr
E =
∫ ∞
0
[
ρ0
(m
r
v0ϕ + kv0z
)
|ξ1|2 + iρ0Ω
(
ξ1rξ
∗
1ϕ − ξ1ϕξ∗1r
)]
rdr
F =
∫ ∞
0
ξ
∗
1 ·G [ξ1] rdr. (46)
A and E are real by definition, while F is real due to the self-adjointness of the force operator G. Using the
expression of G in equation (46), we can write F in a symmetric form with respect to ξ1 and ξ
∗
1:
F =
∫ ∞
0
[
ρ0
(m
r
v0ϕ + kv0z
)2
|ξ1|2 − 2iρ0Ω
(m
r
v0ϕ + kv0z
) (
ξ1ϕξ
∗
1r − ξ1rξ∗1ϕ
) −
−2ρ0rΩdΩ
dr
|ξ1r|2 + 1
2
(rΩ2)(ρ1ξ
∗
1r + ρ
∗
1ξ1r)− 12J0 · (ξ
∗
1 ×B1 + ξ1 ×B∗1)− |B1|2
]
rdr, (47)
where the various terms are grouped according to driving forces they correspond to, as in G. The solution to the
quadratic equation (45) is
ω =
E ±√E2 −AF
A
. (48)
Of course this is a formal solution, since the terms A, E and F depend on the eigenfunctions, so they can be
computed only after the eigenvalue problem has been solved. If E2 < AF for an eigenmode, this solution comes in
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complex conjugate pairs that indicates instability of the mode. Therefore, in the expression (47) for F , negative
terms are stabilizing and positive ones destabilizing. We distinguish four distinct destabilizing contributions:
(i) The sum of the first two terms
F1 =
∫ ∞
0
[
ρ0
(m
r
v0ϕ + kv0z
)2
|ξ1|2 − 2iρ0Ω
(m
r
v0ϕ + kv0z
) (
ξ1ϕξ
∗
1r − ξ1rξ∗1ϕ
)]
rdr (49)
describe the combined effect of advection by the mean flow and Coriolis force. However, these processes also define
E and only the sign of F ′1 ≡ E2−AF1 actually characterizes stabilizing or destabilizing contribution due to these
two effects. This term is responsible for the velocity shear, or KH instability.
(ii) The third term
Fsh = −2
∫ ∞
0
ρ0rΩ
dΩ
dr
|ξ1r|2rdr (50)
describes the effect of shear, or differential rotation and is destabilazing when Fsh > 0, i.e., dΩ/dr < 0 somewhere
in the flow field. Fsh, together with the combined effect of advection and Coriolis force characterized by F
′
1,
determines instability in shear flows. In magnetized shear flows, the condition dΩ/dr < 0 is necessary for the
existence of the MRI (Balbus & Hawley 1992).
(iii) The fourth term
Fc =
1
2
∫ ∞
0
(rΩ2)(ρ1ξ
∗
1r + ρ
∗
1ξ1r)rdr, (51)
which is proportional to the centrifugal acceleration, describes the effect of centrifugal force. If Fc > 0, the
centrifugal force can give rise to the magnetic buoyancy instability. This term depends on the density perturbation,
which is expressed via ξ1r and P1 as
ρ1 =
ρ0
B20
[
P1 − (2B20ϕω˜2 + 2v0ϕB0ϕkBω˜ − v20ϕ(ρ0ω˜2 − k2B)) ξ1rrω˜2
]
(52)
At large k, to leading order the density perturbation becomes
ρ1 ≈ − ρ0
rB20 ω˜
2
v20ϕk
2B20zξ1r,
indicating that it is produced mainly by bending poloidal field lines. By contrast, at small k, kB ≈ mB0ϕ/r and
the density perturbation is determined primarily by bending the toroidal field (especially at small pitch, when
the growth rates are higher). This implies that the density perturbation in this regime arises due to bending of
toroidal field lines.
(iv) The fifth term
Fcd = −1
2
∫ ∞
0
J0 · (ξ∗1 ×B1 + ξ1 ×B∗1) rdr (53)
is proportional to the equilibrium current and corresponds to the Lorentz force. If Fcd > 0, this term is desta-
bilizing, giving rise to current driven instability. The last term is the magnetic tension force, which is always
stabilizing.
Based on the above analysis, we classify unstable modes according to which of these four contributions prevails
over the net effect of other three ones and results in the destabilization of a given mode. We then label the mode
according to the type of this dominant destabilizing term. So, for example, if Fsh is positive and dominates over
the net contribution from all the other terms in the square root in equation (48), this implies that the instability
is caused by differential rotation, which in the case of the considered jet flow threaded by the magnetic field in
fact corresponds to the “cold” version of MRI. If Fc is positive and dominates, the main destabilizing force is the
centrifugal force, which via bending magnetic field lines, gives rise to the magnetic buoyancy instability. Finally,
if Fcd term is positive and dominates, the destabilization comes from the Lorentz force due to the presence of the
equilibrium current and hence the resulting instability is current driven.
5 RESULTS
As discussed in Section 2.1, the basic equilibrium depends on the two parameters Ωc and Pc, wich are defined
in equation (17) and represent respectively nondimensional measures of the rotation rate and of the pitch on
the vertical axis. Instead of Ωc, which measures the rotation rate in terms of the average total Alfve´n velocity,
we can alternatively make use of the parameter α, defined in equation (12), which measures rotation in terms
of the Alfve´n velocity associated only with the azimuthal magnetic field component. Reference to parameter α
can be convenient because its value can be related to the sign of the radial gradient of Bz, i.e. for α < 1, Bz
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Figure 3. The equilibrium solutions in the parameter plane (Ωc, Pc) for which we computed the behavior of unstable
modes. The red dots represents equilibria with α = 0.2, the blue dots are for α = 1 and the black dots are for α = 5. The
green curve corresponds to solutions with α = 1.
decreases outward, for α = 1, Bz is constant and, for α > 1, Bz increases outward. In the following we will focus
our discussion on a number of equilibrium solutions, whose position in the (Ωc, Pc) plane is shown in Fig. 3. The
green curve corresponds to solutions with α = 1, the red dots represents equilibria with α = 0.2, the blue dots
are for α = 1 and, finally, the black dots are for α = 5. We choose these three values of α in order to sample the
solutions with different gradients of Bz.
5.1 Axisymmetric modes (m = 0)
We start our discussion with the axisymmetric modes, in this case we know that the CDI mode is stable and
instabilities can be only due to rotation. In Fig. 4 we plot in the complex plane the position of unstable modes
for a given parameter set Pc = 1.66, Ωc = 0.79 (α = 1) and ka = 1.5. We observe a sequence of modes clustering
to ω = 0, that is the point where the slow continuum collapses in the present conditions (p0 = 0, v0z = 0 and
m = 0). The modes in the sequence differ by the number of radial oscillations which increases as the sequence
approaches ω = 0.
We can then investigate the physical origin of this sequence of modes by comparing, in Fig. 5, the growth
rate of the most unstable one as a function of Ωc (solid curve; the value of ka is again 1.5) with an approximation
obtained by equation (48) in which we consider only the centrifugal term (dashed curve), i.e. we approximate the
growth rate by
− Im(ω) =
√
Fc
A
, (54)
where Fc and A are given respectively by equations (51) and (46) and can be computed once we have solved the
eigenvalue problem and found the eigenfunctions. We can see that the approximation reproduces very well the
behavior of the actual growth rate, so we can regard the centrifugal term as being responsible for the destabilization
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Figure 4. Location of unstable modes in the complex plane. The values of the parameters are α = 1, Pc = 1.66 (corre-
sponding to Ωc = 0.79), m = 0 and ka = 1.5.
of these modes and hence identify them as magnetic buoyancy instabilities. We already discussed these instabilities
in Section 4, when we considered the WKBJ local dispersion relation. They have been also already studied by
Huang & Hassam (2003) and Kim & Ostriker (2000) and, as we mentioned above, are analogous to the Parker
instability, with the centrifugal force replacing gravity and operate by bending the poloidal field lines.
From the local dispersion relation (38) appropriate for the poloidal buoyancy mode, we expect their growth
rates to be proportional to the square of the rotation rate. In Fig. 6 we then show their growth rates divided
by Ω2c as a function of the wavenumber. The three panels are for three different values of α and the different
curves in each panel are for different values of Pc. As already discussed, the centrifugal buoyancy modes represent
actually a sequence of unstable modes and, in the panels, we show only those branches of this mode with the
maximum growth rate. This figure demonstrates that the Ω2c scaling law is quite good and that, as expected from
the local dispersion relation, the growth rate increases with the vertical wavenumber and tends to an asymptotic
limit as k → ∞, in fact the behaviour of the growth rate as a function of the wavenumber is the same as in
Fig. 2. These modes appear to be always unstable, the reason, discussed by Huang & Hassam (2003), is related
to the fact that, since the plasma has no pressure, it is possible to compress it along the field lines and create a
density perturbation without performing any work. The centrifugal force can then always overcome the magnetic
restoring forces. However, the inclusion of a finite pressure tends to stabilize this mode.
5.2 Non-axisymmetric modes (m 6= 0)
We start our analysis of non-axisymmetric instabilities by considering first the cases with α = 1 and m = 1 and,
in order to get a first indication on the number and the kind of modes that we can find, in Fig. 7 we plot in
the complex plane the position of unstable modes for a given parameter set. The figure is for Pc = 1.66 and we
consider two values of the wavenumber: squares are for ka = 0.72 and dots are for ka = 0.12. Both at large and
small wavenumbers, we observe an isolated mode and a series. In Fig. 8 we consider the behavior of the modes
represented in Fig. 7 as a function of the rotation parameter Ωc, the colors of the curves are in correspondence
with the colors in Fig. 7, and, for the series, we have considered only the mode with the largest growth rate. From
the figure we can see that the only mode that survives when we let rotation go to zero is the one corresponding to
the green dot in Fig. 7, all the others become stable. We can then conclude that the mode corresponding to the
green dot reduces to the CDI mode in the zero rotation limit, while rotation is at the origin of all the other modes.
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Figure 5. Plot of the growth rate versus the rotation rate Ωc for the most unstable mode of the axisymmetric centrifugal
buoyancy mode shown in Fig. 4. The dashed curve represents an approximation to the growth rate given by equation (54).
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Figure 6. Plot of the growth rate versus the wavenumber for axisymmetric modes. The three panels refer to three different
values of α, the left panel is for α = 0.2, the mid panel is for α = 1 and the right panel is for α = 5. The different curves
refer to different values of Pc and the corresponding values of Pc and Ωc are given in the legend.
In this figure, we can further notice a stabilizing effect of rotation on the CDI, however, this is noticeable only at
large values of Ωc. This can be compared with the results of Carey & Sovinec (2009) who find also a stabilizing
effect of rotation, but at smaller values of the rotation rate, in their case however there is a rigid rotation, while
in this case the rotation rate decreases radially.
We can further investigate the physical origin of the different modes by computing the stabilizing and destabi-
lizing terms based on the energetic considerations discussed in the previous section. Starting from the CDI mode,
we find that the destabilizing terms for this mode is not only Fcd, as it should be expected for the current driven
mode, but also Fsh. In Fig. 9 we plot the fractional contributions of these two terms as a function of the rotation
rate Ωc. The fractional contributions for the two terms are defined, respectively, as
fcd = Fcd/(Fcd + Fsh) (55)
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Figure 7. Location of unstable modes in the complex plane. The values of the parameter are α = 1, Pc = 1.66, m = 1,
the (green and red) dots are for ka = 0.12, while the (black and blue) squares are for ka = 0.72. The orange line shows the
frequency range of the slow continuum, which, in the zero pressure case, reduces to the flow continuum. As it is discussed
in the text, the green dot represents the CDI, the black dot MRI, while the red and blue series represent centrifugal modes.
and
fsh = Fsh/(Fcd + Fsh) (56)
We see that at low rotation rates, the dominant term is the current term represented by the green curve, but, as
we increase the rotation rate, the contribution by the shear term increases until it becomes dominant for Ωc > 1.
As we did for the axisymmetric modes, we can investigate the physical origin of the two series of modes,
represented by blue squares and red dots in Fig. 7, by comparing in Fig. 10 the growth rate as a function of Ωc
(solid curves) with the approximation given by equation (54) (dashed curves). We see that the approximation
reproduces fairly well the behavior of the actual growth rate, so we can then regard the centrifugal term as being
responsible for the destabilization of these modes and hence identify them as magnetic buoyancy instabilities.
As discussed in the previous section and in Section 4.1, with the WKBJ analysis, we can distinguish them as a
toroidal buoyancy mode at low wavenumbers (red curve) and a poloidal buoyancy mode at high wavenumbers
(blue curve). The two sequences of modes cluster to the edge of the flow continuum (which is what is left of the
slow continua in the zero pressure case), whose frequency range is represented in Fig. 7 by the orange line.
Consider now the mode represented by the black square in Fig. 7. The black curve in Fig. 10 traces this mode
as Ωc varies. Similarly to the buoyancy modes, we can aproximate its growth rate by an expression analogous to
equation (54) in which Fc is replaced by Fsh,
− Im(ω) =
√
Fsh
A
. (57)
The dashed black curve in Fig. 10 shows the growth rate given by equation (57), which indeed closely follows an
actual one represented by the black curve. So, the main driving force for this mode is related to the shear of the
radially decreasing rotation rate and therefore it should be identified with the MRI. However, this occurs only in
a very limited parameter range, while in other regions it merges with either the buoyancy modes or with the CDI
mode, where the driving force become either the centrifugal term or the current term, respectively (see below).
So, from now on we mostly concentrate on the CDI and centrifugal buoyancy modes.
We can now proceed with a more detailed analysis of the dependence of the growth rates on the wavenumber,
the pitch and rotation. In Fig. 11, we plot the growth rates as a function of the wavenumber for Pc = 16.66 (left
panel) and for Pc = 1.66 (right panel) for α = 1 and m = 1. In the left panel, we have clearly distinct the CDI
and the toroidal and poloidal buoyancy modes. For both values of the pitch, the black part of the curve, which
corresponds to the MRI, is distinct only in the growing part over a relatively narrow range of wavenumbers and
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Figure 8. Plot of the growth rate versus the rotation rate Ωc for the modes represented in Fig. 7. The colors of the curves
correspond to the color in Fig. 7.
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Ω
c
0.0
0.2
0.4
0.6
0.8
1.0
1.2
fra
ct
io
na
l c
on
tri
bu
tio
n
Figure 9. Plot of the fractional contributions of the current term, fcd (green), and of the shear term, fsh (black), as a
function of the rotation rate Ωc for the CDI mode. The values of other parameters are the same as in Fig. 7.
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Figure 10. Plot of the growth rate vs. the rotation rate Ωc for the centrifugal buoyancy modes (blue and red) and the
MRI branch (black). The blue and red dashed curves represent an aproximation to the growth rate given by equation (54)
for the buoyancy modes, whereas the black dashed curve represents an approximation to the growth rate given by equation
(57) for the MRI. The values of other parameters are the same as in Fig. 7.
is merged with one of the poloidal buoyancy modes in the constant region. As expected and discussed in paper
I, the CDI mode (green curve) increases its growth rate and the value of its maximum unstable wavenumber as
we decrease the pitch. For Pc ∼ 1.66, the increase of the maximum unstable wavenumber brings the CDI mode
to a complicated interaction with the other modes, merging first with the MRI branch and then with one of
the poloidal buoyancy modes. For Pc ≤ 1.66 the CDI mode becomes unstable for all wavenumbers, while the
driving force, increasing the wavenumber, changes nature, becoming first related to the shear of rotation and
then centrifugal. Both the toroidal and the poloidal buoyancy modes increase their growth rate as we decrease
the pitch, this is because in the equilibrium configuration the rotation rate increases as the pitch decreases. The
toroidal buoyancy mode becomes stable at high wavenumbers, while the poloidal buoyancy mode becomes stable
at small wavenumbers. Decreasing Pc, the stable region between them shows a small increase in width and moves
towards high wavenumbers.
For discussing in more detail the behavior of the CDI, it can be useful to examine how the properties of the
equilibrium structure are modified in the different parameter ranges. Figures 12 and 13 show the radial profiles
of the pitch and the equilibrium current component parallel to the magnetic field, J0,‖, which is the destabilizing
factor for the CDI. In fact, by rearranging expression (53) for the current term Fcd, one can show that the
destabilizing term is due to a contribution proportional to the current component parallel to the magnetic field
(e.g., see Freidberg 1987, Ch. 8). Therefore, the latter is a central quantity determining the growth rate of the
CDI. The three panels are respectively for α = 0.2 (left panel), α = 1 (mid panel) and α = 5 (right panel) and the
different curves in each panel refer to different values of Pc, in each panel we also plotted the case with Pc = 16.66
and no rotation for reference (black curves). We remember that a variation of the pitch leads also to a variation
of the rotation rate: for lower values of the pitch we have higher values of Ωc and these values can be read in the
legend. The pitch profile is normalized to the value Pc, on the axis, while the parallel current is multiplied by Pc
to bring curves for different values of Pc on the same scale, since for large values of Pc the parallel current scales
as 1/Pc. The pitch profile is in general characterized by a flat part up to r = a followed by a steep increase. In
the left panel, we see that a decrease of Pc leads to a slower increase of P (r) for r > a. Correspondingly, in the
left panel of Fig. 13, we observe a slight increase of the parallel current. In the case of α = 1 (mid panel), when
we have Bz constant, the pitch profiles remain essentially unchanged when we decrease Pc, while the parallel
current shows a substantial decrease for low values of Pc. For α = 5 (right panel), Bz increases with radius and
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Figure 11. Plot of the growth rate vs. the wavenumber for two cases with different values of the pitch parameter Pc. The
left panel is for Pc = 16.66 while the right panel is for Pc = 1.66. The other parameters are α = 1 and m = 1.
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Figure 12. Plot of the pitch as a function of radius for the equilibrium solutions shown in Fig. 3. The three panels refer
to three different values of α, the left panel is for α = 0.2, the mid panel is for α = 1 and the right panel is for α = 5. The
different curves refer to different values of Pc and the corresponding values of Pc and Ωc are given in the legend.
consequently the pitch show increasingly steeper profiles as we decrease Pc and the decrease of the parallel current
is larger than in the previous case.
In paper I we discussed a scaling law for the growth rate of the CDI of the form
− Im(ω) ∼ 〈vA〉
a
(
a
Pc
)3
f(kPc) (58)
and in Fig. 14 we can investigate the effect of rotation by considering the deviation from this scaling law. The
three panels and the curves in each panel correspond to the same cases shown in Figs. 12 and 13. In the left
panel we can observe that a first effect of rotation is to move the cutoff wavenumber to smaller values, from
kPc ∼ 1 without rotation (Paper I) to kPc ∼ 0.8. Apart from that, the scaling provided by Eq. (58) is quite good,
slight deviations can be observed only for the smallest value of Pc (blue curve), partly due to the interaction with
other modes (MRI) and partly (as already discussed in Paper I) related to the change of the pitch profile and
parallel current observed in the corresponding equilibrium solution. Comparing the red curves (largest values of
Pc) in the three panels we see that the increase of the rotation rate leads the cutoff wavenumber to shift towards
increasingly lower values, in parallel, however, we have also a slight increase of the growth rate in the unstable
range. From the other curves (green, blue, orange and purple), we see that, for lower values of Pc, at α = 1, the
cutoff disappears because the CDI mode starts to interact and merge with the centrifugal mode and the growth
rate decreases as a result of the decrease of the parallel current in the equilibrium configuration. For α = 5, we
also observe a decrease of the growth rate for increasingly lower values of Pc, corresponding to the decrease of the
parallel current. In summary, rotation has, in general, a stabilizing effect on the CDI mainly because it modifies
the equilibrium structure by decreasing the parallel current. This is consistent with Carey & Sovinec (2009), who
also found stabilization of CDI at high rotation rates in the case of rigid rotation. However, especially at large
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Figure 13. Plot of the current component parallel to the magnetic field as a function of radius, for the equilibrium solutions
shown in Fig. 3. The three panels refer to three different values of α, the left panel is for α = 0.2, the mid panel is for α = 1
and the right panel is for α = 5. The different curves refer to different values of Pc and the corresponding values of Pc and
Ωc are given in the legend.
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Figure 14. Plot of the growth rate of the CDI as a function of kPc for m = 1. The three panels refer to three different
values of α, the left panel is for α = 0.2, the mid panel is for α = 1 and the right panel is for α = 5. The different curves
refer to different values of Pc and the corresponding values of Pc and Ωc are given in the legend.
values of Pc, there are situations in which, on the contrary, the growth rate of CDI shows a slight increase with
the rotation rate. Finally, we recall that the CDI is stable for m = −1.
We can now turn our attention to the toroidal and poloidal buoyancy modes. From the local dispersion
relations, given by equations (38) and (39), we expect their growth rates to be proportional to the square of the
rotation rate. In Figs. 15 and 16, we then show their growth rates divided by Ω2c as a function of the wavenumber.
The three panels are, as before, for three different values of α and the different curves in each panel are for
different values of Pc. As already discussed, the toroidal and poloidal buoyancy modes represent actually a series
of unstable modes and, in these figures, we show only the modes with the maximum growth rate. The Ω2c scaling
law is quite good for the toroidal buoyancy mode, slightly less valid in the case of the poloidal buoyancy mode.
In general, the value of kPc = 1 represents a high wavenumber cutoff for the toroidal buoyancy mode and a low
wavenumber cutoff for the poloidal buoyancy mode, however, for large values of the rotation rate, as shown in
the right panels of Figs. 15 and 16, we observe merging between modes of the two series and deviations from the
kPc = 1 cutoff (note that the merging of poloidal and toroidal modes at α = 5 shown in the right panels of Figs.
15 and 16, may refer to different mode branches in the two series).
In Fig. 17 we show the results for the case with m = −1. Overall, the buoyancy modes behave similarly with
the wavenumber, although there are some differencies with the m = 1 case at intermediate k. Specifically, we
see that the buoyancy mode is unstable at all wavenumbers, in fact the narrow stability region around kPc = 1
disappears. The growth rate, which is independent of the wavenumber at small values of the latter, shows however
a variation around kPc = 1, sometimes a decrease but typically an increase going towards larger values of the
wavenumber. Of course, this increase of the growth rate eventually asymptotes to a finite value as k →∞, as in
the m = 1 case above, but at small Pc, this asymptotic value is reached at higher wavenumbers.
So far we concentrated on the values m = 0,±1 of the azimuthal wavenumber and now we examine different
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Figure 15. Plot of the growth rate of the toroidal buoyancy mode as a function of kPc for m = 1. The three panels refer
to three different values of α, the left panel is for α = 0.2, the mid panel is for α = 1 and the right panel is for α = 5. The
different curves refer to different values of Pc and the corresponding values of Pc and Ωc are given in the legend.
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Figure 16. Plot of the growth rate of the poloidal buoyancy mode as a function of kPc for m = 1. The three panels refer
to three different values of α, the left panel is for α = 0.2, the mid panel is for α = 1 and the right panel is for α = 5. The
different curves refer to different values of Pc and the corresponding values of Pc and Ωc are given in the legend.
values. Figure 18 shows the toroidal (red curves) and poloidal (blue curves) buoyancy modes as well as MRI (black
curves) at different m and fixed Pc = 1.66 and α = 1. First consider the case of positive m, when the toroidal
and poloidal modes are separated. The growth rate of the toroidal mode increases with m and the instability
boundary extends to larger k. However, it is clear from this figure and also from the local dispersion relation (41)
that the growth rate at small k converges to a finite value as m becomes large. By contrast, the growth rate of
the poloidal mode decreases with m and the instability boundary shifts to larger k, but the maximum growth
achieved in the limit of high k is essentially independent of m, as it also follows from the local dispersion relation
(38). The behaviour of these modes in the case of negative m, where, as we discussed above, they are represented
by a single curve with respect to k (Fig. 17), are similar to that for positive m. At ka < 1, corresponding to the
toridal mode, the growth rate increases with the absolute value of m and converges to a constant value at a given
k, while at ka > 1, corresponding to the poloidal mode, it decreases with the absolute value of m, but tends to
the same limiting value.
The MRI exists only for m = 2 and 3 in a certain interval of k being most unstable at m = 2 and ka = 0.5.
This maximum growth rate of the MRI is higher than that at m = 1, is comparable to that of the toroidal and
poloidal modes for the same m = 2 and it does not merge with the latter as opposed to the case m = 1 (see Fig.
11). The growth rate of the MRI at m = 3 is decreased, its range in k is narrower and shifted to larger values.
The MRI disappears beyond this azimuthal wavenumber; we did not find it for larger positive m ≥ 4 as well as
for all negative m.
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Figure 17. Plot of the growth rate of the centrifugal buoyancy mode as a function of kPc for m = −1. The three panels
refer to three different values of α, the left panel is for α = 0.2, the mid panel is for α = 1 and the right panel is for α = 5.
The different curves refer to different values of Pc and the corresponding values of Pc and Ωc are given in the legend.
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Figure 18. Plot of the growth rate of the toroidal and poloidal buoyancy modes as well as the MRI at different m = ±2
(solid), ±3 (dashed), ±4 (dash-dot). The pitch parameter Pc = 1.66 and the rotation α = 1.
6 SUMMARY
We have examined the stability properties of a rotating magnetized jet flow in the approximation of zero thermal
pressure. Our study has focused on the effect of rotation on the CDI and on the new modes of instability introduced
by rotation. In this spirit, as a first step, we did not consider the presence of a longitudinal flow, whose main
effect on the modes concentrated inside the jet radius, as it is for most of the rotationally-induced modes studied
in this paper, is only that of Doppler shifting the frequency. The instability behaviour depends, of course, on the
chosen equilibrium configuration and our results can be considered representative of an equilibrium configuration
characterized by a distribution of current concentrated in the jet, with the return current assumed to be mainly
found at very large distances.
Similar stability analyses of rotation-induced modes in magnetized flows in the limit of zero thermal pressure
are presented in Kim & Ostriker (2000); Huang & Hassam (2003) and Pessah & Psaltis (2005), they however
make use only of a local WKB approach and the last two papers consider only axisymmetric perturbations. Our
local analysis (see Section 4.1) generally agrees with the results of these papers in the parameter regimes they
consider. However, for our specific jet configuration we found that the MRI in the cold limit can be present, but
only in a very limited region of the parameter space and is never dominant. We extended the results of these
papers to the global domain, where the WKB approach no longer holds, by solving a boundary value problem
and revealed new properties of these modes that are summarized below:
1. At small and large axial wavenumbers k, the growth rates, respectively, for the toroidal and poloidal buoyancy
modes obtained from the global calculations (Figs. 6, 11 and 15-18) actually exhibit a dependence on k similar
to what is obtained by the corresponding local dispersion relations (see Fig. 2).
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Figure 19. The dominant instability types for ka = 0.1, in the different regions of the parameter plane (Ωc, Pc). In the
region marked by a green shading, the instability with the largest growth rate is the CDI, while in the region marked by a
blue shading the instability with the largest growth rate is the centrifugal buoyancy instability.
2. At intermediate k, the behavior can be different from that predicted on the basis of the local dispersion relation,
with the presence of stability gaps (for positive m) and merging of poloidal and toroidal modes (for negative m).
3. The properties of the MRI in the cold plasma limit, studied in the above papers based on the local dispersion
relation, qualitatively agrees with our global calculations. In the nonaxisymmetric case, for positive m, the MRI
is present only in a limited range of wavenumbers, its growth rate and the width of the unstable range reach a
maximum for m = 2 and then (for larger m) decrease (Fig. 18) consistently with Kim & Ostriker (2000), however,
the MRI is absent for m ≥ 4 and for every negative value of m. In addition, we did not find the MRI for m = 0 in
both local and global cases, likely because of the different equilibrium adopted. In general, the MRI has always a
growth rate smaller than that of the buoyancy modes.
We have shown that two main kinds of instabilities – CDI and buoyancy – prevail in the considered jet flow. In
Fig. 19 we represent, in the parameter plane (Ωc, Pc), with different shadings, the regions where each of them has
the largest growth rate. The figure refers to non-axisymmetric modes with k = 0.1. We can observe that the CDI
is dominant at small rotation rates and that the boundary between the CDI and centrifugal buoyancy instability
regions moves towards larger values of Ωc as we decrease Pc. For Pc > 10, the CDI is stable for this value of
the wavenumber and the only instability is the centrifugal buoyancy, which is, however, obviously stable at zero
rotation. It is seen that the buoyancy instability occupies quite a large area in this parameter space in comparison
with the CDI and hence should be important in jets with rotation. When we increase the wavenumber, the CDI
tends to be stabilized and the centrifugal instability tends to become dominant everywhere in the parameter
plane.
Comparing now the growth rates of axisymmetric and non-axisymmetric centrifugal buoyancy modes, we
see that at high wavenumbers, axisymmetric modes have a larger growth rate, which decreases monotonically
with decreasing k. By contrast, non-axisymmetric modes have a growth rate that is almost independent from
the wavenumber and, therefore, become dominant at low values of k. Summarizing, at low rotation rates, the
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non-axisymmetric CDI is the instability that grows fastest and has large wavelengths. Increasing the rotation
rate, the prevailing instability becomes the centrifugal axisymmetric one, which operates at small wavelengths.
These results are applicable to magnetically and rotationally dominated jets, since, increasing the importance of
thermal pressure, centrifugally driven modes tend to be stabilized and other modes, like pressure driven modes
(Kersale´ et al. 2000) may appear. At the same time, taking into account the shear of longitudinal velocity can
give rise to unstable KH modes in the jet.
This first step will be extended by introducing the effects of the longitudinal velocity also in the relativistic
regime and these results will be presented in a following paper. The different behaviour in the explored parameter
space may be important for understanding the nonlinear stages since distinct types of instability may evolve
differently. This study is therefore an essential first step for the interpretation of the results of numerical simulations
and for their comparison with astrophysical data.
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APPENDIX A: ASYMPTOTIC SOLUTION AT SMALL RADII
A1 Case |m| 6= 0
To find a solution of equations (23) and (24) at small radii, we calculate the coefficients entering these equations
at r → 0 taking into account that in this limit the equilibrium quantities v0ϕ, B0ϕ ∝ r, whilst v0z and B0z tend
to constant values. At r → 0, these coefficients behave differently depending on whether m = 0 or m 6= 0, so we
should distinguish these two cases. In this subsection, we consider the case |m| = 1 and in the next one the case
m = 0 . For |m| = 1, we have (primes everywhere denote radial derivative)
lim
r→0
∆ = ̺0(B
2
0z + ̺0c
2
s)ω˜
4 − k2B(B20z + 2̺0c2s)ω˜2 + c2sk4B ,
lim
r→0
C1 = −2m
r
(kBB
′
0ϕ + ̺0v
′
0ϕω˜)[ω˜
2(B20z + ̺0c
2
s)− c2sk2B ],
lim
r→0
C2 = −m
2
r2
[ω˜2(B20z + ̺0c
2
s)− c2sk2B]
lim
r→0
C3 = ∆(̺0ω˜
2 − k2B)− 4[ω˜2(̺0c2s +B20z)− c2sk2B ](kBB′0ϕ + ̺0v′0ϕω˜)2.
Substituting these coefficients into equations (23) and (24) and taking solutions with the form ξ1r ∝ rα, P1 ∝ rα+1,
to leading order, we obtain for the power index α,
α = ±|m| − 1,
but because a solution must be regular at r = 0 we choose only α = |m| − 1, (|m| ≥ 1), and after that the ratio
P1
ξ1r
=
r
m
[2(kBB
′
0ϕ + ̺0v
′
0ϕω˜) + sign(m)(̺0ω˜
2 − k2B)] (A1)
This equation together with the choice α = |m| − 1 serves as our boundary condition at small radii.
A2 Case m = 0
In the axisymmetric case m = 0, ∆ and the coefficients C1, C2, C3 in equations (23) and (24) take the form
lim
r→0
∆ = (̺0ω˜
2 − k2B)
[
(B20 + ̺0c
2
s)ω˜
2 − c2sk2B
]
,
lim
r→0
C1 = r̺0ω˜
2[ω˜2(B
′2
0ϕ − ̺0v
′2
0ϕ) + (ω˜B
′
0ϕ + v
′
0ϕkB)
2],
lim
r→0
C2 = ̺0ω˜
4 − k2[ω˜2(B20 + ̺0c2s)− c2sk2B ],
lim
r→0
C3 = ∆
(
̺0ω˜
2 − k2B
)− 4[ω˜2(̺0c2s +B20)− c2sk2B ](kBB′0ϕ + ̺0v′0ϕω˜)2,
where now ω˜ = ω − kv0z , kB = kB0z and the primes, as before, denote the radial derivatives of v0ϕ and B0ϕ at
r = 0. We see that all these coefficients are regular and finite as r → 0 and only C1 is proportional to r.
We can express ξ1r through P1 from equation (24)
ξ1r =
C1
C3
P1 +
∆
C3
dP1
dr
.
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and substitute into equation (23). Keeping only dominant terms in the limit r → 0, we get a single second order
equation only for pressure
d2P1
dr2
+
1
r
dP1
dr
+
1
∆
[
C1
r
+
dC1
dr
+
C2C3
∆
]
P1 = 0. (A2)
Since C1 ∝ r, the coefficient in front of P1 in this equation is regular and finite and explicitly calculating it at
r = 0 yields
A ≡ 1
∆
[
C1
r
+
dC1
dr
+
C2C3
∆
]
=
1
∆
[
2
dC1
dr
+
C2C3
∆
]
=
(ω˜2 − c2sk2)(̺0ω˜2 − k2B)2
∆
+
+
4B
′2
0ϕ
∆
[
ω˜2(̺0ω˜
2 − k2B) + c2sk2k2B
]− 4̺0kBω˜B′0ϕv′0ϕ
∆
(
ω˜2 − 2c2sk2
)−
− 2̺0ω˜
2v
′2
0ϕ
∆
(
3̺0ω˜
2 − k2B − 2̺0c2sk2
)
,
where all the quantities in this expression are calculated at r = 0. A is nonzero constant and equation (A2) takes
the form of Bessel equation of zeroth order
d2P1
dr2
+
1
r
dP1
dr
+ AP1 = 0. (A3)
At r ≪ 1, this equation has two linearly independent solutions
P1 = J0(rA
1/2) ≈ 1− A
4
r2, P1 = Y0(rA
1/2) ≈ 2
π
[ln(rA1/2/2) + γ]J0(rA
1/2),
where J0 and Y0 are the 0-th order Bessel and Neumann functions and γ = 0.5772 is the Euler-Mascheroni
constant (Abramowitz & Stegun 1972). From these two solutions, we select the first one which is regular at small
r:
P1 = 1− A
4
r2
and correspondingly for the displacement ξ1r, to leading order we have
ξ1r = −C2
2∆
r.
APPENDIX B: ASYMPTOTIC SOLUTION AT LARGE RADII
To find the asymptotic behaviour of perturbations at large radii, we first derive a second order differential equation
for the pressure perturbation from equations (23) and (24) by eliminating displacement variable ξ1r,
d2P1
dr2
+
[
1
r
− ∆
C3
d
dr
(
C3
∆
)]
dP1
dr
+
[
C3
r∆
d
dr
(
rC1
C3
)
+
C2C3
∆2
− C
2
1
∆2
]
P1 = 0. (B1)
The equilibrium azimuthal and vertical velocities decay very quickly (exponentially) with radius, so we can put
them effectively zero at asymptotically large radii, v0ϕ ≈ 0, v0z ≈ 0 and hence ω˜ ≈ ω. The equilibrium vertical
magnetic field, B0z, and density, ̺0, are constant at large radii, while the azimuthal field falls off as B0ϕ ∝ 1/r.
Taking all these into account, let us estimate the coefficients entering equation (B1),
∆ = (̺0ω˜
2 − k2B)[ω˜2(B20 + ̺0c2s)− c2sk2B],
C1 = 2̺0ω˜
4B
2
0ϕ
r
− 2m
r2
kBB0ϕ[ω˜
2(B20 + ̺0c
2
s)− c2sk2B] ∼ O(r−3),
C2 = ̺0ω˜
4 −
(
k2 +
m2
r2
)
[ω˜2(B20 + ̺0c
2
s)− c2sk2B ],
C3 = ∆
[
̺0ω˜
2 − k2B + r d
dr
(
B20ϕ
r2
)]
−4k2B [ω˜2(B20 +̺0c2s)− c2sk2B ]
B20ϕ
r2
+4̺0ω˜
4B
4
0ϕ
r2
= ∆(̺0ω˜
2−k2B)+O(r−4)
For this asymptotic expansions to be valid, the following conditions must be satisfied r ≫ Hc/B0z and r ≫√
Hc/kB0z . The coefficient C1 in Eqs. (23) and (24) can be assumed negligible, C1 ≈ 0, compared with other
coefficients at r ≫ (Hc/k2B0z)1/3, r ≫ (Hc/k3B0z)1/4. It easy to see that all these four inequality conditions are
equivalent to two conditions: r ≫ Hc/B0z and r ≥ 1/k. For the derivatives we have
dkB
dr
=
m
r
dB0ϕ
dr
− m
r2
B0ϕ = −2m
r2
B0ϕ ∼ O(r−3)
dC1
dr
≃ −6̺0ω˜4B
2
0ϕ
r2
+
6m
r3
kBB0ϕ[ω˜
2(B20 + ̺0c
2
s)− c2sk2B ] ∼ O(r−4),
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dC3
dr
≃ −2ω˜2(̺0ω˜2 − k2B)2
B20ϕ
r
− 2kB [2∆ + c2s(̺0ω˜2 − k2B)2]dkBdr ∼ O(r
−3)
Based on this, to leading order in powers of r−1 we have
∆
C3
d
dr
(
C3
∆
)
≃ − 2kB
̺0ω˜2 − k2B
dkB
dr
∼ O(r−3),
C3
r∆
d
dr
(
rC1
C3
)
=
1
r∆
(
C1 + r
dC1
dr
− rC1
C3
dC3
dr
)
∼ O(r−4),
C21
∆2
∼ O(r−6),
C2C3
∆2
=
̺0ω˜
4
ω˜2(B20 + ̺0c
2
s)− c2sk2B
− k2 − m
2
r2
+O(r−4).
Thus, neglecting small terms of the order of O(r−3) and higher in equation (B1), we obtain
d2P1
dr2
+
1
r
dP1
dr
+
(
̺0ω˜
4
ω˜2(B20 + ̺0c
2
s)− c2sk2B
− k2 − m
2
r2
)
P1 = 0. (B2)
This equation has a form similar to that of Bessel equation except the first term in brackets containing B0ϕ
(through B20 and kB) and therefore depending on r. However, in our shooting method, to perform a backward
intergation from large to smaller radii, we need an analytical solution of equation (B2). To this end, at very large
radii, in the transition region r1 ≤ r ≤ r2, where r1 = 30 and r2 = 50, we impose a return current, which at
r > r2 cancels the azimuthal field and maintains constant B0z (this procedure does not affect the eigenfunctions
and growth rates of the unstable modes). In this case, at these radii, equation (B2) exactly matches the Bessel
differential equation
d2P1
dr2
+
1
r
dP1
dr
+
(
χ2 − m
2
r2
)
P1 = 0,
where the parameter
χ =
√
̺0ω˜4
ω˜2(B20 + ̺0c
2
s)− c2sk2B
− k2
is generally complex and does not depend on radius. Solutions to this equation can be represented as the Hankel
functions of the order m with the following asymptotic forms at r →∞ (Abramowitz & Stegun 1972),
P1 = H
(1)
m (χr) ∼
√
2
πχr
exp
[
i
(
χr − mπ
2
− π
4
)]
, P1 = H
(2)
m (χr) ∼
√
2
πχr
exp
[
−i
(
χr − mπ
2
− π
4
)]
.
Depending on the sign of the imaginary part of χ one of these two solutions is selected: if Im(χ) > 0 then
P1 = H
(1)
m (χr), whereas if Im(χ) < 0 then P1 = H
(2)
m (χr), so that in both cases the pressure perturbation
exponentially decays with radis. In addition, we also require that the solution at large radii correspond to outgoing
waves (Sommerfeld condition), which implies that an eigen-ω must satisfy Re(ω) ·Re(χ) < 0.
With the above asymptotic form of P1, one can readily find the displacement
ξ1r =
∆
C3
dP1
dr
+
C1
C3
P1 ≃ 1
̺0ω˜2 − k2B
dP1
dr
+O(r−3) =
P1
̺0ω˜2 − k2B
(
±iχ− 1
2r
)
+O(r−3).
c© 2016 RAS, MNRAS 000, 1–25
