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SCALE-SPACE PEAK PICKING
Antoine Liutkus
Inria, speech processing team, Villers-lès-Nancy, France
ABSTRACT
In this report, I present a peak detection method for 1D
data, based on scale-space theory. Instead of focusing on
local derivative information as is classical in peak detection,
the proposed approach is more global. It performs iterative
smoothings of the input data with increasing length-scales
and then defines a peak as a datapoint that remains a
local maximum for many such filterings. Formally, the local
maxima are identified after each filtering operation and
then associated to the maxima identified with the previous
length-scales. A score is then added to the criterion for
these latter points, that notably depends on the length-
scale. This strategy enforces picks that remain local maxima
even after many smoothing operations. At the end of the
process, the peaks are identified as the points having the
largest score. The approach is flexible enough to allow for
different smoothing operations and different strategies for
incrementing the score. I informally show on different kinds
of signals that the proposed approach may be very effective,
even for very noisy data.
I. INTRODUCTION
Peak-picking is an ubiquitous problem in signal pro-
cessing. Whenever we have to detect the values for some
phenomenon within a possibly large set of possibilities, we
have to process to peak picking. A typical example is when
analyzing spectra or distributions: among all possible values,
the signal under study usually contains only a small number
of active components. When doing analysis, we often have to
detect which ones of those components are active and for this
purpose, we need some peak detection algorithm. Although
it is quite an easy problem to solve for the human eye, it
definitely is a difficult problem to formalize. Its inherent
difficulty is that on top of the target signal, or peaks, addi-
tional information may be observed such as noise, drifting,
linear or nonlinear trends, etc. Informally, detecting the peaks
in a signal may be understood as identifying those points
that clearly “stand out”, either from noise or from these
“regular” background variations. However, such a definition
is not amenable to a single quantitative interpretation and
depending on the definition considered, peak picking may
be achieved using very different paradigms. In this report,
I only consider pick picking over one-dimensional signals
such as time series or power spectra.
The most common peak picking methods used in practice
involve the computation of empirical derivatives coupled
with some criterion concerning the value of the signal.
In that kind of methods, a peak is defined as a location
where the signal is above some given absolute threshold,
while its derivative — or some smoothed version of it— is
crossing zero. Optionally, further criteria may be included,
for instance enforcing that two peaks should not be too close
together or that a peak should be surrounded by signal values
much below it1.
Another route for designing peak picking methods is
model-based. Simply put, the background signal is assumed
to obey some particular model such as auto-regressive, and
its parameters are fitted according to the data. The picks are
then detected based on the quality of the data-fit: points that
are not well explained by the model are categorized as peaks,
and the criterion is given by the probabilistic interpretation.
That approach has for instance been successfully applied on
audio signals to detect cracking noise, see e.g. [4] for an
overview of such probabilistic audio restoration methods.
In another vein, recent research has exploited multi-
resolution representations to detect the peaks [3]. In this
approach, the data first goes through a wavelet transform
that is chosen so as to enhance the peaks and smooth out
the background signal. Then, peaks across the scales are
matched and their amplitude are summed so as to yield
the final criterion on which detection is achieved. This
idea of exploiting multiscale representations has proved very
efficient to separate the peaks in many settings, notably in
chemical engineering where it is a very important part of the
processing of signals [1], [7].
In this report, I present a variation over the idea of ex-
ploiting multiscale information to identify peaks as described
in [3]. However, instead of framing it as a selection achieved
in a multiscale representation, I rather adopt the scale-
space paradigm detailed, e.g. in [5]. Scale-space theory has
attracted much attention in the image processing community
because of its unique ability to automatically process the
data at the adequate scale without having to manually
tune many ad-hoc parameters. In a nutshell, it relies on
smoothing the data using kernels (weighting windows) of
various sizes, while performing processing on all those
1See for instance the FINDPEAKS method of Matlab http://fr.mathworks.
com/help/signal/ref/findpeaks.html.
filtered versions jointly or iteratively. It has for instance
been found very effective in estimating edges in images [6].
It is close in spirit to the celebrated Laplacian pyramid
used to analyze or encode images by exploiting multi-scale
features and redundancies [2]. The rationale for doing peak
detection using scale-space theory is that we want to avoid
explicitly informing the detection algorithm about the width
or particular shape of the peaks, because we assume that
this information is not known a priori. Integrating out this
scale information through a consistent probabilistic treatment
would of course be feasible, but relying on a ad-hoc scale-
space processing yields a very computationally efficient
method, which is sometimes a desirable property.
In this context, the approach I propose simply defines a
peak as a point in the signal, which remains a local maximum
in many scales. Doing so permits to avoid defining a peak
based on its particular width or height, that may strongly
vary across signals. Instead, local maxima along different
scales are associated, which permits to increasingly build a
criterion that summarizes their importance as peaks in many
scales. Peak identification is simply achieved in the end by
using this criterion.
This report is structured in the following way. In section II,
I describe the peak detection function and in section III, I
show some results of its usage on real data.
II. SCALE-SPACE PEAK PICKING
We assume the input data v is a vector of dimensions N×
1. Our objective is to detect the peaks in v. The Scale-Space
Peak Picking method we propose (SSPP) is based on an
iterative procedure that progressively builds a criterion C,
which is itself a N × 1 vector, initialized to 0. At the end
of the procedure, the decision is made based on C, totally
ignoring the input data v for this purpose. Hence, C can
be understood as a “peak presence function”, that is high
whenever a peak is likely to be found.
First, all the local maxima of v are detected and stored in
the set P . This is written:
P ← localmaxima (v) . (1)
A sample index n is a local maximum if it is higher than its
neighbours:
n ∈ localmaxima (v)
⇔ v (n) = max [v (n− 1) v (n) v (n+ 1)] . (2)
Since they were hence detected as local maxima, the points
in P ought to see their criterion C incremented. For this
reason, at the first iteration, we set:
∀p ∈ P, C (p)← v (p) . (3)
The rationale behind using v (p) in incrementing C is to
promote points having a larger amplitude as peaks. The
selected peaks are also stored in a set O containing all
previously selected peaks: O ← P .
At this stage, the signal v is smoothed using a small
lengthscale s to yield a new smoothed version v. In practice,
this is implemented by convolving v with a weighting
window such as a normalized hamming window of length s.
Then, local maxima are detected anew to yield the new
set P as in (1) and (2). The main idea of the proposed
SSPP technique is to associate these new local maxima to
points in O that where already selected in previous iterations,
and to to increment the criterion of these, because having
them selected anew proves they are good candidates. This is
achieved by first identifying which element of the old set O
is closest to each element of P , thus building the set I of
the neighbours of the elements of P:
∀p ∈ P, I (p)← argmin
o∈O
|p− o| .
When the neighbours I to current local maxima have been
identified, the algorithm goes on by simply augmenting the
corresponding criterion by some given amount, which for
instance depends on both the signal value and the scale:
∀p ∈ P : ∆C (I (p))← v (I (p)) s2. (4)
The rationale behind using s2 in expression (4) is to
considerably promote points that remain peaks throughout
successive smoothing, i.e. at increasing scales. Furthermore,
the main advantage of incrementing the elements of I and
not simply those of P is to avoid incrementing the criterion
of different points at each iteration, which would inevitably
happen because of the drifting that occurs between local
maxima for different smoothing scales.
Finally, the procedure is iterated with a larger scale s. The
process then increments the criterion C over the iterations,
until some fixed set of increasing scales have been processed.
At the end of the procedure, the peaks are identified as the
points having either the largest C value (in case of a known
number of peaks) or as the points whose criterion is larger
than ρmax (C) with ρ ∈ ]0 1[.
The whole algorithm is summarized in alg. 1, and a free
Matlab implementation is available online2.
III. RESULTS
Examples of usage of the proposed scale-space peak
picking (SSPP) method are displayed for various kinds of
signals in figure 1 (number of sunspots as a function of time),
figure 2 (noisy sinusoidal signal) and figure 3 (impulsive
peaks buried in noise). All those figures were generated
with the free implementation of SSPP we propose for
Matlab. Depending on the application, the user may know
the number K of peaks to detect, or may rather have an
approximate idea of the peak density, in which case, he can
2http://fr.mathworks.com/matlabcentral/fileexchange/
42927-find-peaks-using-scale-space-approach.
Algorithm 1 Scale-space peak picking (SSPP)
1) Input:
• data v, vector of dimension N × 1
• number of peaks K or peak threshold ρ ∈ ]0 1[
• number S of scales (typically 30)
2) Initialization
• ∀n = 1, . . . , N,C (n)← 0
• ∀n = 1, . . . , N,∆C (n)← 0
• O ← ∅
3) For i = 1 . . . S
a) s = iN/ (20S)
b) Building smoothing window





v ←W ∗ v
d) Detecting local maxima:
P ← localmaxima (v)
e) Computing criterion increment ∆C :
i) if i = 1:
∀p ∈ P,∆C (p)← v (p)
ii) else:
• ∀n = 1, . . . , N,∆C (n)← 0
• ∀p ∈ P, I (p)← argmin
o∈O
|p− o|
• ∀p ∈ P : ∆C (I (p))← v (I (p)) s2
f) ∀n,C (n)← C (n) + ∆C (n)
g) Augmenting set of previously selected points
O ← O ∪ P
4) If K is given
Select the picks as the positions of the K largest
elements in C
5) If ρ is given:
a) Build C ← C/maxC
b) Select the peaks as the elements in C above ρ.
6) Output:
Positions of the peaks and optionally the criterion C
set the threshold value ρ ∈ ]0 1[. As can be seen, SSPP
manages to extract meaningful peaks in all scenarios.
In any case, a nice feature of this algorithm is that it
only comprises one main parameter for the user to tune
and performs peaks detection globally and in a relatively
computationally effective manner.
IV. CONCLUSION
In this report, I have briefly presented a peak finding
technique, which is based on a scale-space paradigm. Its
main feature is to define and detect peaks not based on local
derivative assumptions, but rather based on their stability
over iterated smoothing. This approach permits to identify

















Fig. 1. Example of peaks detections on the SUNSPOT dataset.
Threshold ρ = 0.05.
















Fig. 2. Example of peaks detections on a sinusoid signal
contaminated with strong additive white Gaussian noise. ρ =
0.1.
peaks in a global fashion, because it promotes the detection
of peaks that are present in the data at multiple scales.
Furthermore, it provides an ordering of the importance of the
picks through the computation of a pick presence criterion.
The resulting Scale-Space Peak Picking algorithm (SSPP)
is easily implemented and features only one free parameter
for the user to tune, which is either the number of desired
peaks or a threshold related to the desired peak density.
We provide a fully working implementation of SSPP in
Matlab and illustrated its use on various kinds of 1D signals.
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Fig. 3. Example of peaks detections on a set of peaks of varying amplitude with additive white Gaussian noise. As can
be seen, using the desired threshold value ρ = 0.1, additional peaks are discovered. If the number of peaks is known, all
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