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Abstract
We apply the fixed point theorem of Avery and Peterson to the nonlinear second-order multi-point
boundary value problem
−u′′(t) = a(t)f (t, u(t), ∣∣u′(t)∣∣), t ∈ (0,1),
u(0) =
n∑
i=1
µiu(ξi), u(1 − t) = u(t), t ∈ [0,1],
where 0 < ξ1 < ξ2 < · · · < ξn  12 , µi > 0 for i = 1, . . . , n with
∑n
i=1 µi < 1, n  2. We show
that under the appropriate growth conditions on the inhomogeneous term symmetric about t = 12 the
problem has triple symmetric solutions.
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We study the symmetric multi-point nonlinear boundary value problem
−u′′(t) = a(t)f (t, u(t), ∣∣u′(t)∣∣), t ∈ (0,1), (1)
u(0) =
n∑
i=1
µiu(ξi), (2)
u(1 − t) = u(t), t ∈ [0,1], (3)
where 0 < ξ1 < ξ2 < · · · < ξn  12 , µi > 0 for i = 1, . . . , n with
∑n
i=1 µi < 1.
The organization of this paper is as follows. The background of the problem and an
overview of most recent advances are followed, in Section 2, by construction and analy-
sis of the operator associated with (1)–(3). In Section 2 we also state the cone-theoretic
theorem of Avery and Peterson, which is used, in Section 3, to obtain our main results.
Since the originating works of Il’in and Moiseev [10,11], multi-point boundary value
problems have been studied by many authors. Gupta [8], Ma [16], and Webb [17] obtained
existence results for various types of multi-point boundary value problems using tech-
niques such as the Leray–Schauder continuation theorem and the fixed point index theory.
Kong and Kong [13] used the method of upper and lower solutions to derive some exact
multiplicity results.
In [15], Leggett and Williams presented a fixed point theorem that guaranteed the ex-
istence of triple fixed points of a completely continuous operator on an ordered Banach
space. Avery [1] and Avery and Peterson [5] extended the result of [15] to obtain new
triple fixed-point theorems. Yet another cone-theoretic theorem due to Avery and Hender-
son [4] provided twin fixed points of nonlinear operators. Numerous applications of the
above theorems to various boundary value problems included the most recent works [2,3,
6,7,9,12,13], which covered the grounds of two- and multi-point boundary value problems.
In the recent paper [7], Bai et al. employed Avery–Peterson fixed point theorem to the
conjugate and focal second-order boundary value problems. They considered the inhomo-
geneous term that explicitly depended on the first derivative. To the best of the author’s
knowledge there is no such result involving multi-point boundary value problems. In ad-
dition, the treatments of symmetric cases of multi-point boundary value problems are not
known to the author as well. In this note, we intend to fill in such gaps in the literature.
2. Preliminary results
We consider first the linear equation
u′′(t) = −g(t), (4)
subject to (2), (3), where g ∈ C[0,1] is nonnegative and symmetric on the interval [0,1].
Integrating (4), we obtain
u′(t) = −
t∫
g(s) ds + c1.0
N. Kosmatov / J. Math. Anal. Appl. 309 (2005) 25–36 27Since u′(t) = −u′(1 − t), we obtain that
−
t∫
0
g(s) ds + c1 =
1−t∫
0
g(s) ds − c1,
which leads to
c1 = 12
1∫
0
g(s) ds =
1∫
0
(1 − s)g(s) ds.
Integrating again, we obtain
u(t) = −
t∫
0
(t − s)g(s) ds + t
1∫
0
(1 − s)g(s) ds + c2.
(Note that u(t) = u(1 − t) on [0,1].) For brevity, let µ = ∑ni=1 µi and ξ = ∑ni=1 µiξi .
Applying (3), we obtain
c2 = 11 − µ
n∑
i=1
µi
(
ξi
1∫
0
(1 − s)g(s) ds −
ξi∫
0
(ξi − s)g(s) ds
)
= − 1
1 − µ
n∑
i=1
µi
ξi∫
0
(ξi − s)g(s) ds + ξ1 − µ
1∫
0
(1 − s)g(s) ds. (5)
On the interval [0, 12 ] we define the auxiliary function
φ(ξ) = ξ
1∫
0
(1 − s)g(s) ds −
ξ∫
0
(ξ − s)g(s) ds
whose derivative is
φ′(ξ) =
1∫
0
(1 − s)g(s) ds −
ξ∫
0
g(s) ds =
1
2∫
ξ
g(s) ds  0.
So, φ(ξ) attains its minimum on [0, 12 ] at ξ = 0 and φ(0) = 0. Hence, c2  0 provided
µ < 1 (since each term in (5) is nonnegative). Now we have
u(t) = −
t∫
0
(t − s)g(s) ds + t
1∫
0
(1 − s)g(s) ds
− 1
n∑
µi
ξi∫
(ξi − s)g(s) ds + ξ
1∫
(1 − s)g(s) ds. (6)1 − µ
i=1 0
1 − µ
0
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Observe, in addition, that the function φ(ξ) increases on the interval [0, 12 ] attaining its
maximum at ξ = 12 . Set
max
ξ∈[0, 12 ]
φ(ξ) = φ
(
1
2
)
= 1
2
1∫
0
(1 − s)g(s) ds −
1
2∫
0
(
1
2
− s
)
g(s) ds.
Evaluating (6) at t = 12 yields
u
(
1
2
)
= −
1
2∫
0
(
1
2
− s
)
g(s) ds + 1
2
1∫
0
(1 − s)g(s) ds
+ 1
1 − µ
n∑
i=n
µi
(
ξi
1∫
0
(1 − s)g(s) ds −
ξi∫
0
(ξi − s)g(s) ds
)
= φ
(
1
2
)
+ 1
1 − µ
n∑
i=n
µiφ(ξi)
 0
provided µ > 1 and µ − 1 is small enough.
In fact, gathering the arguments above, we obtain the following lemma.
Lemma 2.1. If g ∈ C[0,1] is nonnegative and symmetric on [0,1], then (6) is the unique
nonnegative symmetric solution of (4) with (2), (3) provided µ < 1. If, in addition, g is
nontrivial, then the solution (6) is positive. Finally, if µ > 1, then the problem has no
nonnegative solution.
Remark 1. The techniques employed in this note do not apply to the case µ = 1 (the
boundary value problem at resonance), which we consider separately in [14].
Remark 2. Observe that, without loss of generality, all constants ξi in the nonlocal condi-
tion (2) are placed in the interval (0, 12 ] because of the symmetry imposed on the problem.
Otherwise, Lemma 2.1 still stands if the condition ξn  12 is removed.
Using the symmetry of the solution (6), we can write it as
u(t) = u(t) + u(1 − t)
2
= −1
( t∫
(t − s)g(s) ds +
1∫
(s − t)g(s) ds
)
+ 1
1∫
g(s) ds2
0 t
4
0
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1 − µ
n∑
i=1
µi
ξi∫
0
(ξi − s)g(s) ds + ξ2(1 − µ)
1∫
0
g(s) ds
= 1
4
( t∫
0
(
1 + 2ξ
1 − µ − 2(t − s)
)
g(s) ds
+
1∫
t
(
1 + 2ξ
1 − µ − 2(s − t)
)
g(s) ds
)
− 1
1 − µ
n∑
i=1
µi
ξi∫
0
(ξi − s)g(s) ds. (7)
We introduce the Green’s function of −u′′ = 0 with (2), (3) by
G(t, s) = 1
4


1 + 2ξ1−µ − 2(t − s), s  t,
1 + 2ξ1−µ − 2(s − t), s > t,
− 1
1 − µ
n∑
i=1
µiχi(s)(ξi − s), (8)
where χi is the characteristic function of the interval [0, ξi].
Now we have
1∫
0
G(t, s) ds = −
t∫
0
(t − s) ds + t
1∫
0
(1 − s) ds
+
1∫
0
(
ξ
2(1 − µ) −
1
1 − µ
m−2∑
i=1
µiχi(s)(ξi − s)
)
ds
= 1
2
t (1 − t) + 1
2(1 − µ)
n∑
i=1
µiξi(1 − ξi). (9)
We also readily obtain that
1∫
0
G(0, s) ds = 1
2(1 − µ)
n∑
i=1
µiξi(1 − ξi) (10)
and
max
1∫
G(t, s) ds =
1∫
G
(
1
, s
)
ds = 1 + 1
n∑
µiξi(1 − ξi). (11)t∈[0,1]
0 0
2 8 2(1 − µ)
i=1
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G(t, s)G(s, s) = 1
4
(
1 + 2ξ
1 − µ
)
− 1
1 − µ
n∑
i=1
µiχi(s)(ξi − s)
 1
4
(
1 + 2ξ
1 − µ
)
so that
max
t,s∈[0,1]
G(t, s) = 1
4
(
1 + 2ξ
1 − µ
)
(12)
and (for q > 0)
1∫
0
Gq(t, s) ds <
1
4q
(
1 + 2ξ
1 − µ
)q
. (13)
The following are the standing assumptions on the inhomogeneous term of (1):
(A1) f ∈ C([0,1] × [0,∞) ×R, [0,∞));
(A2) limt→t0 a(t) = ∞, where t0 ∈ [0,1];
(A3) a(t) is nonnegative and there exists m > 0 such that a(t)m a.e. on [0,1];
(A4) a(t) ∈ Lp[0,1] for some 1 p ∞.
Let the space B = C1[0,1] endowed with the norm ‖u‖ = max{‖u‖0,‖u′‖0}, where
‖u‖0 = max[0,1] |u(t)|, be our Banach space. With the use of (8) we introduce the integral
operator S:B→ B by
Su(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s),
∣∣u′(s)∣∣)ds, t ∈ (0,1). (14)
So, now we have
(Su)′(t) = −
t∫
0
a(s)f
(
s, u(s),
∣∣u′(s)∣∣)ds + 1
2
1∫
0
a(s)f
(
s, u(s),
∣∣u′(s)∣∣)ds. (15)
Solutions of (1) with the boundary conditions (2), (3) are positive fixed points of S.
We define the cone K⊂ B by
K=
{
u ∈ B: u(t) 0, u is concave, symmetric on [0,1] and u(0) =
n∑
i=1
µiu(ξi)
}
.
(16)
For the operator (14) the following lemma holds.Lemma 2.2. The operator S :K→K is completely continuous.
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t, s ∈ [0,1], then S(t) = S(1 − t). It is clear from (6) that Su(t) satisfies (2). Therefore, the
operator S preserves K. Evidently, S is a completely continuous operator. 
The next lemma explores the properties of the cone (16).
Lemma 2.3. If u ∈K, then ‖u‖0  Γ1‖u′‖0, where
Γ1 = ξ1 − µ
(
1 + min
1in
1 − µi
2µiξi
)
. (17)
Proof. By concavity of (6) and the fact that u(0) µiu(ξi), i = 1, . . . , n, we have
1
µi
u(0) − u(0)
ξi
 u(ξi) − u(0)
ξi

u( 12 ) − u(0)
1
2
.
It follows that
u
(
1
2
)
 1 − µi + 2µiξi
2µiξi
u(0), i = 1, . . . , n,
and thus
u
(
1
2
)
 min
1in
1 − µi + 2µiξi
2µiξi
u(0). (18)
Again, by concavity,
u′(0) u(ξi) − u(0)
ξi
, i = 1, . . . , n.
Then
µiξiu
′(0) µiu(ξi) − µiu(0), i = 1, . . . , n.
Summing up the above inequalities yields
u′(0) 1 − µ
ξ
u(0),
which, combined with (18), gives
u′(0) 1 − µ
ξ
max
1in
2µiξi
1 − µi + 2µiξi u
(
1
2
)
or
u
(
1
2
)
 ξ
1 − µ
(
1 + min
1in
1 − µi
2µiξi
)
u′(0). (19)
If u ∈K, then ‖u‖0 = u( 12 ), ‖u′‖0 = u′(0) and the proof is complete. 
Remark 3. The solution (6) satisfiesmin
t∈[0,1]u(t) Γ2‖u‖0, (20)
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1in
2µiξi
1 − µi + 2µiξi ‖u‖0. (21)
The inequality (20) is useful since it provides yet another way of constructing a cone in
C[0,1] by taking
P =
{
u ∈ C[0,1]: u(t) 0 and min
t∈[0,1]u(t) Γ2‖u‖0
}
. (22)
Remark 4. There exists u ∈K such that the inequality (20) is strict. To see that, take u ∈K
given by
u(t) =
1∫
0
G(t, s) ds, t ∈ [0,1].
It follows from (10) and (11) that
maxt∈[0,1] u(t)
mint∈[0,1] u(t)
= 1 + 1 − µ
4
∑n
i=1 µiξi(1 − ξi)
.
Since 2µiξi < 4µiξi(1 − ξi)∑ni=1 µiξi(1 − ξi) and 1 −µ 1 −µi for all i = 1, . . . , n,
then
1 − µ
4
∑n
i=1 µiξi(1 − ξi)
< min
1in
1 − µi
2µiξi
.
Hence
mint∈[0,1] u(t)
maxt∈[0,1] u(t)
>
1
1 + min1in 1−µi2µiξi
= Γ2.
We say that the map β is a nonnegative continuous concave (convex) functional on a
cone K of a real Banach space B provided that β :K→ [0,∞) is continuous and
β
(
tu + (1 − t)v) () tβ(u) + (1 − t)β(v)
for all u,v ∈K and 0 t  1.
Let γ and θ be nonnegative continuous convex functionals on K, α be a nonnegative
continuous concave functional on a K, and ψ be a nonnegative continuous functional K.
Then for positive real numbers a, b, c, and d we define the following convex sets:
P(γ, d) = {u ∈K: γ (u) < d},
P (γ,α, b, d) = {u ∈K: b α(u), γ (u) d},
P (γ, θ,α, b, c, d) = {u ∈K: b α(u), θ(u) c, γ (u) d},
and a closed set
R(γ,ψ,a, d) = {u ∈K: a ψ(u), γ (u) d}.
Now we state the fixed-point theorem due to Avery and Peterson.
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continuous convex functionals on K, α be a nonnegative continuous concave functional
on a K, and ψ be a nonnegative continuous functional K satisfying ψ(λu)  λψ(u) for
0 λ 1, such that for some positive numbers M and d ,
α(u)ψ(u) and ‖u‖Mγ(u), (23)
for all u ∈ P(γ, d). Suppose S :P(γ, d) → P(γ, d) is completely continuous and there
exist positive numbers a, b, and c with a < b such that
(S1) {u ∈ P(γ, θ,α, b, c, d): α(u) > b} = ∅ and α(T u) > b for u ∈ P(γ, θ,α, b, c, d);
(S2) α(T u) > b for u ∈ P(γ,α, b, d) with θ(T u) > c;
(S3) 0 /∈ R(γ,ψ,a, d) and ψ(T u) < a for u ∈ R(γ,ψ,a, d) with ψ(u) = a.
Then T has at least three fixed points u1, u2, u3 ∈ P(γ, d) such that b < α(u1), a < ψ(u2)
with α(u2) < b, and ψ(u3) < a.
3. Triple symmetric solutions
We define some nonnegative continuous functionals on the cone K. To this end, let
α(u) = mint∈[0,1] |u(t)|, θ(u) = ψ(u) = maxt∈[0,1] |u(t)|, and γ (u) = maxt∈[0,1] |u′(t)|. It
is obvious that the functionals ψ and γ are convex and the functional α is concave. Also
note that α(u)ψ(u) and ψ(λu) λψ(u) for λ 0. Furthermore, if we set
M = max{1,Γ1},
where Γ1 is given by (17), then, by Lemma 2.3, ‖u‖ = max{‖u‖0,‖u′‖0} M‖u′‖0 =
Mγ(u) for all u ∈K.
Theorem 3.1. Let a, b, and d be constants such that a < b Γ d , where
Γ = Γ2
(
1
4
+ 1
1 − µ
n∑
i=1
µiξi(1 − ξi)
)
.
Assume that the following hypotheses are satisfied:
(H1) f (t, x, |y|) d
D
for all (t, x, y) ∈ [0,1] × [0,Γ1d] × [−d, d], where
D =
{ ‖a‖1
2 , p < ∞,
‖a‖∞
2 , p = ∞.
(H2) f (t, x, |y|) > b
B
for (t, x, y) ∈ [0,1] × [b, 1
Γ 2b] × [−d, d], where
B > max
{
m
∑n
i=1 µiξi(1 − ξi) ,D
}
.2(1 − µ)
34 N. Kosmatov / J. Math. Anal. Appl. 309 (2005) 25–36(H3) f (t, x, |y|) a
A
for (t, x, y) ∈ [0,1] × [0, a] × [−d, d], where
A =
{ 1
4
(
1 + 2ξ1−µ
)‖a‖p, 1 p < ∞,( 1
8 + 12(1−µ)
∑n
i=1 µiξi(1 − ξi)
)‖a‖∞, p = ∞.
Then the boundary value problem (1)–(3) has at least three positive solutions u1, u2, u3 ∈K
satisfying b < u1(0), a < u2( 12 ) with u2(0) < b, u3( 12 ) < a, and u′i (0) d , i = 1,2,3.
Proof. Let u ∈ P(γ, d), that is, |u′(s)|  γ (u) = maxs∈[0,1] |u′(s)| = u′(0)  d for all
s ∈ [0,1]. Then, by Lemma 2.3, u(s)  ‖u‖0  Γ1‖u′‖0  Γ1d and hence, by hypothe-
ses (H1), f (s,u(s), |u′(s)|) d
D
for all s ∈ [0,1].
Let p  1. Then, from (15), we have
γ (Su) = max
t∈[0,1]
∣∣(Su)′(t)∣∣= (Su)′(0) = 1
2
1∫
0
a(s)f
(
s, u(s),
∣∣u′(s)∣∣)ds
 1
2
‖a‖1 d
D
= d,
that is, S :P(γ, d) → P(γ, d). The case p = ∞ receives the same treatment.
Set, using (9), for s ∈ [0,1],
u(s) = b
Γ2
∫ 1
0 G(
1
2 , τ ) dτ
1∫
0
G(s, τ ) dτ
so that θ(u) = b
Γ2
. Also, by Remark 4,
α(u) = b
Γ2
∫ 1
0 G(
1
2 , τ ) dτ
1∫
0
G(0, τ ) dτ > b.
Observe that, by (11) and the definition of Γ ,
γ (u) = b
Γ2
maxs∈[0,1] dds
∫ 1
0 G(s, τ ) dτ∫ 1
0 G(
1
2 , τ ) dτ
= b
Γ2
1
2
1
8 + 12(1−µ)
∑n
i=1 µiξi(1 − ξi)
 d.
Thus, we conclude that{
u ∈ P
(
γ, θ,α, b,
1
Γ 2
b, d
)
: α(u) > b
}
= ∅.
If u ∈ P(γ, θ,α, b, 1
Γ2
b, d), then b  u(s)  1
Γ2
b and |u′(s)|  d for all s ∈ [0,1]. Then,
by (H2), (A3) and (10),
α(Su) = min ∣∣(Su)(t)∣∣= (Su)(0) =
1∫
G(0, s)a(s)f
(
s, u(s),
∣∣u′(s)∣∣)ds
t∈[0,1]
0
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1∫
0
G(0, s)a(s) ds
b
B
=
1∫
0
G(0, s) ds m
b
B
= 1
2(1 − µ)
n∑
i=1
µiξi(1 − ξi)m b
B
 b.
Thus, the condition (S1) of Theorem 2.4 is fulfilled since α(Su) > b for all u ∈
P(γ, θ,α, b, 1
Γ2
b, d).
Let u ∈ P(γ,α, b, d) with θ(Su) > b
Γ2
. Then, it follows from (20) that α(Su) 
Γ2θ(Su) > Γ2
b
Γ2
= b since b Γ1Γ2d . So, the condition (S2) of Theorem 2.4 holds.
Finally, letting u ∈ R(γ,ψ,a, d) with ψ(u) = a (note that 0 /∈ R(γ,ψ,a, d) since
ψ(0) = 0). By (H3) and, if 1 p < ∞, by (12) or (13), we obtain that
ψ(Su) = max
t∈[0,1]
∣∣(Su)(t)∣∣= (Su)(1
2
)
=
1∫
0
G
(
1
2
, s
)
a(s)f
(
s, u(s),
∣∣u′(s)∣∣)ds

1∫
0
G
(
1
2
, s
)
a(s) ds
a
A

∥∥∥∥G
(
1
2
, ·
)∥∥∥∥
q
‖a‖p a
A
<
1
4
(
1 + 2ξ
1 − µ
)
‖a‖p a
A
 a.
If p = ∞, we apply (11) to obtain the inequality above. The condition (S3) of Theorem 2.4
is now satisfied.
The assumptions of Theorem 2.4 are verified and we assert the existence of at least
three symmetric positive solutions u1, u2, u3 ∈ K such that b < u1(0), a < u2( 12 ) with
u2(0) < b, u3( 12 ) < a, and u
′
i (0) d , i = 1,2,3. 
Remark 5. We would like to point out that under a certain choice of the parameters in
the condition (2) it is possible that AD, which leads to an obvious adjustment of Theo-
rem 3.1. For example, the inequality in (H3) can be then replaced with f (t, x, |y|) a
D
.
Finally, we give an example of the boundary value problem (1)–(3) that admits triple
solutions.
To this end, consider
−u′′(t) = 1√|2t − 1|
(
t2
1 + 3t2 +
u(t)
3
∣∣∣∣cos πu(t)256
∣∣∣∣+ 115
√∣∣u′(t)∣∣), t ∈ (0,1),
u(0) = 1
4
u
(
1
4
)
+ 1
4
u
(
1
2
)
,
u(1 − t) = u(t), t ∈ [0,1].
With the choice of µ = ξ = µ1 = µ2 = 14 , ξ1 = 14 , ξ2 = 12 , we have Γ1 = 3 and Γ2 = 14 .
We can set p = 1 and take D = ‖a‖12 = 1, B = 2, and A = 1. Let a = 1, b = 2, and
d = 18. Note that the function f satisfies the inequalities f (t, x, |y|) 18 for all (t, x, y) ∈
[0,1] × [0,54] × [−18,18], f (t, x, |y|) > 1 for all (t, x, y) ∈ [0,1] × [2,8] × [−18,18],
36 N. Kosmatov / J. Math. Anal. Appl. 309 (2005) 25–36and f (t, x, |y|) 1 for all (t, x, y) ∈ [0,1] × [0,1] × [−18,18], which coincide with the
assumptions (H1)–(H3) of Theorem 3.1. Thus, there exist at least three symmetric positive
solutions u1, u2, and u3 satisfying 2 < u1(0), 1 < u2( 12 ) with u2(0) < 2, u3(
1
2 ) < 1, and
u′i (0) 18, i = 1,2,3.
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