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Past research motorcycle motion behavior, the observed range and more to the road sections 
in the main, however motorcycle at high speed in the stretch of road less easily observed the 
motorcycle real driving behavior, so the only motorcycle in the low-speed and road conditions 
interfere with more of the situation, the special motorcycle driving behavior occurred significantly. 
The literature for the logistic regression, and neural networks in the transport sector, most of the 
application of forecast accident occurring causes and extent of injuries or vehicle and license 
plate detection, and less use to investigate traffic behavior and prediction of vehicle routing, 
therefore, this study attempts to choose the logistic regression, and neural networks to predict the 
motorcycle routing, and compare the two methods of prediction rate. In this study, based on the 
above point of view the decision to near the intersection and the red signal conditions, and 
description of the motorcycle to promote the concept of lattice behavior, and finally consider the 
space of the motorcycle around the territory of the psychological factors effect, build a model of 
motorcycle movement to promote behavior in real traffic.  
The model results show that the sphere of influence of the motorcycle to change the direction 
of the motorcycle in front of the right and the right front of the main; traveling under the 
conditions of this study on behalf of the motorcycle will be observed that these three areas, 
whether there are other vehicles will affect the car, and then decide the next step of advancing 
behavior; means the motorcycle as the front and right in front of the advancing direction of the 
possibility of higher; and use the logistic regression to predict the motorcycle path prediction rate 
of 86%, the other hand, neural network prediction was 89%, so the use of neural network to 
predict the motorcycle path better results. In this study, the neural network model used to predict 
the motorcycle drill gap behavior, the prediction rate of 90%. The result is better than logistic 
regression prediction rate (83%). If you dismiss the special driving behavior due to psychological 
factors of the driver, then use the neural network model to predict motorcycle drill gap does have 
its feasibility. 
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辨識正確率，分別為58.6 %、85.5 %及84.5 %；在轉向交通流量偵測正確率方

























為下午 4點到 6點，拍攝畫面如圖 1、圖 2所示。  
    



































持約 0.5 公尺。因此本研究將以 0.5 公尺作為一個最小方格之邊長。接著將
EXCEL資料編排成以下格式，如下圖 5。 
 
圖 5 EXCEL資料編排格式 





















































有則輸入 1。觀察方式為：若範圍 1有車，則範圍 6視為有車，若範圍 1沒
車，則必須再觀察範圍 6是否有車；若範圍 2有車，則範圍 7、8、9皆視為
有車，若範圍 2 沒車，則必須再分別觀察範圍 7、8、9 是否有車；若範圍 3
有車，則範圍 10視為有車，若範圍 3沒車，則必須再觀察範圍 10是否有車；
若範圍 4有車，則範圍 11、12、13皆視為有車，若範圍 4沒車，則必須再分
別觀察範圍 11、12、13是否有車；若範圍 5有車，則範圍 14視為有車，若
範圍 5沒車，則必須再觀察範圍 14是否有車；以上 14個影響變數的資料皆
輸入完畢後，則觀察機車改變的推進方向。方向的部分則輸入機車選擇的方
案，選擇左上輸入 1、直行輸入 2、右上輸入 3，停止不動則輸入 4。 
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  (1) 
其中， 
iy =方案 i與方案 4比較之邏輯函數， 1,2,3i = ； 
( )P Y i= =選擇 i方案之機率；  
0iβ =方案 i之常數項； 
1 2 3 14, , ,i i i iβ β β β = 方案 i之 14個參數； 
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表 1方案 1參數校估結果 
方案 自變數 
值 P值 Goodness-of-Fit P-value 
Pseudo 
R-Square 








X2 7.328 0.987 
X3 0.751 0.585 
X4 -3.438 0.995 
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X6 1.178 0.421 
X7 2.798  0.030* 
X8 2.911  0.023* 
X9 4.431  0.002* 
X10 2.444 0.189 
X11 1.890 0.124 
X12 4.271 0.994 
X13 -1.075 0.475 
X14 0.700 0.587 
常數項 -32.268 0.969 
*表示 P<0.05 
表 2方案 2參數校估結果 
方案 自變數 
值 P值 Goodness-of-Fit P-value 
Pseudo 
R-Square 


















X2 -2.741 0.319 
X3 18.364  0.000* 
X4 12.061 0.944 
X5 1.212 0.742 
X6 1.178 0.366 
X7 0.778 0.565 
X8 0.620 0.672 
X9 3.418  0.019* 
X10 6.822  0.000* 
X11 3.359  0.009* 
X12 -10.338 0.952 
X13 -0.352 0.816 
X14 1.952 0.154 
常數項 -24.583  0.000* 
*表示 P<0.05 
表 3方案 3參數校估結果 
方案 自變數 
值 P值 Goodness-of-Fit P-value 
Pseudo 
R-Square 
















X2 -5.185 0.069 
X3 1.806 0.224 
X4 6.613 0.969 
X5 3.332  0.019* 
X6 0.365 0.811 
X7 2.052 0.141 
X8 1.857 0.211 
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X9 3.963  0.008* Deviance：1.000 McFadden：0.741 
X10 5.029  0.008* 
X11 10.651  0.000* 
X12 -10.251 0.952 
X13 6.125  0.000* 
X14 8.050  0.000* 
常數項 -17.393  0.000* 
*表示 P<0.05 
4.2.2參數檢定 
參數校估後，觀察各自變數所對應之 P 值，若 P>0.05 則代表其自變數
對方案無顯著性，可將之剔除；若 P<0.05則表示自變數對方案有顯著性，需
將之保留於模式中。 




本研究利用適配度(Goodness-of-Fit)統計量及類 2R 指標(Cox-Snell 2R 、
Nagelkerke 2R 、McFadden 2R )進行模式檢定。 








第二部份，Cox-Snell 2R 值為 0.704、Nagelkerke 2R 值為 0.872、






表 5類 2R 指標 
Cox-Snell  2R  0.704 
Nagelkerke 2R  0.872 
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X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 方
向 





1 0y = ， 2 0.603y = ， 3 0.982y = −   
再將 1y 、 2y 、 3y 代入(6)、(7)、(8)、(9)式中， 
求得： 
( )1 0.24p i = = ， ( )2 0.43p i = = ， ( )3 0.09p i = = ， ( )4 0.24p i = =  
故選擇機率較大值(0.43)之方案 2，預測結果與真實資料相符。 
將原始資料(忠孝敦化路口)共 1342筆代入模式中求其預測率，預測方法

















































































圖 15步驟 2開啟類神經網路工具箱 
步驟 3 
類神經工具箱主畫面開啟，點選 lmport將工作空間中的變數資料匯入；
選取 Inputs Data 輸入訓練資料 in，完成後按 lmport 匯出；選取 Inputs Data
輸入測試資料 ine，完成後按 lmport匯出；選取 Targets Data目標變數訓練資
料 t ，完成後按 lmport匯出；選取資料結束按 Close。 
步驟 4 
點選 New Network進入構建網路設定值的視窗；輸入範圍選取 in訓練
變數；訓練函數選取貝式規則化(TRAINBR)；網路層數 2層(隱藏層、輸出層)；
第一層隱藏層 9 個神經元；隱藏層轉移函數 LOGSIG(對數雙彎曲)；第二層


































      




出來；選取 Reinitialize Weights進入網路初始化視窗，Get from input選擇 in
（輸入訓練資料）；選取 Train進入網路訓練設定視窗，進入 Training info選
擇訓練變數；選取 Train Parameters訓練參數－設定停止條件；設定訓練的最































圖 26 Export測試輸出 te變數 
步驟 8 







試資料投入模式中，最終模式正確預測出之目標為 1287筆，其預測率為 89%。 






























第一部份                        第二部份 
           
 圖 29第 0秒鑽車位置示意圖              圖 30第 0秒鑽車狀態示意圖 
           
圖 31第 1.5秒鑽車位置示意圖              圖 32第 1.5秒鑽車狀態示意圖                           
22 
 
           
圖 33第 3秒鑽車位置示意圖              圖 34第 3秒鑽車狀態示意圖                             
           














0 0 1 1 1 0 0 1 1 1 1 1 1 0 0 3 3 
0.5 1 1 1 1 0 1 0 0 1 1 1 1 0 0 3 3 
1 0 0 1 1 0 0 0 0 0 1 1 1 1 0 3 3 
1.5 0 1 1 1 0 0 1 1 1 1 1 1 1 0 3 3 
2 0 1 0 0 0 0 1 1 1 0 0 0 0 0 2 4 
2.5 1 1 1 0 1 0 1 1 1 0 0 0 0 0 2 2 
3 1 1 1 0 1 1 1 1 1 1 0 0 0 1 2 2 
3.5 1 0 1 1 0 1 0 0 0 1 1 1 1 0 3 3 
4 0 1 1 1 0 0 1 1 1 1 1 1 1 0 3 3 
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