We deal with backward stochastic differential equations with two reflecting barriers and a continuous coefficient which is, first, linear growth in ðy; zÞ and then quadratic growth with respect to z: In both cases we show the existence of a maximal solution. r
Introduction
Since their introduction by Pardoux and Peng in [19] , the literature on backward stochastic differential equations (BSDEs) has increased steadily. that is the intervention of these equations in many fields of mathematics such as mathematical finance (see, e.g. [5, 6] ), stochastic control and games (see, e.g. [3, [7] [8] [9] 12] ), partial differential equations and homogenization [18, 20, 21] .
In [4] , El-Karoui et al. have introduced the notion of one barrier reflected BSDE, which is actually a backward equation but the solution is forced to stay above a given barrier. Carrying on this work, Cvitanic and Karatzas have introduced in [1] the notion of two barrier reflected BSDE. The solution is now forced to stay between two given barriers.
Precisely a solution for that equation, associated with a coefficient f ; a terminal value x an upper (resp. lower) barrier U (resp. L), is a quadruple of adapted processes ðY t ; Z t ; K þ t ; K À t Þ tpT with values in R 1þmþ1þ1 which mainly satisfies:
The process K þ (resp. K À ) is continuous non-decreasing and its role is to keep Y above L (resp. under U). Moreover they act just when necessary. This type of equation is a powerful tool in zero-sum mixed game problems [9] and in American game options [2] .
In [1] , Cvitanic and Karatzas have proved the existence and uniqueness of the solution of (1) if, on the one hand, f is Lipschitz and, on the other hand, either the barriers are regular or they satisfy the so-called Mokobodski's condition which means the existence of a difference of non-negative super-martingales between L and U: However, a restrictive condition on f has been supposed when they deal with the case where the barriers are regular. In [11] , Hamade`ne et al. consider also Eq. (1) . An improvement of one of Cvitanic and Karatzas's results is obtained. They show the existence of a solution, which is not necessarily unique, when f is continuous with linear growth and when just one of the barriers is regular.
In this paper, we carry on the study of BSDEs with two reflecting barriers. First, we show the existence of a minimal and a maximal solutions for (1) when f is continuous with linear growth and under Mokobodski's condition. In a second part, we deal with the problem of existence of a solution for the same equation when f is continuous with quadratic growth with respect to z: We prove the existence of a solution in that case under either Mokobodski's condition or a regularity assumption on one of the barriers. Finally, an application related to the determination of the value function of a risk-sensitive zero-sum game on stopping times is given.
For BSDEs associated with a continuous generator satisfying a quadratic growth condition in z; but just with one reflecting barrier or without reflection, one can see, respectively, the papers by Kobylanski et al. [14] , Kobylanski [13] and Lepeltier and San Martin [16] .
The paper is organized as follows:
In the first section we begin to set the problem and to recall the results which provide existence/uniqueness of the solution for double barrier reflected BSDEs. A new and weak formulation of Mokobodski's condition is given.
In Section 2, we first give a comparison theorem of the solutions in the case when the coefficients are Lipschitz. We show that we can compare not only the components Y 's but also the non-decreasing processes K AE 's of the solutions. Then using an approximation procedure we show that the two barrier reflected BSDE with a continuous and linear growth coefficient has a maximal and a minimal solutions when Mokobodski's condition is satisfied. In addition, maximal or minimal solutions can also be compared. In those proofs, the comparison of the K AE 's plays an important role.
Section 3 is devoted to the case when the coefficient f is continuous with quadratic growth with respect to the variable z: Using the results of Section 1, we first show the existence of a maximal solution when the coefficient satisfies a so-called structure condition. Then with the help of an exponential transform we turn the reflected BSDE whose coefficient is continuous with quadratic growth in z into another one whose coefficient satisfies the structure condition. Finally a Logarithmic transform allows us to come back to the original problem and to show the existence of a maximal solution under either Mokobodski's condition or a regularity assumption on one barrier. In the particular case of f ðt; y; zÞ ¼ hðt; yÞ þ 1 2 jzj 2 ; we prove that the component Y can be identified with the value function of a risk-sensitive stopping zero-sum game. This identification could have an application in the study of American game options in a financial incomplete market with exponential utility.
Preliminaries and statement of the problem
Throughout this paper ðO; F; PÞ is a fixed probability space on which is defined a standard m-dimensional Brownian motion B ¼ ðB t Þ tpT whose natural filtration is ðF 0 t :¼sfB s ; sptgÞ tpT : We denote by ðF t Þ tpT the completed filtration of ðF 0 t Þ tpT with the P-null sets of F: On the other hand, let: P be the s-algebra on ½0; T Â O of F t -progressively measurable sets, H 2;k be the set of P-measurable processes v ¼ ðv t Þ tpT with values in R k such that E½ R T 0 jv s j 2 dso1; S 2 be the set of P-measurable and continuous processes Y ¼ ðY t Þ tpT such that E½sup tpT jY t j 2 o1:
From now on we are given four objects: (i) a function f from ½0; T Â O Â R 1þm into R which with ðt; o; y; zÞ associates f ðt; o; y; zÞ and such that for any ðy; zÞ 2 R 1þm ; the process ðf ðt; o; y; zÞÞ tpT is P-measurable and ðf ðt; o; 0; 0ÞÞ tpT belongs to H 2;1 ; (ii) a random terminal value x F T -measurable and E½x 2 o1; (iii) two obstacles U ¼ ðU t Þ tpT and L ¼ ðL t Þ tpT which are processes of S 2 such that P-a.s., 8toT; L t oU t and L T pxpU T :
A solution for the reflected BSDE associated with the coefficient (or generator) f ; the terminal value x; the upper (resp. lower) obstacle U (resp. L) is a pro-
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such that:
Let us now gather some assumptions on the data f ; x; L and U of the problem, which we are sometimes led to assume hereafter.
(H1) There exists a constant CX0 such that P-a:s: jf ðt; y; zÞ À f ðt; y 0 ; z 0 ÞjpCðjy À y 0 j þ jz À z 0 jÞ for any t; y; y 0 ; z; z 0 .
In this case we say that f is uniformly Lipschitz with respect to ðy; zÞ: (H2) The map ðy; zÞ7 !f ðt; o; y; zÞ is continuous. In addition there exist a constant CX0 and a process g:¼ðg t Þ tpT which belongs to H 2;1 such that P-a:s: jf ðt; y; zÞjpCðg t þ jyj þ jzjÞ for any t; y; z.
When f satisfies this assumption, it is said continuous with linear growth with respect to ðy; zÞ: (H3) There exist a constant CX0 and a function j from R into R þ ; which is bounded on compact subsets of R; such that P-a:s: jf ðt; y; zÞjpCð1 þ jðyÞ þ jzj 2 Þ for any t; y; z.
In addition the mapping ðy; zÞ7 !f ðt; o; y; zÞ is continuous. In that case f is said continuous with quadratic growth with respect to z: (H4) A process X ¼ ðX t Þ tpT of S 2 is called regular if there exists a sequence of processes ðX n Þ nX0 such that:
and lim n!þ1 X n t ¼ X t ; P-a:s: (ii) 8nX0 and tpT; X n t ¼ X n 0 þ R t 0 x n ðsÞ ds þ R t 0x n ðsÞ dB s ; where x n ;x n are F tadapted processes such that sup n sup tpT maxfx n ðtÞ; 0gpC and E
(H5) Mokobodski's condition: There exist two non-negative super-martingales Z:¼ðZ t Þ tpT and y:¼ðy t Þ tpT which belong to S 2 such that 8t 2 ½0; T; L t 1 ½toT þ x1 ½t¼T pZ t À y t þ E½xjF t pU t 1 ½toT þ x1 ½t¼T :
(H6) The obstacles U; L and the r.v. x are bounded, i.e., there exists a constant CX0 such that P-a.s., 8tpT; jU t j þ jL t j þ jxjpC:
In this paper we have two main objectives. The first one is to show that (2) has a solution if the assumptions (H2) and (H5 0 ) (which is a weak version of Mokobodski's condition, see Lemma 1.3 below) are fulfilled. The second is to deal with reflected BSDEs with coefficients which are continuous and with quadratic growth with respect to z: We prove that under the assumptions (H3), (H6) and some other conditions, which are linked to (H4) or (H5 0 ), Eq. (2) has also a solution. However, to begin with, we recall the known results which provide a solution for (2) . Mainly they are of two types. Either it is assumed that Mokobodski's condition is fulfilled or that the upper barrier is regular. Precisely we have: Theorem 1.1 (Cvitanic and Karatzas [1] , Hamade`ne and Lepeltier [9] ). If the assumptions (H1) and (H5) hold, then the reflected BSDE (2) has a unique solution. Theorem 1.2 (Hamade`ne et al. [11] ). Under the hypothesis (H2) and if U or ÀL:¼ðÀL t Þ tpT satisfies (H4), Eq. (2) has a solution which is not necessarily unique. In addition if, instead of (H2), f satisfies (H1) then the solution is unique.
In [11] , the proof is done for the case when the upper barrier U is regular. However, this proof remains valid (only minor changes necessary) if the regularity assumption holds on ÀL:
Mokobodski's condition in (H5) is a bit stringent since it requires the continuity of the non-negative super-matingales Z and y which, moreover, should satisfy Z T ¼ y T : Now, when we make use of this condition in order to show the existence of a solution for Eq. (2), the continuity of Z and y is irrelevant (see e.g. [1, 9] [17] . They have obtained the existence of a solution for (2) when f satisfies (H3) but with a rather stronger condition, with respect to (H5 0 ), on the barriers. In addition, the proofs are completely different.
We begin to give a comparison theorem which allows to compare the components Y 's, K AE 's of two solutions of reflected BSDEs. This result is crucial in order to reach the linear growth case, i.e., when f satisfies (H2), from the Lipschitz case.
Let ðf 0 ðt; o; y; zÞ; x 0 ; L 0 ; U 0 Þ be another quadruple such that for any ðy; zÞ 2 R 1þm ; ðf 0 ðt; y; zÞÞ tpT is P-measurable,
Theorem 2.1. Assume that the reflected BSDE associated with ðf ; x; L; UÞ (resp.
0 and for any tpT; L t pL
(a) f ðt; y; zÞpf 0 ðt; y; zÞ for any ðt; y; zÞ; ðf 0 ðt; 0; 0ÞÞ tpT belongs to H 2;1 and f 0 satisfies
Proof. First let us show that Y pY 0 : Let us set
s ; spT: Using Tanaka's formula [15, 22] with ðY À Y 0 Þ þ2 yields 
Now, since f is Lipschitz then we can write f ðt;
where ða t Þ tpT and ðb t Þ tpT are bounded P-measurable processes. Therefore,
Next, using the inequality ja:bjpjaj 2 þ À1 jbj 2 ; 840 and a; b 2 R k ; we obtain
where C is a constant. Now since
Þ dB s is a martingale then taking expectation on both sides and using Gronwall's inequality to get
0À t g^T (hereafter we always assume that inff;g ¼ þ1). We are going to show that P½toT ¼ 0 which implies that K 
) and reflected by the upper obstacle U; i.e., We now show that the reflected BSDE (2) has a solution under the assumptions (H2) and (H5 0 ), i.e., when f is continuous with linear growth and under Mokobodski's condition. Theorem 2.3. Assume that (H2) and (H5 0 ) are fulfilled. Then the reflected BSDE associated with ðf ; x; L; UÞ has a solution ðY t ;
Proof. For nX1 let f n be the function defined as follows: f n ðt; o; y; zÞ:¼ sup
where C is the constant of linear growth of f (see (H2)). The function f n satisfies: À Cðg t ðoÞ þ jyj þ jzjÞpf n ðt; o; y; zÞ pCg t ðoÞ þ sup ðu;vÞ2R 1þm fCðjuj þ jvjÞ À ðn þ CÞðju À yj þ jv À zjÞg pCðg t ðoÞ þ jyj þ jzjÞ.
Therefore it is finite and satisfies jf n ðt; o; y; zÞjpCðg t ðoÞ þ jyj þ jzjÞ: On the other hand it is Lipschitz in ðy; zÞ uniformly in ðt; oÞ since jf n ðt; o; y; zÞ À f n ðt; o; y 0 ; z 0 ÞjpðC þ nÞðjy À y 0 j þ jz À z 0 jÞ.
Indeed, basically this stems from the inequality jsup i2I a i À sup i2I b i jpsup i2I ja i À b i j: Finally, f n Xf nþ1 and P-a.s. for any ðt; y; zÞ the sequence ðf n ðt; o; y; zÞÞ nX1 converges to f ðt; o; y; zÞ: Actually, for any nX1 there exits ðu n ; v n Þ such that f n ðt; o; y; zÞp f ðt; o; u n ; v n Þ À ðn þ CÞfju n À yj þ jv n À zjg þ n À1
Now according to Theorem 2.1, there exists a process ðY n ; Z n ; K þ;n ; K À;n Þ solution of the reflected BSDE associated with ðf n ; x; L; UÞ; i.e., which satisfies:
8tpT; L t pY n t pU t and
As f n Xf nþ1 then according to comparison Theorem 1.1 we have Y n XY nþ1 ; K þ;n pK þ;nþ1 and K À;n XK À;nþ1 : Now since for any tpT; L t pY n t pU t and L; U belong to S 2 then there exists a P-measurable process Y :¼ðY t Þ tpT such that P-a.s. for any tpT the sequence ðY n t Þ nX1 converges pointwisely to Y t and the sequence of processes ðY n Þ nX1 converges in H 2;1 to Y : On the other hand, let ðY ; Z; K þ ; K À Þ be the unique solution of the reflected BSDE associated with ðÀCðg þ jyj þ jzjÞ; x; L; UÞ). Once again, the comparison Theorem 1.1 implies that K þ;n pK þ ; 8nX1: As E½ðK
; then P-a.s., for any tpT; the sequence ðK þ;n t Þ nX1 (resp. ðK 
Then taking into account the linear growth of f n ; the boundedness of ðZ n Þ nX1 in H 2;m and the fact that LpY n pU yield,
Therefore ðZ n Þ nX1 is a Cauchy sequence in H 2;m and then converges in the same space to a process Z ¼ ðZ t Þ tpT :
Now going back to (4), taking the supremum and using the BurkholderDavis-Gundy inequality [15, 22] we obtain .
Henceforth the sequence ðY n Þ nX1 converges also to Y in S 2 and then Y is continuous.
Next we focus on the continuity of the processes K AE : For any tpT we have,
But there exists a subsequence of the sequence of processes ððf ðt; o; Y The first term in the right-hand side converges to 0; as n ! 1; since P-a.s, 8tpT; sup jyjþjzjpd jf n ðt; o; y; zÞ À f ðt; o; y; zÞj ! 0 (thanks to Dini's theorem) and through Lebesgue dominated convergence theorem. The second term converges also to 0 at least along a subsequence. Now in order to complete the proof of the claim it is just enough to underline that we have
since LpY n pU; the sequence ðZ n Þ nX1 is uniformly bounded in H 2;m and finally taking into account the linear growth of f and f n :
Therefore from (5) there exists a subsequence of ðK þ;n À K À;n Þ nX1 (which we still denote by n) such that:
It follows that the process K þ À K À is continuous and once again from (5) we deduce that:
and then
But K þ is lower semi-continuous and K À is upper semi-continuous. It means that K þ and K À are lower and upper semi-continuous in the same time therefore they are continuous and then belong to S 2 since we know already that E½ðK
: Now from (6) we have: 8tpT
In order to finish the proof it remains to show that
But this is a direct consequence of the convergence of ðY n Þ nX1 ; ðK þ;n Þ nX1 and ðK À;n Þ nX1 in S 2 respectively to Y ; K þ and K À and since for any nX1
we have 
However it is not necessarily true that (H5) is satisfied since we do not know whether or not y T is equal to Z T : Remark 2.4. In the previous theorem, the machinery works since it is possible to claim that, for every Lipschitz coefficientf ; the reflected BSDE associated with ðf ; x; L; UÞ has a unique solution. So if instead of (H5 0 ) we assume that U or ÀL satisfies (H4), in combination with (H2), then with the help of Theorem 1.2 we obtain the same result as in Theorem 2.3.
Had we approximated the function f by a non-decreasing sequence of Lipschitz functions, we would have constructed the minimal solution of the reflected BSDE. Therefore we have, Corollary 2.5. Assume that (H2) and either (H5 0 ) or, U or ÀL satisfies (H4). Then the reflected BSDE associated with ðf ; x; L; UÞ has a minimal solution ðȲ t ;Z t ;K We have seen in Theorem 1.1 that we can compare the solutions of reflected BSDEs in the case when, at least, one of the coefficients is uniformly Lipschitz. In the following result, which will be useful in the next section, we show that maximal solutions associated with coefficient which are of linear growth at most, can also be compared. Proposition 2.6. Proposition Let f ; f 0 be two coefficients which satisfy the assumption (H2) and such that P-a.s., f ðt; o; y; zÞpf 0 ðt; o; y; zÞ; for any t; y and z: Moreover assume that (H5 0 ) or, U or ÀL satisfies (H4).
t Þ tpT ) be the maximal solution of the reflected BSDE associated with ðf ; x; L; UÞ (resp. ðf 0 ; x; L; UÞ), then P-a.s., Y pY
Proof. First let us point out that w.l.o.g. we can assume that the constants of linear growth of f and f 0 are the same. Now for nX1 let f So for any nX1; we have f 0 n Xf n : Now for nX1 let ðY n ; Z n ; K þ;n ; K À;n Þ (resp. ðY 0n ; Z 0n ; K 0þ;n ; K 0À;n ÞÞ be the solution of the reflected BSDE associated with In this section, we prove the existence of a maximal solution for a two barrier reflected BSDE with a continuous generator f which satisfies a quadratic growth condition w.r.t. z: This is done both under Mokobodski's condition as well as in the case when one of the barriers satisfies the regularity assumption (H4). However, we begin to give an intermediate result which states the existence of a maximal solution under a structure condition on the coefficient. Then, in the general case we use an exponential transform and we obtain a new generator which satisfies the structure condition. Therefore, the associated BSDE has a maximal solution. Finally, a Logarithmic transform leads to the solution of the initial problem. The change of the coefficient, in using an exponential function, is a technique which has been already used in order to study BSDEs with a generator which has the same properties as in our frame but without reflection (e.g. [13, 16] ) or with just one reflecting barrier (e.g. [14] ). (ii)L:¼ðL t Þ tpT andŪ:¼ðŪ t Þ tpT be two bounded and P-measurable processes such that 8toT;L t oŪ t andL T pZpŪ T : In addition there exists a constant a40 such that 8tpT;L t Xa (iii) F : ½0; T Â O Â ½a; 1½ÂR m À!R a P-measurable function, continuous in ðy; zÞ and satisfying the following structure condition:
9C40 such that P-a:s: 8t; y; z; À2C 2 y À Cjzj 2 pF ðt; o; y; zÞp2C 2 y.
In addition assume that either the pair ðL;ŪÞ satisfies (H5 0 ) or one of the processes U or ÀL satisfies (H4). Then the double barrier reflected BSDE associated with ðF ; Z;L;ŪÞ 
has a maximal solution ðY t ; Z t ; K 
We shall prove that the reflected BSDE (9) has a maximal solution ðY t ; Z t ; K þ t ; K À t Þ tpT : Therefore it satisfies apY t pM and then rðY Þ ¼ Y : It follows that ðY t ; Z t ; K þ t ; K À t Þ tpT is also a maximal solution for (8) . From now on the proof will be divided into 6 steps.
Step 
Now the comparison theorem of maximal solutions (Proposition 2. 
Now let A:¼2C 2 maxfa; Mg: Using the inequality (7) and the fact that C 0 o0 we obtain
Henceforth,
As the function C satisfies
Finally, taking into account the fact that K pÀ XK ðpþ1ÞÀ ; it holds that 
First note that 
; then plugging this latter inequality in (11) yields
However 
since for any sequence ðx n Þ nX1 of H 2;1 which converges weakly to x we have kxk i.e., F satisfies the structure condition. Note that the coefficient F is the one we obtain when we apply the exponential transform (x7 À!e 2Cx ) to the BSDE associated with ðf ; x; L; UÞ:
We are now ready to give the main theorem of this section. 
tpT; 8tpT; L t pY t pU t and
Moreover it is maximal.
Proof. First let us notice that in (18), unlike to (2), we just require E½K [1] , Theorem 3.1 or [9] , Theorem 4, the processỸ is the value function of a zero-sum game on stopping times, i.e., The result now follows obviously.
