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Stabilite´ en niveau 0, pour les groupes orthogonaux
impairs p-adiques.
Moeglin, Colette
CNRS, Institut de mathe´matiques de JUSSIEU
moeglin@math.jussieu.fr
Pre´cisons tout de suite que dans ce qui suit, F est un corps extension finie de Qp avec p 6= 2 et meˆme pour
le the´ore`me principal p grand. Le but de ce travail est de produire des fonctions sur les groupes p-adiques
orthogonaux impairs dont les inte´grales orbitales sur les e´le´ments elliptiques re´guliers ne de´pendent que des
classes de conjugaison stable. Au passage, on produit aussi des fonctions dont la somme des inte´grales orbitales
a` l’inte´rieur d’une classe stable fixe´e est nulle. A la fin du papier, on interpre`te ce re´sultat en terme de stabilite´
des repre´sentations elliptiques de niveau 0 pour ces groupes orthogonaux. Si l’on a bien pre´dit les signes qui
de´pendent encore de [3], c’est la somme des repre´sentations dans un paquet qui est stable et ces combinaisons
line´aires engendrent l’espace distributions stables combinaison line´aires de repre´sentations elliptiques.
Dans le de´tail, on commence par rappeler ce qu’est une repre´sentation de niveau ze´ro et comment on peut
lui associer un pseudo-coefficient; ce n’est pas nouveau et n’est pas au cœur du papier. C’est quand on passe a` la
description des parame`tres de ces repre´sentations que l’on entre dans le vif du sujet. On de´crit ces parame`tres en
terme d’ensemble d’orbites unipotentes de groupes complexes convenables et de syste`mes locaux sur ces orbites;
la fac¸on classique de faire cela est de conside´rer le morphisme de Langlands-Lusztig, ̑, de WF ·SL(2,C) dans
Sp(2n,C) (le groupe dual) et de de´composer d’abord la restriction de ̑ a` WF . Ici on de´compose la restriction
de ̑ au sous-groupe de WF noyau de l’application WF ջ< Fr > (ou` Fr est un Frobe´nius) et c’est dans le
commutant de l’image par ̑ de ce sous-groupe que vivent les orbites unipotentes et syste`mes locaux ci-dessus.
Pour faire cette classification, on utilise le fait que ̑ est de niveau 0 (cf la de´finition donne´e dans le texte)
mais ceci n’est pas une hypothe`se importante a` cet endroit. On peut alors utiliser les me´thodes de Lusztig et la
repre´sentation de Springer ge´ne´ralise´e pour associer aux syste`mes locaux trouve´s, des fonctions sur des groupes
finis, qui sont en fait des parahoriques en re´duction du groupe orthogonal de de´part; c’est la` que l’hypothe`se
de niveau 0 intervient. Ce sont les faisceaux caracte`res de Lusztig. On remonte ces fonctions sur le groupe
parahorique en les rendant invariantes par le radical pro-p-unipotent et on les prolonge par ze´ro pour en faire
des fonctions sur le groupe orthogonal. Ce sont ces fonctions pour lesquelles on peut calculer le comportement
des inte´grales sur les classes de conjugaison d’e´le´ments elliptiques a` l’inte´rieur d’une classe de conjugaison stable.
Avec cette me´thode, ce ne sont pas des combinaisons line´raires de parame`tres de Langlands qui donnent des
objets stables mais directement certains parame`tres; c’e´tait de´ja` le cas en [8] et ici c’est explique´ en 5.1. On
revient a` des combinaisons line´raires plus habituelles en faisant une ope´ration style transformation de Fourier,
cf. 6.1.
Pour finir, on veut interpre´ter ces fonctions comme un ensemble de pseudo coefficients pour les repre´sentations
elliptiques (elliptiques au sens d’Arthur) de niveau ze´ro (cf. 6.2); vu ce qui est rappele´ au de´but de ce papier,
pour le faire on doit calculer ce que l’on appelle la restriction aux parahoriques des repre´sentations, c’est-a`-
dire calculer l’action de chaque parahorique dans la sous-repre´sentation forme´e par les vecteurs invariants sous
l’action du radical pro-p-unipotent du dit parahorique. Pour cela, on a besoin de 2 re´sultats. Le premier est un
re´sultat annonce´ par Aubert, Kutzko et Morris ([3]) qui rame`ne l’e´tude de l’alge`bre de Hecke des repre´sentations
induites de cuspidales de niveau 0 pour un groupe re´ductif a` des alge`bres de Hecke de repre´sentations induites
a` partir de cuspidales de re´duction unipotente pour des groupes re´ductifs convenables; ici ce re´sultat fera in-
tervenir d’autres groupes orthogonaux et des groupes unitaires et il y aura sans doute un signe. Il faut ensuite
savoir calculer la restriction aux parahoriques des repre´sentations de re´duction unipotente pour ces groupes
orthogonaux et unitaires. Pour les groupes orthogonaux, c’est essentiellement fait en [12] (nous l’avons de´ja`
utilise´ dans [8]) et pour les groupes unitaires c’est fait dans [7]. Moyennant le travail en cours [3] on a donc
une bonne description de pseudo coefficient pour les repre´sentations elliptiques de niveau 0 des groupes or-
thogonaux conside´re´s ici. Et en utilisant les re´sultats d’Arthur ([1]) qui rame`nent les proble`mes de stabilite´
pour des repre´sentations elliptiques a` la stabilite´ des inte´grales orbitales en les e´le´ments elliptiques de leurs
pseudo-coefficients, on en de´duit une description des paquets stables de repre´sentations elliptiques de niveau
ze´ro. Tout ceci est re´miniscent de [8].
1
Pour finir cette introduction, je remercie Anne-Marie Aubert pour les conversations que nous avons eues et
le texte qu’elle a e´crit pour moi, ainsi que Jean-Loup Waldspurger qui m’a fait un nombre certain de calculs.
1 Repre´sentations de niveau ze´ro.
En suivant les de´finitions usuelles et en particulier celles de [8], on appelle re´seau presque autodual un re´seau L
de V tel que
̒F L˜ ⊂ L ⊂ L˜.
Pour L un re´seau presque autodual comme ci-dessus, on note K(L) le stabilisateur du re´seau et U(L) le
radical pro-p-unipotent. Plus ge´ne´ralement, on appelle chaˆıne de re´seaux presque autoduaux une famille L. =
(L0, L1, ⋅ ⋅ ⋅ , Lr) de re´seaux de V telle que:
̒F L˜r ⊂ Lr ⊂ ⋅ ⋅ ⋅ ⊂ L1 ⊂ L0 ⊂ L˜0.
Et on ge´ne´ralise de fac¸on e´vidente la de´finition de K(L.) et U(L.). Une description totalement explicite de ces
objets a e´te´ donne´e en [8] 1.2. On y a en particulier de´fini la notion d’association.
Soit ̉ une repre´sentation irre´ductible de G(F ); on dit que ̉ est de niveau 0 s’il existe un re´seau presque
autodual L tel que l’espace des invariants sous U(L), ̉U(L) est non nul; c’est une de´finition standard reprise en
particulier de [3]. On note alors ̉L la repre´sentation de K(L)/U(L) dans ces invariants; c’est une repre´sentation
(non irre´ductible en ge´ne´ral) d’un groupe re´ductif sur le corps Fq.
La notion de repre´sentation de niveau ze´ro pour les groupes GL est de meˆme ordre et nous l’utiliserons.
La construction de pseudo-coefficients pour les se´ries discre`tes (ou plus ge´ne´ralement les repre´sentations
elliptiques au sens d’Arthur) faite en [8] 1.9 (iv) s’e´tend au cadre des repre´sentations elliptiques de niveau 0.
C’est ce que nous allons expliquer dans cette partie.
1.1 Support cuspidal
Soit ̉ une repre´sentation irre´ductible de G(F ); on appelle support cuspidal de ̉ la donne´e d’un sous-groupe
de Levi M de G, qui est le Levi d’un parabolique de´fini sur F et une repre´sentation cuspidale ̉cusp de M(F )
tel que ̉ soit quotient de l’induite de ̉cusp (graˆce a` un parabolique de Levi M). La donne´e de (M,̉cusp) est
alors de´finie a` conjugaison pre`s par le groupe de Weyl de G.
A partir de maintenant, on suppose que ̉ est de niveau ze´ro. Il re´sulte de [9] 6.11 que ̉cusp l’est aussi
(le groupe G e´tant remplace´ par M). On ve´rifie alors que l’on peut construire une chaˆıne de re´seaux presque
autoduaux, L. de V , en bonne position par rapport a` M , telle que ̉cusp ait des invariants (non nuls) sous
U(L.) ∩M(F ) =: UM (L.); on note ̉
UM (L.)
cusp cet espace d’invariants. On note KM (L.) := K(L.) ∩M(F ) et
̉
UM (L.)
cusp est naturellement une repre´sentation du groupe fini KM (L.)/UM (L.); elle est cuspidale. On note ̐cusp
la donne´e de cette repre´sentation et du groupe fini qui ope`re; cela sous-entend que la donne´e d’une chaˆıne de
re´seaux presque autoduaux, L.,cusp ait e´te´ faite. Un tel choix n’est pas unique mais il l’est a` association pre`s.
Il re´sulte de [9] que pour L un re´seau presque autodual de V , la repre´sentation ̉L n’est pas nulle si et
seulement si K(L) est associe´ a` un sous-groupe parahorique contenant K(L.,cusp) et le support cuspidal de ̉L
comme repre´sentation du groupe fini K(L)/U(L) est conjugue´e de ̐cusp. On note C(K(L))̐cusp l’ensemble des
fonctions sur le groupe fini K(L)/U(L) engendre´ par les caracte`res des repre´sentations irre´ductible ayant un
conjugue´ de ̐cusp comme support cuspidal. Et on note C(K(L))cusp,̐cusp la projection de l’espace C(K(L))̐cusp
sur l’ensemble des fonctions cuspidales.
Lusztig associe aux repre´sentations des groupes finis et donc a` ̐cusp un e´le´ment semi-simple s̐ dans un
certain groupe sur Fq, le groupe Sp(2n
′,Fq)·O(2n
′′,Fq). La classe de conjugaison de s̐ dans GL(2n,Fq) est
elle bien de´finie. On dira que s̐, ou plutoˆt sa classe de conjugaison, est la classe de conjugaison semi-simple
associe´e a` ̐cusp.
1.2 Repre´sentation elliptique
Comme en [8] 1.7, on utilise la notion de repre´sentation elliptique telle que pre´cise´e par Arthur; c’est, une
repre´sentation elliptique est une combinaison line´aire de repre´sentations tempe´re´es. Si l’on fixe un Levi M de
G, Levi d’un sous-groupe parabolique de G de´fini sur F et une repre´sentation cuspidale ̉cusp de M(F ), on dit
que la repre´sentation elliptique, ̉, est de support cuspidal (M,̉cusp) si toutes les repre´sentations irre´ductibles
qui interviennent dans sa combinaison line´aire ont cette proprie´te´; et on dit qu’elle est de niveau 0 si le support
cuspidal est de niveau 0.
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1.3 Pseudo-coefficients
On reprend les notations de 1.1, en particulier ̐cusp et C(K(L))cusp,̐cusp . En suivant [8], on remonte tout
e´le´ment f de C(K(L))cusp,̐cusp , en une fonction sur K(L) invariante par U(L) et on la prolonge en une fonction
note´e fG sur G(F ) en l’e´tendant par 0 hors de K(L). Par cette proce´dure, on obtient une fonction cuspidale sur
G(F ), c’est-a`-dire une fonction dont les inte´grales orbitales sur les e´le´ments semi-simples non elliptiques sont
nulles. Quand on somme cette construction sur tous les supports cuspidaux de niveau 0, on construit ainsi un
morphisme de ⊕L/∼C(K(L))cusp dans l’ensemble des fonctions cuspidale sur G(F ).
On note PsGell,̐cusp := ⊕L/∼C(K(L))cusp,̐cusp que l’on munit d’un produit scalaire. Pour de´finir ce produit
scalaire, il faut fixer un ensemble de repre´sentants des groupes K(L) modulo association (les sommes sur K
ci-dessous signifient la somme sur un ensemble de repre´sentants)
(
∑
K
̏K ,
∑
K
̏′K) =
∑
K
w(K)−1(̏K , ̏
′
K)K ,
ou` le dernier produit scalaire est le produit scalaire usuel sur un groupe fini et ou` w(K) est un volume de´crit
en [8] 1.6. Quand on somme cette construction sur l’ensemble des supports cuspidaux de niveau 0, on de´finit
PsGell,0 muni d’un produit scalaire. La de´composition suivant les supports cuspidaux (modulo conjugaison) est
une somme directe.
On rappelle la construction des pseudo coefficients pour les repre´sentations elliptiques de niveau 0 faite
(essentiellement) en [8] 1.9. et qui repose sur les travaux de [10] et de [4]
Pour toutK comme ci-dessus, de´finissonsB(K) (resp. B(K)̐cusp) une base de C(K)cusp (resp. C(K)cusp,̐cusp)
et pour toute repre´sentation virtuelle tempe´re´e, D, posons
̏D := ⊕K
∑
f∈B(K)
w(K)D(fG)f ;
̏D,̐cusp := ⊕K
∑
f∈B(K)̐cusp
w(K)D(fG)f.
The´ore`me: L’application D 7ջ ̏D induit un isomorphisme de l’espace engendre´ par les caracte`res des
repre´sentations elliptiques de niveau 0 sur PsGell,0. Cet isomorphisme est compatible a` la de´composition suivant
le support cuspidal.
On peut re´crire ̏D sous la forme la plus utilisable. On pose:
̞D :=
∑
K
w(K)trK(D),
ou` trK(D) est la trace pour la repre´sentation de K/UK dans l’espace des invariants de la repre´sentation D sous
UK (le radical pro p-unipotent de K). On note projell̞D la projection de ̞D sur les fonctions cuspidales (cette
projection se fait pour chaque parahorique K individuellement). On sait alors de´finir (projell̞D)
G qui est un
pseudo coefficient de D si D est elliptique (cf [8] 1.9 (iv)). Si D a ̐cusp (cf. ci-dessus) pour support cuspidal,
alors projell̞D ∈ ⊕KC[K]cusp
Remarque: Avec les notations ci-dessus, (projell̞D)
G est un pseudo-coefficient de la repre´sentation ellip-
tique D.
On rappelle aussi que d’apre`s Arthur [1] 6.1, 6.2 (on a enleve´ l’hypothe`se relative au lemme fondamental
en [8] 4.6) une combinaison line´aire D de repre´sentations elliptiques est stable si et seulement si les inte´grales
orbitales de ̞GD sont constantes sur les classes de conjugaison stable d’e´le´ments elliptiques re´guliers.
2 Classification des parame`tres discrets de niveau 0
On conside`re les couples (̑, ǫ) de morphismes continus suivants:
̑ :WF · SL(2,C)ջ Sp(2n,C)
ǫ : CentSp(2n,C)(̑)ջ {1},
ou`, en notant IF le sous-groupe de ramification de WF , la restriction de ̑ a` IF est triviale sur le groupe de
ramification sauvage et ou` le centralisateur de ̑ dans Sp(2n,C) n’est pas inclus dans un sous-groupe de Levi
de Sp(2n,C). De tels couples sont appele´s des parame`tres discrets de niveau 0; comme la condition ne porte
que sur ̑ et non sur ǫ, on peut dire aussi que ̑ est discret de niveau 0 sans re´fe´rence a` ǫ.
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2.1 Morphismes de parame´trisation
Pour donner la classification des morphismes comme ci-dessus, il est plus simple d’avoir fixe´ un ge´ne´rateur du
groupe abe´lien IF /PF , ou` PF est le groupe de ramification sauvage. Et pour cela, il est plus simple de fixer une
extension galoisienne mode´re´ment ramifie´e E/F et de ne conside´rer que les morphismes ̑ qui se factorisent par
le groupe de Weil relatif WE/F . On fixe Fr une image re´ciproque d’un Frobe´nius de l’extension non ramifie´e
dans WE/F et sE un ge´ne´rateur du groupe multiplicatif du corps re´siduel de E. Dans ce cas la restriction de
̑ a` IF est de´termine´e par l’image de sE . A conjugaison pre`s c’est donc la donne´e des valeurs propres de la
matrice image de sE par ̑ qui de´termine cette restriction. On va donc fixer cette restriction en la notant ̐,
c’est a` dire fixer une matrice de Sp(2n,C) dont les valeurs propres sont des racines de l’unite´ d’ordre premier a`
p. On peut donc oublier E et garder ̐ et conside´rer que ̐ est de´termine´ par une collection de racines de l’unite´,
l’ensemble des valeurs propres ensemble que l’on note V P (̐). Pour u ∈ V P (̐) on note mult(u) la multiplicite´
de u en tant que valeur propre. L’action du Frobenius transforme ̐ en ̐q, ainsi si u ∈ V P (̐) alors uq ∈ V P (̐)
et mult(u) = mult(uq). Comme ̐ est a` valeurs dans Sp(2n,C), l’espace propre pour la valeur propre u est en
dualite´ avec l’espace propre pour la valeur propre u−1, d’ou` aussi mult(u) = mult(u−1). A l’inte´rieur de V P (̐)
on de´finit l’e´quivalence engendre´e par la relation e´le´mentaire u ∼ uq. On note [V P (̐)] les classes d’e´quivalence
et si u ∈ V P (̐), on note [u] sa classe d’e´quivalence. On ve´rifie que s’il existe u ∈ V P (̐) tel que u−1 /∈ [u]
alors le centralisateur de ̑ est inclus dans un sous-groupe de Levi de Sp(2n,C); on suppose donc que u−1 ∈ [u]
pour tout u. Pour tout u ∈ V P (̐), u /∈ {1}, on de´finit ℓ[u] comme le plus petit entier tel que u
−1 = uq
ℓ[u]
; le
cardinal de la classe [u] est alors 2ℓ[u]. On pose: m([u]) := mult(u) ou` u ∈ V P (̐) dans la classe de [u] comme
la notation le sugge`re. On remarque que
2n = m(1) +m(−1) +
∑
[u]∈[V P (̐)],u/∈{1}
m([u])2ℓ[u].
Soit M un entier et U une orbite unipotente de GL(M,C); on dit que U est symplectique (resp. orthogonale)
si tous les blocs de Jordan sont pairs (resp. impairs) et on dit qu’elle est discre`te si son nombre de blocs de
Jordan d’une taille donne´e est au plus 1. D’ou` la notation symplectique discre`te et orthogonale discre`te qui
allie les 2 de´finitions.
Proposition: l’ensemble des homomorphismes ̑ ci-dessus (c’est-a`-dire discrets et de niveau 0), pris a`
conjugaison pre`s, dont la restriction a` IF est conjugue´e de ̐ est en bijection avec l’ensemble des collections
d’orbites unipotentes {U[u],˿ , [u] ∈ [V P (̐)], ˿ ∈ {1}}, de groupe GL(m([u], ˿),C), ce qui de´finit l’entier
m([u], ˿) (e´ventuellement 0) avec les proprie´te´s suivantes:
∀[u] ∈ [V P (̐)], m([u],+) +m([u],−) = m([u]);
pour tout [u] ∈ [V P (̐)], u 6= 1, l’orbite U[u],+ est une orbite symplectique discre`te, l’orbite U[u],− est une
orbite orthogonale discre`te et les orbites U[1], sont des orbites symplectiques discre`tes.
L’inte´reˆt de ramener la classification a` une collection d’orbites unipotentes est de pouvoir ensuite utiliser
la repre´sentation de Springer ge´ne´ralise´e pour construire des repre´sentations de groupes de Weyl, puisque l’on
aura aussi des syste`mes locaux sur ces orbites.
On a de´crit avant l’e´nonce´ comment on comprenait la restriction de ̑ a` IF ; pour avoir la restriction de
̑ a` WF , il faut encore de´crire l’image du rele`vement du Frobe´nius, Fr, a` conjugaison pre`s. Par commodite´
et uniquement dans cette de´monstration, on note V l’espace vectoriel C2n et pour u ∈ V P (̐), on note V [u]
l’espace propre correspondant a` cette valeur propre. Les conditions que doivent ve´rifier ̑(Fr) sont: eˆtre une
matrice symplectique et induire un isomorphise entre V [u] et V [uq] pour tout u ∈ V P (̐).
Pour traduire ces conditions, fixons u ∈ V P (̐). Il faut distinguer les 2 cas:
premier cas: u 6= 1. On remarque que ̑(Frq
2ℓu
) induit un isomorphisme de V [u] dans lui-meˆme. On note
Fu cet homomorphisme. Le groupe GL(V [u]) s’identifie naturellement a` un sous-groupe de Sp(2n,C). Comme
on ne cherche a` classifier les morphismes ̑ qu’a` conjugaison pre`s, on peut encore conjuguer sous l’action de
GL(V [u]); cela se traduit sur Fu par la conjugaison habituelle. A conjugaison pre`s Fu est donc de´termine´ par
ses valeurs propres dont on note V P (Fu) l’ensemble. On ve´rifie encore que si V P (Fu) contient un e´le´ment autre
que 1, alors l’image de ̑ est incluse dans un sous-groupe de Levi propre de Sp(2n,C). Pour ˿ ∈ {1}, on
note V [u, ˿] l’espace propre pour la valeur propre ˿ de Fu. On remarque pour la suite que V [u, ˿] est muni du
produit scalaire:
∀v, v′ ∈ V [u, ˿], < v, v′ >u:=< v,̑(Fr)
qℓu v′ > .
Et, pour v et v′ comme ci-dessus:
< v,̑(Fr)q
ℓu
v′ >=< ̑(Fr)−q
ℓu
v, v′ >= ˿ < ̑(Fr)−q
ℓu
Fuv, v
′ >= ˿ < ̑(Fr)q
ℓu
v, v′ >
4
= −˿ < v′, ̑(Fr)q
ℓu
v >= −˿ < v′, v >u .
Ainsi, la forme < , >u est symplectique pour ˿ = 1 et orthogonale pour ˿ = −1. Il est facile de ve´rifier que
cette forme est non de´ge´ne´re´e. Ces constructions se font donc pour tout u ∈ V P (̐) diffe´rent de 1. De plus
̑(Fr) induit une isome´trie de V [u, ˿] sur V [uq, ˿]; ceci permet de de´finir intrinse`quement l’espace orthogonal
ou symplectique V ([u], ˿) pour tout [u] ∈ [V P (̐)] muni du produit scalaire < , >[u].
deuxie`me cas: u ∈ {1}. On de´finit ici Fu comme l’action de ̑(Fr) comme automorphisme de V [u]. On
ve´rifie comme ci-dessus que si Fu a des valeurs propres autres que 1, l’image de ̑ se trouve dans un Levi de
Sp(2n,C); on de´finit donc encore V [u, ˿] pour ˿ = 1 les valeurs propres de Fu. Mais ces espaces sont ici des
espaces symplectiques par restriction de la forme symplectique.
Comme ̑(SL(2,C)) commute a` ̑(WF ) les images des e´le´ments unipotents de SL(2,C) s’identifient a` des
e´le´ments unipotents des automorphismes des espaces V ([u], ˿) pour tout [u] ∈ [V P (̐)] et tout ˿ ∈ {1}.
A conjugaison pre`s, le morphisme ̑ restreint a` SL(2,C) est meˆme uniquement de´termine´ par l’orbite de
ces e´le´ments. Ce sont ces orbites qui sont note´es U[u],˿ dans l’e´nonce´. Comme les e´le´ments de ̑(SL(2,C))
commutent a` ̑(Fr) et respectent la forme symplectique, ils respectent chaque forme < , >u. Ce sont donc des
orbites unipotentes du groupe d’automorphismes de la forme. Il reste a` remarquer que si l’une de ces orbites a
2 blocs de Jordan de meˆme taille, alors l’image de ̑ est incluse dans un Levi. Re´ciproquement la donne´e des
orbites permet de reconstruire (a` conjugaison pre`s) l’homomorphisme ̑.
Remarque: Soit ̐ comme ci-dessus et identifions les racines de l’unite´ d’ordre premier a` p de C avec leurs
analogues dans Fq. Les e´le´ments de V P (̐) avec leur multiplicite´ de´finissent donc un e´le´ment de GL(2n,Fq)
dont la classe de conjugaison est bien de´finie.
Avec cette remarque, on peut associer a` ̐ un e´le´ment semi-simple s̐ bien de´fini a` conjugaison pre`s dans
GL(2n,Fq). C’est l’analogue du s̐ de 1.1.
2.2 Syste`me local
On fixe ̑, ǫ commme dans l’introduction de cette section et on reprend les notations de la preuve pre´ce´dente en
notant Jord(U[u],˿), ou` [u] ∈ [V P (̐)] et ˿{1}, l’ensemble des blocs de Jordan des orbites unipotentes associe´es
a` ̑.
Remarque: le centralisateur de ̑ est isomorphe a`
∏
[u]∈V P (̐)
∏
˺∈Jord(U[u],˿)
{1}. L’image du cen-
tre de Sp(2n,C) dans ce commutant est l’e´le´ment −1 diagonal. Ainsi ǫ s’identifie a` une application de
∪[u]∈[V P (̐)];˿∈{1}Jord(U[u],˿) dans {1}.
En reprenant la preuve pre´ce´dente, on voit que le commutant de ̑ s’identifie au commutant de ̑(SL(2,C))
vu comme sous-ensemble de ·[u]∈[V P (̐)] ·˿= Aut(V ([u], ˿), < , >u). On sait calculer ce commutant. C’est
alors un produit de groupes orthogonaux ·[u],˿ ·˺∈Jord(U[u],˿) O(mult˺,C), ou` mult˺ est la multiplicite´ de ˺
comme bloc de Jordan de l’orbite en question; pour ̑ discret cette multiplicite´ est 1. Pour avoir ce re´sultat la
seule hypothe`se utilise´e est que U[u],˿ est symplectique si < , >u est symplectique et orthogonale sinon. On aura
aussi a` regarder le cas elliptique ou` cette hypothe`se sur le type de U[u],˿ est satisfaite mais pas la multiplicite´ 1;
on utilisera alors cette description. Dans le cas de la multiplicite´ 1, le groupe orthogonal se re´duit a` {1}; d’ou`
l’e´nonce´, l’identification du centre e´tant imme´diate.
Remarquons encore que quelle que soit la multiplicite´, on peut voir le ǫ comme une application de·[u],˿Jord(U[u],˿)
dans {1}.
3 Faisceaux caracte`res.
3.1 Construction de fonctions.
Soit m ∈ N; on utilisera fre´quemment la notation D(m) pour l’ensemble des couples d’entiers (m′,m′′) tels
que m = m′ +m′′. On fixe ̐ un morphisme comme en 2.1. On reprend les notations [V P (̐)] de 2.1. Pour
tout [u] ∈ [V P (̐)] avec [u] 6= 1, on a de´fini les entiers m([u]) (qui sont les multiplicite´s des valeurs propres).
On pose n([u]) = m([u]) si [u] 6= 1 et n(1) = m(1)/2, n(−1) = m(−1)/2. Pour (n′[u], n
′′
[u]) ∈ D(n([u]),
on note C[Wˆn′
[u]
,n′′
[u]
] := C[Sˆn′[u]] ⊗ C[Sˆn′′[u]] et C[WˆD([u]] l’espace vectoriel ⊕(n′
[u]
,n′′
[u]
)∈D(n([u])C[Wˆn′
[u]
,n′′
[u]
],
ou` les chapeaux repre´sentent les classes d’isomorphie de repre´sentations du groupe chapeaute´. Pour u =
1, la situation est plus complique´e a` cause de l’existence de faisceaux caracte`res cuspidaux. On garde la
meˆme notation (pour unifier) mais on remplace Sˆn′[u] et Sˆn′′[u] par l’ensemble des symboles de rang n
′[u]
respectivement n′′[u] de de´faut impair respectivement pair; il est rappele´ en [13] 2.2, 2.3 comment ces symboles
parame´trisent aussi des repre´sentations irre´ductibles de groupes; un symbole de de´faut impair, I =: 2h + 1,
et de rang n′([u]) parame´trise une repre´sentation du groupe de Weyl de type C et de rang n′([u]) − h2 − h.
Dans le cas du de´faut pair, il faut admettre les de´fauts ne´gatifs; dans la re´fe´rence donne´e tout est explique´ avec
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pre´cision, les difficulte´s venant de la non connexite´ des groupes orthogonaux pairs et du fait que pour un tel
groupe il faut regarder simultane´ment la forme de´ploye´e et celle qui ne l’est pas. Grosso modo, un symbole de
de´faut pair, 2h′′, et de rang n′′([u]) parame´trise une repre´sentation d’un groupe de Weyl de type C de rang
n′′([u])− (h′′)2.
Fixons maintenant un ensemble de paires (n′[u], n′′[u]) ∈ D(n([u]). On pose:
n′ :=
∑
[u]∈[V P (̐)];[u] 6=[1]
n′[u]ℓ[u] + (n
′[1] + n′[−1]),
n′′ :=
∑
[u]∈[V P (̐)];[u] 6=[1]
n′′[u]ℓ[u] + (n
′′[1] + n′′[−1]).
On pose ♯ = iso si G est de´ploye´ et ♯ = an sinon. On note alors Kn′,n′′ un sous-groupe parahorique (non
connexe) de G dont le groupe en re´duction, Kn′,n′′ est isomorphe a` SO(2n
′ + 1,Fq)·O(2n
′′,Fq)♯ (cf. 1.1). Il
est bien de´fini a` association pre`s. On note M un sous-groupe de Kn′,n′′ isomorphe a`
·[u] 6=[1]U(n
′[u],Fq2ℓ[u]/Fqℓu )· SO(2(n
′[1] + n′[−1]) + 1,Fq)
·[u] 6=[1]U(n
′′[u],F
q
2ℓ[u] /Fqℓu )·O(2(n
′′[1] + n′′[−1]),Fq)♯;
ci-dessus, on n’a pas pre´cise´ le plongement car cela n’a pas d’importance, sur les corps finis il n’y a qu’une
classe de formes unitaires. Graˆce a` Lusztig (e´tendu au cas non connexe cf. [13] 3.1 et 3.2), on sait associer a`
un e´le´ment de C[Wˆn′,n′′ ] et a` ̐ une fonction sur M, la trace du faisceau caracte`re associe´. Puis on de´finit cette
fonction sur Kn′,n′′ (par induction); c’est une fonction invariante par conjugaison.
En sommant sur toutes les de´compositions D(̐), on construit ainsi une application de C[WˆD(̐)] dans
l’ensemble des fonctions ⊕n′,n′′∈D(n)C[Kn′,n′′ ]. On remonte ensuite de telles fonctions en des fonctions sur
Kn′,n′′ par invariance et on les prolonge a` SO(2n+ 1, F )♯ par 0. On note k♯,̐ cette application. Quand on fait
une somme directe de ♯ = iso avec ♯ = an, on la note k̐.
3.2 Support cuspidal des faisceaux caracte`res
Dans cette section, on fixe quelques notations relatives aux faisceaux caracte`res quadratiques unipotents; elles
viennent essentiellement (a` des modifications formelles pre`s) de [13] 3.1 et 3.7 lui-meˆme fortement inspire´ de
Lusztig. Les difficulte´s viennent de la pre´sence de faisceaux caracte`res cuspidaux; c’est le cas des groupes
orthogonaux impairs et pairs qui a e´te´ sommairement expe´die´ ci-dessus qu’il faut pre´ciser.
Pour les groupes orthogonaux impairs, SO(2m′ + 1,Fq) on forme les faisceaux caracte`res quadratiques
unipotents avec la donne´e d’un couple ordonne´ de 2 symboles de de´faut impair dont la somme des rangs est m′.
Notons Λ′+,Λ
′
− ces 2 symboles et I+, I− leurs de´fauts. On e´crit encore I =: 2h
′
 + 1 en utilisant le fait que
les de´fauts sont impairs. On retrouve alors a` peu pre`s les notations de [13] 3.7. On conside`re le couple d’entier
(h′+ + h
′
− + 1, |h
′
+ − h
′
−|) et le signe ̌
′ := + si h′+ ≥ h
′
− et − sinon. Dans ce couple d’entiers, l’un des nombres
est pair et l’autre est impair; on note r′p celui qui est pair et r
′
im celui qui est impair. On note n
′
 le rang de
Λ′ et on pose N
′
 := n
′
 − h
′
(h
′
 + 1). Ainsi Λ
′
 parame´trise une repre´sentation du groupe de Weyl de type
C de rang N ′. Tandis que le couple r
′
im, ̌
′r′p de´termine un faisceau cuspidal pour le groupe SO(r
′2
im + r
′2
p ,Fq)
et l’on a: 2N ′+ + 2N
′
− + r
′2
im + r
′2
p = 2m
′ + 1.
Pour les groupes orthogonaux pairs, O(2m′′,Fq)♯, on forme un faisceau caracte`re quadratique unipotent a`
l’aide d’un couple ordonne´ de 2 symboles eux-meˆmes ordonne´s au sens qu’un symbole est forme´ de 2 ensembles
de nombres (avec des proprie´te´s). Au sens habituel, l’ordre des ensembles n’a pas d’importance et le de´faut est
la diffe´rence entre le cardinal de l’ensemble ayant le plus d’e´le´ment (au sens large) et celui de l’ensemble ayant
le moins d’e´le´ments (au sens large). Ici, les 2 ensembles sont ordonne´s et le de´faut est la diffe´rence entre le
cardinal du premier ensemble et celui du deuxie`me, ainsi le de´faut peut-eˆtre ne´gatif. On demande uniquement
que les de´fauts soient pairs (0 est un nombre pair). On note Λ′′+,Λ
′′
− le couple des 2 symboles et P+, P− la
valeur absolue de leur de´faut et ˿+, ˿− les signes des de´fauts; on fera une convention sur le signe quand le de´faut
est 0 ci-dessous, pour le moment on n’en a pas besoin. Ainsi P sont des nombres positifs ou nuls pairs. On
pose encore r′′ := (˿+P+  ˿−P−)/2; on a ainsi 2 e´le´ments de Z de meˆme parite´. On note n
′′
 le rang de Λ
′′

et N ′′ := n
′′
 − (h
′′
)
2 (ou` h′′ = 1/2P). Ainsi Λ
′′
 parame´trise une repre´sentation du groupe de Weyl de type
C de rang N ′′. Tandis que le couple r
′′
+, r
′′
− de´termine un faisceau cuspidal pour le groupe O(r
′′2
+ + r
′′2
− ,Fq) (cf.
[13] 3.1) et l’on a: 2N ′+ + 2N
′
− + r
′′2
+ + r
′′2
− = 2m
′′.
On aura a` conside´rer simultane´ment 2 couples ordonne´s forme´ chacun de 2 symboles (Λ′ǫ,Λ
′′
ǫ ); ǫ ∈ {} ou`,
pour ǫ = + ou −, Λ′ǫ est de de´faut impair, Iǫ et Λ
′′
ǫ est de de´faut pair ˿ǫPǫ avec Pǫ ∈ N et ˿ǫ ∈ {} avec ici la
convention que si Pǫ = 0 alors ˿ǫ = (−1)
(Iǫ−1)/2.
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Pour ǫ = +1 ou −1, on pose pre´cise´ment WˆD(n[ǫ]) l’ensemble des couples de symboles Λ
′
ǫ,Λ
′′
ǫ comme ci-dessus
dont la somme des rangs vaut n[ǫ]. Ainsi WˆD(n[+1]) · WˆD(n[−1]) est un ensemble en bijection avec l’ensemble
des quadruplets de symboles ordonne´s dont le premier et le troisie`me sont de de´faut impair et les 2 autres de
de´faut pair avec des conditions sur la somme des rangs. On pourra donc interpre´ter cet ensemble en utilisant
ce qui est ci-dessus comme un ensemble des couples de repre´sentations quadratiques unipotentes des groupes
SO(2m′ + 1,Fq) · O(2m
′′,Fq) ou` m
′ + m′′ = n[+1] + n[−1]. Avec cette interpre´tation et ce que l’on a vu
ci-dessus, les de´fauts des symboles de´terminent des faisceaux cuspidaux, c’est-a`-dire, combinatoirement, des
nombres entiers r := (r′+, r
′′
+, r
′
−, r
′′
−) et un signe ̌
′ avec r′+ positif et impair, r
′
− positif ou nul et pair et r
′′
+, r
′′
−
des entiers relatifs de meˆme parite´. On pose alors |r| le quadruplet (r′+, |r
′′
+|, r
′
−, |r
′′
−|). C’est lui qui permet de
construire des fonctions de Green utiles pour la localisation (cf. 4.1).
On note C[WˆD(n[+1])]⊗ C[WˆD(n[−1])] l’espace vectoriel de base WˆD(n[+1] · WˆD(n[−1].
3.3 Repre´sentation de Springer-Lusztig
On fixe (̑, ǫ) un parame`tre discret de niveau 0 et on note encore ̐ la restriction de ̑ au groupe de ramification
de WF . A un tel parame`tre, on a associe´ une collection d’orbites U[u],˿ ou` [u] ∈ [V P (̐)] et ˿ ∈ {1} et ǫ
s’identifie a` un caracte`re du groupe des composantes du centralisateur d’un e´le´ment de U[u],˿ ; on voit donc ǫ
comme un morphisme de ∪[u],˿Jord(U[u],˿) dans {1} (cf. 2.2).
Pour [u] ∈ [V P (̐)], [u] 6= 1, on pose U[u] := U[u],+ ∪ U[u],− ou plutoˆt l’orbite unipotente de GL(m([u]),C)
engendre´e et on pose:=
n′[u]̑,ǫ :=
∑
˺∈Jord(U[u]);ǫ(˺)=+1
˺, n′′[u]̑,ǫ :=
∑
˺∈Jord(U[u]);ǫ(˺)=−1
˺.
On de´finit alors U ′[u] comme l’orbite unipotente de GL(n
′([u])̑,ǫ,C) ayant comme bloc de Jordan l’ensemble
des ˺ blocs de Jordan de U[u] pour lesquels ǫ(˺) = +. On de´finit de meˆme U
′′
[u].
Pour u = 1, on pose:
n′[u]̑,ǫ =
∑
˺∈Jord(U[u],+
˺, n′′[u]̑,ǫ =
∑
˺∈Jord(U[u],−
˺.
Pour unifier les notations, on pose ici aussi U ′[u] := U[u],+ et U
′′
[u] := U[u],−. Cette collection de paires
(n′[u]̑,ǫ, n
′′[u]̑,ǫ) est naturellement note´e n
′
̑,ǫ, n
′′
̑,ǫ et on voit la repre´sentation de Springer-Lusztig comme
l’e´le´ment de C[Wˆn′̑,ǫ,n′′̑,ǫ ] de´fini ainsi:
soit [u] ∈ [V P (̐)], [u] 6= 1; Springer a associe´ a` l’orbite U ′[u] une repre´sentation deSn′[u]̑,ǫ , non irre´ductible
en ge´ne´ral, dans la cohomologie de la varie´te´ des Borel (on regarde toute la repre´sentation pas seulement celle
en degre´ maximal). Cela de´finit donc un e´le´ment de C[Sˆn′[u]̑,ǫ ]. On fait la meˆme construction en remplac¸ant
U ′[u] par U
′′
[u] et on obtient un e´le´ment de C[Sˆn′′[u]̑,ǫ ].
Soit maintenant u = 1. Ce sont les constructions de Lusztig qui sont rappele´es en [8] 5.5 (et [12] 5.1). Ici
la situation est un peu plus complique´e puisque l’on a 4 orbites les Uu,ǫ′ , pour u, ǫ
′ ∈ {1} avec des syste`mes
locaux et non pas 2 comme dans [8]. A chacune de ces orbites, Uu,ǫ′ avec son syste`me local est associe´ par la
correspondance de Springer ge´ne´ralise´e, un entier note´ ku,ǫ′ et une repre´sentation non irre´ductible en ge´ne´ral du
groupe de Weyl de type C, WNu,ǫ′ , ou` l’on a pose´ Nu,ǫ′ := 1/2(
∑
˺∈Jord(Uu,ǫ′ )
˺−ku,ǫ′(ku,ǫ′ +1)). On conside`re
les 2 couples indexe´s par le choix d’un e´le´ment u dans {1} (ku,+ + ku,− + 1, |ku,+ − ku,−|) et les 2 signes ˿u
qui sont le signe de ku,+ − ku,− quand ce nombre est non nul; s’il est nul le signe est (−1)
ku,+ par convention.
Dans les couples l’un des nombres est impair et on le note Iu et l’autre est pair et est note´ Pu. En regardant le
produit tensoriel de la repre´sentation de WNu,+ avec celle de WNu,− , on obtient une repre´sentation du produit
qui se traduit en terme de couples de symboles dont le premier est de de´faut Iu et le deuxie`me de de´faut ˿uPu.
C’est donc ainsi que l’on construit un e´le´ment de C[Wˆn′(u)̑,ǫ,n′′(u)̑,ǫ ].
3.4 Induction, restriction
Je ne connais pas d’autre justification aux constructions faites ci-dessous que le fait que le re´sultat e´nonce´ en
[8] 5.5 et de´montre´ en [12] sugge`re la conjecture de 6.2.
Il s’agit de construire une application ̊ ◦ ̂ de C[WˆD(̐)] dans lui-meˆme. Cela provient d’un produit tensoriel
d’applications ̊[u] ◦ ̂[u] de meˆme nature pour tout [u] ∈ [V P (̐)]. Ces applications sont de´finies en [8] 3.18 pour
[u] = [1] et [8] 3.1 et 3.2 dans le cas de [u] 6= [1]; on en rappelle la de´finition d’autant que l’on en donne une
pre´sentation un peu diffe´rente.
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Conside´rons le cas ou` [u] 6= 1; on note Wm[u] le groupe de Weyl de type C et de rang m([u]). Pour
(n′[u], n′′[u]) ∈ D(m[u]), on de´finit de meˆmeWn′[u],Wn′′[u]; il existe une application naturelle deWn′[u]·Wn′′[u]
sur Sn′[u] · Sn′′[u]. On peut ainsi remonter des repre´sentations de Sn′[u] · Sn′′[u] en des repre´sentations de
Wn′[u]·Wn′′[u]; ensuite on tensorise la repre´sentation obtenue par le caracte`re sgnCD deWn′′[u]. Puis on induit
pour trouver un e´le´ment de C[Wˆm[u]]. L’application ̂[u] est la somme sur toutes les paires dans D(m[u]) de
toutes ces ope´rations; ̂[u] de´finit alors un isomorphisme de
⊕(n′[u],n′′[u])∈D(m[u])C[Sˆn′[u] · Sˆn′′[u]]ջ C[Wˆm[u]].
Fixons encore (n′[u], n′′[u]) ∈ D(m[u]). On voit maintenant Sn′[u] · Sn′′[u] comme un sous-ensemble de
Wn′[u]·Wn′′[u]. Il y a en fait 2 fac¸ons presque naturelles d’envoyer le groupe Sm dans le groupe Wm (m ∈ N);
la premie`re est l’homomorphisme e´vident ̌ 7ջ w avec w(i) = ̌(i) pour tout i ∈ [1,m]. La deuxie`me fac¸on
n’est pas un homomorphisme de groupe car elle est de´finie par ̌ 7ջ w avec w(i) = ∓̌(i); bien que cette
application n’est pas un morphisme de groupe, elle est e´quivariante pour l’action adjointe. En revenant a` notre
inclusion cherche´e c’est le produit de la premie`re fac¸on applique´e a` Sn′[u] avec la deuxie`me applique´e a` Sn′′[u].
Cela permet alors de restreindre des e´le´ments de C[Wˆm[u]] en des e´le´ments de C[Sˆn′[u] · Sˆn′′[u]]. En sommant
ces constructions sur toutes les paires dans D(m[u]), on obtient ̊[u]. Contrairement a` ̂[u], ̊[u] n’est pas un
isomorphisme mais ce qui est important mais qui n’intervient que de fac¸on cache´e dans 6.2 est que le compose´
̊[u] ◦ ̂[u] est un isomorphisme si on se limite aux fonctions a` support dans les e´le´ments U -elliptiques, c’est-a`-dire
aux permutations qui se de´composent en produit de cycles de longueur impaire (cf. loc. cit.).
On va de´crire d’une autre fac¸on cette application ̊ ◦ ̂ pre´cise´ment quand on se limite aux permutations qui
se de´composent en produit de cycles de longueur impaire, en utilisant le fait qu’induire puis restreindre peut
aussi se faire en sens inverse, d’abord restreindre puis induire. Pour cela soit m ∈ N; on note D(m) l’ensemble
des couples (m′,m′′) tels que m = m′ +m′′ et DD(m) l’ensembles des quadruplets (mi,j ; i, j ∈ {′,′′ }) tels que∑
i,jm
i,j = m. Soit (m′,m′′) ∈ D(m) et (mi,j) ∈ DD(m); on dit que (mi,j) <d (m
′,m′′) si m′ = m
′,′ +m
′,′′ et
(mi,j) <e (m
′,m′′) si m′ = m
′,′ +m
′′,′ (d est pour direct et e pour entrelace´). On notera plus ge´ne´riquement
m et m les e´le´ments de D(m) et de DD(m). Pour m ∈ D(m), on conside`re de fac¸on e´vidente le groupe
Sm = Sm′ ·Sm′′ ; on de´finit de meˆme les groupes Sm pour m ∈ DD(m). On note ̐m le signe (−1)
m
′′,′′
.
Fixons m ∈ D(m); pour m ∈ D(m), on de´finit l’application resd,m,m de C[Sˆm] dans C[Sˆm] comme
l’application de restriction e´vidente si m <d m et 0 sinon. Et on note inde,m,m l’application de C[Sˆm] dans
C[Sˆm] qui est l’induction si m <e m et 0 sinon; ici il faut, pour l’induction, conside´rer l’inclusion naturelle de
Sm dans Sm ou` l’on e´change d’abord 2e et 3e facteur.
Remarque: Fixonsm0 ∈ D(m) et conside´rons ̊◦̂ comme une application de C[Sˆm0 ] dans ⊕m∈D(m)C[Sˆm].
On a alors, en se limitant aux fonctions invariantes de support l’ensemble des permutations ayant des cycles de
longueur impaire:
̊ ◦ ̂ = ⊕m∈D(m)
∑
m∈DD(m)
inde,m,m ◦
(
̐mresd,m0,m
)
Le seul point est de remarquer que sur les permutations n’ayant que des cycles de longueur impaire le signe ̐m
co¨ıncide avec sgnCD tel que de´finit ci-dessus.
De´finition: dans la suite, on de´finit ̊ ◦ ̂ comme dans la remarque ci-dessus.
Les de´finitions du cas [u] = [1] sont plus complique´es (cf. [8] en particulier 3.18 et 3.19) a` cause de la
partie cuspidale. On les pre´sente ainsi. On fixe ǫ ∈ {1}; on doit de´finir une application de WˆD(n[ǫ]) dans
C[WˆD(n[ǫ])] que l’on prolongera line´airement en un endomorphisme de C[WˆD(n[ǫ])]. Et on veut l’interpre´ter
comme une restriction suivie d’une induction tordue par un caracte`re. Un e´le´ment de WˆD(n[ǫ]) est la donne´e
de deux symboles l’un de de´faut impair et l’autre de de´faut pair dont la somme des rangs est n′[ǫ]. De fac¸on
beaucoup plus complique´e mais e´quivalente (et qui permet de parler de repre´sentations) c’est la donne´e:
d’un entier impair Iǫ, d’un entier pair Pǫ, d’un signe ˿ǫ, de 2 entiers N
′
ǫ, N
′′
ǫ tous ces nombres ve´rifiant
l’e´galite´ N ′ǫ+N
′′
ǫ +(I
2
ǫ +P
2
ǫ − 1)/4 = n[ǫ] et de 2 repre´sentations irre´ductibles l’une de WN ′ǫ et l’autre de WN ′′ǫ ,
les groupes de Weyl de type C et de rang e´crit en indice. On suppose que ˿ǫ = (−1)
(Iǫ−1)/2 si Pǫ = 0.
On pose ˜˿ǫ := (−1)
(Iǫ−1)/2˿ǫ; en particulier, on a ˜˿ = 1 si Pǫ = 0.
On note ˜̐ le caracte`re trivial si Iǫ > Pǫ et le caracte`re sgnCD sinon.
On de´finit une application de C[WˆN ′ǫ · WˆN ′′ǫ ] dans ⊕(M ′ǫ,M ′′ǫ )|M ′ǫ+M ′′ǫ =N ′ǫ+N ′′ǫ C[WˆM ′ǫ · WˆM ′′ǫ ] par restriction
puis induction tordue de fac¸on similaire le cas des groupes syme´triques; c’est-a`-dire que l’on fixe M ′ǫ,M
′′
ǫ avec
M ′ǫ +M
′′
ǫ = N
′
ǫ +N
′′
ǫ et conside`re les quadruplets N
i,j
ǫ ou` i, j ∈ {
′,′′ } ve´rifiant N i,
′
ǫ +N
i,′′
ǫ = N
i
ǫ pour i =
′ et ′′
et N
′,j
ǫ +N
′′,j
ǫ =M
j
ǫ pour j =
′ et ′′, s’il en existe (sinon on ne fait rien pour ce choix de M ′ǫ,M
′′
ǫ ). On restreint
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la repre´sentation de WN˜ ′ǫ ·WN˜ ′′ǫ au groupe ·i,jWN
i,j
ǫ
, on tensorise la restriction par le caracte`re de ce groupe
qui vaut: sgn
(1−˿ǫ)/2
CD sur WN ′,′′ǫ
, ˜̐ sur W
N
′′,′
ǫ
, 1 sur W
N
′,′
ǫ
et ˜̐sgn
(1+˿ǫ)/2
CD sur WN ′′,′′ǫ
.
On induit au groupeWM ′ǫ·WM ′′ǫ apre`s avoir e´change´ les 2e et 3e facteurs, c’est-a`-direWN ′,′′ǫ
etW
N
′′,′
ǫ
. Puis
on somme sur tous les quadruplets. Ensuite on identifie ⊕(M ′ǫ,M ′′ǫ )|M ′ǫ+M ′′ǫ =N ′ǫ+N ′′ǫ C[WˆM ′ǫ · WˆM ′′ǫ ] a` l’ensemble
des combinaisons line´aires de base les couples de symboles ordonne´s le premier de de´faut impair e´gal a` Iǫ et le
deuxie`me de de´faut pair e´gal a` ˜˿ǫPǫ.
C’est la construction de [8] 3.18 que l’on a comple`tement explicite´e. C’est assez complique´; remarquons que
la pre´sence du caracte`re ˜̐ n’a joue´ de roˆle dans [8] qu’en 5.5. Il en est de meˆme ici, ce caracte`re ne joue aucun
roˆle sauf dans l’e´nonce´ de la conjecture 6.2. La prise en compte de ˿ǫ dans la de´finition, elle joue un roˆle mais
dans la de´finition de k̐, ˿ǫ aussi joue un roˆle et en fait ces 2 prises en compte se compensent en grande partie
(cf. la preuve de 4.2).
4 Localisation
4.1 Localisation des faisceaux caracte`res
On va avoir besoin d’une formule due a` Lusztig qui calcule les faisceaux caracte`res au voisinage des points semi-
simples en terme de fonctions de Green. Elle est e´crite en toute ge´ne´ralite´ dans [5] et explicite´e dans certains
cas dans [13] et [8]; c’est la pre´sentation de [13] par.7 que l’on reprend. On fixe un e´le´ment semi-simple gs de
SO(2n + 1, F )♯ et on suppose que toutes les valeurs propres de gs sont des racines de l’unite´ d’ordre premier
a` p. On fixe aussi gu un e´le´ment topologiquement unipotent de SO(2n + 1, F )♯ commutant a` gs. On suppose
qu’il existe un parahorique Kn′,n′′ (pour n
′, n′′ convenables) contenant gsgu et on note s, u les re´ductions de gs
et gu modulo le radical pro-p-unipotent. On se donne aussi n ∈ D(̐) que l’on suppose relatif a` (n
′, n′′) au sens∑
[u]∈[V P (̐)] n
′([u])ℓ[u] = n
′ et
∑
[u]∈[V P (̐)] n
′′([u])ℓ[u] = n
′′.
Dans la suite, on fixe, pour ǫ ∈ {1}, des donne´es Iǫ, Pǫ, ˜˿ǫ comme dans les paragraphes pre´ce´dents, c’est-
a`-dire une donne´e cuspidale ˜cusp; on a choisi cette notation pour qu’elle soit analogue a` celle de la fin de 3.4.
Donc en particulier, la proprie´te´ de ˜˿ǫ est de ve´rifier ˜˿ǫ = + si Pǫ = 0. Et dans l’espace vectoriel
⊕ǫ∈{1} ⊕m′(ǫ),m′′(ǫ);m′(ǫ)+m′′(ǫ)=m(ǫ) C[Wˆm′(ǫ)]⊗ C[Wˆm′(ǫ)]
on ne regarde que les sous-espaces vectoriels correspondant aux symboles relatifs a` ces donne´s cuspidales. Pour
manifester cette restriction, on ajoute ˜cusp en indice. En fonction de ce que l’on a rappele´ en 3.2 cela revient au
meˆme que de regarder les repre´sentations des diffe´rents groupes ·ǫ∈{1}WN ′(ǫ) ·WN ′′(ǫ), ou` W est un groupe
de Weyl de type C et ou` les nombres N ′(ǫ), N ′′(ǫ) ve´rifient les conditions:
2N ′(ǫ) + 2N ′′(ǫ) + (I2ǫ + P
2
ǫ )/2 = m(ǫ).
On utilise la convention que si Pǫ = 0 alors ˜˿ = +1. On pose ˿ǫ = (−1)
(Iǫ−1)/2 ˜˿
ǫ et on retrouve la convention
de 3.4 que si Pǫ = 0, alors ˿ǫ = (−1)
(Iǫ−1)/2.
Soit alors ̏ un e´le´ment de C[Wˆn, ˜cusp]. Le point est de calculer k̐(̏)(gsgu) a` l’aide des fonctions de Green
du commutant de s dans le groupe Kn′,n′′ en re´duction. Pour le faire, on suppose s elliptique.
On de´crit d’abord le commutant de gs dans SO(2n+1, F ); on note [V P (gs)] l’ensemble des valeurs propres
de gs regroupe´es en paquets ̄ et ̄
′ sont dans le meˆme paquet s’il existe a ∈ N tel que ̄′ = ̄q
a
. On note m([̄])
la multiplicite´ de ̄. Si ̄ 6= 1, on note ℓ[̄] := 1/2 |[̄]|. Pour unifier pour ǫ = , on pose ℓǫ = 1. Pour ̄ 6= 1,
on note F2ℓ[̄] l’extension non ramifie´e de F de degre´ 2ℓ[̄] et il existe une forme hermitienne (pour l’extension
F2ℓ[̄]/Fℓ[̄]) < , >[̄] sur l’espace vectoriel sur F2ℓ[̄] de dimension m([̄]) tel que la partie du commutant de
gs relative a` la valeur propre ̄ soit pre´cise´ment le groupe unitaire de cette forme. Des formes hermitiennes,
comme ci-dessus, il y en a exactement 2 qui se distinguent par la parite´ de la valuation du de´terminant, donc
par un signe que nous noterons ǫ[̄]. Si l’on note Uǫ[̄] le groupe de la forme correspondant a` ǫ[̄], on rappelle
que Uǫ[̄] ≃ U−ǫ[̄] si m([̄]) est impair; mais nos constructions de´pendront de ǫ[̄] comme en [8] 3.3 et suivants,
et il faut donc garder la distinction.
Une valeur propre dans {1} introduit une forme orthogonale < , > ( est ici le signe de la valeur propre
conside´re´e) sur un F -espace vectoriel de dimension m(1) et la partie du commutant qui lui correspond est le
groupe orthogonal de la forme; on utilise la notation ̀ et ǫ pour le signe du discriminant et l’invariant de
Hasse; il y a toujours un proble`me sur la normalisation du discriminant et ici on suit les conventions de [8],
c’est-a`-dire que le discriminant est invariant par ajout de plans hyperboliques mais il n’est donc pas additif.
Le signe du discriminant est l’image du discriminant par le caracte`re quadratique non ramifie´ de F ∗ et la non
additivite´ n’est un proble`me pour le signe du discriminant que si −1 n’est pas un carre´.
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Remarquons tout de suite, puisque l’on en aura besoin, que toutes les quantite´s qui viennent d’eˆtre introduites
sont constantes sur la classe de conjugaison stable de gs sauf la famille des ǫ[̄] pour [̄] ∈ [V P (gs)]. Cette famille
est soumise a` la condition ·[̄]ǫ[̄] = ♯ et l’ensemble de ces familles soumises a` cette condition parame´trise
l’ensemble des classes de conjugaison dans la classe de conjugaison stable de gs dans SO(2n + 1, F )♯. Si l’on
enle`ve la condition de produit, l’ensemble plus grand parame´trise la classe de conjugaison stable de gs dans
SO(2n+ 1, F )iso ∪ SO(2n+ 1, F )an.
Revenons au parahorique Kn′,n′′ que l’on a fixe´ au de´but et qui contient gs et gu. On de´finit s, u comme
ci-dessus. De´crivons le commutant de s dans la partie re´ductive du parahorique; on e´crit s = (s′, s′′) avec
s′ ∈ SO(2n′ + 1,Fq) et s
′′ ∈ O(2n′′,Fq). Les valeurs propres de s sont les ”meˆmes“ que celles de gs ; pour
[̄] ∈ [V P (gs)], on note m
′([̄]) la multiplicite´ d’un e´le´ment ̄ ∈ [̄] comme valeur propre de s′ et m′′([̄])
l’analogue pour s′′. On a m′([̄]) + m′′([̄]) = m([̄]). De meˆme pour [̄] ∈ [V P (gs)], ̄ 6= 1, il existe une
forme hermitienne < , >′[̄] (resp. une forme hermitienne < , >
′′
[̄]) sur un F2ℓ[̄] espace vectoriel de dimension
m′([̄]) (resp. m′′([̄])) et des formes orthogonales pour ̄ = 1, telles que le commutant de s′ (resp. s′′) dans
SO(2n′ + 1,Fq) (resp. O(2n
′′,Fq)) soit les e´le´ments de de´terminant 1 dans le produit (resp. le produit) des
groupes de ces formes. Il y a e´videmment des rapports entre < , >′[̄], < , >
′′
[̄] et < , >[̄]. Supposons d’abord
que ̄ /∈ {1}. Si ǫ[̄] = 1 (de´fini ci-dessus), alors m
′′([̄]) est ne´cessairement pair alors que ce nombre est impair
si ǫ[̄] = −1, ensuite < , >
′
[̄] ⊗ < , >
′′
[̄] est obtenu par re´duction (a` l’aide d’un re´seau convenable) de < , >[̄].
Supposons maintenant que ̄ ∈ {1}. Alors m′′([̄]) a la meˆme parite´ que vF (̀[̄]). On note ̀
′
[̄] et ̀
′′
[̄] les
discriminants des formes < , >′[̄] et < , >
′′
[̄]; on les voit comme des signes, c’est-a`-dire qu’au lieu de regarder le
discriminant comme un e´le´ment de Fq modulo les carre´s, on regarde sont image dans {1}. Si vF (̀[̄]) est pair,
l’image de ̀′′[̄] dans F
∗
q/F
∗2
q est ǫ[̄] tandis que si vF (̀[̄]) est impair c’est l’image de ̀
′
[̄] dans le meˆme groupe
qui est ǫ[̄]. De plus le signe du discriminant de < , >[̄] ve´rifie:
sgn(̀[̄]) = sgn(−1)
m′([̄])m′′([̄])(−1)vF (̀[̄])ǫ[̄]̀
i
[̄], ou` i([̄]) =
′ si vF (̀[̄]) est pair et
′′ sinon.
On pose ici pour [̄] 6= [1], Wmgs (̄) := Sm
′
gs
(̄) · Sm′′gs (̄). Pour ̄ = 1, il y a des difficulte´s lie´es a`
l’existence de faisceaux cuspidaux; ici on ne s’inte´resse qu’aux fonctions de Green et les parame`tres pour la
partie cuspidales sont alors des quadruplets d’entiers positifs ou nuls. On e´crit les choses comme on en aura
besoin; on avait fixe´ ci-dessus une donne´e cuspidale, ˜cusp; on note |cusp| un quadruplet d’entiers positifs ou
nuls, |r|iǫ′ pour i ∈ {
′,′′ } et ǫ′ ∈ {1}, qui est la partie cuspidale pour les fonctions de Green. Ce quadruplet
de´pend de ˜cusp par les formules:
|r|′+1, |r|
′
−1 est a` l’ordre pre`s le couple I+ + I−, |I+ − I−| avec |r|
′
+1 impair par hypothe`se et |r|
′′
+1, |r|
′′
−1 est
a` l’ordre pre`s le couple P+ + P−, |P+ − P−| avec |r|
′′
+1 ≥ |r|
′′
−1 si et seulement si ˿+˿− = (−1)
1+(I++I−)/2.
On pose alors pour ̄ ∈ {1} que l’on note plutoˆt ǫ′, et pour un couple d’entier m′(ǫ′),m′′(ǫ′) ve´rifiant
m′(ǫ′) +m′′(ǫ′) = m(ǫ′)
Wm′(ǫ′),m′′(ǫ′),|cusp| :=W1/2(m′(ǫ′)−|r′
ǫ′
|2) ·W1/2(m′′(ǫ′)−|r′′
ǫ′
|2)
e´tant entendu que ce groupe est nul si l’un des indices n’est pas un entier positif ou nul.
Pour la donne´e d’un ensemble de couple mgs := {m
′(̄),m′′(̄) ∈ D(mgs(̄))}, on poseWmgs ,|cusp| le produit
des groupes de´finis ci-dessus. Et les fonctions de Green donnent une application de C[Wˆmgs ] dans l’ensemble des
fonctions a` support unipotent du commutant de gs dans SO(2n
′ + 1,Fq)·O(2n
′′,Fq); cela s’interpre`te encore
comme des fonctions a` support dans l’ensemble des e´le´ments topologiquement unipotents de Kn′,n′′ commutant
a` gs. Quand on somme sur tous les mgs , on de´finit C[WˆD(gs),|cusp|] et on s’autorisera la suppression du cusp
quand il n’y a pas d’ambiguite´.
On revient maintenant a` ̏ et donc pour tout [u] ∈ [V P (̐)] on a un e´le´ment (n′[u], n′′[u]) ∈ D(m([u])) de
telle sorte que
∑
[u]∈[V P (̐)] n
′[u]ℓ[u] = n
′ et on rappelle que l’on a aussi fixe´ une donne´e cuspidale, ˜cusp. On
note n l’ensemble de ces paires et on a de´fini Wn, ˜cusp. On va de´finir une application de C[Wˆn] dans C[Wˆmgs ].
Mais on a besoin d’un certain nombre d’objets interme´diaires.
Soit une collection de paires ̆([u], [̄]) = (̆′([u], [̄]), ̆′′([u], [̄])) soumises aux conditions, ou` ℓ[u] et ℓ[̄] sont
comme ci-dessus (pour a, b des entiers, on note (a, b) le pgcd de ces nombres):∑
[u]
˜̆([u], [̄])ℓ[u]/(ℓ[u], ℓ[̄]) = mgs([̄]);
la somme de couples, se fait terme a` terme. Et on a aussi:∑
[̄]
̆([u], [̄])/(ℓ[u], ℓ[̄]) = n([u]).
On pose W̆([u],[̄]) := S̆′([u],[̄]) ·S̆′′([u],[̄]) si soit [u] soit [̄] n’est un e´le´ment de {1}. Pour traiter le cas
de 1, on re´utilise la donne´e de la partie cuspidale |cusp| et on pose, pour ǫ ∈ {1} et ǫ′ ∈ {1} W̆([ǫ],[ǫ′]) =
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W1/2(̆′([ǫ],[ǫ′])−(|r|′
ǫ′
)2) · W1/2(̆′′([ǫ],[ǫ′])−(|r|′′
ǫ′
)2); en particulier cela sous-entend que ces nombres e´crits en
indice sont des entiers positifs ou nuls (sinon le groupe de´fini est 0). Et on note W̆(̐,gs),cusp l’union de tous
ces groupes.
Pour ˽ =′ ou ′′ et pour [u] ∈ [V P (̐)], [̄] ∈ [V P (gs)], on a besoin de de´finir une application de W̆˽([u],[̄])
dansWn˽([u])[̄] et dansWn˽([̄])[u] on pre´cisera dans chaque cas les rapports entre les entiers ̆
˽([u], [̄]), n˽([u])[̄]
et ̆˽([̄])[u]. Cette application n’est pas un morphisme de groupes mais simplement compatible a` l’action
adjointe; au passage, on de´finit aussi une fonction invariante par conjugaison sur W̆˽([u],[̄]) que l’on note
̐˽[u],[̄]. Le point qui n’est pas nouveau est que pour les groupes unitaires qui interviennent soit pour [u] quand
[u] 6= 1 soit pour [̄] quand [̄] 6= 1, un tore n’est pas vraiment associe´ a` un e´le´ment du groupe syme´trique
convenable mais au produit d’un tel e´le´ment par un Frobe´nius.
On de´crit ces constructions au cas par cas: premier cas: [u], [̄] ∈ 1; ici, on veut ̆˽([u], [̄]) = n˽([u])[̄] et
l’application de W̆˽([u],[̄]) = W̆˽([u],[̄]) dans Wn˽([u])[̄] = Wn˽([u])[̄] est l’identite´. On fait une construction
analogue en remplac¸ant [u] par [̄]. Quand a` la fonction ̐˽[u],[̄] c’est l’identite´ sauf si u = ̄ = −1 ou` c’est le
sgnCD(−1)
̆˽([u],[̄])(q−1)/2.
deuxie`me cas: [u] 6= [1], [̄] 6= [1] et ℓ[u] et ℓ[̄] sont divisibles par la meˆme puissance de 2 (cette
dernie`re condition donne des renseignements sur les tores des groupes unitaires intervenant). L’application de
W̆˽([u],[̄]) = S̆˽([u],[̄]) dans Sn˽([u])[̄] se de´crit quand n
˽([u])[̄] = ̆
˽([u], [̄])ℓ[̄]/(ℓ[u], ℓ[̄]). A une permuta-
tion dont les cycles sont (˺1, ⋅ ⋅ ⋅ , ˺r) on associe la permutation de cycles (˺1ℓ[̄]/(ℓ[u], ℓ[̄]), ⋅ ⋅ ⋅ , ˺rℓ[̄]/(ℓ[u], ℓ[̄])).
Quand on conside`re [̄] au lieu de [u], on e´change simplement les roˆles de ℓ[u] et ℓ[̄]. Pour de´crire la fonction
̐˽[u],[̄], on a besoin d’une notation auxiliaire. On pose, pour ˺ ∈ N, y ∈ Q:
̏˺,[̄],y := y
−1(ℓ[̄])
−1(̄˺ + ̄˺q + ⋅ ⋅ ⋅+ ̄˺q
ℓ[̄]−1
+ ̄−˺ + ̄−˺q + ⋅ ⋅ ⋅+ ̄−˺q
ℓ[̄]−1
),
ou` ̄ est n’importe quel e´le´ment dans [̄]. Alors sur l’e´le´ment w associe´ aux cycles ˺1, ⋅ ⋅ ⋅ , ˺r, ̐
˽
[u],[̄](w) =∏
s∈[1,r] ̏˺s,[̄],(ℓ[u],ℓ[̄]).
troisie`me cas: [u] 6= [1], [̄] 6= [1] et ℓ[u] et ℓ[̄] ne sont pas divisibles par la meˆme puissance de 2. Ici on veut
alors, n˽([u])[̄] = 2̆
˽([u], [̄])ℓ[̄]/(ℓ[u], ℓ[̄]). A une permutation dont les cycles sont (˺1, ⋅ ⋅ ⋅ , ˺r) on associe, ici,
la permutation de cycles (2˺1ℓ[̄]/(ℓ[u], ℓ[̄]), ⋅ ⋅ ⋅ , 2˺rℓ[̄]/(ℓ[u], ℓ[̄])). Quand on conside`re [̄] au lieu de [u], on
e´change simplement les roˆles de ℓ[u] et ℓ[̄]. Et la fonction ̐
˽([u], [̄]) vaut sur ce w,
∏
s∈[1,r] ̏˺s,[̄],(ℓ[u],ℓ[̄])/2.
quatrie`me cas: u = 1 et [̄] 6= [1]. Ici on veut n˽([u])[̄] = ̆
˽([u], [̄])ℓ[̄] et n
˽([̄])[u] = ̆
˽([u], [̄]).
L’application de S̆˽([u],[̄]) dans Sn˽([̄])[u] est l’identite´. L’application de S̆˽([u],[̄]) dans Wn˽([u])[̄] envoie
l’e´le´ment w de cycle (˺1, ⋅ ⋅ ⋅ , ˺r, ˺
′
1, ⋅ ⋅ ⋅ , ˺
′
r′), ou` les ˺ sont pairs et les ˺
′ impairs sur l’e´le´ment deWn˽([u])[̄] qui
correspond a` 2 partitions (˺1ℓ[̄], ⋅ ⋅ ⋅ , ˺rℓ[̄];˺
′
1ℓ[̄], ⋅ ⋅ ⋅ , ˺
′
r′ℓ[̄]). Quand a` la fonction ̐
˽([u], [̄]), c’est l’identite´
si [u] = [+1] et est constante de valeur (−1)̆
˽([u],[̄])(1+q
ℓ[̄] )/2 pour [u] = [−1].
cinquie`me cas: [u] 6= [1] et ̄ = 1. On e´change les roˆles de [u] et [̄] dans le cas ci-dessus.
Il faut aussi prendre en compte une contribution de la partie cuspidale; la` il n’y a pas de groupes mais
simplement une fonction a` de´finir, ̐˽cusp,̆ (ou` ˽ ∈ {
′,′′ } comme ci-dessus) qui de´pend de ̆ ∈ D(̐, gs) et de
w ∈ W̆ . Pour cela, on pose ̐
˽
+,̆(w) := (−1)
P
[u]∈[V P (̐)]−{1} ̆
˽([u],+)sgnCDw̆˽(+,+)w̆˽(−,+) et une de´finition
analogue, ̐˽−,̆ en remplac¸ant + par −. On note aussi ǫI (resp. ǫP ) le signe tel que IǫI − I−ǫI > 0 (resp.
PǫP − P−ǫP > 0); si les 2 nombres sont e´gaux a` 0, on prend le signe ǫI = ǫP = + par convention et si l’un
seulement des nombres vaut 0, alors on prend par convention ǫI = ǫP . On pose r
′
im l’e´le´ment impair du couple
(I+ + I−)/2, |I+ − I−|/2 et l’on a (x
′ ∈ N ne nous sert a` rien mais est le ˽(r′, r′′) de [13] et il en est de meˆme
pour x′′):
̐′cusp,̆(w) = q
x′(−1)(q−1)(r
′−1)/4(̐′+,̆(w)̐
′
−,̆(w)̀
′
+(gs)̀
′
−(gs))
(IǫI−1)/2
{
1 si ǫI = +
̀′−(gs)̐
′
−,̆(w) si ǫI = −.
ci-dessous y′′ est r′′+ si ce nombre est pair, et r
′′
− − 1 sinon,
̐′′cusp,̆(w) = q
x′′(−1)(y′′(q − 1)/4)(̀′′+(gs)̀
′′
−(gs)̐
′′
+,̆̐
′′
−,̆)
(IǫP−1)/2


1 si ˿ǫP > 0 et ǫP = +
̀′′−(gs)̐
′′
−,̆(w) si ˿ǫP = + et ǫP = −
̀′′+(gs)̐
′′
+,̆(w) si ˿ǫP = − et ǫP = −
̀′′+(gs)̀
′′
−(gs)̐
′′
+,̆(w)̐
′′
−,̆(w) si ˿ǫP = − et ǫP = +.
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Le produit de ces 2 fonctions se simplifie un peu. On e´crit ce produit comme le produit des 3 termes
Ccusp qui est une constante,
ccusp(gs) := (̀
′
+(gs)̀
′
−(gs))
(IǫI−1)/2(̀′′+(gs)̀
′′
−(gs))
(IǫP −1)/2·{
1 si ˿ǫP = +
̀′+(gs)̀
′
−(gs) si ˿ǫP = −
·
{
1 si ǫI = +
̀′−(gs) si ǫI = −
·
{
1 si ǫP = +
̀′′−(gs) si ǫP = −
̐cusp,̆(w) := (̐
′
+,̆(w)̐
′
−,̆(w))
(IǫI−1)/2(̐′′+,̆(w)̐
′′
−,̆(w))
(IǫP −1)/2·
{
1 si ˿ǫP = +
̐′+̆(w)̐
′
−,̆(w) si ˿ǫP = −
·
{
1 si ǫI = +
̐′−,̆(w) si ǫI = −
·
{
1 si ǫP = +
̐′′−,̆(w) si ǫP = −
Supposons maintenant donne´ n ∈ D(̐) et m ∈ D(gs). Soit ̆ ∈ D(̐, gs) et on suppose que les e´galite´s
suivantes sont ve´rifie´es:
pour ˽ ∈ {′,′′ }, pour tout [u] ∈ [V P (̐)],
∑
[̄]∈[V P (gs)]
̆˽([u], [̄])2x[u],[̄]ℓ[̄]/(ℓ[u], ℓ[̄]) = n
˽([u]), ou` x[u],[̄] =
0 sauf si ℓ[u]/(ℓ[u], ℓ[̄]) ou ℓ[̄]/(ℓ[u], ℓ[̄]) est pair, ou` il vaut 1.
Et pour ˽ ∈ {′,′′ }, pour tout [̄] ∈ [V P (gs)],
∑
[u]∈[V P (̐)] ̆
˽([u], [̄])2x[u],[̄]ℓ[u]/(ℓ[u], ℓ[̄]) = m
˽([̄]), ou`
x[u],[̄] est comme ci-dessus.
En faisant des produits convenables des constructions ci-dessus, on a une application de W̆ d’une part
dans Wn et d’autre part dans Wm. Partant donc d’un e´le´ment de C[Wˆn] on peut le restreindre en un e´le´ment
de C[Wˆ̆ ], le multiplier par le ̐
′
cusp,̆̐
′′
cusp,̆
∏
[u]∈[V P (̐)],[̄]∈[V P (gs)]
̐′([u], [̄])̐′′([u], [̄]) puis l’induire en un
e´le´ment de C[Wˆm].
L’application cherche´e est la somme sur toutes les collections ̆(̐, gs) comme ci-dessus. Elle est note´e,
locgs,m.
De´finition: pour gs comme ci-dessus, on note locgs :=
∑
m∈D(gs)
locgs;m.
On rappelle que les fonctions de Green de´finissent, pour m ∈ D(gs), une application de Wˆm dans les
fonctions sur le centralisateur de s (la re´duction de gs) dans la re´duction de Kn′,n′′ ; on remarque que n
′ et n′′
sont de´termine´s par m. On remonte ensuite en des fonctions sur un sous-groupe compact ouvert convenable du
centralisateur de gs dans SO(2n+1, F )♯ par invariance sous le radical pro-p-unipotent puis on les prolonge par
ze´ro en des fonctions sur ce centralisateur. On note Q cette application. On peut donc de´finir Q(locgs(̊)) pour
̊ ∈ Wˆn ou` n ∈ D(̐) (avec une donne´e cuspidale fixe´e)
Remarque: la de´finition pre´ce´dente ne de´pend de gs dans sa classe de conjugaison stable que par le facteur
ccusp(gs).
Pour cette section, plutoˆt que de travailler avec k̐ qui a e´te´ normalise´ pour avoir de bonnes proprie´te´s
(cf. [13]), on e´nonce un re´sultat pour un analogue de k̐ non normalise´, c’est-a`-dire que les fonctions de Green
ge´ne´ralise´es associent, pour n fixe´ dans D(̐) et une donne´e cuspidale fixe´e ˜cusp, a` un e´le´ment du groupe
w ∈ Wn, ˜cusp une fonction sur un groupe fini convenable. Et, pour ̏ une repre´sentation de Wn, ˜cusp, on a de´fini
k̐(̏) :=
∑
w∈Wn, ˜cusp
̄(w)tr(̏)(w)k̐(w), ou` ̄(w) est un caracte`re qui de´pend de la donne´e cuspidale. On
utilise ici simplement knn̐ (̏) l’analogue en supprimant ̄. La raison est que ̊ ◦ ̂ de´pend aussi du support
cuspidal et que l’on ne s’inte´resse qu’au compose´ k̐ ◦ ̊ ◦ ̂; les normalisations s’annulent partiellement et il vaut
donc mieux ne pas se fatiguer a` les faire. Et on a, pour gu un e´le´ment topologiquement unipotent qui commute
a` gs:
Lemme: Pour ˜cusp, n et ̏ comme ci-dessus, (i)knn̐ (̏)(gsgu) = Q(locgs;m(̏))(gu).
(ii)On a les e´galite´s d’inte´grales orbitales (ou` le groupe est mis en exposant)
ISO(2n+1,F )♯(gs, k
nn
̐ (̏)) = I
Cent0SO(2n+1,F )gs(gu, Q(locgs(̏)).
(i) C’est un proble`me sur le groupe fini SO(2n′ + 1,Fq) · O(2n
′′,Fq) ou` il s’agit de localiser au voisinage de
la re´duction de gs le faisceau caracte`re associe´ a` ̊. Cela a e´te´ fait en toute ge´ne´ralite´ par Lusztig et il faut
expliciter ses formules. En [8] 2.16, on a traite´ le cas ou` [V P (̐)] est re´duit a` +1 mais il n’y a pas de restriction
sur gs. En [13] est traite´ le cas ou` [V P (̐)] et [V P (gs)] contiennent +1 et −1. La formule de Lusztig s’applique
aux faisceaux caracte`res associe´s a` des e´le´ments de WD(̐) et non pas aux repre´sentations de ce groupe. La
de´monstration de [13] 7.1 qui se place dans ce cadre est tre`s ge´ne´rale et elle montre que le seul point est le calcul
de la constante note´e z2 en loc.cit. Cette constante est la somme des valeurs du caracte`re de´termine´ par ̐ sur
les conjugue´s de s. Le calcul est plus complique´ qu’en loc.cite mais c’est le calcul des ̐′([u], [̄]) et ̐′′([u], [̄]).
Ensuite [13] 7.2 de´duit le re´sultat cherche´.
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(ii) pour pouvoir utiliser (i), on de´compose l’orbite de gs sous SO(2n + 1, F )♯ en orbites sous Kn′,n′′ (le
parahorique qui sert a` la de´finition de k̐(̊)). Ces orbites sont parame´tre´es par les e´le´ments de D(gs); seuls
comptent les orbites qui coupent Kn′,n′′ et pour cela il faut la relation:∑
[̄]∈[V P (̐)]
m′([̄])ℓ[̄] = n
′.
Si cette relation n’est pas satisfaite, on remarque que les sommes intervenant sont vides et locgs;m(̊) = 0. On
n’a donc pas a` se pre´occuper de cette condition. Ensuite on calcule l’inte´grale sous chaque Kn′,n′′ -orbite en
utilisant (i). Il y a clairement des mesures a` prendre en compte; c’est fait en [8] 3.17, le |W (d)| n’intervient
pas pour nous car il a e´te´ pris en compte quand on travaille avec des repre´sentations des groupes W et non les
e´le´ments de ces groupes et les constantes (c(˼), c(˼)♯ de loc.cit) ont e´te´ mises dans la de´finition de locgs .
4.2 Restriction des repre´sentations et localisation des faisceaux caracte`res
Dans cette section, il s’agit de montrer que l’ope´ration de restriction aux parahoriques des repre´sentations
commute a` l’action de restriction des caracte`res aupre`s des e´le´ments semi-simples elliptiques, meˆme si l’on ne
peut l’exprimer en ces termes tant que la conjecture 6.2 n’est pas de´montre´e. En plus comme on peut s’y
attendre, vu la complexite´ des formules, il n’y a vraiment commutation que dans les cas favorables.
On fixe une donne´e cuspidale, cusp, pour les faisceaux caracte`res, c’est-a`-dire pour nous, 2 entiers impairs,
I+ et I− et 2 entiers pairs P+, P− ainsi que 2 signes ˿+, ˿− avec la convention que si pour ǫ = , Pǫ = 0 alors
˿ǫ = (−1)
(Iǫ−1)/2. Dans C[WˆD(̐)], on ne conside`re que la partie relative a` cette donne´e cuspidale; on de´finit
comme en 3.4 une autre donne´e cuspidale ˜cusp simplement en changeant les signes, ˜˿ := (−1)
(I−1)/2˿ et on
reprend la notation ˜̐ de loc.cite; on note˜l’application e´vidente de la partie de C[WˆD(̐)] relative a` cusp dans
son homologue relative a` ˜cusp qui en terme de repre´sentation de groupes de Weyl est tout simplement l’identite´
(mais on a change´ le support cuspidal) compose´ avec la multiplication par le caracte`re ˜̐.
Soit gs un e´le´ment semi-simple elliptique dont les valeurs propres sont des racines de l’unite´ d’ordre premier
a` p. On reprend la notation [V P (gs)] pour signifier l’ensemble des valeurs propres de gs regroupe´es en paquets
̄, ̄′ sont dans le meˆme paquet s’il existe a ∈ N tel que ̄′ = ̄q
a
; la multiplicite´ d’une valeur propre ̄ est note´e
m([̄]) car elle ne de´pend que du paquet auquel ̄ appartient.
On note D(gs) l’ensemble des de´compositions {(m
′([̄]),m′′([̄]) ∈ D(m([̄]))}[̄]∈[V P (gs)]; pour chaque
e´le´ment m ∈ D(gs), on a une classe d’association de parahorique Kn′,n′′ ou` n
′ =
∑
[̄]m
′([̄]) et a` l’inte´rieur
de ce parahorique une classe de conjugaison d’e´le´ments semi-simples de re´duction semi-simple elliptique incluse
dans la classe de conjugaison de gs; on connait les valeurs propres des e´le´ments dans cette classe de conjugai-
son. Pour m ∈ D(gs), on reprend la notation Wm de 4.1. On a de´fini ci-dessus des ope´rations de localisation
de C[WˆD(̐)] dans C[Wˆm]; en sommant sur tous les e´le´ments de D(gs), on de´finit donc une application de
localisation de C[WˆD(̐)] dans C[WˆD(gs)] que l’on note locgs .
On remarque que ̊ ◦ ̂ se de´finit aussi de C[WˆD(gs)] dans lui-meˆme; ce sont exactement les de´finitions de [8]
3.1, 3.2 et 3.9, 3.10. On les pre´sente un peu diffe´remment de fac¸on similaire aux formules de 3.4. Pre´cise´ment,
on note DD(gs) l’ensemble des u-plets {m
i,j([̄]); i, j ∈ {′,′′ }, [̄] ∈ [V P (gs)]. Pour m ∈ DD(gs), on de´finit Wˆm
de fac¸on similaire a` 3.4, la partie cuspidale possible e´tant simplement donne´e comme en 4.1 (note´e |cusp|). Et
ici, ̊ ◦ ̂ est la somme sur tous les m ∈ DD(gs) de la restriction a` Wm suivie de l’induction apre`s avoir tordu
par (−1)
P
[̄]/∈{1}m
′′,′′ ([̄])(sgnCD)|W
N
′′,′′
+
·W
N
′′,′′
−
, les notations et les inclusions entre les groupes e´tant celles
de´crites en 3.4.
Pour traiter tous les cas, on pose encore quelques de´finitions. Pour ǫ′ ∈ {1}, on note Xǫ′ l’endomorphisme
de C[WˆD(gs)] qui est la tensorisation par le caracte`re trivial sur tous les facteurs sauf Wˆm′′(ǫ′) ou` il vaut sgnCD,
suivie par l’inversion des facteurs relatifs m′(ǫ′) et m′′(ǫ′) (a` ce stade cette inversion est assez formelle mais
elle a de l’importance quand ensuite on applique ̊ ◦ ̂). On rappelle la donne´e cuspidale fixe´e et on reprend les
notations ǫI et ǫP de 4.1. On note Xcusp l’endormophisme de C[WˆD(gs)] de´fini par:
Xcusp :=


1 si ǫI = ǫP et ˿ǫP = +
X+X− si ǫI = ǫP et ˿ǫP = −
X
(−1)1+(I++I−)/2
si ǫI 6= ǫP et ˿ǫP = −
X(−1)(I++I−)/2 si ǫI 6= ǫP et ˿ǫP = +.
Lemme: Fixons la donne´e cuspidale comme ci-dessus. Alors le diagramme ci-dessous est commutatif pour
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tout e´le´ment gs comme en 4.1:
C[WˆD(̐)]
̊◦̂
ջ C[WˆD(̐)]yXcusp ◦ locgs ◦˜ ylocgs
C[WˆD(gs)]
̊◦̂
ջ C[WˆD(gs)]
Pour de´montrer ce lemme, on re´introduit le groupe auxiliaireWDD(̐) et son avatarWDD(gs) qui permettent
de calculer ̊ ◦ ̂. De meˆme, on re´introduit WD(̐,gs). On espe`re que le lecteur voit une localisation de WDD(̐)
vers WDD(gs) qui utilise le groupe WDD(̐,gs)) sugge´re´e par les notations; ce groupe est construit comme tous
les groupes de meˆme type mais en utilisant des collections d’entiers ̆i,j([u], [̄]) pour i, j ∈ {′,′′ }, [u] ∈ [V P (̐)]
et [̄] ∈ [V P (gs)] qui ve´rifient:∑
i,j,[u]
̆i,j([u], [̄])ℓ[u](ℓ[u], ℓ[̄])
−1 = mgs([̄]) (∗)
et une e´galite´ de meˆme type en e´changeant les roˆles de [u] et de [̄].
On e´crit le diagramme:
C[Wˆn]
res
ջ C[WˆDDn(̐)]
ind
ջ C[WˆD(̐)]
ռ res ռ res ռ res
C[WˆD(̐,gs)]
res
ջ C[WˆDn(D(̐,gs))]
ind
ջ C[WˆD(̐,gs)]
ռ ind ռ ind ռ ind
C[WˆD(gs)]
res
ջ C[WˆDD(gs)]
ind
ջ C[WˆD(gs)]
Expliquons ce qu’est l’objet central, leWDn(D(̐,gs)) est un sous-groupe deWD(D(̐,gs)); les collections ̆
i,j([u], [̄])
qui servent a` le construire sont astreintes aux relations de (*) mais aussi a`, pour tout i ∈ {′,′′ } et pour tout
[u] ∈ [V P (̐)]: ∑
j,[̄]
̆ij([u], [̄])ℓ[̄](ℓ[u], ℓ[̄])
−1 = ni[u].
Un diagramme comme celui-ci est commutatif, le seul point est une formule a` la Mackey du genre res ◦ ind =
ind ◦ res; une telle formule ne´cessite des sommes: pre´cise´ment conside´rons un groupe fini H avec des sous-
groupes H ′,H ′′. Soit aussi une repre´sentation de dimension finie, ̊′ de H ′ et on calcule la restriction a` H ′′ de
l’induite de ̊′ a` H. Cette restriction est isomorphe a` la somme sur ˼ dans un ensemble de repre´sentants des
doubles classes H ′\H/H ′′ des induites a` H ′′ de la repre´sentation ̊′ transporte´e par ˼ et restreinte au groupe
˼−1H ′˼ ∩H ′′ (dans [8], ce raisonnement est utilise´ en 3.19 ce qui suit (4)). Comme en loc.cit il y a la difficulte´
que les inclusions ne sont pas comple`tement e´videntes. On applique cette formule 2 fois, pour le carre´ en bas
a` gauche, et pour le carre´ en haut a` droite. Pour le carre´ en bas a` gauche, on l’applique avec H ′ = WD(̐,gs),
H = WD(gs) et H
′′ = WDD(gs). Les doubles classes sont pre´cise´ment indexe´es par DD(̐, gs); en effet, pour
[̄] 6= [1], [̄] ∈ [V P (gs)], on a a` conside´rer les doubles classes:
·[u]∈[V P (̐)]S̆′([u],[̄]\Sm′([̄)]/Sm′,′ ([̄]) ·Sm′,′′ (̄)
et un objet analogue ou` ′ est remplace´ par ′′, en tenant compte du fait que l’inclusion de S̆′([u],[̄]) dans
Sm′([̄]) est de´crite dans ce qui pre´ce`de l’e´nonce´ (il faut multiplier les cycles des permutations par ℓ[u]/(ℓ[u], ℓ[̄])).
L’ensemble de ces doubles classes est bien indexe´ par les collections (̆i,j([u], [̄]); i, j ∈ ′,′′, [u] ∈ [V P (̐)] soumises
aux conditions:
∀[u] ∈ [V P (̐)],∀i ∈ {′,′′ }, ̆i,
′
([u], [̄]) + ̆i,
′′
([u], [̄]) = ̆i([u], [̄]),
∀i, j ∈ {′,′′ },
∑
[u]∈[V P (̐)]
̆i,j([u], [̄])ℓ[u]/(ℓ[u], ℓ[̄]) = ̆
i,j([̄]).
Et ensuite il reste a` identifier ·(̆i,j([u],[̄]);i,j∈′,′′,[u]∈[V P (̐)] ·i,j∈′,′′,[u]∈[V P (̐)] S̆i,j([u],[̄]) avec ·˼˼
−1H ′˼ ∩H ′′
(avec les notations pre´ce´dentes). Si ̄ = 1, dans les objets ci-dessus, il faut remplacer certains groupes
syme´triques par des groupes de Weyl de type C; cela ne change rien.
On a un raisonnement du meˆme type a` faire pour le carre´ en haut a` droite du diagramme.
Le point maintenant a` conside´rer est que ̊ ◦ ̂ n’est pas exactement ind ◦ res e´crit sur les lignes; il faut
tordre les e´le´ments de la colonne du milieu. Le meˆme phe´nome`ne se produit pour locgs et c’est ce qui motive
l’introduction de l’endomorphisme Xcusp: pour [u] ∈ [V P (̐)] et [̄] ∈ [V P (gs)] regardons par quelle fonction
il faut multiplier le facteur C[⊗i,j∈{′,′′}Wˆ̆i,j([u],[̄])] avant d’induire pour arriver dans C[WˆD(gs)] pour que l’on
obtienne le meˆme re´sultat qu’en faisant le chemin, premie`re ligne horizontale et dernie`re ligne verticale. Dans
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toute la discussion ci-dessous, on ne´glige, dans les fle`ches verticales tous les termes de´pendant syme´triquement
de ̆i,j(., .), syme´triquement en i, j; c’est ce que l’on peut appeler de la torsion syme´trique car elle ne geˆne pas
la commutation du diagramme.
Supposons d’abord que ̄ 6= 1. Si [u] 6= 1, la ligne horizontale multiplie par le signe (−1)̆
′′,′′ ([u],[̄]) et
la ligne verticale n’introduit que de la torsion syme´trique; si on fait le chemin de gauche, i.e. premie`re ligne
verticale et dernie`re ligne horizontale, c’est pareil et l’on n’a pas de proble`me de commutation.
Si [u] = 1, la ligne horizontale du haut tensorise par sgnCDw̆′′,′′ ([u],[̄]) ˜̐ si ˿u = (−1)
(Iu−1)/2; si cette
e´galite´ n’est pas ve´rifie´e c’est une autre torsion mais il faut alors aussi tenir compte de la torsion dans la
de´finition de k̐ et la combinaison des 2 rame`nent a` la formule sgnCDw̆′′,′′ ([u],[̄]) ˜̐. Quand on fait l’autre
chemin, on trouve la multiplication par ˜̐ qui est introduite par l’application˜puir le signe (−1)̆
′′,′′ ([u],[̄]); ces
2 signes co¨ıncident graˆce a` la de´finition de l’inclusion donne´e en 4.1.
Reste le cas ou` ̄ = 1; on note alors ǫ′ au lieu de ̄; on rappelle que les inclusions des groupes Sm dansWm
(pour m un entier) conside´re´es sont telles que (−1)m est aussi la valeur du sgnCD de l’image par l’inclusion.
On ne parlera donc que de sgnCD. A priori il y a une diffe´rence quand [u] 6= 1 et son contraire mais comme
ci-dessus, cette diffe´rence s’efface quand on tient compte de la de´fintion de k̐; on oublie aussi le signe ˜̐ qui
est pris en compte par l’application .˜ Ainsi la premie`re ligne horizontale et la de´finition de k̐ introduisent la
multiplication par sgnCD(w̆′′,′′ ([u],ǫ′)); la ligne verticale multiplie par le signe de la forme
∏
i=′,′′
(sgnCDw̆i,′ ([u],ǫ′))
(IǫI−1)/2(sgnCDw̆i,′′ ([u],ǫ′))
(IǫP −1)/2 ·
{
1 si ˿ǫP = +
w̆i,′′ ([u],ǫ′) si ˿ǫP = −
et si ǫ′ = − il faut encore multiplier par le caracte`re
{
1 si ǫI = +∏
i=′,′′ sgnCDw̆i,′ ([u],−) si ǫI = −
·


1 si ǫP = +
∏
i=′,′′ sgnCDw̆i,′′ ([u],−) si ǫP = −
·


1 si (IǫI + IǫP )/2 est impair
prodi=′,′′sgnCDw̆i,˽([u],ǫ′ ou` ˽ =
′ si (IǫI − 1)/2 est impair et (IǫP − 1)/2 est pair et ˽ =
′′ sinon.
Par l’autre chemin, l’application verticale introduit un caracte`re similaire a` celui qui vient d’eˆtre e´crit sauf que
ce qui e´tait ̆i,
′
devient n
′,i et ce qui e´tait ̆i,
′′
devient n
′′,i. Il n’y a donc pas de difficulte´ quand ce qui intervient
vraiment est un produit sur (i, j) ∈ {′,′′ }. C’est le cas quand ǫI = ǫP et ˿ǫP = +. L’introduction du Xcusp
est exactement fait pour re´soudre les autres cas. Ve´rifions la commutativite´ du diagramme; on pose ˿ = 0 si
˿ǫP = + et 1 sinon et on pose aussi ǫ = 0 si ǫI = ǫP et 1 sinon et finalement, on pose Σ := (IǫI + IǫP )/2). On
ve´rfie que Xcusp n’est autre que le produit X
1+˿+Σ
+ X
1+ǫ+˿+Σ
− . On e´tudie le chemin horizontal puis vertical;
il s’introduit donc, d’abord le signe sgnCDw̆′′,′′ ([u],ǫ′) puis par la dernie`re fle`che verticale, un signe ̐cusp.
Mais pour les proble`mes de commutation, on peut multiplier ce signe par n’importe quel signe de la forme∏
i,j∈{′,′′} sgnCDw̆i,j([u],ǫ′0), ou` ǫ
′
0 ∈ {1} comme explique´ ci-dessus. Ce qui veut dire qu’au lieu d’utiliser ̐cusp
tel qu’il a e´te´ e´crit, on peut utiliser
(̐′′+̐
′′
−)
1+Σ+˽(̐′′−)
ǫ = (̐′′+)
1+˽+Σ(̐′′−)
1+˽+ǫ+Σ. (∗)
Quand on fait la dernie`re fle`che verticale, en terme de w̆i,j cela devient un produit sur tout [u] ∈ [V P (̐)] de∏
i∈{′,′′}
sgnCDw
1+˽+Σ
̆i,′′ ([u],+)
∏
i∈{′,′′}
sgnCDw
1+˽+ǫ+Σ
̆i,′′ ([u],−)
.
En incorporant le signe de la ligne horizontale, on trouve, un produit sur tout [u]
sgnCDw
1+˽+Σ
̆′,′′ ([u],+)
sgnCDw
˽+Σ
̆′′,′′ ([u],+)
sgnCDw
1+˽+ǫ+Σ
̆′,′′ ([u],−)
sgnCDw
˽+ǫ+Σ
̆′′,′′ ([u],−)
. (∗∗)
On examine maitenant le chemin utilisant d’abord la premie`re fle`che verticale puis l’action deXcusp et la dernie`re
ligne horizontale. Dans Xcusp on commence par multiplier par un caracte`re qui est exactement le caracte`re (*)
qui s’introduit par la fle`che verticale apre`s la simplification effectue´e ci-dessus. Finalement, pour ce chemin, il
suffit de regarder le caracte`re de la dernie`re ligne horizontale en tenant compte de l’inversion e´ventuelle. Or
on a inversion entre m′(+) et m′′(+) par hypothe`se si ˽ + Σ est impaire et inversion entre m′(−) et m′′(−) si
˽ + ǫ+Σ est impaire. L’inversion entre ′ et ′′ a pour effet que ̊ ◦ ̂ introduit le signe sgnCDw̆′,′′ ([u],ǫ′) au lieu
de sgnCDw̆′′,′′ ([u],ǫ′). On trouve donc exactement le caracte`re (**). Cela termine la preuve.
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5 Stabilite´
5.1 Stabilite´, de´finition
On reprend encore les de´finitions de [8]; soit G un groupe classique qui est donc le groupe des automorphismes
d’une forme (ici orthogonale ou unitaire); on doit conside´rer simultane´ment 2 formes de ce groupe correspondant
a` 2 formes orthogonale ou unitaire, se´pare´e dans le cas orthogonal par l’invariant de Hasse et dans le cas unitaire
par la parite´ de la valuation du de´terminant. On note ces 2 formes Giso et Gan en imposant que Giso est la
forme quaside´ploye´e et que Gan est l’autre groupe; dans tous les cas, Gan est une forme inte´rieure de Giso
mais e´ventuellement, on a meˆme un isomorphisme Gan ≃ Giso; ces 2 formes interviennent dans le calcul
du centralisateur d’un e´le´ment semi-simple tel que fait dans 4.1 et les constructions de´pendent de la forme
orthogonale ou unitaire qui intervient et pas seulement de son groupe d’automorphismes, d’ou` la ne´cessite´ de
garder la diffe´rence dans les notations. On sait de´finir la classe de conjugaison stable de tout e´le´ment fortement
re´gulier de G♯ pour ♯ = iso ou an et on sait aussi de´finir une inclusion de l’ensemble des classes de conjugaison
stable de Gan dans l’ensemble des classes de conjugaison stable dans Giso. Soit ̏ = (̏iso, ̏an) une fonction dans
C∞c (Giso)⊕C
∞
c (Gan); on dit qu’elle est stable si les inte´grales orbitales de ̏iso et de ̏an sont constantes sur les
classes de conjugaison stable et si les inte´grales orbitales de ̏iso et de ̏an se correspondent pour l’inclusion des
classes stables pour Gan dans les classes stables de Giso et ̏iso a une inte´grale nulle sur les classes stables de
Giso ne provenant pas de Gan); il a e´videmment fallu fixer des mesures cohe´rentes. On dit que ̏ est semi-stable
si ̏iso et ̏an sont stables mais si pour tout ˼ fortement re´gulier dans Gan, l’inte´grale orbitale de ̏an sur la
classe de conjugaison stable de ˼ est l’oppose´e de l’inte´grale de ̏iso sur la classe de conjugaison stable dans
Giso correspondant a` celle de ˼. On dit que ̏iso est instable si pour tout ˼ fortement re´gulier l’inte´grale sur la
classe de conjugaison stable de ˼ est nulle; on de´finit de meˆme ̏an instable et on dit que ̏ est instable si ̏iso
et ̏an sont instables.
Soit n ∈ D(̐) avec une donne´e cuspidale cusp; on dit que
1. n, cusp est stable si ǫI = ǫP , ˿+ = ˿− = +, |Iǫ−Pǫ| = 1 pour ǫ =  et n
′′[u] = 0 pour tout [u] ∈ [V P (̐)].
2. On dit que n, cusp est semi-stable si ǫI = ǫP , ˿+ = ˿− = −, |Iǫ − Pǫ| = 1 pour ǫ =  et n
′([u]) = 0 pour
tout [u] ∈ [V P (̐)].
3. On dit que n, cusp est instable dans tous les autres cas.
Remarque: soit (̑, ǫ) un parame`tre discret de niveau ze´ro. Le couple n̑,ǫ, cusp qui lui est associe´ avec la
repre´sentation de Springer-Lusztig est stable si et seulement si pour tout [u] ∈ [V P (̐)] 6= [1], ǫ[u] est le
caracte`re trivial et si U[1],− = ∅ (avec les notations de 2.1); n̑,ǫ, cusp est semi-stable si ǫ[u] ≡ −1 pour tout
[u] ∈ [V P (̐)] 6= [1] et si U[1],+ = ∅. Et n̑,ǫ, cusp est instable dans tous les autres cas.
On rappelle les formules donne´es dans 3.3. Pour [u] 6= [1], la traduction de n′([u]) = 0 ou n′′([u]) = 0 en terme
du caracte`re du groupe des composantes est claire .
Le cas de u = 1 est plus complique´. On regarde d’abord la partie cuspidale; a` chaque orbite Uu,ǫ′ munie de
son caracte`re du groupe des composantes est associe´ un entier ku,ǫ′ par la repre´sentation de Springer ge´ne´ralise´e.
On fixe u, ǫ′ ∈ {1} et on montre d’abord l’e´quivalence:
ku,ǫ′ = 0⇔ |Iu − Pu| = 1 et ˿u = ǫ
′.
En effet, on ve´rifie d’apre`s les formules donne´es que ku,˿u = (Iu + Pu − 1)/2 et ku,−˿u = (|Iu − Pu| − 1)/2. Et
l’e´quivalence est alors claire, en tenant compte du fait que Iu est impair alors que Pu est pair par hypothe`se.
Ensuite, c’est presque les de´finitions que Uu,ǫ′ = 0 est e´quivalente a` ku,ǫ′ = 0 et n
˽(u) = 0 ou` ˽ =′ si ǫ′ = + et
′′ si ǫ′ = −.
5.2 Stabilite´, the´ore`me
On fixe une donne´e cuspidale cusp et n ∈ D(̐).
The´ore`me: soit ̏ ∈ C[Wˆn,cusp] et soit Φ := k̐ ̊ ◦ ̂(̏). Alors Φ est stable si et seulement si n, cusp est
stable; de meˆme Φ est semi-stable si et seulement si n, cusp est semi-stable et Φ est instable si et seulement si
n, cusp est instable.
On suit la me´thode de [8] 3.20 (qui de´montre le meˆme the´ore`me dans le cas ou` [V P (̐)] = [1]. On e´crit
Φ := (Φiso,Φan). On fixe un e´le´ment semi-simple fortement re´gulier g ∈ SO(2n + 1, F )iso et on e´tudie les
inte´grales orbitales de Φiso pour les e´le´ments de la classe de conjugaison stable de g ainsi que celles de Φan
pour la classe de conjugaison stable dans SO(2n + 1, F )an quand elle existe. Il est clair que ces inte´grales
orbitales sont nulles si g n’est pas elliptique et compact. On e´crit g = gsgu comme en 4.1. L’ensemble [V P (gs)]
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est inde´pendant de g dans sa classe de conjugaison stable et quand g varie dans sa classe de conjugaison
stable vue dans SO(2n + 1, F )iso ∪ SO(2n + 1, F )an gs varie exactement dans sa classe de conjugaison stable
dans SO(2n + 1, F )iso ∪ SO(2n + 1, F )an. Les classes de conjugaison dans la classe de conjugaison stable
de gs sont parame´tre´es ([11] 1.7) par les collections {♯[̄] ∈ {+1,−1} ≃ {iso, an}}[̄]∈[V P (gs)] de telle sorte
que si gs correspond a` la collection {♯[̄](gs);̄ ∈ [V P (gs)]} le commutant de gs est isomorphe au produit
Aut((F ′[̄])
m[̄] , < , >♯[̄](gs)) ou` F
′
[̄] est une extension non ramifie´e de degre´ 2 de F[̄] l’extension non ramifie´e de
F de degre´ ℓ[̄] (2ℓ[̄] est le cardinal de l’ensemble [̄]) et ou` < , >♯[̄](gs) est une forme unitaire (pour l’extension
F ′[̄] de F[̄]) dont le de´terminant est de valuation paire ou impaire suivant que ♯[̄](gs) = 1 ou −1, si [̄] 6= 1 et
est une forme orthogonale si [̄] = [1] (il n’y a alors pas d’extension de degre´ 2 a` conside´rer); dans ce dernier
cas, on a la meˆme proprie´te´ que pre´ce´demment mais ”parite´ de la valuation du de´terminant” e´tant remplace´
par invariant de Hasse. Pour de´crire les classes de conjugaison dans la classe de conjugaison stable de g, il faut
encore de´crire ou` varie gu quand gs est fixe´. Comme on appliquera le de´but de la section 3 de [8] tel quel, nous
n’avons pas besoin de faire cette description et on renvoie le lecteur a` loc. cite.
Fixons maintenant g = gsgu ∈ SO(2n+ 1, F )iso ∪ SO(2n+ 1, F )an comme ci-dessus et calculons Ig(Φ). On
note ♯(g) l’e´le´ment iso ou an tel que g ∈ SO(2n + 1, F )♯(g). On a de´fini la fonction de Green Q(locgs(Φ)) en
4.1; c’est une fonction a` support les e´le´ments topologiquement unipotents sur le groupe
·[̄]∈[V P (gs)],[̄] 6=1U(m(̄), F
′
[̄]/F[̄])♯[̄](gs) · SO(m([1]), F )♯[1](gs) ·O(m([−1]), F )♯[−1](gs),
ou` les notations sont celles de 4.1. L’e´le´ment gu de´finit une classe de conjugaison d’e´le´ments topologiquement
unipotents dans ce groupe. Pour la suite on notera (locgs(Φ))[̄] la fonction sur le groupe indexe´ par [̄] de´finie
par (locgs(Φ)) quand les points dans les groupes indexe´s par [̄
′] 6= [̄] sont fixe´s.
Fixons une classe de conjugaison stable dans SO(2n + 1, F ) d’e´le´ments semi-simples re´guliers Cst; sans re-
streindre la ge´ne´ralite´, on les suppose compacts (sinon les inte´grales orbitales sont nulles). On note ge´ne´riquement
C les classes de conjugaison incluses dans Cst; les classes de conjugaison le sont pour un groupe, c’est-a`-dire qu’une
telle classe C correspond a` une valeur de ♯ qui est note´e ♯(C). Pour chaque classe C, on fixe un e´le´ment g(C) ∈ C.
On a a` calculer pour Φ comme ci-dessus et pour ♯ fixe´ Ist,♯(Cst,Φ) :=
∑
C∈Cst,♯(C)=♯
ISO(2n+1,F )♯(g(C),Φ). On
e´crit chaque g(C) = gs(C)gu(C). On e´tablit une relation d’e´quivalence entre les C ∈ Cst par C ∼ C
′ si gs(C) est
conjugue´ de gs(C
′); on les supposera alors e´gaux. On e´crira donc gs([C]) plutoˆt que gs(C).
Il existe une classe stable d’e´le´ments semi-simples dont les valeurs propres sont des racines de l’unite´ d’ordre
premier a` p, Cs,st tel que gs([C]) soit un repre´sentant des classes de conjugaison dans Cs,st. On l’utilisera plus
bas mais tout d’abord, on e´crit:
Ist,♯(Cst,Φ) :=
∑
[C]∈Cst/∼,♯(C)=♯
∑
C∈[C]
I
CentSO(2n+1,F )♯(gs([C]))(gu(C), locgs([C])̊ ◦ ̂ ̏).
On utilise 4.2 pour re´crire, pour [C] fixe´e:∑
C∈[C]
I
CentSO(2n+1,F )♯(gs([C]))(gu(C), locgs([C])̊ ◦ ̂ ̏) =
∑
C∈[C]
I
CentSO(2n+1,F )♯(gs([C]))(gu(C), Q ̊ ◦ ̂Xcusplocgs([C])˜(̏)).
On utilise tout de suite le fait que [V P (gs([C]))] est inde´pendant de [C] dans Cst; ce qui varie sont les invariants
des formes < , >[̄], cf. 4.1 et ci-dessus. On remplace donc la notation [V P (gs)] par [V P (Cst)]. On de´compose
la somme ci-dessus en produit sur les [̄] ∈ [V P (Cst)] et on constate qu’elle est nulle si l’une des composantes
Q̊ ◦ ̂Xcusp(locgs([C ]˜(̏))[̄] est instable. La condition d’instabilite´ pour ce genre de fonction (c’est a` dire pour
des fonctions dans l’image de Q̊ ◦ ̂) est de´crite dans [8] 3.4 pour les groupes unitaires (c’est-a`-dire ici pour
[̄] 6= 1) et en [8] 3.12 pour les groupes orthogonaux (c’est-a`-dire ici pour [̄] = [1]). Pour [̄] 6= [1], on a
instabilite´ si m′([̄])m′′([̄]) 6= 0. Pour ̄ ∈ {1}, on a les donne´es pour le support cuspidal des fonctions de
Green qui sont | ˜cusp| c’est-a`-dire: |r′ǫ| := (I+ + ǫ˽I−)/2, ou` ˽ = + ou − de fac¸on a` ce que |r
′
+| soit impair et
|r′′ǫ | := |
(
(−1)(I+−1)/2˿+P+ + ǫ(−1)
(I−−1)/2˿−P−
)
/2|. Ainsi ˽ = (−1)1+(I++I−)/2 et |r′′ǫ | = |(P+ + ǫ˽˿+˿−P−)|.
Pour que les inte´grales ne soient pas nulles, il faut que M ′(̄) := m′(̄) − (r′̄)
2 soit un entier pair (≥ 0) et
la meˆme proprie´te´ pour M ′′(̄) := m′′(̄)− (r′′̄)
2. Pour ǫ = , le terme correspondant a` ̄ = ǫ est instable si et
seulement si soit ||r′ǫ| − |r
′′
ǫ || > 1 soit r
′
ǫr
′′
ǫM
′′(ǫ) ou soit M ′(ǫ)M ′′(ǫ) = 0. On remarque que
|r′ǫ| − |r
′′
ǫ | = |I+ + ǫ˽I−| − |P+ + ǫ˽˿+˿−P−|. (∗)
On a donc instabilite´ si l’une des conditions I+ + I− − |P+ + ˿+˿−P−| ∈ {−2, 0, 2}, |I− − I−| − |P+ −
˿+˿−P−| ∈ {−2, 0, 2} n’est pas satisfaite. On remarque que I+ + I− − |I+ − I−| ≥ 2 et que si P+P− 6= 0,
P+ + P− − |P+ − P−| ≥ 4 pour des questions de parite´. Ainsi si ˿+˿− 6= +, c’est-a`-dire vaut - et si P+P− 6= 0
la diffe´rence entre I+ + I− − |P+ − P−| et |I+ − I−| − (P+ + P−) est au moins 6. On ne peut donc avoir les
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deux conditions satisfaites en meˆme temps. Ainsi, on a instabilite´ si P+P− 6= 0 mais ˿+˿− = −. Si P+P− = 0,
en reprenant les notations, ǫI et ǫP de 4.1, on a donc P−ǫP = 0 et on ve´rifie que ne´cessairement I−ǫI = 1.
On a donc de´ja` de´montre´ que l’on a instabilite´ sauf si soit ˿+˿− = + soit P−ǫP = 0 et I−ǫI = 1.
Re´crivons les conditions (*) ci-dessus sous la forme plus simple (IǫI − PǫP )  (I−ǫI − P−ǫP ) ∈ {−2, 0, 2} et
encore
(IǫI − PǫP ) ∈ {−1, 1}; (I−ǫI − P−ǫP ) ∈ {−1, 1}. (∗)cusp
On rappelle la convention que ǫI = ǫP si (I+ − I−)(P+ − P−) = 0 et que ǫI = ǫP = + si I+ = I− et P+ = P−.
On a donc instabilite´ au moins s’il existe [̄] ∈ [V P (Cst)] tel que m
′([̄])m′′([̄]) 6= 0 (en remplac¸ant m′ par
M ′ et m′′ par M ′′ si ̄ = 1 ou si (*)cusp n’est pas satisfaite ou encore s’il existe ǫ =  tel que M
′([ǫ]) = 0,
M ′′(ǫ) 6= 0 et r′ǫr
′′
ǫ 6= 0.
Par les re´fe´rences de´ja` donne´es, on sait aussi quand ces sommes partielles ne de´pendent que de l’invariant
♯[̄] de < , >[̄] ou sont inde´pendantes du choix de [C] dans Cgs . Il faut simplement faire attention que locgs[C]
de´pend de [C] dans Cst par ce qui est note´ ccusp(gs) en 4.1 et donc (en supprimant ce qui est encore inde´pendant)
par le signe:
(̀′+̀
′
−)
(IǫI−1)/2(̀′′+̀
′′
−)
(IǫP −1)/2 ·
{
1 si ˿ǫP = +
̀′′+̀
′′
− si ˿ǫP = −
·


1 si ǫI = ǫP = +
̀′−̀
′′
− si ǫI = ǫP = −
̀′− si ǫI = −, ǫP = +
̀′′− si ǫI = +, ǫP = −.
Il est temps d’utiliser les proprie´te´s des formes < , >ǫ pour ǫ =  et de leur “re´duction” (rappele´es en [8] 3.11):
̀′ǫ̀
′′
ǫ est calcule´ par le discriminant de la forme < , >ǫ et ̀
′
ǫ comme ̀
′′
ǫ sont soit l’invariant de Hasse soit son
oppose´ (le choix de´pend du discriminant). Ainsi, dans la formule ci-dessus, si ǫI 6= ǫP , ccusp(gs([C])) de´pend de
l’invariant de Hasse de l’une des formes < , >ǫ et pas de l’autre: en effet le premier terme de´pend du produit
des 2 invariants de Hasse, le deuxie`me terme de´pend soit du produit soit vaut 1 et le troisie`me terme de´pend de
l’un des invariants de Hasse exactement. Par contre si ǫI = ǫP alors ccusp(C) de´pend du produit des invariants
de Hasse quand ˿ǫP = − et est constant si ˿ǫP = +.
Comme la seule chose qui est fixe´e pour les classes de conjugaison dans la classe de conjugaison stable de gs
a` l’inte´rieur d’un groupe SO(2n+ 1, F )♯ ou` ♯ est fixe´ est le produit sur tous les [̄] des invariants ♯[̄] (qui sont
les invariants de Hasse pour ̄ = 1), on voit aise´ment que l’on a encore instabilite´ s’il existe [̄] ∈ [V P (Cst)]
tel que le terme correspondant de´pend de l’invariant ♯[̄] de la forme < , >[̄] et qu’il existe ̄
′ ∈ [V P (Cst] tel
que le terme correspondant ne de´pend pas de l’invariant de la forme < , >[̄′]. Et on aura stabilite´ si aucun
des termes n’en de´pend et semi-stabilite´ si tous les termes en de´pendent. Ainsi la stabilite´ se produit quand
m′′([̄]) = 0 pour tout [̄] ∈ [V P (Cst)]−{−1,+1} et si le produit des termes correspondant a` +1 et −1 est aussi
inde´pendant des invariants de Hasse. Comme on l’a vu ci-dessus, il faut distinguer le cas ǫI 6= ǫP du cas ou` l’on
a e´galite´. Supposons d’abord que ǫI = ǫP ; dans ce cas, si ˿ǫP = +, ccusp(C) est inde´pendant des invariants de
Hasse, il faut donc aussi que les inte´grales en soient inde´pendantes et donc que M ′′(+1) =M ′′(−1) = 0.
Par contre si ˿ǫP = −, toujours sous l’hypothe`se ǫI = ǫP , il faut |r
′
ǫ||r
′′
ǫ | = 0 et M
′(ǫ) = 0 pour ǫ = . Pour
avoir stabilite´, on a de´ja` vu qu’il faut P−ǫP = 0 et I−ǫI = 1. La condition |r
′
ǫ||r
′′
ǫ | = 0 e´crite pour ǫ = ˽, donne
(I+ + I−)|(P+ − −P−)| = 0. D’ou` P+ = P− = 0 et on retrouve aussi IǫI = 1 en utilisant (∗)cusp. D’ou` par
convention ˿+ = ˿− = + ce qui contredit ˿ǫP = −.
Terminons le cas de la stabilite´ quand ǫI = ǫP ; la stabilite´ est alors e´quivalente a` m
′′([̄]) = 0 pour tout
[̄] 6= 1 et pour ̄ = 1, il faut M ′′(̄) = 0, ˿+ = ˿− = + et (*)cusp. On remarque que la condition ǫI = ǫP
couple´e avec (*)cusp est e´quivalente a` |I+ − P+| = 1 et |I− − P−| = 1. Il faut encore utiliser le fait que
la localisation est non nulle si l’ensemble D(̐, gs) n’est pas vide; c’est-a`-dire qu’il existe donc une collection
̆′([u], [̄]), ̆′′([u], [̄]) satisfaisant a`:
m′([̄]) =
∑
[u]∈[V P (̐)]
̆′([u], [̄])ℓ[u]/(ℓ[u], (ℓ[̄]), m
′′([̄] =
∑
[u]∈[V P (̐)]
̆′′([u], [̄])ℓ[u]/(ℓ[u], (ℓ[̄]),
pour tout [̄] 6= [1] et une formule analogue quand ̄ ∈ {1}. On a aussi, avec les meˆmes notations, pour tout
[u] ∈ [V P (̐)] 6= 1:
n′([u]) =
∑
[̄]∈[V P ([C])]
̆′([u], [̄])ℓ[̄]/(ℓ[u], (ℓ[̄]), ̆
′′([u]) =
∑
[̄]∈[V P ([C])]
̆′′([u], [̄])ℓ[̄]/(ℓ[u], (ℓ[̄]);
et une formule analogue pour u ∈ {1}. On en de´duit que les conditions n′′([u]) = 0 (si u 6= 1) et N ′′(1) = 0
sont e´quivalentes a` leurs analogues pour m′,m′′ et [̄].
Pour la stabilite´, reste a` voir le cas ou` ǫI 6= ǫP . On a vu que ccusp(gs(C)) de´pend de l’un des invariants de
Hasse; il faut donc que les inte´grales de´pendent elles aussi de l’un des invariants de Hasse exactement. Mais on
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doit donc avoir l’une des conditions r′ǫr
′′
ǫ = 0 qui ne´cessairement entraˆıne soit I+ = I− soit P+ = P−. Et on a
donc imme´diatement une impossibilite´ avec les conventions sur ǫI et ǫP .
Cela termine la preuve en ce qui concerne la stabilite´.
Pour la semi-stabilite´: le raisonnement est du meˆme type, il faut pour tout ̄ 6= 1, m′(̄) = 0. Pour
̄ = 1, on ve´rifie qu’il faut ǫI = ǫP (c’est comme ci-dessus), puis M
′′(̄) = 0 et ˿+ = ˿− = −. Ensuite, on se
rappelle des e´changes induits par Xcusp; on doit e´changer ̆
′([u], ǫ′) et ̆′′([u], ǫ′) pour tout [u] ∈ [V P (̐)] et tout
ǫ′ = 1 (cf. 4.1). On en de´duit que la semi-stabilite´ est e´quivalente a` ce que n′([u]) = 0 pour tout [u] 6= 1
dans [V P (̐)], n′(1) = 0 ainsi que les conditions de´ja` e´crites sur la partie cuspidale. Cela termine la preuve.
5.3 Traduction en termes de parame`tres
La remarque ci-dessous vient d’ide´es de Lusztig avec des comple´ments pour les groupes non connexes de [13].
On conside`re l’ensemble des quadruplets d’entiers positifs ou nuls introduit dans 3.3, pour u =  et ǫ′ = ,
ku,ǫ′ et on pose Iǫ l’entier impair du couple (ku,+ + ku,− +1, |ku,+ − ku,−|) et Pǫ l’entier pair. On pose aussi ˿u
le signe de ku,+ − ku,− avec la convention que si ce nombre est nul ˿u = (−1)
ku,+ ce qui est compatible avec la
convention de 4.1 car (Iu − 1)/2 = ku,+ dans ce cas.
Remarque: avec les notations pre´ce´dentes, on a l’e´quivalence des conditions:
∀u ∈ {}; |Iu − Pu| = 1 et ˿u = +⇔ ∀u ∈ {} ku,− = 0;
∀u ∈ {}; |Iu − Pu| = 1 et ˿u = − ⇔ ∀u ∈ {} ku,+ = 0.
On a pour u = , |Iu − Pu| = 1 + ku,−˿ǫ et la remarque en de´coule.
La remarque pre´ce´dente motive la de´finition:
De´finition: soit ̑, ǫ un parame`tre discret de niveau 0. On reprend les notations de 2.1 et 3.3. On dit
qu’il est stable si pour tout [u] ∈ [V P (̐)] l’orbite U ′[u] = 0; il est semi-stable si pour tout [u] ∈ [V P (̐) l’orbite
U ′′[u] = 0 et il est instable sinon.
Corollaire: l’espace des fonctions associe´es via la repre´sentation de Springer-Lusztig et les faisceaux car-
acte`res a` un parame`tre discret de niveau ze´ro est forme´ de fonctions stables, semi-stables ou instables si et
seulement si le parame`tre est stable, semi-stable ou instable.
Avec la remarque, cela re´sulte de 5.2 et de la de´finition ci-dessus.
6 Interpre´tation
6.1 Transformation de Fourier
Dans les conjectures de Langlands, les proprie´te´s de stabilite´ ne s’expriment pas comme dans le corollaire ci-
dessus. Ce ne sont pas certains parame`tres qui sont stables mais au contraire ce sont des combinaisons line´aires.
Les 2 fac¸ons d’exprimer le re´sultat se de´duisent l’une de l’autre par une transformation style transformation de
Fourier. Plus pre´cise´ment, on fixe ̐ et on fixe des orbites U[u] pour tout [u] ∈ [V P (̐)] ve´rifiant les conditions
de 2.1 et on note U := {U[u]; [u] ∈ [V P (̐)]}. On note P̐,U l’espace vectoriel complexe de base l’ensemble des
parame`tres discrets de niveau 0 tels que la restriction de ̑ a` IF ·SL(2,C) (cf. 2.1) soit de´termine´e par ̐ et U .
Le principe est de de´finir un produit scalaire sur cet espace, < , > et de de´finir la transformation F , en posant:
∀p ∈ P̐,U ;F(p) :=
∑
p′∈P̐,U
< p, p′ > p′
Et si on a donne´ les bonnes de´finitions, on doit obtenir que l’application F transforme les parame`tres stables
au sens de 5.3 en des combinaisons line´aires stables a` la Langlands; on renvoie aux paragraphes suivants pour
expliquer cette dernie`re notion. Cela a de´ja` e´te´ fait dans [8] par. 6 dans ce qui est, en fait, le cas le plus difficile;
en effet la difficulte´ vient de ce qu’il faut travailler avec des parame`tres elliptiques et non pas des parame`tres
discrets et cette difficulte´ n’apparaˆıt vraiment que quand [V P (̐)] contient +1 et/ou −1.
On dit qu’une orbite unipotente d’un groupe line´aire complexe est elliptique symplectique (resp. orthogonale)
si ses blocs de Jordan sont tous pairs (resp. impairs) intervenant avec multiplicite´ au plus 2; pour le calcul du
commutant, il n’y a pas de changement majeur au lieu d’avoir des groupes O(1), on a un groupe O(2) chaque fois
qu’il y a multiplicite´ 2 (cf. 2.1). Disons qu’un parame`tre ̑, ǫ est elliptique de niveau 0 si ̑|WF est mode´re´ment
ramifie´ comme en 2.1 et avec les notations de loc.cite, pour tout [u] ∈ [V P (̐)] et pour tout ˿ = 1, l’orbite
U[u],˿ est elliptique symplectique ou orthogonale (la diffe´rence entre symplectique et orthogonale e´tant comme
en 2.1). On remarque qu’il y a une diffe´rence pour [u] 6= [1] et pour [u] = [1]. En effet dans le premier cas,
il revient au meˆme de dire que U[u] est discre`te (resp. elliptique) que de dire que chaque U[u],˿ , pour ˿ = 1 est
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discre`te ou elliptique et de plus, ce qui est le plus inte´ressant est que U[u] de´termine chaque U[u],˿ . Ce n’est plus
le cas si [u] = [1]; dans ce deuxie`me cas la multiplicite´ d’un bloc de Jordan dans U[u] a comme seule obligation
d’eˆtre infe´rieure ou e´gale a` 4 et le point le plus grave est que U[u] ne de´termine pas chaque U[u],.
Ici u = 1. On conside`re l’espace vectoriel complexe de base les quadruplets (U[u],, ǫ[u],) et on note
C[Ell[u]] son sous-espace vectoriel engendre´ par les e´le´ments
∑
ǫ[u],+,ǫ[u],−
( ∏
˺+ ∈ Jord(U[u],+);mult+(˺+) = 2,
˺− ∈ Jord(U[u],−);mult−(˺−) = 2
ǫ[u],+(˺+)ǫ[u],−(˺−)
)
(U[u],, ǫ[u],)
ou` U[u], est fixe´ et la somme ne porte que sur les ǫ[u], fixe´s sur l’ensemble des ˺ dans Jord(U[u],) dont la
multiplicite´ mult[u],(˺) est 1.
On a de´fini en [8] 6.11 une involution de C[Ell[u]]; il faut transporter le F du (i) de loc.cit par la bijection
rea du (ii) de loc. cit.. C’e´tait meˆme une isome´trie, mais on n’insiste pas la-dessus ici. C’est trop technique
pour qu’on redonne la de´finition. On note F[u] cette involution.
Conside´rons maintenant le cas de [u] 6= 1; on pose ici C[Disc[u]], l’espace vectoriel complexe de base les
e´le´ments U[u], ǫ[u] ou` est U[u] est discre`te (c’est-a`-dire que tous ses blocs de Jordan ont multiplicite´ 1). Pour
de´finir l’application F[u], on de´finit le produit scalaire:
< (U[u], ǫ[u]), (U
′
[u], ǫ
′
[u]) >[u]:=
= 0, si U[u] 6= U
′
[u],
= ̌(U[u])̌(ǫ[u])̌[u](ǫ
′
[u])
∏
˺∈Jord(U[u]);ǫ[u](˺)=−1
ǫ′[u](˺) sinon,
ou` tous les ̌ sont des signes de´pendant de l’objet dans la parenthe`se; ici on n’a besoin que de ̌[u](ǫ
′
[u]). On le
prend e´gal a` ·˺∈Jord(U[u]),˺≡1[2]ǫ
′
[u](˺).
On pose alors F[u](U[u], ǫ[u]) :=
∑
ǫ′
[u]
< (U[u], ǫ[u]), (U[u], ǫ
′
[u]) >[u] (U[u], ǫ
′
[u]). On remarque aise´ment que
F2[u] = 2
|Jord(U[u])|F[u].
Pour homoge´ne´iser, on de´finit aussi C[Ell[u]]; c’est l’espace vectoriel engendre´ par les e´le´ments:
∑
ǫ[u]
( ∏
˺∈Jord(U[u]);mult(˺)=2
ǫ[u](˺)
)
(U[u], ǫ[u])
ou` U[u], est fixe´ et la somme ne porte que sur les ǫ[u], fixe´s sur l’ensemble des ˺ dans Jord(U[u],) dont
la multiplicite´ mult[u],(˺) est 1. On e´tend F[u] a` C[Ell[u]] en e´tendant la formule de´ja` donne´e en pre´cisant
simplement que le produit ne porte que sur les ˺ dont la multiplicite´ comme bloc de Jordan est 1.
On pose C[Ell̐] := ⊗[u]∈[V P (̐)];[u]C[Ell[u]]. Et on de´finit F := ⊗[u]∈[V P (̐)]F[u]
6.2 Restriction aux parahoriques des repre´sentations
On a de´fini la repre´sentation de Springer-Lusztig en 3.3; suivant [7] 6.5, on modifie le´ge`rement cette de´finition
dans le cas des groupes unitaires, on la note alors SpLell; cela induit alors un changement dans 3.3 que l’on
marque par le changement de notation de SpLell. Soit (̑, ǫ) un parame`tre discret (ou elliptique) de niveau 0;
on note ǫZ la restriction de ǫ a` l’e´le´ment non trivial du centre de Sp(2n,C). Pour ♯ = iso ou an, on dit que
ǫZ = ♯ si ǫZ = 1 quand ♯ = iso et −1 sinon. On note |D| l’involution de [2] et [10] qui envoie une repre´sentation
irre´ductible sur une repre´sentation irre´ductible.
Conjecture: Il existe une bijection entre les parame`tres discrets de niveau 0 ayant ̐ comme restriction
a` IF et ve´rifiant ǫZ = ♯ et les se´ries discre`tes de niveau ze´ro du groupe SO(2n + 1, F )♯ ayant ̐ comme
e´le´ment semi-simple de leur support cuspidal: (̑, ǫ) 7ջ ̉̑,ǫ qui s’e´tend en une bijection, note´e rea, entre
C[Ell̐] et l’espace vectoriel complexe engendre´ par les repre´sentations elliptiques au sens d’Arthur ayant ̐
comme e´le´ment semi-simple de leur support cuspidal avec la proprie´te´: pour tout parame`tre discret de niveau
ze´ro, (̑, ǫ), k̐(̊ ◦ ̂)SpLell(̑, ǫ) est un pseudo-coefficient de |D|reaF(̑, ǫ) (ou plus exactement a les meˆmes
inte´grales orbitales qu’un pseudo-coefficient en les points semi-simples re´guliers elliptiques de SO(2n+ 1, F )♯).
Cette conjecture est de´montre´e dans [12] pour les repre´sentations de re´duction unipotente.
Remarque: la conjecture re´sulte de ([7] 7.) modulo le re´sultat annonce´ dans [3] comme explique´ dans
l’introduction; mais quand [3] sera disponible il faudra s’assurer que le signe qui s’y introduit compense bien la
diffe´rence entre la de´finition de F ici et celle de [7]; en [7], le signe qui s’introduit est
∏
u6=1
∏
˺∈Jord(U[u]);˺≡m([u])+1[2]
ǫ′(˺)
alors qu’ici on a fait le produit sur les blocs de Jordan impair.
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6.3 interpre´tation des re´sultats de stabilite´
On a vu en [8] 4.6 (a` la suite d’Arthur) que la stabilite´ des repre´sentations elliptiques se lit sur les inte´grales
orbitales des pseudo-coefficients, en admettant la conjecture de 6.2 on peut de´crire les combinaisons line´aires de
repre´sentations discre`tes qui sont stables. Soit ̑, ǫ un parame`tre discret de niveau 0 de restriction le caracte`re
̐ a` IF . On note encore ǫZ la restriction de ǫ au centre de SO(2n + 1, F )♯ (ou` ♯ = iso ou an) et on dit que
ǫZ = ♯ si ǫZ = + quand ♯ = iso et − quand ♯ = an.
The´ore`me: Ici on admet la conjecture de 6.2. Soient ♯ = iso ou an et ̑ un parame`tre discret de niveau 0.
(i) La combinaison line´aire: ∑
ǫ;ǫZ=♯
̉̑,ǫ
est stable pour le groupe SO(2n+ 1, F )♯. De plus dans le transfert entre SO(2n+ 1, F )an et SO(2n+ 1, F )iso,
les combinaisons line´aires ǫZ
∑
ǫ;ǫZ=♯
̉̑,ǫ se correspondent (ici ♯ est vu comme un e´le´ment de 1).
(ii) toute combinaison line´aire des repre´sentations ̉̑,ǫ pour ǫ variant avec ǫZ = ♯ est instable si elle n’est
pas proportionnelle a` la combinaison e´crite en (i).
On fixe ♯ = iso ou an et on note C[Ell̐]stable,♯ le sous-espace de C[Ell̐] forme´ de l’image par rea des
combinaisons line´aires stables de repre´sentations elliptiques pour SO(2n + 1, F )♯. Et on note C[Ell̐]st,sst le
sous-espace de C[Ell̐] engendre´ par les parame`tres elliptiques de niveau 0, stables ou semi-stables. On reprend
les notations U ′([u]) et U ′′([u]) de 3.3, l’espace ci-dessus est donc naturellement la somme directe des 2 sous-
espaces, l’un (resp. l’autre) engendre´ par les parame`tres (̑, ǫ) tels que U ′′[u] = 0 (resp. U
′
[u] = 0) pour tout
[u] ∈ [V P (̐)]. Avec la conjecture et le the´ore`me de 5.2 (comple´te´ par la remarque de 5.1), on sait que rea ◦ F
induit entre C[Ell̐]st,sst et C[Ell̐]stable,iso ⊕ C[Ell̐]stable,an. Il suffit donc de calculer l’image par F d’un
parame`tre (̑, ǫ) elliptique de niveau 0 qui soit stable ou semi-stable et de reprojeter sur l’espace vectoriel
engendre´ par les parame`tres (̑, ǫ) ve´rifiant ǫZ = ♯ quand ♯ est fixe´. Fixons donc ˿ =  et calculons l’image
F(̑, ǫ) en supposant que pour tout [u] ∈ [V P (̐)] l’orbite U ˽[u] = 0, ou` ˽ =
′ si ˿ = + et ˽ =′′ si ˿ = −. On espe`re
que le lecteur comprendra une de´composition F(̑, ǫ) = ·[u]∈[V P (̐)]F[u](̑[u], ǫ[u]). Et on calcule F[u](̑[u], ǫ[u])
en supposant d’abord que [u] 6= [1]; d’apre`s la de´finition, on a
F[u](̑[u], ǫ[u]) = ̌(U[u])̌[u](ǫ[u])
∑
ǫ′
[u]
̌[u](ǫ
′
[u])
( ∏
˺ ∈ Jord(U[u]);
ǫ[u](˺) = −1
ǫ′[u](˺)
)
(̑[u], ǫ
′
[u]).
Or ǫ[u](˺) = ˿ par hypothe`se pour tout ˺; la formule ci-dessus se simplifie donc si ˿ = + en
F[u](̑[u], ǫ[u]) = ̌[u](ǫ[u])
∑
ǫ′
[u]
̌[u](ǫ
′
[u])(̑[u], ǫ
′
[u]).
Par contre si ˿ = −, elle se simplifie en:
F[u](̑[u], ǫ[u]) = ̌[u](ǫ[u])
∑
ǫ′
[u]
̌[u](ǫ
′
[u])
( ∏
˺∈Jord(U[u])
ǫ′[u](˺)
)
(̑[u], ǫ
′
[u]).
Le cas de [u] = [1] est exactement celui traite´ en [8] 6.12, et le re´sultat est analogue a` ci-dessus.
En revenant au produit, on obtient dans le cas ˿ = +, avec ̌ un signe qui de´pend de ̑, ǫ:
F(̑, ǫ) = ̌
∑
ǫ′
(̑, ǫ′).
Dans le cas ˿ = −, dans la formule s’ajoute
∏
˺∈∪[u]Jord(U[u])
ǫ′(˺) qui n’est autre que ǫ′Z . Quand on se´pare les
2 morceaux, celui correspondant a` ♯ = iso et ♯ = an, ǫ′Z est constant dans chaque morceau.
Pour pouvoir en de´duire le re´sultat de stabilite´ cherche´e, il faut utiliser la conjecture 6.2 qui permet de
calculer les inte´grales orbitales des caracte`res des repre´sentations pour les e´le´ments elliptiques. Mais il faut
d’abord enlever |D|. Or pour toute repre´sentation ̉ irre´ductible et pour tout e´le´ment elliptique ˼ de G le
caracte`re de ̉ et de |D|̉ co¨ıncident en ˼ au signe (−1)rgG−rgPcusp,̉ , ou` Pcusp,̉ est le sous-groupe parabolique
de G minimal pour la proprie´te´ que resP (̉) est non nulle. Pour ̉ de la forme ̉(̑, ǫ), (−1)
rgG−rgPcusp,̉ =∏
˺∈∪[u]Jord(U[u]);˺≡0[2]
ǫ(˺). On a ainsi de´montre´ que la distribution
∑
ǫ′
( ∏
˺∈∪[u]Jord(U[u])
ǫ′(˺)
)
̉(̑, ǫ′)
est stable et que pour ♯ = iso ou an les seules distributions stables sont les sous-sommes de la somme ci-dessus
ou` l’on ne somme que sur les ǫ′ tels que ǫ′Z = ♯. Cela donne le re´sultat annonce´.
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