The cost of spatial-join processing can be very high due to the large sizes of spatial objects and the computation-intensive spatial operations. A filter-and-refine strategy is usually used to reduce the computing cost of spatial join when the number of spatial objects is large. In this paper we propose a method that aims to minimize the I/O cost at the refinement step. A graph model is introduced to formalize the I/O cost, and a matrix-based algorithm is developed to cluster objects (data) such that the objects in the same cluster are closely related. The objects in the same cluster will be brought together into the main memory for the refinement process, and the I/O cost of fetching objects into memory can, thus, be reduced. Experiments have been conducted and the results have shown that our method can save 20-35% of I/O cost compared to the cases where no clustering or a little clustering is done.
INTRODUCTION
Spatial joins are among the most important operations in spatial databases, yet the cost of spatial join can be very high due to the large sizes of spatial objects and the computationintensive spatial operations. Much effort has been expended in reducing the spatial-join cost in the last decade [1, 2, 3, 4, 5, 6, 7] .
Spatial-join operations, such as crosses, intersects, connected to, adjacent to, within distance etc., may take a long time when there is a large number of spatial objects [8] . Consider a query in spatial databases to find all the residential properties within a distance of 200 meters of a chemical factory. Let two spatial tables be property(address, type, boundary) and factory(name, type, boundary), both having the spatial attribute boundary of polygon type. Then this query can be expressed using an SQL-like statement as SELECT property.address, factory.name FROM property, factory WHERE factory.type = 'chemical' AND property.type = 'residential' AND property.boundary WITHIN DISTANCE 200 factory.boundary;
This query has two aspatial selection predicates and one spatial-join predicate (i.e. within distance n). Since the spatial-join operation is costly in computation and it takes a long time when there is a large number of residential properties and chemical factories, a filter-andrefine technique [3, 9] is often used to eliminate most of the spatial objects before executing this expensive spatial-join operation. At the filtering step, a weaker predicate for the spatial predicate is applied on the approximations of spatial objects to produce a list of candidates; then a refinement step follows to drop the 'false hits' of the candidates by applying a full test of the spatial operation on the full geometry of spatial objects. At the refinement step, the full geometry descriptions of the candidates will be loaded into the main memory for the final spatial-join operation. Since the memory size is limited, it can keep only a limited number of spatial objects for computation. In such a case, an object could be fetched several times when it is needed for spatial-join operations. Experiments have shown that disk accesses at the refinement step takes a significant amount of time, compared to the CPU time for spatial join [4, 10] . We also found that the I/O cost varies significantly with the order in which the candidates are processed. Since an object may have a join operation with several others, if all the join operations that involve this object are scheduled together, then this object needs to be loaded into memory only once to finish all the operations it involves.
In this paper, we propose a method that clusters the candidates such that the total number of disk accesses can CLUSTERING NON-UNIFORM-SIZED SPATIAL OBJECTS TO REDUCE I/O COST FOR SPATIAL-JOIN PROCESSING 385 be minimized. A significant reduction in disk accesses has been achieved and demonstrated through the simulations. The rest of the paper is arranged as follows. In Section 2, we formalize the problem by using a graph model. Section 3 presents a matrix-based algorithm to cluster spatial objects. Section 4 presents an application scenario. Section 5 evaluates our simulation results. Conclusions are presented in Section 6.
PROBLEM DEFINITION

The filter-and-refine strategy
The spatial join is a common spatial-query type that requires a high processing cost due to the large volume of spatial data and the computation-intensive spatial operations. Spatialjoin queries usually access a large number of spatial data.
To reduce the CPU and I/O costs for spatial-join processing, most spatial-join processing methods are performed in two steps (i.e. the filter-and-refine approach). The first step chooses pairs of data that are likely to satisfy the join predicate. The second step examines the predicate satisfaction for all those pairs of data passing through the filtering step.
During the filtering step, a conservative approximation of each spatial object is used to eliminate objects that cannot contribute to the join result, and a weaker condition for the spatial predicate is applied on the approximations. This step produces a list of candidates that is a superset of the joinable candidates. These candidates are usually represented as pairs of object identifiers. All candidates are then checked in the refinement step by applying the spatial operation on the full descriptions of the spatial objects to eliminate the 'false drops'. The join cost can be reduced because the weaker condition is usually computationally less expensive to evaluate, and the approximations are smaller in size than the full geometry of spatial objects. A frequently used conservative approximation of a spatial object is its minimum bounding rectangle (MBR), and a common weaker condition for many spatial operations is the intersection of MBRs of spatial objects [11, 12] . Although the MBR intersection operation can be implemented as a pure aspatial operation using the coordinates of MBRs, the filtering cost can still be very high because those efficient relational-join algorithms cannot be applied to the MBR intersection joins.
There exists a variety of algorithms for realizing the filtering step of spatial-join operations [11] . Some studies use spatial indices to reduce the filtering cost [3, 4, 10, 13, 14, 15, 16] . For example, Brinskhoff et al. proposed to use R-trees for the filtering operations [3] . They identify overlapping MBRs at two levels using the plane-sweep algorithm. First, the MBRs for the R-tree leaf nodes are examined to identify all R-tree pairs, each from one operand table, with overlapping regions. Then, the objects within a pair of R-tree nodes are joined to produce candidates. Other approaches include Z-value based algorithms [9] and data-partitioning-based algorithms [6, 17, 18, 19] . Lo and Ravishankar give an algorithm to build spatial indices to perform spatial-join operations without indices [4] .
Although the filtering algorithms were well studied, limited research has been done to improve the performance of the refinement step. Using the same weaker condition, different filtering algorithms will produce candidates in different orders. Such differences can significantly influence the refinement cost [20] . It is necessary to cluster the candidate set of the filtering result in order to reduce the I/O cost of the refinement step [21] .
Generally, the refinement cost consists of two parts: one is the cost for fetching objects from the database, and the other is the cost of checking the spatial relationship of pairs of objects using the computational geometry algorithm. The former cost dominates the refinement cost when the spatial objects are small, and the latter cost dominates for large spatial objects. In this paper, we focus on the reduction of the former in the refinement step.
Spatial-join operation
Let S and T be the two spatial database tables for a spatialjoin operation, denoted by S ✶ T. Objects in S and T are indexed by their unique IDs. The spatial data of these objects can have different sizes, i.e. they are non-uniform sized. The filter step of the spatial join produces a set of pairs of S and T objects. Let F be the set of ID pairs produced by the filter operation: F = {(sid, tid) | sid and tid are IDs of objects in S and T respectively, whose MBRs satisfy the join predicate} An object referenced in F is called a candidate. Figure 1 shows an example of F . Note that F and the size of spatial data of the objects are available in the main memory after the filter step. F contains only IDs of the candidates, not the data objects.
The refinement step is to perform S ✶ T on the pairs of objects indexed by F to produce the final join results. At this step, the S and T objects need to be fetched into the main memory for the full spatial-join test. Since some candidates may have a join operation with several others, they may need to be fetched several times into the memory for the join operations. Taking the example of Figure 1 , B1 has join relation with A1, A2 and A5. After the join operation with A1 and A2, it may need to be fetched into the memory again when it joins with A5, if it was flushed out of the memory.
Our method is to cluster the objects into groups and then fetch objects in the same group into the memory for processing in a batch. The number of times an object needs to be fetched can thus be minimized.
It is very important to reduce the I/O cost of fetching the full geometry of spatial objects, because it contributes a significant portion of the total cost of performing a spatialjoin operation. To consider the I/O cost, we take the spatialobject size 1 into account. The spatial-object sizes can differ greatly. For example, while a spatial-point object occupies only several bytes of storage, a large polygon object, say the boundary of a lake, may consists of up to tens of thousands of vertices occupying several megabytes of storage. The I/O cost, in this paper, is measured in terms of the size of spatial data that are fetched into the memory for the refinement operation.
A graph model
We introduce a bipartite weighted graph G F = (V F , E F , w), called a spatial-join (SJ) graph, to represent the join relationships between objects referenced in F , where the node set V F are the IDs in F , and the edge set
For each v ∈ V F , the weight w(v) > 0 represents the size of the spatial data of the object. For example, the object sizes of the candidates in F of Figure 1 are given in Figure 2a . Figure 2b shows the SJ graph corresponding to the candidate set in Figure 1 with weights shown inside the cycles of the nodes.
Let d(v) be the number of edges connected to node v. The total I/O cost, C I/O , of fetching objects referenced in F varies in the following range of
space occupies 4 * k * n bytes of memory), in the rest of this paper, for simplicity, we take the number of the vertices of a spatial object as its object size. This also means that we ignore any accompanying data of non-spatial attributes with a spatial object.
The lower bound is achieved when each object is fetched only once, and the upper bound is met where an object is fetched every time it is referenced. To reduce C I/O , our strategy is to consider spatial objects in function of the occurrences they appear in F and rearrange the fetching sequence of the candidates such that the total fetching cost of candidates in the refinement step is minimized. For this purpose, we cluster the candidate objects. The objects in the same cluster are brought into the memory together and processed in a batch. To achieve this, we partition the SJ graph, G F = (V F , E F , w), as follows:
Let p be the maximum memory capacity that is used to hold spatial objects for refinement operation. For any G i , 1 ≤ i ≤ m, the total size of objects in G i must be less than or equal to p:
We assume that the weights for each pair of objects referenced in F must be less than or equal to p; otherwise no solution exists. The objects in a cluster are fetched together into memory for processing, and are thrown away when the next cluster is processed. Therefore, the total I/O cost can be expressed as
or
where |{j |v ∈ V j }| denotes the total number of clusters that contains object v. Let y be
y is the total object size that may need to be reloaded for processing objects that appear in more than one cluster, when processing different clusters. If each object belongs to no more than three clusters, then y can be simplified as
Since v∈V F w(v) is a constant, the optimization of C I/O is to find a partition of G F such that y is minimized. Figure 3 shows two different partitionings of the SJ graph in Figure 2 , where p = 1024. In Figure 3a , edges (A1, B1), (A2, B1), (A3, B2) and (A3, B3) are in one partition, and the rest in the other. B1, B2 and B3 appear in both partitions. So, C I/O is 1163, and y is 61. While in Figure 3b , none of the objects is in both partitions. Therefore, C I/O is 1102, and y is 0 for this case (which is an optimal case).
The problem of minimizing y in graph G F is NP complete [22] . We present a heuristic by using matrix permutation and decomposition approach in the next section.
MATRIX-BASED CLUSTERING ALGORITHM
In this section, we first briefly review a data-clustering algorithm, the bond energy algorithm (BEA) from which our clustering method develops, and then modify it for our candidate-cluster purpose.
BEA and related works
The BEA was first introduced by McCormick et al. [23] as a cluster technique to deal with problem decomposition and data reorganization. It operates upon a raw input objectobject or object-attribute matrix by permuting its rows and columns in order to find informative variable groups and their interrelations. This method is then used for many applications such as production research, imaging, ordering and related engineering problems [24, 25, 26, 27] , and database attribute fragmentation [28, 29] .
Based on whether the rows and columns of the matrix correspond to distinct sets of entries, BEA is classified into two different types. In the one-mode BEA, the rows and the columns both refer to the same set of entries, so the corresponding matrix is square. The two-mode BEA refers to the clustering technique in which the rows and columns of the matrix refer to distinct sets of entries, so the corresponding matrix could have different numbers of rows and columns [27] .
In relational databases, a relation is defined through a set of attributes. In distributed database design, relations are often fragmented and distributed. In order to reduce the communication cost, one should group those related attributes together in a fragment. Motivated by this, Hoffer and Severance [28] introduced the attribute-affinity concept, which describes the degree to which pairs of attributes are accessed together, and then apply the one-mode BEA to the cluster analysis in distributed-database design. Navathe and Ceri [29] extend [28] to a two-phase partitioning algorithm. An iterative binary partitioning method is used to cluster the attributes and then to apply empirical objective functions for attribute fragmentation.
We draw attention to the similarity between the above data partitioning and the candidate-cluster problem by introducing the concept of the SJ matrix. Our method differs from the above in two respects: first, since a non-zero element in the SJ matrix represents (the I/O cost of) a join operation between two spatial objects, we continually decompose the SJ matrix until every non-zero element is inside a cluster, rather than find clumps of strong dependencies among different objects [23] . Second, while BEA requires no predetermination of the number and the size of the groups, our method not only minimizes the number of clusters, but also sets the limit to the total object size of a cluster (the sum of all elements along the main diagonal of the corresponding sub-matrix), as less than or equal to a predetermined memory size in order to load all spatial objects in a same cluster together into memory for spatial-join processing in the refinement step.
The SJ matrix
We use an SJ matrix
where n = |V F |. The memory requirement for the join operation between v i and v j is 2m ij . The elements in the main diagonal of the matrix are the sizes of the objects. Figure 4a is the matrix corresponding to the SJ graph in Figure 2b .
Partitioning an SJ graph into sub-graphs is equivalent to decomposing its SJ matrix into sub-matrices. Our goal of clustering closely related objects is achieved in two steps: (1) permute rows and columns of the matrix such that those 'closely related' objects are closely located in the matrix; and (2) find the dividing point that decomposes the matrix into sub-matrices. The next two subsections discuss the two steps in detail. 
Permutation of the matrix
In order to locate related objects closely in the matrix, we use affinity to measure how close two nodes are related in the SJ graph, which is defined as
For nodes v i , v j ∈ V F , they contribute to the affinity
Two nodes with higher affinity should have a higher chance of being put in the same cluster.
To measure how closely those nodes with high affinity are located together in the matrix, we define the global affinity (GA) of a matrix as
A(i, i − 1) is the affinity of v i with its preceding node, and A(i, i + 1) is the affinity of v i with its succeeding node, in the matrix. For nodes 1 and n, we assume that
represents the global affinity of each node in the matrix with its neighbouring nodes. The higher the GA(M F ) is, the closer the elements of greater values get together, which is the case where the nodes having join relations are located together in the matrix.
In order to get a higher global affinity, we permute the rows and columns of the matrix. The permutation procedure starts from the first column. It compares the GAs by swapping the positions of every pair of columns. If the GA becomes higher after swapping, the two columns swap their positions (the rows should be swapped accordingly to maintain the same relative positions as columns); otherwise the positions of the two columns remain unchanged.
When the permutation is complete, the global affinity of the matrix is maximized. That is, closely related nodes are closely located in the matrix.
Decomposition of the matrix
After the global affinity of the matrix is maximized, we need to partition the matrix so that the objects in one sub-matrix will be in the same cluster. By choosing a dividing point, X, along the main diagonal of the matrix, M F is divided into four sub-matrices M 1,1 (the upper-left part of M F from X), M 1,2 (upper-right), M 2,1 (left-bottom) and M 2,2 (rightbottom). Note that M 1,2 = M T 2,1 because of the symmetry of M F (see Figure 4b ).
The dividing point should be properly chosen so that nodes of high affinity are in the same sub-matrix. To decide this dividing point, we define the fetching cost of a submatrix M k,l (1 ≤ k, l ≤ 2) as: Nodes in M 1,1 (or M 2,2 ) are those having join relations within the cluster of M 1,1 (or M 2,2 ). Nodes in M 1,2 (or M 2,1 ) are those having join relations between the two clusters of M 1,1 and M 2,2 . Since our strategy is to bring the objects in one cluster into memory together to complete all the join operations within the cluster before loading the objects of the next cluster, minimizing the I/O cost of loading the objects into memory, the dividing point should be chosen such that the following function is maximized:
The maximum C X can be achieved where the join relations inside clusters (i.e. C M 1,1 and C M 2,2 ) are maximized, and the join operations between clusters (i.e. C M 1,2 and C M 2,1 ) are minimized.
Once a dividing point is found, the sub-matrices M 1,1 and M 2,2 correspond to two partitions in the SJ graph. When the total size of objects in a partition, which is the sum of the elements along the main diagonal of the corresponding sub-matrix, is greater than p, we need to further divide the sub-matrix into four sub-matrices. This partitioning will be recursively called until the sizes of all partitions are less than or equal to p.
The matrix-based partitioning algorithm is depicted in Algorithm 1, where |M| stands for the number of rows (or columns) of the square matrix M. EXAMPLE 1. Consider the matrix M F in Figure 4a .
Let p = 1024. Figure 4b shows the clustered affinity matrix generated by Algorithm 1. After C X is maximized, the dividing point X is fixed as shown in the figure. M 1,2 (and M 2,1 ) is an all-zero matrix. At this point, the algorithm stops because the total object sizes of both clusters are less than or equal to the given memory size p. M 1,1 determines the first cluster which includes object set {A4, B3, A3, B2, B6}, with join operations {(A4, B3), (A3, B3), (A3, B2), (A6, B2)}. M 2,2 determines the second cluster which includes object set {A5, B1, A1, A2}, with join operations {(A5, B1), (A1, B1), (A2, B1)}. This corresponds to the partitioning shown in Figure 3b. 
Join operations between clusters
Usually, the matrix decomposition is not as clearly cut as that in Figure 4b -there might be some non-zero elements in M 1,2 (and M 2,1 ). The non-zero elements in M 1,2 (and M 2,1 ) correspond to the join operations between clusters represented by M 1,1 and M 2,2 . We need to add this kind of crossing cluster join into one of the two clusters, so that they will not be missed out.
Generally, if M 1,2 (and M 2,1 ) is not an all-zero matrix, those non-zero elements in it can be added to either M 1,1 or M 2,2 to form a new sub-matrix. This work is done by the procedure Inter-cluster-join( ), in Algorithm 2. EXAMPLE 2. Let p = 820. Figure 4c shows an example of matrix decomposition in which M F has been divided into four sub-matrices M 1,1 , M 1,2 , M 2,1 and M 2,1 , with M 1,2 not all-zero matrix. The dividing point of the matrix is 2, the position between objects B2 and B3 along the main diagonal. This means the first two objects (i.e. A6, B2) form the first cluster and the others form the second. The non-zero element m 2,9 (i.e. 35 in M 1,2 ) represents the join operation between objects B2 and A3, that belong to different clusters. We can either add a copy of A3 to the cluster of M 1,1 (thus the join of (B2, A3) can be done in the cluster of M 1,1 ), or add a copy of B2 to the cluster of M 2,2 (thus the join of (B2, A3) can be done in the cluster of M 2,2 ). Using Inter-clusterjoin( ), the non-zero element in M 1,2 is added to M 2,2 in this case, as shown in Figure 4d. 
The clustering algorithm
Algorithm 2 is the complete algorithm that considers the join operations between clusters. For simplicity, we assume a procedure Output-cluster( ) will output the corresponding nodes (or edges or joins) according to the input matrix. A1  B1  A2  B1  A3  B2  A3  B3  A4  B3  A5  B1  A6  B2  A7  A8  A9  A10  A10  A10  A11  A12   B5  B5  B5  B4  B5  B6  B6  B4   t_oid  s_oid   A1  A2  A3  A4  A5  A6   15  5  60  6  161  804  A7  A8  A9  A10  A11  A12  B1  B2  B3  B4  B5  B6   84  200  110 
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Further decomposition to (b) produces matrix (i) in which the dividing point is in position 2. The non-zero element 35 is added to the lower-right sub-matrix this time, and we obtain two sub-matrices as (j) and (k). As both of their total object sizes are less than p, the decomposition stops. The last two clusters are cluster 4 {A6, B2} with unique join operation {(A6, B2)}, and cluster 5 {A1, A2, A3, A4, A5, A12, B1, B2, B3, B4} with join operations {(A4, B3), Let g(n) be the complexity function of our algorithm. We analyse both the best case and the worst case.
First, consider the best case of the execution (i.e. no intercluster joins). Denote f (n) as the complexity of this case. For an ideal matrix decomposition, the two sub-matrices, M 1,1 and M 2,2 , may have the same size of n/2 × n/2. In this case, we can get a recurrence formula for the complexity function as
where α is a constant. As the weight of each object pair is less than or equal to p, either n = 0 or n i=1 m ii ≤ p will become true after running the algorithm recursively for some rounds. Therefore, for a large n, according to the recurrent property of f (n), we have f (n) = 2f (n/2)+αn 2 , or equivalently
This equation is valid for any n that is a power of 2, say n = 2 k . Thus, we have
If n is not a power of 2, there must exist k such that 2 k < n ≤ 2 k+1 . Therefore, we have αn
, which still leads to formula (11) . Secondly, consider the case with inter-cluster joins. Denote F (n) as the complexity of the algorithm in this case. As discussed before, the procedure Inter-clusterjoin( ) produces two sub-matrices M 1,1 and M 2,2 with at least one of their sizes greater than n/2. Without loss of generality, we assume that the non-zero elements in M 1,2 are added to M 2,2 , and the average size of M 2,2 will be 3n/4 (=n/2 + (1 + 2 + . . . + n/2)/n). In this case, we can get a recurrent function as
is the decomposing complexity of M 1,1 while F (3n/4) is the decomposing complexity of M 2,2 . In the worst case, every recursive decomposition would produce a sub-matrix of size 3n/4 × 3n/4. After k times of recursive execution, either the remain size of the sub-matrix becomes 0, or the total object size, n i=1 m ii , of the remain submatrix will be reduced to be less than or equal to p. So, for simplicity, we can assume that n · (
According to the recurrent relation of F (n), we can derive 
Using n = (
n. Following the discussion above, it is not difficult to prove that formula (12) holds for the case where n = ( 4 3 ) k (the proof is omitted here).
This implies
As the complexity of our algorithm is always greater than or equal to f (n), and less than or equal to
APPLICATIONS
Now let us consider an application of our method in spatialjoin processing.
Consider the following query in a spatial database: find all Parliament Members who serve a district with an area greater than 1000 square kilometres and who own land property within the district.
Let the two tables be PM(Name, IdNumber, Gender, District) and Land(LandNum, Owner, OwnerIdNumber, LandArea), where District, which the PM represents, and LandArea are spatial attributes of polygon type. Then this query can be expressed using an SQL-like query language as Suppose a query optimizer is invoked to generate an execution plan that executes the two non-spatial selection operations before the spatial join (i.e. LandArea WITHIN District) in order to minimize the total query execution time by reducing the operand sizes for the more expensive spatial-join operations [30, 31] . Now we just consider the join processing on the spatial attributes. Using our method, spatial objects in the two tables are indexed by their unique IDs. During the filtering step, a set of ID pairs of District and LandArea objects (i.e. F ) is produced. The spatial objects referenced in F will be fetched into the memory for the full spatial test during the refinement step.
In order to reduce the I/O cost, we propose to insert a clustering and cluster-scheduling 2 phase between the filtering and refinement steps. The IDs indexed in F are clustered into clusters, and the resulting clusters are then scheduled for processing in the refinement step. That is, once a set of clusters is formed, the objects referenced in the same cluster will be fetched into the memory for the refinement operations in a batch. After one cluster is 1 1 1 1 . 1 . . C 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 1 1 1 1  C 5 . . . . . . . . . 1 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 1 1 . . . . . . . . . . .  C 6 . . . . . . 1 1 1 1 . 1 . . . . . . . . . . . 1 1 . . . . . . . . . . . . . . . . . . . . . . . . .  C 7 1 . . 1 1 . . . . . . . . . . . . . . . 1 . . . . . . . . . . . . . . . . 1 . . . . . . . . . . . .  C 8 . 1 1 . . 1 . . . . . . . . . . . . . . 1 1 1 . . . . . . . . . . . . . . . . . . . . . . . . . . .  C 9 . . . . . . . . . . . . . . . . . . . . . . . 1 . . . . . . . . . . 1 1 . . . 1 1 . . . . . . . . .  C 1 0 . . . . . . . . . . . . 1 1 1 1 . . . . . . . . . . . . . . . . . . . . 1 . . . . . . . . . . . . .  C 1 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 1 . . . . . . . . . . . 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 1 1 1 . . . . . . . . . . . . . . 1 1 . . . . . . . .  C 2 . . . . . . . . . . . . 1 1 . . . . . . . . . . 1 . . . . . . . . . . . . . . . . 1 1 . . . . . . .  C 3 . . . . . . . . . . . 1 1 . 1 . . . . . . . . . . . . . . . . 1 . . . . . . . . . . . . . processed, the objects in the next cluster are fetched into the memory if they are not already in the memory. The overlapping objects between the two clusters need not be fetched into the memory when processing the next cluster. Our cluster scheduling method schedules clusters in such a way that the consecutive clusters in the scheduling sequence have a maximal number of overlapping objects, thus further minimizing the total I/O cost [32] . EXAMPLE 4. For a given spatial database, the above spatial query is processed as follows. The spatial objects and their MBRs of both PM and Land tables are stored and indexed. After the filtering step, the candidate set F is generated, as graphically shown as a bipartite graph in Figure 6 , in which nodes are IDs of spatial objects and edges are the join relations between objects. Two data sets are PM.District = {D 1 , D 2 , . . . , D 50 } and Land.LandArea = {L 1 , L 2 , . . . , L 50 }. In this example, the object size is measured in terms of the number of twodimensional vertices of the object, which changes from 22 to 134 (i.e. 22 ≤ w(v) ≤ 134 for all v ∈ PM.District ∪ Land.LandArea), with an average size of 81. There are in total 113 join operations in the candidate set. Let the prefixed memory size (i.e. the maximum total size of objects in a cluster) for this problem be p = 1024. After clustering, 11 clusters are produced. For simplicity, we assume that the clusters are represented by their incidence matrix (m ij ), that is, m ij = 1 if object v j ∈ C i , and m ij = 0 otherwise, where v j ∈ PM.District ∪ Land.LandArea and C i represents the cluster i (i = 1, 2, . . . , 11). The incidence matrix of the clusters is shown in Figure 7 .
From Figure 7 we see that the total number of objects overlapping between clusters is 16, indicating that those 16 objects may need to be reloaded during the refinement step. By using our clusterscheduling algorithm, the final scheduling sequence is C 1 , C 2 , C 3 , C 9 , C 6 , C 5 , C 7 , C 8 , C 4 , C 11 , C 10 (for a detailed algorithm, see [32] ). The total number of objects that overlap between the consecutive clusters in the scheduling sequence is 13, thus only three objects (i.e. once for L 14 where w(L 14 ) = 76 and twice for L 33 where w(L 33 ) = 55) need to be reloaded during the refinement step. The total I/O cost, in this case, is 8286.
If, instead, the objects are scheduled by the sequence indexed in F (i.e. no clustering), then there will be 31 objects (of 2404 vertices) that need to be reloaded 3 during the refinement step. The total I/O cost is 10504. As the extra cost of our method can be neglected compared with the total object fetching cost, our method saves more than 20 percent of fetching cost when compared with the case where no clustering is done.
SIMULATIONS
The simulation work is to demonstrate the reduction of the I/O costs in spatial-join processing. Using our clustering algorithm to guide the sequence of join operations, the I/O cost can be reduced significantly. The simulations are conducted on a Sun SPARCstation 5.
Our method is simulated against two other sequencing methods, namely the no-clustering method and the sorting method. The no-clustering method uses the original objects of join sequences as supplied by the candidate set. The objects referenced in F are fetched from the disk into the main memory if they are not there at the time when their join operations are processed. Objects are thrown out of the memory based on the FIFO (first-in-first-out) replacement strategy. The sorting method first sorts the candidate set F by one column (e.g. F.sid, the IDs of S objects). After sorting, the same IDs of S objects will be brought together in F . Therefore, each S object will be fetched only once to finish its join operations with all T objects referenced in F . Our method fetches objects, cluster by cluster, into memory for the join processing. After a cluster of objects is processed, another cluster is randomly selected and the objects in the cluster are fetched into the memory for processing. The extra cost of the sorting method and our method can be neglected, when comparing with the total fetching cost.
In the simulations, most spatial datasets are generated while a small portion of datasets is from actual spatial applications. The object sizes change from tens to hundreds of vertices. At each simulation point, the simulation runs ten times. In the following figures, the I/O cost is measured in terms of the total size of the objects that are fetched into the memory for processing (i.e. C I/O value in formula (3)). The I/O costs of the Y -axis are the mean values of C I/O in all runs. Figure 8 shows the I/O cost versus the size of the candidate set (i.e. n). The same set of simulations is conducted twice, by fixing values of p (maximal memory capacity that can be used to hold spatial objects at a time) at 500 and 1000, respectively. From the figure, we can see our method performs consistently better than the other two methods. On average, there is an over-35% saving comparing with the no clustering method, and about a 20% saving comparing with the sorting method. As the size of candidate set grows larger, the performance gain obtained by using our method gets greater (the gap between the curves of our method and the other two methods becomes bigger). It indicates that our method can improve performance significantly, especially when the size of candidate set is large. By changing the values of p, we see the curves all follow a similar trend. It shows that the performance of all three methods is stable and there is little fluctuation during the simulations. Figure 9 shows the I/O cost versus p. In this group of simulations, the average size of candidate sets was fixed at 128 and 256, respectively. Again, the curve of our method is constantly below those of the other two methods. We have No Clustering Sorting Method Our Method measured the similar amount of performance saving as the simulations of Figure 8 . As p increases, the performance differences of the three methods decrease. Eventually all three curves meet at a point where p is large enough to hold all spatial objects in the candidate set. Note that p is usually much less than the total size of spatial objects in the candidate set in large database systems.
CONCLUSIONS
Spatial-join queries are usually processed using a two-step approach, i.e. the filter-and-refinement strategy. The first step eliminates most of the spatial objects that are unlikely to contribute to the query results, and the second step applies the query predicate on the full geometry of candidate objects passing through the first step. However, the remaining set of the first step could still be very large in some spatial-join queries, leading a high loading and computational cost in the second step. In this paper, an enhancement to this twostep processing is proposed which reduces the I/O cost by inserting a clustering and cluster-scheduling phase between the two steps. The candidate set is first gathered into clusters, and the resulting clusters are then scheduled cluster by cluster for processing in the refinement step. The I/O cost can, therefore, be minimized. This paper focuses on a matrix-based method to cluster objects for spatial-join processing. The method is based on the rows and columns permutation to maximize the global affinity of the matrix such that closely related objects are also closely located in the matrix. The objects can then be clustered accordingly. The algorithm is efficient. We have demonstrated that the method could be used for further reducing the I/O cost in spatial-join processing. Simulation results show that, if the spatial-join operations are processed cluster by cluster according to the output produced by our method, the I/O cost, on average, can be reduced by 20-35%.
We intend to make two further extensions to this work in the near future. The first task is to evaluate the benefit of our algorithms with respect to some public domain GIS databases such as the Digital Chart of the World. The second task is to convert the current version of the algorithms into parallel ones to improve their performance.
