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Research Institute for Mathematical Sciences, Kyoto University, Kyoto 606-8502, Japan
Abstract
Based on an embedding formula of the CAR algebra into the Cuntz algebra O2p ,
properties of the CAR algebra are studied in detail by restricting those of the Cuntz
algebra. Various ∗-endomorphisms of the Cuntz algebra are explicitly constructed, and
transcribed into those of the CAR algebra. In particular, a set of ∗-endomorphisms of the
CAR algebra into its even subalgebra are constructed. According to branching formulae,
which are obtained by composing representations and ∗-endomorphisms, it is shown that
a KMS state of the CAR algebra is obtained through the above even-CAR endomorphisms
from the Fock representation. A U(2p) action onO2p induces ∗-automorphisms of the CAR
algebra, which are given by nonlinear transformations expressed in terms of polynomials
in generators. It is shown that, among such ∗-automorphisms of the CAR algebra, there
exists a family of one-parameter groups of ∗-automorphisms describing time evolutions
of fermions, in which the particle number of the system changes by time while the Fock
vacuum is kept invariant.
aE-mail address: abe@kurims.kyoto-u.ac.jp
bE-mail address: kawamura@kurims.kyoto-u.ac.jp
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§1. Introduction
In our previous papers,1, 2) we have presented a recursive construction of the CAR
(canonical anticommutation relation) algebra3) for fermions in terms of the Cuntz
algebra4) O2p (p ∈ N), and shown that it may provide us a useful tool to study properties
of fermion systems by using explicit expressions in terms of generators of the algebra. As
a concrete example of applications, we have constructed an infinite-dimensional (outer) ∗-
automorphism group of the CAR algebra, in which the transformations are expressed in
terms of polynomials in creation/annihilation operators.2) The basic ingredient necessary
for this embedding is called a recursive fermion system and denoted by RFSp, where a
subscript p stands for O2p. As a special example, the standard RFSp, which describes an
embedding of O2p onto its U(1)-invariant subalgebra OU(1)2 , has been introduced, and it
has been shown that a certain permutation representation5, 6) of O2p reduces to the Fock
representation of the CAR algebra. We have also shown7) that it is possible to gener-
alize this recursive construction to the algebra for the FP ghost fermions in string the-
ory by introducing a ∗-algebra called the pseudo Cuntz algebra suitable for actions on
an indefinite-metric state vector space. We have found that, according to embeddings of
the FP ghost algebra into the pseudo Cuntz algebra with a special attention to the zero-
mode operators, unitarily inequivalent representations for the FP ghost are obtained from
a single representation of the pseudo Cuntz algebra.
The purpose of this paper is to develop the study of the recursive fermion system and
to show concretely that it becomes to possible to manage some complicated properties of
the CAR algebra as follows:
(1) Systematic construction of proper (i.e., not surjective) ∗-endomorphisms which are
not necessarily expressed in terms of linear transformations: The existence of proper
∗-endomorphisms is characteristic for the infinite dimensionality of the algebra.
(2) Description of branchings of representations induced by proper ∗-endomorphisms:
By using branchings, various reducible representations or mixed states for fermions
are obtained.
(3) Systematic construction of outer ∗-automorphisms which are not necessarily ex-
pressed in terms of Bogoliubov (linear) transformations: Nonlinearity of transfor-
mations in one-parameter groups of (outer) ∗-automorphisms corresponding to time
evolutions implies that the fermions under consideration are no longer (quasi-)free.
For this purpose, it is necessary to prepare beforehand some useful formulae for
representations,8) embeddings, and ∗-endomorphisms9, 10) of the Cuntz algebra. As for em-
beddings, from a fundamental formula4) for embedding of O3 into O2, we can easily obtain
some basic formulae for embeddings among the Cuntz algebras. Then, using an important
relation between embeddings (of some Od′ ’s into Od) and ∗-endomorphisms (of Od), vari-
ous ∗-endomorphisms of the Cuntz algebra are explicitly constructed. Conversely, from a
set of given ∗-endomorphisms, we may also obtain new embeddings. By composing irre-
ducible permutation representations and ∗-endomorphisms, some branching formulae are
derived.10) Based on these properties of the Cuntz algebra, we study the recursive fermion
systems in detail. First, by restricting the irreducible permutation representations of the
Cuntz algebra, the corresponding representations of the CAR algebra are obtained in the
form of direct sums of irreducible ones. On the other hand, it is also shown that, for a
certain type of irreducible permutation representation of O2, we can construct a RFS1
such that the restricted representation is irreducible. Such a RFS1 gives, in general, an
– 2 –
embedding of the CAR algebra onto a subalgebra of O2 which is not U(1)-invariant. Fur-
thermore, it is shown that a certain RFS1 similar to the above one yields a direct sum of
an infinite number of irreducible representations of the CAR algebra from any irreducible
permutation representation of O2. Next, from some ∗-endomorphisms of O2, we explic-
itly construct ∗-endomorphisms of the CAR algebra, especially, a set of those giving ∗-
homomorphism to its even subalgebra.11, 12) It is shown that, by composing the Fock rep-
resentation and the above even-CAR endomorphisms, we may obtain a KMS state13) of
the CAR algebra with respect to a one-parameter group of ∗-automorphisms describing
the time evolution of a (quasi-)free fermion system. In contrast with some KMS states
of the Cuntz algebra,14, 15, 16) the inverse temperature is not unique since the KMS con-
dition is satisfied only by the induced state of the CAR algebra, but not by that of the
Cuntz algebra. We also give some discussions on the relation to the Araki-Woods classifi-
cation of factors for the CAR algebra.17) Finally, we apply the induced ∗-automorphisms
of the CAR algebra2) to construct one-parameter groups of ∗-automorphisms describing
nontrivial time evolutions of fermions. Since it is possible to describe nonlinear trans-
formations of the CAR algebra by these ∗-automorphisms, the time evolutions are not
restricted to those for (quasi-)free fermions. We explicitly construct some examples for
such one-parameter groups of ∗-automorphisms of the CAR algebra, in which the parti-
cle number changes by time with keeping the Fock vacuum invariant.
The present paper is organized as follows. In Sec. 2 and Sec. 3, we summarize various
properties of the Cuntz algebra and obtain some convenient formulae necessary for our
discussions. In Sec. 4, after reviewing the construction of the recursive fermion system, we
show the relation between RFS1 and RFSp (p ≧ 2). In Sec. 5, we study the restriction of
the permutation representations of the Cuntz algebra. In Sec. 6, various ∗-endomorphisms
of the CAR algebra are explicitly obtained from those of the Cuntz algebra. In Sec. 7,
based on some formulae constructed in the previous sections, it is shown that a KMS
state is obtained from the Fock representation through a certain ∗-endomorphism. In
Sec. 8, we summarize ∗-automorphisms of the CAR algebra induced by a U(2p) action
on O2p , and obtain one-parameter groups of ∗-automorphisms describing nontrivial time
evolutions for fermions. The final section is devoted to discussion.
§2. Properties of Cuntz Algebra: Embedding and Endomorphism
In this section and the next, we summarize some properties of the Cuntz algebrac
necessary for our discussions in the succeeding sections.
First, let us recall that the Cuntz algebra4) Od (d ≧ 2) is a simple C∗-algebra
generated by s1, s2, . . . , sd satisfying the following relations:
s∗i sj = δi,jI, (2.1)
d∑
i=1
si s
∗
i = I, (2.2)
where ∗ is a ∗-involution (or an adjoint operation), I being the unit (or the identity
cThroughout this paper, we restrict ourself to consider the dense subset of the Cuntz algebra.
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operator). We often use brief descriptions as follows:
si1,i2,... ,im ≡ si1si2 · · · sim , (2.3)
s∗i1,i2,... ,im ≡ s∗im · · · s∗i2s∗i1, (2.4)
si1,... ,im; jn,... ,j1 ≡ si1 · · · sims∗jn · · · s∗j1. (2.5)
From the relation (2.1), Od is a linear space generated by monomials of the form
si1,... ,im; jn,... ,j1 with m+ n ≧ 1.
From (2.1) and (2.2), it is obvious that there is a ∗-automorphism α on Od defined
by a U(d) action as follows:
αu(si) =
d∑
j=1
sj uj,i, i = 1, . . . , d ; u = (uj,i) ∈ U(d). (2.6)
Especially, we consider a U(1) action γ defined by
γz(si) = z si, i = 1, . . . , d ; z ∈ C, |z| = 1. (2.7)
Then, the U(1) invariant subalgebra OU(1)d of Od is a linear subspace generated by mono-
mials of the form si1,... ,im; jm,... ,j1 with m ≧ 1.
§§2-1. Embedding
If there exists an injective unital ∗-homomorphism ψ from Od′ to Od, which is defined
by a mapping ψ : Od′ → Od satisfying
ψ(αX + βY ) = αψ(X) + βψ(Y ), α, β ∈ C, X, Y ∈ Od′ , (2.8)
ψ(XY ) = ψ(X)ψ(Y ) X, Y ∈ Od′ , (2.9)
ψ(X∗) = ψ(X)∗, X ∈ Od′ , (2.10)
ψ(Id′) = Id, (2.11)
with Id′ and Id being unit of Od′ and that of Od, respectively, we say that Od′ is embedded
into Od, and call ψ an embedding of Od′ into Od. We also denote an embedding as
ψ : Od′ →֒ Od. In this paper, we always assume the condition (2.11) for embeddings. To
define an embedding of Od′ into Od, it is sufficient and necessary to give a correspondence
of generators between these two Cuntz algebras because of the following reason. Let {s′i |
i = 1, . . . , d′} be generators of Od′ . If Od′ is embedded into Od, define Si ≡ ψ(s′i) ∈ Od
(i = 1, . . . , d′) by the above unital ∗-homomorphism ψ. Then, it is straightforward to
show that {Si | i = 1, . . . , d′} satisfy (2.1) and (2.2) by using (2.8)–(2.11). Conversely, if
there exists a set of elements {Si ∈ Od | i = 1, . . . , d′} satisfying (2.1) and (2.2), it is also
straightforward to construct the ∗-homomorphism ψ : Od′ → Od by defining ψ(s′i) ≡ Si
(i = 1, . . . , d′) and by uniquely extending its domain to the whole Od′ in such a way
that it satisfies (2.8)–(2.11). Therefore, we also denote an embedding by giving a set of
generators as {S1, . . . , Sd′} : Od′ →֒ Od.
In the following, we present some fundamental formulae for embeddings among the
Cuntz algebras.
(1) Fundamental embedding by Cuntz: It is remarkable that Od with arbitrary d
(d ≧ 2) can be embedded into O2. For example, by setting4)
S1 = s1, S2 = s2s1, S3 = (s2)
2s1, . . . , Sd−1 = (s2)
d−2s1, Sd = (s2)
d−1, (2.12)
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where s1 and s2 are the generators of O2, it is straightforward to show that Si’s
satisfy the relations (2.1) and (2.2). This is called Cuntz embedding.
(2) Inductive construction: From any embedding {S1, . . . , Sd} : Od →֒ O2, we can
obtain an embedding of Od+1 into O2 as follows:
{S1, . . . , Sd−1, Sd s1, Sd s2} : Od+1 →֒ O2. (2.13)
(3) Generalized Cuntz embedding: It is straightforward to generalize (2.12) for em-
bedding of O(d−1)n+1 into Od with n ≧ 1 as follows
Si = si for 1 ≦ i ≦ d− 1,
S(d−1)k+i = (sd)
ksi for 1 ≦ k ≦ n− 1, 1 ≦ i ≦ d− 1, (2.14)
S(d−1)n+1 = (sd)
n,
where {si | i = 1, . . . , d} is the generators of Od.
(4) Generalized inductive construction: From any embedding {S1, . . . , S(d−1)n+1} :
O(d−1)n+1 →֒ Od, we can obtain an embedding of O(d−1)(n+1)+1 into Od as follows:
{S1, . . . , S(d−1)n, S(d−1)n+1s1, . . . , S(d−1)n+1sd} : O(d−1)(n+1)+1 →֒ Od. (2.15)
(5) Homogeneous embedding: For Odp , we have its embedding into Od in which all
generators of Odp are mapped homogeneously to elements of Od as follows:
Ψp : Odp →֒ Od,
Ψp(s
′
i) ≡ S(p)i ≡ si1,i2,... ,ip, i− 1 =
p∑
k=1
(ik − 1)dk−1 (2.16)
i = 1, 2, . . . , dp; i1, i2, . . . , ip = 1, 2, . . . , d,
where the correspondence of i− 1 and (ip − 1, . . . , i1 − 1) is the same as that of a
decimal number and its d-ary expression. The embedding Ψp (2.16) for Odp →֒ Od
is constructed inductively with respect to p as follows:
S
(p+1)
(i−1)dp+j = S
(p)
j si for i = 1, 2, . . . , d; j = 1, 2, . . . , d
p, (2.17)
or
S
(p+1)
(j−1)d+i = siS
(p)
j for i = 1, 2, . . . , d; j = 1, 2, . . . , d
p. (2.18)
From (2.16), it is obvious that any monomial si1,... ,in ∈ Od is one of homogeneously
embedded generators {S(n)1 , . . . , S(n)dn } : Odn →֒ Od. It should be noted that, from (2.14)
and (2.15), there is also an embedding of O(d−1)n+1 into Od for any monomial si1,... ,in ∈ Od
such that si1,... ,in can be set on one of embedded generators {S1, . . . , S(d−1)n+1}. Such an
example is given by the following:
Sj =


sj for 1 ≦ j ≦ i1 − 1,
sj+1 for i1 ≦ j ≦ d− 1,
si1,... ,ikj˜ for (d− 1)k + 1 ≦ j ≦ (d− 1)k + ik+1 − 1, 1 ≦ k ≦ n− 1,
si1,... ,ik,j˜+1 for (d− 1)k + ik+1 ≦ j ≦ (d− 1)(k + 1), 1 ≦ k ≦ n− 1,
si1,... ,in−1,in for j = (d− 1)n+ 1,
(2.19)
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where j˜ ≡ j − (d− 1)k.
§§2-2. Endomorphism
An embedding of Od into itself is a unital ∗-endomorphism of Od. A typical
∗-endomorphism of Od is the canonical endomorphism ρ defined byd
ρ(X) =
d∑
i=1
siXs
∗
i , X ∈ Od. (2.20)
Indeed, from (2.1), ρ satisfies ρ(X)ρ(Y ) = ρ(XY ) for X, Y ∈ Od. From (2.2), ρ is unital,
that is, ρ(I) = I, hence Si ≡ ρ(si) satisfy the relations (2.1) and (2.2).
Let U(k,Od) (k ∈ N) be a set of all k × k unitary matrices in which each entry is
an element of Od. Then, any unital ∗-endomorphism ϕ has a one-to-one correspondence
with a unitary u ∈ U(1, Od) given by
ϕ(si) = u si, i = 1, . . . , d, (2.21)
u =
d∑
i=1
ϕ(si) s
∗
i . (2.22)
Likewise, there is a one-to-one correspondence between any unital ∗-endomorphism ϕ and
a d× d unitary v = (vj,i) ∈ U(d, Od) as follows:
ϕ(si) =
d∑
j=1
sj vj,i, i = 1, . . . , d, (2.23)
vj,i = s
∗
j ϕ(si), i, j = 1, . . . , d. (2.24)
It should be noted that, if it is possible to embed Od′ into Od for certain d′ and d, then
any unitary u ∈ U(1, Od) is expressed in the following form:e
u =
d′∑
i=1
S
[2]
i S
[1] ∗
i , (2.25)
where {S [k]1 , . . . , S [k]d′ } (k = 1, 2) are embeddings of Od′ into Od. Indeed, it is straight-
forward to show that u defined by (2.25) satisfies u u∗ = u∗ u = I by using that
{S [k]1 , . . . , S [k]d′ } satisfy (2.1) and (2.2) for each k = 1, 2. Conversely, for an arbitrary uni-
tary u and an arbitrary embedding {S [1]1 , . . . , S [1]d′ } : Od′ →֒ Od, it is possible to obtain
another embedding {S [2]1 , . . . , S [2]d′ } : Od′ →֒ Od in (2.25) as follows
S
[2]
i = u S
[1]
i i = 1, . . . , d
′. (2.26)
Using this formula, we obtain a new ∗-endomorphism from two known embeddings, and
conversely, a new embedding from a known ∗-endomorphism and a known embedding.
dWe always use the symbol ρ for the canonical endomorphism.
eThe symbols S
[k]
i and S
(k)
i should not be confused. The former is used just for distinguishing one
from some others, while the latter denotes the homogeneous embedding.
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For example, for d = 2, d′ = 3, ϕ = ρ, {S [1]1 ≡ s1, S [1]2 ≡ s2,1, S [1]3 ≡ s2,2}, we obtain a
new embedding of O3 into O2 by
S
[2]
1 = ρ(s1), S
[2]
2 = s1,2, S
[2]
3 = s2,2. (2.27)
Although (2.21)–(2.25) are general formulae, they are not convenient to construct
various ∗-endomorphisms explicitly. Next, we present a more effective way to express
a generic ∗-endomorphism of Od in terms of some embeddings of Od′ into Od without
recourse to unitaries. For this purpose, we need the following d+ 1 embeddings:
{S [i]1 , . . . , S [i]di} : Odi →֒ Od, i = 1, . . . , d, (2.28)
{S [d+1]1 , . . . , S [d+1]D } : OD →֒ Od, D ≡
d∑
i=1
di, (2.29)
where di ≡ (d− 1)ni+1 (i = 1, . . . , d) with {n1, . . . , nd} being nonnegative integers. For
di = d, a trivial embedding (i.e., S
[i]
j ≡ sj) is used, while for di = 1, we define S [i]1 ≡ I. It
should be noted that we have D = (d − 1)( d∑
i=1
ni + 1
)
+ 1. Thus, for any {d1, . . . , dd},
there exists an embedding of OD into Od from (2.14). Given the above d+1 embeddings,
we can define a ∗-endomorphism ϕ of Od as follows:
ϕ(si) ≡
di∑
j=1
S
[d+1]
Di−1+j
S
[i] ∗
j , Di ≡
i∑
j=1
dj . (2.30)
Indeed, it is straightforward to show that {ϕ(s1), . . . , ϕ(sd)} satisfy (2.1) and (2.2) by
using (2.28) and (2.29). Conversely, for an arbitrary ∗-endomorphism ϕ of Od and d
arbitrary embeddings {S [i]1 , . . . , S [i]di } : Odi →֒ Od (i = 1, . . . , d), we obtain an embedding
{SDi−1+j ≡ ϕ(si)S [i]j | i = 1, . . . , d ; j = 1, . . . , di} : OD →֒ Od with Di =
i∑
j=1
dj, D = Dd,
which reproduces ϕ(si) itself when substituted into S
[d+1]
Di−1+j
in (2.30). Therefore, any ∗-
endomorphism of Od is expressed in the form of (2.30).
From a ∗-endomorphism ϕ in the form of (2.30), we obtain various ∗-endomorphisms
by using the U(D) action on OD given by (2.6) as follows:
ϕu(si) ≡
di∑
j=1
S
[d+1] ′
Di−1+j
S
[i] ∗
j ,
S
[d+1] ′
k ≡
D∑
ℓ=1
S
[d+1]
ℓ uℓ,k, k = 1, . . . , D, u ∈ U(D).
(2.31)
Especially, by using permutations given by S
[d+1]
i 7→ S [d+1]σ(i) (σ ∈ SD ⊂ U(D)), we obtain
D! ∗-endomorphisms for a given set of d+ 1 embeddings. In the case D = dp+1 (p ∈ N),
we may adopt the homogeneous embedding defined by (2.16) for the embedding of OD in
to Od, S [d+1]i = si1,... ,ip+1 (i = 1, . . . , D; i1, . . . , ip+1 = 1, . . . , d). Then, each permutation
of the indices i ∈ {1, . . . , dp+1} induces a permutation of the multi indices (i1, . . . , ip+1) ∈
{1, . . . , d}p+1 according to the one-to-one correspondence between them given by (2.16).
For simplicity of description, we denote this induced permutation of the multi indices by
the same symbol σ as for the single indices, that is, S
[d+1]
σ(i) = sσ(i1,... ,ip+1) = siσ1 ,... ,iσp+1.
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Hereafter, we assume that ∗-endomorphisms of Od are expressed in terms of a finite
sum of monomials. We, now, consider ∗-endomorphisms ϕ of Od which commute with
the U(1) action γ defined by (2.7). Then, it satisfies the following:
γz
(
ϕ(si)
)
= ϕ
(
γz(si)
)
= z ϕ(si), i = 1, . . . , d, z ∈ C, |z| = 1. (2.32)
Hence, from γz(si1,... ,im; jn,... ,j1) = z
m−n si1,... ,im; jn,... ,j1, each term in ϕ(si) (i = 1, . . . , d)
is a monomial in the form of si1,... ,in+1; jn,... ,j1 with 0 ≦ n ≦ pi (i = 1, . . . , d), where
P ≡ {pi | i = 1, . . . , d} is a set of nonnegative integers. Let p be the maximum of P . By
using (2.2), we can rewrite ϕ(si) (i = 1, . . . , d) into a homogeneous polynomial of degree
(p + 1, p), that is, a finite sum of monomials in the form of si1,... ,ip+1; jp,... ,j1. Here, any
monomial si1,... ,ip (or si1,... ,ip+1) is one of the homogeneously embedded generators of Odp
(or Odp+1) into Od defined by (2.16), hence ϕ is written as
ϕ(si) =
dp∑
j=1
dp+1∑
k=1
ck,j;i S
(p+1)
k S
(p) ∗
j (2.33)
with an appropriate set of coefficients ck,j;i ∈ C. Since {ϕ(si) | i = 1, . . . , d} satisfies
(2.1) and (2.2), the relations among the coefficients ck,j;i’s are obtained as follows:
dp+1∑
k=1
c¯k,j;i ck,j′;i′ = δj,j′δi,i′ ,
d∑
i=1
dp∑
j=1
ck,j;i c¯k′,j;i = δk,k′, (2.34)
hence uk,ℓ ≡ ck,j;i with ℓ ≡ (j − 1)d + i is an element of U(dp+1). Therefore, any ∗-
endomorphism ϕ of Od, which is expressed in terms of a finite sum of monomials, com-
muting with the U(1) action γ is written as follows:
ϕ(si) ≡
dp∑
j=1
S
(p+1) ′
(j−1)d+i S
(p) ∗
j , i = 1, . . . , d,
S
(p+1) ′
ℓ ≡
dp+1∑
k=1
S
(p+1)
k uk,ℓ, ℓ = 1, . . . , d
p+1, u = (uk,ℓ) ∈ U(dp+1).
(2.35)
We call this type of ∗-endomorphism the (p + 1)-th order homogeneous endomorphism.
Here, one should note that if uk,ℓ = δk,ℓ, (2.35) becomes the identity map ϕ(si) = si from
(2.18) as follows:
ϕ(si) =
dp∑
j=1
S
(p+1)
(j−1)d+i S
(p) ∗
j
= si
dp∑
j=1
S
(p)
j S
(p) ∗
j = si, i = 1, . . . , d. (2.36)
Especially, as for the second order homogeneous endomorphism, by setting
u =


v 0 · · · 0
0 v · · · 0
. . .
0 0 · · · v

 ∈ U(d2), v ∈ U(d), (2.37)
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so that we have
S
(2) ′
(j−1)d+i =
d∑
k=1
S
(2)
(j−1)d+k vk,i
=
d∑
k=1
sk,j vk,i, v = (vk,i) ∈ U(d), (2.38)
where use has been made of (2.18) for p = 1, the ∗-automorphism of Od by the U(d)
action (2.6) is reproduced as follows:
ϕ(si) =
d∑
j=1
d∑
k=1
sk,j s
∗
j vk,i
=
d∑
k=1
sk vk,i, i = 1, . . . , d ; v = (vk,i) ∈ U(d). (2.39)
In the case that u in (2.35) is a permutation σ ∈ Sdp+1 ⊂ U(2p+1), ϕ is called
the (p + 1)-th order permutation endomorphism9)f of Od. Explicitly, the permutation
endomorphisms are written in the following:
(1) The second order permutation endomorphism:
ϕ(si) =
d∑
j=1
S
(2)
σ((j−1)d+i)s
∗
j =
d∑
j=1
sσ(i,j) s
∗
j , (2.40)
where σ(i1, i2) denotes a permutation of multi indices (i1, i2) ∈ {1, . . . , d}2 induced
from that of indices i ∈ {1, . . . , d2} by the one-to-one correspondence defined by
i =
2∑
k=1
(ik − 1)dk−1 + 1.
(2) The (p+ 1)-th order permutation endomorphism:
ϕ(si) =
dp∑
j=1
S
(p+1)
σ((j−1)d+i)S
(p) ∗
j =
d∑
j1,... ,jp=1
sσ(i,j1,... ,jp) s
∗
j1···jp, (2.41)
where σ(i1, . . . , ip+1) denotes a permutation of multi indices (i1, . . . , ip+1) ∈
{1, . . . , d}p+1 induced from that of indices i ∈ {1, . . . , dp+1} by the one-to-one cor-
respondence defined by i =
p+1∑
k=1
(ik − 1)dk−1 + 1.
Let PEndp+1(Od) be a set of all (p+1)-th order permutation endomorphisms of Od.
Then, we have
PEnd2(Od) ⊂ PEnd3(Od) ⊂ · · · ⊂ PEndp+1(Od) ⊂ · · · , (2.42)
fAs far as the present authors know, the first nontrivial example of the permutation endomorphisms
other than the canonical endomorphism is the second order one in O3 presented by N. Nakanishi in
private communication. The discussions in this subsection are based on the generalization of his result.
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since a subset of PEndp+1(Od) with Sdp+1 ⊃ Sdp ∋ σ preserving jp in (2.41) (jσp = jp) is
nothing but PEndp(Od) because of (2.2). The canonical endomorphism ρ given by (2.20)
is the special case of the second order permutation endomorphism (2.40) with σ ∈ Sd2
being a product of d(d − 1)/2 transpositions (i, j) 7→ (j, i) with i 6= j. Likewise, ρp is a
special case of the (p+ 1)-th order permutation endomorphism with σ : (i, j1, . . . , jn) 7→
(j1, . . . , jn, i).
Of course, a generic ∗-endomorphism given by (2.30) does not necessarily commute
with the U(1) action γ. We call ∗-endomorphisms not commuting with γ the inhomo-
geneous endomorphisms. A typical example of the inhomogeneous endomorphism in the
form of (2.30) is obtained by setting di = 1 (i = 1, . . . , d− 1) and dd = (d− 1)(n− 1)+ 1
(hence D = (d− 1)n+ 1) with n− 1 ∈ N as follows:
ϕ(si) = S
[d+1]
i , i = 1, . . . , d− 1,
ϕ(sd) =
dd∑
j=1
S
[d+1]
j+d−1S
[d] ∗
j ,
(2.43)
where {S [d]j | j = 1, . . . , dd} and {S [d+1]j | j = 1, . . . , D} are embeddings of Odd and OD
into Od, respectively, in which the order of sj ’s minus that of s∗k’s appearing in at least
one of S
[d+1]
i (i = 1, . . . , d− 1) is not equal to 1.
In (2.43), we can assign an arbitrary n-th order monomial si1,... ,in (i1, . . . , id =
1, . . . , d) to ϕ(s1) by adjusting the embedding (2.19) of O(d−1)n+1 into Od. This fact will
be applied later.
§3. Properties of Cuntz Algebra: Representation and Branching
§§3-1. Permutation representation
A permutation representation5, 6) of Od on a countable infinite-dimensional Hilbert
space H is defined as follows. Let {en | n ∈ N} be a complete orthonormal basis of H. A
branching function system {µi}di=1 on N is defined by
µi : N→ N is injective, i = 1, 2, . . . , d, (3.1)
µi(N) ∩ µj(N) = ∅ for i 6= j, i, j = 1, 2, . . . , d, (3.2)
d⋃
i=1
µi(N) = N. (3.3)
Given a branching function system {µi}di=1 and a set of complex numbers {zi,n ∈ C |
|zi,n| = 1, i=1, . . . , d; n ∈ N}, the permutation representation π ofOd onH is defined byg
π(si)en = zi,neµi(n), i = 1, . . . , d, n ∈ N. (3.4)
By this definition, π(si) is defined on the whole H linearly as a bounded operator. Then,
the action of π(s∗i ) = π(si)
∗ on en is determined by the definition of the adjoint operation.
gThe original definition of the permutation representation of the Cuntz algebra in Ref. 5) is the case
of zi,n = 1 (i = 1, . . . , d, n ∈ N). We have introduced a set of coefficients zi,n according to Ref. 6).
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Since for any n ∈ N there exists a pair {j, m} which satisfy µj(m) = n, we consider
π(si)
∗ on eµj (m):
〈π(si)∗eµj (m)|eℓ〉 = 〈eµj(m)|π(si)eℓ〉 = zi,ℓ〈eµj(m)|eµi(ℓ)〉 = zi,ℓδi,jδm,ℓ
= zi,mδi,j〈em|eℓ〉, ℓ ∈ N, (3.5)
hence we obtain
π(si)
∗eµj(m) = δi,j z¯i,mem. (3.6)
Here, 〈 · | · 〉 denotes the inner product on H. It is, now, straightforward to show that
π(si) and π(si)
∗ defined by (3.4) and (3.6) satisfy the relation (2.1) and (2.2) on any en.
We can classify permutation representations into two types as follows:5, 6, 8)
(1) Permutation representation with a central cycle: There exists a monomial
π(si0,... ,iκ−1) having an eigenvalue z with z ∈ C, |z| = 1. This representation
is denoted by Rep(i0, . . . , iκ−1; z) and a positive integer κ is called the length of
the central cycle. For the special case z = 1, we denote Rep(i0, . . . , iκ−1) ≡
Rep(i0, . . . , iκ−1; 1).
(2) Permutation representation with a chain: There is no eigenvector for any monomial
in si’s and there exists a vector v ∈ H satisfying ‖π(s∗i0,... ,iN )v‖ = 1, (N ∈ N)
for a certain sequence {ik}∞k=0 (ik = 1, . . . , d). This representation is denoted by
Rep({ik}).
Any of other permutation representations is expressed as a direct sum and a direct in-
tegral of (1) and (2) with multiplicity. For Rep(i0, . . . , iκ−1; z), a label (i0, . . . , iκ−1) is
called to be periodic, if ik = iM+k (k = 0, 1, . . . , κ − 1) is satisfied for a certain positive
integer M(< κ) under understanding that the subscripts of ik’s take values in Zκ. The
integer M (if there are more than one, the minimum of such M ’s) is called the period of
the label (i0, . . . , iκ−1). By definition, M is a divisor of κ smaller than κ. If π(si0,... ,iκ−1)
has an eigenvalue z, so does any of its cyclic permutations π(si′0,... ,i′κ−1). Hence all of κ
Rep(i′0, . . . , i
′
κ−1; z)’s obtained by cyclic permutations of a label (i0, . . . , iκ−1) are identi-
fied. Likewise for Rep({ik}), a label {ik}∞k=0 is called to be eventually periodic if there
exist a positive integer M satisfying ik+M = ik for k ≧ N with a nonnegative integer N .
Rep({ik}) and Rep({jk}) are called to be tail equivalent if there exist nonnegative inte-
gers M and M ′ such that ik+M = jk+M ′ (k ∈ N). Two tail equivalent permutation repre-
sentations with chains are unitarily equivalent to each other.6) It is known5, 6) that a per-
mutation representation of Od is irreducible if and only if it is cyclic and its label is not
(eventually) periodic.
In the following, we give explicit realizations of permutation representations. Ac-
cording to each type, it is convenient to rearrange the basis of H in an appropriate form.
Rep(i0, . . . , iκ−1; z) ofOd: The complete orthonormal basis ofH is denoted by {eλ,m |
λ ∈ Zκ, m ∈ N}. The previous basis {en}∞n=1 is recovered by such an identification as
eκ(m−1)+λ+1 ≡ eλ,m. We define the action of π(si) on H by
π(si) eλ, 1 =


eλ−1, i+1 for 1 ≦ i ≦ iλ−1 − 1,
z1/κ eλ−1, 1 for i = iλ−1,
eλ−1, i for iλ−1 + 1 ≦ i ≦ d,
(3.7)
π(si) eλ,m = eλ−1, d(m−1)+i for m ≧ 2. (3.8)
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Then, eλ, 1’s become eigenvectors of operators {π(siλ,... ,iκ−1,i0,... ,iλ−1) | λ ∈ Zκ} as follows:
π(siλ,... ,iκ−1,i0,... ,iλ−1) eλ, 1 = z eλ, 1, λ ∈ Zκ. (3.9)
The set of eigenvectors {eλ, 1 | λ ∈ Zκ} is called the central cycle of Rep(i0, . . . , iκ−1; z).
Here, one should note that the subspace spanned by {eλ,m}∞m=1 for a fixed λ is generated
by the action of nκ-th monomials {sj1,... ,jnκ | n ≧ 0; j1, . . . , jnκ = 1, . . . , d} on eλ, 1. The
special case Rep(1) ≡Rep(1; 1) is called the standard representation and denoted by πs
in Ref. 1):
πs(si) en = ed(n−1)+i, i = 1, 2, . . . , d ; n ∈ N, (3.10)
where en ≡ e0, n. From (3.10), it is straightforward to obtain the following formula:
πs(si1,... ,ik) en = eN(i1,... ,ik;n),
N(i1, . . . , ik;n) ≡ (n− 1)dk +
k∑
j=1
(ij − 1)dj−1 + 1, (3.11)
for i1, · · · , ik = 1, . . . , d ; n ∈ N.
Rep({ik}) of Od: The complete orthonormal basis of H is denoted by {eλ,m | λ ∈
Z, m ∈ N}. We define the action of π(si) on H by
π(si) eλ, 1 =


eλ−1, i+1 for 1 ≦ i ≦ iλ−1 − 1,
eλ−1, 1 for i = iλ−1,
eλ−1, i for iλ−1 + 1 ≦ i ≦ d,
for λ ≧ 1, (3.12)
π(si) eλ,m = eλ−1, d(m−1)+i for λ ≦ 0 or m ≧ 2. (3.13)
Then, we obtain
π(s∗i0,... ,iN ) e0, 1 = eN+1, 1, N ∈ N. (3.14)
The set of vectors {eλ, 1 | λ ∈ Z} is called the chain of Rep({ik}). The subspace spanned
by {eλ,m}∞m=1 for a fixed λ is generated by the action of OU(1)d on eλ, 1. It should be noted
that from an equality
π(s∗iM ,... ,iN ) eM, 1 = eN+1, 1, 0 ≦M ≦ N, (3.15)
it is obvious that Rep({jk}) with {jk ≡ ik+M}∞k=0, which is tail equivalent with {ik},
is obtained from Rep({ik}) by rearranging the basis of H, hence Rep({jk}) is unitarily
equivalent with Rep({ik}).
In concluding this subsection, we remark on an important property of the standard
representation. By using the homogeneous embedding Ψq of Odq (q ≧ 2) into Od defined
by (2.16), the standard representation π
(q)
s of Odq is obtained from π(1)s of Od as follows:
π(q)s = π
(1)
s ◦ Ψq. (3.16)
Indeed, from (2.16), (3.10) and (3.11), we obtain
(π(1)s ◦ Ψq)(s′i)en = π(1)s (si1,... ,iq)en, i =
q∑
k=1
(ik − 1)dk−1 + 1
= e(n−1)dq+i
= π(q)s (s
′
i)en, (3.17)
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where {s′1, . . . , s′dq} and {s1, . . . , sd} are the generators of Odq and Od, respectively. On
the other hand, as for other permutation representations with central cycles of length 1
and eigenvalue 1, we have
π
(1)
i0
◦ Ψq ∼= π(q)i˜0 , i˜0 ≡
dq − 1
d− 1 (i0 − 1) + 1, i0 = 2, . . . , d, (3.18)
where π
(1)
i0
and π
(q)
i˜0
stand for Rep(i0) of Od and Rep(i˜0) of Odq , respectively, and we have
used the symbol “∼=” to denote the unitary equivalence with taking into account that re-
alizations of the representations are different from those given by (3.7). Here, it should
be noted that Ψq(s
′
i˜0
) = (si0)
d, and (3.18) is obvious since there are no other monomials
in si’s having eigenvector except for those only in si0. Generally, for an irreducible per-
mutation representation with a label L = (i0, . . . , iκ−1) (2 ≦ κ <∞), we obtain
π
(1)
L ◦ Ψq ∼=
κq/r⊕
j=1
π
(q)
L˜j
, (3.19)
where r is the least common multiple of κ and q, and {L˜j}κq/rj=1 is a certain set of nonperiodic
labels with length r/q in Odq determined by L and q.
§§3-2. Branching of permutation representations
Let A and B be algebras on C. From a representation π of A and a homomorphism
ϕ : B → A, we have a representation π ◦ ϕ of B by composing π and ϕ. Even if π is
irreducible (or indecomposable), π ◦ϕ is not necessarily so. If it is possible to decompose
π◦ϕ into a direct sum of a family {πλ}λ∈Λ of representations of B, which are representatives
of the unitary equivalence class of representations of B, we write
π ◦ ϕ ∼=
⊕
λ∈Λ
πλ, (3.20)
and call it the branching of π by ϕ. It should be noted that the symbol“∼=”denotes unitary
equivalence. Likewise, for an endomorphism ϕ : A→A, we have a similar branching.
In general, for a given irreducible permutation representation π of the Cuntz algebra,
a branching of π by a kind of ∗-endomorphism ϕ is given by10)
π ◦ ϕ ∼=
⊕
L∈S
πL, (3.21)
where S denotes a certain set of irreducible permutation representations determined by
π and ϕ. Here, we give a few examples in O2 necessary in later discussions. For more
examples and detailed discussions, see Ref. 10).
We consider a family of particular (p + 1)-th order permutation endomorphisms
{ϕσp}p≧1 defined by (2.41) with σp ∈ S2p+1 being the transposition σp(1, j1, . . . , jp) ≡
(1, j1, . . . , jp), σp(2, j1, . . . , jp−1, jp) ≡ (2, j1, . . . , jp−1, jˆp), jˆp ≡ 3− jp:{
ϕσp(s1) = s1,
ϕσp(s2) = s2 ρ
p−1(J), J ≡ s2;1 + s1;2 = J∗ = J−1,
(3.22)
where ρ is the canonical endomorphism of O2 and ρ0(X) ≡ X . Then, it is shown that
ϕσp ◦ ϕσq = ϕσq ◦ ϕσp , p, q ∈ N, (3.23)
(ϕσp)
2 = ϕσ2p , p ∈ N. (3.24)
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Indeed, from the equality
Jρ(X) = ρ(X)J, X ∈ O2, (3.25)
we have
ϕσp(ρ
n(J)) = ρn(J) ρp+n(J), n + 1 ∈ N. (3.26)
Hence we obtain
(ϕσp ◦ ϕσq)(s1) = s1
= (ϕσq ◦ ϕσp)(s1), (3.27)
(ϕσp ◦ ϕσq)(s2) = s2 ρp−1(J) ρq−1(J) ρp+q−1(J)
= (ϕσq ◦ ϕσp)(s2). (3.28)
Now, we consider eigenvectors of operators in the range of πs ◦ϕσp . First, one should
note that (3.22) is rewritten as follows:
ϕσp(si) = si ui, i = 1, 2,
u1 ≡ I, u2 ≡
2p−1∑
j=1
(S
(p)
j+2p−1; j + S
(p)
j; j+2p−1) = u
∗
2 = u
−1
2 ,
(3.29)
where {S(p)j | j = 1, 2, . . . , 2p} denote the homogeneously embedded generators of O2p
into O2 defined by (2.16). By using equalities
u2 S
(p)
j =


S
(p)
j+2p−1 for 1 ≦ j ≦ 2
p−1,
S
(p)
j−2p−1 for 2
p−1 + 1 ≦ j ≦ 2p,
(3.30)
uj1sj2,... ,jp,1 = sj2,... ,jp,j1, j1, . . . , jp = 1, 2 (3.31)
and πs(s1) e1 = e1, we obtain
πs
(
ϕσp(S
(p) ∗
k )S
(p)
j
)
e1 = πs(ukps
∗
kp · · ·uk1s∗k1 sj1,... ,jp) e1
= δk1,j1πs(ukps
∗
kp · · ·uj1 sj2,... ,jp,1) e1
= δk1,j1πs(ukps
∗
kp · · ·uk2s∗k2 sj2,... ,jp,j1) e1
= · · ·
= δk1,j1 · · · δkp,jpπs(sj1,... ,jp) e1
= δk,jπs
(
S
(p)
j
)
e1, j, k = 1, 2, . . . , 2
p. (3.32)
Making πs(ϕσp(S
(p)
k )) act on (3.32) and summing up with respect to k = 1, . . . , 2
p, we
obtain
πs
(
ϕσp(S
(p)
j
)
S
(p)
j ) e1 = πs(S
(p)
j ) e1, j = 1, 2, . . . , 2
p, (3.33)
hence πs(S
(p)
j ) e1 is the eigenvector of (πs◦ϕσp)(S(p)j ). Furthermore, from (3.30) and (3.31),
for any set of indices j1, . . . , jmp+k = 1, 2 with m ∈ N and 1 ≦ k ≦ p, we can show that
there is a unique set of indices j′1(= j1), j
′
2, . . . , j
′
(m−1)p+k = 1, 2 and j = 1, . . . , 2
p such that
sj1,j2,... ,jmp+k = ϕσp(sj′1,j′2,... ,j′(m−1)p+k)S
(p)
j , m ∈ N, k = 1, . . . , p. (3.34)
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As for sj1,... ,jk with k = 1, . . . , p, from πs(s1) e1 = e1, we have
πs(sj1,... ,jk) e1 = πs(sj1,... ,jk) πs
(
(s1)
p−k) e1
= πs
(
sj1,... ,jk(s1)
p−k) e1
= πs
(
S
(p)
j
)
e1, j ≡
k∑
ℓ=1
(jℓ − 1)2ℓ−1 + 1. (3.35)
Therefore, any of the basis {en}∞n=1, which satisfies (3.11) with d = 2 and n = 1, is given
by an action of (πs◦ϕσp)(sj1,... ,jm) (j1, . . . , jm = 1, 2, m ∈ N) on one of the 2p eigenvectors
in (3.33) .
For any divisor κ of p, we can rewrite u2 as
u2 = ρ
(κ) p
κ
−1
( 2κ−1∑
i=1
(
S
(κ)
i+2κ−1; i + S
(κ)
i; i+2κ−1
))
, (3.36)
ρ(κ)(X) ≡
2κ∑
k=1
S
(κ)
k X S
(κ) ∗
k = ρ
κ(X), X ∈ O2, (3.37)
where {S(κ)i | i = 1, 2, . . . , 2κ} denote the homogeneously embedded generators of O2κ
into O2. Then, in the same way as above, it is shown that
πs
(
ϕσp(S
(κ)
i ) (S
(κ)
i )
p
κ
)
e1 = πs
(
(S
(κ)
i )
p
κ
)
e1, i = 1, 2, . . . , 2
κ. (3.38)
From (2.16), we have
(S
(κ)
i )
p
κ = S
(p)
i˜
, i˜ ≡ 2
p − 1
2κ − 1(i− 1) + 1, i = 1, . . . , 2
κ, (3.39)
hence some eigenvectors in (3.33) are reduced to those in (3.38). By writing S
(κ)
i (i =
1, . . . , 2κ) explicitly as
S
(κ)
i = si0,... ,iκ−1, i =
κ∑
k=1
(ik−1 − 1)2k−1 + 1 (3.40)
with i0, . . . , iκ−1 = 1, 2, we obtain
πs
(
ϕσp(siκ−1) (S
(κ)
i )
p
κ
)
e1 = πs
(
(S
(κ)
i′ )
p
κ
)
e1, S
(κ)
i′ ≡ siκ−1,i0,... ,iκ−2 . (3.41)
Therefore, if the set of indices (i0, . . . , iκ−1) is not periodic in the sense stated in Sec. 3-1,
we can see that (πs ◦ ϕσp)(si) (i = 1, 2) act on a set of κ vectors{
πs
(
(si0,... ,iκ−1)
p
κ
)
e1, πs
(
(si1,... ,iκ−1,i0)
p
κ
)
e1, . . . , πs
(
(siκ−1,i0,... ,iκ−2)
p
κ
)
e1
}
(3.42)
in such way that they constitute a central cycle of length κ of the irreducible permutation
representation Rep(i0, i1, . . . , iκ−1) of O2.
From the above discussions, we can, now, show the branching formula of the standard
representation πs by ϕσp as follows:
πs ◦ ϕσp ∼=
⊕
L∈IPRp
πL, (3.43)
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where IPRp denotes a set of all irreducible permutation representations with central cycles
and with eigenvalue 1, in which each length κ of central cycles is a divisor of p. Here, κ
eigenvectors in Rep(L) with a nonperiodic label L = (i0, . . . , iκ−1) (1 ≦ κ ≦ p) is given by
(πs ◦ ϕσp)(siλ,... ,iκ−1,i0,... ,iλ−1) eN(L,λ) = eN(L,λ), λ ∈ Zκ, (3.44)
N(L, λ) ≡ 2
p − 1
2κ − 1
κ∑
ℓ=1
(iλ+ℓ−1 − 1)2ℓ−1 + 1, (3.45)
For better understanding, we explicitly write (3.43) for p = 1, 2, 3, 4 as follows:
πs ◦ ϕσ1 ∼= πs ⊕ π2, (3.46)
πs ◦ ϕσ2 ∼= πs ⊕ π2 ⊕ π1,2, (3.47)
πs ◦ ϕσ3 ∼= πs ⊕ π2 ⊕ π1,1,2 ⊕ π1,2,2, (3.48)
πs ◦ ϕσ4 ∼= πs ⊕ π2 ⊕ π1,2 ⊕ π1,1,1,2 ⊕ π1,1,2,2 ⊕ π1,2,2,2, (3.49)
where πi0,... ,iκ−1 (κ = 1, 2, 3, 4) denotes Rep(i0, . . . , iκ−1). Since it is easy to reconfirm
(3.46), we show it concretely in the following.
From πs(si)e1 = ei (i = 1, 2), which is obtained from (3.10) with d = 2, and
Jsj = sjˆ, jˆ ≡ 3− j, j = 1, 2, (3.50)
we have
(πs ◦ ϕσ1)(s1) e1 = e1, (3.51)
(πs ◦ ϕσ1)(s2) e2 = e2. (3.52)
Furthermore, from (3.50) and u2 = J , we obtain
sj1,j2,... ,jk+1 = ϕσ1(sj′1,j′2,... ,j′k) sj′k+1, j1, j2, . . . , jk+1 = 1, 2, (3.53)
sj′1 ≡ sj1 , sj′ℓ ≡ uj′ℓ−1sjℓ =
{
sjℓ for j
′
ℓ−1 = 1,
sjˆℓ for j
′
ℓ−1 = 2,
ℓ = 2, . . . , k + 1, (3.54)
hence we have
(−1)j′ℓ−1 = (−1)jℓ−1(−1)j′ℓ−1−1, ℓ = 2, . . . , k + 1, (3.55)
(−1)j′k+1−1 =
k+1∏
ℓ=1
(−1)jℓ−1, (3.56)
that is, we have j′k+1 = 1 if the number of 2 in {j1, . . . , jk+1} is even, and j′k+1 = 2 other-
wise. Therefore, any of {en}∞n=1, which is expressed as πs(si1,... ,ik+1) e1 with i1, . . . , ik+1 =
1, 2, is uniquely given by an action of (πs ◦ϕσ1)(sj1,... ,jk) on either e1 or e2 with an appro-
priate set of indices {j1, . . . , jk = 1, 2}. Thus, we obtain (3.46).
Next, we consider the branching number Bp of πs by ϕσp, which is defined by the
number of irreducible permutation representations appearing in the rhs of (3.43). We can
obtain Bp in the following way. First, let Cn be the number of irreducible permutation
representations Rep(i0, . . . , in−1). One should note the following: (1) Rep(i0, . . . , in−1)
is defined up to cyclic permutations of the label; (2) if Rep(i0, . . . , in−1) is periodic, its
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periodicity is a divisor of n except for n itself; (3) the total number of Rep(i0, . . . , in−1)’s
involving reducible or redundant ones is given by 2n. Then, the recurrence formula for
Cn is given by 

C1 = 2,∑
k∈Dn
k Ck = 2
n,
(3.57)
with Dn being the whole set of divisors of n. In terms of Cn, Bp is given by
Bp =
∑
n∈Dp
Cn (3.58)
with Dp being the whole set of divisors of p. Since it is an elementary problem to solve
(3.57), we give here its solution without proof. Let n = nm11 · · ·nmrr be the factorization
of n in prime numbers. Then, Cn (n ≧ 2) is given by
Cn =
1
n
[
2n +
r∑
ℓ=1
(−1)ℓ
∑
k1<···<kℓ
2n/(nk1 ···nkℓ)
]
. (3.59)
In particular, for a prime number n(≧ 2), we have
Cn =
2n − 2
n
. (3.60)
In concluding this subsection, we show that, for any irreducible permutation repre-
sentation with a central cycle, πL, we can explicitly construct a ∗-endomorphism ϕ so
that it yields only the standard representation πs as follows:
πL ◦ ϕ ∼= πs. (3.61)
For example, in O2, (3.61) for L = (1, 2) is satisfied by the ∗-endomorphism ϕ as follows:
ϕ(s1) ≡ s1,2, ϕ(s2) ≡ s2;1 + s1,1;2, (3.62)
which is one of the inhomogeneous endomorphisms defined by (2.43). Indeed, it is straight-
forward to show that ϕ(si1,... ,in) for any index (i1, . . . , in) involves none of monomials in
the form of {(s2,1)m, sj1,... ,jk(s2,1)m−1s∗j1,... ,jk , sj1,... ,jk(s1,2)m−1s∗j1,... ,jk} with j1, . . . , jk =
1, 2; k ≧ 1, and m ≧ 1, hence there is no eigenvector except for (π1,2 ◦ ϕ)(s1). On the
other hand, from (3.62), we have
ϕ
(
(s2)
2m−1) = s2(s1)m−1s∗1 + (s1)m+1s∗2,
ϕ
(
(s2)
2m
)
= s2(s1)
ms∗2 + (s1)
m+1s∗1,
m ≧ 1, (3.63)
hence we obtain
ϕ
(
(s2)
2m+1s1
)
= s2(s1)
ms2,
ϕ
(
(s2)
2ms1
)
= (s1)
ms1,2,
m ≧ 0. (3.64)
Since any monomial sj1,... ,jk,1,2 is uniquely written as a product of the monomials appearing
in the rhs of (3.64), it is rewritten into ϕ(sj′1,... ,j′ℓ) with an appropriate set of indices{j′1, . . . , j′ℓ = 1, 2}. Therefore, any of the basis of Rep(1, 2), {eλ,m | λ = 0, 1; m ∈
N}, which is expressed as π1,2(sj1,... jk) e0, 1 = π1,2(sj1,... jk,1,2) e0, 1, is rewritten into (π1,2 ◦
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ϕ)(sj′1,... ,j′ℓ) e0, 1. Thus, from (π1,2 ◦ ϕ)(s1) e0, 1 = e0, 1, we obtain (3.61) for L = (1, 2).
Besides (3.62), (3.61) is satisfied also by ϕ′(s1) ≡ s2,1 and ϕ′(s2) ≡ s2,2;1+s1;2. However, it
should be noted that the ∗-endomorphism defined by ϕ′′(s1) ≡ s1,2 and ϕ′′(s2) ≡ s1,1;1+s2;2
(or ϕ′′(s1) ≡ s2,1 and ϕ′′(s2) ≡ s1;1+ s2,2;2) does not satisfy (3.61), that is, π1,2 ◦ϕ′′ yields
a direct sum of πs and an infinite number of π2.
In general, in O2, for any πL with a nonperiodic label L = (i0, . . . , iκ−1; z), (3.61) is
satisfied by the ∗-endomorphism ϕ defined by
ϕ(s1) ≡ Sκ+1, ϕ(s2) ≡
κ∑
j=1
SjT
∗
j , (3.65)


S1
Sj
Sκ+1
≡ siˆ0 ,≡ si0,... ,ij−2,iˆj−1 ,
≡ z¯ si0,... ,iκ−2,iκ−1,
2 ≦ j ≦ κ, (3.66)


T1
Tj
Tκ
≡ si0 ,
≡ siˆ0,... ,iˆj−2,ij−1 ,
≡ siˆ0,... ,iˆκ−3,iˆκ−2 ,
2 ≦ j ≦ κ− 1 (3.67)
with iˆ ≡ 3− i, where {S1, . . . , Sκ+1} and {T1, . . . , Tκ} are specific generators of Oκ+1 and
Oκ embedded into O2, respectively.
It is possible to obtain such a ∗-endomorphism also for Od (d ≧ 3), but it is rather
complicated to construct a general formula similar to (3.65)–(3.67). We give here an
example in O3: (3.61) for πL with L = (1, 2, 1, 3) is satisfied by the ∗-endomorphism ϕ
defined by
ϕ(s1) ≡ s1,2,1,3,
ϕ(s2) ≡ s2,
ϕ(s3) ≡ s3; 1 + s1,3; 2,2 + s1,1; 3,2 + s1,2,2; 1,2 + s1,2,3; 2,3 + s1,2,1,1; 3,3 + s1,2,1,2; 1,3.
(3.68)
§4. Recursive Fermion System
In this section, we summarize the construction of the recursive fermion system
(RFSp),
1) which gives embeddings of the CAR algebra into O2p (p ∈ N). We denote the
generators of the CAR algebra by {an | n ∈ N} which satisfy
{am, an} = 0, {am, a∗n} = δm,nI, m, n ∈ N. (4.1)
§§4-1. Definition of RFSp in O2p
Let a1, a2, . . . , ap ∈ O2p , ζp : O2p → O2p be a linear mapping, and ϕp a unital
∗-endomorphism of O2p , respectively. A set Rp = (a1, a2, . . . , ap ; ζp, ϕp) is called a
recursive fermion system of order p (RFSp) in O2p, if it satisfies the following conditions
(i) seed condition: {a j, ak} = 0, {a j, a∗k}=δj,kI, j, k=1, . . . , p, (4.2)
(ii) recursive condition: {a i, ζp(X)}=0, ζp(X)∗=ζp(X∗), X ∈ O2p , (4.3)
(iii) normalization condition: ζp(X)ζp(Y ) = ϕp(XY ), X, Y ∈ O2p (4.4)
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and none of {a1, . . . ,ap} is expressed as ζp(X) with X ∈ O2p . We call a j (j = 1, . . . , p)
and ζp the seeds and the recursive map of RFSp, respectively. The embedding ΦRp of the
CAR algebra into O2p associated with Rp is defined by
ΦRp : CAR →֒ O2p ,
ΦRp(ap(m−1)+j) ≡ ζn−1p (a j) j = 1, . . . , p ; m ∈ N.
(4.5)
We denote ARp ≡ ΦRp(CAR) and call it the CAR subalgebra of O2p associated with Rp.
The simplest example of RFSp is given by the standard RFSp SRp =
(a1, . . . , ap ; ζp, ϕp), which is defined by
a j =
2p−j∑
k=1
2j−1∑
ℓ=1
(−1)
j−1∑
m=1
[ ℓ−1
2m−1
]
s2j(k−1)+ℓs
∗
2j−1(2k−1)+ℓ, j = 1, . . . , p, (4.6)
ζp(X) =
2p∑
i=1
(−1)
p∑
m=1
[ i−1
2m−1
]
siXs
∗
i , X ∈ O2p , (4.7)
ϕp(X) = ρ2p(X) ≡
2p∑
i=1
siXs
∗
i , X ∈ O2p , (4.8)
where [x] denotes the largest integer not greater than x, and ρ2p being the canonical
endomorphism (2.20) of O2p . It is shown that ASRp = OU(1)2p by mathematical induction,
that is, any si1,... ,ik; jk,... ,j1 ∈ OU(1)2p is expressed in terms of an (n ≦ kp).
Especially, SRp for p = 1, 2, 3, 4 are given by
SR1


a1 ≡ s1;2,
ζ1(X) ≡ s1Xs∗1 − s2Xs∗2, X ∈ O2,
ϕ1(X) ≡ ρ2(X) =
2∑
i=1
siXs
∗
i , X ∈ O2.
(4.9)
SR2


a1 ≡ s1;2 + s3;4,
a2 ≡ s1;3 − s2;4,
ζ2(X) ≡ s1Xs∗1 − s2Xx∗2 − s3Xs∗3 + s4Xs∗4, X ∈ O4,
ϕ2(X) ≡ ρ4(X) =
4∑
i=1
siXs
∗
i , X ∈ O4.
(4.10)
SR3


a1 ≡ s1;2 + s3;4 + s5;6 + s7;8,
a2 ≡ s1;3 − s2;4 + s5;7 − s6;8,
a3 ≡ s1;5 − s2;6 − s3;7 + s4;8,
ζ3(X) ≡ s1Xs∗1 − s2Xx∗2 − s3Xs∗3 + s4Xs∗4
− s5Xs∗5 + s6Xx∗6 + s7Xs∗7 − s8Xs∗8, X ∈ O8,
ϕ3(X) ≡ ρ8(X) =
8∑
i=1
siXs
∗
i , X ∈ O8.
(4.11)
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SR4


a1 ≡ s1;2 + s3;4 + s5;6 + s7;8 + s9;10 + s11;12 + s13;14 + s15;16,
a2 ≡ s1;3 − s2;4 + s5;7 − s6;8 + s9;11 − s10;12 + s13;15 − s14;16,
a3 ≡ s1;5 − s2;6 − s3;7 + s4;8 + s9;13 − s10;14 − s11;15 + s12;16,
a4 ≡ s1;9 − s2;10 − s3;11 + s4;12 − s5;13 + s6;14 + s7;15 − s8;16,
ζ3(X) ≡ s1Xs∗1 − s2Xx∗2 − s3Xs∗3 + s4Xs∗4
− s5Xs∗5 + s6Xx∗6 + s7Xs∗7 − s8Xs∗8
− s9Xs∗9 + s10Xx∗10 + s11Xs∗11 − s12Xs∗12
+ s13Xs
∗
13 − s14Xx∗14 − s15Xs∗15 + s16Xs∗16, X ∈ O16,
ϕ3(X) ≡ ρ16(X) =
16∑
i=1
siXs
∗
i , X ∈ O8.
(4.12)
As for the standard RFS1, it is easy to write down si1,... ,ik; jk,... ,j1 ∈ OU(1)2 , k ≧ 1, in
terms of ΦSR1(an) (n ≦ k) explicitly as follows:
si1,... ,ik; jk,... ,j1 = (−1)
k−1∑
m=1
(jm−1)Nm
A1A2 · · ·Ak, (4.13)
Am ≡


ΦSR1(am)ΦSR1(am)
∗ for (im, jm) = (1, 1),
ΦSR1(am) for (im, jm) = (1, 2),
ΦSR1(am)
∗ for (im, jm) = (2, 1),
ΦSR1(am)
∗ΦSR1(am) for (im, jm) = (2, 2),
m = 1, 2, . . . , k, (4.14)
Nm ≡
k∑
ℓ=m+1
(iℓ + jℓ − 2) = ♯
{
i ∈ {im+1, . . . , ik, jm+1, . . . , jk}
∣∣∣ i = 2}. (4.15)
Besides the above standard RFS SRp satisfying ASRp = OU(1)2p , we can construct a
RFS Rp so as to obtainARp 6⊂ OU(1)2p . Let ϕ be an arbitrary inhomogeneous endomorphism
of O2p in the form of (2.43), and define a RFSp by Rp = (a1, . . . ,ap; ζp, ϕp) which is
obtained from (4.6)–(4.8) by replacing si by ϕ(si) (i = 1, . . . , 2
p). Then, the embedding
ΦRp of the CAR algebra into O2p associated with Rp is given by
ΦRp ≡ ϕ ◦ ΦSRp . (4.16)
Since ϕ does not commute with the U(1) action γ defined by (2.7), we have indeed
ΦRp(CAR) = (ϕ ◦ ΦSRp)(CAR) = ϕ(OU(1)2p ) 6⊂ OU(1)2p . For later use, we give two such
examples in the case of p = 1 :

ϕ(s1) ≡ s1,2, ϕ(s2) ≡ s2; 1 + s1,1; 2,
a1 ≡ s1,2,1; 2 + s1,2,2; 1,1,
ζ1(X) ≡ s1,2Xs∗1,2 − (s2;1 + s1,1; 2)X(s1;2 + s2; 1,1),
(4.17)


ϕ(s1) ≡ s1; 1 + s2,1; 2, ϕ(s2) ≡ s2,2,
a1 ≡ s1; 1,2,2 + s2,1; 2,2,2,
ζ1(X) ≡ (s1;1 + s2,1; 2)X(s1;1 + s2; 1,2)− s2,2Xs∗2,2.
(4.18)
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Here, the ∗-endomorphism ϕ in (4.17) is the same as (3.62).
§§4-2. Reduction of the standard RFSp (p ≧ 2) to the standard RFS1
Using the homogeneous embedding Ψp of O2p (p ≧ 2) into O2 defined by (2.16)
with d = 2, it is shown that the standard RFSp reduces to the standard RFS1. In this
subsection, we denote the seeds of the standard RFSp (p ≧ 1) inO2p by a (p)j (j = 1, . . . , p).
First, we show that the following equality is satisfied:
Ψp(a
(p)
j ) = ζ
j−1
1 (a
(1)
1 ), j = 1, 2, . . . , p. (4.19)
Indeed, from (4.6) and (2.18) with d = 2, we have
Ψp(a
(p)
1 ) =
2p−1∑
k=1
S
(p)
2k−1S
(p) ∗
2k =
2p−1∑
k=1
s1S
(p−1)
k S
(p−1) ∗
k s
∗
2 = s1;2 = a
(1)
1 , (4.20)
Ψp(a
(p)
j ) =
2p−j∑
k=1
2j−1∑
ℓ=1
(−1)
j−1∑
m=1
[ ℓ−1
2m−1
]
S
(p)
2j(k−1)+ℓS
(p) ∗
2j−1(2k−1)+ℓ
=
2p−j∑
k=1
2j−2∑
ℓ′=1
[
(−1)
j−1∑
m=1
[
2ℓ′−2
2m−1
]
S
(p)
2j(k−1)+2ℓ′−1S
(p) ′
2j−1(2k−1)+2ℓ′−1
+ (−1)
j−1∑
m=1
[
2ℓ′−1
2m−1
]
S
(p)
2j(k−1)+2ℓ′S
(p) ′
2j−1(2k−1)+2ℓ′
]
=
2p−j∑
k=1
2j−2∑
ℓ′=1
(−1)
j−2∑
m=1
[
ℓ′−1
2m−1
][
s1S
(p−1)
2j−1(k−1)+ℓ′S
(p−1) ∗
2j−2(2k−1)+ℓ′s
∗
1
− s2S(p−1)2j−1(k−1)+ℓ′S(p−1) ∗2j−2(2k−1)+ℓ′s∗2
]
= ζ1(Ψp−1(a
(p−1)
j−1 )) = · · · = ζj−11 (Ψp−j+1(a (p−j+1)1 ))
= ζj−11 (a
(1)
1 ), j = 2, 3, . . . , p, (4.21)
where (2.2) for O2p−1 is used, and Ψ1 should be understood as the identity map on O2.
Likewise, for the recursive map ζp, we have
Ψp(ζp(X)) =
2p∑
i=1
(−1)
p∑
m=1
[ i−1
2m−1
]
S
(p)
i Ψp(X)S
(p) ∗
i
=
2p−1∑
i′=1
[
(−1)
p∑
m=1
[
2i′−2
2m−1
]
S
(p)
2i′−1Ψp(X)S
(p) ∗
2i′−1 + (−1)
p∑
m=1
[
2i′−1
2m−1
]
S
(p)
2i′ Ψp(X)S
(p) ∗
2i′
]
=
2p−1∑
i′=1
(−1)
p−1∑
m=1
[
i′−1
2m−1
][
s1S
(p−1)
i′ Ψp(X)S
(p−1) ∗
i′ s
∗
1 − s2S(p−1)i′ Ψp(X)S(p−1) ∗i′ s∗2
]
= ζ1
( 2p−1∑
i=1
(−1)
p−1∑
m=1
[ i−1
2m−1
]
S
(p−1)
i Ψp(X)S
(p−1) ∗
i
)
= · · · = ζp1 (Ψp(X)), X ∈ O2p . (4.22)
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Therefore, we obtain
(Ψp ◦ ΦSRp)(ap(m−1)+j) = Ψp(ζm−1p (a (p)j ))
= ζ
p(m−1)+j−1
1 (a
(1)
1 )
= ΦSR1(ap(m−1)+j), j = 1, 2, . . . , p ; m ∈ N, (4.23)
hence
(Ψp ◦ ΦSRp)(an) = ΦSR1(an), n ∈ N. (4.24)
From the above calculations, it is straightforward to generalize (4.24) to the following
form:
Ψr,p ◦ ΦSRp = ΦSRr , (4.25)
where Ψr,p denotes the homogeneous embedding of O2p into O2r with r being an arbitrary
divisor of p.
§5. Restriction of Permutation Representations to CAR Subalgebra
In the previous sections, we have discussed on some properties of embeddings, ∗-
endomorphisms, the permutation representations and branchings in the Cuntz algebra,
and introduced the construction of the recursive fermion system. Hereafter, we discuss
on properties of the CAR algebra by restricting those of the Cuntz algebra through the
recursive fermion system.
§§5-1. Fock(-like) representation
As shown in Ref. 1), the restriction of the standard representation π
(p)
s of O2p to ASRp
for an arbitrary p gives the Fock representation, which is denoted by Rep[1], as follows:
π(p)s (an) e1 = 0, n ∈ N, (5.1)
π(p)s (a
∗
n1a
∗
n2 · · · a∗nk) e1 = eN(n1,... ,nk), 1 ≦ n1 < n2 < · · · < nk, (5.2)
N(n1, . . . , nk) ≡ 1 + 2n1−1 + · · ·+ 2nk−1, (5.3)
where we make an identification of ΦSRp(an) with an for simplicity of description. Since
it is obvious that any n ∈ N is expressible in the form of N(n1, . . . , nk)−1, en (n ∈ N) is
uniquely given in the form of the lhs of (5.2), that is, e1 is the unique vacuum and a cyclic
vector of the representation. We can, now, see the fact that the above Fock representation
is strictly common to all p is nothing but a direct consequence of (3.16) and (4.24):
π(p)s ◦ ΦSRp = (πs ◦ Ψp) ◦ ΦSRp
= πs ◦ (Ψp ◦ ΦSRp) = πs ◦ ΦSR1 , (5.4)
where πs is the standard representation of O2.
As a straightforward generalization of the above, we consider the restriction of
Rep(i0; z) (i0 = 1, . . . , 2
p) of O2p to ASRp. From (4.5)–(4.7) and (3.7) with e0, m ≡ em,
we have
π
(p)
i0
(ap(m−1)+j) e1 = δi0,j , 2 (−1)Ni0,j,m z−m π(p)i0 ((si0)m−1si0−2j−1) e1, (5.5)
π
(p)
i0
(a∗p(m−1)+j) e1 = δi0,j , 1 (−1)N
′
i0,j,m z−m π(p)i0 ((si0)
m−1si0+2j−1) e1. (5.6)
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where m ∈ N, j = 1, 2, . . . , p, and i0,j is obtained from i0 ≡
p∑
j=1
(i0,j − 1)2j−1 + 1 with
i0,1, . . . , i0,p = 1, 2; Ni0,j,m and N
′
i0,j,m are certain integers determined by i0, j, m. There-
fore, using a Bogoliubov transformation φi0(= φ
−1
i0
) defined by
φi0(ap(m−1)+j) ≡


ap(m−1)+j for i0,j = 1,
a∗p(m−1)+j for i0,j = 2,
m ∈ N, j = 1, . . . , p, (5.7)
we obtain
π
(p)
i0
(a(i0)n ) e1 = 0, a
(i0)
n ≡ φi0(an), n ∈ N. (5.8)
It is shown in the same way as (5.2) that any of {en}∞n=1 is given by an action of
π
(p)
i0
(a
(i0) ∗
n1 · · · a(i0) ∗nk ) (n1 < · · · < nk) on e1. We call this (irreducible) Fock-like represen-
tation of the CAR algebra the φi0-Fock representation, and denote it by Rep
(p)[i0]. We
have the following relations:
Rep(p)[i0] ≡ Rep(p)(i0; z) ◦ ΦSRp
= Rep(p)(1) ◦ ΦSRp ◦ φi0
= Rep[1] ◦ φi0
= Fock ◦ φi0, i0 = 1, 2, . . . , 2p. (5.9)
§§5-2. Restriction of permutation representation with central cycle to CAR
Now, we consider a generic irreducible permutation representation with a central
cycle and with an eigenvalue z (|z| = 1), Rep(L; z) of O2, where L = (i0, i1, . . . , iκ−1)
denotes the label of the representation. First, let us recall the κ eigenvectors eλ, 1 (λ =
0, 1, . . . , κ− 1) in Rep(L; z) given by (3.9). Then, for n = κ(m− 1) + ℓ with m ∈ N and
ℓ = 1, 2, . . . , κ, we have
πL(an) eλ, 1
= πL
(
ζ
κ(m−1)+ℓ−1
1 (s1;2)
)
eλ, 1
= z¯mπL
(
ζ
κ(m−1)+ℓ−1
1 (s1;2)
)
πL
(
(siλ,... ,iκ−1,i0,... ,iλ−1)
m
)
eλ, 1
= (−1)(m−1)Nλ,κ+Nλ,ℓ−1 z¯mπL
(
(siλ,... ,iλ−1)
m−1siλ,... ,iλ+ℓ−2,1; 2siλ+ℓ−1,iλ+ℓ,... ,iλ−1
)
eλ, 1
= δiλ+ℓ−1, 2 (−1)Nλ,n−1 z¯mπL
(
(siλ,... ,iλ−1)
m−1siλ,... ,iλ+ℓ−2,1,iλ+ℓ,... ,iλ−1
)
eλ, 1, (5.10)
πL(a
∗
n) eλ, 1
= πL
(
ζ
κ(m−1)+ℓ−1
1 (s2;1)
)
eλ, 1
= z¯mπL
(
ζ
(m−1)N+ℓ−1
1 (s2;1)
)
πL
(
(siλ,... ,iκ−1,i0,... ,iλ−1)
m
)
eλ, 1
= (−1)(m−1)Nλ,κ+Nλ,ℓ−1 z¯mπL
(
(siλ,... ,iλ−1)
m−1siλ,... ,iλ+ℓ−2,2; 1siλ+ℓ−1,iλ+ℓ,... ,iλ−1
)
eλ, 1
= δiλ+ℓ−1, 1 (−1)Nλ,n−1 z¯mπL
(
(siλ,... ,iλ−1)
m−1siλ,... ,iλ+ℓ−2,2,iλ+ℓ,... ,iλ−1
)
eλ, 1. (5.11)
where Nλ,j ≡
j−1∑
r=0
(iλ+r − 1) (Nλ,0 ≡ 0) is the number of 2 in {iλ, . . . , iλ+j−1}. One should
note that the subscripts of indices ik’s take values in Zκ. Therefore, using a Bogoliubov
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transformation φL,λ defined by
φL,λ(aκ(m−1)+ℓ) ≡


(−1)Nλ,n−1aκ(m−1)+ℓ for iλ+ℓ−1 = 1,
(−1)Nλ,n−1a∗κ(m−1)+ℓ for iλ+ℓ−1 = 2,
m ∈ N, ℓ = 1, . . . , κ,
(5.12)
we obtain
πL(a
(λ)
n ) eλ, 1 = 0, a
(λ)
n ≡ φL,λ(an), n ∈ N, (5.13)
hence eλ, 1 (λ = 0, 1, . . . , κ−1) is a vacuum for the annihilation operators {a(λ)n | n ∈ N},
and the corresponding Fock space H[λ] is generated by πL(a(λ) ∗n1 a(λ) ∗n2 · · ·a(λ) ∗nr ) eλ, 1 with
n1 < n2 < · · · < nr, r ∈ N. In the special case ni = κ(m − 1) + ℓi (m ∈ N, 1 ≦ ℓ1 <
· · · < ℓr ≦ κ, 1 ≦ r ≦ k), we have
πL
(
a(λ) ∗n1 a
(λ) ∗
n2
· · · a(λ) ∗nr
)
eλ, 1 = z¯
m πL
(
(siλ+1,... ,iλ)
m−1sJ
)
eλ, 1,
sJ ≡ siλ,... ,iλ+ℓ1−2,iˆλ+ℓ1−1,iλ+ℓ1 ,... ,iλ+ℓ2−2,iˆλ+ℓ2−1,iλ+ℓ2 ,... ,iλ+ℓr−2,iˆλ+ℓr−1,iλ+ℓr ,... ,iλ−1
(5.14)
with iˆℓ ≡ 3 − iℓ. Here, one should note that sJ in (5.14) takes any κ-th order monomial
of si (i = 1, 2) other than siλ,... ,iλ−1. On the other hand, in the case ni = κ(mi − 1) + ℓi
(m1 < · · · < mr, 1 ≦ ℓi ≦ κ), we have
πL
(
a(λ) ∗n1 a
(λ) ∗
n2 · · · a(λ) ∗nr
)
eλ, 1 = z¯
mr πL
(
(siλ,... ,iλ−1)
m1−1sJ1(siλ,... ,iλ−1)
m2−m1−1sJ2 · · ·
× · · · (siλ,... ,iλ−1)mr−mr−1−1sJr
)
eλ, 1,
sJk ≡ siλ,... ,iλ+ℓk−2,iˆλ+ℓk−1,iλ+ℓk ,... ,iλ−1, k = 1, . . . , r.
(5.15)
Taking (3.9) into account, it is, now, easy to infer that any nκ-th (n = 0, 1, . . . ) order
monomial of si (i = 1, 2) acting on eλ, 1 is uniquely given by πL
(
a
(λ) ∗
n1 a
(λ) ∗
n2 · · · a(λ) ∗nr
)
eλ, 1
up to a U(1) factor with a suitable set of {n1 < n2 < · · · < nr}. Therefore, we haveh
H[λ] = Lin〈 { eλ, 1, πL
(
a(λ) ∗n1 · · · a(λ) ∗nr
)
eλ, 1, 1 ≦ n1 < · · · < nr; r ≧ 1 } 〉
= Lin〈 { πL(sj1,... ,jnκ) eλ, 1 | ji = 1, 2; i = 1, . . . , nκ; n ≧ 0 } 〉
= Lin〈 { eλ,m | m ∈ N } 〉. (5.16)
It is obvious that a direct sum of H[λ] (λ = 0, 1, . . . , κ−1) gives the total Hilbert space H:
κ−1⊕
λ=0
H[λ] = Lin〈 { eλ,m | λ ∈ Zκ, m ∈ N } 〉 = H. (5.17)
Therefore, the restriction of the irreducible permutation representation Rep(L; z) of O2
to ASR1 gives a direct sum of κ φL,λ-Fock representations as follows:
Rep(L; z)
∣∣∣
ASR1
∼=
κ−1⊕
λ=0
(
Fock ◦ φL,λ
)
. (5.18)
hIt should be understood that the completion of the Hilbert space is carried out.
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This result is nothing but an explicit realization of the general theory for restriction of
the permutation representation with a central cycle of Od to OU(1)d discussed in Ref. 5).
It should be noted that it is also possible to derive the above formula (5.18) by using
the homogeneous embedding Ψκ of O2κ into O2. From (2.16), we have
Ψ−1κ (siλ,... ,iκ−1,i0,... ,iλ−1)=s
′
i(λ), i(λ)≡
κ∑
ℓ=1
(iλ+ℓ−1 − 1)2ℓ−1 + 1, λ=0, 1, . . . , κ− 1,
(5.19)
where the generators of O2κ are denoted by {s′i | i = 1, 2, . . . , 2κ}. Hence we can rewrite
(3.9) as
(πL ◦ Ψκ)(s′i(λ)) eλ, 1 = z eλ, 1, λ = 0, 1, . . . , κ− 1, (5.20)
which shows that πL ◦ Ψκ is a reducible permutation representation of O2κ consisting of a
direct sum of κ irreducible ones, i.e., Rep(κ)(i(λ); z) (λ = 0, 1, . . . , κ− 1). Therefore, we
obtain
Rep(L; z)
∣∣∣
ASR1
= πL ◦ ΦSR1 = πL ◦ Ψκ ◦ ΦSRκ
∼=
κ−1⊕
λ=0
Rep(κ)(i(λ); z) ◦ ΦSRκ ∼=
κ−1⊕
λ=0
(
Fock ◦ φi(λ)
)
(5.21)
where use has been made of (5.9) with p = κ. Here, from (5.7) with p = κ and (5.12),
φi(λ)(an) for each n ∈ N is identical with φL,λ(an) up to sign. Hence the rhs of (5.21) is
unitarily equivalent with the rhs of (5.18).
§§5-3. Restriction of permutation representation with chain to CAR
In the same way as above, it is straightforward to obtain the restriction of the
permutation representation with a chain of O2, Rep(L∞) with L∞ = {ik}∞k=1, to ASR1 .
By direct calculations using (3.12)–(3.15), we have
πL∞(an) eλ, 1 = δiλ+n−1, 2 (−1)Nλ,nsiλ,... ,iλ+n−2,1 eλ+n, 1, (5.22)
πL∞(a
∗
n) eλ, 1 = δiλ+n−1, 1 (−1)Nλ,nsiλ,... ,iλ+n−2,2 eλ+n, 1, (5.23)
where Nλ,n ≡
n−2∑
j=0
(iλ+j−1) (n ≧ 2, Nλ,1 ≡ 0) is the number of 2 in {iλ, iλ+1, . . . , iλ+n−2},
and we set ik ≡ 1 for k < 0. By using a Bogoliubov transformation φL∞,λ defined by
φL∞,λ(an) ≡
{
(−1)Nλ,nan for iλ+n−1 = 1,
(−1)Nλ,na∗n for iλ+n−1 = 2,
(5.24)
we obtain
πL∞(a
(λ)
n ) eλ, 1 = 0, a
(λ)
n ≡ φL∞,λ(an), n ∈ N, (5.25)
hence eλ, 1 (λ ∈ Z) is a vacuum for the annihilation operators {a(λ)n | n ∈ N}, and
the corresponding Fock space H[λ] is generated by πL∞
(
a
(λ) ∗
n1 a
(λ) ∗
n2 · · · a(λ) ∗nr
)
eλ, 1 with n1 <
n2 < · · · < nr, r ∈ N. From
πL∞
(
a(λ) ∗n1 · · · a(λ) ∗nr
)
eλ, 1 = πL∞(sJ) eλ+nr, 1,
sJ≡siλ,... ,iλ+n1−2,iˆλ+n1−1,iλ+n1 ,... ,iλ+n2−2,iˆλ+n2−1,iλ+n2 ,... ,iλ+nr−2,iˆλ+nr−1
(5.26)
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with iˆj ≡ 3− ij , and noting that sJ takes any nr-th monomial except for siλ,... ,iλ+nr−1, we
obtain
H[λ] = Lin〈 { eλ, 1, πL
(
a(λ) ∗n1 · · · a(λ) ∗nr
)
eλ, 1, 1 ≦ n1 < · · · < nr; r ≧ 1 } 〉
= Lin〈 { eλ,m | m ∈ N } 〉. (5.27)
Hence the total Hilbert space H is a direct sum of an infinite number of the above Fock-
like spaces:
H =
⊕
λ∈Z
H[λ]. (5.28)
Thus, the restriction of the permutation representation with a chain of O2 to ASR1 gives
a direct sum of an infinite number of φL∞,λ-Fock representations.
§§5-4. U(1)-variant RFS
So far, we have studied the restriction of the permutation representations of O2 (or
O2p with p ≧ 2) to ASR1 = OU(1)2 (or ASRp = OU(1)2p ), and found that the resultant repre-
sentations are reducible in general except for the case of the permutation representation
with a central cycle of length 1. However, for a RFS1 R1 with AR1 6⊂ OU(1)2 , the situation
changes drastically. In the following, we briefly describe this feature.
In O2, for any irreducible permutation representation with a central cycle, πL, there
exists a RFS R1 such that πL ◦ ΦR1 is an irreducible representation of the CAR algebra.
This fact is nothing but the result of the existence of the ∗-endomorphism ϕ satisfying
(3.61), which is explicitly given by (3.65)–(3.67). Indeed, if we define R1 by (4.16), then
we have
πL ◦ ΦR1 = πL ◦ (ϕ ◦ ΦSR1)
= (πL ◦ ϕ) ◦ ΦSR1
∼= πs ◦ ΦSR1
= Fock. (5.29)
An example for the case L = (1, 2) is given by (4.17). In this case, the eigenvector e0,1 of
π1,2(s1,2) satisfies
(π1,2 ◦ ΦR1)(an) e0,1 = 0, n ∈ N, (5.30)
and any vector in {e0,m, e1,n} (m ≧ 2, n ≧ 1) is uniquely given by
(π1,2 ◦ ΦR1)(a∗n1 · · · a∗nk) e0,1 (5.31)
with an appropriate set of positive integers n1 < · · · < nk, k ≧ 1.
On the other hand, there also exists a RFS1 R1 with AR1 6⊂ OU(1)1 such that πs ◦ΦR1
(more generally, π ◦ΦR1 with an arbitrary irreducible representation π) gives an infinitely
decomposable representation just like πL∞ ◦ ΦSR1 . An example is given by (4.18). Since
the term involving s1;1 at the right of X in ζ1(X) defined by (4.18) vanishes if X includes
s∗2 at its right end, it is obvious that any of ΦR1(an) (n ∈ N) involves s∗2 at its right end.
Therefore, from πs(s1) em = e2m−1 (m ∈ N), we obtain
(πs ◦ ΦR1)(an)e2m−1 = 0, n ∈ N (5.32)
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for each m ∈ N, which means that there exist an infinite number of vacuums {e2m−1}
(m ∈ N). Hence the restriction of Rep(1) to the above RFS is a direct sum of an infinite
number of Fock representations as follows:
πs ◦ ΦR1 ∼= (πs ◦ ΦSR1)⊕∞
= (Fock)⊕∞. (5.33)
§6. Restriction of Permutation Endomorphisms of O2 to ASR1
We consider the restriction of the permutation endomorphism ϕσ of O2 defined by
(2.40) and (2.41) to the CAR subalgebra ASR1 associated with the standard RFS1 defined
by (4.6)–(4.8). Since ϕσ commutes with the U(1) action γ defined by (2.7), we have
ϕσ(OU(1)2 ) ⊂ OU(1)2 . (6.1)
Thus, the restriction of ϕσ to OU(1)2 = ASR1 yields a ∗-endomorphism
ϕ˜σ : CAR→ CAR,
ϕ˜σ ≡ Φ−1SR1 ◦ ϕσ ◦ ΦSR1
(6.2)
of the CAR algebra. In this section, we identify ΦSR1(an) with an, hence ϕ˜σ with ϕσ, for
simplicity of description. First, we study all the second order permutation endomorphisms
and after that we consider some higher order ones.
§§6-1. The second order permutation endomorphisms
To specify each of the second order permutation endomorphisms of O2 defined by
(2.40), we denote it as follows:
ϕσ(si) ≡
2∑
j=1
S
(2)
σ((j−1)2+i)s
∗
j =
2∑
j=1
sσ(i,j) s
∗
j , i = 1, 2, σ ∈ S4, (6.3)
where S
(2)
1 = s1,1, S
(2)
1 = s2,1, S
(2)
3 = s1,2, S
(2)
4 = s2,2. Here, from the one-to-one corre-
spondence between S
(2)
i and si1,i2, a natural action of σ ∈ S4 on (i1, i2) ∈ {1, 2}2 is in-
duced. For example, σ = [1, 3] and σ = [1, 2, 4] denote the transposition of (1, 1)↔ (1, 2),
and the cyclic permutation of (1, 1)→ (2, 1)→ (2, 2)→ (1, 1), respectively.
Let α be the ∗-automorphism of O2 defined by α(s1) = s2, α(s2) = s1. Then, all the
second order permutation endomorphisms of O2 are given by9)
ϕid= id , (6.4)
ϕ[1,2](s1)=s2,1;1+s1,2;2 ϕ[1,2](s2)=s1,1;1+s2,2;2, (6.5)
ϕ[1,3](s1)=s1,2;1+s1,1;2, ϕ[1,3](s2)=s2, ϕ[1,3]=α ◦ ϕ[2,4] ◦ α, (6.6)
ϕ[1,4](s1)=s2,2;1+s1,2;2 ϕ[1,4](s2)=s2,1;1+s1,1;2, (6.7)
ϕ[2,3](s1)=s1,1;1+s2,1;2, ϕ[2,3](s2)=s1,2;1+s2,2;2, ϕ[2,3]=ρ, (6.8)
ϕ[2,4](s1)=s1, ϕ[2,4](s2)=s2,2;1+s2,1;2, (6.9)
ϕ[3,4](s1)=s1,1;1+s2,2;2 ϕ[3,4](s2)=s2,1;1+s1,2;2, ϕ[3,4]=ϕ[1,2] ◦ α, (6.10)
ϕ[1,2][3,4](s1)=s2, ϕ[1,2][3,4](s2)=s1, ϕ[1,2][3,4]=α, (6.11)
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ϕ[1,3][2,4](s1)=s1,2;1+s1,1;2, ϕ[1,3][2,4](s2)=s2,2;1+s2,1;2, ϕ[1,3][2,4]=ϕ[1,4][2,3]◦α, (6.12)
ϕ[1,4][2,3](s1)=s2,2;1+s2,1;2, ϕ[1,4][2,3](s2)=s1,2;1+s1,1;2, (6.13)
ϕ[1,2,3](s1)=s2,1;1+s1,1;2, ϕ[1,2,3](s2)=s1,2;1+s2,2;2, (6.14)
ϕ[1,2,4](s1)=s2,1;1+s1,2;2, ϕ[1,2,4](s2)=s2,2;1+s1,1;2, (6.15)
ϕ[1,3,2](s1)=s1,2;1+s2,1;2, ϕ[1,3,2](s2)=s1,1;1+s2,2;2, ϕ[1,3,2]=ϕ[2,3,4] ◦ α, (6.16)
ϕ[1,3,4](s1)=s1,2;1+s2,2;2, ϕ[1,3,4](s2)=s2,1;1+s1,1;2, ϕ[1,3,4] = ϕ[1,2,3]◦α, (6.17)
ϕ[1,4,2](s1)=s2,2;1+s1,2;2, ϕ[1,4,2](s2)=s1,1;1+s2,1;2, ϕ[1,4,2]=ϕ[2,4,3] ◦ α, (6.18)
ϕ[1,4,3](s1)=s2,2;1+s1,1;2, ϕ[1,4,3](s2)=s2,1;1+s1,2;2, ϕ[1,4,3]=ϕ[1,2,4] ◦ α, (6.19)
ϕ[2,3,4](s1)=s1,1;1+s2,2;2, ϕ[2,3,4](s2)=s1,2;1+s2,1;2, (6.20)
ϕ[2,4,3](s1)=s1,1;1+s2,1;2, ϕ[2,4,3](s2)=s2,2;1+s1,2;2, ϕ[2,4,3]=α◦ϕ[1,2,3]◦α, (6.21)
ϕ[1,2,3,4](s1)=s2, ϕ[1,2,3,4](s2)=s1,2;1+s1,1;2, ϕ[1,2,3,4] = ϕ[1,3] ◦ α, (6.22)
ϕ[1,2,4,3](s1)=s2,1;1+s1,1;2, ϕ[1,2,4,3](s2)=s2,2;1+s1,2;2, ϕ[1,2,4,3] = ϕ[1,4] ◦ α, (6.23)
ϕ[1,3,2,4](s1)=s1,2;1+s2,1;2, ϕ[1,3,2,4](s2)=s2,2;1+s1,1;2, (6.24)
ϕ[1,3,4,2](s1)=s1,2;1+s2,2;2, ϕ[1,3,4,2](s2)=s1,1;1+s2,1;2, ϕ[1,3,4,2] = ϕ[2,3] ◦ α, (6.25)
ϕ[1,4,2,3](s1)=s2,2;1+s1,1;2, ϕ[1,4,2,3](s2)=s1,2;1+s2,1;2, ϕ[1,4,2,3]=ϕ[1,3,2,4] ◦ α, (6.26)
ϕ[1,4,3,2](s1)=s2,2;1+s2,1;2, ϕ[1,4,3,2](s2)=s1, ϕ[1,4,3,2] = ϕ[2,4] ◦ α, (6.27)
where ρ is the canonical endomorphism of O2.
First, we note that there are four ∗-automorphisms in the above ∗-endomorphisms:
ϕid = id , ϕ[1,2][3,4] = α, ϕ[1,3][2,4] and ϕ[1,4][2,3]. As for ϕ[1,4][2,3], we can rewrite it as follows:
ϕ[1,4][2,3](s1) = s2J = Js1J
∗, (6.28)
ϕ[1,4][2,3](s2) = s1J = Js2J
∗, (6.29)
J ≡ s2;1 + s1;2, J∗ = J, J2 = I, (6.30)
where J satisfies Js1 = s2 and Js2 = s1. Thus, ϕ[1,4][2,3] is an inner ∗-automorphism:
s1 and s2 are expressed in terms of ti ≡ ϕ[1,4][2,3](si), (i = 1, 2) owing to the identity
t2;1 + t1;2 = JJJ
∗ = J . On the other hand, since α is an outer ∗-automorphism, so is
ϕ[1,3][2,4](= ϕ[1,4][2,3] ◦ α).
It should be noted that the restriction of the ∗-automorphism α = ϕ[1,2][3,4] to ASR1
gives the following Bogoliubov transformation:
α(an) = α(ζ
n−1
1 (s1;2)) = (−1)n−1a∗n, n ∈ N. (6.31)
Therefore, we obtain (ϕσ◦α)(an) = (−1)n−1ϕσ(an)∗. Hence we hereafter restrict ourselves
to consider only the eleven ∗-endomorphisms in the following: ϕ[1,2], ϕ[1,3], ϕ[1,4], ϕ[2,3](=
ρ), ϕ[2,4], ϕ[1,4][2,3], ϕ[1,2,3], ϕ[1,2,4], ϕ[2,3,4], ϕ[2,4,3], ϕ[1,3,2,4].
Since ϕ[1,4][2,3] is an inner ∗-automorphism, it is easy to obtain its restriction to ASR1 :
ϕ[1,4][2,3](an) = JanJ
∗ = (a1 + a
∗
1)an(a1 + a
∗
1) =
{
a∗1 for n = 1,
−an for n ≧ 2.
(6.32)
Hence this ∗-automorphism of ASR1 is nothing but a Bogoliubov transformation up to
sign for a specific mode a1.
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Next, we consider the restrictions of ϕ[1,2,3] and ϕ[2,4,3]. As for ϕ[1,2,3], we have
ϕ[1,2,3](a1) = s2,1; 2,1 + s1,1; 2,2 = s2 a1 s
∗
1 + s1 a1 s
∗
2. (6.33)
If X ∈ O2 satisfies ϕ[1,2,3](X) = s2X s∗1 + s1X s∗2, we have
ϕ[1,2,3](ζ1(X)) = (s2,1; 1 + s1,1; 2)(s2X s
∗
1 + s1X s
∗
2)(s1; 1,2 + s2; 1,1)
− (s1,2; 1 + s2,2; 2)(s2X s∗1 + s1X s∗2)(s1; 2,1 + s2; 2,2)
= s2ζ1(X)s
∗
1 + s1ζ1(X)s
∗
2. (6.34)
Hence we obtain
ϕ[1,2,3](an) = s2 an s
∗
1 + s1 an s
∗
2 = (s2;1 − s1;2)ζ1(an)
= (a∗1 − a1)an+1, n ∈ N. (6.35)
Then, from (6.21) and (6.31), we have
ϕ[2,4,3](an) = (α ◦ ϕ[1,2,3] ◦ α)(an) = (−1)n−1(α ◦ ϕ[1,2,3])(a∗n)
= (−1)n−1α(a∗n+1(a1 − a∗1)) = (−1)n−1(−1)nan+1(a∗1 − a1)
= (a∗1 − a1)an+1 = ϕ[1,2,3](an). (6.36)
Therefore, ϕ[1,2,3] and ϕ[2,4,3] induce the ∗-endomorphisms of the CAR algebra which are
expressed in terms of the second order binomials.
As for ϕ[2,3,4], we have
ϕ[2,3,4](a1) = s1,1; 2,1 + s2,2; 1,2 = s1 a1 s
∗
1 + s2 a
∗
1 s
∗
2. (6.37)
If X ∈ O2 satisfies ϕ[2,3,4](X) = s1X s∗1 ± s2X∗ s∗2, we have
ϕ[2,3,4](ζ1(X)) = (s1,1; 1 + s2,2; 2)(s1X s
∗
1 ± s2X∗ s∗2)(s1; 1,1 + s2; 2,2)
− (s1,2; 1 + s2,1; 2)(s1X s∗1 ± s2X∗ s∗2)(s1; 2,1 + s2; 1,2)
= s1ζ1(X)s
∗
1 ∓ s2ζ1(X)∗s∗2. (6.38)
Hence we obtain
ϕ[2,3,4](an) = s1 an s
∗
1 + (−1)n−1 s2 a∗ns∗2 = s1;1ζ1(an) + (−1)ns2;2ζ1(an)∗
= a1a
∗
1an+1 + (−1)na∗1a1a∗n+1, n ∈ N. (6.39)
In a similar way, we obtain
ϕ[1,2,4](an) =
{
(−1)n−12 ϕ[2,3,4](an)∗ for odd n,
(−1)n2ϕ[2,3,4](an) for even n.
(6.40)
For the canonical endomorphism ρ = ϕ[2,3], by simple calculations, we obtain
ρ(an) = ζ1(I)ζ1(an) = (s1,1 − s2,2)an+1 = K1an+1, n ∈ N, (6.41)
K1 ≡ a1a∗1 − a∗1a1 = I − 2a∗1a1 = exp(
√−1 π a∗1a1), (6.42)
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where use has been made of (4.4) and an identity (a∗1a1)
2 = a∗1a1. Here, K1 is the Klein-
Jordan-Wigner operator anticommuting with a1, hence we have
[ρ(an), a1] = [ρ(an), a
∗
1] = 0, n ∈ N. (6.43)
Hence ρ(ASR1) is the commutant of the subalgebra generated by a1 and a∗1. Likewise, for
ϕ[1,4], we obtain
ϕ[1,4](an) = (−1)n−1ρ(an)∗ = (−1)n−1K1a∗n+1, n ∈ N. (6.44)
Therefore, ϕ[2,3,4], ϕ[1,2,4], ρ = ϕ[2,3], and ϕ[1,4] induce the ∗-endomorphisms of the CAR
algebra which are expressed in terms of the third order polynomials.
Next, for ϕ[2,4], we have
ϕ[2,4](a1) = s1,1; 2,2 + s1,2; 1,2
= − a1(a2 + a∗2), (6.45)
ϕ[2,4](a2) = s1,1,1; 2,2,1 + s1,1,2; 1,2,1 − s2,2,1; 2,1,2 − s2,2,2; 1,1,2
= − (a1a∗1a2 + a∗1a1a∗2)(a3 + a∗3), (6.46)
ϕ[2,4](a3) = s1,1,1,1; 2,2,1,1 + s1,1,1,2; 1,2,1,1 − s1,2,2,1; 2,1,2,1 − s1,2,2,2; 1,1,2,1
− s2,2,1,1; 2,2,2,2 − s2,2,1,2; 1,2,2,2 + s2,1,2,1; 2,1,1,2 + s2,1,2,2; 1,1,1,2
= − a1a∗1(a2a∗2a3 + a∗2a2a∗3)(a4 + a∗4) + a∗1a1(a∗2a2a3 + a2a∗2a∗3)(a4 + a∗4). (6.47)
In general, we obtain the recurrence formula as follows:
ϕ[2,4](an) = a1a
∗
1 b
′
n−1 − a∗1a1 b′′n−1 n ≧ 3, (6.48)
where b′n−1 is obtained from ϕ[2,4](an−1) by replacing ak and a
∗
k (k = 1, . . . , n) by ak+1
and a∗k+1, respectively, while b
′′
n−1 is obtained from b
′
n−1 by exchanging a2 and a
∗
2. It should
be noted that ϕ[2,4](an) is expressed in terms of the (2n)-th order polynomials. Likewise,
for ϕ[1,3], we obtain
ϕ[1,3](an) =
{
(−1)n−12 ϕ[2,4](an) for odd n,
(−1)n−22 ϕ[2,4](an)∗ for even n.
(6.49)
Therefore, ϕ[2,4] and ϕ[1,3] induce the ∗-endomorphisms of the CAR algebra which are
expressed in terms of even polynomials.
For ϕ[1,2], we have
ϕ[1,2](a1) = s2,1; 1,1 + s1,2; 2,2
= a∗1a2a
∗
2 + a1a
∗
2a2, (6.50)
ϕ[1,2](a2) = s1,2,1; 1,1,2 + s2,1,2; 2,2,1 − s2,2,1; 1,1,1 − s1,1,2; 2,2,2
= (a∗1 + a1)(−a∗2a3a∗3 + a2a∗3a3), (6.51)
ϕ[1,2](a3) = s2,1,2,1; 1,1,2,1 + s1,2,1,2; 2,2,1,2 − s1,2,2,1; 1,1,1,2 − s2,1,1,2; 2,2,2,1
− s1,1,2,1; 1,1,2,2 − s2,2,1,2; 2,2,1,1 + s2,2,2,1; 1,1,1,1 + s1,1,1,2; 2,2,2,2
= (a∗1 − a1)(−a∗2 + a2)(−a∗3a4a∗4 + a3a∗4a4). (6.52)
In general, we obtain the recurrence formula as follows:
ϕ[1,2](an) = (a
∗
1 + (−1)na1)bn−1, n ≧ 2, (6.53)
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where bn−1 is obtained from ϕ[1,2](an−1) by replacing a1, a∗1, ak, and a
∗
k (k = 2, . . . , n)
by a2, −a∗2, ak+1, and a∗k+1, respectively. It should be noted that ϕ[1,2](an) is expressed in
terms of the (n+ 2)-th order polynomials. Likewise, for ϕ[1,3,2,4], we obtain
ϕ[1,3,2,4](an) = (−1)nϕ[1,2](an)∗, n ∈ N. (6.54)
Thus, we have completed to clarify restrictions of all the second-order permutation
endomorphisms of O2 to ASR1 .
In summary, the ∗-endomorphisms of the CAR algebra induced by the second order
permutation endomorphisms of O2 are divided broadly into the following:
(1) ∗-automorphisms
Identity map: ϕid,
Bogoliubov (inner) ∗-automorphism: ϕ[1,4][2,3],
Bogoliubov (outer) ∗-automorphisms: ϕ[1,2][3,4], ϕ[1,3][2,4] ;
(6.55)
(2) ∗-endomorphisms expressed in terms of the second order binomials
ϕ[1,2,3], ϕ[1,3,4], ϕ[1,4,2], ϕ[2,4,3] ; (6.56)
(3) ∗-endomorphisms expressed in terms of the third order polynomials
ϕ[1,4], ϕ[2,3], ϕ[1,2,4], ϕ[1,3,2],
ϕ[1,4,3], ϕ[2,3,4], ϕ[1,3,4,2], ϕ[1,2,4,3] ;
(6.57)
(4) ∗-endomorphisms expressed in terms of even polynomials
ϕ[1,3], ϕ[2,4], ϕ[1,2,3,4], ϕ[1,4,3,2] ; (6.58)
(5) other ∗-endomorphisms expressed in terms of polynomials
ϕ[1,2], ϕ[3,4], ϕ[1,3,2,4], ϕ[1,4,2,3]. (6.59)
It should be noted that the above division of the induced ∗-endomorphisms is ac-
cording to their apparent differences only, but not to their intrinsic properties. Indeed,
all ∗-endomorphisms of Item (2) and half of Item (3) are expressed as composites of those
in Items (4) and (5) as follows:{
ϕ[1,2,3] = ϕ[1,3] ◦ ϕ[1,2], ϕ[1,3,4] = ϕ[1,3] ◦ ϕ[3,4],
ϕ[1,4,2] = ϕ[2,4] ◦ ϕ[1,2], ϕ[2,4,3] = ϕ[2,4] ◦ ϕ[3,4], (6.60){
ϕ[1,2,4] = ϕ[1,2] ◦ ϕ[2,4], ϕ[1,3,2] = ϕ[1,2] ◦ ϕ[1,3],
ϕ[1,4,3] = ϕ[3,4] ◦ ϕ[1,3], ϕ[2,3,4] = ϕ[3,4] ◦ ϕ[2,4]. (6.61)
On the other hand, the rest of Item 3 are not expressed as above.
In this subsection, we have restricted ourselves to consider the second order permu-
tation endomorphisms only. If we consider more generally the second order homogeneous
endomorphisms involving the ∗-automorphism by the U(2) action, we can find a relation
between Items (4) and (5) above. Indeed, by using a ∗-automorphism of O2 given by
αθ(s1) = cos θ s1 − sin θ s2,
αθ(s2) = sin θ s1 + cos θ s2,
0 ≦ θ < 2π, (6.62)
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we can rewrite ϕ[1,2] as follows:
ϕ[1,2] = α−π/4 ◦ ϕ[2,4] ◦ απ/4, (6.63)
where αθ induces an outer ∗-automorphism of the CAR algebra expressed in terms of a
nonlinear transformation as discussed later in Sec. 8.
§§6-2. Even-CAR endomorphisms
As pointed out in Ref. 1), ϕ[2,4] induces the ∗-endomorphism ϕ˜[2,4] ≡ ΦSR1−1 ◦ ϕ[2,4] ◦
ΦSR1 of the CAR algebra onto its even subalgebra
11, 12). Since ϕ[2,4] is nothing but the
special case of ϕσp with p = 1 defined by (3.22), we consider it in more general.
Let Γ and Γ˜ be the ∗-automorphism of O2 defined by Γ(s1) = s1, Γ(s2) = −s2 and its
induced ∗-automorphism of the CAR algebra defined by Γ˜ ≡ Φ−1SR1 ◦Γ◦ΦSR1, respectively.
Then, from (4.5) with (4.9), we have
Γ˜(an) = −an, n ∈ N. (6.64)
Hence, from ΦSR1(CAR) = OU(1)2 , we obtain the following ∗-isomorphism:
CARe ∼= (OU(1)2 )e, (6.65)
CARe ≡ {X ∈ CAR | Γ˜(X) = X}, (6.66)
(OU(1)2 )e ≡ {X ∈ OU(1)2 | Γ(X) = X}, (6.67)
where CARe is the even subalgebra of the CAR algebra, and (OU(1)2 )e is the Γ-fixed point
subalgebra of OU(1)2 . Since it is obvious that Γ ◦ ϕσp = ϕσp from (3.22), we have
ϕσp(OU(1)2 ) ⊂ (OU(1)2 )e, p ∈ N. (6.68)
In the case p=1, we also have ϕσ1(OU(1)2 )⊃(OU(1)2 )e, since it is shown inductively that
ϕσ1(Dk)=Ek, k ∈ N, (6.69)
Dk≡{si1,... ,ik−1,ℓ; ℓ,jk−1,... ,j1 | i1, . . . , ik−1, j1, . . . , jk−1, ℓ = 1, 2}, (6.70)
Ek≡{X = si1,... ,ik; jk,... ,j1 | Γ(X)=X, i1, . . . , ik, j1, . . . , jk=1, 2}, (6.71)
where {Ek | k ∈ N} generates (the dense subset of) (OU(1)2 )e. Since ϕσ1 is injective and
♯Dk = 22k−1 = ♯ Ek, it is sufficient to show ϕσ1(Dk) ⊂ Ek. First, from (3.22), we have
ϕσ1(s1; 1) = s1; 1, ϕσ1(s2; 2) = s2JJ
∗ s∗2 = s2; 2, (6.72)
hence (6.69) is satisfied for k = 1. Next, suppose that (6.69) is satisfied for k = m, and set
ϕσ1(si2,... ,im,ℓ; ℓ,jm,... ,j2) ≡ si′2,... ,i′m+1; j′m+1,... ,j′2 ∈ Em for a fixed ℓ = 1, 2. Then, from (3.50),
we have
ϕσ1(si1,i2,... ,im,ℓ; ℓ,jm,... ,j2,j1) = si1,i′′2 ,i′3,... ,i′m+1; j′m+1,... ,j′3,j′′2 ,j1, (6.73)
i′′2 ≡
{
i′2 for i1 = 1,
3− i′2 for i1 = 2,
j′′2 ≡
{
j′2 for j1 = 1,
3− j′2 for j1 = 2.
(6.74)
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Since the number of 2 in {i1, i′′2, j1, j′′2} and that in {i′2, j′2, } are congruent modulo 2, we
have ϕσ1(si1,i2,... ,im,ℓ; ℓ,jm,... ,j2,j1) ∈ Em+1. Thus, (6.69) is obtained. Therefore, we have
ϕσ1(OU(1)2 ) = (OU(1)2 )e. (6.75)
On the other hand, for p ≧ 2, ϕσp(OU(1)2 ) generates a proper subset of (OU(1)2 )e. In-
deed, in this case, there exists a proper (i.e., not surjective) ∗-endomorphism ϕ′σp such that
ϕσp = ϕ
′
σp ◦ ϕσ1 , (6.76)
ϕ′σp(s1) ≡ s1, ϕ′σp(s2) ≡ s2
p−2∏
k=0
ρk(J). (6.77)
Since ϕ′σp commutes not only with the U(1) action γ but also with ϕσ1 , its restriction to
ϕσ1(OU(1)2 ) ⊂ OU(1)2 is also proper. Consequently, we obtain
ϕσp(OU(1)2 ) = ϕ′σp
(
ϕσ1(OU(1)2 )
)
$ ϕσ1(OU(1)2 ) = (OU(1)2 )e, p ≧ 2. (6.78)
Therefore, the restriction of ϕσp toASR1 = OU(1)2 generally induces a ∗-endomorphism
ϕ˜σp ≡ ΦSR1−1 ◦ ϕσp ◦ ΦSR1 of the CAR algebra into its even subalgebra, and only for the
case p = 1, it gives the ∗-isomorphism between them. In general, the ∗-endomorphism of
the CAR algebra whose range is a subset of its even subalgebra is called the even-CAR
endomorphism. Thus, ϕ˜σp (p ∈ N) are typical examples of the even-CAR endomorphisms.
We write down the explicit expression for ϕ˜σp(an) in the form of a recurrence formula
similar to (6.48) in the following:
ϕ˜σp(an)=


an
n+p−1∏
ℓ=1
Kℓ (an+p + a
∗
n+p) for 1 ≦ n ≦ p,
bm, n
n+p−1∏
ℓ=n−p
Kℓ (an+p + a
∗
n+p) for mp + 1 ≦ n ≦ (m+ 1)p, m ∈ N,
(6.79)
b1, n ≡ an−pa∗n−pan + a∗n−pan−pa∗n, (6.80)
b2, n ≡ an−2pa∗n−2pb1, n + a∗n−2pan−2pb′1, n, (6.81)
bm, n ≡ an−mpa∗n−mpbm−1, n − a∗n−mpan−mpb′m−1, n, m ≧ 3, (6.82)
Kℓ ≡ aℓa∗ℓ − a∗ℓaℓ = 1− 2a∗ℓaℓ = exp(
√−1π a∗ℓaℓ), (6.83)
where b′m,n is obtained from bm,n by exchanging an−mp and a
∗
n−mp. It is straightforward
to see that (6.45)–(6.48) is reproduced from (6.79)–(6.83) by setting p = 1.
§§6-3. Simple examples of higher order permutation endomorphisms
As for other higher order permutation endomorphisms, we give two simple examples
in the following.
It is straightforward to generalize the inner ∗-automorphism ϕ[1,4][2,3] so that it should
yield the Bogoliubov transformation exchanging ak and a
∗
k for an arbitrary k. For that
purpose, we define a linear mapping ξ : O2 → O2 by
ξ(X) ≡ s2Xs∗1 + s1Xs∗2, X ∈ O2. (6.84)
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Then, it satisfies the following:
ξ(X)∗ = ξ(X∗), (6.85)
ξ(X)ξ(Y ) = ρ(XY ), ξ(X)ρ(Y ) = ρ(X)ξ(Y ) = ξ(XY ), X, Y ∈ O2, (6.86)
ξ(I) = J, J = s2;1 + s1;2, J = J
∗ = J−1. (6.87)
As a generalization of the operator J , we introduce Jk (k ∈ N) as follows:
Jk ≡ ξk(I), Jk = J∗k = J−1k , J1 = J, k ∈ N, (6.88)
which satisfies
Jksi = s3−iJk−1, i = 1, 2, k ≧ 2, (6.89)
JkJℓ = JℓJk = ρ
k(Jℓ−k), k < ℓ, (6.90)
Jk ζ
m
1 (X) J
∗
k =
{
(−1)mζm1 (Jk−mXJ∗k−m) for m < k,
(−1)kζm1 (X) for m ≧ k,
X ∈ O2. (6.91)
In terms of Jk, we define an inner ∗-automorphism ϕˆk (k = 1, 2, . . . ) of O2 by
ϕˆk(X) ≡
{
J1XJ
∗
1 for k = 1,
Jk−1JkXJ∗kJ
∗
k−1 for k ≧ 2,
X ∈ O2. (6.92)
Then, it is shown that ϕˆk is one of the (k + 1)-th order permutation endomorphisms of
O2. Since ϕˆ1 = ϕ[1,4][2,3], we consider the case k ≧ 2:
ϕˆk(si) = Jk−1JksiJ
∗
kJ
∗
k−1 = si Jk−2Jk−1JkJk−1 = si ρ
k−2(J2)
=
2∑
j1,... ,jk−2=1
sisj1,... ,jk−2(s2,2; 1,1 + s1,2; 1,2 + s2,1; 2,1 + s1,1; 2,2)s
∗
j1,... ,jk−2
=
2∑
j1,... ,jk=1
sσ(i,j1,... ,jk)s
∗
j1,... ,jk
,
σ : (i, j1, . . . , jk−2, jk−1, jk) 7→ (i, j1, . . . , jk−2, jˆk−1, jˆk), jˆ ≡ 3− j. (6.93)
From (6.89) and (6.91), it is straightforward to show that ϕˆk gives the following Bogoliubov
transformation if restricted to ASR1:
ϕˆk(an) =


an for n < k,
a∗k for n = k,
−an for n > k.
(6.94)
Another example is the p-th power of the canonical endomorphism of O2, ρp (p ≧ 1),
which is one of the (p+1)-th order permutation endomorphism. Restricting it to ASR1 ,
we obtain
ρp(an) = ζ
p
1 (I) ζ
p
1(an) =
p∏
m=1
Km an+p, Km ≡ exp(
√−1 π a∗mam), n ∈ N, (6.95)
[ρp(an), am] = [ρ
p(an), a
∗
m] = 0, n ∈ N, m = 1, 2, . . . , p. (6.96)
Therefore, ρp(ASR1) is the commutant of the ∗-subalgebra generated by {am | 1 ≦ m ≦ p}.
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§7. Branching of Fock Representation and KMS state
As shown in the previous section, the ∗-endomorphism ϕσp (p ∈ N), which is defined
by (3.22), of O2 induces the ∗-endomorphism ϕ˜σp = Φ−1SR1 ◦ϕσp ◦ΦSR1 of the CAR algebra
into its even subalgebra. In this section, we consider a branching of the Fock representation
of the CAR algebra by ϕ˜σp, and show that a certain KMS state
13) of the CAR algebra is
obtained.
Let πevenp be a representation of the CAR algebra obtained by composing the Fock
representation and the even-CAR endomorphism ϕ˜σp as follows:
πevenp ≡ Fock ◦ ϕ˜σp = (πs ◦ ΦSR1) ◦ (Φ−1SR1 ◦ ϕσp ◦ ΦSR1)
= πs ◦ ϕσp ◦ ΦSR1 . (7.1)
Then, from (3.43), (5.21) and (4.25), it is straightforward to have
πevenp
∼=
⊕
L∈IPRp
πL ◦ ΦSR1
∼=
⊕
L∈IPRp
κ−1⊕
λ=0
π
(κ)
j(λ) ◦ ΦSRκ
∼=
⊕
L∈IPRp
κ−1⊕
λ=0
π
(κ)
j(λ) ◦ Ψκ, p ◦ ΦSRp , (7.2)
where the label of πL is set by L ≡ (j0, . . . , jκ−1), j(λ) ≡
κ∑
ℓ=1
(jλ+ℓ−1− 1)2ℓ−1+1 with the
subscript of jλ+ℓ−1 taking values in Zκ, and Ψp,κ denoting the homogeneous embedding
of O2p into O2κ . Substituting (3.18) with d = 2κ and q = p/κ into (7.2), we obtain the
branching formula as follows:
πevenp
∼=
⊕
L∈IPRp
κ−1⊕
λ=0
π
(p)
j˜(λ)
◦ ΦSRp, j˜(λ) ≡
2p − 1
2κ − 1(j(λ)− 1) + 1
∼=
2p⊕
i0=1
π
(p)
i0
◦ ΦSRp
∼=
2p⊕
i0=1
(
Fock ◦ φi0
)
. (7.3)
Here, the vacuum e
(i0)
1 of Fock ◦φi0 is given by (3.33), that is,
(π
(p)
i0
◦ ΦSRp)(a(i0)n ) e(i0)1 = 0, a(i0)n ≡ φi0(an), n ∈ N, (7.4)
e
(i0)
1 ≡ πs(si0,1,... ,i0,p) e1
= ei0 , i0 = 1, 2, . . . , 2
p, (7.5)
where use has been made of (3.11). We denote the φi0-Fock space by H[i0]:
H[i0] ≡ Lin〈 { e(i0)1 , (π(p)i0 ◦ ΦSRp)(a(i0) ∗n1 · · · a(i0) ∗nr ) e(i0)1 , n1 < · · · < nr, r ≧ 1 } 〉. (7.6)
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Although it is rather complicated to express the basis of {e(i0)n }∞n=1 of H[i0] directly in
terms of the basis of π
(p)
s , {en}∞n=1, of H except for the vacuum e(i0)1 , we can adopt the
similar numbering in (3.11) by an appropriate unitary transformation:
e(i0)n ≡ (π(p)i0 ◦ ΦSRp)(a(i0) ∗n1 · · · a(i0) ∗nr ) e(i0)1 , n ≡
r∑
k=1
2nk + 1. (7.7)
In any way, the total Hilbert space H, which is the representation space of πs ◦ ΦSR1(=
π
(p)
s ◦ ΦSRp), is decomposed into a direct sum of mutually orthogonal subspaces:
H =
2p⊕
i0=1
H[i0], H[i0] ⊥ H[i′0], i0 6= i′0. (7.8)
Now, we consider a state ω of the CAR algebra defined by the representation πevenp
with an appropriate unit vector Ω ∈ H as follows:
ω(X) ≡ 〈Ω | πevenp (X) Ω 〉, X ∈ CAR. (7.9)
If we set
Ω ≡
2p∑
i0=1
√
Λi0 e
(i0)
1 (7.10)
with {Λi0}2pi0=1 being a set of nonnegative constants satisfying
2p∑
i0=1
Λi0 = 1, then, from
(7.3) and (7.8), we can rewrite ω as a convex sum of pure states as follows:
ω(X) =
2p∑
i0=1
Λi0 ωi0(X), (7.11)
ωi0(X) ≡ 〈 e(i0)1 | (π(p)i0 ◦ ΦSRp)(X) e(i0)1 〉, (7.12)
where ωi0 is pure since π
(p)
i0
◦ ΦSRp = Fock ◦ φi0 is irreducible. We parametrize {Λi0} by
Λi0 =
p∏
j=1
Λj, i0,j , (7.13)
Λj, i0,j ≡
{
1− λj for i0,j = 1,
λj for i0,j = 2
(7.14)
with i0 =
p∑
j=1
(i0,j − 1)2j−1 + 1 (i0,1, . . . , i0,p = 1, 2) and 0 ≦ λi ≦ 1 (j = 1, . . . , p), so that
we have ∑
i0∈Aj, 1
Λi0 = 1− λj ,
∑
i0∈Aj, 2
Λi0 = λj (7.15)
with Aj,1 and Aj, 2 (j = 1, . . . , p) being a set of all indices i0’s which satisfy i0,j = 1 and
that i0,j = 2, respectively. Then, we obtain
ω(ap(m−1)+j a
∗
p(n−1)+k) = δm,nδj,k
∑
i0∈Aj, 1
Λi0 = δm,nδj,k(1− λj), (7.16)
ω(a∗p(m−1)+j ap(n−1)+k) = δm,nδj,k
∑
i0∈Aj, 2
Λi0 = δm,nδj,kλj (7.17)
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with m,n ∈ N, j, k = 1, . . . , p, and states for products of the same number of am’s and
a∗n’s expressed in terms of (7.16) and (7.17), while others vanish.
If each of {λj | j = 1, · · · , p} satisfies 0 < λj < 1/2, we rewrite it as follows:
λj =
1
1 + exp(βεj)
, εj > 0, β > 0. (7.18)
Then, ω is identical with the KMS state of the CAR algebra with the inverse temperature
β with respect to the one-parameter group {τ (0)t | t ∈ R} of ∗-automorphisms defined by
τ
(0)
t (ap(m−1)+j) ≡ exp(−
√−1 εj t) ap(m−1)+j , m ∈ N, j = 1, . . . , p, (7.19)
which describes the time evolution of a (quasi-)free fermion system. Here, the superscript
(0) stands for the free fermions. Indeed, it is shown that ω satisfies the KMS condition13)
given by
ω(X τ
(0)√−1β(Y )) = ω(Y X), X, Y ∈ CAR. (7.20)
It is remarkable that we can induce {τ (0)t | t ∈ R} from a one-parameter group {α(0)t |
t ∈ R} of ∗-automorphisms of O2p by using the embedding ΦSRp of the CAR algebra into
O2p associated with the standard RFSp as follows:
τ
(0)
t = Φ
−1
SRp
◦ α(0)t ◦ ΦSRp, (7.21)
α
(0)
t (si) ≡ exp
(√−1 ε(i) t) si, ε(i) ≡ p∑
j=1
(ij − 1)εj + ε (7.22)
with i =
p∑
j=1
(ij − 1)2j−1 + 1 (i = 1, . . . , 2p; ij = 1, 2), ε being an arbitrary real constant.
However, one should note that the above ω is not induced from the KMS state of O2p
with respect to the one-parameter group {α(0)t }. In contrast with the KMS state for the
CAR algebra, as is well-known, the inverse temperature β for the KMS state of the Cuntz
algebra is uniquely determined for a one-parameter group of ∗-automorphisms such as
{α(0)t }.14, 15, 16)
If each of {λj | j = 1, · · · , p} satisfies 1/2 < λj < 1, using the Bogoliubov transfor-
mation φ2p(an) = a
∗
n (n ∈ N), we can identify ω ◦ φ2p with the KMS state as above. If
λj = 1/2 for any j = 1, . . . , p, or equivalently Λi0 = 1/2
p for any i0 = 1, . . . , 2
p, then, ω
is the normalized trace, that is, it satisfies
ω(XY ) = ω(Y X), X, Y ∈ CAR. (7.23)
If λj = 0, 1 for any j = 1, . . . , p, or equivalently Λi0 = 1 for one i0 and all the other Λi0’s
vanishing, then, ω is nothing but the pure state obtained from the φi0-Fock representation.
For the case p = 1, the above classification with respect to λ1 is complete, and
reproduces the Araki-Woods classification of factors for the CAR algebra.17) For the case
p ≧ 2, we decompose the set {1, . . . , p} into three disjoint subsets as follows:
{1, . . . , p} = J1 ∪ J2 ∪ J3, (7.24)
J1 ≡
{
j ∈ {1, . . . , p} | λj = 0, 1
}
,
J2 ≡
{
j ∈ {1, . . . , p} | λj = 12
}
,
J3 ≡ J3,1 ∪ J3,2,
{
J3,1 ≡
{
j ∈ {1, . . . , p} | 0 < λj < 12
}
,
J3,2 ≡
{
j ∈ {1, . . . , p} | 1
2
< λj < 1
}
.
(7.25)
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Correspondingly, we decompose each monomial in the CAR algebra into a product of
elements of the three C∗-subalgebras as follows:
Ak ≡ C∗〈 {ap(m−1)+j | m ∈ N, j ∈ Jk} 〉, k = 1, 2, 3. (7.26)
Then, we can factorize ω into the following form:
ω(X1X2X3) =
3∏
k=1
ωk(Xk), Xk ∈ Ak, (7.27)
where ω1, ω2, and ω3 are the vector state associated with the Fock-like representation, the
normalized trace, and the φi-transformed KMS state for the one-parameter group {τ (0)t }
of ∗-automorphisms, respectively, where φi is the Bogoliubov transformation defined by
(5.7) with i ≡ ∑
j∈J3,2
2j−1+1. Therefore, the state ω given by (7.11) and (7.12) for a generic
p may be also understood according to the classification by Araki-Woods.
§8. Induced Automorphism of the CAR Algebra
In this section, we summarize the induced ∗-automorphism2) of the CAR algebra from
the U(2p) action on the Cuntz algebraO2p , and apply it to construct one-parameter groups
of ∗-automorphisms of the CAR algebra describing nontrivial time evolutions of fermions.
We consider a ∗-automorphism αu ofO2p obtained from the action of U(2p) as follows:
αu(si) ≡
2p∑
k=1
skuk,i, u = (uk,i) ∈ U(2p), i = 1, 2, . . . , 2p, (8.1)
Since αu commutes with the U(1) action γ defined by (2.7), the restriction of αu to
OU(1)2p gives a ∗-automorphism of OU(1)2p . Therefore, from ASRp = OU(1)2p , αu induces a ∗-
automorphism τu of the CAR algebra as follows:
τu : U(2
p) y CAR, u ∈ U(2p),
τu ≡ Φ−1SRp ◦ αu ◦ ΦSRp.
(8.2)
It is straightforward to show that τu(an) is expressed in terms of a polynomial in ak and a
∗
ℓ
with k, ℓ ≦ pm for p(m−1)+1 ≦ n ≦ pm. Therefore, τu gives a nonlinear transformation
of the CAR algebra associated with u ∈ U(2p). The whole set of τu with u ∈ U(2p)
denoted by
AutU(2p)(CAR) ≡ { τu | u ∈ U(2p) } (8.3)
constitutes a nonlinear realization of U(2p) on the CAR algebra. Using the homogeneous
embedding Ψp,q of O2q into O2p with q being a nontrivial multiple of p, which is defined
by (2.16), it is shown that, for any u ∈ U(2p), there exists v ∈ U(2q) such that
αu ◦ Ψp,q = Ψp,q ◦ αv. (8.4)
From (4.25) and (8.2), we obtain
τu = Φ
−1
SRp
◦ αu ◦ ΦSRp
= Φ−1SRp ◦ (αu ◦ Ψp,q) ◦ ΦSRq = (Φ−1SRp ◦ Ψp,q) ◦ αv ◦ ΦSRq
= Φ−1SRq ◦ αv ◦ ΦSRq
= τv, (8.5)
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hence we obtain
AutU(2p)(CAR) ⊂ AutU(2rp)(CAR), r = 2, 3, . . . . (8.6)
Now, it becomes possible to define a product τu1 ◦ τu2 even for ui ∈ U(2pi) (p1 6= p2)
explicitly by τv1 ◦ τv2 = τv1v2 , τvi = τui , vi ∈ U(2q) with q being the least common multiple
of p1 and p2. Thus, we obtain an infinite-dimensional ∗-automorphism group of the CAR
algebra defined by
AutU(CAR) ≡ { τu | u ∈ U(2p), p ∈ N }. (8.7)
Next, we consider ∗-automorphism subgroups A(i)p (i=1, . . . , 2p) of O2p defined by
A(i)p ≡ {αu | ui,i ∈ U(1), uj,i = 0, j 6= i}, i = 1, . . . , 2p, (8.8)
where αu is defined by (8.1). Then, it is obvious that A
(i)
p
∼= U(1) × U(2p − 1). Corre-
spondingly, we introduce the subgroup Aut
(i)
U(2p)(CAR) of AutU(2p)(CAR) by
Aut
(i)
U(2p)(CAR) ≡ { τu = Φ−1SRp ◦ αu ◦ ΦSRp | αu ∈ A(i)p }. (8.9)
Since we have πL ◦ αu ∼= πL′ with αu ∈ A(i)p , L = (i; z), L′ = (i; z′) and z, z′ ∈ U(1), we
obtain the unitary equivalence as follows:
Rep(p)[ i ] ◦ τ (i) ∼= Rep(p)[ i ], τ (i) ∈ Aut(i)U(2p)(CAR), (8.10)
where Rep(p)[ i ] is defined by (5.9). In general, however, we have Rep(p)[j]◦τ (i) 6∼= Rep(p)[j]
for j 6= i, hence τ (i) ∈ Aut(i)U(2p)(CAR) is generally an outer ∗-automorphism of the CAR
algebra.
Now, we consider the subgroup of AutU(CAR) defined by
Aut
(1)
U (CAR) ≡
⋃
p∈N
Aut
(1)
U(2p)(CAR). (8.11)
Then, as seen from (7.19) with (7.21) and (7.22), any one-parameter group of ∗-
automorphisms corresponding to the time evolution of a (quasi-)free fermion system is
contained in Aut
(1)
U (CAR). As for a generic one-parameter group of ∗-automorphism in
(8.11), because of its nonlinearity, it describes a time evolution in which the particle num-
ber changes generally. In the following, we show this property of (8.11) by using a few
simple examples.
Example 1. Let {αt | t∈R} be a one-parameter group of ∗-automorphisms of O4 defined
by {
αt(si) = si, i = 1, 2,
αt(s3) = cos θt s3 − sin θt s4, αt(s4) = sin θt s3 + cos θt s4, θt ≡ µt,
(8.12)
where µ is a nonvanishing real constant. Then, the corresponding induced one-parameter
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group {τt | t ∈ R} of ∗-automorphisms of the CAR algebra is obtained as follows:
τt(a2m−1) = Gm−1
[
a2m−1− sin θt
(
sin θt (a2m−1 + a
∗
2m−1)− cos θtW2m−1
)
a∗2ma2m
]
, (8.13)
τt(a2m) = Gm−1
[
cos θt a2m + sin θtW2(m−1) (a2m−1 − a∗2m−1) a2m
]
, (8.14)
Gn ≡
n∏
k=1
Fk, G0 ≡ I, (8.15)
Fk ≡ I − 2 sin θt
(
sin θt I − cos θtW2(k−1) (a2k−1 − a∗2k−1)
)
a∗2ka2k, (8.16)
Wn ≡
n∏
ℓ=1
Kℓ, W0 ≡ I, Kℓ≡aℓa∗ℓ−a∗ℓaℓ= exp(
√−1 π a∗ℓaℓ), (8.17)
where m ∈ N, and Fk’s satisfy [Fk, Fℓ] = 0. Since the vacuum e1 in the Fock representa-
tion at t = 0, which is defined by (5.1) with (5.2), satisfies
τt(an) e1 = 0, t ∈ R, n ∈ N, (8.18)
as it should be, we can adopt e1 as the vacuum at any t. Then, τt does not conserve
the particle number due to the nonvanishing term proportional to a2m−1a2m in τt(a2m)
(m ∈ N). To show this in detail, we define the (formal) particle number operator at t,
Nt, as follows:
Nt≡
∞∑
n=1
τt(a
∗
nan), (8.19)
τt(a
∗
2m−1a2m−1)=Hm−1
[
a∗2m−1a2m−1+sin θt
(
sin θtK2m−1+cos θt(a2m−1+a
∗
2m−1)
)
a∗2ma2m
]
,
(8.20)
τt(a
∗
2ma2m)=Hm−1 a
∗
2ma2m, (8.21)
Hn≡
n∏
k=1
(
I + sin2(2θt) a
∗
2ka2k
)
, H0 ≡ I. (8.22)
Obviously, Nt is explicitly dependent on t. An eigenvector of Nt with an eigenvalue k is
called a k-particle state vector at t. A generic k-particle state vector at t is, of course,
a linear combination of vectors in the form of τt(a
∗
n1
· · · a∗nk) e1 (n1 < · · · < nk), and is
orthogonal to any k′-particle state vector at t with k′ 6= k. Then, since, from (8.14), we
have
τt(a
∗
2m) e1 = (cos θt I − sin θt a∗2m−1)a∗2m e1, m ∈ N, (8.23)
a one-particle state vector at t 6= πc/µ (c ∈ Z) given by τt(a∗2m) e1 is not orthogonal to a
two-particle state vector at t = 0 given by τ0(a
∗
2m−1a
∗
2m) e1 = a
∗
2m−1a
∗
2m e1 (m ∈ N):
〈 τt(a∗2m) e1 | τ0(a∗2m−1a∗2m) e1 〉 = − sin θt. (8.24)
Therefore, the one-parameter group {τt} of ∗-automorphisms given by (8.13)–(8.16) does
not conserve the particle number.
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Next, we consider the expectation value of Nt by a k-particle state at t = 0, vk, as
follows:
ω(Nt; vk) ≡ 〈 vk | Nt vk 〉, N0 vk = k vk, k ∈ N, (8.25)
which may give the particle number of vk at t. From (8.19)–(8.22), it is straightforward to
calculate ω(Nt; vk) for each vk. More precisely, we denote a k-particle state for a specific
set of the creation operators by
vn1,n2,... ,nk ≡ a∗n1a∗n2 · · · a∗nk e1, n1 < n2 < · · · < nk. (8.26)
Then, for one-particle state vectors and two-particle state vectors, we obtain
ω(Nt; vn1) =
{
1 for n1=2m1−1,
1 + sin2 θt for n1=2m1,
(8.27)
ω(Nt; vn1,n2) =


2 for n1=2m1−1, n2=2m2−1,
2− sin2 θt for n1=2m1−1, n2=2m1,
2 + sin2 θt for n1=2m1−1, n2=2m2,
2 + sin2 θt + sin
2(2θt) for n1=2m1, n2=2m2−1,
(2 + sin2(2θt))(1 + sin
2 θt) for n1=2m1, n2=2m2,
(8.28)
where m1, m2 ∈ N (m1 < m2). As for k-particle state vectors, in particular case in which
either all of n1, . . . , nk (n1 < · · · < nk) are odd or they are even, it is easy to obtain the
following:
ω(Nt; v2m1−1,... ,2mk−1) = k, (8.29)
ω(Nt; v2m1,... ,2mk) =
(1 + sin2(2θt))
k − 1
sin2(2θt)
(1 + sin2 θt). (8.30)
In this way, ω(Nt; vk) is, in general, dependent on t nontrivially.
Example 2. Let {αt | t∈R} be a one-parameter group of ∗-automorphisms of O8 defined
by {
αt(si) = si, i = 1, 2, 3, 4, 6, 7,
αt(s5) = cos θt s5 − sin θt s8, αt(s8) = sin θt s5 + cos θt s8, θt ≡ µt,
(8.31)
where µ is a nonvanishing real constant. Then, the corresponding induced one-parameter
group {τt | t ∈ R} of ∗-automorphisms of the CAR algebra is much simpler than (8.13)–
(8.17), since we have αt(ζ3(X)) = ζ3(αt(X)) (X ∈ O8) for the recursive map ζ3 defined by
(4.11), and ζp(X1 · · ·Xn) = ζp(X1) · · · ζp(Xn) for an odd integer n and p ∈ N. We obtain
the following:
τt(a3m−2) = a3m−2 +
(
(cos θt − 1)a3m−2 + sin θt a∗3m−1
)
a∗3ma3m, (8.32)
τt(a3m−1) = a3m−1 +
(− sin θt a∗3m−2 + (cos θt − 1)a3m−1)a∗3ma3m, (8.33)
τt(a3m) =
[
cos θt I + (1− cos θt)(a∗3m−2a3m−2 − a∗3m−1a3m−1)2
+ sin θt(a3m−2a3m−1 + a
∗
3m−2a
∗
3m−1)
]
a3m, (8.34)
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where m ∈ N. As seen from the term a3m−2a3m−2a3m in (8.34), a one-particle state vector
at t 6= πc/µ (c ∈ Z) given by τt(a∗3m) e1 is not orthogonal to a three-particle state vector
at t = 0 given by τ0(a
∗
3m−2a
∗
3m−1a
∗
3m) e1 = a
∗
3m−2a
∗
3m−1a
∗
3m e1 as follows:
〈 τt(a∗3m) e1 | τ0(a∗3m−2a∗3m−1a∗3m) e1 〉 = − sin θt. (8.35)
The particle number operator Nt in the present case is given by
Nt =
∞∑
n=1
τt(a
∗
nan), (8.36)
τt(a
∗
3m−2a3m−2) = a
∗
3m−2a3m−2 − sin2 θt (a∗3m−2a3m−2 + a∗3m−1a3m−1 − I)a∗3ma3m
+ sin θt cos θt (a
∗
3m−2a
∗
3m−1 + a3m−1a3m−2)a
∗
3ma3m, (8.37)
τt(a
∗
3m−1a3m−1) = a
∗
3m−1a3m−1 − sin2 θt (a∗3m−2a3m−2 + a∗3m−1a3m−1 − I)a∗3ma3m
+ sin θt cos θt (a
∗
3m−2a
∗
3m−1 + a3m−1a3m−2)a
∗
3ma3m, (8.38)
τt(a
∗
3ma3m) = a
∗
3ma3m, (8.39)
where m ∈ N. It is easy to obtain the expectation values of Nt by k-particle state vectors
at t = 0 as follows:
ω(Nt; vn1) =
{
1 for n1 = 3m− 2, 3m− 1,
1 + 2 sin2 θt for n1 = 3m,
(8.40)
ω(Nt; vn1,n2) = ω(Nt; vn1) + ω(Nt; vn2), (8.41)
ω(Nt; vn1,n2,n3) =


3− 2 sin2 θt for n1=3m−2, n2=3m−1, n3=3m,
3∑
i=1
ω(Nt; vni) otherwise,
(8.42)
where m ∈ N, and likewise in the case of k ≧ 4.
Example 3. Let {αt | t∈R} be a one-parameter group of ∗-automorphisms of O16 defined
by 

αt(si) = si, i = 1, 4, 6, 7, 10, 11, 13, 16,
αt(s2) = cos θt s2 − sin θt s15, αt(s15) = sin θt s2 + cos θt s15,
αt(s3) = cos θt s3 − sin θt s14, αt(s14) = sin θt s3 + cos θt s14,
αt(s5) = cos θt s5 − sin θt s12, αt(s12) = sin θt s5 + cos θt s12,
αt(s9) = cos θt s9 − sin θt s8, αt(s8) = sin θt s9 + cos θt s8,
θt ≡ µt,
(8.43)
where µ is a nonvanishing real constant. In this case, it is also possible to introduce one to
four mutually different constants µ’s for the SO(2) action on four pairs (s2, s15), (s3, s14),
(s5, s12), and (s9, s8). If we have introduced more than one constants µ’s whose ratios are
irrational for at least one pair of them, {αt} would become nonperiodic in contrast with
the previous examples. Anyway, for simplicity, we have introduced only one constant µ.
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Then, the corresponding one-parameter group {τt | t ∈ R} of ∗-automorphisms of the
CAR algebra is obtained as follows:
τt(am,j1) = cos θt am,j1 + sin θt bm,j1 , am,j1 ≡ a4(m−1)+j1 , (8.44)
bm,j1 ≡ am,j2 am,j3 am,j4 + a∗m,j2 a∗m,j3 am,j4 + a∗m,j3 a∗m,j4 am,j2 − a∗m,j4 a∗m,j2 am,j3 , (8.45)
where m ∈ N, (j1, j2, j3, j4) is a cyclic permutation of (1, 2, 3, 4). From the existence of
am,j2 am,j3 am,j4 in (8.44) with (8.45), a one-particle state vector at t 6= πc/µ (c ∈ Z) is
not orthogonal with a three-particle state vector at t = 0 as in Example 2. The particle
number operator Nt is given by
Nt=
∞∑
n=1
τt(a
∗
nan)
=
∞∑
m=1
4∑
j1=1
[
(1 + 2 sin2 θt)a
∗
m,j1
am,j1+2 sin
2θt
(
2a∗m,j2am,j2 a
∗
m,j3
am,j3 a
∗
m,j4
am,j4
−a∗m,j2am,j2 a∗m,j3am,j3−a∗m,j3am,j3 a∗m,j4am,j4−a∗m,j4am,j4 a∗m,+j2am,j2
)
−2 sin θt cos θt
(
am,j1 a
∗
m,j2
a∗m,j3 a
∗
m,j4
+a∗m,j1 am,j2 am,j3 am,j4
)]
, (8.46)
where (j1, j2, j3, j4) is a cyclic permutation of (1, 2, 3, 4). The expectation values of Nt by
k-particle state vectors at t = 0 are obtained as follows:
ω(Nt; vn1) = 1 + 2 sin
2 θt, (8.47)
ω(Nt; vn1,n2) = 2 + 4(1− δm1,m2) sin2 θt, (8.48)
ω(Nt; vn1,n2,n3) = 3 +
(
6 + 4(δm1,m2δm2,m3 − δm1,m2 − δm2,m3 − δm3,m1)
)
sin2 θt, (8.49)
ω(Nt; vn1,n2,n3,n4) = 4 + 4
(
2+δm1,m2δm2,m3+δm2,m3δm3,m4+δm3,m4δm4,m1+δm4,m1δm1,m2
−δm1,m2−δm1,m3−δm1,m4−δm2,m3−δm2,m4−δm3,m4
)
sin2 θt, (8.50)
where ni ≡ 4(mi − 1) + ji, mi ∈ N, ji = 1, 2, 3, 4 with ni1 < ni2 for i1 < i2, and likewise
in the case of k ≧ 5.
It is straightforward to generalize the one-parameter group {αt} of ∗-automorphisms
in the above examples to the case of O2p . The corresponding induced one-parameter
group {τt} of ∗-automorphisms of the CAR algebra may, in general, contain mixing of
one-particle states and r-particle states with r ≦ p. By composing such ∗-automorphisms
which mutually commute, it is possible to make various one-parameter group of ∗-
automorphisms of the CAR algebra, which change the particle number with keeping the
Fock vacuum invariant.
§9. Discussion
In the present paper, we have shown that it is possible to reveal some nontrivial
structures of the CAR algebra concretely in terms of generators without difficulties by
transcribing various properties of the Cuntz algebra through our recursive fermion system.
As far as the permutation representations of the Cuntz algebra are concerned, the
standard recursive fermion system yields irreducible representations only from those with
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central cycles of length 1. It is remarkable that, from any irreducible permutation repre-
sentation with a central cycle of length greater than 1, a suitable nonstandard recursive
fermion system, which is obtained from the standard one by using an inhomogeneous en-
domorphism, yields an irreducible one. According to the recent study in C∗-algebra,18) for
any two pure states (or irreducible representations) in a rather wide class of C∗-algebras
including the Cuntz algebra, there exists a ∗-automorphism connecting them. However, it
seems still unknown how to construct such a ∗-automorphism explicitly in terms of gen-
erators. If it becomes to possible to construct it, we may apply it in the recursive fermion
system by replacing the above inhomogeneous endomorphisms.
As shown in Sec. 3-2, a set of permutation endomorphisms ϕσp (p ∈ N), which induce
∗-homomorphisms of the CAR algebra to its even subalgebra, has interesting properties
such as (3.23), (3.24) and (3.43), although it is not closed with respect to the composition.
It may be useful for a systematic study of such even-CAR endomorphisms to extend the
set of ϕσp (p ∈ N) so as to constitute an abelian semigroup. Let r be an odd positive
integer and P ≡ (p1, p2, . . . , pr) with p1, . . . , pr ∈ N and p1 < p2 < · · · < pr. We define
a family of the (pr + 1)-th order permutation endomorphisms ϕσP of O2 by (2.41) with
σP ∈ S2pr+1 being given by

σP (1, j1, . . . , jpr) ≡ (1, j1, . . . , jpr),
σP (2, j1, . . . , jp1−1, jp1, . . . , jp2−1, jp2, . . . , jpr−1, jpr)
≡ (2, j1, . . . , jp1−1, jˆp1, . . . , jp2−1, jˆp2, . . . , jpr−1, jˆpr)
(9.1)
with jˆ ≡ 3− j. Then, ϕσP is written as follows:

ϕσP (s1) = s1,
ϕσP (s2) = s2
r∏
k=1
ρpk−1(J), J ≡ s2;1 + s1;2, (9.2)
where ρ is the canonical endomorphism of O2. Let P be the whole set of P ’s, each
of which consists of an odd number of mutually different positive integers. Then, it is
straightforward to show that {ϕσP | P ∈ P} constitutes an abelian semigroup with respect
to the composition, that is, for any P,Q ∈ P, there exists an element R ∈ P such that
ϕσR = ϕσP ◦ ϕσQ = ϕσQ ◦ ϕσP . (9.3)
As for the KMS state of the CAR algebra given in Sec. 7, we have constructed it
from Rep(1) of O2 by using the above even-CAR endomorphism ϕσp but not from a KMS
state of the Cuntz algebra. Since it is known that the inverse temperature for the KMS
state of the Cuntz algebra with respect to a certain type of one-parameter group of ∗-
automorphisms is unique,14, 15, 16) it does not seem desirable to construct a KMS state of the
CAR algebra by restricting that of the Cuntz algebra with a unique inverse temperature.
For more study of KMS states of the CAR algebra in view of the Cuntz algebra, it
seems important to clarify in what class of one-parameter groups of ∗-automorphisms the
uniqueness of the KMS state of the Cuntz algebra is valid.
In Sec. 8, we have constructed nontrivial one-parameter groups {τt} of ∗-
automorphisms of the CAR algebra which preserve the Fock vacuum invariant. For rather
simple cases such as Examples 2 and 3, we can also construct the generator of τt, that is,
the Hamiltonian. From the unitary ut ∈ U(1,O2p) associated with the ∗-automorphism
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αt of O2p , which is defined by
ut ≡
2p∑
i=1
αt(si) s
∗
i , (9.4)
we obtain
τt(aj) = Φ
−1
SRp
(ut a j u
∗
t ), j = 1, . . . , p, (9.5)
where a j’s are the seeds of the standard RFSp. In the case of Examples 2 and 3, since
{ap(m−1)+j | j = 1, . . . , p} for a fixed m ∈ N transform in the same way as the seeds, by
extrapolating the expression for ut in terms of the seeds to that of {ap(m−1)+j | m ∈ N, j =
1, . . . , p}, it is straightforward construct the corresponding Hamitonians H generating τt
as follows:
τt(an) = e
√−1H t an e
−√−1H t, H∗ = H, (9.6)
Example 2: H =
√−1µ
∞∑
m=1
(
a∗3m−2 a
∗
3m−1 − a3m−1 a3m−2
)
a∗3ma3m, (9.7)
Example 3: H =
√−1µ
∞∑
m=1
4∑
j1=1
(
a∗4(m−1)+j1 a
∗
4(m−1)+j2 a
∗
4(m−1)+j3 a4(m−1)+j4
− a∗4(m−1)+j4 a4(m−1)+j3 a4(m−1)+j2 a4(m−1)+j1
)
, (9.8)
where (j1, j2, j3, j4) is a cyclic permutation of (1, 2, 3, 4). Here, it should be noted that
the above H ’s are well-defined only in the Fock representation, or more precisely, in the
representations induced from those of the Cuntz algebra which are kept invariant under
the corresponding αt.
It is interesting to consider expectation values of products of τt(am)’s and τt(a
∗
m)’s
with mutually different time variables by the vacuum e1, which is written as
ω
(
a♯m1(t1) a
♯
m2
(t2) · · · a♯mn(tn)
) ≡ 〈 e1 | a♯m1(t1) a♯m2(t2) · · · a♯mn(tn) e1 〉, (9.9)
where a♯m(t) denotes τt(am) or τt(a
∗
m). In contrast with those obeying linear transfor-
mations such as (7.19), we found there are nontrivial truncated n-point functions, where
truncation means subtraction of contributions from lower-point functions. As illustration,
we consider those consisting only of a1, a
∗
1, a2 and a
∗
2 in the case of Example 1. Since
all one-point functions vanish, there is no difference between truncated functions and un-
truncated ones in the case of n = 2, 3. From (8.13) and (8.14), we obtain the following
two-point functions and three-point ones:
ω
(
a1(t1)a
∗
1(t2)
)
= 1, (9.10)
ω
(
a2(t1)a
∗
2(t2)
)
= cos(θ1 − θ2), (9.11)
ω
(
a2(t1)a
∗
2(t2)a
∗
1(t3)
)
= ω
(
a1(t2)a2(t4)a
∗
2(t3)
)∗
= sin(θ1 − θ2), (9.12)
ω
(
a2(t1)a
∗
1(t2)a
∗
2(t3)
)
= ω
(
a2(t3)a1(t2)a
∗
2(t1)
)∗
= sin(θ1 − θ2) cos(θ2 − θ3), (9.13)
and others vanish, where θi ≡ θti . Here, (9.13) reproduces (8.24) with n = 1 by setting
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t1 = t, t2 = t3 = 0. As for the truncated four-point functions, they are obtained as follows:
ω
(
a1(t1)a2(t2)a
∗
1(t3)a
∗
2(t4)
)
T
= ω
(
a2(t4)a1(t3)a
∗
2(t2)a
∗
1(t1)
)∗
T
= ω
(
a1(t1)a2(t2)a
∗
1(t3)a
∗
2(t4)
)
+ ω
(
a1(t1)a
∗
1(t3)
)
ω
(
a2(t2)a
∗
2(t4)
)
= − cos(θ3 − θ2) cos(θ3 − θ4) + cos(θ2 − θ4)
= sin(θ2 − θ3) sin(θ3 − θ4), (9.14)
ω
(
a2(t1)a1(t2)a
∗
1(t3)a
∗
2(t4)
)
T
= ω
(
a2(t1)a1(t2)a
∗
1(t3)a
∗
2(t4)
)− ω(a1(t2)a∗1(t3))ω(a2(t1)a∗2(t4))
= cos(θ1−θ2) cos(θ2−θ3) cos(θ3−θ4)− cos(θ1−θ4)
= sin(θ1−θ2) sin(θ2−θ3) cos(θ3−θ4) + sin(θ1−θ3) sin(θ3−θ4), (9.15)
ω
(
a2(t1)a
∗
1(t2)a1(t3)a
∗
2(t4)
)
T
= sin(θ1 − θ2) cos(θ2 − θ3) sin(θ3 − θ4), (9.16)
and others vanish, where a subscript T denotes truncation. Likewise, we can show there
are nonvanishing truncated five-point functions and six-point ones. To clarify the phys-
ical meaning of these results, it is necessary to study in more detail the one-parameter
group {τt} of ∗-automorphisms as time evolutions of quantum field theoretical dynamical
systems.
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