The packing chromatic number χ ρ (G) of a graph G is the smallest integer k needed to proper color the vertices of G in such a way the distance between any two vertices having color i be at least i + 1. We obtain χ ρ (H q,m ) for m = 3, where H q,m is the Hamming graph of words of length m and alphabet with q symbols, and tabulate bounds of them for m ≥ 4 up to 10000 vertices. We also give a polynomial reduction from the problem of finding χ ρ (G) to the Maximum Stable Set problem.
Introduction and previous results
The packing chromatic number, originally called broadcast chromatic number, is a concept established by Goddard et al. (2008) and comes from the area of frequency planning in wireless networks. Given an undirected graph G = (V, E), a packing k-coloring of G is a partition V 1 , . . . , V k of V such that for all i ∈ {1, . . . , k}, every distinct vertices u, v ∈ V i are at distance at least i + 1. As usual, the smallest integer k for which exists a packing k-coloring of G is called the packing chromatic number (PCN) of G and it is denoted by χ ρ (G) (Brešar et al., 2007) . Fiala and Golovach (2010) showed that determining this number is an N P-hard problem even for trees.
There are some interesting results relating this problem with the Maximum Stable Set (MSS) problem. Let G be a graph with n vertices and diameter d. Goddard et al. (2008) proved that if d = 2 then χ ρ (G) = n + 1 − α(G), where α(G) is the stability number of G (i.e. the cardinality of the maximum stable set). Later, this result was generalized by Argiroffo et al. (2012) for graphs G for which χ ρ (G) ≥ d.
Let us introduce some notation. For any positive integer k we denote [k] = {1, . . . , k}. From now on, we assume that a graph G = (V, E) has V = [n], it is connected and has diameter at least two. Let d G (u, v) be the distance between u and v in G.
Observe that, if F = {k}, then G F is isomorphic to G k and, if G has diameter two,
The next lemma includes the mentioned generalization on graphs with diameter two: Lemma 1.1. (Argiroffo et al., 2012) 
This result is useful for obtaining the exact value, or nontrivial bounds, of PCN for several families of graphs. In particular, Torres (2013) applied it on the family of hypercubes. Hypercubes are particular cases of Hamming graphs, a main subject of study in coding theory.
For any q, m ∈ Z + with q ≥ 2, the Hamming graph H q,m is the graph in which vertices are represented as vectors (u 1 , . . . , u m ) ∈ {0, . . . , q − 1} m , and two vertices are adjacent if and only if they differ in exactly one coordinate (here, we use the definition given by Klotz and Sharifiyazdi (2008) , but other authors, such as El Rouayheb et al. (2007) , uses a different definition). Equivalently, H q,m = K q K q . . . K q (m times), where K q is the complete graph on q vertices and G H is the cartesian product of G and H. The Hamming graph H q,m has q m vertices, m(q − 1)q m /2 edges and diameter m. Finding the stability number of H k q,m , denoted by A q (m, k + 1) in coding theory literature (see, for instance, Huffman and Pless, 2003) , is one of the most challenging problems in this area and the exact value is known for just few cases, while for harder cases, only bounds are known. As we shall see in the next section, the PCN of H q,m and the values α(H k q,m ) are related each other. Although exact values of PCN have been obtained for m-dimensional hypercubes up to m = 8 (see Goddard et al., 2008, and Torres, 2013) , it is an open problem to know the PCN of remaining hypercubes, as well as the PCN of Hamming graphs for q ≥ 3.
This work addresses two topics. In Section 2, we give a direct formula for computing χ ρ (H q,m ) for m ∈ {2, 3} and for all q. We also get bounds for the PCN of Hamming graphs up to 10000 vertices by using an Integer Linear Programming approach. In particular, we improve upper bounds for m-dimensional hypercubes with m = 11, 12, 13.
On the other hand, in Section 3, we present a polynomial reduction from the problem of computing the PCN of any graph to the MSS problem. This reduction is given by the construction of a new graph G
, of size (n + 1)(d − 1), and allows to address the PCN for cases where previous results in the literature did not contemplate them.
PCN of Hamming graphs
As we have mentioned in the introduction, Hamming graphs H q,m can be thought as the result of applying m times the cartesian product of the complete graph of q vertices. Brešar et al. (2007) proved that, for any graph
can obtain a lower bound of the PCN of H q,m as follows.
For m ≥ 2, the result given by Brešar et al. (2007) 
is at less m, the diameter of H q,m . Therefore, we can apply Lemma 1.1, obtaining:
Now, we prove that the bound given in Lemma 2.1 holds as equality for H q,m with m ∈ {2, 3} and any q ≥ m.
However, u j = v j (mod q) which is absurd. Therefore, S q,m is a stable set of H q,m of size q m−1 .
Part (i). In virtue of Lemma 2.1 and Corollary 2.1, we only need to prove α(H q,2 ) ≥ q, which is true since |S q,2 | = q.
q,3 . Again, we only need to prove α(H) ≥ q 2 + q. We build a stable set S of H such that |S| = q 2 + q.
Define a 0 , a 1 , . . . , a q−1 as follows. For i = 0, . . . , ⌊q/2⌋ − 1, a i = q − 2(i + 1). For i = ⌊q/2⌋, . . . , q − 1, a i = 2q − 2(i + 1) if q is odd, or a i = 2q − 2(i + 1) + 1 if q is even. It is not difficult to see that (a 0 , a 1 , . . . , a q−1 ) is a permutation of (0, . . . , q − 1) and each a i satisfies 2i + a i = 0 (mod q). Now, consider S = {(v, 1) : v ∈ S 1 } ∪ {(v, 2) : v ∈ S 2 } where S 1 = S q,3 and S 2 = {(i, i, a i ) : i = 0, . . . , q − 1}. S 1 is a stable set of H q,3 with size q 2 , whereas S 2 is a stable set of H 2 q,3 with size q, since vectors (i, i, a i ) and (j, j, a j ) differ in the 3 coordinates, for i = j. Also, since each vertex v = (v 1 , v 2 , v 3 ) ∈ S 2 satisfies v 1 + v 2 + v 3 = 2i + a i = 0 (mod q), S 1 and S 2 are disjoint sets, i.e.if u ∈ S 1 then (u, 1) and (v, 2) are not adjacent in H.
Finally, we make some computational experiments in order to further our understanding of the PCN on Hamming graphs. By considering Corollary 2.1, we focus on solving the MSS problem for H [m−1] q,m . We recall that state-of-the-art exact algorithms that solve the MSS problem report an average size of instances less than 1000 vertices (see Rebennack, 2011) .
We address this problem on Hamming graphs up to 10000 vertices, obtaining bounds in most of the cases.
For any F ⊂ [m − 1], the value α(H F q,m ) can be obtained by solving the following {0, 1}-linear programming formulation of MSS problem:
Here, stable sets of H F q,m are described as the {0, 1}-vectors x v,k and K k is a particular polinomial covering of edges by cliques of H k q,m . Such covering can be obtained as follows. Define
q,m . The following straightforward result guarantees that this set is a suitable covering:
If k is odd and k ≥ 3, consider
cliques containing the uncovered edges, obtained in a greedy form.
In order to find the packing chromatic number of H q,m , we set F = [m − 1] and solve the resulting formulation through IBM ILOG CPLEX 12.6. A time limit of 2 hours is imposed.
Since, in the harder cases, CPLEX is unable to obtain a reasonable initial incumbent, we also implement an heuristic that finds a maximal stable set of H 
The following table summarizes the resulting bounds after the optimization (a mark "−" means the Hamming graph has more than 10000): Note that the bound given by Lemma 2.1 holds as equality for m = 4 and q ∈ {4, 5}, and the gap between both bounds is certainly close for q = 6, . . . , 9. This observation makes us wonder whether, as in the case m = 3, the bound given by Lemma 2.1 holds as equality for the case m = 4 and q ≥ 4. In addition, the optimal stable sets found for m = 4 and q ∈ {4, 5} have the form {(v, 1) : v ∈ S 1 } ∪ {(v, 2) : v ∈ S 2 } ∪ {(v, 3) : v ∈ S 3 } where S 1 = S q,4 , S 2 = {(i, j, a ij ) : i, j = 0, . . . , q − 1} and S 3 = {(i, i, i, c i ) : i = 0, . . . , q − 1} where a ij is a certain permutation of values {(i, j) : i, j = 0, . . . , q − 1} and c i a certain permutation of {0, . . . , q − 1}, so our conjecture could be addressed by trying to construct such permutations.
On the other hand, our heuristic turned out to be helpful for hypercubes (q = 2). It allows us to improve the best known upper bound of PCN for m = 11 given by Torres (2013) , from value 881 to 857. We also get values for m ∈ {12, 13}: χ ρ (H 2,12 ) ≤ 1707 and χ ρ (H 2,13 ) ≤ 3641.
A polynomial reduction from the PCN problem to the MSS problem
Let G be a graph with n vertices and diameter d. Observe that by Lemma 1.1 we can obtain the value of χ ρ (G) by applying an iterative procedure. First, we compute α(
and we can compute α(G [k] ) with decreasing values of k from d − 1 to the first valuek for which α(G [k] ) < n. In this case, χ ρ (G) =k + 1.
In this section, we give a direct formula for obtaining χ ρ (G) in terms of the stability number of a certain graph. Given
Clearly, G F * can be constructed in polynomial time from G for any F ⊂ [n]. Then, the mentioned reduction to the MSS problem is given by the following theorem:
Theorem 3.1. Let G be a connected graph with diameter d ≥ 2. Then,
The proof of the previous theorem is based on the following properties of graphs G F * :
). Then, |S * | ≥ |S|, implying that S * is a maximum stable set of G F * . Now, consider the case α(G F ) < n. Let S be a maximum stable set of G F * and assume that there exists k ∈ K(S). Then,
The thesis follows by applying recursively this argument.
Part (ii): Let γ = max{α(G [t] ) + p − t : t ≤ p}. Note that, for any t ≤ p − 1 and any stable set S of G [t] , S ∪ {( * , k) : k = t + 1, . . . , p} is a stable set of G [p] * and some t ≤ p such that S ′ = S * ∩ V (G [t] ) is stable set of G [t] with cardinality |S * | − (p − t). Then, α(G
Now, consider the case α(G [t] ) = n for some t ≤ p. Let t ′ = χ ρ (G) = min{t : α(G [t] ) = n} by Lemma 1.1. Clearly, t ′ ≤ p and γ = n + p − t ′ . Therefore, t ′ = n + p − γ = n + p − α(G Observe that, if we know an upper bound t of the χ ρ (G) such that t < d − 1, since α(G [t] * ) = n, Lemma 3.1 (ii) allows us to compute χ ρ (G) in terms of the stability number of G 
