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Vorwort 
In diesem Heft sind unter dem Titel 
Beiträge zu Trennproblemen 
die redigierten Manuskripte von 1o Vorträgen zusanme.ngefaßt , die wfülrend des 21 . Bianetrischen Kolloquiums der 
Deutschen Region der Bianetrischen Gesellschaft in l:k>henheim in der Zeit van 5. bis zum 7. März 1975 gehalten wurden. 
Wegen des großen Interesses, das diese Vorträge gefunden haben, hat der Beirat der Deutschen Region der Biometrischen 
Gesellschaft beschlossen, diese Manuskripte möglichst kurzfristig zu veröffentlichen. Das Angebot der Herausgeber der 
Zeitschrift "EDV in Medizin und Biologie", die Beiträge als Sonderheft herauszugeben, hat der Beirat gerne angenonmen . 
Die Sitzungen Uber Trennprobleme waren vor allem "nicht klassischen" Verfahren fUr Trenn- und Zuo~probleme 
gewidmet . 
Die Arbeiten von REroF.S sowie HERMANS und HABBENA beschäftigen sich mit nicht-parametrischen Trennverfahren w-n auch 
'IRAMPISCH geht in seinem tlbersichtsreferat besorrlers auf nicht-parametrische Verfahren ein. MJRAN sowie NAKACHE und 
DUS.SERRE beharrleln das fUr die Praxis außerordentlich wichtige Problem der Auswahl der trennfähigsten Variablen. 
STREIT beharrlelt den Spezialfall degenerierter Verteilungen, RIOUX ein quadrati sches Verfahren mit einheitl icher Metrik 
und AHMED-LACHENBRUCH beschäftigen sich mit der Robustheit der Diskriminanzanalyse gegenüber Verunreinigungen der Stich-
proben. Schließlich betrachtet CHRISTL das Zuordnungsproblem der Diagnostik unter dem Gesichtspunkt der Optimierung 
einer Nutze.nfunktion und 'ItiURMAYR mit Mitarbeitern berichtet Uber Erfahrungen beim Einsatz von Trennverfahren in der 
praktischen Diagnostik. 
Der Sitzungsleiter, dem auch die Zusanrrenstellung und Bearbeitung dieses Heftes oblag, ist folgenden Personen, die 
durch ihre bereitwillige und schnelle Mitarbeit eine rasche Veröffentlichung ermöglichten, zum Dank verpflichtet : 
den Aut oren, die in kürzester Zeit ihre Manuskripte überarbeiteten und Korrekturen lasen, 
Herrn Prof . Dr. E. Walter und Herrn Prof . Dr. R. Repges, die sich als Referenten zur Verfügung stellten, 
den Mitarbeitern der Herausgeber und des Verlages fUr die schnelle Herstellung der Druckfahnen und die rasche Druckle-
gung und nicht zuletzt den Mitarbeitern seiner Abteilung, die ihn bei allen anfallenden Arbeiten intensiv unterstützten . 
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verteilt . Durch Restriktionen an dieses Modell verringert 
man die Anzahl der zu schätzenden Parameter soweit , bis 
die Zuteilungsquote maximal wird. Am praktischsten geht man 
~kehrt vor: Man startet also z .B. mit ei nem Modell, in 
dem vollkOlllllene Unabhängigkeit der Variablen vorausgesetzt 
wird, bestinmt eine Rege~ und schätzt die zu erwartende 
Fehlerrate ; als nächstes setzt man voraus , daß l ediglich 
Abhängigkeiten erster Art (wobei verschiedene Definitionen 
von Abhängigkeiten denkbar sind, z .B. nach LANCASTER (1969) 
oder BIRCH (1963)) bestehen, bestinmt wieder eine Regel 
und schätzt den zu erwartenden Verlust usw •. Dieses Verfah-
ren bricht man ab, wenn die Fehlerrate bei einem Schritt 
zuninmt , wobei hier die Frage zu klären wäre , ob es even-
tuell mehrere Maxil1'8. gibt . 
Für die Praxis ist Problem (3) das interessanteste und eine 
Unterscheidung zwischen Problem (2) und (3) erschei nt wenig 
sinnvoll. Auch i n diesem Fall wäre eine Möglichkeit , eine 
Zuordnungsregel zu erhalten, dadurch gegeben, mehrere Ver -
teilungsfamilien zuzul assen und die pl ug-in-rule auszuwäh-
len, bei der der zu erwartende Fehler am ger ingsten ist . 
Wir wollen im folgenden jedoch nur auf einige p cht-para-
metrische Verfahren näher eingehen, deren Anwendung auch 
für Problem (2) sinnvoll sein kann. 
FIX und HODGES (1951) haben ein Verfahren (für m=2) vorge-
schlagen, welches bei wachsendem Stichprobenumfang gegen 
eine optimale Regel strebt . Diese Verfahren setzt voraus, 
daß die Verteilungsfunktionen P1 und P2 absolut stetig sind 
und der Stichprobenraum :J., ein metrischer Raum ist . Für 
Abb . 1: Beispiel für das Verfahren von FIX und HODGES für 
--- 2 Gruppen und 2 Variablen 
Die Punkte der erhärteten Stichprobe der Population ~ 
sind mit Kreisen, die der Population rr2 mit Dreiecken be-
zeichnet . Die Stichprobenumfänge der erhärteten Fälle aus 
rrl und ~ betragen n1 :: 20 und ~ = 13. Der Punkt (xo,yo) 
entstarrmt der gemischten Population und soll klassifiziert 
werden. Als Schätzungen für die Dichtefunktion r1 der 
Population IT.i am Punkt (x0 ,y0 ) erhält man i\ (x0 ,y0) = 2~ , 
als Schätzung für die Dichtefunktion f2 der Population rr2 
A 1 
am Punkt (x0 ,y0) erhält man f 2(x0 ,y0 ) = 13. 
Da f 2Cx0 ,y0 ) < f 1 (x0 ,y0 ) ordnet man diesen Punkt ~ zu . 
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ein X=x0 aus der gemischten Population wird um x0 eine Um-
gebung U(x0) gelegt . Dann werden die G;luotienten aus der Zahl 
der aus der erhärteten Stichprobe von rri i=1,2 in die Um-
gebung U(x0 ) fallenden Punkte mit den Gesamtstichprobenzah-
len gebildet . Diese Werte werden als Schätzungen für die 
beiden Werte der Dichtefunktionen an diesem Punkt x
0 
ver-
wendet (Abb . 1) . Eines der großen Probleme bei der prakti-
schen Anwendung di eses nicht-parametri..schen Verfahrens 
besteht in der geei gneten Wahl der ~ebung. 
Obwohl dieses Verfahren von FIX und HODGES nur für steti g 
verteil te Zufallsvariablen eine theoretische Begrilndung hat, 
wird es mit einer anderen "Metrik", nämlich 
d(X,Y) =Anzahl der Elemente der Menge {xi#yi: i=l , ..• ,i} 
sehr häufig für Alternativ-Daten angeW"andt . Alle Varianten 
dieses Verfahrens sind unter dem Begriff nearest-neighbour-
rules (NN-rules) zusanmengefaßt. Man Ult'lterscheidet hier 
NN-rules erster, zweiter usw. Art . Bei einer NN-rule erster 
Art werden alle Punkte zum Schätzen der Verteilungsfunktion 
in diesem Punkt x0 hinzugenomren, deren Abstand zu diesem 
Punkt x0 gleich 1 ist, d.h. die sich nur in einer Komponen-
te von diesem Punkt unterscheiden (HILI.S, 1967). 
Ebenfalls auf Methoden der direkten Dichteschätzungen bei 
stetigen Variablen beruht di e sogenanrrte Kern-Methode , die 
von HABBEMA et al. (1974a) in der Praxis angewandt wird . 
Ein weiteres Verfahren, für welches es allerdings keine 
theoretische Begründung gibt, hat KENDALL ( 1966} vorge-
schlagen. Dies ist ein Verfahren, bei dem sequentiell die 
Variablenzahl um eins erhöht wird . KENDALL rangiert die 
Werte jeder Variablen in den beiden erllärteten Stichproben 
und benutzt jeweils nur die Bereiche einer Variablen, um 
eine Zuordnung zu treffen, wo sich die Werte der ersten 
und zweiten Gruppe nicht Oberlappen. Fällt der Wert der 
ersten zur Trennung zugezogenen VariabJ.en nicht in das 
überlappende Gebiet, so wird dieser Fall einer der beiden 
Gruppen zugeordnet; falls der Wert in dem überlappenden 
Gebiet liegt, wird die nächste Variable zur Trennung hinzu-
gezogen; unter Umständen erfolgt bei d.iesem Verfahren keine 
Entscheidung für eine Gruppe. Bei wachsendem Stichproben-
umfang der erhärtenden Stichproben wir<l dieses Verfahren 
allerdings sehr schlecht , da dann das Nicht-Entscheidungs-
gebiet sehr groß wird (Abb . 2) . 
Ein weiteres nicht- parametrisches Verf"ahren für stetige 
___./ 
Zufallsvariablen in einem euklidischen Rawp st arrmt von 
QUESENBERRY und GESSAMAN ( 1968) . Für jede Population be-
rechnen sie nicht-parametrische Toleranzgebiete und ordnen 
einen neuen Fall zu allen Populationen zu, in deren Tole-
ranzgebiet er hineinfällt. Ein Hauptproblem bei diesem Ver-
fahren besteht darin, di e Toleranzgebiete, die recht kom-
plizierte Gestalt haben können, zu bestimnen. 
M.W. ANDERSON und BENNING haben 1970 eine Variante dieses 
Verfahrens für den Zwei-Gruppenfall vo:rgeschlagen, welche 
auf Methoden der Cl usteranalyse aufbau.t und recbentechnisch 
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Abb . 2: Beispiel f(lr das Verfahren von KENDALL f(lr 2 Grup-
--- pen und 2 Variabl en 
Die Punkte der erhärteten Stichprobe der Population IT1 
sind mit Kreisen, die der Population IT2 mit Dreiecken be-
zeichnet . Die Parallele zur x- Achse durch y2 berührt das 
ausgefüllte Dreieck außerhalb des Rechtecks und oberhalb 
dieser Parallelen liegen keine Punkte aus der erhärteten 
Stichprobe von IT2. Die anderen Parallelen sind ebenfalls 
nach .dieser Vorschrift entstanden; sie berühren jeweils 
die ausgefüllten Dreiecke bzw. Kreise . 
Benutzt rran zunächst die x-Komponente und dann die y-Kompo-
nente eines neuen Falls (x0 ,y0 ) aus der gemischten Popula-
tion zur Trennung, so lautet die Zuordnungsregel: 
xo ~ x1 
xo ..'.: x2 
x1< xo < x2 
Zuordnung zu !!1 } 
Zuordnung zu ll2 
j und Y0 ~ Y1 und Y0 ..'.: Y2 
und y1< yo< Y2 
di e y-Komponente 
bleibt hier 
unberücksichtigt 
Zuordnung zu IT2 
Zuordnung zu IT1 
keine Zuordnung 
einfacher durchzuführen ist . In diesem Heft wird eine wei-
tere Vari ante dieses Verfahrens vorgestellt , welche die 
Methode von KENDALL so modifiziert, daß·die Fehlerrate be-
st:imnbar ist (REPGES, 1975). 
III . Schätzen von Fehlerraten 
Neben der Gewinnung einer optimalen Zuteilungsregel ist 
die Bestinrnung bzw . das Schätzen von Fehlerraten von Inter-
esse . Im folgenden Abschnitt sollen daher einige Fehler-
raten aufgeführt und auf das Bestinmm bzw. Schätzen dieser 
Fehler eingegangen werden . Hierzu gibt es einige Arbeiten, 
bei denen die verschiedenen Arten von Fehlern klar heraus-
gestellt werden (u.a. HILI.S (1966) , SKARABIS (1970) , 
VICTOR ( 1975)) . Vor der Arbeit von HlLI.S wurden zwar 
praktische Methoden zur Fehlerraten-Schätzung entwickelt , 
mm lll!lChte sich jedoch mei st keine Gedanken darüber, wel-
che Art von Fehlern damit geschätzt wurde . 
Für die folgenden tl'berlegungen werden wir uns auf zwei 
Gruppen rr1 und IT2 beschränken . Di e Zuteilungsregel 
D(P1,P2,x) = (A,B) zerl egt den Stichprobenraum ~ in zwei 
disjunkte Teilmengen A,B. Zur übersichtlichen Darstellung 
benutzen wir anstelle von D eine nichtrandomisierte Ent-
scheidungsfunktion ö, die zu D bezüglich der Zuordnung 
eines Elementes X f:. :'/, zu !!1 oder n2 äquivalent ist . 
Wir setzen: 
ö(P1,P2,x) = 0 
ö(P1,P2,x) = 1 
falls X ~ A 
falls X E. B 
und ordnen x ~ zu, falls ö(P1,P2,x) = O, andernfalls ord-
nen wir x rr2 zu . Weiterhin betrachten wir nur den Fehler 
FA, der durch eine Fehlzuordnung eines Elementes von IT 1 
nach IT 2 entsteht . Da die Gesamtfehlerwahrscheinlichkeit 
eine gewichtete Sumne dieser Einzelfehler ist, bedeutet 
dies keine Einschränkung der Allgemeinheit . 
Für das Teilproblem (1) , d .h. bei vollständig bekannten 
Verteilungen der Zufallsvariablen, ist lediglich der t heo-
retisch optimale Fehler FA zu best:imnen. FA ist eine Funk-
tion der optimalen Zuteilungsregel ö * und der Verteilung 
P 1, und zwar ist FA der Erwartungswert der Regel ö * bezUg-
lich P1 
FA = )ö"dP1 . (2 .1) 
Das Integral (2 .1) kann oft explizit berechnet werden, 
z .B. gilt bei der linearen Diskriminanzanalyse (d .h. nor-
tralverteilte Zufallsvariabl e mit Mittelwertsvektoren ii1 
und µ2 und gleicher Kovarianzrratrix E in beiden Gruppen) 
1 t; FA = 2~< - 2) 
wobei ~ die Verteilungsfunktion der Standardnormalvertei-
lung bedeutet und der Mahalanobis ' sche Abstand t>2 durch 
2 T - 1 
t; = (µ1- µ2) E (µ1-ll2) 
gegeben ist . Bei dem Teilprobl em (1) gibt es also nur eine 
einzige Fehlerart (den theoretisch optimalen Fehler) und 
die Bestinrnung dieses Fehlers bereitet keine grundsätzli-
chen Probleme. 
Bei Problem (2) sind nur die Verteilungsformen bekannt. Die 
Parameter dieser Verteil ungen müssen f'ür plug- in-rules ge-
schätzt werden . Von Interesse ist hier neben dem theoretisch 
optimalen Fehler der optimalen Regel Ö*, der nU!I' f(lr n.-
erreicht wird, vor allem der tatsächliche Fehler der Regel 
:Sn , d .h. (ror A) der Erwartungswert der Regel ß;n bezüglich 
P(~1) (der wahren Verteilung): 
FA(ßn) = j 6n dP(J 1) • 
Der Index n soll andeuten, daß di e Regel 6n aus eineiz er-
härteten Stichprobe vom Umfang n geschätzt wurde . Da die 
1' 1 s unbekannt si nd, ist dieser Fehler nicht unmittelbar 
zu bestinmen . 
Ein weiterer hier interessierender Fehler ist der Erwar-
tungswert des tatsächlichen Fehlers bezügl ich aller Regeln, 
die aus einer Stichprobe vom Umfange n geschätzt werden, 
bei VIC'IOR (1975) mittlerer tatsächlicher Fehler genannt . 
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In der Praxis wird "der Fehler" meist durch die sogenannte 
Resubstitutionsmethode geschätzt . Bei dieser Methode wird 
für einen Stichprobenumfang n der erhärteten Stichprobe zu-
nächst eine Regel :Sn bestimnt ; anschließend wird diese Re-
gel 6n auf die n erhärteten Fälle angewandt und die Anzahl 
r der richtig zugeordne~en Fälle bestirrmt . Der Quotient ~ 
wird dann als Schätzung für "den Fehler" benutzt . Dieser 
Quotient ist sicherlich keine gute Schätzung für den tat-
sächlichen oder mittleren tatsächlichen Fehler, sondern 
für den unterschätzten Fehler, wobei der unterschätzte Feh-
ler (für A) durch den Erwartungswert der Regel 6n bezüg-
lich der geschätzten Verteilung P( 3-1) gegeben ist : 
FA(6 ) = f 6 dP(-11) n .i, n 
d .h. man betrachtet die geschätzte Verteilung als tatsäch-
liche Verteilung von X in !!1 und bestimnt unter dieser Vor-
aussetzung den "Fehler" für :Sn. Bei SKARABIS (1970) wurde 
folgende Ungleichung gezeigt: 
E(FA(Ön)) _s FA_ _s E(FA(Ön)) 
d .h . der mittlere tatsächliche Fehler einer Regel 6n ist 
imner größer oder gleich dem theoretisch optimalen der 
Regel 6* und dieser ist größer oder gleich dem mittleren 
unterschätzten Fehler . 
Bessere Schätzungen für den tatsächlichen und mittleren 
tatsächlichen Fehler sind durch die folgende Methode zu er-
zielen: Man teilt die erhärtete Stichprobe vom Umfange n 
in zwei Stichproben (Training- und Testsample) vom Umfang 
kund s ein, wobei gilt : k+s=n. Man schätzt eine Regel 6k 
aus der ersten Stichprobe, wendet diese Regel 6k auf die 
s Fälle der zweiten Stichprobe an und bildet den Quotienten 
~· Bestimnt man für alle möglichen Kombinationen der n er-
härteten Fälle in zwei Gruppen vom Umfang k und s den Quo-
tienten aus der Anzahl der richtig zugeordneten Fälle durch 
insgesamt zugeordnete Fälle, so ist dies sicherlich im all-
gemeinen eine bessere Schätzung für den mittleren tatsäch-
lichen Fehler als mit Hilfe der Resubstitutionsmethode . 
Von diesem Prinzip, die Gesamtstichprobe in ein Training-
und Testsample einzuteilen, gibt es viele Varianten; die 
bekannteste hiervon dür~e das zyklische Austauschverfahren 
(oder leaving-one-out-method) von LACHENBRUCH (1965) sein, 
welcheseine appoximative unverzerrte Schätzung für den mitt-
leren tatsächlichen Fehler liefert . Hier wird eine Regel 
6n- l aus einer Stichprobe vom Umfang n-1 ~eschätzt und l e-
diglich auf einen einzigen neuen Fall (einer Stichprobe vom 
Umfang 1) angewendet. Bei dem zyklischen Austauschverfah-
ren wird die Stichprobe dann n-mal in S!;ichproben vom Um-
fang (n-1) und 1 aufgeteilt und der Wert !'. als Schätzung 
n ~ 
für den mittleren tatsächlichen Fehl er einer Regel ön- l 
benutzt . Dieses Verfahren ist sehr rechenintensiv und daher 
häufig nicht anwendbar; all erdings haben FUKUNAGA und 
KESSEL (1971) für die quadratische Diskriminanzanalyse 
(nornalvertei lte Gruppen mit ungleicher Kovarianzmatrix) 
eine Formel entwickelt , mit der es möglich ist, die Schät-
zung durch die zyklische Austauschmethode einfach mit Hil-
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fe der Resubstitutionsmethode und Korrekturgliedern zu 
erhalten, wobei der Rechenaufwand für die Korrelkturglieder 
zu vernachlässigen ist . Bei der LDA läßt sich der Rechen-
aufwand durch geschicktes Umformen der zu invertierenden 
Matrizen ebenfalls beträchtlich reduzieren (LACHENBRUCH, 
1967) . Möglicherweise kann man für andere spezie lle Vertei -
lungen ähnliche Formeln herleiten . 
Eine weitere praktisch anwendbare Methode zur Schätzung 
des mittleren tatsächlichen Fehlers besteht darin, die 
Verteilungsfunktion der Zuordnungsregel , die im Fall e 
nicht bekannter Verteilungen eine Zuf'allsgröße ist , in eine 
Reihe zu entwickeln, wobei in dieser Entwicklung der Stich-
probenumfang der erhärteten Fälle eingeht . 
Bei der linearen Diskriminanzanalyse beruht die wohl be-
kannteste Entwicklung auf OKAMOro (1963), bei der aller-
dings noch der (unbekannte) tatsächliche Mahalanobis ' sche 
Abstand und der (unbekannte) cut-off point , d .h . der Trenn-
punkt der Populationen, eingeht (bei gleichen Kosten und 
gleichen a-priori-Wahrscheinlichkeiten ist dieser für die 
IDA Null) . Die Schätzung des tatsächlichen Fehlers ge-
schieht also hi.er mit einer plug- in-Methode . 
Alle Betrachtungen bisher gelten für den Fall, daß die tat-
sächliche Verteilungsfamilie bekannt ist . Bei Problem (3) 
ist dies nicht der Fall . Alle Schätzungen, die die Fehler-
raten aufgrund parametrischer Voraussetzungen schätzen, 
scheiden hier also aus . Zur Fehlerratenschätzung geeignet 
sein dürften die Schätzer, die auf den rel ativen Häufig-
keiten der richtig zugeo~eten Fälle beruhen. FUr den Fall, 
daß mehrere und damit auch unzutreffende Verteilungsfamilien 
zugelassen werden, entst.eht eine zusätzliche Verzerrung in 
den Schätzungen, so daß weitere Fehlerarten, auf die hier 
nicht eingegangen werden soll, betrachtet werden ·milssen 
(VICTOR, 1975) . 
IV. Weitere Probleme 
Ein weiteres praktisches Problem besteht darin, die Dimen-
sion der Zufallsvariablen X mit möglichst geringem Infor-
lll3.tionsver lust bezüglich der Trennung zu verkleinern, d .h. 
diejenigen Komponenten der Zufallsvariablen auszuwählen, 
die den höchsten Beitrag zur Trennung liefern. Hierbei 
taucht folgendes wesentliches Problem auf: Wie mißt man den 
Beitrag einer Komponenten zur Trennung ? 
Dazu gibt es zwei prinzip:i.ell verschiedene Lösungsansätze . 
Bei der ersten Methode wird versucht , ilber dem Raum der 
Verteilungsfunktion eine Metrik einzuführen. Bei der l ine-
aren Diskriminanzanalyse benutzt man z . B. den Mahalanobis ' 
sehen Abstand als Metrik. Aus der Inforrrationstheorie 
stanrnt ein anderes Maß, die Divergenz , welche KULLBACK 
(1959) eingefilhrt hat . Dieses Maß ist zwar keine Metrik, 
erscheint aber zur Auswahl der Variablen ebenfalls geeig-
net . Speziell bei qualitativen Daten bereitet die Wahl der 
Metrik Schwierigkeiten, deren Berechnung zudem in diesem 
Fall m?ist sehr rechenintensi v ist . Oi e zweite Methode , 
die in der Praxis bisher recht selten angewandt wird, be-
steht darin, die Auswahl der Variablen über den zu erwar-
tenden Verlust zu steuern (HABBEMA et al ., 1974a) . 
Ein weiteres Problem bei Diskriminationsplänen besteht 
darin, für das Vorgehen bei der Auswahl der Variablen eine 
Strategie und Abbruchregel zu finden . 
In der ärztlichen Di agnostik ist es häufig so, daß die Kom-
ponenten von X zei tliche Verläufe beschreiben, X also kei-
ne Zufallsvariable sondern ein stochastischer Prozeß ist; 
die behandelten Trennverfahren sind jedoch nicht ohne wei-
teres auf stochastische Prozesse übertragbar. 
In der Diagnostik taucht auch ein Problem auf, welches mit 
dem hier eingp.ngs beschriebenen mathellBtischen Modell nicht 
zu erfassen ist . Ein Patient ist häufig nicht nur einer 
Krankhei t zuzuordnen, sondern leidet an m?hreren Krankhei-
ten ; Mehrfachdiagnosen müssen also zugelassen werden . 
Im mathenatischen Modell wird ebenfalls vorausgesetzt , daß 
man aufgrund des Meßvektors ein Individuum stets zu einer 
der m Populationen zuordnen kann. Diese Voraussetzung ist 
in der Praxis ebenfalls nicht zu erfüllen . Kein Praktiker 
wird z .B. durch Randomisieren einen Patienten zu einer 
kranken oder gesunden Population zuordnen. Dieses Problem 
der sogenannt en Zwei felsgebiete wurde u.a . von HABBEMA et 
al . (1974b) behandelt . 
, 
Eine weitere Verl etzung des beschri ebenen mathematischen 
Modells in der Praxis ist dadurch gegeben, daß selten 
"reine" Stichproben zur Verfügung stehen . Dies bedeutet, 
daß in der "erhärteten" Stichprobe für die Population JT i 
nicht nur Elem?nte dieser Population enthalten sein werden 
(vgl. dazu AHMED und LACHENBRUCH, 1975) . Auch bei der Zu-
ordnung neuer Fäl le können Ausreißer auftreten, d .h. Indi-
viduen, di e zu überhaupt keiner der Gruppen rr1, ... ,!Tm ge-
hören. Hier wäre es wichtig, z .B. durch Tests solche Ele-
~nte vor der Klassifikation auszuschließen. 
Schließli ch ist der sequentielle Einsatz von Diskrimina-
tionsregeln al s ein weiteres praktisches Problem zu nennen . 
Die Variablen werden hier schrittweise erhoben, wobei auf-
grund der Realisation der bereits erhobenen Variablen, die 
Bei Prof . Dr. N. Victor möchte ich mich recht herzlich für 
die vielen Änderungsvorschläge und Ergänzungen bei der 
Überarbeitung des Vortragsmanuskriptes bedanken . Den Refe-
renten danke ich für wertvolle Hinweise . 
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Ein sequentielles nichtparametrisches Trennverfahren 
Von R. Repges 
Zusamnenfassung 
Nach einer kurzen Da:t'steZZung der wichtigsten Verfahren zur Konstr>uktion von ToZeranzbereiahen mit HiZfe statistisch 
äquivaZenter BZ~ake wird ein sequentieZZes Verfahren zur Konatr>uktion p-dimenaionaZer ToZeranzbereiche vorgeführt 
und daraus eine sequ.entieUe Entscheidungsprozedur abgeZeitet, wobei der Erwartungswer t oder ein QuantiZ der Ver-
teiZung der Mißklassifikationsrate vorgegeben werden kann. 
Swmlary 
After quoting some resuits for aonatr>uating toZeranae regions using statisticaUy equivaZent bZocks a sequentiaUy 
aating method of aonstruating a p-variate toZeranae region is presented, whiah Zeads to an aZso sequentiaZZy aating 
deaision rule aZZowing to aontroZ the expeatation or a quantiZe of the distribution of the missalassifiaation rate. 
1. Einleitung 
Es seien x1, x2, ... ,~ n unabhängige Beobachtungen einer 
Zufallsvariablen X mit der Lebesgue- stetigen Verteilungs-
funktion F. Ist X univariat, so wiI'd durch die n Beobach-
tungen eine zufällige Zerl egung der x-Achse in n+l Inter-
valle B1, B2, ... ,Bn+l erzeugt . Die Intervall e heißen auch 
Blöcke, und jede Union von m Blöcken, 1 ~ m ~ n+l , heißt 
'fuleranzbereich Tm. Ist Tm ein Toleranzbereich, so heißt 
die Zufallsvariable 
(1) U(~) = rrf dF(x) 
m 
seine UbeI'deckUng. 
Satz 1 (WILKS, 1942) : Filr jeden aus m Blöcken bestehenden 
'fuleranzbereich Tm ist seine Oberdeckung U(Tm) beta- ver-
teilt mit den Parametern m und n+l -m: 
(2) 
u 
P(U(T ) ~ u) = r ~(n+1) vm-1 (1- )n-m d 
m - oJ f(m ·T(n+1-m) V V 
Wir schreiben kurz : U ~ S(m,n) 
Da nach diesem Satz jeder Block die gleiche Oberdeckungs-
verteilung hat , heißen die Blöcke auch statistisch äqui-
Valent (TUKEY, 1947). Insbesondere ist die Verteilung 
ß(m,n) unabhängig von der Verteilung von X. 
Ferner gilt : 
(3) 
E(U) = _.!!L = p n+1 
1 m Var (U) = ~ n+1 n+l-m _ 1 n+r -~ p(1-p) 
Durch passende Wahl von m (und n) läßt sich ein 'ful eranz-
gebiet angeben, so daß eine Oberdeckung U einen vorge-
schriebenen Erwartungswert E(U) besitzt 
(4) E(U) = a 
ocer ei.n01 vorgeschriebenen Grenzwert u
0 
nur mit vorgege-
bener Wahrscheinl ichkeit E überschreitet, d .h. 
(5) P(U>uo) ~ E· 
Nun sei Z eine zwei~nsionale Zufallsvariabl e mit ste-
tiger Verteilung, von der n unabhängige Beobachtungen 
z1, z2, ... ,~ vorliegen. Diese erzeugen eine Zerlegung 
der x- Achse in n+l Intervalle . Ik sei eine Vereinigung von 
k benachbarten Intervallen und 31< der Streifen 
{(x,y) : x E lJc} der x-y-Ebene. 
Abb . 1: 
y 
Sequentiell e Konstruktion eines Toleranzrechtecks 
nach Wald : Di e ersten Bl öcke werden durch Ebenen 
x = X:j. abgetrennt; :im nächsten Schnitt wird das 
restliche Gebiet durch Geraden y = y· zerlegt . 
Je m dieser Blöcke haben eine nach ß{m,n) verteil-
te Oberdeckung. 
0 
1 
1 
1 
<j> 
: ~ X 
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Die k-1 inneren Punkte dieses Streifens werden nach ihrer 
y Karponente geordnet und erhalten dann die Rangzahlen 
1, 2, ... , k-1. Legt rran durch jeden Punkt eine Parallele zur 
x-Achse, so wird der Streifen 3k in k Blöcke zerlegt 
(Abb . 1) . Bildet rran nun einen Toleranzbereich Tm, indem 
rran aus diesen k Blöcken m ~ k Blöcke herausgreift , so 
gilt 
Satz 2 (WAID, 1943) : 
Ft1r jede Wahl eines Streifens 3k' 1 ~ k ~ n+l , und jeden 
aus m Blöcken, 1 ~ m ~ k, dieses Streifens bestehenden 
Toleranzbereich Tm gilt : U(Tm) ~ ß(m, n) . 
Eine verallgemeinerte Def i nition von Toleranzbereichen 
unter Benutzung allgemeiner Trennfunktionen gv(x) , 
1 ~ v ~ n, bringen TUKEY (1947) und ANDERSON (1966) . 
FRASER (1951) zeigt, daß die Trennfunktionen auch sequen-
tiell angewendet werden können, wobei die Wahl des näch-
sten &.i+1(x) vom Ergebnis aller vorangegangenen ~(x) , ... , 
g,_,(x) und damit von den Beobachtungen xi abhängen darf. 
Schließlich zeigen ANDERSON und BENN1NO (1970) , daß die 
Trennfunktionen ~ auch von einem Parameter bv abhängen 
dilrfen, der eine F\Jnktion der Beobachtungen yl' y2 , ... , 
Yn2 einer weiteren Zufallsvariable Y mit stetiger Vertei-
lung ist . Die allgemeine Vorschri ft zur Aufteilung des 
Stichprobenraumes# in n+l Blöcke läßt sich danach wie 
folgt fonrulieren: 
Schritt 1: 
a) Man berechne b1(y1, ... ,yn ) . 2 
b) Man bestimme 
~1 : ~ {ßi(Xi jbl) ; 1 ~ i ~ nl} 
1 
und es sei i 1 der durch ~l = ~(xi ;b1) 
definierte Index. 1 
c) Der erste Block B1 ist gegeben durch 
B1 = {x E lRP;g1(x;b1) < ~l} 
und 81 ist das verbleibeooe Gebiet 86' B1, B0 = RP . 
Schritt r; 1 < r ~ n1: 
a) Man berechne 
br(Y1·· · . , yn
2
• ~i· · .. ,~-1) 
b) Man bestimme 
(6) 
(7) 
(8) 
~ = ~ {~(xi;br); i # i 1, i 2, ... , ir-1} (9) 1 
c) Der r -te Block Br, der vom bisher verbliebenen 
Toleranzgebiet Br- l abgetrennt wird, ist gegeben durch 
Br = {x E Br _1; ~(x;br) < ~ ; (lo) 
Br = Br-1\ Br; B~ +l = B~ . 
Die n1 F\Jnktionen g\I und bv sirrl dabei vorgegeben, so 
daß jedoch die gemeinsame Verteilung der Z.V. g (x;b ) V V 
.fUl" jedes bv stetig ist . Dann gilt der Satz 3 (ANDERSON 
10 EDV in Medizin und Biologie 1/2 1975 
und BENNING, 1970) : Die geireinsame Verteilung der ~ 
Oberdeckungen U(B1) , ... ,U(Bn1) ist fUr jede Realisation 
y von Y eine n1-variate Dirichlet-Verteilung; insbeson-
dere ist die Sunme von je m dieser Oberdeckungen nach 
ß(m,n1 ) verteilt und unabhängig von der VerteilU111g von X 
und der Verteilung von Y. 
Mit Hilfe dieser 'll'leorie lassen sich rur zwei Zufalls-
variablen Toleranzgebiete konstruieren, die bestinmte vor-
gegebene Eigenschaften haben (z .B. möglichst kleine Ober-
lappungsgebi ete) . Der Einfachheit halber betrachten wir nur 
die Koordinatenebenen als Trennfunktionen , so daß die 
Blöcke und Toleranzbereiche aus Zylindermengen oder Kuben 
bestehen . Wir definieren zunächst eine verallgemeinerte 
&itscheidungsfunktion d zu vorgegebenem Niveau 
(a 1,a 2, · · · ,ak) , beschreiben die Konstruktion zugehöriger 
Toleranzgebiete bei vorgegebenem training-sampl e und be-
trachten zum Schluß ein sequentielles Zuordnungsverfahren. 
2. Die verallgemeinerte &ltscheidungs.f'unktion d 
Wir betrachten zunächst den Fall zweier Verteilungen F1 
und F2, von denen n1 bzw. n2 unabhängige Beobachtungen 
vorliegen (training-sampl e ) . Nach Wahl von ~· i = 1,2, 
aus (4) oder (5) nehmen wir von den ni+l Intervallen~ 
Intervalle fort - nach einer noch zu beschreibenden Pro-
zedur - und bezeichnen mit Ti die Union der ~ +1 - ~ 
noch verbliebenen Intervalle . Wir führen folgeooe Be-
zeichnungen ein : 
Es sei S00 = T1 /'\ T2 
Sol = Tl A T2 
sl o =Tl"' T2 
Sll = Tl " T2 
Der &ltscheidungsraum 6 habe die Elemente 
ö 
00 
: F # F1, F -t F2 
610: F = F1,. F -/. F2 
001 : F = F2, F -/. F1 
011: F = F1 v F = F2 
(12) 
Eine O bedeutet also Ablehnen, eine 1 Annehmen der betref-
feooen Verteilung. 
Es sei z eine Beobachtung, di e einer der beiden Vertei-
lungen zuzuordnen ist . Dann l autet die Entscheidungsregel : 
d(z) = öij~ z EO sij (13) 
Ein Fehler wird genacht , wenn F -/. Fj entschieden wird, 
obwohl F . vorliegt . FUr j = 1 ist dies der Fall bei 
J - - - -
z t soo u Sol = (Tl/'\ T2) V (Tl/'\ T2) = Tl ' so daß die 
Fehlerwahrscheinlichkeit gleich der Oberdeckungswahrschein-
lichkei t U1(T1) ist , die nach 6(ffii,n1) verteilt ist . 
&itsprecherxi hat die futscheidung F = F2 eine Fehlerrate 
mit der Verteilung ß(~,n2) . 
Es seien nun k stetige Verteilungen F1, F2,„ .,Fk betrach-
tet , von denen jeweils n1, n2, ... •!\ unabhängi ge Beobach-
tungen vorliegen . Ft1r die Verteilung FK werden mK Bl öcke 
abgeschnitten, so daß das Toleranzgebiet TK aus nK+l -mK 
Blöcken besteht, K = 1,2, ... , k. 
Wir betrachten einen Index j = (j1, j 2, .. . , jk) mit jK~{o, 1 ) 
und defi nieren T~ = TK und T; = TK. 
Mit den Bezeichnungen (vgl . Abb . 2) 
k j K 
Sj = K';l TK (14) 
6 .: F ~ {F ; j = O} J K K 
F E. {F K; jK = 1} 
lautet die Entscheidungsregel 
d(z) = 6 . - Z E S . J J (15) 
Es werden also alle Diagnosen abgelehnt, in deren Kom-
ponente des Irxlexvektors j eine Null steht . Die übrigen 
Diagnosen FK mit jK = 1 sind mit der Beobachtung z ver-
einbar. Der Fehler UK, der durch das fälschliche Ablehnen 
von FK entsteht, ist verteilt nach ß(mK, nK), wenn mK die 
Anzahl der Blöcke ist, aus der T besteht . 
K 
Diese Entscheidungsregel gilt in gleicher Weise im llUllti-
variaten Fall, wie man leicht überprUfen kann (Abb . 3). 
3. Konst ruktion von Toleranzgebieten 
Sind in der Entscheidung 6j mehrere Korrponenten j K = 1, 
so möchte man durch zusätzliche Infonnationen zu einer 
eindeutigen Zuordnung (nur eine Korrponente jK = 1) oder 
auch zu einer weiteren Einschränkung der ni:lglichen Dia-
gnosen (der l<on1Xlnenten t 0) konnen . 
Eine einfache Prozedur, die sich auf den Satz von WAID 
stützt, soll im folgenden dargestellt werden. 
Zunächst betrachten wir im Fall p-dimensionaler stetiger 
Verteilungen eine ni:lgliche Einteilung des Stichprobenraumes 
in die 2k Gebiete Sj . Von der Verteilung F1 seien n1 un-
abhängige Beobachtungen gegeben. Wir besti.rrrren die Zahl 
llli der auszuschließenden Blöcke aus Forderung ( 4) zu 
llli = [~(n1+1)] oder aus der Forderung (5) ; sodann legen 
wir eine Reihei;folge i 1, i 2, ... , ip d~r Koordinaten und p 
ganze Zahlen ~ > O fest , so daß l: m~ = m1 i st . Bei diesen 
Festlegungen könnte man von Voruntersuchungen ausgehen 
und z.B. mit solchen Variablen beginnen, die die ger ing-
ste Oberdeckung der Randverteilungen aufweisen, und diesen 
die kleinsten Anzahlen m~ zuordnen, während besonders auf-
wendige oder gefährliche Untersuchungen etwa an den Schluß 
kämen. Wir bestiJrmen dann auf der i - ten Koordinate durch 
Foi:tnahme von ~l Blöcken das zylindrische Toleranzgeb~et 
1 1 
T1 1, auf der i 2-ten Koordinate durch Fortnahme von mi 
2 
Blöcken aus T1i 1 ein Toleranzgebiet T1i 2 und schließlich 
auf der ip- ten Koordinate durch Fortnahme von mi ~ Blöcken 
aus T1 ip- 1 das endgültige (kubische) Toleranzgebiet T/P= T1 
ror F1, für das U(T1) nach ß(llli,°i) verteilt ist . In glei-
cher Weise erhält man ror F2 ein Toleranzgebiet T2 mit U(T2) 
nach ß("2,n2) verteilt, mit dem vorgegebenen "2 · 
y 
z 
""-~~~...L..~ .... ~~~"--~~~~~-- X 
S(n Sbo 
Abb. 2: J:as sequentielle Zuordnungsverfahren 
Setzen wir nun S00 = T1 /"\ T2; Sol = Tl "T2; 
s10 = Tl /'"\ T2; 511 = Tl A T2' 
so haben wir ror k = 2 die 4 gesuchten Gebiete s. . Für 
. . 8 . - - ,l k = 3 erhalten wir die Gebiete S000 = T1AT2r.T3 
bi s s111 = T1" T2AT3, entsprechend für noch mehr Vertei -
l ungen. 
4. Ein sequentielles Zuordnungsverfahren 
Es sei nun eine Beobachtung z gegeben, die einer der Ver-
teilungen F1, F2„ „ , Fk zuzuordnen ist . Von den p Kaipo-
nenten von z sei nur die erste KOIJ{>Onente u1(z) gemessen. 
Wir betrachten nun die Projektionen w1 (Sj) der 2k Gebiete 
Sj auf die erste Achse . Für Konstruktion I gilt, daß die 
Projektion des Toleranzgebietes T1 au!' Koordinate i gleich 
der Projektion der Zylindermenge Ti auf' Koordinate i ist , 
Abb . 3: Zur Narenklatur der Oberlappungsgebiete bei k 
- - - Toleranzbereichen durch ternären Index 
5
100 
5001 
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und mit der Schreibweise ~ = 11i (TK) = 11i (~) treffen wir 
folgende F.ntscheidungen: 
- 1 -1 . Ist 111 (z) E. T1 /\ T2 , so wird F1 und F2 abgelehnt; 
ist 111 (z) E rri /"\ T~ , so entscheiden wir fUr F2, 
ist 111(z) c Ti/\ T~, so entscheiden wir fUr F1, 
und ist 111 (z) E. ~ /"\ T~ , so 111.lß eine weitere KaJlX)Tlente 
von z untersucht werden, etwa die zweite. Liegt dieses 
Ergebnis vor, so wird festgestellt , in welchem Gebiet der 
2k Projektionen 112(Sj) das Ergebnis 112(z) liegt. Für die 
Gebiete mit nicht ifüerlapperrlen Projektionen wird eine 
eindeutige F.ntscheidung getroffen, sonst rruß auch die 
dritte KOOIJOnente von z untersucht werden. 
Eine Entscheidung kann nach p Schritten nur dann nicht ge-
troffen werden, wenn der p-dirnensionale Vektor z im Durch-
schnitt D von mindestens zwei Toleranzgebieten liegt , d.h . 
wenn fUr keine Konponente die Projektion 11(D) des Durch-
schnitts leer ist und jede Konponente von z in 11(D) liegt. 
5. Fehlerabschätzung 
Wir untersuchen für den Fall k = 2 den Fehler, daß F1 ab-
gelehnt wird, obwohl z aus F1 stanmt. Im ersten Schritt 
entsteht ein Fehler, wenn z € T1ist. Die Uberdeckung u<rri> 
des Fehlergebietes ist nach KonstI\lktion unter F1 wie ß(~,n1) verteilt; insbesondere ist der erwartete Fehler 
- 1 E(U) - mln1 . 
Im zweiten Schritt entsteht ein Fehler, wenn 111(z) in 
111(T1),..., 111(T2) liegt und gleichzeitig 112(z) in 112(~) . 
FUr o1, die von 111(T1)"111 (T2) erzeugter Zylirrlenrenge, 
gilt also 
p (Fehler im 2. Schritt) = P(U(D1f\Ti>> ~ P(u<'fi» 
und das ist wiederum die Uberdeckung von ~. die nach 
ß(mi,n1) verteilt ist. 
Im dritten Schritt entsteht ein Fehler, falls 111 ( z) € o1, ~(z) ~ 112(T1) f\ 112(T2) und 113(z) e Ti, der wiederum ab-
geschätzt werden kann durch P(U(Ti)) mit der Verteilung 
ß(roi,n1) : Ist o2 die von 112(T1) n 112(T2) erzeugte Zylin-
dennenge, so gilt : 
p (Fehler in Schritt 3) = P(U(01" 021"\Ti)) 
= P(U(02A Ti)) ~ P(U(Ti)) . 
Insgesamt erhalten wir fUr den Fehler nach p Schritten: 
-1 - 2 =~ P (Gesamtfehler) = P(U(T1))+P(U(01nT1))+P(U(D2n'l'1_))+ ... 
+P(U(Dp-l" ~)) 
~ P(U(Ti))+P(U('fi))+P(U(Ti))+ ... 
+P(U(~)) 
- ß(Dn~,n1 ) 
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Tabelle 1: Daten •) 
F1: Icterus neonatorum F2: Erythroblastose 
Nr. Ges. Ges . E Nr. Ges . Ges. E 
Bili. Eiw . Bili . Eiw. 
X y z X y z 
1 0.10 140 o.oo 1 o.28 158 o.olf 
2 o.11 239 o.ol 2 0.55 398 o.o9 
3 o.12 9o 0.01 3 o.18 7o o.o9 
4 0.09 74 0.01 4 0.23 221 o.14 
5 0.09 2o1 0.01 5 o.3o 319 o.17 
6 o.19 5o 0.01 6 o.26 229 0.18 
7 o.14 167 0.01 7 o.32 217 0.19 
8 0.13 148 0.01 8 o.37 238 0.20 
9 o.14 131 0.01 9 o.26 35o o.2o 
lo 0.15 113 0.01 1o o.69 1180 o. 21 
11 o.11 174 0.02 11 0.13 5o4 o.22 
12 0.13 224 0.02 12 o.32 310 o.23 
13 o. 12 136 0.02 13 1.o3 823 o .23 
14 o.11 216 0.02 14 o.24 379 o. 28 
15 o.12 3o1 0.02 15 o.44 521 o .29 
16 o.25 222 0.02 16 0.51 337 o .29 
17 0.69 152 0.02 17 o.41 6oo o.32 
18 0.02 134 0.02 18 o.41 2o5 0.33 
19 o.15 2o3 0.02 19 o.46 3o2 0 .33 
2o o.14 155 0.02 2o o.44 lt1o o.34 
21 0.18 110 0.02 21 o.5o 59o o.38 
22 0.13 166 o.o2 22 o.29 298 o .38 
23 o.11 110 0.02 23 o.69 7o9 o . 46 
24 0.18 180 0.02 24 0 .69 263 o. 48 
25 0.13 9o 0.02 25 0.83 346 0.53 
26 o.o4 134 0.02 26 o.55 293 o.54 
27 o.14 226 0.03 27 o.62 374 o.54 
28 0 . 01 240 o.o3 28 o.84 590 o.72 
29 o.oo 154 o.o3 29 1.62 818 1.10 
3o o.14 168 o.o4 
31 o.12 2o8 o.o4 
32 o.14 136 o.o4 
33 0.18 196 o.o4 
34 o.12 178 o.o4 
35 o.21 217 0.05 
36 0.15 98 0.05 
37 o.16 156 o.o6 
38 0.16 176 o.o6 
39 o.18 212 o.o6 
4o 0.13 233 0 .01 
41 o.16 170 0 .01 
42 o.14 1o6 0 . 01 
43 0.10 215 0.08 
44 o.22 187 0.08 
45 o.o4 181 0.08 
46 o .23 1o8 o.1o 
47 o.18 26o o.11 
48 o.25 269 o.11 
49 o.23 191 o.12 
5o 0.15 23o o.14 
51 o.35 419 o.17 
52 o.58 16o o.32 
-
•) Herrn PD. Dr. Kopecky, Abt. Gynäkologie der TH Aachen, 
danke ich fUr die freundliche Uberlassung der Daten . 
Eine Abschätzung mit Hilf'e der Ubderdeckungen der Uber-
lappungsgebiete dürfte im allgemeinen nicht schärfer sein, 
da diese Teilmenge der Toleranzgebiete sind und daher eine 
große Überdeckung haben können. 
6. Beispiel 
F1: n1 = 52 Fälle von Icterus neonatorum 
F2: n2 = 29 Fälle von Erythroblastose 
x = Bilirubin im Fruchtwasser 
y = Gesamteiweiß im Fruchtwasser 
z = Extinktionsdifferenz im Fruchtwasser 
raten in Tabelle 1. 
Durch Voruntersuchungen ist bekannt , daß alle Werte im 
Falle der Erythroblastose erhöht sind. Daher sollen bei 
jedem Schritt in F1 2 rechte, in F2 2 linke Intervalle 
entfernt werden. 
Schritt 1: T1 : x < o.58 
T2 : X > o .18 
s11: 0 .18 < x < o.58 enthält 8 Punkt aus F1 
und 19 Punkte aus F2 
Schritt 2: T1 : y < 3o1 
T2 : y > 2o5 
s11: 2o5 < y < 3o1 enthält 3 Punkte aus F 1 
und 6 Punkte aus F 2 
Schritt 3: T1 z < o.12 
T2 : z > o.14 
s11 = 0 . 
Fehlerabschätzung: Es sind 6 Blöcke entfernt worden; also 
ist E (Übersehen von F1) < E(U1) = ~ 
6 E (Übersehen von F2) < E(U2) = 29 
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Comparison of five Methods to estimate posterior Probabilities 
By J . Hermans and J. D. F. Habbema 
SwmlaI'y 
A key concept in aZ.Z.ocation theory, or discriminant analysis, is the concept of posterior probabil.it;ies. The reason is 
that the al.Z.ocation of elements will. general.Z.y be made to the population with the highes t posterior probabil.ity. 
These posterior probabilities are computed using Bayes theorem. According to this thecrem the vaZues of the posterior 
probabilities depend - arrrmgst others - on the probabil.ity dist:ributions for each of the considered populat:ione. 
This paper compares the posterior probabilit:ies result:ing from five different estinntes of these probability dist:ribu-
tions. The comparison wiZ.Z. be made by using data from two medical. e=mpl.es. 
Zus=enf assung 
Ein SchZ.usseZ.begriff in der All.ocatione-Thecrie oder l>iskriminanzanalyse ist der Begriff der a posteriori- Wahrschein-
lichkeiten. Der Grund dafih' ist, daß im allgemeinen die Zuordnung der Elemente au der Populat:ion mit; der hlJche-ten 
a posteriori- Wahrscheinl.ichkeit vorgenonrnen wird. Diese a posteriori- Wahrscheinl.ichkeiten werden unter Veruendung des 
Bayes ' sehen Theorems errechnet. Entsprechend diesem Theorem hlingen die ~lerte der a posteriori-WahrscheinZichkeiten 
- unter anderem - ab von den Wahrscheinlichkeitsverteilungen für ;Jede der betrachteten Populationen . 
Dieser Beitrag vergl.eicht die a posteriori-Wahrscheinlichkeiten, die aus funf verschiedenen Schlttzungen dieser Wahr-
scheinlichkeitsverteilungen resultieren. Der Vergleich wird durch Verwendung von Daten aus zwei medizinischen Beispielen 
durchgeführt . 
1 . Introduction 
1.1 The relation between density f\mction and posterior 
probability 
In allocation problems, in:lividuals are considered, who 
originate from one of k populations, but it is not known 
from which one . Probabilistic inforrration about the popu-
lation of origin is obtained by the observation of a p-
dimensional random variable x. Next , the probabilities for 
each of the k populations Aj , given the outcome x, are cal-
culated by using Ba.yes theorem. 'ftlese so called posterior 
probabilities, P(Aj lx) , are for each population proportion-
al to the prior probability P(Aj) and the likelihood of 
the outcome x for the population f(xjAj): 
P(Aj lx) « P(Aj)f(xlAj) j = 1,2„ . „k (1) 
'llle classical theory of discriminant analysis is concerned 
with rrultinormal distributed variables with equal covariance 
natrices for each of the considered populations . These 
parameters are estinated from reference sa.mples from each 
of the populations . However, this class of distributions 
is too restricted for nany applications, and alternative 
models for the probability distributions are useful. Five 
methods for getting estinates of the probability densities 
will be conpared : 
1. Multinormal distributions , equal covariance rratrices, 
estirrated parameters. 
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2. Jl\lltinormal distributions , equal covariance matrices , 
bayesian or predictive approach. 
3. Multinonnal distributions , unequal covariance matrices , 
estiimted parameters . 
4. f<\.tltinormal distributions, unequal covariance matrices, 
bayesian or predictive approach. 
5. A direct estination of the probability distributions, 
using potential functi ons with a !!Ultinorrral kernel . 
These five approaches give different estinates for the den-
sity f(x IA.) in population A „ So one also gets five differ-
J J 
ent posterior probabilities for an observation x , deperxling 
on the method of estination. 'Ihe methods will be explained, 
and the appropriate fonrulas will be given in § 2 . 
1.2 How the five methods are conpared 
The most inportant question is, of course, to what extent 
the results from these five methods do differ . There are 
three ways open to study this question : theoretical study , 
sirrulation, and cooq:>arison on experimental data . 'füe last 
road is taken here . Two exant:>les are considered : one about 
differentiation between hypercalcaemia caused by prinery 
hyperparathyroidism, and hypercalcaemia due to a malignant 
disease, see § 3 ; the other about differentiation between 
Haemophilia A carriers and non-carriers , see § 4 . Both 
applications involve two populations . Two variables, 
x = (x1,'S!), are used for the differentiation, in order to 
have the opportunity of a gra.phical conparison of the 
methods . The irethods will be canpared in three respects : 
- The values of the posterior probabilities resulting from 
the five irethods will be computed and canpa.red : 
Pi(A.!x) = P(Aj)f.(x!A . ) J ... „ „, } . 1 l \. l ~;. ~ A I _i i \ (2) 
j = 1,2 
i = 1, 2,3,4,5 
The suffix i ireans "according to irethod i of density 
estimati on". 
- Contours of (xl''S!) values having equal posterior proba-
bility are plotted in the (Xi- 'S!) - plane for each method . 
'lllis is done for the values .99 , .90, .50, .10, .ol for 
the posterior probability of the first population . These 
contours are compared for the five methods . 
- The methods i and j are pairwise compared by considering 
the ratio of posterior odds Oi (x)IO/x), with 
Pi(A1!x) Pi(A1!x) 
Oi(x) = 1 - Pi(AjO!x) = ~ " '--' i = 1,2, 3,4,5 
The regions in which this ratio is between ~ and 2 are 
plotted. These regions might be considered as regions 
in which the two methods give comparable results . 
2. Five irethods for estimating probability densities 
2.1 Descripti on of the methods 
(3) 
From the five methods mentioned in the introduction, the 
nurrbers one to four are based on the class of nultinonnal 
distributions . The methods one and two are based on an 
equal covariance structure in the populations , the methods 
three and four not . An important distinction lies in the 
statistical approach of methods one and three on the one 
hand and nethods two and four on the other. 
Methods one an:i three are estimative methods , based on 
sarrq:>ling theory: the ~ters µj, E, Ej are estimated 
from t he samples by (xj,S,Sj) . The normal distributions 
with paraireters (xj , s ,sj) are then the estimated distri-
butions for population Aj, eqs . (4) an:i (6). See for exam-
ple ANDER.SON (1958), eh . 6. 
Methods two and four are bayesian or predictive methods : 
the estimated density is a weighted average of all irembers 
of the class of ITD..lltinonna.l distributions. The weight of 
each mernber is the product of a prior weight of this member 
and the likelihood of this member for the sarrq:ile-values . 
We took as prior weight function the "noninfornative" prior 
distribution as used by GEISSER (1964), with v = p + 1. 
The predictive distribution for a new observation then be-
comes a ITD..lltivariate Student-distribution, centered at 
xj, eqs . (5) and (7) . 
The practical difference between the estimative and the 
predictive approach can be seen as between "sarrple size 
independent" and "sarrq:ile size dependent" . Both approaches 
center their estimates at xj. The predictive approach will 
give sm:>oth estimated densities for a small number of obser-
vations - in ccmparison with the nurnber of parameters -
and will become sharper with an increasing number of ob-
servations, approximating the 111.lltinornal distribution of 
the estimative approach, When a large nUl!Der of observa-
tions is present . 
The estirnative approach, in contrary, gives an equally 
sharp estimated density of x, irrespectively if the para-
ireters are estimated f'ran a !arge nurit>er of sarrples, 
or estimated f'ran a snall m.mi>er of ~les . So in fact 
the estimative approach is in conflict with the intuitive 
statistical concept of "irore sarrq:iles, sharper predictions". 
The fifth method, finally , is a method of direct density 
function estimation: a kernel is laid around each sample 
point . The kernels are averaged to give the resulting den-
sity estimate . We took as kemel the independent 111.lltinonnal 
kernel. The variances oJi for each variable xi are for each 
population Aj estimated by a m:>dified maxim.lm likelihood . 
procedure from the samples , and are proportional to the 
usual variances sJi' see HABBEl-tA et al. (1974 B) . So the 
final density estimate is a mixture of nultino:nml distribu-
tions and has a qui te irregular shape, eq. ( 8) . 
2.2 FoI'IIUlas of the five density estimates 
Given are the expressions for the five density estimates, 
apart from a constant tenn. The suffix j can take the 
values 1 and 2. The reference names of the methods are 
stated in capitals and between parentheses . 
1. (EQ, ESI') . Estilrated density, equal covariance ...atrices 
r1<xlAj) K exp <-i<x-xj)·s-1cx-xj)} m 
2. (EQ, PRID) . Predictive density , equal covaria.nce 
natrices , two populations 
N p/2 N. -(N1+N2-l)/2 
1 { 
"j} J - -1 -t 2(x Aj) s Nj+I {1 + (N/l)(N1 +N2_2) (x-xj) ' S (x-xj)} (5) 
}. (UNEJ;i, EST). Estirat.cd density, unequal covariance' 
ratrices • 
-l/2 1 - - 1 -
r3CxlAj) „ ISjl exr<i<x- xj)'Sj (x-xj)} 
4 . (UNEQ, PRl'I>) . Predictive density , unequal covariance 
rra.trices 
(6) 
N. }p/2 r(~ ) N -N/2 
r 4<xlAJ. ) • {.....L 1 j 172 {1 + J.. (x-i<J.)'s:1cx-iCJ)) (7l Nj-1 rC~Nj-p)JISj 1 Nj-1 J 
5 . (KERNEL) . Direct density l'unction estiliate, with a nor-
mal kernel 
A 1/2 1 N. 1 A 1 
r5CxlA.) • ltJ.r rr, rJ exp( 2(x-xJ.r)'Ej- Cx-xjr)) (€) J j r=l 
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~: Data on erythrocyte Sedimentati on 
rate (ESR) and serum phosphate 
(P04) for patients with hypercal-
caemia due to hyperparathyroidism 
(N1=40) and due to a mali gnant disease (N2=35) . ESR observati ons 
above 100 are in this figure trun-
cated at the value 100. 
10 i 
• 0 
Hyperparathyroidism 
tients whose diagnosis had been confi rmed by 
pathological anato..1lical examination, N1 = 40 
of the first population and N2 = 35 of the 
second population . Nex:t to the history , four 
variables were considered by the authors . In 
order to be able to make illustrative figures 
we use here only two of the variables : the 
serum phosphate (P04) and the erythrocyte 
sedimentation rate (ESR) . The data are given 
in Fig. 1. 
20 l.O 60 80 
The stati stics as used in (4) - (8) , are : 
xjr = r ' th sarnpl e element from population j 
Nj = number of elements in the sarnpl e from populati on j 
p = number of variables 
N· 
- 1 @ 
x . = N l x. 
J j r=1 Jr 
N· 1 l;'J - -S. = -N 1 l (x . - x.)(x . -x. )' J j - r =1 Jr J Jr J 
S = {(N1-1)S1 + (N2-1)S2}/(N1+N2- 2) 
Ej = diagonal matrix of estirrated smoothing parameters 
3. First exarnple: differential diagnosis of hypercalcaemia 
3.1 Medical aspects and available sarrples 
In a retrospecti ve study by HART et al . (1972) the differ-
ential diagnosis is studied for patients with hypercalcaemia 
caused by hyperparathyroidism and hypercalcaemia due to 
a malignant disease . Incl uded in this study are only pa-
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3. 2 Results 
As is clear from Fig. 1 the covariance structure in both 
sarnpl es is completely different . This results in quite dif-
ferent contours of equal posterior probabili ty for EQ com-
pared with UNEQ normal distribut i ons . In Fig. 2 both are 
given for the estirrate approach, with equal prior probabi-
lities . The difference between t he two ist great ; the 
linear contours are ckarly inadequate ; posterior probabi-
liti es derived from it may be quite misleading . In Fig. 3 
contours are given for (UNEQ, EST) , (UNEQ, PRED) , and 
(KERNEL) . The PRED results are slightly, but systematical-
ly different from the EST results . The KERNEL resul ts in 
the lower part are very similar to the UNEQ results, while 
in the upper part of the figure its greater Sanl)le depen-
dency comes through near some isolated data-points for the 
hyperparathyroidism-group. 
A detailed study of the f i ve posterior probabilities for 
the reference samples revealed for all cases except one, 
a variation that ranged at most between quite certain for 
one population and doubtful . A change within the five 
methods from certain for one population to certain for the 
100 ESR 
other occured only for the patient with ob-
servations ESR = 45 and P04 = 7 and is causect 
by the inadequacy of t he normal distr ibut i ons 
with equal covariance ma.trix. In our avail-
able computer programs the posterior proba-
biliti es are calculated with the leaving-one-
out technique in the KEJ;lNEL method and with 
resubstitution in the other methods . 
In Fig . 4 the posterior odds , or equivalent-
ly the likelihood ratio' s, for (EQ, EST) are 
compared with (UNEQ, EST) and similarl y the 
odds for (UNEQ, PRED) with (KERNEL) . The 
Fig. 2 : Contours of equal posterior proba-
bil ities on hyperparathyroidism 
for the (EQ, ESI') and the (UNF,Q, 
EST) methods . 
!2ß..:.._l: Contours of equal posterior proba-
bilities on hyperparathyroidism 
for the (UNEQ, EST), (UNEQ, PRED) 
and (KERNEL) methods . 
P04 
60 
50 
(UNEQ, EST ) 
(UNEQ,PRED) - - -
(KERNEL) 
area where t he methods differ at most a fac-
tor 2 is marked. It covers for both ratio ' s 
a remarkably large part of the reference 
data . 'nlis is especially surprising for the 
two nonna.l distributions , who !!'fl.Ve such a 
different pattern for the contours of equal 
posterior probabilities , see Fig. 2. 
· ·::.: ····:.:.:·JM-~.~ - - - - - - --":....::..:::_ LO~ .•• „ 
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4. Second example : detection of 
haemophilia A 0 '--~~~~-..~~~~~~~~~~~~~~~~--..-~~~~~~-
4.1 Medical aspects and available samples 
l:lae100philia is a sex- linked disease . Fenale carriers are 
in general apparently nornal, but genetically defect . 
Especially for wooen from hereditary tainted farnilies it 
is intx>rtant to differentiate between carriership and non-
carriership . This question occurs today in the field of 
genetic counseling. To perform this differentiation it has 
been put forward recentl y by ZifvVvlERMANN et al . (1971) to 
use the rather classical determination of Factor VIII acti-
vity together with the determination of Factor VIII-like 
antigen. The successful results of .ZillMERMANN could not 
be reproduced in several european studies . Nevertheless it 
seerns an illl>rovenent of the discriminatory power to nake 
use of both variables corrpared to using only the activity, 
see BOUMA et a1. ( 1975) . 
The data for both variables considered in this paper con-
cern the following women : 22 obli!!'fl.tory cBITiers, 30 non-
carriers and 19 possible carriers . For each possible car-
rier the genetic chance , usually well-l<nown from the fami-
1.y tree, has to be taken as prior probability . 'Ihe further 
calculations are made with Xi = 101og (Factor VIII acti-
vity) and x:> = 101og (Factor VIII- like antigen) . 'Ihe 22 
+ 30 data,- points of the two reference groups 
are given in Fig. 5. 
4.2 Results 
The contours for the posterior probabilities 
of .90, . 50, and .01 are given in Fig. 6 
for three types of probability distribution 
estimates : (EQ, EST) , (UNEQ, EST), and (KER-
NEL) . As prior probabilities are arbitrari-
ly taken the sanple frequencies O. ll2 and 
0.58 . 
Fig. 4: Area with at m::>st a factor 2 dif-
ference between the posterior odds 
or (EQ, EST) and (UNF,Q, EST) 
respectively between (UNEQ, PRED) 
and (KERNEL) . 
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It can be concluded f'rom Fig. 5 that a reasonable model 
for these data is provided by nonna.l distributions ; there 
is, however, no clear evidence Whether equal or unequal 
covariance matri ces for the ~ groups is the rrost appro-
priate asst.m1ption. 'Ihe sanple variances for t he carrier 
group are a bit greater then for the non-carrier group . 'lhe 
quadratic contours of the UNEQ method take in this exarrple 
a parabolic form. 'I'his becomes, however, onl.y evident out-
side the region of the reference data in the r ight-bottom 
corner of the figure . The linear contours of the EQ rrethod 
are shifted to the lert cOITq)aI'ed with the quadratic UNEQ 
contours, due to the pooling of the two sanple covariance 
matrices . The KERNEL results are somewhat more sarrple de-
pendent, more irregular, but rather comparabl e with the 
(approximately optimal) nonna.l distribution results . One 
rather extreme point at the bottom of the non-carrier group 
with x1 = - 0.357 and x2 = - 0.4o9 turns out to have a domi-
nating influence in that region for the KERNEL contours . 
A c~son of the estimative and predictive approach for 
the reference data shows no illl>ortant dif'ferences, see 
Table I . The difference is in general systematical in accor-
20 LO 60 
(EQ, EST ) 
(UNEQ,EST) 
(KERNEL) 
(UNEQ,PRED) 
eo 
~ 
~ 
100 ESR 
EDV in Medizin und Biologie 1/2 1975 17 
x2 ( antigen) 
0.4 
0.2 
0 
-0.2 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
•• 
• 
• 
0 
„ 
• •• 00 
00 0 
• 
0 
0 0 0 
0 0 
0 0 
0 8 0 
0 oO 0 
0 
0 
0 
• 0 0 0 0 Non-carrlers 
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dance with section 2 : the predictive posterior probabili-
ties are less extreme then the estinatives . 
0.4 
The resulting posterior probabilities for the 19 possible 
carriers with each of the five methods of choosing a pro-
bability distribution are given in Table II. In eight cases 
oore than slight differences occur. For two of them, No . 4 
and 19, all the five values vary in a range that for prac-
tical purposes must be characterised as doubtfUl ; no clear 
cut decision between carriership and non-carriership can 
be rrade . For a more systenatic treatment of the concept of 
doubtful cases , see HABBEMA et al . (1974 A). The numbers 
8, 13, and 17, are in the range from non-carriership till 
doubtful , while the numbers 1, 11 , and 14 vary from carrier-
ship till doubtful . Comparison of the EQ with the UNEQ pos-
terior probabilities gives systenatically lower values for 
UNEQ. This corresponds of course with the shift to the 
right for the UNEQ contours in Fig. 6 compared with EQ con-
tours . The difference between EQ and UNEQ appears to be 
oore important than between EST and PRED . The KERNEL values 
x2 (antigen) 1 
- (EQ,EST) 
-- - (UNEQ,EST) 
„„„ .. (KERNEL) 
0.2 . 
0 
- 0.2 
:/ ;, 
'v~ '/ I 
I 
;.99 
1: 
I i 
I ; 
I ; 
I :' 
I / 
I :' 
I .·• / / ... ···· .,,,,,""' 
,..,· // 
:'/ ,/ 
:'( ,,,,' f ,_„ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 50 
,'01 
/ 
/ 
, 
/ 
/ 
-0 /~.„ .•. . ··t')' / :' // // 
·' / / 
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Fig. 5 : Logarithmic values of Factor VIII 
activity and Factor VIII- like 
antigen for 22 obligatory carriers 
of haeoophilia A and 3o non-car-
rier women . 
are sometimes more in accordance with EQ, 
sometimes oore with UNEQ • 
5. Conclusions 
The most interesting comparisons are EQ ver-
sus UNEQ, KERNEL versus EQ or UNEQ, and EST 
versus PRED. In the hypercalcaemia example 
we have a great diff erence in sample covar-
iance natrices; the resulting contours of 
the UNEQ case turn out to fit better than 
the m contours . In the haeoophilia example' 
however, we are faced with only a small 
difference in sample covariance matrices . Nervertheless , 
if we again compare the two methods according to their fit 
to the reference data - see e .g . the 0 . 5o contours - a 
slight preference should be expressed for the UNEQ method 
also in this example. The KERNEL results are in the haeno-
philia example not inferior to the UNEQ results. In the 
hypercalcaemia example the KERNEL results are perhaps su-
perior. The presence of three Observations of the hyper-
parathyroidism- group in the middle of the nalignant disease 
Tab . 1: Frequency distribution of the absolute values of 
the differences between estimative and predictive 
posterior probabilities for the reference data of 
the haenophilia example . 
~. 01 ( .01-. o~I ( . 02- .0:!] ( . 04-.o~ I Total 
i<EQ, EST) -
(EQ, PRED) i 36 13 3 0 52 
j(UNEQ, EST)-
(UNEQ, PRED) i 36 10 2 4 52 
group is clearly reflected by the KERNEL con-
tours . Normal distributions, whether EQ or 
UNEQ, do not have the possibility to incorpo-
rate such phenomena in their contours. 'lhe 
differences between EST and PRED are very 
snall in the two examples . They are less im-
portant than the diff erenc<:s between EQ and 
UNEQ. One should realize , however, that the 
posteri or probabi liti es in these examples are 
rather high, respectively low; so big changes 
between EST and PRED can hardly occur . M::lre-
over the ratio between sample size and 
Fig. 6 : Contours of equal posterior probabil-
ities on non-carriership for the 
- 0.6 - 0.4 - 0.2 0 0.2 X1 (activity) (EQ, EST) , (UNEQ, EST) and (KERNEL) 
methods . 
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dimension of the distributions is l.arge ; 
if this ratio become smaller, then 
greater differences between the predic-
tive and estimative approach must be 
expected. In Table III some results 
Table 3: Posterior probabilities in percentages ; comparison between estimative 
end predictive approach, both for equal and unequal covariance matrices . 
The number of variables used is 10 . The elements 1-5 arise from the 
first population; 6-10 f'rom the second . 
are given for 10 variables and two dif-
ferent situations concerning the sample 
sizes. Again the difference between EQ 
and UNEQ is rrore important than between 
EST and PRED . However, especially for 
the sample sizes N1=N2= 15 occasional-
ly great differences between EST and 
PRED occur. 
Sample sizes : N1=40, N2=46 Sample sizes : N1=N2=15 
Element Equal Unequal Equal Unequal 
nr . Covariance Covariance Covariance Covariance 
Matrices 
F.st Pred 
'lbe area where the odds ratio's differed 
less than a factor 2 turned out to cover 
a surprisingly wide range of the refer-
ence data . Outside the area of the ref-
erence data one should be very careful 
with statistical inference for new samp-
le elements . A good illustration is 
given by the UNEQ contours in 
the right-bottom corner of the haerrophilia 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
82 80 
94 89 
53 52 
33 34 
88 86 
2 5 
82 80 
26 28 
87 82 
42 42 
exarnple; they are far outside t he reference data and are 
merely a mathematical artefact . By the allocation of a new 
element one should there for always detenni.ne its position 
with regprd to the reference data. 
Table 2: Prior and posterior probabilities on non-carrier-
ship for 19 possible hearrophilia A carriers . 
Nr Data PRIOR rom'ERIOR PROBABILITY 
(EQ) (UNEQ) 
"i x2 EST PRED EST PRED KERNEL 
1 -0.210 -0.044 .750 . 292 .323 .037 .077 . 267 
2 -0.250 0.095 .750 .996 .993 .984 .981 . 987 
3 -0.043 -0.052 .667 .994 .991 .98o .974 .982 
4 -0. 210 -0.090 .667 .505 .516 .174 . 233 . 262 
5 0.064 0.012 .667 ,999 ,999 ,994 .989 .995 
6 -0.059 -0.068 .500 .999 .997 .991 .983 .966 
7 -0.050 -0 .098 .500 ,996 ,993 .977 . 967 .979 
8 -0.094 -0.113 .500 .987 . 980 .951 . 939 .911 
9 -0.112 -0.279 .500 1.000 ,999 .979 .95o .999 
10 -0.287 0.137 .500 .000 .ooo .000 . 000 .000 
11 -0.002 0.206 .500 .205 .226 .016 .042 . 253 
12 -0.371 -0 .133 . 500 .004 .008 .000 .001 .001 
13 -0.009 0.037 .500 .961 .949 .901 .886 .725 
14 0.030 0. 224 .500 . 337 .35o .048 .094 . 416 
15 -0.357 0.031 .333 .000 .001 .000 .000 .001 
16 -0.123 -0.143 .333 .ooo .ooo .ooo .ooo .000 
17 -0.162 0.162 ,333 .968 ,952 .888 .864 .723 
18 0.069 0.192 .333 .001 .002 .000 . 000 .002 
19 0.002 -0.075 .333 .731 .691 . 47o .459 .628 
Matrices Matrices Matrices 
E- P F.st Pred E-P Fst ?red E- P Est Pred E- P 
2 87 85 2 65 62 3 99 98 1 
5 100 99 1 96 86 10 100 100 0 
1 84 82 2 32 35 - 3 94 94 0 
-1 81 79 2 15 18 - 3 91 91 0 
2 91 89 2 87 81 6 92 91 1 
-3 0 0 0 5 15 - 10 0 0 0 
2 51 54 -3 93 89 4 38 68 - 30 
- 2 8 13 -5 19 24 - 5 0 0 0 
5 0 5 -5 73 68 5 0 2 - 2 
0 43 45 -2 41 42 - 1 24 52 - 28 
References 
ANDERSON, T.W. (1958) : An Introduction to Multivariate 
Statistical Analysis . 
Wiley & Sons, New York 
OOUMA, B.N., van der KLAAUW, M.M., VELTKAMP, J .J. et al . 
(1975) : Evaluation of the Detection Rate of 
Hemophilia Carriers . 
Submitted for publication 
HABBEJotA, J .D.F. , HERMANS , J . and van der BURGT, A.T. (1974A) : 
Cases of doubt in allocation problems . 
Biometrika 61, 313- 324 ' 
HABBEl>1A, J .D.F., HERMANS, J . and van den BROEK, K. (19748) : 
A stepwise discriminant analysis program 
using density es~imation . 
In : G. Brucknann, F.Ferschl and L . Schnette-
rer (Fds . ) : CXMPSTAT 1974 , Proceedings in 
conputational statistics , Physica Verlag, 
Wien 
HARI', w .• DUURSMA, S.A. ' van ZOEREN, M. et al . (1972) : 
Symptom pattern, erythrocyte sedirnentation 
rate, and serum creatinine and phosphate 
levels in patients with hypercalcaemia . 
Folia Med . Neerl. 15, 21- 29 
GEISSER, S. (1964): Posterior odds for multivariate normal 
classification . 
J .Roy.Statist . Soc .Ser . B, 26 , 69-76 
ZJM<tERMANN, T.S., RATNOFF, O.D. and LITl'ELL, A.S. (1971) : 
Detection of Carriers of classic Herrophilia 
using an Inmmologic Assay for Antiherrophilic 
Factor (Factor VIII) . 
J .Clin .Investigation 5o , 255- 258 
Anschri~ der Verfasser : 
J . Herne.ns 
J .D.F. Habbema 
Medical Statistics 
Wassenaarseweg 8o 
Leiden I Holland 
EDV in Medizin und Biologie 1/2 1975 19 
Discriminant Analysis for Populations with 8-continuous Distributions 
By F. Streit 
Sunrnary 
In this paper problems of identification are investigated for populations with E-continuous distribu"tions. An e:-con-
tinuous distribution is distinguished by the property that a can>ier>-plane and a density with respect to this c-arrier-
plane can be specified for its probabil.ity measure . General methods for the construction of decision rules for discri-
minant anaZ.ysis are proposed. In particuZ.ar these methods are applicabZ.e to normaZ.Z.y distributed populations, W'hich are 
possibZ.y singular, and this even in the case when the parameters of the popuZ.ations are not (fu Z.Z.y ) knoW'n, but (partiaZ.-
Z.y) estimated fl'om training sampZ.es. These procedures and some of their generalizations are e:cpected to be useful in 
appZications to medicaZ. and biol.ogicaZ. problems. 
Zusanmenfassung 
In dieser Arbeit werden Probleme der Identifikationsanalyse ftJ.r Gru.ndgesamtheiten mit e-stetiger Verteilung untersucht. 
E- stetige Verteilungen besitzen ein WahrscheinZ.ichkeitsmaß, ftJ.r welches eine Trägerebene definiert und eine Dichte-
funktion bezüglich dieser Trägerebene angegeben werden kann. Es werden all.gemeine Methoden zur Konstruktion von. Entschei-
dungeregeZ.n ftJ.r die DiskriminanzanaZ.yse vorgeschlagen. Diese Methoden können insbesondere zur HerZ.eitung von Kriterien 
fU.r normal.verteilte Grundgesamtheiten, weZ.Che mtJgZicherweise singuUtr sind, benti.tzt werden, und zwar auch ffh' den FaZ.Z, 
daß die Parameter nicht (voZ.Z.sttindig) bekannt sind, sondern (teil.weise) aus Stichproben gesch/1tat werden mf1ssen.. Diese 
Verfahren und gewisse ihrer Verallgemeinerungen diirften sich bei statistischen Analysen in der Uedizin und Biologie 
aZ.s natzlich erweisen. 
1. Introduction 
In this paper general rrethods for the construction of deci-
sion rules for problems of identification a.re proposed . 
These decision rules allow discrimination between two popu-
lations with nultivariate distributions even in cases when 
these distributions a.re si.ngular. In particular they a.re 
applicable to populations with a probability rreasure which 
is concentrated on a flat (plane) in the k-dilrensional 
~le space fi< (k-dilrensional &aclidian space) and which 
possesses a density function relative to this flat . 
It is :i.nportant to be able to handle such situations for 
the following reasons : 
In dealing with exper:i.ments involving a great nurnber of 
variables, say for instance newly initiated exper:i.ments 
based on data evaluation by cOl!{luters, it is unrealistic 
to exclude from the out- set the possibility that some of 
the rreasurements are redundant . Also rrom the theoretical 
point of view it is somehow unsatisfactory to fornulate 
only decision rules for the case that the distributions 
a.re nonsingular as this is aJ..rrost always done in the lite-
rature . The m:>st prominent exception to this COl!mOn prac-
tice is found in the work of C.R. RAO and the results of 
this paper complerrent to a certain extent the investiga-
tions reported in [3, Section 10.5) . As far as possible 
decision rules will be indicated which apply directly to 
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the observed data and thus avoid the necessity of a pre-
liminary study of the relations between the conponent-
variables . 
In section 2 the problem of identification is stated ana 
the class of distributions taken into consideration is 
specified . Section 3 contains the definitions of the pro-
posed decision rules. In section 4 the appropriate identi-
fication rules for nonnal distributions a.re derived . Some 
extensions of the rrethods, of interest for practical appli-
cations, a.re indicated in section 5. 
2. The basic problem of identification and 
the E-continuous distributions 
The problem to be considered is the following: 
Suppose that two populations ~ and ~ and their probabi-
lity rreasures P1 and P2 are given [P1 -J P2) . 
x(1) 
Let x0 = (:
0 
) , a rreasurerrent on a unit , be a realiza-
. (k) 
xo 
tion of either P1 or P2. The problem consists in construc-
ting reasonabl e statistical rules for rraking either the 
decision that x0 c<:>tres from ~ or the decision that x0 
COl!leS from g2 . 
In the literature nany rules are proposed under the restric-
tion that both P 1 and P 2 are nonsingular. For reasons stated 
in section 1 it is however desirable to rerrove this condi-
tion . The singular distributions which are of greatest in-
terest for statistical applications belong to the class of 
e: -continuous distributions ( compare also [ 4] ) . 
Definition: 
'lhe (distribution corresponding to a) probability measure 
P is called e:-continuous if it is dominated with respect 
to the I.ebesgue-measure >,H relative to some flat H in Jf 
and if a specification of the associated H-density ~ 
H 
is given. H is called the carrier-plane of P (its di.mmsi.on 
P may be any integer l1Ul'lber between (and i.ncludi.ng) O and 
k) . 
Renark: 
Note that the class of e:-continuous di.stri.buti.ons contai.ns 
all absolutely continuous k-dimensional di.stri.butions; 
they are obtained by putting H = JRk and thus p = k. 
3. General decision rules for problems of i.dent ification 
Two methods of constructing decision rules for t he problem 
stated in section 2 will be introduced. 
'lhe fi.rst rule is applicable when P1 and P2 are both com-
pletely known and e:-continuous . We desig,-iate by ~ their 
carrier- planes and by fi their Hi-densities (i. = 1, 2) . 
Definition: 
We call e:-rraxinum-likelihood-rule for the problem of i.den-
tification cOITpaI'ing P1 and P2 the decision rule which 
assigns the observation x0 to the population ~ if and only 
if 
x0 ( {x f ff: x t H1 } U {x € lf: f2(x) > r1(x)IH1= 82} 
{x € ~: X ( ~ (. H1 1H1i! ~}. 
Rerrarks : 
- --
1) The above indicated rule is of course defined only up 
to equivalences, i .e . it may be replaced by any rule 
which leads with P1-probability 1 and with P2-probabili-
ty 1 to the same decisions . 
2) The proposed procedure may be intuitivel y justified: 
It seems reasona.ble to assign x0 to g2 if x0 doesn' t 
lie on the carrier-plane of P1 and if x0 lies on both 
carrier-plane3 but H1 # H2 and H2 c H1. If the carrier-
planes are identical the decision is based on the com-
parison of the values of the associated densi.ties as in 
the nonsingular case . 
In applications P1 and P2 are seldom c~letely known. 
Orten they are only known up to a parameter 01 respective-
ly 02, which is to be estimated from a traini.ng sarrple . 'lhe 
e:-continuous measures Pi= Pi(6i) thus deperx:l on 6i and so 
do their c.arrier-planes Hi ( 0i) and the associated specifi-
cations f . ( : 01.) of the densities . In this case we suppose l. A 
that an estimate 6i of ei is at our di.spositi.on . Thi.s may 
be a ma.xirrum- likelihood esti.mate or any sui.table esti.mate 
of 6i . In such a Situation it seems reasonable to use the 
following rule : 
Definition : 
We call generalized plug-in-rule (based on the estimates 
61 and 02) for the problem of identification c~ing 
{P1(61) ; 61 ~ 01} and {P2(02) ; 02 ~ e2} the nex:inJ..un-
likelihood-rule for the problem of COITpaI'ing P1(e1) and 
P2(e2) . 
4. Identification rules for nonna1ly distributed 
populations 
In di.scr:i.rnina.nt analysis the assl.lllption i.s orten made that 
the populations are nonnally di.stributed . Let us thus as-
sume that x0 is a realization of a k-dimensi.onal nornal 
di.stributi.on with mean-vector µ1 and covariance-matrix E1 
provided that x0 is a sample-el ement from ~' and that x0 
i s a realization of a k-dimensional normal di.stri.buti.on 
with mean-vector lJ2 and covariance matri x E2 provided that 
x0 is a sarrq>le element from ~ ((µ1, E1) i! (µ2 , E2)]. 
In this section the transposition of a matrix will be in-
dicated by the sign ' . O is used to denote a null rmtrix 
and I an identity matrix. If not specifi.ed by indi.ces the 
fornat of such matrices will be clear from the context . 
Deperx:l.ing on the degree of knowledge about the parameters 
111 , lJ2 , E1, and E2, the methods introduced in section 3 
yield different decision rules for the problem of i.dentifi-
cation. We consider two examples : 
Situation A: 111' µ2, E1 , and r 2 are lmown . 
'lheorem A: 
'lhe e-maxin1..un-likelihood-rule for this problem of identi.fi-
cation assigns x0 to the populati.on g2 i f and only if 
xo ( {x ( Rk: 
{x € Rk: 
Bl X ~ Bi µl 1 p1 < k} U (1~ · !:2 ~ 1) 1 (x-µ1) ' l:~(x-µ1)-(x-µ2) 'l:2 (x-µ2) > in IA1 ' !:1 All 
{xE uf: Bi x = B]. µ1} = {x E R~: B2 x = B2 µ2} }V 
{x E Rk: B]. X = B]. lJi ,.., e2 X = e2 ~ 1 ~ < P1}. 
Here pi denotes the rank of 1i_, Ei desig,-iates any general-
i.zed inverse matrix correspondi.ng to Ei , i.e . a matrix ful-
filling the relation Ei Ei Ei. = Ei., arx:l for pi ~ {1, .•. ,k-1} 
('\, Bi) represents any suitably partitioned orthogonal 
matrix for which the following representation holds 
Ei = (Ai, Bi) (:Pi J c:) 
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where 
U' ... 0) : with o1 ~ o2 ~ . . . ~ op· > 0 • • • c5 l Pi 6 = 6 o:. ) pi pi l 
is the diagonal matrix of the positive eigenvalues of l:i 
arranged in their order of rragriitude . If pi = k Ai is to 
be replaced by Ik in the second term and the restriction 
B:l_ x = B:l_ µi is to be deleted in the second and third term 
of the region of allocation to ~. For pi = O Bi is to be 
replaced by Ik in the fornrula (which ilrplies that the sec-
ond set may be neglected in this case) . 
Proof 
Let us designate the value of the usual density function of 
the p- variate normal distribution with mean- vector n and 
covariance-matrix rat ut. lRP by np(u :n,r) . It follows, 
that if the rank pi of Ei is equal to k, the carrier-plane 
of the normal distribution is given by Hi(µi ,Ei) = 1Rk and 
its density function is specified by f(x : µi,Ei) = 
nk(x: µi , Ei). 
If pi € {1, ... ,k-1} we find that the carrier-plane of the 
distribution is pi -dimensional, namely }\ ( µi' Ei) = {x e: lRk 
B' i x = B:l_ µi} and its density function is determined by 
the relation f(x : ~,li_) = np. (A:l_ x: A:l_ ~, A:l_ Ei Ai) 
[x E. f\ ( µi' 1i_ >] . l 
For pi = 0 finally we obtain Hi ( µi' Ei) = {µi} and 
f(x : ~,1i_) = 1 [x €. H (~,Ei)] . 
Furtherrrore we note that for p1 = 0 or p2= O H1 = H2 im-
plies P1 = P2, a case excluded from our consider'dtions . 
For pi > O [i =l , 2] r2(x: 1.12,E2) > r1(x : 1Ji,E1) is equiva-
lent to 
n (A2 x: A2 1.12, A2 L2A2) > np (Ai x: Ai 1.11, Ai L1A1 ) or ~ 1 
1 - 1 1 -1 
- (x- u.) ' A (A' E A.) A' (x- u.) - - (x-u..)'A (A' LA_) A~ (x-µ ) 2 C.l 1 1 1""1 1 ".L 2 Ce 2 2-[~ · -t! 2 
1 1 ( IA2 ~ A2 I) 
> 2 ( ~-pl) ~< 2n) + 2 m \!Ai E1 Al 1 . 
It is wel1-known that for {pi E. 1, ... ,k-1} a matrix is a 
generalized inverse matrix of the synmetric matrix Ei if 
and only if it admits a representation of the form 
- ( - 1 Ei = (Ai ' Bi) 6P (Ei) 
v. 
l 
Ui) (A~) 
Wi Bi 
where the elements of Ui, Vi, and Wi rray be arbitrary real 
numbers and (Ai' Bi) is a matrix with the property mentioned 
) - - 1 in the theorem [2 ; p. 9 . On the other hand Ei = Ei for 
pi = k. From these facts it is easy to establish that 
(A:l_l:iAi)- l = A:l_Ei Ai holds for any generalized inverse ma-
trix Ei of Ei provided that Pi> O. For pi€. {1, .•. ,k-1} 
~A:l_ = Ik-BiB:l_ and B:l_(X-µi) = 0 with probability 1. Under 
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the condition Hi = ~ we have p1 = P2 and the last inequa-
lity reduces to 
_ _ ( IA2 l:2 ~I\ 
(x-µi) ' E1(x-µ1) - (x-1.12)'E2(x- µ2) >in \IAi E
1 
A
1
J) · 
These considerations show that the decision rule indicated 
in Theorem A is equivalent to the E-naximum-likelihood-
rule for the identification problem corrparing P1 with P2. 
Remarks : 
1) For p1 = p2 = k the classification rule reduces to the 
prescription: Assign x0 to g2 if and only if 
_k - 1 -1 (IE21) xo €. {x E. J!f-: (x-µ1) ' l:1 (x- µ1) - (x-µ2)'l:2 (x~µ2) > R.n JST }. 
'lhis identification rule is well-known in classical dis-
criminant analysis (see for instance [1, p . 5o6, formula 
(1.2))) . 
2) For E1 = r2 = E and p1 = p2 = p < k the decision rule 
assigns x
0 
to g2 if and only if 
x0 €. {x E uf: B'x t B1 µ1} U {XE. mk: B' x = B1µ1 = B1µ2 
- µ1+µ2 
"' (µ2-µ1) 'E (x- ~) > O} 
with E- being any generalized inverse of E and 
B1 = B2 = B and Bi is subject to the same restrictions 
as in the theorem. 
'lhis result follows from the fact , that the second set 
in the above expression for the allocation region to ~ 
is the empty set if p = 0 and P1 t P2 and that for 
p € {1, .•. ,k-1} 
(x- µ ) 'E- (x-µ) - (x-µ ) 'E-(x- u) > 0 1 1 2 „2 
is equivalent to 
[Cx-1.li)' i:-(x-1.li )+(x- 111)' i:- (x- 112>]- [<x-112 ) ' l:-(x-112)+(x- 1J2) 'l:- (x- µ1)] 
> (<x-1J1 ) • i:-cx-~Hx-1J2 ) 1 nx- 1J1l] . 
By taking into account that B' (X-1.11 ) = B' (X- 1.12 ) = 0 
with probability 1, we see that the expression on the 
right hand side disappears since it can be represented 
as 
- 1 -1 (x-IJ )'A6 A'(x-µ) - (x- µ) ' A6 A' (x-µ) . 1 p 2 2 p 1 
Instead of the last inequality we may thus write 
µ +µ2 µ +µ 
2(x- 1.11 ) 1 E- (x- ~) - 2(x- 1.12) 1 E-(x- ~) > o 
which is equi valent to 
µ +µ (~-µ1) 1 nx- ~) > o. 
Situation B: r1 = E2 = E, where E is known; µ1 and 1.12 are 
unknown and estirrated by sanple means x1 and 
x2 of training samples from ~ and g2 . 
Theorem B: 
The generalized plug- in-rule for this problem of identi-
fication based on the estimates xl and x2 for µ1 and µ2 
assigns the Observation x0 to ~ if and only if 
x0 c {x E uf: IB' Cx- x1>1> IB' Cx-x2> 1 !s•x1 1 s •x2} u 
_ 1< - - - xl+x2 {x E JR"" : (x2- x1) 1 E (x- - 2-) > 0 IB'x = s •x } 1 2 
Here 1y 1 denotes the l ength of y in JR'<-P and B and p have 
the same rreaning as is Remark 2. For p = k the f i rst set 
and the restriction in the second set of the above region 
of allocation to ~ have to be deleted. For p = 0 B has 
to be r eplaced by I k in the fo:nrula (and thus the second 
set may be neglected in this case) . 
Proof 
According to the definition we obtain t his generalized pl ug-
in-rule by replacing t he unknown parameters µ1 and µ2 by 
t he est imateS Xl and x2 in the E-maxirnum-likelihood-rule . 
From remark 1 it is easy to establish that the staterrent of 
t heorem B i s correct for p = k. For p < k we obtain from 
renark 2 that x0 is assi gned to g2 if and only if 
x0 ~ {x ._ m'<: B'x 1 B'x1} u 
- -
- - - - - Xl+X2 {x € tFf: B' x = B' x1 = B1x2 A (x2- x1) ' E (x-~) > 0 } 
But since t he relati ons B'X = B1x1 = 8
1µ1 and 
B' X = B1 x2 = B
1µ2 hold with P1-probability or P2-probabil-
i ty 1, the set 
{x € uf: IB' x ~ B1 x1} may be replaced by 
{x 6 uf: IB' (x-x1>1 > JB' (x-x2>1 1 s •x 1 s •x } 1 2 
a formulat ion which is pr eferabl e from t he practical point 
of view (probability of rounding errors) . The change of the 
second set to the form given in the theorem is based on the 
fact that B1x1 = s •x2 = v (say) implies B' X = v wit h proba-
bility 1. 
5- Extensi ons of the methods 
1) Singul ar distributions arise not only under the con-
dition that t he distribution of the population is singu-
l ar but also if the training sample is too small to nake 
i t possi ble to reliably estimate the parameters . In such 
si tuations it seems reasonable to base the decision rule 
on the variability of the data al ong the plane in the 
sample-space generated by the Observations of the training 
sample . This leads to similar techniques as proposed in 
sections 3 and 4. 
2) Analogous methods nay be appli ed to discrete distribu-
tions . Let ~ denote the carri er of the measure Pi (the 
set of points of ~ which are realized with posi tive 
Pi-probability) and l et fi denote the probabili ty mass 
function of Pi . The corresponding allocation rule then 
consists in assigning x
0 
always to g2 if and only if 
xo € {x € 1Rk: X ' Hl }U {x e uf: f2(x) > fl(x) A. X € Hl (\ H2} 
'Ibis procedure is of parti cul ar interest for the iden-
tification problem comparing {P 1 ( a1) ; a1 € 01} with 
{P2(a2) ; e2 E 02} based on estimates 61 and ~2 of a1 
and a2, when Hi varies with ai , when 0i is a set of rrore 
than countably many points , and when the above indicated 
rule for corrparing P 1 ( e1) and P2( 62) is used as plug-
in-rule . 
The description of further details on the methods proposed 
in this paper is defered to a l ater collll1Ul1ication . 
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The Effects of Selecting Variables for Use in the Linear Discriminant 
Function 
By M. A. Moran 
~ 
The impZ.ications for actuaZ. and estimated error rotes of aZ.Zocation of basing discl'imination on a aubset of seZ.ected 
variables rather than aZZ variabZ.es are etudied by meana of simulation. It is concZ.uded that sequentiaZ. seZ.eation of 
moderate intensity aorresponding to use of a nomial significance leveZ. of about 30% in a fol'llXll'd seleotion procedul'e 
wiZZ. give an e:i:pected actual perforirance equal to that obtained with uae of aiz. variables and ie robust to wide 
Variations in the configuration of the unknown parometers. The abil.ity to estimate actual perfol'f11Clnce is much the same 
with selection as without. 
Zu8a77117enfaeeung 
Die Pol.gerungen für tatstichZ.iche und geschlitzte FehZ.erroten der Zuol'dnung, die auf einer AuewhZ. von Variablen an-
steZ.Z.e aZ.Z.er Variablen basieren, werden mit Hilfe von Simulationen untersucht. Es ergibt eich dabei, do.ß eine sequen-
tieZ.Z.e Selektion von mi:i.!Uger InteneiUit, entsprechend der Anwendung einer Signifikanzstufe von etl.<Ja 3oi&, in einer 
aufbauenden SeZektionspi>ozedur ein el'lJal'tetes Ergebnis zeigt , das vergleichbar mit dem ist, das durah Vel'l.<Jendung atz.er 
Variablen erlangt wird, und die fill' große Variationen in der Konfiguration der unbekannten Parameter r>obust i st . 
1. Introduction 
When collect:i.ng data for construct:i.ng a discrirninant func-
tion a researcher orten ireasures as many variables as appear 
relevant . In the subsequent analysis only variables which 
are found to contribute sufficiently to discrimination are 
used. Such selection of variables will reduce t he cost of 
further observations or may clarify the nature of the dif-
ferences between the two populations . Inclusion of extra 
variables in a sample discrirninant function also means that 
additional pararneters llllst be estinated . Without a conpen-
sat:i.ng increase in overall ability to discri.minate, actual 
performa.nce will be reduced and estinated performa.nce ex-
aggerated . On the other hand selection runs the risk of 
eliminat:i.ng variables of genuine worth and is itself a sour-
ce of exaggeration in estiroat:i.ng the degree of discrimina-
tion achieved . 
Although much effort has been devoted to defin:i.ng criteria 
and procedures for defin:i.ng an 'optimum ' subset of varia-
bles corrpa.ratively littl e study has been rrade of the con-
sequences of selection . Sone recent papers on this subject 
in regression analysis are KENNEDY and BANCROFT [ 1971] and 
ANDERSON, ALLEN and CADY ( 1972 J . 'llle former is an analyt-
ical study in which the order of addition or deletion of 
variables is asswned to have been determined a priori . 
Two empirical examples are quoted in the second paper which 
show that the inclusion of all variables is not always jus-
tified . One of the examples is an investirgi.tion by WEINER 
and DUNN [1966 J of the effects of selection on a linear 
discrirninant function for five separate sets of medical 
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data . Each set of data involved two populations and a total 
of 25 discri.mination variables . Discrirninant functions were 
calculated from irrlex san:ples of size 5o and the remaining 
data in each set were used to calibrate the functions . In 
addition to use of all 25 variables discri.minant functions 
were constructed includ:i.ng only 2, 4 and 1o variables 
selected by different rules . 'Ihe selection was based on (i) 
studentised differences between sarrple means or equivalent-
ly t statistics where the correlation between variables is 
i191ored, (ii) forward selection, (iii) discri.minant func-
tion coefficients where all variables had been standardised 
to unit variance and (iv) random selection. WEINER and 
DUNN concluded that 10 or even 5 variables selected by any 
sensible rule perfonned as weil as all 25 variabl.es. 'Ihey 
also found that the exaggeration in estinated perfornance 
was ll'OJCh less with 2 or 5 variables than when 1o or all 25 
variables were used . A limitation of their study was that 
the number of variables selected was fixed in advance while 
in practice this would be decided in the course of the ana-
lysis . 
'lhe other najor investirgi.tion of the e~feets of selection 
in discriminant analysis is the classic study of the Feder-
alist papers by IDSTELIBR and WALLACE (1964] . 'Ihey wished 
to determine which of twelve disputed Federalist papers 
were written by MADISON or HAMIL'roN . Word counts for papers 
of known authorship were used as variables . In a study of 
the effects of selection they concluded that when a few 
outstand:i.ng variables are picked from many that t 'he drop 
from estinated to actual perforrrance for irrlividual vari-
ables need not be great although some loss nay result from 
estimation of coefficients for a joint di scr irninant func-
t i on. Final ly a brief reference to some experiments with 
stepwise selecti on methods is rrade by CORNFIELD [1967] . 
He reports that such irethods exaggerate the future per-
forrrance of a discriminant function to the sarne extent as 
inclusion of all variables . 
In this paper the actual and estimated per forrrances of a 
sample discriminant function based on a subset of selected 
variables are compared by means of simulation with t he 
• • • A 1 2 - - - 1 - -(111) °D = G(~) where D = (x1- x2) 1S (x1-x2) , the esti-
rnated probabili ty obtained when the pararneters in 
a0 or a are replaced by their estimates . The error 
rates a , &R and &0 are called the actua1, apparent 
and estimated error rates by HILI.S [1966J . The con-
ventional estimators aR and a0 are wide1y known and 
stil l used although several al ternati ves have been 
suggested by LACHENBRUCH and MICKEY (1968] . 
Among these are : 
corresponding perfonrances when all variables are used. (iv) au, the proportion of units m.i..sallocated when each 
unit of the sample frcm n1 in turn is a1located by 
a discriminant rule (2) based on the other 
The two popul ations concerned are assumed to be 11Ultivariate 
norrial with a coßlllOn dispersi on matrix . 
2. Background and notation 
Let x be a vector of observations on a unit f'rom one or 
other of two p-variate normal populati on n1 and n2. The 
means of x in n1 and n2 will be denoted by the vectors µ1 
and ~ and the dispersion matri x of x in both n1 and n2 
by L In the absence of informati on on the relati ve fre-
quenci es of units for allocation bel onging to n1 or n2 or 
of the cost s of misallocation it is conventional to allo-
cate to n1 or n2 according as 
- 1 [: 1 ] ( ~-~) 'I: x2 ( ~+J.12) ~ o (1) 
'n1is rule minimises and equali ses t he probabilities of mis-
allocation for the two populati ons . 'llie conmon probability 
of misallocati on is % = G( ~ ti) , where G( · ) denotes a stand-
ard nomal dist ribution function and ti2 = (~-J.2) '1:-1(µ1-µ2 ) 
is the Mahal anobis squared di stance between the two popula-
tions . The probabi lity % will be referred to as the op-
timal error rate of al location. 
When the values of t he pararreters i n ( 1) are unknown atten-
tion is usuall y restricted to t he rule corresponding to 
(1) with conventional estimat ors substituted for the un-
known pararreters . We assume therefore that random samples 
N1+N2-1 units , 
(v) a00 = G[ +(O.S)] where O.S = D
2 (N1+N2-p- 3)/(N1+N2- 2) 
is non neE!fttive and parti ally corrects for the opti-
mistic bias in o2, 
(vi) a08, which is obtained by substituting DS for t:, 
2 in 
OKAMOIO' s [196~] large sample approximation for the 
expectation of a over xl , x2 and s . 
3. Selection procedures 
It is well known that if a dependent variabl e taking any 
two distinct val ues for units in n1 and n2 is regressed on 
x that the p partial regression coefficients are propor-
tional to the corresponding linear discriminant coeffi ci ents 
and that the t value for each such coefficient provides a 
valid test of the additional contribution of the correspond-
ing variabl e to the total distance ti between n1 and n2. 
Further the multiple correlation coefficient R is related 
to the estimated distance D by 
2 R2 (N1+N2)(N1+N2- 2) 
D = :-::Z N N (3) 
1-R 1 2 
'n1is means that many of the procedures proposed for a re-
gression equation are equally applicable to the linear dis-
criminant funct ion. The procedures we considered were : 
of sizes N1 and N2 are available from n1 and n2 with means (i) 
x1 and x2 and pooled dispersion matrix S based on N1 + N2 - 2 
degrees of freedom. The sample based rule corresponding to 
(UB), forward selection (see DRAPER and SMI'IH [1966] 
Chapter 6) with the additi on of' variables until 
(1) is therefore to allocate to n1 or n2 according as 
<x1- x2>·s-
1[x ~<x1+x2 >] ~ o (2) 
There are a number of error rates associated wit h the use 
of (2) . Tobe specific we will refer only to misallocation 
of individuals from n1. These error rates include 
(i) {<x1-~> ·s -1 [-~4<x1+x2>J } a = G .- - - 1 - 1 - - ' l (Cx1- x2 ) 1S I:S (x1-x2) ] 
the conditi onal probability, given xl, x2 and s, of mis-
allocating a further unit from n1, 
(ii) ~' the proportion of units misallocated when (2) 
is applied to the sample of N1 units from n1, 
2 N1+N2- s- 3 2 1 1 
DUB = N +N - 2 [D - s(N "'& ) J ' 
1 2 1 2 
where s is the number of vari abl es incl uded at any stage, 
showed no increase . It can be shown that oÜs is an un-
biased estimator of ti2 if s = p and all ~iables are 
sel ected . 
(ii) (20%) , forward selection until the additional in-
crease in o2 was non significant at the 20% level . 
(iii) (10%) , forward selection until the additional in-
crease in o2 was non signifi cant at the 10% level . 
(iv) ( 6 > ~) , selection of any variabl e whose marginal 
contribution to o2, ignoring all other variables, 
exceeded 0 . 25, 
(v) (ALL), use of all variables . 
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The use of DÜa• a natural criterion for selection under 
norma.lity assUJJPtions was proposed by URBAKH [1971] . Its use 
as described by him required the inverse elements of the 
p::>oled sample correlation matrix which are not usually cal-
culated in a standard discriminant analysis . lt is shown 
in the appendix to this paper that there exists a very 
close approxination to the use of oÜa which only involves 
ooting Whether the t-value in the regression version of 
discriminant analysis as described above exceeds unity in 
absolute nagnitude or not . 'lhis means that the procedure 
(UB) is not as dissimilar to the (2o%) and (10%) rules as 
might appear at full sight but m=rely uses a lower signifi-
cance level of approxinately 30%. 
4. The sampling stucl,y 
Pairs of samples of size N were generated from two multi-
variate normal populations . The numbers of variables used 
were p = 4, 8 and 16. Results for 4 and 8 variables were 
similar but less prooounced than those for 16 and details 
for the latter only will be reported here. More cooplete 
results will be found in JIORAN [1974] . The sample sizes and 
optinal error rates used for 16 vari ables were N = 15, 2o, 
4o and a0 = G( ~6) = 0.30, o . 2o , 0 .10 and 0 .05 . For each 
value of 6 twelve settings for the parameters for the two 
populations were considered . Without loss of generality the 
variables nay be assumed scaled to unit variance and such 
that 61, 62, ... , 1516' the between-population differences in 
the means of the variables are all positive . The six con-
figurations chosen for the {6i} were : (EL), all the {6i} 
equal; (HF) , half of the ( 6 i } equal and the renainder zero; 
(OE), all but one of the 6i equal to zero; (UN), (NL) , and 
(EX) or the {oi} proportional to the expectations of the 
order statistics from uniform, half norrral and exponential 
distributions respectively. The robustness of different 
Table 1 : 
---
~~an actual error rates associated with subsets 
of variables selected from a possible 16 for each 
configuration for the {6i} and each value of P. 
Results are averaged over a0 and N. 
Selection Configuration 
P rule EL UN HF NL EX OE 
UB 0.254 0. 247 0 .252 0. 251 0 .247 0 .234 
o.o 20% .263 . 250 .257 . 249 .244 .223 
10% . 282 .259 .262 . 258 .241 .205 
i~ .260 . 237 .230 . 241 .237 .196 
AU. 0 .249 
UB 0. 238 0.247 0 .264 0 .245 0 .240 0 .230 
0 .5 20% .224 . 246 .273 .246 .238 .227 
10% .213 .254 . 283 .256 .242 . 225 
6>1. 2 .246 .278 . 336 .274 .261 .245 
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selection procedures to the differences in the configura-
tion of the {6i} is of interest . Configurations (EL) and 
(OE) represent extremes for concentration of llBI'ginal dis-
criminatory ability and (HL) is their intermediate case . 
The other three configurations represent possible m::x:lels 
for the distribution of the { oi} in practice . 'Itle choice 
of correlation structures for the variables is very con-
siderable in:leed but in view of COCHRAN' s ~1964] errpirical 
survey the variables were chosen to be equally an:l. posi-
tively correlated with a coefficient P which was either 
o .o or o .5 . The two values for p by the six confi gurations 
for the {6i} constituted the twelve settings of the para-
m=ters for each value of ti. 
With 16 variables, three pairs of sanples were generated 
for each combination of values of N, a 0 , { 6 i} and P maJdng 
a total of 4 32 pairs of samples in all . For each pair of 
sam:iles , discriminant f\.mcti ons were calculated for the sub-
sets of variables resulting from the five sel ection rules. 
described in the previous section . For every rule, means and 
cunulative frequency distributions of a, a and a-a, Where a 
stands for each of the five estinators of a in turn, were 
obtained for each corrbination of N, a0 , { 6 i} and p . These 
were subsequently p::>oled as appeared appropriate . The main 
results obtained are discussed in the next section and sum-
mary conclusions are given at the end of the paper . 
5. Discussion of results 
A tabul ation of the actual error rate a averaged over a0 
and N but stratified by selection rule, configuration for 
{6i} and P is given in Table 1 . Means for a specific com-
bination of a0, N, and {oi} are based on the same series 
of sanples and therefore correlated . Allowing for this, the 
Standard errors of differences between pairs of means for 
two selection rules are of the order 0 . 004 . 'Ihe most inter-
esting feature of Table 1 is how close to each other are 
the actual error rates for nx:>st of the selection rules . 
An exception is the rule ( 6 > i> . In particular forwa.rd 
selection using URBAKH' s criterion or indeed a 20% level 
of siigri.ficance gives results which are virtually the sarne 
as those from use of all variables . A breakdown of the re-
sults according to the values of a0 and N confirm.s this but 
suggests that smaller sample sizes will tolerate greater 
selection. In general however as the intensity of forwa.rd 
selection increases som: deterioration in ~rfonnance is 
apparent but this rrust be seen in the light of the corre-
sponding reduction in the number of variables selected . 
The tabulation in Table 2 of the corresponding mean percent-
ages of variables selected shows that this reduction can be 
substantial . Some exceptions to the above deterioration are 
evident . One is naturally configuration (OE) Where p = o.o 
and all the separation between the population is concen-
trated in a single variable . Others for p = o . 5 are agai.n 
configuration (OE) but now also configuration (EL) where 
all variables contribute equal ly to discrimination. The ex-
for this configuration. A similar explanation accounts for 
Table 2: Mean percentages of variables selected from a pos- the corresponding response to forward sel ection in the case 
--- sible 16 for each configuration for the ~i} and of configuration (OE) . 'Ihese effects would have been more-
each value of p. Results are averaged over a0 and N. 
Selection 
P rule 
UB 
20% 
o.o 10% 
8~ 
AIL 
UB 
20% 
0 .5 10% 
6~ 
EL UN 
54 58 
46 49 
36 36 
53 45 
36 55 
26 43 
15 30 
92 56 
Configuration 
HF NL EX OE 
55 53 52 40 
45 45 41 30 
33 33 31 17 
42 42 38 18 
100 
53 52 49 37 
45 39 37 29 
35 31 27 21 
40 45 42 19 
planations for these, particularly the latter, lie in the 
way correlation was introduced between variables in our 
parameterisation. 
If a positive correlation p i s introduced between every 
pair of variables and the relative nagnitudes of the {öi } 
are maintained the same, then each 6i !Tllst be increase by 
the factor 
{ 
~+(p-l)p) (1- p) .I cS~ }~ 
-~~~~~-1=_1~~ (4) 
p 2 p 2 (1+(p-1)p] .>: cS - pj cS·) 
1=1 1=1 1 
if the distance 6 between the two populations is to remain 
the same . Confi gurati on (EL) is most affected and confi-
guration (EX) least . In two instances, (HF) and OE) , the 
joint contribution of the correlated variables is greater 
than their narginal contributions would suggest assuming 
iroependence and a reduction in the corresponding {öi} is 
required . This will occur Whenever 
! cS2 - < I ö. >2 
. 1 1 . 1 1 
P > 1= 1= rcxx::HRAN 1964] p ' C ' . 
(p-1) >: cS~ 
i =l 
For configuration (EL) the factor of increase , (4) , is 
sirnply l1+(p- i)p which means that an iroividual variable 
alone can separate the populations by a fraction [1+(p-1)p] -iJ 
of the total 1l given by all variables. Further the addi-
tional increase in distance contributed by the (r+l) th 
variable measured as a fraction of that contributed by any 
r variables is easily shown to be (1-p)/[r(l+rp)] which ra-
pidly diminishes with increasing r . For p = o . 5, a single 
marked had a higher correlation than o .5 been chosen . 
The dependence of the results for the fourth selection rule 
(6 > ~) upon the presence or absence of correlation might 
have been anticipated . It was the best selection rule for 
independent variables but the poorest with correlated vari-
ables. It c~s unfavourably with forward selection in 
every case for p = 0 .5 . Table 2 shows an excessive number 
of variables are selected in the case of (EL) and too few 
in the case of OE . On the other hand when c~ to its 
perforrrance on configuration (EL) for independent variables 
we see an irnprovement due to the greater concentration of 
discri.minatory ability in the selected subset . Had the con-
tribution of the iroividual variables not been increased in 
accordance with out parameterisation convention, perform-
h 1 
ance of the rule (cS > "2') When p = 0 .5 relative top = o .o 
would have been worse and relative to forward selection 
(
h 1) . !TllCh worse. 'Ihe rule cS > "2' fared part1cularly badly on 
configuration (HF) for p = o. 5 where half the variables 
have an equal nargi.nal ability to discri.minate and the 
others none . The variables selected did indeed tend to be 
those with a nargi.nal ability to discri.minate but in this 
instance the best combination would include equai numbers 
of the two types of variables . An added cooplication with 
this configuration is , that it is difficult to construct a 
reasonable distance between the populations on a m::xiest 
number of variables and in Tables 1 and 2 we see that a 
greater number of variables are selected by forward selec-
tion relative to other configurations but no less effect . 
A similar deterioration in perforrrance with the int roduc-
tion of correl ation might have been expected for rule 
(6 > ~) on configuration (OE) where all but one of the 
variables have no marginal ability to discrimina.te . This 
Table 3: Mean optimal error rates associated with subsets 
of variables selected from a possible 16 for each 
configuration for the { öi} and each value of P • 
Results are averaged over a0 and N. 
Selection Configuration 
P rule EL UN HF NL EX DE 
UB 0.227 0. 203 0.199 0.200 0 . 188 0. 162 
20% .243 . 215 . 216 .211 . 197 .162 
o.o 10% .267 .231 . 233 .233 . 206 .162 
8>! 2 . 233 .2o8 . 201 . 201 . 196 .162 
AIL 0.162 
UB 0.177 0 .202 0 .229 0.197 0. 199 0 .179 
variable can provide 53 .1% of the total distance on its own 0.5 20% .183 .213 .245 . 209 . 201 .189 
while any pair of variabl es will contribute 70 .8% . This 
concentration of discri.minatory ability in a few variables 
explains the success of more intensive forward selection 
10% 
8>1 2 
.197 .234 .266 . 227 . 221 .195 
.163 .223 .291 . 228 . 221 .222 
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does not happen because the best variabl e still contri-
butes a substantial am:>unt on its own and any other vari-
ables selected assist further . The overall number of vari-
ables selected is lmlCh the same as for independence but 
their joint true ability to discriminate when calculated 
on the basis of known parameters is not as good as f or 
p = o .o where all discrirninatory ability was concentrated 
in a single variable . 
This is confinned by the tabulation in Table 3 of the mean 
optirrel error rates corresponding to the actual error rates 
in Table 1. The error rates in Table 3 were calculated on 
the basis of known pararneters . They measure the intrinsic 
worth of the subsets of variables selected and concern the 
ability of the selection rules to identify important sets 
of variables as opposed to the subsequent perf ormance of 
the sample discrirninant function based on these variables . 
Trends in Table 3 generally correspond to those for actual 
error rates in Table 1 and discrepancies are usually ex-
pl ained by the corresponding nurnbers of variables selected . 
We now turn to the effects of selection upon the estirretion 
of the actual error rate . The estirretors involved are the 
f i ve described in Section 2. 'lhe mean absolute deviations 
associated with these estirretors for each selection rule 
averaged over cx0 , N, p and configuration for {oi} are given 
in Table 4. In tabulating these it was noted that differ-
ences between estirretors and selection rules d:irninish with 
increasing % and increasing N, their dependence upon con-
figuration and p was slight and unsystematic . 'lhe ranking 
of the estirretors and selection rules was maintained over 
cx0 and N and the averages in Table 3 are a fair represen-
tation of the overall pattern. The most obvious features 
of the table are the irnproved perfo:rrnance of the conven-
tional estirretors ~ and ~ under selection and the good 
performance of all estimators with the selection rule 
A 1 ( o > 2). The latter was true even when the corresponding 
actual performance was poor . The estimator <%s is no better 
with selection while % and a08 are worse . However, despite 
these changes in absolute performance, the ranking of the 
estirretors relative to one another for the selection types 
Table 4: Mean absolute deviations lcx-al of five estimators 
of actual error rate for each selection rule. 
Results for selection from 16 variables averaged 
over configuration for the {oi} , p, ~ and N. 
Selection Estimator 
rule ~ ~ ~ ~ aos 
UB 0.160 0 .103 0.155 0 .135 0.109 
20% .148 .104 .145 .128 .107 
10% .135 .106 .130 .118 .103 
o>.! 2 .116 .081 .111 .091 .071 
ALL .178 .080 .173 .123 .071 
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'Iabl e 5: Biases (cx -a) of five esl(imators of the actual 
--- error rate for each sel ection rule . Results for 
selection from 16 izariables averaged over config-
uration for the { <\_}, P, ex 0 and N. 
Selection Estimator 
. 
rule &R &u &D &DS &OS 
UB 0.159 0.094 0.155 0 .135 . 0.107 
20% .145 .096 .143 .126 .104 
10% .127 .092 .126 .113 .097 
o>.! 
2 .108 .031 .105 .082 .048 
ALL .177 -.007 .173 .122 .047 
remained almest the same at each value of p as when all 
variables are used. 
A corresponding tabulati on of the biases associated 
with the five estimators for each selecti on rule is given 
in Table 5 . Again we see that &R and ~D have less bias with 
selection while au and &03 have more . Excepting au, bias 
generally decreased as forward sel ection intensified, the 
decline being most marked in situations such as configura-
tion (OE) for p = o .o where actual performance irnp:roved . 
The bias of ~ did not vary with configuration or p. 
Its app:roxirrete unbiasedness when all variables are used 
is lost with selection but its relative position am:>ng the 
other estimators is maintained . 
6. Allowing for the effects of selection 
'lhe estimators of the actual error rate we have used were 
developed primarily f or t he case where all variables are 
included in the discrirninant functi on and it is their naive 
use with selection that has been studied in this paper. 
We mention therefore that a l!Odifi cation of the c:ross vali-
dation estimator ~ will pennit app:rox:i.nately unbiased 
estimation of the actual er:ror rate even with selection of 
variables. The general rrethod was suggested by MOSTELLER 
and WALLACE [1963] and has been extensively developed re-
cently by STONE [1974] . Again each of the N1+N2 units is 
set aside in turn but now the discrirninant used to identi-
fy the omitted unit is based on those variables which re-
sult from application of the selection rule in question 
with the other N1+N2-1 units . The particular variables se-
lected may of course vary with the unit omitted. The p:ro-
portion of units misallocated in this way is an unbiased 
estimator of the actual er:ror rate for ~1 of a discrirninant 
function constructed using tha~ sel ection p:rocedure for 
samples of sizes N1-1 and N4. It is therefore alm:>st un-
biased for samples of sizes N1 and N2• The method' s draw-
back is that it requires N1+N2 applications of the selec-
tion rule, but an important point in its favour however 
is that it would be most feasible when most needed as for 
example, in the case of small samples with selection of a 
few apparently best variables from a possible many . I ts 
performance relative to naive cross- validation in less ex-
treme circurnstances remains to be seen. 
7 . Conclusions 
(i) 'Ihe actual error rate associated with a sample dis-
cri.miD(lnt function based on a subset of variables selected 
by forward selection using a nominal significance level at 
the 30% to 20% level on average resulted in an actual error 
rate equivalent to that obtained from use of all variables . 
While it fai led to exploit the full advantages of selec-
tion where these exist , the rule was robust to wide varia-
tions in the underlying paran:eter structure, SaJ'll)le size, 
and numbers of vari ables from which selection was rrade . 
(ii) Where there was a concentration of discriminatory 
ability in a small group of variables llY:>re intensive selec-
t i on f!ß.Ve an enhanced performance relative to use of all 
variabl es . Elsewhere forward sel ection at the 10% level 
resulted in an increase in the actual error rate given by 
a 3o% to 20% rule although the increase was usually slight, 
especially when comparect with the corresponding reduction 
in the nurnber of variables selected. 
(iii) Of the procedures investif!jfl.ted, selection of vari-
abl es according to whether their individual estinated error 
rates were approxinately l ess than o .4o was best for inde-
pendent variables but worst when variables were equally 
correlated with an uniform coefficient o .5. In certain in-
stances actual performance was very poor as compared to 
use of all variables or forward selection . A correlation 
of o .5 is fairl y llY:>dest and selecti on of variables on the 
basis of their marginal ability to discriminate cannot be 
reconrnended. 
(iv) 'lhe conventional estinators ~R and &0 improved with 
sel ection although they remained inferior to alternatives 
found better when all vari ables were used. With the excep-
tion of the cross-validation estinator au, al l estinators 
showed a reduction in bias whenever selection was effective 
in improving the actual error rate . 'lhe estinators au and 
&03 remained best overall but in general the ability to 
estinate the actual error rate with selection of variables 
was no better than when all variables were used. 
Appendix 
'lhe relationship for a pair of ~les of sizes N1 and N2 
between the Mahalanobis distance D and the multiple cor-
relation coefficient R was given in (3) . A first order 
approxination to an unbiased estinator of the square of 
the true population multiple correlation coefficient , where 
normality is now also assumed for the dependent variable , 
was given by WHERRY fa931] as 
2 R2 = R2 _ (1-R )(p-1 ) 
n-p 
It is orten referred to as the corrected or adjusted 
squared multiple correlation coefficient and is well known 
in the econometric literature , HUANG , 1970, Chapter 4 
LACHENBRUCH [1968] suggested substituting R2 for R2 in 
(3) to obtain 
- 2 _ 2 N1+N2-p ( 1 1 ) N1+N2- 2 
D - D N +N -1 - (p- l) N + 1iC N +N -1 1 2 1 2 1 2 
as a corrected estinator of t. 2 and remarked on the re-
semblance of ö2 to the unbiased estimator 
D =D - p-+ -2 2 N1+N2-p-
3 ( 1 1 ) N1+N2-p- 3 
UB N1 +N2- 2 N1 N2 N1 +N2- 2 
Unless N1 +N2 is small they will result in very similar 
adjustments to o2. In the numerical exarnple given by 
URBAJ<H with o2 = 10.90, Nl = loo. N2 = 93 and p = 13, 
one obtains D~ = 9 . 83 and ö2 = 9 . 97 corresponding to 
estinated error rates of 0 .058 and 0 .059 respectively. 
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Practical Problems in Linear Discriminant Analysis 
By J. P. Nakache and L. Dusserre 
Swmiary 
When dea'ling with stepwise linear discriminant anaZysis, pl'acticaZ probZems are enccuntered like: what must be the 
relation between the total number of cases and the number of parameters Wider study, what are the paI'(UTleters con-
taining a significant information to differenciate t he groups, how to vaZidate the obtained linear discrimi'.nant fww-
tion, how to def i ne an aZZocation rul.e, f or a new i ndividual-, as precise as possibl.e and what are the criteria to take 
into account to stop the stepwise procedUJ'e. These considerations are studi ed in the present paper and a practical. 
solution is uuggested. 
Zusamnenfassung 
Bei der Behandlung schrittweiser linearer Diskriminanzanal.ysen sind praktische Probleme der folgenden Art aufgetreten: 
welches muß di e Rel.ation sein zwischen der Gesamtzahl- der Fal.le und der Anzahl der verwendet en Parameter; welches 
sind die Parameter, die eine signif ikante Information zUJ' Differenzierung der Gruppen enthalten; wie weit ist di e 
erhaltene lineare Diskriminanzfunktion gUltig; wie ist eine Zuteil.ungsregel. ftJr ein neues Individuum so genau ll1ie 
rrKJgUch zu definieren, und we.l.ches sind die KPitePien, die in Betl'acht zu ziehen sind, um das schrittwei~e Verfahren 
zu beenden . Diese Uberlegungen werden in der vorliegenden Arbeit angesteZZt und eine praktische LCsung wird vorge-
schlagen. 
Introduction 
'Ihe present paper deals with practical problems encountered 
in stepw:i.se linear discriminant analysis between two groups 
such as : 
- validation of linear discriminant function by a testing 
sample procedure 
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- optimal relation between the total number of cases and 
the rrumber of parameters under study to obtain a signi-
ficant discrimination 
- special case treatnent of small sarnples 
- definition of a non allocation confidence interval to 
ma.ke the allocation rule m::ire precise 
- definition of a stopping rule for the stepw:i.se procedure . 
In conclusion we shall give some conditions that should be 
taken into account to insure maximum efficiency of the 
linear discrim:inant method. 
The importance of stepwise discr iminant procedures is that 
they allow to define on the basis of the parameters under 
study the sma.llest subset of hierarchical discriminant 
parameters and eliminate those not contributing to the dif-
ferenciation of the groups. The retained parameters are 
combined to give a linear function used in the allocation 
rule. In Medicine, for instance , we wish to define a deci-
sion function which enables us to make an aided-diagnosis 
by observing the patients minimal signs . In this rranner the 
decision cost is minimised f or the patient and f or the 
hospital as well . 
Validity of the linear discriminant fUnction : 
Testing sarnple procedure 
To test the significance of a discrim:inant analysis, that 
is to say to test whether the groups are really distinct, 
we usually examine the classification table which gives 
a well classified individuals percentage . When the total 
sample is representative of the population under study, we 
rnust obtain the same percentage neglecting random variation 
rega.rdless of the sarnple drawn for this population. Practi-
cally , it is advisable to verify not only the representa-
tivity but also the efficiency of the linear m:xiel by using 
a testing sarnple procedure [DUSSERE, L. , NAKACHE, J . P. , 
1974a; DUSSERE, L. , NAKACHE, J . P., 1974b; ROMEDER, J . U., 
1973] . 
The testing sarnple procedure consists in dividing the total 
sample into two parts : the first part which serves as the 
learning sample is used to define the linear discriminant 
fUnction ; the second part is the testing sample composed of 
a sample of subjects drawn at random from t he original 
sample and used to test the discriminant function . Such a 
sampling requires of course a total sample of significant 
size . To determine the nost favorable testing sample size 
we used different data sets on which we nade random sarnp-
l ings to obtain learning and testing sarnples of different 
sizes . We then studied the effect on the well classified 
individual percentages in the two kind of sarnples . 
In a series of tests, we selected at random different tes-
ting samples of increasing size randing from 10% to 90% of 
the total sample . The figure 1 presents the results ob-
tained for a practical example . It shows the curves of well 
classified individuals percentages for both learning and 
testing samples . To obtain the percentage for the learning 
sarnple we use the defined linear discriminant fUnction and 
we record whether each observation of the learning sarnple 
is well classified or not. As can be seen, these percentages 
become sim:ilar when the proportion of individuals in the 
testing sample reaches about 30% . We will retain this empir-
ical proportion to be drawn from the original sample for 
the rrost favorable size of the testing sample . 
Special case of small samples 
The drawing of a testing sample of course presupposes a 
sufficient total sample size . Moreover as T.M. COVER [1965] 
shows in his article the total nurnber of individuals sub-
mitted to discriminant analysis is , under certain assump-
tions, related to the number of parameters for discrimina-
tion significance . By using COVER ' s theory, we obtained the 
table I which g;i.ves t he mininal size of the total sample 
with respect to the rn.unber of parameters necessary to have 
a significant discrimination. Since the assumptions used to 
obtain those results are very restrictive and scarcely veri-
fied in practice, it is advisable to have a larger sample 
size than the one given in table I to insure efficient 
results . 
In the case of small sarnples (about 2o individuals in each 
group) the linear discriminant function is certainly not 
efficient because of the non representativity of the popu-
lation under consideration. And drawing from such samples 
Fig. 1: Curves of well classified individuals (%) for the 
learning and testing sarnples . 
L.S. = Learning Sample; 
T. S. = Testing Sample 
T.S.%Well ~ified 
indrviduols 
ts.%Well ciossified 
individuols 
T.S.%Well closs.ified 
individuols 
90 
st 
3 s 7 9 11 13 1 3 s 7 11 13 j 3 s 11 1 
T.S.% Wetl clossified 
individuols 
T.S. %Weil clossified 
individuols 
T.S.%Well clossi fied 
individuols 
90 
80 
70 
60 
LSISO%l 
LSl60%l l~ 
LS(t.0%) 
~~ 
st' 
1 3 s 7 9 11 13 1 3 5 7 9 11 13 1 3 s 7 9 11 13 
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Table 1 : Relation between N and P 
N>aP + b 
(N, nwnber of cases ; P, ntmlber of parameters) 
et(%) a b r 
--
100 1 2 1 
90 1,70 0,56 1 
80 1,80 1,07 1 
70 1,87 1,52 1 
60 1,93 2,06 1 
50 2 3 1 
40 2,06 3,o3 0,999 
30 2,11 3,79 0,999 
20 2,19 4,57 0,999 
5 2,39 7, 20 0,999 
__!_! 2,51 10, 45 0,999 
0,1 2,83 13,38 0,999 
Example : a = 1 % if p = 15 + N .?. 48 
Relation between N and P to insure significant discrimina-
tion (according to T.M. COVER) . For each risk a , the co-
efficients a , b, r are computed (r is the correlation 
coefficient between the obtained values a and b, and the 
coeffi ci ents of the straight l ines N = a P + b) . 
already too small a significant testing sample would even 
further reduce them. For this reason we have to abandon, in 
this case, the use of the classical testing sampl e proce-
dure . P. LACHENBRUCH [1967] elaborated a method tobe used 
in such a situati on . This method can be sUJIJll3I'ily described 
as follows : "compute t he di scriminant function for each of 
the possible sampl es of size ~ + ~ - 1 (~ and ~ are 
respectively the first and second size groups) obtained by 
omitting one observation from the original sample and re-
cord whether, for each of these functions , the omitted 
Observation i s misclassified". This method, which is also 
a division of the total sample into a l earning sample 
(n1-1+~) cases and a testing sample (one case) but repeat-
ed for all the possible partitions , enables us to obtain 
an alln::>st unbiased est:i.nation of the misclassificati on 
probability . A computer program has been writtel') to carry 
out this procedure . Using this program, we obtained for a 
practi cal example 70% of well classified observati ons with 
a total sampl e of size 3o (15 individuals in each group) 
instead of 80% when no testing sanple procedure i s used. 
The difference between these two percentages is certainly 
significant and confirms the fact that it is necessary to 
be prudent when one is dealing with small samples to be 
treated by discrirninant analysis . It al so shows that LACHEN-
BRUCH' s particular testing sample procedure has the cer-
tain advantage of controling t he efficiency of the linear 
discriminant functi on obtained in the case of small sampl es . 
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Non allocati on confidence interval 
The allocation rule based on the l inear discriminant func-
tion (l.d . f . ) f( x) is : 
- assign the individual a to group 1 i f f(a) > O 
- assign the individual a to group 2 if f(a) < o 
- no assignment if f(a) = O 
where 
- 1 - 1 f(a) = (!Si-~) ' W a - 1/2(!Si-~) ' w (!Si+~) 
!Si> ~ are the group mean vector s 
W is the corrrron covariance matrix (weighted mean of the 
group covari ance matrices) . 
This allocation rule is neither sufficient nor efficient 
in practice , especiall y in the medical f i eld where a diag-
nosis is to be made with a minimum miscl assif icati on risk. 
If the linear discriminant value obtained for a new case to 
be cl assified i s near zero and ei t her positive or neg;:i.tive, 
it is of course very difficult to make a deci sion and this 
is due to the fragility of the boundary zero because of 
sampling errors . So if one wishes to obtain an useful allo-
cation rule for a new case , it i s necessary to define a non 
all ocation confidence interval around the linear discrimi-
nant value zero . To obtain such an interval , we applied 
LACHENBRUCH' s method to define a confidence interval of the 
probability of miscl assified indivi duals at each step of 
the procedure and in each group . From these two intervals, 
we can displace the zero boundary of the linear discrimi-
nant function on t he left (neg;:i.tive values) and on the 
right (positive val ues) to obtain the non allocati on con-
f idence interval . 
To obtain such an interval, we first determine t he confi-
dence intervals of the probability of miscl assification for 
the two groups . Pl frequency of misclassi fied indivi duals 
of the first group is a random variable with P1 probability 
of miscl assificati on as expected mean and P1(1-P1)/n1 as 
approx:i.mate variance [DUSSERE, L., NAKACHE, J . P . 1974b; 
LACHENBRUCH, P. A., 1967] . So the variate 
2 
n1(Pl-Pl) /P1(1- P1) 
i s approx:i.mately distributed as a x2 with one degree of 
freedom . Solving this second order equation we obtain the 
boundari es P11 and P12 of the first group misclassificat ion 
interval . We do t he sam:'! for the second group t o get 
[P21, P2~ . In our exampl e (figure 2) t he :5% risk confidence 
interval of the probability of misclassified cases is 
[0 .03;0. 21!] that is netween 1 (o .o3 x 33) and 8 (33 x 0 .24) 
misclassified cases in the f i rst group; so we displ ace the 
zero boundary of the linear discr iminant function towards 
the positive values until we get 8 misclassi fied cases cor-
responding to the val ue O. 9 . This value i s the upper bound-
ary of the non allocation interval . Similarly we obt ain the 
confidence interval [0 . 07; 0.32] that is between 3 
(39 x 0 .07) and 13 (39 x 0 .32) misclassified cases in the 
second group which allows us to def ine the lower boundary 
- 1. 7 of the non allocat i on interval with a 5% risk. 'Ihus 
the allocation rule for a new case a bec~s : 
f(a) > 0 .9 
f(a) < - 1. 7 
- 1 . 7 ..'.:. f(a) 5. 0 .9 
assign a to group 1 
assign a to group 2 
no decision 
The so defined allocation rule enables us to avoid errors 
of classification for subjects with positive or negative 
linear discriminant values close to zero . 
Probability of allocation to each group 
Using the 1.d.f . f(x) based on the initial measurements, an 
i.rxlividual is classi.fied as a rrenber of group 1 if tbis 
f'Unction is greater than O. An:i the likelihood of allocation 
into group 1 increases with higher values of the 1.d.f .. 
'lherefore it is desi.rable to transfonn the values of l .d . f . 
into a rore meaningful diagnosis value - na.irely the proba-
bility of allocation into group 1 . 'Ibis probability can be 
obtained by using the logistic f'Unction 0(x) (cox, D.R., 
Fig. 2: Discriminant values for each group -
Non allocation confidence interval [- 1 .7 ;0 .9] 
1972] which satisfies the probability axioms . e(x) trans-
fonllS the non nonnalized f(x) f'Unction into the (o, 1] in-
terval . 
e(x) = ~--' 
1 + e 
So , if x denotes a p-di.mensional nultivari ate observati on 
on an individual, its probability of allocation t o group 1 
is P1(x) = 0(x) and to group 2 is P2(x) = 1 - e (x ) . 
By this way we can also define a conf'idence interval by set-
ting probability boundaries not to be reached when classi-
fying an individual into group 1 or group 2. 
StopPing rule of the stepwise procedure 
Regardless of the used stepwise procedure , backward, for-
ward or total procedures [DU5.$ERRE, L., NAKACHE, J .P., 
1974b] we always observed by using different practical data 
sets that the well classified i.rxlividuals percentage does 
not tend to always increase rrom one step to another . In 
fact this percentage bec~s stable and o~en may even de-
crease. It is then useless to continue the procedure by add-
ing new paramaters containing no significant infornati on 
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to differenciate the groups . Consequently it is necessary 
to choose a rule for halting the stepwise procedure . 
The step at which we can stop the procedure is usually de-
fined by examining the different well classified percentages 
of both learning and testing samples and stopping when these 
So we finally get : 
~1 - xi2 
Corr(xi'f) = T-:::'I' 
wiiD 
where wii is the i -t h diagonal term of W. 
percentages reach a local rrrudm.un becoming essentially equal . The interpretation of these correlations coupled with the 
To elucidate this rule it is interesting to detennine the 
contribution of each parameter in the constitution of the 
l .d .f ., this contribution can be given by the correlations 
between each paraireter and the l .d .f . 
Correlations between each pa.rameter and the L.D.F. 
corr(xi , f) = cov(xi, f) 
" x. "r l. 
where f is the l.d .f . and xi the i - th variable . 
Variance of f : 
It is weil lmown that 
V{f) = E[(f-f)(f-f) •] = o2 (Ma.halanobis) ana "r =/Tl 
Covariance of x. and f : 1--
Cov(xi'f) = E[(xi-~. )(f-f) '] 
l. 
= E[(xi-ll)c_}(X-ll)c) •] w-1 d 
l. 
where d is the diff erence vector mean of the t wo groups and 
W the COIJJD:>n covariance natrix. 
But E[(~ -~_)(x-filx) •) w- l represents the i-th line of the 
l. 
rratrix W w-l and cons~uently Cov(xi, f) is no:hing ~ut the 
i - th corrp:ment of W W d = d that is to say xil - x2 · 
Table 2: Sunnary of stepwise linear discrimination procedure 
PARAMEIBRS correlations 
Step ID NAME between parameters 
and L.D.F. 
1 4 QUICK o,685 
2 2 S.SP1 0,659 
3 1 AGE - 0, 306 
4 5 ACCELERINE 0,656 
5 3 ALBUMINE 0,588 
6 8 PHOSPH. ALCALI.NES - 0,026 
7 9 TRANSAMINASF.S 0,018 
8 6 BILIRUBDIB - 0,144 
9 7 CHOLESTEROL 0,059 
ID = Identification number T.S. = Testing s~le 
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examination of learning and testing curves of well classi-
fied percentages allows us to select the subset of hier-
archical discriminant parameters. 
The tabl e II represents a sumnary of a linear stepwise dis-
criminant analysis obtained by using a rredical eJ<a!Tq)le with 
a testing sample . I.ooking at the percentages of well classi-
fied individuals in the learning and testing 5all\)les, we 
observe that these percentages approach the same values at 
the fourth step. M.?reover only the correlations between the 
fifth first variables and t he l .d .f . are signifi cant and 
since tht! correlation (0 . 71) between the parameters entered 
at the fourth and fifth step significantly high, we are al-
lowed to stop tre stepwise procedure at the fourth step. 
The hierarchical subset of discriminant parameters is then 
obtained by ordering the parameters according to their cor-
relati ons values . 
Conclusion 
We shall give in the conclusion some useful and eff icient 
criteria that should be taken into account when one is deal-
ing with stepwise linear discriminant analysis between t wo 
groups : 
- Before using discriminant analysis the pararneters con-
taining no evident infornation to differenciate the 
groups should be eliminated . 
L.D.F. % well classified in1ividuals 
coeffi ci ents L.S. T.S. 
0,016 75 ,00 71 ,87 
0, 330 80,56 87 , 50 
- 0,053 81 ,94 87 , 50 
0,045 87 ,50 90, 62 
0,087 86 ,11 90, 62 
0,026 86 ,11 90, 62 
- 0,004 86,11 90, 62 
0,002 86,11 90 ,62 
0,067 87 ,50 90, 62 
L.S. = Learning s~le 
- 'Ihe relation between the total san;:>le nuni:>er and the rrum-
ber of pararreters [N » 2p; cf T.M. CüVER, 1965] to ob-
tain a significant discri.mination should be respected . 
- A testing sarrple drawn at random from the total sample 
and representing around 30% of this sample is an absolute 
necessity. 
- A non allocation confidence interval rrust be determined 
to precise the allocation rule of a new case and to avoid, 
by this way, the risks of misclassification for subjects 
having positive or negp.tive discri.minant values around 
aro very near zero. 
- A stopping rule of the stepwise procedure should be used 
by taking into account the correlations between each para-
meter and the l .d .f ., and the curves of well classified 
percentages in the learning and testing san;:>les . 
It is only by taking these considerations into account that 
nax:imJm efficiency of stepwise linear discri.minant method 
can be insured. 
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Discriminant Analysis When One or Both of the Initial Samples is 
Contaminated: Large Sample Results 
By S. W. Ahmed and P. A. Lachenbruch 
~ 
In this paper, we halle investigated the Zarge sampZ.e perform::r.nce of Fisher 's l.inear discriminant furu:tion when the 
initial. sampZ.es are contaminated. We halle seen that with scaZ.e contamination and equaZ. prior probabil.ities for TT1 
and 112, ths LDP is optimal., i . e„ the contamination has no effect on our abil.ity to discrinrinate between two popu1.a-
tions . When the prior probabil.ities are unequaZ., however, i . e ., p t 1/2, scaZ.e contamination can hurt our abil.ity 
to discriminate . ~lith mild contamination (the contaminating covariance matri.3: four to nins times as ?.arge as the un-
contaminated matri:i:), onZy mil.d effects are obse!'l)ed. When the contaminatina matri.3: becomes 'tWenty five to one hundred 
times the uncontaminated matrix, contamination has a definite hamfuZ effect. 
Location contamination can be even more hamfuZ. than scaZe contamination, depending upon the direction of conatmination. 
The worst effects occur when the mean of the contaminating distribution is on the opposite side of the mean oj the 
uncontaminated popu1.ation. 
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Zu8/l/7171enfassunq 
In dieser Arbeit ZJUrde Fisher ' s lineare Diskriminanzfunktion ftir große Stichproben untersucht, wenn die Ausgangs-
stichprobenwerte sich überdecken. Es ZJUrde beobacht et, daß bei SkaZ.enUberdeckung und gl eichen a-priori- Wahrschein-
l.ichkeiten fUr 111 und 112 di e LDF optimal. ist, d.h. die llberdeckung hat kei ne Bedeutung [ur die MlJgl.ichkeit , die zwei 
Populationen zu unterscheiden . flenn die a-priori- WahrscheinZ.ichkeiten jedoch ungleich sind, d. h . p 1 1/ 2, kann di e 
Sk:il.enUberdeckung di e MlJgl.ichkeit, die Populationen zu trennen, beeintrti.chtigen. Bei geringer llberdeckung (die l!ber-
deckungskovarianzmatri= ist viez- bis neun-mal. so groß wie die entsprechende Matri:r: bei keiner llberdeckung) werden 
nur geringe Effekte beobachtet. flenn die llberdeckungsmatri:r: fiinfundzwanzig- bis hundert-mal. so groß wird wie die ent-
sprechende Matri:r: bei keiner llberdeckung, hat die llberdeckung einen bestinrnten schädlichen Effekt . 
SteZ.Z.enweise llberdeckungen klJnnen sogar schädlicher sein aZ.s SkaZ.enJJberdeckungen in Abhängigkeit von der Richtung der 
llberdeckung. Die schlechtesten Ergebnisse ergeben sich, wenn das Mittel. der llberdeckungsverteiZ.ung auf der entgegen-
gesetzten Seite des Mi tteZs der unUberdeckten Populat ion l.iegt . 
1. Introduction 
Discriminant analysis deals with the problem of classifi-
cation. We make a rrurnber of measurements (x1 , x2 ~ • • . , xm) = !.' 
on an individual and on the basis of these measurements we 
wish to classify him into one of k groups or populations 
111,112, •.• ,11k. Assume that the probability density function 
of !. in 11i is given by Px(~J 11 i) = fi(!_) and that the prior 
probability of 11i is pi ." Then the optinal rule for discri-
mination (optinal i n the sense that it minimizes the prob-
ability of misclassification) is : "Assie7) !. to 11 i if 
pifi(!_) = max{p1r1(!_), ... ,~fk(!_)} " [4J . When the parameters 
involved in the optima1 rule are unknown, the corresponding 
sanple optimal rule can be obtained by taking initial sam-
ples of size ~ and ~ from 111 and 11 2 and obtaining esti-
mates of the pararneters based on these sanples . 
In 1936, FigHER introduced the linear discriminant function 
for classifying individuals into one of two groups (2] , the 
linear function which maximizes the ratio of the between 
group sum of squares to the within group sum of squares . 
FLSHER ' s IDF is given by D(! )=(!-i<1Lf11!_2)) •f 1<l!.1"1!.2) where 
~1 and ~ are the oopulation means in the two populations 
and i is a pooled covariance rnatrix . An individual is as-
sie71ed to 111 if D(!_) ~ ln(~) , where p is the prior prob-
ability of population 1 ; otherwise he is assigned to 112. 
'lhe correspoooing sampl e LDF is given by Dg(!_) = (!_~-<!1+~)) 
•g-1<!1-! 2> where ! 1 and !2 are the sample means and g is 
the sample pooled covari ance rnatrix . Note that in t he spe-
cial case when k=2, f 1(!_) = ~<!!1 ,t > , f 2(!) = ~<!!2,t > and 
! 1, ! 2, and g are based on correctly classified initial 
sanples drawn from 111 and n2, FISHER' s IDF is the same as 
the optimal rule . When these conditions are not met , how-
ever, the two discrimination procedures rnay differ, i . e. , 
FISHIB' s IDF is not necessarily optima1 . Nevertheless, be-
cause of its familiarity and sinplicity, the IDF is widely 
used, even when the conditions for optima1ity are not met . 
'Ihis raises the question of the robustness of the IDF: 
how well does FigHER•s linear discriminant functi on perform 
when the coooitions for opt.irnality do not hold ? 
In this paper, we shall investie;:ite one particular aspect 
of the robustness of the linear discriminant function : 
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robustness a!?fl,inst contamination of t he initial sarnples . 
Our discussion here is limited to large sarnple results . 
2. 'lhe roodel 
'lhe general contamination roodel assuming a normal contami-
nating distribution rnay be written as follows : 
111 : ~<.!:1•t > 
112 : Nm(.!:2•t ) 
11~ : (1-a)Nm(~1,i > + a Nm(~1 ,ti) 
11~: (1-ß)Nm(~2,t> + ß Nm(~ ,t2> 
0 < a < 1 
O~ß ~ 1. 
We wish to classify individuals into one of two groups, 
111 or 112• gince the pararneters }!_1, ~· and t are unknown, 
we will draw an initial sample of size n1 from n 1 and a 
sample of size ~ from n2 and form the sample linear dis-
criminant function: 
Ds(!> = [! - ~<!1•~>] •g-1C!1-~» 
where ! 1 and !2 are the sarnple means am g i s t he pooled co-
variance rnatrix . We will then assie71 an individual with 
measurements ! to n1 if Dg(!) ~ ln(~) , where p is the 
prior probability of population 1; otherwise ! is assi~ 
to 112• When the initial samples are drawn, however, they 
are contaminated, i .e . , they are actually sarnples from 11~ 
and 11~ . The contaminated distributions 11~ and 11~ represent 
a cornbination of l ocation and scale contamination. The 
special case of pure location contamination is obtained by 
setting i i = t = t2. The pure scale contaminati on roodel is 
obtained by setting ~1 = .!:1, ~ = ~· 'lhe !?ingle sample 
contamination problem is obtained by setting a =O or ß=O. 
In this paper, we shall consider the special case 
ti = k1t, t2 = ~t, i .e ., 
111; Nm(.!:1 ,t) 
112 ; ~<.!:2.t > 
llc . 1· (1-a )~(_!:1,t > + a ~(~1,k1i > O ~ a ~ 1, k1 ~ 1 
c 112; (1-ß)~(~2.t> + ß ~(~,k~) 0 ~ ß ~ 1, ~ ~ 1. 
Since the linear discriminant function is invariant und.er 
non- singular l inear transformations, the above m:xiel can 
be simplif'ied to the following: 
n1 : ~(Q,I) 
112: ~((ö,o, ... ,o),I) 
n~ : (1--a)~(Q,I) +ex Nm((y11,Y12,y13,o,„„O) ,k1I) 
n~ : (1-ß)Nm((ö ,O, ... ,O),I) + ß ~((y2l'y22,y23 , o, ... ,O),k2I) 
0 < ex < 1 0 ~ ß ~ 1 k1 ~ 1 k2 ~ 1 ö > 0. 
Note that three non-zero coordinates are sufficient to re-
present the transformed vectors r.1 and L2 since any four 
vectors in m-dimensional space (J:!.l'l:!.2 ,~1,~) tm.tst lie in a 
three-dirrensional subspace of m- space . 
Figures l 'and 2 illustrate SOllle contaminated density func-
tions. Scale contaminated densities with k > 1 (Fig. 1) 
are synmetric and long or heavy tailed as compared to the 
N(O, l) density . I.ocation contaminated densities (Fig. 2) 
are either asynmetric unimodal distributions or distribu-
tions with one major mode and one minor m:xie . In Figure 1 
Fig. 1 : Examples of a scale contaminated density function: 
ex=0.10; G(µ1, 9):N(0,3), N(0 ,5), N(0,10) .* 
* The four graphs in the figure (from top to bottom at x=O) 
correspond to the uncontaminated density N(O,l); 
G( µ1,9)=N(0, 3) ; G(µ1, e)=N(0,5) ; G(µ1, B)=N(o,10) . 
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Fi g . 2: Examples of a location contaminated density function: 
a=0.10; contaminating density = N(-1,1); N(- 3,1); 
N(- 5,1).* 
* The synmetric unim:xial distribution with f(1)= .4 corre-
sponds to the uncontaminated density functi on N(1,1) . 
The asynmetric unim:xial density function corresponds ~o 
contaminating density N(-1,1). The bimodal density func-
tion with m:xie at - 3 corresponds to contaminating density 
N(-3,1) . 'I'he bim:xial density function with mode at - 5 
corresponds to contaminating density N(-5,1 ) . 
we have illustrated the scale-contaminated densities 
(1--<l)N(0,1) + exN(O,k) where a = 0 .10; k = 9, 25, 100 along 
with the uncontaminated density N(0,1). In Figure 2, we 
have illustrated the location contaminated densities 
(1--a)N(l,1) + exN(y,1) where ex = 0.10; y = -1, - 3, - 5. 
3. The asymptotic probability of misclassification 
when the initial sampl es are contaminated 
Given that we wish to classify an individual into one of 
the two populations 111: ~(Q,I) or rr2: Nm((ö, O, ... , O) , I) , 
the optimal (minimum) probability of misclassification is 
obtained by using FISHER' s LDF . The optimal probabilities 
of misclassifi cation are given by 
P1 = P(assign ! to n21!en1): P(A21rr1) = $(-o/2 +ln((l: p)/p) 
P2 = P(A11112) = ~(-ö/2 - ln((l&p)/p) ) 
P = P(misclassification) = pP1 + (1-p)P2. 
In order to evaluate the asymptotic effect of contamination 
in the initial samples on the performance of FISHER's linear 
discriminant function , we give an expre~sion for the asyrrp-
totic probability of misclassification due to using the 
IDF with contaminated sarnples and compare this probability 
to the optimal probability (based on uncontaminated sarnples) . 
Theorem 1 
Given the contamination m:xiel 
111: ~(Q,I) 
112 : Nln( (ö ,o, .. „O) , I) 
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11~ : (1-0 )~(Q,I) + a Nm((Y 11•Y12•Y 13'0„ „ ,O),k1I) 
11~ : (1-6 )~((ö ,0, ... ,O),I) + B~((y 21 ,y 22,Y 23 ,o, ... ,O),k2I) 
0 < Cl < 1 0 2 s 2 1 k1~1 ~ ~ 1 ö > 0 
then the asymptotic probabilities of misclassification 
using FISHER ' s linear discriminant function to discrimi-
nate between 111 and 112 with contaminated initial samples 
from 11~ and 11~ are given by 
c [1n(1:1!) „ . . . ] &iö - ~ 612 
~ • • [- ln(l?'l l g ö - g3 ö/2 
1 
c c ( ) c p : p p1 + l -p p2 
where 
[ 11 ~ ß2 &i= { (ac11- (1- ß)- Bc21)a +(ac12- sc22)a +(ac13-ec23>a ·J 
[ ~ ~ a2 + (ac11- (1-ß)-Bc21)a +(ac12-ec22 )a +(ac13-ec23)a J 
r 31 32 33. 2.. 
1 
+ (ac11- (1-B )-ßc21)a +(ac12-ßc22)a +(ac13-ßc23)a ·J J"l 
~= - ~[ac11-(1-B)-ßc21] [a11Cac11+(1-B)+ßc21 ) 
21 31 + a (ac12+ßc22)+a (ac13+ec23>J 
r: 12 22 + Lac12-ec22] [a (ac11+(1-ß )+ßc21)+a (ac12+ec22) 
32 +a (ac13+ec23)] 
r _l r 13 23 + Lac13-ec2}' La (ac11+(1-ß )+ßc21)+a (ac12+ec22) 
+a33(ac13-+Bc23>) } 
g3= - ~ - ~ C [ac11-(1-ß)-ßc21] a~1+ [ac12-ßc22]a12 
c11 = Y11/ö 
c21 : Y21/ö 
+ [ac13-Bc2~a13} 
c12 : Y1/6 
c22 = Y22/ö 
c13 : Y13/Ö 
c23 : Y23/ö 
[(n1+n2-2)+(~-1)a (k1-1)+(n2-1)ß(k2-1) ] A = I n1 + n2 - 2 m 
(n1-1)a(1-a) 
+ (~+n2-2) (l!_1-r.1><!!.1-X1) ' 
(~-1)ß(1-ß) 
+ (n1+~-2) (~~)(~~) ' 
[ 
A11 0 l 
= o a0rm-3 
- 1 ij) Au = (a 3x3 
(n1+n2-2)+(n1-1)a(k1-1)+(~-1)ß(k2-1 ) a =~~~~~--..,~~......-~~ ~ O n1 + n2 - 2 
(For the proof of 'llleorem 1, see [1]) . 
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'lhe special cases of pure scale and pure locati on contami-
nation follow easily from 'Il1eorem 1 by setting 
r 11 = r 12 = r 13 = 0, r 21 =ö, r 22 = r 23 = 0 for pure scal e 
contamination and k 1 = k2 = 1 for pure locat i on contamina-
tion . Because of their special interest, t hese results are 
stated explicitly in Corollaries 1 and 2. Two other special 
cases are presented in Corollaries 1. 1 and 2. 1. 'lbe first 
is the pure scale contamination probl em wit h equal prior 
probabilities (p4) . Corollary 1.1 in:licates that in this 
case, with large sanples, contamination has no ef'fect on 
our ability to discr iminate between 111 and 112, i. e . , the 
asymptotic probabilit y of misclassification based on con-
taminated saJlllles is equal to the optirral probability of 
misclassi fication. Corollary 2.1 is a generalization of a 
result already lmown in t he literature: t he asyrrptot ic prob-
ability of misclassification when the init ial samples are 
misclassified at random [3] . LACHENBRUCH gives an expres-
sion for this probability when p=l 'lhe random initial mis-
classification probl em is a special case of t he locati on 
contamination problem, obtained by taking r.1 = (6 ,0, ..• ,0) 
and ~ = Q, i.e., ~1 = ~· ~ = ~1 in the original nxxl.el. 
Corollary 1 
Un:ler pure scale contamination : 
11 • 1· 
112: 
llc . 1 · 
~(Q,I) 
~((ö,O, . .. ,O)I) 
(1-<i)~(Q,I) + aNm(Q,kiI) 
c 112 : (1-ß)~((6 ,0 , ... ,0) , I) + ß~((ö ,O, .. . ,O) ,~I) 
0 < Cl< 1 0 ~ ß ~ 1 k1 ~ 1 k2 ~ 1 6 > 0 
the asymptotic probabilities of misclassificat ion using 
FISHER' s l inear discriminant function to discriminate be-
tween 111 and 11 2 with contaminated initial sarrples from lf~ and 11~ are given by 
pC - ( 1n(1-p) ) 
1 - ~ p f!f> - 612 
p~ = ~ ( - 1n(1?) ) gö - 612 
c c ( ) c p = p p1 + 1-p p2 
where 
n1 + n2 - 2 
g = n1+~-2i<X(k!-1)(~-1)+ß(k2-1)(~-::r} 
Corollary 1. 1 
Un:ler pure scale contamination with equal prior probabili-
ties for 111 and 112, t he asymptotic probabiliti es of mis-
classification based on contaminated initial sarrpl es are 
equal to the optimal probabilities of misclassification, 
i .e ., P~: P1, P~ = P2, PC= P. 
Corollary 2 
Und.er pure location contamination: 
111: ~(Q,I) 
112 : ~((6 ,O„ .. ,O},I) 
1T~: (1-a)~(Q,I) + aNm(y1, I) 
1T~: (1-ß)~((6 , 0, . .. ,O),I) + ß~(Y.2,I) 
r1 = (c116,c126 ,c136,0, . . . , 0) 
r.2 = (c216 ,c226 , c236 ,0, . .. ,O) 
O~a~1 O ~ ß ~ 1 6 > 0 
the asymptotic probabilities of misclassification using 
FISHER' s linear discriminant function to discriminate be-
tween 11 1 and 1T 2 with contaminated initial samples from 11~ and 11 ~ are given by 
c 1 1n(l:E) 6] p1 = $ s1~ - ~ ~ 
[ 
1n(l:E) 1 PC=$ - p · _ g6 
2 g16 3 ~ 
pC = p pc + (1- p)Pc 1 2 
where g1, ~, g3' c i j are as gi ven in 'Iheorem 1, 
(n1-1)a(1- a) (n2-1)ß(1-fl) 
A=Im• n1+°2- 2 (J!f"l.1><1!1-Y1>' 
1 n1+°2- 2 <~-r2><1!i-Y2>' 
=[A11 0 l 
0 1ro-3 
A-1 = (aij) 
11 3><3 
Corollary 2.1 
Und.er the random initial misclassification m:xiel, i.e . , 
the pure location contamination m:xiel with r1 = (6 ,0, .. . ,O) 
and ~ = Q, and a+ß<1, the asyrrptotic probabilities of 
misclaSsification are given by 
[ 1n(tl) 1 p~ = $ g1~ - g2 ~ 
c - p 6 [ mctli 1 p2 - $ - ~6 - g3 ~ 
PC = p P~ + (1-p)P~ 
whe.re 
~ = (1-a-ß}/(1+a162+a262) 
g2 =1+a - ß 
s3 = 1 + ß - a 
(n1-1)a (1-a ) 
a1 = n1+n2- 2 
a2 = 
(°2-1)ß(1-ß) 
n1+n2-2 
II. 'lhe asymptotic effect of contamination in the 
initial samples : scale contamination 
Corollary 1 gives the asymptotic probabilities of misclas-
sification when FISHER' s linear discriminant f'unction is 
used to discriminate between 1T1: ~(Q,I) and rr2: Nm((ö,O, 
... ,O},I}, based on scale-contaminated initial samples. 
In order to evaluate the effect of scale contamination in 
the initial samples, these probabilities are corrpared to 
the optimal probabilities of misclassification based on 
uncontaminated S3IJl>les, i . e. , P~, P~ , and Pc are corrpared 
to P1, P2, and P. 
The effect of scale contamination depends upon the para-
meters p, 6, a, ß, k1' and k2, and on the rel ationship 
between the two sample sizes n1 and n2. The two sets of 
probabilities (P~ , P~, Pc and P1, P2 , P) were calculated 
for the following combinations of parameters and sample 
sizes: 
O~p~1 
2 6 = 1,4,9 
(a, ß} = ( .10,o} , (.25,0),(.10,.10),( . 10, . 25),( . 25, .25) 
k1 = 11 , 9, 25,100 
k2 = 4,9, 25, 100 
<0i=°'2}, (n1 =np, n2=n(1-p)) . 
Figures 3 through 6 illustrate the effect of scale conta-
mination for a few special cases . A con:q:ilete set of graphs 
may be fourn in [ 1] . 'lhe probability of misclassification 
is plotted as a function of p, the prior probability of 
population 1. If °t =n2, the probability of misclaSsification 
Fig. 3: Overall probability of misclassification with 
single sarnple scale cont8J!1ination : 6=3 ; k1=100; 
n1=n2; a=O.O, 0 .10, 0. 25 . 
• 
'lhe three graphs in the figure (from top to bottom) cor-
respond to a=0 .25, 0.10, 0.0. 
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.:oo 
in populati on 2 when the prior probability of popul ation 1 
is p is equal to the probability of misclassification in 
population 1 when the prior probability of population 1 is 
(1-p) , i .e ., P~(p) = P~(1-p) . Thus, the graphs of P~ as 
a function of p are reflections of the corresponding graphs 
for P~, reflected about p=. 5-
Considering first the effect of single sample scale con-
tamination on the individual probabilities of misclassifi-
cation Pa and P2, we have P~ > P1 for p < ~; P~ < P1 for 
P > ~; P1 = P1 for p = ~· The relationship is reversed for c 1 c 1 c _ P2: P2 < P2 for p < 2; P2 > P2 for p > 2; P2 - P2 for 
p = l Thus, contamination hurts us in classifying individ-
uals who belong to the population having the sllRller prior 
probability, while it improves our ability to classi fy in-
dividuals from the population with larger prior probability. 
The detrirnental effect in the less likel y population, how-
ever, is greater than the beneficial effect in t he popula-
tion with larger prior probability . This relationship holds, 
no matter which of the two samples is contaminated, i.e., 
(a,ß) = (.10 ,0) gives the same probabilities of misclassi-
fications as (a,ß ) = (0,.10) . In general, scale contamina-
tion has a signifi cant effect on the individual probabili-
ties of misclassification, even when the contamination is 
mild . Figure 4 i llustrates the effect of scale contamination 
on P1, the probability of misclassification in population 
1, for o=3, k1=100, (a ,ß) = ( .10,0) , ( .25 ,0) . The three 
graphs in the figure (from top to bottom at p < .5) corre-
spond to a=0 .25, 0.10, 0 .0 . 
'lhe overall probability of misclassi fication is less affec~­
ed by scale contaminati on than the individual probabilities . 
For mild contamination (k=4,9) , there i s littl e effect . 
(When k=9 and a =. 25, we see some mild effects . ) When we 
reach k=25, however, contamination begins to hurt our 
ability to discriminate between 11 1 and 112 using FISHER ' s 
I.DF. For k=lOO , contamination has a definite harmful effect . 
Figure 3 illustrates the effect of scale contamination on 
p for o=3, k1=100 , (a,ß) = ( .10,0) , ( . 25,0) . The three 
graphs in Figure 3 (from top to bottom) correspond to 
a=0. 25 , 0.10, o.o. 
Links von ob en nach unten : 
Fig. 4: Probability of misclassification in population 1 
with single sample scale contami~~ion : o=3; 
k1=100 ; n1=n2 ; a =O.O, 0 .10, 0 . 25 . 
** The three graphs in the figure (from top to bottom at 
p<. 5) correspond to a=0 .25 , 0 .10, 0 .0 . 
Fig. 5 : Overall probability of misclassification with 
single sample scale contamination: o=2; k1=100; 
n1=np ; a=o.o, 0 .10, 0 .25.* 
* The three graphs in the figure (from top to bottom) cor-
respond to a=0. 25 , 0.10, 0 .0 . 
Fig. 6: Overall probability of misclassification with two 
sample scale contamination : o=3 ; k1=100; k =100; 
n1=n2 ; (a, ß)=( . 25,.25), ( .10 , .25), ( .10, .16) , 
(0 .0,0.0) .** 
** . 
'lhe three graphs in the figure ( from top to bottom) cor-
respond to (a,ß) =( . 25 ,. 25) , ( .10,. 25) , (.10,.10), 
(O.O,O . O) . 
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Fig. 7: Overall probability of misclassilication with 
single sample location contamination: 6=3; 
c2=(-1 .o,o .o,o.o) ; n1=n2; B=o .0,0.10,0. 25 .* 
*'lhe three graphs in the figure (from top to bottom) 
correspond to B=0.25 , 0.10, o.o . 
All of the above results are based on single sampl e scale 
contamination with ~ =~ . Similar calculations were rrade 
for ~=np, ~=n(1-p), i.e . , sanple sizes proportional to 
the prior probabilities of the two populations. In this 
case, the graph of Pc as a fl.lnction of p i .s not symnetric 
about p= .5. '1he contami.nated probability of misclassili-
cation is closer to the optinal. probability when the prior 
probability of the cont aminated population is less than 
.5. Figure 5 illustrates the effect of scale contamination 
for ö=2, k=lOO, and n1=np, n2=n(1-p) . The general conclu-
sions regarding the per fo:nna.nce of the IDF with contami-
nated initial samples are the same , whether we take equal 
sanple sizes or sample sizes proportional to the prior 
probabilities of the two populations . 
Similar conclusions are drawn when both sanples are conta-
minated. Figure 6 illustrates the effect of two sample scale 
contamination for n1=n2, (ö=3, k1=~=100) . The four graphs 
in the figure (from t op t o bottom) correspon:l to (a ,B) = 
( . 25, . 25) , ( .10,. 25) , ( .10,. 10) , (0,0) . As expected, two 
sample scale contaminati on hurts our ability to make cor-
rect classifications rrore than single sample contamination . 
Even with k1=~=9, our probability of misclassif'ication 
rray be significantly increased (depending upon the value 
of p, the prior probabili ty of population 1) . 
5. The asymptotic effect of contamination in the 
initial sarnples : location contamination 
Corollary 2 gives t he asymptotic probabilities of misclassi-
fication when FISHER' s linear discriminant function is 
used to discriminate between 111: ~(.Q,I) and 112 : Nm((ö,O, 
-8~~~~~~~~~~~~~~~~~~~~~~~ 
~8 
~ .q>. 
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~ p 
~„,._._ 
~ 
0 g 
" ~ 11.-
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Fig. 8: Overall probability of misclassilication with 
single sample location contamination : 6=3; 
~=(3 . 0 ,0 . 0 , 0 .0) ; nl=n2; B=O .O, 0 .10, 0 .25.* 
* 'Ihe three -graphs in the figure (from top to bottom) 
correspon:l to B=0 . 25, 0 .10, 0 .0 . 
. . . ,O) , I), based on location contaminated init ial samples . 
In order to evaluate the effect of location contamination, 
P~ , P~ , and Pc can be corrpared. to P1, P2, and P respectively . 
'lhe effect of location contami.nation depends upon the para-
meters p, ö, a, B, c11, c12, c13, c21 , c22, and c23, and 
on the relationship between the two sample sizes ~ and ~· 
Because the six location contamination ~ters give 
rise to so rrany dif'f erent possible location contamination 
situations, only a few special cases were considered. The 
probabilities of misclassification based on contaminated 
sanples and the corresponding probabilities based on un-
contaminated samples were calculated for ö=l, 3; (a, S) = 
(0, .10), (0,. 25); ~ = (-1,0,0), (0 .5,0,0) , (3 .0 ,0,0); 
~=~· 
'1he overall probability of misclassification can be great-
ly affected by location contamination, depencling upon the 
direction of the contamination. When the contaminating 
mean lies between t he t wo population means ( e . g . , ~ = 
(0.5,0,0)) , the contamination has little effect . When 
~ = (3,0, 0) (the contaminating mean is i)'l the direction 
opposite to the uncontaminated populatiori) , the contamina-
tion rray have soae effect depending upon the size of ö 
and p. For ö=l , there is little effect . For ö=3, contamina-
tion does increase the probability of misclassification 
for p > . 3. As expected, the greatest effect of location 
contamination occurs when the contaminating mea.n is on the 
opposite side of t he uncontaminated population mean. 
When ~ = (-1,0,0) and 6=3, location contaminati on greatly 
increases the probability of misclassif'ication . Figures 7, 
and 8 illustrate the effect of location contamination for 
ö=3, c2 = (-1.0,0,0) , ~~ and ö=3, c2 = (3 .0,0 ,0) , n1=~ · 
EDV in Medizin und Biologie 1/2 1975 41 
Ref erences 
[1) AHMED, S. W. ( 1975) : Discriminant Analysi s When t he 
Initial Samples are Contaminated. 
Diss . , University of North Carolina 
(2) FISHER, R.A. (1936) : 'Ihe Use of Multiple Measurements 
in Taxonomie Problems . 
Ann. of Eugenics, Vol. I, 179-188 
[3J LACHENBRUCH, P.A. (1966): Discriminant Analysis When 
the Initial Samples are Misclassified . 
Technometrics , Vol . !!, 657-662 
Quadratic Discriminant Analysis 
By P. Rioux 
Swmlary 
[4] WELCH, B.L. (1939) : Note on Di scriminant Functions . 
Biometrika, Vol. 31 , 218-220 
Anschri~ der Verfasser: 
Susan w. Ahmed 
Peter A. I.achenbruch 
Dep. of . Biostatistics 
University of North Carolina 
Chapel Hili , North Carolina 
U.S.A. 
T"heory and praatiae of a disariminant anaZysis method by use of a unique metria is presented. AZloaation is based 
on this metria, so that one 1nakes no asswnptions neit"her on muZtino:rmaZit y of the distributions nor on the equaZity 
of the varianae-aovarianae matriaes . 
ZusQ17111enfassung 
Theorie und Praxis ei ner auf einer einzigen Metrik basierenden Methode der Diskrimination wird dargesteUt . 
Zugeordnet wird aUein auf Grund dieser Metrik, so daß Annahmen weder über MuitinormaUtät der Vert eilungen, noah 
Uber die Gleichheit der Varianz- Kovarianz Matrizen zu maa"hen sind. 
1 . Introduction 
In the present paper, we will consider the problem of dis-
cr iminant analysis from a topological point of view: to 
all ocate one individual to one of K groups , we have to 
coopare K distances measured with different metrics . We 
will suggest a method where we use a unique metric (like 
in linear discriminant analysis but where we nake no as-
sumptions on multinormality and homoscedasticity) . We first 
give the nathematical properties of this method and then 
we nake a comparison of some well known methods and this 
quadratic discriminant method (Q. D.A. ) . 
Let us consider a set X of N vectors x, divided into K 
groups and referred to a P-dimensional space ~P. 
'Ihus ~ is the P-vector representing the n-th case of the 
k-th group, n = 1, . • . , Nk and k = 1, .. . ,K 
.J< k -
"np are the components of xn, p - 1, ... ,P 
xJ< is the mean vector for the k-th group with components 
-k 
"-p . 
Let us consider in lRP a positive definite synrnetric quad-
ratic form (p.d .s .q . f) giving to RP an euclidean structure 
by the metric (norm) q(x) and the associat ed dist ance. 
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Of course, the metric (norm) q(x) must be unique if one 
wishes to compare the different distances from a point x 
to any group rnean. Consequently, the matrices 3k• used to 
compute the distance between two vectors of any group, 
must be associated with only one quadratic form . 
In Fisher' s linear discriminant analysis (L.D.A. ), this 
problem is solved using the equality of the matrices ~· 
The unique matrix used to define the metric structure of 
Rp is, in practice , either the inverse of the total covar-
iance matrix' r 1' or' more na.turally' the inverse of the 
pooled sample covariance matrix which is only a weigl'lted 
rnean of the group covariance matrices . This means that each 
of the matrices Sk is rultiplied by an u{rique constant . But 
this is scarcely the case in practice: this ·constant is 
orten not the same for all matrices Sk. Therefore, we have 
to consider the matri ces ~not equal but congruent . 
2. Congruent matrices 
Definition: '!Wo regular syimretrical matri ces A and B are 
said to be congruent if there exists a regular squared ma-
trix Q so that : 
B = QtAQ (Qt is the transpose of Q) 
. ' 
Moreover, let us consider a p.d .s.q . f . q( x), generated by 
a bilinear form f(x,y) and its associated natrix A relative 
to a basis U. We have by definition f(x ,y) = xtAy , which 
:i.mplies q(x) = xtAx. 
Let U' be a new basis, Q the transfonnation natrix between 
u and U' , x' and y' the transforms of the vectors x and y. 
f(x,y) , using the new basis, is: f(x,y) = x'tQtAQy ' since 
xt = x' tQt and consequently in this basis U' , the natrix 
associated to f and q is : 
B = QtAQ 
For two congruent natrices we have: 
det(B) = det(Qt) · det(A) · det(Q) = det(A) · det(Q)2 
3. Quadratic discriminant analysis 
'lhe nathematical notions defined above allow to deduce that, 
in the case of two groups and if Q is the transfonnation na-
trix between these two groups, each one expressed in another 
basis, we nust have for the two natrices s1 and s2 used to 
compute the distances : 
det(S1) = det(S2) · det(Q)
2 
But neither Q nor its detenninant are known except if we 
have orthononna.lized basis, and this because we are in an 
euclidean situation. 
In this case, we know that the natrix Q is orthonormal . 
Consequently, we have the following relation: 
det(s1) = det(s2) 
'lhis result can be generalized to K groups (K > 2) by taking 
for the natrices Sie• K ma.trices with equal detenninants . 
'lhis way of doing (i.e. obtention of a unique metric) leads 
to long conputation except in the case, where we consider 
K natrices with detenninants all equa1 to 1 . As a natter of 
fact , if we wish to transfonn A so that its detenninant is 
equal to 1, we have to llllltiply A by det(A)- l/P. 
Table 1 
"- L.D.A. SEBFSI'YEN VICIOR 
1 2 3 4 1 2 3 4 1 2 3 
1 21 7 3 0 24 7 0 0 26 4 1 
2 1 6 1 0 0 8 0 0 0 8 0 
3 1 3 13 5 2 1 19 0 1 1 19 
4 
0 
0 
1 
l.j 0 2 l.j 13 0 1 7 11 0 0 7 12 
"well classified" 53180 62/80 65/80 
4. Determination of the natrices Sie arrl allocation rule 
So, to be satisfactory, the natrices ~ nust be detennined 
so that det(5ic) = 1. In case of discriminant analysis , the 
problem of maximizing the variance between groups and mini-
mizing the variance within the groups leads us to choose 
for the matrices ~ the inverses of the group-variance-
covariance natrices, and we take finally : 
5ic = det(Lk>11P · lk: · 
For the allocation of a vector x, we calculate the squares 
- k of the distances from x to each of the group means x and 
we allocate x to the group for which we get the minimum of 
these K distances . 
So we compare (k = 1, ... , K) 
d2(x,x1<)=(x- x1<)t Sic<x-x1<>= det(l k)1/P. (x- xk)t lkl(x-xk) 
As can be seen, this is similar to the distance used by 
SEl3FSl'YEN ( 1962) : 
d2(x, xk>= det<rk>11P · [<x-xk)t rk1 (x- x1<> + P] 
and that because he uses for this "aggregp.tion distance" 
natrices with equal associated hypervolumes (i .e . with 
detenninants all equal to 1) . But however, the additional 
tenn : 
P · det( Lk)l/P leads to use K different metrics f or the 
K groups . 
5, Application examples 
We tested the proposed quadratic discriminant method 
(Q.D.A. ) and compared it with other methods on several ex-
amples (quantitative E.E.G., ionogram, ... ) but we will 
present here only a comparison between the proposed method, 
the linear discriminant method (L.D.A. ), SEBESI'YEN ' s met hod 
and the non linear discriminant ana.lysis of VICIOR ( 1971) , 
using VICIOR's data (four groups, nine variables, eighty 
subjects) . Indeed, the results obtained (see tab . 1) are 
similar to those of the other examples (except that the good 
result obtained here with the non linear discriminant ana-
lysis of VICIUR is certainly due to the verificati on of the 
Q.D.A. 
1 2 3 4 
-
29 2 0 0 
1 6 1 0 
1 1 18 2 
0 0 6 13 
66/80 
necessary hypotheses of this method) . 
But we must notice that the crite-
rion used (i.e . the number of "well 
classified" subjects obtained by i-e-
substitution) is not always satis-
factory to coopare different me-
thods . 
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Zum Problem der Bestimmung optimaler Diagnosestrategien 
Von H. L. Christi 
ZusCl1Tl11enfMsung 
Es wird vel'sucht, auf einige Pl'obieme bei del' Veri.>endung del' dynamischen Optimiel'Ung Z U?' BestitmruYl(J von Diagnose-
strategien hinzui.Jeisen. Es wird gezeigt, daß untel' spezieZZen Vel'einfachungen diese Methode auch in del' aZgOl'ithnrischen 
Diagnostik ihl'e Berechtigung hat. Zusl1tzZich soZZte gezeigt werden, wie der PaZZ unvoZZstdndigel' Infonnation bezüglich 
der Zustdnde mit de.1' Bayes- PornreZ in den (Jeb'NluchZichen AZgoritlmus del' dynamischen Optimierung Ubergef'Uhl't wel'den kann. 
~ 
When using t he method of dynamic pl'ogranrning to find an optimal dia(JnOstic plan one should be aware of sorrre probZems 
in this field. Under speciaZ eimpZifications this method is aZso adequate to aZgorit1mic diagnostic procedui>ea . In 
addition it should be ahoi.In hot.1 to tranafornr the probZ8171 of incompZete information of the states in the modeZ into the 
aZgorithm of dynamic progranrning by using the IJeZZ- knoi.m Bayes-fornruZa. 
1 . Einleitung 
Die Versuche, Zuordnungsverfahren aufgrund gegebener In-
fonrationen zu fonralisieren und damit auch zu automati-
sieren, sind schon frilhzeitig Uber verschiedene Ansätze 
erfolgt . Je nach Betrachtungsweise sind auch die Zielkrite-
rien bzw. Giltemaße filr die Richtigkeit des Vorgehens unter-
schiedlich . 
Die statische Betrachtungsweise - häufig repräsentiert durch 
die Bayes'sche Entscheidungsregel - hat als Maß für die GUte 
eines Verfahrens ausschließlich die Bestinnung von Fehler-
raten zum Ziel. Da.mit dient auch bei verschiedenen M:xlifi-
kationen (schrittweises Verarbeiten der gegebenen Inforrra-
tion) die Fehlerrate als Kontrolle filr die Brauchbarkeit 
des Verfahrens . Die Arbeiten von SKARABIS [1970] und VICTOR 
(1975) versuchen darUber hinaus, Aussagen Uber die Fehler-
rate zu gewinnen, falls mit der Bayes'schen Entscheidungs-
regel das falsche M:xlell angewendet wird oder keine Infor-
mationen ilber die Verteilung der in Frage komnenden Popu-
lationen vorliegen. 
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Umfassender sind die Ansätze , die versuchen, den dynamischen 
Aspekt eines sequentiellen Vorgehens zu berücksichtigen 
pARDilLO und FU, 1967; GORRY, 1968; K1JI'ZNEI'ZOV und PCHELINr-
ZEV, 1969; LASKrn, 1970] , wobei im folgerrlen nur solche An-
sätze beha.n:lelt werden, die über eine Nutzenfunktion die 
Entscheidungen in den einzelnen Zeitpunkten steuern. Fragen 
nach der Richtigkeit einer Maßnahme werden hierbei jedoch 
im globalen Rahmen behandelt und sind nur im Hinblick auf 
das Gesamtergebnis zu beurteilen. 
2. Problemstellung - Definitionen 
Verbal läßt sich die Idee eines strategischen Vorgehens 
zur Bestinrnung einer Diagnose folgerrlermaßen skizzieren: 
Ein Patient befindet sich zur Zeit t = 1 in einem bestimn-
ten Zustand s1 aus einer ~nge S ßijglicher Zustärrle. In 
diesem Zustand s1 befindet er sich gemäß einer Anfangsver-
teilung p0 . Aufgrund seines Zustandes wird eine Maßnahne 
a1 = d1(s1) veranlaßt , die einen Nutzen r 1(s1,d1(s1)) zur 
Folge hat. Der Patient wird daraufhin den Zustand s2 €. S 
gemäß einem Übe~sgesetz p1(s1,d1(s1), . ) erreichen, 
worauf die Maßnahne a2 = d2(s1,s2) mit einem Nutzen 
r2Cs1,d1(s1) ,s2,d2(s1,s2)) erfolgt usw .. 
Formal läßt sich dieses Vorgehen folgenderrra.ßen beschreiben : 
a) S ist eine abzählbare Menge von Zuständen : Zustandsraum 
b) A ist der Raum der möglichen Handlungsweisen : Akti ons-
raum; damit läßt sich die Menge 1\, zulässiger Vorge-
schichten bis zum Zeitpunkt n beschreiben, besteherrl 
aus den Elementen~= (s1,a1,s2,a2, ... , sn-l•8n- l •sn) ; 
n = 1,2, . . . 
c) D = Dn(~) i st eine Folge zulässiger Aktionen zur Zeit 
t = n; n = 1,2, ... unter der Vorgeschichte hn; siebe-
schreibt die Reaktion auf die bis t = n bekannte Vor-
geschichte 
d) p0 : Anfangsverteilung; Pn = pn(~•8n•. ) beschreibt den 
Obergang zwischen t = n und t = n+l 
e) r n: "Nutzen"-Funktion für das Zei tintervall n < t ~ n+l. 
IAlrch diese fünf Größen S,A,D,pn,rn läßt sich ein stocha-
stisches, dynamisches Mcx:lell beschreiben. Mittels eines 
Planes c5 = {~: s" + A; n = 1,2, ... }, der eine Vorschrift 
darstellt , wie die bis zum Zeitpunkt t = n eingetret enen 
Zustände s1, s2, ... , sn in der wei teren Entscheidung berilck-
sichtigt werden sollen, kann dieses Mcx:lell als strategisches 
Mcx:lell interpretiert werden (Abb . 1) . 
Wird für das strategische Vorgehen der Plan c5 zugrurrle-
gelegt und haben sich die Zustände s1, s2, ... , sn eingestellt , 
so kann rran für das Zeitintervall n < t ~ n+l einen "Nutzen" 
rnc5< s1··· · •sn) = rn(~6'~(s1,·· .,sn)) 
feststellen. 
Es ist zu beachten, daß sich der Plan 6 aus den Elementen 
d1(s1), d2(sl's2), .•. zusarrmensetzt, die Teilmenge des Ak-
tionsraums A bzw. Elemente aus der Folge D = Dn(h) der zu-
lässigen Akti onen sind . 
Ziel einer jeden Diagnosestrategi e i st es , aufgrurrl einer 
vorgegebenen Nutzenfunktion einen solchen Plan zu firrlen -
falls er existiert - , der den Gesamtnutzen optimiert . 
Als Gesamtnutzen nimnt nan 
Ro= Irno< s1„.„sn> · 
Da R0, bedingt durch die Anfangsverteilung p0 und das Uber-
gangsgesetz, selbst eine reellwertige Zufallsvariable ist, 
Abb . 1: Schenatische Darstellung eines sequentiellen 
Entscheidungsvo~ 
, 
, 
...11)<\\ ~(1~ 
::.1 . .6~ ~--
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3 
\dnChn) 
l 
wird mm den Erwartungswert des Gesamtnutzens als die zu 
optimiererrle Zielgröße wählen 
0 6 = E(R0) . 
Ziel i st die Bestinmmg des größten erwarteten Gesamtnutzen 
Go* = sup G c5 = G. 
6 
!ltmchnal läßt es sich nicht venreiden, für die Nutzenfunk-
tion bei Übe~ von n nach n+l eine Abhängigkeit van Zu-
stan:i sn+l zu berilcksichtigen: rn(~,a0, sn+l) . Dieser Fall 
läßt sich auf den vorherigen zurilcki'Uhren, wenn man 
rn(hn,a) = l rn(~,an•8n+1)pn(~,an'5n+1 ) 
sn+l 
als neue Nutzenfunktion betrachtet . 
Das bedeutet, daß nan bei einer Entscheidung schon den 
möglichen neuen Zustan:i des Patienten und den damit ver-
bundenen "Nutzen" in Erwägung zieht . 
Die Frage nach der Existenz optimaler Pläne (genauer : 
optimal im Mittel bezüglich des Ubergangsgesetzes p, d .h. 
p-optimal) wurde vor allem von BLACKWELL [1962/1965] , 
SIRAUCH [1966) und SHIRTAEV (1964) beha.n:ielt . 
Eine der wesentlichen Schwierigkeiten bei der Ermittlung 
optimaler Pläne (auch Steuerungen genannt) i st darin begrün-
det, daß mit fortschreitender Zeit der Umfang an verfüg-
barer Infornation über die Zustände, die zu einer Diagnose 
führen sollen, wächst . Iadurch entsteht das Problem, mög-
lichst eine Datenreduktion unter Beibehaltung der jenigen 
Infornation herbeizuführen, die zur Gewinnung des opt:inalen 
Plans ausrei cht . Die Beantwortung dieses Problems führt 
zur Frage der sogenannten suffizienten Statistiken, von 
denen man zusätzlich verlangt , daß sich ihr Wert zur Zeit 
t = n+l auf den Wert zur Zeit t = n und auf die Beobachtung 
zum Zeitpunkt t = n+l bezieht. Diese beiden geforderten 
Eigenschaften besitzen aber gerade die suff izi enten Mar-
kov' schen Statistiken [SHIRJAEV, 1964]. 
3. Das Bellnan'sche Optinalitätsprinzip -
die üpt:inalitätsg].eichllng 
Eine der gebräuchlichsten Methoden, optimale Pläne (Strate-
gi en) zu ermitteln, liefert das Bellman' sche Prinzip der 
dynamischen Programnierung. 
Die Aussage dieses Prinzips besteht darin, daß "eine opti-
nale Politik - unabhängig vom Anfangszustarrl und der Ent-
scheidung zu Beginn - die Eigenschaft hat , daß die folgen-
den Entscheidungen eine opt imale Politik bezüglich des aus 
der ersten Entscheidung resultierenden Zustands bilden". 
Fonral : 
Eine optimale Politik dj ,dj +l ' ... ·~· die auf der Stufe j 
(1 ~ j ~ n) eines n- stufigen Prozesses beginnt W'xi zu einem 
(n- j +l) -stufigen Teilprozesses gehört, ist nur abhängig vom 
Zustand zu Beginn der Stufe j und nicht direkt von den vor-
hergehenden Entscheidungen des Gesamtprozesses . 
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Will rran dieses Kriterium dazu verwenden, opt:ilrale Pläne 
zu bestinmen, so rruß rran daran denken, daß es weitgehend 
eine notwendige Bedingung foI'llllliert . In der Praxis ist rran 
jedoch meistens an hinreichenden - wenn nicht sog;:u' notwen-
digen und hinreichenden - Aussagen interessiert . Man ver-
wendet deshalb für einen beliebigen Plan 6 den bedingten 
Erwartungswert des Nutzens für das Zeitintervall (n ,oo) unter 
der Bedingung, daß bis zum Zeitpunkt t = n die Folge der 
Zustände s1, s2, .•. ,sn beobachtet wurde, 
l«lbei 
00 
Gn6(s1' ... , sn) = Eö [1.l riö(sl ' .•. , sn) 1s1, .. „ snJ 
=n 
Gn(s1, ... , sn) = sup Gn6(s1, ... , sn) 6 
und gelangt so zu dem System der Opt:ilralitätsgleichungen 
[vgl . z .B. HINDERER, 1970] . 
(1) Gn(s1„. „ sn) = sup [rn(h,a)+ l pn(h,a,s)Gn+l(h,a ,s)] . ae.D ses 
n 
In dieser allgemeinen Fo:nn und mit den bisher getroffenen An-
nahmen ist die aus dem Bellrran ' schen Opt:ilralitätskriterium 
gewonnene Gleichung (1) in der Praxis kaum anwendbar . Dar-
Uber hinaus bleibt die Frage nach leicht überprüfbaren not-
wendigen und hinreichenden Kriterien für die Existenz (p- ) 
opt:ilraler Pläne. 
Betrachtet man etwa nur solche Zustandsfolgen (s1,s2, ... , sn) 
€. Sn, die bei Anwendung des Plans 6 mit positiver Wahr-
scheinlichkeit eintreten werden und bezeichnet diese Menge 
mit sn6: 
Snö = {(sl'" .. ,sn) € Sn lPö(s1,·· ., sn) > O}, 
so koomt man zu folgendem, vergleichsweise einfachen not-
wendigen und hinreicherxl.en Kriterium (HINDERER, 1970] . 
Für -ao< G < oo und für einen beliebigen Plan 6 sirxl. die fol-
genden Aussagen äquivalent : 
1) 6 ist ein p-opt:ilraler Plan 
2) G16 = G1 für die Zustandsmenge s16 
3) Gnö(s1, .•• , sn) = Gn(hn(sl, ... ,sn)) 
nc N 
sl, •.. , sn €. sn6 
Damit ist es vom theoretischen Standpunkt aus nöglich, 
opt:ilrale Pläne mit Hilfe der F\.inktion Gn zu konstruieren -
etwa über Gleichung (1) . Wegen des eben genannten Kriteriums 
sirxl. dazu aber außerdem noch die F\Jnktionen Gn6 notwendig, 
die im allgemeinen recht schwierig zu bestinmen sirxl.. 
Man nuß daher für das praktische Vorgehen Beschränkungen 
bei den Komponenten Dn, pn ' rn des Entscheidungsmodells 
zulassen und zwar in der Fo:nn, daß die Abhängigkeit der 
g<:nannten Größen von der Vorgeschichte h zur Zeit t = n 
sich durch relativ einfache funktionale Zusanmenhänge be-
schreiben läßt . 
4. Markov •sche Entscheidungsm:xlelle 
Ein praktikabler Spezialfall liegt dann vor, wenn eine 
funktionale Abhängigkeit von den vorherigen Zuständen bzw . 
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von der Vorgeschichte f(s1 , ... ,sn) sich nur noch auf den 
letzten Zustand (zur Zeit t = n) beschränkt : 
f(s1 „ .. ,sn) = sn . Mit dieser Einschränkung erhält man die 
Markov •schen Entscheidungsmodelle , die auch in der Litera-
tur am ausführlichsten beharxl.elt werden [ vgl . etwa RYKOV , 
1966] . Es ist zu beachten , daß bei diesen Modellen die 
drei bereits erwähnten Kooponenten eines Entscheidungs-
modells On, Pn' rn ausschließlich vom letzten Zustand sn 
abhängen; Dn(h) = Dn(sn) , pn(h,a ,s) = ?n(sn,a, s) , 
rn(h,a) = rn(sn,a) . Faßt man die Einschränkung noch enger 
und verlangt außerdem, daß On und Pn nicht vom Zeitpunkt 
n abhängen und betrachtet rrur Nutzenfunktionen der Fonn 
n- l ( · · Funkt . o 1) ,...,, d" rn = a r r beliebige ion, < a ~ , so s.u.... ie 
gewählten Markov' schen Modelle außerdem noch stationär. 
Häufig trifft man in der Praxis auch den Fall an, daß Mo-
delle mit endlichem Horizont bearbeitet werden . Dieser Fall 
tritt dann ein, wenn die NutzenfUnlctionen rn: O für alle 
n > N0. Diese Modelle haben di e angenehme Eigenschaft , daß 
sich die Optimalitätsgleichung (1) in rekursiver Fo:nn be-
arbeiten läßt . 
Es ist jedoch darauf zu achten, daß ein f>tl.rkov ' sches Ent-
scheidungsmodell mit endlichem Horizont - mit Ausnahme von 
trivialen Fällen - kein stationäres Modell mehr ist . Das 
wirkt sich insbesondere auf die Bestimm.Ing des optirralen 
Plans aus. 
Unter Berücksichtigung dieser Tatsachen ist es ratsam, bei 
der Erstellung von Entscheidungsmodellen zur Best:i.rrm.tng 
opt:ilraler Diagnose-Pläne die Markov-Eigenschaften soweit 
wie nßgl.ich einzubeziehen. 
Ein relativ einfaches l'Ddell kann rran dadurch erstellen, 
daß man Folgen von Ma.trizenpaaren Pvd, it'd (v = 1,2, ... ,n; 
d = 1,2, ... ,1) wählt . Für eine feste Entscheidung 
d E: { 1,2, ... ,1) beschreiben die Matrizen P"d das Uber-
gpngsgesetz und R"d den Nutzen; beide zusamnen demach den 
Obergang des Prozesses vom Zeitpunkt t = v-1 nach t = v. 
Di e Matrizen (p~) und (r~1) haben je kv- l Zeilen (Anzahl 
der IOOglichen Zustände im Diagnostikprozess zur Zeit 
t = v-1) und k" Spalten (Anzahl der D'Öglichen Zustände zur 
Zeit t = v) . Damit beschreiben die Elemente P'j den Uber-
g;ang des Diagnostikprozesses vom Zustand i zur Zeit t = v-1 
zum Zustand j zur Zeit t = v, wenn die Entscheidung 
d E (1,2, ... , 1") getroffen wurde . Die Elemente r"j be-
schreiben den Nutzen dieses Ubergpngs . 
Die Entscheidung d € ( 1, 2, ... ,tv ) rur den Zustand i zur Zeit 
t = v ist dann zulässig, wenn 
~ vd . 
t, P· · = 1 gilt . 
J lJ 
Die Qualität der Entscheidung wird über den Erwartungswert 
des Gesamtnutzens bestinrnt : 
Ist d = (d1,d2, ... ,dv,dv+l'" .. ,dn) eine Entscheidungsfolge 
und wird der erwartete !'.\ltzen fUr den Zustand j und den 
Zeitpunkt v-1 bei der Teilfolge (dv , ..• ,~) mit Gv- l ,d(j) 
bezeichnet und setzt man Gn,d(j) = 0 für j = 1,2, ... ,~, 
so werden die Funktionen G" ' d(j) rekursiv .f'Ur n(-1)0 erklärt 
durch k · 
Gv-1,d(i) = l p~(r'!~ + o" •d(j}} 
j =l lJ lJ 
i = 1, 2, ... ,k._,_l . 
Die optirrale Entscheidungsfolge im Diagnostikprozess be-
rechnet sich dann schließlich aus : 
v-1 . ~ vd vd :v . G (1) = nwc l p .. (r . . + G (J)) j=1 lJ lJ 
d = 1,2, ... ,.t\I 
d zulässig. 
für nicht zu umfangreiche l>bdelle (kleine Ordnungen der 
verwendeten Matrizen) ist diese Vorschrift noch leicht 
manuell zu bewältigen (CHRISI'L, 1973b); für größere Pro-
bleme existieren Programre [vgl. GESSNER und WACKER, 1972) . 
Bemerkungen: 
1) Die Ubergangswahrscheinlichkeiten prJ werden am besten 
durch die entsprechenden relativen Ubergangshäufigkeiten 
geschätzt ; diese sind zumindest bei den Markovketten-
l>bdellen 1. Ordnung auch ML-Schätzer. 
Die Nutzenfunktion ist beim eben genannten Modell nur an 
bestinmten Stützstellen bekannt und nicht in geschlossener 
Fonn. Das erschwert die praktische Arbeit, da die Funkt-
tionswerte für jede Stufe der Entscheidung und für die auf 
dieser Stufe zulässigen Aktionen einzeln vorgegeben werden 
müssen. 
2) Die Lösungsmöglichkeit mehrdimensionaler Fragestellungen 
- wie sie gerade in der Diagnostik auftreten und wie sie 
auch in dem obigen einfachen l>bdell schon zum Ausdruck 
kcmnen - ist mit dem Bellman'schen Optimalitätsprinzip be-
grenzt . Das ist im Rechenaufwand., der mit der Dimension des 
Entscheidungsnodells ansteigt , begrürrlet. Der Hauptteil des 
Rechenaufwands bei der Verwendung des Bellman' schen For-
rralismus entfällt auf die Bestinmung des Maximums der 
Nutzenfunktion über den Algorithrus der Rilckwärtsrechnung. 
F.s läßt sich zeigen, daß der Rechenaufwand. proportional der 
Faltung aus Anzahl der Zustände und Anzahl der Ehtscheidungs-
~lichkeiten pro Stufe ist . 
3) Falls es sich als möglich erweisen sollte , bei der For-
nulierung eines geeigneten Modells zur Bestinmung optimaler 
Diagnosestrategien zu verschiedenen Zeiten verschiedene 
Zustandsrfumle oder Aktionsräwre in Betracht zu ziehen -
wie es in vereinfachter Fonn beim obigen Beispiel geschah -
so kann wie bei WHITE [ 1969] vorgegpngen werden . 
5. l>bdelle mit unvollständiger Inforrretion 
In der praktischen Anwendung des geschilderten Verfahrens 
wird es häufig vorkomnen, daß bestinmte Inforrretionen über 
einzelne Komponenten des gewählten Modells nicht erfaßbar 
sind . Darunter können wir sowohl die Modelle bei Unsicher-
heit - gekennzeichnet durch a-posteriori-Verteilungen des 
unbekannten Ubergangsgesetzes - als auch die l>bdelle be-
trachten, bei denen einzelne Infonnationen über die Zu-
stände und damit auch über die Vorgeschichte nicht verftlg-
bar sind . Letztere sind vor allem bei SHIRJAEV 11965] aus-
führlich behandelt . 
Dabei handelt es sich um Modelle der folgenden Form: 
1) Der Zustandsraum besteht aus beobachtbaren s urd un-
beobachtbaren u Zuständen . Diese Annahme dürfte gerade 
für einen Diagnostikvorgpng von Bedeutung sein, da be-
stimnte Funktionen beim Menschen einer Beobachtung 
nicht zugänglich sind. Entsprechend unterscheidet man 
zur Zeit t = n zwischen einer beobachtbaren Vorgeschich-
te h = (s1,a1, ... •C\i- lsn) und einer unbeobachtbaren Vor-
geschichte v = (u1 „ „,u0 ) . 
2) Die tvenge der (zulässigen) Aktionen Dn(h,y) zur zeit 
t = n unter der Vorgeschichte (h,v) hängt nicht von v 
ab . 
On (h, v) = On (h) 
3) F.s werden rur solche Pläne c5 benutzt , .f'Ur die 
cS = {cSn: (SxU)n + A; n = 1, 2 „ .. } nicht von v abhängt . 
Damit drückt man aus , daß der Diagnoseprozeß nur von 
solchen Zuständen beeinflußt werden soll, die der Arzt 
direkt beobachten kann [vgl . DYNKIN, 1965] . 
Damit die Ansätze, wie sie bisher zur Besti.nmmg optirraler 
Diagnosestrategien verwendet werden - insbesondere die 
Markov' sehen Modelle im Zusanmenhang mit der dynamischen 
Progranrnierung - weiterhin eingesetzt werden können, wenn 
Teile des Prozesses unbeobachtbar sind , wird auf die Bayes-
Formel zur Bestinmung von a-posteriori-Wahrscheinlichkeiten 
zurückgegriffen. Man definiert rekursiv die bedingten Wahr-
scheinlichkeiten q(uls) durch: 
(2) 
q (ujs) = r(uls) 1 p n,s) (u,s) E. SxU 
nEU 
qn+l(u,v js ,a , h) 
qn(vjh) • pn(u,v,s,a ,h) 
= 1 ~(wl h) pn(n ,w,s ,a , h) 
n,w 
(n, w,s , a , h) e. 1-\ix if1 
q1(u is) ist somit die bedingte Wahrscheinlichkeit für das 
Vorhandensein eines Zustandes u e U, wenn s ~ S beobachtet 
wurde. Entsprechend sind die qn(n>l) zu interpretieren. 
UJ;ter Benutzung der mit (2) gewonnenen Großen qn erhält rran 
das Ubergangsgesetz und die Nutzenfunktion für das Eht-
scheidungsnodell mit unvollständiger Infornation [vgl. 
HINDERER, 1970] . 
lf(s) = l p(s ,u) 
u 
lfn(s,a,h) = l ~(v[h) Pn(u,v,s , a ,h) 
u, \1 
pn(a,h) = l ~Cvlh) rn(a,v,h) 
V 
Mit diesen Größen kann eine m:xiifizierte Optirralitätsglei-
chung - ähnlich (1) - hergeleitet werden . 
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Bemerkung: 
Sei GORRY [1968] und LASKER [1970] wird für den sequentiel-
len F.ntscheidungsprozess nur ein (2) vergleichbarer Algo-
rithmus verwendet . 
Sei teilweise oder vollständig unbekanntem Ubergp.ngsgesetz 
(in diesem Fall heißen die Modelle mit unvollständiger In-
fornation unsicherheitsm:xl.elle) ist die Situation ver-
gleichbar den Problemen in der statistischen F.ntscheidungs-
theorie (vgl . Herleitung der Diskriminanzanalyse) . 
Ist das Oberg;mgsgesetz Pn durch einen Parameter e gegeben, 
so kann man auch bei völlig unbekanntem Obergp.ngsgesetz 
(Parameter e unbekannt) weiterhin das allgemeine Entschei-
dungsm:x:lell verwenden. 
Kennt man für den Parameter e eine a-priori-Verteilung µ0 , 
so gelangt man zu optimalen Entscheidungserfolgen, wenn 
man nur solche Pläne o betrachtet , für die der Erwartungs-
wert des Gesamtnutzens bezüglich µ naxinal wird. 
(3) G = sup / G0(0)dll(0) 0 
Das dadurch erhaltene F.ntscheidungsm:x:lell ist dann bekannt 
als Bayes ' sches Entscheidungsm:x:lell . Es ist gekennzeichnet 
durch die Komponenten S, A, D, Pn, rn, µ(0) des in 2. defi-
nierten allgemeinen F.ntscheidungsm:x:lells , für diese gilt 
dann: 
a) Dn und Pn sind unabhängig von n, 
also D = D0 Pn = q = 00 
(Eigenschaften eines Markov'schen F.ntscheidungsm:x:l.ells 
bei zusätzlich völliger unsicherheit) 
b) µ (0) ist eine a-priori-Wahrscheinlichkeitsverteilung 
rur e. 
Da der Integralsausdruck (3) formal auch als Risikofunktion 
interpretiert werden kann, ist somit der Ansatz bei Un-
sicherheit in ein Risikom:xiell bekannter Form Uberfi.lhrt 
worden. 
6 . Hinweis auf ve~te Gebiete 
Ändert man die Nutzenfunktion rn, so daß man ihr die For-
derung zugrurne legt , den Prozeß zu einem möglichst frühen 
Zeitpunkt zu beenden, so erhält man ein Modell, das etwa 
in der Sequentialanalyse unter dem Gesichtspunkt des opti-
malen Abbruchzeitpunkts behandelt wird . 
7. Bemerl<ungen zur Anwendbarkeit 
Mit der in Abschnitt II gewählten vereinfachten Form des 
Verfahrens sind zahlreiche Anwendungen beschrieben [GESSNER 
und WACKER, 1972; CHRISTL, 1973b] • Im einfachsten Fall ist 
für jeden Zeitpunkt v des Entscheidungsvorg;mgs eine Folge 
von (~_1x ~)-Matrizenpaaren Pvd, Rvd (v=1, 2, ... ; 
d €: (1,2, ... ,.e.v) Menge der möglichen Entscheidungen zum 
Zeitpunkt t = v) bereitzustellen. 
Im Vergleich zu den industriellen Anwendungen bestehen hin-
sichtlich einer Obertragbarkeit in der Medizin keine prinzi-
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piellen Schwierigkeiten. Vielmehr bietet die Medizinanwen-
dung den Vorteil , daß bei der Bevorzugung qualitativer Aus-
sagen die Zustandsmenge qualitativ durch eine einfache Ska-
lierung. beschrieben werden kann . Dadurch läßt sich sicher-
stellen, daß die (~_1x ~)-Matrizen und damit auch der 
Aufwand zur Festl egung und Schätzung der Matrizenelemente 
(prg) , crrJ> (i=1,. ···~-1; j=1, ...• ~)klein gehalten wer-
den muß. 
Häufig wird es ausreichen, F.ntscheidungsfolgen zu betrach-
ten, bei denen die Zustandsvariablen im Vergleich zum vor-
herigen Zeitpunkt drei Werte annehnen; z.B. 1::verschlechtert , 
2=gleichbleibend , 3=gebessert . In diesem Fall l.äßt sich das 
Verfahren über 3x3-Matrizen bewältigen . Meistens wird man 
bei qualitativ definierten Zuständen auf eine Abhängigkeit 
vom Zeitpunkt v verzi chten können, wodurch sich der Aufwand 
zur 8estinm.mg der (piJ) und (riJ) weiter verringert. 
Ele~ter und auch der Realität angepaßter wäre der Fall, 
daß zu jedem Zeitpunkt v für den Patienten ein Vektor von 
Meßwerten erfaßt und dieser Vektor als Zustandsvariable 
interpretiert wird. Hier erreicht - wie schon erwähnt -
die Sellman-Methode jedoch bald ihre Grenzen . FOr mehr als 
zehnstufige Entscheidungsfolgen sollte man sich auf drei-
dimensionale Zustandsvariable und eindimensionale F.nt-
scheidungsvariable beschränken . 
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Probleme beim Routineeinsatz der Diskriminanzanalyse zur Beurteilung 
des Pankreasfunktionstestes *) 
R. Thurmayr, Roswitha Thurmayr, M. Otte 
Zusarrmenfassung 
Bereits bei der Suche nach der günstigsten Trennformei sWßt man auf eine Reihe von Schwierigkeittm: Die nichtl.ineare 
Diskrimi.nanzanaiyse bringt zwr eine Mhere Trefferrate ais die 1.ineare, die Aum.iahi der trennJaoaftigsten Variabl.en 
ist jedoch bisher nur mit der 1.inearen Diskrimi.nanzanaiyse mlJgiich, außerdem begrtmzt der kleinste Gruppenwnfang die 
Anzahl- der Variabien . 
Quaiitative Daten können nicht gieichzeitig verwendet werden. 
Die Beurteiiung der Trennformei aufgrund der Trefferrate aztein Utl3t keinen Schiuß zu, wie weit man sich dem errsich-
baren Trtmnergebnis genahert hat. Die Bewertung durch Neukl.assifizierung ist außerst zeitaufwendig, eine Kreuzva'lidi-
sierung hingegen sehr rechenintensiv. Beim Routineeinsatz sUSrt, daß tlbergangefa'lle, die sich von einer Gruppe zur 
anderen bewegen, nicht an den Einordnung8Wahrscheiniichkeiten erkannt werden können und neue Individuen, die nicht einer 
der vorgegebenen Gruppen angeh~ren, als Ausreißer erkannt werden. 
Swrrnary 
A number of difficuities are met with in the attempt to obtain the best discriminant function: nonUnear discriminant 
anaiysis ma:kes for a higher score than the iinear method, but the most suitable variables therefore can, up to now, 
be seZected onZy by Zinear discriminant anaZysis; moreover, the number of cases in the smaZlest group sets the Zimit 
for the nwnber of aclmissibZe variables. 
Qualitative data cannot be incZuded in these analyses. 
Rating discriminant functions by percentage scores onZy is inconcZusive as to the BJ:tent to which the best resuits 
attainable have been approximated. Judging by re-ciassification iB e:ctremeZy time-consuming in terms of ma:n- hours, as 
against the very high demands on computer time posed by cross-validation. Routine use of the method is {urther impeded 
by the fact that ''bcrderline" cases between groups cannot be identified by their cl.assification probabilities and also 
by the automatic dassification as "unacceptabZe cases" of individuals not bel.onging to one of the given groups . 
*) Die klinischen PankreasfUnktionsstudien wurden durch die Unterstützung der Deutschen Forschungsgemeinschaft ermöglicht. 
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Abb . 1: Kanbinationen von Oberbaucherkrankungen 
Punktiert : Sonstige Erkrankungen mit Beziehung 
zum Pankreas 
Beim Pankreasfunktionstest wird die Bauchspeicheldrüse 
durch 2 spezifische Reize zur Sekretion angeregt und im 
fraktioniert gesanmelten Se.kret neben der Bicarbonat- und 
Gallenkonzentration die Aktivität von 3 Pankreasenzymen 
gemessen . Die Diagnostik zielt darauf ab, aus der unter-
schiedlichen Einschränkung dieser FUnktionswerte auf die 
zugrundeliegende morphologische Erkrankung der Bauchspei-
cheldrüse und ihrer Nachbarorgane zu schließen. Die Viel-
zahl der Meßwerte - 77 bei einem Test - ließen einen Ver-
such der DiagnoseunterstUtzung mit diskriminanzanalytischen 
Methoden und den Einsatz der EIJI/ angebracht erscheinen . 
Bei der Gruppenbildung ergab sich als erstes Problem das 
kombinierte Auftreten von Erkrankungen. Bei den 296 Patien-
ten mit den 5 ersten Erkrankungen, die als erhärtete Fälle 
in den Versuch mit der Diskriminanzanalyse aufgencmnen wur-
den, fan:i mm lediglich 83 (28%) , die nur eine Erkrankung 
isoliert aufwiesen (Abb . 1) . Bei den Ubrigen Pati enten la-
gen Kombinationen mit mindestens einer an:ieren Erkrankung 
vor. Da die Gruppenumfänge fUr die verschiedenen Kombina-
tionen von Diagnosen im Trainingssarrple viel zu klein wären, 
haben wir die Krankheiten nach ihrem Risiko fUr den Patien-
ten rangiert und Patienten mit Kont>inationen der Erkrankung 
zugeteilt , die das höchste Risiko aufwies . 
Abb . 2: Trennung der Normalfälle von Pankreaserkrankungen 
--- durch paarweise lineare Diskriminanzanalyse 
Die empirische und die theoreti sche Verteilung bei der Gruppen 
aufgrund der Diskriminanzanalyse (Abszisse) sind eingetragen. 
10 
5 
N- 29 !9il 
P- 84 cza 
Mahalanobis Abstand-1~2 
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Da der Pankreasfunktionstest kontinuierliche Werte lie-
fert , kam als Trennverfahren die "klassische" Diskriminanz-
analyse in Frage . Die Covarianzmatrizen der 6 Gruppen -
einschließlich der Gruppe "Norrralfälle" - waren ungleich . 
Daher wurde die nichtlineare Diskriminanzanalyse, welche 
die Gleichheit der Covarianzmatrizen im Gegensatz zur line-
aren nicht voraussetzt , angewarx:l.t .Die Rechnungen wurden mit 
der Programnsanmlung STATSYS [ VIC'roR et al. , 1973] durch-
geführt . 
Die Bedingung 
"Gruppenanzahl <Vari abl enanzahl< kleinster Gruppenumfang", 
die bei der nichtlinearen Di skrirninanzanalyse erfUllt sein 
rruß, erforderte eine Variablenzahl , die zwischen der Zahl 
6 als Gruppenanzahl und 16 als anfänglich kleinstem Gruppen-
umfang liegen nußte . Die 77 Variablen wurden durch Auswahl 
der Fraktionen mit den höchsten Sekretionswerten auf 13 
reduziert . Innerhalb di eser Fraktionen wurden di e trenn-
kräf t i gsten Variablen durch eine aufbauende, paarweise , 
lineare Diskriminanzanalyse ausgewählt in Ernangelung eines 
aufbauenden Verfahrens für die nichtlineare Diskriminanz-
analyse . Es fehlt bei der nichtlinearen Diskrirninanzanalyse 
ein eindeutiges Maß für die Trennung wie der Mahalanobis ' 
sehe Abstand, der es erlaubt , die Trennung der Gruppen d.urch 
Darst ellung der Verteilungen der Tr'ennwerte anschaulich zu 
Tab . 1: Anzahl der Variablen, die bei einem Patienten mit 
Pankreasfunktionstest erfaßt werden. 
Art der Variablen 
Anamnese und Befund 
Iabor • ) 
Pankreasfunktionstest • ) 
Subjektive Testbeurteilung 
Diagnosen (Außenkri terien) 
SUrrrne 
Anzahl 
213 
69 
17 
99 
63 
521 
*)~titative Werte (die übrigen sind qualitativer Natur) 
nachen (Abb . 2); Prograrrrne , die aroere Kriterien (z .B. Er-
wartungswert der tatsächlichen Fehlerrate) benutzen, stan-
den uns nicht zur Verf'Ugung. 
Oie benutzten Oiskriminanzanalyseprograsrrre haben den Nach-
teil, daß auch eine geringe Wckenhaftigkeit der Daten, wie 
sie z .B. bei den Iabordaten unvermeidlich ist, unzulässig 
ist . Ferner können quantitative und qualitative Daten bei 
der "klassischen" Diskriminanzanalyse nicht gleichzeitig 
verwendet werden. Alle diese Einschränkungen zwingen beim 
PankreasfUnktionstest zu einer starken Einengung der ver-
wertbaren Daten aus einer Gesamtmenge von 359 Angaben, die 
von jedem Patienten als Ei nflußgrößen erfaßt werden (Tab . 1) 
Um diesen Informationsschwund zu umgehen, ist man zu einer 
schrittweisen Datenverdich-
tung gezwwigen, wobei leicht. 
die Uberschaubarkeit des 
Verfahrens verlorengeht . 
Tab. 2: Einordnung von 157 Patienten aus der Routine durch eine nichtlineare 
Diskriminanzfonrel fUr 6 D~sen 
TATSACHLICHE 
DIAGNOSE DIAGNOSEN DER DISKRIMINANZFORMEL 
DIAGNOSEN AUSSERHALB DER 
DISKRIMINANZFORMEL 
Die GUte einer Trennformel 
kann bei kleinen Gruppen-
umfängen mit Hilfe der soge-
nannten Reklassifizierung 
nicht ausreichend beurteilt 
werden [vgl . z .B. die Unter-
suchungen von MICHAELIS, 
1972; sowie CHRISTL und 
S'IDCK, 1973] . 
EINORO · 
NUNG DURCH 
DISKRIMINANZ • 
ANALYSE 
Normah.• Ponkre- Catzil. Chron. !Akutes 
Ponkre- askar - Pai<rea· rezidiv. Ulkus Chron1-1Magen-1Leber ISonsti - rnbe-
.Summe 
sches Darm · Galle- ~e konnte 
asfunk - zinam titis Ponkre- Ulkus Erkran- Erkran- rkran- Erl<ran-
hon otitis koogen kungen kungen kungen 
Normaler Pankreas -
lunktoanslest 
Ponkreas-
karz1nom 
Catz1f iz1erende 
Ponkreatot1s 
Chronisch rezid. 
Pankreatitis 
Akutes Ulkus 
ventr et Ouoden1 
Chran. Ulkus 
11entr et Ouodent 
Summe 11 
3 
5 
3 13 
4 3 24 22 
4 18 
4 
8 
9 5 32 
12 8 34 
10 21 61 
"'.!7 4 35 157 
Wegen des zu optimisti-
schen Ergebnisses '-------Summe 59 ------' 
der Reklassifizie-
rung kann si e praktisch nur für di e Auswahl von Variablen 
eingesetzt werden. In der Beurteilung der Trenngüte ist rran 
auf die Ergebnisse der Klassifizierung neuer Fälle ange-
wiesen, ein Verfahren, das sehr zeitaufwendig ist, da die 
entsprechenden Fälle erst untersucht werden müssen. Beim 
PankreasfUnktionstest !lllßten wir 2 Jahre warten, bis die 
Trefferrate für den 4-Gruppenfall von 48% auf 65% hochklet-
terte (Abb. 3) ; zur exakten Beurteilung solch einer Kurve 
ni.lßten Vertrauensgrenzen bestimnt werden. 
Die Kreuzvalidisierung als Ersatz fUr ein "Testsample" ist 
in Fällen wie den unsrigen, wo rran mit der Anzahl der Vari-
ablen möglichst nahe am kleinsten Gruppenumfang bleiben 
will, nur dann verwertbar, wenn nicht mehr als 1 Patient 
aus der Berechnung der Trennformel herausgenomnen und dann 
neu eingeordnet wird (one-hold-out-method) . Diese Form der 
Kreuzvalidisierung ist mit den vorliegenden F'rogrannen sehr 
rechenintensiv und nur mit einer Prozedur durchfUhrbar, 
welche die Umstellung der Dateien aut<lllatisch besorgt . Für 
die nichtlineare Diskriminanzanalyse wurde von DRFX:HSLER 
Abb . 3: Trefferrate der Trennforneln mit wachse.nder Patien-
tenzahl bei Reklassifizierung und Neuklassifizie-
rung in 4 Gruppen (normal , chronisch rezidivieren-
de Pankreatitis, kalzifizierende Pankreatitis, 
Pankreaskarzinom) 
Durchgezogene Linien: Reklassifizierung 
Neuklassi fizierung Gestrichelte Linien: 
Tretterrote 
(%) 
100 Juli Okt. AP-ril Sepl Juni Febr. 7~071 71 72 73 
90 
80 .......... ..... ............ „ ............ „ .. „.. . . . „.~Trefferrote der ~ Kreuzvolidisie-
70 - ·- ·- ·- ·- ·- ·- ·- ·- ·- ·r·;;:-·- ·-·- mit158 
60 ..... „„ ••. „.„.„„„„„„ ,Ro..„„.„„ .. „.~ „ ... ~'b' „.„ ... Fällen(Vertrou· 
/ ', / ensgrenzen.5%) 
50 ,' ' , 
'(.. d 'r! 
50 100 150 Gesamtzahl 
der Patienten 
und BI.OMER [1974J ein verkUrztes Rechenverfahren zur Durch-
fUhrung der Kreuzvalidisierung angegeben. Die mit diesem 
Verfahren bestinmte Trefferrate beim Pankreasfunktionstest 
fUr den 4-Gruppenfall beträgt 70% . Die 5-%igen Vertrauens-
grenzen nach der Binomialverteilung liegen zwischen 62% 
und 77% . Wir haben großen Wert darauf gelegt , die endgül-
tige GUte der Diskriminanzanalyse sehr frUh zu erkennen 
und nicht zu optimistisch anzugeben, damit dem Mediziner 
nicht unberechtigte Hoffnung geirecht wird. 
Als Gütemaß der Trennung wurde die Trefferrate berechnet , 
d.h. die Prozentzahl der richtig ei.ngeordneten Patienten 
bezüglich aller eingeordneten Patienten . Bei mehr als 1o 
Gruppen könnte nan zur Berechnung der Trefferrate die Fälle 
heranziehen, bei denen die richtige Diagnose sich unter 
den beiden Diagnosen mit den höchsten Wahrscheinlichkeiten 
befindet . 
Die StmJre der Wahrscheinlichkei ten aller Fälle einer Gruppe , 
bezogen auf den Gruppenumfang dieser Diagnosen, könnte ein 
weiteres Gütemaß sein . Es wird fUr die Praxis vorgeschlagen, 
solche Gütemaße durch die Diskriminanzanalyseprogranme er-
rechnen und ausgeben zu lassen. Ebenso sollte bei allen 
F'rogrannen fUr Trennverfahren die Identifikationsz.ahl und 
das Außenkriterium eines Patienten mit ausgegeben werden. 
Es hat sich al s zu mühsam erwiesen, nach jedem Lauf die 
Fälle nach der Reihenfolge ihrer Eing;abe zu identifizieren. 
Seit August 1973 werden die Werte der DiskriminanzfUnktio-
nen für die Beurteilung des Pankreasfunktionstestes von 
der Klinik täglich benutzt . Beim Routineeinsatz traten fol-
gende Schwierigkeiten auf: Eine Fehlerkontrolle der über-
tragenen Daten rru.ßte eingeschaltet werden, da die Fehler-
rate bezogen auf Patienten trotz geringer Ubertragungsrate 
(täglich 26 bis 52 Daten) 10% betrug. Artefakte (2% des 
Patientenguts) !TÜssen erkannt werden. Für vorzeitig abge-
brochene Pankreasfunktionsteste (5%) und fUr Patienten mit 
verärn.erten anatomischen Verhältnissen nach Operationen an 
Gallenblase oder Magen (2o%) müssen eigene Trennfonreln be-
reitgestellt werden. 
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Tab . 3: Trefferraten der nichtlinearen Diskriminanzanalyse 
- -- bei Einordnung von Patienten aus der Routine , die 
keiner der 6 Diagnosen der Trennformel angehören 
.Treff errate 
Gruppen-
bildung 
Innerhalb der 6 
Diagnosen der 
Diskr:iminanz-
formel 
Unter Einschluss 
aller Di agnosen 
in der Routine 
6 Diagnosen 
Pankreaserkranl<un-
gen gegenüber son-
stigen Oberbauch-
erkrankungen und 
Pankreasgesunden 
Normaler Pankreas-
funktionstest 
gegenüber Patholo-
gischem Pankreas-
funktionstest 
§~ (65 %) 
51 (86 %) 
59 
58 59 (98 %) 
38 157 (24 %) 
129 (82 %) 157 
150 (96 %) 157 
Die größten Schwierigkeiten bereiten Patienten mit einer 
Erkrankung, die noch nicht als Gruppe in die Diskriminanz-
analyse einbezogen ist . Solche Fälle, die bisher dennoch 
mit Hil fe der Diskr:iminanzformel ei ngeordnet werden, be-
lasten als falsch Positive das Trennergebnis erheblich 
(Tab . 2) . So sinkt die Treff errate für den Pankreasfunk-
t i onstest im 6-Gruppenfall von 65% auf 24% . Glücklicher-
weise werden die falsch Positiven vorwiegend in die Ulcus-
Tab . 4: Ubereinstinroung in der Testbeurteilung zwischen 
Arzt und Computer bei Patienten mit objektiviertem 
Befund 
Gruppen eingeordnet durch Tatsächliche Gruppe SUJlJTle 
normal pankreas-
krank 
normal 7 0 7 
nonnal, Arzt pankreas-
0 1 1 krank Oom-
10 5 5 puter normal pankreas-
Arzt Pankreas- 0 40 4o krank krank 
SUnrne 12 46 58 
tibereinstinroung Arzt , Computer und Wirklichkei t : 7;~0=0 ,81 
Übereinstinroung Arzt und Computer in Wider-
spruch zur Wirklichkeit : 
Übereinstinroung Arzt und Wirklichkeit : 
tibereinstinroung Computer und Wirklichkeit : 
falsch positive Einordnung durch den Arzt : 
falsch posit ive Einordnung durch den Computer : 
falsch negative Einordnung durch den Arzt : 
falsch negative Einordnung durch den Computer: 
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0 wo,o 
53 58"=0 ,92 
52 ?ff=0 ,90 
0 12-0 ,0 
5_ 12'"0,42 
~0, 11 
1 Qb"0 ,02 
gruppen eingereiht , so daß bei Reduzierung auf den 3-Grup-
penfall (Normal , Pankreaserkrankung, sonstige Oberbaucher-
krankung) eine Aussagekraft von 82% erreicht wird ('l'ab . 3) . 
Das bedeutet, daß die Gruppe der Oberbaucherkrankungen ab-
getrennt werden kann. Diese Aussage konnte die Klinik ohne 
computerunterstützte Diagnostik bisher nicht treffen . 
Die Anzahl der falsch Positi ven wird zurückgehen, wenn die 
Anzahl der Gruppen erhöht wird. Das Problem der Ausreißer 
kann jedoch nie völlig beseiti gt werden, auch i n Anbetracht 
der oben gezeigten kleinen Gruppenumfänge . Da die bedingten 
Einordnungswahrscheinlichkeiten auf solche Fälle keinen Hin· 
weis geben, wird ein Ausreißerkriterium dringend benötigt . 
Ein Vergleich der Diskriminanzanalyse mit dem Einordnungs-
ergebnis des Arztes, das nur für den 2-Gruppenfall normaler 
oder pathologischer Test möglich ist , zeigt, daß die Dis-
krirninanzanalyse hierbei die Treff sicherheit des Arztes 
erreicht . Stinmen Arzt- und Computeraussage überein, so 
waren di e Einordnungen inmer richtig. Beim Widerspruch ~ber· 
wog beim Arzt die Rate der falsch Negat i ven und beim Com-
puter der falsch Positiven (Tab . 4) . 
Als weitere Verbesserung der Diskriminanzanalyse sei noch 
die Anzeige des Schweregrades einer Erkrankung und die An-
zeige eines Ubergangfalles gefordert , d .h . eines Patienten, 
der von einer Gruppe zur anderen wandert . Auch hi erbei 
läßt si ch in unserem Pati entengut durch die Höhe der Ein-
ordnungswahrscheinlichkeiten kein Hinweis f i nden, da es sie! 
bei den Einordnungswahrscheinlichkeiten um bedingte Wahr-
scheinli chkei ten handel t . 
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