Abstract-Visual sensitivity is comprehensively described by the contrast sensitivity function (CSF), but current routine clinical care does not include its assessment because of the time-consuming need to estimate thresholds for a large number of spatial frequencies. The quick CSF method, however, dramatically reduces testing times by using a Bayesian information maximization rule. We evaluate the test-retest variability of a tablet-based quick CSF implementation in a study with 100 subjects who repeatedly assessed their vision with and without optical correction. We first discuss two commonly used measures of repeatability, intraclass correlation and the Bland-Altman Coefficient of Repeatability, and show that they are vulnerable to artifacts. Instead, we propose to formulate precision as an information retrieval task: from all repeat test scores, can we retrieve a certain individual based on their first test score? We then use rank-based analyses such as mean average precision as a better measure to compare different test metrics, and show that the highest test-retest precision is achieved using a summary statistic, the area under the log CSF (AULCSF). This demonstrates the benefit of assessment of the whole CSF compared to sensitivity at individual spatial frequencies only. AULCSF also yields best discrimination performance (99.2%) between measurements that were taken with and without glasses, respectively, even better than CSF Acuity. The tablet-based quick CSF thus enables the rapid and reliable home monitoring of visual function, which has the potential to improve early diagnosis and treatment of ophthalmic pathologies such as diabetic retinopathy or age-related macular degeneration.
I. INTRODUCTION

V
ISION is the most important sense for many everyday tasks, and blindness ranks highly among most-feared ailments [1] . Because of the global demographic trends of aging and obesity, however, the prevalence of vision loss is predicted to rise dramatically over the next few decades (e.g., 135% by 2050 according to [2] ). The most common causes for vision loss are neuro-degenerative eye diseases such as age-related macular degeneration [3] , diabetic retinopathy [4] , or glaucoma [5] , for which early diagnosis and treatment are critical. While moderate levels of myopia, or nearsightedness, can typically be corrected by optical devices or surgery, high myopia is also associated with severe eye conditions such as glaucoma and retinal detachment [6] ; prevalence of myopia is estimated between 15 and almost 50% in the global adult population [7] . Therefore, regular monitoring of visual function at least in at-risk populations would be desirable; however, the economic costs and practical burdens of doctor's office visits lead to poor compliance. For example, less than one third of patients returned for a diabetic retinopathy screening at least every 15 months in a recent study, with geographic access as a significant predictor of compliance [8] . As a consequence, a number of vision tests have been developed that can be run at home without supervision. In this paper, we are introducing new metrics to evaluate precision and repeatability of clinical measurements, and thus their suitability for disease monitoring.
For example, several apps have been developed that utilize high-resolution screens of smartphones and tablets to assess visual function [9] - [12] , but they are typically restricted to acuity-like measures, i.e., the highest resolving power of the optical system to discern black-on-white optotypes; the Amsler grid [13] has also been implemented as an app [14] , and hardware add-ons are available to determine the eye's refractive error on a smartphone [15] .
However, visual function depends not only on optical, but also neural factors. The contrast sensitivity function (CSF) thus provides a more fundamental and comprehensive assessment of visual performance than acuity by relating spatial frequency, or size, to the minimum contrast required to discern patterns of that size. Contrast sensitivity is better correlated with visual quality of life [16] , [17] and notably may be impaired in neurodegenerative ocular pathologies even when acuity is unaffected [18] , [19] . Despite its clinical value, contrast sensitivity testing has not found its way into routine clinical care because of practical constraints. The straightforward approach of testing all possible combinations of spatial frequency and contrast is too time-consuming, and coarse, heuristic sampling of this twodimensional parameter space [20] limits a test's sensitivity. A further constraint is imposed by the prevalent use of paper charts that may be memorized, and only recently have contrast sensitivity tests begun to utilize high-fidelity computer and tablet displays [21] - [25] . A more principled approach to efficiently assess the whole CSF has been proposed in [26] , based on the insight that the human CSF can be described by only four parameters [27] . By using a Bayesian approach that maximizes information gain over a very large set of possible stimuli, the number of trials to reliably estimate the CSF was reduced from several hundreds using traditional methods to several dozens using the quick CSF method.
Because of the additional information provided by the CSF compared to scalar measures such as acuity, a variety of features can be derived from a single test, and the output of other tests as well might differ in sensitivity, quantization, and dynamic range. Thus, the comparative evaluation of their precision and repeatability is challenging. In the following, we will analyze established methods of the assessment of repeatability and introduce rank-based analysis as a better measure of clinical test-retest variability. For an empirical evaluation, we use a tablet-based implementation of the quick CSF [22] to collect a large data set of vision in myopic (near-sighted) subjects and controls.
II. PRECISION AND REPEATABILITY OF MEASUREMENTS
In order to be clinically useful, measurements need to be precise and sensitive to changes in the ground truth due to disease progression or remediation. Two major sources of imprecision typically are noise in the measurement device and momentto-moment variability of the phenomenon under observation; in the case of the contrast sensitivity function, such variability may occur because of neural noise, lack of attention, finger lapses, and small diurnal changes in visual sensitivity. According to ISO norm 5725-1, precision is the general term for similarity between repeated measurements [28] . For clinical testing, the standard tools to assess this similarity, or test-retest variability, are the intra-class correlation coefficient (ICC) and the BlandAltman coefficient of repeatability (CoR) [29] , which in line with the ISO definition is based on the standard deviation of test-retest differences.
However, precision in this sense may be achieved almost trivially by making a clinical test insensitive to change, for example by strong quantization of the test scores. In the extreme case, a test with a binary outcome, such as light perception, might have almost perfect repeatability but little discriminatory power for changes in visual function, or between different members of the population. In the following, we will therefore use the term rank precision to denote the desired quality of a measurement system that i) returns (almost) the same output for repeated measurements of the same ground truth; and ii) returns (with a high probability) different outputs for different ground truths.
The common repeatability metrics have further drawbacks. The ICC is dominated by the values at either end of the test range and is therefore sensitive to outliers; the CoR does not suffer from this problem, and also may provide an intuitive threshold for how much change between two tests should be considered statistically significant. However, this threshold rests on the assumption that tests are homoscedastic, i.e., that measurement error is independent of the magnitude of the ground truth (e.g., patients with poor vision perform tests as reliably as normal-sighted controls); its usefulness is also limited by the quantization of many tests. For example, the popular ETDRS vision chart has a coarse resolution of 0.1 log10 units in optotype sizes; while the 95% Coefficient of Repeatability may be 0.14 log10 units of test-retest difference [30] , an individual patient's visual acuity needs to change at least 0.2 log10 units for reliable change detection.
Finally, as noted by Bland and Altman already, absolute CoR values do not directly relate to clinical meaningfulness. In the following, we will see that measures with higher ('worse') coefficients of repeatability may yet be more precise than measures with a lower CoR. Responsiveness, which is the ratio of the clinically relevant difference to variability in stable subjects, has been proposed to address this issue [31] ; however, responsiveness assumes normally distributed data and, like CoR, a measurement error that is independent of the magnitude of the ground truth.
For these reasons, we choose to evaluate the quick CSF method using techniques from information retrieval. In information retrieval, the goal is to retrieve, from a large set of documents, only relevant items following a query. In our case, the query is the first measurement M 1 , and Mean Average Precision (MAP) as a standard tool to assess ranked retrieval results can be used to evaluate test-retest rank precision. Because MAP scores may not be immediately intuitive, we also introduce a new rank-based measure, Fractional Rank Precision (FRP), that has an intuitive dynamic range from 0.5 (chance) to 1.0 (perfect test-retest identification).
III. METHODS
A. iPad-Based Quick CSF Implementation
We used an iOS-based implementation of the quick CSF method [22] , [26] with several changes to experimental parameters. Notably, while previous implementations had used sine-wave gratings as stimuli, we here used a set of 10 Sloan letters [32] that were bandpass-filtered with a raised cosine window with peak frequency 4.5 cycles per letter to increase spatial frequency specificity [33] ; the reduced guessing rate when going from two to 10 alternatives has been shown to result in greater efficiency [34] .
Comfortably seated, subjects held an iPad 4 that was set to a mean screen luminance of 185 cd/m 2 at a viewing distance of 60 cm. In each of 50 trials, a bandpass-filtered Sloan letter was shown for 500 ms. Its identity was chosen at random, and its spatial frequency and contrast were chosen as below. After stimulus presentation, the subject registered their response by touchselecting a letter from an array on the screen (10-Alternatives Forced Choice). The stimulus space was log-spaced and comprised 24 spatial scales (0.64 to 41 cycles per degree (cpd)) and 48 contrast levels (0.2 to 100%); for this set of 1152 stimulus parameter options, the quick CSF method determined the expected information gain based on the history of trials and a sample of possible CSFs in a four-dimensional search space (describing peak spatial frequency f max and peak sensitivity γ max , bandwidth β, and a low-frequency truncation parameter δ). In order to avoid uninformative regions of the stimulus space, the next stimulus was then chosen to maximize information gain.
B. Experimental Data Collection
Participants were recruited among students and faculty of Jilin University of Finance and Economics; the experimental design followed the principles of the Declaration of Helsinki and was approved by the university's ethics committee under protocol no. IPBWH1101.
Complete data sets as described below were collected from 100 subjects that were classified as either myopes (self-reporting as wearing optical correction; 62 participants aged 18-75 years; mean = 22, s.d. = 5.7 years; self-reported refraction mean = −3.9D, s.d. = 1.6) or controls (no optical correction; 38 participants, 17-45 years; mean = 22, s.d. = 7.8 years). Six additional subjects participated in the study, but were later excluded because of missing data (the first 5 subjects were tested only monocularly; one subject did not complete 50 trials per test).
All subjects ran the test multiple times. Controls were tested monocularly in both eyes and binocularly; to estimate the testretest variability of the procedure, one of these three conditions (randomly chosen) was repeated. Myopes were tested both with and without their optical correction, with one repeat, for a total of 7 conditions.
C. Statistical Analysis
For improved analysis accuracy, data were re-scored on a regular workstation PC to overcome limitations of computational power and memory on the iPad. Whereas the iPad version used a CSF search space with about 300000 nodes, re-scoring utilized ca. 2 million grid nodes. Furthermore, the quick CSF assumed a uniform prior during the original experiment. During off-line analysis, the posterior distribution after 50 trials for all of the 586 data sets available was used as the prior for an additional re-scoring step.
In principle, the test outcome is completely described by a joint probability distribution of the four CSF parameters f max , γ max , β, δ. For better intuition, however, we sampled 2500 CSF parameter sets from the posterior distribution and computed the median contrast sensitivity for 2000 spatial frequencies in the range from 0.36 to 73 cpd (extending the range of presentable stimuli by 0.25 log10 units on either side, step size 0.0011 log10 units). From this, we picked sensitivities for six individual spatial frequencies (1, 1.5, 3, 6, 12, and 18 cpd) and also computed CSF Acuity, i.e., the intersection of the CSF with the x axis (where contrast threshold is 100%). Furthermore, we calculated the AULCSF [35] , i.e., the area under the log CSF. Instead of computing the area for the entire range of spatial frequencies that we tested (0.64 to 41 cpd), which would make it impossible to compare this number across studies that differ in, e.g., screen size or viewing distance, we integrated over the range from 1.5 to 18 cpd. This range is in line with guidelines by the Food and Drug Administration (FDA) and, e.g., ANSI standards for evaluation of multifocal intraocular lenses [36] , which recommend testing contrast vision at 1.5, 3, 6, and 12 cpd for mesopic and at 3, 6, 12, and 18 cpd under photopic conditions. Specifically, we used Riemannian integration with a step size of 0.0011 log10 units (see above) on the x axis of the CSF plotted as logarithmic sensitivity (inverse of threshold contrast) against logarithmic spatial frequency. Because the range of 1.5 to 18 cpd spans close to one log10 unit (1.08), our AULCSF approximately corresponds to the mean sensitivity over this range.
For each of the features above, we performed rank-precision analysis as follows: Let M S 2 be the set of all N re-test measurements. We sort this set by distance to the first measurement M 2 ) per query, average precision can be simply computed by AveP = 1/r(i), and we obtain mean AveP (MAP) [37] by repeating this process for each subject S k , k = 1, . . . , N; for additional robustness, we computed MAP both for identifying tests from retests and for identifying retests from tests.
In principle, the dynamic range of MAP extends from nearzero (2/N ) for very poor rank precision to 1.0 for perfect rank precision and thus provides a very intuitive description of performance. In practice, however, greater emphasis is placed on very good query matches (for example, a pair of queries with returned ranks of 1 and 3 yields a higher MAP than returned ranks of 2 and 2), and the meaningfulness of a MAP difference may be less clear. Therefore, we propose a new measure, also based on ranking retests by their similarity to the tests, that we call Fractional Rank Precision
This measure ranges from 0.5 (chance) to 1.0 (perfect test-retest identification) and has an intuitive interpretation because FRP describes test-retest variability in terms of population variability: if we were to sort our subjects by visual function, on average the percentile for a specific subject in repeated assessments would differ by (1-FRP)/2. Repeatability measures are affected by quantization of test results, and the size of this effect depends on how close the observed values lie to the quantization thresholds. For example, because of measurement noise, a hypothetical test might yield test-retest measures of 1.06 and 0.99; a test with 0.1 units step size might then report 1.1 and 1.0, respectively. For measures of 1.03 and 0.96, however, the same actual test-retest difference would yield a quantized output of 1.0 for both test and retest, and thus seemingly show perfect repeatability. In order to assess this effect for our analysis on quantization (Section IV-B), we resampled our data set 1000 times, adding Gaussian noise to each test with a standard deviation that mimicked the distribution of observed test-retest differences. 
D. Prediction of Optical Correction Status
To further assess the usefulness of different features in describing functional vision, we performed a simple classification task. For each subject with optical correction, we had four pairs of measurements that differed in their correction status (left eye, right eye, both eyes, and one repeat), i.e., 248 correcteduncorrected pairs overall. Under the assumption that optical correction improves functional vision, we calculated the number of times a feature was higher (better) in the measurement with correction. In order to assess the effect size of optical correction for a feature, relative to its test-retest variability, we also looked at the 124 pair-wise comparisons based on triplets of testretest pairs and their one correction-complement measurement (e.g., for a repeated binocular measurement with glasses, the correction-complement was the binocular measurement without glasses): how often was the difference between corrected and uncorrected measurement greater than the difference between the repeated measurements (in our data, 30 uncorrected test-retest pairs and 32 corrected)?
IV. RESULTS
A. Test-Retest Variability and Rank Precision
Bland-Altman CoR and inter-class correlation for two selected features are graphically shown in Fig. 1 and full results are tabularized in Table I . As can be seen in Fig. 1 , test results for sensitivity at 1.0 cpd range from roughly 0.8 to 2.0, whereas AULCSF scores range down to almost zero. In both top panels, the plots do not show obvious dependencies of testretest differences on the magnitude of the mean test score; linear regression of absolute differences against the mean confirms no statistically significant relationship (for AULCSF, p = 0.43, R 2 < 0.01; for sensitivity at 1 cpd, p = 0.14, R 2 = 0.02). The standard deviation of differences for 1.0 cpd is slightly smaller than for AULCSF. Scatterplots in the bottom panels also show the strong linear relationship between test and retest scores. For the AULCSF feature, the test-retest agreement is excellent, with an explained variance R 2 between test and retest of 0.96; the slope of the regression line is 0.994 (p << 0.001) with a non-significant intercept term (p = 0.4).
MAP scores are listed in the fourth column of Table I . The AULCSF yields highest MAP; i.e., the AULCSF is the best feature to identify a pair of test-retest measurements, even though it summarizes over a broad range of spatial frequencies. Sensitivities for the lower spatial frequencies 1.0 and 1.5 cpd vary less across subjects in our study and are therefore less discriminative. Despite their worse rank precision, however, these sensitivities show smaller test-retest CoR than the AULCSF. The same pattern can be seen for fractional rank precision in the fifth column of Table I ; again, AULCSF is the feature with the highest test-retest precision. Because of the more linear nature of FRP compared to MAP, however, the worst feature according to FRP is sensitivity at 1 cpd, which has relatively small dynamic range; for MAP, the relatively large number of ties at higher spatial frequencies (many subjects scoring 0) makes sensitivities at 12 and 18 cpd the worst features instead. Fig. 2 shows how the repeatability measures for the feature AULCSF change as a function of test score quantization. For extreme quantization levels (all test-retest scores are the same), CoR even indicates perfect repeatability; ICC is ill-defined (division by zero), and only MAP and FRP give scores in line with intuition (2/N and 0.5, respectively, i.e., chance). Intuitively, a measure of precision should also monotonically decrease with increasing quantization; for CoR and ICC, this is only the case for the average of 1000 resamplings of our data set shown in Fig. 2 . The variability across resamplings of our data set with 100 pairs of repeated measurements is shown in Fig. 3 : because ICC and CoR are sensitive to small perturbations of the data, monotonicity often does not hold. 
B. Quantization Artifacts
C. Prediction of Optical Correction Status
Results for the optical correction status are shown in the middle column of Table II . Even though the milder levels of myopia in our cohort should not impair vision substantially at the short viewing distance of 60 cm, all features correlate well with functional vision, but to a varying degree. For all but two measurement pairs, the AULCSF was higher in measurements with glasses than without glasses, yielding an accuracy of 99.2%. CSF Acuity performed only slightly worse with an accuracy Fig. 4 . Visualization of the effect of optical correction on AULCSF, CSF Acuity, and sensitivity at 1 cpd. The AULCSF shows best separation between the two conditions (cf . Table II) .
of 97.6%; sensitivity to very low spatial frequencies (1.0 cpd) changed less with optical correction and thus yielded 84.7%. The rightmost column of Table II shows how often the test difference due to optical correction was greater than the difference between the corresponding test-retest pair. As with optical status prediction, AULCSF and sensitivities at 6 and 12 cpd perform best, but sensitivity at 1 cpd is particularly bad with a small effect size relative to test-retest variability.
This effect can also be seen in Fig. 4 : AULCSF, CSF Acuity, and sensitivity at 1 cpd all are clearly biased towards better scores with correction, but the 1 cpd score is clustered much more tightly around the diagonal (i.e., less discriminative).
V. DISCUSSION
Novel vision tests rest on computationally expensive algorithms to provide a more comprehensive description of visual function. Thus, they have the potential to improve clinical care and research by more precise measurement of the effects of disease progression or ophthalmic interventions. A common proxy to study precision of a test is to assess its test-retest variability; however, standard methods to assess clinical precision and test-retest variability may be inadequate for the more complex, higher-dimensional test outputs.
By using a Bayesian information maximization algorithm, the quick CSF [26] efficiently estimates the whole contrast sensitivity function within 2-5 minutes. Here, we extended a tablet-based implementation of the quick CSF method [22] to use a greater number of optotypes and thus increase efficiency even further. Various other apps exist that enable vision testing on smartphones and tablets [38] ; however, these typically only transfer existing, hand-scored eye chart technology onto electronic devices, without necessarily utilizing the greater computational power these devices offer.
In the present study, the quick CSF method was always initialized with a flat prior during data collection. In principle and in the spirit of personalized medicine, even higher efficiency may be obtained by using the posterior of previous tests by the same subject as the prior, which would reduce the number of initial trials where the algorithm homes in on the general threshold area. At an intermediate level of personalization, we here used the posterior of all subjects as a prior during rescoring. Given a sufficiently large data set, it may also be possible to use a prior that is representative of the entire population.
Ultimately, the purpose of a vision test is to reliably detect even small changes in visual function. High repeatability is only a necessary but not sufficient condition for this goal; for example, test score quantization such as in common paper charts may improve repeatability, but impairs the ability to track change. Because commonly used measures of test-retest variability suffer from such artifacts and are vulnerable to outliers, we here proposed to use rank-based measures that express testretest variability in terms of population variability. Using mean average precision and fractional rank precision, we compared different features of the quick CSF method and found that the summary statistic AULCSF was more rank-precise in identifying pairs of test-retest measurements than, e.g., sensitivity at low spatial frequencies, despite a higher Bland-Altman Coefficient of Repeatability. Rank-based measures can also be used to compare different vision tests, although it should be noted that scores depend on the specific subject cohort and thus can be meaningfully compared only within studies. A recent study found that the AULCSF of the quick CSF had a similar CoR as the well-established Pelli-Robson contrast sensitivity chart and the ETDRS visual acuity chart in a normative cohort, but substantially better FRP [39] . The FRP of the AULCSF was reduced to that of Pelli-Robson and ETDRS only when the AULCSF scores (that ranged from about 0.5 to 2 log10 units) were strongly quantized to a step size of 0.25 log10 units.
We also showed that the quick CSF method was sensitive to the change in visual function due to optical correction; in only two out of 248 measurement pairs was the AULCSF for a test with glasses lower than the corresponding test without. In contrast, the Pelli-Robson chart reliably detects defocus in myopes only at -3D or more refractive power [40] (in our data set, 27 out of 124 study eyes required less than 3 diopters of correction). However, one limitation of our study is that refractive error was only self-reported.
Our tablet-based quick CSF implementation has already been used for clinical and neuroscientific research both inside and outside of the laboratory, e.g., to screen amblyopia in children [41] or to track the development of vision in congenitally blind children and teenagers after cataract removal [42] . Yet, in these studies, the test was still supervised by a researcher. The greatest benefit of a precise vision test on a portable device might be realized in regular home monitoring; this is particularly true for neurodegenerative diseases such as age-related macular degeneration and diabetic retinopathy, where early detection of subtle changes in visual function might enable interventions to stop or even revert vision loss. However, completely unsupervised settings such as the home pose further challenges to the robustness of a test; for example, different light conditions and glare might affect test results. Changes in viewing distance also change the retinal size of presented stimuli, but we note that the front-facing camera of the iPad may be used to ensure viewing distance compliance.
In summary, we here made theoretical and practical contributions to the comparative analysis of clinical outcome measures, and demonstrated the sensitivity and precision of a vision test on a portable device.
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