Abstract. We compute the Taylor coefficients of p n f − 1, where p n denotes the optimal polynomial approximant of degree n to 1/f in a Hilbert space H 2 ω of analytic functions over the unit disc D, and f is a polynomial of degree d with d simple zeros. As an application, we show that the sequence {p n f − 1} n∈N is uniformly bounded on the closed unit disc and, if f has no zeros inside D, the sequence {p n f − 1} converges uniformly to 0 on compact subsets of the complement of the zeros of f in D.
Introduction
Consider a sequence of weights ω = {ω k } k∈N such that ω 0 = 1, ω k > 0 and ω k /ω k+1 → 1 as k → ∞, and define the weighted Hardy space H 
For instance, the choices ω k = 1/(k+1), 1, (k+1), give, respectively, the Bergman A 2 , Hardy H 2 and Dirichlet D spaces. They are reproducing kernel Hilbert spaces with the corresponding induced inner product
The reproducing kernel k(z, w) at a point w ∈ D is given by
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For more information on these spaces see [9] , and for more on the particular cases of Hardy, Bergman, and Dirichlet spaces, see [6, 10, 7, 11, 8] .
In this article, we will examine the boundary behavior of certain polynomials that approximate, in some sense, inverses of functions in these analytic function spaces. More specifically, for a function f ∈ H 2 ω (not identically 0), we say that p n is the optimal polynomial approximant to 1/f of degree n ∈ N if p n is the polynomial of degree less or equal to n minimizing p n f − 1 ω . Existence and uniqueness of p n follows from the fact that p n f is the orthogonal projection of 1 onto the finite dimensional space P n · f, where P n is the set of all polynomials of degree at most n. This definition arises naturally from classical problems in function theory. In particular, cyclic functions are characterized as those functions for which p n f − 1 ω → 0 as n → ∞. The concept of optimal polynomial approximant was introduced in [1] . These polynomials turn out to be closely connected to reproducing kernels and orthogonal polynomials in weighted Hardy spaces, see [4] . However, only a few explicit examples have been computed, including those for 1 − z in any space H 2 ω in [9] and for (1 − z) s for Re(s) > 0 in H 2 in [5] . The first goal of the present article is to provide an efficient method via a closed formula to compute the coefficients of p n f − 1, and hence those of p n , whenever f is a polynomial. Since for a function f such that f (0) = 0, the optimal approximants are always identically 0, we assume throughout that f (0) = 0. Our method is described for a function f which is a polynomial with simple zeros. It seems as though the same principles will also solve the general case of higher multiplicities, but the formulas become less manageable.
From now on, we consider n ∈ N fixed, f a polynomial of degree d, and we use the following notation: (N1)ĝ(k), the Taylor coefficient of order k ∈ N of an analytic function g around 0.
t is the transpose of a vector v.
Now we are ready to state our first main result.
Theorem 1.1. Let f be a monic polynomial of degree d with simple zeros z 1 , . . . , z d that lie in C\{0}, p n the n-th optimal approximant to
Moreover A n is the only solution to the linear system
where the matrix E = E Z,n := (e l,m ) d l,m=1 is invertible and has coefficients
Remark 1.2. Note that the restriction that f is monic in Theorem 1.1 is insignificant, since if f is not monic, we can use the above theorem to find the optimal polynomial approximants tof (d)/f, and then divide them byf (d) to get the optimal polynomial approximants to 1/f . Remark 1.3. The key point of Theorem 1.1 is that the matrix E := E Z,n is of fixed size d × d and depends only on the zeros Z of f and on n.
In addition, the only unknowns (A i,n , i = 1, . . . , d) needed in order to find a closed formula for d k,n (and hence for c k,n ) for all k = 0, ..., n + d are independent of k.
Remark 1.4. Note that the entries of the matrix E Z,n are given by the reproducing kernels of the subspace P n · f of H 2 ω , evaluated at the zeros of f . Thus E Z,n encodes a finite-dimensional version of the corresponding Gram matrix of reproducing kernels. Theorem 1.1 is the key to understanding the behavior of the optimal approximants to inverses of polynomials on the unit circle T, where we concentrate on the case in which Z(f ) ∩ D = ∅. One may ask, for instance, does the norm convergence of p n f − 1 to 0 (for cyclic f ) carry over to pointwise convergence on the unit circle? For example, whenever f has no zeros in the closed disc, it is cyclic in H 2 ω , and p n f − 1 converge towards 0 exponentially fast (which also implies uniform convergence on the boundary). Could the same pointwise convergence hold for any function f that is a polynomial, even if it has zeros on the unit circle? Of course, one would have to exclude convergence at the zeros z i of f , since there, (p n f − 1)(z i ) = −1 for all n. A similar type of question (motivated in part by Proposition 3.2 in [1] ) involves the Wiener norm of a function h, defined by h A(T) = k∈N |ĥ k |. One may ask, then, is the Wiener norm of p n f uniformly bounded in n? Note that since the Wiener norm is always larger than the H ∞ norm, boundedness of the Wiener norm would imply that the sequence p n f −1 is uniformly bounded on D.
On the other hand, one may wonder whether a completely different phenomenon can occur, namely, are there functions f for which {(p n f − 1)(z 0 ) : n ∈ N} = C, for some z 0 ∈ T? Such functions are called universal at the point z 0 . In this paper, we examine the first two questions, and answer them both in the affirmative, in the case where f is a polynomial with distinct zeros and approximants are considered in the Hardy or Bergman spaces. The third question relating to universality is addressed in [3] .
Thus, we prove the following.
Theorem 1.5. Let f be a polynomial with simple zeros such that Z(f )∩ D = ∅, and let p n be the n-th optimal approximant to 1/f in the Hardy space H 2 or the Bergman space A 2 . Then there exists a constant C > 0 such that for all n ∈ N,
The behavior shown here is opposite to universality: it is not possible for a polynomial f to be universal at a point of the boundary. It is natural to ask whether, for z 0 ∈ T the set of accumulation points of {(p n f − 1)(z 0 ) : n ∈ N} is a singleton. The answer to this question is contained in the following theorem. Theorem 1.6. Let f be a polynomial with simple zeros such that Z(f )∩ D = ∅, and let p n be the n-th optimal approximant to 1/f in the Hardy space H 2 or the Bergman space A 2 . Then
uniformly on compact subsets of D\Z(f ).
In the case of the Hardy space, Fatou's theorem guarantees that for any cyclic function f , the optimal approximants will satisfy p n f − 1 → 0 at almost every point of the boundary (where f is defined in the non-tangential limit sense), but in Theorem 1.6 we are looking to predict the behavior at a given point. In this sense, p n f − 1 already satisfies some form of overconvergence but here we find out a special situation in that overconvergence happens (a) for the whole sequence of optimal approximants, (b) in the pointwise sense, (c) with control on the exceptional set, which happens to be exactly the finite set Z(f ) of the roots of f , and (d) convergence is uniform in D\Z(f ).
In Section 2, we will provide the proof of Theorem 1.1, using a classical result on recursive sequences. In Section 3, we state some technical lemmas regarding the size of determinants of some key matrices, and assume those lemmas to prove the general result about the boundedness of the Wiener norm, Theorem 1.5, and the pointwise convergence, Theorem 1.6. We restrict there to the case of the Hardy space. In Section 4, we establish these technical lemmas. Then we discuss, in Section 5, how to extend these results to the setting of A 2 , therefore completely settling Theorem 1.5 and 1.6. In Section 6, we discuss some computational consequences of Theorem 1.1. We conclude with some further directions of research, considerations about sharpness and open questions in Section 7.
Computation of the coefficients of
Let us now discuss the tools needed for the proof of Theorem 1.1. We fix a monic polynomial f with simple zeros z 1 , . . . , z d that lie in C\{0}, and we let p n be the n-th optimal approximant to 1/f in H 2 ω . We first examine the matrix E := E Z,n whose entries are defined as in (5).
Lemma 2.1. The matrix E Z,n is positive definite. In particular, det(E Z,n ) > 0 and E Z,n is invertible.
Proof. Notice first that E := E Z,n is a Gramian, that is, a matrix whose (l, m)-entry is given as an inner product v l , v m ω , where {v s } d s=1 form a fixed set of vectors. In our case, the Gramian is generated by the vectors v s = (z Thus E is a Gram matrix of linearly independent vectors, and therefore is positive definite. In particular, det(E) > 0 and E is invertible.
Remark 2.2. Another way to think about the result above is to notice that the inner product can also be viewed as an inner product in H 2 ω of the same reproducing kernel evaluated at d distinct points, and thus those reproducing kernels are linearly independent, leading to the same result.
The key to the proof of Theorem 1.1 is that the coefficients of p n f −1 satisfy a certain recursion relation. We now state the following critical lemma, which is well-known, but it is a fundamental piece of our theory and we include a detailed proof for clarity.
be a sequence in C that satisfies the constantrecursive relation
for k ≥ d, where q is a monic polynomial of degree d with simple zeros {w 1 , ..., w d } ⊂ C. Then, there exist unique constants H 1 , . . . , H d ∈ C such that, for all k ∈ N, e k is given by
Proof. An induction argument shows that the given constant-recursive relation can be written in the form
where
We observe that the characteristic polynomial of the matrix A is the polynomial q. (Indeed, we can show by induction on d that q(z) = det(zI − A), where I denotes the d × d identity matrix.) Therefore, the eigenvalues of the matrix A are the distinct zeros w 1 , . . . , w d of the polynomial q, and so A is diagonalizable; that is, A = P −1 ∆P , where
and P is an invertible d × d matrix whose columns are eigenvectors corresponding to the eigenvalues w 1 , . . . , w d . Hence, for each k ≥ d, we
. . .
which implies (6) as desired. To prove that the constants H 1 , . . . , H d in (6) are uniquely determined, it suffices to show that if
Since W is a Vandermonde matrix, its determinant is given by
From the assumption we have that w j = w i for each j = i, and so the matrix W is invertible. This shows that (M 1 , M 2 , . . . , M d ) = (0, 0, . . . , 0) is the only solution to the linear system above, which establishes the uniqueness of the constants H 1 , . . . , H d in (6).
Remark 2.4. The proof of Lemma 2.3 shows that for the existence of the constants H 1 , . . . , H d it is not necessary to have that the zeros of q are distinct; it suffices to have that the sum of the dimensions of the eigenspaces of the matrix A is equal to d.
Let us now turn to the proof of Theorem 1.1.
Proof of Theorem 1.1. Let f be as in the statement of Theorem 1.1 and a k :=f (k). Recall that p n f is the orthogonal projection of 1 onto P n · f . This property can be expressed through the following system of equations:
In terms of the inner product in H 2 ω , (9) has the form
For k = 0, . . . , n + d, we denote J k,n := d k,n ω k , and conclude that J k,n satisfies the recurrence
for each t = 0, . . . , n. Reindexing by letting k = d − r allows us to express this recurrence as
for each t = 0, . . . , n. Notice that we are now precisely in the setting of Lemma 2.3 with the polynomial q(z) =f (z), which we define as the polynomial obtained from f by conjugating its coefficients. Note that q is monic and has degree d, with simple zeros z i , i = 1, . . . , d. Therefore, there exist constants H i (depending on n) such that
. . , n+d. Note that the constants H i are uniquely determined by the initial set of d coefficients d 0,n , . . . , d d−1,n . Therefore, setting A i,n := H i gives the desired form of (3), and it remains to see that A n = (A 1,n , . . . , A d,n ) is obtained from the linear system (4). The uniqueness of the vector A n will then follow from Lemma 2.1. Note that since (p n f − 1)(z l ) = −1 for every l = 1, . . . , d, we must have
This last is precisely the statement of (4) that E · A 
.
, and therefore,
for z = 1. Solving for p n gives
which is precisely equation (2.3) in [4] . Thus Theorem 1.1 provides a computational tool for finding optimal polynomial approximants p n by first computing the coefficients of p n f − 1 in an efficient way. This method may thus lead to being able to identify optimal polynomial approximants for more difficult examples. Other computational advantages of Theorem 1.1 are discussed in Section 6.
Notice that it is possible to use the formula for p n in (10) to examine the convergence behavior of p n on the unit circle T. We would now like to extend this idea, and use Theorem 1.1 to get information about the boundary behavior of the optimal polynomial approximants to 1/f when f is a polynomial, which we turn to in Section 3.
3. Wiener norm and boundary behavior of optimal approximants for H
2
We now turn to the proofs of Theorems 1.5 and 1.6. We will begin by giving a proof of the case when the space under consideration is H 2 , and in Section 5, will discuss how to extend the results to A 2 . Without loss of generality, as discussed in the Introduction, we may choose the polynomial f to be monic. We assume f has degree d and simple zeros z i for i = 1, . . . , d, that all lie in C\D. Let p n be the n-th optimal approximant to 1/f in H 2 , and we would like to show that p n f − 1 A(T) ≤ C < ∞. Without loss of generality, we suppose that 1 ≤ d 1 ≤ d is such that |z i | = 1 for i = 1, ..., d 1 and |z i | > 1 otherwise. (Note that if d 1 = 0, then 1/f is analytic in the closed disc, and therefore p n f − 1 converges to 0 uniformly in the closed disc, and the result certainly follows.) We also order the zeros so that |z i | ≤ |z i+1 | for all i.
The difficulty of the theorem lies mainly in estimating various determinants of matrices constructed from these zeros, and we will see that there will be a distinction in the decay in terms of n of the coefficients A i,n from Theorem 1.1 related to zeros z i that lie on the unit circle T versus the ones that lie outside T. We will need the following three lemmas, which we will prove in Section 4. The first lemma examines a matrix that is relevant to the zeros that lie outside the unit circle. The second lemma shows that the determinant of the matrix E in Theorem 1.1 can be bounded below by the product of its diagonal terms. 
The third lemma gives an estimate of the decay of the coefficients A i,n and consequently allows us to estimate the coefficients d k,n . Lemma 3.3. The coefficients A i,n from Theorem 1.1 have the following growth, as n → ∞:
Assuming these lemmas for the moment, we can now prove Theorem 1.5 for the Hardy space H 2 .
Proof of Theorem 1.5. Recall from Theorem 1.1 that
, and A i,n satisfy the linear equation specified in the theorem. Therefore, the Wiener norm can be estimated as follows:
Now use Lemma 3.3 to estimate the last quantity above, and conclude that
for some positive constant C, thus proving the theorem for H 2 .
The estimates we obtained for the coefficients A i,n allow us to get even more precise information about the behavior of p n f − 1 as stated in Theorem 1.6, which we now prove, again, for the Hardy space H 2 .
Proof of Theorem 1.6. First note that p n f − 1 converges uniformly to 0 on compact subsets of D, since f is cyclic. Therefore, it suffices to prove the result for compact subsets
Let K be such a compact set. Then by Theorem 1.1, for each z ∈ K,
is uniformly bounded on K, while according to Lemma 3.3, A i,n goes to 0 as n → ∞. On the other hand, if d 1 < i ≤ d, then there exists a positive constant C such that for each z ∈ K,
which again by Lemma 3.3, goes to 0 as n → ∞, thus concluding the proof of Theorem 1.6 for H 2 .
Proofs of technical lemmas for H 2
We now turn to the proofs of the lemmas, starting with Lemma 3.1.
Proof of Lemma 3.1. Let ζ 1 , . . . , ζ s be distinct complex numbers such that |ζ i | > 1 for all i, and B the matrix with entries b l,m = 1
, we have that
where k(z, w) is the Szegö kernel, which is reproducing for H 2 . Now notice that k(z, w) − 1 is the reproducing kernel for the subspace of H 2 consisting of functions f ∈ H 2 that vanish at the origin, since for such f , we have
Writing K(z, w) := k(z, w) − 1, we conclude that
that is, B is a Gramian. Since K(z, w) is a reproducing kernel and since the points w 1 , . . . , w s are distinct, it is easy to see that the functions K(z, w 1 ), . . . , K(z, w s ) are linearly independent, and thus, since the Gramian of a set of linearly independent vectors is positive definite, the matrix B is positive definite, and in particular det(B) > 0.
We will now use Lemma 3.1 to prove Lemma 3.2.
Proof of Lemma 3.2. Let E := (e l,m ) d l,m=1 be as in Lemma 3.2. In what follows, we will use the notation S to denote the set of all permutations of the indices {1, . . . , d}, sgn(σ) to denote the parity of a particular permutation σ ∈ S, and id to denote the identity permutation. Then we have, by the definition of determinant,
Let us decompose this sum depending on the number of indices a given permutation fixes. Recall that 1 ≤ d 1 ≤ d is such that |z i | = 1 for i = 1, ..., d 1 and |z i | > 1 otherwise. Let A be the set of all permutations σ ∈ S such that σ(i) = i for every 1 ≤ i ≤ d 1 , and, for each 0 ≤ j < d 1 , and let B j be the set of all permutations σ ∈ S that fix exactly j of the indices in the set {1, . . . ,
, which is bounded above, and if either l or σ(l) is greater than d 1 , then
On the other hand, if
Therefore, the first summand in (12) is equal to
We can also compute the second summand in (12) and it is equal to σ∈A\{id} sgn(σ)(n + d + 1)
Finally, the summand in (13) consists of sums similar to those giving (17) except involving powers (n + d + 1) j , with 0 ≤ j < d 1 − 1 and products over some subset of indices l. Now notice that if σ ∈ A, since σ is bijective from {d 1 + 1, . . . , d} to itself, we have
Therefore, the determinant of E is equal to
where r(n) denotes the remainder terms. Now, note that, since E is positive definite by Lemma 2.1, det(E) > 0 (for all n). In addition, r(n) → 0 as n → ∞. On the other hand, by (15) and since if σ ∈ A, we can think of σ as a permutation of the indices d 1 + 1, . . . , d, we have that
. Therefore, by Lemma 3.1, B is positive definite, and so det(B) > 0. Thus, by (19) and since det(E) > 0 by Lemma 2.1, the quantity
is strictly positive for all n, and converges as n → ∞ to a positive quantity, and is therefore bounded below by some constant δ > 0. Hence
as desired.
Notice that Lemma 3.2 essentially shows that the size of the determinant of E as n becomes large is comparable to the product of its diagonal terms. Let us now prove Lemma 3.3.
Proof of Lemma 3.3. Recall from Theorem 1.1 that the coefficients A i,n are obtained as the solution to the linear system E · A denotes the matrix obtained from E by replacing the i-th column of E by −v t 0 , we have that
. Therefore, det(E (i) ) is given by
Now if 1 ≤ i ≤ d 1 , then arguing as in Lemma 3.2, since in all the sums σ(l) = i, the highest power of n + d + 1 that can appear in any term of the expression of det(E (i) ) is (n+d+1) d 1 −1 , multiplied by a product that is bounded above by a constant multiple of
. Therefore, there exists a positive constant C 1 such that
Now applying Lemma 3.2 gives that, for 1
as n → ∞. On the other hand, suppose now that d 1 < i ≤ d. Recall that A is the set of all permutations σ ∈ S such that σ(j) = j for every 1 ≤ j ≤ d 1 . Then again, arguing as in Lemma 3.2,
where R(n) denotes the remainder terms. Now note that in (21), the product is missing a term of order |z i | 2(n+d+1) . In (22), each product is missing a term of order |z i * | n+d+1 · |z i | n+d+1 , where i * := σ −1 (i) > d 1 , and hence by Lemma 3.2, after division by det(E), has order of decay at most, say,
Finally, in (23), the highest power of n + d + 1 that appears is (n + d + 1) d 1 −1 , and each product is missing at least one term of order |z i | n+d+1 . Therefore, after division by det(E) and using Lemma 3.2, we can conclude that
has order of decay at most
and therefore we obtain that A i,n = o
as n → ∞, as desired.
Using these estimates, it is now easy to see that for 1
as n → ∞, and the proof of Lemma 3.3 is complete.
5.
Wiener norm and boundary behavior of optimal approximants for A
2
In order to prove Theorems 1.5 and 1.6 for the Bergman space A 2 , we need good estimates of the partial sums of the reproducing kernel k(z, w) when evaluated at points z and w that are on the unit circle or outside the closed unit disc. With such estimates, one can obtain analogous versions of Lemma 3.2 and Lemma 3.3. More specifically, we have the following. 
and let σ be a permutation of {1, 2, . . . , d} such that z l · z σ(l) = 1. Then
, let |z| ≥ 1, z = 1, and let N be an integer. Then the partial sum of the reproducing kernel for the Bergman space equals
A direct calculation shows that the latter is equal to
and thus,
6. Computational Advantages of Theorem 1.1
We now turn to some additional computational applications of Theorem 1.1. The first is that the distances between the function 1 and the spaces P n · f can be computed directly from the vector A n , leading to the following corollary, which is reminiscent of Theorem 3.5 in [2] . Recall that k(z, w) denotes the reproducing kernel at the point w ∈ D.
Corollary 6.1. The following distance formula holds:
Proof. The distance between 1 and P n · f is achieved exactly at p n f and so the square of this distance is given by p n f − 1 2 ω . Since p n f is the orthogonal projection of 1 onto P n · f , the vector 1 − p n f must be orthogonal to p n f and hence, by Theorem 1.1,
Notice that this distance must be a number in [0, 1] since 0 ∈ P n · f . In addition, if f is cyclic, then p n f − 1 ω → 0.
The last part of the corollary comes from the fact that if Z(f ) ⊂ D, then the kernels in each of the spaces of polynomials P n converge to the kernel at the same point (which is now a point of the disc). This kernel is an element of the space, and the Gramian is invertible, as was seen in Lemma 3.3 of [2] .
Notice that we can also easily compute the coefficients c k,n of p n itself, once the coefficients b k for 1/f and d k,n for p n f − 1 are known. First, let us examine the well known decomposition of a rational function into simple fractions.
Proof. Since the identity p n = 1/f + (p n f − 1)/f, holds in a neighborhood of 0, the corresponding coefficients c k,n can be computed directly as those of 1/f plus the coefficients of p n f − 1 convolved with those of 1/f .
Concluding remarks
We would like to conclude with some remarks and directions for future research.
(A) The estimates obtained in Lemma 3.3 are close to optimal: the estimates on d k,n yield that the square of the norm of p n f − 1 is bounded by a constant times ( n+d t=0
1 ωt ) −1 , which we know from previous work to be also the exact rate for any polynomial function with at least one zero on the boundary. (B) There are analogues to Theorems 1.5 and 1.6, at least, for the case when all the zeros are inside the disc D, but one should rather consider p n g − h, instead of the function p n f − 1, where f has a factorization as f = gh and h is the orthogonal projection of 1 onto [f ] (h is a constant multiple of an inner function). This relation between factorization and the orthogonal projection of 1 onto invariant subspaces of H 2 ω is explained in [2] . The case when some zeros are inside, some on the boundary and some outside seems more complicated numerically. The Wiener norm of p n g − 1 is probably still uniformly bounded if p n g − h is, since the orthogonal projection of 1, h, will be holomorphic on the closed unit disc, and hence in the Wiener algebra. (C) The recurrence relations described in Section 2 are more complicated when we allow for zeros of higher multiplicities. In this way, one can expect higher-multiplicity cases to be solved using the same ideas, although the coefficients A i,n will be polynomials in k rather than constants, and the linear system to be solved will include restrictions on the values of p n f − 1 at the zeros but also on the derivatives of p n f at the multiple zeros. (D) It seems natural to expect that Wiener algebra functions or functions in other H 2 ω spaces will have a behavior similar to the one described here, perhaps requiring that boundary zeros are not multiple. In order for the proofs here to go through, one needs good estimates, for |z| ≥ 1, on sums of the form N k=0 1 ω k z k that do not depend only on the modulus of z. In particular, such computations are within reach for the classical Dirichlet space, but we did not attempt them in this paper.
