Abstract-Spectral unmixing is an important task in hyperspectral image processing for separating the mixed spectral data pertaining to various materials observed individual pixels. Recently, nonlinear spectral unmixing has received particular attention because a linear mixture is not appropriate under many conditions. However, existing nonlinear unmixing approaches are often based on specific assumptions regarding the inherent nonlinearity, and they can be ineffective when applied to conditions deviating from the original assumptions. Therefore, these approaches are not well suited to scenes with unknown nonlinearity characteristics. This paper presents an unsupervised nonlinear spectral unmixing method based on a deep autoencoder network that applies to a generalized linear-mixture/nonlinear fluctuation model, consisting of a linear mixture component and an additive nonlinear mixture component that depends on both endmembers and abundances. The proposed approach benefits from the universal modeling ability of deep neural networks to learn the inherent nonlinearity of the nonlinear mixture component from the data itself via the autoencoder network, rather than relying on an assumed form. Extensive experiments with numerically synthetic, labeled laboratory-created data and real airborne data, illustrate the generality and effectiveness of this approach compared with state-of-the-art methods.
I. INTRODUCTION
H YPERSPECTRAL imaging is a continuously growing field of study that has received considerable attention over the past decade. Hyperspectral data provide high spectral resolution over a wide spectral range that typically extends from the infrared spectrum through the visible spectrum. This rich spectral information facilitates the discrimination of different materials in the observed scene. As a result, hyperspectral imaging has been widely adopted for a wide range of applications, such as land use analysis, pollution monitoring, wide-area reconnaissance and field surveillance [1] .
However, the spectral content of individual pixels in hyperspectral images often represent a mixture of several materials from the imaged scene due to multiple factors, such as the low spatial resolution of hyperspectral imaging devices, the diversity of materials in the imaged scene and multiple reflections of photons from several objects. Therefore, separating
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The authors are with School of Marine Science and Technology, Northwestern Polytechnical University, China. (corresponding author: J. Chen, dr.jie.chen@ieee.org). spectra of individual pixels into a set of spectral signatures (endmembers), and determining the fraction abundances associated with each endmember is an essential task required for analyzing remotely sensed data. This process is denoted as spectral unmixing or mixed pixel decomposition [2] . Spectral unmixing methods have been developed for this purpose based on both linear and nonlinear mixture models.
Among the presently available spectral mixture models, the linear mixture model (LMM) is the most widely used. In LMM, the incident light is assumed to be reflected by each component present in the scene only once prior to collection by the camera sensor, and the observed spectrum is thus a linear combination of the endmembers [2] . While the LMM is simple and physically interpretable, numerous complex conditions arise where the incoming light may undergo complex interactions among the individual materials in the scene, resulting in higher-order photon interactions that introduce nonlinear effects in the mixed spectra. Consequently, the analysis of data collected under these conditions requires nonlinear unmixing methods [3] . A considerable number of studies have recently focused on addressing nonlinear unmixing problems. For example, bilinear models [4] have been developed to address conditions of second-order scattering interactions that may occur on complex vegetated surfaces, by adding extra bilinear interaction terms to the linearly composited spectrum. Such models include the Fan model [5] and the generalized bilinear model (GBM) [6] . The polynomial post-nonlinear mixture model (PNMM) applies a polynomial function to the linearly mixed data to approximate the nonlinearity of photon interactions occurring in an imaged scene [7] . A bidirectional reflectance model has been developed to describe the photon interactions of intimately mixed particles based on the fundamental principles of radiative transfer theory. This model is generally referred to as the intimate mixture model or Hapke model [8] . The multimixture pixel (MMP) model further extended the intimate mixture model by integrating it with the LMM model [9] . The above cases have been generalized by considering a linear mixture/nonlinear fluctuation (KHype) model, where the nonlinear fluctuation was described by a functional defined in a reproducing kernel Hilbert space (RKHS) [10] . Further extensions of this model have also been proposed with spatial regularization [11] and neighborhooddependent contributions [12] . The multilinear mixing model (MLM) considers an infinite number of photon interactions by introducing a probability of photon undergoing further inter-actions [13] . However, most of the above models rely heavily on specific assumptions regarding the inherent nonlinearity of the spectral unmixing, and they are therefore not well suited to scenes with unknown nonlinearity characteristics. In addition, while the K-Hype model based on the RKHS presented above and other kernel-based algorithms provide flexible nonlinear modeling, the selection of appropriate kernels and kernel parameters has been demonstrated to be a non-trivial issue that restricts the application of these approaches. Finally, all of these algorithms assume that the endmembers are known prior, and therefore focus strictly on evaluating the abundance fractions.
In recent years, deep learning has demonstrated its superior performance in addressing various nonlinear problems compared to classical methods. Researchers have also investigated the use of deep neural networks in hyperspectral image analysis. Particular attention has been focused on the hyperspectral image classification problem [14] - [16] . However, despite the recognized potential of neural networks for solving inverse problems, only a handful of studies have applied neural networks for addressing the spectral unmixing problem. Among these, classifier models have been applied to spectral unmixing [17] , [18] , but this approach requires a training set with known ground-truths, which must often be generated by theoretical models. In addition, autoencoder networks have also been applied to the blind spectral unmixing problem. An autoencoder is a network that learns to compress an input into a short code which can be uncompressed into something that is close to the original input. Internally, it has a hidden layer that describes that short dimensional code used to represent the input data for reconstructing the output data. This is ideally suited for conducting spectral unmixing because this process can also be considered as finding a low dimensional representation (abundance fractions) of hyperspectral data. For example, approaches employing autoencoder networks have exhibited good performance in determining both endmembers and abundance fractions [19] - [24] . However, these approaches are specifically designed to address the linear unmixing problem, and therefore fail to make use of the superior potential of neural networks for addressing nonlinear problems, while linear unmixing is readily addressed using classical methods. These issues were addressed in our previous work [25] , where we designed an autoencoder network for conducting blind nonlinear unmixing. This work considered a post-nonlinear spectral mixture, where the post-nonlinearity was modeled by the decoder part of the autoencoder. In there, pretraining and learning rate adjustment techniques were required to ensure the effectiveness of the decoder, and the nonlinear model represented by the decoder was not sufficiently general to cover multiple nonlinear cases.
The present work addresses the deficiencies in past work by re-examining the nonlinear mixture models and restrictions of existing unmixing schemes based on deep neural networks. Accordingly, this paper presents a new autoencoder network structure for blind nonlinear spectral unmixing. The highlights of this work are summarized as follows.
1) A general spectral mixture model that consists of a linear mixture component and an additive nonlinear mixture component is proposed. The significance of an endmember in the nonlinear mixture component is weighted according to its associated abundance fraction. 2) A deep autoencoder network is designed to conduct the nonlinear unmixing based on the proposed model. The form of the inherent nonlinearity of the nonlinear mixture component is learned from the data itself, rather than relying on an assumed form. The structure of the decoder is designed with particular care to achieve this purpose. Endmembers and abundance fractions are extracted from the outputs and weights of the particular layers of the network. Extra regularizations are also imposed to enhance the unmixing performance.
3) The algorithm is tested using real data with groundtruths created in our laboratory. Lack of publicly available datasets with ground-truths makes it difficult to evaluate and compare the performance of unmixing algorithms in a quantitative and objective manner. Most existing studies have relied on numerically produced synthetic data and an intuitive inspection of the results of real data. Using labeled real data provides for more convincing comparison results. The remainder of this paper is organized as follows: Section II presents the formulation of the nonlinear mixture model. Section III presents the design of the proposed autoencoder scheme for unmixing. Section IV validates the proposed method with experiments using synthetic and real data. Section V concludes the work and provides the perspective of the future work.
II. PROBLEM FORMULATION
Notation. Normal font x and X denote scalars. Boldface small letters x denote vectors. All vectors are column vectors. Boldface capital letters X denote matrices. Considering an observed pixel data x ∈ R B with B denoting the number of spectral bands, and M = [m 1 , · · · , m R ] denotes the (B × R) endmember matrix with endmembers m i . a = [a 1 , a 2 , · · · , a R ] is the abundance vector associated with a pixel. The operator blkdiag{· · · } forms a matrix of size BR × R using vectors
(1) with 0 B denoting all zero vectors of length R. The operator col{y 1 , · · · , y N } stacks its vector arguments {y i } N i=1 on the top of each other to generate a connected vector.
We firstly consider the linear mixing model where each observed pixel is assumed to be a linear combination of the endmembers weighted by their associated abundances:
where n ∈ R B is an additive noise vector. As the abundances represent relative fractions of each material, they are required 
Model expression
Form of Ψ Note Bilinear model
ψ is in a RKHS with kernel κ β i are coefficients to be determined a is ignored in Ψ Multilinear mixing model
p is the probability of interactions to satisfy the abundance non-negative constraint (ANC) and abundance sum-to-one constraint (ASC), that is
In this work, we consider the following general mixing mechanism:
which consists of a linear mixture of endmembers M with abundance fractions a, and a nonlinear fluctuation Ψ that defines the interactions of M parameterized by a. Mixture model (5) is revised to provide a tractable form as follows:
We refer this model to as a gerenalized linearmixture/nonlinear-fluctuation model. This form suggests that the nonlinear interactions of material signatures are in proportion to the abundance fractions of each material. This is reasonable, because, for instance, a material with a negligible abundance will have limited contribution to either the linear component, or the nonlinear component of x. Several existing nonlinear models can be considered as specific cases of (6) under different definitions of Ψ. Typical nonlinear mixing models and the relations between these algorithms and (6) are summarized in Table I . With the exception of K-Hype, these algorithms are designed manually to capture the assumed nonlinearities. The linear mixture/nonlinear fluctuation model used by the K-Hype algorithm is relatively more general, and has some similarities with (6) . However, in addition to the non-trivial issue associated with the selections of kernel and kernel parameters discussed above, this model suffers from the use of a nonlinear fluctuation function that is independent of the abundance fractions. Hence, the endmembers contribute equivalently to the nonlinear component of the observed spectrum.
The present model clearly addresses this restriction by explicitly including the abundance fractions of the endmembers. In addition, the restriction associated with the selections of kernels and kernel parameters is addressed in the proposed approach by not assigning Ψ in (6) with any specific form. Instead, we devise a method to learn it from the data itself via an autoencoder network.
In order to facilitate to present the structure of the autoencoder network, we write (5) in the following equivalent form
where
and T : R BR → R B is a step-wise summation operator, i.e., for a given vector y ∈ R
With the above notation, we have
and
Then the linear component and the nonlinear component shares the same input M D a.
III. PROPOSED APPROACH
In this section, we present the proposed method that solves the nonlinear unmixing problem using deep autoencoder networks.
A. General structure
The structure of an autoencoder network consists of two parts, namely an encoder and a decoder. Encoder f E compresses the input x into a low dimensional representation
The network trains the parameters and representations by minimizing the average reconstruction error between the input x and its reconstructed counterpart With the output of the encoder h ∈ R R , in this work the decoder is designed to reconstruct the input x with the following specific structure:
where V (1) are weights of the first layer of the decoder, as to be defined in (21) . Comparing this structure to (7), the decoder mimics the output in accordance to this model. Therefore, after the network parameters are learnt with data, blind unmixing of the same input data can be conducted by:
Endmember extraction :
Both encoder and decoder can either be shallow or deep, but generally, it is believed that deep networks possess a superior modeling capability. The scheme of the proposed autoencoder network is illustrated in Figure 1 . We elaborate the design of encoder and decoder in the following subsections.
B. Encoder
In this work, a regular deep network is designed as the encoder with its structure reported in the upper-part of Table II. No specific constraints are imposed on the encoder in order to fully use the capacity of the network and reduce the information loss. The number of units of the input layer is the same as the number of spectral bands B, and the number of units of the last layer is the number of endmembers R. The four fully connected layers gradually narrow down from the input layer of dimension B to deep layers until reaching the size R. Except for the last hidden layer, the first three layers adopt the same activation functions φ. Among several possibilities such as Sigmoid, ReLU, and Leaky ReLU (LReLU), LReLU is preferred in this work. The relation between the input and the output of layer i of the encoder is given by
where h (i−1) and h (i) represent the outputs of the previous layer and the current layer respectively, U (i) and b (i) are the weight matrix and the bias vector of the current layer.
The ANC and ASC constraints on a should be carefully addressed. In order to meet the ANC, the work [22] uses a threshold to enforce the vector to be nonnegative, and the work [24] uses a nonnegative autoencoder to guarantee the ANC over the whole network. The former strategy deactivates a large number of nodes in the network, and the capability of network is thus not fully utilized. The latter strategy imposes strong constraints on the network and makes it difficult to design the network. For the ASC, the works [22] and [24] add a regularization to encourage the ASC, and [20] uses a normalization operator on a. In this work, we address the ANC and ASC using the strategy proposed in our previous work [25] . Absolute value rectification is used to enforce the output of the encoder network to be nonnegative, then this nonnegative vector is normalized by sum of its entries, namely,
C. Decoder
The decoder is designed to reconstruct the input with a linear structure and a parallel nonlinear structure. The setting of this structure is reported in the lower-part of Table II . Recalling the operators and symbols defined in (7) to (11) and the decoder structure given by (15) , the first layer of the decoder is then designed by
where V (1) is constrained with the following specific form
Consequently, the product V (1) h equals to
The output o (1) of this layer is used as the input of T (·) so that T (o (1) ) generates the linear component of the spectrum, and o (1) is also used as the input of the nonlinear component defined by a fully connected network. This nonlinear component of decoder is designed to represent the nonlinear interactions among the endmembers weighted by the associated abundances. Studies show that a neural network with two hidden layers can represent arbitrary nonlinear relation among the input. In our scheme, we use two hidden layers to learn the nonlinear relation among the endmembers. To avoid over-fitting, a parameter norm penalty is added to the weights of the nonlinear component. We shall elaborate this parameter penalty in the next subsection. This network thus learns the nonlinearity from the data and models all nonlinear interactions among {h 1 v
. Finally, the outputs of these two parallel structures are added to reconstruct the estimatex by:x
The energy of componentx nlin allows to indicate where the nonlinear effects spatially appear, which can be useful in many applications. 
D. Objective function
Several components are considered to formulate the objective function of the proposed autoencoder. The mean-square error between the input and reconstructed data is employed for the data fitting:
Blind unmixing problem with both endmember and abundance unknown can be a difficult inverse problem. Regularization is often imposed to condition the problem with reasonable prior information. In this work, we first consider the regularity of the nonlinear function Ψ, as proposed in [10] . Thus the 2 -norm of the weights of the nonlinear part of the decoder (denoted by V nlin ) given by
is used as the regularization to drive the weights to decay and avoid over-fitting. Further, a first-order TV-norm regularization given by
is imposed on {v
. Because {v
are the estimates of the endmembers, such a regularization encourages the smoothness of the endmembers and reduces the estimation noise. Finally, the objective function is formulated by
where positive parameters λ and γ control the strengths of the two regularization terms.
IV. EXPERIMENTS
In this section, the proposed unmixing scheme was implemented and its performance was compared with several typical state-of-the-art unmixing methods, using synthetic data, labeled laboratory-created data, and real airborne image data.
The performance of abundance estimation was measured by the root mean square error (RMSE) defined by
where N represents the number of pixels, a i andâ i denote the true and estimated abundance vectors of the ith pixel. The accuracy of the endmember estimation was evaluated using the spectral angle distance (SAD) and the spectral information divergence (SID) given by
where m represents an endmember and m represents its estimate, p = m 1 m is the probability distribution vector of each endmember, andp =m 1 m .
The following typical algorithms were compared:
• The endmember extraction with VCA and abundance estimation with K-Hype [10] : VCA is a classic geometric method used for endmember extraction. The K-Hype algorithm considers the linear mixture/nonlinear fluctuation model and approximates the nonlinearity by the kernel trick.
• The endmember extraction with VCA and abundance estimation with multilinear model (MLM) [13] : MLM is based on a Markov chain interpretation of the reflection process of a single light ray. A probability parameter is used to describe the possibility of interacting with the next material.
• The endmember extraction with N-FINDR and abundance estimation with NDU [12] N-FINDR [26] is a classic method that used to extract endmember. NDU is a nonlinear abundance estimation method that is banddependent and uses neighborhood information.
• The robust nonnegative matrix factorization (rNMF) [27] : rNMF is an NMF-based nonlinear method that determines the endmembers and abundances simultaneously via a block-coordinate descent algorithm that involves majorization-minimization updates.
• A deep autoencoder network for nonlinear unmixing (NAE) [25] : NAE is a novel scheme for blind nonlinear unmixing based on a deep autoencoder network that addresses the post-nonlinear mixture problem. Note that the linear endmember extraction algorithms were used for the first three methods that are focused on the abundance estimation. These geometrical algorithms still provide sufficiently good results when the nonlinearity degree in data is moderate, as they are able to extract vertices from distorted data clouds [10] . Our experiments will also confirm their performance. All unsupervised nonlinear unmixing methods, namely rNMF, NAE and our proposed method, are initialized by the same VCA result.
A. Experiments with synthetic data 1) Data description: The synthetic data were generated with the linear mixutre model and two nonlinear models. The endmembers used to generate the data were extracted from USGS digital spectral library. These spectra consist of 224 contiguous bands. The linear mixture model is given by (2) . The bilinear mixture model
and the post-nonlinear mixing model (PPNM):
were used as the two nonlinear models. In this experiment, four pure material spectra (R = 4) were considered and the abundance fractions were generated from Dirichlet distribution. A total number of 3 × 10 5 pixels were generated to evaluate the performance. Zero-mean Gaussian noise was added with the signal-to-noise ratio (SNR) set to 20 dB, 30 dB and 40 dB, respectively. 2) Results: Table II summarizes the network configurations used in this experiment. The learning rate was set to 1 × 10 −4 and the Adam optimizer was used to train the network. The batch size was set to 1024. Note that a larger batch size leads to more accurate descent directions but increases the possibility of reaching a local optimum, while a small batch size may result in difficulties in convergence. The number of training epochs was set to 30. The parameter λ was set to 1×10 −3 , and the smoothing regularization parameter γ was set to 1 × 10 −3 . Tables III, IV and V report the RMSE, SAD and SID results of the compared methods under different models and SNR settings. It is clear that our proposed method achieves the best abundance estimation performance, and sufficiently good endmember estimation performance with both linear and nonlinear models. Note that when the mixtures are affected by moderate nonlinearities, geometrical endmember extraction algorithms based on linear model can still provide sufficiently good results for nonlinear mixtures, in particular when constraints on simplex volumes are imposed [28] . Among compared algorithms, MLM is a nonlinear unmixing method with a specific assumption on the nonlinearity. Both K-Hype and NDU are kernel-based methods, and the selection of the kernel and its parameters notably affect their performance. The proposed method builds a model by learning the nonlinearity from the observed data, and therefore the issue of the kernel selection is then avoided. Compared to the state-of-theart unsupervised nonlinear unmixing methods, namely rNMF and NAE with the same initialization, our proposed method almost always improves the abundance estimation accuracy. Moreover, benefiting from the fact that the low-dimensional vector generated from encoder maintains the main information and gets rid of redundant information and noise, the proposed method is robust to noise. In order to understand the effect of the smoothing regularization, we show in Figure 2 the extracted endmembers with γ set to 0 and 1×10 −3 in the linear case with SNR = 20 dB. Removing this regularization (γ = 0) leads to noisy estimated endmember curves. The usefulness of this smoothing effect is clearly illustrated.
B. Experiments with real data 1) Experiment with laboratory-created data: In order to perform quantitative evaluation of unmixing performance with real data, we designed several experimental scenes with known ground-truth in our laboratory. Our data were collected by the GaiaField and GaiaSorter systems in our laboratory. Our GaiaField (Sichuan Dualix Spectral Image Technology Co. Ltd., GaiaField-V10) is a push-broom imaging spectrometer with a HSIA-OL50 lens, covering the visible and NIR wavelengths ranging from 400 nm to 1000 nm, with a spectral resolution up to 0.58 nm. GaiaSorter sets an environment that isolates external lights, and is endowed with a conveyer to move samples for the push-broom imaging.
Two non-uniform mixtures of colored quartz sand with spatial patterns of Scene-II in our published dataset [29] were Boldface numbers denote the lowest SADs. used. The experimental settings were strictly controlled so that pure material spectral signatures and material compositions were known. The data consist of 256 spectral bands. The pure materials that serve as endmembers and the mixtures are shown in Figure 3 . To calculate the ground truth, the aligned high-resolution RGB images of these scenes were captured, and then the percentage of each colored sand in a low-resolution hyperspectral pixel could be analyzed with the help of the associated RGB image. In our experiments, subimage of 60-by-60 were clipped out from the center of each subfigures. Readers may refer to [29] , [30] for more details on the hyperspectral device and scene settings.
In this set of experiments, the learning rate was also set to 1 × 10 −4 , and the Adam optimizer was used to train the network. The batch size of this experiment was set to 100 and the number of training epochs was set to 50. The parameter λ was set to 1 × 10 −4 , and γ was set to 1 × 10 −6 . Figures 4 and 5 illustrate the estimated abundance maps of these algorithms. The ground-truth abundance maps are shown in the first columns of Figure 4 and 5. The abundance maps estimated using the compared algorithms and our proposed method are shown alongside. The proposed algorithm results in sharper abundance maps, and the general spatial patterns of the estimated maps are more consistent with the ground-truth. The quantitative RMSE, SAD and SID results are compared in Table VI . We observe that the proposed algorithm achieves the lowest RMSEs and sufficiently good endmember estimation performance. These unmixing results with labeled real data highlight the superior performance of the proposed method.
2) Experiment with real airborne data: Jasper Ridge is a widely used hyperspectral dataset. A subimage of 100 × 100 pixels were used to test the performance of our proposed method and several other compared algorithms. Each pixel was recorded at 224 channels ranging from 380 nm to 2500 nm with spectral resolution up to 9.46 nm. After removing the channels affected by water vapor and the atmospheric environment, 198 channels were kept. The number of endmembers was set to 5, including water, tree, soil, road, and the 5th endmember.
The same network defined in Table II was used for this data, with B = 198, and R = 5, with the learning rate set to 1 × 10 −4 . The batch size used in this experiment was set to 512, and the number of training epochs was set to 50. The parameter λ was set to 1 × 10 −3 , and γ was set to 1 × 10 −8 in this experiment. Figure 6 illustrates the extracted endmembers by the proposed algorithm. Figure 7 illustrates the estimated abundance maps of the five endmembers obtained by these algorithms. We observe that the proposed algorithm provides a shaper and clearer map of different materials. Figure 8 shows the energy of the nonlinear components estimated by these algorithms. These maps demonstrate that nonlinear components are active at the boundary or transition parts of different regions, e.g. at the water shore. The proposed algorithm provides a clear map of nonlinear components with several particular locations emphasized.
Note that this real data is extensively used in hyperspectral unmixing, however no ground-truth information is available for a quantitative performance evaluation of abundance. Thus, the reconstruction error (RE) defined by:
is used for a quantitative comparison, though RE may not be proportional to the abundance estimation accuracy. The RE results of different algorithms are reported in Table VII , and the reconstruction error maps are illustrated in Figure 9 . We observe that our method leads to the lowest reconstruction error in the mean sense and in the spatial distribution.
V. CONCLUSION
This paper presented an unsupervised nonlinear spectral unmixing method based on a deep autoencoder network that applied a general mixture model consisting of a linear mixture component and an additive nonlinear mixture component. The proposed approach benefits from the universal modeling ability of deep neural networks to learn the inherent nonlinearity of the nonlinear mixture component from the data itself via the autoencoder network. The superior performance of the proposed method was validated with both synthetic and real data, particularly with laboratory-created labeled data. Future work will integrate contexture information of the image into the autoencoder network to further enhance its performance. 60  80  100  20 60 100   20  40  60  80  100  20 60 100   20  40  60  80  100  20 60 100   20  40  60  80  100  20 60 100   20  40  60  80  100  20 60 100   20  40  60  80 
