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Fonctions maximales centre´es de Hardy-Littlewood
pour les ope´rateurs de Grushin
Hong-Quan LI
Re´sume´. Conside´rons l’ope´rateur de Grushin sur Rnx×Ru, ∆G =
∑n
i=1
∂2
∂x2i
+(
∑n
i=1 x
2
i )
∂2
∂u2
.
Soient dCC la distance de Carnot-Carathe´odory associe´e, dK une pseudo-distance lie´e a` la
solution fondamentale de ∆G. On montre qu’il existe une constante A > 0, inde´pendante
de n, telle que pour toute f ∈ L1(Rnx × Ru, dxdu), on a ‖Mf‖L1,∞ ≤ An‖f‖1, ou` M
de´signe la fonction maximale centre´e de Hardy-Littlewood de´finie soit par dCC , soit par
dK . On trouve une relation e´troite entre ce sujet et la fonction de Green.
Mathematics Subject Classification (2000) : 42B25, 43A80
Key words and phrases : Centered Hardy-Littlewood maximal function ; Grushin
operators ; Poisson kernel ; Carnot-Carathe´odory distance ; Green function
1 Introduction
Conside´rons l’ope´rateur de Grushin sur Rnx × Ru, qui a e´te´ initialement e´tudie´ par
Grushin (voir par exemple [13])
∆G =
n∑
i=1
∂2
∂x2i
+ |x|2 ∂
2
∂u2
=
n∑
i=1
(X2i + U
2
i ),
avec
|x|2 =
n∑
i=1
x2i , Xi =
∂
∂xi
, Ui = xi
∂
∂u
,
ou` les champs de vecteurs infiniment diffe´rentiables {Xi, Ui}1≤i≤n satisfont la condition
de Ho¨rmander.
Notons dCC la distance de Carnot-Carathe´odory associe´e a` {X1, · · · , Xn, U1, · · · , Un},
voir par exemple [33]. Pour simplifier les notations, on pose
g = (x, u), g′ = (x′, u′) ∈ Rnx × Ru, s = |u− u′|,
R2 = |x|2 + |x′|2, a = 2x · x
′
R2
∈ [−1, 1], (1.1)
1
avec x · x′ le produit scalaire sur Rnx ; de´finissons pour −pi < ϕ < pi,
µ(a;ϕ) =
ϕ
sin2 ϕ
− cotϕ+ a1− ϕ cotϕ
sinϕ
. (1.2)
On sait que µ(a; ·) est strictement croissante avec µ(a; 0) = 0 et est un diffe´omophisme
de ] − pi, pi[ sur R pour −1 < a ≤ 1, et est un diffe´omophisme de ] − pi, pi[ sur ] − pi
2
, pi
2
[
pour a = −1, voir les Lemmas 2.2-2.5 de [27]. Notons µ−1(a; ·) sa fonction re´ciproque. On
a (voir le Theorem 2.6 de [27])
(1) dans le cas ou` x = −x′ avec 2s ≥ pi|x|2, dCC(g, g′) =
√
2pis.
(2) dans d’autre cas,
d2CC(g, g
′) =
( θ
sin θ
)2
R2(1− a cos θ) avec θ = µ−1
(
a;
2s
R2
)
. (1.3)
Lorsque g = 0, on retrouve la distance de Carnot-Carathe´odory sur le groupe de
Heisenberg (voir [2]).
On de´finit maintenant une pseudo-distance dK lie´e a` la solution fondamentale de ∆G
(c’est-a`-dire la fonction de Green, voir la section §2), qui est cruciale pour cet article :
dK(g, g
′) =
(√
R4 + (2s)2 − 2x · x′
) 1
2
. (1.4)
Lorsque g = 0, on retrouve la norme de Kora´nyi sur le groupe de Heisenberg (voir par
exemple [12]).
On voit que dK et dCC sont e´quivalentes, plus pre´cisement, il existe une constante
C > 1, inde´pendante de n, telle que
dK(g, g
′) ≤ dCC(g, g′) ≤ CdK(g, g′), ∀g, g′. (1.5)
En effet, l’ine´galite´ a` gauche est donne´e par la Proposition 5.1 de cet article. Pour ve´rifier
l’ine´galite´ a` droite, il suffit d’utiliser la Proposition 5.1 de [28] et d’observer que les
(pseudo-)distances sont inde´pendante de dimension. Ce sera tre`s inte´ressant de savoir
si dK est une distance sur R
n × R.
Dans la suite, on note BK(g, r) la boule ouverte de centre g et de rayon r > 0 de´finie par
la pseudo-distance dK , et BCC(g, r) celle de´finie par la distance de Carnot-Carathe´odory.
Si E est un ensemble mesurable, alors on note |E| son volume et χE sa fonction ca-
racte´ristique. On montrera que pour tout g = (x, u) et tout r > 0, on a
1
8
rn+1(r + |x|)B(n
2
,
3
2
)|Sn−1| ≤ |BK(g, r)| ≤ rn+1(r + |x|)B(n
2
,
3
2
)|Sn−1|, (1.6)
ou` |Sn−1| de´signe la surface de la sphe`re unitaire dans Rn, B(n
2
, 3
2
) e´tant la fonction de
Beta d’indices n
2
et 3
2
. Il existe une structure de dilatation sur (Rn×R, d, dg) avec d = dK
ou bien dCC :
Pour tout r > 0, de´finissons
δr : R
n × R −→ Rn × R
δr(x, u) = (rx, r
2u);
2
et pour A ⊂ Rn×R, de´finissons δrA = {δr(g); g ∈ A}. Alors, pour tous g, g′ et tout r > 0,
on a
d(δr(g), δr(g
′)) = rd(g, g′), B(g, r) = δrB(δr−1g, 1), |B(g, r)| = rn+2|B(δr−1g, 1)|,
avec B = BK ou bien B = BCC . Cependant, (R
n × R, d, dg) n’a pas de la propie´te´
d’invariance par translation.
Par les Propositions 5.1 et 5.2 ci-apre`s, il existe une constante c > 0 telle que pour
tout n ∈ N∗, tout g ∈ Rn × R et tout r > 0, on a
c|BK(g, r)| ≤ |BCC(g, r)| ≤ |BK(g, r)|. (1.7)
En particulier, (1.6) et (1.7) nous disent que (Rn × R, d, dg) est un espace de nature
homoge`ne au sens de Coifman-Weiss (voir [8]).
Pour f ∈ L1loc(Rn × R), on de´finit les deux fonctions maximales centre´es de Hardy-
Littlewood MKf et MCCf respectivement par
MKf(g) = sup
r>0
|BK(g, r)|−1
∫
BK(g,r)
|f(g′)| dg′, ∀g,
MCCf(g) = sup
r>0
|BCC(g, r)|−1
∫
BCC(g,r)
|f(g′)| dg′, ∀g.
Notre re´sultat principal est le
The´ore`me 1.1 Il existe une constante L > 0 telle que pour tout n ∈ N∗, on a
‖Mf‖L1,∞ ≤ Ln‖f‖1, ∀f ∈ L1(Rn × R), (1.8)
avec M =MK ou bien M =MCC.
Ce type d’estimation a e´te´ obtenu par Stein et Stro¨mberg dans le cadre des espaces
euclidiens pour la fonction maximale standard de Hardy-Littlewood (voir [32]). Remar-
quons que l’estimation pre´ce´dente a e´te´ obtenue dans [20] sur les groupes de Heisenberg
pour la fonction maximale de´finie par la distance de Carnot-Carathe´odory ou bien par
celle de Kora´nyi.
Par (1.4), (1.6) et (1.7), on peut montrer que (Rn × R, dCC , dg) satisfait la proprie´te´
de “strong n+ 1-microdoubling with constant L1” au sens de [25], i.e.
|BCC(g′, (1 + 1
n + 1
)r)| ≤ L1|BCC(g, r)|, ∀g, r > 0, g′ ∈ BCC(g, r).
Par le Corollary 1.2 de [25], qui est motive´e par [32] et valable dans une situation tre`s
ge´ne´rale, il existe une constante C(L1) > 0, inde´pendente de n, telle que
‖MCCf‖L1,∞ ≤ C(L1)(n+ 1) ln (n + 1)‖f‖L1, ∀f ∈ L1. (1.9)
Pour d’autres travaux au sujet des estimations de type (1.9) et (1.8), voir [32], [25] et
leurs re´fe´rences.
3
L’ide´e principale de la de´monstration du The´ore`me 1.1 est d’utiliser “the Hopf-Dunford-
Schwartz maximal ergodic theorem” (voir [9] pp.690-691) comme dans [32]. Afin de com-
prendre d’ou` vient l’estimation (1.8), on explique brie`vement, au point de vue de la fonc-
tion de Green, la preuve de Stein-Stro¨mberg dans le cadre des espaces euclidiens :
en notant eh∆Rn (h > 0) le semi-groupe de la chaleur, par “the Hopf-Dunford-Schwartz
maximal ergodic theorem” et la structure de dilatation sur Rn, il suffit de montrer qu’il
existe une constante A > 0, inde´pendante de n (≥ 3, si l’on veut), telle que pour un
certain s(n) > 0, tout x ∈ Rn et pour tout x 6= x′ ∈ BRn(x, 1), on a
|BRn(x, 1)|−1 ≤ An 1
s(n)
∫ s(n)
0
eh∆Rn (x, x′) dh
=
An
s(n)
[
(−∆Rn)−1 − (−∆Rn)−1es(n)∆Rn
]
(x, x′),
par la formule explicite du noyau de la chaleur sur Rn, en choisissant s(n) = 1
n
, on voit
qu’il existe une constante c > 0, inde´pendante de n, telle que[
(−∆Rn)−1 − (−∆Rn)−1es(n)∆Rn
]
(x, x′) ≥ c(−∆Rn)−1(x, x′), x 6= x′ ∈ BRn(x, 1). (1.10)
Pour terminer la preuve, il suffit d’utiliser le fait que pour n ≥ 3,
(−∆Rn)−1(x, x′) = |x− x
′|2−n
n(n− 2) |BRn(x, 1)|
−1.
Remarquons que (−∆Rn)−1es(n)∆Rn est positif, on a[
(−∆Rn)−1 − (−∆Rn)−1es(n)∆Rn
]
(x, x′) ≤ (−∆Rn)−1(x, x′).
En gros, il faut prendre φ(n) = n telle que
inf
x 6=x′∈BRn (x,1),n≥3
φ(n)|BRn(x, 1)|n(−∆Rn)−1(x, x′) > 0, (1.11)
et on obtient (1.8) avec n = φ(n). On remarque que le re´sultat de [20] peut aussi eˆtre
explique´ par une estimation de type (1.11). Naturellement, on s’inte´resse a` e´tudier la fonc-
tion de Green pour l’ope´rateur de Grushin et a` e´tudier une estimation de type (1.11). C¸a
nous explique pourquoi la pseudo-distance s’introduit et pourquoi on a le the´ore`me 1.1.
Evidemment, cette explication n’est pas se´rieuse puisqu’on ne sait pas comment e´tablir
l’estimation de type (1.10) dans le cadre des groupes de Heisenberg et des ope´rateurs de
Grushin. Remarquons qu’on a obtenu dans [19] et dans [21] des estimations asymptotiques
du noyau de la chaleur sur les groupes de Heisenberg et pour ∆G respectivement ; cepen-
dant, ces estimations ne sont pas uniforme´ment en dimension (ce sera tre`s inte´ressant
de conside´rer ce proble`me et d’e´tudier l’estimation de type (1.10)). Donc, on utilisera le
noyau de Poisson comme dans [20] au lieu du noyau de la chaleur utilise´ dans [32]. Dans
les grandes lignes, il s’agit d’une estimation de type
inf
x 6=x′∈B(x,1),n≥3
φ(n)|B(x, 1)|√n(−∆)− 12 (x, x′) > 0, (1.12)
4
ou` le choix de
√
n est optimal a` part d’une constante universelle comme on a explique´
dans [20]. Voir l’appendice pour plus d’explication.
Dans [23], on s’adapte les me´thodes de cet article et de [20] pour qu’ils soient valables
dans des situations beaucoup plus complique´es. Plus pre´cisement, sur les espaces hyper-
boliques re´el de dimension n (n ≥ 2), Hn, qui sont a` croissance exponentielle du volume,
on montre qu’il existe une constante L > 0, inde´pendante de n, telle que
‖M‖L1−→L1,∞ ≤ Ln lnn,
ou` M de´signe la fonction maximale centre´e de Hardy-Littlewood sur Hn.
Cet article est organise´ de la fac¸on suivante : on conside´ra dans la section 2 la fonction
de Green pour l’ope´rateur de Grushin et la pseudo-distance dK . On e´tudiera les estimations
uniforme´ment asymptotiques du noyau de Poisson dans la section 3. La de´monstration
du The´ore`me 1.1 sera donne´e dans la section 4 pour M = MK et dans la section 5 pour
M =MCC .
1.1 Notations
Dans toute la suite, c, A, etc. de´signeront des constantes universelles qui peuvent
changer d’une ligne a` l’autre.
Pour deux fonctions f et g, on dit que f = O(g) s’il existe une constante c > 0 telle
que |f | ≤ c|g| ; que f = o(g) si lim f
g
= 0 ; et que f ∼ g s’il existe une constante A > 1
telle que A−1f ≤ g ≤ Af .
2 La fonction de Green pour l’ope´rateur de Grushin
Apre`s avoir fini ce travail, on trouve que dans [1], Beals et al. ont obtenu une ex-
pression pour la fonction de Green dans une situation un peu plus ge´ne´rale. Cependant,
leur expression n’est ni claire, ni pratique pour cet article, surtout elle n’offert aucune
information pour s’introduire naturellement la pseudo-distance dK , qui est essentiel pour
ce travail. On utilisera une autre me´thode pour donner la fonction de Green.
Soit ph = p
(n)
h (h > 0) le noyau de la chaleur (c’est-a`-dire le noyau inte´gral de e
h∆G)
sur (Rn×R,∆G, dg). L’expression explicite suivante de ph a e´te´ obtenue par Paulat dans
[27] :
ph((x, u), (x
′, u′)) = (4pih)−
n
2
−1K(
1
4h
(|x|2 + |x′|2), 2x · x
′
|x|2 + |x′|2 ;
1
4h
|u− u′|), (2.1)
ou` la fonction K est de´finie sur R+ × [−1, 1]× R+ par
K(s1, s2; s3) =
∫
R
( λ
sinh λ
)n
2
exp
(
2iλs3 − s1(λ cothλ− λ
sinhλ
s2)
)
dλ. (2.2)
La fonction de Green est donne´e par
(−∆G)−1(g, g′) =
∫ +∞
0
ph(g, g
′) dh;
5
notons
X = X(g, g′, λ) =
∫ +∞
0
h−
n
2
−1 exp
{ 1
4h
(
i(2sλ)− R2(λ cothλ− λ
sinh λ
a)
)}
dh,
on a (formulement)
(−∆G)−1(g, g′) = (4pi)−n2−1
∫
R
( λ
sinhλ
)n
2
X dλ.
Par le changement de variable
γ =
R2(λ cothλ− λ
sinhλ
a)− i(2sλ)
4h
,
on voit que
X =
[R2(λ cothλ− λ
sinhλ
a)− i(2sλ)
4
]−n
2
∫ +∞
0
γ
n
2
−1e−γ dγ
=
[ 4
R2(λ cothλ− λ
sinhλ
a)− i(2sλ)
]n
2
Γ(
n
2
),
donc,
(−∆G)−1(g, g′) =
Γ(n
2
)
4pi
n
2
+1
∫
R
[
R2 coshλ− i(2s sinhλ)−R2a
]−n
2
dλ.
Posons
DK(R
2, 2s) =
[
R4 + (2s)2
] 1
4
,
et 0 ≤ φ ≤ pi
2
telle que
e−iφ = D−2K (R
2, 2s)[R2 − i(2s)].
On a alors
R2 coshλ− i(2s sinhλ) = D2K(R2, 2s) cosh (λ− iφ), (2.3)
et formulement
(−∆G)−1(g, g′) =
Γ(n
2
)
4pi
n
2
+1
∫
R
[
D2K(R
2, 2s) cosh (λ− iφ)− R2a
]−n
2
dλ
=
Γ(n
2
)
4pi
n
2
+1
∫
R
[
D2K(R
2, 2s) coshλ− R2a
]−n
2
dλ.
6
En utilisant l’expression inte´grale de la fonction de Legendre P
−n−1
2
− 1
2
(voir [10] p.156),
on peut obtenir une expression pour (−∆G)−1. Cependant, ce n’est pas ne´cessaire pour
cet article. Remarquons que la dimension homoge`ne de (Rn×R,∆G, dg) est de n+2. En
rappelant l’estimation classique de la fonction de Green hypoelliptique (voir par exemple
[29], [17], [11] et [14], qui peut aussi eˆtre explique´e facilement par les estimations classiques
du noyau de la chaleur), on e´crit naturellement
(−∆G)−1(g, g′) =
Γ(n
2
)
4pi
n
2
+1
∫
R
[
(D2K(R
2, 2s)− R2a) + 2D2K(R2, 2s) sinh2
λ
2
]−n
2
dλ
=
Γ(n
2
)
4pi
n
2
+1
d−nK (g, g
′)
∫
R
[
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
]−n
2
dλ
=
Γ(n
2
)
pi
n
2
+1
d−nK (g, g
′)
∫ +∞
0
[
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2 λ
]−n
2
dλ.
Pour simplifier les notations, posons
Y =
∫ +∞
0
[
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2 λ
]−n
2
dλ.
On voit facilement que
2D2K(R
2, 2s)
d2K(g, g
′)
≥ 1.
On montrera qu’il existe une constante c > 1, inde´pendante de (n,
2D2
K
(R2,2s)
d2
K
(g,g′) ), telle que
pour tout n ≥ 2 et tout 2D2K(R2,2s)
d2
K
(g,g′) ≥ 1,
c−1n−
1
2
dK(g, g
′)
DK(R2, 2s)
≤ Y ≤ cn− 12 dK(g, g
′)
DK(R2, 2s)
. (2.4)
En fait, puisque sinhλ ≥ λ pour tout λ ≥ 0, on a
Y ≤
∫ +∞
0
[
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
λ2
]−n
2
dλ
=
1
2
√
2
dK(g, g
′)
DK(R2, 2s)
B(
n− 1
2
,
1
2
),
voir [10] p.10 (16). On sait qu’il existe une constante C > 0 telle que B(n−1
2
, 1
2
) ≤ Cn− 12
pour tout n ≥ 2. Donc, on obtient la majoration de Y .
D’ailleurs, on a
Y =
∫ +∞
0
exp
[
− n
2
ln (1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2 λ)
]
dλ.
7
Or,
sinh λ ≤ 2λ, ∀0 ≤ λ ≤ 1, ln (1 + s) ≤ s, ∀s ≥ 0,
on a
Y ≥
∫ 1
0
exp
[
− n
2
ln (1 +
2D2K(R
2, 2s)
d2K(g, g
′)
4λ2)
]
dλ
≥
∫ (4 2D2K (R2,2s)
d2
K
(g,g′) )
− 12
0
exp
[
− 4n
2
2D2K(R
2, 2s)
d2K(g, g
′)
λ2
]
dλ
≥ 2−1n− 12 dK(g, g
′)
DK(R2, 2s)
∫ 1
0
e−h
2
dh.
Par conse´quent, il existe une constante A1 > 1 telle que pour tout n ≥ 2 et tous g 6= g′,
on a
A−11 ≤
(−∆G)−1(g, g′)
Γ(n
2
)
4pi
n
2 +1
d−nK (g, g′)n
− 1
2
dK(g,g′)
DK(R2,2s)
≤ A1. (2.5)
2.1 Estimation de |BK(g, 1)|
Le but de cette sous-section est de montrer l’estimation (1.6). Par la structure de
dilatation, il suffit de conside´rer le cas ou` r = 1.
Rappelons que
d2K((x, u), (x
′, u′)) =
√
(|x|2 + |x′|2)2 + (2|u′ − u|)2 − 2x′ · x,
on constate d’abord que
(x′, u′) ∈ BK((x, u), 1)⇐⇒ (2|u′ − u|)2 < (1 + 2x′ · x)2 − (|x|2 + |x′|2)2,
puis, par le fait que
(1 + 2x′ · x)2 − (|x|2 + |x′|2)2 = (1− |x′ − x|2) · (1 + |x′ + x|2),
que
(x′, u′) ∈ BK((x, u), 1)⇐⇒ |x′ − x| < 1, 2|u′ − u| <
√
1− |x′ − x|2 ·
√
1 + |x′ + x|2.(2.6)
Par conse´quent,
|BK((x, u), 1)| =
∫
|x′−x|<1
√
1− |x′ − x|2 ·
√
1 + |x′ + x|2 dx′
=
∫
|z|<1
√
1− |z|2 ·
√
1 + |2x− z|2 dz, (2.7)
8
par le changement de variable x′ = x− z. Comme
max(2|x| − 1, 0) ≤ |2x− z| ≤ 2|x|+ 1, ∀|z| < 1,
on voit facilement que
1
4
(1 + |x|) ≤
√
1 + |2x− z|2 ≤ 2(1 + |x|). (2.8)
D’ailleurs,
∫
|z|<1
√
1− |z|2 dz =
∫ 1
0
rn−1
√
1− r2 dr|Sn−1|
=
1
2
|Sn−1|
∫ 1
0
h
n
2
−1√1− h dh = 1
2
|Sn−1|B(n
2
,
3
2
).
(2.7) et (2.8) impliquent (1.6).
Remarquons que
dK(g, g
′) < 1 =⇒ DK(R2, 2s) ≤
√
d2K(g, g
′) +R2 ≤ 1 + (|x|+ |x′|) ≤ 2(1 + |x|), (2.9)
par le fait que |Sn−1| = 2 pi
n
2
Γ(n
2
)
, on de´duit de (1.6) et de (2.5) qu’une estimation de type
(1.11) avec φ(n) = n, i.e.
inf
g 6=g′∈BK(g,1),n≥2
n|BK(g, 1)|n(−∆G)−1(g, g′) > 0,
qui est le point de de´part de cet article.
3 Estimations uniforme´ment asymptotiques du noyau
de Poisson pour (Rn × R,∆G, dg)
On suit la strate´gie de [20]. Il faut dire qu’une estimation infe´rieure uniforme´ment du
noyau de Poisson est suffisante pour de´montrer le The´ore`me 1.1.
Soit Ph = P
(n)
h (h > 0) le noyau de Poisson (c’est-a`-dire le noyau inte´gral de e
−h√−∆G).
Par convention, on note P = P1. Notons Q = n + 2. Par la structure de dilatation, on a
Ph(g, g
′) = h−QP (δh−1(g), δh−1(g
′)), ∀h > 0, g, g′ ∈ Rn × R.
On a les estimations uniforme´ment asymptotiques de P , donc celles de Ph, comme
suit :
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Proposition 3.1 Soit U ≫ 1. Lorsque n −→ +∞, pour dK(g, g′) ≥ U
√
n, on a
P (g, g′) =
(sinφ
φ
) 3
2 Γ(
n
2
+ 3
2
)
pi
n
2
+ 3
2
2
1√
2
dK(g, g
′)
DK(R2, 2s)
B(
n
2
+ 1,
1
2
)d−Q−1K (g, g
′)
×
(
1 +O(
n
d2K(g, g
′)
)
)(
1 +O(n−
1
2 )
)
,
ou` 0 ≤ φ ≤ pi
2
est de´termine´ par e−iφ = D−2K (R
2, 2s)[R2 − i(2s)].
Preuve. Rappelons que
e−
√−∆ =
1
2
√
pi
∫ +∞
0
h−
3
2 e−
1
4h eh∆ dh,
on inse`re (2.1) dans la formule pre´ce´dente, et par le the´ore`me de Fubini, on obtient
P (g, g′) =
1
2
√
pi
1
(4pi)
n
2
+1
∫
R
Υ
( λ
sinh λ
)n
2
dλ,
avec
Υ =
∫ +∞
0
h−
n
2
− 5
2 exp
{ 1
4h
[
i(2sλ)−R2(λ cothλ− a λ
sinh λ
)− 1
]}
dh.
En utilisant le changement de variable γ =
1+R2(λ coth λ−a λ
sinhλ
)−i(2sλ)
4h
, on voit que
Υ =
[ 4
1 +R2(λ cothλ− a λ
sinhλ
)− i(2sλ)
]n
2
+ 3
2
Γ(
n
2
+
3
2
),
donc,
P (g, g′) =
Γ(n
2
+ 3
2
)
pi
n
2
+ 3
2
∫
R
( λ
sinh λ
)n
2
[
1 +R2(λ cothλ− a λ
sinh λ
)− i(2sλ)
]−n
2
− 3
2
dλ
=
Γ(n
2
+ 3
2
)
pi
n
2
+ 3
2
∫
R
(sinh λ
λ
) 3
2
{sinh λ
λ
[
1 +R2(λ cothλ− a λ
sinh λ
)− i(2sλ)
]}−n
2
− 3
2
dλ.
Posons
f(R2, 2s, a;λ) = 1 +R2(λ cothλ− a λ
sinh λ
)− i(2sλ)
= 1 +
λ
sinh λ
[
D2K(R
2, 2s) cosh (λ− iφ)−R2a
]
,
par (2.3), avec 0 ≤ φ ≤ pi
2
de´fini par e−iφ = D−2K (R
2, 2s)[R2 − i(2s)].
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On sait bien que ℜf(R2, 2s, a;λ) ≥ 1 pour tout 0 ≤ ℑλ ≤ pi
2
, voir le Lemma 4.3 de
[27]. Aussi, pour tout 0 ≤ β2 ≤ pi2 et tout β1 ∈ R, on a
ℜsinh (β1 + iβ2)
β1 + iβ2
=
β1 sinh β1 cos β2 + β2 sin β2 cosh β1
β21 + β
2
2
> 0.
De´finissons
F (λ) =
(sinhλ
λ
) 3
2
[sinh λ
λ
+ (D2K(R
2, 2s) cosh (λ− iφ)− R2a)
]−n
2
− 3
2
,
en choisissons la branche principale de la fonction racine care´e. Alors, F est analytique
sur
Ω = {λ ∈ C; 0 < ℑλ < pi
2
},
et continue sur Ω. De plus, on a
lim
λ∈Ω,|λ|−→+∞
|F (λ)| = 0.
Par le the´ore`me fondamental de Cauchy, on a donc
∫
R
F (λ) dλ =
∫
R
F (λ+ iφ) dλ = W,
avec
W =
∫
R
(sinh (λ+ iφ)
λ+ iφ
) 3
2
[sinh (λ+ iφ)
λ+ iφ
+ (D2K(R
2, 2s) coshλ− R2a)
]−n
2
− 3
2
dλ
=
∫
R
(sinh (λ+ iφ)
λ+ iφ
) 3
2
[
d2K(g, g
′) +
sinh (λ+ iφ)
λ+ iφ
+ 2D2K(R
2, 2s) sinh2
λ
2
]−n
2
− 3
2
dλ.
Par conse´quent, pour terminer la preuve de la Proposition 3.1, il nous reste a` montrer
le
Lemme 3.2 Soit U ≫ 1. Lorsque n −→ +∞, pour dK(g, g′) ≥ U
√
n, on a
W =
(sinφ
φ
) 3
2
2
1√
2
dK(g, g
′)
DK(R2, 2s)
B(
n
2
+ 1,
1
2
)d−Q−1K (g, g
′)
(
1 +O(n−
1
2 )
)(
1 +O(
n
d2K(g, g
′)
)
)
.
Preuve. Posons
W1 =
∫ 1
−1
(sinh (λ+ iφ)
λ+ iφ
) 3
2
[
d2K(g, g
′) +
sinh (λ+ iφ)
λ+ iφ
+ 2D2K(R
2, 2s) sinh2
λ
2
]−n
2
− 3
2
dλ,
W2 =
∫
|λ|≥1
(sinh (λ+ iφ)
λ+ iφ
) 3
2
[
d2K(g, g
′) +
sinh (λ+ iφ)
λ+ iφ
+ 2D2K(R
2, 2s) sinh2
λ
2
]−n
2
− 3
2
dλ.
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On a alors W =W1 +W2. On commence par estimer W2. On constate d’abord que∣∣∣sinh (λ+ iφ)
λ+ iφ
∣∣∣ ≤ coshλ, ∀0 ≤ φ ≤ pi
2
, |λ| ≥ 1.
Donc, pour n −→ +∞ avec (√2DK(R2, 2s) ≥)dK(g, g′)≫ n 12 , on a
|W2| ≤
∫
|λ|≥1
[
(d2K(g, g
′)− 1) + (2D2K(R2, 2s)− 2) sinh2
λ
2
]−n
2
− 3
2
(cosh λ)
3
2 dλ
≤ 2
∫ +∞
1
[
(d2K(g, g
′)− 2) + (2D2K(R2, 2s)− 2) sinh2
λ
2
]−n
2
− 3
2
(coshλ)
3
2 dλ
≤ 2(d2K(g, g′)− 2)−
n
2
− 3
2
∫ +∞
1
(1 + sinh2
λ
2
)−
n
2
− 3
2 (2 cosh
λ
2
sinh
λ
2
)
3
2 dλ
≤ (d2K(g, g′)− 2)−
n
2
− 3
2
16
n
(cosh
1
2
)−n
= d−Q−1K (g, g
′)e−(
n
2
+ 3
2
) ln (1−2d−2
K
(g,g′))o(n−2)
= d−Q−1K (g, g
′)
(
1 +O(
n
d2K(g, g
′)
)
)
o(n−2).
Il nous reste a` e´tudier W1 :
On constate d’abord que pour −1 ≤ λ ≤ 1 et 0 ≤ φ ≤ pi
2
, on a
(sinh (λ+ iφ)
λ+ iφ
) 3
2
=
(sin φ
φ
) 3
2
[
1 +O(λ)
]
,
1
cosh λ
2
= 1 +O(λ2),
et si on a de plus n
d2
K
(g,g′) ≪ 1, alors
[
d2K(g, g
′) +
sinh (λ+ iφ)
λ+ iφ
+ 2D2K(R
2, 2s) sinh2
λ
2
]−n
2
− 3
2
=
[
d2K(g, g
′) + 2D2K(R
2, 2s) sinh2
λ
2
]−n
2
− 3
2
× exp
{
− (n
2
+
3
2
) ln
(
1 +
sinh (λ+iφ)
λ+iφ
1 +
2D2
K
(R2,2s)
d2
K
(g,g′) sinh
2 λ
2
1
d2K(g, g
′)
)}
= d−Q−1K (g, g
′)
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
[
1 +O(
n
d2K(g, g
′)
)
]
= d−Q−1K (g, g
′)
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
1
cosh λ
2
[
1 +O(
n
d2K(g, g
′)
)
]
.
On peut donc e´crire
W1 =
(sin φ
φ
) 3
2
d
−Q−1
K (g, g
′)
×
∫ 1
−1
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
[
1 +O(
n
d2K(g, g
′)
)
][
1 +O(λ)
]
dλ.
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Par conse´quent, pour terminer la preuve du Lemme 3.2, il faut montrer que∫ 1
−1
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
[
1 +O(
n
d2K(g, g
′)
)
][
1 +O(λ)
]
dλ
= 2
1√
2
dK(g, g
′)
DK(R2, 2s)
B(
n
2
+ 1,
1
2
)
(
1 +O(n−
1
2 )
)(
1 +O(
n
d2K(g, g
′)
)
)
. (3.1)
En fait, d’une part, on remarque d’abord que∫ 1
−1
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
dλ
= 4
[ ∫ +∞
0
−
∫ +∞
sinh 1
2
](
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
h2
)−n
2
− 3
2
dh
= 4
1√
2
dK(g, g
′)
DK(R2, 2s)
[ ∫ +∞
0
−
∫ +∞
√
2
DK(R
2,2s)
dK (g,g
′) sinh
1
2
](
1 + λ2
)−n
2
− 3
2
dλ,
puis, par le fait que∫ +∞
0
(
1 + λ2
)−n
2
− 3
2
dλ =
1
2
B(
n
2
+ 1,
1
2
), (voir [10] p.10 (16)),
∫ +∞
√
2
DK(R
2,2s)
dK (g,g
′) sinh
1
2
(
1 + λ2
)−n
2
− 3
2
dλ ≤
(
sinh
1
2
)−1 ∫ +∞
sinh 1
2
(
1 + λ2
)−n
2
− 3
2
λ dλ
=
(
sinh
1
2
)−1 1
n + 1
(
cosh
1
2
)−n−1
,
et que
B(
n
2
+ 1,
1
2
) = Γ(
1
2
)
Γ(n
2
+ 1)
Γ(n
2
+ 3
2
)
=
√
pi
(n
2
+
3
2
)− 1
2
(1 + o(1)),
n −→ +∞, (voir [15] p.6 et p.12),
on a ∫ 1
−1
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
dλ
= 2
1√
2
dK(g, g
′)
DK(R2, 2s)
B(
n
2
+ 1,
1
2
)
[
1 +O(n−
1
2 )
]
, n −→ +∞.
D’autre part, puisque sinh h ≥ h pour tout 0 ≤ h ≤ 1, on a∫ 1
−1
|λ|
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
dλ
≤ 2
∫ 1
0
2 sinh
λ
2
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
sinh2
λ
2
)−n
2
− 3
2
cosh
λ
2
dλ
≤ 4
∫ +∞
0
(
1 +
2D2K(R
2, 2s)
d2K(g, g
′)
y
)−n
2
− 3
2
dy ≤ 8
n+ 1
1√
2
dK(g, g
′)
DK(R2, 2s)
,
13
par le fait que 1√
2
dK(g,g
′)
DK(R2,2s)
≤ 1.
On obtient donc (3.1).
4 Preuve du The´ore`me 1.1 pour M = MK
Comme
Ph(g) ≥ 0, ∀g ∈ Rn × R, ‖Ph‖1 = 1, ∀h > 0,
par “the Hopf-Dunford-Schwartz maximal ergodic theorem”, on a
∣∣∣{g; sup
t>0
1
t
∫ t
0
e−h
√−∆Gf(g) dh > λ
}∣∣∣ ≤ 2
λ
‖f‖1, ∀λ > 0, f ∈ L1(Rn × R).
Pour montrer le The´ore`me 1.1, il nous reste a` montrer qu’il existe une constante A > 0
telle que pour n assez grand, on a
MKf(g) ≤ An sup
t>0
1
t
∫ t
0
e−h
√−∆Gf(g) dh, ∀g ∈ Rn × R, 0 ≤ f ∈ L1(Rn × R).
Par la structure de dilatation sur (Rn×R,∆G, dg), il suffit de montrer qu’il existe une
constante L > 0 telle que pour n assez grand, avec un t(n) > 0 bien choisi, on a pour tout
g et tout g 6= g′ ∈ BK(g, 1)
|BK(g, 1)|−1χBK(g,1)(g′) ≤ L
n
t(n)
∫ t(n)
0
Ph(g, g
′) dh
= L
n
t(n)
∫ t(n)
0
h−QP (δh−1(g), δh−1(g
′)) dh. (4.1)
Choisissons U ≫ 1 et t(n) = (U√n)−1, pour 0 < dK(g, g′) < 1, on constate d’abord
que
1
t(n)
∫ t(n)
0
h−QP (δh−1(g), δh−1(g
′)) dh ≥ U√n
∫ dK(g,g′)
U
√
n
0
h−QP (δh−1(g), δh−1(g
′)) dh,
puis, par la Proposition 3.1, que
1
t(n)
∫ t(n)
0
h−QP (δh−1(g), δh−1(g
′)) dh
≥ R(n; g, g′)U√n
∫ dK(g,g′)
U
√
n
0
h dh
(
1 +O(
1
U2
)
)(
1 +O(n−
1
2 )
)
,
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avec
R(n; g, g′) =
(sinφ
φ
) 3
2 Γ(
n
2
+ 3
2
)
pi
n
2
+ 3
2
2
1√
2
B(
n
2
+ 1,
1
2
)
dK(g, g
′)
DK(R2, 2s)
d
−Q−1
K (g, g
′).
Si U est choisi assez grand, lorsque n −→ +∞, on aura pour tout 0 < dK(g, g′) < 1,
1
t(n)
∫ t(n)
0
h−QP (δh−1(g), δh−1(g
′)) dh ≥
(sinφ
φ
) 3
2 Γ(
n
2
+ 3
2
)
pi
n
2
+ 3
2
B(n
2
+ 1, 1
2
)
DK(R2, 2s)
1
4U
√
n
=
(sinφ
φ
) 3
2 Γ(
n
2
)
pi
n
2
pi−1
DK(R2, 2s)
√
n
8U
,
par le fait que B(n
2
+ 1, 1
2
) =
Γ( 1
2
)Γ(n
2
+1)
Γ(n
2
+ 3
2
)
et que Γ(n
2
+ 1) = n
2
Γ(n
2
). Or, |Sn−1| = 2 pi
n
2
Γ(n
2
)
, on
a donc
1
t(n)
∫ t(n)
0
h−QP (δh−1(g), δh−1(g
′)) dh ≥
(sin φ
φ
) 3
2 pi−1
DK(R2, 2s)|Sn−1|
√
n
4U
.
Puisque sinφ
φ
≥ 2
pi
pour tout 0 ≤ φ ≤ pi
2
, pour de´montrer (4.1), il nous reste a` montrer
qu’il existe une constante C > 0 telle que :
n
3
2
|BK(g, 1)|
DK(R2, 2s)|Sn−1| ≥ C, ∀g
′ ∈ BK(g, 1), g, n ∈ N∗. (4.2)
Ce qui est vraie par (2.9), (1.6) et
B(
n
2
,
3
2
) ∼ n− 32 , n −→ +∞,
On a donc montre´ le The´ore`me 1.1 pour M =MK .
5 Preuve du The´ore`me 1.1 pour M = MCC
On voit facilement d’apre`s la section 4 que pour montrer le The´ore`me 1.1 pour M =
MCC , il suffit d’e´tablir les deux propositions suivantes :
Proposition 5.1 On a dK(g, g
′) ≤ dCC(g, g′) pour tous g, g′.
Proposition 5.2 Il existe une constante c > 0 telle que
|BCC(g, 1)| ≥ c|BK(g, 1)|, ∀g, n ∈ N∗.
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5.1 Preuve de la Proposition 5.1
I. Dans le cas ou` x′ = −x et 2s ≥ pi|x|2, on a
d2CC(g, g
′) = 2spi, d2K(g, g
′) =
√
(2|x|2)2 + (2s)2 + 2|x|2.
On remarque d’abord que
√
22 + pi2 ≤ pi2 − 2, puis que pih ≥ √22 + h2 + 2 pour tout
h ≥ pi, on obtient dK(g, g′) ≤ dCC(g, g′).
II. Dans d’autres cas : Rappelons que
d2K(g, g
′) =
√
R4 + (2s)2 − 2x′ · x, d2CC(g, g′) =
( θ
sin θ
)2
R2(1− a cos θ),
avec 0 ≤ θ < pi satisfaisant
2s
R2
=
θ
sin2 θ
− cot θ + a1− θ cot θ
sin θ
= µ(a; θ) ≥ 0.
De´finissons pour 0 ≤ ω < pi, −1 ≤ r ≤ 1,
G(r, ω) =
[( ω
sinω
)2
(1− r cosω) + r
]2
−
( ω
sin2 ω
− cotω + r1− ω cotω
sinω
)2
,
il nous reste a` montrer que
G(r, ω) ≥ 1, ∀0 ≤ ω < pi,−1 ≤ r ≤ 1. (5.1)
Pour montrer (5.1), il suffit d’obtenir les estimations suivantes :
G(−1, ω) ≥ 1, ∀0 ≤ ω < pi, (5.2)
G(1, ω) ≥ 1, ∀0 ≤ ω ≤ pi
2
, (5.3)
inf
−1≤r≤1,0≤ω≤pi
2
G(r, ω) = inf
0≤ω≤pi
2
min{G(−1, ω), G(1, ω)}, (5.4)
inf
−1≤r≤1,pi
2
<ω<pi
G(r, ω) = inf
pi
2
<ω<pi
G(−1, ω). (5.5)
La de´monstration de (5.2) et (5.3) est e´le´mentaire, mais il y a beaucoup de calcul des
de´rive´es, on utilisera le logiciel Mathematica pour re´duire notre taˆche.
Preuve de (5.2). On constate que
G(−1, ω) =
[( ω
sinω
)2
(1 + cosω)− 1
]2
−
[ ω
sin2 ω
− cotω − 1− ω cotω
sinω
]2
=
[
2
( ω
2
sin ω
2
)2
− 1
]2
−
( ω
2
sin2 ω
2
− cot ω
2
)2
.
En notant y = ω
2
, il nous reste a` montrer que
Z1(y) =
[
2
( y
sin y
)2
− 1
]2
−
( y
sin2 y
− cot y
)2
≥ 1, ∀0 ≤ y < pi
2
.
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On a e´videmment Z1(0) = 1, par le the´ore`me des accroissements finis, il suffit de
montrer que Z ′1(y) ≥ 0 pour tout 0 < y < pi2 . En fait, en utilisant le logiciel Mathematica,
on a
Z ′1(y) =
1
sin5 y
[
(1 + 6y2 − 16y4) cos y − (1 + 2y2) cos (3y) + 2y(−5 + 8y2 + cos 2y) sin y
]
.
Posons
z∗(y) = (1 + 6y2 − 16y4) cos y − (1 + 2y2) cos (3y) + 2y(−5 + 8y2 + cos 2y) sin y.
De la meˆme fac¸on, comme z∗(0) = 0, il nous reste a` montrer que z′∗(y) ≥ 0 pour tout
0 < y < pi
2
. En utilisant encore une fois le logiciel Mathematica, on a
z′∗(y) = 4y cos y(sin
2 y − 12y2) + 4y2(12 + 4y2 + 3 cos (2y)) sin y − 16 sin3 y,
par un calcul soigneux, on peut e´crire (ou bien le ve´rifier par Mathematica)
z′∗(y) = 4
{
4y2 sin y(y2 − sin2 y) + sin y(y2 − sin2 y)
+ (sin y − y cos y)(12y2 − 2y sin y cos y − 3 sin2 y)
}
> 0,
pour tout 0 < y < pi
2
, en utilisant les ine´galite´s e´le´mentaires
1 >
sin y
y
>
(sin y
y
)2
> cos y, ∀0 < y < pi. (5.6)
Ceci ache`ve la preuve de (5.2).
Preuve de (5.3). Observons que
G(1, ω) =
[( ω
sinω
)2
(1− cosω) + 1
]2
−
[ ω
sin2 ω
− cotω + 1− ω cotω
sinω
]2
=
[
2
( ω
2
cos ω
2
)2
+ 1
]2
−
( ω
2
cos2 ω
2
+ tan
ω
2
)2
.
En notant y = ω
2
, il nous reste a` montrer que
Z2(y) =
[
2
( y
cos y
)2
+ 1
]2
−
( y
cos2 y
+ tan y
)2
≥ 1, ∀0 ≤ y < pi
4
.
On voit que Z2(0) = 0, et par Mathematica, que
Z ′2(y) =
2
cos5 y
(cos y + y sin y)(8y3 + 2y cos (2y)− sin (2y)).
Il nous reste a` montrer que
V (h) = h3 + h cosh− sin h > 0, ∀0 < h < pi
2
,
ce qui est vraie puisque V (0) = 0 et V ′(h) = h(3h− sin h) > 0.
17
Preuve de (5.4)-(5.5). De´finissons pour −1 ≤ r ≤ 1, 0 ≤ ω < pi,
Φ(r, ω) =
( ω
sinω
)2
(1− r cosω) + r, µ(r;ω) = ω
sin2 ω
− cotω + r1− ω cotω
sinω
,
G1(r, ω) = Φ(r, ω)− µ(r;ω), G2(r, ω) = Φ(r, ω) + µ(r;ω).
Rappelons que µ ≥ 0. On observe d’abord que Φ ≥ 1, puisque pour tout 0 ≤ ω < pi,
∂Φ(r, ω)
∂r
= 1−
( ω
sinω
)2
cosω ≥ 0, Φ(−1, ω) = 2
( ω
2
sin ω
2
)2
− 1 ≥ 1.
On a donc G2 ≥ 1.
Remarquons que G = G1 ·G2. On va montrer les estimations suivantes :
∂G2(r, ω)
∂r
> 0, ∀0 < ω < pi, ∂G1(r, ω)
∂r
≥ 0 pour pi
2
≤ ω < pi et ≤ 0 pour 0 ≤ ω ≤ pi
2
. (5.7)
On admet (5.7) pour l’instant et on continue avec la de´monstration de (5.4)-(5.5) :
Pour 0 ≤ ω ≤ pi
2
fixe´. Puisque ∂
2G(r,ω)
∂r2
= 2∂G1(r,ω)
∂r
∂G2(r,ω)
∂r
≤ 0, G(·, ω) est une fonction
concave et inf−1≤r≤1G(·, ω) = min{G(−1, ω), G(1, ω)}. On obtient donc (5.4).
Pour pi
2
< ω < pi fixe´. On de´duit de (5.7) que G1(r, ω) ≥ G1(−1, ω). Par le fait que
G2 ≥ 1, G(−1, ω) = G1(−1, ω)G1(−1, ω) et (5.2) impliquent que G1(−1, ω) > 0 et donc
G1 > 0. Par conse´quent,
∂G(r, ω)
∂r
=
∂G1(r, ω)
∂r
G2(r, ω) +G1(r, ω)
∂G2(r, ω)
∂r
≥ 0,
et on obtient (5.5).
Preuve de (5.7). Observons que
∂G2(r, ω)
∂r
=
(
1− ω
2
sin2 ω
cosω
)
+
1
sinω
(
1− ω
sinω
cosω
)
> 0,
par (5.6).
Remarquons que
∂G1(r, ω)
∂r
= 1− 1
sinω
+
ω
sinω
cosω(
1
sinω
− ω
sinω
).
Pour 1 < ω ≤ pi
2
, on a e´videmment ∂G1(r,ω)
∂r
≤ 0.
Pour 0 ≤ ω ≤ 1, par (5.6), on a ∂G1(r,ω)
∂r
≤ 0.
Pour pi
2
≤ ω < pi, pour de´montrer ∂G1(r,ω)
∂r
≥ 0, en posant
K(ω) = sin2 ω − sinω − cosω(ω2 − ω),
il suffit de montrer que K(ω) > 0 pour tout pi
2
< ω < pi. Ce qui est vraie puisque K(pi
2
) = 0
et
K ′(ω) = 2(sinω − ω) cosω + (ω2 − ω) sinω > 0, ∀pi
2
< ω < pi.
Ceci ache`ve la preuve de (5.7).
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5.2 Preuve de la Proposition 5.2
On voit que pour tout u ∈ R et tout x ∈ Rn, on a
|BCC((x, u), 1)| = |BCC((x, 0), 1)|, |BK((x, u), 1)| = |BK((x, 0), 1)|.
Il suffit de montrer qu’il existe une constante c > 0, inde´pendante de n, telle que
|BCC((x, 0), 1)| ≥ c|BK((x, 0), 1)|, ∀x ∈ Rn.
Lorsque x = 0, il suffit de modifier un peu la preuve du Lemme 5.2 de [20] dans le
cadre des groupes de Heisenberg. On peut donc supposer dans la suite x 6= 0.
De´finissons pour −pi < ω < pi et −1 ≤ r ≤ 1,
Ψ(r, ω) =
( ω
sinω
)2
(1− r cosω), Ξ(ω) = 2ω − sin 2ω
2ω2 sinω
.
On aura besoin des lemmes suivants :
Lemme 5.3 Soit −1 ≤ r ≤ 1. La fonction paire Ψ(r, ·) est strictement croissante sur
[0, pi).
Lemme 5.4 On a
inf
0≤ω<pi
Ξ(ω) = Ξ(
pi
2
) =
2
pi
. (5.8)
Lemme 5.5 A l’exception d’un ensemble de mesure nulle, on a
BCC((x, 0), 1)
=
{
(x′, t′);
( ω
sinω
)2
R2(1− a cosω) < 1, t′ = 1
2
µ(a;ω)R2,−pi < ω < pi
}
= Σ1
=
{
(x′, ω); |x′ − x| < 1,−θ0 < ω < θ0 < pi, avec
|x′ − x|2 + 2x′ · x(1− cos θ0) =
(sin θ0
θ0
)2}
= Σ2. (5.9)
On admet les lemmes pour l’instant et on continue avec la preuve de la Proposition
5.2 :
Par le Lemme 5.5, on a
|BCC((x, 0), 1)| =
∫∫
Σ1
dx′dt′ =
∫∫
Σ2
R2
2
µ′(a;ω) dωdx′ =
∫
|z|<1
R2µ(a; θ0) dz,
ou`
R2 = |x|2 + |x′|2 = |z|2 + 2(|x|2 + x · z), a = 2(|x|
2 + x · z)
|z|2 + 2(|x|2 + x · z) ,
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et 0 ≤ θ0 = θ0(x, z) < pi est de´fini par
|z|2 + 2(|x|2 + x · z)(1− cos θ0) =
(sin θ0
θ0
)2
. (5.10)
Donc,
|BCC(o, 1)|
=
∫
|z|<1
{[
|z|2 + 2(|x|2 + x · z)
]( θ0
sin2 θ0
− cot θ0
)
+ 2(|x|2 + x · z)1− θ0 cot θ0
sin θ0
}
dz
=
∫
|z|<1
{[(sin θ0
θ0
)2
+ 2(|x|2 + x · z) cos θ0
]( θ0
sin2 θ0
− cot θ0
)
+ 2(|x|2 + x · z)1 − θ0 cot θ0
sin θ0
}
dz
=
∫
|z|<1
[(sin θ0
θ0
)2( θ0
sin2 θ0
− cot θ0
)
+ 2(|x|2 + x · z) sin θ0
]
dz.
Rappelons que (voir (2.8) et (2.7))
4−1(1 + |x|)
∫
|z|<1
√
1− |z|2 dz ≤ |BK((x, 0), 1)| ≤ 2(1 + |x|)
∫
|z|<1
√
1− |z|2 dz.
Il nous reste a` montrer qu’il existe une constante c > 0, inde´pendante de (n, x, z), telle
que
J = J(x, z) =
2θ0 − sin 2θ0
2θ20
+ 2(|x|2 + x · z) sin θ0 ≥ c(1 + |x|)
√
1− |z|2, |z| < 1, (5.11)
avec 0 ≤ θ0 < pi de´termine´ par (5.10).
5.3 Preuve de (5.11)
Cas 1. |x| ≥ 2. On de´duit de (5.10) que
(sin θ0
θ0
)2
≥ 2|x|(|x| − 1)(1− cos θ0),
par (5.6), on a θ0 ≤ pi2 . Donc, d’une part,
J ≥ 2(|x|2 + x · z) sin θ0 ≥ 2|x|(|x| − 1)sin θ0
θ0
θ0 ≥ 2
pi
|x|2θ0 ≥ (1 + |x|)
pi
|x|θ0;
d’autre part, (5.10) implique que
1− |z|2 = 1−
(sin θ0
θ0
)2
+ 2(|x|2 + x · z)(1 − cos θ0)
=
θ0 − sin θ0
θ0
· θ0 + sin θ0
θ0
+ 4|x|(|x|+ x|x| · z) sin
2 θ0
2
≤ 2θ0 − sin θ0
θ0
+ |x|(|x|+ 1)θ20, par (5.6).
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Or, en utilisant le de´veloppement de Taylor d’ordre 3 autour de l’origine pour sinϕ, on a
+∞ > C1 = sup
0<ω<pi
ω − sinω
ω3
> inf
0<ω<pi
ω − sinω
ω3
= c1 > 0. (5.12)
Donc,
1− |z|2 ≤
[
2C1 + |x|(|x|+ 1)
]
θ20 ≤ 2(C1 + 2)|x|2θ20,
et on obtient (5.11) dans le cas ou` |x| ≥ 2.
Cas 2. |x| < 2. Il suffit de montrer que
2θ0 − sin 2θ0
2θ20
+ 2(|x|2 + x · z) sin θ0 ≥ c
√
1−
(sin θ0
θ0
)2
+ 4(|x|2 + x · z) sin2 θ0
2
.
Observons que |x|2 + x · z ≤ |x|2 + |x| < 6 et que
1−
(sin θ0
θ0
)2
+ 4(|x|2 + x · z) sin2 θ0
2
≤ θ0 − sin θ0
θ0
· θ0 + sin θ0
θ0
+ 24 sin2
θ0
2
≤ (2C1 + 6)θ20.
Lorsque |x|2 + x · z ≥ 0, on a e´videmment
2θ0 − sin 2θ0
2θ20
+ 2(|x|2 + x · z) sin θ0 ≥ 2θ0 − sin 2θ0
2θ20
≥ c∗θ0 > 0, ∀0 < θ0 < pi.
Donc, on a l’estimation cherche´e.
Lorsque |x|2 + x · z < 0, on constate d’abord que
0 ≤ −(|x|2 + x · z) = |x|(−x|x| · z − |x|) ≤
1
4
,
puis, par (5.8), que
2θ0 − sin 2θ0
2θ20
+ 2(|x|2 + x · z) sin θ0 = sin θ0
[
Ξ(θ0)− 2(−|x|2 − x · z)
]
≥ (1− pi
4
) sin θ0Ξ(θ0) ≥ cθ0.
Ceci ache`ve la preuve de (5.11).
5.4 Preuve du Lemme 5.3
Lorsque 0 ≤ r ≤ 1, il suffit d’utiliser le fait que les deux fonctions positives ω
sinω
,
1− r cosω sont strictement croissantes sur [0, pi).
Pour −1 ≤ r < 0, il suffit d’observer que
( ω
sinω
)2
(1− r cosω) = (1 + r)
( ω
sinω
)2
+ (−2r)
( ω
2
sin ω
2
)2
.
On a donc le Lemme 5.3.
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5.5 Preuve du Lemme 5.4
Il suffit de montrer que Ξ′(ω) < 0 pour 0 < ω < pi
2
, Ξ′(pi
2
) = 0, et Ξ′(ω) > 0 pour
pi
2
< ω < pi. En fait, par un calcul simple, on a
Ξ′(ω) = − cosω
ω3 sin2 ω
[
ω2 +
ω
2
sin (2ω)− 2 sin2 ω
]
.
Notons
T (ω) = ω2 +
ω
2
sin (2ω)− 2 sin2 ω, 0 < ω < pi,
il nous reste a` montrer que T (ω) > 0. Ce qui est vraie puisqu’on a
T (0) = 0, T ′(ω) = 2ω + ω cos (2ω)− 3
2
sin (2ω),
T ′(0) = 0, T
′′
(ω) = 4 sinω(sinω − ω cosω) > 0, ∀0 < ω < pi,
en utilisant (5.6).
5.6 Preuve du Lemme 5.5
Par le Lemme 5.3 et le fait que µ(a; ·) est strictement croissante, il nous reste a` montrer
que |z = x′ − x| < 1. En fait, dans le cas ou` |z| < |x|, il suffit d’observer que
1 >
(sinω
ω
)2
> |x′ − x|2 + 2x′ · x(1 − cosω) ≥ |z|2 + 2|x|(|x| − |z|)(1− cosω) ≥ |z|2.
Dans le cas ou` |z| ≥ |x|, on constate d’abord que
|x′ − x|2 + 2x′ · x(1− cosω) ≥ |z|2
[
1− 2 |x||z| (1−
|x|
|z| )(1− cosω)
]
≥ |z|2
[
1− 1
2
(1− cosω)
]
= |z|2 cos2 ω
2
,
puis que
1 >
( ω
sinω
)2[
|x′ − x|2 + 2x′ · x(1− cosω)
]
≥ |z|2
( ω
2
sin ω
2
)2
≥ |z|2.
On obtient donc le Lemme 5.5.
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6 Appendice I. Sur l’estimation (1.12)
Dans les trois cas connus : les espaces euclidiens Rn, les groupes de Heisenberg H(2n, 1)
et les ope´rateurs de Grushin ∆G, on peut ve´rifier que pour certaine U > 0, il existe une
constante C(U) > 0 telle que pour tout n assez grand, on a
∫ 1
U
√
n
0
e−h
√−∆(g, g′) dh ≥ C(U)(−∆)− 12 (g, g′), ∀0 < dK(g, g′) < 1. (6.1)
De`s qu’on a l’estimation pre´ce´dente, on obtient l’estimation (1.12) avec une certaine
fonction φ(n). Par la structure de dilatation et “the Hopf-Dunford-Schwartz maximal
ergodic theorem”, on a donc
‖MK‖L1−→L1,∞ ≤ Cφ(n). (6.2)
Dans [20] et aussi dans cet article, l’ide´e de la de´monstration de (6.1) est tre`s naturelle :
il suffit d’obtenir une estimation infe´rieure uniforme´ment du noyau de Poisson. Cependant,
ce n’est pas ne´cessaire : comme on a fait dans la de´monstration, l’e´tape crucial se trouve
a` montrer qu’il existe deux constantes c, c′ > 0 telle que pour n assez grand, on a
(−∆)− 12 (g, g′)− (−∆)− 12 e−c
dK (g,g
′)√
n
√−∆
(g, g′) ≥ c′(−∆)− 12 (g, g′), ∀g 6= g′. (6.3)
Pour ve´rifier l’estimation (6.3) dans le cadre de Rn, on peut utiliser l’expression ex-
plicite de (−∆)− 12 et de (−∆)− 12 e−h
√−∆ (h > 0). Dans le cadre de ∆G (resp. H(2n, 1)),
il suffit de modifier un peu la preuve de la Proposition 3.1 de cet article (resp. de [20]).
Dans [24], on utilisera les ide´es ci-dessus afin d’e´tudier la fonction maximale centre´e dans
le cadre des groupes de type Heisenberg.
Ce sera beaucoup plus inte´ressant d’e´tudier l’estimation de type (6.3) dans une si-
tuation ge´ne´rale (avec n convenable). Sous les conditions de la proprie´te´ du doublement
du volume et des estimations gaussiennes classiques du noyau de la chaleur, ce serait
raisonable de croire que (6.3) est satisfaite.
De plus, sans utiliser la structure de dilatation, l’estimation (1.12) doit s’interpre´ter
par
inf
n≥3,h>0,g 6=g′∈B(g,h)
φ(n)
√
n
h
|B(g, h)|(−∆)− 12 (g, g′) > 0.
Enfin, on insiste encore une fois : par notre connaissance, nous ne savons pas comment
e´tablir une estimation de type (1.10) dans le cadre des groupes de Heisenberg ou dans le
cadre des ope´rateurs de Grushin.
7 Appendice II. Les cas p > 1
Pour p > 1, on a le re´sultat suivant :
23
The´ore`me 7.1 Pour tout 1 < p < +∞, il existe une constante Ap > 0 telle qu’on a
‖Mf‖p ≤ Ap‖f‖p, ∀f ∈ Lp, ∀n ∈ N∗, (7.1)
avec M =MK ou bien M =MCC .
Remarques. 1. On rappelle qu’une estimation de type (7.1) a e´te´ obtenue par Stein
et Stro¨mberg dans le cadre des espaces euclidiens pour la fonction maximale standard
de Hardy-Littlewood (voir [32] ou bien [30] et [31]), et par J. Zienkiewicz dans le cadre
des groupes de Heisenberg pour la fonction maximale de´finie par la distance de Carnot-
Carathe´odory ou bien par celle de Kora´nyi (voir [34]). Re´cemment, en utilisant l’ide´e
principale de cet article, l’auteur a de´montre´ l’estimation (7.1) dans le cadre des espaces
hyperboliques re´els ou complexes, voir [22] pour les de´tails. Il existe aussi d’autres re´sulats
(partiels), voir par exemple [3]-[7], [16], [26], [25] et leurs re´fe´rences.
2. Remarquons que c’est impossible d’e´tablir une estimation de type (7.1) dans le cas
ge´ne´ral. Par exemple, pour tout n ≥ 2 et tout 1 < p0 < +∞, conside´rons R+×Rn−1 muni
de la me´trique hyperbolique dH
dH((y, x), (y
′, x′)) = arc cosh
y2 + y′2 + |x− x′|2
2yy′
, ∀(y, x), (y′, x′) ∈ R+ × Rn−1,
et de la mesure
dµn,po(y, x) = y
− po
2po−1 (n−1)−1 dydx,
avec dx la mesure de Lebesgue sur Rn−1. On sait bien que (R+ × Rn−1, d, dµn,po) est a`
croissance exponentielle du volume. Dans cet espace, M est borne´ sur Lp pour p > p0
mais pas pour 1 ≤ p < p0, voir [18] pour les de´tails et pour plus d’exemples.
3. L’ide´e de la preuve du the´ore`me 7.1 provient de [22]. Pour expliquer a` peu pre`s la
de´monstration, on observe que
∆G =
n∑
i=1
∂2
∂x2i
+ (
n∑
i=1
x2i )
∂2
∂u2
,
c¸a nous conduit d’utiliser la se´paration des variables et d’e´tablir une estimation de type
MKf(x, u) ≤ cMRn
(
MRf(·, u)
)
(x), (7.2)
ou` la constante c > 0 est inde´pendante de (n, f, (x, u)).
Preuve du The´ore`me 7.1. Il nous reste a` de´montrer (7.2). De`s qu’on a cette esti-
mation, par les Propositions 5.1 et 5.2, on a aussi MCCf ≤ c′MRn(MRf) ; ensuite, il suffit
d’utiliser le fait que (voir [30], ou [31], [32]) :
‖MRn‖Lp−→Lp ≤ Cp.
Dans la suite, on donne la preuve de (7.2).
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Par la structure de dilatation, il suffit de de´montrer que
1
BK((x, u), 1)
∫
BK((x,u),1)
|f(x′, u′)| dx′du′ ≤ cMRn
(
MRf(·, u)
)
(x). (7.3)
En effet, par (2.6), on a∫
BK((x,u),1)
|f(x′, u′)| dx′du′ =
∫
BRn (x,1)
[ ∫
2|u−u′|<
√
(1−|x−x′|2)(1+|x−x′|2)
|f(x′, u′)| du′
]
dx′
≤
∫
BRn (x,1)
√
(1− |x− x′|2)(1 + |x− x′|2)MRf(x′, u) dx′
≤ 2(1 + |x|)
∫
BRn (x,1)
√
1− |x− x′|2MRf(x′, u) dx′,
en utilisant (2.8).
(2.7) et (2.8) impliquent que
1
BK((x, u), 1)
∫
BK((x,u),1)
|f(x′, u′)| dx′du′
≤ 8
∫
BRn (x,1)
√
1− |x− x′|2MRf(x′, u) dx′
(∫
BRn (x,1)
√
1− |x− x′|2 dx′
)−1
= 8
[
MRf(·, u) ∗ Φ
]
(x),
avec
Φ(x) =
√
1− |x|2χBRn (o,1)(x)
(∫
BRn (o,1)
√
1− |x′|2 dx′
)−1
,
qui est une fonction non-ne´gative, radialement de´croissante avec ‖Φ‖1 = 1. Par la pro-
prie´te´ e´le´mentaire de MRn , on a donc
1
BK((x, u), 1)
∫
BK((x,u),1)
|f(x′, u′)| dx′du′ ≤ 8MRn
(
MRf(·, u)
)
(x).
Ceci ache`ve la preuve du The´ore`me 7.1.
Vraisemblablement, en suivant l’ide´e ci-dessus, on peut e´tudier l’estimation de type
(7.1) dans le cas ou`
∆G = ∆x + |x|2k−2∆u, (x, u) ∈ Rn × Rm, k,m, n ∈ N∗.
Ce sera vraie au moins pour (m, k) fixe´.
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