Sturm–Liouville Wavelets  by Depczynski, Uwe
APPLIED AND COMPUTATIONAL HARMONIC ANALYSIS 5, 216–247 (1998)
ARTICLE NO. HA970231
Sturm±Liouville Wavelets
Uwe Depczynski1
Institut fu¨r Angewandte Mathematik und Statistik, Universita¨t Hohenheim, D-70593 Stuttgart, Germany
E-mail: depczyns@uni-hohenheim.de
Communicated by Pascal Auscher
Received April 10, 1996; revised August 10, 1997
In this paper, we describe a new construction of wavelet-like functions on a
compact interval [a , b] , R. Our approach of localizing multiscale decomposi-
tion of weighted L2-spaces L2,r([a , b]) is based on eigenfunctions of regular
Sturm–Liouville boundary value problems, and was introduced and analyzed
in Depczynski (1995). The asymptotic properties of such eigenfunctions yield
localizing and stable bases, which prove to be very useful in time-frequency
analysis. For specific types of eigenfunctions, fast algorithms are presented.
q 1998 Academic Press
1. INTRODUCTION
How to construct wavelets on a bounded interval without disturbing boundary
effects is a very important question in applications and is still under investigation.
Thus far, a complete theory has been developed only in the case that the functions
satisfy periodic boundary conditions (see Plonka and Tasche [12]) . Considering the
non-periodic case, we may distinguish two different approaches. The first one starts
from compactly supported wavelets on L2(R) and keeps only those that have support
in [a , b] . To obtain bases of L2[a , b] it is then necessary to introduce additional
‘‘artificial’’ boundary wavelets (see, e.g., Chui and Quak [3] and Cohen et al. [4]) .
Another way of constructing wavelets on a bounded interval uses Chebyshev poly-
nomials as a starting point (Kilgore and Prestin [11] and Tasche [14]) . Wavelets and
scaling functions are defined by linear combinations of Chebyshev polynomials, which
leads to fast algorithms that are based on fast discrete cosine transformation (DCT).
Recently, this theory was extended to general orthogonal polynomials by Fischer and
1 Supported by the Deutsche Forschungsgemeinschaft.
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Prestin in [9] . It should be noted that the same approach also works for the periodic
case (see Chui and Mhaskar [2]) .
In this paper, we describe an approach using eigenfunctions of regular Sturm–
Liouville boundary value problems with separated homogeneous boundary conditions,
which was introduced in Depczynski [6] . Due to the fact that the eigenfunctions
fulfill the underlying boundary conditions, the analysis is not disturbed at all by
construction. The general idea of this construction works in separable Hilbert spaces
of real- or complex-valued functions and is based on reproducing kernels of suitable
chosen subspaces. Up to normalization, this is essentially the way of defining scaling
functions and wavelets using orthogonal polynomials in Fischer and Prestin [9] , and
the same technique is also used in Chui and Mhaskar [2] , Kilgore and Prestin [11],
and Tasche [14].
The paper is organized as follows. After introducing the general construction using
reproducing kernels in Hilbert spaces in Section 2, we focus in Section 3 on very
specific basis functions and derive stability results and fast algorithms that are based
on fast trigonometric transformations (DCT and DST). The reader who is interested
in applications of these wavelets in chemometrics may consult [8] .
In Section 4 we extend the theory to the case that the basis is given by eigenfunctions
of regular Sturm–Liouville boundary value problems with homogeneous and separated
boundary conditions. Though in general we cannot expect fast algorithms in this
general case, it is still possible to keep the stability results and to construct localizing
Riesz bases of L2,r([a , b]) .
The approximation order of our sampling spaces, and the connection between regu-
larity of a function and the size of the corresponding ‘‘wavelet’’ coefficients, is studied
in Section 5.
We finish with Section 6, where we give some examples from Depczynski [6]
which prove that our method gives good results on practical problems, even if other
methods fail.
2. MULTISCALE DECOMPOSITIONS IN HILBERT SPACES
In this section, we present the general setup for localizing multiscale decompositions
in an arbitrary infinite dimensional and separable Hilbert space (H , »r, r…) of real-
valued functions on [a , b] , R, with its Hilbert basis denoted by f1 , f2 , . . . . In later
sections, we will concentrate on special Hilbert spaces and special basis functions in
order to get stability results and fast algorithms.
Let I be a finite subset of N, U : span{ fi ; i ˆ I} a closed linear subspace of H
and define
KI(x , y) : ∑
iˆI
fi (x) fi (y) , (x , y) ˆ [a , b] 1 [a , b] . (1)
KI is a reproducing kernel of U ; i.e., given f ˆ U we have for every x ˆ [a , b] :
» f , KI(x , r) …  ∑
iˆI
» f , fi (x) fi …  ∑
iˆI
» f , fi … fi (x)  f ( x) .
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To construct another basis gk , k ˆ I, of U , choose numbers xi ˆ [a , b] , i ˆ I,
such that the matrix
T : ( fi (xk)) ˆ R I1I (2)
is regular. The new basis is then defined by
gk :
(
iˆI
fi (xk) fi√
(
iˆI
fi (xk)2
 KI(r, xk)
KI(xk , xk)1/2
, k ˆ I, (3)
with all gk having norm 1. Note that every gk is built by a finite linear combination
of ( fi )iˆI . Therefore, all regularity properties of fi are inherited by the functions gk .
The fact that span{gk ; k ˆ I}  span{ fi ; i ˆ I} follows from the regularity of
T . The corresponding Gramian G is given by G  TTT .
If we write A : lmin(G) for the smallest and B : lmax(G) for the largest eigenvalue
of G , the Courant–Fischer minimax Theorem (cf. Theorem 8.1.2 in Golub and van
Loan [10]) gives the following stability result for all (ai )iˆI , ai ˆ R:
A ∑
iˆI
ai2 ¡ \ ∑
iˆI
ai gi \ 2 ¡ B ∑
iˆI
ai2 . (4)
Note that 0  A ¡ B  ` , because G is symmetric and positive definite. The system
{gi ; i ˆ I} is orthonormal, iff A  B  1.
Due to the construction (3) , we have the following connection between inner
products and function evaluation:
»gk , gl …  KI(xk , xl)√
KI(xk , xk)KI(xl , xl)
 gk(xl)
KI(xl , xl)1/2
. (5)
From this we conclude, that {gk ; k ˆ I} is orthogonal, iff all gk are fundamental
interpolatory in the sense of
gk(xl)  KI(xk , xk)1/2dk ,l , k , l ˆ I.
In a certain sense, the new basis functions are also best localized in time space around
xk ; namely, it holds (cf. Fischer and Prestin [9, Thm. 2.3])
\gk\  min{ \u \; u ˆ U , u(xk)  gk(xk)}. (6)
This follows from the fact that sup\u\¡1 u(xk)  KI(xk , xk)1/2 and the supremum is
attained by the functions u0(x)  aKI(x , xk) /KI(xk , xk)1/2 , a  1 (cf. Yosida [15,
Thm. 1 and Corollary, p. 96]) .
Because {gi ; i ˆ I} is in general not orthogonal, it is useful to study the dual
basis { g˜k ; k ˆ I} of U , defined by the equations
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»gk , gI l …  dk ,l , k , l ˆ I.
An explicit representation of these dual functions is given by the formula
gI k  ∑
iˆI
tH k ,i fi ,
where ( tH k ,i )  T˜ : (T01)T with T from (2). We immediately have the following
stability result for all (ai )iˆI , ai ˆ R:
AH ∑
iˆI
ai2 ¡ \ ∑
iˆI
ai gI i \ 2 ¡ BH ∑
iˆI
ai2; (7)
here A˜  B01 and B˜  A01 .
A nice property of g˜k is that these functions are always fundamental interpola-
tory, i.e.,
dk ,l 
(
iˆI
» fi , gI k … fi (xl)
KI(xl , xl)1/2

(
iˆI
tH k ,i fi (xl)
KI(xl , xl)1/2
 gI k(xl)
KI(xl , xl)1/2
. (8)
Due to this interpolation property, it is obvious that
gI k  min{u; u ˆ U , u(xk)  gI k(xk)}, (9)
where r denotes the discretized norm u 2 : (
iˆI
u(xi )2 for u ˆ U . Based
on the foregoing construction, we define the following multiscale decomposition of
H with localized functions: Let Nj be a strictly increasing sequence of natural numbers
(e.g., Nj  2 j) , Ij : {1, . . . , Nj}, and denote by Vj the space
Vj  span{ fi ; i ˆ Ij}.
The spaces Vj are linear and closed subspaces of H which are nested, i.e., Vj , Vj/1 ,
and the union of all Vj is dense in H :
clos\r\ <
`
j1
Vj  H . (10)
The orthogonal complement of Vj in Vj/1 is denoted by Wj ; i.e., we have
Vj/1 : Vj ! Wj . (11)
Obviously Wj  span{ fi ; i ˆ Ij/1"Ij}. Therefore all spaces Wj are also closed linear
subspaces of H , but they are mutually orthogonal; i.e., Wj ⊥ Wk for j x k . From (10)
and (11) we get
6118$$0231 03-26-98 15:35:30 achaas AP: ACHA
220 UWE DEPCZYNSKI
V1 ! W1 ! W2 ! rrr  H .
Localized bases of Vj and Wj are obtained by selecting real numbers xj,k , k  1, . . . ,
Nj , resp. yj,k , k  1, . . . , Nj/1 0 Nj , from the interval [a , b] , such that the matrices
Cj : ( fi (xj,k))N ji ,k1 and Dj : ( fi (yj,k))
N j/1,N j/10N j
iNj/1,k1 (12)
are regular. We denote the new basis of Vj by fj,1 , . . . , fj,Nj and the new basis of Wj
by cj,1 , . . . , cj,Nj/10Nj ; i.e., we have
fj,k 
KIj (r, xj,k)
KIj (xj,k , xj,k)1/2
resp. cj,k 
KIj/1"Ij (r, yj,k)
KIj/1"Ij (yj,k , yj,k)1/2
.
In this framework, decomposition can be performed as follows: Given a function f
 (
N j/1
i1
a j/1i fj/1,i ˆ Vj/1 , we want to calculate coefficients a ji , b ji with
f  ∑
N j
i1
a ji fj,i
ˆVj
/
∑
N j/10N j
i1
b ji cj,i
ˆWj
.
Using matrix calculus, this is done by
Sa j
b j
D  SCH j 00 DH jDCTj/1a j/1 ,
where
a j : (a j1 , . . . , a jNj )T , b j : (b j1 , . . . , b jNj/10Nj )T , and
CH j : (C01j )T , DH j : (D01j )T .
The corresponding reconstruction formula reads
a j/1  CH j/1SCTj 00 DTj DSa
j
b j
D .
3. MULTISCALE DECOMPOSITIONS WITH SPECIAL BASIS FUNCTIONS
Assume now that f1 , f2 , . . . is a Hilbert basis of the Hilbert space
L2,r([a , b]) : { f : [a , b] r R; \ f \2,r  `}
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with (r-weighted) norm \ f \ 22,r : *ba f ( x)2r(x)dx and corresponding inner product
» f , g…r : *ba f ( x)g(x)r(x)dx , f , g ˆ L2,r([a , b]) .
In the following, we will first focus our attention on basis functions of a special
type (see Definition 3.1) . This leads to fast algorithms and explicit Riesz bounds. It
is also the basis for the general theory of multiscale decompositions using eigenfunc-
tions of regular Sturm–Liouville problems (cf. Section 4).
DEFINITION 3.1. Let r , q ˆ C 2[a , b] with r strictly positive on [a , b] and the
function q: [a , b] r [0, p] bijective.
1. The functions fn(x)  r( x)sin(nq(x)) , n  1, 2, . . . , are called a basis of
type I, if they form a Hilbert basis of some L2,r([a , b]) .
2. The functions f0(x)  r( x) /
√
2, fn(x)  r( x)cos(nq(x)) , n  1, 2, . . . , are
called a basis of type II, if they form a Hilbert basis of some L2,r([a , b]) .
Remark. Basis of type I or II can be constructed with eigenfunctions of certain
regular Sturm–Liouville problems. A special case of type II bases is given by the
Chebyshev polynomials (put [a , b]  [01, /1], r( x) 
√
2/p , and r(x) 
1/
√
1 0 x 2) .
3.1. Multiscale Decompositions with Basis of Type I
We first study the case of type I basis and begin with the definition of the trans-
formed basis functions fj,k and cj,k .
DEFINITION 3.2. Let f1 , f2 , . . . be a basis of type I of L2,r([a , b]) . We then set
fj,k(x) : r( x) 1√
2 j01
∑
2 j01
i1
sinSp ik2 jDsin( iq(x)) , k  1, . . . , 2 j 0 1,
and
cj,k(x) : r( x)
√
2
2 j / 1 ∑
2 j/101
i2 j
sinS ip 2k / 12 j/1 Dsin( iq(x)) , k  0, . . . , 2 j 0 1.
Typical plots of these are given in Figs. 1 (wavelet) and 2 (scaling function),
where we used r( x) 
√
2 and q(x)  px , 0 ¡ x ¡ 1. The entries c jk ,i of Cj and
d jk ,i of Dj are thus given by
c jk ,i  1√
2 j01
sinSp ik2 jD resp. d jk ,i 
√
2
2 j / 1 sinS ip 2k / 12 j/1 D
with indices k , i according to Definition 3.2.
THEOREM 3.3. For every jˆN the system {fj,k ; k 1 , . . . , 2 j0 1} is orthonormal
and fundamental interpolatory in the sense that
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FIG. 1. Wavelet c7,50 .
fj,k(xj,l)  r( xj,l)
√
2 j01dk ,l , k , l  1, . . . , 2 j 0 1
with q( xj,l) : lp/2 j and dk ,l denoting the Kronecker delta.
Proof. With
Sj : SsinSp ik2 jDD
2 j01
i ,k1
the DST matrix, we can write Cj  (1/
√
2 j01)Sj . From the well-known properties of
FIG. 2. Scaling function f7,50 .
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Sj it follows CTj  C01j , i.e., Cj is an orthogonal transform, and therefore the orthonor-
mality of {fj,1 , . . . , fj,2 j01} is evident.
The interpolatory property follows from SjrSTj  2 j01I , where I denotes the identity
matrix in R 2 j01 . j
The uniform stability of the system {cj,k ; j ˆ N, k  0, . . . , 2 j 0 1} is obtained
from the following theorem:
THEOREM 3.4. For j ˆ N the system {cj,0 , . . . , cj,2 j01} as a basis of Wj has
stability constants
A(cj)  1 0 12 j / 1 and B(cj)  2rS1 0 12 j / 1D .
Therefore {cj,k ; j ˆ N , k  0 , . . . , 2 j 0 1} is a (uniformly stable) Riesz basis of
!jˆNWj with Riesz bounds A  2/3 and B  2 .
Proof. From the orthonormality of the basis f1 , f2 , . . . it follows
»cj,k , cj,l …r  22 j / 1 ∑
2 j/101
i2 j
sinS ip 2k / 12 j/1 DsinS ip 2l / 12 j/1 D .
Recalling that for k , l  0, . . . , 2 j 0 1 it holds
∑
2 j/101
i2 j
sinS ip 2k / 12 j/1 DsinS ip 2l / 12 j/1 D 
2 j / 1
2
for k  l ;
(01) k/l 1
2
for k x l ,
we obtain
(G(cj))k ,l 
1 for k  l ;
(01) k/l
2 j / 1 for k x l .
Now let j ˆ N be fixed. With e : (
2 j
k1
(01) kek , ek the k th unit vector in R 2 j , I the
identity matrix, and a  1/(2 j / 1), we can write the Gramian in the form
G(cj)  aeeT / (1 0 a)I .
From this representation it becomes clear that G(cj) has the single eigenvalue 1 /
(2 j 0 1)a  1 / (2 j 0 1)/(2 j / 1) with eigenvector e , and (2 j 0 1)-fold eigenvalue
1 0 a  1 0 1/(2 j / 1) with eigenvectors ui  (01) i e1 / ei , i  2, 3, . . . , 2 j .
Therefore
lmin(G(cj))  1 0 12 j / 1 and lmax(G(cj))  2rS1 0 12 j / 1D . j
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From the fact that G(cj) has very small off-diagonal elements ( they are of order
O(20 j) at level j) and from (5) it follows that cj,k is almost fundamental interpolatory
on knots xj/1,2l/1 . More precisely
THEOREM 3.5. For j ˆ N and k, l  0 , . . . , 2 j 0 1 it holds
cj,k(xj/1,2l/1) 
r( xj/1,2l/1)
√
2 j / 1
2
for k  l ;
r( xj/1,2l/1) 12
√
2
2 j / 1 (01)
k/l for k x l .
Now we study decomposition; i.e., given
f  ∑
2 j/101
i1
a j/1i fj/1,i ˆ Vj/1
we want to calculate coefficients a ji , b ji with
f  ∑
2 j01
i1
a ji fj,i / ∑
2 j01
i0
b ji cj,i .
Explicit formulas for a ji and b ji in terms of a j/1i are available, but they are of no use
in practical computations. For reasons of completeness we state the following more
theoretical result without proof from Depczynski [6]:
THEOREM 3.6. Let j ˆ N. For the coefficients a jk , k  1 , . . . , 2 j 0 1 , the following
formula holds:
a jk  1√
2
a j/12k / 12 j sinSk p2 jD ∑
2 j01
n0
(01) n/k
cosSk p2 jD 0 cosS2n / 12 rp2 jD
a j/12n/1 .
For b jk , k  0 , . . . , 2 j 0 1 , it holds
b jk  1√
2
√
1 / 1
2 j
a j/12k/1 0 12 j ∑
2 j01
n1
(01) n/ksinSn p2 jD
cosSn p2 jD 0 cosS2k / 12 rp2 jD
a j/12n .
We are now going to demonstrate how this decomposition can be made fast. Recall
that in matrix calculus, the decomposition reads
Sa j
b j
D  SCH j 00 DH jDCTj/1a j/1
with a j  (a j1 , . . . , a j2 j01)T and b j  (b j0 , . . . , b j2 j01)T .
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Because of
CH j  (C01j )T  1√
2 j01
Sj , CTj/1  1√
2 j
Sj/1 ,
the multiplication with these matrices can be done with O( j2 j) operations, using
essentially DST.
The matrix Dj can be written in the form
Dj 
√
2
2 j / 1 LjSj/1Uj ,
where
Uj : S 0I2 jD ˆ R (2 j/101)12 j , I2 j the 2 j 1 2 j identity matrix
and
Lj :
1 0 0 ??? ??? ??? 0
0 0 1 0 ??? ??? 0
: ??? ??? ??? :
0 ??? ??? 0 1 0 0
0 ??? ??? ??? 0 0 1
ˆ R 2 j1 (2 j/101) .
Defining Mj : diag(1, 2, 2, . . . , 2) ˆ R 2 j12 j , we obtain
DH j  (D01j )T  12 j
√
2 j / 1
2
LjSj/1UjMj .
Multiplication with Mj needs 2 j operations, because Mj is diagonal. Multiplication
with Uj or Lj means inserting zeros or deleting entries in a vector and thus can be
accomplished by O(2 j) operations. Together with the multiplication by the DST
matrix Sj/1 , this leads to O( j2 j) operations for the overall process.
The reconstruction is based on
a j/1  CH j/1SCTj 00 DTj DSa
j
b j
D
and can be performed with O( j2 j) operations as well.
3.2. Multiscale Decomposition with Bases of Type II
For bases of type II, we can obtain results which are similar to the results for bases
of type I. We will give no proofs in this section, because they are quite similar to
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those given in the previous section. The reader who is interested in the technical
details may consult Depczynski [6] or Depczynski and Jetter [7] . Applications of
these wavelets in quantitative chemometry are described in Depczynski et al. [8] .
As in the previous section, we start again by defining fj,k and cj,k . Note that there
is a slight modification in the range of the indices and that the basis functions fi start
with index i  0.
DEFINITION 3.7. Let f0 , f1 , f2 , . . . be a basis of type II of L2,r([a , b]) . We define
for j ˆ N
fj,k(x) : r(x)√
2 j / 1/2 F∑
2 j
i0
cosSp ik2 jDcos( iq(x)) 0 1/2G for k  0 or k  2 j
and for k  1, 2, . . . , 2 j 0 1
fj,k(x) : r(x)√
2 j01 / 1/2 F∑
2 j
i0
cosSp ik2 jDcos( iq(x)) 0 1/2G .
Also let
cj,k(x) : r( x)
√
2
2 j / 1 ∑
2 j/1
i2 j/1
cosS ip 2k / 12 j/1 Dcos( iq(x))
for k  0, 1, . . . , 2 j 0 1.
The corresponding coefficient matrices Cj and Dj can be written as
Cj  G01j CjF01j and Dj 
√
2
2 j / 1 LjCj/1Uj ,
where Cj is the DCT-I matrix and
Gj  diag(gj , gj01 , gj01 , . . . , gj01 , gj) , gj 
√
2 j / 1/2,
Fj  diag(1/
√
2, 1, 1, . . . , 1, 1/2) ,
Uj  01
???
1
2
ˆ R (2 j/1/1)12 j
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and
Lj 
0 1 0 ??? ??? ??? 0
0 0 0 1 0 ??? 0
: ??? ??? ??? :
0 ??? 0 1 0 0 0
0 ??? ??? ??? 0 1 0
ˆ R 2 j1 (2 j/1/1) .
In this case, the functions fj,0 , . . . , fj,2 j are no longer orthonormal, but we still have
the following stability result:
THEOREM 3.8. For jˆN, the system {fj,0 , . . . , fj,2 j } as a basis of Vj has uniformly
bounded stability constants
A(fj) ¢ 33 0
√
129
30
 0.7214 and B(fj)  2.
If j ¢ 4 we have A(fj) ¢ 1 0 75
1
2 j 0 1 0
1√
2 j
1√
2 j 0 1 .
The upper estimate B(fj)  2 follows by applying Gerschgorin’s circle theorem
to the Gramian G(fj) . For j  1, 2, 3 the lower bound for A(fj) is obtained by direct
calculations, giving lmin(G(f1))  (33 0
√
129)/30, lmin(G(f2))  4/5, and
lmin(G(f3))  8/9. For j ¢ 4 we write G(fj)  Xj / Yj / Zj with three suitable
chosen real-symmetric matrices Xj , Yj , Zj . For each of these matrices, the smallest
eigenvalue lmin can be calculated using spectral decomposition methods. Using
lmin(G(fj)) ¢ lmin(Xj) / lmin(Yj) / lmin(Zj) gives the lower bound in the above
theorem.
The functions cj,0 , . . . , cj,2 j01 are also not orthonormal, but Theorem 3.4 is valid
here too; i.e., the system {cj,0 , . . . , cj,2 j01} is a Riesz basis of !jˆNWj with Riesz
bounds A  2/3 and B  2.
Also Theorem 3.5 is valid here with the slight modification that the alternating
factor (01) k/l disappears:
THEOREM 3.9. For j ˆ N and k, l  0 , . . . , 2 j 0 1 we have
cj,k(xj/1,2l/1) 
r( xj/1,2l/1)
√
2 j / 1
2
for k  l ;
r( xj/1,2l/1) 12
√
2
2 j / 1 for k x l .
Decomposition and reconstruction can again be done by fast algorithms (in the
sense that only O( j2 j) operations are needed for one decomposition step), this time
using fast DCT algorithms.
Only for completeness, we state again a more theoretical result like Theorem 3.6
without proof, which gives an explicit representation of a ji and b ji in terms of a j/1i :
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THEOREM 3.10. The following formulas are valid for the coefficients a jn , n  0 ,
. . . , 2 j :
1. for n  0 or n  2 j :
a jn 
√
2 j/1 / 1
2 j/2 / 1
1 a j/12n 0 12 j/1
√
2 j/1 / 1/2
2 j / 1/2 ∑
2 j01
m0
(01) n/msinSp 2m / 12 j/1 D
cosSp 2m / 12 j/1 D 0 cosSp n2 jD
ra j/12m/1 ;
2. for n  1 , 2 , . . . , 2 j 0 1:
a jn 
√
2 j / 1
2 j/1 / 1r a
j/1
2n 0 12 j ∑
2 j01
m0
(01) n/msinSp 2m / 12 j/1 D
cosSp 2m / 12 j/1 D 0 cosSp n2 jD
ra j/12m/1 .
For the coefficients b jn , n  0 , . . . , 2 j 0 1 , it holds
b jn 
√
2 j / 1
2 j/1 / 1r a
j/1
2n/1 0 12 jr
√
2 j/1 / 1
2 j/2 / 1 cotSp2r2n / 12 j/1 Da j/10
/ 1
2 j ∑
2 j01
m1
(01) n/msinSp 2n / 12 j/1 D
cosSp 2n / 12 j/1 D 0 cosSp m2 jD
ra j/12m
/ 1
2 j
r
√
2 j/1 / 1
2 j/2 / 1 tanSp2r2n / 12 j/1 Da j/12 j/1 .
Remark. In general, our wavelets cj,k have no vanishing moments. But due to
many numerical experiments we conjecture that they are close to having vanishing
moments in the sense that the formula »xn , cj,k(x) … ¡ Cnr20j /2 will hold, with a
constant Cn not depending on k or j .
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4. MULTISCALE DECOMPOSITIONS USING EIGENFUNCTIONS
OF A REGULAR STURM–LIOUVILLE PROBLEM
In this section we generalize the stability results about the system {cj,k ; j ˆ N, k
 0, . . . , 2 j 0 1}, when the original basis functions fi are given by the eigenfunctions
of regular Sturm–Liouville problems with appropriate boundary conditions. For nu-
merical methods of eigenvalue and eigenfunction calculation see Zwillinger [17, pp.
650–652, references therein] .
The main result is that the stability constants A(cj) and B(cj) behave asymptotically
like the ones in the special cases of type I or type II bases in the previous section
(cf. Theorem 3.4); i.e., for j r ` we have
A(cj) 0 1  o(1) and B(cj) 0 2  o(1) . (13)
To simplify the task of proving (13), we first note that we always may assume the
Sturm–Liouville problem is given in Liouville normal form
u 9( t) / (k 2 0 g( t))u( t)  0, t ˆ [0, p] . (14)
If the system is not in Liouville normal form, we can apply the Liouville transform
(cf. Birkhoff and Rota [1, Chap. 10, Sect. 9]) to end up with (14). Because the
Liouville transform is an isometry, there is no change in the Gramian G(cj) if the
functions cj,0 , . . . , cj,2 j01 are transformed, and therefore the stability constants (Riesz
bounds) remain unchanged.
According to the two types of bases we have introduced so far, we define two types
of homogeneous boundary conditions for (14):
DEFINITION 4.1. We call boundary conditions of the form u(0)  u(p)  0
boundary conditions of type I. Type II boundary conditions are given by a0u(0) /
a1u *(0)  b0u(p) / b1u *(p)  0 with a1 x 0 and b1 x 0.
The basic idea of proving (13) is to use asymptotic formulas for the eigenfunctions
and then to show that the resulting Gramians are not too far away from the Gramians
that occurred in Section 3, where we used special basis functions (namely type I and
type II bases) . The main tool to show this will be the Wielandt–Hoffmann theorem
for real symmetric matrices (cf. Theorem 8.1.5 in Golub and van Loan [10]) .
This section is again divided into two parts, corresponding to the two boundary
conditions in Definition 4.1. In the first part, we prove (13) for boundary conditions
of type I, including technical details. The second part is concerned with type II
boundary conditions and does not include as many proofs, because the main ideas
and techniques are essentially the same. The reader who is interested in the technical
details may find all proofs in Depczynski [6] .
4.1. The Case of Type I Boundary Conditions
We first state the following asymptotic formulas for eigenfunctions and eigenvalues
of Sturm–Liouville problems (in Liouville normal form) with boundary conditions
of type I (see Yosida [16, Chap. 2):
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THEOREM 4.2. If in (14) g ˆ C 1[0 , p] , then for the corresponding eigenfunctions
f1 , f2 , . . . of the regular Sturm–Liouville problem with boundary conditions of type
I it holds
fn(x) 
√
2
p
sin(nx) / h(x)
n
cos(nx) / O(n02) , n r `
uniformly on [0 , p] , where h is a real-valued bounded function on [0 , p] .
To prove (13), we need two additional lemmas:
LEMMA 4.3. For j ˆ N and k, l  0 , . . . , 2 j 0 1 , let e jk ,l be real numbers
satisfying supj,k ,le jk ,l  ` . Suppose that for every (small enough) number c  0
there are sets I jc , {(k , l); k, l  0 , . . . , 2 j 0 1} , such that for all sufficiently large
j ˆ N:
I jc ¢ (1 0 c)222 j and lim
jr`
max
k ,lˆ I jc
e jk ,l  0.
Then for j r ` we have
Sj : 1(2 j / 1)2 ∑
2 j01
k ,l0
e jk ,l2  o(1) . (15)
Remark. If e jk ,l satisfies the conditions of Lemma 4.3, (15) is also valid for eI jk ,l
with eI jk ,l  b jk ,le jk ,l / d jk ,l , where lim
jr`
max
k ,l
d jk ,l  0 and sup
j,k ,l
b jk ,l  ` .
The second lemma gives sets I jc , which are useful when applying Lemma 4.3:
LEMMA 4.4. For 0  c  2/5 define I(c) : I1(c) < I2(c) < I3(c) with
I1(c)  {(x , y) ˆ [0, 1]; c ¡ x 0 y ¡ 1 0 c},
I2(c)  {(x , y) ˆ [0, 1]; c ¡ x / y ¡ 1 0 c},
I3(c)  {(x , y) ˆ [0, 1]; 1 / c ¡ x / y ¡ 2 0 c}.
Then for sufficiently large j ˆ N the sets
I jc : H(k , l) ; k , l  0, . . . , 2 j 0 1, S2k / 12 j/1 , 2l / 12 j/1 D ˆ I(c)J
satisfy the inequality I jc ¢ (1 0 c)222 j .
Now let j ˆ N and define for k  0, . . . , 2 j 0 1,
cj,k(x) : ∑
2 j/101
i2 j
d jk ,i fi (x) (16)
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with
d jk ,i : fi (xj/1,2k/1)√
(
2 j/101
l2 j
fl(xj/1,2k/1)2
and xj/1,2k/1 : p 2k / 12 j/1 .
We can then formulate the following stability theorem:
THEOREM 4.5. For the stability constants A(cj) , B(cj) of the functions defined
in (16) one has the asymptotic relation (13) .
Before we prove Theorem 4.5, we need another technical lemma, which will then
allow us to apply Lemma 4.3:
LEMMA 4.6. For j ˆ N and k, l  0 , . . . , 2 j 0 1 let
e jk ,l : ∑
2 j/101
n2 j
1
n
sin(njj,k)cos(njj,l) ,
with jj ,k  xj/1,2k/1 and jj,l  xj/1,2l/1 . Then e jk ,l satisfies the conditions of Lemma 4.3
with I jc as in Lemma 4.4 .
Proof. Let
l jk ,l  ∑
2 j/101
n2 j
1
n
sin(n(jj,k 0 jj,l)) , m jk ,l  ∑
2 j/101
n2 j
1
n
sin(n(jj,k / jj,l)) .
Because e jk ,l  (l jk ,l / m jk ,l) /2, it is enough to prove the statement for l jk ,l and m jk ,l .
Denote the (2 j 0 1)st partial sum of the Fourier series S`(x)  (
`
n1
sin(nx) /n by
Sj( x) , i.e.,
Sj( x)  ∑
2 j01
n1
sin(nx)
n
, j ˆ N.
S` converges pointwise to the 2p-periodic function g , which is on [0, 2p) defined by
g(x) 
0 for x  0;
p 0 x
2
for 0  x  2p.
Because g is bounded and has Fourier coefficients O(n01) , the partial sums Sj are
uniformly bounded; i.e., there is a constant C  0 with \Sj\` ¡ C for all j ˆ N (cf.
Theorem 3.7, p. 90, in Zygmund [18]) . This gives \Sj/1 0 Sj\` ¡ 2C , which, together
with
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l jk ,l ¡ \Sj/1 0 Sj\` and m jk ,l ¡ \Sj/1 0 Sj\` ,
proves the boundedness of l jk ,l , m jk ,l , and therefore e jk ,l are bounded, too.
Because g is continuously differentiable at every x /ˆ 2pZ, its Fourier series S`
converges uniformly on every compact interval K , R"2pZ. Compact intervals with
this property are
Klc  [0p, 0pc] < [pc , p] and Kmc  [pc , p(2 0 c)]
for sufficiently small 0  c  2/5.
Cauchy’s convergence criterion then gives
lim
jr`
\Sj/1Klc 0 SjKlc \`  0 and lim
jr`
\Sj/1Kmc 0 SjKmc \`  0.
But jj,k 0 jj,l ˆ Klc and jj,k / jj,l ˆ Kmc for all (k , l) ˆ I jc , which gives
lim
jr`
max
k ,lˆ I jc
l jk ,l  0 and lim
jr`
max
k ,lˆ I jc
m jk ,l  0,
and therefore we proved lim
jr`
max
k ,lˆ I jc
e jk ,l  0. j
Proof of theorem 4.5. Let G(cj) be the Gramian of the functions in (16) and
define
(Gj)k ,l :
1 for k  l
(01) k/l
2 j / 1 for k x l .
We have to prove that for j r ` , lmax(G(cj)) 0 lmax(Gj)  o(1) and lmin(G(cj))
0 lmin(Gj)  o(1) .
Now let Rj : G(cj) 0 Gj with entries denoted by r jk ,l . Because the Wielandt–
Hoffmann theorem tells us
∑
2 j
i1
li (G(cj)) 0 li (Gj) ¡ \Rj\F ,
where l1(G) ¡ l2(G) ¡ rrr ¡ ln(G) denote the eigenvalues of real symmetric G
ˆ R n1n and \r\F denotes the Frobenius norm, it is enough to show lim
jr`
\Rj\F  0.
Because \cj,k\  1 by construction, we have r jk ,k  0. In case k x l we find the
following: First note that
»cj,k , cj,l …  S
j
k ,l√
S jk ,krS jl ,l
, S jk ,l : ∑
2 j/101
n2 j
fn(jj,k) fn(jj,l) ,
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due to the fact that all eigenfunctions f1 , f2 , . . . are supposed to be orthonormal. Next
we give representations of the sums S jk ,l , using the asymptotic formula from Theorem
4.2. Applying this formula yields
fn01(jj,k)r fn01(jj,l)  2
p
sin(njj,k)rsin(njj,l) / 1
p
r
√
2ph(jj,l)rsin(njj,k)cos(njj,l)
n
/ 1
p
r
√
2ph(jj,k)rsin(njj,l)cos(njj,k)
n
/ F
√
2
p
sin(njj,k) / h(jj,k)
n
cos(njj,k) / O(n02)GrO(n02)
/ F
√
2
p
sin(njj,l) / h(jj,l)
n
cos(njj,l) / O(n02)GrO(n02) .
(17)
Because sin, cos, and h are bounded, summation over n  2 j , . . . , 2 j/1 0 1 of the
last two summands in (17), this sum denoted by h jk ,l , gives uniformly in k and l :
h jk ,l  O(20 j) for j r ` .
Summation of the first summand over the same index range gives
2
p
∑
2 j/101
n2 j
sin(njj,k)sin(njj,l) 
(01) k/l
p
for k x l ;
2 j / 1
p
for k  l .
Now set hj,k :
√
2p h(jj,k) and e jk ,l : (
2 j/101
n2 j
1/n sin(njj,k)cos(njj,l) . Then we get
S jk ,k  2
j / 1
p
/ 2
p
hj,ke jk ,k / h jk ,k ,
and in case k x l we obtain
S jk ,l  (01)
k/l
p
/ 1
p
hj,ke jk ,l / 1
p
hj,le jl ,k / h jk ,l .
With D jk ,l : hj,ke jk ,l / hj,le jl ,k / ph jk ,l , the last two formulas read
S jk ,k  1
p
(2 j / 1 / D jk ,k) resp. S jk ,l  1
p
((01) k/l / D jk ,l) for k x l ,
and it holds
1√
S1 / D jk ,k2 j / 1DrS1 / D
j
l ,l
2 j / 1D
 1 / d jk ,l with lim
jr`
max
k ,l
d jk ,l  0,
because D jk ,l fulfills the conditions of Lemma 4.3 (cf. the remark there) .
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Putting these things together gives for k x l
»cj,k , cj,l …  (01)
k/l / D jk ,l
2 j / 1 (1 / d
j
k ,l) ,
and hence
r jk ,l  d
j
k ,l((01) k/l / D jk ,l) / D jk ,l
2 j / 1 .
Again, the numerator of the last expression satisfies the conditions of Lemma 4.3.
Remembering r jk ,k  0 finally gives us for j r `
∑
2 j01
k ,l0
r jk ,l2  1(2 j / 1)2 ∑
2 j01
k ,l0
kxl
(d jk ,lr((01) k/l / D jk ,l) / D jk ,l)2  o(1) . j
4.2. The Case of Type II Boundary Conditions
To prove (13) in this case we first need the following asymptotic formula:
THEOREM 4.7. If in (14) , g ˆ C 1[0 , p] , then for the corresponding eigenfunctions
f0 , f1 , f2 , . . . of the regular Sturm–Liouville problem with boundary conditions of
type II it holds
fn(x) 
√
2
p
cos(nx) / h(x)
n
sin(nx) / O(n02) , n r `
uniformly on [0 , p] , where h is a real-valued bounded function on [0 , p] .
Theorem 4.7 is proven by the same methods as Theorem 4.2 (see, e.g., Yosida [16,
Chap. 2] or Depczynski [6, Prop. 4.2.1]) .
For j ˆ N and k  0, . . . , 2 j 0 1 define
cj,k(x) : ∑
2 j/1
i2 j/1
d jk ,i fi (x) (18)
with
d jk ,i : fi (xj/1,2k/1)√
(
2 j/1
l2 j/1
fl(xj/1,2k/1)2
and xj/1,2k/1 : p 2k / 12 j/1 .
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Then we have:
THEOREM 4.8. For the stability constants A(cj) , B(cj) of the functions defined
in (18) one has the asymptotic relation (13) .
Before proving Theorem 4.8, we first need the following technical lemma:
LEMMA 4.9. For j ˆ N and k, l  0 , . . . , 2 j 0 1 set
e jk ,l : ∑
2 j/1
n2 j/1
1
n
cos(njj,k)sin(njj,l) ,
where jj ,k  xj/1,2k/1 , jj ,l  xj/1,2l/1 . Then e jk ,l satisfies the conditions of Lemma 4.3
with I jc as in Lemma 4.4 .
Proof. This lemma can be proved in the same way as Lemma 4.6. We only have
to interchange the roles of k and l , and to define the partial sums Sj as Sj : (
2 j
n1
sin(nx) /n . j
Now we sketch the proof of Theorem 4.8:
Proof of Theorem 4.8. Let G(cj) be the Gramian of the functions in (18) and let
(Gj)k ,l :
1 for k  l ,
1
2 j / 1 for k x l .
With Rj : G(cj) 0 Gj it is again enough to show that for the Frobenius norm of Rj
it holds lim
jr`
\Rj\F  0.
Using the same notations as in the proof of Theorem 4.5, we obtain from
2
p
∑
2 j/1
n2 j/1
cos(njj,k)cos(njj,l) 
1
p
for k x l ,
2 j / 1
p
for k  l ,
that S jk ,k  1/p(2 j / 1 / D jk ,k) and S jk ,l  1/p(1 / D jk ,l) . In case k x l we therefore
can conclude that
r jk ,l  d
j
k ,l(1 / D jk ,l) / D jk ,l
2 j / 1 ;
for k  l we have (by construction) r jk ,k  0.
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This leads to
∑
2 j01
k ,l0
r jk ,l2  1(2 j / 1)2 ∑
2 j01
k ,l0
kxl
(d jk ,lr(1 / D jk ,l) / D jk ,l)2  o(1) , j r ` . j
5. ORDER OF APPROXIMATION
Denote by f0 , f1 , f2 , . . . the eigenfunctions of the regular Sturm–Liouville boundary
value problem
0(pr f *) * / q f  lrf (19)
with q , r ˆ C[a , b] , p ˆ C 1[a , b] and p , r strictly positive on [a , b] . We assume
homogeneous boundary conditions
Ra[ f ] : a0 f (a)/ a1 f *(a) 0 and Rb[ f ] : b0 f (b)/ b1 f *(b) 0 (20)
with (a0 , a1) , (b0 , b1) x (0, 0) .
In order to study the approximation properties of the spaces Vj , we introduce the
space
D : { f ˆ W 22,r[a , b] ; Ra[ f ]  0 and Rb[ f ]  0}, (21)
where
W 22,r[a , b] : { f ˆ C 1[a , b] ; f * absolute continuous, f 9 ˆ L2,r([a , b])}.
In the following, we will always assume that 0 is no eigenvalue of (19). In this case,
the Green’s function of (19) can be written in terms of the eigenfunctions
g(x , y)  ∑
`
k0
fk(x) fk(y)
lk
, (x , y) ˆ [a , b]2 ,
and G: L2,r([a , b]) r L2,r([a , b]) , G[ f ] : *ba g(r, y) f ( y)r(y)dy is a compact
operator with Range G  D.
For m ˆ N set
Gm : G 7rrr7 G
m times
and G 0 : idL2,r ( [a ,b ] ) . The iterated spaces Dm , m ˆ N0 , are then defined by
Dm : {Gm[y] ; y ˆ L2,r([a , b])}.
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Note that D 0  L2,r([a , b]) and D 1  D, and Dm . Dm/1 . It is well known (see, e.g.,
Conway [5, Chap. II, Sect. 6]) that
f ˆ Dm B ∑
`
k0
l2mk ( f , fk)r2  ` . (22)
Using the fact that for sufficiently large k ˆ N there exist constants 0  C0 ¡ C1
 ` with C0k 2 ¡ lk ¡ C2k 2 , we obtain the following result about approximation
with the spaces Vj  span{ f1 , . . . , fNj }, Nj  Nj/1 :
THEOREM 5.1. For m ˆ N and f ˆ Dm it holds
\ f 0 Pj f \2,r  O(N02m/1/2j ) , j r ` , (23)
where Pj f : (
N j
k0
( f , fk)r fk denotes the orthogonal projection of f onto Vj .
Proof. f ˆ Dm implies ( f , fk)r  O(l0mk ) , k r ` . Because l01k  O(k02) ,
k r ` , there is a constant C  0 with ( f , fk)r ¡ Crk02m for all sufficiently large k .
From the fact that
∑
`
kNj/1
k04m ¡ N
104m
j
4m 0 1 ,
we thus obtain (for large j ˆ N)
\ f 0 Pj f \ 22,r  ∑
`
kNj/1
( f , fk)r2 ¡ C 2r N
104m
j
4m 0 1 . j
Now let the operator Q : L2,r([a , b]) r L2,r([a , b]) be defined by Qj : Pj/1 0
Pj . Then Range Qj  Wj , where Vj/1 : Vj ! Wj . We know that for f ˆ L2,r([a ,
b]) , there exist numbers b j1 , . . . , b jMj , Mj : Nj/1 0 Nj , with Qj f  (
M j
k1
b jkcj,k . Next,
we formulate the characterization (22) in terms of these coefficients b jk :
THEOREM 5.2. For f ˆ L2,r([a, b]) , m ˆ N0 , we have
f ˆ Dm B ∑
`
j1
\Lmj DTj b j\ 22  ` . (24)
Here Lj : diag(lNj/1 , . . . , lNj/1 ) .
Proof. From (22) we know already f ˆ Dm B (
`
kN1/1
l2mk ( f , fk)r2  ` . Of
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course, the last series can be written as
∑
`
j1
∑
N j/1
kNj/1
l2mk ( f , fk)r2  ∑
`
j1
∑
N j/1
kNj/1
l2mk (Qj f , fk)r2 .
By the definition of the operator Qj , this is equal to
∑
`
j1
∑
N j/1
kNj/1
l2mk ∑
M j
l1
b jl (cj,l , fk)r2  ∑
`
j1
∑
N j/1
kNj/1
l2mk ∑
M j
l1
b jl d jl ,k2
 ∑
`
j1
∑
N j/1
kNj/1
∑
M j
l1
b jl l
m
k d jl ,k2 .
Because (
M j
l1
b jl l
m
k d jl ,k are the components of the vector Lmj DTj b j , the proof is com-
pleted. j
The decrease of \b j\2 due to the global smoothness of f is described in the following
theorem:
THEOREM 5.3. Let {cj ,k ; j ˆ N, k  1 , . . . , Mj} be a Riesz basis of !jˆNWj with
lower Riesz bound A  0 . Then for every m ˆ N and f ˆ Dm it holds for b j 
b j( f ):
\b j\2  ( ∑
M j
k1
b jk2) 1/2  O(N02m/1/2j ) , j r ` .
Proof. From Theorem 5.1 we obtain for j r ` the following inequality:
\Qj f \2,r  \Pj/1 f 0 Pj f \2,r ¡ \ f 0 Pj f \2,r / \ f 0 Pj/1 f \2,r  O(N02m/1/2j ) .
The Riesz stability yields
\Qj f \ 22,r  \∑
M j
k1
b jkcj,k\
2
2,r ¢ Ar\b j\ 22 .
Putting both inequalities together gives the statement of the theorem. j
Thus far, we have only required Nj  Nj/1 . Assuming some slightly stronger
conditions on Nj enables us to prove the following theorem, which is ‘‘almost inverse’’
to the last result:
THEOREM 5.4. Let {cj ,k ; j ˆ N, k  1 , . . . , Mj} be a Riesz basis of !jˆNWj with
upper Riesz bound B  ` . Assume further that sup
jˆN
Nj/1 /Nj  ` and (
`
j1
N02ej  `
for some e  0 . If m ˆ N and f ˆ L2,r([a, b]) with \b j\2  O(N02m0ej ) , j r ` , then
f ˆ Dm.
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Proof. It suffices to prove that (
`
k0
l2mk ( f , fk)r2 is convergent. To show this, we
consider ‘‘dyadic’’ partial sums
∑
N j/1
kNj/1
l2mk ( f , fk)r2 .
Using lk ¡ C1rk 2 we obtain
∑
N j/1
kNj/1
l2mk ( f , fk)r2 ¡ C1rN 4mj/1r ∑
N j/1
kNj/1
( f , fk)r2 .
Because
∑
N j/1
kNj/1
( f , fk)r2  \Qj f \ 22,r ¡ Br\b j\ 22
and \b j\2 ¡ C2rN02m0ej , with the constant C2  0 independent of j , we have
∑
N j/1
kNj/1
l2mk ( f , fk)r2 ¡ C0C 22BN 4mj/1rN04m02ej  C0C 22BSNj/1Nj D
4m
N02ej .
Let C  0 with C0C 22B(Nj/1 /Nj)4m  C for all j ˆ N. Then the convergence of (
`
j1
N02ej implies that
∑
`
j1
∑
N j/1
kNj/1
l2mk ( f , fk)r2 ¡ Cr∑
`
j1
N02ej  ` . j
6. EXAMPLES
We present some of the examples from Depczynski [6] and Depczynski and Jetter
[7] , concerning the detection of singularities and chirps.
To analyze a function f : I r R, I  [a , b] , we proceed as follows: First we
transform the interval I to the domain of definition of the corresponding wavelet
family by an affine transformation, obtaining a function fH . Then we calculate a
projection of fH onto V11 by interpolation and use the resulting function as the starting
point for the decomposition. Finally, we give plots of the (high-frequency) coefficients
in W10 .
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FIG. 3. N4;0,0.25,0.5,0.75,1 .
In the first example, we take f  N4;0,0.25,0.5,0.75,1 : [0, 1] r R, the cubic spline with
knots xi  i /4, i  0, 1, . . . , 4 (cf. Fig. 3) .
In the interior of [0, 1] , the third derivative has discontinuities at x1 , x2 , x3 , while
f ˆ C 2[0, 1] . As an analyzing function, we take Sturm–Liouville wavelets of type
I, corresponding to
y9 / ly  0, y(0)  y(1)  0,
and polynomial Chebyshev wavelets, constructed by Kilgore and Prestin (cf. [11]) ,
which are (in a way) a special case of our Sturm–Liouville wavelets of type II. As
can be seen in Figs. 4 and 5, both methods give comparable results. Note that we
FIG. 4. Sturm–Liouville, type I.
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FIG. 5. Chebyshev.
transformed f to the interval [01, /1] in the last case, so that singularities appear at
00.5, 0, and /0.5.
The fact that the Chebyshev family does not come from a regular Sturm–Liouville
problem might cause some problems near the boundary, as can be seen in our second
example.
Here we take f  N4;0.05,0.25,0.5,0.75,0.95 : [0, 1] r R; i.e., we moved the former outer
knots (0 and 1) into the interior of the interval to 0.05 and 0.95 (cf. Fig. 6) .
Because the third derivative has two additional discontinuities inside the interval
now, we expect large coefficients at 0.05 and 0.95, too. In addition to the analyzing
systems from the first example, we also use Sturm–Liouville wavelets of type II,
which are based on
FIG. 6. N4;0.05,0.25,0.50,0.75,0.95 .
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FIG. 7. Chebyshev.
y 9 / ly  0, y *(0)  y *(1)  0. (25)
As can be seen in Figs. 7, 8, and 9, the analyzing systems, which correspond to
regular Sturm–Liouville problems, have no problems detecting all singularities. The
Chebyshev family gives good results on the interior knots x1 , x2 , x3 , but fails to detect
the new knots near the boundary. The reason for this typical damping of the analysis
might be the fact that the weight function r(x)  1/
√
1 0 x 2 for the Chebyshev family
tends to infinity at {1. Also note that the wavelet knots xj,k cluster at the boundary,
due to lim
xr{1
q*(x)  ` , whereas in the regular case, these knots are equally distributed
on the interval ( in the sense that 0  c1 ¡ q*(x) ¡ c2  `) .
FIG. 8. Sturm–Liouville, type I.
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FIG. 9. Sturm–Liouville, type II.
Thus far, our examples could also have been analyzed using periodic wavelets. We
therefore now give one of the non-periodic examples from Depczynski [6] . The
function f is defined by
f ( x)  s(2x / 1/2) , x ˆ [0, 1] ,
where s  11332 N3,02 / 2396N3,01 / 9732N3,0 0 23396 N3,1 / 11332 N3,2 (cf. Fig. 10), with cardinal
quadratic splines N3,i  N3;0,1,2,3 (r0i) .
We have f ˆ C 1[0, 1] , while the second derivative has discontinuities at 1/4 and
3/4. Because f (0)  1, f *(0)  01/2, f (1)  01, f *(01)  1/2, it holds
FIG. 10. f ( x)  s(2x / 1/2) .
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FIG. 11. Sturm–Liouville, type II.
f (0) / 2 f *(0)  0 and f (1) / 2 f *(1)  0.
The Sturm–Liouville wavelets of type II are now constructed based on
(exy *) * / Slex / 12 exDy  0, y(0) / 2y *(0)  y(1) / 2y *(1)  0.
These wavelets, as well as the Chebyshev family, give good results in detection of
singularities and show no boundary effects, as shown in Figs. 11 and 12.
FIG. 12. Chebyshev.
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FIG. 13. Sturm–Liouville.
In our final example, we analyze a function together with a chirp. Here we take
f ( x )  N4;0.05,0.25,0.5,0.75,0.95 (x )rsin (2p(1 / 4x ) 3 ) , x ˆ [0, 1] . Because the frequency
of the second factor ( the chirp ) rises from left to right, we expect frequency bands
to move from left to right in the W -spaces, while at the same time the discontinu-
ities originating from the spline should still be detected. We compare our method
(with functions based on (25) ) with the Chebyshev family, the periodic spline
wavelets from Plonka and Tasche [13] with m  6, and with Cohen–Daubechies–
Vial wavelets with N  6, as introduced in [4] . Figures 13 to 16 show the
coefficients of the six spaces Wj of highest frequency with increasing frequency
from upper left to lower right.
FIG. 14. Chebyshev.
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FIG. 15. Periodic wavelets.
As can be seen in the figures, all analyzing systems recognize the chirp; i.e., we
obtain large coefficients moving from left in the lower-frequency bands to the right
in the higher-frequency bands, as expected. Therefore, all analyzing systems yield
good frequency analysis. But from this numerical example it also becomes clear that
not all systems are able to detect the discontinuities of the spline in the presence of
a chirp. These are only recognized by Sturm–Liouville wavelets ( including the Che-
byshev family as a special case, again with the typical damping effects near the
boundary). We do not yet have a theory concerning this phenomenon, but we will
use this simple numerical experiment as a starting point for further research.
FIG. 16. Cohen–Daubechies–Vial.
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