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1. Introduction
The multi-point boundary value problems for ordinary differential equations arise in a variety of areas of applied
mathematics and physics. The study of multi-point boundary value problems for linear second-order ordinary differential
equations was initiated by Il’in and Moiseev [1]. Since then, nonlinear multi-point boundary value problems have been
studied by many authors. Recently, using the degree theory, fixed-point theorem in a cone, nonlinear alternative of
Leray–Schauder and the five functional fixed-point theorem, the authors [2–6] have studied the existence of solutions for
certain nonlinear second-order multi-point BVPs.
By using fixed-point index theory, Webb and Lan [7] studied the existence of multi-positive solutions for problem
u′′(t)+ g(t)f (t, u(t)) = 0, a.e. on [0, 1]
subject to general separated boundary conditions and also to nonlocalm-point boundary conditions.
Motivated by their results, in this paper, we will investigate the existence of positive solutions for the boundary value
problem
u′′(t)+ h(t)f (t, u(t), u′(t)) = 0, a.e. t ∈ [0, 1], (1.1)
u(0) = 0, u′(1) =
m−2∑
i=1
αiu′(ξi), (1.2)
I The project is supported by the Natural Science Foundation of China (10701032), and the Doctoral Program Foundation of Hebei Province (B2004204)
and the Foundation of Hebei University of Science and Technology (XI2004060).∗ Corresponding address: College of Mathematics and Science of Information, Hebei Normal University, Shijiazhuang, 050016, Hebei, PR China. Tel.: +86
0311 88632220.
E-mail addresses:weihuajiang@hebust.edu.cn, jianghua64@sohu.com.
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.07.043
388 W. Jiang / Journal of Computational and Applied Mathematics 225 (2009) 387–392
where αi > 0(i = 1, 2, . . . ,m − 2), 0 < ∑m−2i=1 αi < 1, 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, h(t) ∈ L1[0, 1] and
f : [0, 1] × R+ × R+ → R+ satisfies Carathéodory conditions. To do this, we establish firstly a reproducing cone P in
C1[0, 1] with norm ‖x‖ = maxt∈[0,1] |x(t)| + maxt∈[0,1] |x′(t)|. Then we state and prove several results of existence of
positive solution for this problem by using the fixed-point index theory. We do not need any continuous assumptions on
the nonlinear term, which is essential for the technique used in [2–6]. Finally, an example is given to demonstrate the main
results.
In this paper, u ∈ C1[0, 1] is said to be a positive solution of the problem (1.1) and (1.2) means that u(t) ≥ 0, u 6≡ 0, t ∈
[0, 1] and u satisfies (1.1) and (1.2).
We will always suppose that the following conditions are satisfied.
(C1) αi > 0 (i = 1, 2, . . . ,m− 2),∑m−2i=1 αi < 1, 0 = ξ0 < ξ1 < ξ2 < · · · < ξm−1 = 1.
(C2) h(t) ∈ L1[0, 1], h(t) ≥ 0, a.e. t ∈ [0, 1],
∫ 1
ξ1
h(t)dt > 0.
(C3) f : [0, 1] × R+ × R+ → R+ satisfies Carathéodory conditions, that is, f (·, u, v) is measurable for each fixed u, v ∈ R+,
and f (t, ·, ·) is continuous for a.e. t ∈ [0, 1]. For any r, r ′ > 0, there existsΦ(t) ∈ L∞[0, 1] such that f (t, u, v) ≤ Φ(t),
where (u, v) ∈ [0, r] × [0, r ′], a.e. t ∈ [0, 1].
2. Preliminary lemmas
Lemma 2.1 (Krein–Rutman [8]). Let K be a reproducing cone in a real Banach space X and let L : X → X be a compact linear
operator with L(K) ⊆ K. r(L) is the spectral radius of L. If r(L) > 0, then there exists ϕ1 ∈ K \ {0} such that Lϕ1 = r(L)ϕ1.
Lemma 2.2 ([9]). Let X be a Banach space, P be a cone in X andΩ(P) be a bounded open subset in P. Suppose that A : Ω(P)→ P
is a completely continuous operator. Then the following results hold:
(1) If there exists u0 ∈ P \ {0} such that u 6= Au+ λu0,∀u ∈ ∂Ω(P), λ ≥ 0, then the fixed-point index i(A,Ω(P), P) = 0.
(2) If 0 ∈ Ω(P) and Au 6= λu,∀u ∈ ∂Ω(P), λ ≥ 1, then the fixed point index i(A,Ω(P), P) = 1.
Lemma 2.3 ([6]). Suppose
∑m−2
i=1 αi 6= 1. If y(t) ∈ L1[0, 1], then the problem
u′′(t)+ y(t) = 0, a.e. t ∈ [0, 1], (2.1)
u(0) = 0, u′(1)−
m−2∑
i=1
αiu′(ξi) = 0 (2.2)
has a unique solution
u(t) = −
∫ t
0
(t − s)y(s)ds+ t
1−
m−2∑
i=1
αi
∫ 1
0
y(s)ds− t
1−
m−2∑
i=1
αi
m−2∑
i=1
αi
∫ ξi
0
y(s)ds.
Lemma 2.4. Suppose 0 <
∑m−2
i=1 αi < 1. If y ∈ L1[0, 1] and y ≥ 0, a.e. t ∈ [0, 1], then the unique solution u of (2.1) and
(2.2) satisfies
u(t) ≥ 0, u′(t) ≥ 0, for t ∈ [0, 1].
Lemma 2.5 ([6]). Suppose 0 <
∑m−2
i=1 αi < 1. The Green function for the boundary value problem
−u′′(t) = 0, 0 ≤ t ≤ 1,
u(0) = 0, u′(1)−
m−2∑
i=1
αiu′(ξi) = 0
is given by
G(t, s) =

s+
ω−1∑
j=1
αj
1−
m−2∑
i=1
αi
t, 0 ≤ t ≤ 1, ξω−1 ≤ s ≤ min{ξω, t}, ω = 1, 2, . . . ,m− 1;
1−
m−2∑
j=ω
αj
1−
m−2∑
i=1
αi
t, 0 ≤ t ≤ 1,max{ξω−1, t} ≤ s ≤ ξω, ω = 1, 2, . . . ,m− 1.
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The proofs of Lemmas 2.3 and 2.5 are similar to the proofs of Lemmas 3.1 and 3.3 in [6]. By Lemma 2.3 we can easily get
the results of Lemma 2.4.
3. Main results
Let X = C1[0, 1] with norm ‖x‖ = maxt∈[0,1] |x(t)| + maxt∈[0,1] |x′(t)|. Clearly, (X, ‖ · ‖) is a Banach space. Take
P = {u ∈ X |u ≥ 0, u′ ≥ 0}, Pr = {u ∈ P|‖u‖ < r}, r > 0. Obviously, P is a cone in X and Pr is an open bounded
subset in P .
Lemma 3.1. P is a reproducing cone in X.
Proof. Let x ∈ X , then x′ ∈ C[0, 1] and x′ = x+ − x−, where x+ = max{x′(t), 0}, x− = max{−x′(t), 0}. Obviously,
x+, x− ∈ C[0, 1] and x+ ≥ 0, x− ≥ 0. Integrating x′ = x+ − x− from 0 to t , we get
x(t) =
∫ t
0
x+(s)ds−
∫ t
0
x−(s)ds+ x(0).
If x(0) ≥ 0, take x1(t) =
∫ t
0 x
+(s)ds + x(0), x2(t) =
∫ t
0 x
−(s)ds, then x1, x2 ∈ P , and x = x1 − x2. If x(0) < 0, take
x1(t) =
∫ t
0 x
+(s)ds, x2(t) =
∫ t
0 x
−(s)ds− x(0), then x1, x2 ∈ P , and x = x1 − x2. The proof is completed. 
Define operators A : P → X, L : X → X as follows:
Au =
∫ 1
0
G(t, s)h(s)f (s, u(s), u′(s))ds,
Lu =
∫ 1
0
G(t, s)h(s)(u(s)+ u′(s))ds.
By Lemma 2.5, we get that if u(t) ∈ P \ {0} is a fixed point of A, then u(t) is a positive solution of (1.1) and (1.2). Suppose
that (C1)–(C3) hold, by Lemmas 2.3–2.5, Ascoli–Arzela theorem and the absolute continuity of integral, we can get that
A : P → P and L : P → P are completely continuous.
Lemma 3.2. Suppose that (C1)–(C2) hold. Then r(L)(the spectral radius of L) > 0.
Proof. Let u(t) ≡ 1. For t ∈ [ξ1, 1], we get
Lu(t) =
∫ 1
0
G(t, s)h(s)ds ≥
∫ 1
ξ1
G(t, s)h(s)ds := l > 0.
L2u(t) ≥
∫ 1
0
G(t, s)h(s)Lu(s)ds ≥
∫ 1
ξ1
G(t, s)h(s)Lu(s)ds ≥ l2.
Repeating the process gives
Lnu(t) ≥ ln, ∀t ∈ (ξ1, 1].
Hence,
‖Ln‖ 1n ≥ l, r(L) = lim
n→∞ ‖L
n‖ 1n ≥ l > 0.
The proof is completed. 
By Lemma 2.1, we get that L has an eigenfunction ϕ ∈ P \ {0} corresponding to r(L).
Take µ = 1/r(L).
For convenience, we make the following definitions
f (u, v) = sup
t∈[0,1]\E
f (t, u, v), f (u, v) = inf
t∈[0,1]\E f (t, u, v),
fc,0 = max
{
lim inf
u→0+
{
inf
v∈[0,c]
f (u, v)
u+ v
}
, lim inf
v→0+
{
inf
u∈[0,c]
f (u, v)
u+ v
}}
,
f∞ = max
{
lim sup
u→∞
{
sup
v∈R+
f (u, v)
u+ v
}
, lim sup
v→∞
{
sup
u∈R+
f (u, v)
u+ v
}}
,
where c > 0, E ⊂ [0, 1]withm(E) = 0 (m(E) is the Lebesgue measure of E and the same as follows).
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In the following lemmas and theorems, we suppose that (C1)–(C3) hold.
Lemma 3.3. Suppose 0 ≤ f∞ < µ, then there exists r0 > 0 such that
i(A, Pr , P) = 1, for each r > r0.
Proof. Let ε > 0 satisfy f∞ < µ− ε. Then there exists r1 > 0 such that
f (t, u, v) ≤ (µ− ε)(u+ v), for u > r1, or v > r1, a.e. t ∈ [0, 1].
By (C3), there existsΦ ∈ L∞[0, 1] such that
f (t, u, v) ≤ Φ(t), for u, v ∈ [0, r1], a.e. t ∈ [0, 1].
Thus, for all u, v ∈ R+, a.e. t ∈ [0, 1]
f (t, u, v) ≤ (µ− ε)(u+ v)+ Φ(t). (3.1)
Since 1/µ is the spectrum radius of L, (I/(µ− ε)− L)−1 exists, let
C =
∥∥∥∥∫ 1
0
G(t, s)h(s)Φ(s)ds
∥∥∥∥ , r0 =
∥∥∥∥∥
(
1
µ− ε I − L
)−1 C
µ− ε e
t
∥∥∥∥∥ .
For r > r0, we will show
Au 6= λu, for each u ∈ ∂Pr , λ ≥ 1.
In fact, if not, there exist u0 ∈ ∂Pr , λ0 ≥ 1 such that Au0 = λ0u0. This, together with (3.1) and Lemma 2.4, implies
u0 ≤ λ0u0 = Au0 ≤ (µ− ε)Lu0 + C,
u′0 ≤ λ0u′0 = (Au0)′ ≤ (µ− ε)(Lu0)′ + C .
Then (
1
µ− ε I − L
)
u0(t) ≤ C
µ− ε e
t ,
((
1
µ− ε I − L
)
u0(t)
)′
≤
(
C
µ− ε e
t
)′
.
So, we get
C
µ− ε e
t −
(
1
µ− ε I − L
)
u0(t) ∈ P.
It follows from ( 1
µ−ε I − L)−1 =
∑∞
n=0(µ− ε)n+1Ln, and L(P) ⊂ P that
u0(t) ≤
(
1
µ− ε I − L
)−1 C
µ− ε e
t , u′0(t) ≤
[(
1
µ− ε I − L
)−1 C
µ− ε e
t
]′
.
Therefore, we have ‖u0‖ ≤ r0 < r . This is a contradiction.
By Lemma 2.2(2), we get that i(A, Pr , P) = 1, for each r > r0. The proof is completed. 
Lemma 3.4. Suppose there exists c > 0 such that µ < fc,0 ≤ ∞. Then there exists ρ0 with c ≥ ρ0 > 0 such that for ρ ∈ (0, ρ0],
if u 6= Au for u ∈ ∂Pρ , then i(A, Pρ, P) = 0.
Proof. Let ε > 0 satisfy fc,0 > µ+ ε. Then there exists c ≥ ρ0 > 0 such that
f (t, u, v) ≥ (µ+ ε)(u+ v), for 0 ≤ u ≤ ρ0, 0 ≤ v ≤ ρ0, a.e. t ∈ [0, 1]. (3.2)
Let ρ ∈ (0, ρ0]. Considering Lemma 2.2(1), we need only to prove that
u 6= Au+ λϕ, for each u ∈ ∂Pρ, λ > 0,
where ϕ ∈ P \ {0} is the eigenfunction of L corresponding to r(L).
In fact, if not, there exist u0 ∈ ∂Pρ, λ0 > 0 such that u0 = Au0 + λ0ϕ. This implies u0 ≥ λ0ϕ and u′0 ≥ λ0ϕ′. Let
λ∗ = sup{λ|u0 ≥ λϕ, u′0 ≥ λϕ′}.
Clearly,∞ > λ∗ ≥ λ0 > 0, u0 ≥ λ∗ϕ, u′0 ≥ λ∗ϕ′. Therefore, we get u0 − λ∗ϕ ∈ P . It follows from L(P) ⊂ P that
µLu0 ≥ λ∗µLϕ = λ∗ϕ, µ(Lu0)′ ≥ λ∗µ(Lϕ)′ = λ∗(ϕ)′.
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By (3.2) and Lemma 2.4, we get
Au0 ≥ (µ+ ε)Lu0, (Au0)′ ≥ (µ+ ε)(Lu0)′.
So, we have
u0 = Au0 + λ0ϕ ≥ (µ+ ε)Lu0 + λ0ϕ ≥ (λ∗ + λ0)ϕ,
(u0)′ = (Au0)′ + λ0(ϕ)′ ≥ (µ+ ε)(Lu0)′ + λ0(ϕ)′ ≥ (λ∗ + λ0)(ϕ)′,
which contradict the definition of λ∗. So, Lemma 3.4 holds. 
The following theorems are the main results in this paper.
Theorem 3.5. Suppose there exists c > 0 such that µ < fc,0 ≤ ∞ and 0 ≤ f∞ < µ, then (1.1) and (1.2) has at least one
positive solution.
Proof. It follows from 0 ≤ f∞ < µ and Lemma 3.3 that there exists r > 0 such that i(A, Pr , P) = 1. By µ < fc,0 ≤ ∞
and Lemma 3.4, we get that there exists 0 < ρ < min{r, c} such that either there exists u ∈ ∂Pρ such that u = Au or
i(A, Pρ, P) = 0. In the second case, A has a fixed point u ∈ P with ρ < ‖u‖ < r by the properties of index. The proof is
completed. 
Theorem 3.6. Suppose there exists c > 0 such that µ < fc,0 ≤ ∞. In addition, suppose there exists ρ1 > 0 such that
f (t, u, v) ≤ m0ρ1, for u, v ∈ [0, ρ1], a.e. t ∈ [0, 1], (3.3)
where m0 = 1/‖
∫ 1
0 G(t, s)h(s)ds‖. Then (1.1) and (1.2) has at least one positive solution.
Proof. For u ∈ ∂Pρ1 , by (3.3) and Lemma 2.4, we get
‖Au‖ = max
t∈[0,1]
Au+ max
t∈[0,1]
(Au)′
= max
t∈[0,1]
∫ 1
0
G(t, s)h(s)f (s, u(s), u′(s))ds+ max
t∈[0,1]
(∫ 1
0
G(t, s)h(s)f (s, u(s), u′(s))ds
)′
≤ m0ρ1
[
max
t∈[0,1]
∫ 1
0
G(t, s)h(s)ds+ max
t∈[0,1]
(∫ 1
0
G(t, s)h(s)ds
)′]
≤ ρ1.
This implies that Au 6= λu for each u ∈ ∂Pρ1 , λ > 1. If Au 6= u for u ∈ ∂Pρ1 , by Lemma 2.2(2), we get i(A, Pρ1 , P) = 1.
It follows from µ < fc,0 ≤ ∞ and Lemma 3.4 that there exists 0 < ρ < min{c, ρ1} such that either there exists u ∈ ∂Pρ
such that u = Au or i(A, Pρ, P) = 0.
So, if Au 6= u for u ∈ ∂Pρ1
⋃
∂Pρ (otherwise the proof is completed), by the properties of index, we get that A has a fixed
point u ∈ P satisfying ρ < ‖u‖ < ρ1. So Theorem 3.6 holds. 
Theorem 3.7. Suppose 0 ≤ f∞ < µ. In addition, suppose there exists ρ2 > 0 such that
f (t, u, v) ≥ M0ρ2, for u, v ∈ [0, ρ2], a.e. t ∈ [0, 1], (3.4)
where M0 = 1/[mint∈[ξ1,1]
∫ 1
0 G(t, s)h(s)ds + mint∈[ξ1,1](
∫ 1
0 G(t, s)h(s)ds)
′]. Then (1.1) and (1.2) has at least one positive
solution.
Proof. For u ∈ ∂Pρ2 , t ∈ [ξ1, 1], by (3.4) and Lemma 2.4, we get
Au+ (Au)′ =
∫ 1
0
G(t, s)h(s)f (s, u(s), u′(s))ds+
(∫ 1
0
G(t, s)h(s)f (s, u(s), u′(s))ds
)′
≥ M0ρ2
[∫ 1
0
G(t, s)h(s)ds+
(∫ 1
0
G(t, s)h(s)ds
)′]
≥ ρ2.
This implies that u 6= Au + λϕ, for u ∈ ∂Pρ2 , λ > 0, where ϕ ∈ P \ {0} is the eigenfunction of L corresponding to r(L).
Suppose u 6= Au, for u ∈ ∂Pρ2 (otherwise, the proof is completed), by Lemma 2.2(1), we get i(A, Pρ2 , P) = 0.
By 0 ≤ f∞ < µ and Lemma 3.3, we get that there exists r > ρ2 such that i(A, Pr , P) = 1. By the properties of index we
get that A has a fixed point u satisfying ρ2 < ‖u‖ < r . The proof is completed. 
Theorem 3.8. Suppose there exist ρ1, ρ2 with 0 < ρ2 < ρ1m0/M0 such that (3.3) and (3.4) hold, where m0,M0 are the same
as in Theorems 3.6 and 3.7. Then (1.1) and (1.2) has at least one positive solution.
Proof. By proving Theorems 3.6 and 3.7, we can easily get this result.
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4. Example
Now we provide an example to illustrate that our results are different from the results of references [2–6].
Example 4.1. Considering the boundary value problem
u′′(t)+ h(t)f (t, u(t), u′(t)) = 0, a.e. t ∈ [0, 1], (4.1)
u(0) = 0, u′(1) = 1
2
u′
(
1
2
)
. (4.2)
Take
h(t) =

1√
t0 − t , 0 ≤ t < t0,
0, t = t0,
1√
t − t0 , t0 < t ≤ 1,
f (t, u, v) =
{
η + θ√u+ v, t ∈ [0, 1] is an irrational number, u, v ∈ R+,
0, t ∈ [0, 1] is a rational number, u, v ∈ R+,
where t0 ∈ [0, 1], η, θ > 0 are constants. Obviously, conditions (C1)–(C3) hold. Let E = {t | t ∈ [0, 1] is a rational number},
thenm(E) = 0. Take 0 < c < η/µ, whereµ = 1/r(L). By simple calculation, we get fc,0 > µ and f∞ = 0. So, the conditions
of Theorem 3.5 are satisfied. Therefore, the problem (4.1) and (4.2) has at least one positive solution.
Remark 4.1. The existence of at least one positive solution for the problem (4.1) and (4.2) can also be proved by
Theorems 3.6–3.8.
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