ABSTRACT With fog radio access networks (F-RANs), the computation capability is provided in the physical proximity of the users, which can significantly lower the delay and mitigate the heavy traffic over backhaul links. As the number of remote radio head (RRH) increases, the computational complexity becomes a severe issue and it is necessary to group the RRHs into multiple clusters. In this paper, we optimize the joint processing strategy, including the RRH clustering and the RRH-server matching to minimize the delay for F-RANs. We model the delay-optimal joint processing problem in computation-constrained F-RANs as a Markov decision process (MDP) problem. By deriving the optimality condition of this MDP, we obtain a per-slot weighted sum rate maximization problem, in which the RRH clustering and the RRH-server matching are solved jointly. Specifically, we transform the weighted sum rate maximization problem into a combinatorial auction problem (CAP). Since the CAP is NP-hard, we greedily obtain an initial solution of CAP and gradually improve the performance by adopting local α-good improvement algorithm based on the weighted independent set problem (WISP). Furthermore, we theoretically derive the bound of the performance of the proposed algorithm.
I. INTRODUCTION
Cloud radio access network (C-RAN) embraces the radio access technique and cloud computing, which provides the capability to handle computation-intensive services. With the powerful cloud computing center, referred as to the baseband unit (BBU), the base-band signal is processed in a centralized manner while the RRHs are densely deployed and connect to the BBU via fronthaul links [2] , [3] . However, the cloud computing center is usually far away from the user equipments (UEs), which leads to a large delay and heavy traffic over fronthaul links [4] . Instead, fog radio access network (F-RAN) [5] , [6] is proposed to fully exploit the merits of fast response of fog servers and cooperative signal processing. Recently, edge computing provided by F-RAN have been involved in the 3rd generation partnership project (3GPP)
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By the joint processing in F-RANs, a UE transmit and receive data via multiple RRHs to exploit the multi-RRH diversity. It is not an issue for the traditional coordinated multi-point transmission (CoMP) when the number of access points (APs) is small, because all the reachable APs can be adopted for joint processing due to the small computational complexity. When the number of APs is large and the computation capabilities of fog computing servers are limited, it is important to determine the clustering considering the inter-cell interference and the limited computation capability of fog computing servers. There are a few research works on the clustering issue for mitigating the inter-cell interference. In [8] , a heuristic algorithm is proposed for AP clustering via zero-forcing (ZF) beamforming. In [9] , the AP clustering is studied using the coalition formation game. In [10] , the clustering is implemented in a distributed manner, where the content fetching cost is considered. The above existing works studied the clustering problem but did not take the matching between the RRHs and the fog computing servers into consideration. This paper considers not only the RRH clustering but also the RRH-server matching. Considering the limited computation capability of fog computing servers and the limited communication capacity of fronthaul links, the RRH-server matching is necessary for making full use of the precious computational resource. In [11] , the computation tasks of the users are offloaded to appropriate edge servers in a multiuser multi-server scenario. In [12] , the computation tasks are offloaded to the unoccupied fog computing servers based on game theory. In the above works, the required computational resource is described using a general quantity, but does not connect to any specific computation task. In this paper, we consider a multi-cell joint processing algorithm as a specific computation task which highly influence the performance of data transmission.
Since there are a lot of delay-sensitive applications, e.g., video streaming and vehicular communications, it is important to consider the delay performance in F-RANs. In [1] , we obtained some preliminary results on the joint RRH clustering and RRH-server matching, but the optimization objective is the sum rate rather than the delay. The delay-aware consideration brings new technical challenges on the joint processing problem in computation-constrained F-RANs.
In this paper, we adopt the MDP to address the delayoptimal joint processing problem, which includes both the RRH clustering and the RRH-server matching, by the Markov decision process (MDP) [17] . There are several technical challenges involved in the delay-optimal joint process problem in computation-constrained F-RANs as follows: 1) Challenges due to delay-aware optimization: Unlike most of the existing papers which consider only the physical layer throughput under multi-cell joint processing, the optimization involving delay performance is fundamentally challenging. The common approaches include large deviation [14] , stochastic majorization [15] , and Lyapunov optimization [16] . However, these approaches are applicable for delay optimization in a few scenarios. The MDP is a more sophisticated and complicated stochastic optimization approach [14] taking both the physical layer dynamics and the queue dynamics into consideration. 2) Coupling of RRH clustering and RRH-server matching: For the joint processing algorithm, the required computational resource is a non-linear function to the number of the RRHs in a cluster, which embrace the communication performance of the RRH cluster and the computation capability of the fog computing server tightly. On one hand, when grouping the RRHs to different clusters, it is necessary to consider whether the corresponding server can provide enough computational resource. On the other hand, for the RRH-server matching, the RRHs in the same cluster have to match to the same fog computing server. The mutual coupling leads to a NP-hard combinatorial optimization, and brings technical challenges for solving the joint processing problem. To overcome the above challenges, we model the delayoptimal joint processing problem in computation-constrained F-RANs as a MDP. By deriving the optimality condition of this MDP, we obtain a per-slot weighted sum rate maximization problem, in which the RRH clustering and the RRH-server matching are solved jointly. Specifically, we transform the weighted sum rate maximization problem into a combinatorial auction problem (CAP). Since the CAP is NP-hard, we greedily obtain an initial solution of CAP and gradually improve the performance by adopting local α-good improvement algorithm based on the weighted independent set problem (WISP). Furthermore, we theoretically derive the bound of the performance of the proposed algorithm.
The rest of the paper is organized as follows. Section II presents the system model, and Section III formulates the delay-optimal joint processing problem. In Section IV, we model the delay-optimal problem as a MDP and transform it to per-slot problems. In Section V, we solve the per-slot problem. In Section VI, we evaluate the performance of the proposed algorithm by simulation. Finally, we conclude the paper in Section VII.
II. SYSTEM MODEL
We consider a F-RAN consisting of N RRHs, N users and K fog computing servers. Denote the sets of RRHs, users, and fog computing servers as N , U and K, respectively. For a channel, only a single user served by each RRH transmit for mitigating the intra-cell interference. A cluster of RRHs send their received signal to a fog computing server for joint processing for mitigating the inter-cell interference.
To explicitly describe the matching relationship between RRHs and clusters/servers, we define two matrices a = {a i,j } N ×N and b = {b j,k } N ×K , where a i,j = 1 represents that the j-th RRH belongs to the i-th cluster, and b j,k = 1 represents the j-th RRH connects to the k-th fog computing server. Since RRHs are grouped into non-overlapped clusters, 1 it should be satisfied that 
A. PHYSICAL-LAYER COMMUNICATION MODEL
Denote h j is a vector with N t elements as the channel gains between different RRHs and the j-th user, where h i,j is for the i-th RRH. The signal transmitted from all users is where s j and w j are the transmit signal and the pre-coding for the j-th user. Then, the signal received by the i-th RRH can be written as
The signals y i at the RRHs are transmitted to the fog computing servers for centralized joint processing, but the fronthaul links have limited capacity which cannot transmit the analog baseband signal directly. Thus, we adopt the ''quantize-andforward'' pre-processing method which includes two steps. First, the baseband signals received at each RRH are quantized for transmission over capacity-limited fronthaul links. Second, all the quantized signal at the RRHs are sent to the fog computing server. Accordingly, the quantized signal of y i for the i-th RRH is
where e j denotes the error resulting from the quantization process. The quantization errors e j ∼ CN 0, q j obey Gaussian distribution according to [19] . Each RRH sends the quantized signals to fog computing servers through fronthaul links. Then, the transmission rate over the fronthaul link between the j-th RRH and the k-th server is calculated as
where p is the transmit power. From (4), the power of the quantization noise q j , which is the variance of the quantization error e j , can be calculated as
With zero-forcing (ZF) joint processing, the total data rate in the i-th cluster is
The main required computation for joint processing at the fog computing server includes ZF precoding, Fourier transformation (FFT), coding and modulating.
The required computation [20] for ZF pre-coding at the i-th cluster includes
Combining the above analysis, the total computation required for the i-th cluster is
where
Note that f i depends on the size of the i-th
As illustrated in [21] , the required computation for the FFT function is a constant. By approximation, the required computation for modulation and coding has a linear relationship with the transmission data based on the modulation and coding scheme (MCS).
Accordingly, the total required computation resource for each transmission of the i-th cluster, resulting from both the pre-coding and the baseband processing, can be formulated as
where R i is the total data rate in the i-th cluster, θ is the coefficient of the computational complexity of the modulation and coding, and L B is the computational complexity of the FFT.
C. DATA QUEUE DYNAMICS
Time is slotted, and the length of a time slot is τ . Each user has a bursty data source, which follows random arrivals VOLUME 7, 2019 
is independent w.r.t. k. Moreover, the arrival rates (λ 1 , . . . , λ K ) lie within the stability region. If the arrival exceeds the stable region, the serious obstruction will result in large packet delay or packet losing. Under this situation, the queue length will always be infinite regardless of the applied resource allocation algorithm. Thus, to ensure that the arrival is within the stability region, some other mechanisms are essential, such as the admission rate and rate control. Each user has a data queue, for which Q(t) = (Q 1 (t), . . . , Q k (t)) is denoted as the global QSI at the beginning of the t-th slot, where Q k (t) ∈ [0, +∞) denotes the queue length at the k-th user. The queue dynamics is described as
In uplink transmission, because ZF precoding is used throughout the system, all N RRH queue dynamics are mutually coupled. In addition, when calculating the data rates R K (t), due to the existence of interference, the current rate of RRH depends not only on its own channel state, but also on those of other RRHs.
III. DELAY-OPTIMAL JOINT PROCESSING PROBLEM A. JOINT PROCESSING POLICY
For those applications which are sensitive to the delay, it is essential to dynamically adjust the RRH clustering and the RRH-server mapping based on the channel state information (CSI) and the queue state information (QSI). The CSI captures the instantaneous transmission opportunities, and the QSI captures the urgency of data flows. Denote the global system state as χ(t) = (H, Q). Then, the stationary policy is defined in the following definition:
Definition 1 (Stationary Joint Processing Policy): For the delay-optimal joint processing problem with computation constraints, the optimization variables are the RRH clustering a(t) and the RRH-server matching b(t). The mapping from the system state χ to the joint processing actions a(t) and b(t) is defined as the stationary control policy , where
The channel state H is assumed to be i.i.d. over slots. According to (9) , the queue length at the t + 1-th slot depends on both the queue length and the data rate at the t-th slot, which further depends on H(t) and (χ (t)) with a given control policy , Thus, we can formulate the global system state χ (t) as a controlled Markov chain as
with the transition probability [17] .
B. PROBLEM FORMULATION
With a specific admissible policy , the average delay cost for the k-th user can be calculated as
Our goal is to make the joint optimization of the RRH clustering and the RRH-server matching under the constraints on both the fronthaul capacity and the computation resource for minimizing the average delay in F-RANs. The delayoptimal joint processing problem is formulated as follows:
where the first and second constraints guarantees that each RRH is grouped into only one cluster, and each RRH is served by only one server. The third one is the computational resource limitation. Note that the fronthaul capacity is not explicitly expressed in the problem formulation, since the quantization error caused by the fronthaul transmission has been included in the data rate in (6), which influences the dynamics of data queues.
IV. DELAY OPTIMIZATION VIA MDP
In this section, we model the delay optimization problem as an infinite-horizon average cost MDP, and derive the optimal conditions for solving the problem. Then, the value function can be updated through online learning. Taking the derivative of the value function, the delay optimization problem is transformed as the per-slot weighted sum rate maximization problems. 
Moreover, for the admissible control policy , V * which satisfies the transversality condition as the following: (11), then * is the optimal control policy. Proof: The proof of this theorem can refer to that of Theorem 1 in [18] , and we omit the details.
The optimal solution of the MDP can be obtained by solving (11). However, due to the huge number of states/actions and the complicated equation, it is very difficult to directly obtain a closed-form solution. Alternatively, we present a method to update the value functions in an online manner.
For the convenience of expression, similar to the definition of state space, we define α = (a, b) in the delay-optimal joint processing problem. The action value function Q is defined as
We describe the relationship between the state value function V (χ ) and the action value function Q(χ , α) as follows:
The corresponding optimal strategy is * (χ ) = arg min
With the above definition of the action value function, we propose the online Q-learning method as follows: At the t-th time slot, the action χ (t) is calculated based on the real-time observed system state α t * = arg min α Q(χ (t), α). After the action is determined, the parameters are updated by the real-time observation value χ (t), i.e.,
where χ 1 is a random reference state and t = sup t : χ (t) = χ 1 , 1 is the indicator function, n(χ , α, t) = t t =0 1[χ (t) = χ , α(t) = α t * ] is the number of updates for the action value function of the specifc state-action pair χ , α by the time slot t, ε t is the step sequence which meets the following conditions:
After updating the action state function Q(χ , α), the corresponding state value function V (χ ) can be obtained according to (14) . Since H is i.i.d. over time slots, the expectation of V (χ) with respect to H can be obtained as V (Q) = E H [V (χ)]. Finally, the algorithm stops when the output values satisfy Q t − Q t−1 ≤ δ Q , where δ Q is the convergence threshold.
B. TRANSFORMATION TO PER-SLOT PROBLEMS
By the above online learning algorithm, the state value function V (Q) can be obtained. In order to show the urgency information for each data flow, we obtain the approximate Bellman equation by the first-order Taylor expansion as follows:
It is proved in [18] that
When the gap τ is enough, the error term o(1) tends to 0. According to (17) , by adopting the derivate
as the weights of the data rates of different flows, we obtain the per-slot subproblem as follows:
For simplicity of expression, we omit the time index (t) when discussing the per-slot problem in the rest of this paper.
V. PER-SLOT WEIGHTED SUM RATE MAXIMIZATION
In this section, to solve the above per-slot problem in (19), we make a joint optimization of the RRH clustering and VOLUME 7, 2019
the RRH-server matching with the aim of maximizing the weighted sum rate for F-RANs. Considering the constraint of computational resource, we recast the sum rate maximization problem as a CAP. Since the CAP is NP-hard, we greedily obtain an initial solution of CAP and gradually improve the performance by adopting local α-good improvement algorithm.
A. JOINT RRH CLUSTERING AND RRH-SERVER MATCHING ALGORITHM
To solve the per-slot joint processing problem, we apply the combinatorial auction (CA) to motivate the bidders to fully express their preferences. Formally, we define the CAP according to [22] A
bidder i can place a bid b i (C) > 0 for any combination C ⊆ N , where N is the set of N items. The final winner decision is made by the auctioneer with the aim of maximizing the revenue of the corresponding seller.
Now we recast the per-slot problem as a CAP, regarding RRHs as the items and the fog computing servers as the bidders. Moreover, the computational resource constraint is considered, which results in the obstacle that a bidder is not allowed to win too many combinations at the same time, since many connections from different RRHs to a single server at the same time will exceed the afforded computational resource. Besides, there still exists some technical challenges on pricing and bidding rules in CAP, e.g., the winner determination problem (WDP) is a typical NP-hard problem.
To solve the CAP, we propose the joint RRH clustering and RRH-server matching algorithm with two steps: 1) We first propose a greedy algorithm for providing an initial solution. 2) Based on the achieved feasible solution by the greedy algorithm, we gradually improve the performance through the successive local improvement algorithm.
Denote C as the set of all possible combinations over N . The computation resource required for different combinations can be obtained according to (8) . Let B i denotes the computation resource constraint. The details of the greedy algorithm for the initial solution is provided using the pseudo codes in Algorithm 1.
The greedy algorithm provides a feasible solution for the problem. Then, based on the WISP, we further design a local improvement algorithm. We first define a graph G = (V , E), where each item is generated for each edge in E, and a bid is generated for each vertex in V . Then the bid includes the items corresponding to the edges which are connected to this vertex. Denote N (x) as the neighbor vertices of a vertex x. 
5:
Z t = {C ∈ C t−1 : X t ∩ C = ∅};
7:
Based on the WISP problem in the constructed graph, we propose the local improvement algorithm beginning from the initial solution. Let I be an independent set, with the member as x. J ⊆ N (x) is another independent set consisting of the neighbor vertices of x. Through adding the vertexs in J to I and removing the vertices of I which are adjacent to any vertex of J , we gradually form the updated set I for each iterative step as I = (I ∪ J ) − N I (J ). Define ω (J ) as the weight of J . Then, the payoff factor of an improvement can be calculated as α = ω (J ) /ω (N I (J )). The details of the algorithm is provided using the pseudo codes in Algorithm 2.
Given the winners with the corresponding bundles of items, we can obtain the joint processing solution, a and b in (19) . Obtain ω (J ) based on I ;
4:
I is a local improvement of I with α payoff factor; 5: if I satisfies the computation constraint then 6: I ← I ; 7: end if 8: until I is locally optimal;
B. PERFORMANCE ANALYSIS
In this subsection, we analyze the performance of the proposed joint processing algorithm theoretically. To compare the performance of our proposed algorithm to that of the optimal solution, we firstly introduce the concept of solution projection according to [23] .
Definition 4 (Solution Projection): The projection of OPT onto I is defined as the set of all the representatives of OPT , which includes the vertexes in I with maximal weight which are adjacent to the vertexes in OPT (or identical to the vertex if the vertex is either in I ).
For each maximal independent set I , we establish a function f I : OPT → I , which is the vertexes with maximal weight among the neighbors of b in I . To analyze the performance of our algorithm, we define the representative of a vertex, denoted as f I (b), which is the vertex with maximal weight among the neighbors of b in I .
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Let S I (v) {b ∈ OPT : f I (b) = v}. The projection of OPT onto I can be calculated as
From [1] , there are two important properties of the projection on the performance enhancement through the α improvement, and the relationship between the result of α improvement and the optimal solution..
Lemma 1: Let I be obtained from I via α-good improvements. Then, we have k
The α-locally optimal solution I has the following relationship with the optimal solution:
. According to the properties in Lemmas 1 and 2, we analyze the performance of the proposed joint processing algorithm compared to the optimal solution as follows:
Theorem 2 (Performance Bound): The performance ratio ρ α , which is the optimal solution divide the solution of the proposed algorithm, is upper bounded by
Proof: For the greedy solution, the weight of the element in OPT is no more than that of its corresponding representative, because the representatives are chosen in the greedy initial solution, i.e.,
For any I , the condition proj (I ) ≤ k · ω (I ) is satisfied, where k is the maximum number of the elements of the preimage. According to (22) , the bound of the greedy algorithm is provided as
From the initial solution obtained from our proposed greedy algorithm, we make α improvements. According to (22) , (23) and Lemma 1, the solution I always satisfies
Since Lemma 2 and (24) are satisfied by the proposed algorithm, we have
We obtain the performance ratio as (21) , and this theorem is proved. According to Theorem 2, the upper bound for the 2-good improvement is (4k + 2) /5. For each improvement, the computation complexity is mainly induced by exploring all independent sets within the neighborhood of each vertex in the solution. Letting be the maximal degree of the graph, the computation complexity is O N k 2 k .
VI. SIMULATION RESULTS
In this section, we present the performance evaluation of the proposed algorithm comparing with conventional algorithms by simulation. First, we verify the convergence property and demonstrate the performance gain of the per-slot sum rate maximization problem. Second, we demonstrate the superiority on the delay performance of our proposed algorithm compared to conventional algorithms.
A. SIMULATION CONFIGURATION
We establish the F-RAN system with 15 RRHs and 5 fog computing server nodes as N = 15 and K = 5 in the simulation. The path loss between the RRH and the UE is calculated as PL(dB) = 128.1 + 37.6 log(d(km)), where d is the corresponding distance. We set the maximal transmit power for each RRH as 24dBm/Hz, the thermal noise power as −104dBm/Hz and the bandwidth as 2MHz. We assume that the data arrival process follows Poisson distribution, which has the mean randomly chosen from [0, 2λ] in a uniform distribution. The duration of each slot is 10ms.
To compare the performance of our proposed algorithm and conventional algorithms, we adopt two baselines as follows:
• Pareto optimal algorithm [24] : This algorithm firstly makes the RRH-servers matching without considering the RRH clustering. Then, the RRHs are divided into different clusters for yielding a Pareto optimal solution.
• Distance-based algorithm [25] : This algorithm firsts complete the RRH clustering based on the distances among them. The RRHs in the same cluster are assigned to the same fog computing server with the objective of the throughput maximization. 
B. PERFORMANCE OF PER-SLOT SUM RATE MAXIMIZATION
To extract more insights, we first discuss the performance of the per-slot sum rate maximization, where the weights are set to 1. As shown in Fig. 2 , the convergence property of the proposed algorithm, as the theoretical results in Section V, is further verified by simulation. Fig. 3 evaluates the performance of the proposed algorithm comparing with the two baseline algorithms. The proposed algorithm always achieves better performance than the baselines. The baseline algorithms divide the joint processing problem into two subproblems for the the RRH clustering and the RRH-server matching and solve them separately. Instead, in our proposed algorithm, the RRH clustering and the RRH-server matching are optimized jointly. The performance gain is achieved because the performance improvement out-weights the performance loss induced by joint optimization.
C. DELAY PERFORMANCE
Figs. 3 and 4 compares the delay performance of the proposed algorithm with those of the baseline algorithms under different average arrival rates and different computational resources, respectively. As the same to the sum rate performance, the proposed algorithm achieves a lower delay than the baseline algorithms, especially in the cases when the average arrival rate is large and the computational resource is scarce. With limited computational resource, the delay decreases quickly as the computation resource increases. In this case, the performance bottleneck is the capability of the fog computing servers. On the contrary, with adequate computational resource, the delay always maintains the same regardless of the increasing of computation resource, because the communication capability of either the wireless access links or the fronthaul links becomes the performance bottleneck.
VII. CONCLUSION
In this paper, we solve the delay-optimal joint processing problem by adjusting the RRH clustering and the RRH-server matching for F-RANs. By the infinite-horizon MDP modeling, we obtain a per-slot weighted sum rate maximization problem. Specifically, we first cast the weighted sum rate maximization problem into the CAP. We propose a joint RRH clustering and RRH-server matching algorithm including a greedy initial solution and local α-good improvement based on the WISP. We further theoretically derive the performance bound of our proposed algorithm. By simulation, we demonstrate the convergence property of the proposed algorithm, and show that the proposed algorithm always outperforms than the existing methods. 
