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or  energy  transfer,  electronic  as well  as  vibrational  relaxation,  is  at  the origin of  the biological 
functionality  of  proteins  and  organometalic  compounds.  The  work  reported  in  this  thesis  is 
devoted  to  the  study  of  these molecular  dynamics  in  different  organometalic  systems. More 
specifically, this study  is focused on the role of these dynamics  in the ultrafast photophysics and 









A  broadband  femtosecond  luminescence  study  of  the  ultrafast  photo‐physics  of  Ir(ppy)3 
(Ir1),  the heteroleptic compounds  Ir(ppy)2(pic)  (Ir2) and  [Ir(ppy)2(bpy)]+  (Ir3) and of  Ir(ppz)3  (Ir4) 
provides the first extensive picture of the  ligand dependence of their photo‐cycle. Upon 266 nm 
excitation  of  the  ligand‐centered  (LC)  absorption  band  of  Ir1, we  directly  clock  the  relaxation 










bpy  moiety,  pointing  to  the  occurrence  of  a  ppy  to  bpy  inter‐ligand  energy  transfer.  The 
photoluminescence lifetime of Ir1 in DMSO amounts to 170 ± 30 ns while Ir4 decays with 1.6  0.1 
ns.  
The studies of the electronic and geometric structure of  Ir1‐4 by  Ir L3 XAS  in DCM solution 
reveals overall  identical above‐edge multiple  scattering  (MS)  resonances  indicating  similar bond 
lengths and angles  in the  first coordination sphere of the  Ir. Simulation of the XAS  for both pre‐
edge region using TDDFT and edge/above‐edge region using FEFF9 shows overall good agreement 
with  the experiment. The EXAFS region  for all compounds  is alike with no distinct  feature up  to 
220 eV above the edge. The near‐edge region of the spectra shows distinct differences among the 
complexes studied. Between homoleptic compounds, the WL  intensity of Ir4  is  largest,  indicating 
higher  Ir 5d  character  in  the  region  (weaker ‐back donation).  The XAS  spectra of heteroleptic 
compounds indicate larger electron density with 5d character on the iridium. In the XAS spectra of 
Ir1  and  Ir4 we  observed weak  pre‐edge  resonance  being  predominately metal  (2p3/2)‐to‐ligand 
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dans  cette  thèse  est  dédié  à  l’étude  des  processus  moléculaires  dynamiques  de  différents 
systèmes  organométalliques.  Plus  spécifiquement,  cette  étude  est  focalisée  sur  le  rôle  de  ces 
processus  dynamiques  dans  la  photophysique  et  la  photochimie  ultrarapide  de  la myoglobine 





avec  une  sensibilité  directe  de  la  liaison  Fe‐NO  en  solution  physiologique.  Les  signaux  XAS 




Une  étude  en  luminescence  femtoseconde  en  bande  large  de  la  photophysique 
ultrarapide  des  complexes  homoleptiques  Ir(ppy)3  (Ir1),  Ir(ppz)3  (Ir4)  et  hétéroleptiques 
Ir(ppy)2(plc)  (Ir2),  Ir(ppy)2(bpy)+  (Ir3)  fournissent  la  première  evidence  d’une  dépendance  du 






des  modes  de  plus  haute  fréquence  du  système.  Pour  Ir4,  une  relaxation  ultrarapide 
biexponentielle  (140  fs d’accroissement,  530  fs de  relaxation)  vers  l’état  le plus  bas  3MLCT  est 
mesurée qui est fortement atténuée par une chaîne de relaxation non radiative, thermiquement 
activée. Pour  Ir1, 2 et 3,  l’émission  sous excitation à 400 nm est dominée par des états  3MLCT 
intermédiaires  à délais  courts  (<1 ps), qui  sont  reliés  aux  ligands ppy. A des  retards plus  longs 
(>100 ps), l’émission évolue vers un état stationnaire montrant l’existence d’une double émission 
pour Ir1, 2 à cause d’un puits à double minimum de l’état émetteur le plus bas 3MLCT impliquant 
les  ligands  ppy.  Pour  Ir3,  l’émission  finale  implique  le  ligand  bpy, montrant  l’apparition  d’un 
transfert d’énergie entre  les  ligands ppy vers bpy. La durée de photoluminescence de Ir1 dans  le 
DMSO est mesurée à 170 ± 30 ns tandis que Ir4 décroît en 1.6 ± 0.1 ns. 
Les études de la structure électronique et géométrique de Ir1‐4 par Ir L3 XAS en solution 




accord d’ensemble avec  l’expérience. L’EXAFS pour  tous  les composés est similaire avec aucune 
forme distincte  jusqu’à 220 eV  au dessus du  seuil. Dans  les  spectres,  la  région proche du  seuil 
montre  des  différences  distinctes  parmi  les  complexes  étudiés.  Entre  les  complexes 
homoleptiques,  l’intensité  de  la  “raie  blanche”  de  Ir4  est  la  plus  importante,  montrant  une 
contribution  plus  importante  de  Ir  5d  dans  cette  region  (plus  faible  π‐rétrodonnation).  Les 
spectres XAS des complexes hétéroleptiques indiquent une plus grande densité électronique avec 
une contribution 5d de l’iridium. Dans les spectres XAS de Ir1 et Ir4, nous avons observé une faible 





le  spectre  transitoire  au  seuil  Ir  L3  des  deux  complexes  Ir1  et  Ir4  sondés  150  ps  après  leur 
excitation  laser  en  solution.  Sous  excitation  optique  d’une  bande  MLCT,  nous  observons  un 
Résumé 
vii 
changement  de  l’état  d’oxydation  de  Ir  3+  à  4+.  Dans  le  DCM,  les  spectres  transitoires  sont 
presque  identiques  (dans  les barres d’erreurs) pour  les deux complexes  Ir1 et  Ir4. Pour  les deux 
échantillons, les seuls changements significatifs sont observés autour de la “ligne blanche”. Le trou 
photoinduit dans les orbitales dπ ouvre une nouvelle transition pour l’absorption à 11.215 keV. Les 































































































































edges of  the elements. The electronic shells are  labelled as  (nlj)2j+1  (see  text). The horizontal dashed  lines 
just below the IP represent empty valence states. Transitions occur to all empty states above the Fermi level 
that  exhibit  appropriate  symmetry  governed  by  the  dipole  selection  rules.  (Redrawn  and  adapted  from 
reference [204]) ................................................................................................................................... 11 





(blue) off 1st‐shell  (red)  and 2nd‐shell  (green) neighboring  atoms.  The  strength of  the  scattered wave  is 
reflected in the line thickness (redrawn and adapted from reference75). ........................................... 16 
Figure 2‐6: Schematic setup for fluorescence (right) and transmission (left) measurement modes  in a X‐ray 










buckets, whereas the hybrid bunch  is  located  in an  isolated position surrounded by not filled buckets. For 
pump‐probe measurements, only X‐rays originating from the hybrid bunch are used as probe on a shot to 
shot basis (see text). ............................................................................................................................ 24 
Figure  2‐9:  Generic  experimental  setup  for  laser  pump‐X‐ray  probe  measurements.  The  laser  beam  is 
widened with a telescope to a centimeter diameter to allow smaller focusing later on. The widened beam is 
let via multiple mirrors to a lens focusing the beam on the X‐ray position on the liquid jet sample. The signals 
are measured via  total  fluorescence yield with an avalanche photo diode  (APD) or  in  transmission mode 
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Figure  2‐10:  Jablonski  diagram,  pictorially  showing  the  main  intra‐molecular  deactivation  mechanisms 
following  light  absorption.  Processes  are  distinguished  into  radiative  (solid  arrows)  and  non‐radiative 
(curved arrows). Horizontal  lines  indicate  iso‐energetic processes, while vertical  lines  imply  the  release of 
energy towards the environment. ....................................................................................................... 34 
Figure  2‐11:  Three‐dimensional  PE  surface  descriptions  of  five  limiting  cases  of  funnels  leading  from  an 
electronically  excited  surface  to  a  ground‐state  surface.  (a)  A  ground‐state  and  Frank‐Condon,  or 
spectroscopic,  excited  surface  with  minima.  (b)  An  excited  surface  touching.  (c)  An  extended  surface 









energy  of  all  five  d  orbitals  to  increase  due  to  electrostatic  repulsions,  but  the  five  d  orbitals  remain 
degenerate. Placing a charge of −1 at each vertex of an octahedron causes the d orbitals to split  into two 
groups with  different  energies:  the  dx2−y2  and  dz2  orbitals  increase  in  energy, while  the,  dxy,  dxz,  and  dyz 
orbitals  decrease  in  energy.  The  average  energy  of  the  five  d  orbitals  is  the  same  as  for  a  spherical 
distribution of a −6 charge, however. An aƩracƟve electrostaƟc interacƟon between the negaƟvely charged 
ligands and the positively charged metal  ion  (far right) causes all  five d orbitals  to decrease  in energy but 
does not affect  the  splitting of  the orbitals.  (b) Probability density  (spatial distribution) of d orbitals. The 
picture is modified from ref. 99 ............................................................................................................ 44 





b) describing  the  ligand binding geometry. The  lower  left panel shows  the Fe–Np distance and  the  lower 
right panels show the heme doming parameters. The picture is adapted from ref.43. ....................... 49 
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Figure 3‐10: Schematic 3D and 2D  representation of  the  four cyclometalated  iridium complexes and  their 
abbreviated names  studied herein.   Note  that  for  the  case of  Ir2,  calculations distinguishes  the  two ppy 
ligands according to the distortion of Ir‐C and Ir‐N bond length. ........................................................ 59 
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Figure 3‐14: Schematic energy levels of excited states calculated by 165 ............................................. 63 
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Figure 4‐5: The  transient  spectrum  recorded 70 ps after excitation of  the 4mM MbNO at 532 nm  (under 
physiological conditions). Important features are labelled A‐D. .......................................................... 79 
Figure  4‐6: Kinetic  trace of  the maximum  Fe K‐edge  absorption  spectrum  signal of MbNO upon  523 nm 
excitation. Fitted time scales are 1=19244 ps (75%), 2=1330688 ps (25%). ................................. 79 






points yellow. Note  that not all datasets have been measured a similar number of  times  (details  in Table 
4‐2). Therefore,  to  count  the  total number of  scans  for  the whole  spectrum we  consider  the number of 
scans of e4 that has been measured less than or equal to others. Additionally, this number is multiplied by 












Figure  4‐15:  Zoom  into  the  pre‐edge  and  post‐edge  of  XAS  for MbNO  (black  solid  line)  and  deoxyMb 























Figure 5‐6: Schematic  topographical  representation of dual  luminescence of  red and blue emission  in  the 






















wavelength  emission  data  of  Ir1  in  DMSO  (Figure  5‐7)  upon  266  nm  excitation.  The  time  constants 
associated to the three spectra are reported in the legend. The UV portion of the DAS has been multiplied 
by 0.15. .............................................................................................................................................. 115 
Figure  5‐13:  Global  Fit  of  the  time  traces  extracted  from  the  time‐wavelength  plot  (Figure  5‐7).  The 
extracted decay  times  are 72±10  fs  (black)  and 300±25  (red).  The blue  trace  accounts  for  the  long‐lived 






such a way  to sum up  to one at each spectral position). Negative amplitudes correspond  to a  rise of  the 
signal. ................................................................................................................................................. 116 
Figure 5‐15: Intramolecular relaxation cascade of Ir1 upon 266 nm excitation of the LC state. Relaxation to 
the manifold  of metal‐centered  (MC)  and metal‐to‐ligand‐charge‐transfer  (MLCT)  states  occurs  in  70  fs. 
IVR/IC within the  latter occurs  in < 10 fs  leading to formation of the vibrationally hot  lowest 3MLCT state, 









Figure  6‐1:  Zoom  into  the  normalized  ground  state  X‐ray  absorption  spectra  of  1.65 mM  solution  of  Ir2 
(green), Ir3 (red) in DMSO and 1.651 mM solution of Ir1 (yellow), and 3.11 mM solution of Ir4 (blue) in DCM 
recorded  in total fluorescence yield mode at the Ir L3‐edge. Labels correspond to below edge region (A, B, 













scattering. The K‐range  is 4.6‐13.8 Å‐1 and R  range  is 1.3‐4.3 Å. The peaks of Nitrogen atoms and Carbon 
atoms are offset vertically for better visibility. .................................................................................. 132 
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with  the pre‐edge  transition of M(core)LCT, while  the  right molecule  shows ∆ρ associated with  the main 
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respectively). Transients have been normalised to the maximum at 11.215 keV. The signal to noise ratio for 
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red)  at  150  ps  time  delay  upon  excitation  of  355  nm.  (bottom)  Similar  to  top  panel  for  Ir4  in  blue.  The 
transients have been normalised to the maximum at 11.215 keV. Main features  labelled A‐C, see the text.
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crucial  role  in  their  reactivity  and  biochemistry.  In  particular  iron,  the  active  centre  of  heme 
trapped  in  the  cage of  amino  acids  forms  the  simplest metalloprotein Myoglobin  (Mb). On  the 
other hand,  TMs  can build up  important organometallic  compounds hosting  simple or  complex 
organic  chelating  ligands  to  form  famous  bis  and  tris  cyclometalated  compounds  in  the  field 
artificial  light  harvesting  complexes3,  dye‐sensitized  solar  cell4,  photocatalysis,  organic  light 
emitting diodes (OLEDs)5, and phosphorescent organic light emitting diodes (PHOLEDs). A common 
feature  in  the molecular  and  atomic  regime  in  all  these  biological  and  chemical  complexes  is 
energy and electron transfer happening in a fraction of a picosecond. The valence shell (d orbitals) 
of  the  transition metals,  sitting at  the heart of  the periodic  table  specially  those at  the 3rd  (Fe), 
4th(Ru,  Rh),  and  the  5th  (Os,  Ir)  row,  usually  dictates  the  photophysics  of  the  compounds,  e.g. 
intersystem crossing (ISC),  internal conversion (IC),  intramolecular vibrational redistribution (IVR), 
charge transfer and energy transfer. 
Through  the  type of  the  ligands coordinating with  the  transition metal and  the geometry of 
the molecule,  one  can manipulate  its  characteristics  such  as  phosphorescence  or  fluorescence 
energy, decay time, photoluminescence quantum yield and external efficiency of a device applying 
them.  Thanks  to  the  techniques  that  have  been  developed  in  last  two  decades  either  in  x‐ray 
regime  or  UV‐VIS  ultrafast  spectroscopy,  we  were  able  to  follow  in  real  time  and  under 
physiological conditions the dynamics upon photo‐dissociation of the ligand in Nitrosy lmyoglobin 
(MbNO)  and  four  types  of  tris‐cyclometalated  iridium  complexes  with  static  X‐ray  absorption 




single  photon  counting  (TCSPC) we  could  investigate  the  radiative  and  non‐radiative  dynamics 
occurring after photoexcitation of the iridium tris –and bis‐cyclometalated complexes. 
 Despite more than a century of extensive  investigations on the functionality of Myoglobin, a 
complete understanding of  the  interplay between  its  structure and  the  ligand dynamics has not 
been  achieved.  In  particular,  the  activation  of  the  heme  proteins  upon  binding  of  diatomic 
molecules, such as NO, O2, CO, and CN  is of  importance: binding of the  former two molecules  is 
vital for human  life and binding of the  latter two are fatal causing carbon monoxide*6 or cyanide 
poisoning.  Among  them,  NO  has  been  highlighted  as  a  key  biological messenger7 whose  level 
controls  various  physiological  responses  such  as  NO‐synthases, message  transduction  (soluble 
guanylyl  cyclases),8,9  NO  transport  and  oxidation  (hemoglobin, myoglobin,  nitrophorin)10‐12  and 
regulation of the NO/O2 balance (neuroglobin).13,14  In all these cases, the heme group that binds 
the NO  ligand  is  chemically  identical  and  therefore  variations  in  the  reactivity  and  function  are 










of  the  NO  dipole.  Resonance  Raman  spectroscopy  maps  several  vibrational  modes  of  the 
















X‐ray  protein  crystallography  has  been  implemented  on  carboxy‐myoglobin  (MbCO)  showing 
docking of the CO ligand at the Xe1 and Xe4 positions (see chapter 3 for details)36‐38. However, solid 
samples are far from the physiological conditions under which proteins operate and it is desirable 
to  investigate the  ligand dynamics of heme proteins  in physiological solutions.  In addition, these 
can be flowed continuously to ensure the renewal of the sample and decrease the X‐ray dose on it. 
Adapting  such an approach, X‐ray  scattering  studies of MbCO  in  solution with 100 ps  resolution 
were  recently  reported,39‐41 but  the  spatial  resolution  is  such  that  tertiary  and  global  structural 
changes can be probed but not atomic‐scale changes.  In addition, this approach does not deliver 
information  about  the  electronic  structure  of  the  active  site, which  plays  a  central  role  in  the 
biochemistry and  reactivity of heme proteins42,43. The valence 3d electrons of  the  iron atom are 
significantly  delocalised  over  the  porphyrin  ligand  π∗  orbitals  and  the  ability  of  the  heme  to 
redistribute charge and spin density plays an important role in the formation and stabilisation of a 
variety  of  intermediates  important  for  biological  function43‐45.  TR‐XAS46  offers  the  advantage  of 
interrogating  the  electronic  and  geometric  structure  of  the  biochemically  active  centre  of  the 
system with elemental selectivity, e.g. solely the Fe atom. The high repetition rate scheme for ps 
XAS  studies47 was  originally  developed  to  investigate  photo‐induced  processes  in  highly  dilute 
media48,  such as proteins  in physiological  solutions, whose  concentrations  (1‐4 mM) are one  to 
two orders of magnitude  lower  than  those of  the metal complexes we  investigated49. Using  the 
high repetition rate scheme for picosecond (ps) XAS 47 we addressed the nature of the NO‐heme 
recombination kinetics with direct sensitivity to the Fe‐NO binding and 70 ps temporal resolution. 
The  present  work  demonstrates  the  feasibility  of  ultrafast  pump‐probe  X‐ray  absorption 
spectroscopic studies of proteins  in physiological media, delivering  insight  into the electronic and 







emitting  diodes  or  devices  (OLEDs).  Especially  for  the  case  of  the  latter  purpose,  the  focus  of 
research has been upon the heavier (4th or 5th row) transition metals with partially filled d‐shells, 




(SOC)  between  the  two  states.  Second‐generation  phosphorescence‐based  OLEDs  (PHOLEDs) 
overcame this limitation by doping the host layer with metal‐organic emitters5. Through exploiting 
the  large  spin‐orbit  coupling  (SOC) of  the metal  centre,  it becomes possible  to also harvest  the 
triplet  excitons  and  consequently  achieve  unity  quantum  efficiency. However,  to  date  the  only 
phosphorescent materials  found  practically  useful  are  iridium  and  platinum  complexes.  This  is 
because alternative complexes, based upon more abundant metal ions, tend to have smaller SOC 
and  therefore exhibit much  lower T1S0  radiative  rates.  In such cases  the emission decay  times 
are too long and non‐radiative processes, saturation and/or triplet‐triplet annihilation effects lead 
to quenching of the triplet excited states, reducing the device efficiency50.  
Among  the  most  popular  candidates  for  PHOLEDs,  iridium‐based  complexes  have  lately 
attracted strong  interest, due  to  the  flexibility  they offer  to engineer  the  ligand architecture and 
thus  influence  the  relaxation  pathways  with  improved  performances.  Indeed,  tuning  the 
luminescence  properties  is  possible  by  engineering  the  ligand  architecture  of  heteroleptic 
complexes  of  the  kind  Ir(III)(C^N)2(A), where  A  is  an  ancillary  ligand51,52.  For  instance,  several 
heteroleptic  Ir complexes emit  in the red with moderate  luminescence efficiencies53.  Inter‐ligand 
energy  transfer  has  been  proposed  to  explain  the  colour  tuning  in  these  systems,  allowing 
phosphorescence to be emitted by triplet states lower in energy, localized on different ligands54,55.  
However,  the  temporal  evolution  of  this  process  has  never  been  revealed.  To  tune  the 
phosphorescence  to  the  blue,  non‐phenylpyridine  cyclometalated  ligands,  like  phenylpyrazole 
(ppz), have  to be  introduced  in  the metal‐organic molecular  structure.56,57 However, compounds 
like  Ir(ppz)3  generally  suffer  from  a  strong  temperature‐dependence  of  the  luminescence 
efficiency,  with  low  quantum  yields  at  RT,51,58‐60  that  in  some  cases  can  be  increased  if  the 
complexes are doped in host materials.61  




photophysics  and  photochemistry  field.  Most  polyatomic  molecules  obey  the  Kasha  rule62 
according  to which  the  luminescence   yield  is appreciable only  for  the  lowest excited  state of a 
given  multiplicity.  The  mechanisms  involved  along  the  relaxation  pathways  leading  to  this 
luminescence consist of intramolecular vibrational energy redistribution (IVR), internal conversion 
(IC) and intersystem crossing (ISC). IVR was specifically investigated in gas phase molecules such as 
anthracene.63,64  It was  found to strongly vary with excess excitation energy,  in other words, with 
increasing  density  of  states  (DOS). One may  ask  how  fast  energy  redistribution  can  be  in  this 
extreme  regime  of  high  DOS  and  strong  intramolecular  couplings.  Because  cascading  among 
electronic  states  implies  structural  changes  in  the  molecule,  one  anticipates  the  vibrational 
motions of the molecule to be the limiting factor.  
Time‐resolved  fluorescence  on  the  fs  time  scale  is  an  appropriate  approach  to  address 
relaxation dynamics in molecular systems. The strength of time‐gated emission is that it measures 
only the luminescence of the sample; interpretation is thus less ambiguous compared to transient 
absorption. Monitoring  time‐resolved  fluorescence  leads  to  information on  the evolution of  the 
system  in  the  excited  state,  on  the  time  scale  of  its  relaxation,  and  on  eventual  quenching 
phenomena.  In  recent years, ultrafast photoluminescence up‐conversion  (PLUC) with broadband 


















compounds prompted us  first  to study  the ground state of  four different  iridium cyclometalated 
complexes with XAS at  the  Ir  L3‐edge. To  the best of our  knowledge,  this  is  the  first  systematic 









The  first  section  of  this  chapter  (§  2.1)  is  adapted  from  ref  70  in  which  it  provides  the 
theoretical background behind X‐ray absorption spectroscopy (XAS) including the absorption and 




In parallel,  in §2.3,  I present some basic concepts behind photophysical processes  (§2.3.1  is 
adapted from 72. This chapter finishes with §2.3 introducing the experimental setup implemented 





X‐rays, electromagnetic  radiation with energies  in  the  range 120 eV  to 120 keV, have been 
discovered by Röntgen in 1895 [203]. Since then, they have become an invaluable tool to study the 













ߣ௘௟ ൌ ݄݌௘௟ ൌ 2ߨ/݇௘௟  
Equation 2‐2 
and its kinetic energy is given by 





of propagation, either with  (Compton scattering) or without  (Rayleigh scattering)  loss of energy, 
by collision with an atom. In the X‐ray absorption process, the energy of the X‐ray photon is used 
to  expel  an  electron  from  the  atom,  leaving  the  atom  ionized.  The  excess  photon  energy  is 
transferred as kinetic energy to the electron. The process is called photoelectric absorption which 















known,  the  absorption  coefficient  can  thus  be  derived  from  the  measured  intensities,  using 
ߤ ൌ ln	ሺܫ଴/ܫ்)/	ݖ, as described in  [§ 2.2.1]. The number of absorption events, W, in the thin sheet 
is proportional  to  ܫ், and  to  the number of atoms per unit area, ߩ௔݀ݖ where ߩ௔  is  the atomic 
number density. The proportionality factor is by definition the atomic absorption cross‐section, ߪ௔, 
so that [204] 









on  the photon energy. An example  is  shown  in  [Figure 2‐1]  for  the  [element  Iridium],  together 










Figure 2‐1: X‐ray absorption  (red) and  scattering  (black) cross‐sections  for  the element  Iridium as a 
function of photon energy  (obtained using the XOP program 73, 74). The  inset zooms  into the energy 
region around 11 keV where the L‐edges occur. Note that both axes are in logarithmic scales. 
2.1.3 Absorption edges  








the levels are split further depending on the magnetic, ݉ ൌ െ݈,… , 0, … , ݈ െ 1, ݈, and spin quantum 
numbers, ݏ ൌ േ1 2⁄ . 
An X‐ray absorption edge occurs if the photon energy matches the energy necessary to excite 
an atomic  core‐level electron  in one of  the  subshells  into an unoccupied  level above  the Fermi 
energy	ܧி. The latter can be either a valence orbital (in this case a bound‐bound transition occurs) 





bound transitions the optical dipole selection rules (∆݆ ൌ 0,േ1 2⁄ , ∆݉ ൌ 0,േ1; ignoring spin) can 
be applied.  
The nomenclature (Sommerfeld notation) used to label the X‐ray absorption edges is given in 




The energy‐dependent absorption  cross‐section  for a  specific element  (e.g. Pt  shown  in  [Figure 
2‐1]) exhibits  the  following qualitative  trends  [204, 206]:  (1) The energy difference between  the 
subshells within each shell are always much smaller than that between the different shells; (2) The 



















structure and electronic and vibrational properties of  the material. For  this reason XAS  is a very 
important  probe  of materials,  as  knowledge  about  local  atomic  structure  is  essential  in many 
scientific fields, such as chemistry, biology and material science. 
In  general,  the  XAS  spectrum  is  divided  into  two  regions  differing  in  the  energy  of  the 
photoelectron and the information content of the fine structure: the XANES region up 50 eV above 












XANES  spectra,  are  often  only  qualitative,  as discussed  in  [§  6.I].  The  EXAFS  spectrum  is more 
directly related to the (geometric) structure around the absorbing atom. Electronic effects play a 
reduced  role making  the  interpretation of  the  EXAFS  spectrum  straightforward.  [How  accurate 
quantitative structural  information  is obtained from this part of the spectrum  is described  in § 
2.1.6 and § 2.2.4.1.]  
2.1.5 X‐ray relaxation processes 
After excitation of  the core‐level electron  in  the X‐ray absorption process,  the excited atom 
can  relax  through  several mechanisms,  giving  rise  to  fluorescence  X‐rays,  Auger  electrons,  or 
secondary electrons as shown schematically in [Figure 2‐4] [76, 204]. 
2.1.5.1 Radiative decay 
The  filling  of  an  inner  shell  vacancy  (core  hole)  by  an  outer  shell  electron  produces  X‐ray 
fluorescence with an energy equal to the energy difference between the two shells [(Figure 2‐4b)]. 
In the case of K‐shell absorption, transitions from higher‐lying L, M, and N shells to the K‐shell core 
hole are designated as ܭఈ, ܭఉ and ܭఊ  fluorescence,  respectively, where  transitions  from within 
one shell are numbered ܭఈଵ, ܭఈଶ, ܭఈଷ, etc. in sequence of decreasing energy. Similarly, ܮఈ and ܮఉ 
lines correspond to electronic transitions from the M and N shells to the L‐shell, respectively. The 
fluorescent yield, or  the  radiative probability, ߝ௙	is defined as  the  ratio of emitted X‐rays  to  the 
number of primary vacancies created. It  is a monotonically  increasing function of atomic number 
Z,  and  it  is  larger  for  K‐line  emissions  than  L‐  or  subsequent  line  emissions.  The  measured 
fluorescence intensity ܫ௙ is proportional to the incoming intensity ܫ଴, the fluorescence yield ܫ௙, the 
absorption coefficient (E) and  the  fractional solid angle of detection /4, but care  should be 














the  initial core hole. On  the other hand, secondary electron decay  is a  two‐ or multistep many‐
body radiationless process  in which outer‐shell electrons are ejected by Auger electrons or X‐ray 
fluorescence  photons,  e.g.  shake‐up  and  shake‐off  processes  [(Figure  2‐4d)].  The  total  yield  of 
radiationless processes n  is  simply  the complement of  the  fluorescence yield via n = 1‐f. The 















The  photoelectron  loses  energy  due  to  inelastic  interactions  such  as  plasmon  excitations, 
electron‐hole pairs and scattering which destroy the coherence of the photoelectron wave. These 
losses  give  the  final  photoelectron  state  a  finite  lifetime  and  hence  leads  to  an  additional 
broadening of the absorption spectrum [213]. They can be accounted for phenomenologically by 




XAS  can only measure  the  local  (short‐range)  atomic  structure over  a  range  limited by  the net 
lifetime (or effective mean free path) of the excited photoelectron.  
2.1.6 Theory of EXAFS spectroscopy 
X‐ray  absorption  fine  structure  (EXAFS)  refers  to  the oscillatory  variation of  the  absorption 
coefficient as a function of photon energy just above (~ 50 eV) an absorption edge. Although the 
extended  fine  structure  in XAS  spectra has been known  for a  long  time  [215‐216],  its  structural 
content was not fully recognized until the work of Stern, Lytle and Sayers in 1971 [217‐219]. EXAFS 
is  a  final‐state  quantum‐interference  effect,  involving  scattering  of  the  outgoing  photoelectron 











via  the  transition matrix element  〈݂หԪ෡. ࢘ห݅〉 where Ԫ෡. ࢘  is  the electric dipole operator. The  initial 
state  is  the  localized  core  level,  while  the  final  state  is  that  of  the  ejected  photoelectron 
represented  as  an outgoing  spherical wave originating  from  the  absorbing  atom.  This outgoing 
wave  is backscattered by nearby atoms  thereby producing an  incoming wave at  the absorption 
site. The amplitude of all the reflected waves at the absorbing atom  interferes with the outgoing 
photoelectron wave and hence modulate the matrix element 〈݂|ߝ. ࢘|݅〉that controls the strength 
of  the  transition  (and  thus  the magnitude  of  ߤሺܧሻሻ.  The  phase  difference  between  the  two 
components  (outgoing  and  incoming)  is  approximately2݇௘௟ܴ,  where  ܴ  is  the  distance  to  the 
neighbouring atoms and ݇௘௟ ൌ 2ߨ/ߣ௘௟ [Equation 2‐2]. Since ߣ௘௟ decreases with increasing energy, 
and  the modulation  in ߤ arises  from  interference, a modulation of alternating  constructive and 
destructive interference leads to the modulation pattern observed as the photon energy is varied. 
The amplitude and  frequency of  the modulation depends on  the  type, bonding and number of 
neighboring  atoms  and  their  distances  from  the  absorbing  atom,  respectively.  Inelastic 
interactions of the photoelectron with the electrons and phonons of the surroundings destroy the 
coherence  of  the  waves  making  them  unsuitable  for  interference.  This  limits  the  maximum 
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interatomic  distance  that  can  contribute  to  the  interference  pattern,  i.e.  the  EXAFS  spectrum. 
Figure 2‐5 pictorially illustrates the process of backscattering from 1st‐shell (nearest) and 2nd‐shell 
(next‐nearest)  neighboring  atoms  (with  respect  to  the  absorbing  atom).  If  the  photoelectron 
scatters of a neighboring atom only once (to and fro), this is referred to as single scattering (SS), in 
contrast  to  multiple  scattering  (MS)  if  the  wave  scatters  of  twice  or  multiple  times  before 
returning to the absorbing atom.  
2.1.6.1 EXAFS equation 




ray  sources  in  the  1970s,  a  quantitative  comparison  between  theory  and  experiment  became 
possible  for  the  first  time.  Since  then  it  is  generally  established  that  the  single‐electron  short‐
range‐order description  is adequate  in most cases to explain the theory of EXAFS, although both 
approaches can be reconciled when appropriate broadening is introduced [213].  





߯ሺܧሻ ൌ ߤሺܧሻ െ ߤ଴ሺܧሻߤ଴ሺܧሻ  
Equation 2‐8 
where ߤ଴ሺܧሻ  is  the  smoothly  varying  atomic‐like  background  absorption  of  an  "embedded 








݇௘௟ ൌ ඨ2݉௘԰ଶ ሺܧ െ ܧ଴ሻ	
Equation	2‐9	
which can be used to transform  ߯ሺܧሻ	into ߯ሺ݇ሻ (from now on, the wave vector subscript referring 







	sinൣ2ܴ݇ఊ ൅ 2ߜ௖ ൅ ߶ሺ݇ሻ൧ 
Equation 2‐10 
with  the  scattering  path  index,  the  number  of  equivalent  scattering  paths  ఊܰ  ,  the  halfpath 
distance   ܴఊ and the squared Debye‐Waller (DW) factor ߪଶ.  In the case of SS, ܴఊ represents the 
direct  interatomic distance between absorber and  scatterer.  In addition, ݂ሺ݇ሻ ൌ |݂ሺ݇ሻ|݁௜థሺ௞ሻ  is 





the  absorbing  atom  to  the experimental EXAFS data  [(see §2.2.4.1)]. The  relation between  the 
oscillatory fine structure and the interatomic distances is clearly reflected by the sin൫2ܴ݇ఊ൯ term. 
The finite lifetime of the excited state consisting of the photoelectron together with the core hole 













high  energies making  it  essential  for  EXAFS,  but  its  energy  dependence  is  often  negligible  in 
XANES.  In  the case of a simple diatomic vibration and scattering along  the  interatomic axis,  the 
squared DW factor can be expressed as [221] 

















angle 45°   with  respect  to  the  incident beam  to  increase  the  fluorescence yield  IF    , while  this geometry has no 
influence on the transmission IT  but the increase in path length z  through the sample.  
The difference between  the  fluorescence and  transmission detection mode  is visible at  first 




The transmitted  intensity ܫ்  is a  function of the absorption cross‐section of a medium ߤሺܧሻ 
and is given by the Lambert–Beer law [(see Equation 2‐5)]. Therefore, the absorption cross‐section 
can be calculated directly using  [Equation 2‐7],  if  the  intensity of  the  incident beam  ܫ଴ and  the 
transmitted  beam  ܫ்  are measured  simultaneously.  In  case  of  our  liquid  jet  however, ߤ  is  the 











Sometimes  it gives an experimental advantage  to measure not only  the  transmission  signal 
but also the total X‐ray fluorescence. For example, if the absorption of a sample is too low, a small 
absorption  signal  has  to  be measured  on  a  large  background  signal,  which  usually  limits  the 
detection sensitivity. […]  In cases  like these, the total fluorescence yield  is usually preferred. The 
core hole decays by electron transfer from a higher lying shell, upon which the difference energy 
between  two  states  involved  is  released  as  a  X‐ray  photon,  as  is  described  in  [(§2.1.5)].  Thus, 
measuring the total fluorescence yield as a function of incident energy will yield a similar spectrum 
as the X‐ray absorption spectrum. It should be noted that the detection efficiency of our detector 
is  not  identical  for  all  fluoresence  from  the  sample.  […].  In  contrast  to  the  straightforward 
approach of measuring the transmission of a sample to get the X‐ray absorption signal, the total 
fluorescence  yield  ܫி  is  only  proportional  to  the  X‐ray  absorption  coefficient  μ  and  has  to  be 
corrected for geometrical factors and quantum efficiency. Geometrical factors play a role, as the 
fluorescence  light has to go through the sample to reach the detector, where the path  length  is 
given by the position of the detector and sample geometry as seen in [Figure 2‐6]. Along this path, 
the  fluorescence  photons  can  be  re‐absorbed  by  the  sample,  giving  rise  to  the  so‐called  self‐
absorption effect. In the worst case of a thick sample of a pure element, a strong damping of the 












In  [Equation 2‐12]  the  angles ߠ  and ߶  are defining  the  incident beam with  respect  to  the 
sample surface, while the angle of detection of fluorescence photons is given by Ω .  ܧ and ܧி  are 
the  incident  and  fluorescence  energy  respectively.  The  absorption  coefficients  ߤ  and  ߤ௔௕௦௢௥௕௘௥  
describe the absorption of the absorbing atom and the whole sample respectively, and ߱௙  is the 








with ݔ ൌ ݀. sinሺ45°ሻ [(see Figure 2‐6]. We now want to  look at two extreme cases of samples and 
the  influence  on  equation  5.14:  The  thick  sample  ሺߤሺܧሻ ൅ ߤሺܧிሻሻݔ ൐൐ 1  and  the  thin  sample 





















Time‐resolved  X‐ray  absorption  spectroscopy  is  the  technique  of  choice  in  this  work  to 
elucidate  the electronic and geometric structure of excited nitrosy  lmyoglobin  (MbNO) and  tris‐
cyclometalated  iridium complexes  in solution. The absorption measurements were carried out at 
MicroXAS, of  the Swiss Light Source  (SLS) at  the Paul Scherrer  Institute  in Switzerland. Here  the 
experimental setup needed for time‐resolved XAS measurements are presented, such as the Laser, 
the Data acquisition (DAQ) system as well as the detectors.  
In  this work,  X‐ray  absorption  spectroscopy  is  combined with  time  resolved measurement 




more  powerful  tool  in  physical  science  and  chemistry.  By  using  ultrashort  laser  pulses  of 
picosecond or even  femtosecond duration  to  trigger a dynamic process  inside a sample, atomic 
and  electronic motions  have  become  observable.  The  time  resolved  laser  experiments  usually 
involve using the same laser oscillator for the pump and the probe alike, while time resolved X‐ray 
experiments  involve  two  very  different  radiation  sources which  have  to  be  synchronized:  The 
synchrotron  X‐ray  source  and  the  laser  [([Figure  2‐7)].  In  this work,  the  probe method  is  X‐ray 
absorption  spectroscopy.  The  technical  implementation  of  triggering  a  process  with  a  pulsed 
picosecond  laser source and probing  it with X‐ray absorption pulse, based on  the simple pump/ 
probe spectroscopy, the experimental setup has been published several times [42,146‐152] and is 
shortly introduced in this section. The measurements presented in this work were obtained by our 























current of 4 mA, which  is 1% of  the  total ring current. The time‐resolution of any  time‐resolved 
measurement is limited by the source with the least time‐resolution; in this case the X‐rays coming 
from  the  hybrid  bunch  electron  bunch  with  70  ps  length  define  the  resolution.  [[Figure  2‐7] 
sketches  different  components  involved  in  the  experimental  setup  for  time‐resolved  XAS. 
Performing  time‐resolved  XAS  experiments  comes  with  technical  challenges,  such  as  the  the 
synchronization of the laser system and the X‐ray pulse and finding suited detectors, but also with 







the  Swiss  Light  Source, which  offer  different  energy  ranges  and  experimental  conditions.  The 
DUETTO  laser has a time‐resolution of 10 ps and a variable repetition‐rate  in the range between 
200 kHz to 8.33 MHz). The laser consists of three main components: The oscillator and amplifier, a 
pulse on demand unit  (PoD), and a unit housing non‐linear optics  (NLO). The synchronization  to 
the X‐ray pulse is done in an electronic synchronization unit (CLX). 
Oscillator and Amplifier 
 The  DUETTO  laser  system  is  a  solid‐state  neodymium‐doped  yttrium‐orthovanadat‐based 
amplified  system, which operates at a  fundamental wavelength of 1064 nm. The oscillator and 
amplifier  run  at  a  repetition  rate  of  83.3  MHz.  A  Pockels  cell  releases  the  pulses  from  the 
resonator  at  any  fraction  of  the  internal  frequency  between  10  and  416,  corresponding  to 























state sample and a ground state sample  in 4 μs with the  laser running at a frequency of  laser   = 
260 kHz. The synchronization  is given by a 1.04 MHz optical signal provided by  the synchrotron 
[(see [Figure 2‐7)]. The signal is recorded by an analog‐to‐digital converter (ADC). To correct for a 
possible detector offset, a baseline of  the detector  is  taken  for each  shot. Hence,  the complete 
pump‐probe  signal  is  the  pulse‐to‐pulse  fast  difference  between  the  baseline  corrected  X‐ray 
signal of the laser‐excited sample and the baseline corrected X‐ray signal of the ground state. The 
delay between the  laser pump and the X‐ray probe pulse can be adjusted via a computer based 





signals  fed  into  the ADC,  two digital markers are created: One  for  laser and one  for  the X‐rays, 
marking whether the signal  is an excited state signal, a ground state signal or the corresponding 









detector needs  to be high  for X‐rays but  close  to  zero  for photons  from  the  laser. This  can be 
achieved by an avalanche photo diode (APD) with an area of one square centimeter shielded with 
a  25  μm  thin  Be  foil  blocking  the  visible  light.  A  bias  voltage  of  about  ‐350  V  increases  the 
sensitivity and time resolution. These sensitive detectors are ideal for detection of the total X‐ray 
fluorescence. For  transmission measurements a  fast  silicon based drift diode biased at 150 V  is 
used, also shielded with Beryllium foil. The APD detectors signal  is amplified by a fixed gain HCA 
series  FEMTO  current  amplifier, whereas  the  silicon  drift  diode  is  amplified with  a DHCPA‐100 
variable gain FEMTO current amplifier. The amplified signals are fed into a track‐and‐hold device, 
which holds the  incoming signal  level  long enough for the slower digitalization by the analog‐to‐
digital converter. 
2.2.2.2.1 Optical	and	X‐ray	Setup	







good overlap and a  laser excitation of the whole probe region. One of the  last mirrors  is set  in a 
computer controlled movable mount  (Zaber T‐MM‐Series), which adjusts  the  laser spot position 




























The  simple  protein  of Myoglobin  (Mb)  is  available  as  lyophilized  powder  from  commercial 
companies, e.g., Sigma‐Aldrich. For the measurements in this work I used a lyophilized powder of 
equine skeletal muscle (Sigma‐Aldrich, 95‐100%). This commercial powder is predominantly on the 
oxidized  (ferric)  form with  the oxygen present  in air77. Hence,  it  is necessary  to  first  reduce  the 
iron  atom  to  reach  the  ferrous  state of deoxyMb  that  can bind  to NO  ligand  and produce  the 
ligated  ferrous  form of MbNO.  In our experiments  I  followed the preparation method  in ref.30 78 
For  all  the  time‐resolved  XAS  experiments  I  used  physiological  solutions  of Nitrosy  lmyoglobin 
(MbNO) of 4 mM concentration.  In order to make solutions of unligated ferric Mb (metMb), the 
powder  of Mb was  dissolved  in  Sodium  Phosphate  buffer  (100 mM,  pH  7),  and  degassed  by 
bubbling  it with  nitrogen  gas  (purity  >99%)  for  at  least  10  hours.  By  reducing  the  solution  of 
metMb using a two‐fold molar excess of Sodium dithionite (Na2S2O4) dissolved in degassed buffer 
we obtain  the MbNO. Right  after,  a degassed  solution of  the  two‐fold molar excess of  Sodium 
nitrite (NaNO2) was added to the ferrous Mb. All the preparation steps were done under nitrogen 





acetonitrile  complexes  as  described  in  ref79.  The  bis‐acetonitrile  complexes were  then  directly 
reacted with an excess of C^N  ligand  in refluxing 2‐ethoxyethanol for 4 hours to yield the target 
complexes with yields >90% after purification by column chromatography on silica gel. Ir(ppy)2(pic) 
(Ir2)  is  prepared  as  reported  in  ref.80  and  Ir(ppy)2(bpy)(PF6)  (Ir3)    as  in  ref.81  All  samples  are 
dissolved  in CHCl3 and/or DMSO at a concentration of approximately 1 mM providing an optical 
density  (OD)  typically  between  0.1  and  0.3  OD  (through  the  0.2  mm  thick  flow  cell)  at  the 
excitation wavelength. All measurements were performed at RT under aerated conditions. 
For  steady‐state  absorption  and  luminescence  measurements,  solute  concentrations 
corresponding  to  0.3  OD  through  a  1  mm  quartz  cell  were  used.  Whereas,  for  ultrafast 
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Ir1   621.725  1.65  250 
Ir2  662.7582  1.65  250 
Ir3  529.3982  1.65  250 
Ir4  654.78   3.11   250 
 
2.2.4 Data analysis 
The EXAFS  [Equation 2‐10]  is a powerful  tool  to obtain  the  structural  information  from  the 
experimental data. However,  the EXAFS oscillatory pattern ߯ሺܧሻ needs  to be  first  isolated  from 
the X‐ray absorption spectrum by data reduction procedure. Then Fourier transform of the EXAFS 
spectrum  ߯ሺܧሻ  (with  respect  to  k)  will  deliver  a  corresponding  frequency  spectrum  of  the 





The general procedure applied  in  the EXAFS analysis with Athena package  is described  in a 
stepwise way in order to give a better understanding of the underlying data processing. 
1. Energy calibration to obtain the energetic position of the photoionization edge ܧ଴ of the X‐
ray  absorption  data.  In  order  to  extract  chemical  information  of  the  experimental  data,  the 











3. The  Edge‐jump  normalization  of  the  data  is  necessary  for  comparison  of  μ  and  ߯.  In 
addition,  the normalization  enables  the  comparison between data  from  samples with different 
concentration,  sample  thickness  or  different  detection  settings.  The  normalization  is  usually 
achieved by dividing  the X‐ray absorption  spectrum by  the value of  the edge‐jump ∆ߤሺܧ଴ሻ. For 
this,  the post‐edge polynomial  fit  is extrapolated  to E0. The difference between  the pre‐edge  fit 
and the post‐edge fit at E0 gives ∆ߤሺܧ଴ሻ. 
4. The  Background  subtraction  isolates  the  oscillatory  pattern  from  the  EXAFS  ߯ሺܧሻ.  The 
background  function describes  ideally  the absorption background of a hypothetic  isolated atom 
ߤ଴ሺܧሻ embedded in the Coulomb potential of the surrounding atoms. Since this background is not 
known, ATHENA uses an iterative background removal scheme (AUTOBK), which consists of a fit of 
a spline to the data. This spline  is subtracted  from ܿ data and the Fourier transformed  into  fine 




A time‐resolved X‐ray absorption transient signal ᇞ ܣሺܧ, ݐሻ at given delay between the  laser 
and the X‐ray pulse  is recorded by taking the difference between X‐ray absorption spectra of the 
laser  pumped  sample ܣ∗ሺܧ, ݐሻ  and  the  unpumped  sample ܣሺܧ, ݐሻ.  This  transient  signal  is  time 
dependent  due  to  the  excited‐state  decay.  The  general  transient  signal  is  described  by  the 
difference of the excited and the ground state: 
ᇞ ܣሺܧ, ݐሻ ൌ ܣ∗ሺܧ, ݐሻ െ ܣሺܧ, ݐሻ 
Equation 2‐16 
The  transient  spectrum,  also  referred  to  as  difference  spectrum,  can  be  obtained  by 
measuring  the  X‐ray  transmission  as well  as  the  total  fluorescence  yield.  For  the  transmission 
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measurement,  the  transient  absorbance  signal  is  described  due  to  the  Lambert  Beer  law 
[(Equation 2.5)] by 






ground  state  (unpumped)  sample  respectively.  The  difference  signal  obtained  via  total 
fluorescence yield is described by: 
ᇞ ܣிሺܧ, ݐሻ ൌ ܫி
∗ሺܧ, ݐሻ െ ܫிሺܧሻ
ܫ଴ሺܧሻ  
Equation 2‐18 
where ܫி∗ሺܧ, ݐሻ and  ܫிሺܧሻ describe  the  fluorescence  from  the  laser pumped and and unpumped 
sample respectively, with the incoming flux ܫ଴ሺܧሻ. In order to compare the transient fluorescence 
signal ᇞ ܣிሺܧ, ݐሻ with the transient signal of absorbance ᇞ ܣ்ሺܧ, ݐሻ measured in transmission, the 
transient signals are normalized to the  incoming  intensity ܫ଴ሺܧሻ and the edge‐jump of the X‐ray 
absorption spectrum in transmission ᇞ ܣ௘ௗ௚௘்   and in fluorescence ᇞ ܣ௘ௗ௚௘ி   . 
ᇞ ܣ௡௢௥௠ሺܧ, ݐሻ ൌ ᇞ ܣᇞ ܣ௘ௗ௚௘ 
Equation 2‐19 
Usually,  the  laser excitation does not  result  in a 100% excitation of  the  sample. Hence,  the 
pumped  X‐ray  absorption  spectrum  contains  a  linear  combination  of  the  excited  species  and 
species in the ground state. In order to extract the X‐ray absorption spectrum related to the pure 
excited  state  from  the measured  transient  spectrum one needs  to know  the  fraction of excited 
species in relation between the transient spectrum ᇞ ܣሺܧ, ݐሻ and the normalized X‐ray absorption 
spectrum of the sample in the ground‐state ߤሺܧሻ and excited state ߤ∗ሺܧሻ is  









sample volume ߥ results from ൌ ݀. ߨ. ݎଶ, were r  describes the radius of the laser spot size on the 
sample. If all of these variables are known the excitation yield can be calculated.  









mechanisms  for  a molecule  in  solution.  Transitions  between  different  electronic  states  can  be 
achieved through a radiative process, where the energy is released through emission of a photon, 
or via  isoenergetic non‐radiative channels  like  internal conversion  (IC) and  inter‐system crossing 
(ISC). On  the  contrary  to  fluorescence and  IC, phosphorescence and  ISC  involve a  spin  change; 
they always occur on  longer  time  scales. All  these  intrRaa‐molecular  transitions occur  together 
with vibrational relaxation processes, which redistribute the vibrational energy through the nor‐










occur  from  the minimum  of  the  potential  energy  surface  that  correspond  to  geometries  from 
which  vertical  adiabatic  photophysical  processes  take  place  without  any  change  in  nuclear 
geometry. Figure 2‐11 shows 3D potential energy (PE) surfaces descriptions of five limiting cases of 
funnel  (F)  leading  from  an  electronically  excited  surface  to  a  ground‐state  surface.  Item  d 
represents  the  case  of  surface  crossing.  Photochemical  reactions  involve  the  motion  of  the 
representative point on  the excited surface  from *R  (excited reactant)  from  the FC minimum  to 
other  geometries,  serving  as  “funnels”  that  take  an  excited  –to  a  ground‐state  reactive 
intermediate,  I,  or  conical  intersection,  F  (*RI  or  *RF).  The  double  cone  in  Figure  2‐11d  is 
termed a conical intersection (CI), resulting from the touching of two electronic PE surfaces when 
plotted  against  energy  and  reaction  coordinate.82  “An  important  feature of  a CI  is  that  if  it  is 
accessible  from *R,  it  serves as a  very efficient  funnel,  F,  that  takes  the  representative point 
“rapidly” from an excited to ground state surface toward product P (photochemistry) or back to 
the ground  state  (photophysics). Movement of  the  representative point along  the “wall” of a 






no spin prohibition on  the motion of  the  representative point,  the  rate of  transition  from  the 
excited to the ground surface  
 
Figure  2‐11:  Three‐dimensional  PE  surface  descriptions  of  five  limiting  cases  of  funnels  leading  from  an 
electronically excited  surface  to a ground‐state  surface.  (a) A ground‐state and  Frank‐Condon, or  spectroscopic, 
excited  surface with minima.  (b)  An  excited  surface  touching.  (c) An  extended  surface matching.  (d)  A  surface 










Intramolecular  vibrational  redistribution  (IVR)  determines  energy  flow  between  vibrational 
modes  within  a  molecule84.  After  excitation  of  a  vibronic  transition  of  a  chromophore,  the 
vibrational energy stored in the Franck‐Condon active modes is redistributed through anharmonic 













3600  spectro‐photometer  and  a  Shimadzu  RF‐5301PC  spectro‐fluorimeter,  respectively.  Figure 
2‐13 shows the PLUC setup. The samples are excited with 150 kHz repetition rate at 400 nm or at 
266 nm by frequency doubling or tripling 80 fs pulses at 800 nm provided by a Coherent‐Rega Ti: 
Sapphire  regenerative  amplifier.  The  photoluminescence  emitted  by  the  investigated  sample  is 
collected by a parabolic mirror  in  forward‐scattering geometry and directed  to a  second mirror 
that  focuses  it onto a ‐barium borate  (BBO) crystal. The  luminescence  is  then up‐converted by 
mixing with the 800 nm gate pulse in a slightly non‐collinear geometry. The up‐converted signal is 
spatially  filtered  and  detected with  a  spectrograph  and  a  liquid  nitrogen‐cooled  CCD  (charge‐
coupled device) camera. 
The kinetics of the emitted signal can be measured by delaying the gate beam with respect to 
the  onset  of  the  fluorescence, while  keeping  the  BBO  crystal  at  a  given  angle.  Polychromatic 





approximately  150  fs  at  266  nm  excitation.  The  experiments we  reported were  carried  out  by 



















Singular Value Decomposition  (SVD)  technique  is known  to efficiently act both as an  instrument 
capable  to  reduce  the  fit dimensionality, and as a noise  filter  [180‐182]. The m  x n matrices of 
experimental data M(ߣ ,t) can be re‐written as the product of three matrices 
ܯሺߣ, ݐሻ௠ൈ௡ ൌ ܵሺߣሻ௠ൈ௡ 	ൈ	 ௠ܹ	ൈ௡ ൈ	ܶሺݐሻ௡ൈ௡்  
Equation 2‐22 
where W  is a matrix which  is zero except  for  its diagonal entries wii, called singular values. This 
decomposition  can  always  be  performed,  but  under  specific  conditions  the  columns  of  the 
matrices  S  and  T  have  a  physical  meaning.  The  original  matrix  of  experimental  data  can  be 
described as the sum of two contributions M’ and ∈ the former representing the evolution of the 











kinetic  vectors  (often  called  “eigenspectra” and  “eigentraces”). The  j‐th  singular  values wjj  thus 
represents  the weight with which each singular eigenspectrum and  its corresponding eigentrace 
contribute to the total signal. Note the implicit meaning of the sum in [[Equation 2‐23] the N kinet‐
ic  components  that  describe  the  signal  have  an  overall  amplitude  evolution  but  their  spectral 
shapes do not evolve in time. 
For  noise‐free  data,  there  are  exactly  N  non‐vanishing  singular  values,  which  are 
conventionally arranged in non‐increasing order: w11 ൒ w22 ൒ w33 ൒ ... ൒wNN > 0. The presence of 
noise  acts  as  a  perturbation  of  the  singular  values  and  the  respective  singular  vectors.  It was 





















can  sometimes  appear  as  different  species,  and  a  single  process  can  be  identified  by  several 
characteristic times. Since changes in band shapes are relatively frequent in fs spectroscopy, some 
attention  should  be  paid  when  applying  this  algorithm.  Finally,  application  of  SVD  to  data 
presenting oscillations whose phase  is not  constant over  all  the observed  spectral  range  is not 
straightforward.  
A  least  square  Global  Fit  becomes  rapidly  computationally  expensive  and  when  several 












This  chapter  starts  with  a  brief  review  of  some  important  aspects  of  transition  metal 
complexes and is dedicated to introduce all the molecular systems that have been investigated in 
this thesis. In particular, iron (Fe) as the active center of heme in Myoglobin (Mb) and iridium (Ir) 
in  the  general  class  of  cyclometalated  organometallic  compounds.  A  short  description  of  the 
structure of Mb  is  given  in  section 3.2, mentioning  its biological  functionality binding different 
ligands.  The  section  follows  with  more  details  on  the  geometrical  structure  and  electronic 
configuration  of  the  ground  state  for  ferrous  hemes,  deoxyMb  and MbNO  and  ferric  heme, 
metMb.  Steady  state  spectra  of  these  complexes  are  discussed  in  the  separate  section  0.  The 
chapter continues with an  introduction of cyclometalated  iridium complexes giving a description 












coordination  number.  The  chemical  reactivity  of  a  given  complex  depends  on  the  electronic 
properties  of  the  system.95  One  of  the  main  features  of  transition  metal  complexes  is  the 
presence of unpaired d electrons  in  the  transition metal atom. These electrons are  involved  in 









relative  stabilities  of  a  series  of  inherently  similar  orbitals will  vary  inversely  according  to  the 
extent to which they bring the electron into proximity with the negative ligands. The presence of 











excitations),  the  resulting  states  and  their  relevance  for  triplet  emitters  in  OLEDs  and 





metal  ion  with  a  d6  configuration,  such  as  Ir3+  [5d6],  and  Fe+2  [3d6].  The  aim  is  to  focus  on 
organometalic complexes, such as  tris  [2‐phenylpyridinato C2, N]  iridium  (III) called  Ir(ppy)3, and 
metalloproteins  like Myoglobin. For such compounds, different excitations  involving various MOs 
have to be taken into account. 
In  general,  the  optical  transitions  like  absorption  and  photoluminescence  properties  are 
largely determined by  the nature of molecular orbitals  (MOs), “frontier orbitals”. These  frontier 
orbitals  are  classified  as  highest  occupied  molecular  orbital  (HOMO)  and  lowest  unoccupied 
molecular  orbital  (LUMO). HOMO  and  LUMO  orbitals  are mainly  responsible  for  the  electronic 
ground state and the lowest excited state. However, it is not sufficient to restrict the discussion to 
HOMO↔LUMO  transitions.  Energetically  nearby  lying  orbitals  can  also  dominate  the  emission 
properties.  Thus, HOMO‐1, HOMO‐2,  LUMO+1,  LUMO+2,  etc.  also  have  to  be  included.  In  the 
organic molecules  ligands  that  coordinate  to  the  transition metal,  the  lowest excited  states are 
dominantly determined by MOs which can be well described by the π‐HOMO and the π*‐LUMO, 
since MOs other  than  π and  π*  (asterisk means excited) character  lie at  significantly  lower and 
higher energies, respectively. Adding a transition metal will involve its d orbitals in the LUMO and 
HOMO. 
Figure  3‐2  represents  the  types  of  frontier  orbitals  and  electronic  transitions  typically 
encountered  in  transition metal  complexes.  Transitions  A‐D  originate  from  ligand  orbitals  but 

















are  forbidden  in  octahedral  complexes  for  symmetry  reasons  and  remain  quite weak  in  lower 
symmetry  molecules  (=  1‐100  M‐1cm‐1).  Transition  H  is  a  ligand  centered  (LC)  transition, 
specifically a π→ π* transiƟon. These bands are very intense with molar absorbƟviƟes of ~ 4.2x104 
M‐1cm‐1  in the  iridium complexes discussed here. For the systems studied  in this thesis LC bands 
other than π→ π* or an occasional n→ π* (n is non‐binding orbital) are very high in energy. In the 
simple HOMO–LUMO model, when  the  spins  are  also  taken  into  account,  one  obtains  for  the 










triplet  state  (of  LC)  is usually  significant  (104  cm−1  (≈ 1.24 eV)  for  iridium  complexes). Electron–







forbidden  triplet–singlet  transitions  sufficiently allowed  (see  the  following). On  the other hand, 
states which  result  from  d‐d*  excitations  often  quench  the  emission  efficiently,  and  therefore 
should not lie in a thermally accessible energy range of the emitting states. Usually, a description 
of  d‐d*  states  is  carried  out  by  use  of  group  theory  and  the  symmetry  of  the  complex.  An 






configuration.  The most  probable  transitions  between  electronic  states  occur when  the wave 
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function of  the  initial  vibrational  state ߯௜ most  closely  resembles  the wavefunction of  the  final 
vibrational state ߯௙  (the Franck‐Condon  (FC) principle). For electronically allowed  transitions, FC 
activity  is  the  mechanism  that  gives  rise  to  vibrational  progression  (or  FC  progression)  in 
absorption, excitation spectra, or emission spectra. More precisely, the transition probability  for 
electronic transitions  is governed by matrix element for the  interaction of  light with the  initial (i) 
and  final  (f)  state  electronic WFs  ൻ߰௜ห ܦሬԦ ห߰௙ൿ.  This  interaction  in  the  dipole  approximation  is 
defined through electric dipole moment operator (ܦሬԦ ൌ െ݁ݎԦ). However, the shape of the resulting 
absorption/emission  bands  is  defined  by  the  nuclear  WF  overlap,  ൻ߯௜ห߯௙ൿ,  called  FC  factor* 
depending on the symmetry species of the ߯௜	and ߯௙. 




This  cannot  be  explained  by  means  of  the  Franck‐Condon  principle,  which  governs  only  the 






(subject  of  the  relativistic  quantum  chemistry)104.  In  this  relativistic  regime  the  interaction 
between the electron‐spin and the orbital angular momentum called spin‐orbit coupling (SOC)  is 
strong enough that must also be included in the atomic Hamiltonian. In fact, the SOC increases as 
the  fourth  power  of  the  effective  nuclear  charge  Z,105  indicating  that  SOC  interactions  are 
significantly larger for heavy atoms e.g. Ir.  
The  emission  properties  of  an  organometallic  complex  are  largely  determined  by  the 
individual characteristics of  the  three sub‐states of  the  lowest  triplet  term T1. The sub‐states do 
not  represent  “pure”  states,  but  contain  contributions  from  singlets  and  triplets  of  other 
                                                                        




configurations due  to  configuration  interaction  (CI) and SOC.  In particular,  the mixed  ‐in  singlet 
components provide  the  required  radiative  rates  and dictate  the degree of  allowedness of  the 
optical transitions to the electronic singlet ground state. Further, specific interactions with higher‐
lying states lead to individual, but different, energy stabilizations of the sub‐states. Thus, a splitting 




1982  Frauenfelder  et  al.  called  it  the hydrogen  atom of biology112. Partially  the  interest  in  this 
protein comes  from  the  fact  that  it  represents a building block of hemoglobin, whose allosteric 
mechanisms are puzzling scientists since many years and is still not fully understood. 
Myoglobin,  the  oxygen  carrier  in  muscle  tissue,  is  a  small  protein  consisting  of  a  single 
polypeptide chain of 153 amino acids and an iron porphyrin (heme) as active center. Heme, one of 
the best‐known naturally occurring porphyrins, is the pigment in red blood cells, a cofactor of the 
protein hemoglobin. The protein  is quite compact and 70 % of the polypeptide chain  is folded  in 
eight ‐helices (A‐H), connected by turns and loops113. The central iron can be found in the ferric 
or  the  ferrous  redox  state  and  it  can bind  a  large  variety of  small molecules other  than O2,  as 
during  its  physiological  role,  like CO, NO, CN,  or water. Apart  from  a  diatomic  ligand  and  four 
nitrogen of the porphyrin ring, Fe is also coordinated to a histidine (His93). The unligated oxidized 
(ferric,  Fe3+)  form  of Myoglobin  is  also  known  as  “met Myoglobin"  or  simply metMb  and  the 
unligated  (refers  to  lack  of  the  6th  ligand)  reduced  (ferrous,  Fe2+)  form  of Myoglobin  is  called 
“deoxyMb". This  terminology will be used  from now on. Figure 3‐3  shows an  illustration of  the 
heme group of Nitrosyl‐Myoglobin (MbNO) and  its surroundings. Myoglobin, as well as the other 
respiratory proteins, has the property of reversibly binding molecular oxygen114. The detachment 
of  the  diatomic  ligand  produces  significant  structural  changes.  This  process  has  been  studied 
extensively,77,114‐116 in order to understand which parameters control the ligand release.  
It  is  of  general  consensus  that  the  biological  function  of  many  proteins  is  controlled  by 
conformational  changes  of  different magnitudes.  These  structural  changes,  though  crucial  for 






In  this  sense  Myoglobin  (Mb)  has  played  a  central  role  in  the  investigation  of  protein 
dynamics. Despite its complex behaviour, reflected in many different functions apart from simply 
storing oxygen,116‐119 it serves as a model system of general significance. Some reasons why Mb is 
a  good model  include  the  vast  characterization  of  the  geometrical  structure  with  respect  to 
different  ligands  and  its  intrinsic  reactivity77  and  the  sensitivity of  the  iron‐ligand bond  to  light 
exposure120,121.  Thus,  illuminating Mb with  light  of  the  appropriate wavelength  can  trigger  the 
biological function of  ligand‐release. Mb also may  increase the effectiveness of NO as a signaling 
molecule by enhancing  the NO concentration gradients122  116. Another crucial  role attributed  to 
Mb is the ability to act as NO scavenger in heart and skeletal muscle119,117,123. In its deoxyMb form, 
Mb  reversibly  binds  O2  to  yield  oxymyoglobin  (MbO2),  which  will  react  irreversibly  with  NO 





protein with  almost  atomic  resolution124. However,  ideally  one would  prefer  to  determine  the 




spectral  resonances occurring  above  the  ionization potential  in both  the X‐ray  absorption near 
edge  
 
Figure 3‐4: Schematics of  the active center of myoglobin and  the  relevant structural parameters used  in  ref43  to 
simulate the structure of heme in myoglobin. The upper panel shows the heme plane and angles (a and b) describ‐
ing the  ligand binding geometry. The  lower  left panel shows the Fe–Np distance and the  lower right panels show 
the heme doming parameters. The picture is adapted from ref.43. 
 
structure  (XANES) and  the extended X‐ray absorption  fine  structure  (EXAFS)  regions43. Some of 












spin density of the  iron plays an  important role  in the formation and stabilization of a variety of 
intermediates important for biological function44,45. The iron atom of the heme group may exist in 
three  different  oxidation  states  (ferrous,  ferric  and  ferryl)  and  its  valence  3d  electrons  are 
significantly  delocalised  into  the  porphyrin  and  ligand  *  orbitals43.  The  ferric  species  are: 
aquamet myoglobin  (metMb) and cyanomyoglobin  (MbCN). The  ferrous ones are:  the unligated 
myoglobin  (deoxyMb) and  the  ligated species oxymyoglobin  (MbO2), nitrosy  lmyoglobin  (MbNO) 
and carboxymyoglobin  (MbCO).  In the  following, more details of the electronic ground state are 
given for those of Mbs that have been studied in the course of this thesis. 
3.2.1.1 MetMb 
In metMb,  the  ferric  iron  center with  a high  spin  electronic  (S=5/2)  configuration plays  an 
important  role  in  the  reaction cycle with MbNO and MbO2  (see above). Crystallographic studies 
showed  that  in horse metMb  the heme structure  is almost planar125  (see also Figure 3‐5). Note 
that a H2O molecule is bound to the ferric Fe in metMb. Horse metMb, as most of the myoglobins, 
contains  two  Trp  residues  (Trp7  and  Trp14),  in  the  ‐helix  A,  which  undergo  Förster  energy 
transfer to the heme126‐130. Structural studies pointed out that Trp7 is ~20 Å far from the heme and 
partially exposed to the solvent, while Trp14 belongs to a strongly evolutionary preserved cluster 











probably  the  most  controversial  case.  In  deoxyMb,  heme  has  only  one  axial  ligand  of  distal 






















Several  theoretical studies have been carried out  to elucidate  the electronic properties and 
out‐of‐plane displacement of the FeII in deoxyheme complexes in hemoprotein. The deoxy form of 
both myoglobin  (Mb) and hemoglobin  (Hb) has been well  characterized with high‐spin  (HS) 3d6 
ground‐states.139 They  include a single axial  imidazole  ligand from the proximal histidine wherein 
the Fe  lies ~0.2 Å below  the porphyrin plane43. High‐spin  (S=2)  states wherein  the Fe atom  lies 
significantly  out  of  the  porphyrin  plane,  is  a  general  property  of  five‐coordinate  FeII  porphyrin 
complexes.  Hence, model  systems  consisting  of  iron  porphine  (FeP) with  an  axial  nitrogenous 
ligand  are  good  candidates  for  mimicking  the  deoxyheme  electronic  structure.  Among  the 
synthetic  five‐coordinate  FeII  porphyrins,  a  well‐known  HS  complex  is 









The ground‐state  configuration of Fe(P)(2‐MeIm)  is  calculated2  (at C1  symmetry)  to be HS  (dxy)2 
(dz2)1 (d)2 (dx2‐y2)1, in agreement with NMR experimental assignment141. As shown in Figure 3‐6, 





Here a brief  introduction  is presented on  the geometrical and electronic structure of heme. 




imposes  different  bond  lengths  relative  to  the  Fe‐Np.  The  calculated78  bond  lengths  are:  Fe‐
Np=2.0090.008  Å,  Fe‐NO=1.820.02  Å  and  Fe‐N=2.150.03  Å.  The  structural  refinements  of 
MbNO  in ref43 appear to reflect  large variations. For example, the NO alignment  (angle  Figure 
3‐4) depends on the sample preparation conditions and specifically, the temperature (see Table 2 

















one  needs  model  systems  for  better  understanding  of  the  actual  electronic  configuration  of 
MbNO.  From  the  three  model  systems  introduced  in  the  literature  (shown  in  Figure  3‐7) 
Fe(NO)(TPP)1,  Fe(NO)(PP)  and  Fe(NO)(PP)Im144,  where  PP  is  porphyrin,  the  model  system  of 
Fe(NO)(TPP)  introduced by Olson et. al  is oversimplified without considering the  imidazole  ligand 
(instead  of  His93).  It  is  known  that  imidazole  acts  primarily  as  a  sigma  donor  ligand,  with 
essentially no backbonding ability144. Hence, including imidazole in the system reduces the HOMO‐
LUMO gap  via destabilization of  the dz2 orbital, while d orbitals  remain unperturbed.  So,  to a 
good approximation Fe(NO)PP(Im) represents an acceptable model  for MbNO. Using this model, 
Graham et. al  show  that  the dz2   orbital has an antibonding  interaction  ( bond) with  the *NO 
orbital of the axial ligand that accepts an electron from it the so called ‐backbonding (Figure 3‐7) 












located  between  500  nm  and  600  nm  (called Q–bands).  An  intense  band  around  400‐450  nm 
(called B or Soret band) and two moderately intense bands between 250 nm and 380 nm (called L 
and N bands  respectively).145 As  shown  in Figure 3‐8  the  shape of  the Q–bands  (number of  the 
peaks and  their  relative  intensity)  is strongly  influenced by  the diatomic  ligand coordinating  the 
iron ion, which for the Soret band only the position of the peak is changing. The main absorbers in 













excitation  band  for  investigating  the  ligand  dynamics  in  MbNO.  In  the  steady‐state  UV‐VIS 
absorption spectra of MbNO (blue curve in Figure 3‐8), the Soret‐band in MbNO is located at 421 
nm  and  its Q‐band with  two   and  peaks  are  at 548 nm  and 581 nm,  respectively.  There  is 
another important spectroscopic feature (not shown here) in the visible region at 757.5 nm, band 
III, sensitive to the iron−heme plane distance and therefore a good probe for the relaxation of the 













Since  the  1990’s,  luminescent  cyclometalated  iridium  (III)  complexes  were  hot  topic  of 
research  interest  from  different  fields  of  chemistry, material  science  and  physics  due  to  their 
application  in converting electric energy to  light  (organic  light emitting diodes‐OLEDs). The short 
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lifetime of  their excited  singlet  state, wide  color  tunability and high phosphorescence quantum 
yield, make  them very promising phosphorescence emitters  for application  in phosphorescence 





of  tuning emission energy by  functionalizing  the ppy  ligand with electron donating and electron 
withdrawing  substituents  and  high  phosphorescent  quantum  efficiency  at  room 
temperature153,61,154.  Among  different  types  of  tris‐cyclometalated  iridium  complexes,  neutral 
homoleptic  complexes  of  the  type  Ir(C^N)3,  show  the  maximum  quantum  efficiency  for 
phosphorescence emission  (e.g.  Ir(ppy)3 ~100%)5 and  relatively high efficiency  for OLED devices 
(~20%). Selective stabilization or destabilization of the HOMO and/or LUMO of the complex gives 
an  effective  strategy  to  tune  the  emission  color.  Watts  et  al54,150‐152,155  synthesized  several 
substituted  ppy‐based  neutral  iridium  complexes.  Heteroleptic  iridium  complexes  of  the  form 
[(C^N)2Ir(N^N)]+ are of particular  interest because of  their  facile capacity  to  finely modulate  the 
emission energy through  independent modification of the cyclometalated and ancillary  ligands53. 
Here,  in  particular  I  study  the  photophysics  of  the  complexes  Ir(ppy)3  (Ir1),  Ir(ppy)2(pic)  (Ir2), 
Ir(ppy)2(bpy)(PF6) (Ir3) and Ir(ppz)3 (Ir4) [phenylpyrazole (ppz)] both in the UV‐Vis regime (Chapter 
5) and X‐ray regime (chapter 6). Only facial isomer*58 of Ir1 and Ir4 were studied in the context of 
this  thesis. As  it  is  apparent  from  the  chemical  formulas, we  can  classify  these  complexes  into 
homoleptic (tris) compounds (Ir1, Ir4) and heteroleptic (bis) compounds (Ir2, Ir3); neutral (Ir1, Ir2, 
and Ir4) and ionic (Ir3); as well as either pyridine base cyclometalated ligand or pyrazole base (Ir4). 
Of  course  there  can be other  classification  that will be beyond  the  scope of  this  thesis.   Error! 





nal  isomers are kinetically favored products. The meridional  isomers are easier to oxidize, and the emission  is broad 
and  red‐shifted  relative  to  the  facial  forms. The  solution photoluminescent quantum efficiencies of  the meridional 










coordinated  to  the metal  (  a).  Iridium  in  the  Ir1 with  their  oxidation  state  of  +3  [Ir(III)]  in  C3 
symmetry, has complete t2g orbitals (5d6) in the low spin configuration. DFT calculations of Hay157 
revealed that the HOMO  in Ir1  is principally composed of π orbitals of the phenyl anion ring and 




(the  actual  symmetry of  Ir1  is C3)  to explain  the  Ir1  considering  SOC.  Figure 3‐11  (left‐bottom) 
shows the structure of the model system Nozaki used. In C2v symmetry three d ‐orbitals are dy2‐z2 
(a1), dxy (a2), and dxz (b1), and two d‐orbitals are dx2 (a1) and dyz (b2). The dxy (a2) in anti‐bonding 








Studies  of  the  temperature  and  magnetic  field  dependence  of  the  emission  of  Ir1159,160 
showed  that  the emission  is determined by  the  lowest  triplet  state  3MLCT  split  into  three  sub‐






Ir1  in  CHCl3,160  and  ΔEI‐II  =  13.5  cm‐1  and  ΔEII‐III  =  70  cm‐1  for  Ir1  in  THF.159  These  states  have 
different SO mixing with singlet states, yielding very different pure radiative lifetimes, which are III 
= 0.2 s, II = 6.4 s and I = 116 s  in CHCl3, and III = 0.75 s, II = 11 s and I = 145 s  in THF. 
Splitting  smaller  than  kT  =  200 cm‐1  among  these  states  tells  us  that  the  three  sub‐states  are 
equally populated at RT and cannot be distinguished. Hence, given the stronger singlet character 








(b) Ir(ppz)3 (a) Ir(ppy)3 
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In  the  case  of  the  neutral  bis‐cyclometalated  complex  Ir2, with  picolinate  (pic)  ligand,  the 
HOMO is delocalized on the phenyl π orbitals of both ppy ligands164 (). Minaev et. al showed that 
the HOMO has a  large contribution  (46%)  from the 5dσ atomic orbital of the  Ir  ion and a minor 
one  (8%)  from  the  lone  pair  orbital  of  oxygen  (Table  3‐1).  They  also  showed  that  in  Ir2,  they 
distinguish the two ppy  ligands according to the distortion of  Ir‐C and  Ir‐N bond  length. The ppy 
ligand that  lies opposite to the  Ir‐O bond, called ppy’  in Error! Reference source not found., has 

















LUMO ‐ predominantly phenyl  in character ‐  is delocalized among the three  ligands (Figure 3‐13) 























Figure 3‐14: Schematic energy levels of excited states calculated by 165 
 
HOMO  in  Ir4  is distributed equally among  the  three ppz  ligands due  to  the C3  symmetry of  the 
complex and  it  is dominated by  Ir‐d orbital and minor  contribution  from  the phenyl  π orbitals, 

















Figure  3‐15:  Absorption  and  emission  spectra  of  Ir1  (red),  Ir2  (blue),  Ir3  (green)  in  CHCl3  (solid  lines)  and  DMSO 
(dashed  lines) and of  Ir4 (purple)  in DMSO. Absorption spectra are normalized to the maximum of 1MLCT band (see 
Table 3‐2) 
 
to  the  dipole‐allowed  1(*)  LC  transitions.  The  overall  absorption  spectrum  of  Ir4  is  blue 
shifted with  respect  to  the  other  compounds. Absorption  features  at  longer wavelengths  have 
been generally assigned to d* MLCT transitions of an electron from a d‐orbital of the Ir ion to 
an anti‐bonding * ligand orbital.50 For complexes Ir1‐3, 1MLCT transitions lie around 350‐430 nm, 
while  3MLCT  transitions  are  above  430 nm.  There  is  a  high  degree  of  spin mixing  for  Ir1‐4  as 
reflected  in  the  intensity  ratio between  the  3MLCT and  1MLCT absorption bands, which  is  larger 
than in [Ru(bpy)3]2+ and [Fe(bpy)3]2+ complexes, due to stronger spin‐orbit coupling in Ir compared 
to Fe and Ru (first and second row transition metals, respectively. The degree of spin mixing varies 




















  1LC  1MLCT  [3LC] / 3MLCT   
     








Ir3  256§, 270§  300§, 340, 375   420, 475**  Exp. 595  4380    378 (ppy), 404(bpy)     409(ppy), 438(bpy)    [384,426] 456(bpy),461(ppy)  Calc.162 
Ir4  290  320  340  Exp. 445      






For the heteroleptic  Ir2 and  Ir3 the separation between singlet and triplet absorption  is  less 
clear‐cut than for Ir1. In the former case, Ir2, the lowest absorption state is reported to be at 485 
nm  168  corresponding  to  the  predominantly  triplet  character168  given  its mirror  image with  the 
phosphorescence band. The prominent shoulder around 450 nm is probably the highly spin mixed 
1MLCT/3MLCT peak, while peaks  at  shorter wavelength 400 nm  and  360 nm  are dominated by 
singlet character MLCT.  In the case of  Ir3, there are several broad  features around 475 nm, 420 
nm, 375 nm and 340 nm, again with the first being most probably due to the predominantly triplet 
state. The absorption features around 375 nm (and 404 nm, Table S1) have been attributed to a 
singlet  inter‐ligand  transition  (1LLCT)  of  a ‐electron  in  the  ppy  ligand  to  the  bpy  π*‐orbital.162 
1MLCT  and  3MLCT  transitions  are  around  420  nm  and  475  nm,  respectively,  and  they  include 
charge  transfers  to both ppy and  to bpy  ligands  (Table 3‐2). They are partially masked by more 
intense 1ILCT transitions.53,162 Finally, Ir4 shows distinctly higher energy absorption bands than Ir1‐
2‐3, mainly because the π* orbitals of ppz are higher  in energy than those of ppy.58 Thus, 1MLCT 





degraded* asymmetric band, with a maximum around 520 nm,  that  is not  significantly  solvent‐
dependent. The emission of Ir2 is slightly broader than that of Ir1. Since the steady‐state emission 
of  Ir1  is well established as being of  3MLCT character,159,160  this  implies  that  the emission of  Ir2 
also stems from a 3MLCT state localized on the ppy ligands only. The phosphorescence of Ir3 peaks 
more in the red (around 600 nm), is markedly broader and is also solvent‐independent. However, 
Wu  et  al.  reported  a  notable  temperature‐dependence:  indeed,  in  ethanol  at  77K,  the 
phosphorescence of Ir3 resembles that of Ir1 and Ir2.162 This behaviour can be related to the dual 
emission reported for heteroleptic  Ir complexes containing ppy and bzq (=benzo[h]quinoline), as 




state  localized on ppy  ligands. Finally, the ppz  ligand confers Ir4 the ability to emit a blue‐shifted 
phosphorescence,  compared  to  the other ppy‐based  complexes, with a maximum at 445 nm, a 
contour  that  suggests  a  vibronic  progression  with  spacing  of  approximately  1170  cm‐1 







       Picosecond  Time‐Resolved  XAS Chapter 4
Studies on Metalloproteins 
 
This  chapter  presents  the  X‐ray  absorption  studies  of  two metalloproteins  namely Nitrosyl 
Myoglobin (MbNO) and aquoamet Myoglobin (MetMb) under physiological conditions (a solution 
of pH 7.0at room temperature and pressure), as introduced in chapter 2. Using the high‐repetition 
rate  picosecond  laser  pump/  X‐ray  probe  set  up  (see  §2.2.2),  the  photolysis  of  MbNO  and 
subsequent  ligand dynamics are discussed  in the section 4.3. In the  important case of MbNO the 
controversial  reported  time  scales of  ligand  detachment/recombination  determined  via  various 
spectroscopic  technique,  demands  targeting  Fe  atom  as  the  active  site  of  the  protein  in 
physiological  conditions  for  further  investigations with ultrafast X‐ray  spectroscopic  techniques. 
Here, on the ground of preliminary results of pump‐probe measurement in our group78, I present 
high  quality  pump‐probe  X‐ray  absorption  signal  measured  at  different  time  delays  under 
physiological conditions. The detailed experimental results of the pump‐probe measurement and 
analysis of the transient signal are presented in section 4.3.1 and 4.3.2, respectively. Based on the 








investigation of Trp‐mediated heme  reduction  in  the  ferric MetMb. Using a  similar pump‐probe 
setup (chapter 3), combining XAS with excitation in the ultraviolet regime, we aimed at observing 




proteins.  Among  them,  NO  has  been  highlighted  as  a  key  biological messenger7  whose  level 
controls various physiological responses such as NO‐synthases, message transduction (by soluble 
guanylyl cyclases),8,9 NO transport and oxidation (by hemoglobin, myoglobin, nitrophorin)10‐12 and 
regulation  of  the NO/O2  balance  (by  neuroglobin).13,14  In  all  these  cases,  the  heme  group  that 
binds the NO  ligand  is chemically  identical and therefore variations  in the reactivity and function 
are  thought  to  be  closely  related  to  the  spin,  electronic  configuration  and  geometric  structure 
upon binding15 and/or are suggestive of different steric and electronic  interactions of the bound 
NO with neighbouring protein  residues.16 Consequently,  there  is great  interest  in understanding 
the nature of NO binding to heme proteins and its biochemical role. 
The  binding  kinetics  of  NO  in myoglobin  has  been  studied  by  a  variety  of  time‐resolved 
spectroscopic techniques. Ligand dissociation from the heme iron was triggered by excitation into 
either  the  Soret  or  the  Q‐bands,  while  the  ensuing  dynamics  were  probed  using  transient 
absorption (TA)  in the UV‐Visible,17‐26 the near  infrared (IR),27‐29 the mid‐IR16,29,30 or by resonance 
Raman spectroscopy.26 






All  of  these  studies  report  multi‐exponential  recombination  kinetics  with  time  constants 
spanning from sub‐ps to several hundreds of ps or even  longer. Table 4‐1 presents a compilation 









attributed  to  geminate  recombination  (GR),  with  two  main  groups:  10‐40  ps  and  130‐300 




transition  state  with  the  antibonding  dz2‐orbitals  without  structural  distortions  of  the  protein 
matrix.23 The  slow component  in  their work  (170‐200 ps) was assigned  to  recombination of NO 
from the more distant Xe4 pocket.145 The rebinding occurs on a similar timescale as the structural 
fluctuations of the protein architecture19,29,35 and therefore relaxation of the active site following 
dissociation  gives  rise  to  a  small  time‐dependent  barrier  (∼3  kJmol−1  23).  From  their mid‐IR  TA 
studies, Lim et al29,30 concluded in line with this that the slow recombination component (133 ps in 






More  recent  studies  combining UV‐visible,  near‐IR  (in  the  region  of  band  III‐located  in  the 
near‐IR at ∼ 760 nm) TA and resonance Raman measurements,26,27,31 showed that while the UV‐
visible TA  results  in  the  Soret  and Q‐band  regions  agree with  those of  refs  22,24,  the  resonance 
Raman results and the TA studies of Band III reveal an additional ~30 ps component (also reported 
in one of  the mid‐IR  studies16). Yoo et. al also  concluded27  that GR  leads  to  the  formation of a 
transient 6‐coordinated domed heme, with a rise‐time corresponding to that of the 2 component 
in  Table 4‐1 and a decay of 30±10 ps, corresponding  to  the  return  to  the planar  form. Thus,  the 
transition from domed to planar is not a prompt one (contrary to the reverse process178) and they 
attributed its time scale to the constraints that the protein exerts on the porphyrin. Indeed, from 
ps  UV  resonance  Raman  studies  of  MbCO,  Mizutani  and  co‐workers35  found  that  upon 




ps  for hemoglobin, ∼7 ps  for dehaloperoxidase  (DHP) and ∼6 ps  for Cytochrome c  (Cytc). They 
also  attributed  this  timescale  to  the  constraints  exerted  by  the  protein  structure on  the  heme 





















1(ps)  2(ps)  3(ps)  4(ps)  Ref 
UV‐Vis TA1 
 











  9.1 (40%)  200 (50%)  ∞ (10%)  20 
UV‐Vis TA1 
 
564 nm  2‐4  13 (40%)  148 (50%)  ∞ (10%)  26 
Res.Raman 2 
 
560‐570 nm    30±10      27 
 




564 nm  2‐4  12±3(40%)  205±30(37%)  ∞ (23%)  27 





5.3 (54%)    133 (46%)    30 
UV‐Vis TA4 
 
400 nm  1.8 (42%)  13.8 (24%)  200 (34%)  ∞ (<5%)  22 
UV‐Vis TA4 
 












8 (60%)  170 (40%)    23 







Harvey176  found  that  the  quartet  state  is  the  most  likely  state  to  be  populated  upon 
recombination.  Contrary  to  refs  22,23,29,30,  these  calculations  exclusively  invoke  intramolecular 






resolved  X‐ray  techniques  seem most  appropriate  since  they  can  visualise  the  structure  of  the 
environment  around  the  Fe  atom.  X‐ray  protein  crystallography  has  been  implemented  on 
carboxy‐myoglobin (MbCO) showing docking of the CO ligand at the Xe1 and Xe4 positions (Figure 
3‐3)36‐38. However,  solid  samples are  far  from  the physiological  conditions under which proteins 
operate and  it  is desirable  to  investigate  the  ligand dynamics of heme proteins  in physiological 
solutions, which can be  flowed continuously  to ensure  the  renewal of  the sample and decrease 
the X‐ray dose on it. Adapting such an approach, X‐ray scattering studies of MbCO in solution with 
100  ps  resolution were  recently  reported,40,41,179,180  but  the  spatial  resolution  is  such  that  only 
tertiary structural changes can be probed. In addition, this approach does not deliver information 
about the electronic structure of the active site, which plays a central role in the biochemistry and 
reactivity  of  heme  proteins43,181.  The  valence  3d  electrons  of  the  iron  atom  are  significantly 
delocalised over the porphyrin ligand π∗ orbitals and the ability of the heme to redistribute charge 




selectivity,  i.e.  the  Fe  atom.  It was  used  to  investigate  the  recombination  of  CO  to myoglobin 
following  its photo‐dissociation  from MbCO.47,182,183  In  this  case,  ligand  recombination occurs  in 
times up to milliseconds184 and the transient XAS were recorded using alternating intervals of data 
acquisition for the laser‐excited sample at 100 ps time delay and the unexcited sample, contrary to 
the  pulse‐to‐pulse  data  acquisition  where  the  unexcited  and  excited  XAS  are  recorded  in 
alternation.49 The resulting transient reflects the  formation of the DeoxyMb species,47  indicating 
the absence of GR of CO at this time delay. 
To  investigate  photo‐induced  processes  in  highly  dilute  media,  such  as  proteins  in 
physiological solutions, whose concentrations (1‐4 mM) are one to two orders of magnitude lower 
than  those  of  the metal  complexes we  investigated49,  a  high‐repetition  rate  ps  XAS  setup was 







deviation  remains  over  hundreds  of  ps  (transient  XAS  at  300  ps),  pointing  to  a  species  that  is 
intermediate  between MbNO  and  Deoxy,  but  closer  to  the  latter  in  terms  of  electronic  and 






The  electronic  and  geometric  structures  of MbNO  and  deoxyMb  in  physiological  solutions 
have been studied by means of X‐ray absorption spectroscopy at Fe K‐edge78. The bond  length, 
angles and dihedrals were extracted by  the analysis of  the  spectral  resonances occurring above 
the  ionization  potential  in  both  the  X‐ray  absorption  near  edge  structure  (XANES)  and  the 
extended  X‐ray  absorption  fine  structure  (EXAFS)  regions. However,  the  electronic  structure  is 
obtained via  the pre‐edge region of  the spectrum. Hence,  the pre‐edge region  is  in  the  focus of 
this thesis and the transient XAS signal of MbNO is interpreted based on the transient XAS.  
From  the  simplified  molecular  orbitals  of  two  model  systems  of  ferrous  nitrosyl  heme 
(Fe(NO)TPP1,  and  Fe(NO)PP(Im))144  given  in § 3.2.1.3,  I  choose  the model  system of  Fe(NO)TPP 
since, although being simple,  it  includes the critical molecular orbitals of the system.  It  is known 
that  imidazole acts primarily as a sigma donor  ligand, with essentially no backbonding ability144. 
Hence, adding  imidazole to the system only reduces the HOMO‐LUMO gap via destabilization of 
the  dz2  orbital  (HOMO),  while  the  other  3d  orbitals  remain  unperturbed.  So,  to  a  good 
approximation Fe(NO)TPP with HOMO (NO+1a1g(dz2)) and LUMO (*NO+ eg(*PP)) orbitals can be 
considered  as  a model  system  for  ferrous  nitrosyl  heme.  Figure  4‐2  compares  the  schematic 
molecular orbital of Fe(NO)TPP (model system for MbNO) with the model system2 of Fe(PP)Im for 








predominantly  1s    d  and  1s    d‐*ligand  transitions  (for  MetMb  the  ligand  refers  to 
porphyrin), while 1s d transitions also weakly contribute for MbO2, metMb and deoxyMb. 
In general, 1s  3d bond‐bond  transitions are dipole  forbidden. However, distortion of  the 
symmetry  in heme based proteins  like Mb make  them partially allowed. Previous XAS  investiga‐
tions on Fe complexes have demonstrated the sensitivity of the magnitude of Fe 3d–4p mixing to 
the Fe–X    (where X  is  the diatomic  ligand) bond  length.136  In other words,  the  shorter  the Fe‐X 
bond  is (with more deviation from the  ideal Oh symmetry), the more the overlap  is between 3d 
orbitals and 4p orbitals of Fe atom. Therefore, despite the dominant Fe d contribution to the va‐
lence molecular orbitals in heme43, the bond‐bond transitions draw their intensity from the 1s‐4p 














very weak and arise  from  the quadrupole moment,  the 1s d  transition borrows  intensity by 
significant mixing with 4p orbitals. Along with 1s3d transition, there is another typical feature at 
higher  energy  on  the  rising  edge  of  the  XAS  spectra.  This  feature,  characteristic  of  the  K‐edge 
spectra of transition metal complexes, is a dipole‐allowed 1s  4p transition. This feature is only 
visible experimentally  for the complexes with reduced 3d–4p mixing at  lower energy  (MbO2 and 
MbCN) while it is concealed in the XAS of MbNO.43 Its appearance in the experimental spectrum is 
a  sensitive probe of  the edge position, but also  the distribution of 4p character  throughout  the 
valence  space.  In  summary,  there  are  three  typical pre‐edge  features  that we  should  take  into 
account studying the XAS of myoglobin complexes. 
In particular,  in the pre‐edge region (7108‐7122 eV), feature A at 7.114 keV  in MbNO   (inset 
Figure 4‐3),  is dominated by  two distinct  transitions of 1s  d and 1s  3d  ‐ NO* character 
with small energy separation (weak ‐backbonding for Fe–N–O due to singly occupied NO* orbital 
(HOMO)  in  the NO molecule)43. However, with  the  limited energy  resolution  (1 eV) of  the XAS 






























Before  introducing  multiple‐scattering  resonances  in  XANES  region  of  Figure  4‐3,  it  is 
interesting to compare the E0 (corresponding to the  ionization potential)  in MbNO and deoxyMb 
both as a ferrous species. It has been shown that using E0 to determine the oxidation state of the 
iron  is not accurate. This  is well evidenced  in  the  inset of Figure 4‐3, despite being  ferrous,  the 
value of  the E0  in deoxyMb  lies about 2.7 eV  lower  than  that of MbNO. This  shift  is due  to  the 
elongation of the Fe‐Np distances in the high‐spin state of DeoxyMb.184 To explain this, we have to 
look  at  the  qualitative  bonding  schemes  proposed  for metaloporphyrins  that  includes  strong 
porphyrin‐to‐metal sigma donation and a back π donation from the dπ metal orbitals to the ligand 
π* orbital.187  In  the  ferrous  species,  the porphyrin  as  a  conjugated  system becomes  a weak  π‐
acceptor with strong delocalization of the iron 3d electrons into the porphyrin and axial ligand π* 
orbitals43. On  the  other  hand,  the  chemical  bonding  of  the NO  to  Fe  in MbNO modulates  the 
charge transfer from the iron atom into an empty π* orbital of the NO through the mechanism of 




dxz and dyz orbitals of  iron  into the empty * orbitals of NO  is also present.188 However,  in the 
absence of the 6th  ligand  in deoxyMb the π‐backbonding to and σ‐donation from NO molecule  is 
missing.  
In Figure 4‐3,  label B  is the maximum of the X‐ray absorption spectrum  in the XANES region 
about 9 eV above the edge (the defined position of E0). This feature lying already in the continuum 
has  been  assigned  to  a  multiple‐scattering  (MS)  resonance43.  The  interplay  between  the MS 
process  and  the  local  geometrical  structure  in  the  XANES  is  very  complex, making  a  complete 
analysis of a particular  feature with selected structural parameters difficult. Features C, D and E 
are all due to the specific geometry of the Myoglobin under study. While C and D are very close to 
each  other  and  can  be  assigned  to MS  effects,  feature  E  is  already  in  the  EXAFS  regime  and 





Study of the  ligand dynamics of MbNO  in physiological conditions (pH=7,  low concentration, 
continuous flow of the sample) using our high repetition rate picosecond laser pump/X‐ray probe 
setup189, first was included in the Ph.D. thesis of Fred A. Lima.78 The signal‐to‐noise ratio obtained 
in  this  study  lifted  uncertainties  in  the  conclusions  about  the  dynamics  of  the  system.  The 






data acquisition strategy compare  to ref. 76  (discussed  in 4.3.2), yet  the similarity of  the results 
obtained are evidence for the accuracy of our UV pump – x‐ray probe techniques. 





geometry  considerations, we did  not use  an  I0 APD detector, but used  a  silicon photodiode  to 
monitor  I0  in the transmission signal.  Indeed,  for the present dilute samples, the  latter  is a good 
representation of  I0, as  it does not show any  recognizable pattern of Fe K‐edge absorption. The 
focused X‐ray  spot‐size was  30µm  diameter, which  implies  a probe  volume of  2.12  x  10‐4 mm3 
considering the 0.3 mm optical path length. The laser fluence was 26 mJ/cm2 (530 mW at 520 kHz 
repetition rate) focused  into a 70 µm diameter spot. The quartz capillary  is totally transparent at 



















band  (532  nm)  of  the  porphyrin.  The  transient  (excited  ‐  unexcited)  spectrum  is 
composed of four principle characteristics; a small negative feature at 1.708keV (labelled 
A),  a  large  positive  feature  around  7.125  keV  (labelled  B),  a  broad minimum  around 
7.150keV  (labelled  C)  and  a  small  positive  feature with  a maximum  around  7.165keV 
(labelled D). The dynamics of  these  transient  features have been probed using a  time‐
scan of the strong spectral feature at 7.125 keV.  
This kinetic trace of the maximum feature in the transient is shown in Figure 4‐6. It is 
best  fitted with a bi‐exponential  function convoluted with a Gaussian  function of 70 ps 
width,  representing  the  X‐ray  pulse  duration190.  The  fit  yields  decay  times  (pre‐
exponential factors) of τ3=192±44 ps  (75%) and  τ4=1330±688 ps (25%) (labels are based on 
Table 4‐1). The 70 ps resolution hinders us  from resolving the short decay times 1,2 < 40 ps  in 
Table  4‐1)  but  the  reported  time  constants  are  in  good  agreement with most  optical  studies. 
Considering  that  the  short  component  in  our  case  integrates  all  first  three  decay  times  in  the 
optical studies (Table 4‐1), the ratio of the pre‐exponential factors agrees* well with these studies. 
This also  shows  that  the methodology of using a high  repetition  rate  laser  to excite  the  system 
does not lead to sample damage compared to the 1 kHz repetition rate used in all previous laser‐




transients  are  identical  except  for  small  deviations  in  the  pre‐edge,  the  edge  and  the 
post‐edge  regions.  Moreover,  the  transient  signal  at  1  ns  (red  curve  in  Figure  4‐8)  was 























in  comparison  to what  has  been  explained  as  a  typical  data  analysis method  in  Chapter  3.  As 
mentioned earlier,  in order to avoid sample damage and  its deposition on the wall of the quartz 
capillary, the latter was displaced vertically after each scan using a motorized stage. In addition, in 
Table 4‐2,  it  is  shown  that 102 data points of  the  spectrum were measured  in 4 different  sets 
labeled ei  (i=1‐4)  list, each  including ~25 data points with a 4 eV  step  size but different energy 
ranges  (keV):  e1  (7.1,  7.2);  e2  (7.101,  7.201);  e3  (7.102,  7.202);  e4  (7.103,  7.203).  Figure  4‐9 





without  causing  sample  degradation  and  its  deposition  on  the  capillary wall  and  also  avoiding 
burning the capillary wall with laser.  
  Along with special data acquisition strategy, the  indirect monitoring of  I0 via transmission 
detector demands different treatment of the data. Instead of correcting (i.e., dividing by I0) each 
individual scan for fluctuations in I0, we kept the uncorrected data after making sure that there are 
neither glitches nor unexpected changes  in  I0. Moreover, to avoid  introducing noise to the weak 
transient  signal, only  the  averaged  transient  signal was  normalized  to  the  averaged  edge‐jump 

























Signal  Scan number per set   Number of full spectra  e1  e2   e3   e4  
70 ps  175*  166  147  147 
 
147 x 2= 294  
 10 loops  9 loops 8 loops 8 loops
300 ps  163  162  163  161  161 x 2= 322 








a) The  sudden drop at 7.145 eV  is comparable  to a  similar drop around 7.10 eV where  the 





average  transients  obtained  by  excluding  the  scans  that  had  values  deviating  by  >  3  and  2, 
respectively,  from  the  average  signal,  where    is  standard  deviation.  These  Figures  show  no 
meaningful difference  compared  to Figure 4‐10‐a, even  though  in Figure 4‐10‐c,  the number of 
scans reduces by 41% (122 scans) of the total 294 scans. 
b) The transient data at 70 ps was measured using two different samples  (A and B).  In  , we 
compare  the  transient of sample A  (blue curve)  to  that of  sample B  (red curve) and also  to  the 
average (black curve). Note that  including all the 294 scans; although error bars are comparable, 
the drop reduces by 30% of its size for the transient of both samples. 
c)  Figure 4‐12 shows  the  transient XAS obtained here  from averaging 294 scans  (14 hours) 
and  ref.2  of measurements  at  70  ps  time  delay  from  51  scans  (5  hours),  as well  as  the  static 
difference  
d)  2,  respectively,  from  the  average  signal, where   is  standard deviation.  These  Figures 
show  no meaningful  difference  compared  to  Figure  4‐10‐a,  even  though  in  Figure  4‐10‐c,  the 
number of scans reduces by 41% (122 scans) of the total 294 scans. 
e) The transient data at 70 ps was measured using two different samples  (A and B).  In  , we 
compare  the  transient of sample A  (blue curve)  to  that of  sample B  (red curve) and also  to  the 
average (black curve). Note that  including all the 294 scans; although error bars are comparable, 
the drop reduces by 30% of its size for the transient of both samples. 
f)  Figure 4‐12 shows  the  transient XAS obtained here  from averaging 294 scans  (14 hours) 
and  ref.2  of measurements  at  70  ps  time  delay  from  51  scans  (5  hours),  as well  as  the  static 












































 Transient sample A
 Transient sample B









Table 4‐3: Statistical analysis of  the  transient  signal at 70 ps  time delay with our  special method of measurement. 
Here,  is the standard deviation from average value; ei (i=1‐4) is the set of data points for energy scans, including ~25 















175  166 147 147 147x2=294  
10 loops  9 loops 8 loops 8 loops
3  Outliers 17   30 18 23 46* 




both  series,  the  transient  signal  level at 70 ps corresponds  to  less  than 2 % of  the  steady‐state 
absorption. The  transients  in both  series  show  the  same  trends and  in particular,  the deviation 
with the static difference around 7.145 keV.  It  is  important to note that despite having different 
data  acquisition  strategies,  their  identical  result  guarantees  the  reproducibility  of  the 




two  types  of  error  estimation  for  our  data.  The  first  type  is  the  propagated  standard  error* 









* The “Standard error” estimates how  repeated measurements on  the same setup  tend  to be distributed around  the “averaged 










signal with  102  data  points  there were  5  x  1010  X‐ray  shots.  From  the  absorption  coefficient 
obtained from the normalized static X‐ray absorption spectrum ∆A୬୭୰୫୊ ൌ 2%	ሺ1.2	%	for	300	psሻ, 
the edge‐jump of ∆Aୣୢ୥ୣ୊ ൌ25%  in  the normalized averaged unpumped  fluorescence signal, and 
the  value  of  the  fluorescence  yield    (ε୊  )  at  Fe    K‐edge    34%  (0.333    0.006)  obtained  from 
experimental  data  according  to  ref.  191, we  can  calculate  the  number  of  fluorescence  photons 
detected per data point: 
































Ref .2  70 ps  51    3.5 (100 points)  2%  15.4 
This work  70 ps  294  3  (102 points)*  2.3 %   19.5  
This work  300 ps  322  3 (102 points)*  1.2 %   16.8  



































163  162 162 162 162x2=324  
 10 loops   9 loops 9 loops 9 loops
3  Outliers  4 0  5 7 14 








higher flow rate of the sample  in a  longer closed  loop; e) an efficient cooling of the sample; f) a 
closer positioning of APD’s, i.e. larger solid angle for data collection. 
4.3.3 Simulation of the transient signal at 70 ps 
Ideally we would  like  to  derive  the  structure  of  intermediate  species  from  our  transients, 
however the most notable changes occur in the XANES region (up to ~50 eV above the edge) and 
are small, which makes a quantitative analysis very challenging. The weakness of  the signal  (i.e. 
the  deviation  from  the  static  difference  spectrum)  is  an  important  aspect  of  the  domed  6‐









Both  simulated  transient  XAS  spectra  (Figure  4‐14) were  calculated  using  the  multiple 
scattering  theory  implemented  within  the  FDMNES  package192.  A  self‐consistent  potential  of 
radius 6.0 A around the absorbing atom was used in each case. The interaction with the X‐ray field 
was described using the electric quadrupole approximation. Following the calculation, many body 
effects  and  the  core  hole  lifetime  broadening  were  accounted  for  using  an  arctangent 
convolution193. 
The structure used for the intermediate was obtained using a DFT(B3LYP*)194‐197 geometry op‐
timization of  the FeP(Im)(NO)  complex  in  the quartet  state using  the ORCA quantum  chemistry 
















Based  on  the  interpretation  of  the  static  spectra  given  in  section  4.2,  it  is  possible  to 
qualitatively assign the principle features of the transient as follows (using the same labelling as in 
Figure 4‐5): the negative feature A arises from a bleach of the high spin configuration of the iron in 
deoxyMb. Visible photoexcitation of  the system  in  the Q‐band  is associated  to a ‐* porphyrin 
transition triggers the photo‐dissociation channel147.  Involving only porphyrin orbitals, Q‐band ‐




the  iron  (and  doming  of  the  heme).  One  would  expect  these  peaks  to  decrease  in  intensity 
because of partially occupation of d  (dx2‐y2)  in the HS deoxy  form  (Figure 4‐2).  In Figure 4‐15, a 







which manifest  itself as a small positive feature  in the transient XAS at the energy slightly  lower 
than 7.114 keV  (the pre‐edge  feature  in the XAS of MbNO), see Figure 4‐15. However, owing to 
the weak nature of  the quadrupole  transition moment  this component  is not  remarkable  in  the 
transient spectrum. However, simultaneously there is a change from tetrahedral D4h symmetry in 
LS ferrous MbNO to the square pyramidal coordination symmetry (C4v) in the photolyzed species. 












DeoxyMb and the  ligated  form MbNO. This,  in retrospect, shows that on this time scale  (70‐300 
ps) any changes in the pre‐edge region associated with the intermediate species are merely due to 
an electronic changes within the d‐orbitals and not an oxidation state change. 
  Finally  the  region between  7.14  and  7.16  keV  is  very  sensitive  to  the  ligand binding,  as 
discussed  in  ref.43,  and  the  fact  that  it  is  negative  in  the  transient,  reflects  the  decreased 
absorption of deoxyMb‐like species at  these energies  (Figure 4‐5).  In summary:  (i) The  transient 
species  has  a  somewhat  similar  geometric  and  electronic  structure  to  deoxyMb;  (ii) Our  pulse 
width integrates the signals of the short components (<40 ps), representing over 50% of the total 
signal  (Table 4‐1). This  implies  that at 70 ps  time delay, we are mostly detecting domed  ligated 





iron  and  the NO  ligand  and  is,  of  course, weaker  than  in MbNO,  as  it  bears  several  common 
features with deoxyMb. Based on previous studies, we conclude that  it  is the domed NO‐ligated 
form23,26,27,175,176.  Ideally, we would  like  to derive  its structure  from our  transients, however  the 






compared to the deoxy  form. Nevertheless, bearing  in mind the  limitation of multiple scattering 
theories in the XANES region, we performed simulations of the static difference spectrum (taking 
the simulated spectra  from  ref.  43) and of  the domed  ligated species  just  to see  if  the observed 
trends are confirmed by theory. Figure 4‐14 shows that this  is  indeed the case, as the deviation 
from  the  static  difference  spectrum  becomes  larger  in  the  7.14  keV  region  in  the  case  of  the 
domed ligated form. Again we insist that these calculations cannot be used to extract the structure 
of the latter, due to limitations of the theory. 
We can now rationalize  the  three types of  time scales  (typically: <10 ps, 20‐30 ps, ~200 ps) 


















in Table 4‐1). The  rest of  the domed  species are covered  in  the 200 ps component because, as 
mentioned above, the rise is slower than the decay. Kruglik et al26 associate the 30 ps relaxation of 
the domed  ligated  to  the  constraints exerted by  the protein on  the porphyrin, while  from DFT 









the >1 ns component  in the present XAS study and  in previous optical studies  (Table 4‐1)  is most 





















dominant mechanism  in  fluorescence  quenching  of  Trp14173.  This  raises  the  question whether 
such ET pathways occur  in a  larger class of metalloproteins. Ferric Mbs are  ideal  to address  the 









The  time‐resolved XAS of metMb was measured using our high‐repetition  rate  setup.47 The 
metMb sample was excited using 10 ps laser pulses with 520 kHz repetition rate. The sample has 
been  excited  at  266  nm  to  excite  mainly  the  tryptophan  with  the  highest  molar  extinction 
coefficient in the range of 250–300 nm in Myoglobin 146 (see Figure 3‐8). The laser fluence used was 
5 J/cm2. XAS transients were recorded 80 ps after laser photo‐excitation. Monochromatic x‐rays 
are  focused on  the  sample  to a  spot of approximate dimensions of 50  x 50 µm2 at  the  sample 
position, approximately 40  cm  from  the exit of  the KB mirror unit. The  fluorescence  signal was 
recorded  by  two  large‐area  APDs  positioned  perpendicular  to  the  incoming  x‐ray  beam  to 
minimize scattering.  




drops  in  every  20 mL  batch  of Mb).  A  secondary  flow‐loop  was  used  to monitor  the  UV‐Vis 
spectrum of  the sample, ensuring  its  integrity during  the experiment. The  transient  in  the  time‐
resolved  XAS  signal  presented  here  is  composed  of  the  total  fluorescence  yield  signal  of  95 
individual  scans  each  about  2 minutes  (43  data  points)  that  corresponds  to  a  total  5.3  x1012 
ph/point.  
Figure 4‐17, shows the result of the measurement. The transient spectrum has been scaled to 




the  sequence  of  amino  acids  inside  the Mb,  we  can  count  up  to  two  tyrosine  (Try)  with  an 
extinction  coefficient  of  1000  M‐1cm‐1  and  sixteen  phenylalanine  (phen)  residues  with  an 
extinction  coefficient of 100 M‐1cm‐1.208  In  total  the  ratio of  Trp14 extinction  coefficient  to  the 
other  amino  acids  including  the  Trp7  is  5000/8600  which  explains  the  lower  probability  of 
excitation. Conclusion 
The present study demonstrates  the  feasibility of picosecond X‐ray absorption spectroscopy 




species  is  the  only  initial  product  of  recombination,  which  is  populated  in  200  ps  (due  to 
recombination  from distant NOs) and relaxes  in ~30 ps. The  latter time scale  is governed by the 
constraints exerted by the protein on the porphyrin. This work paves the way to an  investigation 























electronic‐vibrational  and  spin  relaxation  processes  in  TM  complexes.66,67,209‐211  Ultrafast 
luminescence  studies  of  Ir‐complexes  have  been  performed with monochromatic  detection  to 
investigate the excited states relaxation.84,209,210,212 These studies focussed on homoleptic systems, 
like the representative ppy‐based complex Ir1, which shows a very high luminescence efficiency at 
room  temperature  (RT).59 Under 400 nm excitation of  its  singlet metal‐to‐ligand‐charge‐transfer 
(1MLCT)  state,  the  observed  signal  of  Ir1  was  assigned  to  phosphorescence  from  the  3MLCT 
manifold.210 Within the time resolution of these experiments (220 fs), the luminescence was found 
to rise instantaneously and then decay with three time constants of ~0.2 ps, 3 ps and > 1 ns, where 
the  femtosecond dynamics are attributed  to electronic relaxation  to  the  lower electronic  3MLCT 
sub‐states  via  internal  conversion  (IC)  and  intra‐molecular  vibrational  redistribution  (IVR)‐ 
population equilibration of sub‐states. Energy Vibrational Redistribution (EVR) cooling with energy 
transfer to the solvent  is responsible of picosecond  luminescence decay  leading to the  long‐lived 
phosphorescence component.  
Almost  all  the  above‐mentioned  studies  of  Ir1  were  carried  out  with  monochromatic 
detection  only,84,210,213  that  hinders  a  full  visualization  of  the  relaxation  cascade.  However,  a 
polychromatic  detection  PLUC214  allows  a more  complete  visualization  of  the  cascade  among 






effects of  ligand substitution on the ultrafast relaxation of  Ir‐complexes, using our PLUC setup,  I 
studied  various  Ir‐complexes  differing  by  their  coordination  ligands.  This  chapter  presents  the 
results of femtosecond photoluminescence up‐conversion study of Ir(ppy)3 (Ir1), Ir(ppy)2(pic) (Ir2), 
Ir(ppy)2(bpy)  (Ir3)  and  Ir(ppz)3  (Ir4)  (ppy=  phenylpyridine;  ppz=  phenylpyrazole;  pic=  picolinate; 
bpy= bipyridine) in Chloroform (CHCl3) and/or Dimethylsulfoxide (DMSO). The use of two different 
excitation wavelengths  400  nm  (section  5.1.1)  and  266  nm  (section  5.2.1),  and  polychromatic 
probing in steps of ~120 fs, brought new insight into the relaxation cascade and the states therein 
involved  in the photophysics of  Ir1. The role of the  ligand architecture  in the photo‐physics of  Ir 
complexes  is  investigated  upon  visible  excitation  of  Ir1‐4  complexes.  Indeed,  the  effect  of 
symmetry  reduced on  the electronic  relaxation  is  investigated  through  the measurement of  the 
heteroleptic complexes  Ir2 and  Ir3, differing  from  Ir1 by substitution of one ppy by a pic or bpy 








unravel  the more  complicated  case  of  their  UV  excitation.  The  1MLCT  band  in  pyridine‐based 
compounds  lies  in  a  range  accessible  with  the  2nd  harmonic  (400nm)  of  our  pumping  laser. 
However,  Ir4 does not absorb at this wavelength, so  I could only excite  it at 266 nm  (see Figure 
3.15). 
5.1.1 Experimental Results  






in  the  two  solvents,  despite  their  different  polarity.  The  kinetics  of  the  Ir2  and  Ir3  signals  are 




state emission  for  Ir1 and  Ir2 spanning all the range of 450‐700 nm. Consequently, only the ppy 
ligand  is  involved at early times  in  Ir1‐2‐3.   The subsequent evolution of the emission  involves a 





























resolved  data,  namely  Singular  Value  Decomposition  (SVD)  technique  and  Global  fitting  (GF) 
together with the information they can provide is discussed in the (§2.4.3). 
In order  to disentangle  the  various  spectral  contributions  in  the  spectra,  singular  value de‐
composition (SVD) is carried out after subtraction of the Raman signal, of the (t‐λ) data for Ir1, Ir2 




τ1  ≤ 80  fs,  τ  2 = 0.9‐1.6 ps, and  τ  3 > 1 ns. The DAS associated  to  the shortest constant  (DAS1)  is 
centred around 490 nm for Ir1 and 530 nm for the other complexes, independent of the solvent. It 
appears that the blue wing of the DAS1 extends to 465 nm (21500 cm‐1) (Figure 5‐4) in which the 
lower amplitudes below <500 nm  is due  to  the  loss of efficiency  in  the detection  (§2.4.1),  so a 
relatively flat signal up to 500 nm can be considered. The observed shift in DMSO (Figure 5‐2) and 
the appreciable rise of the signal between 550 and 600 nm are reflected in the DAS traces (where 








Table 5‐1: Time  constants obtained  from  the  SVD  analysis of  the emission of  Ir1,  Ir2  and  Ir3  in CHCl3  and 
DMSO excited at 400 nm. The third column for each time scale is the peak position. 
     Sample  1,VIS [fs]  2,VIS [ps]  3, VIS [ps] 
 CHCl3  Ir1  78 ± 7  485 nm  1.1 ± 0.1  528 nm  > 1 ns  547 nm 
Ir2  72 ± 3  521 nm  1.2 ± 0.1  540 nm  > 1 ns  540 nm 
Ir3  51 ± 3  516 nm  1.6 ± 0.2  524 nm  > 1 ns  560 nm 
 DMSO  Ir1  80 ± 8   486 nm  1.0 ± 0.1  536 nm  > 1 ns  554 nm 
Ir2  66 ± 5  515 nm  0.9 ± 0.1  535 nm  > 1 ns  550 nm 
















state  between  ~440‐455  nm  (21980  cm‐1)  but  not  the  lowest  at  ~485  nm  (20620  cm‐1).  In  the 
literature,  this  peak  in  the  steady  state  absorption  spectrum  has  been  assigned  to  be 
predominantly  3MLCT  state  spin‐mixed  with  singlet  (Table  3‐2)  as  illustrated  by  its  higher 








480  nm  and  490  nm  (upon  400  nm  excitation  of  Ir1)  that  they  attributed  it  to  emission  from 
vibrationally hot sub‐state III with higher SOC, shorter lifetime, and faster dissipation of vibrational 
energy  via  IVR  compare  to  the  ultrafast  luminescence  (230  fs)  they  observed  in  500‐560  nm 
window. Now, with better time resolution (~150 fs in the visible) we observe decay at 80 fs in the 
range 470‐500 nm.   The faster kinetic hints not only to be a hotter sub‐state  III, but also coming 
from higher electronic  triplet  state  (455 nm) with more  significant  singlet  character.  I  conclude 
that this state (absorption at ~440‐455 nm) is populated by ISC < 80 from 1MLCT and decays (with 
IC) within  3MLCT manifold  to  reach  the  lowest  3MLCT.  This  ultrafast  cascade  agrees with  the 
retarded rise of the signal that is present in the range of 550‐600 nm at 1 ps (although the rise of 
the  signal  occurs  at  lower  energy  than  the  static  emission  which  can  be  explained  by  dual 
emission,  see  below).  Despite  the  clear  conclusion  of  Thompson  et  al59  about  the  absence  of 
fluorescence (due to the fast ISC (<100fs)210, 212) in cyclometalated Ir complexes, the characteristic 
of  this band yet has  to be  investigated. Theoretical calculations can explain better whether  this 




that  is attributed  to  the emission  from a higher  spin‐mixed  state absorbing at 410 nm  (section 
5.2.3). We will see  later  that, exciting  the sample  into  1LC populates all  the states  including  the 





with  the  steady  state phosphorescence of  Ir1  (520 nm),  so  it  is associated  to  the  lowest  3MLCT 
state.  Applying  the  Stokes  shift  of  ~2100  cm‐1  (Figure  3.15)  this  emission  is  coming  from  the 
absorption  state at ~485 nm  that has been populated within 80  fs by  IC  from  the higher  triplet 
state at 455 nm absorption  (Figure 3.15).   This band  (500‐540 nm)  later shows  two more decay 
time  scales at 1 ps and  longer  than 1 ns, which has been assigned  to vibrational cooling  to  the 





the  fact that these sub‐states are very close  lying  (<100 cm‐1)159,160 and our set‐up would not be 
able to resolve them.  
In the case of  Ir2 and  Ir3, the DAS of the shortest‐lived component shows a maximum near 
520  nm, making  them most  likely  3MLCT  states. However,  unlike  Ir1,  the  emission  from  these 
complexes undergoes a strong  reduction  (almost 50%)  in  the  first 200  fs with no  rise  in  the red 
part of the spectrum (Figure 5‐4). The corresponding DAS1 (Figure 5‐4) are broader and red‐shifted 
with respect to the DAS1 of  Ir1 and have a much  larger amplitude  (around 70%) with respect to 
DAS2 and DAS3. For Ir2‐3, we attribute  it to a higher  lying state of the 3MLCT manifold that has a 
larger  singlet  character.  Such  short‐lived  emissions  from  higher  lying  3MLCT  states  have  been 
reported in the case of Re215 and Os211 complexes. The strong loss of emission intensity in the first 
200 fs can be explained by the fact that upon cascading from higher to lower energy triplet states, 
the  singlet  character  of  these  states  dramatically  decreases,  implying  a  strong  decrease  of  the 
radiative rate. The strong loss of emission intensity in the first 200 fs can be explained by the fact 
that  upon  cascading  from  higher  to  lower  energy  triplet  states,  the  singlet  character  of  these 
states dramatically decreases, implying a strong decrease of the radiative rate.  
 



























triplets  in all of them. As mentioned  in the analysis section,  in the case of Ir3, DAS2 has negative 
values in the range 600‐700 nm corresponding to the rise of the band peaking at 650 nm. This can 
be  explained  by  the  relaxation mechanism  under  355  nm  proposed  by Wu  et  al.  As  shown  in 




the  former decays to an  intermediate state while the  latter  is populated  from that  intermediate 
state (Figure 5‐5). This intermediate state is a combination of 3MLCTppy and 3MLCTbpy with different 
symmetry than the main  lowest triplet states of each  ligand.  In a polar solvent (THF/ DMSO) the 
band at 520 nm (coming from 3MLCTppy) undergoes a fast (130 ps) decay to the intermediate state, 
while the 3MLCTbpy is only populated later (720 ps) in agreement with negative amplitudes of the 
negative DAS2. However,  in  the nonpolar solvent  (Toluene/ CHCl3)  the decay of  3MLCTppy  (~ 520 




process  from  the  lowest 3MLCT  state  to  the  to  the  curved ground  state  surface of  the  lowest  triplet  state. The 







maximum  of DAS2    (~536  nm)  and DAS3  (~554  nm)  in DMSO with  respect  to  the  steady‐state 
emission peak  is remarkable and  it  is absent  in the case of  Ir3  (Figure 5‐4).   A somewhat similar 
behaviour of the emission peak is also reported by Yersin et al.160 In their temperature‐dependent 
studies  of  the  steady‐state  spectra  of  Ir1  at  low  (LT)  and  room  temperature  (RT),  Yersin  and 
coworkers50,159,160 observe an emission at 530 nm (at 1.5 K) that they attribute to sub‐state I (the 
lowest  triplet  state  splits  into  three  sub‐states  due  to  ZFS  effect,  see  §3.3.1.1),  which  is 
characterized  by  a Herzberg‐Teller  (HT)  vibrational  coupling with  the  ground  state,  i.e.  the  0‐0 
transition is missing. Then, this emission shifts to blue at 30 K due to the emission from thermally 
populated  sub‐state  II  and  III  (§3.3.1.1)  and  because  of  higher  SOC  which  carry  significant 
allowedness  with  respect  to  their  0‐0  transitions  to  the  electronic  GS  than  sub‐state  I  and 
characterised  by  Franck‐Condon  (FC)  emissions.  At  RT  the  shape  changes  for  the  liquid  phase 
accompanying a red shift of the maximum. These considerations are not applicable here since we 
are at RT and  in  the  short  time domain. Rather, here mentioned  results  can be  rationalised by 
invoking a mechanism of dual luminescence with the red component dominating at early times of 
the order of 100’s ps, while  the bluer component  stemming  from a  lower energy conformation 










As already mentioned  for  Ir1 and  Ir2, the 3MLCT emission  involves the ppy moiety. The  fact 
that it decays to another minimum over extended times (100s ps to infinite times) implies that the 
relaxation from the blue emitting minimum to the red one is slow and therefore the barrier from 
one configuration  to  the other  is  larger  than kT. Given  the similarity of  the  time‐zero spectra of 





King et al. have proposed that the  large Stokes shift  in  Ir3  in  liquid solution occurs because of a 





nm to  investigate the ultrafast photo‐physics of  Ir(ppy)3  (Ir1), of two closely related heteroleptic 




After  excitation  of  the molecules  into  the  1MLCT  band  by  400  nm  photons,  a  80  fs  ISC 
populates  the  3MLCT manifold.  Phosphorescence  is  then  emitted  from  the  lower  lying  3MLCT 






















The photophysics of  large polyatomic molecules obeys  the Kasha  rule62 according  to which, 
they luminesce with appreciable yield only from the lowest excited state of a given multiplicity. The 
mechanisms  involved  along  the  relaxation  pathways  leading  to  this  luminescence  consist  of 
intramolecular  vibrational  redistribution  (IVR),  internal  conversion  (IC)  and  intersystem  crossing 
(ISC). IVR was specifically investigated in gas phase molecules such as Anthracene.63,64 It was found 









of  ≤  10  fs,  which  is  faster  than  some  of  the  highest  frequency  modes  of  the  system.  The 
participation  of  the  latter  modes  in  conical  intersections221  and  their  overdamping  to  low 
frequency intramolecular modes is invoked. 
5.2.1  Experimental Results of PLUC on Ir1‐UV Excitation 
Applied  set‐up  for ultrafast PL up‐conversion  is described  in §2.4.1 and  in  refs214,222. When 
operated for 266 nm excitation,  it has a time resolution of ~150 fs  in the ultraviolet (as  inferred 
from  the  Raman  peak  of  the  solvent,  Figure  5‐8), while  its  detection  limit  corresponds  to  an 
emission  quantum  yield  as  low  as  ~10‐6  67.  This  combination  allows  for  the  observation  of  the 
transient  fluorescence  from  high‐lying,  dipole‐allowed  electronic  transitions.  For  instance,  the 
estimated pure radiative lifetime (~1 ns) of the deep UV‐absorbing (<270 nm) Charge‐Transfer‐To‐
Solvent  (CTTS)  states  of  aqueous  iodide  prompted  us  to  attempt  and  successfully  detect  their 
Photoluminescence Up‐conversion Studies on Iridium Complexes 
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Figure 5‐7: Time‐wavelength plot of the 266 nm‐excited emission of  Ir1  in DMSO  in the first 1.5 ps after photo‐















~1.5‐1.6 eV. The emission  in the <480 nm region  is very short‐lived while at  longer wavelengths, 
further spectral evolution occurs (especially around 500 nm) within a ps, eventually leading to the 
long‐lived phosphorescence. Figure 5‐9 compares the emission spectrum at t=0 to the steady‐state 





the  emission  of  the  complex,  the  two  bands  are  very  similar.  Also  the  decay  kinetics  of  the 
fluorescence  is measured at 330 nm using single‐ wavelength detection and  In Figure 5‐10,  it  is 
compared  to  the  Raman  peak  obtained  under  identical  excitation  conditions.  Using  the  cross‐
correlation provided by  the  latter and by deconvolution,  I  found  that  the LC emission decays  in 
70±20 fs. This is significantly shorter than the lifetime of ~1 ns of ppy ligands in solution.223 Further 
insight  into  the 266 nm‐excitation  induced  intramolecular dynamics comes  from  the  time‐gated 
emission spectra shown  in Figure 5‐11. Just as  in Figure 5‐7,  it can be seen that the fluorescence 





















t=0 covers  the entire range up  to  the main band at 520‐540 nm, whereas only  the  latter can be 
observed upon 400 nm excitation.  
The 520‐540 nm emission coincides with the steady‐state phosphorescence  from the  lowest 
















the various  spectral contributions  in  time‐resolved data. The  results are  identical  in both cases. 


























stants  are  further  confirmed by  fitting  the  kinetic  traces  at  three  characteristic wavelengths  as 
shown in Figure 5‐14, with the results of fits given in Table 5‐2. The ~80 fs DAS fully confirms the 
trends of Figure 5‐7, Figure 5‐11 and in that it reproduces the spectral profile of the LC emission at 





the population  in the  lowest MLCT state and  its departure from the LC state are  identical within 
the uncertainty of these measurements. 
 
Figure 5‐14: Kinetic  traces extracted  from  time‐dependent emission data of 266 nm‐excited  Ir1  (Figure 5‐7) by 














0.072±0.010  ‐0.89  0.72  1.00 
0.35±0.10  0.74  0.26  0.00 




5.2.3 Discussion  ‐ An  intramolecular electronic relaxation at sub‐vibrational time 
scale 
These observations can only be rationalized by assuming that the LC decay is the rate‐limiting 
step of the entire ensuing cascade, which  itself must be extremely fast (an upper  limit of 10 fs  is 
estimated).  Thus,  the  LC  state  decays  to  the manifold  of  near‐resonant MLCT  states  and  the 
subsequent  intramolecular  relaxation  therein  proceeds  in  <  10  fs.  The  ~70‐80  fs  component 
appears as a decay of  the  intermediate  states  (350  to 500 nm) because  they are decaying on a 
much shorter  time.  It should be stressed  that  the  region between  the LC and  the  lowest  3MLCT 
state  is characterized by a very high density of strongly spin‐mixed MLCT states (over 100),157,224 




of  the  >1  ns  component,  but  this  is  not  the  case.  Therefore,  we  conclude  that  it  reflects  a 
vibrational relaxation process within the lowest 3MLCT state, which narrows and shifts to the red. 
The ~300 fs time scale is close to the 230 fs component reported by Samuel and co‐workers210 in 




The  overall  relaxation  cascade  inferred  from  the  present  results  is  schematically  shown  in 
Figure 5‐15. Upon fs excitation of the LC state at 266 nm, decay to the manifold of close lying spin‐












decay  to  the  ground  state  on  much  longer  time  scales  (>>  1  ns).  In  another  study,  with 
monochromatic detection, Samuel et al213 investigated the relaxation cascade of the heteroleptic 













eV).  As  mentioned  above,  they  were  already  hinted  to  from  indirect  measurements  on  TM 
complexes,225  on  organic  molecules,226  and  on  biological  chromophores  in  proteins  such  as 
rhodopsin where, within the 20  fs resolution of their experiment, Polli et observed a stimulated 
emission with a Stokes shift of about 0.7 eV with  respect  to  the pump energy.227 The  sub‐10  fs 
time  scales  invoked  here  and  in  these  examples  is  below  the  period  of most  of  the  highest 
frequency modes of the systems under study. Factors such as high density of states (i.e. very small 
energy  gaps)  and  strong  electronic  and  spin‐orbit  couplings  obviously  play  an  essential  role  in 
favouring  the  ultrafast  relaxation. Also,  it was  shown  by  theory  that  conical  intersection  (CI’s), 
mediated  by  high  frequency  modes,  enable  much  faster  internal  conversion  processes  than 
avoided surface crossings, when energy dissipation to a bath is included, e. g. here this would be 
to the bath of intramolecular degrees of freedom in addition to the solvent.228 As a matter of fact, 
CIs  were  invoked  to  explain  the  observations  in  rhodopsin.227  However,  the  occurrence  of 




but  simply  that  it  is  cold with  respect  to  the  high  frequency  Franck‐Condon modes, which  are 

























thermal  activation  of  a  non‐radiative  channel  to  the  ground  state  as  reported  in  the  case  of 
Copper  complexes.229 On  this point, according  to  refs  59,60,  the  calculated energy barrier  to  the 
non‐radiative state  for  Ir4 has a value comparable  to  the  Ir‐N bond strength between  the  Ir  ion 
and a ppz ligand. Therefore at RT, thermal energy would be sufficient to cause the rupture of this 
bond after excitation. A rotation of the ppz ligand would then stabilize the complex into a trigonal 








in  a  TM  complex  provides  us  with  an  unambiguous  clocking  of  the  ensuing  intramolecular 
dynamics, which is found to occur in < 10 fs. In this respect, due to its notably longer lifetime, the 
LC state in the present system provides a “bottleneck” to the intramolecular relaxation compared 
to  these extremely  short decay  times.  The  fact  that  large energy  ranges of  the  cascade  can be 
crossed at sub‐vibrational time scales  is attributed to the participation of high  frequency modes, 
probably  through  conical  intersections,  and  to  their  overdamping  by  dissipation  to  the  lower 
frequency modes of the system. 
5.3 Nanosecond TCSPC studies for Ir1 and Ir4 
The nanosecond‐resolved photoluminescence  lifetimes of  Ir1 and  Ir4 are recorded  in DMSO. 
For Ir1 in DMSO a lifetime of 170 ± 30 ns was found across the entire profile of its emission band 
(Figure 3.15). Reduction of the lifetime of Ir1 at RT from 1.6 s to 45 ns in aerated CH2Cl2 and to 36 
ns  in  aerated  2‐Methyltetrahydrofuran  (2‐MeTHF)  have  been  previously  reported.59,212  This 




of 530 ± 80  fs  (78%) and a  long one  that  is  fixed at 1.6 ns  (22%), according  to  the nanosecond‐
resolved measurements (Figure 5‐17‐b).  In contrast,  Ir4  luminescence decays  faster with respect 
to ppy‐based compounds. Figure 5‐17 shows the photoluminescence emitted at 450 nm at RT by 
Ir4  in  an  aerated  solution of DMSO, decaying with  a  time  constant of 1.6  0.1 ns. The  strong 






Figure 5‐17:  (a) Nanosecond‐resolved signal at 520 nm emitted by  Ir1  in DMSO. The red  line shows the  fit of the 











of  studies  to  directly  probe  the  iridium  as  the  active  site  of  these  complexes. Almost  all  X‐ray 
studies  on  the  iridium  complexes  focused  on  defining  the  geometric  structure  of  the 
cyclometalated  iridium  complexes  via  X‐ray  crystallography  or  diffraction.  However,  Kim  et.  al 
conducted  XAS  study  on  iridates  (iridium  oxides)  powder  samples  at  the  L2  and  L3  edges  of  Ir 
investigating  the  strength  of  spin‐orbit  coupling  (SOC)68.  Another  XAS  survey  was  done  on 
relatively  complicated  system  of  a  NDI‐PMI‐Ir  catalyst  triad  to  investigate  the  oxidation  state 
change  during  the  catalytic  mechanism  upon  photoexcitation  of  PMI,  which  provided  direct 
evidence of Ir+3 Ir+4 oxidation state change.69  
The severe lack of element specific X‐ray absorption spectroscopy (XAS) and time‐resolved X‐
ray  absorption  spectroscopy  (TR‐XAS)  studies  on  this  important  class  of  organometallic 
compounds  prompted  us  to  study  the  ground  state  of  four  different  iridium  cyclometalated 
complexes  Ir1  (Ir1),  Ir(ppy)2(pic)  (Ir2),  [Ir(ppy)2(bpy)]+  (Ir3), and  Ir(ppy)3    (Ir4) by means of XAS  (§ 
6.1).  To  our  knowledge,  this  is  the  first  systematic  study  of  these  tris‐cyclometalated  iridium 
complexes  in  solution  via  x‐ray  absorption  spectroscopy  providing  more  insight  about  the 




laser‐excitation  of  tris‐cyclometalated  Iridium  complexes  Ir1  and  Ir4  by  time‐resolved  X‐ray 









after  electrical  excitation.  Indeed,  because  only  25%  form  singlet  states  (S1),  and  in  order  to 
achieve high efficiency one must ensure that the T1 state (75% of the excited state)  is effectively 
coupled  to  the molecular  ground  state  (S0).  This  is  achieved  through  strong  spin‐orbit  coupling 
(SOC) between the two states.  
Second‐generation  phosphorescence‐based  OLEDs  (PHOLEDs)  overcame  this  limitation  by 
doping the host layer with metal‐organic emitters.5 Through exploiting the large SOC of the metal 
centre,  it becomes possible to also harvest the triplet excitons and consequently achieve almost 
unity quantum efficiency. However,  to date  the only phosphorescent materials  found practically 
useful  are  iridium  and platinum  complexes.  This  is  because  alternative  complexes,  based  upon 
more abundant metal  ions,  tend  to have smaller SOC and  therefore exhibit much  lower T1 S0 
radiative rates. In such cases the emission decay times are too long, and non‐radiative processes, 
saturation  and/or  triplet‐triplet  annihilation  effects  lead  to  quenching  of  the  excited  states, 



























samples were  continuously  flown  through  a  sheet  jet  (0.5 mm  path  length)  to  avoid  damage 





In other words,  the  spectrum  is normalized  to  the edge as described  in  (§ 6.1.1). The  range of 
11.10 keV to 11.65 keV covers both XANES and EXAFS regions (§ 2.I). The ionization potential (E0) 
is estimated  (§2.1)  from the  first derivative of the static X‐ray absorption spectra  for  Ir1 and  Ir4 







In  the  following we will assign  the main  features of  the ground state XAS spectra shown  in 





















WL  intensity of  Ir4  is  somewhat  larger  indicating a  larger  contribution of  Ir 5d  character  in  the 
region. This increase in WL intensity for Ir4 is accompanied by a decrease in the above‐ionization 
resonance at 11.227 keV (feature D). The spectra of both Ir2 and Ir3 are very similar to each other, 
and  red  shifted  in  comparison  with  the  other  two.  Additionally,  the  WL  intensity  in  the 












of  the  crystal  structures of  Ir1238  and  Ir4156  determined by X‐ray  crystallography, were used  to 
generate  the  fine  structure ߯௙௜௧ሺ݇ሻ. FEFF9 using  the ARTEMIS  interface234 generates  single‐ and 











parameters  ఊܰ , ܵ଴ଶ, ∆ܴ, 	∆ܧ଴, and ߪఊଶ  (Table 6‐2)  for each path. These parameters  refer  to: path 
degeneracy, amplitude in %, the deviation from the input half path length ܴఊ, deviation from the 
input edge‐position* (the maximum of the first derivative  in the spectrum), and the squared rms 
fluctuations  in path  length ߪఊଶ or Debye‐Waller  factor  (see  § 0).  The  scattering  amplitudes  and 
phase‐shifts are calculated by FEFF9. Each of these parameters has typical range (§2.1) of value, as 
the number of parameters we can extract  is  limited to ܰ ൎ ଶ∆௞	∆ோ	గ .239 Hence, to avoid overfitting 
the signal,  it  is always recommended  to keep  the number of  independent parameters as  low as 
possible, while maintaining  a meaningful  analysis. Using  common  half‐path  lengths  and  similar 
amplitudes for all Ir‐N and all Ir‐C scattering paths  in the first two shells, as well as similar  and 
	∆ܧ଴ parameter  for C and N atoms  reduces  the number of  independent  fit parameters  to 6  for 
both samples of Ir1 and Ir4 (Table 6‐2).  
EXAFS  fitting  is  typically  done  in  R‐space  to  retrieve  distances  R  (bond  length)  and 
coordination  number  ignoring  the  contribution  of  higher  shells.  In  the  fitting  procedure,  the 
reduced measured data   is first transformed to k‐space converting the  incident X‐ray energy to 



























3  1  2.194  100  ࡵ࢘ ↔ ࡯૚૛૜ࡵ࢘ ↔ ࡯૚૛૛ ࡵ࢘ ↔ ࡯૚૛૚  
∆ࡾࡵ࢘ି࡯૚૛૜ 
࣌ࡵ࢘ି࡯









3  1  2.0156  100  ࡵ࢘ ↔ ࡯૚ࡵ࢘ ↔ ࡯૚૙ ࡵ࢘ ↔ ࡯૚ૢ  
∆ࡾࡵ࢘ି࡯૚ ࣌ࡵ࢘ି࡯ 
3  1  2.0206  99.42  ࡵ࢘ ↔ ࡺ૚ࡵ࢘ ↔ ࡺ૜ ࡵ࢘ ↔ ࡺ૞
∆ࡾࡵ࢘ିࡺ૚ ࣌ࡵ࢘ି࡯ 
 
Table  6‐2:  All  the  independent  parameters  used  for  fitting  the  EXAFS  of  Ir1  and  Ir4.  Parameters  are 






Guess  Uncertainties    Initial   Guess  Uncertainties    Initial  
∆ࡾࡵ࢘ି࡯ ( Å)  ‐0.011    0.072  0.0000    0.068   0.038  0.0000 
∆ࡾࡵ࢘ିࡺ( Å)  ‐0.005    0.030  0.0000    ‐0.067   0.037  0.003 
࣌ࡵ࢘ି࡯૛     0.0002    0.002  0.0030    ‐0.0002   0.002  0.0030 
 
 
the  lower  limit of the k‐range  is set at relatively high energy  (corresponding to higher energy 
photoelectrons). Hence, for first shell analy sis including only SS, the k‐range is set to 4.6‐13.8 Å‐


















single  scattering  paths.  For  obtaining  a  satisfying  agreement  for  ܴఊ௠௔௫~4.3  Å  with  a minimal 
number of free fitting parameters, six scattering pathways of first shell were found to be sufficient 




they  share  the  other  two  variables  	∆ܧ଴,  and  ߪூ௥ି௖ଶ ).  Hence,  unsurprisingly,  in  Ir1  there  is  no 
discrimination between N and C in the fit except that N has higher amplitude. 
Comparing Ir1 and Ir4 in Table 6‐3 (see Appendix B), it is found that the Ir‐C distances in Ir4 is 




only  locate  the  position  of  atoms  in  the  first  shell  neighborhood  of  Ir.  Identical  above‐edge 
resonances,  feature  D  in  Figure  6‐2,  for  all  the  samples  indicates  that  the  atoms  and  bond 
distances in the first coordination sphere with the Ir are rather similar within the present signal to 
noise  ratio  (S/N). Moreover,  the  relative  interatomic  distances  for  Ir‐C  (and  Ir‐N)  obtained  by 
EXAFS  analysis  for  Ir1  and  Ir4  differs  from  the  crystallographic/diffraction  data  and  quantum 





















differentiate  between  Ir1,  Ir4.  In  any  case,  we  should  remember  the  EXAFS  region  in  these 
complexes in solution is quite featureless.   
6.1.1.2 Analysis of the XANES region 
Figure  6‐5  shows  L3‐edge  spectra  calculated  using  the  FEFF9  package240  compared  to  the 
experimental  spectra  presented  in  (§  6.I.1).  The main  structural  parameters  for  the  optimized 
geometries of ground states for all the complexes are shown in Table 6‐4 and are depicted in . The 
overall agreement between  the  simulated and experimental  spectra  is good, and  the  simulated 
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spectra  capture  the  three main  features  occurring  at  11.22  keV,  11.227  keV  and  11.263  keV 
(indicated by dashed lines in Figure 6‐5). The first one corresponds to the WL, composed of dipole 
allowed  2p‐5d  transitions,  while  the  latter  two  are  above  the  ionization  threshold  and 
consequently are multiple scattering resonances primarily sensitive to structure. The experimental 
trends,  namely  an  increase  in  the  WL  line  strength  and  a  decrease  in  the  above‐ionization 
resonance at 11.227 keV for Ir4 compared to Ir1, are reproduced by the calculations. The former 
effect  reflects  the difference  in  the covalency* of  the  two  ligands and consequently  impacts  the 
distribution of 5d orbitals density of states within the valence electronic structure and is discussed 
in more detail below. The  latter effect  (weaker D  feature)  in  Ir4  reflects  the  structural  changes 









  Ir1    Ir4    Ir3    Ir2 
Bond length 
  X‐ray241  PBE(S0)  PBE(T1) PBE(S0) PBE(T1) X‐ray242 PBE(S0)  PBE (S0)
Ir‐N  2.13  2.15  2.14  2.12 2.10 2.06 2.06    2.05
Ir‐N      2.15 2.16    2.16
Ir‐O          2.17
Ir‐C  2.02  2.02  2.01  2.02 2.04 2.02 2.02    2.01
Bond Angle 
C‐Ir‐N      80.7 80.2    80.7
N‐Ir‐N    79.2  79.5  78.9 79.5 76.4 75.9     
O‐Ir‐N          76.7
 
                                                                        
* Here it means the bond strength due to the degree of -back donation.  
† In Table 6‐4, the XANES analysis gives quite a different bond length for Ir‐C (shorter) than Ir‐N for both samples. 
Also, it yields longer Ir‐N bond for Ir4 relative to Ir1, which is not the case for the EXAFS analysis (Table 6‐3). However, 




In  the  case  of  Ir3  and  Ir2  (Figure  6‐5‐b)  the  calculations  indicate,  as  observed 
experimentally, that the spectra of the two complexes are almost identical. This is because the 
main  change,  in  the  first  coordination  sphere  of  the  Ir  is  the  exchange  on N  for O  and,  as 
discussed earlier, XAS has limited ability to distinguish atomic species within Z1. It is therefore 
unsurprising  that  the  spectra  are  so  similar.  However,  importantly  the  Ir‐N  and  Ir‐O  bond 
lengths in the two complexes are almost identical.  
The  edge  region  of  the  XANES  spectrum  was  calculated  using  TDDFT243  within  the 
approximation  of  the  BP86  functional244. We  considered  excitations  only  from  the  2p  core 
levels of  iridium. The  calculations used a TZVP basis  set and accounted  for  scalar  relativistic 
effects using the ZORA approximation245. Figure 6‐5 compares the calculated WL region of the 
spectra to the experimental data. For all complexes we observe a broad and rather featureless 
resonance as a  consequence of  the  large  lifetime broadening associated with  the  Ir 2p  core 
hole (5.5 eV). Interestingly, as previously noted, the experimental spectra of Ir1 and Ir4 appear 
to  show  (the  second  derivative  of  the  spectra  is  used  to  locate  the  energy  of  this  peak)  a 
resonance at 11.213 keV (1 eV resolution), respectively. This is not observed in the calculated 
spectrum with 5.5 eV broadening. Figure 6‐6‐inset shows the calculated spectra with a reduced 
core‐hole broadening  (1.5 eV).  In  the case of  Ir1,  resonances become visible  (shown with an 
arrow),  one  is  predominately  a  metal  (2p3/2)‐to‐ligand  charge  transfer  (MLCT)  excitation 
(feature  B)  and  the  other  a  2p3/2  5d  transition  (feature  C).  Figure  6‐7  shows  the  density 
difference plots (i.e. ∆ߩ ൌ ߩீௌ െ ߩாௌ ). Similar resonounces are also observed for Ir4.  However, 
for Ir4, π‐backbonding is weaker, this weakens feature B also it is closer* to the main transition 
of 2p3/2 5d  in WL and not resolved  in the calculation. The contribution of 5d orbitals  in the 
molecular orbitals of d2, d1a, and d1b are calculated  for the  Ir1  [Ir4]157  ,165 to be 52%  [50.2%], 



















spread  and  mixed  into  the  ligand‐valence  orbitals).  However,  other  mechanism  namely 
configuration  interaction  (CI)  are  involved  in determining  the  intensity of  the WL  in  complexes 
Static and Time‐resolved Complex   X‐ray Absorption Spectroscopy of Tris‐Cyclometalated Iridium Complexes 
136 
having  the  ‐back  donation.  In  particular,  a  final  state  mixing  mechanism  that  redistributes 
intensity from the main eg peak into the * orbitals.246  
In the case of Ir3 and Ir2 the transitions are dominated by metal centred transitions 2p3/2  
5d  (Table  6‐5), which  are  close  in  energy  and  form  one  strong  resonance.  This  is  due  to  the 
reduced  covalency  of  the  bpy  and  pic  ligands  compared  to  ppy  and  ppz  leading  to  purer  d‐





Figure 6‐6: A zoom of the Ir L3‐edge WL line of Ir1 (red), Ir4 (green), Ir3 (black) and Ir2 (blue) compared to the 












Two cyclometalated  iridium samples of  Ir1 and  Ir4 were studied  in  two series of  laser/X‐ray 
pump/probe experiments; the first was in dichloromethane (DCM), a non‐polar solvent, while the 
second series was conducted in the polar solvent of dimethylsulfoxide (DMSO). The differences in 
the experimental  conditions of  the  two  series of experiments  are  summarized  in Table 6‐5.  To 
minimize  sample damage,  the  solution was  flown  through  the  jet nozzle using peristaltic pump 














Hence,  520  kHz  repetition  rate  (RR) was  an  appropriate  choice  for  the  recovery of  the  excited 
sample. However, the lifetime of the lowest triplet state of Ir1 is reported to increase to 1.6 s in 
the absence of oxygen.59  In order to  isolate the sample from Oxygen quenching, the sample was 
circulated  in  the  sheet  jet placed  inside a  chamber under N2 over‐pressure. Moreover,  samples 
were degassed and bubbled with N2 for about 1 hour before measurements. Enhancement of the 
lifetime prompted us  to work at 260 kHz  to give enough  time  for  the recovery of  the  irradiated 
sample.  Absorption  at  355  nm will  excite  the  sample  to  1MLCT  state  (Figure  3.III.6).  The  low 
achievable concentration of <2 mM (very low solubility) together with the low damage threshold 
of  laser  power  resulted  in  limited  excitation  yield,	݂(t),  of  this  sample.  The magnitude  of  the 









































By  means  of  picosecond  X‐ray  absorption  spectroscopy  (XAS)  it  has  been  successfully 
measured  the  transient  spectrum  (pumped  sample  spectrum–un‐pumped  sample  spectrum) at 
the  Ir L3‐edge of both  Ir1 and  Ir4 probed 150 ps after  laser excitation. Upon optical excitation a 
Metal to Ligand Charge Transfer (MLCT) occurs, the change of oxidation state is observed by the 
edge shift. The  time‐resolved  Ir L3‐edge  transients of  Ir1 and  Ir4  in DCM  recorded  in  the  range 
11.20‐11.30  keV  are  shown  in  Figure  6‐8.  The  upper  panels  show  ground  state  (GS)  X‐ray 




steady‐state  absorption  signal  level  (Table  6‐6).  However,  here  for  easier  comparison  the 
transient spectra are normalized to the first maximum. The transients shown  in the  lower panel 
of Figure 6‐8 are result of a  total of 266 scans  for  Ir1 and 269 scans  for  Ir4 each scan  takes ~3 
minutes  (all parameters are  summarized  in Table 6‐6). The obtained  signal‐to‐noise  ratio  (S/N) 
which  is  defined  as  the  ratio  of  signal  level  to  half  the  error  bar  at  the  highest  peak  of  the 
transient (11.219 keV) is 7.8 for Ir1 and 7 for Ir4.  
In Figure 6‐9‐upper panel, within our X‐ray probe temporal resolution of 70 ps, in agreement 













Table 6‐6   Statistics of  the  two series of measurements. The signal‐to‐noise  ratio  (S/N)  is defined as  the division of 
signal level by half the error bar and is given for an energy of 11.215 keV. Values in paranteses refere to equivalents in 






Ir1  226 (321)   70 (56)  3.6 %   8   











keV (Figure 6‐8). Note that feature A  in the transient  locates at 11.215 keV, and the pre‐edge  in 
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relative  to  that  of  Ir1. Qualitatively we  can  say  that  the more  negative  value  indicates  less 
absorption  in  the  ES of  Ir4 with  respect  to  Ir1  in DMSO. However, being  spectrally broader 
could also reflect more structural differences in the ES of the two samples in the polar solvent 
DMSO. Moreover, comparing the transient signal for each sample  in DCM and DMSO (Figure 
6‐10)  shows  that  in both  cases  the negative peak B at 11.22 keV  is deeper  in DMSO. Yet, a 














in  the  case  of  Ir1  a  single  exponential  function  is  sufficient  to  describe  the  decay.  Table  6‐7 
summarizes the time scales and their amplitude  for both samples. The upper panel of Figure 6‐11 
shows  the whole  range we scanned and  lower panel zooms  into  the  first 10 ns. As  tabulated  in 
Table 6‐7, a double exponential  is used to reproduce the data. The former function gives a time 
scale very close to 36 ns obtained from optical measurement59 under aerated conditions, and the 









In DCM  1 (ns)  Amp.  2 (ns)  Amp. 
Ir1  36.87 ± 11.5  2.10 ± 0.20  1600 (fix)  0.83 ± 0.19 
Ir4  0.77  0.32  1.45  0.29  187.59  73.2  0.95  0.10 





























∆ܣሺܧሻ ൌ ݃. ൫ߤ∗ሺܧሻ െ ߤሺܧሻ൯ 
݃  is  the  scaling  factor  substitutes  the  excitation  yield  ݂  in  Equation  2.21.  In  (§  6.2.1)  the 
excitation yield has been estimated for these ps XAS studies to be ~2% for Ir1 in DCM. A qualitative 
experimental  analysis  is  that  first  the  transient  spectrum  is  compared  to  the  difference  signal 
∆ܣ௖௔௟௖ᇱ  between a hypothetical ES and the GS‐XAS. As mentioned earlier, the negative feature  in 
the transient signal around the energy position of the WL, indicates a shift toward higher energy in 









complex  at  the  L3‐edge:  a  blue  shift  of  the WL  toward  higher  energies  by  ~  1.3  eV  for  each 










It  is  apparent  from  Figure  6‐10  that  the  transient  signal  for both  samples  in both  solvents 
shows significant changes only around the WL  (feature B). These reflect a re‐organization of the 
electronic  structure  on  the  Ir  following  photoexcitation.  Indeed,  as  shown  by  the  optimized 
structures  in Table 6‐4,  the absence of any significant above edge changes  in  the XAS spectra  is 
because of  the  small  structural  reorganization of  these  complexes  in  the excited  state, a highly 
































In  this  chapter,  I  presented  the  studies  of  the  ground  state  (GS)  of  four  different  iridium 
cyclometalated complexes Ir1, Ir2, Ir3, and Ir4 using X‐ray absorption spectroscopy (XAS) at the Ir 
L3‐edge  in  DCM  and  DMSO  solution.  The  XAS  results  probing  directly  the  iridium  site  provide 
insight into the electronic and geometrical structure of the GS of these complexes. There are four 
main  features  in  the  XAS  spectra:  a  pre‐edge  feature  at  ~11.213  keV;  the white  line  (WL)  at 
~11.220 keV; and two multiple scattering features (at 11.227 keV and 11.263 keV). The geometric 




spectra,  capturing  the main  features  of WL  and  the  two multiple  scattering  resonances.  The 
calculations correctly show a higher WL strength and weaker above‐ionization resonance  for  Ir4 
than  for  Ir1.  In  the  case of  the heteroleptic  Ir3  and  Ir2  compounds,  the  calculations  yield  very 
similar spectra and almost  identical Ir‐N and Ir‐O bond  lengths  in the two complexes, pointing to 
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the  limited ability of XAS  to distinguish  the effect of substituting N  for O. Moreover,  the XANES 






edge of  Ir(III)  is a transition  from 2p3/2 to 5d  (eg) orbitals. The WL  intensity of  Ir4  is  larger than 
that  of  Ir1,  reflecting  the  stronger ‐back  donation  in  the  latter. Higher WL  intensity  for  Ir4  is 
accompanied by a decrease  in the above‐ionization resonance at 11.227 keV. Weaker resonance 
at this energy points to slightly longer bond lengths in Ir4. The spectra of both Ir3 and Ir2 are very 
similar with  stronger WL  absorption  at  slightly  lower  energy  in  comparison  to  the  other  two 
samples, which also  implies weaker ‐back donation  in them. In addition, only XAS spectra of Ir1 
and  Ir4  show a pre‐edge  feature  corresponding  to a  transition  from  the 2p3/2  core  level  to  the 
lowest‐lying unoccupied valence * orbitals of the pyridine or pyrazole ligands. The edge region of 
the  XANES  spectrum  was  calculated  (using  TDDFT243)  to  be  a  broad  and  rather  featureless 
resonance for all the complexes. A shoulder due to a resonance of predominantly metal (2p3/2)‐to‐
ligand charge transfer excitation becomes apparent  in the simulated spectrum of Ir1 when using 
an  (unreasonably small) core‐hole broadening  (1.5 eV). This  is not  the case  for  Ir4 owing  to  the 
smaller ‐back donation. This shoulder  is  indistinguishable for the calculated spectrum  in Ir4 due 
to  the weaker  ‐back  donation  of  5d  electrons.  In  the  case  of  Ir3  and  Ir2,  the  transitions  are 





for  both  samples  (in  both  solvents)  shows  a  positive  feature  at  11.215  keV.  This  feature 







created  by  photoexcitation,  opening  a  new  absorption  channel  (2p5d(t2g)).  Moreover, 
comparing the transient signals obtained  in the polar solvent  (DMSO) and the non‐polar solvent 
(DCM),  shows  essentially  identical  spectra  for  Ir1  and  Ir4  in  the  latter, while  they  are  clearly 
distinct in the former. The transient signal in DMSO shows spectrally broader and deeper negative 
feature for Ir4. Clearly, the obtained S/N ratio of ~8 for Ir4 (~7 for  Ir1)  limits us from driving any 







In  this  thesis,  I presented different experimental  studies on  two  classes of  transition metal 
compounds.  The  ultrafast  dynamics  of  Fe‐based metalloproteins,  first  and  foremost Myoglobin 
(Mb)  in nitrosy  lmyoglobin  (MbNO), building block of heme proteins, were studied by using  the 
advantages of  the  high‐repetition  rate picosecond  laser pump/X‐ray probe  scheme  suitable  for 
dilute  solutions  under  physiological  conditions.  In  particular,  I  deliver  results  of  pump‐probe 
measurements  on MbNO  in  physiological  solutions,  where  we  directly  interrogate  the  active 
centre  of  the  protein,  delivering  insight  into  its  electronic  and  geometric  structure.  Second,  I 
focused  on  the  ultrafast  dynamics  of  Iridium‐based  organometallic  compounds,  namely  tris‐
cyclometalated  iridium  complexes  famous  for  their  high  performance  in  the  fields  of 
phosphorescent  organic  light  emitting  diodes  (PHOLED).  Using  our  photoluminescence  up‐
conversion  (PLUC)  setup  with  <150  fs  temporal  resolution,  we  were  able  to  detect  at 
intramolecular  electronic  relaxation  at  sub‐vibrational  time  scales  upon  UV  excitation  of  the 
archetypal  Ir(ppy)3  (Ir1)  complex. Using  the  same PLUC  setup, other  tris‐cyclometalated  iridium 
complexes  (pyridine  based  homoleptic  and  heteroleptic  complexes  and  a  pyrazole  based 
homoleptic  complex)  were  studied  under  visible  light  excitation  to  follow  their  femtosecond 
relaxation  dynamics  in  solution.  Finally,  systematic  studies  on  the  electronic  and  geometric 
structure  of  four  different  tris‐cyclometalated  iridium  complexes  using  X‐ray  absorption 
spectroscopy  (XAS) were presented. Moreover, by means of picosecond  laser pump/X‐ray probe 
experiments I could investigate directly for the first time the structural changes in photoexcited Ir1 












described  in  chapter  4 we  observed  deviations  of  the  ps  transient  from  the  static  difference 
spectrum. The  transient XAS  spectra at 70 ps and 300 ps are  identical but  they weakly deviate 
from  the  difference  between  the  static  spectra  of  deoxyMb  and  MbNO  demonstrating  the 
formation of an intermediate species. From the results presented (namely the pre‐edge and main 
edge features in the transient spectra), we conclude that the domed MbNO* is the initial species 
generated  by  ligand  – metal  recombination.  This  intermediate  is  identified  as  a  6‐coordinated 
domed species, which is populated on a time scale of ~200 ps (due to recombination from distant 
NOs)  and  relaxes  in  ~30  ps.  It  is  important  to  note  that  this work  used  distinct  experimental 




7.2 Photoluminescence  up‐conversion  studies  on  tris‐cyclometalated  iridium 
complexes 
I presented a broadband  femtosecond  luminescence  study of  the ultrafast photo‐physics of 






to  the  lowest  triplet metal‐to‐ligand  charge  transfer  (3MLCT)  state  that  lies  ~1.6  eV  lower  in 
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energy. We  find that the relaxation cascade proceeds at a time scales of ≤ 10  fs, which  is  faster 
than some of the highest frequency modes of the system.  
In  the overall  relaxation mechanism we  infer  from  the present  results  that  a decay  to  the 
manifold of close lying spin‐mixed MLCT states occurs in ~70 fs after excitation of the LC state at 
266 nm. Thereafter  intramolecular electronic‐vibrational relaxation proceeds on extremely short 
timescales  (<  10  fs)  leading  to  population  of  the  lowest  3MLCT  state  in  high  vibrational  levels. 
Vibrational  relaxation within  this  state  requires  ~300  fs  followed  by  the  radiative  decay  to  the 
ground state on much  longer  time scales  (>> 1 ns). The LC decay  is  the rate‐limiting step of  the 
entire ensuing  cascade, which  itself must be extremely  fast  (upper  limit of 10  fs). The  fact  that 













manifold  of  higher  lying  3MLCT  states.  Finally, we  discuss  the  strong  quenching  of  the  3MLCT 






solvent. At  later  times  (>100s ps),  the emission evolves  to  the steady‐state showing evidence of 
dual  emission with  different  time  behaviours  for  each  luminescence  component.  In  Ir1‐2,  this 
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of  lifetime by oxygen quenching has previously been  reported  for  the ppy‐based  complexes  Ir2 
and Ir3.231 In contrast, Ir4 luminescence decays faster (1.6  0.1 ns) than the ppy‐base compounds. 
7.3 Steady‐state  and  time‐resolved  X‐ray  absorption  studies  of  the  tris‐
cyclometalated iridium complexes 
The studies of the ground state  (GS) of  four different  iridium cyclometalated complexes  Ir1, 
Ir2, Ir3, and Ir4 by means of XAS at the Ir L3‐edge in DCM and DMSO solution presented in Chapter 




information  about  the  electronic  structure,  and  in  particular  the  contribution  of  Ir  5d  orbitals 
throughout the valence orbitals. The above‐edge resonances of all four spectra are quite similar, 




The  electronic  structure of  the  four different  iridium  cyclometalated  complexes  in  solution 
was studied by analyzing the features present in the WL of the XAS spectra. The WL at the L3‐edge 
of Ir with full (d) t2g orbitals corresponds to a transition from 2p3/2 to 5d (eg) orbitals. The near‐
edge  region  of  the  spectra, which  reflects  the  electronic  structure,  shows  distinct  differences 
among the complexes studied. Compared to Ir1, the WL intensity of Ir4 is larger, indicating a larger 
contribution of Ir 5d character in the region. This increase in WL intensity for Ir4 is accompanied by 
a decrease  in the above‐ionization resonance at 11.227 keV. The spectra of both  Ir3 and  Ir2 are 
very  similar with  higher WL  intensity,  and  red  shifted  in  comparison  to  the  other  two.  This  is 
Conclusions and Outlook 
155 
indicative  of  an  increase  in  electron  density  on  the  Ir with  larger  5d  character  in  the  region. 
Interestingly, the spectra of both Ir1 and Ir4 appear to show a shoulder on the red side of the WL, 
while  it  is not apparent  in the spectra of the other two complexes. This feature corresponds to a 
transition from the 2p3/2 core level to the lowest‐lying unoccupied valence * orbitals of pyridine 
or pyrazole ligands with MLCT character. However, the existence of such transitions remains open 
for debate since  Ir(+3) has only occupied  t2g orbitals  (5d6)  in  the GS  low spin configuration. The 
observed shoulders might in fact stem from experimental artefacts. Only resonant X‐ray emission 
spectroscopy  (RXES,  including  high‐energy  resolution  fluorescence  detected  (HERFD)  and  X‐ray 
Emission Spectroscopy (XES)), can lift this ambiguity. A detailed information about the nature and 
the  strength  of  the  orbital mixing  between  ionic metal  centers  and  the  organic  parts  of  the 
samples  in the ground state can be offered by measuring XES and RXES, which can  lead to more 
accurate simulation of the excited state X‐ray absorption spectra. Moreover, measuring the RXES 
map  around  L3‐edge  and  detecting  the  L‐1,  L‐2  emission  lines,  can  give more  insight  on  the 
influence of different ligands on the Ir(+3) 5d6 orbitals.  
The L3‐edge spectra calculated using the FEFF9 package240 for the edge and above edge region 
show  overall  good  agreement with  the  experimental  data  for  all  the  complexes,  capturing  the 
three main features: the WL at ~11.22 keV, and multiple scattering resonances at 11.227 keV and 
11.263 keV. The calculations correctly showed a higher WL strength and weaker above‐ionization 
resonance  for  Ir4  than  that  of  Ir1.  In  the  case  of  the  heteroleptic  Ir3  and  Ir2  compounds,  the 
calculations yield very similar spectra and almost  identical  Ir‐N and  Ir‐O bond  lengths  in the two 
complexes, as observed experimentally. This is because of the limited ability of XAS to distinguish 
the effect of substituting N for O. 
The  edge  region  of  the  XANES  spectrum  was  calculated  using  TDDFT243  within  the 
approximation  of  the  BP86  functional244.  For  all  complexes  we  observe  a  broad  and  rather 
featureless resonance as a consequence of the large lifetime broadening associated with the Ir 2p 
core hole (5.5 eV). In the calculated spectra of Ir1 with a reduced core‐hole broadening (1.5 eV), 
resonance become visible, being predominately a metal  (2p3/2)‐to‐ligand charge  transfer  (MLCT) 









In DCM, the transient spectra are almost  identical  for both  Ir1 and  Ir4 within the error bars 
and  the  temporal  resolution of  70 ps.  For both  samples  the only  significant  changes  are  those 
observed around the WL. The photo‐induced vacancy  in d orbitals opens up a new channel for 
absorption  in  the  valence  molecular  orbital  (MO),  which  manifests  itself  as  the  increased 
absorption of the excited state (ES) at 11.215 keV. The calculations reproduce the blue shift of the 
absorption  spectrum,  indicating a  transfer of electron density away  from  the  Ir, consistent with 
the MLCT excitations. The calculations also reproduce the new feature, arising from a hole in the 






















































1  1  2.0156  100  ܫݎ ↔ ܥଵ ∆ܴூ௥ି஼ ߪூ௥ି஼  
2  1  2.0206  99.42  ܫݎ ↔ ܥଵ଴ ∆ܴூ௥ି஼  – 0.005  ߪூ௥ି஼  
3  1  2.0273  98.65  ܫݎ ↔ ܥଵଽ ∆ܴூ௥ି஼  ‐ 0.0117  ߪூ௥ି஼  
4  1  2.1178  100  ܫݎ ↔ ଵܰ ∆ܴூ௥ିே ߪூ௥ିே 
5  1  2.1208  99.67  ܫݎ ↔ ଷܰ ∆ܴூ௥ିே ‐ 0.003  ߪூ௥ିே 
6  1  2.1349  98.11  ܫݎ ↔ ହܰ ∆ܴூ௥ିே ‐ 0.0171  ߪூ௥ିே 
7  1  2.9173  40.08  ܫݎ ↔ ܥ଺ ∆ܴூ௥ି஼ ߪூ௥ି஼  
8  1  2.9201  39.98  ܫݎ ↔ ܥଵ ∆ܴூ௥ି஼  ‐ 0.0028  ߪூ௥ି஼  
9  1  2.9285  44.515  ܫݎ ↔ ସܰ ∆ܴூ௥ିே ߪூ௥ିே 
10  1  2.9326  44.351  ܫݎ ↔ ଶܰ ∆ܴூ௥ିே ‐ 0.0041  ߪூ௥ିே 
11  1  2.9336  39.504  ܫݎ ↔ ܥଵହ ∆ܴூ௥ି஼  ‐ 0.0163  ߪூ௥ି஼  
12  1  2.9474  43.762  ܫݎ ↔ ଺ܰ ∆ܴூ௥ିே ߪூ௥ିே 
13  1  3.1112  33.808  ܫݎ ↔ ܥଵଵ ∆ܴூ௥ି஼ ߪூ௥ି஼  
14  1  3.1170  33.639  ܫݎ ↔ ܥଶ ∆ܴூ௥ି஼  ‐ 0.0028  ߪூ௥ି஼  







































































































































































































































































































































































































































































































Nr.  ࡺࢽ  ࡾࢽ  Amplitude  Pathway  Distances Parameter DW  pa‐
rameter 
1  1  2.194  100  ܫݎ ↔ ܥଵଶଷ ∆ܴூ௥ି஼ ߪூ௥ି஼  
2  1  2.0318  100  ܫݎ ↔ ଵܰଷ ∆ܴூ௥ିே ߪூ௥ିே 
3  1  2.0472  98.250  ܫݎ ↔ ଵܰଶ ∆ܴூ௥ିே ‐ 0.0154  ߪூ௥ିே 
4  1  2.0732  84.776  ܫݎ ↔ ܥଵଶଶ ∆ܴூ௥ି஼  ‐ 0.0532  ߪூ௥ି஼  
5  1  2.0760  84.508  ܫݎ ↔ ܥଵଶଵ ∆ܴூ௥ି஼  ‐ 0.0566  ߪூ௥ି஼  
6  1  2.1422  88.287  ܫݎ ↔ ଵܰଵ ∆ܴூ௥ିே ‐ 0.1102  ߪூ௥ିே 
             
7  1  2.9061  36.736  ܫݎ ↔ ܥ଻ଷ ∆ܴூ௥ି஼ଶ ߪூ௥ି஼  
8  1  2.9124  36.529  ܫݎ ↔ ܥ଺ଷ ∆ܴூ௥ି஼ଶ ‐ 0.0063  ߪூ௥ି஼  
9  1  2.9411  35.603  ܫݎ ↔ ܥ଺ଶ ∆ܴூ௥ି஼ଶ ‐ 0.035  ߪூ௥ି஼  
10  1  2.956  35.126  ܫݎ ↔ ܥ଻ଶ ∆ܴூ௥ି஼ଶ ‐ 0.0301  ߪூ௥ି஼  
11  1  2.9670  34.789  ܫݎ ↔ ܥ଻ଵ ∆ܴூ௥ି஼ଶ ‐ 0.0609  ߪூ௥ି஼  
12  1  3.0014  33.746  ܫݎ ↔ ܥ଺ଵ ∆ܴூ௥ି஼ଶ ‐ 0.0954  ߪூ௥ି஼  
13  1  3.0158  33.321  ܫݎ ↔ ܥଶଶ ∆ܴூ௥ି஼ଷ ߪூ௥ି஼  
14  1  3.0196  33.210  ܫݎ ↔ ܥଶଷ ∆ܴூ௥ି஼ଷ ‐ 0.038  ߪூ௥ି஼  
16  1  3.0840  31.396  ܫݎ ↔ ܥଵଵଷ ∆ܴூ௥ି௖ଷ ‐ 0.0647  ߪூ௥ି஼  
18  1  3.1134  30.608  ܫݎ ↔ ܥଶଵ ∆ܴூ௥ି஼ଷ ‐ 0.0941  ߪூ௥ି஼  
19  1  3.1584  29.450  ܫݎ ↔ ܥଵଵଶ ∆ܴூ௥ି஼3 ‐ 0.1391  ߪூ௥ି஼  








 * a =   23.1250  b =   23.1250  c =    8.8540 
 * alpha = 90.0  beta =   90.0  gamma =  90.0 
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