Abstract. Our longterm plan is to classify knot modules and pairings by utilising the power of computational number theory. The first step in this is to define invariants for which any given value arises from only finitely many modules: this is the purpose of the present paper.
Introduction
In the case of classical knots k = S 3 , S 1 there are, for a given positive integer n, only finitely many knots k with crossing point number c(k) ≤ n. It is on this basis that the knot tables have been constructed. What of higher dimensional knots? In particular, what of the simple (2q − 1)-knots, q ≥ 2? These knots are determined by the S-equivalence class of the Seifert matrix or, equivalently, by the knot module and Blanchfield duality pairing. Thus to construct tables of simple (2q − 1)-knots, q ≥ 2, it is sufficient to construct tables of knot forms, i.e. of knot modules and Blanchfield pairings.
Attempts have been made in the past to do this, see [7, 9] , but we shall attempt a different approach. Our idea is to define certain invariants such that, for given values of these invariants, there are only finitely many knot forms. We then intend to design practical algorithms to enumerate the forms which arise. (These algorithms will, of course, incorporate a number of routines already implemented in, say, PARI or MAGMA.)
In the present paper we take the first step in what we anticipate will be a substantial project. The first invariant we define is a set of polynomials which are the torsion coefficients of a sum of cyclic modules. The second invariant is a set of positive integers which, loosely speaking, measures how far a given module is from being this sum of cyclic modules. The main result of the present paper (Theorem 3.8) says that there is an integer B, depending only on the values of the invariants, such that any knot module with the given values contains a sum of cyclic modules of index at most B.
We should mention here the result (see [10] ) that classical knots are determined up to equivalence under doubled-delta moves by the S-equivalence class of their Seifert matrices. Thus we shall also be constructing tables of classical knots up to S-equivalence, as it is called in [10] .
Why should one want to construct tables of simple knots? There is the obvious reason, that classification results are naturally sought after in mathematics. Besides this, there is the expectation that in the case of knots such tables will enable one to test existing conjectures and to formulate new ones. And there is the purely algebraic reason, that the ring Z t, t −1 , the integral group ring of the infinite cyclic group, is one of the most elementary and at the same time one of the most mysterious of rings. Its companion, Z [t], is one of the first rings to be met in any algebra course. Neither is a PID, and we know next to nothing about modules over these rings. We have a few invariants, such as the elementary ideals; these have been investigated in [3] and in [11] , the latter dealing specifically with ideals arising in knot theory.
Knot Modules and Pairings
Let k be an oriented simple (2q − 1)-knot k = S 2q+1 , S 2q−1 , q ≥ 1, and let K be the closed complement of a regular neighbourhood of S 2q−1 . Thus π i (K, * ) ∼ = π i S 1 , * for 0 ≤ i < q, and π 1 (K, * ) ∼ = H 1 (K) ∼ = (t :), the infinite cyclic group.
LetK denote the universal (i.e. infinite cyclic) cover of K; then H q K is a finitely generated Λ-torsion-module where Λ = Z t, t −1 . There is a duality pairing
, which is (−1) q+1 -hermitian with respect to the conjugation given by t = t −1 . If A is a Seifert matrix of k arising from a (q − 1)-connected Seifert surface of k, then tA + εA is a presentation matrix for H q K and (1 − t)(tA + εA ) −1 gives the Blanchfield pairing, where ε = (−1) q . It is shown in [5, 6, 12] that two Seifert matrices are S-equivalent if and only if the corresponding modules and pairings are isometric.
The following result is due to several authors; see [5, 8, 12, 13 ].
Theorem 2.1. For q ≥ 1, the pair (M, b) is (isometric to) the knot module and Blanchfield pairing arising from a simple (2q − 1)-knot if, and only if,
and, for q = 2, the signature of b is divisible by 16. Moreover, for q ≥ 2, the knot is unique. Note: non-singular means that the induced map
is an isomorphism.
One consequence of these properties, well known in knot theory, is that M is Z-torsion-free.
(We work in the PL category: one can work in the smooth category, but then one must allow exotic smooth structures on the embedded sphere.)
Classification into finite sets
and put A = ΛQ. Our aim is to find (finite) sets of invariants (preferably taking values in Z or Z[t]) which classify finitely generated Z-torsion-free Λ-torsion-modules up to a finite ambiguity. That is, so that the corresponding equivalence classes, the sets of isomorphism classes of modules with identical invariants, are finite.
Remark 3.1. In [1, Theorem 5.4] it is shown that, subject to suitable restrictions on the type, each such Λ-module can support only finitely many isometry classes of hermitian forms of a particular type. In particular, any set of invariants which classifies such Z[t, t −1 ]-modules up to a finite ambiguity will also so classify knot form pairs (M, b) as in Theorem 2.1.
There is in fact a wide choice of such sets of invariants and, before we examine the particular set that we propose, we shall discuss briefly some of the possibilities and the considerations involved.
Let M be a finitely generated Z-torsion-free Λ-torsion-module. We regard M as a Λ-submodule of V = Q ⊗ Z M . Thus V = QM .
One possible set of invariants would be the pair (Φ M , p M ) where Φ M is the characteristic polynomial of the action of t on V and p M is the product of the invariants n(M, γ, i) of Theorem 3.8. Compared with the set we propose (Φ M , p M ) gives a rather coarse classification (i.e. the equivalence classes are relatively large). However, (Φ M , p M ) does have the advantage that the number of invariants is the same for any module. In fact, on the face of it, one might expect that any set of invariants proposed should have this property. But the proverbial moment's thought indicates that a restriction of this sort is likely to be too harsh if one has a relatively fine classification in mind.
We put τ = τ M = τ V = (τ 1 , . . . , τ u ) for the torsion coefficients of V (as an Amodule). As is well known, τ = τ V is a complete invariant for V as a Q[t]-module. We ensure that the τ i are uniquely defined elements of Λ by taking them to be primitive non-constant polynomials in Z[t] with positive leading coefficient (and, if Λ = Z[t, t −1 ], with non-zero constant term). They are ordered so that each divides its successor. In particular, divided by its leading coefficient, τ u is the minimum polynomial in Q[t] of the action of t on V .
We put
Let Q be a standard submodule of V . Since M spans V and Q is finitely generated there is a positive integer m such that mQ ⊆ M . Moreover, by [ The collection of invariants that we choose for our main result, Theorem 3.8, consists of the torsion coefficients τ and a collection of indices. Which indices are required is determined by the torsion coefficients. A more complex set of indices in the same vein could be chosen which might give a finer classification at the expense of the greater complexity. We present what might be regarded as a middle way.
Our strategy is founded on Proposition 3.2 above and the fact that cyclic Λ-modules possess the following property. Definition 3.3. We will call a Λ-module tight if for all divisors µ of Φ M in Λ we have M ∩ µV = µM .
For future reference we show here that not only cyclic but also locally cyclic Λ-modules have this property. For an abelian group (Λ-module. . .) N and a prime number p, we put N p for Z p ⊗ Z N where Z p denotes the ring of p-adic integers. Then N is locally cyclic if, for all primes p,
Proof. Choose a divisor µ of φ M and put ν = φ M /µ. Since, for each prime p,
it is sufficient to prove that M p ∩ µV p = µM p for each p (and, clearly, LHS ⊇ RHS). Suppose, then, that M p = Λ p x ∼ = Λ p /(µν) and that y ∈ M p ∩ µV p . Then y = δx for some δ in Λ p . Since y ∈ µV p , νδx = νy = 0. So νµ | νδ. Thus µ | δ and y ∈ µM p , as required.
We say that M is primary if Φ M = γ m for some irreducible polynomial γ ∈ Λ (in which case we say that M is γ-primary).
In general a direct sum of tight Λ-modules may not, itself, be tight. However, it will be tight if it is primary. (In what follows, by an irreducible polynomial in Λ we mean a primitive irreducible.) Lemma 3.5. Let γ be an irreducible polynomial in Λ and let M = ⊕M i be a sum of tight γ-primary Λ-modules. Then M is also tight.
The indices n(M, γ, i), defined below, are designed to capture the extent to which the maximal primary quotients of M fail to be tight. As we prove, they provide enough information to enable us to bound i M , the "difference" (in index terms) between M and a standard module (which is, of course, a sum of cyclic modules).
Let G = G τ = G(M ) be the set of primitive irreducible polynomials in Z[t] with positive leading coefficient which divide τ u . For γ ∈ G, define r(γ) = r(M, γ) by τ u = γ∈G γ r(γ) . Now (see also section 5) V = γ∈G V γ , where V γ , the γ-primary submodule of V , is the set of elements killed by γ r(γ) . We put M γ for the projection of M into V γ with respect to this direct sum.
For γ ∈ G and i > 0, put
(Note that, by [1, Corollary 2.4], the n(γ, i) are finite and that n(γ, i) = 1, for i ≥ r(γ).) We have suggested above that the invariant i M is impractical for classification purposes because it is difficult to calculate. We outline below (Remark 5.2) how the n(M, γ, i) may be calculated in a straight-forward manner.
Example 3.6. It is easy to construct collections of modules with the same torsion coefficients τ but for which the n(γ, i) take infinitely many different values (so that, in particular, the collection contains modules from infinitely many different isomorphism classes).
For example, let γ be a primitive polynomial irreducible in Λ and N = Λ/γ 2 Λ ⊂ V = A/γ 2 A. For positive integers a put
Thus M a Q = N Q = V and so the set of torsion coefficients, τ Ma , is {γ 2 }. Now (M a ) γ = M a (i.e. M a is γ-primary) and N ∩ γV = γN (by Proposition 3.4). So
But γN = γΛ/γ 2 Λ ∼ = Λ/γΛ = R, say, and so n(M, γ, 1) = |R/aR|. The index |R/aR| will take infinitely many different values and, in particular, if γ is monic (and with constant term ±1 if Λ = Z[t, t −1 ]) then R will be a subring of the ring of algebraic integers in RQ and |R/aR| = a n , where n is the degree of γ. Again, similarly, if b > 1 is another integer, and
then n(M , γ, 1) = |R/aR| and n(M , γ, 2) = |R/abR| = |R/aR|.|R/bR|. This example illustrates the cumulative tendency of these indices though it is also easy to construct examples (with u > 1) such that n(M , γ,
More sophisticated examples may be obtained by using other elements or, indeed, ideals of Λ in the same manner. For example, take ideals of Λ: I 1 ⊂ I 2 ⊂ I 3 such that I 3 /γ 3 I 3 is Z-torsion free and put
Example 3.7. We construct a simple (2q−1)-knot, q > 1, for which infinitely many of its branched cyclic covers are spheres and the simple knots thereby obtained are distinct. Set
where Φ r (t) denotes the r th cyclotomic polynomial. Of course, Φ 12 (t) = Φ 6 (t 2 ) = t 4 − t 2 + 1. Define a hermitian pairing
where ε is 1 or t − t −1 according as q is odd or even. It is easily checked that t − t −1 is a unit, for dividing Φ 12 (t) 2 by t 2 − 1 leaves remainder ±t α . Then for given q > 1 there is a unique simple (2q − 1)-knot k with this as its Alexander module and Blanchfield pairing. (For q = 2 we need the signature to be zero; but this is guaranteed by the form of the module, since ker Φ 12 (t) is a self-annihilating subspace of half the dimension of M .) Let p be a prime such that p ≡ 1 (mod 12). By Dirichlet's Theorem, there are infinitely many such p. It is easy to check that Φ 12 (t p ) = Φ 12 (t)Φ 12p (t). Moreover, by factorising t 12p − 1 we obtain
Set ζ = e iπ 6 , so that ζ 6 = −1 and ζ p = ζ. Then
Similarly Φ 4p (t) = t 2p + 1
Hence we find that Φ 12p (ζ) = p. Next we consider M as a Z[t
as Φ 12 (ζ) = 0 and Φ 12 (t) is irreducible. ¿From the above we deduce that
and so Hence for two such primes p, r,
Now let f (t) = t m − 1 and assume that m, n are coprime. Set ρ = e 2πi n . Then the resultant of f and Φ n (t) satisfies
Next we use the result of R.H. Fox (see [4] ), that the order of the middle homology group of the m-fold branched cyclic cover of S 2q+1 , branched over k, is | m j=1 ∆(ξ j )|, where ∆(t) is the Alexander polynomial of k and ξ is a primitive m th root of unity. Of course this is |R(t m − 1, ∆(t))|, so from the above we obtain
It follows that the p-fold branched cyclic cover is a simply-connected homology sphere, and hence a sphere. Thus we have a simple (2q − 1)-knot k p with Alexander module M p , covering k as its p-fold branched cyclic cover.
If we were working over Q t, t −1 , where p is a unit, then we see from (3.2) that
from above. Thus we have infinitely many distinct knots k p with the same τ , distinguished by n(γ, 1).
As claimed above, we shall prove the following result. 
depending only on τ and the n(γ, i), such that there is a standard Λ-module Q in M of index dividing B.
The bound B will be greater than i M for any such M . So, from Proposition 3.2, we have Corollary 3.9. There are, up to isomorphism, only finitely many finitely generated Z-torsion-free Λ-torsion-modules M with the same τ M and, for each γ ∈ G τ M the same n(M, γ, i) for 1 ≤ i < r(γ)) Note that Example 3.7 shows that the n(M, γ, i) cannot be omitted in Corollary 3.9.
Given a value for B, we could, using the method of Proposition 3.2, determine a set of submodules of V which includes a representative from each isomorphism class of module with the same τ and n(γ, i). We could then determine which of these possesses the desired invariants and finally assemble those modules into isomorphism classes. It seems likely that, in the practical and efficient determination (in all but the simplest cases) of those modules with given τ and n(γ, i), the indices n(γ, i) would need to be used in a more sophisticated way. So, in this article, we do not make any great attempt to achieve a particularly small value for the bound B and the reader may see several places where our calculations could be optimised at the expense of a more complex exposition.
Since the modules with which we are dealing are not necessarily finitely generated as groups we need to record the following lemma which is a corollary to the proof of Lemma 2.3 of [1] (which simply claims that X/bX is finite).
Lemma 3.10. Let X be a subgroup of a Q-vector space V of finite dimension n and let b be a non-zero integer. Then |X/bX| divides |b| n .
The Primary Case
Let γ be an irreducible polynomial in
In this section we suppose that M is γ-primary, that is, τ u = γ r (so r(γ) = r). Recall that A = ΛQ. Let R = R γ = Λ/Λγ with field of fractions Q⊗R, identified with K = K γ = A/γA and let S = S γ be the integral closure of R in K. By [1, Theorem 2.8], S/R is finite, of exponent e = e(γ), say, so that eS ⊆ R. Note that S is a dedekind ring (see [1, Theorem 2.1(ii)]). Let int(K) denote the algebraic integers of K.
The ideal class group C(S) of S is a homomorphic image of C(int(K)) and is therefore finite. Thus for some positive integer e = e (γ), any non-zero ideal I of S has a principal ideal between I and e I. Lemma 4.1. Let P be an S-module spanning V = V /γV (over K). Then there is a decomposition
Proof. The result is true in the case u = 1. So suppose u = k > 1 and that the result is true for u < k. Let π be a projection of V onto A/τ k A and let π be the induced projection of V onto A/γA = K.
So π(P ) is a fractional ideal I, say, of S and, in particular, a projective S-module. Thus the projection P π(P ) is split, by σ : π(P ) → P , say, and we can extend σ K-linearly to a splitting (also denoted σ) of π.
Let σ(1) = x = x + γV . Then, for α ∈ K, σ(α) = αx, regarding V as a Kvector space. Also π(x) = 1 K . So, choosing u ∈ Λ so that π(x) = u + τ k A then u ∈ 1 K = 1 + γA and, since γA/τ k A = rad(A/τ k A), u + τ k A has an inverse v + τ k A, with v ∈ 1 + γA. Since, necessarily, τ k x = 0 we can lift σ to a homomorphism σ : A/τ k A → V , given byσ(λ + τ k A) = λvx. And then we have
Thusσ splits π and V = V ⊕ V k , where
so that the torsion coefficients of V must be (τ 1 , . . . , τ k−1 ). Moreover, P = P ⊕ P k , where
Since V has only k − 1 torsion coefficients, the result now follows by induction.
Lemma 4.2. M contains a standard submodule Q such that M /Q has exponent dividing ee , where M and Q are the images of M and Q in V /γV . Thus |M /Q| divides (ee ) dim Q (V /γV ) .
Proof. ; Let M be the image of M in V /γV . Take P = eSM (⊆ RM = M ) and choose decompositions of V and P as in Lemma 4.1. For each i = 1, . . . , u, choose x i = x i + γV i ∈ P i such that e P i ⊆ Sx i ⊆ P i . Since P i ⊆ M , we can and do choose 
(ii) So that, for i > 0,
Proof. ; (i) Since M ⊃ N and γ i V ⊃ γ i+1 V , this is an instance of the Butterfly Lemma.
(ii) Thus, since
(iii) Now, using the filtration
we have
(N + γV )/γV = M N and multiplication by γ i induces a surjective homomorphism N, γ, i) .
Taking N = Q of Lemma 4.2, we now have
and so:
Theorem 4.5. Theorem 3.8 is true in the case where the torsion coefficients are powers of a single irreducible polynomial.
The General Case
For γ ∈ G, write ρ γ = τ u γ −r(γ) . Then ρ γ is prime to γ and so we may choose λ γ and µ γ ∈ Z[t] such that λ γ γ r(γ) + µ γ ρ γ is a non-zero integer m(γ), say. Put
The cosets of the γ are mutually orthogonal idempotents of A/τ u A summing to 1. (ii) The γ project V onto its γ-primary components. That is
since the γ are orthogonal.
(ii) is now clear.
Correspondingly, M lies in the sum of its projections M γ = γ M into these components and, if m is the lcm of the m(γ), then, for each γ, m γ ∈ Λ and therefore m(
Proof. (of Theorem 3.8) It follows from Theorem 4.5 that ⊕ γ M γ contains a sum N of primary cyclic modules of index dividing a bound B 1 which depends only on τ . Then mN will have index dividing B 2 = B 1 m dim Q (V ) in ⊕ γ M γ . Since m(⊕ γ M γ ) is contained in M , so is mN and its index in M must also divide B 2 . Finally N , uniquely defined by τ , up to isomorphism, contains a standard submodule of minimal index i N and so M contains a standard submodule of index dividing B 2 i N .
As mentioned above, the invariants n(M, γ, i) are a compromise between possibly "cleaner" invariants with more complex definitions and more simply defined invariants which (as far, for example, as calculating the bound B is concerned) contain more "noise". Of the latter type are theñ(M, γ, i).
For γ ∈ G and 1 ≤ i < r(γ), putñ(M, γ, i) = |(M ∩ γ i V )/γ i M |. Since Qγ i M = γ i V we can, alternatively, describeñ(M, γ, i) as the order of the Z-torsion subgroup of M/γ i M . Thusñ(M, γ, i) can be calculated in a very straight-forward manner from a presentation of M .
Remark 5.2. In fact the n(M, γ, i) may be calculated in a similar way without too much more effort. First note that n(M, γ, i) = n(M γ , γ, i) and that M γ ∼ = ρ γ M so that a presentation for M γ can be easily calculated from one for M . Thus we can assume that M = M γ . Now we calculate m =ñ(M, γ, i + 1) as above. Returning to theñ(M, γ, i), we can relate these to the n(M, γ, i), as follows. Proof. Consider the map
induced by the projection onto V γ (i.e. multiplication by γ ). Note that if X and Y are Λ-submodules of V then
and the result follows.
It follows that
Theorem 5.4. Theorem 3.8 still holds if we replace the n(γ, i) by theñ(γ, i).
