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THE VANISHING DISCOUNT PROBLEM AND VISCOSITY MATHER
MEASURES. PART 2: BOUNDARY VALUE PROBLEMS
HITOSHI ISHII∗, HIROYOSHI MITAKE AND HUNG V. TRAN
Abstract. In [16] (Part 1 of this series), we have introduced a variational approach to
studying the vanishing discount problem for fully nonlinear, degenerate elliptic, partial
differential equations in a torus. We develop this approach further here to handle bound-
ary value problems. In particular, we establish new representation formulas for solutions
of discount problems, critical values, and use them to prove convergence results for the
vanishing discount problems.
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2 H. ISHII, H. MITAKE, H. V. TRAN
1. Introduction
In this paper, we study the fully nonlinear, possibly degenerate, elliptic partial differ-
ential equation (PDE) in a bounded domain
(DPλ)
{
λu(x) + F (x,Du(x), D2u(x)) = 0 in Ω,
BC on ∂Ω,
where λ is a given positive constant which is often called a discount factor, and F :
Ω × Rn × Sn → R is a given continuous function. Here Ω is a bounded domain (that is,
open and connected set) in Rn, Sn denotes the space of n×n real symmetric matrices, and
BC represents a boundary condition (state constraint, Dirichlet, or Neumann boundary
condition). The unknown here is a real-valued function u on Ω, and Du and D2u denote
the gradient and Hessian of u, respectively. We are always concerned with viscosity solu-
tions of fully nonlinear, possibly degenerate, elliptic PDE, and the adjective “viscosity”
is omitted henceforth.
Associated with the vanishing discount problem for (DPλ) is the following ergodic
problem
(E)
{
F (x,Du(x), D2u(x)) = c in Ω,
BC on ∂Ω.
We refer the boundary-value problem (E), with a given constant c, as (Ec), while the
unknown for the ergodic problem (E) is a pair of a function u ∈ C(Ω) and a constant
c ∈ R such that u is a solution of (Ec). When (u, c) ∈ C(Ω)× R is a solution of (E), we
call c a critical value (or an additive eigenvalue).
Our main goal is to study the vanishing discount problem for (DPλ), that is, for solutions
vλ of (DPλ) with λ > 0, we investigate the asymptotic behavior of {v
λ} as λ → 0. The
particular question we want to address here is whether the whole family {vλ}λ>0 (after
normalization) converges or not to a function in C(Ω) as λ→ 0. As the limiting equation
(Ec) is not strictly monotone in u and has many solutions in general, proving or disproving
such convergence result is challenging.
The convergence results of the whole family {vλ}λ>0 were established for convex Hamilton-
Jacobi equations in [10] (first-order case in a periodic setting), [1] (first-order case with
Neumann-type boundary condition), [23] (degenerate viscous case in a periodic setting).
Recently, the authors [16] have developed a new variational approach for this vanishing
discount problem for fully nonlinear, degenerate elliptic PDEs, and proved the conver-
gence of the whole family {vλ}λ>0 in the periodic setting.
We develop the variational method introduced in [16] further here to handle boundary
value problems. Our goal is twofold. Firstly, we establish new representation formulas
for vλ as well as the critical value c in the settings of the state constraint, Dirichlet, and
Neumann boundary conditions. Secondly, we apply these representation formulas to show
that {vλ}λ>0 (after normalization) converges as λ → 0. Let us make it clear that all of
the results in this paper and the aforementioned ones require the convexity of F in the
gradient and Hessian variables. We refer to a forthcoming paper [13] for convergence
results of vanishing discount problems for some nonconvex first-order Hamilton-Jacobi
equations.
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The main results, which, as mentioned above, consist of representation formulas and
the convergence of {vλ}λ>0, are stated in Sections 3, 4, and 5 for the state constraint,
Dirichlet, and Neumann problems, respectively.
1.1. Setting and Assumptions. We describe the setting and state the main assump-
tions here.
Let A be a non-empty, σ-compact and locally compact metric space and F : Ω×Rn×
Sn → R be given by
(F1) F (x, p,X) = sup
α∈A
(− tr a(x, α)X − b(x, α) · p− L(x, α)),
where a : Ω ×A → Sn+, b : Ω ×A → R
n and L : Ω ×A → R are continuous. Here, Sn+
denotes the set of all non-negative definite matrices A ∈ Sn, trA and p · q designate the
trace of n× n matrix A and the Euclidean inner product of p, q ∈ Rn, respectively.
Assume further that
(F2) F ∈ C(Ω × Rn × Sn).
It is clear under (F1) and (F2) that F is degenerate elliptic in the sense that for all
(x, p,X) ∈ Ω ×Rn × Sn, if Y ∈ Sn+, then F (x, p,X + Y ) ≤ F (x, p,X) and that, for each
x ∈ Ω, the function (p,X) 7→ F (x, p,X) is convex on Rn × Sn. The equations (DPλ),
(Ec), with F of the form (F1), are called Bellman equations, or Hamilton-Jacobi-Bellman
equations in connection with the theory of stochastic optimal control. In this viewpoint,
the set A is often called a control set or region.
With the function L in the definition of F , we define
Φ+ :=
{
φ ∈ C(Ω ×A) : φ(x, α) = tL(x, α) + χ(x) for some t > 0, χ ∈ C(Ω)
}
.
It is clear that Φ+ is a convex cone in C(Ω ×A). For φ = tL+ χ ∈ Φ+, we define
Fφ(x, p,X) = sup
α∈A
(− tr a(x, α)X − b(x, α) · p− φ(x, α)) .
The form of φ allows us to compute that
Fφ(x, p,X) = sup
α∈A
(− tr a(x, α)X − b(x, α) · p− φ(x, α))
= t sup
α∈A
(
− tr a(x, α)t−1X − b(x, α) · t−1p− L(x, α)
)
− χ(x)
= tF (x, t−1p, t−1X)− χ(x),
which yields that Fφ ∈ C(Ω × R
n × Sn) if we assume (F2). We note here that, except
when L(x, α) is independent of α, φ ∈ Φ+ is represented uniquely as φ = tL+χ for some
t > 0 and χ ∈ C(Ω).
We often write F [u] and Fφ[u] to denote the functions x 7→ F (x,Du(x), D
2u(x)) and
x 7→ Fφ(x,Du(x), D
2u(x)), respectively.
The following are some further assumptions we need in the paper, and we put labels
on these for convenience later.
(CPloc)
 For any λ > 0, φ ∈ Φ
+, and open subset U of Ω, if v, w ∈ C(U) are a
subsolution and a supersolution of λu+ Fφ[u] = 0 in U , respectively, and
v ≤ w on ∂U , then v ≤ w in U .
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(EC)
{
For λ > 0, let vλ ∈ C(Ω) be a solution of (DPλ). The family {v
λ}λ>0 is
equi-continuous on Ω.
(L)
{
L = +∞ at infinity, that is, for any M ∈ R, there exists a compact subset
K of A such that L ≥M in Ω × (A \K).
We say that L is coercive if condition (L) is satisfied, and, when A is compact, condition
(L) always holds.
Some more assumptions are needed and stated in the upcoming sections according to
the type of boundary conditions.
Outline of the paper. In Section 2, we introduce some notation and preliminaries. We
first consider the state constraint problem in Section 3 as it is the simplest one. The
Dirichlet problem and the Neumann problem are studied in Section 4 and Section 5,
respectively. Finally, some examples are given in Section 6.
2. Notation and preliminaries
First we present our notation. Given a metric space E, Lip(E) denotes the space of
Lipschitz continuous functions on E. Also, let Cc(E) denote the space of continuous
functions on E with compact support. Let RE , R
+
E and PE denote the spaces of all
Radon measures, all nonnegative Radon measures and Radon probability measures on E,
respectively. For any function φ on E integrable with respect µ ∈ RE , we write
〈µ, φ〉 =
∫
E
φ(x)µ(dx).
With the function L from the definition of F , we set
Φ+ :=
{
tL+ χ : t > 0, χ ∈ C(Ω)
}
, Ψ+ := Φ+ × C(∂Ω),
Ψ+(M) := {(tL+ χ, ψ) ∈ Ψ+ : ‖χ‖C(Ω) < tM, ‖ψ‖C(∂Ω) < tM} for M > 0,
where (t, χ) in the braces above ranges over (0, ∞)× C(Ω), and
RL := {µ ∈ RΩ×A : L is integrable with respect to µ}.
Next, we give three basic lemmas related to the weak convergence of measures. Let X
be a σ-compact, locally compact metric space and f : X → R be a continuous function.
Henceforth, when f is bounded from below on X and µ is a nonnegative Radon measure
on X , we write ∫
X
f(x)µ(dx) = +∞,
to indicate that f is not integrable with respect to µ. We denote by 〈µ, f〉, for simplicity,
the integral ∫
X
f(x)µ(dx).
Assume that f is coercive in the sense that f = +∞ at infinity. In particular, f is
bounded below on X .
Lemma 2.1. The functional µ 7→ 〈µ, f〉 is lower semicontinuous on R+X in the topology
of weak convergence of measures.
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Proof. Let {µj}j∈N ⊂ R
+
X be a sequence converging to µ ∈ R
+
X weakly in the sense of
measures. Select a compact set K ⊂ X so that f(x) > 0 for all x ∈ X \K, and then a
sequence {χk}k∈N ⊂ Cc(X ) so that 0 ≤ χk ≤ χk+1 ≤ 1 on X , χk = 1 on K for all k ∈ N,
and χk → 1X pointwise as k →∞. Since χkf ∈ Cc(X ) and χkf ≤ f on X , we have
〈µ, χkf〉 = lim
j→∞
〈µj, χkf〉 ≤ lim inf
j→∞
〈µj, f〉 for all k ∈ N.
Hence, using the monotone convergence theorem if
lim inf
j→∞
〈µj, f〉 < +∞,
we conclude that
〈µ, f〉 ≤ lim inf
j→∞
〈µj, f〉. 
Lemma 2.2. Let r ∈ R and s > 0, and define
R+f,r,s = {µ ∈ R
+
X : 〈µ, f〉 ≤ r, µ(X ) ≤ s}
Then R+f,r,s is compact with the topology of weak convergence of measures.
Proof. Let {µj}j∈N be a sequence of measures in R
+
f,r,s. We need to show that there is a
subsequence {µjk}k∈N of {µj} that converges to some µ ∈ R
+
f,r,s weakly in the sense of
measures.
Since f is bounded from below, the sequence {〈µj, f〉}j∈N is bounded from below, and,
hence, it is bounded. We may thus assume, by passing to a subsequence if needed, that
the sequence {〈µj, f〉}j∈N is convergent. Since f = +∞ at infinity, the boundedness of
the sequence {〈µj, f〉}j∈N and Chebyshev’s inequality imply that the family {µj}j∈N is
tight. Prokhorov’s theorem guarantees that there is a subsequence {µjk}k∈N of {µj} that
converges to some µ ∈ R+X weakly in the sense of measures. The weak convergence of
{µjk}k∈N readily yields µ(X ) ≤ s. Lemma 2.1 ensures that
〈µ, f〉 ≤ lim
k→∞
〈µjk , f〉 ≤ r,
which then shows that µ ∈ R+f,r,s. The proof is complete. 
In the next lemma, we consider the case where X = Ω ×A.
Lemma 2.3. Let µ ∈ R+
Ω×A
, m ∈ R and L ∈ C(Ω ×A). Assume that A is not compact,
µ(Ω×A) > 0, m > 〈µ, L〉, and that L is coercive. Then, there exists µ˜ ∈ R+
Ω×A
such that
µ˜(Ω ×A) = µ(Ω ×A),(i)
〈µ˜, L〉 = m,(ii)
〈µ˜, ψ〉 = 〈µ, ψ〉 for all ψ ∈ C(Ω).(iii)
Proof. Put m0 := 〈µ, L〉, and pick α1 ∈ A so that
min
x∈Ω
L(x, α1)× µ(Ω ×A) > m.
Define the Radon measure ν on Ω × A, through the Riesz representation theorem, by
requiring
〈ν, φ〉 =
∫
Ω×A
φ(x, α1)µ(dxdα) for φ ∈ Cc(Ω ×A),
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and note that
ν(Ω ×A) =
∫
Ω×A
µ(dxdα) = µ(Ω ×A).
We set
m1 := 〈ν, L〉,
observe that
m1 ≥
∫
Ω×A
min
Ω
L(·, α1)µ(dxdα) = min
Ω
L(·, α1)µ(Ω ×A) > m > m0,
and put
t =
m−m0
m1 −m0
.
It is clear that t ∈ (0, 1) and, if we set
µ˜ = (1− t)µ+ tν,
then µ˜ is a nonnegative Radon measure on Ω ×A.
We observe
µ˜(Ω ×A) = (1− t)µ(Ω ×A) + tν(Ω ×A) = µ(Ω ×A),
that
〈µ˜, L〉 = (1− t)〈µ, L〉+ t〈ν, L〉 = (1− t)m0 + tm1 = m,
and that for any ψ ∈ C(Ω),
〈µ˜, ψ〉 = (1− t)〈µ, ψ〉+ t
∫
Ω×A
ψ(x)ν(dxdα)
= (1− t)〈µ, ψ〉+ t
∫
Ω×A
ψ(x)µ(dxdα) = 〈µ, ψ〉.
The proof is complete. 
3. State constraint problem
We consider the state constraint boundary problem. To avoid confusion, we rename
discount equation (DPλ) as (Sλ), and ergodic equation (E) as (ES) in this section. Here
the letter S represents “state constraint”. The two problems of interest are
(Sλ)
{
λu+ F [u] ≤ 0 in Ω,
λu+ F [u] ≥ 0 on Ω,
for λ > 0, and
(ES)
{
F [u] ≤ c in Ω,
F [u] ≥ c on Ω.
Given a constant c, we refer as (ESc) the state constraint problem (ES).
We assume in addition the following assumptions, which concern with the comparison
principle and solvability for (Sλ).
(CPS)

The comparison principle holds for (Sλ) for every λ > 0. More precisely,
if v ∈ C(Ω) is a subsolution of λu + F [u] = 0 in Ω, and w ∈ C(Ω) is a
supersolution of λu+ F [u] = 0 on Ω, then v ≤ w on Ω.
(SLS) For any λ > 0, (Sλ) admits a solution v
λ ∈ C(Ω). .
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Proposition 3.1. Assume (F1), (F2), (CPS), (SLS) and (EC). Then there exists a
solution (u, c) ∈ C(Ω)× R of (ES). Moreover, the constant c is uniquely determined by
(3.1) c = inf
{
d ∈ R : there exists v ∈ C(Ω) such that F [v] ≤ d in Ω
}
.
We denote the constant given by (3.1) by cS and call it the critical value of (ES).
The proof of the proposition above is somehow standard, and we give only its outline.
Proof. For each λ > 0 let vλ ∈ C(Ω) be a (unique) solution of (Sλ) and set u
λ := vλ−mλ,
where mλ := minΩ v
λ. By (EC), the family {uλ}λ>0 is relatively compact in C(Ω).
Set M = ‖v1‖C(Ω), and observe that for any λ > 0, the functions v
1 + (1 + λ−1)M
and v1 − (1 + λ−1)M are a supersolution and a subsolution of (Sλ), respectively. By the
comparison principle (CPS), we find that for any λ > 0,
v1 − (1 + λ−1)M ≤ vλ ≤ v1 + (1 + λ−1)M on Ω,
which implies that the collection {λmλ}λ>0 ⊂ R is bounded.
We may now choose a sequence {λj}j∈N converging to zero such that {u
λj}j∈N converges
to a function u ∈ C(Ω) and {λjmλj}j∈N converges to a number −c
∗. Since uλj is a solution
of λj(u
λj +mλj ) + F [u
λj ] ≥ 0 on Ω and λj(u
λj +mλj ) + F [u
λj ] ≤ 0 in Ω, we conclude in
the limit j →∞ that (u, c∗) is a solution of (ES).
Next we prove formula (3.1). We write d∗ the right side of (3.1). Since u is a solution
of (ESc∗), we get d
∗ ≤ c∗. To show that d∗ ≥ c∗, we suppose d∗ < c∗, and select
(v, d) ∈ C(Ω)× R so that v is a subsolution of F [v] = d in Ω. By adding v a constant if
necessary, we may assume that v > u on Ω. We observe that if ε > 0 is sufficiently small,
then u and v are a supersolution and a subsolution of (Sλ), with λ replaced by ε and 0
on its right side replaced by (c + d)/2, which means that the functions u − (c + d)/(2ε)
and v − (c+ d)/(2ε) are a supersolution and a subsolution of (Sλ), with λ replaced by ε.
By the comparison principle, we get
v −
c+ d
2ε
≤ u−
c+ d
2ε
on Ω,
but this is a contradiction, which shows that d∗ ≥ c∗. 
By normalization (replacing F and L by F − cS and L + cS, respectively), we often
assume
(Z) the critical value cS of (ES) is zero.
3.1. Representation formulas. We assume (Z) in this subsection.
For z ∈ Ω and λ ≥ 0, we define the sets FS(λ) ⊂ C(Ω×A)×C(Ω) and GS(z, λ) ⊂ C(Ω),
respectively, as
FS(λ) :=
{
(φ, u) ∈ Φ+ × C(Ω) : u is a subsolution of λu+ Fφ[u] = 0 in Ω
}
,
GS(z, λ) :=
{
φ− λu(z) : (φ, u) ∈ FS(λ)
}
.
As GS(z, 0) is independent of z, we also write GS(0) for GS(z, 0) for simplicity.
Lemma 3.2. Assume (F1), (F2) and (CPloc). For any (z, λ) ∈ Ω × [0,∞), the set
GS(z, λ) is a convex cone with vertex at the origin.
The proof of this lemma parallels that of [16, Lemma 2.8] and hence is skipped.
For (z, λ) ∈ Ω × [0, ∞), we define the set GS(z, λ)′ ⊂ RL (denoted also by G
S(0)′ if
λ = 0) by
GS(z, λ)′ := {µ ∈ RL : 〈µ, f〉 ≥ 0 for all f ∈ G
S(z, λ)}.
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The set GS(z, λ)′ is indeed the dual cone of GS(z, λ) in RL.
Set PS := PΩ×A, and, for any compact subset K of A, let P
S
K denote the subset of all
probability measures µ ∈ PS that have support in Tn ×K, that is,
PSK := {µ ∈ P
S : µ(Ω ×K) = 1}.
Theorem 3.3. Assume (F1), (F2), (CPloc), (L), (CPS), (SLS), (EC), and, if λ = 0, (Z)
as well. Let (z, λ) ∈ Ω × [0, ∞) and let vλ ∈ C(Ω) be a solution of (Sλ). Then
(3.2) λvλ(z) = inf
µ∈PS∩GS(z,λ)′
〈µ, L〉.
The proof of this theorem is similar to that of [16, Theorem 3.3]. However, we present
it here, because it is a key component of the main result.
Proof. We note that, thanks to (L), the term
max
x∈Ω
min
α∈A
L(x, α)
defines a real number. We choose first a constant Lλ ∈ R so that
(3.3) Lλ ≥ max
x∈Ω
{λvλ(x),min
α∈A
L(x, α)},
and then, in view of (L), a compact subset Kλ of A so that
(3.4) L(x, α) ≥ Lλ for all (x, α) ∈ Ω × (A \Kλ).
We fix a compact set K ⊂ A so that K = A if A is compact, or, otherwise, K ) Kλ.
According to the definition of GS(z, λ)′, since (L, vλ) ∈ FS(λ), we have
0 ≤ 〈µ, L− λvλ(z)〉 = 〈µ, L〉 − λvλ(z) for all µ ∈ PS ∩ GS(z, λ)′,
and, therefore,
(3.5) λvλ(z) ≤ inf
µ∈PS∩GS(z,λ)′
〈µ, L〉.
Next, we show
(3.6) λvλ(z) ≥ inf
µ∈PK∩GS(z,λ)′
〈µ, L〉,
which is enough to prove (3.2).
We put K1 := A if Kλ = A, or else, pick α1 ∈ K \ Kλ and put K1 := Kλ ∪ {α1}.
Clearly, K1 is compact and K1 ⊂ K. To prove (3.6), we need only to show
(3.7) λvλ(z) ≥ inf
µ∈PK1∩G
S(z,λ)′
〈µ, L〉.
Suppose by contradiction that (3.7) is false, which means that
λvλ(z) < inf
µ∈PK1∩G
S(z,λ)′
〈µ, L〉.
Pick ε > 0 sufficiently small such that
(3.8) λvλ(z) + ε < inf
µ∈PK1∩G
S(z,λ)′
〈µ, L〉.
Since GS(z, λ) is a convex cone with vertex at the origin, we infer that
inf
f∈GS(z,λ)
〈µ, f〉 =
{
0 if µ ∈ PK1 ∩ G
S(z, λ)′,
−∞ if µ ∈ PK1 \ G
S(z, λ)′.
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and, hence, the right hand side of (3.8) can be rewritten as
(3.9)
inf
µ∈PK1∩G
S(z,λ)′
〈µ, L〉 = inf
µ∈PK1
(
〈µ, L〉 − inf
f∈GS(z,λ)
〈µ, f〉
)
= inf
µ∈PK1
sup
f∈GS(z,λ)
〈µ, L− f〉.
Since PK1 is a convex compact space, with the topology of weak convergence of measures,
we apply Sion’s minimax theorem, to get
min
µ∈PK1
sup
f∈GS(z,λ)
〈µ, L− f〉 = sup
f∈GS(z,λ)
min
µ∈PK1
〈µ, L− f〉.
In view of this and (3.8), we can pick (φ, u) ∈ FS(λ) such that
(3.10) λvλ(z) + ε < 〈µ, L− φ+ λu(z)〉 for all µ ∈ PK1 ,
and φ = tL+ χ for some t > 0 and χ ∈ C(Ω).
We now prove that there exists θ > 0 such that w := θu is a subsolution of
(3.11) λw + F [w] = −λ(vλ − w)(z)− θε in Ω.
Once this is done, we immediately arrive at a contradiction. Indeed, if λ > 0, then ζ :=
w+ (vλ − w)(z) + λ−1θε is a subsolution of λζ +F [ζ ] = 0 in Ω, and comparison principle
(CPS) yields ζ ≤ vλ, which, after evaluation at z, gives λ−1θε ≤ 0, a contradiction. On
the other hand, if λ = 0, then we set ζ := w + C, with a constant C > minΩ(v
λ − w),
choose a constant δ > 0 sufficiently small so that
δmin
Ω
vλ ≥ −θε/2 and δmax
Ω
ζ ≤ θε/2,
observe that the functions ζ and vλ are a subsolution and a supersolution of δu+ F [u] =
−θε/2, respectively, in Ω and on Ω, and, by (CPS), get ζ ≤ vλ on Ω, which is a contra-
diction.
To show (3.11), we consider the two cases separately. The first case is when K1 = A,
and then, the Dirac measure δ(x,α) belongs to PK1 for any (x, α) ∈ Ω×A, which together
with (3.10) yields
λvλ(z) + ε < L− φ+ λu(z) on Ω ×A.
Now, we have
F (x, p,X) ≤ Fφ(x, p,X) + λ(u− v
λ)(z)− ε for (x, p,X) ∈ Ω × Rn × Sn.
We choose θ = 1 and observe that w = u is a subsolution of (3.11).
The other case is that when K1 = Kλ ∪ {α1}, with α1 ∈ K \Kλ. As δ(x,α) ∈ PK1 for
all (x, α) ∈ Ω ×K1, we observe, in light of (3.10), that
(3.12) λvλ(z) + ε < (1− t)L(x, α)− χ(x) + λu(z) for all (x, α) ∈ Ω ×K1.
We subdivide the argument into two cases. Consider first the case when t ≤ 1. Minimize
both sides of (3.12) in α ∈ Kλ and note by (3.3) and (3.4) that minα∈Kλ L(x, α) ≤ Lλ, to
get
λvλ(z) + ε < (1− t) min
α∈Kλ
L(x, α)− χ(x) + λu(z)
≤ (1− t)Lλ − χ(x) + λu(z) for all x ∈ Ω.
We use this, (3.4), and (3.12), to deduce that
λvλ(z) + ε < (1− t)L(x, α)− χ(x) + λu(z) for all (x, α) ∈ Ω ×A.
From this, we observe
φ = L+ (t− 1)L+ χ < L− λ(vλ − u)(z)− ε on Ω ×A,
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and, hence, that u is a subsolution of (3.11), with θ = 1.
Next, we consider the case when t ≥ 1. By (3.4) and (3.12), we get
L(x, α1) ≥ Lλ and (t− 1)L(x, α1) + χ(x) < −λ(v
λ − u)(z)− ε for all x ∈ Ω,
which together yield
(t− 1)Lλ + χ(x) ≤ −λ(v
λ − u)(z)− ε for all x ∈ Ω.
We take advantage of (3.3) to get further that
(t− 1)λvλ(z) + χ(x) ≤ −λ(vλ − u)(z)− ε for all x ∈ Ω.
Therefore,
χ < −tλvλ(z) + λu(z)− ε,
and
φ = tL+ χ < tL+ tλ(u/t− vλ)(z)− ε in Ω ×A.
From this we deduce that w := u/t is a subsolution of
λw + F [w] = −λ(vλ − w)(z)− ε/t in Ω.
This completes the proof. 
We remark that, in the proof above, we have proven the identity
λvλ(z) = inf
µ∈PK∩GS(z,λ)′
〈µ, L〉
for a compact set K ⊂ A, which is a stronger claim than (3.2).
The minimization problem (3.2), in Theorem 3.3, has minimizers as stated in the up-
coming corollary, Corollary 3.5.
Lemma 3.4. Assume (F1), (F2) and (L). Fix a point z ∈ Ω and a sequence {λj}j∈N ⊂
[0, ∞). Let {µj}j∈N be a sequence of measures such that µj ∈ P
S∩GS(z, λj)
′ for all j ∈ N.
Assume that for some ρ ∈ R and λ ∈ [0, ∞),
lim
j→∞
〈µj, L〉 = ρ and lim
j→∞
λj = λ.
Then there exist a measure ν ∈ PS ∩ GS(z, λ)′ and a subsequence {µjk}k∈N of {µj} such
that 〈ν, L〉 = ρ and
lim
k→∞
〈µjk , ψ〉 = 〈ν, ψ〉 for all ψ ∈ C(Ω).
Proof. Lemma 2.2 implies that {µj}j∈N has a subsequence {µjk}k∈N convergent in the
topology of weak convergence of measures. Let µ0 ∈ R
+
Ω×A
denote the limit of {µjk}k∈N.
It follows from the weak convergence of {µjk} that µ0 is a probability measure on Ω ×A.
Hence, µ0 ∈ P
S. By the lower semicontinuity of the functional µ 7→ 〈µ, L〉 on R+
Ω×A
, as
claimed by Lemma 2.1, we find that ρ ≥ 〈µ0, L〉.
If ρ > 〈µ0, L〉, then A is not compact and Lemma 2.3 ensures that there is µ˜0 ∈ P
S
such that 〈µ˜0, L〉 = ρ and 〈µ˜0, ψ〉 = 〈µ0, ψ〉 for all ψ ∈ C(Ω). We define ν ∈ P
S by setting
ν = µ˜0 if ρ > 〈µ0, L〉 and ν = µ0 otherwise, that is, if ρ = 〈µ0, L〉. The measure ν ∈ P
S
verifies that 〈ν, L〉 = ρ and 〈ν, ψ〉 = 〈µ0, ψ〉 for all ψ ∈ C(Ω). It follows from the last
identity that
lim
k→∞
〈µjk , ψ〉 = 〈ν, ψ〉 for all ψ ∈ C(Ω).
It remains to check that ν ∈ GS(z, λ)′. Let f ∈ GS(z, λ), and select (φ, u) ∈ FS(λ),
t > 0 and χ ∈ C(Ω) so that f = φ− λu(z) and φ = tL+ χ.
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Fix j ∈ N, note that (φ+ (λj − λ)u, u) ∈ F
S(λj) and get
0 ≤ 〈µj, φ+ (λj − λ)u− λju(z)〉 = t〈µj , L〉+ 〈µj, χ+ (λj − λ)u− λju(z)〉,
because µj ∈ G
S(z, λj)
′. Sending j →∞ yields
0 ≤ tρ+ 〈µ0, χ− λu(z)〉.
Since ρ = 〈ν, L〉 and 〈µ0, χ〉 = 〈ν, χ〉, we find that
0 ≤ t〈ν, L〉+ 〈ν, χ− λu(z)〉 = 〈ν, φ− λu(z)〉,
which shows that ν ∈ GS(z, λ)′, completing the proof. 
Corollary 3.5. Under the hypotheses of Theorem 3.3, we have
(3.13) λvλ(z) = min
µ∈PS∩GS(z,λ)′
〈µ, L〉.
Proof. In view of Lemma 3.4, we need only to show that there exists a sequence {µj}j∈N ⊂
PS ∩ GS(z, λ)′ such that
lim
j→∞
〈µj, L〉 = inf
µ∈PS∩GS(z,λ)′
〈µ, L〉,
but this is obviously true. 
Remark 3.1. In the generality that (Z) is not assumed in Corollary 3.5, we have
−cS = inf
µ∈PS∩GS(0)′
〈µ, L〉.
Definition 3.6. We denote the set of minimizers of (3.13) by MS(z, λ) for λ > 0, and
by MS(0) for λ = 0. We call any µ ∈ MS(0) a viscosity Mather measure, and, if λ > 0,
any λ−1µ, with µ ∈MS(z, λ) and λ > 0, a viscosity Green measure.
3.2. Convergence with vanishing discount. The following theorem is our main result
on the vanishing discount problem for the state constraint problem.
Theorem 3.7. Assume (F1), (F2), (CPloc), (L), (CPS), (SLS), and (EC). For each
λ > 0, let vλ ∈ C(Ω) be the unique solution of (Sλ). Then, the family {v
λ + λ−1cS}λ>0
converges to a function u in C(Ω) as λ→ 0. Furthermore, (u, cS) is a solution of (ES).
In order to prove this theorem, we need the next lemma.
Lemma 3.8. Assume (F1), (F2), (CPS), (SLS), (EC) and (Z). For each λ > 0, let
vλ ∈ C(Ω) be the unique solution of (Sλ). Then {v
λ}λ>0 is uniformly bounded on Ω.
Proof. Let u ∈ C(Ω) be a solution of (ES0). It is clear that u+‖u‖C(Ω) and u−‖u‖C(Ω) are
a supersolution and a subsolution of (Sλ) respectively for any λ > 0. By the comparison
principle, we get
u− ‖u‖C(Ω) ≤ v
λ ≤ u+ ‖u‖C(Ω) on Ω,
which yields ‖vλ‖C(Ω) ≤ 2‖u‖C(Ω). 
We are now ready to prove the main convergence result in this section.
Proof of Theorem 3.7. As always, we assume cS = 0. Let U be the set of accumulation
points in C(Ω) of {vλ}λ>0 as λ → 0. By Lemma 3.8 and (EC), {v
λ}λ>0 is relatively
compact in C(Ω). Clearly, U 6= ∅ and any u ∈ U is a solution of (ES0). Our goal is
achieved when we prove that U has a unique element, or equivalently, for any v, w ∈ U ,
(3.14) v ≥ w on Ω.
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Fix any v, w ∈ U . There exist two sequences {λj} and {δj} of positive numbers con-
verging to 0 such that vλj → v, vδj → w in C(Ω) as j →∞.
Fix z ∈ Ω. By Corollary 3.5, there exists a sequence {µj}j∈N of measures such that
µj ∈ M
S(L, z, λj) for every j ∈ N. Since
〈µj, L〉 = λjv
λj (z)→ 0 = cS as j →∞,
Lemma 3.4 guarantees that there is µ ∈ PS ∩ GS(0)′ such that
〈µ, L〉 = 0 and lim
j→∞
〈µj, ψ〉 = 〈µ, ψ〉 for all ψ ∈ C(Ω).
We note that (L− δjv
δj , vδj) ∈ FS(0) and (L+ λjw,w) ∈ F
S(λj), which implies that
0 ≤ 〈µ, L− δjv
δj〉 = −δj〈µ, v
δj〉,
and
0 ≤ 〈µj, L+ λjw − λjw(z)〉 = λj(v
λj − w)(z) + λj〈µj, w〉.
Dividing the above inequalities by δj and λj, respectively, and letting j →∞ yield
〈µ, w〉 ≤ 0 and 0 ≤ (v − w)(z) + 〈µ, w〉,
and thus, v(z) ≥ w(z). This completes the proof. 
4. Dirichlet problem
We consider the Dirichlet problem in this section. We rename (DPλ) and (E) as (Dλ)
and (ED), respectively, in which the letter D refers to “Dirichlet”. For a given g ∈ C(∂Ω),
the two problems of interest are
(Dλ)
{
λu+ F [u] = 0 in Ω,
u = g on ∂Ω,
for λ > 0, and
(ED)
{
F [u] = c in Ω,
u = g on ∂Ω.
As usual, (EDc) refers the Dirichlet problem (ED), with a given constant c.
The function g ∈ C(Ω) is fixed in the following argument, while we also consider the
Dirichlet problem
(Dλ,φ,ψ)
{
λu+ Fφ[u] = 0 in Ω,
u = ψ on ∂Ω,
where λ ≥ 0, φ ∈ C(Ω ×A) and ψ ∈ C(Ω) are all given.
Throughout this paper, we understand that u ∈ C(Ω) is a subsolution (resp., a su-
persolution) of (Dλ,φ,ψ), with λ ≥ 0, if it is a subsolution of λu + Fφ[u] = 0 in Ω in the
viscosity sense and verifies u ≤ ψ pointwise on ∂Ω (resp., a supersolution of (Dλ,φ,ψ) in the
viscosity sense). As always, we call u ∈ C(Ω) a solution of (Dλ,φ,ψ) if it is a subsolution
and supersolution of (Dλ,φ,ψ).
We assume in addition the following conditions.
(CPD)

The comparison principle holds for (Dλ,φ,ψ), with φ = L+ χ, for any λ > 0,
χ ∈ C(Ω) and ψ ∈ C(∂Ω). That is, for any subsolution u ∈ C(Ω) and
supersolution v ∈ C(Ω) of (Dλ,φ,ψ), with φ = L + χ, the inequality u ≤ v
holds on Ω.
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We remark here that, if φ = L + χ, then the equation λu + Fφ[u] = 0 can be written
as λu+ F [u] = χ.
(SLD) For every λ > 0, (Dλ) admits a solution v
λ ∈ C(Ω).
In the vanishing discount problem for the Dirichlet problem, the state constrain problem
comes into play as the following results indicate.
Proposition 4.1. Assume (F1), (F2), (CPD) and (SLD). For λ > 0, let vλ ∈ C(Ω) be
the solution of (Dλ). Then, (i) if (ED0) has a solution in C(Ω), then
lim
λ→0+
λvλ(x) = 0 uniformly on Ω,
and (ii) if (ESc), with c > 0, has a solution in C(Ω), then
lim
λ→0+
λvλ(x) = −c uniformly on Ω.
Notice that, in the proposition above, the assumption for the claim (i) and that for (ii)
are mutually exclusive, since the conclusions are exclusive of one another.
Proof. Assume first that (ED0) has a solution in C(Ω), which denote by u ∈ C(Ω). We
select M > 0 so that ‖u‖C(Ω) ≤ M and note that the function u +M is nonnegative
on Ω and hence a supersolution of (Dλ) for any λ > 0 and, similarly, that u −M is a
subsolution of (Dλ) for any λ > 0. Thus, by (CPD), we have u−M ≤ v
λ ≤ u+M on Ω,
which readily yields
lim
λ→0
λvλ(x) = 0 uniformly on Ω.
Next, assume that (ESc), with c > 0, has a solution in C(Ω), and let u ∈ C(Ω) be such
a solution. Choose M > 0 large enough so that ‖u‖C(Ω) + ‖g‖C(∂Ω) ≤ M . Observe that,
for any λ > 0, u+M − λ−1c is a supersolution of λw + F [w] = 0 on Ω and, therefore, is
a supersolution of (Dλ) and that u −M − λ
−1c is a subsolution of (Dλ) for any λ > 0.
Hence, we get u−M − λ−1c ≤ vλ ≤ u+M − λ−1c on Ω for all λ > 0. This shows that
lim
λ→0
λvλ(x) = −c.
The proof is now complete. 
Proposition 4.2. Assume (F1), (F2), (CPD), (SLD) and (EC). Then, there is a di-
chotomy: either problem (ED0), or (ESc), with some c > 0, has a solution in C(Ω).
Here is an illustrative, simple example regarding the solvability of (ED) or (ES). Let
n = 1 and m ∈ R, and consider the case Ω = (−1, 1), F (x, p) = |p| +m, and g = 0. It
is easily checked that conditions (F1), (F2), (CPD), (SLD), and (EC) are satisfied. The
Dirichlet problem
(4.1) |u′|+m = c in (−1, 1) and u(−1) = u(1) = 0,
with c ∈ R, has a solution u(x) := (c − m)(1 − |x|) if and only if c ≥ m. Moreover, if
c = m, then any function u(x) := C, with C ≤ 0, is a solution of (4.1) and any constant
function u is a solution of the state constraint problem
(4.2) |u′|+m ≥ c in [−1, 1] and |u′|+m ≤ c in (−1, 1).
Thus, if m ≤ 0, then problem (4.1), with c = 0, has a solution in C([−1, 1]), and if m > 0,
then problem (4.2), with c = m, has a solution in C([−1, 1]).
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Proof. For λ > 0, let vλ ∈ C(Ω) be the solution of (Dλ). Choose a constant M > 0
so that ‖g‖C(∂Ω) + ‖F (·, 0, 0)‖C(Ω) ≤ M and observe that, if λ > 0, then the constant
functions λ−1M and −λ−1M are, respectively, a supersolution and a subsolution of (Dλ).
By (CPD), we have −λ−1M ≤ vλ ≤ λ−1M on Ω, and consequently, the family {λvλ}λ>0
is uniformly bounded on Ω.
By (EC), the family {λvλ}λ>0 is equi-continuous on Ω. Setting
wλ := vλ −min
Ω
vλ on Ω for λ > 0,
we observe that {wλ}λ>0 is relatively compact in C(Ω), and choose a sequence {λj}j∈N ⊂
(0, ∞), converging to zero, so that {wλj}j∈N converges in C(Ω) to some function u ∈ C(Ω)
as j → ∞. The uniform boundedness of {λvλ}λ>0 allows us to assume, after taking a
subsequence if necessary, that the limit
d := lim
j→∞
λj min
Ω
vλj ∈ R
exists. Then the equi-continuity of {vλ}λ>0 ensures that as j →∞,
λjv
λj (x)→ d uniformly on Ω.
Now, according to the boundary condition vλ ≤ g, pointwise on ∂Ω, for any λ > 0, we
have
(4.3) min
Ω
vλ ≤ min
∂Ω
g for all λ > 0,
and hence, we find that d ≤ 0.
Set
mj := min
Ω
vλj for j ∈ N,
and consider the sequence {mj}j∈N, which is bounded from above due to (4.3). By passing
to a subsequence if needed, we may assume that
m := lim
j→∞
mj ∈ [−∞, min
∂Ω
g].
Observe that, for any j ∈ N, wλj is a solution of{
λj(w
λj +mj) + F [wj ] = 0 in Ω,
wλj +mj = g on ∂Ω.
Thus, in the limit j →∞, we find that if m > −∞, then w is a solution of (ED0), with g
replaced by g−m, which says that the function u := w+m is a solution of (ED0). Notice
that if m > −∞, then d = 0.
On the other hand, if m = −∞, then, for j sufficiently large, we have vλj < g on ∂Ω,
which implies that vλj is a supersolution of λjv
λj + F [vλj ] = 0 on Ω. This can be stated
that wλj is a supersolution of λj(w
λj + mj) + F [w
λj ] = 0 on Ω. Sending j → ∞, we
deduce that w is a solution of (ES−d). Note that if w ∈ C(Ω) is a solution of (ES0) and if
C ∈ R is large enough so that w−C ≤ g on ∂Ω, then u := w−C is a solution of (ED0).
Thus, we conclude that either problem (ED0) has a solution in C(Ω), or else problem
(ESc), with some c > 0, has a solution in C(Ω). 
THE VANISHING DISCOUNT PROBLEM AND VISCOSITY MATHER MEASURES. PART 2 15
4.1. Representation formulas in the case λ > 0. We first need to do some setup to
take the Dirichlet boundary condition into account.
For M > 0 and λ ≥ 0, we define FD(λ) (resp., FD(M,λ)) as the set of all (φ, ψ, u) ∈
Ψ+ × C(Ω) (resp., (φ, ψ, u) ∈ Ψ+(M) × C(Ω)) such that u is a subsolution of (Dλ,φ,ψ).
Fix z ∈ Ω and define the sets GD(z, λ), GD(M, z, λ) ⊂ C(Ω) by
GD(z, λ) : =
{(
φ− λu(z), λ(ψ − u(z))
)
: (φ, ψ, u) ∈ FD(λ)
}
,
GD(M, z, λ) : =
{(
φ− λu(z), λ(ψ − u(z))
)
: (φ, ψ, u) ∈ FD(M,λ)
}
.
We also write GD(0) and GD(M, 0), respectively, for GD(z, 0) and GD(M, z, 0), which are
independent of z. Notice that
GD(0) =
{
(φ, 0) : (φ, ψ, u) ∈ FD(0)
}
and GD(M, 0) =
{
(φ, 0) : (φ, ψ, u) ∈ FD(M, 0)
}
,
and that
FD(z, λ) =
⋃
M>0
FD(M, z, λ) and GD(z, λ) =
⋃
M>0
GD(M, z, λ).
Lemma 4.3. Assume (F1), (F2), and (CPloc). For any (z, λ) ∈ Ω × [0,∞) and M > 0,
the sets FDz,λ, F
D(M, z, λ), GD(z, λ) and GD(M, z, λ) are convex cones with vertex at the
origin.
Proof. It is easily seen that Ψ+ and Ψ+(M) are convex cones with vertex at the origin.
For i = 1, 2, let (φi, ψi, ui) ∈ F
D(λ), fix t, s ∈ (0, ∞) and set
u = tu1 + su2, φ = tφ1 + sφ2 and ψ = tψ1 + sψ2.
As in the proof of [16, Lemma 2.8], we find that u is a subsolution of λu + Fφ[u] = 0 in
Ω. Since ui ≤ ψi pointwise in ∂Ω for i = 1, 2, we get immediately u ≤ ψ pointwise in
∂Ω. Hence, we see that (φ, ψ, u) ∈ FD(λ).
Assume, in addition, that (φi, ψi, ui) ∈ F
D(M,λ) for i = 1, 2. Then (φi, ψi) ∈ Ψ
+(M)
for i = 1, 2, and, hence, the cone property of Ψ+(M) implies that (φ, ψ) ∈ Ψ+(M), which
proves, together with the property of (φ, ψ, u) being in FD(λ), that (φ, ψ, u) ∈ FD(M,λ).
Thus, we see that FD(λ) and FD(M,λ) (and also GD(z, λ) and GD(M, z, λ)) are convex
cones with vertex at the origin. 
Henceforth, we write
R1 := RΩ×A, R2 := R∂Ω , R
+
L := R
+
Ω×A
∩ RL and R
+
2 := R
+
∂Ω.
Define
PD :=
{
(µ1, µ2) ∈ R
+
L ×R
+
2 : µ1(Ω ×A) + µ2(∂Ω) = 1
}
,
and, for any compact subset K of A,
PDK :=
{
(µ1, µ2) ∈ P
D : µ1(Ω ×K) + µ2(∂Ω) = 1
}
.
We define the dual cones GD(z, λ)′, GD(M, z, λ)′ of GD(z, λ), GD(M, z, λ) in RL × R2,
respectively, by
GD(z, λ)′ : =
{
(µ1, µ2) ∈ RL ×R2 : 〈µ1, f1〉+ 〈µ2, f2〉 ≥ 0 for all (f1, f2) ∈ G
D(z, λ)
}
,
GD(M, z, λ)′ : =
{
(µ1, µ2) ∈ RL ×R2 : 〈µ1, f1〉+ 〈µ2, f2〉 ≥ 0 for all (f1, f2) ∈ G
D(M, z, λ)
}
.
It is obvious that
GD(z, λ)′ =
⋂
M>0
GD(M, z, λ)′.
As usual, we write GD(0)′ and GD(M)′ for GD(z, 0)′ and GD(M, z, 0)′, respectively.
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The following proposition is a key step toward Theorems 4.6 and 4.10, two of the main
results in this section.
Theorem 4.4. Assume (F1), (F2), (CPloc), (L) and (CPD). Let (z, λ) ∈ Ω × (0, ∞)
and M > ‖g‖C(∂Ω). If v
λ ∈ C(Ω) is a solution of (Dλ), then
(4.4) λvλ(z) = inf
(µ1,µ2)∈PD∩GD(M,z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉) .
We need a lemma for the proof of the theorem above.
Lemma 4.5. Assume (F1), (F2), and (CPD). Let λ > 0. If (φ, ψ, u) ∈ FD(λ) and
φ = t(L+ χ), with t > 0 and χ ∈ C(Ω), then
λu ≤ max
{
tmax
Ω
(χ− F (·, 0, 0)), λmax
∂Ω
ψ
}
on Ω.
Proof. Let (φ, ψ, u) ∈ FD(λ), and assume that φ = t(L+χ) for some t > 0 and χ ∈ C(Ω).
Recall that
Fφ(x, p,X) = sup
α∈A
(− tr aX − b · p− t(L+ χ)) = t sup
α∈A
(
− tr at−1X − b · t−1p− L
)
− tχ
= tF (x, t−1p, t−1X)− tχ(x),
to find that u is a subsolution of
λu+ tF (x, t−1Du, t−1D2u) = tχ in Ω.
Hence, the function v := t−1u is a subsolution of
λv + F [v] = χ in Ω
and satisfies v ≤ t−1ψ pointwise on ∂Ω.
We set
A = max
{
λ−1max
Ω
(χ− F (·, 0, 0)), t−1max
∂Ω
ψ
}
,
and note that the constant function w := A is a supersolution of
λw + F [w] = χ in Ω and w = t−1ψ on ∂Ω.
Hence, comparison principle (CPD) guarantees that v ≤ A on Ω, which yields
λu(x) ≤ λtA = max
{
tmax
Ω
(χ− F (·, 0, 0)), λmax
∂Ω
ψ
}
for all x ∈ Ω. 
Proof of Theorem 4.4. Let vλ ∈ C(Ω) be a solution of (Dλ). Since ‖g‖C(∂Ω) < M , we
have (L, g, vλ) ∈ FD(M,λ). Hence, owing to the definition of GD(M, z, λ)′, we get
0 ≤ 〈µ1, L− λv
λ(z)〉 + λ〈µ2, g − v
λ(z)〉
= 〈µ1, L〉+ λ〈µ2, g〉 − λv
λ(z) for all (µ1, µ2) ∈ P
D ∩ GD(M, z, λ)′,
and, therefore,
(4.5) λvλ(z) ≤ inf
(µ1,µ2)∈PD∩GD(M,z,λ)′
(〈µ1, L〉 + λ〈µ2, g〉) .
Next, we show the reverse inequality:
(4.6) λvλ(z) ≥ inf
(µ1,µ2)∈PD∩GD(M,z,λ)′
(〈µ1, L〉 + λ〈µ2, g〉) .
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For this, we suppose toward a contradiction that
(4.7) λvλ(z) + ε < inf
(µ1,µ2)∈PD∩GD(M,z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉) ,
for a small ε > 0.
Now, we fix a compact subset K of A as follows. If A is compact, then we set K := A.
Otherwise, pick an α0 ∈ A and choose a constant L0 > 0 so that
(4.8) max
x∈Ω
L(x, α0) ≤ L0 and (λ+ 1)|v
λ(z)| ≤ L0.
Then set
(4.9) C1 :=M + ‖F (·, 0, 0)‖C(Ω), C2 := C1(1 + λ),
(4.10) δ := min
{1
2
,
ε
4λ(M + L0)
}
and L1 :=
M + L0 + C2
δ
.
Owing to (L), we may select a compact set K0 ⊂ A so that
(4.11) L(x, α) ≥ max{L0, L1}( = L1 ) for all (x, α) ∈ Ω × (A \K0).
Finally, pick an α1 ∈ A \K0 and define the compact set K ⊂ A by
(4.12) K := K0 ∪ {α0, α1}( = K0 ∪ {α1} ).
It follows from (4.7) that
(4.13) λvλ(z) + ε < inf
(µ1,µ2)∈PDK∩G
D(M,z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉) .
By Lemma 4.3, GD(M, z, λ) is a convex cone with vertex at the origin, and hence, we
get
inf
(f1,f2)∈GD(M,z,λ)
(〈µ1, f1〉+ λ〈µ2, f2〉) =
{
0 if (µ1, µ2) ∈ P
D
K ∩ G
D(M, z, λ)′,
−∞ if (µ1, µ2) ∈ P
D
K \ G
D(M, z, λ)′,
and moreover,
(4.14)
inf
(µ1,µ2)∈PDK∩G
D(M,z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉)
= inf
(µ1,µ2)∈PDK
sup
(f1,f2)∈GD(M,z,λ)
(〈µ1, L〉+ λ〈µ2, g〉 − 〈µ1, f1〉 − λ〈µ2, f2〉)
= inf
(µ1,µ2)∈PDK
sup
(f1,f2)∈GD(M,z,λ)
(〈µ1, L− f1〉+ λ〈µ2, g − f2〉) .
Since K is compact, PDK is a compact convex subset of RL ×R2, with the topology of
weak convergence of measures. Also, for any (f1, f2) ∈ G
D(M, z, λ), the functional
PDK ∋ (µ1, µ2) 7→ 〈µ1, L− f1〉+ λ〈µ2, g − f2〉 ∈ R
is continuous. Thus, Sion’s minimax theorem implies
min
(µ1,µ2)∈PDK
sup
(f1,f2)∈GD(M,z,λ)
(〈µ1, L− f1〉+ λ〈µ2, g − f2〉)
= sup
(f1,f2)∈GD(M,z,λ)
min
(µ1,µ2)∈PDK
(〈µ1, L− f1〉+ λ〈µ2, g − f2〉) ,
which, together with (4.13) and (4.14), yields
λvλ(z) + ε < sup
(f1,f2)∈GD(M,z,λ)
min
(µ1,µ2)∈PDK
(〈µ1, L− f1〉+ λ〈µ2, g − f2〉) .
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Thus, we may choose (φ, ψ, u) ∈ FD(M,λ) and (t, χ) ∈ (0, ∞)×C(Ω) so that φ = t(L+χ),
‖χ‖C(Ω) < M , and
(4.15) λvλ(z) + ε < min
(µ1,µ2)∈PDK
(〈µ1, L− φ+ λu(z)〉+ λ〈µ2, g − ψ + u(z)〉) .
Note that, by the definition of FD(M,λ), the inequality ‖ψ‖C(∂Ω) < tM is valid.
Since (0, δx) ∈ P
D
K for all x ∈ ∂Ω, we get from (4.15)
λvλ(z) + ε < λ(g − ψ + u(z)) on ∂Ω,
which reads
(4.16) ψ < g + (u− vλ)(z)− λ−1ε on ∂Ω.
Also, since (δ(x,α), 0) ∈ P
D
K for all (x, α) ∈ Ω ×K, we get from (4.15)
(4.17) (t− 1)L(x, α) + tχ(x) < λ(u− vλ)(z)− ε for all (x, α) ∈ Ω ×K.
We show that there are a constant θ > 0 and a subsolution w = θu ∈ C(Ω) to
(4.18) λw + F [w] = −λ(vλ − w)(z)− 2−1θε in Ω,
and
(4.19) w ≤ g − (vλ − w)(z)− (2λ)−1θε on ∂Ω.
Once this is complete, we get a contradiction right away. Indeed, the function ζ :=
w + (vλ − w)(z) + (2λ)−1θε is a subsolution of (Dλ), and comparison principle (CPS)
yields ζ ≤ vλ, which, after evaluation at z, gives (2λ)−1θε ≤ 0. This is a contradiction.
Assume that A is compact. Then we have K = A, and therefore, we get from (4.17)
φ = L+ (t− 1)L+ tχ < −λ(vλ − u)(z)− ε on Ω ×A,
which ensures that the pair of w := u and θ := 1 satisfies (4.18), while (4.19) for this pair
is an immediate consequence of (4.16).
We assume henceforth that A is not compact. We split our further argument into two
cases. Consider first the case when t ≤ 1. Recall that K = K0 ∪ {α0, α1}. By (4.17), we
have
(4.20) (t− 1)L(x, α0) + tχ(x) < λ(u− v
λ)(z)− ε for all x ∈ Ω.
By the choice of α0 and L0, we have
L(x, α) ≥ L0 ≥ L(x, α0) for all (x, α) ∈ Ω × (A \K).
Then we combine this with (4.20), to get
(t− 1)L(x, α) + tχ(x) < λ(u− vλ)(z)− ε for all (x, α) ∈ Ω × (A \K),
which, furthermore, yields together with (4.17)
(t− 1)L(x, α) + tχ(x) < λ(u− vλ)(z)− ε for all (x, α) ∈ Ω ×A.
From this, we observe
φ = L+ (t− 1)L+ tχ < L− λ(vλ − u)(z)− ε on Ω ×A,
which shows together with (4.16) the validity of (4.18) and (4.19), with w := u and θ := 1.
Secondly, we consider the case when t > 1. Recall the choice of L0 and K0, to see
|λvλ(z)| ≤ L0 ≤ L(x, α) for all (x, α) ∈ Ω × (A \K0).
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Since α1 ∈ K \K0, this and (4.17) yield
(4.21) (t− 1)λvλ(z) + tχ(x) ≤ (t− 1)L(x, α1) + tχ(x) < λ(u− v
λ)(z)− ε,
which verifies tχ < −tλvλ(z) + λu(z)− ε on Ω and, furthermore,
φ = t(L+ χ) < tL− tλvλ(z) + λu(z)− ε on Ω ×A.
This shows formally that
λu+ Lαu ≤ φ < tL− tλ(v
λ − t−1u)(z)− ε in Ω ×A,
from which we deduce that if we set w := t−1u and θ = t−1, then (4.18) holds.
We continue with the case when t > 1. By Lemma 4.5, in view of (4.9), we get
λu ≤ max{t(M + ‖F (·, 0, 0)‖C(Ω)), λtM} ≤ C1(1 + λ)t = C2t,
and, accordingly,
(4.22) λ(u− vλ)(z) ≤ C2t+ L0 ≤ (C2 + L0)t.
Combining this with the second inequality of (4.21) and (4.11), we get
(t− 1)L1 < Mt + (L0 + C2)t = (M + L0 + C2)t.
Using this and (4.10), we compute
t− 1 <
(M + L0 + C2)t
L1
= δt ≤
t
2
,
which shows that t < 2, and we get from the above
(4.23) t− 1 < δt ≤ 2δ ≤
ε
2λ(M + L0)
.
Hence, we obtain
(t− 1)(g − vλ(z)) ≤ (t− 1)(M + L0) <
ε
2λ
,
and moreover, by (4.16),
t−1ψ < g + (t−1u− vλ)(z)− (tλ)−1ε+ (t−1 − 1)(g − vλ(z))
< g + (t−1u− vλ)(z)− (2tλ)−1ε on ∂Ω,
which shows that (4.19) holds with w := t−1u and θ := t−1. Therefore, both (4.18) and
(4.19) hold with w := t−1u and θ := t−1. The proof is complete. 
Theorem 4.6. Assume (F1), (F2), (CPloc), (L) and (CPD). Let (z, λ) ∈ Ω× (0, ∞). If
vλ ∈ C(Ω) is a solution of (Dλ), then
(4.24) λvλ(z) = min
(µ1,µ2)∈PD∩GD(z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉) .
We introduce the set GD(z, λ)† for (z, λ) ∈ Ω×[0, ∞) (resp., GD(M, z, λ)† for (M, z, λ) ∈
(0, ∞)Ω × [0, ∞) ) as the set of triples (ρ, µ1, µ2) ∈ [0, ∞)× P
D satisfying
0 ≤ tρ+ 〈µ1, tL+ χ− λu(z)〉+ λ〈µ2, ψ − u(z)〉
for all (tL+χ, ψ, u) ∈ FD(λ) (resp., (tL+χ, ψ, u) ∈ FD(M,λ)), with t > 0 and χ ∈ C(Ω).
Notice that it is required here for (ρ, µ1, µ2) ∈ G
D(z, λ)† (resp., (ρ, µ1, µ2) ∈ G
D(M, z, λ)†)
to fulfill the condition (µ1, µ2) ∈ P
D. We remark that the inclusion (µ1, µ2) ∈ P
D ∩
GD(z, λ)′ (resp., (µ1, µ2) ∈ P
D ∩ GD(M, z, λ)′) holds if and only if (0, µ1, µ2) ∈ G
D(z, λ)†
(resp., (0, µ1, µ2) ∈ G
D(M, z, λ)†), that
⋂
M>0 G
D(M, z, λ)† = GD(z, λ)†, and that if N >
M , then GD(N, z, λ)† ⊂ GD(M, z, λ)†.
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The following lemmas are useful for the proof of Theorem 4.6.
Lemma 4.7. Assume (F1) and (L). Fix R ∈ R. Then, (i) the functional
(µ1, µ2) 7→ 〈µ1, L〉
is lower semicontinuous on PD, with the topology of weak convergence of measures, and
(ii) the set
PDR := {(µ1, µ2) ∈ P
D : 〈µ1, L〉 ≤ R}
is compact in the topology of weak convergence of measures.
It should be remarked that, by definition, a sequence {µk1, µ
k
2}k∈N ⊂ R1×R2 converges
to a (µ1, µ2) ∈ R1 ×R2 weakly in the sense of measures if and only if
lim
k→∞
(
〈µk1, φ〉+ 〈µ
k
2, ψ〉
)
= 〈µ1, φ〉+ 〈µ2, ψ〉 for all (φ, ψ) ∈ Cc(Ω ×A)× C(Ω).
Proof. Let X denote the disjoint union of Ω ×A and ∂Ω, and note that X has a natural
metric, for instance, the metric d on X given by the formula
d(ξ, η) =

d1(ξ, η) if ξ, η ∈ Ω ×A,
d2(ξ, η) if ξ, η ∈ ∂Ω,
1 otherwise,
where d1 is the given metric on Ω × A and d2 is the Euclidean metric on R
n. With this
metric structure, X is σ-compact and locally compact. Note that B ⊂ X is a Borel set if
and only if B ∩Ω ×A and B ∩ ∂Ω are Borel sets in Ω ×A and ∂Ω, respectively.
We define f : X → R by
f(ξ) =
{
L(ξ) if ξ ∈ Ω ×A,
0 if ξ ∈ ∂Ω,
and set
PX ,R := {µ ∈ PX : 〈µ, f〉 ≤ R},
where PX is defined as the set of all Radon probability measures on X , Note that f = +∞
at infinity, and observe by Lemmas 2.1 and 2.2 that, in the topology of weak convergence of
measures, the functional µ 7→ 〈µ, f〉 is lower semicontinuous on PX , and PX ,R is compact.
For (µ1, µ2) ∈ P
D, if we put
µ˜(B) := µ1(B ∩Ω ×A) + µ2(B ∩ ∂Ω) for any Borel set B ⊂ X ,
then µ˜ defines a (unique) Radon probability measure on X . With this notation, it is easy
to see that
〈µ˜, f〉 = 〈µ1, L〉 and PX ,R = {µ˜ : (µ1, µ2) ∈ P
D
R}.
Hence, we conclude that, in the topology of weak convergence of measures, the functional
(µ1, µ2) 7→ 〈µ1, L〉 is lower semicontinuous on P
D and the set PDR is compact. 
Lemma 4.8. Assume (F1), (F2) and (L). Let (M, z, λ) ∈ (0, ∞) × Ω × [0, ∞) and
let {λj}j∈N ⊂ [0, ∞) be a sequence converging to λ. Let {(µ
j
1, µ
j
2)}j∈N be a sequence of
measures such that (µj1, µ
j
2) ∈ P
D ∩GD(M, z, λj)
′ for all j ∈ N. Assume that the sequence
{〈µj1, L〉}j∈N is convergent and that {(µ
j
1, µ
j
2)}j∈N converges to some (µ
0
1, µ
0
2) ∈ P
D weakly
in the sense of measures. (i) If we set
ρ = lim
j→∞
〈µj1, L〉 − 〈µ
0
1, L〉,
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then (ρ, µ01, µ
0
2) ∈ G
D(M, z, λ)†. (ii) Assume in addition that (ρ, µ01, µ
0
2) ∈ G
D(z, λ)†. If
either A is compact or µ01 6= 0, then there exist a pair (ν1, ν2) ∈ P
D∩GD(z, λ)′ of measures
such that 〈ν1, L〉 = ρ+ 〈µ
0
1, L〉 and, for all (ψ, η) ∈ C(Ω)× C(∂Ω),
〈µ01, ψ〉+ 〈µ
0
2, η〉 = 〈ν1, ψ〉+ 〈ν2, η〉.
The proof of the lemma above is similar to that of Lemma 3.4, but we give the proof
for completeness.
Proof. Note first that the lower semicontinuity of the functional (µ1, µ2) 7→ 〈µ1, L〉 on P
D,
as claimed by Lemma 4.7, implies that ρ ≥ 0.
To check the property that (ρ, µ01, µ
0
2) ∈ G
D(M, z, λ)†, let f = (f1, f2) ∈ G
D(M, z, λ),
and select (φ, ψ, u) ∈ FD(λ), t > 0 and χ ∈ C(Ω) so that f = (φ − λu(z), λ(ψ − u(z)))
and φ = tL+ χ.
Let j ∈ N and note that (φ + (λj − λ)u, ψ, u) ∈ F
D(λj). Hence, if j is large enough,
then (φ+ (λj − λ)u, ψ, u) ∈ F
D(M,λj) and we get
0 ≤ 〈µj1, φ+ (λj − λ)u− λju(z)〉+ 〈µ
j
2, λj(ψ − u(z))〉
= t〈µj1, L〉+ 〈µ
j
1, χ+ (λj − λ)u− λju(z)〉+ λj〈µ
j
2, ψ − u(z)〉.
Sending j →∞ yields
0 ≤ t(ρ+ 〈µ01, L〉) + 〈µ
0
1, χ− λu(z)〉+ 〈µ
0
2, λ(ψ − u(z))〉,
which ensures that (ρ, µ01, µ
0
2) ∈ G
D(M, z, λ)†, proving assertion (i).
Next, we assume that (ρ, µ01, µ
0
2) ∈ P
D ∩ GD(z, λ)′ and show the existence of (ν1, ν2)
having the properties described in assertion (ii).
Since (ρ, µ01, µ
0
2) ∈ G
D(z, λ)†, we have
(4.25) 0 ≤ tρ+ 〈µ01, tL+ χ− λu(z)〉+ 〈µ
0
2, λ(ψ − u(z))〉
for all (φ, ψ, u) ∈ FD(λ), where φ = tL+ χ, t > 0 and χ ∈ C(Ω).
If A is compact, the weak convergence of {(µj1, µ
j
2)} implies that ρ = 0. Thus, in this
case, the pair (ν1, ν2) := (µ
0
1, µ
0
2) has all the required properties.
Now, assume that A is not compact and µ01 6= 0. Lemma 2.3 ensures that there is µ˜
0
1 ∈
R+L such that µ˜
0
1(Ω×A) = µ
0
1(Ω×A), 〈µ˜
0
1, L〉 = ρ and 〈µ˜
0
1, ψ〉 = 〈µ
0
1, ψ〉 for all ψ ∈ C(Ω).
We define (ν1, ν2) ∈ R
+
L × R
+
2 by (ν1, ν2) = (µ˜
0
1, µ2). It is obvious that (ν1, ν2) ∈ P
D,
〈ν1, L〉 = ρ+〈µ
0
1, L〉 and 〈ν1, ψ〉+〈ν1, η〉 = 〈µ
0
1, ψ〉+〈µ
0
2, η〉 for all (ψ, η) ∈ C(Ω)×C(∂Ω).
These properties and inequality (4.25) imply that (ν1, ν2) ∈ G
D(z, λ)′, which completes
the proof. 
Proof of Theorem 4.6. Since GD(z, λ)′ ⊂ GD(M, z, λ)′ for any M > 0, Theorem 4.4 yields
(4.26) λvλ(z) ≤ inf
(µ1,µ2)∈PD∩GD(z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉) .
To prove the reverse inequality of (4.26), in view of Theorem 4.4, we may select a
sequence {(µk1, µ
k
2)}k∈N of pairs of measures on Ω ×A and on ∂Ω so that for all k ∈ N,
(4.27) λvλ(z) +
1
k
> 〈µk1, L〉+ λ〈µ
k
2, g〉 and (µ
k
1, µ
k
2) ∈ P
D ∩ GD(k, z, λ)′.
Thanks to Lemma 4.7, there exists a subsequence {(µ
kj
1 , µ
kj
2 )}j∈N of {(µ
k
1, µ
k
2)} such that
{(µ
kj
1 , µ
kj
2 )}j∈N converges to some (µ
0
1, µ
0
2) ∈ P
D weakly in the sense of measures. Since
{〈µk1, L〉}k∈N is bounded, we may assume that {〈µ
kj
1 , L〉}j∈N is convergent.
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We set ρ = limj→∞〈µ
kj
1 , L〉 − 〈µ
0
1, L〉, and note that
(4.28) λvλ(z) ≥ lim
k→∞
〈µk1, L〉+ λ〈µ
0
2, g〉 = ρ+ 〈µ
0
1, L〉+ λ〈µ
0
2, g〉,
and, by Lemma 4.8, that (ρ, µ01, µ
0
2) ∈ G
D(m, z, λ)† for all m ∈ N, which implies that
(ρ, µ01, µ
0
2) ∈ G
D(z, λ)†.
If either A is compact or µ01 6= 0, then Lemma 4.8 guarantees that there exists (ν1, ν2) ∈
PD ∩ GD(z, λ)′ such that 〈ν1, L〉 = ρ+ 〈µ
0
1, L〉 and 〈ν1, ψ〉+ 〈ν2, η〉 = 〈µ
0
1, ψ〉+ 〈µ
0
2, η〉 for
all (ψ, η) ∈ C(Ω)× C(∂Ω). These identities combined with (4.28) yield
λvλ(z) ≥ 〈ν1, L〉+ λ〈ν2, g〉,
which shows that (4.24) holds, with (ν1, ν2) being a minimizer of the right hand side of
(4.24).
It remains the case when A is not compact and µ01 = 0. To treat this case, we observe
first that z ∈ ∂Ω and µ02 = δz. Indeed, otherwise, there exists ζ ∈ C
2(Ω) such that
〈µ02, ζ − ζ(z)〉 6= 0. By replacing ζ by a constant multiple of ζ , we may assume that
ρ+ λ〈µ02, ζ − ζ(z)〉 < 0. Noting that (λζ + L+ F [ζ ], ζ, ζ) ∈ F
D(λ), we get
0 ≤ ρ+ 〈µ01, λζ + L+ F [ζ ]− λζ(z)〉+ λ〈µ
0
2, ζ − ζ(z)〉 = ρ+ λ〈µ
0
2, ζ − ζ(z)〉,
which contradicts the choice of ζ .
Thus, we have z ∈ ∂Ω and µ02 = δz. Since
〈µ01, φ− λu(z)〉+ λ〈µ
0
2, ψ − u(z)〉 = λ(ψ − u)(z) ≥ 0
for any (φ, ψ, u) ∈ FD(λ), we have (0, µ01, µ
0
2) ∈ G
D(z, λ)†, which implies that (µ01, µ
0
2) ∈
PD ∩ GD(z, λ)′. Thus, we find from (4.26) and (4.28) that (4.24) holds with (µ01, µ
0
2) as a
minimizer of the right hand side of (4.24). The proof is complete. 
4.2. Formula for the critical value. According to Propositions 4.1 and 4.2, under the
hypotheses (F1), (F2), (CPD), (SLD) and (EC), there exists a unique number c∗ ∈ [0, ∞)
such that, if c∗ = 0, then (ED0) has a solution in C(Ω) and, if c
∗ > 0, then (ESc∗) has
a solution in C(Ω). We call this number c∗ the critical value for the vanishing discount
problem for (Dλ) and denote it by cD. Then, owing to Proposition 4.1, we have
(4.29) lim
λ→0+
λvλ(x) = −cD uniformly on Ω,
where vλ is the solution of (Dλ).
The following proposition gives a formula for the critical value cD similar to (3.1).
Proposition 4.9. Assume (F1), (F2), (L), (CPD), (SLD), and (EC). Then,
(4.30) cD = min{c ≥ 0 : (EDc) has a solution in C(Ω)}.
Proof. We set
d := inf{c ≥ 0 : (EDc) has a solution in C(Ω)}.
By the definition of cD above, which is based on Propositions 4.2 and 4.1, we have
(4.31) lim
λ→0
(−λvλ(x)) = cD uniformly on Ω.
Moreover, Proposition 4.2 ensures that, if cD = 0, then (EDcD) has a solution in C(Ω)
and, if cD > 0, then (EScD) has a solution in C(Ω). Let u ∈ C(Ω) be a solution of (ED0)
and (EScD), respectively, if cD = 0 and cD > 0. Note that, if cD > 0, then the function
u − C, with C > 0 chosen so large that u − C ≤ g on ∂Ω, is a solution of (EDcD). It is
now clear that d ≤ cD.
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It is enough to show that d ≥ cD. Suppose to the contrary that d < cD, and get a
contradiction. We choose (v, c) ∈ C(Ω)× [d, cD) so that v is a subsolution of (EDc). Fix
any C > 0 so that u − C ≤ g on ∂Ω. Since cD > 0, u is a solution of (EScD), and the
function w := u − C is a supersolution of (EDcD). Fix c0 ∈ (c, cD) and select λ > 0
sufficiently small so that λv ≤ c0− c and −λw ≤ cD− c0 on Ω, which means that v and w
are a subsolution and a supersolution, respectively, of (Dλ), with L replaced by L+c0. By
(CPD), we get v ≤ w = u−C on Ω, but this gives a contradiction when C is sufficiently
large. 
Another formula for the critical value cD is stated in the next theorem.
Henceforth, we write
PD1 = {µ1 : (µ1, µ2) ∈ P
D ∩ GD(0)′} and PD1,0 = {µ ∈ P
D
1 : µ(Ω ×A) = 1}.
A crucial remark here is that
(4.32) PD1,0 = P
S ∩ GS(0)′.
Indeed, the argument below guarantees the validity of the identity above. It is obvious
that, for φ ∈ C(Ω ×A), inclusion (φ, ψ, u) ∈ FD(0) holds for some (ψ, u) ∈ C(Ω ×A)×
C(∂Ω) if and only if (φ, u, u) ∈ FD(0). Hence, for φ ∈ C(Ω×A), we have (φ, 0) ∈ GD(0) if
and only if (φ, u, u) ∈ FD(0) for some u ∈ C(Ω), which is if and only if (φ, u) ∈ FS(0) for
some u ∈ C(Ω), and moreover, this is if and only if φ ∈ GS(0). Using these observations,
it is easy to see that, for any µ ∈ PL, µ ∈ P
S ∩ GS(0)′ if and only if µ ∈ GS(0)′, which is
if and only if 〈µ, φ〉 ≥ 0 for all (φ, 0) ∈ GD(0). This is equivalent to the condition that
(µ, 0) ∈ PD ∩ GD(0)′, which verifies that (4.32) is valid.
Theorem 4.10. Assume (F1), (F2), (CPloc), (L), (CPD), (SLD), and (EC). Then,
(4.33) − cD = min
µ∈PD
1
〈µ, L〉.
Furthermore, if cD > 0, then
(4.34) − cD = min
µ∈PS∩GS(0)′
〈µ, L〉.
Proof. We show first that (4.33) is valid. Let (µ1, µ2) ∈ P
D ∩ GD(0)′ and v ∈ C(Ω) be a
solution of (EDcD). The existence of such a v is guaranteed by Proposition 4.9. Noting
that (L+ cD, v, v) ∈ F
D(0), we get
0 ≤ 〈µ1, L+ cD〉 ≤ 〈µ1, L〉+ cD,
which yields
(4.35) − cD ≤ inf
µ∈PD
1
〈µ, L〉.
Pick a point z ∈ Ω and a sequence {λj}j∈N ⊂ (0, ∞) converging to zero. For j ∈ N,
owing to Theorem 4.6, we select (µj1, µ
j
2) ∈ P
D ∩ GD(z, λj)
′ so that
(4.36) λjv
λj (z) = 〈µj1, L〉+ λj〈µ
j
2, g〉.
Note that the sequence {〈µj1, L〉}j∈N is bounded.
We apply Lemma 4.7, with λ = 0, to find that there is a subsequence of {(λj , µ
j
1, µ
j
2)},
which we denote again by the same symbol, such that the sequence {(µj1, µ
j
2)}j∈N converges
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weakly in the sense of measures to some (µ01, µ
0
2) ∈ P
D, the sequence {〈µj1, L〉}j∈N is
convergent, and
lim
j→∞
〈µj1, L〉 ≥ 〈µ
0
1, L〉.
Set
ρ0 = lim
j→∞
〈µj1, L〉 − 〈µ
0
1, L〉,
and note by Lemma 4.8 that (ρ0, µ01, µ
0
2) ∈ G
D(0)†. Note also that if A is compact, then
ρ0 = 0. From (4.36) and (4.31), we get
(4.37) − cD = ρ
0 + 〈µ01, L〉.
If ρ0 = 0, then we have
(4.38) − cD = 〈µ
0
1, L〉,
and (µ01, µ
0
2) ∈ P
D∩GD(0)′. These observations combined with (4.35) show that, if ρ0 = 0,
(4.33) holds.
Assume instead that ρ0 6= 0. Then, ρ0 > 0 and A is not compact. Since cD ≥ 0 by
Proposition 4.1, we see from (4.37) that µ01 6= 0. By Lemma 4.8, there exists (ν1, ν2) ∈
PD ∩ GD(0)′ such that ρ0 + 〈µ01, L〉 = 〈ν1, L〉. This together with (4.37) and (4.35) proves
that, if ρ0 6= 0, then (4.33) holds. Thus, we conclude that (4.33) is always valid.
Finally, we consider the case cD > 0 and prove (4.34). We fix any minimizer µ ∈ P
D
1
of the minimization problem (4.33), and show that µ(Ω ×A) = 1, which means µ ∈ PD1,0
and completes the proof of (4.34).
The condition for ν ∈ R+L to be in P
D
1 is described by the inequalities ν(Ω × A) ≤ 1
and
(4.39) 0 ≤ t〈ν, L〉+ 〈ν, χ〉
for all (tL+ χ, ψ, u) ∈ FD(0), where t > 0 and χ ∈ C(Ω). Recall that 〈µ, L〉 = −cD < 0.
Suppose for the moment that µ(Ω ×A) < 1. By choosing θ > 1 so that θµ(Ω ×A) ≤ 1,
we get a new measure ν := θµ ∈ R+L that satisfies (4.39), which shows that ν ∈ P
D
1 , and
〈ν, L〉 = −θcD < −cD. This is a contradiction, which proves that µ(Ω ×A) = 1. 
Definition 4.11. We call µˆ ∈ PD1 a viscosity Mather measure if it satisfies 〈µˆ, L〉 =
infµ∈PD
1
〈µ, L〉, and denote by MD the set of all viscosity Mather measures µ ∈ PD1 . For
(z, λ) ∈ Ω×(0, ∞), we denote byMD(z, λ) the set of all measures (µˆ1, µˆ2) ∈ P
D∩GD(z, λ)′
that satisfies
〈µˆ1, L〉+ λ〈µˆ2, g〉 = inf
(µ1,µ2)∈PD∩GD(z,λ)′
(〈µ1, L〉+ λ〈µ2, g〉) ,
and call λ−1(µ1, µ2), with (µ1, µ2) ∈M
D(z, λ), a viscosity Green measure associated with
(Dλ).
4.3. Convergence with vanishing discount.
Theorem 4.12. Assume (F1), (F2), (L), (CPloc), (CPD), (SLD) and (EC). For each
λ > 0, let vλ ∈ C(Ω) be the unique solution of (Dλ). Then, the family {v
λ + λ−1cD}λ>0
converges, as λ→ 0, to a function u in C(Ω). Furthermore, the function u is a solution
of (ED0) or (EScD), if cD = 0 or cD > 0, respectively.
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Proof. By Propositions 4.1 and 4.2, we find that there is a solution v ∈ C(Ω) of (ED0)
or (EScD), respectively, if cD = 0 or cD > 0. Fix such a function v, and argue as in
the proof of Proposition 4.2, to show that {vλ + λ−1cD}λ>0 is uniformly bounded on Ω.
Indeed, if cD = 0, then the functions v+ ‖v‖C(Ω) and v−‖v‖C(Ω) are a supersolution and
a subsolution of (Dλ) for any λ > 0 and (CPD), which implies that
v − ‖v‖C(Ω) ≤ v
λ ≤ v + ‖v‖C(Ω) on Ω for any λ > 0,
and, hence, the uniform boundedness of {vλ}λ>0 on Ω in the case cD = 0. If cD > 0 and
if λ > 0 is sufficiently large, then we observe that the functions v + ‖v‖C(Ω) − λ
−1cD and
v − ‖v‖C(Ω) − λ
−1cD are a supersolution and a subsolution of (Dλ) and, therefore, that
v − ‖v‖C(Ω) − λ
−1cD ≤ v
λ ≤ v + ‖v‖C(Ω) − λ
−1cD,
which shows the uniform boundedness of {vλ + λ−1cD}λ>0 on Ω. Thus, together with
(EC), the family {vλ + λ−1cD}λ>0 is relatively compact in C(Ω).
We denote by U the set of accumulation points in C(Ω) of {vλ + λ−1cD} as λ → 0+.
The relative compactness in C(Ω) of the family {vλ + λ−1cD}λ>0 ensures that U 6= ∅.
In order to prove the convergence, as λ → 0, of the whole family {vλ + λ−1cD}λ>0, it is
enough to show that U has a unique element.
Let v, w ∈ U , and we demonstrate that v = w. For this, we select sequences {λj}j∈N
and {δj}j∈N of positive numbers converging to zero such that
lim
j→∞
vλj + λ−1j cD = v and lim
j→∞
vδj + δ−1j cD = w in C(Ω).
As in the last part of the proof of Proposition 4.2, we deduce that v and w are solutions
of (ED0) or (EScD) if cD = 0 or cD > 0, respectively.
Next, fix a point z ∈ Ω and, owing to Theorem 4.6, select (µj1, µ
j
2) ∈ M
D(z, λj) for
every j ∈ N so that
(4.40) λjv
λj (z) = 〈µj1, L〉+ λj〈µ
j
2, g〉 for all j ∈ N.
Arguing as in the proof of Theorem 4.10, we may assume, after passing to a subsequence
if necessary, that there is (µ1, µ2) ∈ P
D ∩ GD(0)′ such that
lim
j→∞
〈µj1, L〉 = 〈µ1, L〉 = −cD,(4.41)
lim
j→∞
〈µj1, ψ〉 = 〈µ1, ψ〉 for all ψ ∈ C(Ω),(4.42)
lim
j→∞
〈µj2, h〉 = 〈µ2, h〉 for all h ∈ C(∂Ω).(4.43)
Now, w is a solution of either (EDcD) or (EScD), and thus, we have (L+cD+λjw,w, w) ∈
FD(λj) for all j ∈ N. Also, we have (L− δjv
δj , vδj , vδj) ∈ FD(0) for all j ∈ N. Hence, we
get
0 ≤ 〈µj1, L+ cD + λjw − λjw(z)〉+ λj〈µ
j
2, w − w(z)〉,(4.44)
0 ≤ 〈µ1, L− δjv
δj〉.(4.45)
Sending j →∞ in (4.44) yields together with (4.41)
0 ≤ 〈µ1, L〉+ cDµ1(Ω ×A) = cD(−1 + µ1(Ω ×A)) ≤ 0,
which shows that
(4.46) cD(−1 + µ1(Ω ×A)) = 0.
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Combining this, (4.41) and (4.45), we compute that for any j ∈ N,
0 ≤ −cD + 〈µ
j
1,−δjv
δj〉 = −〈µ1, cD + δjv
δj〉,
which reads
〈µ1, v
δj + δ−1j cD〉 ≤ 0.
Hence, in the limit j →∞,
(4.47) 〈µ1, w〉 ≤ 0.
Moreover, combining (4.40), (4.44) and (4.46) gives
0 ≤ λj
(
vλj + λ−1j cD + 〈µ
j
1, w〉 − w(z) + 〈µ
j
2, w − g〉
)
,
from which, after dividing by λj and taking the limit j →∞, we get
0 ≤ v(z) + 〈µ1, w〉 − w(z).
This and (4.47) show that w(z) ≤ v(z). Because v, w ∈ U and z ∈ Ω are arbitrary, we
find that U is a singleton. 
5. Neumann problem
We consider the Neumann boundary problem in this section. As above, we relabel
(DPλ) as (Nλ), and (E) as (EN). The letter N in (Nλ) and (EN) indicates “Neumann”.
Let γ be a continuous vector field on ∂Ω pointing outward from Ω, and g ∈ C(∂Ω) be a
given function. The Neumann problems of interest are
(Nλ)
{
λu+ F [u] = 0 in Ω,
γ ·Du = g on ∂Ω,
for λ > 0, and
(EN)
{
F [u] = c in Ω,
γ ·Du = g on ∂Ω,
As be fore, we refer as (ENc) this problem with a given constant c.
The function g ∈ C(∂Ω) is fixed throughout this section. We need to consider the
Neumann boundary problem with general datum (λ, φ, ψ) ∈ [0, ∞)× Φ+ × C(∂Ω):
(Nλ,φ,ψ)
{
λu+ Fφ[u] = 0 in Ω,
γ ·Du = ψ on ∂Ω,
In addition to (F1), (F2), (L) and (EC), we introduce a few assumptions proper to the
Neumann boundary condition.
(OG)
{
Ω has C1-boundary and γ is oblique to ∂Ω in the sense that γ · n > 0 on
∂Ω, where n denotes the outward unit normal to Ω.
(CPN)

For any λ > 0 and (φ, ψ) ∈ Ψ+, the comparison principle holds for (Nλ,φ,ψ),
that is, if v ∈ C(Ω) and w ∈ C(Ω) are a subsolution and a supersolution of
(Nλ,φ,ψ), respectively, then the inequality v ≤ w holds on Ω.
The following is a local version of the hypothesis above.
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(CPNloc)

For any λ > 0 and (φ, ψ) ∈ Ψ+, the localized comparison principle holds
for (Nλ,φ,ψ), that is, for any relative open subset V of Ω, if v ∈ C(V ) and
w ∈ C(V ) are a subsolution and a supersolution, respectively, of
λu+ Fφ[u] = 0 in V ∩ Ω and γ ·Du = ψ on V ∩ ∂Ω,
and if v ≤ w on Ω ∩ ∂V , then the inequality v ≤ w holds on V .
(SLN) For any λ > 0, (Nλ) admits a solution v
λ ∈ C(Ω). .
Condition (OG) guarantees that there exists a C∞-function ζ on Ω such that
(5.1) γ ·Dζ ≥ 1 on ∂Ω,
and that any classical subsolution (resp., supersolution) of
(5.2) λu+ Fφ[u] = 0 in V ∩Ω and γ ·Du = ψ on V ∩ ∂Ω,
where V is an open subset of Rn, is also a viscosity subsolution (resp., supersolution) of
(5.2).
Note that (CPNloc) implies (CPN). To see this, one may select V to be R
n in (CPNloc).
As in the boundary conditions treated above, by a rescaling argument, one sees that
the condition (CPN) (reps., (CPNloc)), only with those φ = L + χ, where χ ∈ C(Ω) is
arbitrary, implies the full condition (CPN) (resp., (CPNloc)).
Proposition 5.1. Assume (F1), (F2), (OG), (CPN), (SLN) and (EC). Then there exists
a solution (u, c) ∈ C(Ω)×R of (EN), and such a constant c ∈ R is unique. Moreover, if
vλ ∈ C(Ω) is a solution of (Nλ), then
(5.3) c = − lim
λ→0
λvλ(x) uniformly on Ω.
We denote by cN the constant given by the proposition above and call it the critical
value of (EN).
Outline of proof. As noted above, there exists a function ζ ∈ C2(Ω) satisfying (5.1). We
may as well assume that ζ ≥ 0 on Ω. Choose two positive constants M1 and M2 so
that |g| ≤ M1 on ∂Ω and |F [±M1ζ ]| ≤ M2 on Ω, and observe that, for any λ > 0, the
functionsM1ζ+λ
−1M2 and −M1ζ−λ
−1M2 are a supersolution and a subsolution of (Nλ).
By (CPN), we get |vλ| ≤ M1ζ + λ
−1M2 on Ω. This shows that {λv
λ}λ>0 is uniformly
bounded on Ω. Using (EC), we find that the family {vλ−mλ}λ>0, where m
λ := minΩ v
λ,
is relatively compact in C(Ω), while, for each λ > 0, the function u := vλ − mλ is a
solution of λu + λmλ + F [u] = 0 in Ω and γ ·Du = g on ∂Ω. Sending λ → 0, along an
appropriate sequence, yields a solution (v, c) ∈ C(Ω)×R of (EN). The uniqueness of the
constant c is a consequence of (CPN). 
5.1. Representation formulas. Let (z, λ) ∈ Ω × [0, ∞). We define the sets FN(λ) ⊂
C(Ω ×A)× C(Ω), GN(z, λ) ⊂ C(Ω ×A)× C(∂Ω), respectively, by
FN(λ) :=
{
(φ, ψ, u) ∈ Ψ+ × C(Ω) : u is a subsolution of (Nλ,φ,ψ)
}
,
GN(z, λ) :=
{
(φ− λu(z), ψ) : (φ, ψ, u) ∈ FN(λ)
}
.
Lemma 5.2. Assume (F1), (F2), (OG) and (CPNloc). Let (z, λ) ∈ Ω × [0, ∞). The set
GN(z, λ) is a convex cone in C(Ω ×A)× C(∂Ω) with vertex at the origin.
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The proof of this is in the same line as that of [16, Lemma 2.8] with help of the following
lemma. Thus, we omit presenting it here.
Lemma 5.3. Assume (F1), (F2), (OG) and (CPNloc). Let λ ∈ [0, ∞) and let (φi, ψi, ui) ∈
FN(λ), with i = 1, 2. For t ∈ (0, 1), set φt = tφ1+(1−t)φ2 on Ω×A, ψ
t = tψ1+(1−t)ψ2
on ∂Ω and ut = tu1 + (1− t)u2 on Ω. Then, u
t ∈ FN(λ).
Proof. Note first that, given (φ, ψ, u) ∈ Ψ+ × C(Ω), (φ, ψ, u) ∈ FN(λ) if and only if
(φ− λu, ψ, u) ∈ FN(0). It is then easily seen that our claim follows from the special case
λ = 0. Thus we may assume henceforth that λ = 0.
Let η ∈ C2(Ω) and z ∈ Ω be such that ut − η takes a strict maximum at z. If z ∈ Ω,
then the proof of [16, Lemma 2.8] ensures that Fφt [η](z) ≤ 0. Thus, we only need to show
that, if z ∈ ∂Ω, then we have either Fφt [η](z) ≤ 0 or γ(z) ·Dη(z) ≤ ψ
t(z).
To do this, we assume that z ∈ ∂Ω, suppose to the contrary that Fφt [η](z) > 0 and
γ(z) ·Dη(z) > ψt(z), and obtain a contradiction.
We choose ε > 0 and an open neighborhood V , in Rn, of z so that
(5.4) Fφt [η](x) > ε in V ∩Ω and γ(x) ·Dη(x) ≥ ψ
t(x) for all x ∈ V ∩ ∂Ω.
Set
w(x) = −t−1(1− t)u2(x) + t
−1η(x) for x ∈ Ω,
and prove that w is a supersolution of
(5.5)
{
Fφ1[w] = ε in V ∩Ω,
γ ·Dw = ψ1 on V ∩ ∂Ω.
Once this is done, we apply the comparison principle (CPNloc) to u1 and w, to obtain
sup
V ∩Ω
(u1 − w) ≤ sup
Ω∩∂V
(u1 − w).
This gives a contradiction since t(u1−w) = u
t− η attains a strict maximum at z ∈ V on
V ∩Ω.
To prove the viscosity property (5.5) of w, we fix ξ ∈ C2(V ∩ Ω) and y ∈ V ∩ Ω, and
assume that w − ξ takes a minimum at y. An immediate consequence of this is that the
function t(1− t)−1(w − ξ) has a minimum at y and, thus, the function
u2 − (1− t)
−1η + t(1− t)−1ξ
has a maximum at y. By the viscosity property of u2, we get either
(5.6) Fφ2 [(1− t)
−1η − t(1− t)−1ξ](y) ≤ 0,
or
(5.7) y ∈ ∂Ω and γ(y) ·D((1− t)−1η − t(1− t)−1ξ)(y) ≤ ψ2(y).
If (5.6) holds, then, using (5.4), we get
ε ≤ Fφt [η](y) ≤ tFφ1 [ξ](y) + (1− t)Fφ2 [(1− t)
−1η − t(1− t)−1ξ](y) ≤ tFφ1 [ξ](y).
On the other hand, if (5.7) holds, then, using (5.4), we get
γ(y) ·Dξ(y) ≥ t−1γ(y) ·Dη(y)− t−1(1− t)ψ2(y)
≥ t−1ψt(y)− t
−1(1− t)ψ2(y) = ψ1(y).
These show, with help of (OG), that w is a (viscosity) supersolution of (5.5), which
completes the proof. 
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Lemma 5.4. Assume (F1), (F2), (OG) and (CPN). Let (φ, ψ, u) ∈ FN(λ), with φ =
tL + χ for some t > 0 and χ ∈ C(Ω). Then, there exists a constant C > 0, depending
only on Ω and F , such that
λu ≤ ‖χ‖C(Ω) + (1 + λ)C‖ψ‖C(∂Ω) on Ω.
Proof. Let ζ ∈ C2(Ω) be a function that satisfies
γ ·Dζ ≥ 1 on ∂Ω and ζ ≥ 0 on Ω.
As before, we observe that v := t−1u is a subsolution of
(5.8) λv + F [v] = t−1χ in Ω and γ ·Dv = t−1ψ on ∂Ω.
We set
C1 := max
Ω
ζ and C2 := max
(x,t)∈Ω×[0, 1]
|F [tζ ](x)|.
We set w := Aζ +B for constants A ≥ 0 and B ≥ 0, to be fixed in a moment, and note
that
λw + F [w] ≥ λB + F [Aζ ] in Ω,
and
γ ·Dw = Aγ ·Dζ ≥ A on ∂Ω.
Now, observe that if A > 1, then the convexity of F yields
−C2 ≤ F [ζ ] ≤ A
−1F [Aζ ] + (1−A−1)F [0] ≤ A−1F [Aζ ] + C2,
and, hence,
F [Aζ ] ≥ −2AC2 on Ω,
which is obviously true also in the case when 0 < A ≤ 1. Thus, putting
A := t−1‖ψ‖C(∂Ω) and B := λ
−1(t−1‖χ‖C(Ω) + 2AC2),
we see that w is a supersolution of (5.8). Then, (CPN) implies that v ≤ w on Ω, which
reads
λu ≤ λtw ≤ λt(AC1 +B) = ‖χ‖C(Ω) + (λC1 + 2C2)‖ψ‖C(∂Ω),
which completes the proof. 
We set
PN1 := PΩ×A and P
N := PN1 ×R
+
∂Ω
and, for compact subset K of A,
PN1,K :=
{
µ1 ∈ PΩ×A : µ1(Ω ×K) = 1
}
.
Let GN(z, λ)′ denote the dual cone of GN(z, λ) in RL ×R∂Ω, that is,
GN(z, λ)′ :=
{
(µ1, µ2) ∈ RL ×R∂Ω : 〈µ1, φ〉+ 〈µ2, ψ〉 ≥ 0, for all (φ, ψ) ∈ G
N(z, λ)
}
.
We use as well the notation: FN(0) = FN(z, 0), GN(0) = GN(z, 0), and GN(0)′ =
GN(z, 0)′.
Theorem 5.5. Assume (F1), (F2), (L), (OG) and (CPNloc). (i) Let (z, λ) ∈ Ω×(0, ∞).
If vλ ∈ C(Ω) is a solution of (Nλ), then
(5.9) λvλ(z) = min
(µ1,µ2)∈PN∩GN(z,λ)′
(〈µ1, L〉+ 〈µ2, g〉) .
(ii) Assume, in addition, (SLN) and (EC). Then
(5.10) − cN = min
(µ1,µ2)∈PN∩GN(0)′
(〈µ1, L〉+ 〈µ2, g〉) .
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Definition 5.6. We denote the set of minimizers of (5.9) and that of (5.10) byMN(z, λ)
and MN(0), respectively. We call any (µ1, µ2) ∈ M
N(0) a viscosity Mather measure
associated with (EN), and any λ−1(µ1, µ2), with (µ1, µ2) ∈M
N(z, λ) and λ > 0, a viscosity
Green measure associated with (Nλ).
For M > 0, (z, λ) ∈ Ω × (0,∞), we define FN(M,λ), GN(M, z, λ) and GN(M, z, λ)′ by
FN(M,λ) :=FN(λ) ∩ (Ψ+(M)× C(Ω)),
GN(M, z, λ) := {(φ− λu(z), ψ) : (φ, ψ, u) ∈ FN(M,λ)},
GN(M, z, λ)′ := {(µ1, µ2) ∈ RL ×R∂Ω : 〈µ1, f〉+ 〈µ1, ψ〉 ≥ 0
for all (f, ψ) ∈ GN(M, z, λ)}.
It is easily seen by Lemma 5.2 that GN(M, z, λ) is a convex cone in C(Ω × A)× C(∂Ω)
with vertex at the origin.
Theorem 5.7. Assume (F1), (F2), (OG), (L), and (CPNloc). Let z ∈ Ω and λ, M ∈
(0, ∞). If vλ ∈ C(Ω) is a solution of (Nλ), then
(5.11) λvλ(z) ≥ inf
(µ1,µ2)∈PN∩GN(M,z,λ)′
(〈µ1, L〉+ 〈µ2, g〉) .
Proof. Let vλ ∈ C(Ω) be a solution of (Nλ). We fix any ε ∈ (0, 1), and show that there
exist R > 0 and a compact subset K of A such that
(5.12) λvλ(z) + ε ≥ inf
(µ1,µ2)∈PNK,R∩G
N(M,z,λ)′
(〈µ1, L〉+ 〈µ2, g〉),
where
PNK,R :=
{
(µ1, µ2) ∈ P
N : µ1(Ω ×K) = 1, µ2(∂Ω) ≤ R
}
.
Since PNK,R ⊂ P
N, it follows from (5.12) that
λvλ(z) + ε ≥ inf
(µ1,µ2)∈PN∩GN(M,z,λ)′
(〈µ1, L〉+ 〈µ2, g〉),
which implies that (5.11) is valid.
We choose a constant A > 0 so that g + A ≥ 1 on ∂Ω and, thanks to (OG) (see also
(5.1)), a function η ∈ C2(Ω) so that
(5.13) γ ·Dη ≤ −A on ∂Ω and η(z) = 0.
Then, we choose constants B > 0 and R > 0 so that
(5.14) λη + F [η] ≤ B on Ω and R ≥ 1 +B + λvλ(z).
Let K be a compact subset of A to be specified later, and set
IK,R := inf
(µ1,µ2)∈PNK,R∩G
N(M,z,λ)′
(〈µ1, L〉+ 〈µ2, g〉)
Since GN(M, z, λ) is a convex cone with vertex at the origin, we deduce that
inf
(f,ψ)∈GN(M,z,λ)
(〈µ1, f〉+ 〈µ2, ψ〉) =
{
0 if (µ1, µ2) ∈ P
N
K,R ∩ G
N(M, z, λ)′,
−∞ if (µ1, µ2) ∈ P
N
K,R \ G
N(M, z, λ)′.
and, furthermore,
(5.15) IK,R = inf(µ1,µ2)∈PNK,R
sup
(f,ψ)∈GN(M,z,λ)
(〈µ1, L− f〉+ 〈µ2, g − ψ〉) .
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Note that PNK,R is a compact, convex subset of RL × R
+
2 . Sion’s minimax theorem
implies that
(5.16)
IK,R = min
(µ1,µ2)∈PNK,R
sup
(f,ψ)∈GN(M,z,λ)
(〈µ1, L− f〉+ 〈µ2, g − ψ〉)
= sup
(f,ψ)∈GN(M,z,λ)
min
(µ1,µ2)∈PNK,R
(〈µ1, L− f〉+ 〈µ2, g − ψ〉) .
In order to prove (5.12) for the fixed R > 0 and a suitably chosen compact set K ⊂ A,
we argue by contradiction. We suppose that
λvλ(z) + ε < IK,R,
which, together with (5.16), yields
(5.17) λvλ(z) + ε < sup
(f,ψ)∈GN(M,z,λ)
min
(µ1,µ2)∈PNK,R
(〈µ1, L− f〉+ 〈µ2, g − ψ〉) .
Hence, we may choose (φ, ψ, u) ∈ FN(M,λ) and (t, χ) ∈ (0, ∞) × C(Ω) so that φ =
tL+ χ, ‖χ‖C(Ω) < tM , ‖ψ‖C(∂Ω) < tM , and
λvλ(z) + ε < inf
(µ1,µ2)∈PNK,R
(〈µ1, L− φ+ λu(z)〉+ 〈µ2, g − ψ〉) .
We get from the above
(5.18) λvλ(z) + ε < inf
µ∈PN
1,K
〈µ, L− φ+ λu(z)〉,
and, since (0, Rδx) ∈ P
N
K,R for any x ∈ ∂Ω,
λvλ(z) + ε < inf
µ∈PN
1,K
〈µ, L− φ+ λu(z)〉+Rmin
∂Ω
(g − ψ).
Thus, setting
p := inf
µ∈PN
1,K
〈µ, L− φ+ λ(u− vλ)(z)〉 and q := min
∂Ω
(g − ψ),
we have
(5.19) ε < p and ε < p+Rq.
Our choice of A, B and η ensures that (L + B,−A, η) ∈ FN(λ). Note as well that
(L, g, vλ), (φ, ψ, u) ∈ FN(λ). Set
ν :=
Rε
Rε+ p
∈ (0, 1),
and observe by the convexity of FN(λ) that
(L+Bε, (1− ε)g − Aε, (1− ε)vλ + εη) ∈ FN(λ),
and
(1− ν)(L+Bε, (1− ε)g − Aε, (1− ε)vλ + εη) + ν(φ, ψ, u) ∈ FN(λ).
We set
(φˆ, ψˆ, uˆ) := (1− ν)(L+Bε, (1− ε)g − Aε, (1− ε)vλ + εη) + ν(φ, ψ, u),
tˆ := 1 + ν(t− 1) and χˆ := (1− ν)Bε + νχ,
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and note that
φˆ = L+ ν(φ− L) + (1− ν)Bε = tˆL+ χˆ,
ψˆ = (1− ν)(g − ε(g + A)) + νψ,
uˆ− vλ = ν(u− vλ) + (1− ν)ε(η − vλ),
tˆ− 1 = ν(t− 1).
Using the facts that g + A ≥ 1 on ∂Ω and that, by the definition of q, ψ ≤ g − q on
∂Ω, and the second inequality of (5.19), we compute
ψˆ ≤ (1− ν)(g − ε) + ν(g − q)
≤ (1− ν)(g − ε) + ν
(
g +
p− ε
R
)
= g −
νε
R
on ∂Ω.
Also, we compute
L− φˆ+λ(uˆ− vλ)(z)
= ν(L− φ+ λ(u− vλ)(z))− (1− ν)ε(B + vλ(z)) in Ω ×A,
and, by using (5.19) and the second inequality of (5.14), that for any µ ∈ PN1,K ,
〈µ, L− φˆ+ λ(uˆ− vλ)(z)〉
≥ νp− (1− ν)ε(B + λvλ(z))
= (1− ν)Rε− (1− ν)ε(B + λvλ(z)) ≥ (1− ν)ε.
Thus, setting εˆ := εmin{R−1ν, 1− ν}, we find that
(5.20) ψˆ ≤ g − εˆ on ∂Ω,
and
(5.21) inf
µ∈PN
1,K
〈µ, L− φˆ+ λ(uˆ− vλ)(z)〉 > εˆ.
We now use these estimates to show that there is positive constant θ such that w := θuˆ
is a subsolution of
(5.22)
{
λw + F [w] = −λ(vλ − w)(z)− θεˆ in Ω
γ ·Dw ≤ g on ∂Ω.
After this is done, we easily get a contradiction as follows: observe that the function
ξ := w + (vλ − w)(z) + λ−1θεˆ is a subsolution of λξ + F [ξ] = 0 in Ω and γ ·Dξ = g on
∂Ω, and, by comparison principle (CPN), that ξ ≤ vλ on Ω, which, evaluated at z, gives
λ−1θεˆ ≤ 0. We thus get a contradiction.
To show (5.22), we treat first the case when A is compact. Select K = A and note that
δ(x,α) ∈ P
N
1,K for all (x, α) ∈ Ω ×A. Thus, from (5.21), we get
φˆ < L− λ(vλ − uˆ)(z)− εˆ on Ω ×A,
and we see that uˆ is a subsolution of (5.22), with θ = 1.
Consider next the case where A is not compact. Choose a point α0 ∈ A and a constant
L0 > 0 so that
(5.23) max
x∈Ω
L(x, α0) ≤ L0 and λ|v
λ(z)| ≤ L0.
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Let L1 > 0 be a constant to be fixed later, and, in view of (L), we select a compact set
K0 ⊂ A so that
(5.24) L(x, α) ≥ max{L0, L1} for all (x, α) ∈ Ω × (A \K0).
Pick a point α1 ∈ A \ K0 and set K = K0 ∪ {α1}. Since δ(x,α) ∈ Ω × P1,K for all
(x, α) ∈ Ω ×K, by (5.21), we get
(5.25) λ(vλ − uˆ)(z) + εˆ < (1− tˆ)L(x, α)− χˆ(x) for all (x, α) ∈ Ω ×K.
We divide the argument into two cases. Consider first the case when tˆ ≤ 1. We repeat
the same lines as in the proof of Theorem 3.3, to deduce that
(tˆ− 1)L+ χˆ < L− λ(vλ − uˆ)(z)− εˆ on Ω ×A,
then that
φˆ = L+ (tˆ− 1)L+ χˆ < −λ(vλ − uˆ)(z)− εˆ on Ω ×A,
and, hence, that uˆ is a subsolution of (5.22), with θ = 1.
Secondly, we consider the case when tˆ ≥ 1. Again, repeating the same lines as in the
proof of Theorem 3.3, we obtain
φˆ < tˆL− tˆλvλ(z) + λuˆ(z)− εˆ in Ω ×A,
which ensures that w := tˆ−1uˆ is a subsolution of
(5.26)
{
λw + F [w] = λ(u− vλ)(z)− tˆ−1εˆ in Ω,
γ ·Dw = tˆ−1(g − εˆ) on ∂Ω.
Our next step is to show that there exists L1 for which tˆ
−1(g− εˆ) ≤ g on ∂Ω. For this,
we give an upper bound of p, independent of the choice of L1 (and, hence, K). Because
of (L), we may take a positive constant C0 so that L ≥ −C0 on Ω × A. Recall that
ν(t− 1) = tˆ− 1 > 0, and observe that
L− φ = (1− t)L− χ ≤ (t− 1)C0 + tM on Ω ×A,
and, moreover,
〈µ, L− φ〉 ≤ (t− 1)C0 + tM for all µ ∈ P
N
1,K .
According to Lemma 5.4, there exists a constant C1 > 0, depending only on Ω, F and λ,
such that
λu ≤ C1Mt on Ω.
Thus, by the definition of p, we get
(5.27) p ≤ (t− 1)C0 + (C1 + 1)Mt + λ|v
λ(z)|.
Next, by (5.18), we get
(φ− L)(x, α1) ≤ λ(u− v
λ)(z) for all x ∈ Ω,
and moreover,
(t− 1)L1 ≤ −χ(x) + λ(u− v
λ)(z) ≤ (C1 + 1)Mt + |λv
λ(z)| for all x ∈ Ω.
Hence, if L1 > (C1 + 1)M , then we get
(5.28) t ≤
L1 + λ|v
λ(z)|
L1 − (C1 + 1)M
.
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Now, set
p0 := C0 + 2(C1 + 1)M + λ|v
λ(z)|, ε0 := min
{ ε2
Rε+ p0
,
ε
R + 1
}
,
and
τ := 1 +
ε0
‖g‖C(∂Ω) + 1
,
and note that p0 > 0, 0 < ε0 < 1 and 1 < τ < 2 and that these constants p0, ε0 and τ are
independent of the choice of L1 and K. Then fix L1 > (C1 + 1)M large enough so that
L1 + λ|v
λ(z)|
L1 − (C1 + 1)M
≤ τ.
Observe by (5.28) that t ≤ τ , which implies together with (5.27) and (5.19) that ε < p ≤
p0. This implies moreover that
Rε
Rε+ p0
≤ ν <
R
R + 1
,
and thus,
εˆ ≥ εmin
{ ε
Rε+ p0
,
1
R + 1
}
= ε0.
Hence,
εˆ ≥ ε0 = (τ − 1)
(
‖g‖C(∂Ω) + 1
)
> (t− 1)‖g‖C(∂Ω)
≥ (tˆ− 1)‖g‖C(∂Ω) ≥ −(tˆ− 1)g on ∂Ω,
and therefore,
tˆ−1(g − εˆ) < g on ∂Ω.
We now conclude from this and (5.26) that w := tˆ−1uˆ is a subsolution of (5.22), with
θ = tˆ−1, which completes the proof. 
Lemma 5.8. Assume (F1), (F2), (L) and (OG). Let (z, λ,M) ∈ Ω × (0, ∞) × (0, ∞)
and (µ1, µ2) ∈ P
N∩GN(M, z, λ)′. For each ε > 0 there exists a constant C > 0, depending
only on ε, Ω and F , such that if M > C, then
µ2(∂Ω) ≤ ε〈µ1, L〉+ C(1 + λ).
Proof. According to (OG) or (5.1), there exists a function η ∈ C2(Ω) such that
γ ·Dη ≤ −1 on ∂Ω and η ≤ 0 on Ω.
Fix any ε > 0, set
C1 := ‖F [ε
−1η]‖C(Ω) + ε
−1,
and observe that if M > C1, then
(L+ C1,−ε
−1, ε−1η) ∈ FN(M, z, λ).
Assume that M > C1. Since (µ1, µ2) ∈ P
N ∩ GN(M, z, λ)′, we get
0 ≤ 〈µ1, L+ C1 − λε
−1η(z)〉+ 〈µ2,−ε
−1〉,
which yields
µ2(∂Ω) ≤ ε〈µ1, L〉+ εC1 + λ‖η‖C(∂Ω).
If we set C = (1 + ε)C1 + λ‖η‖C(∂Ω) and if M > C, then we have
µ2(∂Ω) ≤ ε〈µ1, L〉+ C(1 + λ).
The proof is now complete. 
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Proof of Theorem 5.5. We here prove only assertion (ii), since the proof of (i) is similar
and slightly simpler.
Fix a point z ∈ Ω. For each λ > 0, let vλ ∈ C(Ω) be a solution of (Nλ). Recall that
(5.29) − cN = lim
λ→0+
λvλ(z).
By Lemma 5.8, there exists a constant C1 > 0, depending only on ‖g‖C(∂Ω), Ω and F ,
such that for any (M,λ) ∈ (0, ∞)2 and (µ1, µ2) ∈ P
N ∩ GN(M, z, λ)′, if M ≥ C1, then
(5.30) µ2(∂Ω) ≤
1
2‖g‖C(∂Ω) + 1
〈µ1, L〉+ C1(1 + λ)
Fix a sequence {λj}j∈N ⊂ (0, 1) converging to zero. Thanks to Theorem 5.7, for each
j ∈ N, there exists (µj1, µ
j
2) ∈ P
N ∩ GN(j, z, λj)
′ such that
(5.31) λjv
λj(z) +
1
j
≥ 〈µj1, L〉+ 〈µ
j
2, g〉.
From this, we get
〈µj1, L〉 ≤ λjv
λj (z) + 1 + ‖g‖C(∂Ω)µ2(∂Ω).
Combine this with (5.30), to obtain
〈µj1, L〉 ≤ 2
(
λjv
λj (z) + 1 + ‖g‖C(∂Ω)C1(1 + λj)
)
if j > C1,
and to find that the sequences
{〈µj1, L〉}j∈N and {µ
j
2(∂Ω)}j∈N
are bounded from above and, hence, bounded.
The boundedness of the two sequences above implies, with help of Lemma 2.2, that
the sequence {(µj1, µ
j
2)}j∈N of measures has a subsequence, convergent in the topology of
weak convergence, which we denote by the same symbol. Let (µ1, µ2) ∈ P
N be the limit
of the sequence {(µj1, µ
j
2)}j∈N. By Lemma 2.1, we have
〈µ1, L〉 ≤ lim inf
j→∞
〈µj1, L〉.
By passing again to a subsequence if necessary, we may assume that the sequence {〈µj1, L〉}j∈N
is convergent.
We set
ρ := lim
j→∞
〈µj1, L〉 − 〈µ, L〉 (≥ 0 ).
Sending j →∞ in (5.31) yields together with (5.29)
(5.32) − cN ≥ ρ+ 〈µ1, L〉+ 〈µ2, g〉.
Note that if A is compact, then ρ = 0.
Next, we show that (µ1, µ2) ∈ G
N(0)′. Pick (tL + χ, ψ, u) ∈ FN(0), where t > 0 and
χ ∈ C(Ω), and note that (tL+χ+λju, ψ, u) ∈ F
N(M,λj) for all j ∈ N and some constant
M > 0. The dual property of GN(M,λj)
′ yields
0 ≤ 〈µj1, tL+ χ+ λju− λju(z)〉+ 〈µ
j
2, ψ〉 if j > M.
Sending j →∞ gives
(5.33) 0 ≤ t(ρ+ 〈µ1, L〉) + 〈µ1, χ〉+ 〈µ2, ψ〉.
Owing to Lemma 2.3, we may choose µ˜1 ∈ P
N
1 such that
〈µ˜1, L〉 = ρ+ 〈µ1, L〉 and 〈µ˜1, ζ〉 = 〈µ1, ζ〉 for all ζ ∈ C(Ω).
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(If A is compact, then we choose µ˜1 = µ1.) This and (5.33) give
0 ≤ 〈µ˜1, tL+ χ〉+ 〈µ2, ψ〉 for any (tL+ χ, ψ, u) ∈ G
N(0),
which ensures that (µ˜1, µ2) ∈ P
N ∩ GN(0)′. Also, applying the above to a solution (u, cN)
of (EN), which implies (L+ cN, g, u) ∈ F
N(0) = GN(0), yields
−cN ≤ 〈µ˜1, L〉+ 〈µ2, g〉.
Inequality (5.32) now reads
−cN ≥ 〈µ˜1, L〉+ 〈µ2, g〉.
Thus, we have
−cN = 〈µ˜1, L〉+ 〈µ2, g〉 = inf
(ν1,ν2)∈PN∩GN(0)′
(〈ν1, L〉+ 〈ν2, g〉),
which finishes the proof. 
5.2. Convergence with vanishing discount. As an application of Theorem 5.5, we
prove here one of main results in this section.
Theorem 5.9. Assume (F1), (F2), (OG), (CPNloc), (SLN) and (EC). For λ > 0, let v
λ
be a solution of (Nλ). Then
lim
λ→0+
(vλ + λ−1cN) = u in C(Ω)
for some u ∈ C(Ω), and u is a solution of (ENcN).
Proof. Let u0 ∈ C(Ω) be a solution of (ENcN). Observe that for each λ > 0, the functions
u0+ ‖u0‖C(Ω)−λ
−1cN and u0−‖u0‖C(Ω)−λ
−1cN are a supersolution and a subsolution of
(Nλ), respectively, and apply (CPN), to get ‖v
λ + λ−1cN‖C(Ω) ≤ 2‖u0‖C(Ω) for all λ > 0,
which, combined with (EC), shows that the family {vλ+ λ−1cN}λ>0 is relatively compact
in C(Ω).
Let U denote the set of accumulation points of {vλ+λ−1cN}λ>0 in C(Ω) as λ→ 0. The
relative compactness of the family implies that U 6= ∅. Also, it is a standard observation
that any v ∈ U is a solution of (ENcN).
Now, we prove that U has a single element, which ensures that (5.9) holds. Let v, w ∈ U ,
and select sequences {λj}j∈N and {δj}j∈N of positive numbers so that
lim
j→∞
λj = lim
j→∞
δj = 0,
lim
j→∞
(
vλj + λ−1j cN
)
= v in C(Ω),
lim
j→∞
(
vδj + δ−1j cN
)
= w in C(Ω).
Fix any z ∈ Ω, and, owing to Theorem 5.5, choose a sequence {(µj1, µ
j
2)}j∈N of measures
so that, for every j ∈ N, (µj1, µ
j
2) ∈ P
N ∩ GN(z, λj)
′ and
(5.34) λjv
λj (z) = 〈µj1, L〉+ 〈µ
j
2, g〉.
As in the proof of Theorem 5.5, after passing to a subsequence of {λj , µ
j
1, µ
j
2}j∈N if
necessary, we may assume that {(µj1, µ
j
2)}j∈N converges to some (µ1, µ2) ∈ P
N and that
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for some µ˜1 ∈ P
N
1 ,
lim
j→∞
〈µj1, L〉 = 〈µ˜1, L〉,
(µ˜1, µ2) ∈ G
N(0)′,
〈µ˜1, ψ〉 = 〈µ1, ψ〉 for all ψ ∈ C(Ω),
− cN = 〈µ˜1, L〉+ 〈µ2, g〉.(5.35)
Since w is a solution of (ENcN), we have (L+λjw, g, w−λ
−1
j cN) ∈ F
N(λj) for all j ∈ N.
Hence, by the dual cone property of GN(z, λj)
′, we get
0 ≤ 〈µj1, L+ λjw − λj(w(z)− λ
−1
j cN)〉+ 〈µ
j
2, g〉.
Combining this with (5.34) yields
0 ≤ λj
(
vλj(z) + λ−1j cN − w(z) + 〈µ
j
1, w〉
)
for all j ∈ N,
which implies in the limit j →∞ that
(5.36) w(z) ≤ v(z) + 〈µ1, w〉 = v(z) + 〈µ˜1, w〉.
Next, we note that (L − δjv
δj , g, vδj) ∈ FN(0) and use the fact that (µ˜1, µ2) ∈ G
N(0)′
and then (5.35), to get
0 ≤ 〈µ˜1, L− δjv
δj〉+ 〈µ2, g〉 = −δj〈µ˜1, v
δj + δ−1j cN〉,
which yields, after division by δj and taking the limit j →∞,
〈µ˜1, w〉 ≤ 0.
From this and (5.36), we get w(z) ≤ v(z), and, since z ∈ Ω and v, w ∈ U are arbitrary,
we conclude that U has only one element. 
6. Examples
In this section, we give some examples to which the main theorems in this paper,
Theorems 3.7, 4.12, 5.9, can be applied. For the case of Theorem 5.9, we always assume
that (OG) holds.
6.1. First-order Hamilton-Jacobi equations. We consider the first-order Hamilton-
Jacobi equations (DPλ) and (E), where the function F is replaced by H = H(x, p) on
Ω × Rn. The Hamiltonian H is assumed to be continuous and, moreover, satisfies two
conditions: H is coercive and convex, that is,
lim
|p|→∞
H(x, p) = +∞ uniformly for x ∈ Ω,
and
for every x ∈ Ω, the function p 7→ H(x, p) is convex in Rn.
We assume as well that Ω has a C1-boundary. Thanks to [5, 14], for every λ > 0, the
solution vλ of each of (Sλ), (Dλ) and (Nλ) exists and the family {v
λ : λ > 0} is equi-
Lipschitz on Ω, which, in particular, implies that (EC) holds. Also, the comparison
principles (CPloc), (CPS), (CPD) and (CPNloc) hold.
We take the advantage of the equi-Lipschitz property of {vλ : λ > 0} and replace H
by another convex and coercive Hamiltonian H˜ ∈ C(Ω×Rn) that satisfies: (i) H˜(x, p) =
H(x, p) for all (x, p) ∈ Ω×BM0, where M0 > 0 is a Lipschitz bound for {v
λ : λ > 0} and
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BM0 denotes the ball of radiusM0 with center at the origin, and (ii) lim|p|→∞ H˜(x, p)/|p| =
+∞ uniformly on Ω. Let L be the Lagrangian, corresponding to H˜ , given by
L(x, α) = max
p∈Rn
(α · p− H˜(x, p)),
which is a continuous function on Ω × Rn. Moreover, we have
H˜(x, p) = max
α∈Rn
(p · α− L(x, α)),
and
lim
|α|→∞
L(x, α) = +∞ uniformly for x ∈ Ω.
Thus, in the present case, our choice of A, a and b are Rn, a(x, α) = 0 and b(x, α) = −α,
respectively, and L satisfies condition (L). Furthermore, the solution vλ of any of (Sλ),
(Dλ) or (Nλ), with F = H , is again a solution of the respective problem (Sλ), (Dλ) or
(Nλ), with F replaced by H˜ .
All the conditions and, hence, the convergence results of Theorems 3.7, 4.12, and 5.9,
with F = H˜, hold. This implies that the convergence assertions of Theorems 3.7, 4.12,
and 5.9, with F = H , hold.
6.2. Fully nonlinear, possibly degenerate elliptic equations with superquadratic
growth in the gradient variable. Firstly, set
F0(x, p,X) := max
α∈A0
(
− tr σt(x, α)σ(x, α)X − b(x, α) · p− L0(x, α)
)
,
where A0 is a compact subset of R
l for some l ∈ N, σ ∈ Lip(Ω × A0,R
k×n) for some
k ∈ N, b ∈ Lip(Ω ×A0,R
n), and L0 ∈ C(Ω ×A0,R).
Consider the operator F of the form
F (x, p,X) :=
c(x)
m
|p|m + F0(x, p,X)
= sup
(q,α)∈Rn×A0
(
− trσt(x, α)σ(x, α)X + q · p− b(x, α) · p−
c(x)
−1
m−1
m′
|q|m
′
− L0(x, α)
)
,
where m > 2 and c ∈ Lip(Ω,R) with c > 0. We set here m′ := m/(m − 1). Assume
further that ∂Ω ∈ C3.
It is worth pointing out that in this superquadratic case (m > 2), the scale of the
gradient term dominates the scale of the diffusion term. Because of this feature, for any
subsolution u of λu + F [u] = 0 in Ω with λ ≥ 0 such that u is bounded in Ω, we have
u ∈ C0,
m−2
m−1 (Ω) and the Ho¨lder constant is dependent on m, ‖σ‖C(Ω×A0), ‖b‖C(Ω×A0),
‖L0‖C(Ω×A0), minΩ c, λ‖u
−‖L∞(Ω) and ∂Ω (see [7], [3], [2]). This important point helps
verifying the equi-continuity assumption (EC).
It is clear that (F1), (F2) and (L) hold. Thanks to Theorems 3.1, 3.2 and 4.1 in [3],
(CPloc), (CPS), (CPD), (SLS), (SLD) and (EC) are valid. Besides, if u is a subsolution of
(Dλ,φ,ψ) with λ ≥ 0, then u ≤ ψ pointwise on ∂Ω (see [9, Proposition 3.1] or [3, Proposition
3.1] for the proof).
For the Neumann problem, we assume further that γ ∈ C2(∂Ω). By using the ideas in
[3] with careful modifications, we verify that (CPNloc) and (SLN) are valid.
Therefore, Theorems 3.7, 4.12, 5.9 hold true.
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6.3. Fully nonlinear, possibly degenerate elliptic equations with superlinear
growth in the gradient variable. This example is only applicable to Neumann prob-
lem. Let F0 be as in Subsection 6.2. Suppose that
F (x, p,X) :=
|p|m
m
+ F0(x, p,X)
= sup
(q,α)∈Rn×A0
(
− trσt(x, α)σ(x, α)X + q · p− b(x, α) · p−
|q|m
′
m′
− L0(x, α)
)
,
where m > 1 and m′ := m/(m− 1). Assume further that ∂Ω ∈ C1,1 and γ ∈ C1,1(∂Ω).
This will be studied in details in the forthcoming paper [17]. It is verified there that all
conditions in Theorem 5.9 are satisfied and thus Theorem 5.9 holds true. As far as the
authors know, this example has not been studied in the literature.
6.4. Fully nonlinear, uniformly elliptic equations with linear growth in the
gradient variable. We note that this example is only applicable to Dirichlet problem
and Neumann problem. We consider the operator
F (x, p,X) := max
α∈A
(− tr a(x, α)X − b(x, α) · p− L(x, α)) ,
where A is a compact metric space, a ∈ Lip(Ω × A, Sn), b ∈ Lip(Ω × A,Rn), L ∈
Lip(Ω ×A,R). Assume that a is uniformly elliptic, that is, there exists θ > 0 such that
1
θ
I ≤ a(x, α) ≤ θI for all (x, α) ∈ Ω ×A,
where I denotes the identity matrix of size n. It is obvious to see that (F1) and (F2) hold.
For the Dirichlet problem, we assume that ∂Ω ∈ C1,β and g ∈ C1,β(Ω) for some
β ∈ (0, 1). Comparison principles (CPloc), (CPD) are consequences of [15, Theorem III.1
(1)], [8, Theorem 7.9], respectively, under the Lipschitz continuity assumption on a, b and
L. By [26, Theorem 3.1], (SLD) holds true. In view of the Krylov-Safonov estimate (see
[19] and also [6,26]), we have that {vλ}λ>0 is equi-Ho¨lder continuous on Ω, which implies
(EC). Therefore, Theorem 4.12 is valid.
For the Neumann problem, we assume that ∂Ω ∈ C2, γ ∈ C0,1(∂Ω), and g ∈ C0,β(∂Ω)
for some β ∈ (0, 1). Thanks to [8, Theorem 7.12], (CPNloc) and (SLN) are valid. Further-
more, in view of [4, Theorem A.1], {vλ}λ>0 is equi-Ho¨lder continuous on Ω, which implies
(EC). These yield the validity of Theorem 5.9.
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