The results of this quantitative analysis are also consistent with the history of national-level research and development funding for the digital library field, as described in chapter 1.
Ambitious projects produced a growing number of publications during the years following 1994-when large-scale funding began-until about 2006, when the many research findings produced under the largest grants had appeared in the literature.
The impact of shifts in funding
After 2005, large-scale funding for digital library research from US federal agencies diminished. 
The transformation of scholarly communication processes

Early projects
Robert Wilensky, principal investigator of a DLI-2 project that began in 1999 wrote "our practice of disseminating, accessing and using information, especially scholarly information, is still largely informed by the nature of pre-electronic media" (2002) . He, like many others working in the field of digital libraries at that time, advocated the development of new enabling technologies and new publishing models that would transform and substantially improve scholarly information dissemination and use. Hans Geleijinse of Tilburg University, a leader and early adopter of digital library technologies in the Netherlands, provides an excellent description of how Tilburg began innovating its scholarly information services in the early 1990s (Geleijinse 1999).
The first decade of digital libraries research and practice made significant progress toward this set of goals. Chapter 1 discussed Mercury and CORE, two early influential projects. Others include:
TULIP (The University Licensing Program), a project organized by Elsevier in 1991. TULIP tested the (pre-web) networked, desktop delivery of e-journals with nine universities. A parallel experiment with Tilburg University ran from 1992 to 1995 (Elsevier 2012). The work evolved eventually to a web-based service for finding and delivering a large number of scholarly journals. The projects provided Elsevier with technical lessons and the university partners with a better understanding of e-journal distribution and access issues associated with electronic journals. At the University of Michigan, which had been a TULIP partner, the experiences of project participation, combined with early experimentation with SGML, positioned Michigan to continue contributing to digital library development (Bonn et al. 1999 ). Participation in TULIP was an important stepping stone for other university participants as well.
Red Sage was supported by the University of California-San Francisco, Bell Labs and SpringerVerlag and ran from 1992 to 1996. The three partners assembled a large group of participating commercial publishers, scholarly societies, and university presses to build a digital library for the health sciences and serve as a laboratory to inform the transition from print-based to digital systems (Lucier and Brantley 1995). The participating publishers in Red Sage benefited not only from technology transfer but also from a better understanding of the economic and social issues associated with the electronic delivery of journals.
UK e-publishing projects. This was a large set of projects beginning in 1995 in the context of eLib (described in chapter 1). The projects were organized into seven program areas, among them on-demand publishing, digitization, electronic document delivery and e-journals (C.
Rusbridge 1995). The experiences of these projects provided many UK universities with new skills and abilities to exploit information technology innovations (Kirriemuir 1996). 
DeLIver (Desktop
Open access
The open access movement was another key outcome of the first decade of work in digital libraries. Among the early influencers is Stevan Harnad. In 1990 he published a paper (now frequently cited) that advocated extending the idea of an electronic archive to include digital prepublications of scholarly articles (preprints). The purpose was to harness the nascent forms of digital scholarship to take scholarly collaboration to a new level and "substantially restructure the pursuit of knowledge." The copyright laws were among the obstacles he listed to realizing the goal.
There was reason for optimism: by the next year (1991), the Los Alamos research institute had begun to instantiate such a new model for digital scholarship and collaboration (Harnad 1999).
The new model featured self-archiving of preprints and final refereed drafts. An early instantiation was the Los Alamos Physics Archive, which eventually became arXiv.org (see 
Rapid adoption and changing work practices
Surprisingly rapid integration of the new systems and databases for electronic resources into everyday practices for research, teaching and coursework followed the digital transformation of the scholarly communication process. By fall 2001, a survey (Friedlander 2002) of over three thousand faculty, graduate students and undergraduates found that while the use of print sources remained important, 35% of faculty and 49% of graduate students reported they were relying exclusively or almost exclusively on electronic sources for their research.
Undergraduates were even more willing to shift to online research practices, with 49% reporting they used electronic sources exclusively or almost exclusively. Over time these trends have grown considerably stronger.
Technical innovations
This section covers the outcomes of first decade research and practice that advanced the These include both on-line versions of pre-existing works and new works and media of all kinds that will be available on the globally interlinked computer networks of the future.
The Integrated Digital Library is broadly defined to include everything from personal information collections, to the collections that one finds today in conventional libraries, to the large data collections shared by scientists. The technology developed in this project will provide the "glue" that will make this worldwide collection usable as a unified entity, in a scalable and economically viable fashion. 
Early support for interoperability
One vision of digital libraries that fueled this first decade's efforts included the notion that digital libraries would reflect a distributed environment; in other words, they would bring together diverse collections of information on different computer systems in different locations around the world. Interoperability and integration of search results in an understandable display for the user are the prerequisites for cross-searching, retrieval and display of diverse, distributed, complex digital objects.
"Interoperability" (in this context, the provision of uniform, coherent access to diverse information from different, independently managed systems) has proved to be a great and ongoing digital library challenge. Chapter 3 discusses the grand challenge of interoperability and the progress that has been made, starting with efforts using Z39.50, a protocol for information retrieval that pre-dates the web. The following section picks up the interoperability thread with an outcome of early digital library work, the Open Archives Initiative.
The Open Archives Initiative
The Open Archives Initiative (OAI, openarchives.org) was instrumental in defining a new framework for interoperable digital libraries. OAI has had a significant impact on how scholars distribute, share and discover research. 
Digitization and digital preservation
Digital content is often created through digital reformatting. Reformatting converts an original object (that is, an object in its original form, like text or images) to a digital one that is not only easier to preserve, but also to compress for storage and manipulate with computer programs.
This conversion process is called "digitization," the process of converting a physical item into a digital representation or facsimile. Digitization relies on a number of enabling technologies, including scanning and OCR but also digital photography, re-recording and other techniques. 
Individual institutions
In parallel with the large-scale initiatives funded at the national level, individual institutions- 
Metadata and standards
While metadata is often defined as "data about data," this book uses the definition published by NISO: "structured information that describes, explains, locates, and otherwise makes it easier to retrieve and use an information resource" (Guenther and Radebaugh 2004, 1). One of the most important outcomes of the first decade of digital libraries was a new world of metadata and standards. Arguably, the journey to this new world began in 1995 in Dublin, Ohio.
Dublin Core
As noted in chapter 1, computer and information scientists' understanding of information retrieval had progressed enormously in the years leading up to the early 1990s. Librarians had been working on knowledge organization and cataloging theory and practice for a century, and from 1967 they had been gaining experience in encoding data (MARC) for use in and across automated library systems. A growing number of developers were working on internet and web standards. Humanities computing experts and archivists had been working on text encoding and finding aids. Fifty-two invited experts in these domains and several others convened for three days in March 1995 to collaboratively consider solutions to a problem: the web was full of valuable information resources but there was no good way to find and navigate them. The preceding list is not comprehensive, but it conveys a sense of the scope of the work that needed to be done.
Metadata renaissance
Librarians and digital librarianship
From a library perspective, during that first decade, an entirely new set of conditions created disruptive change, moving the library field from bibliographic control to distributed systems for metadata management (Calhoun 2012b, under "metadata management"). These new conditions also created a new, multifaceted community of metadata and knowledge organization specialists, who produced an array of new standards, protocols, reference and data models, community-specific schemas/element sets and content rules, crosswalks, application profiles and more. For a quick look at the results of these widely distributed efforts, see Riley and
Becker's "visualization of the metadata universe" (2010).
Working digital libraries
So far this chapter has reviewed first-decade digital library outcomes that built a new field of endeavor, transformed the processes of scholarly communications, or delivered key enabling technologies. Early digital library work also produced working digital libraries that continue to attract significant attention today. The final section of this chapter provides information about some of these.
A sample from the first decade
Bearman (2007, 227-30) offers a useful framework for categorizing digital libraries. Table 2 Supported by volunteers and donations to the Project Gutenberg Literary Archive Foundation, a non-profit organization. After starting at the University of Illinois and transferring for a time to Carnegie Mellon, the Gutenberg system is now hosted by ibiblio, an online, public "collection of collections" supported by the University of North Carolina at Chapel Hill. Gutenberg is estimated to have over 500,000 unique visitors a month in the US (10) IA is a non-profit organization. Funding for projects and services comes from the Kahle/Austin Foundation with support from other partners over the course of developing particular projects. IA also solicits donations. IA is reported to attract around three million unique visitors a month in the US alone; other web traffic analysis services place it among the top few hundred busiest sites worldwide. Traffic to the Wayback service is reported to account for over 75% of IA traffic (12) .
The Open Library is reported to attract nearly 400,000 unique visitors a month (13), while ArchiveIt attracts about 18,000 unique visitors a month (14) and NASA Images attracts about 12,000 unique visitors a month (15) . All estimates are for the US only. The ICDL attracts about 24,000 unique visitors a month from the US. No data is available for non-US visits to the site but it is an important destination outside the US. (18) *Numbered references in this table refer to the list of statistical data sources at the end of the chapter.
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