Quantum Hall Liquid Crystals by Fogler, Michael M.
ar
X
iv
:c
on
d-
m
at
/0
11
10
49
v1
  [
co
nd
-m
at.
me
s-h
all
]  
3 N
ov
 20
01
QUANTUM HALL LIQUID CRYSTALS
M. M. FOGLER
Department of Physics, Massachusetts Institute of Technology, 77 Massachusetts Ave, Cambridge, MA 02139, USA
E-mail: fogler@mit.edu
In this report we summarize a recent progress in exploration of correlated two-dimensional electron states in partially filled high
Landau levels. At a mean-field Hartree-Fock level they can be described as charge-density waves, either unidirectional (stripes)
or with the symmetry of the triangular lattice (bubbles). Thermal and quantum fluctuations have a profound effect on the stripe
density wave and give rise to novel phases, which are quite similar to smectic and nematic liquid crystals. We discuss the effective
theories for these phases, their collective modes, and phase transitions between them.
1 Charge density waves in high Landau levels
Historically, most of the research in the area of the quan-
tum Hall effect has been focused on the case of very
strong magnetic fields where all the electrons reside at
the lowest Landau level (LL). 1 In contrast, phenomena
described below occur in moderate and weak magnetic
fields, i.e., at high LLs. Recent progress in the high LL
problem can be summarized as follows. 2 The low-energy
physics is thought to be dominated by the electrons re-
siding in the single spin subband of the topmost (Nth)
LL, which has a filling fraction νN where 0 < νN < 1.
All other electrons play the role of a dielectric medium,
which renormalizes the interaction among these “active”
electrons. This picture holds at arbitrary small magnetic
fields provided there is no disorder and the temperature
is zero, T = 0. This is because the broadening of the
Nth LL by electron-electron interactions is set by the
quantity 3,4 Eex ∼ 0.1e2/κRc, where Rc is the classical
cyclotron radius and κ is the bare dielectric constant.
In a metallic 2D system with not too large rs, Eex is
always smaller than the cyclotron gap and Nth LL is
well isolated from the other LLs. The cyclotron mo-
tion is the fastest motion in the problem, and so on the
timescale at which the ground-state correlations are es-
tablished, quasiparticles of Nth LL behave as clouds of
charge smeared along their respective cyclotron orbits.
This prompts a quasiclassical analogy between the par-
tially filled LL and a gas of interacting rings with radius
Rc and the areal density (N+1/2)νN/πR
2
c . At νN > 1/N
the rings overlap strongly in the real space.
Within a mean-field Hartree-Fock theory a partially
filled LL undergoes a charge-density wave (CDW) tran-
sition. 5 At high LLs it occurs at a critical temperature 4
Tmfc ∼ 0.25Eex. At 0.4 < νN < 0.6 the resultant CDW
is a unidirectional, i.e., the stripe phase. At other νN ,
the CDW has a symmetry of the triangular lattice and is
called the bubble phase, see Fig. 1 (left). In both cases the
CDW periodicity is set by the wavevector q∗ ≈ 2.4/Rc.
As T decreases, the amplitude of the local filling factor
modulation increases and eventually forces expulsion of
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Figure 1: Left: Mean-field phase diagram. Right: Guiding cen-
ter density domain patterns at T = 0. Shaded and blank areas
symbolize filled and empty regions, respectively.
regions with partial LL occupation. The system becomes
divided into depletion regions where the local filling frac-
tion is equal to 2N , and fully occupied areas where the
local filling fraction is equal to 2N+1. At these low tem-
peratures the bona fide stripe and bubble domain shapes
are evident, 4 see Fig. 1 (right).
The mean-field theory is expected to be valid in the
quasiclassical limit of large N . At moderate N the CDW
compete with Laughlin liquids and other fractional quan-
tum Hall (FQH) states. A combination of analytic and
numerical tools 4,6,7,8,9 suggests that the FQH states lose
to the CDW at N ≥ 2.
The existence of the stripe phase as a physical re-
ality was evidenced by a conspicuous magnetoresistance
anisotropy observed near half-integral fractions of high
LLs 10,11,12 (see Ref. 13 for review). This anisotropy
develops at T < 0.1K in high-mobility samples. The
anisotropy is the largest at total filling factor ν = 9/2
(N = 2, νN = 1/2) and decreases with increasing LL in-
dex. At T = 25mK it remains discernible up to ν ∼ 11 1
2
whereupon it is washed out, presumably, due to disor-
der and finite temperature. The anisotropy is natural
once we assume that the stripe phase forms. The edges
of the stripes can be visualized as metallic rivers, along
1
which the transport is “easy.” The charge transfer among
different edges, i.e., across the stripes, requires quantum
tunneling and is “hard” because the stripes are effectively
far away.
The existence of the bubble phases at high LLs is
supported by the discovery of reentrant integral quan-
tum Hall effect (IQHE) at ν ≈ 4.25 and ν ≈ 4.75. The
Hall resistance at such filling factors is quantized at the
value of the nearest IQHE plateau, while the longitu-
dinal resistance is isotropic and shows a deep minimum
with an activated temperature dependence. The current-
voltage (I-V ) characteristics exhibit pronounced nonlin-
earity, switching, and hysteresis. These observations are
consistent with the theoretical picture of a bubble lattice
pinned by disorder.
2 Liquid crystal analogy for the stripe phase
In the wake of the experiments, a considerable amount
of work has been devoted to the stripe phase in recent
years, Refs. 14–27. It led to the understanding that
the “stripes” may appear in several distinct forms: an
anisotropic crystal, a smectic, a nematic, and an isotropic
liquid (Fig. 2). These phases succeed each other in the
order listed as the magnitude of either quantum or ther-
mal fluctuations increases. Consequently, the phase dia-
gram of Fig. 1 needs modifications to incorporate some of
those phases. The general structure of the revised phase
diagram for the quantum (T = 0) case was discussed in
the important paper of Fradkin and Kivelson. 14 How-
ever, pinpointing the new phase boundaries in terms of
the conventional parameters rs, ν, and T requires further
work. The most intriguing are the phases which bear the
liquid crystal names: the smectic and the nematic. They
are the main subject of this report. Let us start with the
basic definitions of these phases.
The smectic is a liquid with the 1D periodicity, i.e., a
state where the translational symmetry is spontaneously
broken in one spatial direction.28 The rotational symme-
try is of course broken as well. An example of such a state
is the original Hartree-Fock stripe solution 4 although a
stable quantum Hall smectic must have a certain amount
of quantum fluctuations around the mean-field state.15,16
The necessary condition for the smectic order is the conti-
nuity of the stripes. If the stripes are allowed to rupture,
the dislocations are created. They destroy the 1D posi-
tional order and convert the smectic into the nematic. 29
By definition, the nematic is an anisotropic liquid. 28
There is no long-range positional order. As for the orien-
tational order, it is long-range at T = 0 and quasi-long-
range (power-law correlations) at finite T . The nematic is
riddled with dynamic dislocations. Other types of topo-
logical defects, the disclinations, may also be present but
remain bound in pairs, much like vortices in the 2D X-Y
• Anisotropic Wigner crystal • Smectic
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Figure 2: Sketches of possible stripe phases.
model. Once they unbind, all the spatial symmetries are
restored. The resultant state is an isotropic liquid with
short-range stripe correlations. As the fluctuations due
to temperature or quantum mechanics increase further, it
gradually crosses over to the “uncorrelated liquid” where
even the local stripe order is obliterated.
It is often the case that the low-frequency long-
wavelength physics of the system is governed by an effec-
tive theory involving a relatively small number of dynam-
ical variables. In the remaining sections we will discuss
such type of theories for the quantum Hall liquid crystals.
3 Smectic state
Effective theory.— The collective variables in the smec-
tic are (i) the deviations u(x, y) of the stripes from their
equilibrium positions and (ii) long-wavelength density
fluctuations n about the average value n0. The latter
fluctuations may originate, e.g., from width fluctuations
of the stripes. Let us assume that the stripes are aligned
in the yˆ-direction, then the symmetry considerations fix
the effective Hamiltonian for u and n to be 28,17
H =
Y
2
[
∂xu− 1
2
(∇u)2
]2
+
K
2
(∂2yu)
2 +
1
2
nUn, (1)
where Y and K are the phenomenological compression
and the bending elastic moduli, and U(r) = e2/κr should
be understood as the integral operator. The dynamics
of the smectic is dominated by the Lorentz force and is
governed by the Largangean
L = p∂tu−H, ∂yp = −mωc(n+ n0∂xu), (2)
where m is the electron mass and ωc = eB/mc is the
cyclotron frequency.
From Eqs. (1) and (2) we can derive the spectrum
of collective modes, the magnetophonons . It is natural
2
to start with the harmonic approximation where one re-
places the first term inH simply by (Y/2)(∂xu)
2. Solving
the equations of motion for n and u we obtain the mag-
netophonon dispersion relation: 17
ω(q) =
ωp(q)
ωc
qy
q
[
Y q2x +Kq
4
y
mn0
]1/2
. (3)
Here ωp(q) = [n0U(q)q
2/m]1/2 is the plasma frequency
and θ = arctan(qy/qx) is the angle between the propaga-
tion direction and the xˆ-axis. For Coulomb interactions
ωp(q) ∝ √q. Unless propagate nearly parallel to the
stripes, ω(q) is proportional to sin 2θ q3/2. One imme-
diate consequence of this dispersion is that the largest
velocity of propagation for the magnetophonons with a
given q is achieved when θ = 45◦.
Thermal fluctuations and anharmonisms .— From
Eq. (1) we can readily calculate the mean-square fluc-
tuations of the stripe positions at finite T , e.g.,
〈[u(0, 0)− u(0, y)]2〉 = kBT
2
√
Y K
|y|. (4)
As one can see, at any finite temperature magnetophonon
fluctuations are growing without a bound; hence, the po-
sitional order of a 2D smectic is totally destroyed 28 at
sufficiently large distances along the yˆ-direction, |y| ≫
Λ
√
Y K/kBT ≡ ξy where Λ = 2π/q∗ is the interstripe
separation. Similarly, along the xˆ-direction, the po-
sitional order is lost at lengthscales larger than ξx =
(Y/K)1/2ξ2y .
Another type of excitations, which disorder the
stripe positions are the aforementioned dislocations. The
dislocations in a 2D smectic have a finite energyED ∼ K.
At kBT ≪ ED the density of thermally excited disloca-
tions is of the order of exp(−ED/kBT ) and the average
distance between dislocations is ξD ∼ Λ exp(2kBT/ED).
At low temperatures ξx, ξy ≪ ξD; therefore, the follow-
ing interesting situation emerges (Fig. 3). On the length-
scales smaller than ξy (or ξx, whichever appropriate) the
system behaves like a usual smectic where Eqs. (1–3) ap-
ply. On the lengthscales exceeding ξD it behaves
a like
a nematic. 29 In between the system is a smectic but
with very unusual properties. It is topologically ordered
(no dislocations) but possesses enormous fluctuations. In
these circumstances the harmonic elastic theory becomes
inadequate and anharmonic terms must be treated care-
fully.
As shown by Golubovic´ and Wang, 30 the anhar-
monisms cause power-law dependence of the parameters
of the effective theory on the wavevector q:
Y ∼ Y0(ξyqy)1/2, K ∼ K0(ξyqy)−1/2, (5)
aIn a more precise treatment, 30 the lengthscales ξDx ∝ ξ
6/5
D and
ξDy ∝ ξ
4/5
D are introduced such that ξDxξDy = ξ
2
D.
smectic anomalous
smectic
nematic
lengthscaleËx Ë y ËD
Figure 3: Portraits of the stripe phase on different lengthscales.
for qx ≪ ξ−1x (qyξy)3/2, qy ≪ ξ−1y , and
Y ∼ Y0(ξxqx)1/3, K ∼ K0(ξxqx)−1/3, (6)
for qx ≪ ξ−1x and qy ≪ ξ−1y (qxξx)2/3. The lengthscale
dependence of the parameters of the effective theory is
a common feature of fluctuation-dominated phenomena.
It should be mentioned that the lower critical dimension
for the smectic order is d = 3,28 so that the 2D smectic is
below its lower critical dimension. This is the reason why
the scaling behavior (5) and (6) does not persist indefi-
nitely but eventually breaks down above the lengthscale
ξD where the crossover to the thermodynamic limit of
the nematic behavior commences.
The scaling shows up not only in the static properties
such as Y and K but also in the dynamics. The role of
anharmonisms in the dynamics of conventional 3D smec-
tics has been investigated by Mazenko et al. 31 and also
by Kats and Lebedev 32. For the quantum Hall stripes
the analysis had to be done anew because here the dy-
namics is totally different. It is dominated by the Lorentz
force rather than a viscous relaxation in the conventional
smectics. This task was accomplished in Ref. 17. The cal-
culation was based on the Martin-Siggia-Rose formalism
combined with the ǫ-expansion below d = 3 dimensions.
One set of results concerns the spectrum of the magne-
tophonon modes, which becomes
ω(q) ∼ sin θ cos7/6 θ (ξxq)5/3ωp(ξ
−1
x )
ωcξx
√
Y0
mn0
. (7)
Compared to the predictions of the harmonic theory,
Eq. (3), the q3/2-dispersion changes to q5/3. Also, the
maximum propagation velocity is achieved for the an-
gle θ ≈ 53◦ instead of θ = 45◦. These modifications,
which take place at long wavelengths, are mainly due to
the renormalization of Y in the static limit and can be
obtained by combining Eqs. (3) and (6). Less obvious
dynamical effects peculiar to the quantum Hall smectics
include a novel dynamical scaling of Y and K as a func-
tion of frequency and a specific q-dependence of the mag-
netophonon damping. 17
The latter issue touches on an important point. Our
effective theory defined by Eqs. (1) and (2) is based on the
3
assumption that u and n are the only low-energy degrees
of freedom. It is probably well justified at T → 0 but
becomes incorrect at higher temperatures. The point of
view taken in Ref. 17 is that in the latter case thermally
excited quasiparticles (“normal fluid”) should appear and
that they should bring dissipation into the dynamics of
the magnetophonons. Another intriguing possibility is
for quasiparticles or other additional low-energy degrees
of freedom to exist even at T = 0. Such more complicated
smectic states are interesting subjects for future study.
4 Nematic
As discussed above, at finite temperature and in the ther-
modynamic limit, the smectic phase is always unstable.
The lowest degree of ordering is that of a nematic. 28 An
intriguing possibility14 is to have a nematic phase already
at T = 0, due to quantum fluctuations. The collective
degree of freedom associated with the nematic ordering is
the angle φ(r, t) between the local normal to the stripes
N and the xˆ-axis orientation. The effective Hamiltonian
for N is dictated by symmetry to be
HN =
K1
2
(∇N)2 + K3
2
|∇ ×N|2. (8)
The phenomenological coefficients K1 andK3 are termed
the splay and the bend Frank constants.28 A particularly
simple form is obtained if K1 = K3, in which case HN =
(K3/2)(∇φ)2 just like in the X-Y model.
Another obvious degree of freedom in the nematic
are the density fluctuations n(r, t). A peculiar fact is
that in the static limit n is totally decoupled from N,
and so it does not enter Eq. (8). However, since the
nematic is less ordered than even a smectic, the question
about extra low-energy degrees of freedom or additional
quasiparticles is highly relevant. We believe that different
types of quantum Hall nematics are possible in nature.
In the simplest case scenario N and n are the only low-
energy degrees of freedom. This is presumably the case
when the nematic order is a superstructure on top of a
parent uniform state. A concrete example is described
by a wavefunction proposed by Musaelian and Joynt: 24
Ψ =
∏
j<k
(zj − zk)[(zj − zk)2 − a2]× exp
(
−
∑
j
|zj|2/4l2
)
.
(9)
Here zj = xj + iyj is a complex coordinate of jth elec-
tron, l =
√
h¯c/eB is the magnetic length, and a is an-
other complex parameter that determines the degree of
orientational order and the direction of the stripes. The
rotational invariance is broken if |a| exceeds some crit-
ical value. This particular wavefunction corresponds to
ν = 1
3
but can be easily generalized to higher Landau
levels with νN =
1
3
filling. This type of state has been
Figure 4: Worldlines of dislocations in (a) smectic (b) nematic.
studied by Balents 25 and recently by the present au-
thor. 20 It was essentially postulated that the effective
Largangean takes the form
L = 1
2
γ−1(∂tN)
2 −H. (10)
(As hinted above, the full expression contains also cou-
plings between ∂tN and mass currents but they become
vanishingly small in the long-wavelength limit). The col-
lective excitations are charge-neutral fluctuations of the
director. They have a linear dispersion,
ω(q) = q
√
K1γ cos2 θ +K3γ sin
2 θ, (11)
and resemble spinwaves in the X-Y quantum rotor
model.
The quantum nematic phase must be separated from
the stable zero-temperature smectic by a quantum phase
transition. Further insights into the properties of the
quantum nematics can be gained by analyzing the na-
ture of such a transition. By analogy to the classical
smectic-nematic transition in two 29 and three 33 dimen-
sions, we expect the quantum one to also be driven by
the proliferation of dislocations. Pictorially, the differ-
ence between the smectic and nematic can be represented
as follows. The dislocations are viewed as lines in the
(2 + 1)D space. In the smectic phase, they form small
closed loops (Fig. 4a) that depict virtual pair creation-
annihilation events; in the nematic phase arbitrarily long
dislocation worldlines exist and may entangle (Fig. 4b),
similar to worldlines of particles in a Bose superfluid.
To incorporate the dislocations into the effective La-
grangean (2), we use a well known duality transforma-
tion, see, for example, Ref. 34. By means of such a
transformation the original degrees of freedom u and n
are traded for new variables: the second-quantized dis-
location field Φ and an auxillary U(1) gauge field aµ,
which mediates the interaction among the dislocations.
The imaginary-time effective action for Φ and aµ has the
form
A =
β∫
0
dτ
∫
d2r
{
tµ
2
|(−i∂µ − Λaµ − eDaextµ )Φ|2
4
+ V (Φ) +Ha[a]
}
, (12)
Ha =
σ2x
2Y
+ σy(−2K∂2y)−1σy +
l4
2
∂yστU∂yστ , (13)
σµ = ǫµνλ∂νaλ ≡ [∂ × a]µ. (14)
Phenomenological parameters introduced above are as
follows. Parameter tτ is of the order of h¯
2/Ec, whereEc is
the dislocation core energy estimated within the Hartree-
Fock approximation in Refs. 4 and 21. Unfortunately,
this estimate is not reliable in the quantum nematic state
where the quantum fluctuations are large. Parameter tx
of dimension of energy × (length)2 is the hopping ma-
trix element for dislocation motion in the xˆ-direction,
i.e., dislocation glide. Such a glide requires quantum
tunneling and is exponentially small unless Λ < l. Pa-
rameter ty describes the dislocation climb, which also
originates from the dynamics on the microscopic length
scales. Yet another phenomenological variable is the po-
tential V (Φ) = mΦ|Φ|2 + rΦ|Φ|4 + . . ., which accounts
for a self-energy and a short-range interaction between
the dislocations; the scales of mΦ and rΦ are set by Ec
and EcΛ
2, respectively. Finally, eD is electric charge of
the dislocation that couples to the external vector po-
tential aextτ = a
ext
x = 0, a
ext
y = Bx. This coupling is in-
troduced only for the sake of generality. Since we study
electron liquid crystal phases derived from incompressible
liquids, we expect dislocations to be electrically neutral,
i.e., eD = 0.
To recover Eq. (11) we assume that the dislocations
have condensed, 〈Φ〉 = Φ0 6= 0. Solving for the collective
mode spectrum of the action (12), we find
ω1(q) =
(
mx
mτ
q2x +mxKq
2
y
)1/2
, mµ ≡ tµΛ2|Φ0|2, (15)
which is consistent with Eq. (11) if K1 = 1/mτ , K3 = K,
and γ = mx.
Remarkably, the magnetophonon mode of the par-
ent smectic (3), does not totally disappear from the
spectrum. Instead, it acquires a small gap
√
myY at
q = 0. This gapped mode anti-crosses with the acoustic
branch (15) near the point ω2
1
(q) ∼ myY , and at larger
q becomes the lowest frequency collective mode with the
dispersion relation
ω2(q) =
[
q2xq
2
y
m2ω2c
Y U(q) +myY
]1/2
(16)
only slightly different from (3). At such q the structure
factor of the nematic has two sets of δ-functional peaks,
S(ω,q) =
πh¯q2y
mω2c
[
Kq4y
mn0
δ(ω2 − ω2
1
) +
Y q2x
mn0
δ(ω2 − ω2
2
)
]
,
which split between themselves the spectral weight of the
single collective mode of the smectic. The presence of the
two modes can be explained by the existence of two order
parameters: the aforementioned unit vector (more pre-
cisely, director) N normal to the local stripe orientation
and the complex wavefunction Φ0 of the dislocation con-
densate. Classical 2D nematics have two (overdamped)
modes virtually for the same reason. 29
Recently, Radzihovsky and Dorsey 27 formulated a
qualitatively different theory of the quantum Hall ne-
matics, whose predictions disagree with our Eqs. (10)
and (11). At this point it is unclear whether these au-
thors study a different kind of nematic or they actually
contest the theoretical models proposed by Balents25 and
the present author.20 To resolve some of these issues it is
imperative to bring the discussion from the level of effec-
tive theory to the level of quantitative calculations. One
promising direction is to investigate some concrete trial
wavefunctions of quantum nematics, e.g., Eq. (9). Re-
cently, the work in this direction was continued by Ciftja
nad Wexler. 26 It is also desirable to find a functional
form of the electron-electron interaction which gives rise
to the nematic ground state. An educated guess 2 is that
even a realistic Coulomb interaction may be sufficient
provided rs ≪ 1 and 1≪ N ≪ r−2s . However, the quest
for quantum nematic may not be easy. Finite-size study
by Rezayi et al. 35 suggests that the transition from the
smectic to an isotropic phase as a function of the inter-
action parameters (Haldane’s pseudopotentials) can also
occur via a first-order transition, without the intermedi-
ate nematic phase.
Experimentally, the nematic can be distinguished
from the smectic by, e.g., the microwave absorption tech-
nique: the nematic will show two dispersing collective
modes while the smectic will produce a single one. To
circumvent disorder pinning effects, such measurements
should be done at high enough q.
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