Abstract. We propose a discretization scheme for a numerical solution of elliptic PDE's, based on local representation of functions, by their Taylor polynomials (jets). This scheme utilizes jet calculus to provide a very high order of accuracy for a relatively small number of unknowns involved.
Introduction
This work is devoted to an introduction and a preliminary investigation of a discretization method, based on representation of functions by their Taylor polynomials on a certain grid.
We tried to achieve three main goals: 1. A general description of the proposed discretization and the numerical scheme based on it, and discussion of its main features, advantages and restrictions. Initial theoretical investigation of this general scheme.
2. Construction of a high-accuracy scheme for a special example of the Laplace and Poisson equations. Investigation of the discretization error and a preliminary experimental testing of its accuracy and stability.
3. Description of a multiscale solution scheme, which allows for a significant reduction of the stiffness of the equation to be solved, and a preliminary experimental investigation.
Our discretization scheme for solving elliptic PDE's is based on Kolmogorov's optimal representation of smooth functions on the one hand, and on Gromov's approach to solving PDE's on the other (see [5] , [2] ). This method has been proposed in a general form in [11] and partially implemented in [3] , [4] . It consists of several steps.
1. All the functions involved (known and unknown) are represented by their Taylor polynomials of a fixed degree k at all the nodes of a certain fixed grid.
2. The Taylor polynomials for the unknown functions (whose coefficients form the basic set of the unknowns) are a priori parametrized to satisfy locally the PDE to be solved. For example, for the equation ∆u = 0, harmonic polynomials are used at each grid point. The boundary conditions are incorporated into the parametrization of the Taylor polynomials at the grid points near the boundary. However, for the parameter values, picked at random, the above Taylor polynomials satisfying the equation do not agree with one another. In Gromov's terminology [2] , they form a nonholonomic section of a differential relation and do not represent a true solution of the equation. Thus the solution process consists of finding the values of the unknown parameters which minimize the discrepancy between the neighboring Taylor polynomials. This approach can be considered to be a discretized realization of Gromov's h-homotopy. In such a terminology the standard methods use a true function which approximately satisfies the differential relation. Our method uses objects which are not true functions but satisfy the differential relation exactly.
3. We implement the last stage of the solution as a certain relaxation procedure where the Taylor polynomial at each node is corrected according to the neighboring ones. The mere presence of several Taylor coefficients at each node (instead of the only one in standard schemes) allows one to find relaxation coefficients which "cancel" the discretization error of the solution up to an order m which is much higher than k. For example, for ∆u = 0 for the second degree Taylor polynomials, for an internal node we get the discretization error of order h 10 , where h is the step of the grid. 4 . At the previous stage we got at each grid point a Taylor polynomial of degree k which agrees with the Taylor polynomial of the true solution at this point up to order m > k. It turns out that from this data one can usually reconstruct at each grid point the m-th degree Taylor polynomial of the true solution, with the same accuracy. For this reconstruction, the same neighboring nodes as those for relaxation, are used. Figure 1 gives a pictorial explanation of the method.
Let us now discuss in more detail the reasons behind the choice of this scheme and some of its features.
The question of an optimal ε-representation of smooth functions has been investigated by Kolmogorov in his work on ε-entropy of functional classes [5] . It was shown that asymptotically, the best way to memorize a C k -function up to accuracy ε > 0 is to store the coefficients of its k-th order Taylor polynomials at each point of some grid of size h = O(ε 1/(k+1) ). The following point implied by the Kolmogorov representation is very important in our approach: We assume that a required accuracy or tolerance ε > 0 is given from the very beginning. We require the discretized data to represent the "true" function up to this accuracy in a C k -norm. But we do not require the discretized data to be itself a C k -function. In particular, the Taylor polynomials at the neighboring grid points may disagree up to ε. Notice that this subdivision and adjustment is by far the most complicated part in many high-order algorithms. Moreover, it introduces into the solution process a rigid combinatorial-geometric structure, which has nothing to do with the equation to be solved.
An important requirement for a discretization scheme used in analytic computations is that any analytic operation or functional, applied to a given function, must be expressible (up to accuracy ε) in terms of a discretization of this function. Our scheme satisfies this requirement (see [11] ).
In some applications, such as computer graphics and engineering, it is important to be able to produce ultimately a truly continuous or smooth function from the discretized data. In our scheme this can be done using a partition of unity.
The absence of adjustment of neighboring polynomials makes the scheme described relatively insensitive to the precise geometry of the grid. This geometry is involved only in the computation of the optimal relaxation coefficients (see subsections 4.1 and 5.1).
Also near the boundary no adjustment of the grid geometry is necessary. Using the calculus of Taylor polynomials, we incorporate the boundary data into the structure of the Taylor polynomials at the grid points near the boundary with the maximal accuracy required (see subsection 3.2).
The following two remarks explain why we can expect the suggested scheme to provide a very high order of a discretization error for a relatively small number of unknowns.
1. We use jets at each grid point which satisfy the initial differential equation. This strongly reduces the number of free parameters. For example, for two independent variables, general jets of degree k, contain
parameters. Jets of degree k, satisfying a linear PDE with constant coefficients of order 2, have 2k + 1 free parameters (see subsection 3.2).
Notice that the requirement for local representing elements to satisfy the initial differential equation is usually not compatible with the precise adjustment of values and derivatives for neighboring elements (since the last requirement leads to elements with compact support).
2. We find a relaxation scheme (i.e., equations relating a Taylor polynomial at each grid point with its neighboring polynomials) which provides a highest order discretization error. Since we spend no degrees of freedom to provide boundary adjustment of neighboring polynomials, enough degrees of freedom remain to "cancel" the Taylor coefficients in a discretization error up to a high order. The following rough computation shows what order of accuracy can be expected.
For a second-order equation and jets of degree k we have 2k+1 parameters at each grid point. Thus at four nearest neighboring points, we have 8k + 4 parameters. Assuming that the systems which arise are solvable, we can reconstruct (at the central point) a jet of degree 4k satisfying the equation, or we can cancel the Taylor terms in the discretization error up to the same degree. In subsection 4.1 we describe this procedure in detail, showing in particular that for ∆u = 0, for a regular grid and k = 2, the corresponding equations are solvable up to degree 10 because of a symmetry in the problem.
We denote by B z k the set of all multi-indexes α = (α 1 , α 2 , · · · , α n ) describing all jets of order k at a point z.
Consider a compact set G ⊂ R n , and a bundle with the fiber Jet z k at each point z ∈ G. We denote the set of all sections U (z) of this bundle by JEF G k and call them jet-functions. They form a finite dimensional linear space in the case when k < ∞ and the set G is finite; otherwise, the space JEF G k is infinite dimensional.
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Arithmetic operations on JEF G k are naturally defined pointwise. Each jet has a polynomial representative, so we can easily define a shift operation just by expanding the same polynomial at another point. In fact the shift operator is another form of the Taylor formula written in the form of a linear operator on the Jet space S z,z : Jet
For example a shift of a 2-jet defined at (0, 0) ∈ R 2 to a point (x, y) is
The corresponding operator is given by the following matrix: 
Denote the Taylor expansion of a jet U at a point a ∈ G by
Another important operation defined on jets is composition (substitution) which corresponds to a polynomial change of coordinates. So given a k-jet U : R n → R m and a k-jet V : R l → R n , one can define U • V as a composition of polynomial mappings with only terms up to order k preserved.
Extendible jet-functions. Any function f ∈ C
k has its representative in JEF G k , namely the following section: z → jet z k f . Such a section we call holonomic following [2] . For some G the space JEF G k contains also nonholonomic sections. For example in case G = [0, 1] ⊂ R, k = 1, the section U 0 (z) ≡ 1, U 1 (z) ≡ 1 cannot be represented as a true function.
There exists a well-known criterion for a section of the JEF bundle to be holonomic. It can be formulated geometrically as a tangency to the Cartan distribution [9] , or algebraically [6] through the Whitney functional.
The following Whitney's theorem [10] describes jet-functions which are extendible from a compact set G ⊂ R n to the whole space.
where the function ρ is a modulus of continuity, 1 then there exists a function u (k times differentiable in G and smooth outside) defined on a ball B r of an arbitrary big radius r and constants C α such that 1 an increasing continuous convex function vanishing at zero 
1) for every
The proof of this theorem is given in [6] , for example.
Discrete version of Whitney theorem.
In the situation we have in mind, the support set G is a finite grid. We assume G to be c 1 h-quasiregular, which means that the union of balls of radius h centered at all grid nodes covers the whole set Ω, and the distance between any two points of the grid is not smaller than c 1 h (for some constant c 1 > 0). We assume that for each node z ∈ G a set of its neighbors N (z) ⊂ G is defined which forms a stencil for the discretization scheme developed below. We also assume that these stencils are chosen in such a way that there exists a constant c 2 > 0 such that for any node z andz ∈ N (z) the distance between z andz does not exceed c 2 h. Introduce a norm on the space Jet k :
Define the full Whitney functional as
This functional is not a norm because it vanishes on global polynomials of degree ≤ k but it measures in some sense how far a given jet-function is from the class of smooth functions, or what the degree of incoherence of jets is at different nodes. But in fact it is very similar to the modulus of continuity which is used in the Whitney theorem.
Definition 2.3.1. Let U k be a jet-function defined on a quasiregular grid G and f a k-times differentiable function. We say that f is c-represented by U if for any z j ∈ G, and any α ∈ B zj k max |zj−z|<h
In other words this means that the function f together with all its derivatives up to order k lies in a tube of radius c around the given jet-function U with weights h k+1−|α| coming from the Taylor formula (see Figure 2. 3). For any finite set G any jet-function defined on it can be extended to a smooth function defined in the whole space. But it is natural to ask for an appropriate control on derivatives growth in intermediate points. The proof of this theorem is very similar to the proof of the original version of the Whitney theorem (see [6] , [10] ). We do not provide it here. It is important for us that the full Whitney functional in the case of a discrete grid can be replaced by its short version (without significant changes in the proof) 
+ U 00 · U 02 = 0. Notice that we can parametrize the algebraic manifold DE k , taking U 00 , U 01 and U 02 as parameters and in fact the manifold does not depend on a point z: 
Representing the nonzero monomials U αβ by the integer points on the (α, β) plane (the Newton diagram) we get Example 3.1.3. The example is ∆u = f . The same set as in Example 3.1.2 can be used as coordinates but the formulae expressing other derivatives take the following form: Proof. We give the proof of the two-dimensional case by induction in |β|. Assume that for |β| ≤ s < k − m, the equations are linearly independent. Consider the equations with |β| = s + 1. Clearly each of these new equations contains unknowns u γ with |γ| = s + 1 + m which did not appear in the equations with |β| ≤ s. So the equations (3.2.1) are linearly independent.
Corollary. If L is a linear differential operator of degree m with constant coefficients, then
In particular, for n = 2, m = 2, . For linear equations with constant coefficients one can usually choose these "free" parameters in a simple, natural way, due to a simple geometric structure of the equations, defining DE k .
For the Laplace operator, as was shown before, one can choose the set
as free coordinates, then all other coefficients can be easily found through the differential equation. For the equation u xy = 0, we can take the set {U p0 , U 0p 0 ≤ p ≤ k} as independent coefficients.
3.3. Boundary conditions. Now assume that the point z ∈ Ω belongs to a small neighborhood of the boundary Γ. We will show how to impose boundary conditions u| Γ = ϕ on the space Jet z k . Other types of boundary conditions can be discretized in a similar way. Consider a node z ∈ G which is close to Γ. Near this point we can represent the boundary as a graph of a function depending on one variable, say x, by the implicit function theorem. Then Γ is locally a graph y = g(x). Choose a pointz close to z on Γ and expand g in Taylor series atz (see 
where L is a linear elliptic differential operator of second order. Denote the solution of (3.4.1) byū and assume that for any (smooth enough) u, the following inequality (an a priori estimate) is satisfied:
n . Those z j , for which the ball B h (z j ) (of radius h centered at z j ) intersects Γ, we call boundary nodes of G.
At each interior point z j ∈ G we consider the subspace Sol For any choice of free parameters U zj γ we obtain a certain jet-function U on G. As it was explained above, the solution procedure consists of minimization of WF(U ) with respect to these free parameters. In this subsection we will not discuss the specific minimization procedures which can be used, but rather prove a general theorem, which gives a degree of approximation of a true solution Denote by c 2 = max
Now we can formulate the following result which estimates a difference between true and formal solution in terms of the Whitney functional. 
where C depends only on the dimension n and order of jets k.
Proof. By the proof of the Whitney theorem there exists a smooth functionṽ with k-order jets coinciding at all gridnodes with the prescribed jet-function U . This means that equations (3.4.1) are satisfied up to order k-2: jet zj k−2 Lṽ = 0. Moreover the k + 1-st derivative ofṽ does not exceed cM in Ω. This function is constructed as a sum of all the jets U z multiplied by partition of unity based on h-balls centered at gridnodes G.
, since the highest derivatives (of order k + 1) in this expression can be estimated by M and all the derivatives of lower order arise when we differentiate several times the operator L and the rest of D k−1 acts onṽ (by Leibnitz rule).
Using Taylor decomposition of order k − 1 of Lṽ at any gridpoint we obtain that all terms of order less than k − 1 are zero. The residual term (taken in an intermediate point) is estimated above.
Since we assume that U belongs to Sol also at boundary nodes, we have on Γ max Γ |ṽ − ϕ| ≤ cM h k+1 . Together with the a priori estimate (3.4.2) this completes the proof, since any function cM -represented by U can differ fromṽ by not more than cM h k+1 .
A similar result was obtained by Niijima [7] . The above result is too general to provide a good accuracy estimate.
In what follows we demonstrate a special realization of the jet method which gives much higher precision for a special choice of the Whitney functional.
3.5. Multiscaling. The method of discretization we suggest typically has a very high order of accuracy. But the linear system of equations can be very stiff. Examples of condition numbers in case of the Dirichlet problem are given in Table 4 .
We suggest a multiscaling procedure which allows one to overcome this difficulty with a minor increase of computational efforts. The idea is as follows.
The final matrix is badly conditioned because of the weights appearing always together with derivatives in the Taylor formula. One can use this fact in order to perform an effective pivoting (preconditioning) in the space of jets. 
This leads to the following effect-the condition numbers decrease essentially but the right-hand side elements increase. The idea is to apply this scaling to the residual terms at level l only when the current approximation is properly found in terms of jets of order l − 1. This means we can apply this scaling only when 0-order derivatives have an h l+1 order of magnitude, 1-order components are of order h l , etc. Then the scaling will not lead to a drastic increase of the right-hand side since it is already properly scaled.
The whole algorithm takes the following form. First we perform only 0-order discretization and get a 0 order approximation. Then we embed this solution in the space of jets of order 1, obtain a new discretized system (of much higher dimension), perform scaling of the correction to be found and solve the resulting system with higher accuracy (typically one or two orders of h). Each next step consists of embedding, scaling and solving the residual system with corresponding accuracy. An example of this algorithm is explained in subsection 5. 1 The geometrical picture behind this construction is the following. The Whitney functional is a nonnegative quadratic form on JEF l space. It has eigenvalues of very different orders of magnitude. But for a section which is close to true functions, the discrepancies are correctly scaled; i.e., errors in values are of order h l+1 , in first derivatives of order h l and so on. This allows one to change the coordinate system in a way which makes a "ball" in the Whitney metric close to a ball in the natural metric (restricted on the subspace SOL l ). This explains the effects we have discovered in the experimental part of this work.
Optimal parameters for the Laplace and Poisson equations
In this section we describe a specific realization of the general approach introduced above for the Laplace equation ∆u = 0 and Poisson equation ∆u = f . We consider a discretization on a quasi-regular grid with mesh size h.
1. We are looking for the relaxation matrices W l and affine terms R z k (for the Poisson equation), which express the solution jet at a given node through the solution jets at the neighboring nodes with the maximal order of accuracy:
2. We substitute into this equation the symbolic coefficients of jet z k u and express the coefficients of jet z l k u through them as well. Then we solve the resulting system with respect to the coefficients W l and R z k up to the highest possible order. 3. As a result we obtain a relaxation scheme. Its fixed point corresponds to the minimum of the Whithney functional constructed as a sum over the grid of squares of all the discrepancies.
4. The result of implementation of this scheme is a jet-function with high degree of smoothness (small Whitney functional). Actually the degree of smoothness (i.e., the order of discrepancy between neighboring jets) turns out to be much higher than for an arbitrary function represented by its k-order jets. We complete the representation finding the derivatives of orders higher than k at each gridpoint. This is done by applying to the neighboring jets roughly the same matrices as in the relaxation procedure.
Below we give a more detailed description of each step.
Optimal weights calculation.
Fix a node z of the grid. Assume that at each neighboring node a k-order jet of a function u is given which satisfies the equation (3.4.1). We will show how to find matrices W l depending only on the geometry of the stencil and the equation, such that for any function u satisfying the equation (3.4.1) the jet-norm of the difference
is as small as possible (in terms of order of h). These matrices define a relaxation scheme where on each step a jet
We look for the coefficients of each matrix W l in the form W 
K , with C Kk the standard projection of Sol K on its subspace Sol k . Generally the embedding is not necessarily a linear operation, which depends on the equation at each node, but for the Laplace equation at internal nodes it is a linear operator. The projection P is always a linear operation.
If the manifold Sol z l k is a linear subspace of Jet
In case of Laplace equation this allows us to estimate instead of (4.1.1) only its free components:
which we want to have the highest possible order in h. 
Since these equalities must hold for all U x α up to the highest possible value |α| we can exclude U and get a system for w with α ∈B z k :
There exists a maximal K for which these equations are solvable. Then the error in U α , which cannot be avoided by using only jets of order k with the same stencil, is of order h K−|α| . We have considered two model cases. First, when the optimal weights matrices are assumed to be triangular means we use only derivatives of order l and higher to find the l-th order derivative. Second (full), we consider this case without this assumption. The results of our calculations are given in Section 6 for both Dirichlet and Poisson problems.
4.2. Completion operator. As was mentioned above, the relaxation procedure usually leads to a k-jet solution with the discrepancy between the neighboring jets of order much higher than h k+1 . This means that the stencil also contains some information about higher derivatives.
To extract this information we solve the problem of how to reconstruct derivatives of order higher than 2 of a harmonic function when its 2-order jets are given at 5 neighboring nodes. In a general situation instead of harmonic function one can deal with a function satisfying some differential equation and consider jets of order k as given.
In order to reconstruct the high order derivatives, the same scheme is used as for optimal weights. Denote by Q l the unknown matrices of reconstruction. They act on jets of order k at all neighboring nodes in N (z) and the node z itself. The result should be a jet of order K at the node z. Consider the difference
The dimension of matrices Q is dim Jet K × dim Jet k . It leads to a system similar to (4.1.2). We have solved this system symbolically (on a computer) for both situations in study-triangilar and full weights. The results of this calculation were used in the numerical experiments we have performed. Examples of solution of (4.2.1) are given in Section 6. 4.3. Boundary conditions. One of the central problems in our approach is an appropriate setting of boundary conditions. Indeed, having all the derivatives up to order k as free parameters at each gridpoint, it would be natural to prescribe the values of all these derivatives on the boundary. However, the Dirichlet data provide us only the values of the derivatives in the direction of the boundary.
We did not try at this stage to investigate this problem mathematically, which certainly presents serious difficulties, since the Zigmund-Calderon operator, completing the Dirichlet boundary data to a full jet, is not a differential operator, but a pseudodifferential one (which means it is not local). Instead we split the problem in two parts:
1. We investigated the boundary data in the form of full jets. The main purpose here was to study the discretization error and accuracy at interior points.
Notice that although in the usual setting this problem is ill-posed, its restriction on the subspace of harmonic functions in a neighborhood of Ω is well defined.
2. We considered the usual Dirichlet data (jets in the boundary directions only). In this case the unknowns are the derivatives at the interior gridpoints and the transversal (and mixed) derivatives at the boundary gridpoints. The optimal relaxation matrices are computed in the same way as above.
We conjecture that our system is well posed.
To confirm this conjecture experimentally, we have compared solutions of the same problems for Dirichlet and full jet boundary data (when we assume that all derivatives of the true solution are given on the boundary).
Both the accuracy and the condition numbers of these two approaches turned out to be approximately the same.
The results of our symbolic computation are provided in Section 6. For the second order jets the optimal relaxation matrices lead to a cancellation of all terms of order less than 12 (for values). The errors in the jet-form are 
Of course for this concrete problem there are known effective methods, but we actually do not use the special geometry of the domain, so it is hoped that the same results are true for more complicated domains.
We have considered cases k = 0, 1, 2. The case k = 0 corresponds to the standard discretization-5-points Laplacian. As a true solution we choose the following two harmonic functions: We use two types of boundary conditions. First, we use full jets when at each boundary node the whole jet of an unknown function is given. Second, we use boundary jets when at each boundary point only derivatives along the boundary are given. This case corresponds to a real Dirichlet problem, and the first one is used for study of spectral and approximative properties of the discretization scheme we suggest.
LetŪ ∈ JEF k be an exact solution of the discretized problem. Denote by P projection of a global jet-function on the subspace SOL which is a parallel translation of the affine subspace SOL to the origin (it is spanned by monomials from B z k ). This can be done easily since we have fixed in each subspace Jet z k a set of free coefficientsB z k which form a coordinate system on Sol z k . Thus, the action of P is defined at each node.
The subspace SOL is an affine subspace in JEF. Fix a vector V in it, such that P V = 0, and a linear operator E which reconstruct jet-function by its free components: V + EX ∈ SOL, PE = id SOL .
The optimal weights found before define a linear operator on JEF which we denote by A. It has a block-bandwise structure, and the jet-functionŪ we are looking for is its fixed point
Moreover, the vectorŪ should satisfy the boundary and differential relations; therefore we have to find this vector in the form V + EX. Here V represents an affine part of boundary data and X is an arbitrary vector of free coefficients (i.e., from The difficulty of solving this linear system numerically depends on the spectral properties of the operator I − P AE and the order of magnitude of P AV when h tends to 0. Since the inverse matrix should be applied to the vector P AV we have also measured its maximal elements which could influence the final accuracy of any iterative algorithm. These results are represented in the tables below and in Section 6. 1.3) ) and V appears from boundary data (as in the Dirichlet case). The embedding formula takes the following form: U = F + EX ∈ SOL and the equation for optimal smoothing also involves an affine component (instead of (5.1.1)) AŪ + R =Ū, which can be rewritten as
Project the equation on the subspase of free coefficients P A(F + V ) + P AEX + P R = P F + P V + P EX,
which is equivalent to X − P AEX = P R + P AF + P AV − P F (recall that P E = id SOL and P V = 0). Finally,
The results of our experiments are represented in the tables below and in Section 6. They include discretization errors (difference between true solution of the discretized problem and the analytic one at nodes), condition numbers of the matrix (I − P AE) (which we have to invert), and the biggest values of the right-hand side, i.e., of the vector (P R + P (A − I)F + P AV ).
Multiscale implementation.
The singular values of the matrix I − P AE have very different orders of magnitude. Some of them, which correspond to higher derivatives, are of order h 0 , but some, which correspond to lower derivatives, are of order h k . The multiscale method we suggest involves k + 1 steps. At each step the problem is solved at a current level l, then we perform scaling and increase the level by one (from l to l + 1).
Denote the 0-level discretization system by C 0 X 0 = B 0 . We solve it up to accuracy h 0 . Next we embed the vector X 0 ∈ JEF G 0 into JEF 
In an analogous way we solve this system approximately and increase the order of jets by one. Again, from C 2 X 2 = B 2 we arrive at 
Explanation of tables.
All calculations were performed with the Mathematica 2.2 program on an IBM RS6000 computer. For some values of parameters the resulting linear system was too large (more than 1000 × 1000) and the program did not succeed in inverting such a matrix. This is marked by a in the corresponding position of each table.
Discretization errors, Dirichlet problem.
In Tables 1-3 Table 4 represents the condition numbers of the linear systems we have to solve for the full method and for its multiscale implementation.
Tables 5-9 represent the convergence rate obtained. The rest of our experimental results can be found in Section 6.
One can find similar experimental results for the Poisson equation as well as more detailed error analysis (maximum norm error, etc.) in Section 6.
As far as the observed rates of convergence are concerned, let us compute (following the referee suggestion) the following quantity. Table 4 . Condition numbers, full method, the whole boundary jets are fixed. Table 5 . Dirichlet problem triangular method. Table 6 . Dirichlet problem full method. .
We get Tables 5-9 (only the errors in zero-order term are used). Table 8 . Poisson problem full method. Table 9 . Dirichlet problem full method, true boundary data.
We agree with the referee's observation that these results (also seemingly the case k = 2, h = 1 16 has not settled down in the asymptotic range yet) suggest that the triangular method restricts the rate of convergence to the second order.
On the other hand, the above results support the high convergence rate for the full method, both for the full-jet boundary data and for the "true Dirichlet data". (A possible explanation of such a big difference between the triangular and the full methods may be that the relaxation scheme local error for the full scheme is of order h 12 , h 10 , h 8 for the values, the first and the second derivatives, respectively, while for the triangular scheme this error is of order h 12 , h 8 , h 4 . See Section 6 for results of symbolic calculations.
Supplement
To find the optimal parameters W l and R z described in Section 4, we have solved the corresponding equations symbolically. This section contains results in a final form of the optimal weights for different nodes and schemes. A regular grid with stepsize h was used.
Internal nodes.
Here we list the matrices W l defined above which we have obtained by symbolic calculations. We assume that the grid G is regular with stepsize h and for each internal node its 4 neighbors are defined by the standard stencil. The neighbors are ennumerated in the following way: 1-North, 2-East, 3-South, 4-West, 5-central node.
When k = 0, obviously the standard weights 
, t2, 0, c2 +t3, 0, c2 −t3 0, 1 4 , 0, 
, 0, t2, c1 − t3, 0, c1 +t3 0, 
, t2, 0, c2 +t3, 0, c2 −t3 0, 1 4 , 0, Full case k = 2. Optimal weights are We have given all the optimal weights for internal nodes of a regular grid (four neighbors).
6.2. Boundary optimal weights. For boundary nodes the matrices W l have another form, since there are only 3 neighbors, which we ennumerate in the following way.
The last matrix in each case corresponds to 5-th neighbor (that is, to the node itself). They correspond to the derivatives along boundaries which are given as boundary data. Corresponding errors in components of first-order derivatives are of order 
Corresponding errors in components of first-order derivatives are of order 
East boundary (neighbors 1,2,3,5): 
Corresponding errors are of order , 0, 0, 
Corresponding errors are of order Figure 6 .3.1. Each corner has 3 neighbors, since otherwise in the triangular case there is linear dependence between rows of the linear operator when k = 2. For k ≤ 1, these corner nodes do not play any role since all derivatives are known. The value of U 10 is known because we can differentiate the given function ϕ along x-direction and in the same way as the U 01 derivative. The situation changes for k = 2 since the U 11 derivative cannot be found from the boundary data. Thus for k = 2 the fifth lines of W l matrices (corresponding to the ∂ x ∂ y derivative) are important. 
Corresponding errors are of order
Full case k = 2 boundary nodes. Optimal weights (matrices W ) are: South-West corner (neighbors 1,4,5,6):
South-East corner (neighbors 1,2,5,6):
North-East corner (neighbors 2,3,5,6):
North-West corner (neighbors 3,4,5,6):
6.4. Completion operators. As was mentioned in subsection 4.2, the accuracy we obtain by recovering a 2-order jet by its neighbors (assuming the Whitney functional to be sufficiently small) is much higher than the accuracy that can be achieved by using only values. This means that by straightforward use of jets of order 2, we allow errors of order of h 3 and have no benefits from the high accuracy of coefficients of this jet. However, in this scheme we suggest that one can also recover the higher derivatives from neighboring jets of order 2. Their accuracy is balanced in terms of degrees of h.
Assume that jets of second order of a harmonic function are known at 5 points (forming our stencil). One can find matrices Q l , l = 1, 2, 3, 4, 5 of dimension dim Jet 11 × dim Jet 2 , such that the linear combination [−180, 180] . See pictures at the end. Now we study only properties of the discretization scheme and not the boundary and corners effects. So as the boundary data we have taken the whole jets of true solution both on the boundary and at corners.
The precise results of our computations for full method with k = 2 when the true solution has a form of a polynomial of degree 7 (see Tables 6.4 Multiscaling. Tables 6.18 and 6.19 contain information about condition numbers with and without multiscaling. The multiscaling effect on the right-hand sides is reflected in Tables 6.6-6.9 and 6.14-6.17 as mentioned above.
Dirichlet boundary data. Discretization errors and condition numbers for the scheme implemented with true boundary data (see subsection 4.3) are given in Tables 6.20-6.22. Note that in this case the dimensions of the corresponding objects are bigger; see column 2 (dim 2 ) in Table 6 .1. 
