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A DECOMPOSITION THEOREM IN II1–FACTORS
K. DYKEMA∗, F. SUKOCHEV§, AND D. ZANIN§
Abstract. Building on results of Haagerup and Schultz, we decompose an
arbitrary operator in a diffuse, finite von Neumann algebra into the sum of a
normal operator and an s.o.t.-quasinilpotent operator. We also prove an ana-
logue of Weyl’s inequality relating eigenvalues and singular values for operators
in a diffuse, finite von Neumann algebra.
1. Introduction
The following result is due to Schur (see e.g. [17]) and is one of the cornerstones
of linear algebra.
Theorem 1. For every matrix T ∈ Mn(C), there is a unitary matrix U ∈ Mn(C)
such that U−1TU is an upper-triangular matrix.
Alternatively, there exists a basis in Cn such that the matrix of the operator
T with respect to this basis is upper-triangular. Taking the diagonal part N of
the operator T in this basis, we obtain a normal operator. The difference T − N
is, obviously, a strictly upper-triangular matrix. Every strictly upper-triangular
matrix is, clearly, nilpotent. Thus, an arbitrary matrix is a sum of a normal matrix
and nilpotent matrix.
The following theorem due to Ringrose [13] extends Schur’s result to the realm
of compact operators in Hilbert space. Recall that an operator Q is quasinilpotent
if its spectrum is {0} and that, by the C∗–property, the functional calculus for
self-adjoint operators and the spectral radius formula (see [10]), for an operator Q
on Hilbert space we have
‖
(
(Q∗)nQn
)1/2n
‖∞ = ‖(Q
∗)nQn‖1/2n∞ = ‖Q
n‖1/n∞
and quasinilpotency of Q is equivalent to
(1) lim
n→∞
‖
(
(Q∗)nQn)1/2n‖∞ = 0.
(Here and throughout this paper, we use the notation ‖X‖∞ for the operator norm
of a bounded operator X on Hilbert space.)
Theorem 2. For every compact operator T ∈ B(H), there exists an increasing net
of projections pλ, λ ∈ [0, 1], with p0 = 0 and p1 = 1, such that, letting pλ−0 =
∨µ<λ pµ,
(a) Tpλ = pλTpλ for all λ ∈ [0, 1].
(b) for every λ ∈ (0, 1] either pλ = pλ−0 or pλ − pλ−0 is a one-dimensional projec-
tion.
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Furthermore, if for such a family we have Tpλ = pλ−0Tpλ for all λ ∈ (0, 1], then
T is quasinilpotent.
This yields as an immediate corollary the following decomposition result:
Corollary 3. For every compact operator T ∈ B(H), there exist a normal operator
N and a quasinilpotent operator Q such that T = N +Q.
Proof. Indeed, set
N =
∑
pλ 6=pλ−0
(pλ − pλ−0)T (pλ − pλ−0), Q = T −N,
where the sum (of pairwise orthogonal 1−dimensional operators) converges in strong
operator topology. It is clear that N is normal and that Qpλ = pλ−0Qpλ. In par-
ticular, it follows from Theorem 2 that Q is quasinilpotent. 
It is quite natural to ask whether the latter decomposition remains true in other
settings. In this paper, we concentrate on II1–factors and, more generally, diffuse,
finite von Neumann algebras (see §2.1).
The following result due to Haagerup and Schultz [9] is of utmost importance
for our investigation. (See §2.3 below for description of the Brown measure.)
Theorem 4. Let M ⊆ B(H) be a II1–factor with tracial state τ and let T ∈ M.
For every Borel set B ⊂ C, there exists a unique projection pB ∈M such that
(a) τ(pB) = νT (B), where νT is the Brown measure of T
(b) TpB = pBTpB
(c) if pB 6= 0, then the Brown measure of TpB considered as an element of pBMpB
is supported in B
(d) if pB 6= 1, then the Brown measure of (1 − pB)T considered as an element of
(1− pB)M(1− pB) is supported in C\B.
Moreover, pB is T -hyperinvariant, meaning that it is invariant under every S ∈
B(H) that commutes with T . If Borel sets B1,B2 ⊂ C are such that B1 ⊂ B2, then
pB1 ≤ pB2 .
This projection pB is called the Haagerup–Schultz projection for the operator T
associated to the set B.
Remark 5. In the above theorem, the hypothesis that M be a II1–factor and τ its
tracial state can clearly be loosened to require only that M be a diffuse, finite von
Neumann algebra and τ be any normal, faithful, tracial state on it. This is because
(a) any suchM can be embedded, via a normal, trace-preserving ∗-homomorphism,
into a II1–factor (to see this, use for example Lemma 2.3 and Theorem 2.5 from [2]
to see that the free product with respect to traces ofM with L∞[0, 1] is a II1-factor)
and (b) the projection onto a hyperinvariant subspace of any operator belongs to
the von Neumann algebra generated by the operator (this is easy to show, but for
a proof see, for example, Proposition 2.1 of [3]).
The purpose of this paper is to use the Haagerup–Schultz theorem above to ob-
tain the following finite von Neumann algebra version of the Ringrose result. We
note that the quasinilpotent operator in Ringrose’s theorem is here replaced by
an s.o.t.-quasinilpotent operator, which is an operator Q such that ((Q∗)nQn)1/2n
converges in strong operator topology to 0; in this notation (which was introduced
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in [4]) s.o.t. is an abbreviation for “strong operator topology;” that quasinilpo-
tent operators must be s.o.t.–quasinilpotent follows from the characterization (1)
of quasinilpotency. By Theorem 8.1 of [9], in a finite von Neumann algebra the
s.o.t.-quasinilpotent operators are precisely those whose Brown measures are con-
centrated at {0}.
Theorem 6. LetM be a diffuse, finite von Neumann algebra with normal, faithful,
tracial state τ and let T ∈ M. Then there exist N,Q ∈ M such that
(a) T = N +Q,
(b) the operator N is normal and the Brown measure of N equals that of T ,
(c) the operator Q is s.o.t-quasinilpotent.
As in Ringrose’s theorem, a family (qt)0≤t≤1 of T –invariant (in fact, T –hyper-
invariant) projections is involved in Theorem 6, and N and Q can be regarded
as diagonal and upper triangular, respectively, with respect to this family of pro-
jections. Indeed, N is obtained as the conditional expectation of T onto the von
Neumann algebra generated by {qt | 0 ≤ t ≤ 1}. However, unlike in Ringrose’s the-
orem, the dimensions (i.e., in our finite von Neumann algebra setting, the traces)
of the projections qt can take large jumps as t varies. Indeed, if T itself is s.o.t.-
quasinilpotent, then our construction yields N = 0 and {qt | 0 ≤ t ≤ 1} ⊆ {0, 1}.
For compact operators in B(H), it was shown in [13] that in Corollary 3, the
eigenvalues of the operator N coincide with those of the operator T (counting the
algebraic multiplicities). The analogous result for the operators in diffuse, finite
von Neumann algebras is given by Theorem 6 (b).
The eigenvalues λ(k, T ), k ≥ 0, and singular values µ(k, T ), k ≥ 0, of a compact
operator T ∈ B(H) are related by means of the Weyl theorem [16]. See [7] for
detailed proof.
Theorem 7. Let T ∈ B(H) be a compact operator and let Φ be a real–valued
increasing function on [0,∞) such that Φ(0) = 0 and Φ ◦ exp is convex. Then
∞∑
k=0
Φ(|λ(k, T )|) ≤
∞∑
k=0
Φ(µ(k, T )).
We will also prove the following theorem, which extends Weyl’s result to the
II1–setting:
Theorem 8. Let M be a diffuse finite von Neumann algebra with normal, faithful,
tracial state τ and let T ∈ M. For the normal operator N from Theorem 6 and for
every real-valued increasing function Φ on [0,∞) such that Φ ◦ exp is convex, we
have ∫
Φ(|z|) dµT (z) = τ(Φ(|N |)) ≤ τ(Φ(|T |)).
2. Preliminaries
2.1. Finite von Neumann algebras and II1–factors. A von Neumann algebra
M is called finite if it has a normal, faithful, tracial state τ . It is called diffuse if it
has no minimal (nonzero) projections and it is called a factor if its center is trivial.
The infinite dimensional finite von Neumann algebra factors are diffuse and are
called II1–factors, and each of these has a unique tracial state τ , which is normal
and faithful. See, e.g., [10] for details.
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Throughout this paper,M will denote a diffuse, finite von Neumann algebra and
τ will be a normal, faithful, tracial state on M.
2.2. Singular value function. For every T ∈ M, the generalised singular value
function µ(T ), denoted t → µ(t, T ) for t ∈ (0, 1), is defined by the formula (see,
e.g., [5])
µ(t, T ) = inf{‖Tp‖∞ : p ∈ Proj(M), τ(1 − p) ≤ t}.
It is continuous from the right in t. Equivalently, µ(T ) can be defined in terms of
the distribution function d|T | of the operator |T |. That is, setting
d|T |(s) = τ(E
|T |(s,∞)), s ≥ 0,
we obtain
µ(t, T ) = inf{s ≥ 0 : d|T |(s) ≤ t}, t > 0.
Here, E|T | denotes the projection valued spectral measure of the operator |T |.
The following result is a widely known consequence of the spectral theorem.
Lemma 9. LetM be a diffuse, finite von Neumann algebra equipped with a normal,
faithful, tracial state τ and let 0 ≤ A ∈ M. Then there is an increasing net
(ps)0≤s≤1 of projections in M with τ(ps) = s with
A =
∫ 1
0
µ(s, A) dps.
Sketch of proof. If s is such that µ(s, A) is a point of continuity of the distribu-
tion function dA, then let ps be the spectral projection E
A((µ(s, A),∞)). At
any remaining points s, the projection EA({µ(s, A)}) is nonzero; there are at
most countably many values r where EA({r}) is nonzero; for each of them, let
a(r) = τ(EA({r}) and choose an increasing family (q
(r)
t )0≤t≤a(r) of projections
with τ(q
(r)
t ) = t and q
(r)
a(r) = E
A({r}); when µ(s, A) = r is one of these points, let
ps = E
A((µ(s, A),∞)) + q
(r)
t with t chosen so that τ(ps) = s. 
2.3. Fuglede-Kadison determinant and Brown measure. Fuglede and Kadi-
son [6] constructed a mapping ∆ :M→ R+ which is a homomorphism with respect
to the multiplication. This mapping is defined by
(2) ∆(T ) = exp(τ(log(|T |))), T ∈M.
For every operator T, the function
(3) λ→ τ(log(|T − λ|)), λ ∈ C,
is shown to be subharmonic by Brown [1]. Using this fact, Brown constructed a
probability measure νT such that
(4) τ(log(|T − λ|)) =
∫
C
log(|z − λ|)dνT (z) λ ∈ C.
This νT , (called the Brown measure of T ) can be viewed as the II1–analogue of the
spectral counting measure (according to algebraic multiplicity) on matrices. It can
be recovered by taking the Laplacian of the mapping in (3).
The following is Proposition 2.24 of [8] and a consequence of it.
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Theorem 10. If T ∈ M and if p ∈M is a projection such that Tp = pTp, so that
we may write T = (A B0 C ) , where A = Tp and C = (1 − p)T, then
(5) ∆M(T ) = ∆pMp(A)
τ(p)∆(1−p)M(1−p)(C)
τ(1−p)
and
νT = τ(p)νA + τ(1 − p)νC .
We will use the equation (5) also in the case of p = 0 or p = 1, by making the
convention ∆{0}(0)
0 = 1.
2.4. Haagerup–Schultz projections and s.o.t.–quasinilpotent operators.
It is proved in [9] that, for every T ∈ M, ((T ∗)nT n)1/2n converges as n → ∞
in strong operator topology. The spectral projection of the limiting operator on
the interval [0, r] is exactly the Haagerup–Schultz projection pBr from Theorem 4
corresponding to the ball Br = {|z| ≤ r}. Thus, an operator T has Brown measure
supported on {0} if and only if ((T ∗)nT n)1/2n converges in strong operator topology
to 0. We call such operators s.o.t.-quasinilpotent (this notation was introduced in
[4]).
Though aesthetically attractive, the above definition of the projection pBr is not
suitable for our purposes. We employ a different characterization also taken from
[9]. Define the subspace Hr of the Hilbert space H by setting
(6) Hr = {ξ ∈ H : ∃ξn → ξ, with lim sup
n→∞
‖T nξn‖
1/n ≤ r}.
The projection onto the subspace Hr is shown in [9] to be the Haagerup–Schultz
projection pBr corresponding to the ball Br = {|z| ≤ r}.
We will not need the construction of Haagerup–Schultz projections for sets other
than balls; see [9] for the construction in the general case.
2.5. Submajorization and logarithmic submajorization. The operator B ∈
M is said to be submajorized by the operator A ∈M (written B ≺≺ A) if∫ t
0
µ(s,B)ds ≤
∫ t
0
µ(s, A)ds, 0 < t < 1.
The importance of submajorization can be observed from the following theorem,
which is really a result about functions rather than operators and is essentially
an inequality of Hardy, Littlewood and Polya (see e.g Lemma II.3.4 of [7] for the
sequence version, or Proposition 14.H.1.a of [12] for a result that implies the fol-
lowing).
Theorem 11. If A,B ∈ M and if B ≺≺ A, then for every increasing convex
function Φ on [0,∞), we have
τ(Φ(|B|)) ≤ τ(Φ(|A|)).
We also need the notion of logarithmic submajorization. The operator B ∈M is
said to be logarithmically submajorized by the operator A ∈ M (written B ≺≺log
A) if ∫ t
0
log(µ(s,B))ds ≤
∫ t
0
log(µ(s, A))ds, 0 < t < 1.
We collect some easy observations into a lemma, for future use.
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Lemma 12. If A,B ∈ M and if c > 0, then
B ≺≺ A ⇔ cB ≺≺ cA,
B ≺≺log A ⇔ cB ≺≺log cA.
Furthermore, if 1 ≤ A,B ∈M, where 1 represents the identity operator, then
B ≺≺log A ⇔ log(B) ≺≺ log(A).
Proof. The first assertion follows from the fact that µ(s, cA) = cµ(s, A) and the
second from the fact that, for A ≥ 1, we have µ(s, log(A)) = log(µ(s, A)). 
2.6. Conditional expectation. If D is a von Neumann subalgebra of the finite
von Neumann algebra M with normal, faithful, tracial state τ , then there exists a
unique linear operator ExpD :M→D such that, for all A ∈ M and B ∈ D,
(a) ExpD(AB) = ExpD(A)B
(b) ExpD(BA) = BExpD(A)
(c) τ(ExpD(A)) = τ(A).
Furthermore, ExpD is positive (in fact, completely positive), of norm 1 and can
be realised as the orthogonal projection from L2(M) onto L2(D) restricted to M.
See, for example, [15] for these and other facts.
It is well known and not difficult to verify that for the action of M on L2(M),
the strong operator topology on bounded sets of M coincides with the topology
provided by the norm ‖x‖2 = τ(x
∗x)1/2. From this, it is easy to prove the following
well known lemma:
Lemma 13. Assume An, n ≥ 1, is a family of von Neumann subalgebras in M,
that is either increasing or decreasing in n. Let A be the strong operator closure of⋃∞
n=1An in the first case and A =
⋂∞
n=1An in the second case. Then
ExpA(T ) = lim
n→∞
ExpAn(T ), (T ∈M),
where the limit is taken in the strong operator topology.
3. Construction of the normal part
Throughout this section, M will be a diffuse, finite von Neumann algebra and
τ a normal, faithul, tracial state on M. Our plan for proving Theorem 6 is to
take as normal operator N = ExpD(T ) for a suitable commutative von Neumann
subalgebra D, namely, the one given below.
Construction 14. Let T ∈ M and let ρ : [0, 1]→ {|z| ≤ ‖T ‖∞} be a Peano curve.
1
(a) Set qt to be the Haagerup–Schultz projection for T associated to the Borel
set ρ([0, t]). Then qt is increasing in t. Since τ(qt) = νT (ρ([0, t]), we have
qt = ∧t′>tqt′ ; i.e., qt is strong-operator-topology continuous from the right in t.
(b) Set D to be the von Neumann algebra generated by {qt | t ∈ [0, 1]}.
(c) For every n ≥ 0, set Dn to be the algebra generated by qk/2n , 0 ≤ k ≤ 2
n.
For technical convenience, we will assume that the Brown measure of T has no atom
at ρ(0) (i.e. νT (ρ(0)) = 0). This ensures q0 = 0 and it can always be arranged by
modification of ρ, if necessary.
1A continuous surjective mapping [0, 1] → [0, 1]2 was first constructed by Peano [14]. See,
for example, [11] for details. We may take the ball rather than the square since they are
homeomorphic.
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Since the function ρ is uniformly continuous, it follows that there exists a mono-
tone function ω : [0, 1] → R+ (called the modulus of continuity of ρ) such that
ω(+0) = 0 and such that
|ρ(t1)− ρ(t2)| ≤ ω(|t1 − t2|), t1, t2 ∈ [0, 1].
Lemma 15. Let T ∈ M and let qt, D and Dn be as in Construction 14. Then
ExpDn(T ) converges in norm to ExpD(T ), and, in fact, we have
‖ExpDn(T )− ExpD(T )‖∞ ≤ ω(2
−n),
where ω is the modulus of continuity of ρ.
Proof. By Theorem 4, the projections qk/2n , 0 ≤ k ≤ 2
n, are increasing in k. Letting
fnk = q(k+1)/2n − qk/2n for 0 ≤ k < 2
n, we have
(7) ExpDn(T ) =
∑
0≤k<2n
fn
k
6=0
τ(fnk Tf
n
k )
τ(fnk )
fnk .
By Construction 14 and Theorem 4, when fnk 6= 0, the Brown measure of f
n
k Tf
n
k
in fnkMf
n
k is supported in ρ([0,
k+1
2n ])\ρ([0,
k
2n ]) (which is a subset of ρ((
k
2n ,
k+1
2n ])).
It follows from Theorem 4 (c),(d) combined with Brown’s analogue of Lidskii’s
theorem [1] that
(8)
τ(fnk Tf
n
k )
τ(fnk )
=
∫
ρ([0, k+1
2n
])\ρ([0, k
2n
]) zdνT (z)
νT (ρ([0,
k+1
2n ])\ρ([0,
k
2n ]))
∈ conv(ρ((
k
2n
,
k + 1
2n
])).
Now take m > n and note that
fnk =
2m−n(k+1)−1∑
j=2m−nk
fmj .
For 2m−nk ≤ j < 2m−n(k + 1) such that fmj 6= 0, we have
τ(fmj Tf
m
j )
τ(fmj )
∈ conv(ρ((
j
2m
,
j + 1
2m
])) ⊂ conv(ρ((
k
2n
,
k + 1
2n
])).
It follows that
(9) ‖ExpDn(T )− ExpDm(T )‖∞ ≤ max0≤k<2n
diam
(
ρ((
k
2n
,
k + 1
2n
])
)
≤ ω(2−n)
and this upper bound tends to 0 as n → ∞. By Lemma 13, ExpDn(T ) converges
in strong operator topology to ExpD(T ). By the above estimate, it is Cauchy in
the uniform norm, and, therefore, converges in that norm to ExpD(T ). Now letting
m→∞ in (9) completes the proof of the lemma. 
Lemma 16. Let T ∈ M and let qt, D and Dn be as in Construction 14. For every
λ ∈ C, and ε > 0, we have
(10) lim
n→∞
log∆(|ExpDn(T )− λ|
2 + ε) =
∫
C
log(|z − λ|2 + ε)dνT (z).
Proof. Letting fnk be as in the proof of Lemma 15 and using (7), we have
(11) log∆(|ExpDn(T )− λ|
2 + ε) =
∑
0≤k<2n
fn
k
6=0
τ(fnk ) log(|
τ(fnk Tf
n
k )
τ(fnk )
− λ|2 + ε).
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We now define for each n a function xn on the disk {|z| ≤ ‖T ‖∞}. Letting z be a
complex number with |z| ≤ ‖T ‖∞ and z 6= ρ(0), we have z ∈ ρ([0,
k+1
2n ])\ρ([0,
k
2n ])
for some unique k = k(z) ∈ {0, . . . , 2n − 1}. Indeed, selecting the minimal t such
that z = ρ(t), we take k such that k/2n < t ≤ (k + 1)/2n. In the case fnk 6= 0, we
let
(12) xn(z) = log(|
τ(fnk Tf
n
k )
τ(fnk )
− λ|2 + ε),
while if z = ρ(0) or fnk(z) = 0, then for specificity we set xn(z) = log ε. (Note,
however, that the set {ρ(0)}∪{z | fnk(z) = 0} of such exceptional z is a νT –null set.)
By Theorem 4, we have τ(fnk ) = νT (ρ([0,
k+1
2n ])\ρ([0,
k
2n ])). Hence, using (11),
we get
(13) log∆(|ExpDn(T )− λ|
2 + ε) =
∫
{|z|≤‖T‖∞}
xn(z)dνT (z).
Moreover, we clearly have
log(ε) ≤ xn(z) ≤ log(ε+ (|λ|+ ‖T ‖∞)
2)
for every |z| ≤ ‖T ‖∞ and, therefore,
‖xn‖∞ ≤ max{| log(ε)|, | log(ε+ (|λ|+ ‖T ‖∞)
2)|}.
Given z ∈ ρ([0, k+12n ])\ρ([0,
k
2n ]) with τ(f
n
k ) 6= 0, by Theorem 4 (c),(d) combined
with Brown’s version of Lidskii theorem [1], we have
τ(fnk Tf
n
k )
τ(fnk )
∈ conv(ρ([0,
k + 1
2n
])\ρ([0,
k
2n
])) ⊂ conv(ρ((
k
2n
,
k + 1
2n
])).
Thus,
(14) |z −
τ(fnk Tf
n
k )
τ(fnk )
| ≤ diam(ρ((
k
2n
,
k + 1
2n
]))) ≤ ω(2−n).
Combining (14) and (12), we infer that xn(z) converges to log(|z−λ|
2+ε) as n→∞
on a set of full νT measure. The Dominated Convergence Principle now yields that
the right-hand-side of (13) tends to the right-hand-side of (10) as n→∞. 
Note that one could not first prove Lemma 16 in the case λ = 0 and then infer
its assertion in full generality by applying this result to the operator T − λ. The
reason is that algebra D for the operator T differs from that fo r the operator T −λ.
The following proposition is central to this section. It proves Theorem 6 (b).
Proposition 17. Let T ∈ M, D and Dn be as in Construction 14. The Brown
measure of the normal operator ExpD(T ) equals that of T.
Proof. Fix ε > 0. By Lemma 15, we have that ExpDn(T ) converges in norm to
ExpD(T ) as n → ∞. Since the Fuglede-Kadison determinant is continuous with
respect to the uniform norm topology on the set of invertible elements (see [6]), for
every λ ∈ C we have
log∆(|ExpDn(T )− λ|
2 + ε)→ log(∆(|ExpD(T )− λ|
2 + ε)).
On the other hand, it follows from Lemma 16 that
log∆(|ExpDn(T )− λ|
2 + ε)→
∫
C
log(|z − λ|2 + ε)dνT (z)
A DECOMPOSITION THEOREM IN II1–FACTORS 9
for every λ ∈ C. Hence,
log(∆(|ExpD(T )− λ|
2 + ε)) =
∫
C
log(|z − λ|2 + ε)dνT (z)
for every λ ∈ C. Letting ε→ 0, we infer from the Monotone Convergence Principle
that ∫
C
log(|z − λ|)dνExpD(T )(z) =
∫
C
log(|z − λ|)dνT (z)
for every λ ∈ C. The assertion follows by taking Laplacians of both sides. 
It is tempting to try to infer Theorem 6 from Proposition 17 by applying its
assertion to the operator T − ExpD(T ). This is impossible because the algebra D
for the operator T differs from that for the operator T − ExpD(T ).
4. Decomposition
The following submajorization result is related to the Weyl lemma stating that
λ(T ) ≺≺log µ(T ) for every compact operator T ∈ B(H) (see, e.g., Theorem II.3.1
of [7]).
We continue to assume thatM is a diffuse, finite von Neumann algebra and that
τ is a normal, faithful, tracial state on M.
Lemma 18. Let T ∈ M and let p ∈ M be a projection such that Tp = pTp. Then
Tp+ (1− p)T ≺≺log T.
Proof. Let S = Tp+ (1− p)T. Writing elements of M as matrices with respect to
projections p and (1− p), we have
T =
(
A B
0 C
)
, S =
(
A 0
0 C
)
,
with A = Tp and C = (1 − p)T. By Lemma 9, there exist increasing nets ps ≤ p,
0 ≤ s ≤ τ(p), and qs ≤ 1 − p, 0 ≤ s ≤ τ(1 − p), of projections in M such that
τ(ps) = s, τ(qs) = s and such that
|C| =
∫ τ(supp(C))
0
µ(s, C)dqs, |A
∗| =
∫ τ(supp(A))
0
µ(s, A)dps.
Choosing appropriate spectral projections of A and C, we see that for every
t > 0, there exist t1, t2 > 0 such that t1 + t2 = t and such that
(15)
∫ t
0
log(µ(s, S))ds =
∫ t1
0
log(µ(s, A))ds +
∫ t2
0
log(µ(s, C))ds.
Set
A0 =
∫ t1
0
µ(s, A)dps, C0 =
∫ t2
0
µ(s, C)dqs
and
T0 =
(
A0 B
0 C0
)
, S0 =
(
A0 0
0 C0
)
.
Note that ∫ t
0
log(µ(s, S))ds =
∫ t
0
log(µ(s, S0))ds.
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We now claim that µ(T0) ≤ µ(T ). Indeed,(
A B
0 C
)∗(
A B
0 C
)
=
(
A∗A A∗B
B∗A B∗B + C∗C
)
≥
(
A B
0 C0
)∗(
A B
0 C0
)
and(
A B
0 C0
)(
A B
0 C0
)∗
=
(
AA∗ +BB∗ BC0
C0B C
2
0
)
≥
(
A0 B
0 C0
)(
A0 B
0 C0
)∗
.
Therefore,
µ(T ) = µ(
(
A B
0 C
)
) ≥ µ(
(
A B
0 C0
)
) ≥ µ(
(
A0 B
0 C0
)
) = µ(T0).
Let now r = pτ(supp(C0)) + qτ(supp(A0)). Using (2), we get∫ t
0
log(µ(s, S))ds =
∫ t
0
log(µ(s, S0))ds = log(∆rMr(S0))
and, since µ(rT0r) ≤ µ(T0) ≤ µ(T ), we get
log(∆rMr(rT0r))
(2)
=
∫ t
0
log(µ(s, rT0r))ds ≤
∫ t
0
log(µ(s, T ))ds.
It follows now from Theorem 10 that ∆rMr(S0) = ∆rMr(rT0r) and, therefore,∫ t
0
log(µ(s, S))ds ≤
∫ t
0
log(µ(s, T ))ds.

Corollary 19. Let T ∈ M and let p ∈ M be a projection such that Tp = pTp.
Then
∆(1 +
∣∣Tp+ (1 − p)T )∣∣2) ≤ ∆(1 + |T |2).
Proof. Set y = µ(Tp+ (1− p)T ) and x = µ(T ). We may without loss of generality
assume y is not identically 0. By Lemma 18, we have y ≺≺log x. Set α to be
the infimum of the set y−1({0}). Then we must have inf x−1({0}) ≥ α. Let εn =
min{y(α− 1n ), x(α−
1
n )} for all integers n so large that
1
n < α. Then the functions
yn = log(ε
−1
n y)χ(0,α−1/n), xn = log(ε
−1
n x)χ(0,α−1/n),
when nonzero, take only values ≥ 0. Clearly, yn ≺≺ xn. Since the function Φn :
z → log(1 + ε2ne
2z) is convex on [0,∞), it follows from Theorem 11 that
∫ α−1/n
0
log(1 + y2(s))ds =
∫ 1
0
Φn(yn(s))ds− (1− α+
1
n
) log(1 + ε2n)
≤
∫ α−1/n
0
Φn(xn(s))ds − (1− α+
1
n
) log(1 + ε2n) =
∫ α−1/n
0
log(1 + x2(s))ds.
Letting n→∞, we obtain
∫ 1
0
log(1 + y2(s))ds =
∫ α
0
log(1 + y2(s))ds
≤
∫ α
0
log(1 + x2(s))ds ≤
∫ 1
0
log(1 + x2(s))ds.
Now (2) finishes the proof. 
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The following lemma is easy and we omit the proof.
Lemma 20. If a scalar sequence {an,m}n,m≥1 is decreasing in both arguments,
then
lim
n→∞
lim
m→∞
an,m = lim
m→∞
lim
n→∞
an,m.
The following lemmas make up the heart of the proof of Theorem 6. In the next
two lemmas, D′n := M∩ (Dn)
′ and D′ := M∩D′ mean the relative commutants
of the respective algebras in M.
Lemma 21. Let pt ∈ M, t ∈ [0, 1], be an increasing net of projections with p0 = 0
and p1 = 1. Let m and n be positive integers and let Dn be the von Neumann
subalgebra generated by pk/2n , 0 ≤ k ≤ 2
n. If T ∈ M and Tpt = ptTpt for all
t ∈ [0, 1], then
∆(|ExpD′
n
(T )|2 +
1
m
) ≥ ∆(|ExpD′
n+1
(T )|2 +
1
m
).
Proof. We let fkn = p(k+1)/2n−pk/2n , 0 ≤ k < 2
n and similarly fkn+1 = p(k+1)/2n+1−
pk/2n+1 , 0 ≤ k < 2
n+1 . For an arbitrary X ∈M, we have
ExpD′
n
(X) =
2n−1∑
k=0
fknXf
k
n , ExpD′
n+1
(X) =
2n+1−1∑
k=0
fkn+1Xf
k
n+1.
Note that T is upper–triangular with respect to the list of projections (fkn)0≤k<2n
and (fkn+1)0≤k<2n+1 and, in particular, f
2k
n+1 is f
k
nTf
k
n-invariant and we may write
fknTf
k
n =
(
f2k+1n+1 Tf
2k+1
n+1 f
2k
n+1Tf
2k+1
n+1
0 f2kn+1Tf
2k
n+1
)
.
It follows from Corollary 19 and Theorem 10 that
∆f2k+1
n+1
Mf2k+1
n+1
(|f2k+1n+1 Tf
2k+1
n+1 |
2+
1
m
)τ(f
2k+1
n+1
)∆f2k
n+1
Mf2k
n+1
(|f2kn+1Tf
2k
n+1|
2+
1
m
)τ(f
2k
n+1)
≤ ∆fk
n
Mfk
n
(|fknTf
k
n |
2 +
1
m
)τ(f
k
n
).
It follows now from Theorem 10 that
∆(|ExpD′
n
(T )|2 +
1
m
) =
2n−1∏
k=0
∆fk
n
Mfk
n
(|fknTf
k
n |
2 +
1
m
)τ(f
k
n
)
≥
2n+1−1∏
k=0
∆fk
n+1
Mfk
n+1
(|fkn+1Tf
k
n+1|
2 +
1
m
)τ(f
k
n+1) = ∆(|ExpD′
n+1
(T )|2 +
1
m
)

The next lemma shows that the Fuglede-Kadison determinant of the operator
T coincides with that of its expectation onto the commutant of a nest of invariant
projections.
Lemma 22. Let pt ∈ M, t ∈ [0, 1], be an increasing net of projections, continuous
from the right, with p0 = 0 and p1 = 1 and let D be the von Neumann subalgebra
generated by {pt | t ∈ [0, 1]}. If T ∈M and Tpt = ptTpt for all t ∈ [0, 1], then
(16) ∆(T ) = ∆(ExpD′(T )).
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Proof. Let Dn be the algebra generated by the projections pk/2n , 0 ≤ k ≤ 2
n. Using
the continuity from the right of pt, we get D
′ =
⋂
n≥1D
′
n and, by Lemma 13, we
have
ExpD′(T ) = limn→∞
ExpD′
n
(T )
in the strong operator topology.
By Lemma 21, the quantity ∆(|ExpD′
n
(T )|2 + 1m ) is decreasing in n and it is,
trivially, also decreasing in m. It follows from Lemma 20 that
(17) lim
n→∞
lim
m→∞
∆(|ExpD′
n
(T )|2 +
1
m
) = lim
m→∞
lim
n→∞
∆(|ExpD′
n
(T )|2 +
1
m
).
Note that, by T -invariance of the projections pk/2n , using them to write T as
a block matrix of operators, yields an upper triangular matrix, and ExpD′
n
(T ) is
obtained by setting the non-diagonal blocks to zero. To compute the left hand side
of (17), Theorem 10 yields ∆(ExpD′
n
(T )) = ∆(T ) and, thereby, we have
lim
m→∞
∆(|ExpD′
n
(T )|2 +
1
m
) = 2∆(ExpD′
n
(T )) = 2∆(T ).
Letting n→∞, we infer that the left hand side of (17) is 2∆(T ). To compute the
right hand side of (17), by Lemma 2.25 of [8], we have
lim
n→∞
∆(|ExpD′
n
(T )|2 +
1
m
) = ∆(|ExpD′(T )|
2 +
1
m
).
Letting m→∞, we infer that the right hand side of (17) is 2∆(ExpD′(T )). Thus,
we have (16). 
Lemma 23. Let T ∈ M and let ρ, D and Dn be as in Construction 14. If ω is the
modulus of continuity of ρ, then the Brown measure of T − ExpDn(T ) is supported
in the ball of radius ω(2−n) centered at the origin.
Proof. The operator T − ExpDn(T ) when written as a matrix with respect to the
nonzero projections from the list (fnk )
2n−1
k=0 is upper triangular by Theorem 4 (b)
and has for diagonal entries
(18) fnk Tf
n
k −
τ(fnk Tf
n
k )
τ(fnk )
fnk .
Repeating the argument in Lemma 15 (see (8)), we obtain, when fnk 6= 0, that the
Brownmeasure of fnk Tf
n
k in f
n
kMf
n
k is supported in ρ((
k
2n ,
k+1
2n ]) and τ(f
n
k Tf
n
k )/τ(f
n
k )
lies in the convex hull of this set. Hence, the Brown measure of the difference (18)
is supported in the ball centered at the origin of radius diam(ρ(( k2n ,
k+1
2n ])), which
is no greater than ω(2−n). Now applying Theorem 10 n times, we get that the
Brown measure of T − ExpDn(T ) lies in the ball of radius ω(2
−n) centered at the
origin. 
The following lemma gives the decomposition of Theorem 6 in a special case.
Lemma 24. Let T ∈ M and let D be as in Construction 14. If T ∈ D′, then
T − ExpD(T ) is s.o.t.-quasinilpotent.
Proof. We assume without loss of generality ‖T ‖∞ ≤ 1/2. For every n ≥ 0, let
Dn be the subalgebra of D generated by qk/2n , 0 ≤ k ≤ 2
n. Fix n ∈ N and a unit
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vector η ∈ H. By assumption, T commutes with ExpD(T ). Since T − ExpDn(T )
and ExpD(T )− ExpDn(T ) commute, we have
(T −ExpD(T ))
2m =
2m∑
k=0
(−1)k
(
2m
k
)
(ExpD(T )−ExpDn(T ))
2m−k(T −ExpDn(T ))
k.
Since ‖T ‖∞ ≤ 1/2, it follows that both ExpD(T )− ExpDn(T ) and T − ExpDn(T )
are contractions.
For k ≤ m, we have
‖(ExpD(T )− ExpDn(T ))
2m−k(T − ExpDn(T ))
kη‖ ≤ ‖ExpD(T )− ExpDn(T )‖
m
∞.
For k > m, we have
‖(ExpD(T )− ExpDn(T ))
2m−k(T − ExpDn(T ))
kη‖ ≤ ‖(T − ExpDn(T ))
mη‖.
Hence, by Lemma 15, we have
(19) ‖(T − ExpD(T ))
2mη‖ ≤ 22mmax{ω(2−n)m, ‖(T − ExpDn(T ))
mη‖}.
By Lemma 23, the Brown measure of T − ExpDn(T ) is contained in the ball
of radius ω(2−n) centered at 0. By the Haagerup–Schultz characterization (6), for
every unit vector ξ ∈ H, there exists a sequence ξm → ξ such that ‖ξm‖ = 1 and
lim sup
m→∞
‖(T − ExpDn(T ))
mξm‖
1/m ≤ ω(2−n).
Hence, there exists M (depending on n), such that
‖(T − ExpDn(T ))
mξm‖ ≤ (2ω(2
−n))m, m > M.
Substituting ξm for η in (19), we obtain
‖(T − ExpD(T ))
2mξm‖
1/m ≤ 8ω(2−n), m > M.
Since ξ was any unit vector, it follows from the characterization (6) of the Haagerup–
Schultz subspace that the Brown measure of (T − ExpD(T ))
2 is supported in the
ball centered at 0 of radius 8ω(2−n). Letting n → ∞, we obtain that the Brown
measure of T − ExpD(T ) is δ0. 
Proof of Theorem 6. Let qt, t ∈ [0, 1], and D be as in Construction 14. Applying
Lemma 22 to the operators Tqt − λ and (1− qt)T − λ, we obtain
∆(Tqt − λ) = ∆(ExpD′(Tqt)− λ),
∆((1 − qt)T − λ) = ∆(ExpD′((1 − qt)T − λ)).
Hence, by (4), the Brown measure of the operator Tqt (respectively, of (1 − qt)T )
equals that of ExpD′(T )qt (respectively, of (1 − qt)ExpD′(T )). In particular, the
projection qt is the Haagerup–Schultz projection for ExpD′(T ) associated to the
set ρ([0, t]). By definition of D′, the operator ExpD′(T ) commutes with every qt.
Hence, ExpD′(T ) satisfies the hypotheses of Lemma 24. Since D ⊆ D
′ we have
ExpD(ExpD′(T )) = ExpD(T ) and by application of this lemma we infer that the
Brown measure of the operator ExpD′(T )− ExpD(T ) is δ0.
Applying Lemma 22 to the operator T − ExpD(T )− λ, we obtain
∆(T − ExpD(T )− λ) = ∆(ExpD′(T )− ExpD(T )− λ).
Hence, by (4), the Brown measure of the operator T − ExpD(T ) equals that of
ExpD′(T )− ExpD(T ), i.e., it is δ0
14 DYKEMA, SUKOCHEV, AND ZANIN
Now letting Q = T − ExpD(T ) and N = ExpD(T ), we have T = N +Q with N
normal and Q s.o.t.-quasinilpotent. This proves Theorem 6 (c). Theorem 6 (b) is
already proved in Proposition 17. 
5. A Weyl inequality in the II1–setting
In the following assertion, log+(t) := max(log(t), 0). The analogue of the follow-
ing assertion for Hardy-Littlewood submajorization is well-known.
Lemma 25. We have B ≺≺log A if and only if for all t > 0 we have
(20) τ(log+(
|B|
t
)) ≤ τ(log+(
|A|
t
)).
Proof. We prove the if part first. For a given u ∈ (0, 1), set t = µ(u,A). We have∫ u
0
log(
µ(s,B)
t
)ds ≤ τ(log+(
|B|
t
)) ≤ τ(log+(
|A|
t
)) =
∫ u
0
log(
µ(s, A)
t
)ds.
Hence, B ≺≺log A.
We now prove the only if part. If t > ‖B‖∞, then (20) holds trivially, while if
t ≤ ‖B‖∞ then we have
τ(log+(
|B|
t
)) =
∫ d|B|(t)
0
log(
µ(s,B)
t
)ds ≤
∫ d|B|(t)
0
log(
µ(s, A)
t
)ds
≤
∫ d|A|(t)
0
log(
µ(s, A)
t
)ds = τ(log+(
|A|
t
)).

Lemma 26. LetM be a finite von Neumann algebra equipped with a faithful normal
tracial state τ. If 0 ≤ A,B ∈M are such that B ≺≺log A, then B+1 ≺≺log A+1.
Proof. By enlarging M if necessary, we may without loss of generality assume it
is diffuse. Referring to Lemma 9, we infer the existence of increasing nets ps, qs
0 ≤ s ≤ 1, of projections in M such that τ(ps) = s, τ(qs) = s and such that
B =
∫ 1
0
µ(s,B)dqs, A =
∫ 1
0
µ(s, A)dps.
Fix t < τ(supp(B)) and define the operators
Bt =
∫ t
0
µ(s,B)dqs, Ct =
∫ t
0
µ(s,B)dps, At =
∫ t
0
µ(s, A)dps.
It is clear that µ(Bt) = µ(Ct), Ct ≺≺log At and the operators At, Ct are in the
von Neumann algebra ptMpt. Note that we have τ(supp(Bt)) = τ(supp(Ct)) ≤
τ(supp(At)). Since t < τ(supp(B)), it follows that At and Ct are invertible and
log(At), log(Ct) ∈ ptMpt. Let r = max{‖A
−1
t ‖∞, ‖C
−1
t ‖∞}. By Lemma 12, from
Ct ≺≺log At we get rCt ≺≺log rAt and log(rCt) ≺≺ log(rAt). Since the mapping
Φ : z → log(1 + r−1ez) is convex, it follows from Theorem 11 that∫ t
0
log(1 + µ(s,B))ds = τ(Φ(log(rCt))) ≤ τ(Φ(log(rAt))) =
∫ t
0
log(1 + µ(s, A))ds.
Since t < τ(supp(B)) is arbitrary, the assertion follows. 
Now we prove Theorem 8 and some more.
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Theorem 27. Let M be a diffuse, finite von Neumann algebra and let τ be a
normal, faithful, tracial state on M. Let T ∈M. If N ∈ M is the normal operator
constructed by means of Theorem 6, then
(a) N ≺≺log T.
(b) for every increasing real valued function Φ on [0,∞) so that Φ ◦ exp is convex,
we have
(21)
∫
Φ(|z|) dµT (z) = τ(Φ(|N |)) ≤ τ(Φ(|T |)).
Proof. Since the Brown measure of N equals the distribution of N and equals the
Brown measure of T , we have
τ(log+(
|N |
t
)) =
∫
|z|≥t
log(
|z|
t
)dνN (z) =
∫
|z|≥t
log(
|z|
t
)dνT (z).
It follows from Lemma 2.20 in [8] that∫
|z|≥t
log(
|z|
t
)dνT (z) ≤ τ(log+(
|T |
t
)).
Therefore,
τ(log+(
|N |
t
)) ≤ τ(log+(
|T |
t
))
Assertion (a) follows now from Lemma 25.
The equality in (21) holds since µT = µN and N is normal. Assertion (a)
together with Lemma 26 and homogeneity of logarithmic submajorization shows
that
n|N |+ 1 ≺≺log n|T |+ 1, n ≥ 1.
Now Lemma 12 yields log(n|N |+ 1) ≺≺ log(n|T |+ 1). Since Φ ◦ exp is convex on
R, so is the function Φ( 1n exp(·)) and from Theorem 11 we get
τ(Φ(|N |+
1
n
))) ≤ τ(Φ(|T |+
1
n
))), n ≥ 1.
We now infer from the Monotone Convergence Principle that
τ(Φ(|N |)) = lim
n→∞
τ(Φ(|N |+
1
n
)) ≤ lim
n→∞
τ(Φ(|T |+
1
n
)) = τ(Φ(|T |)).
This proves (b). 
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