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ABSTRACT
The United States Army continues to develop new and effective ways to use simulation
for training. One example is the Non-Rated Crew Member Manned Module (NCM3), a simulator
designed to train helicopter crewmembers in critical, high risk tasks such as crew coordination,
flight, aerial gunnery, hoist and sling load related tasks. The goal of this study was to evaluate
visual modalities' effect on performance in mixed reality aerial door gunnery.
There is a strong belief in the United States Army that the greater the degree of
immersion in a virtual simulation, the more effective that simulation is. However, little scientific
research exists that supports this notion. In fact, the true goal of training simulation is to optimize
the degree of transfer to the trainee - not to create the most immersive experience possible. As a
result, the Army Program Manager frequently faces trade-off dilemmas during the simulation
design phase, balancing user desires with cost and schedule constraints. One of those trade-off
predicaments, and the unscientific manner in which it was resolved, served as the motivation for
this research.
A review of the literature was conducted in order to investigate the benefits of simulation
for training. The taxonomy of reality, as well as the training efficacy of virtual and mixed reality
simulation, was examined. Major concepts, applications and components of virtual and mixed
reality simulation training were studied. Prior visual modality research was reviewed and
discussed.
Two discrete groups of subjects, expert and novice, were employed in this study.
Participants were randomly assigned to one of two visual modality treatments (Liquid Crystal
Display (LCD) flat panel screen or Head-Mounted Display (HMD)) and executed three aerial
iii

door gunnery training scenarios in the NCM3. Independent variables were visual modality,
immersive tendency and simulator sickness questionnaire scores. Dependent variables included
performance, presence and simulator sickness change scores. Additionally, the relationship
between an individual's immersive tendency and their performance and level of presence was
explored.
The results of the study indicate no main effect of visual modality on performance for the
expert population while a main effect of visual modality on performance was discovered for the
novice population. Both visual treatment groups experienced the same degree of presence and
simulator sickness. No relationship between an individual's immersive tendency and their
performance and level of presence was found. Results of this study's primary objective are
conflicting, by expertise group, and thus both support and challenge the commonly held notion
that higher immersive simulation leads to better performance.
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CHAPTER ONE: INTRODUCTION
Chapter One Summary
In this chapter, the motivation for this research as well as pertinent background
information are presented. A detailed description of the Non-Rated Crew Member Manned
Module (NCM3) and explanation of the research gap are presented.
Motivation for Research
There is a strong belief in the United States Army, particularly in the aviation community
(Stewart, Johnson, & Howse, 2008), that the greater the degree of realism in a virtual simulation,
the more effective that simulation is. Similarly, there exists a strong bias that the newer the
technology in the simulator is, the more effective that simulator must be (Schout, Hendrikx,
Scheele, & Scherpbier, 2010). However, little scientific research exists that support these notions
(Borgvall, 2013). Scales' recent article is an exemplar of leader bias not grounded in science
(2013). A recent Government Accountability Office (GAO) report indicated that the Army "has
not established metrics or indicators to assist them in more broadly measuring the impact of
simulation-based training on improving the performance or proficiency of servicemembers"
(United States Government Accountability Office, 2013). As a result, based on the author's
personal experience in U.S. Army simulation research, development and acquisition, design
decisions are often made not based on sound scientific evidence, but rather to satisfy the user
community's wants. One such example exists that serves as the basis for this dissertation.
Non-Rated Crew Members in the U.S. Army
Crew members, crew chiefs and flight engineers are classified as non-rated crew
members (NCMs) in Army aviation parlance, meaning they cannot fly the aircraft. All NCMs
1

initially join the Army as helicopter repairers and maintainers (Anderson, 2011). Upon arrival to
their units, NCMs apply their school-house training to repairing and maintaining their assigned
aircraft. Maintainers that are deemed worthy by their supervisors may then be selected to become
crew members and possibly future crew chiefs. Upon selection, these individuals are sent to a
front line aviation unit where they undertake two to three months of training, administered by the
unit, to ensure they acquire the necessary skills to serve as a crew member and crew chief.
Training consists of classroom, hands-on training and flight training. For the Chinook aircraft
only, crew chiefs may aspire to attain the highest NCM position: flight engineer (Anderson,
2011).
Some of the most critical tasks that a crew member and crew chief (NCM) must perform
are aerial door gunnery, sling load operations and crew coordination. However, until very
recently, these tasks could only be trained in a live environment (Marton, 2008). Live training is
costly in terms of fuel, ammunition and aircraft maintenance as well as being considered a highrisk endeavor. Thus dangerous tasks, such as aerial door gunnery, are infrequently trained by
crew members and crew chiefs. To exasperate the situation, in OPERATION IRAQI
FREEDOM, the U.S. Army experienced a shortage of NCMs and thus had to employ infantry
soldiers to serve as door gunners (Curran, 2003) (Figure 1).

Figure 1: CH-47 Door Gunner
2

Partially as a result of the above, the United States Army created an Operational Needs
Statement (ONS) in 2005 to develop and procure a Virtual Helicopter Aircrew Trainer (VHAT)
(Marton, 2008). What followed was a series of prototype systems, undertaken by Defense
industry partners, that only partially satisfied the requirements listed in the ONS. The Non-Rated
Crew Member Manned Module (NCM3) program was created to fully satisfy the ONS,
employing many lessons learned from earlier prototypes.
The Non-Rated Crew Member Manned Module (NCM3)
The Non-Rated Crew Member Manned Module (NCM3) was fielded by the U.S. Army
in 2011 in order to train NCMs in critical, high risk tasks. The NCM3 (Figure 2) is a mobile,
transportable, multi-station virtual simulation device designed to support training of non-rated
crew members in crew coordination, flight, aerial gunnery, hoist and sling load related tasks
(Stevens & Samouce, 2011). It also supports the requirement to train the entire crew of a cargo
and utility aircraft simultaneously in a combined arms virtual training environment. In combined
mode, the NCMs train in the NCM3 while the pilots fly the aircraft in the Aviation Combined
Arms Tactical Trainer (AVCATT). Each single trailer NCM3 system contains two manned
modules (MMs) re-configurable to either a UH-60 (Blackhawk) or CH-47 (Chinook). There are
two instructor/operator stations and an integrated semi-automated forces (SAF) for modeling of
threat and friendly units. An exercise record/playback capability is provided for an integrated
after-action review (AAR) (Stevens & Samouce, 2011).

3

Figure 2: NCM3 Trainer
The NCM3 enables crew members to train high-risk, expensive training tasks in a safe,
realistic and inexpensive manner using the Crawl, Walk, Run methodology (Stevens & Samouce,
2011).


Crawl Phase (White Light): trainees execute individual door gunnery in a white-light
environment using a high-fidelity machine gun & LCD screen.



Walk Phase (Stand-Alone): trainees wear Helmet Mounted Display (HMDs) in a
darkened environment, and operate as a crew in a virtual environment, while the
Instructor/Operator serves as the pilot.



Run Phase (Combined Mode): NCM3 and AVCATT are connected and the entire crew
(pilots in AVCATT MM and NCMs in NCM3 MM) operate simultaneously in a
combined arms virtual training environment as either a cargo or utility aircraft.

Specific to aerial door gunnery, the NCM3 utilizes a high-fidelity, demilitarized machine gun
with pneumatic recoil (Gregory, 2011). Both the weapon and the HMD possess advanced
inertial tracking technology to provide highly responsive and accurate personnel and
weapons tracking (Santoski, Sharen, 2011).
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Program Manager's Dilemma
During the design phase of the NCM3, it was necessary for the Program Manager to
utilize trade-off space. The original design did not call for the use of LCD panel screens in the
trainer. However, the user community was adamant that aerial door gunnery must be capable of
being trained in a non-HMD mode. The concession was that a less expensive HMD would be
procured, with a narrower field of view. Thus, the negotiated trade-off resulted in a training
device that was capable of supporting mixed reality aerial door gunnery training via HMD or
LCD screen.
While necessary to keep the project moving forward, the above trade-off was conducted
in a non-scientific manner, with no empirical knowledge of what the training effect would be.
This runs contrary to Department of Defense modeling and simulation best-practice investment
strategies, one of which calls for "quantifying the extent of potential investments and for
identifying and understanding the full range of benefits resulting from these investments" (Aegis
Technologies, 2008). However, the dual visual modality capability the trainer affords allows
experimentation to be conducted that measures the effect those different visual modalities have
on performance of aerial door gunnery.
Description of the GAP
The United States Army continues to invest heavily in the development and fielding of
virtual and mixed reality simulations and simulators for training. However, the future fiscal
environment will be challenging for both simulation (Insinna, 2013) (Insinna, 2014) as well as
the U.S. Army as a whole (Thompson, 2013). Thus, wise acquisition and design decisions must
be made. While the fielding of the NCM3 has been a success story for the Army, as evident by
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the field's recent request for thirteen more trainers, little empirical knowledge exists that justifies
whether or not the previously described trade-off was a good one or not. The dual visual
modality capability of the NCM3 presents a unique opportunity to empirically evaluate the effect
that a key technological component has on training in a mixed reality environment.
The results of this study will be shared with the U.S. Army simulation community:
program managers, capability managers and the individual proponents (Centers of Excellence).
The hope is that future trade-off decisions are conducted in a more scientific and systematic
manner.

6

CHAPTER TWO: LITERATURE REVIEW
Chapter Two Summary
This chapter reviews literature on training simulation benefits and taxonomy. Training
efficacy of virtual and mixed reality simulation is examined. Major concepts and applications of
virtual and mixed reality simulation training efficacy are studied. A key component of virtual
simulation is examined. The literature review is primarily focused on the visual modality
employed, where appropriate. Prior visual modality research is reviewed and discussed. Research
gaps are identified and research questions are posed based upon those gaps.
Benefits of Simulation for Training
Much has been written about the benefits of simulation. Simulation is defined as "the
imitative representation of one system or process by means of the functioning of another"
(Merriam Webster) while a simulator is "a device that enables the operator to reproduce or
represent under test conditions phenomena likely to occur in actual performance" (Merriam
Webster). Generally, the goal of simulation for training is to provide "increased performance
effectiveness at the same or lesser cost" (Orlansky, et al., 1994).
Orlansky et al. (1994) list the advantages and disadvantages associated with the use of
simulation for training.
Advantages of Simulation (Orlansky, et al., 1994):
•

Significant cost reductions achieved by not procuring and using actual equipment.

•

Substitutes the use of real equipment for training.

•

Allows training of high-risk tasks that would otherwise not be possible to train on.
7

•

Provides instructional feedback to trainees.

•

Reduces wear-and-tear of actual equipment; thereby extending its service life.

•

Protects the environment.

•

Protects operational security of tactics, techniques and procedures of using units.

•

Saves time by allowing rapid scenario development, set-up and execution.

•

Saves on use of fuel, munitions, and support facilities.

•

Allows novices and experts to train through the use of customizable scenarios and difficulty
levels.

•

May serve as a mission rehearsal tool for units through the use of geo-specific or geo-typical
terrain and scenarios.

•

Facilitates testing and validation of plans prior to execution.

•

Enables joint training of Department of Defense (DoD) forces and international training with
coalition forces.

Disadvantages of Simulation (Orlansky, et al., 1994):
•

Simulation requires funding to procure, use and sustain.

•

May induce simulation sickness in trainees through the use of visual modalities and motion
platforms.
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•

Models and simulations must accurately portray the performance of actual systems in order
to avoid negative habit transfer, decreased believability and ineffective training. This requires
costly, actual data of weapons, systems and platforms to create accurate engineering models.

•

Limited fidelity can reduce training effectiveness.
Lele (2013) determined that, due to the benefits of simulation (virtual reality in

particular), militaries throughout the world will continue to expand their use of this technology.
As an example, Gourley (2014) describes a recent, major U.S. Army training event whereby
three-fourths of the training units were participating through the use of simulation. McGaghie,
Issenberg, Petrusa & Scalese (2010) reviewed the use of simulation in medical training over the
last 40 years and provided a list of twelve best practices. In contrast, Psotka (2013) illustrates
how the educational community has been far more resistant to adopting simulation in its
curriculum than the military. This, despite the major technological advancements made in
simulation, increasingly intuitive user interfaces and widespread adoption of simulation by the
public itself (Psotka, 2013). Psotka implores the educational community to adopt this capability,
in large part due to his assessment that the U.S. military has employed simulation very
effectively.
While one-on-one tutoring is a very effective method of learning, it is highly inefficient,
in terms of the resources required. Simulation-based training is an effective and efficient
alternative to this approach, provided the right instructional strategy is employed (VogelWalcutt, Carper, Bowers, & Nicholson, 2010). In an attempt to improve both the effectiveness
and efficiency of military training simulators, Vogel-Walcutt, Fiorella & Malone (2013)
organized a framework of instructional strategies that can be used within the context of military
9

simulators. The authors determined that an effective method to utilize military simulations is one
in which the trainee's expertise level, point in the training cycle and type of knowledge to be
trained are factored into the selection of the instructional strategy. Using this information, the
trainer can select the most optimal instructional strategy found within the authors' framework.
Aguinis & Kraiger (2009), in their ten-year review of training and development literature,
found extensive research testifying to the benefits of simulation-based training for aviation. Their
literature review indicated that simulation-based training has resulted in better safety rates and
improved team-based performance for aviators and aviation crews. Kincaid & Westerlund (2009)
highlight that the aviation community has over 50 years of experience employing simulation for
training; in some instances simulators have replaced live aircraft in training. Dourado & Martin
(2013) describe the benefits of simulation for flight training as: reduced time to proficiency,
increased safety, decreased training costs and less pollution. Furthermore, the authors illustrate
the need for better pilot training as future aircraft become ever higher performing, proposing
their Dynamic Flight Simulator (DFS) as a potential future solution.
Simulation-based training has countless other military applications and continues to
expand. Smith (2010) detailed the chronology of games/simulations used for training and
foresees the continued proliferation of simulation used for military training due to the ubiquity of
computers. Cane, McCarthy & Halawi (2010) conducted a qualitative study to examine if
particular simulation technologies could be mapped to certain military tasks. This research will
influence how future military simulations are developed. To further illustrate the expanding
breadth of simulation for military training, Summers (2012) described how simulation prevents
environmental damage by reducing the amount of sonar training the U.S. Navy conducts in the
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live environment. Butavicius, Vozzo, Braithwaite & Galanis (2012) examined the efficacy of a
virtual reality parachute training simulator and determined that there was no performance
difference between the simulation and non-simulation group during live jumping operations.
However, benefit was realized when the simulation group was found to require less corrective
action during live airborne operations.
Taxonomy of Reality
Milgram & Kishino (1994) define Virtual Reality as "an environment in which the
participant-observer is totally immersed in, and able to interact with, a completely synthetic
world". The "real" environment is the live environment. Milgram & Colquhoun (1999)
developed a Reality-Virtuality (RV) continuum (Figure 3) whereby the major determinant of
what environment a trainee resides in is determined by the extent to which a computer model is
necessary to render the image of the environment. Following this logic, the real environment is
not modeled, whereby a completely virtual environment would be completely modeled.
Everywhere in between the two poles of this continuum is considered Mixed Reality, which is
also treated as a subset of Virtual Reality.

Figure 3: Reality-Virtuality Continuum (Milgram & Colquhoun, 1999)
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Mixed reality can be further decomposed into Augmented Reality (AR) and Augmented
Virtuality (AV). According to Sherman & Craig (2003), augmented reality is a "type of virtual
reality in which synthetic stimuli are registered with and super-imposed on real-world objects".
In AR, the live environment is augmented with virtual data and graphics, whereby in AV, the
virtual environment is augmented with real data and images. Figure 4 depicts the mixed reality
axis.

Figure 4: Mixed Reality Axis (Milgram & Colquhoun, 1999)
Schnabel, Wang, Secihter & Kvan (2007) further stratify the R-V continuum (Figure 5).
The authors classify three additional forms of mixed reality: Amplified Reality, Mediated Reality
and Virtualized Reality. Amplified Reality, in between the real environment and augmented
reality, according to Falk, Redstrom & Bjork (1999) "enhances publicly available properties of a
physical object, by means of using embedded computational resources". Mediated Reality,
similar to augmented reality, was described by Stamer et al. (1997) and can best be described as
altering a video input stream to augment one's perception of reality through wearable computing.
This is similar to Fused Reality, described by Bachelder (2006), as the employment of the
combination of live video and virtual reality, which he developed for helicopter crew training.
Virtualized Reality, in between Augmented Virtuality and Virtual Reality, virtualizes real world
scenes, enabling the end-user to move about freely in the virtual world. The major difference
12

between virtual and virtualized reality is that virtualized reality virtualizes real world scenes
whereby virtual reality generally models them (Kanade, Narayanan, & Rander, 1995).

Figure 5: Order of Reality (Schnabel, Wang, Secihter, & Kvan, 2007)
In addition to visual modality, Schnabel et al. (2007) further classify reality based on the
user's interaction with two dimensions. The first dimension measures the level of action and
perception the user experiences with his environment. The second dimension measures the level
of interaction the user experiences with real entities. These dimensions are depicted in Figure 6.

Figure 6: Classification of Reality (Schnabel, Wang, Secihter, & Kvan, 2007)
Of pertinence to this study is the classification of Mixed Reality (MR) display
environments. According to Milgram & Kishino (1994), there are six classes of MR display
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environments, which were later updated to ten (Stothard, et al., 2008). The original six classes
are:
1. Monitor based (non-immersive) video displays (i.e. "window-on-the-world").
2. Video displays as in Class 1, but using immersive head-mounted displays (HMDs), rather
than WoW monitors.
3. HMDs equipped with a see-through capability, with which computer generated graphics can
be optically superimposed.
4. Same as Class 3, but using video, rather than optical, viewing of the "outside" world.
5. Completely graphic display environments to which video "reality" is added.
6. Completely graphic but partially immersive environments (e.g. large screen displays) in
which real physical objects in the user's environment play a role in the computer generated
scene.
Milgram & Colquhoun (1999) developed the global taxonomy of MR display integration
(Figure 7). The three dimensions of the taxonomy consist of the R-V continuum (previously
described), Congruence and Centricity. Congruence is the level of natural response shown in the
user's display space and is reactive to the user's input. Higher congruence implies more direct
and natural user control through the device's interface (i.e. pulling a real trigger is more
congruent than a drop down menu for emulating a precise surgical procedure). Centricity refers
to the user's viewpoint; an egocentric centricity represents a first-person view whereas an
exocentric centricity represents a third-person, world-view.
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Figure 7: Global Taxonomy of MR Display Integration
This study will be comparing the difference in performance between a class 1 and class 2 display
environment operating in the red oval of the MR Global Taxonomy.
As technology matures, mixed reality has become more widespread, as well as the
corresponding literature. Fotouhi-Ghazvini, Earnshaw, Moeini, Robison & Excell (2011)
extended Milgram's definition of mixed reality to mobile games due to the present-day ubiquity
of mobile devices. The authors' developed a questionnaire for designers of Mobile Educational
Mixed Reality Games (MEMRG) which results in qualitative ratings of the game's degree of
mobility, degree of context and degree of communication. Pimenta & Santos (2012) have
proposed a taxonomy for three-dimensional displays as this visual capability is rapidly evolving
and proliferating. The five proposed classes of 3-D displays are organized by display shape and
number of views offered. Kersten-Oertel, Jannin & Collins (2013) analyzed the use of mixed
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reality in image guided surgery, using a visualization taxonomy organized by data, visualization
processing and view (DVV).
Training Efficacy of Virtual Environments
The goal of a virtual simulation is generally to maximize the degree of skill transfer to the
trainee. The higher the degree of transfer, the more successful a training system is considered
(Alexander, Brunye, Sidman, & Weil, 2005). The art of accomplishing transfer, for the Program
Manager, is to do so while still meeting cost, schedule and design constraints of the simulation.
Transfer
The literature is abundant on the topic of transfer. Transfer can be described as the
application of knowledge, skills and abilities acquired during training and applied to the
environment they are normally used (Muchinsky, 2000), (Alexander, Brunye, Sidman, & Weil,
2005). Successful transfer can also be thought of as applying the specific set of knowledge and
skills learned in training by the individual to a variety of tasks or job skills in the real
environment (Farr, 1986).
Farr (1986) states the processing of information is what moves raw data along so that it is
encoded and transferred to long-term memory. This acquisition and later retention of knowledge
and skills is transfer. He further elaborates that the degree of original learning (initial mastery) is
the key predictor of retention (a component of transfer). Additionally, overtraining (extra
repetitions, increased difficulty level, increased level of stress, etc.) of learners is critical in order
to transfer knowledge and skills more effectively.
Transfer can be positive, negative or nil (Alexander, Brunye, Sidman, & Weil, 2005).
Positive transfer occurs when learning in the training simulator improves performance in the real
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environment. Negative transfer results in the antithesis of positive transfer, while nil transfer is
neutral.
Measuring transfer in simulation-based training (SBT) is difficult and thus not commonplace. The Army does not typically employ an objective approach to measuring transfer in
simulation-based training (Insinna, 2013) and has been criticized for this practice (United States
Government Accountability Office, 2013). Schout, Hendrikx, Scheele, Bemelmans & Scherpbier
(2010) conducted a 28 year literature review of the use of surgical simulation and concluded that
few objective studies have been conducted that measured whether skills trained on using a
surgical simulator were successfully transferred to patient care. Sotomayor & Proctor (2009)
found minimal empirical research regarding the training effectiveness of games for training.
The literature does contain SBT transfer-related analyses, studies and experimentation
however. Salas, Rosen, Held & Weissmuller (2009) outline numerous qualitative and
quantitative methodologies used to measure the degree of transfer in simulation-based training
(SBT). Of noteworthiness to this effort, the authors describe a quantitative method known as
event-based measurement, which is a general approach to designing simulation scenarios and
performance measurement tools that are interconnected to the tasks selected for training. The
Simulation Module for Assessment of Resident’s Targeted Event Responses (SMARTER) is an
example of an individual event-based measurement tool used in healthcare simulations (Rosen,
Salas, Silvestri, Wu, & Lazzara, 2008) while TARGETs (Targeted Acceptable Responses to
Generated Events or Tasks) was a team performance event-based measurement SBT tool
(Fowlkes, Lane, Salas, Franz, & Oser, 1994). Roscoe and Williges (1980) developed the
Transfer Effectiveness Ratio (Figure 8) which quantifies time saved in real-world training as a
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function of time spent in simulator training (where Yc is the control group's real world learning
time, Yx is the experimental group's real world learning time and X is the experimental group's
simulator learning time). The U.S. military has historically used the transfer effectiveness ratio
when attempting to quantify transfer (Fletcher, 2009).

Figure 8: Roscoe and Williges Transfer Effectiveness Ratio
The literature also contains experiments and analyses that have been conducted to
empirically prove transfer from a virtual to a real environment. Harrington (2011) found, in a
comparison of real versus virtual learning, that while "real" provides the more superior overall
learning environment (as measured by transfer), virtual learning conducted before real-world
learning provides value as a primer and virtual reinforces real-world learning when it comes
after. Blow (2012) describes numerous empirical experiments the United States Army's Aviation
Center of Excellence have conducted at its Flight School XXI simulation facility to prove that
transfer from a virtual simulator to a real aircraft occurs. Of noteworthiness, Blow uses the
example of a senior, non-aviator Colonel being trained in Flight School XXI virtual simulators
and then passing his check ride in a real aircraft - on his very first flight. In a medical
experiment, Seymour et al. (2002) validated the transfer of training from virtual reality to the
operating room, specifically for the laparoscopic cholecystectomy procedure. The authors
demonstrated that the VR training improved performance when compared to a group of
traditionally-trained residents. Hays et al. (1992) conducted a meta-analysis (247 articles, 26
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experiments) of flight simulator training efficacy and concluded, by and large, that simulator
training, when combined with aircraft training, was more effective than just aircraft training.
It is costly, from a resource and monetary standpoint, to assess transfer of training by
employing the above methodology (virtual simulator performance compared to live
performance). In many cases, such as this dissertation's experiment, it is not possible to measure
the transfer of training in a live system - either due to cost, safety concerns, resource availability
or numerous other constraints. Therefore, a common approach is to measure transfer, or the
degree of learning, in the simulator itself. Finkelstein's experiment (Finkelstein, 1999) attempted
to optimize task retention (and reduce learning decay) in a virtual environment by manipulating
design guidelines. Another example is the use of FSXXI virtual simulators to train rotary wing
aviators on auto-rotation tasks (which can never be performed in an actual aircraft). A final
example is that of the Army's Expeditionary Warrior Experiment's (AEWE) methodology
whereby various immersive virtual training systems were evaluated. At AEWE, transfer was
subjectively measured by the experiment's participants themselves in a series of post-mission
feedback questionnaires (U.S. Army Evaluation Center, 2013). Interestingly, for virtual worlds,
Thomas & Brown (2009) describe the term "conceptual blending", whereby transfer is not even
measured since one's experiences are simultaneously occurring in both the virtual world and live
environment because of the depth and richness of the experience. This concept may gain traction
as augmented reality training systems blur the line between real and virtual.
Fidelity
Fidelity is defined as the degree to which the virtual environment is indistinguishable
from the real environment (Waller, Hunt, & Knapp, 1998) or the degree of similarity between a
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simulator and the environment being simulated (Borgvall, 2013). Fidelity, in the context of
simulation, can be decomposed into physical fidelity and functional fidelity. Physical fidelity is
defined as "the degree to which the physical simulation looks, sounds, and feels like the
operational environment in terms of the visual displays, controls, and audio as well as the
physics models driving each of these variables" (Alexander, Brunye, Sidman, & Weil, 2005).
Functional fidelity is defined as "the degree to which the simulation acts like the operational
equipment in reacting to the tasks executed by the trainee" (Alexander, Brunye, Sidman, & Weil,
2005).
While it is generally assumed that the higher the simulator's fidelity, the greater the
degree of transfer (Hays & Singer, 1998); Salas, Bowers & Rhodenizer (1998) conducted a metaanalysis of high-fidelity simulations and discovered numerous examples whereby higher-fidelity
simulations had little to no effect on the degree of transfer to the trainee. Indeed, Hays & Singer
(1998) posited that a simulator need not be an exact representation of the real world to be an
effective training device. Feinstein & Cannon (2002) argue that the "slavish pursuit of fidelity
can be devastating to the learning process" because there is an inverse relationship between
fidelity and learning. In essence, humans develop techniques to simplify their decision-making
because their environment is so complex. The authors eloquate that effective simulations model
that adjustment. Stewart, Johnson & Howse (2008) analyzed Army helicopter simulator use and
found that "the prevailing institutional belief is that the simulator, in order to be training
effective, must replicate the aircraft....but this is not supported by scientific evidence". Summers
posits that "equating high levels of physical fidelity with training efficacy has a long history and
remains commonplace" (Summers, 2012).
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While trainees (in particular aviators) demand high-fidelity simulations, the program
manager must operate within the constraints of cost, schedule and performance. Jentsch &
Bowers (1998) looked at 10 years of fidelity research in the use of PC-based flight simulations
and determined there was significant evidence to conclude that they can serve as an alternative to
high-fidelity flight simulators for aircrew coordination, provided the simulators made appropriate
use of their inherent hardware and software in respect to the tasks to be trained. "There is a
relationship between fidelity and transfer, but it is not as simple as 'more is better'" (Alexander,
Brunye, Sidman, & Weil, 2005). Thorpe (2010) refers to this as "selective fidelity", whereby
design decisions are made based upon the tasks to be trained. Borgvall (2013) advances that
fidelity should be assessed iteratively during the simulator design process in order to effectively
allocate resources and avoid breaching cost parameters. Bennett, Schreiber, Portrey & Bell
(2013) state that simulator fidelity requirements should be driven by the simulator's objectives.
Summers (2012) states that transfer is maximized when the relationship between fidelity, the
user, the task and the environment are collectively taken into consideration. In essence, the
literature indicates that the highest level of fidelity is not necessary, but that the simulation must
possess a sufficient level of fidelity where needed to train the tasks that have been selected.
Immersion
Immersion is "a psychological state characterized by perceiving oneself to be enveloped
by, included in, and interacting with an environment that provides a continuous stream of stimuli
and experiences" (Witmer & Singer, 1998). Sherman & Craig describe immersion as the
sensation of being present in, not just observing, the environment (2003). Slater & Wilbur (1997)
describe immersion as a function of technology, primarily concerned with the display of
information to the participant. Their aspects of immersion are:
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•

Inclusive: the extent to which physical reality is shut out.

•

Extensive: the range of sensory modalities accommodated.

•

Surrounding: the extent to which virtual reality is panoramic rather than limited to a

narrow field.
•

Vivid: the resolution within a particular modality
Immersive systems involve first-person experience, non-symbolic interaction and the

involvement of more than one perceptual channel (i.e. visual, auditory, haptic, and olfactory,
etc.) by using specific peripheral devices (Mikropoulos & Natsis, 2011). Witmer & Singer
(1998) posit that a HMD can serve as this peripheral device and can potentially provide the
isolation required to generate immersion. Bailenson et al. (2008) state the two characteristics of
an immersive virtual environment are unobtrusive tracking technology and minimization of real
world sensory information. Ragan, Sowndararajan, Kopper & Bowman (2010) state that
immersion is a function of the simulator's technology - not the user's experience in the virtual
environment.
While the literature interchanges the concepts of immersion and presence, for this study,
we define immersion as "the objective level of fidelity of the sensory stimuli produced by a
virtual reality system" (Ragan, Sowndararajan, Kopper, & Bowman, 2010). Thus, immersion is
primarily associated with the technology of the simulation (physical) while presence is
associated with the trainee's subjective experience in the simulation (mental). This is congruent
with Dalgarno & Lee's (2010) definition that immersion is reliant upon the system's technical
capabilities.
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In their analysis of ten years' worth of empirical studies, Mikropoulos & Natsis (2011)
found three studies that compared different levels of immersion in virtual environments and
concluded that "immersion compared to a desktop system has a great advantage only when the
content to be learned is complex, 3D and dynamic, on the condition that students do not need to
communicate with the “outside” world".
McMahan, Bowman, Zielinski & Brady (2012) conducted a literature review whereby the
relationship between the level of immersion and task performance in a virtual environment were
evaluated. Their report indicated conflicting results throughout the literature. The factors of
immersion evaluated were field of view, display type and head tracking capability and offered no
obvious correlation to a user's performance. Furthermore, their own experiment provided
conflicting results, with low immersion subjects performing equal to high immersion subjects.
Immersion treatments were display type and method of locomotion. Conversely, Ragan, et al.
(2010), while acknowledging that there has been little empirical evidence showing higher
immersion produces higher transfer, demonstrated that the level of immersion positively
influenced subjects' ability to perform a memorization task in a virtual environment. Immersion
was adjusted through subjects' field of view. Dalgarno & Lee (2010) examined different
immersion levels (3D versus 2D) in virtual learning environments and concluded that very few
empirical studies existed that examined the effects of higher immersion. They concluded that
most evidence to date is anecdotal (if it exists at all) and recommend further research.
Witmer & Singer (1998) developed an Immersive Tendency Questionnaire (ITQ) to
measure the individual's tendency and ability to be immersed. Thus, it is a predictor variable.
While Witmer & Singer claim a positive correlation between immersion tendencies and level of
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presence, some research conflicts with this position (Johns, et al., 2000) while others support it
(Bulu, 2012). While the ITQ has inspired many research efforts involving the concept of
immersion, the literature fails to support that more immersion results in more transfer.
Alexander, Brunye, Sidman & Weil (2005) state that the relationship between an individual's
level of immersion and the subsequent degree of transfer is still uncertain.
Presence
Presence is defined as "the subjective experience of being in one place or environment,
even when one is physically situated in another" (Witmer & Singer, 1998). Thus, presence is a
mental concept (Nalbant & Boston, 2006), sometimes referred to as "mental immersion".
Presence is commonly referred to as a user's sense "of being there" or the "suspension of
disbelief" (Slater, Usoh, & Steed, 1994). Witmer & Singer (1998) listed four categories of
factors (Table 1) that were thought to influence the degree of presence an operator experiences.
Lackey & Reinerman (2013) have described twelve system factors that can affect a system
participant's level of presence. Lombard & Ditton (1997) declared that various visual display
attributes, such as image quality, image size, viewing distance, motion and color, dimensionality
and camera techniques, effect a person's sense of presence.
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Table 1: Factors Hypothesized to Contribute to a Sense of Presence (Witmer & Singer, 1998)

Similar to immersion, Witmer & Singer (1998) developed a Presence Questionnaire (PQ)
to quantitatively measure an individual's degree of presence. While the PQ is a highly-used
instrument, it has not been universally accepted (Slater, 1999) (Bailenson, et al., 2008).
However, the PQ was later refined once more data became available (Witmer, Jerome, & Singer,
2005). Alternative presence measurement tools have been created, such as the Place Probe,
which utilized a blended qualitative and quantitative approach to measuring presence (Smyth,
Benyon, McCall, O'Neill, & Carroll, 2006). The ITC-Sense of Presence Inventory (ITC-SOPI) is
another common alternative to Witmer & Singer's PQ (Lessiter, Freeman, Keogh, & Davidoff,
2001).
Higher presence has also anecdotally been associated with a higher degree of transfer. In
their analysis of ten years' worth of empirical studies, Mikropoulos & Natsis (2011) conclude
that the relationship is unclear, with few examples. Persky et al. (2009) found no relationship to
presence and transfer in their experiment. The authors were able to create higher presence in a
virtual environment in one group compared to another but both groups achieved the same level
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of transfer. Moreno & Meyer (2002) conducted an experiment whereby they used treatments
(HMDs-walking, HMDs-sitting, desktop) that created more immersion, and thus led to greater
presence, but resulted in no subsequent gain in retention or transfer. Slater (1999) questioned if
there exists a correlation between presence and task performance. Whitelock, Romano, Jelfs &
Brna (2000) increased subjects' sense of presence via enhanced audio but found no
corresponding learning gain. These authors discovered that higher presence may also lead to
student cognitive overload. Selverian & Hwang (2003), in their review of seventeen research
studies involving presence and learning, did not conclusively find a relationship between
presence and learning outcome. Summers (2012) states that presence is of "limited use in
developing a simulation-based training system" because of its subjectivity and imprecision in
measurement.
Conversely, some studies have found that higher presence resulted in higher transfer. In
Winn, Windschitl, Fruland & Lee's (2002) experiment, participants executed a simulation
performing a complex 3-D task in either an HMD or desktop treatment. The authors found that
the higher immersion (HMD) treatment resulted in both higher presence and better performance.
Mikropoulus (2006) empirically concluded that subjects achieved a high level of presence in
both HMD and wall projection treatments but performed more successfully in the HMD
condition (egocentrically). Higher presence may induce higher levels of anxiety in virtual reality,
which was deemed beneficial when using VR to address social phobias (Price, Mehta, Tone, &
Anderson, 2011) as well as prepare candidates for stressful job interviews (Villani, Repetto, &
Cipresso, 2012).
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The literature is rife with examples of experiments that achieve a high level of presence
with corresponding lower levels of fidelity and immersion. Mikropoulos & Strouboulis (2004)
conducted an experiment in which high presence was equally created in groups donning HMDs
(more immersive) as well as those using wall screens (less immersive). Dede (2009) describes a
handheld augmented reality prototype (low immersion, cell-phone like application) that
generated high presence levels amongst students. Banos et al. (2004) conducted an experiment
with three visual treatments (HMDs, projector screen and desktop monitor) and two affective
states (emotional and neutral) and determined that subjects' sense of presence was more
influenced by affective state than immersion. In other words, presence was more effected by
content design than factors of immersion (Banos, et al., 2004). Villani, Repetto, Cipresso & Riva
(2012) experimented and were able to induce a higher degree of presence in subjects conducting
a job interview virtually versus in a live setting.
Alexander et al. (2005) posited that the manipulation of Witmer & Singer's presence
factors are well within the control of the simulator developer. Slater & Wilbur (1997) orate "if
we can find important factors that contribute to presence, then this can guide the future of the
technology". "Characteristics of VR, such as immersion and presence, are important factors that
contribute to learning and need further exploration.... but factors connected with presence have
not been studied extensively since 2003" (Mikropoulos & Natsis, 2011). Recall that the primary
purpose of a training simulator is to optimize transfer to the user. Whether this can be done in a
high or low immersive simulator which induces a high or low degree of presence is secondary.
What is most important is employing the combination that results in the most efficient and
effective method of transfer to the simulation user.
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Simulator Sickness
Simulator sickness (SS) is defined as "the unwanted side effects and aftereffects that may
result from using simulators, but does not result from similar use of the actual equipment"
(Knerr, 2007). SS was first reported in 1957 in a helicopter simulation (Kaufmann, Kozeny,
Schaller, Borwn, & Hitz, 2012). There is no unanimous agreement on the cause of simulator
sickness (Kolasinski, 1995) (Knerr, 2007) (Johnson, 2005) (Classen, Bewernitz, & Shechtman,
2011) as multiple theories (cue-conflict, ecological theory) and beliefs exist. SS is thought to
originate due to a conflict between the body's visual and propriocentric systems, meaning there is
a disconnect in the brain's positional memory (Classen, Bewernitz, & Shechtman, 2011).
Kolasinski (1995) did, however, identify potential factors (see Table 2), broken into three major
categories, involved in simulator sickness in virtual environments and posited that no single
factor can be identified as the cause. Thus, according to Kolasinski (1995), a combination of the
characteristics of the individual, simulator and task will determine the extent of simulator
sickness of the operator.
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Table 2: Potential Factors Associated with Simulator Sickness in Virtual Environments
(Kolasinski, 1995)

The Simulator Sickness Questionnaire (SSQ), developed by Kennedy, Lane, Berbaum, &
Lilienthal (1993), is the most common method of measuring simulator sickness (Brooks, et al.,
2010) and is considered the "gold standard" (Classen, Bewernitz, & Shechtman, 2011). The SSQ
is a self-reporting symptom checklist that includes 16 symptoms (Table 3) associated with SS.
Each symptom is rated on a four level scale (none, slight, moderate, severe). No symptoms are
assigned a value of zero, while severe symptoms are assigned a value of three. The symptom
scores are then aggregated by subscale (Nausea, Oculomotor Discomfort, Disorientation),
followed by Total Severity. It has become common practice to administer the SSQ before and
after a simulator iteration. However, Young, Adelstein & Ellis (2007) showed that participants
who knew they were being tested for SS reported higher SS than those who did not know the
intention of the SSQ.
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Table 3: Symptoms of Simulator Sickness (Kennedy, Lane, Berbaum, & Lilienthal, 1993)

The consequences of simulator sickness (SS) are two-fold. They not only distract from
training in the simulator but may also lead to the transfer of adoption techniques in the real world
(Kolasinski, 1995), although the latter was investigated by Johnson (2005) and no instantiations
exist.
The literature is abundant on the topic of SS and research continues to identify the root
causes of simulator sickness. Brooks et al. (2010) developed a model that successfully identified
participants who would not be able to complete their driving simulation study due to SS with
90% accuracy. They also found that older participants were more susceptible to SS (Brooks, et
al., 2010). Sharples, Cobb, Moody & Wilson (2008) conducted a series of experiments to
compare the effect of four different virtual reality display modalities (HMD, desktop, standard
projection screen and reality theater) on SS and found that HMD use induced SS more than the
other three modalities. Although limited other comparisons exist, Sharples et al. report their
findings are congruent with one other previous experiment (Sharples, Cobb, Moody, & Wilson,
2008). Van Emmerick, de Vries & Bos (2010) conducted an experiment that found subjects' SS
increased as their external and internal fields of view became more congruent. Subjects viewed a
simulation on a display and within the display a virtual restricted field of view was presented
(simulated HMD). The authors also determined that the level of SS declined with repeated
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exposures to the simulation. Moss et al. (2011) conducted a series of experiments involving
HMD use and determined that the level of SS increased as the duration of the exposure
increased, suggesting a temporal relationship. Moss & Muth (2011) found no relationship
between HMD latency and SS but did determine that occluded peripheral vision in a HMD (use
of eyecups) resulted in higher SS amongst experiment participants. This latter conclusion is
intuitive in that the use of eyecups (occlusion) is more immersive than non-occluded HMDs.
Kaufmann, Kozeny, Schaller, Borwn, & Hitz (2012) investigated whether a handheld projector
induced SS in participants and determined it was only a minor problem. Classen, Bewernitz &
Schechtman (2011) conducted a literature review on SS in driving simulators and were able to
identify possible client factors (age, gender), context factors (refresh rates, etc.) and activity
factors (speed, etc.) that may either contribute to or increase the degree of SS in driving
simulators.
Head Mounted Displays (HMDs)
HMDs are becoming more common in military virtual simulators as well as real, tactical
equipment. Melzer & Moffit (1997) define a HMD as "an image source and collimating optics in
a head mount." According to Bayer, Rash & Brindle (2009) there are four major elements
composing an HMD (Figure 9).


Image source: the display device that generates the information imagery that is optically
presented to the user’s eyes upon which sensor imagery is reproduced.



Relay optics: used to transfer to the eyes the information at the image source. Typically
consists of a sequence of optical elements (mostly lenses) that terminates with a beam-splitter
(combiner).
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Mounting Platform: serves as an attachment point and must provide the stability to maintain
the critical alignment between the user’s eyes and the HMD viewing optics.



Head-Tracker: couples the head orientation or line-of-sight with that of the trainee's
sensor(s), weapons and simulated equipment. The user’s directional line-of-sight must be
recalculated continuously so synthetic imagery data is correlated with the user’s line-of-sight.

Figure 9: U.S. Army Aviation HMD Block Diagram (Bayer, Rash, & Brindle, 2009)
A typical classification of HMDs is by presentation mode. Monocular HMDs present one
image to one eye, biocular HMDs provide the same image from the same perspective to both
eyes and binocular (stereoscopic) HMDs provide two visual images (one for each eye) from two
different sensors (Bayer, Rash, & Brindle, 2009). While stereoscopic viewing is becoming more
prevalent in simulation, this is not without its disadvantages, such as increased eye-strain (Leroy,
Fuchs, & Moreau, 2012). Another classification of HMDs is immersive vs. see-through (Rolland
& Hua, 2005). Immersive HMDs block the direct real-world view, whereas see-through HMDs
augment the real-world view with synthetic imagery.
While the goal of HMD design is generally to maximize field of view and maximize
resolution, the reality is that this is a trade-off process unique to the specific simulator being
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developed. For example, Arthur (2000) looked at the effect that HMD field of view (FOV) had
on subjects' performance of tasks in a virtual environment. He found that wide FOV HMDs were
better for walking and searching in virtual environments, but found no FOV effect on distance
estimation or spatial memory. However, wide FOV HMDs are generally more expensive than
their reduced FOV counterparts, thus the necessity for a task analysis and trade-off process.
Melzer, Brozoski, Letowski, Harding & Rash (2009) presented various options for the design of
HMDs based upon the user, required tasks and their environment. The authors list key
requirements, under 13 domains, that are necessary to ensure an effective HMD experience.
Bowman et al. (2012) outline the use of simulation to inform decision makers which HMDs (as
well as other display options) will provide the best cost/benefit ratio for training a particular task.
Field of view, field of regard, size resolution, latency, brightness and refresh rate are some of the
attributes they use in their analysis.
The literature is ample on the employment and development of HMDs. Bayer, Rash, &
Brindle (2009) outline the military, commercial and consumer applications of HMDs. Within the
military domain, Haar (2005) highlights the use of HMDs in flight simulations (rotary wing and
fixed wing) as well as mission rehearsal. Moss & Muth (2011) offer two critical guidelines for
the use of HMDs: they should not occlude the user's external peripheral vision and users should
not stand freely when using HMDs. Hodgson, Bachmann, Waller, Bair & Oberlin (2012)
describe a wearable VR simulation that employs a wireless HMD and is not constrained by
infrastructure. Kiyokawa (2012) describes future trends and trade-offs of HMDs in mixed and
augmented reality applications.
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A primary difference between HMDs and traditional monitor displays used in virtual
training is through the user interface. Ruddle, Payne, & Jones (1999) state that when using a
traditional monitor display "people receive feedback on their movements from visual changes in
the displayed scene and the motor actions of their fingers on the interface devices.....by contrast,
the visual feedback that people receive when using immersive displays (HMDs) is supplemented
by vestibular and kinesthetic feedback from their changes of direction". Bowman et al. (2012)
refer to this as interaction fidelity.
Research of the Comparison in Performance between HMDs and Screen-Based Visual
Systems in Virtual Training
This section reviews recent research comparing the effect on performance of different
visual modalities utilized in a virtual environment. Unfortunately, there does not exist a
tremendous body of published, empirical results derived from experimentation. In fact, "we are
far from a complete understanding of the effects of display fidelity...because controlled
experiments are difficult" (Bowman, et al., 2012). When experimentation has been conducted,
most empirical results fail to prove that a training benefit exists when comparing the use of
HMDs to more traditional visual displays. Based on this, the generally higher cost of HMDs may
not be justified due to the lack of a proven corresponding training benefit when compared to a
lower cost visual modality.
Barnett & Taylor (2012) found no significant performance differences between subjects
wearing a HMD and those utilizing a computer desktop interface (standard computer and
keyboard) when training for dismounted hostage-rescue operations. In their experiment, subjects
executed "crawl and walk"-level hostage-rescue training via a man-worn ensemble (HMD,
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simulated rifle and body-worn sensors), computer desktop interface or live walkthrough. The
"run" phase of the experiment was conducted in a live environment, using simulated air
munitions and cardboard cut-out targetry. Barnett & Taylor found no significant difference in
performance (degree of transfer) between the HMD and desktop computer treatments. However,
simulator sickness was higher in the HMD group. In fact, the authors highlight that the manwearable ensemble used for the HMD treatment was far costlier, more cumbersome and
contributed to a loss of training time due to the frequent pauses required to address subjects'
simulator sickness symptoms.
Bowman et al. (2012) created a simulation to empirically evaluate the effects that
different levels of display immersion have on performance in simulation. In essence, the authors
created a high-end virtual reality simulation to emulate the display characteristics of AR and VR
systems. Independent variables examined included FOV, FOR, rendering, latency and
stereoscopy. In the first three experiments conducted using this emulation technique, the authors
found that higher display immersion resulted in better performance of a memorization task,
interface familiarity was determined to be more important than display fidelity (immersion) in
performance of a psychomotor task and amplification of head rotations in VR led to decreased
performance in a visual scan task. Research is ongoing by the authors to examine the effects of
display fidelity in VR and AR simulation.
Taylor & Barnett (2011) found no significant performance differences between subjects
executing a cognitive task (recollection) in one of two visual treatments: HMDs or a standard
computer desktop interface. In their experiment, subjects were trained on two tasks: select a
fighting position and employing hand grenades. Subjects were trained using one of three
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treatments: man-worn ensemble (HMD, simulated rifle and body-worn sensors), computer
desktop interface or passively viewing PowerPoint slides. Upon completion of the training,
subjects then watched an avatar in a virtual environment perform the two aforementioned tasks.
Subjects were then tasked to evaluate correct and incorrect procedures executed by the avatar,
using their recollection from training as the basis for their assessment. The authors found that
there was no difference in performance amongst the three groups, with the exception of
simulator sickness symptoms manifesting themselves in the HMD group.
Piryankova, de la Rosa, Kloos, Bulthoff & Mohler (2013) conducted an experiment and
determined that participants underestimated distance perception in three external screen display
treatments (flat panel, semi-spherical and cabin). This correlates to the authors' literature review
and prior research which highlighted that subjects have long underestimated distance while
wearing HMDs in a virtual environment (Piryankova, de la Rosa, Kloos, Bulthoff, & Mohler,
2013). Their study focused on an egocentric point of view.
Lev & Reiner (2012) found that user performance in a complex surgical procedure was
better in a more immersive condition (three-dimensional visual display) compared to a less
immersive, two dimensional display condition. The authors posit that the more complex the task,
the more significant the effect of the visual display on performance.
Barnett & Taylor (2010) conducted a usability assessment of a wearable simulation
compared to a traditional desktop based simulation. Both systems were evaluated by eight users,
following the authors' prescribed methodology. The wearable simulation consisted of a manworn ensemble (HMD, simulated rifle, man-worn sensors and CPU) while the traditional desktop
simulation consisted of a computer, monitor, joystick and mouse. The study determined that the
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wearable interface (in large part due to the negative interaction between the HMD and simulated
weapon) was not only difficult to use but also susceptible to negative training as users attempted
to compensate for the equipment's I/O conflicts. The authors conclude that the additional cost of
the wearable simulation may not be justified based upon the usability concerns discovered.
In Taylor & Barnett's capstone report (2013) of their three previous studies/experiments
of a prototypical wearable simulation for dismounted soldiers, the authors conclude that the
wearable simulation did not provide any statistically significant training benefits when compared
to a traditional desktop computer simulation. The major variable in the two conditions was the
visual modality employed by the two simulation systems. Of key salience, the authors illustrate
that while "new and innovative technologies are always coveted by users", that does not
necessarily translate into greater training effectiveness.
Recent visual display research demonstrates that this domain is expanding but fails to
conclusively prove that higher immersion visual displays (HMDs, etc.) provide a clear training
benefit over lower immersive displays (traditional computer monitor screens). Kwon, Powell &
Chalmers (2013) conducted an experiment and determined that participants experienced the
same degree of anxiety in a virtual job interview setting while donning a HMD as compared to a
large LCD screen. Both visual treatments created higher anxiety levels than either a laptop
screen or audio treatment. Riecke, Behbahani & Shaw (2009) experimented to determine
whether different display sizes affected participants' egocentric distance perceptions in VR. The
authors found no significant difference in distance perception between the HMD, computer
monitor and large screen conditions when FOV was constant and actual photographs (instead of
computer renderings) were employed. Jacobson (2010) found students learned more effectively
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in a digital dome (similar to a CAVE) treatment than a desktop computer in an educational VR
setting. Ngoc & Kalawsky (2013) compared pilot performance in a landing task and found that
participants performed better in a single screen display setting with head tracking as compared to
a triple screen display treatment without head rotational capability. Tichon & Wallis (2010)
found participants trained in a lower immersion train driving simulator (flat screen) made fewer
errors than those trained in a higher immersion simulator (curved wide screen).
Santos et al. (2009) conducted an experiment comparing participants' performance in
navigation of a virtual environment. The primary treatment was level of immersion: an HMDbased virtual reality system or traditional desktop computer (monitor and joystick). The authors
determined that the desktop treatment resulted in superior performance over the HMD treatment
(within groups experimental design). However, the HMD treatment created a greater sense of
enjoyment for the user. Additionally, the authors' literature review revealed six other studies
comparing user performance (primarily navigation and search tasks) in a HMD versus a
traditional desktop monitor configuration. Of those six experiments, two resulted in superior
performance by the HMD treatment group, two studies determined the desktop group performed
better and finally two studies concluded there was no significant difference in performance
between the two visual modalities.
Knerr (2007), in his compilation of experiments involving dismounted soldiers and
immersive simulation from 1997-2005, describes perhaps the first experiment involving
dismounted soldiers and wearable simulation in which the effectiveness of HMDs was assessed.
The Dismounted Warrior Network (DWN) was evaluated in four different configurations, with
one of those configurations utilizing an HMD, while the other three configurations employed a
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projection screen as their visual modality. According to Knerr, the DWN experiments found that
the use of a simulated weapon, in conjunction with a HMD, was difficult to employ. Knerr,
partially based on his assessment of others' experiments, concluded that "desktop or laptop
simulators should be considered as an alternative to fully-immersive simulators which use large
rear-projection or HMDs. Fully-immersive head-tracked displays are more effective, particularly
when performing spatially-oriented tasks and acquiring spatial knowledge, but based on a limited
number of experiments, this difference does not appear to be large, and may not justify the
increased cost" (Knerr, 2007).
Lathrop & Kaiser (2005) conducted an experiment comparing subject performance in
searching and navigation tasks in a virtual environment. The experiment's treatments used were a
desktop interface (monitor and mouse) and a more immersive interface (HMD and mouse). The
authors determined that search capability was better with the HMD but there was no difference
in subjects' ability to maintain orientation.
Knerr (2006) performed a research analysis of then-current issues involving the use of
virtual simulation, concluding that there is a lack of empirical evidence of the effectiveness of
immersive simulations (those using HMDs or projector-based capabilities as their primary visual
modality). Knerr's research indicated three focal points:


While advances in computer processing power and graphics rendering increased, there
was not a corresponding decrease in the cost of various interface devices (HMDs,
simulated weapons, etc.).



Head-tracked visual displays (both projector and HMDs) appear to make a slight
difference in performing spatially-oriented tasks and acquiring spatial knowledge.
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Based on both of the above, "do these interface devices contribute enough to training
effectiveness to justify their cost"? (Knerr, 2006).
Ntuen & Yoon (2002) conducted an experiment comparing performance differences

between subjects using a computer monitor and joystick and subjects donning a HMD (without
head-tracking capability) and joystick. The experiment compared subjects' performance in three
fixed wing aircraft navigation tasks utilizing Microsoft Flight Simulator 2000: Professional
Edition coupled with a customized hardware package that the authors named Virtual
Environment Training System (VETS). The authors found equal performance between subjects
trained on the computer monitor and those trained with the HMD. Similar to other experiments,
the authors questioned the wisdom of procuring a high cost HMD since no appreciable
performance gain was achieved when compared to a traditional monitor.
Jacquet (2002) conducted an experiment comparing task retention between 16 soldiers
learning a M1 tank maintenance task in an immersive virtual environment and 16 different
soldiers learning the same task via a traditional desktop simulation system. The study was
commissioned, in part, by a U.S. Army Project Management Office asking the pointed question:
whether it would be a wise business decision to upgrade their fielded, traditional desktop
simulation to a more immersive, three dimensional virtual simulation? The author found no
statistically significant performance difference between the groups in the execution of the
maintenance task on a live tank. Jacquet concluded that upgrading the existing simulation may
not be worth the additional cost of $10 thousand dollars (per system) required for the HMD,
tracking system and other required components.
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Patrick, et al. (2000) conducted an experiment whereby participants' spatial knowledge of
a virtual environment was measured. Comparisons of performance (knowledge) were made
between three groups of participants: those wearing HMDs, those utilizing a large projection
screen and the final group utilizing a traditional desktop monitor. No statistical performance
difference was found between the HMD and projection screen group nor between the HMD and
desktop monitor groups. Subjects were determined to be equally adept at navigating in a virtual
environment. The authors concluded that the projection screen, in particular, may be as effective
as an HMD in executing virtual spatial tasks while costing significantly less.
Ruddle, Payne & Jones (1999) conducted an experiment that compared the performance
of participants navigating in a virtual environment using HMDs versus a desktop monitor. The
study found that HMD-wearing subjects navigated a virtual building quicker than those utilizing
a traditional computer monitor. The authors suggest that a primary reason for the difference in
navigation speed can be attributed to the "tunnel vision" effect of the desktop monitor. HMDwearing participants were less likely to travel past their destination, whereas desktop navigators
would course-correct themselves more often. However, the experiment also determined that
there was no statistical difference in the virtual distance travelled by the two groups.
Bochenek (1998) looked at the effect of different visual modalities during the product
design process, which was a team task. While executing a notional Critical Design Review,
participants utilized four different visual modalities to conduct the design review. Of
significance, Bochenek's design teams were able to detect more design errors utilizing the
traditional computer monitor vs. the HMD. However those teams were able to detect the errors
faster wearing the HMDs, as compared to the traditional computer monitor treatment.
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Manrique (1998) compared the performance of Air Force Reserve Officer Training Corps
students playing in a commercial virtual, gaming environment called VR Space Duel. The
objective of the game was to destroy an enemy spaceship in deep space while maneuvering one's
ownship with a joystick. The major independent variable was display modality: HMD or
computer monitor. In his study, Manrique determined that there was no significant performance
difference between the visual modality groups while playing this commercial game.
Singer, Allen, McDonald & Gildea (1997) conducted an experiment that assessed
subjects' ability to acquire spatial knowledge in executing training in a virtual environment. The
three treatments utilized were: a stereoscopic HMD (with head tracking capability) and a
treadmill for locomotion, a stereoscopic HMD (with gaze direction controlled via a joystick) and
the baseline treatment consisting of standard two dimensional paper maps. The authors
concluded that more spatial knowledge was gained via the first treatment, followed by the
second and finally the third treatment, the more traditional method of training map-reading.
Waller, Hunt & Knapp (1998) conducted an experiment comparing performance of three
groups of subjects in a maze-walking assignment. The three groups received training either using
two-dimensional paper maps, a traditional desktop monitor and joystick or via an HMD (with a 6
degree of freedom tracker) and joystick. The test was then executed in a live setting, using the
authors' maze. There was no significant performance difference between the desktop
configuration group and those using the HMD.
Johnson & Stewart (1999) conducted an experiment whereby thirty Army aviators
utilized a joystick and one of three visual modalities (wide FOV HMD, narrow FOV HMD or
wide screen displays) to navigate and explore a virtual representation of an Army airfield.
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Participants were later tested on spatial navigation at the actual airfield. The authors determined
the visual display condition had no significant effect on learning, as all three groups performed
equally at the live site. "These results argue against a widespread belief held by proponents of
VE technology that a 3-D HMD with wide FOV and high resolution is best for learning visualspatial information." (Johnson & Stewart, 1999).
Deisinger, Cruz-Neira, Riedel & Symanzik (1997) examined the differences in
performance within participants using different visual modalities in an interactive environment.
Participants used an HMD, screen projector display and traditional computer monitor in the
simulation. The authors determined that performance, as measured by completion time for the
selected task, was degraded in the HMD condition. Participants experienced challenges reading
numbers on distant objects while wearing the HMD.
Lampton, Gildea, McDonald & Kolasinski, (1996) conducted an experiment comparing
task performance between groups of subjects utilizing different display types in a virtual
environment (HMDs versus computer monitors). In a wide range of visual and psychomotor
tasks, the authors found that visual acuity was statistically worse for the HMD group compared
to the monitor group. The authors point out that this may be attributed to the resolution
difference of the two modalities, which would be significant due to the state of HMD technology
at the time.
Singer, Ehrich, Cinq-Mars & Papin (1995) conducted an experiment examining the
effects of different HMD display modes (stereoscopic versus monoscopic) and head-coupling
(dynamic versus fixed view). Forty eight participants, in four groups corresponding to the four
treatments, were assessed on five simple, separate tasks. With the exception of one task (distance
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estimation), the authors found no difference in performance based on stereoscopic condition or
head-coupling condition.
In conclusion, recent research and experimentation comparing the effect on performance
of different visual modalities utilized in a virtual environment has generally failed to prove that a
training benefit exists by employing HMDs versus traditional visual displays, such as computer
monitor screens. Based on this, the generally higher cost of more immersive visual displays
(such as HMDs) may not be justified due to the lack of a proven corresponding training benefit
when compared to a lower cost visual modality.
Summary of Literature Review
There are numerous advantages and disadvantages associated with using simulation for
training. Some of the key advantages are reduced cost, increased safety, less time required to
obtain proficiency as well as many others outlined in the literature. For this study, following the
taxonomy outlined in the literature, we are interested in the performance effect that visual
modalities employed in a Mixed Reality, congruent, egocentric simulator have on Soldiers.
The goal of virtual simulation used for training is to maximize the degree of transfer to
the trainee. The literature contains many examples that prove transfer does occur when using a
virtual simulation and many methodologies have been constructed to measure the degree of
transfer that has occurred. This study is primarily interested in determining if there is a more
efficient and less costly visual modality to employ in order to achieve that transfer.
The literature indicates that the highest level of fidelity is not necessary in order to
maximize transfer, but that the simulation or simulator must possess a sufficient level of fidelity,
where needed, to train the tasks that have been selected. The topics of immersion and presence
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are well addressed in the literature and much effort has been devoted to measuring both concepts.
However, what is not clear, is whether greater immersion and greater presence actually leads to
more transfer. The literature is conflicting.
HMDs are becoming more prevalent in virtual simulation. However, the literature clearly
indicates that HMDs induce simulator sickness symptoms more often than traditional visual
modalities. Simulator sickness disrupts training. Whether or not HMDs actually increase
immersion and presence is not decisively proven in the literature. Again, even if true, more
immersion and presence has not been shown to decisively increase transfer.
Most empirical results fail to prove that a training benefit exists when comparing the use
of HMDs to more traditional visual displays. Based on this, the generally higher cost of HMDs
may not be justified due to the lack of a proven corresponding training benefit when compared to
a lower cost visual modality.
Minimal research has been conducted on the use of different visual displays, using real
soldiers, who are performing true kinesthetic tasks in fielded, mixed reality simulators.
Research Gap
Based on the literature review, there exists a paucity of empirical investigations
comparing the effect on performance that different visual modalities have in a Mixed Reality
environment. This, coupled with the author's personal experience in the research, development
and fielding of military simulators and simulations, leads to the following problem question and
associated research problems that shall direct design, experimentation and analysis:
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•

"Is there an effect on performance, when performing Mixed Reality Aerial Door Gunnery
Training, based on visual modality (HMD or flat screen display)"?
•

Is there a difference in the level of simulator sickness experienced when
performing Mixed Reality Aerial Door Gunnery Training, based on visual
modality (HMD or flat screen display)?

•

Is there a relationship between an individual's immersive tendency score and their
performance and level of presence in a Mixed Reality Aerial Door Gunnery
Training environment?

•

Is there a difference in the level of presence experienced when performing Mixed
Reality Aerial Door Gunnery Training, based on visual modality (HMD or flat
screen display)?
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CHAPTER THREE: METHODOLOGY
Chapter Three Summary
This chapter outlines and describes the experiment's separate studies approach,
participants, challenges, objectives, hypotheses, the apparatus employed during the experiment,
the experimental procedure and the data analysis methods utilized during this investigation.
Separate Studies
This study was organized into two separate, subordinate studies, correlated with two
separate expertise groups: Novices (Study #1) and Experts (Study #2). Novice door gunners were
drawn from the U.S. Army's infantry population - a relatively robust and concentrated
population. In contrast, the expert population (qualified NCMs) are a very low density
population in the U.S. Army. Not only are there very limited quantities of these personnel, but
they are also geographically dispersed. This created significant data collection challenges. As a
result, the deliberate decision was made to conduct two separate studies within the overall study.
Participants
Soldiers from the United States Army, with machine gun experience, were the target
population for this study. A total of 96 soldiers participated in this experiment. The population (n
= 96, M = 28.8, SD = 8.5) was 100% male and 0% female. All participants were screened to
ensure that they had prior experience utilizing the M240 Medium Machine Gun.
Participants were drawn from one of two pools of the population: novice or experienced.
For Study #1, the novice group (n = 76, M = 26.2, SD = 6.0) came from Bravo Company, 2nd
Battalion, 124th Infantry Regiment, Florida Army National Guard. This group was classified as
novice because they were drawn from an infantry unit and possessed no prior NCM experience.
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For Study #2, the experienced group (n = 20, M = 39.1, SD = 8.9) was composed of soldiers
drawn from multiple aviation battalions located throughout the continental United States. The
experienced group was classified as such because they were drawn from an aviation unit and
were currently qualified as a non-rated crew member (NCM) of an aircraft.
Experiment Challenges
Resource availability was the major challenge for this investigation. In order to acquire
meaningful results, the determination was made by the author that uniformed military personnel
must be utilized for this experiment.
NCM3
Both studies of the experiment required the utilization of a NCM3 training device.
However, the NCM3 program is still in the production phase - meaning not all of the devices are
in the Army's possession yet. Thus, this experiment utilized a fielded NCM3 as well as three
NCM3s that were still in the prime contractor's possession. Furthermore, fielded NCM3s are
regional, low-density training devices that are in high demand. While the devices themselves are
permanently located at various Army installations throughout the country, they are mobile
solutions that serve various units located throughout the continental United States. Thus,
coordination at the particular installation level was not enough. Coordination was conducted
amongst multiple installations, multiple units providing the soldiers, the NCM3 prime contractor,
the NCM3 life cycle support contractor and the U.S. Army's Program Executive Office for
Simulation, Training and Instrumentation (PEO STRI).
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Soldiers
An additional challenge was securing the actual soldiers to participate in the experiment.
Soldiers, and their providing units, have many competing demands on their time - ranging from
deployments and training exercises to the more mundane, such as installation taskings. Thus,
extensive coordination was required with both populations' chains of command to deconflict any
scheduling issues. The novice group (Study #1) was drawn from Bravo Company, 2nd Battalion,
124th Infantry Regiment, Florida Army National Guard. The experienced group (Study #2) was
drawn from multiple aviation battalions located throughout the continental United States.
Experimental Objectives
Four experimental objectives were examined in this study - one primary and three subobjectives. The primary experimental objective for this study was to determine if there exists an
effect on performance, specifically when performing Mixed Reality Aerial Door Gunnery
Training, attributed to the visual modality (HMD or flat screen display) employed. The first subobjective was to determine if there exists a difference in the level of simulator sickness
experienced when performing Mixed Reality Aerial Door Gunnery Training, based on visual
modality (HMD or flat screen display). The second sub-objective was to determine if there exists
a relationship between an individual's immersive tendency score and their performance and level
of presence in a Mixed Reality Aerial Door Gunnery Training environment. The third subobjective was to examine if there exists a difference in the level of presence experienced when
performing Mixed Reality Aerial Door Gunnery Training, based on visual modality. Each of
these experimental objectives applied to both Study #1 and Study #2.
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Study #1 (Novice Population): Hypotheses Under Test
The variables associated with the following four hypotheses are reviewed and discussed
below.
Hypothesis 1: Performance Effect of Different Visual Modalities (Novices)
Hypothesis 1 represents the primary objective of this study and was posed to determine
whether there exists an effect on performance, specifically when performing Mixed Reality
Aerial Door Gunnery Training, attributed to the visual modality (HMD or flat screen display)
employed. Based on the literature review conducted, particularly Barnett & Taylor (2012),
Taylor & Barnett (2011), Lampton, Gildea, McDonald, & Kolasinski (1996), Manrique (1998),
Knerr (2007) and Singer, Ehrich, Cinq-Mars, & Papin (1995), most empirical studies fail to
prove that a training benefit exists when comparing the use of HMDs to more traditional visual
displays. Thus, it is hypothesized that "the mean door gunner performance in the HMD visual
group will be equal to the mean door gunner performance in the flat screen visual group".
The dependent variable for hypothesis 1 was performance. Performance, for this
experiment, was defined as the number of enemy targets destroyed with the M240 Medium
Machine Gun in a Mixed Reality Aerial Door Gunnery environment. The independent variables
were visual modality (either HMD or flat panel screen) and scenario (first, second or third trial).
Table 4: List of Variables (Hypothesis 1)
Variable
Visual Modality
Scenario (Trial)
Performance

Variable Type
Independent
Independent
Dependent

Measurement Method
n/a
n/a
Score captured at
Instructor/Operator
station
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Measurement Scale
n/a
n/a
Integer

Hypothesis 2: Level of Simulator Sickness (Novices)
Hypothesis 2 is this experiment's first sub-objective, which examines if there exists a
difference in the level of simulator sickness experienced when performing Mixed Reality Aerial
Door Gunnery Training, based on visual modality (HMD or flat screen display). Based on the
literature review conducted, particularly Sharples, Cobb, Moody, & Wilson (2008), Knerr (2007)
and Barnett & Taylor (2012), it is believed that HMDs induce simulator sickness symptoms
more often than traditional visual modalities, thus disrupting training. Hypothesis 2 is "simulator
sickness is greater in the HMD visual group than the flat screen visual group".
The dependent variable for hypothesis 2 was Simulator Sickness, as measured by the
Simulator Sickness Questionnaire (SSQ) (Appendix E) (Kennedy, Lane, Berbaum, & Lilienthal,
1993). Again, the SSQ provides four results: a Total Severity (TS) Score and three subscale
scores (Nausea, Oculomotor Discomfort and Disorientation). The independent variable was
visual modality (either HMD or flat panel screen).
Table 5: List of Variables (Hypothesis 2)
Variable
Visual Modality
Simulator Sickness

Variable Type
Independent
Dependent

Measurement Method
n/a
Self-reported
questionnaire (SSQ)

Measurement Scale
n/a
Rational Number
(0 < TS < 2437.88)

Hypothesis 3: Level of Immersion (Novices)
Hypothesis 3 is this experiment's second sub-objective which determines if there exists a
relationship between an individual's immersive tendency score and their performance and level
of presence in a Mixed Reality Aerial Door Gunnery Training environment. Based upon the
literature review, particularly Witmer & Singer (1998), Johns et al. (2000), Bailenson et al.
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(2008), Mikropoulos & Natsis (2011) and Alexander, Brunye, Sidman, & Weil (2005), the
author believes that the level of immersion between the two different visual modalities are equal.
This is in large part due to the NCM3's weapons tracking capability and auditory stimulation
(primarily from the simulated flight helmet) providing enough immersion to the trainee so as to
overcome the different immersive effects of the different visual modalities. Furthermore, the
author posits that there is no correlation between the individual's immersive tendency and their
performance, nor level of presence. Thus, hypothesis 3 is "there does not exist a relationship
between an individual's immersive tendency score and their performance and level of presence
in a Mixed Reality Aerial Door Gunnery Training environment".
The explanatory variable for hypothesis 3 was the Degree of Immersive Tendencies, as
measured by the Immersive Tendencies Questionnaire (ITQ) (Appendix F) (Witmer & Singer,
1998) and later modified by the University of Quebec (Cronbach's α = 0.78). The ITQ provides a
numerical value of the individual's degree of potential for immersion. The response variables
were performance and level of presence.
Table 6: List of Variables (Hypothesis 3)
Variable
Performance

Level of Presence

Level of Immersion
Tendency

Variable Type
Response

Response

Explanatory

Measurement Method
Score captured at
Instructor/Operator
station
Self-reported
questionnaire (PQ)
Self-reported
questionnaire (ITQ)
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Measurement Scale
Integer

Integer
(24 < Presence <
168)
Integer
(18 < Immersion
Tendency < 126)

Hypothesis 4: Level of Presence (Novices)
Hypothesis 4 is the experiment's third sub-objective, which is to determine if there exists
a difference in the level of presence experienced when performing Mixed Reality Aerial Door
Gunnery Training, based on visual modality. Based upon the literature review, particularly,
Mikropoulos & Natsis (2011), Villani, Repetto, Cipresso & Riva (2012) and Moreno & Meyer
(2002), the author believes that the level of presence between the two different visual modalities
are equal. Hypothesis 4 is "the level of presence in the HMD visual group will be equal to the
level of presence in the flat screen visual group".
The dependent variable for hypothesis 4 was Level of Presence, as measured by the
Presence Questionnaire (PQ) (Appendix G) (Witmer, Jerome, & Singer, 2005) and later
modified by the University of Quebec (Cronbach's α = 0.84). The PQ provides a numerical value
of the degree of presence the trainee experiences. The independent variable was visual modality
(either HMD or flat panel screen).
Table 7: List of Variables (Hypothesis 4)
Variable
Visual Modality
Level of Presence

Variable Type
Independent
Dependent

Measurement Method
n/a
Self-reported
questionnaire (PQ)

Measurement Scale
n/a
Integer
(24 < Presence < 168)

Study #2 (Expert Population): Hypotheses under Test
To reiterate, this study was organized into two separate, subordinate studies, correlated
with two separate expertise groups: novice (Study #1) and expert (Study #2) door gunners. The
hypotheses tests used in Study #1 (novice group) remain intact for Study #2 (expert group). The
variables associated with Study #2's four hypotheses are reviewed and discussed below.
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Hypothesis 1: Performance Effect of Different Visual Modalities (Experts)
Hypothesis 1 remains the same from Study #1, "the mean door gunner performance in
the HMD visual group will be equal to the mean door gunner performance in the flat screen
visual group". The dependent and independent variables also remain identical from Study #1's
Hypothesis 1.
Table 8: List of Variables (Hypothesis 1)
Variable
Visual Modality
Scenario (Trial)
Performance

Variable Type
Independent
Independent
Dependent

Measurement Method
n/a
n/a
Score captured at
Instructor/Operator
station

Measurement Scale
n/a
n/a
Integer

Hypothesis 2: Level of Simulator Sickness (Experts)
Hypothesis 2 remains the same from Study #1, "simulator sickness is greater in the HMD
visual group than the flat screen visual group". The dependent and independent variables also
remain identical from Study #1's Hypothesis 2.
Table 9: List of Variables (Hypothesis 2)
Variable
Visual Modality
Simulator Sickness

Variable Type
Independent
Dependent

Measurement Method
n/a
Self-reported
questionnaire (SSQ)

Measurement Scale
n/a
Rational Number
(0 < TS < 2437.88)

Hypothesis 3: Level of Immersion (Experts)
Hypothesis 3 remains the same from Study #1, "there does not exist a relationship
between an individual's immersive tendency score and their performance and level of presence
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in a Mixed Reality Aerial Door Gunnery Training environment". The explanatory and response
variables also remain identical from Study #1's Hypothesis 3.
Table 10: List of Variables (Hypothesis 3)
Variable
Performance

Level of Presence

Level of Immersion
Tendency

Variable Type
Response

Response

Explanatory

Measurement Method
Score captured at
Instructor/Operator
station
Self-reported
questionnaire (PQ)

Measurement Scale
Integer

Integer
(24 < Presence <
168)
Integer
(18 < Immersion
Tendency < 126)

Self-reported
questionnaire (ITQ)

Hypothesis 4: Level of Presence (Experts)
Hypothesis 4 remains the same from Study #1, "the level of presence in the HMD visual
group will be equal to the level of presence in the flat screen visual group". The dependent and
independent variables also remain identical from Study #1's Hypothesis 4.
Table 11: List of Variables (Hypothesis 4)
Variable
Visual Modality
Level of Presence

Variable Type
Independent
Dependent

Measurement Method
n/a
Self-reported
questionnaire (PQ)

Measurement Scale
n/a
Integer
(24 < Presence < 168)

Apparatus
Different NCM3 training devices, at multiple locations, were utilized for this experiment.
Major components of the NCM3 that affected this experiment are outlined below.

55

Visual Modality
The primary treatment of this experiment was visual modality. Participants either
performed the task in the HMD or flat panel screen condition.
The flat panel screen is a 46" LCD (Model Number: NEC P461-AVT). Resolution is
1920 x 1080 with a 60Hz refresh rate (NEC, 2013). Video is provided through HDMI input. The
screen is wall-mounted and oriented in landscape mode.

Figure 10: Flat Panel Screen & HMD
The HMD is stereoscopic and has a total 60 degree FOV (Model Number: NVIS nVisor
MH60). Resolution is 1280 x 1024 per eye with a 60Hz refresh rate. Video is provided through
HDMI input. The HMD weighs approximately two pounds and is mounted on the simulated
flight helmet.

56

Figure 11: HMD (NVIS, 2013)
Key Equipment
The NCM3 uses a demilitarized M240 Medium Machine Gun (MG). The MG is a real
weapon (M240H) with the bolt removed so as to prevent the use of live ammunition. Inert
ammunition is employed to simulate loading, unloading and malfunction procedures. The
weapon's feed tray cover, trigger mechanism and charging handle perform the same as a real
weapon. Recoil is accurately simulated via pneumatic pressure or electricity (depending on the
NCM3 increment). The MG is mounted and secured to the trailer with traversing capability
similar to performance in the live aircraft. In HMD mode, the machine gun is visually displayed
synthetically to the trainee, while the trainee sees the real weapon in flat screen mode.

57

Figure 12: M240 Machine Gun
Trainees utilize a simulated flight helmet when operating in the NCM3. The helmet
facilitates immersion by blocking external noise while emulating the real-world communications
capability that NCMs employ. NCMs are able to communicate with the remainder of the crew
via simulated communications over the ASTi network.

Figure 13: Simulated Flight Helmet
When performing aerial door gunnery, trainees operate through an emulated aperture,
similar to the real aircraft's window dimensions. This feature, coupled with the machine gun, are
the primary determinants of this training being classified as mixed reality, vice pure virtual
reality training.
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Figure 14: Simulated Aircraft Windows
The NCM3 uses the InterSense IS-900 tracking system for weapons and head-tracking
capability. The tracking system is integrated into the NCM3's visual system - in both HMD and
flat panel screen modalities.

Figure 15: InterSense IS-900 SoniStrip and Receiver
The NCM3 Instructor/Operator (I/O) station serves as the central hub of the simulator. It
is from this location where the I/O develops, initiates, monitors, changes and stops the particular
scenario being utilized. The I/O station hosts the semi-automated forces and exercise control
machines and also supports communication between all four manned modules of the simulator.
There are two I/Os located at the I/O station.
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Figure 16: NCM3 I/O Station (SAIC, 2010)
Questionnaires
The Demographic Survey (Appendix D) is a self-reporting survey composed of nine
questions that participants completed before initiating the experiment. The Demographic Survey
was used as a screening mechanism by the Principal Investigator to ensure that all participants
had prior MG experience and also to ensure that participants were qualified for the Novice and
Expert pools.
The Simulator Sickness Questionnaire (SSQ) (Appendix E) is a self-reporting symptom
checklist that includes 16 symptoms associated with SS. Each symptom is rated on a four level
scale (none, slight, moderate, severe). No symptoms are assigned a value of zero, while severe
symptoms are assigned a value of three. The symptom scores are then aggregated by subscale
(Nausea, Oculomotor Discomfort, Disorientation), followed by Total Severity. Participants
completed this questionnaire both before and after the experiment, with the Total Severity and
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the three subscales' score changes used to determine the impact of the simulation on their
physiological state.
The Immersive Tendencies Questionnaire (ITQ) (Appendix F) is a self-reporting
checklist that measures the participant's degree of potential for immersion. It is an 18 question
survey (7 point scale) where the higher the integer value, the higher the degree of potential for
immersion exists. The ITQ aggregate score was used as a predictor variable in this experiment.
Participants completed this questionnaire before their exposure to the simulator.
The Presence Questionnaire (PQ) (Appendix G) is a self-reporting checklist that
measures the participant's degree of presence during this experiment. It is a 24 question survey (7
point scale) where the higher the integer value, the higher the degree of presence the participant
experienced. Participants completed this questionnaire after their exposure to the simulator. The
PQ aggregate score was the final measure of individual presence.
Scenario Development and Expert Model
Prior to the conduct of the experiment, with assistance from the NCM3 contractor team,
four aerial door gunnery scenarios were created for this study. A familiarization scenario was
developed in order to provide participants with the opportunity to familiarize themselves with the
simulator, machine gun and assigned visual modality. Three formal scenarios (first, second and
third trial) were created for the conduct of the actual experiment. All scenarios emphasized
kinetic engagements via aerial door gunnery. Scoring was tabulated, from the I/O station, by the
number of enemy targets (vehicles) destroyed. All participants, in both visual modalities,
executed the same four scenarios.
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The three formal scenarios were verified to be accurate, realistic and challenging by a
subject matter expert (SME), who also served in an advisory capacity for this study. Both the
Chinook (Army, 2007) and Blackhawk (Army, 2007) aircraft Training Circulars were leveraged
to ensure that the scenarios were congruent with the tasks, conditions and standards associated
with aerial door gunnery. Great care was taken to present this event (the experiment) as a
training opportunity for the soldiers and their parent units, so as to maximize the participation
rate.
In order to create an expert model for each scenario, a SME executed each formal
scenario, in both visual modalities. The SME's scores were tabulated (each scenario in both
treatments) and averaged in order to create the expert models, by scenario. Table 12 depicts the
expert models.
Table 12: Scenario Expert Models
Scenario
Scenario 1
Scenario 2
Scenario 3

Total Targets
50
50
50

Expert Model
23
35
32

The objective for each participant, for all three formal scenarios, was to destroy as many
enemy targets as possible (maximum of 50 per scenario) via aerial door gunnery. Aerial door
gunnery is considered a psychomotor military task under Bloom's taxonomy with an added
procedural component (Curnow, Paddock, Wisher, DiGiovanni, & Rosengrant, 2012).
Participants were provided an unlimited supply of simulated ammunition. The aircraft was
piloted by the I/O operators who communicated to all participants simultaneously. Participants
were briefed to destroy all enemy targets (vehicles) and that there were no friendly elements in
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the area. Each scenario was designed to last approximately 5 minutes. Scenarios were
constructed, and verified by the SME, to not only have increasing degrees of difficulty but also
adequate variation, so as to maintain participants' interest. Scenario 1 served as the baseline
scenario. Scenario 2 was similar to scenario 1, with the addition of rotorwash and brownout to
reduce participants' visibility. Scenario 3 introduced rain and changed the time of day to dusk,
again increasing the difficulty level for participants. Scenario difficulty was iteratively calibrated
during design with the SME so as to "match" the average door gunner's expected gain in
performance and thus normalize the performance results.

Figure 17: First-Person View of Scenario
Experimental Procedure
Prior to starting the experiment, participants were provided an overview brief by the
Principal Investigator (Appendix C). The overview brief covered such topics as the purpose of
the study; task, conditions and standards (Army, 2007) (Army, 2007) and the overall sequence of
events. The participants' mission brief was included as a component of the overview brief. Each
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participant was then provided with both a UCF-approved consent form (Appendix A) and an
Army Research Laboratory (ARL)-approved consent form (Appendix B) to read and sign.
Immediately after completing the consent forms, participants were randomly assigned to
one of two visual modality groups: HMDs or flat screen display. Participants were broken into
groups of four, in accordance with the NCM3's maximum supported throughput (four door
gunner stations). Participants then completed three pre-test surveys: the demographic survey, the
simulator sickness questionnaire and the immersive tendencies questionnaire.
Following the pre-test questionnaires, one group was summoned into the NCM3 at a
time, while the other groups waited in the holding area. Upon arrival into the NCM3, subjects
either donned an HMD or were assigned to a flat screen manned module. Participants then
executed the familiarization scenario, which consisted of the aircraft flying in a linear direction
while door gunners engaged enemy targets with the M240 MG. Upon completion of the
familiarization scenario, subjects then executed the three formal scenarios (trials one, two and
three). All commands were given over the simulator's communication network from the I/O.
Scoring was accomplished at the I/O station.
Upon completion of the four scenarios, the group returned to the holding area where they
completed the post-test questionnaires. Subjects completed the SSQ again, followed by the
presence questionnaire. Once complete, participants were released back to their units.
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Figure 18: Experimental Procedure
A pilot study was conducted prior to execution of the actual experiment in the
contractor's facility in Orlando, FL. The purposes of the pilot study were to ensure that the
sequence of events were logical and that the time estimates were accurate. The pilot study
utilized a diverse group of subjects (Department of the Army civilians and contractor personnel).
Data Analysis Methods
This study was composed of Studies #1 and #2, each of which employed a 2 X 3 repeated
measures design. Study #1 was composed of novice door gunners, while Study #2 drew
participants from the expert population. For each study, the independent variables were display
type (HMD versus LCD flat screen) and trial (scenarios one, two and three). Additional
independent variables were the participant's Immersive Tendency Questionnaire (ITQ) Score and
initial SSQ score. For both studies, the participants' dependent variables were Performance, final
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SSQ scores and Presence Questionnaire (PQ) score. Display type was a between-subjects
independent variable. Trial was a within-subjects independent variable.
Data was collected systematically and consolidated in accordance with Figure 19. Data
was analyzed using a 2 (display type) X 3 (trial) repeated measures analysis of variance
(ANOVA) for performance (number of enemy targets destroyed) by display type for hypothesis
1. For hypothesis 2, simulator sickness (total severity and sub-scale aggregate scores) was
analyzed by using separate single-factor ANOVAs. A series of linear regression tests were run to
determine whether a linear relationship existed between the explanatory variable (ITQ Score)
and the response variables, performance and level of presence for hypothesis 3. Pearson’s
product–moment correlation coefficients were calculated to determine the statistical relationships
among performance and level of presence and immersive tendency of participants. For
hypothesis 4, level of presence was analyzed using a single-factor ANOVA. Data analysis was
conducted for both Study #1 and Study #2.
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Treatment
Expertise
Scenario
Expert Model
Max. Score
Subject
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

LCD
Expert
SSQ

N
0.00
9.54
0.00
9.54

O
D
TS
0.00 0.00 0.00
7.58 0.00 64.03
0.00 0.00 0.00
30.32 13.92 201.14

ITQ

1 2 3
23 35 32
50 50 50

95
74
53
69

7
10
8
23

24
17
13
40

13
29
19
28

SSQ

N
0.00
9.54
0.00
9.54

O
0.00
7.58
0.00
30.32

D
TS
0.00
0.00
0.00 64.03
0.00
0.00
13.92 201.14

Figure 19: Data Collection Worksheet
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PQ

106
113
78
59

SSQ Change Scores

N
0.00
0.00
0.00
0.00

O
0.00
0.00
0.00
0.00

D
0.00
0.00
0.00
0.00

TS
0.00
0.00
0.00
0.00

CHAPTER FOUR: DATA AND ANALYSIS
Chapter Four Summary
This chapter reviews the results of this experiment. The discussion focuses on descriptive
statistics, hypotheses test results and interpretation of empirical data.
Study #1 (Novice Group)
Descriptive Statistics
Means and standard deviations for performance, calculated as the number of enemy
targets destroyed, are reported in Table 13. The data shows that the mean number of targets
destroyed per scenario was 16.09 (SD = 7.09). Table 13 also depicts that the overall mean score
by visual modality was 17.76 (SD = 7.65) for the HMD group and 14.41 (SD = 6.08) for the
LCD group. The overall means per trial was 15.12 (SD = 6.59) for Scenario 1, 17.78 (SD = 7.73)
for Scenario 2 and 15.37 (SD = 6.68) for Scenario 3.
Table 13: Overall Performance Means and Standard Deviations

Novice

HMD
LCD

Mean
SD

Scenario 1
HMD
LCD
16.79
13.45
7.23
5.50

Overall Means
17.76 Scenario 1
14.41 Scenario 2
Scenario 3

Scenario 2
HMD
LCD
19.39
16.16
8.96
5.96

Scenario 3
HMD
LCD
17.11
13.63
6.48
6.52

Overall Standard Deviations
HMD
7.65 Scenario 1
LCD
6.08 Scenario 2
Scenario 3

15.12
17.78
15.37

Total
16.09
7.09

6.59
7.73
6.68

Figure 20 visually depicts the dependent variable, Performance, by visual treatment and
by trial.
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Figure 20: Study #1 Mean Performance
Hypotheses Test Results
Hypothesis 1: Performance Effect of Different Visual Modalities
Hypothesis 1 was "the mean door gunner performance in the HMD visual group will be
equal to the mean door gunner performance in the flat screen visual group". Table 14 provides a
summary of the results of a two factor analysis of variance (ANOVA) with replication. ANOVA
found a significant main effect of visual modality on performance F (1, 222) = 13.59, p = 0.00.
ANOVA also did indicate a significant main effect of scenario on performance, F (2, 222) =
3.48, p = 0.03. The interaction between visual modality and trial was not significant, F (2, 222) =
0.01, p = 0.99 (Figure 21). ANOVA was conducted at α = 0.05.
Table 14: Two Factor ANOVA with Replication Summary
Source

SS

DF

MS

F

P

F Critical

Visual Modality

640.02

1

640.02

13.59

0.00

3.88

Trial

327.43

2

163.71

3.48

0.03

3.04

Visual Modality by Trial

0.54

2

0.27

0.01

0.99

3.04
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Figure 21: Study #1 Interaction (Visual Modality x Trial)
As stated earlier, ANOVA found a significant main effect of visual modality on
performance F (1, 222) = 13.59, p = 0.00. A series of post-hoc Student's t-Tests (Table 15) were
performed to test hypothesis 1, employing a Bonferroni correction (α = 0.01). Post-hoc tests
revealed no significant effect of visual modality on performance for scenario 1 [t(74) = 2.27, p =
0.03]. There was no significant effect of visual modality on performance for scenario 2 [t(74) =
1.85, p = 0.07]. There was no significant effect of visual modality on performance for scenario 3
[t(74) = 2.33, p = 0.02]. We reject this hypothesis as a lack of support has been found. There is a
significant difference in the mean door gunner performance of the HMD visual group and the flat
screen visual group at α = 0.05 (Figures 22 and 23). This indicates that performance was affected
by visual modality.
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Table 15: Post-Hoc Student T-Test Summary for the Effect of Visual Modality on Performance
Source

T Stat

DF

P

T Critical

Scenario 1

2.27

74

0.03

2.64

Scenario 2

1.85

74

0.07

2.64

Scenario 3

2.33

74

0.02

2.64

Figure 22: Study #1 Visual Modality Effect on Performance

Figure 23: Study #1 Visual Modality Effect on Performance
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ANOVA did indicate a significant main effect of scenario on performance, F (2, 222) =
163.71, p = 0.03. Visual modality was then analyzed collectively and separately to determine the
effects on performance over each individual trial (Figures 24 and 25). A series of post-hoc
Student's t-Tests were performed to test hypothesis 1 utilizing a Bonferroni correction (α = 0.01).
Post-hoc tests revealed there was no significant statistical change in performance for the entire
group between trial 1 and trial 2 [t(150) = -2.28, p = 0.02]. There was no significant statistical
change in performance for the entire group between trial 2 and trial 3 [t(150) = -2.05, p = 0.04].
Further analysis revealed no significant statistical change in performance for the HMD group
between trial 1 and trial 2 [t(74) = -1.39, p = 0.16]. There was no significant statistical change in
performance for the HMD group between trial 2 and trial 3 [t(74) = -1.28, p = 0.21]. Further
analysis revealed there was no significant statistical change in performance for the flat panel
screen group between trial 1 and trial 2 [t(74) = -2.06, p = 0.04] and no significant statistical
change in performance between trial 2 and trial 3 [t(74) = -1.76, p = 0.08].

Figure 24: Study #1 Scenario Effect on Performance
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Figure 25: Study #1 Scenario Effect on Performance
Hypothesis 2: Level of Simulator Sickness
Hypothesis 2 was "simulator sickness is greater in the HMD visual group than the flat
screen visual group". Each of the three Simulator Sickness Questionnaire (SSQ) subscales and
Total Severity scores were obtained before and after the participant's exposure to the simulator.
The change scores were then calculated and utilized as the dependent variables for hypothesis
testing.
Means and standard deviations for the SSQ change scores, per participants'' self-reported
responses to the SSQ, are reported in Table 16. The data, for the HMD group, shows that the
mean score for Nausea was 8.54 (SD = 9.36), Oculomotor Discomfort was 10.37 (SD = 12.88),
Disorientation was 10.99 (SD = 30.56) and Total Severity was 111.82 (SD = 176.57). The data,
for the LCD group, shows that the mean score for Nausea was 6.53 (SD = 13.87), Oculomotor
Discomfort was 8.38 (SD = 15.64), Disorientation was 3.66 (SD = 16.08) and Total Severity was
69.45 (SD = 160.51).
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Table 16: Simulator Sickness Questionnaire Change Scores Descriptive Statistics
Oculomotor
Discomfort Disorientation

Nausea
HMD

LCD

Total

Total
Severity

Mean

8.54

10.37

10.99

111.82

SD

9.36

12.88

30.56

176.57

Mean

6.53

8.38

3.66

69.45

SD

13.87

15.64

16.08

160.51

Mean

7.53

9.38

7.33

90.63

SD

11.79

14.27

24.53

168.96

A series of one-way ANOVAs (α = 0.05) (Table 17), with the SSQ change scores as
dependent variables and visual modality as the independent variable, were conducted. No main
effect of visual modality was found for the Nausea subscale [F (1, 74) = 0.55, p = 0.46]. No main
effect of visual modality was discovered for the Oculomotor Discomfort subscale [F (1, 74) =
0.37, p = 0.55]. No main effect of visual modality was discovered for the Disorientation subscale
[F (1, 74) = 1.71, p = 0.19]. Finally, no main effect of visual modality was discovered for the
Total Severity score [F (1, 74) = 1.20, p = 0.28].
Table 17: ANOVA Summary for Sickness Questionnaire Change Scores
Source
Nausea
Oculomotor
Discomfort
Disorientation
Total
Severity

SS

DF

MS

F

P

F Critical

76.64

1

76.64

0.55

0.46

3.97

75.60

1

75.60

0.37

0.55

3.97

1019.82

1

1019.82

1.71

0.19

3.97

34112.71

1

34112.71

1.20

0.28

3.97

There was no significant effect of visual modality on simulator sickness (Figure 25). We
reject this hypothesis as no support has been found. There is no statistical difference in the SSQ
subscale scores nor Total Severity scores between different visual modality groups.
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Figure 26: Study #1 Mean Sickness Questionnaire Change Scores
Hypothesis 3: Level of Immersion
Hypothesis 3 was "there does not exist a relationship between an individual's immersive
tendency score and their performance and level of presence in a Mixed Reality Aerial Door
Gunnery Training environment".
In order to test hypothesis 3, a series of linear regression tests were run to determine
whether a linear relationship existed between the explanatory variable (Immersive Tendencies
Questionnaire Score (ITQ)) and the response variable, performance. Performance, for this
hypothesis test, was the average score the participant achieved over their three trials.
The first regression test run was all participants' performance coupled with their ITQ
score (Figure 27) (Table 18). ITQ score did not predict subject performance, β = -0.02, t(75) = 0.47, p = 0.64. ITQ score also did not explain a significant proportion of variance in performance
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scores R2 = 0.003, F(1, 74) = 0.22, p = 0.64. Thus we conclude no linear relationship existed
between ITQ score and performance.

Figure 27: Study #1 Linear Regression Results for ITQ and Performance Scores
Follow-on regressions were conducted based upon visual modality and performance
(Table 18). Similar to the aggregated regression test, we conclude no linear relationship exists.
ITQ score did not predict LCD subject performance, β = -0.06, t(37) = -1.1, p = 0.28. ITQ score
also did not explain a significant proportion of variance in performance scores R2 = 0.03, F(1,
36) = 1.21, p = 0.28. ITQ score did not predict HMD subject performance, β = 0.01, t(37) = 0.19,
p = 0.85. ITQ score also did not explain a significant proportion of variance in performance
scores R2 = 0.001, F(1, 36) = 0.04, p = 0.85.
Pearson’s product–moment correlation coefficients were calculated to find the statistical
relationships among performance and immersive tendency of participants. Results indicated that
immersive tendency scores were not significantly correlated with performance scores (Table 18).
No relationship was found between ITQ and all participants' performance (r = 0.05, p = 0.64).
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No relationship was found between ITQ and LCD subject performance (r = 0.18, p = 0.28). No
relationship was found between ITQ and HMD subject performance (r = 0.03, p = 0.85).
Table 18: Summary of Linear Regression Results for ITQ and Performance Scores
Group
All
LCD
HMD

Coefficient
-0.02
-0.06
0.01

t Stat
-0.47
-1.10
0.19

P-value
0.64
0.28
0.85

R Square
0.00
0.03
0.00

F
0.22
1.21
0.04

Significance F Pearson's CC
0.64
0.05
0.28
0.18
0.85
0.03

P-value
0.64
0.28
0.85

Additionally, regression was conducted to determine if a linear relationship existed
between the explanatory variable (Immersive Tendencies Questionnaire Score (ITQ)) and the
response variable, Presence Questionnaire (PQ) score (Figure 28) (Table 19). We found no linear
relationship exists. ITQ score did not predict PQ score, β = -0.07, t(75) = -0.51, p = 0.61. ITQ
score also did not explain a significant proportion of variance in PQ scores R2 = 0.003, F(1, 74) =
0.26, p = 0.61. Results indicated that immersive tendency scores were not significantly correlated
with PQ scores (r = 0.06, p = 0.61).

Figure 28: Study #1 Linear Regression Results for ITQ and PQ Scores
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When segregated by visual modality, we found no linear relationship existed between the
explanatory variable (ITQ) and the response variable, Presence Questionnaire (PQ) score. For the
HMD visual modality, ITQ score did not predict PQ score, β = -0.03, t(37) = -0.15, p = 0.88. ITQ
score also did not explain a significant proportion of variance in PQ scores R2 = 0.00, F(1, 36) =
0.02, p = 0.88. Results indicated that immersive tendency scores were not significantly correlated
with PQ scores (r = 0.02, p = 0.88). For the LCD visual modality, ITQ score did not predict PQ
score, β = -0.13, t(37) = -0.66, p = 0.52. ITQ score also did not explain a significant proportion
of variance in PQ scores R2 = 0.01, F(1, 36) = 0.43, p = 0.52. Results indicated that immersive
tendency scores were not significantly correlated with PQ scores (r = 0.11, p = 0.52).
Table 19: Summary of Linear Regression Results for ITQ and PQ Scores
Group
All
HMD
LCD

Coefficient
-0.07
-0.03
-0.13

t Stat
-0.51
-0.15
-0.66

P-value
0.61
0.88
0.52

R Square
0.00
0.00
0.01

F
0.26
0.02
0.43

Significance F Pearson's CC
0.61
0.06
0.88
0.02
0.52
0.11

P-value
0.61
0.88
0.52

Hypothesis 4: Level of Presence
Hypothesis 4 was "the level of presence in the HMD visual group will be equal to the
level of presence in the flat screen visual group". Participants completed their Presence
Questionnaire (PQ) after simulator exposure. The PQ provided a numerical value of the degree
of presence the trainee experienced, as reported by the individual. The independent variable was
visual modality.
Means and standard deviations for the PQ scores, per participants' self-reported responses
to the PQ, are reported in Table 20. The data shows that the mean PQ score for the HMD group
was 118.37 (SD = 19.45). The mean PQ score for the LCD group was 110.18 (SD = 16.63).
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Table 20: Presence Questionnaire Descriptive Statistics
Presence
HMD

LCD

Total

Mean

118.37

SD

19.45

Mean

110.18

SD

16.63

Mean

114.28

SD

18.44

A one-way ANOVA was conducted. No main effect of visual modality was found for the
Presence Questionnaire score [F (1, 74) = 3.89, p = 0.052]. ]. A post-hoc Student T-test, with
Bonferroni corrections at α = 0.01, was then conducted. The post-hoc test revealed there was no
statistical difference in PQ between both visual modality groups [t(74) = -1.97, p = 0.052].

Figure 29: Study #1 Mean Presence Questionnaire Scores
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Study #2 (Expert Group)
Descriptive Statistics
Means and standard deviations for performance, calculated as the number of enemy
targets destroyed, are reported in Table 21. The data shows that the mean number of targets
destroyed for all scenarios was 18.05 (SD = 8.65). Table 21 also depicts that the overall mean
score by visual modality was 19.53 (SD = 8.55) for the HMD group and 16.57 (SD = 8.64) for
the LCD group. The overall means per trial was 15.15 (SD = 6.66) for Scenario 1, 22.40 (SD =
8.38) for Scenario 2 and 16.60 (SD = 9.33) for Scenario 3.
Table 21: Overall Performance Means and Standard Deviations

Expert

HMD
LCD

Mean
SD

Scenario 1
HMD
LCD
16.80
13.50
6.32
6.90

Overall Means
19.53 Scenario 1
16.57 Scenario 2
Scenario 3

Scenario 2
HMD
LCD
24.70
20.10
7.72
8.76

15.15
22.40
16.60

HMD
LCD

Scenario 3
HMD
LCD
17.10
16.10
9.56
9.57

Overall Standard Deviations
8.55 Scenario 1
8.64 Scenario 2
Scenario 3

Total
18.05
8.65

6.66
8.38
9.33

Figure 30 visually depicts the dependent variable, Performance, by visual treatment and
by trial.
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Figure 30: Study #2 Mean Performance
Hypotheses Test Results
Hypothesis 1: Performance Effect of Different Visual Modalities
Hypothesis 1 was "the mean door gunner performance in the HMD visual group will be
equal to the mean door gunner performance in the flat screen visual group". Table 22 provides a
summary of the results of a two factor analysis of variance (ANOVA) with replication. ANOVA
found no significant main effect of visual modality on performance F (1, 54) = 1.95, p = 0.17.
ANOVA did indicate a significant main effect of scenario on performance, F (2, 54) = 4.34, p =
0.02. The interaction between visual modality and trial was not significant, F (2, 54) = 0.24, p =
0.78 (Figure 31). ANOVA was conducted at α = 0.05.
Table 22: Two Factor ANOVA with Replication Summary
Source

SS

DF

MS

F

P

F Critical

Visual Modality

132.02

1

132.02

1.95

0.17

4.02

Trial

588.70

2

294.35

4.34

0.02

3.17

Visual Modality by Trial

33.23

2

16.62

0.24

0.78

3.17
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Figure 31: Study #2 Interaction (Visual Modality x Trial)
As stated earlier, ANOVA found no significant main effect of visual modality on
performance F (1, 54) = 1.95, p = 0.17. A series of post-hoc Student's t-Tests (Table 23) were
performed to test hypothesis 1, employing a Bonferroni correction (α = 0.01). There was no
significant effect of visual modality on performance for scenario 1 [t(18) = 1.12, p = 0.28]. There
was no significant effect of visual modality on performance for scenario 2 [t(18) = 1.25, p =
0.23]. There was no significant effect of visual modality on performance for scenario 3 [t(18) =
0.23, p = 0.82]. We fail to reject this hypothesis as support has been found. There is no
significant difference in the mean door gunner performance of the HMD visual group and the flat
screen visual group at α = 0.05 (Figures 32 and 33). This indicates that performance was not
affected by visual modality.
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Table 23: Post-Hoc Student T-Test Summary for the Effect of Visual Modality on Performance
Source

T Stat

DF

P

T Critical

Scenario 1

1.12

18

0.28

2.88

Scenario 2

1.25

18

0.23

2.88

Scenario 3

0.23

18

0.82

2.88

Figure 32: Study #2 Visual Modality Effect on Performance

Figure 33: Study #2 Visual Modality Effect on Performance
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Additionally, due to the low sample size, a Mann-Whitney test was conducted and
confidence intervals were created using the average performance scores. Performance, for these
statistical tests, was the average score the participant achieved over their three trials. The MannWhitney test indicated no difference in the average performance for the HMD group (Mdn =
20.17) and the LCD group (Mdn = 16.00), U = 38, p = .38, r = .19. Furthermore, the HMD 95%
CI [14.29, 24.77] and LCD 95% CI [11.70, 21.44] overlap each other, indicating the means are
equal (Figure 34). We fail to reject this hypothesis as support has been found. There is no
significant difference in the mean door gunner performance of the HMD visual group and the flat
screen visual group at α = 0.05. This indicates that performance was not affected by visual
modality.

Figure 34: Study #2 95% Confidence Intervals for Average Performance
ANOVA did indicate a significant main effect of scenario on performance, F (2, 54) =
4.34, p = 0.02. Visual modality was then analyzed collectively and separately to determine the
effects on performance over each individual trial (Figures 35 and 36). A series of post-hoc
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Student's t-Tests were performed to test hypothesis 1 utilizing a Bonferroni correction (α = 0.01).
Post-hoc tests revealed there was significant statistical change in performance for the entire
group between trial 1 and trial 2 [t(38) = -3.03, p = 0.004]. However, there was no significant
statistical change in performance for the entire group between trial 2 and trial 3 [t(38) = -2.07, p
= 0.05]. Further analysis revealed no significant statistical change in performance for the HMD
group between trial 1 and trial 2 [t(18) = -2.50, p = 0.02]. There was no significant statistical
change in performance for the HMD group between trial 2 and trial 3 [t(18) = -1.96, p = 0.07].
Further analysis revealed there was no significant statistical change in performance for the flat
panel screen group between trial 1 and trial 2 [t(18) = -1.87, p = 0.08] and no significant
statistical change in performance between trial 2 and trial 3 [t(18) = -0.97, p = 0.34].

Figure 35: Study #2 Scenario Effect on Performance
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Figure 36: Study #2 Scenario Effect on Performance
Hypothesis 2: Level of Simulator Sickness
Hypothesis 2 was "simulator sickness is greater in the HMD visual group than the flat
screen visual group". Each of the three Simulator Sickness Questionnaire (SSQ) subscales and
Total Severity scores were obtained before and after the participant's exposure to the simulator.
The change scores were then calculated and utilized as the dependent variables for hypothesis
testing.
Means and standard deviations for the SSQ change scores, per participants' self-reported
responses to the SSQ, are reported in Table 24. The data, for the HMD group, shows that the
mean score for Nausea was 6.68 (SD = 10.11), Oculomotor Discomfort was 12.13 (SD = 16.84),
Disorientation was 8.35 (SD = 17.61) and Total Severity was 101.57 (SD = 152.69). The data,
for the LCD group, shows that the mean score for Nausea was 0.00 (SD = 0.00), Oculomotor
Discomfort was 1.52 (SD = 3.20), Disorientation was 0.00 (SD = 0.00) and Total Severity was
5.67 (SD = 11.95).
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Table 24: Simulator Sickness Questionnaire Change Scores Descriptive Statistics
Nausea
HMD

LCD

Total

Oculomotor
Discomfort Disorientation

Total
Severity

Mean

6.68

12.13

8.35

101.57

SD

10.11

16.84

17.61

152.69

Mean

0.00

1.52

0.00

5.67

SD

0.00

3.20

0.00

11.95

Mean

3.34

6.82

4.18

53.62

SD

7.75

12.99

12.85

116.32

A series of one-way ANOVAs (α = 0.05) (Table 25), with the SSQ change scores as
dependent variables and visual modality as the independent variable, were conducted. No main
effect of visual modality was found for the Nausea subscale [F (1, 18) = 4.37, p = 0.051]. No
main effect of visual modality was discovered for the Oculomotor Discomfort subscale [F (1, 18)
= 3.83 p = 0.07]. No main effect of visual modality was discovered for the Disorientation
subscale [F (1, 18) = 2.25, p = 0.15]. Finally, no main effect of visual modality was discovered
for the Total Severity score [F (1, 18) = 3.92, p = 0.06].
Table 25: ANOVA Summary for Sickness Questionnaire Change Scores
Source

SS

DF

MS

F

P

F Critical

Nausea
Oculomotor
Discomfort

222.98

1

222.98

4.37

0.05

4.41

563.07

1

563.07

3.83

0.07

4.41

Disorientation
Total
Severity

348.78

1

348.78

2.25

0.15

4.41

45985.09

1

45985.09

3.92

0.06

4.41

There was no significant effect of visual modality on simulator sickness (Figure 37). We
reject this hypothesis as no support has been found. There is no statistical difference in the SSQ
subscale scores nor Total Severity scores between different visual modality groups.
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Figure 37: Study #2 Mean Sickness Questionnaire Change Scores
Hypothesis 3: Level of Immersion
Hypothesis 3 was "there does not exist a relationship between an individual's immersive
tendency score and their performance and level of presence in a Mixed Reality Aerial Door
Gunnery Training environment".
In order to test hypothesis 3, a series of linear regression tests were run to determine
whether a linear relationship existed between the explanatory variable (Immersive Tendencies
Questionnaire Score (ITQ)) and the response variable, performance. Performance, for this
hypothesis test, was the average score the participant achieved over their three trials.
The first regression test run was all participants' performance coupled with their ITQ
score (Figure 38) (Table 26). ITQ score did not predict subject performance, β = 0.14, t(19) =
1.18, p = 0.25. ITQ score also did not explain a significant proportion of variance in performance
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scores R2 = 0.07, F(1, 18) = 1.39, p = 0.25. Thus we conclude no linear relationship existed
between ITQ score and performance.

Figure 38: Study #2 Linear Regression Results for ITQ and Performance Scores
Follow-on regressions were conducted based upon visual modality and performance
(Table 26). Similar to the aggregated regression test, we conclude no linear relationship exists.
ITQ score did not predict LCD subject performance, β = 0.16, t(9) = 1.10, p = 0.30. ITQ score
also did not explain a significant proportion of variance in performance scores R2 = 0.13, F(1, 8)
= 1.21, p = 0.30. ITQ score did not predict HMD subject performance, β = 0.07, t(9) = 0.30, p =
0.78. ITQ score also did not explain a significant proportion of variance in performance scores
R2 = 0.01, F(1, 8) = 0.09, p = 0.78.
Pearson’s product–moment correlation coefficients were calculated to find the statistical
relationships among performance and immersive tendency of participants. Results indicated that
immersive tendency scores were not significantly correlated with performance scores (Table 26).
No relationship was found between ITQ and all participants' performance (r = 0.27, p = 0.25).
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No relationship was found between ITQ and LCD subject performance (r = 0.36, p = 0.30). No
relationship was found between ITQ and HMD subject performance (r = 0.10, p = 0.78).
Table 26: Summary of Linear Regression Results for ITQ and Performance Scores
Group
All
LCD
HMD

Coefficient
0.14
0.16
0.07

t Stat
1.18
1.10
0.30

P-value
0.25
0.30
0.78

R Square
0.07
0.13
0.01

F
1.39
1.21
0.09

Significance F Pearson's CC
0.25
0.27
0.30
0.36
0.78
0.10

P-value
0.25
0.30
0.78

Additionally, regression was conducted to determine if a linear relationship existed
between the explanatory variable (Immersive Tendencies Questionnaire Score (ITQ)) and the
response variable, Presence Questionnaire (PQ) score (Figure 39) (Table 27). We found no linear
relationship exists. ITQ score did not predict PQ score, β = -0.13, t(19) = -0.35, p = 0.73. ITQ
score also did not explain a significant proportion of variance in PQ scores R2 = 0.007, F(1, 18) =
0.12, p = 0.73. Results indicated that immersive tendency scores were not significantly correlated
with PQ scores (r = 0.08, p = 0.73).

Figure 39: Study #2 Linear Regression Results for ITQ and PQ Scores
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When segregated by visual modality, we found no linear relationship existed between the
explanatory variable (ITQ) and the response variable, Presence Questionnaire (PQ) score. For the
HMD visual modality, ITQ score did not predict PQ score, β = -0.37, t(9) = -1.04, p = 0.33. ITQ
score also did not explain a significant proportion of variance in PQ scores R2 = 0.12, F(1, 8) =
1.08, p = 0.33. Results indicated that immersive tendency scores were not significantly correlated
with PQ scores (r = 0.35, p = 0.33). For the LCD visual modality, ITQ score did not predict PQ
score, β = -0.17, t(9) = -0.29, p = 0.78. ITQ score also did not explain a significant proportion of
variance in PQ scores R2 = 0.01, F(1, 8) = 0.09, p = 0.78. Results indicated that immersive
tendency scores were not significantly correlated with PQ scores (r = 0.10, p = 0.78).
Table 27: Summary of Linear Regression Results for ITQ and PQ Scores
Group
All
HMD
LCD

Coefficient
-0.13
-0.37
-0.17

t Stat
-0.35
-1.04
-0.29

P-value
0.73
0.33
0.78

R Square
0.01
0.12
0.01

F
0.12
1.08
0.09

Significance F Pearson's CC
0.73
0.08
0.33
0.35
0.78
0.10

P-value
0.73
0.33
0.78

Hypothesis 4: Level of Presence
Hypothesis 4 was "the level of presence in the HMD visual group will be equal to the
level of presence in the flat screen visual group". Participants completed their Presence
Questionnaire (PQ) after simulator exposure. The PQ provided a numerical value of the degree
of presence the trainee experienced, as reported by the individual. The independent variable was
visual modality.
Means and standard deviations for the PQ scores, per participants' self-reported responses
to the PQ, are reported in Table 28. The data shows that the mean PQ score for the HMD group
was 124.50 (SD = 12.39). The mean PQ score for the LCD group was 106.20 (SD = 26.01).
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Table 28: Presence Questionnaire Descriptive Statistics
Presence
HMD

LCD

Total

Mean

124.50

SD

12.39

Mean

106.20

SD

26.01

Mean

115.35

SD

21.94

A one-way ANOVA was conducted. No main effect of visual modality was found for the
Presence Questionnaire score [F (1, 18) = 4.04, p = 0.06]. ]. A post-hoc Student T-test, with
Bonferroni corrections at α = 0.01, was then conducted. The post-hoc test revealed there was no
statistical difference in PQ between both visual modality groups [t(18) = -2.01, p = 0.06].

Figure 40: Study #2 Mean Presence Questionnaire Scores
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CHAPTER FIVE: DISCUSSION AND RECOMMENDATIONS
Chapter Five Summary
The purpose of this study was to determine the effect that visual modality had on Mixed
Reality Aerial Door Gunnery. This chapter reviews study conclusions, statistical power analysis
and discusses lessons learned and offers recommendations for future research.
Conclusions
Hypothesis 1: Performance Effect of Different Visual Modalities
The test results of Hypothesis 1, "the mean door gunner performance in the HMD visual
group will be equal to the mean door gunner performance in the flat screen visual group", were
conflicting. For the expert group, results indicated no difference in performance between the
HMD group and the LCD group at α = .05. Scenario did have a significant main effect on the
expert group's performance at α = .05. A significant difference in performance was discovered
in the novice population, with the novice HMD group outperforming the novice LCD group at α
= .05. Scenario did have a significant main effect on the novice group's performance at α = .05.
No significant interaction between visual modality and trial was discovered for either expertise
group.
A possible explanation for the conflicting performance results amongst different expertise
groups involves the spatial component of the aerial door gunnery training task. The task of aerial
door gunnery can be decomposed into detection, acquisition and engagement sub-tasks. In order
to be successful, participants needed to rapidly detect (visually identify) and acquire (slew their
armament system) targets prior to engaging them with the machine gun. Target detection and
acquisition, the primary spatial component of this task, was easier for participants in the HMD
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treatment than the LCD treatment because of both the slightly wider field of view (~80 in each
direction) as well as the HMD's head-tracking capability. The HMD treatment had approximately
1.9 more seconds to detect and acquire incoming targets than the LCD treatment. However, the
actual time differential was always less than this, as at no point, in any scenario, was only one
target presented to a participant. The expert group was able to overcome that time differential, in
large part due to their familiarity and experience with the training task. For the novice group,
who had no prior NCM experience but did possess machine gun experience, less time to detect
and acquire targets proved to be the primary driver behind the performance difference found
between visual modality treatments. This finding is congruent with Knerr's (2007) determination
that HMDs are slightly more effective than traditional visual displays when performing spatially
oriented tasks in a virtual environment. In essence, visual modality had a greater effect on novice
performance than expert performance.
In general, the goal of simulation-based training is to optimize the degree of transfer to
the trainee. Furthermore, the goal of the simulation Program Manager is to balance cost and
schedule constraints with required performance parameters. Recent research in visual modality
and wearable simulation, specifically (Barnett & Taylor, 2012) and (Taylor & Barnett, 2011),
found that wearable simulation is less suitable and more costly than desktop-based training.
While their conclusion may seem counterintuitive, the authors propose that the higher cost and
higher degree of simulator sickness induced do not justify the procurement of these training
systems. This study partially supported the authors' research as it was empirically found that no
performance difference can be attributed to the HMD in the NCM3 for the expert group.
However, performance was superior in the HMD treatment for the novice group.
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Assuming that superior performance in the simulation will result in superior performance
in the operational environment, the Program Manager continues to face a dilemma based on the
results of this study. If the simulator's intended audience is an expert population, then the wise
choice for the Program Manager is to procure the LCD, at a cost of one-tenth the HMD's price
since the degree of transfer has been shown to be the same between both visual modalities.
However, if the simulator's training pool involves a novice population, or a mixture of expert and
novice participants, then the prudent decision is to procure the HMD since higher transfer has
been empirically demonstrated using that visual modality with a novice population.
This study's expert group's results partially supports prior research that concluded
minimal or no benefit exists when training with a HMD versus a traditional desktop
configuration. Manrique (1998), Ntuen and Yoon (2002), Knerr (2007), Singer et al. (1995) and
Jacquet (2002) all reached similar conclusions with their research. However, this study also
partially refutes those same studies when analyzing the novice population's performance. As
such, this study's findings for Hypothesis 1 are not conclusive.
Hypothesis 2: Level of Simulator Sickness
The test results of Hypothesis 2, "simulator sickness is greater in the HMD visual group
than the flat screen visual group" indicated no difference in the level of simulator sickness
between both visual modality groups. These results apply to both studies and thus hypothesis 2
was subsequently rejected. Statistically, there was no difference between the HMD and LCD flat
screen group SSQ Total Severity change scores at α = .05. There also was no statistical
difference in the treatment groups' Nausea, Oculomotor Discomfort or Disorientation subscale
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change scores. Thus we reject hypothesis 2 and conclude that the level of simulator sickness was
the same amongst both groups.
Possible explanations for the equal level of SS amongst both visual treatments are the
task, simulator and exposure time. The task being trained, aerial door gunnery, is stationary in
nature. Door gunners are statically located at the aircraft aperture. Movement, in both visual
treatments, consists of the trainee rotating his/her head to detect, acquire and engage enemy
targets. There is minimal opportunity for propriocentric and visual system dissonance in this
training task. Another possible explanation for the lack of SSQ difference amongst visual
modality groups may be attributed to the moderate field of view of the NCM3's HMD. The NVIS
nVisor MH60 has a 60 degree FOV, which is approximately similar to the 45 degree FOV that
the flat screen treatment affords. This finding, however, seems to contradict recent
experimentation, particularly in the area of wearable simulation (Knerr, 2007) (Barnett & Taylor,
2012). However, Arthur (2000) did find minimal differences in SS scores when he studied HMD
FOVs and their effect on SS. Additionally, participants donned the HMD without eyecups,
allowing them to retain peripheral vision of the live environment, which has been shown to
reduce SS. Finally, participants' exposure to the simulator was less than 30 minutes, which has
been found to decrease SS incidents.
Hypothesis 3: Level of Immersion
Hypothesis 3 was "there does not exist a relationship between an individual's immersive
tendency score and their performance and level of presence in a Mixed Reality Aerial Door
Gunnery Training environment ". The test results of hypothesis 3 indicated no linear relationship
existed between a subject's Immersive Tendencies Questionnaire Score (ITQ) and their
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performance score nor their perceived level of presence. Furthermore, results indicated that
immersive tendency scores were not significantly correlated with performance scores nor with
PQ scores. These results apply to both studies and thus hypothesis 3 was not rejected. Based on
the results of this study, it is difficult to conclude the ITQ is a useful predictive tool. The ITQ
was not found to be a reliable predictor of performance nor did it predict the level of presence a
participant would achieve in the simulator.
Hypothesis 4: Level of Presence
The test results of Hypothesis 4, "the level of presence in the HMD visual group will be
equal to the level of presence in the flat screen visual group" indicated no difference in the level
of presence perceived by subjects in either visual treatment. These results apply to both studies
and thus hypothesis 4 was not rejected at α = .05 as we found no statistical difference in the PQ
scores amongst visual treatment groups. The lack of difference in the level of presence amongst
both visual groups was consistent with existing literature.
The author posits that the level of immersion in the simulator was approximately equal
amongst both visual treatments. The rationale for this assertion is attributed to the immersive
effects of both the simulated flight helmet and the NCM3's tracking capability of the machine
gun. Both of these capabilities, when coupled together, possibly mitigate any different immersive
effects that the two visual modalities inherently possess. Furthermore, the author posits that the
level of presence experienced by participants was driven more by the task being conducted than
the visual modality being employed. In this experiment's case, the kinetic emphasis of the three
scenarios overcame any effect that the visual modality had on participants' level of presence.

97

Statistical Power Analysis
A priori and post-hoc statistical power analysis were conducted as part of this study. A
priori statistical power analysis was conducted in order to properly design the study (i.e. acquire
the necessary sample sizes), which has been deemed critical by Lenth (2001). Post-hoc statistical
power analysis was conducted to calculate the actual power values obtained. Per Cohen (1992),
statistical power analysis involves four variables: sample size, significance, effect size and
statistical power. Soper's online statistical calculators (Soper, 2013) and G*Power version 3.1.7
(Faul, Erdfelder, Lang, & Buchner, 2007) were utilized for statistical power analysis in this
study.


Significance (α): α represents the risk of making a Type I error, whereby one mistakenly
rejects the null hypothesis (Cohen, 1992) and concludes a difference exists between
groups of data. Thus, 1- α is the probability of correctly determining there is no
difference between groups of data. For this study, α was set at 0.05. Post-hoc T-tests
employed a Bonferroni correction, reducing α to 0.01.



Power (1 - β): β is the inverse of α. β is the probability of making a Type II error,
whereby we determine no difference exists between groups of data when in fact a
difference does exist. 1 - β is known as statistical power and represents the probability of
rejecting a false null hypothesis (Cohen, 1992). Power is the probability of not
committing a Type II error (Wikipedia, 2013).



Sample size (N): per Cohen (1992), the researcher needs to know the sample size
necessary to attain the desired statistical power.
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Effect Size (ES): according to Cohen (1992) effect size is "the degree to which H0 is false
is indexed by the discrepancy between H0 and HA, and is called the ES. Each statistical
test has its own ES index".
A Priori Statistical Power Analysis
According to Lenth (2001), sample size planning is important in order to effectively

design a study. Per Cohen (1992), the goal of power analysis is to acquire the necessary sample
size to attain a power level of 0.80, the conventional standard (when α = .05), and thus reduce the
probability of making a Type II error. A priori statistical power analysis was conducted in order
to obtain the requisite sample sizes needed to achieve a power level of 0.8. A medium effect size
was used for all calculations and was the default setting of G*Power 3 (Faul, Erdfelder, Lang, &
Buchner, 2007). Table 29 depicts the necessary sample sizes, by hypothesis, in order to achieve a
power value of 0.8.
Table 29: A Priori Statistical Power Analysis
Hypothesis
1
2
3
4

A Priori Statistical Power Analysis
Statistical Test
α
ES
Required N Desired Power
Two Factor ANOVA with Replication
0.05
0.25
86 (43/group)
0.8
Single Factor ANOVA
0.05
0.25 128 (56/group)
0.8
Regression
0.05
0.15
55
0.8
Single Factor ANOVA
0.05
0.25 128 (56/group)
0.8

With Power set at 0.8, α = 0.05 and a Medium Effect size, the results of a priori statistical
analysis revealed that a total sample size of 86 for hypothesis 1, 128 for hypotheses 2 and 4 and
55 for hypothesis 3 would be required. Using the highest sample size calculated, a total sample
size of 128 was required to achieve a power value of 0.8.
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Post-Hoc Statistical Power Analysis
Post-hoc statistical power analysis was conducted for each hypothesis test (Table 30)
using G*Power 3 statistical software. For the novice group, with Sample Size set at 76, α = 0.05
and maintaining Cohen's convention of a Medium Effect size, the results of post-hoc statistical
power analysis reveal a Power value of 0.75 for hypothesis 1, 0.58 for hypotheses 2 and 4 and
0.92 for hypothesis 3. For the expert group, with Sample Size set at 20, α = 0.05 and using
Cohen's convention of a Medium Effect size, the results of post-hoc statistical power analysis
reveal a Power value of 0.25 for hypothesis 1, 0.19 for hypotheses 2 and 4 and 0.37 for
hypothesis 3. The author's concern is that the probability of committing a Type II error is much
higher for the expert group, although this is slightly reduced when we replace Cohen's
convention of a Medium Effect size with the calculated Effect Sizes.
Table 30: Post-Hoc Statistical Power Analysis
Post-Hoc Statistical Power Analysis
Hypothesis
1
2
3
4

Statistical Tests
Statistical Test
Two Factor ANOVA with Replication
Single Factor ANOVA
Regression
Single Factor ANOVA

α
0.05
0.05
0.05
0.05

ES
0.25
0.25
0.15
0.25

Actual N
76
76
76
76

Novice
Actual Power
0.75
0.58
0.92
0.58

Expert
Actual N
Actual Power
20
0.25
20
0.19
20
0.37
20
0.19

Lessons Learned
The results of this study demonstrated that visual modality had a significant effect on
novice door gunners' performance in a mixed reality simulator, but no significant effect on expert
door gunners' performance. The novice group's result was not expected by the author based upon
the literature review conducted. Of concern, are the low power values for the expert group's
hypotheses tests. This experiment would have provided more meaningful results if either a larger
expert sample size was obtained or experts executed the experiment with visual modality as a
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within-subjects independent variable. Additionally, this experiment would have provided more
meaningful results if the participants were subsequently tested on aerial door gunnery in a live
environment (using real aircraft, weaponry and ammunition). However, due to resource
constraints and safety considerations, this was not possible.
Additionally, this study demonstrated that simulator sickness was statistically equal
between the HMD group and the LCD flat screen group, an unexpected result. However, the
Principal Investigator designed this experiment to support throughput and thus limited
participating soldiers' individual exposure to the simulator to under 30 minutes. This
undoubtedly affected the degree of SS experienced by participants, per the literature review.
Expectedly, immersive tendency was not found to be a reliable predictor of performance nor of
presence felt by the participants. Finally, the level of presence achieved by participants did not
differ by visual modality group, as expected.
This study can hopefully serve as a tool in the Program Manager's toolkit in order to have
a professional dialogue with his/her requirements manager and/or program proponent. Procuring
dual visual modalities for one simulator not only increased the complexity of the system but also
unnecessarily increased the cost. While the cost increase was not dramatic, due to the low
number of manned modules in the NCM3, this may not always be the case. This study hopefully
highlighted that the latest technology is not always the optimal solution, even though innovative
VR visual solutions, such as the Oculus Rift (Grossman, 2014), become more commonplace.
Analysis and trade-offs must be conducted and all parties must have a baseline understanding of
the second and third-order effects of these decisions.
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Furthermore, the results and lessons learned from this study are not unique to the military
nor specific to aerial door gunnery. The most effective visual modality selection is of paramount
importance to the designers of driving, flying, manufacturing and countless other types of virtual
simulators involving psychomotor task training. As examples, Bruzzone et al. (2011) describe
their development of a prototype portainer virtual simulator that will be used to train operators in
port-related tasks. van Wyck & de Villiers (2009) outline their approach to developing a virtual
reality prototype for safety training in mining and drilling operations. Insinna (2014) describes
industry's visual solution options for a new F-35 tactical simulation. This study may have been of
benefit to the authors during their respective simulation design phases, when they chose their
visual solutions.
As with any study, there are areas ripe for improvement. Simulator sickness
questionnaires could have been administered after every scenario iteration in order to determine
the temporal nature of SSQ levels and effects. In addition to measuring presence via
questionnaire, physiological measurements could also have been administered in order to obtain
even more accurate presence assessments. From an experiment execution standpoint, a
staggered arrival by participants would have reduced the amount of waiting time for second,
third and fourth iteration participants. However, as with all coordination activities, the more
complex the schema, the more challenges that arise.
Recommendations for Future Research
In this study, we analyzed the effect different visual modalities had on the performance of
aerial door gunnery in a mixed reality training environment. Although it was not possible to
validate the study's results in a live training environment, this would obviously represent the
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major recommendation moving forward. The measurement of the degree of transfer, based upon
visual modality used in the simulator, to the live environment, would be a worthwhile endeavor.
Similar to this study, the recommendation would be for the research team to employ a betweensubjects experimental design.
Additional recommendations for future research include: 1) add additional visual
treatments, such as a wider FOV HMD and wider FOV adaptable, curveable flat screen displays,
to ascertain the true impact of FOV on this particular training task; 2) add an additional,
discontinuous session with the participants and compare the rate of performance decay that both
visual modality groups experience; 3) modify the experimental design and compare performance
by employing the visual treatment as a within-subjects independent variable for the expert group,
based upon the lower density of these soldiers; 4) add a third group to the study, with a lower
expertise level than the current novice bracket (perhaps from a combat support unit) and thus
change the study to a 3 X 2 X 3 experimental design; and 5) isolate and measure performance
during the detection and acquisition phases of aerial door gunnery since the spatial component of
the training task was found to have an effect on novice performance.
While training in a live environment that accurately replicates the conditions that will be
found in the "real" environment is the ideal, this is not always possible. In the case of this study,
acquiring aircraft and ammunition to perform aerial door gunnery was not possible due to
resource constraints and safety regulations. Indeed, the novice population for this study would
never have been allowed to train on this task in a live environment, although we asked this very
same population to do this task in combat over ten years ago (Curran, 2003). However,
simulator-based training bridges this gap, representing the "crawl" and "walk" phases of the
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Army's "crawl-walk-run" training model. Based on the results of this study, it is possible to
optimize performance gains in the "crawl" and "walk" phases of training by employing a
scientific and systematic approach to developing and designing these simulators. This is the
science of program management.
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