Let (Z n ) be a supercritical branching process in a random environment ξ. We study the convergence rates of the martingale W n = Z n /E[Z n |ξ] to its limit W . The following results about the convergence almost sure (a.s.), in law or in probability, are shown. (1) Under a moment condition of order p ∈ (1, 2), W − W n = o(e −na ) a.s. for some a > 0 that we find explicitly; assuming only EW 1 log W α+1 1 < ∞ for some α > 0, we have W − W n = o(n −α ) a.s.; similar conclusions hold for a branching process in a varying environment. (2) Under a second moment condition, there are norming constants a n (ξ) (that we calculate explicitly) such that a n (ξ)(W − W n ) converges in law to a non-degenerate distribution. (3) For a branching process in a finite state random environment, if W 1 has a finite exponential moment, then so does W , and the decay rate of P(|W − W n | > ǫ) is supergeometric.
Introduction and main results
We consider a branching process in a random environment described as follows. Let ξ = (ξ 0 , ξ 1 , ξ 2 , · · · ) be a stationary and ergodic sequence. Suppose that each realization of ξ n corresponds to a probability distribution on N = {0, 1, 2, · · · } denoted by p(ξ n ) = {p i (ξ n ) : i ∈ N}, where
A branching process (Z n ) in the random environment ξ is a class of branching processes in a varying environment indexed by ξ. By definition,
X n,i (n ≥ 0), where given the environment ξ, X n,i (n ≥ 0, i ≥ 1) is a sequence of (conditionally) independent random variables; each X n,i has distribution p(ξ n ).
Given ξ, the conditional probability will be denoted by P ξ and the corresponding expectation by E ξ . The total probability will be denoted by P and the corresponding expectation by E. As usual, P ξ is called quenched law, and P annealed law.
Let F 0 = F(ξ) = σ(ξ 0 , ξ 1 , ξ 2 , · · · ) and F n = F n (ξ) = σ(ξ 0 , ξ 1 , ξ 2 , · · · , X k,i , 0 ≤ k ≤ n − 1, i = 1, 2, · · · ) be the σ-field generated by the random variables X k,i , 0 ≤ k ≤ n − 1, i = 1, 2, · · · , so that Z n are F n -measurable. For n ≥ 0 and p ≥ 1, set
m n = m n (1), and P 0 = 1,
Then m n (p) = E ξ X p n,i and P n = E ξ Z n . It is well known that the normalized population size
is a nonnegative martingale under P ξ for every ξ with respect to the filtration F n , and
exists almost surely (a.s.) with EW ≤ 1.
We consider the supercritical case where E log m 0 ∈ (0, ∞), so that P(Z n → ∞) > 0. For simplicity, letX n,i = X n,i m n ,X n =X n,1 .
(1.1)
From the definitions of Z n and W n , we have
(X n,i − 1). (1.2) In the present paper, we are interested in the convergence rates of W − W n .
We first consider the a.s. convergence rate. For a Galton-Watson process, Asmussen (1976, [1] ) showed that W − W n = o(m −n/q ) a.s. and P(W > 0) > 0 if and only if EZ p 1 < ∞ , where 1 < p < 2, 1/p + 1/q = 1 and m = EZ 1 ∈ (0, ∞), and that W − W n = o(n −α ) a.s. if EZ 1 (log + Z 1 ) 1+α < ∞ for some α > 0. The following two theorems show that similar results hold for a branching process in a random environment.
where 1/p + 1/q = 1.
Remark. As E log m 0 ∈ (0, ∞), it can be easily seen that E log E ξ (
moreover, the series n (W − W n ) converges a.s. if α ≥ 1.
We shall see after the remark after the proof of Theorem 1.2 that the condition E
We next show that under a second moment condition, with an appropriate normalization, W − W n converges in law to a non-trivial distribution. Recall that for a Galton-Watson process, Heyde (1970, [8] ) proved that if m = EZ 1 ∈ (0, ∞) and σ 2 = V arZ 1 ∈ (0, ∞), then m n/2 (W − W n ) converges in law to a non-degenerate distribution. We shall prove that similar results hold for a branching process in a random environment. Let
It can be easily checked that δ 2 ∞ (ξ) > 0 a.s. if and only if p i (ξ 0 ) < 1 a.s. for all i ≥ 0. By a result of Jagers (1974, [11] ), δ 2 ∞ (ξ) is the variance of W under P ξ if the series converges. Indeed, by (1.2) and the orthogonality of martingale, it is not hard to see that
Therefore the martingale {W n } is bounded in L 2 under P ξ if and only if the series converges; when it converges, δ 2 ∞ (ξ) is the variance of W under P ξ . In Lemma 3.1 we shall see that the series
As usual, we write T n ξ = (ξ n , ξ n+1 , · · · ) if ξ = (ξ 0 , ξ 1 , · · · ) and n ≥ 0. We have the following theorem.
, where G is a gaussian random variable with distribution N (0, 1),
x −∞ e −t 2 /2 dt be the distribution function of distribution N (0, 1). It can be easily seen that
In fact, (1.4) is a quenched version of a convergence result in law: it states that the quenched law of
converges in some sense to a non-degenerate distribution; (1.5) is a annealed version of convergence in law: it says that the annealed law of U n converges to a non-degenerate distribution.
For the Galton-Watson process, (1.4) and (1.5) reduce to the result of Heyde (1970) . We mention that if we change the norming, then we can obtain central limit theorems. In fact, in extending the theorems of Hedye (1971, [9] ) and Heyde and Brown (1971, [10] ) on the GaltonWatson process, Gao, Liu and Wang (2010, [17] ) have recently shown that (1.4) and (1.5) hold with P n replaced by Z n and Φ i (i = 1, 2) replaced by Φ(x) = 1 √ 2π
x −∞ e −t 2 /2 dt. Compared to this result, the advantage of Theorem 1.3 is that the norming therein depends only on the environment.
We finally show a super-geometric convergence rate in probability for a branching process in a finite state random environment under an exponential moment condition. 6) and
where m = essinf m 0 > 1. The rest of this paper is organized as follows. In Section 2, we consider a branching process in a varying environment and show the a.s. convergence rate of W − W n . In Sections 3-5, we consider a branching process in a random environment and prove the main results: we prove Theorems 1.1 and 1.2 in Section 3, Theorem 1.3 in Section 4 and Theorem 1.4 in Section 5.
Branching process in a varying environment
In this section, we consider a branching process (Z n ) n≥0 in a varying environment. By definition,
where (X n,i ) i≥1 are independent on some probability space (Ω, P); each X n,i has distribution p(n) = {p i (n) : i ∈ N} on N = {0, 1, 2, · · · }, where
and
Then the normalized population size
is a nonnegative martingale with respect to the filtration F n , and the limit
exists with EW ≤ 1. It is known that there is a nonnegative but possibly infinite random variable
We are interested in the supercritical case where
Here we assume that lim n→∞ P n = ∞.
The following two theorems show the a.s. convergence rate of W − W n for a branching process in a varying environment under different moment conditions. Theorem 2.1. Let p ∈ (1, 2) and
and the series n (W − W n ) converges a.s. when α ≥ 1.
We shall prove Theorems 2.1 and 2.2 by an argument similar to that used in Asmussen (1976, [1] ). The crucial idea is to find an appropriate truncation to show the convergence of the series n a n (W n+1 − W n ) with suitable a n , which gives information on the convergence rate of W − W n .
(ii) The convergence of ∞ n=1 nβ n implies that of
Fix N , let a n = 1/α N +n and b n = β N +n . Notice that a n ↓ 0 and |
Applying Lemma 2.1 with β n = W n+1 − W n , we immediately get the following lemma.
Lemma 2.2. Let (a n ) be a sequence of real numbers. If a n ≥ 0, a n ↑ ∞, then n a n (
Now we give the proofs of Theorems 2.1 and 2.2.
Proof of Theorem 2.1. (i) Since p 0 (n) = 0 for all n, we have P 1/q n ↑ ∞. By Lemma 2.2, to show (2.3), we only need to prove that
We shall prove that each of the three series on the right handside converges a.s..
For the first series, we show that P (S n = S ′ n i.o.) = 0, which implies the a.s. convergence of
. By the Borel-Cantelli lemma, it is sufficient to show that
By the independence of Z n and X n,i and Markov's inequality, we have
For the second series, let
Obviously, {A n } forms a martingale with respect to {F n+1 }. By the convergence theorem for L 2 -bounded martingale, lim sup n→∞ EA 2 n < ∞ implies that
it suffices to show that
For the third series, notice that
n,i as in the proof of (i), and reset S n , S ′ n as
Like the proof of (i), it suffices to show that
Since lim inf n→∞ log Pn n = a > 0, for any δ > 0, there exists an integer n 0 depending on δ such that
By a calculation similar to that in the proof of (i), and using (2.7), we have for n ≥ n 0 ,
Taking δ > 0 small enough such that
we see that (2.6) holds since
As in the proof of Theorem 2.1, if (2.6) still holds for S n , S ′ n defined above, then the series ∞ n=0 n α (W n+1 − W n ) converges a.s., which implies (2.5) and the a.s. convergence of the series n (W − W n ) by Lemma 2.2. Since lim inf n→∞ log Pn n = a > 0, we have lim inf n→∞ 1 n log P n n α = a > 0. So for 0 < a 1 < a, there exists an integer n 1 depending on δ such that
Now for n large enough,
where the second inequality holds because the function x(log + x) 1+α (log + log + x) 1+ε is increasing, and the last inequality holds because of (2.8).
Next, notice that the function f (x) = x(log x) −(α+1) (log log x) −(1+ε) is increasing and positive on (c, +∞), where c is a positive constant. Thus for n large enough,
Similarly, for n large enough,
By (2.9), (2.10) and (2.11), it is clear that (2.6) still holds for S n , S ′ n defined at the beginning of the proof, since n
3 Proofs of Theorems 1.1 and 1.2
For a branching process (Z n ) in a random environment, when the environment ξ is fixed, it is a branching process in a varying environment. So we can directly apply the results for a branching process in a varying environment to (Z n ) by considering the conditional probability P ξ and the corresponding expectation E ξ .
Lemma 3.1 ( [7] , Theorem 1). Let (α n , β n ) n≥0 be a stationary and ergodic sequence of nonnegative random variables. If E log α 0 < 0 and E log + β 0 < ∞, then
To see the conclusion, it suffices to notice that by the ergodic theorem, under the above moment conditions, we have a.s. lim sup
Proof of Theorem 1.1. We shall prove Theorem 1.1 by applying Theorem 2.1. By the ergodic theorem, lim n→∞ log P n n = E log m 0 > 0 a.s..
. Since E log α 0 ∈ (−∞, 0) and E log
is a direct consequence of Theorem

2.1(ii).
Proof of Theorem 1.2. Instead of using Theorem 2.2 directly, to obtain more precise result, we choose another truncation function. SetX ′ n,i , S n , S ′ n like in the proof of Theorem 2.2 but with the truncation function 1 {X n,i (logX n,i ) κ ≤ Pn n α } in place of 1 {X n,i ≤ Pn n α } . The value of κ > 0 will be taken suitably large. It suffices to prove the P ξ -a.s. convergence of the following three series :
By a simple calculation, we have
So for some constant c 1 > 1, we have P n /n α ≥ c n 1 for n large enough. Therefore,
Now we consider the series
We have
Take f (x) = x(log x) −(α+1+δ) (δ > 0). It is clear that f (x) is increasing and positive on (c, +∞), where c is a suitably large positive constant. For n large enough,
It is easy to see that
Pn < ∞ a.s.. Besides, taking κ ≥ δ, we obtain
Remark. Thanks to the hypothesis 0 < E log m 0 < ∞, the condition E
To see this, one can repeat the above proof by considering the truncation function 1 {X n,i (log X n,i ) κ ≤ P n+1 n α } .
Proof of Theorem 1.3
Notice that
where W (n, j) (j = 1, 2, · · · ) denotes the limit random variable in the line of descent initiated by the jth particle of the nth generation. Under P ξ , (W (n, j)) j≥1 are independent of each other and independent of F n , and have the same distribution
Then E ξ V n,j = 0 and V ar ξ V n,j = 1. From (4.1), we have
Lemma 4.1. Let (r n ) ⊂ N be a sequence of positive integers such that r n → ∞ as n → ∞. Assume that δ ∞ (ξ) ∈ (0, ∞) a.s. and set
Proof. By the stationarity of the environment sequence, we have
Notice that (V 1,j ) j≥1 are i.i.d. under P ξ . By the classic central limit theorem,
So the dominated convergence theorem ensures that
So we only need to prove (1.4). For simplicity, we assume that P ξ (W > 0) = 1 a.s., in which case we have Φ 1 (x) = E ξ Φ(x/ √ W ). For the case where P ξ (W > 0) < 1 a.s., the proof is similar. By (4.3),
As Z n is independent of (V n,j ) j≥1 under P ξ , it follows that
By Lemma 4.1, for each sequence (n ′ ) of N with n ′ → ∞, there exists a subsequence (n ′′ ) of (n ′ ) such that n ′′ → ∞ and sup x∈R |F n ′′ (r n ′′ , x) − Φ(x)| → 0, whenever r n → ∞.
By (4.5) and the dominated convergence theorem, we see that for each x ∈ R, a.s.
Therefore a.s. (4.6) holds for all rational x, and then for all x ∈ R by the monotonicity of the left term and the continuity of the right term. Hence by Dini's theorem,
By the dominated convergence theorem, this implies that
So we have proved that for each subsequence (n ′ ) of N with n ′ → ∞, there is a subsequence (n ′′ ) of (n ′ ) with n ′′ → ∞ such that (4.7) holds. Thus (1.4) holds.
5 Proof of Theorem 1.4
In this section we consider a branching process (Z n ) in a finite state random environment, where each ξ n takes values in a finite set {a 1 , a 2 , · · · , a N }. For simplicity, we only consider the strongly supercritical case, i.e. p 0 (ξ 0 ) = 0 a.s.. Before the proof of Theorem 1.4, we first prove three lemmas.
The first lemma is an elementary result about the Laplace transform.
Lemma 5.1. Let X be a random variable with EX = 0. If Ee δ|X| ≤ K for some constants δ > 0 and K > 0, then Ee tX ≤ e K δ t 2 for t < δ 2 , where
Proof. For t < δ 2 ,
The second lemma is a generalization of a result of Athreya (1974, [4] , Theorem 4) on the Galton-Watson process about the exponential moments of W n ; see also Liu (1996, [12] , Theorem 2.1) for a slightly more complete result.
Lemma 5.2. Let (Z n ) be a branching process in a finite state random environment with m 0 > 1 a.s.. If E ξ e θ 0 W 1 ≤ K a.s. for some constants θ 0 > 0 and K > 0, then there exist constants θ 1 > 0 and
Proof. Assume that ξ 0 take values in a finite set {a 1 , a 2 , · · · , a N }. Denote
the probability generating distribution of p(ξ n ). Let ψ n (t, ξ) = E ξ e tWn , we have
Noticing that E ξ (W 1 − 1) = 0 and E ξ e θ 0 |W 1 −1| ≤ Ke θ 0 a.s., by lemma 1, we have for t < θ 0 2 ,
where The third lemma is a more general result than Theorem 1.4 about the supergeometric convergence rate of P ξ (|W − W n | > ε), where we do not assume that the environment has finite state space. Let φ ξ (θ) = E ξ e θW , it is clear that φ ξ (θ) < ∞ a.s. for 0 < θ ≤ θ 1 . Denote
For θ ≤ min{θ 1 , 1}, we have > 0. For P ξ (W n − W > ε), the argument is similar.
Proof of Theorem 1.4. Notice that E ξ e θ 0 W 1 depends only on ξ 0 . Therefore, when ξ 0 has a finite state space, the following three conditions are equivalent:
E ξ e θ 0 W 1 < ∞ a.s., esssup E ξ e θ 0 W 1 < ∞,
Moreover, notice that m 0 > 1 a.s. since p 0 (ξ 0 ) = 0 and p 1 (ξ 0 ) < 1 a.s.. By Lemma 5.2, there exist constants θ 1 > 0 and C 1 > 0 such that sup n E ξ e θ 1 Wn ≤ C 1 a.s.. Hence part (a) is a direct consequence of Lemma 5.2 and the equality (1.8) (with θ = θ 1 ). For part (b), by Lemmas 5.2 and 5.3, we see that (1.6) holds. Taking expectation in (1.6) and noticing the fact that P n ≥ m n , we immediately get (1.7).
