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Re´sume´
Les algorithmes d’optimisation classiques sont imple´mente´s selon un paradigme
fonctionnel qui place la me´thode d’optimisation au sommet de la hie´rarchie. Par
exemple, avec Scilab on e´crira la commande [f,xopt]=optim(costf,x0). Cette
instruction se chargera de tout le processus d’optimisation, sans controˆle possible de
l’utilisateur. Ce type d’imple´mentation est tre`s contraignant si l’on souhaite mettre
en œuvre des strate´gies d’optimisation plus souples, par exemple, pouvoir changer
d’optimiseur en cours d’optimisation, estimer un ou plusieurs me´ta-mode`les, etc.. . .
Nous proposons ici une organisation logicielle selon un paradigme objet ou` les
optimiseurs, les simulateurs et les me´ta-mode`les sont des objets de meˆme niveau
hie´rarchique. L’utilisateur peut alors “jongler” avec ces diffe´rents objets pour se
contruire des strate´gie d’optimisation personnalise´es.
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Remarques sur ce document
Toolbox OMD L’architecture Scilab de´crite dans ce document est imple´mente´e dans
la toolbox Scilab “OMD-toolbox”. Cependant, ce document n’est pas la documen-
tation de cette toolbox.
Exemples La plupart des exemples de ce document sont fournis comme exemples dans
la toolbox OMD (dossier OMD-toolbox/examples/spec).
Notations Dans ce document, on note d la dimension de l’espace, et n la taille d’un
ensemble de points de cet espace. Par exemple, un e´chantillon ale´atoire (ou plan
d’expe´riences) est repre´sente´ par une matrice n× d.
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Premie`re partie
Spe´cifications de l’architecture logicielle
1 De´couplage optimiseur – simulateur
Optimiser, c’est se de´placer dans un domaine. On part d’un ou plusieurs point(s), puis
on explore ite´rativement des nouveaux points, en taˆchant de localiser des points de bonne
performance. Traditionnellement, un algorithme d’optimisation de´crit ce cheminement
dans son ensemble : on l’imple´mente avec une boucle au milieu de laquelle figure l’appel
au simulateur. Cette boucle est encapsule´e dans une fonction, dont la fonction a` optimiser
en est un argument. Scilab ne de´roge pas a` cette re`gle ; par exemple, la fonction optim
s’invoque de la manie`re suivante :
[f, xopt] = optim(costf, x0)
ou` costf est la fonction a` optimiser.
Dans le contexte du projet RNTL/OMD, cette structure nous semble trop rigide. On
souhaite en effet construire des sce´narios d’optimisation plus e´volue´s : par exemple, deux
pas d’algorithme ge´ne´tique, construction d’un me´ta-mode`le, puis trois pas de gradient. . .
La fonction a` optimiser est elle aussi susceptible de varier en cours d’optimisation ; par
exemple si l’on utilise un me´ta-mode`le on veut pouvoir le re´-estimer, en changer, en
estimer plusieurs simultane´ment. . . On voit naturellement se dessiner ici une gestion objet
de l’algorithmique d’optimisation : une collection d’objets (optimiseurs, simulateurs,
me´ta-mode`les) a` assembler en fonction des besoins.
Dans cet objectif (qui est un objectif de de´couplage), le plus de´licat est de se´parer la
partie optimisation de la partie simulation. Pour y voir clair, observons le de´roulement
d’une proce´dure d’optimisation : c’est une se´quence d’ope´rations, avec re´gulie`rement des
appels au simulateur, ce qui peut se repre´senter comme sur la figure 1. Ceci nous permet
de donner une de´finition de l’optimiseur : c’est le morceau de programme qui se trouve
entre deux se´ries de simulations. Une version e´quivalente du diagramme pre´ce´dent, mais
qui illustre mieux le couplage optimiseur – simulateur est repre´sente´ sur la figure 2a.
S O S O S O
Fig. 1: De´roulement d’une proce´dure d’optimisation.
Un inte´reˆt de cette approche est de permettre d’envisager, de manie`re lisible, d’autres
sce´narios. Par exemple, la figure 2b repre´sente une strate´gie d’optimisation dans laquelle
on a simplement remplace´ le simulateur par un me´ta-mode`le. Le caracte`re modulaire
est encore plus visible avec l’exemple de la figure 3 : le couplage d’un optimiseur avec
un me´ta-mode`le permet de construire un nouvel optimiseur, qui peut eˆtre ainsi couple´
a` un simulateur ; dans la strate´gie qui est ainsi de´finie, faisant intervenir un optimiseur,
un simulateur et un me´ta-mode`le, l’optimisation est re´alise´e sur le me´ta-mode`le, ce
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(a) optimiseur – simulateur
O M
(b) optimiseur – me´ta-mode`le
Fig. 2: Strate´gies d’optimisation simples.
O M S
Fig. 3: Re´-estimation du me´ta-mode`le en cours d’optimisation.
me´ta-mode`le e´tant re´gulie`rement re´-estime´ par de nouvelles e´valuations du simulateur.
(L’imple´mentation de cette strate´gie est pre´sente´e a` la section 6.3.)
Un autre avantage de la programmation “objet” que nous proposons ici est de stocker
dans une structure bien identifie´e l’e´tat de l’optimisation a` un instant donne´. Ainsi, l’op-
timiseur peut eˆtre sauvegarde´ dans un fichier et recharge´ un autre jour ou sur une autre
machine. Cette capacite´ sera importante si nous envisageons un jour des architectures
de calcul distribue´es.
Remarque Les fonctions d’optimisation existantes de Scilab (optim, fsearch, . . .) ne
rentrent pas dans le cadre qui vient d’eˆtre e´voque´. Pour les utiliser, une petite adaptation
sera ne´cessaire (voir section 9).
2 Scilab, les listes et la programmation objet
Avant de pre´senter les e´le´ments de l’architecture, il est ne´cessaire de de´voiler les as-
tuces de programmation Scilab qui permettent de disposer d’un ersatz de programmation
objet1.
Types de listes Nous allons utiliser les listes de manie`re syste´matique pour structurer
les donne´es et modulariser les programmes. Scilab de´finit quatre types de listes : list,
tlist, mlist et struct.
Le type list est le type de liste le plus simple. Il contient des e´le´ments de type
arbitraire. Ces e´lements sont identifie´s par un indice selon la syntaxe l(i).
1Pour le lecteur qui trouverait cette section trop difficile en premie`re lecture, les rudiments de pro-
grammation objet en Scilab sont pre´sente´s en section 7.
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Les types tlist et mlist imple´mentent les listes type´es qui permettent de de´finir
des nouveaux types de donne´es. Il s’agit de´ja` de programmation objet. Pour chaque
nouveau type, on peut de´finir des actions associe´es par l’interme´diaire de la surcharge
des ope´rateurs2. Les types tlist et mlist permettent de nommer leurs e´le´ments, et ainsi
fournir une syntaxe du type objet.champ, comme dans la majorite´ des langages oriente´s
objets. Il n’y a pas de diffe´rence fondamentale entre ces deux types mais on pre´fe`rera en
ge´ne´ral le type mlist3.
Le type struct imple´mente les structures selon la syntaxe Matlab. Ce type est tre`s
pratique pour agre´ger diffe´rents objets dans une seule variable. Par exemple, les instruc-
tions suivantes cre´ent la variable v contenant deux champs x et y :
v = struct()
v.x = ...
v.y = ...
La variable v n’aura pas de type particulier (autre que st). Elle pourra eˆtre passe´e
comme argument d’une fonction, et c’est un moyen tre`s pratique et lisible de passer un
tre`s grand nombre de parame`tres (les e´le´ments de la struct) a` une fonction4.
Taxinomie De manie`re plus abstraite, de´finissons quatre cate´gories de listes :
1. Une L-liste (L pour liste) est une liste dont les e´le´ments sont accessibles par un
indice, selon la syntaxe l(i). En Scilab, cela correspond au type list ( ainsi
qu’aux types tlist et mlist avec une surcharge ade´quate de l’ope´rateur ()).
2. Une S-liste (S pour structure) est une liste dont les e´le´ments sont nomme´s et
accessibles selon la syntaxe l.nom. En Scilab, cela correspond aux types tlist,
mlist et struct.
3. Une O-liste (O pour objet) est une S-liste, type´e5, et pour laquelle on peut sur-
charger des ope´rateurs. Cela correspond en Scilab aux types tlist et mlist.
4. Une F-liste (F pour fonction) est uneO-liste pour laquelle on a surcharge´ l’ope´rateur
d’appel de fonction (). Dans la litte´rature informatique (par exemple dans la li-
brairie standard du C++), on appelle ceci un objet fonction ou foncteur. Les F-
listes correspondent en Scilab aux types tlist et mlist pour lesquels on surcharge
l’ope´rateur d’appel de fonction ().
Dans la suite de ce document, l’architecture est spe´cifie´e en termes de {L, S, O, F}-
listes. Sauf mention explicite du contraire, le programmeur est libre d’utiliser le type de
2La surcharge d’une fonction (ou d’un ope´rateur) consiste a` de´finir une fonction qui existe de´ja` mais
pour d’autres types de donne´es. Pour plus de de´tails, se reporter a` la documentation de Scilab a` la
rubrique overloading.
3Voir la documentation de Scilab a` la rubrique mlist pour la diffe´rence avec le type tlist.
4Le type struct, est une surcharge du type mlist et a e´te´ ajoute´ a` Scilab pour e´muler le type de
donne´es e´quivalent de Matlab. Les ope´rations sur le type struct dans Scilab ne sont donc pas tre`s
performantes.
5Voir la documentation de Scilab a` la rubrique typeof.
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liste de son choix (list, tlist, mlist, struct) correspondant a` la cate´gorie idoine6.
Construction d’un objet Nous allons pre´senter le principe de la construction d’un
objet sur un exemple simple, celui d’un me´ta-mode`le de type re´gression line´aire :
yi = β0 +
d∑
j=1
βjxij + εi (i = 1 . . . n)
ou` les εi sont n re´alisations inde´pendantes d’une loi N (0, σ
2). Sous forme matricielle, on
e´crit y = Xβ + ε, avec
y =


y1
...
yn

 , X =


1 x11 . . . x1d
...
...
...
1 xn1 . . . xnd

 , β =


β0
β1
...
βd

 , ε =


ε1
...
εn


Pour estimer les parame`tres β et σ2, on choisit la me´thode des moindres carre´s
ponde´re´s qui permet d’affecter un poids wi a` chaque observation yi
7. Avec cette me´thode
d’estimation, on cherche a` minimiser l’erreur quadratique ponde´re´e entre les observations
yi et les pre´dictions y˜i = β0 +
∑d
j=1 βjxij :
min
β
n∑
i=1
wi(yi − y˜i)
2
L’estimation du vecteur β est donne´e par la formule de Gauss-Markov :
βˆ = (X ′WX)−1X ′Wy (1)
ou` W = w In, w = (w1, . . . , wn)
′. L’estimation de la variance du re´sidu est donne´e par :
σˆ2 =
‖y −Xβˆ‖2
n− d− 1
(2)
Imple´mentation Les parame`tres estime´s βˆ et σˆ2, ainsi toutes les autres donne´es
relatives a` la re´gression vont eˆtre stocke´s dans un objet. Cet objet, de type linreg8 sera
un objet fonction (type abstrait F-liste, imple´mente´ par le type mlist) contenant les
champs suivants :
6Le programmeur pourra regretter de ne pas disposer d’un seul type de liste s’adaptant a` tous les cas
(comme le propose le langage R). . .
7Les moindres carre´s ponde´re´s sont typiquement utilise´s dans un cas d’he´te´rosce´dasticite´, c’est-a`-dire
quand le re´sidu de´pend du point x (par exemple, l’erreur de mesure de´pend du point ou` est faite la
mesure).
8Scilab ne reconnaˆıt pas les noms de types de´passant 8 caracte`res. Cette contrainte devrait disparaˆıtre
dans une prochaine version.
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– weights : vecteur des poids (vecteur de taille n).
– X : plan d’expe´riences (matrice n × d). C’est la matrice note´e pre´ce´demment X
sans la premie`re colonne de 1.
– y : observations associe´es aux points du plan d’expe´riences (vecteur de taille n).
– beta : estimation des coefficients β, note´ pre´ce´demment βˆ (vecteur de taille d+1).
– sigma2 : estimation de la variance du re´sidu, note´ pre´ce´demment σˆ2 (scalaire).
L’objet, appele´ this9, est de´clare´ comme une mlist contenant les champs de´sire´s :
this = mlist([’linreg’, ’weights’, ’X’, ’y’, ’beta’, ’sigma2’])
L’utilisateur fournit la valeur des champs weights, X et y. On suppose pour l’instant
qu’ils sont correctement initialise´s. Il reste donc a` initialiser les champs beta et sigma2,
qui sont calcule´s selon les formules (1) et (2) :
[n, d] = size(this.X)
X = [ones(n, 1), this.X]
y = matrix(this.y, -1) // (on s’assure que y soit un vecteur colonne)
W = diag(this.weights)
this.beta = (X’ * W * X) \ (X’ * W * y)
this.sigma2 = sum((y - this.beta).^2) / (n - d - 1)
Toutes ces instructions, qui constituent l’initialisation de l’objet “re´gression line´aire”
(ou linreg) peuvent eˆtre regroupe´es dans une fonction que l’on appelle constructeur :
1 function this = linreg(X, y, param)
2 this = mlist([’linreg’, ’weights’, ’X’, ’y’, ’beta’, ’sigma2’]
3 this.weights = param.weights
4 this.X = X
5 this.y = y
6 [n, d] = size(this.X)
7 X = [ones(n, 1), this.X]
8 y = matrix(this.y, -1)
9 W = diag(this.weights)
10 this.beta = (X’ * W * X) \ (X’ * W * y)
11 this.sigma2 = sum((y - X * this.beta).^2) / (n - d - 1)
12 endfunction
Notons que le parame`tre weights est passe´ au constructeur via la structure param.
En effet, les parame`tres ne peuvent pas eˆtre passe´s directement au constructeur, mais
doivent eˆtre auparavant encapsule´s dans une structure (S-liste). C’est une contrainte de
l’architecture pour permettre d’avoir une syntaxe similaire entre tous les me´ta-mode`les.
Donnons un exemple d’utilisation de ce contructeur par l’utilisateur final. Supposons
que les variables X et y contiennent respectivement le plan d’expe´riences et les observa-
tions correspondantes. Alors on pourra construire un objet re´gression tre`s simplement :
9Re´fe´rence non dissimule´e au C++.
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param = struct();
param.weights = ones(1, length(y)); // on met le me^me poids a`
// toutes les observations
ma_regression = linreg(X, y, param);
E´criture de me´thodes pour les objets Toujours sur l’exemple de la re´gression
line´aire, nous souhaitons utiliser notre objet pour effectuer des pre´dictions. Il faut donc
imple´menter la fonction qui effectue ces pre´dictions. Comme l’objet de type linreg est
une mlist, on va surcharger2 l’ope´rateur d’appel de fonction () de manie`re a` ce que
les pre´dictions se fassent selon la syntaxe des fonctions : y = ma regression(x). Cette
surcharge est imple´mente´e par la fonction suivante :
13 function [y, v] = %linreg_e(X, this) // "_e" pour extraction...
14 n = size(X, 1)
15 y = [ones(n, 1), X] * this.beta
16 v = this.sigma2 * ones(n, 1)
17 endfunction
Cette fonction renvoie la (ou les) valeur(s) pre´dite(s), ainsi que l’estimation de la variance
au(x) point(s) pre´dit(s), ici constante.
Extension du me´canisme de surcharge Le langage Scilab permet de surcharger
la majorite´ des ope´rateurs (+, (), . . .), ainsi que certaines fonctions internes (disp,
plot2d, . . .). Ce me´canisme permet une certaine ge´ne´ricite´, mais nous souhaitons de´finir
de nouvelles fonctions ge´ne´riques, par exemple la fonction ask qui se rapporte a` un
optimiseur :
x = ask(my_optimizer)
Lors de l’appel a` la fonction ask, l’optimiseur my optimizer propose, en fonction de
son type et de son e´tat interne, un jeu de variables x a` simuler. La fonction ask n’est
pas une fonction interne de Scilab, donc normalement, elle ne peut pas eˆtre surcharge´e.
Ne´anmoins, pour les besoins de l’architecture, nous avons de´veloppe´ un me´canisme de
substitution qui autorise cette surcharge. Ainsi, le de´veloppeur d’un optimiseur pourra
e´crire la fonction suivante :
function x = %<type_of_optimizer>_ask(optimizer)
L’appel a` la fonction ge´ne´rique ask sera redirige´10 vers la fonction spe´cifique
%<typeof optimizer> ask. Ce me´canisme permet d’inte´grer sans programmation supple´mentaire
le code des de´veloppeurs dans la plate-forme. Mais ce me´canisme permet surtout de con-
struire des strate´gies d’optimisation inde´pendamment des objets manipule´s (voir sec-
tion 6).
10La fonction evstr qui permet d’e´valuer une instruction donne´e comme une chaˆıne de caracte`res, ce
qui permet de cre´er de nouvelles instructions de manie`re dynamique. Ainsi, le corps de la fonction x =
ask(this) est le suivant : x = evstr(’%’ + typeof(this) + ’ ask(this)’).
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3 Simulateur
Un simulateur est un objet qui va re´aliser l’e´valuation des fonctions d’un proble`me
d’optimisation de la forme suivante :


min
~x
fi(~x) i = 1 . . . p
gj(~x) ≤ 0 j = 1 . . . q
hk(~x) = 0 k = 1 . . . r
Les fi sont les fonctions objectives, les gj les contraintes ine´galite´s et les hk les contraintes
e´galite´s. Un simulateur renvoie donc pour une valeur du vecteur ~x une valeur pour
chaque fonction du proble`me d’optimisation. Le simulateur peut e´galement renvoyer les
gradients de ces fonctions s’ils sont calcule´s, ainsi que toutes les donne´es provenant du
code de calcul juge´es utiles, typiquement des donne´es sur le de´roulement de la simulation
(crite`res de convergence. . .).
Sur le plan de l’imple´mentation en Scilab, un simulateur doit pouvoir s’invoquer
comme une fonction :
y = nom_du_simulateur(x)
avec
– x : un vecteur ligne de dimension d.
– y : les diffe´rents e´le´ments de la re´ponse, objectifs, contraintes, gradients. . ., sous la
forme d’un objet de type “criteria” (voir paragraphe suivant).
Sauf cas tre`s simple, un simulateur n’est jamais une fonction mais un objet fonction
(F-liste).
Objet de type “criteria” La variable y est un objet (O-liste) de type criteria
contenant les champs suivants :
– objective : les valeurs des fonctions objectifs (scalaire ou vecteur),
– list grad objective : les nume´ros des fonctions objectifs dont les gradients sont
calcule´s (scalaire ou vecteur),
– grad objective : les valeurs des gradients des fonctions objectif (vecteur ou ma-
trice),
– constraint, list grad constraint, grad constraint : meˆmes de´finitions pour
les contraintes d’ine´galite´s,
– econstraint, list grad econstraint, grad econstraint : meˆmes de´finitions
pour les contraintes d’e´galite´s,
ainsi que tous les champs ne´cessaires pour les sorties additionnelles. Tous ces champs
sont optionnels.
Rajoutons trois contraintes d’inte´grite´ :
1. Les tailles d’un champ principal (objective, constraint, econstraint) et du
champ des gradients associe´ (grad ) doivent eˆtre compatibles :
– si le champ principal est un scalaire, alors le champ des gradients est un vecteur
de taille d.
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– si le champ principal est un vecteur, alors le champ des gradients est une ma-
trice de d colonnes. Les gradients sont stocke´s en lignes : le nombre de lignes
correspond au nombre de gradients calcule´s (donne´s par le champ list grad ).
2. Si tous les gradients sont calcule´s, le champ list grad est optionnel.
3. Dans le cas ou` des de´rive´es ne sont pas calcule´es par rapport a` toutes les variables,
on retournera %nan pour les valeurs non calcule´es. Par exemple en dimension 3
avec une seule fonction objective f , si le code calcule uniquement les de´rive´es de
f par rapport a` x1 et x3 , alors le champ grad objective contiendra le vecteur [
∂f/∂x1 , %nan, ∂f/∂x3 ].
Exemple Nous allons imple´menter un simulateur ayant pour simple objectif la fonction
f(x1, x2) = x1 + αx2, sans contrainte. Dans un premier temps, le parame`tre α sera
conside´re´ comme un parame`tre interne du simulateur, donc invisible pour l’utilisateur.
Ensuite, le parame`tre α pourra eˆtre fixe´ par l’utilisateur.
Version non parame´tre´e La premie`re imple´mentation se fait par une simple
fonction :
function y = f(x)
alpha = 2
y = mlist([’criteria’, ’objective’, ’grad_objective’])
y.objective = x(1) + alpha * x(2)
y.grad_objective = [1, alpha]
endfunction
La valeur du parame`tre α est fixe´e a` l’inte´rieur de cette fonction. L’utilisateur ne peut
donc pas le modifier. Bien remarquer la composition de la variable de sortie y : la valeur
de la fonction objectif et la valeur du gradient de cette fonction (on aurait pu ne pas
spe´cifier ce gradient).
Parame´trage par variable globale Pour la seconde imple´mentation, l’utilisateur
doit pouvoir fixer la valeur du parame`tre α. La premie`re ide´e est de passer ce parame`tre
a` la fonction de´finie pre´ce´demment :
function y = f(x, alpha) // incorrect
y = mlist([’criteria’, ’objective’, ’grad_objective’]) // incorrect
y.objective = x(1) + alpha * x(2) // incorrect
y.grad_objective = [1, alpha] // incorrect
endfunction // incorrect
Cette imple´mentation est syntaxiquement correcte, mais n’est pas compatible avec l’ar-
chitecture. En effet, dans ce cas, le simulateur s’invoquerait sous la forme y = f(x,
alpha), alors qu’il doit s’invoquer sous la forme y = f(x). Une solution simple pour
contourner ce proble`me consiste a` de´finir la variable alpha comme une variable globale :
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Simulateur Simulateur parame´tre´
non parame´tre´ “variable globale” “objet fonction”
param = struct()
global alpha param.alpha = 2
alpha = 2 f = monsimu(param)
y = f(x) y = f(x) y = f(x)
Tab. 1: Comparaison des diffe´rentes imple´mentations possibles d’un simulateur du point
de vue de l’utilisateur.
function y = f(x)
global alpha
y = mlist([’criteria’, ’objective’, ’grad_objective’])
y.objective = x(1) + alpha * x(2)
y.grad_objective = [1, alpha]
endfunction
L’utilisateur peut fixer la valeur du parame`tre α de l’exte´rieur de la fonction.
Objet fonction Une autre me´thode consiste a` de´finir le simulateur parame´tre´
comme un objet fonction (F-liste), avec un constructeur qui fixe la valeur du parame`tre
α, et la surcharge de l’ope´rateur de fonction () pour l’appel au simulateur :
1. constructeur du type monsimu :
function this = monsimu(param)
this = mlist([’monsimu’, ’alpha’], param.alpha)
endfunction
2. surcharge de l’ope´rateur () pour le type monsimu :
function y = %monsimu_e(x, this)
y = mlist([’criteria’, ’objective’, ’grad_objective’])
y.objective = x(1) + this.alpha * x(2)
y.grad_objective = [1, this.alpha]
endfunction
Cette imple´mentation est un peu plus longue qu’avec les variables globales, mais cer-
tainement plus propre au niveau de la gestion de la me´moire.
Le tableau 1 compare ces trois imple´mentations dans la manie`re de les utiliser.
Comme de´sire´, l’appel y = f(x) est le meˆme dans tous les cas. L’utilisation d’un objet
fonction (F-liste) est le´ge`rement plus lourde, mais le gain en modularite´ est re´el.
Remarque Le principal travail pour la programmation d’un simulateur re´side dans
l’interfac¸age avec le code de calcul. Pour les cas ou` le code de calcul a une communication
par fichiers, des routines facilitant ce travail ont e´te´ re´alise´es : ce sont les fonctions
template replace et parse.
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Me´thodes associe´es au type “criteria” Deux me´thodes ont e´te´ de´finies pour le
type criteria :
1. affichage : disp(y)
2. extraction : y(’objective’, 1). . .
Se rapporter a` l’aide en ligne de la toolbox “architecture” pour plus de pre´cisions.
4 Optimiseur
Rappelons la de´finition d’un optimiseur (voir section 1) : un optimiseur est le morceau
de programme qui se trouve entre deux se´ries de simulations. Le simulateur doit donc
pouvoir communiquer avec un optimiseur en amont (“quelles sont les simulations dont
tu as besoin ?”) et en aval (“voici les simulations”), ce que nous de´finissons respec-
tivement par les me´thodes ask et tell. Ajoutons a` cela la condition d’arreˆt (“as-tu
fini ?”, me´thode stop) et la lecture de l’optimum (“quelle est la meilleure valeur con-
nue ?”, me´thode best). La communication avec un optimiseur repose donc sur quatre
fonctions : ask, tell, stop et best qui devront eˆtre imple´mente´es selon les mode`les
suivants :
function x = %<optimizer_type>_ask(this)
function this = %<optimizer_type>_tell(this, x, y)
function out = %<optimizer_type>_stop(this)
function [yopt, xopt] = %<optimizer_type>_best(this)
ou` <optimizer type> est a` remplacer par le type (typeof) que l’on souhaite donner
a` l’optimiseur. Ajoutons une cinquie`me fonction, le constructeur, pour initialiser l’opti-
miseur :
function this = <optimizer_type>(param)
On peut aussi surcharger la fonction disp de Scilab pour avoir un affichage personnalise´ :
function %<optimizer_type>_p(this)
Ce qui fait au final six fonctions a` programmer pour imple´menter un optimiseur. Les
quatre premie`res s’utilisent dans ce que nous appelons des sche´mas de couplage, pre´sente´s
en section 6 ; l’e´tude de ces sche´mas est le meilleur moyen de comprendre le roˆle de chaque
fonction.
De´taillons les arguments de ces fonctions :
– this : objet optimiseur (F-liste)
– param : parame`tres pour initialiser l’optimiseur, regroupe´s dans une structure (S-
liste)
– x : point(s) demande´(s) par l’optimiseur (vecteur ligne ou matrice, selon que l’op-
timiseur demande un point ou plusieurs points)
– y : re´ponses attendues par l’optimiseur ; y n’est pas un objet de type criteria,
mais plus simplement un scalaire, un vecteur, . . . (voir exemples plus loin)
– out : condition d’arreˆt (boole´en)
– xopt, yopt : meilleur point connu (vecteur ligne), et valeur(s) associe´e(s)
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Remarque Il est important de noter la syntaxe particulie`re de la me´thode tell, avec
l’optimiseur pre´sent aussi bien en entre´e qu’en sortie :
my_optimizer = tell(my_optimizer, x, y)
Cette syntaxe permet de mettre a` jour l’e´tat de l’optimiseur, car le passage des argu-
ments en Scilab se fait uniquement par valeur. La me´thode tell est la seule pouvant
mettre a` jour l’e´tat de l’optimiseur ; c’est pour cette raison que la variable x (ge´ne´re´e
pre´alablement par la me´thode ask) est rappele´e en argument : la me´thode tell se
chargera de la sauvegarde des points x dans l’optimiseur.
Exemple Nous allons programmer un optimiseur de type “recherche ale´atoire” : cet
optimiseur renverra l’optimum connu sur une population de points tire´e au hasard. Cet
optimiseur sera mono-objectif et ne tiendra pas compte de contraintes.
Les parame`tres sont les suivants :
– x min : bornes infe´rieures de l’espace (vecteur de taille d)
– x max : bornes supe´rieures de l’espace (vecteur de taille d)
– nb max iter : nombre maximum d’ite´rations (entier)
et les variables internes sont les suivantes :
– iter : ite´ration courante (entier)
– xopt : meilleur point connu (vecteur)
– yopt : re´ponse associe´e a` xopt (scalaire)
Le constructeur initialise l’objet avec les parame`tres fournis par l’utilisateur :
1 function this = rsearch(param)
2 this = mlist([’rsearch’, ’d’, ’x_min’, ’x_max’, ...
3 ’nb_max_iter’, ’iter’, ’xopt’, ’yopt’])
4 this.d = param.d
5 this.x_min = getfield_deft(’x_min’, param, zeros(1, param.d))
6 this.x_max = getfield_deft(’x_max’, param, ones(1, param.d))
7 this.nb_max_iter = param.nb_max_iter
8 this.iter = 0
9 this.xopt = []
10 this.yopt = %inf
11 endfunction
Noter l’emploi de la fonction getfield deft, imple´mente´e dans la toolbox “architec-
ture”, et qui permet de ge´rer tre`s simplement les valeurs par de´faut ; dans cet exemple,
si l’utilisateur ne spe´cifie pas les valeurs de x min et x max dans la structure param, alors
le constructeur affectera a` ces bornes 0d et 1d respectivement.
La me´thode stop se contente de tester le nombre d’ite´rations effectue´es :
12 function out = %rsearch_stop(this)
13 out = this.iter >= this.nb_max_iter
14 endfunction
15
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Fig. 4: Test de l’optimiseur rsearch sur la fonction de Branin. Comme attendu, les
points se re´partissent ale´atoirement sur tout le domaine.
La me´thode ask ge´ne´re un vecteur ale´atoire dans le domaine de´limite´ par les bornes
x min et x max :
15 function x = %rsearch_ask(this)
16 x = (this.x_max - this.x_min) .* grand(1, this.d, ’def’) + this.x_min
17 endfunction
La me´thode tell se contente d’incre´menter le compteur du nombre d’ite´rations et
de sauvegarder x et y si ce point est meilleur que celui de´ja` connu :
18 function this = %rsearch_tell(this, x, y)
19 this.iter = this.iter + 1
20 if y < this.yopt then
21 this.xopt = x
22 this.yopt = y
23 end
24 endfunction
Enfin, la me´thode best renvoie simplement la valeur de xopt et yopt me´morise´e
dans l’objet :
25 function [yopt, xopt] = %rsearch_best(this)
26 yopt = this.yopt
27 xopt = this.xopt
28 endfunction
Un exemple d’utilisation de l’optimiseur que nous venons de programmer est donne´
par la figure 4.
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5 Me´ta-mode`le
Un me´ta-mode`le est une approximation d’un e´le´ment de la re´ponse d’un simulateur
(par exemple, une fonction objectif, une contrainte. . .). Cette approximation est con-
struite sur la base d’un ensemble de points (~xi, ~yi)i=1...n, appele´e dans la suite base de
construction.
Les parame`tres d’un me´ta-mode`le sont :
1. les parame`tres propres du me´ta-mode`le (par exemple, le degre´ de la re´gression
polynomiale). Ils sont donne´s par une structure (S-liste).
2. les points de la base de construction. Ils sont donne´s par une matrice n× d.
3. les re´ponses correspondantes. Elles sont donne´es par un vecteur de taille n pour
une re´ponse scalaire, et par une matrice de n lignes pour une re´ponse vectorielle.
Ces trois informations permettent de construire (ou estimer) le me´ta-mode`le :
g = metamodel(X, y, param)
ou` metamodel est le nom du constructeur ; par convention, ce sera le meˆme nom que le
type du me´ta-mode`le. On voit de´ja` qu’un me´ta-mode`le est un objet (O-liste). C’est en
fait un objet fonction (F-liste) : l’ope´rateur d’appel de fonction () servira a` invoquer les
pre´dictions :
[y, v] = g(x)
– contrairement au cas d’un simulateur, y n’est plus un objet de type criteria,
mais un simple vecteur (ou un scalaire). Le fait qu’on ne retrouve pas pour les
me´ta-mode`les les meˆmes sorties que pour les simulateurs est ne´cessaire. En effet,
un meˆme me´ta-mode`le doit pouvoir mode´liser aussi bien des fonctions objectifs,
des contraintes, des gradients. . . Au besoin, plusieurs me´ta-mode`les pourront eˆtre
agre´ge´s pour repre´senter l’ensemble de la re´ponse d’un simulateur.
– v est un indicateur la dispersion au point pre´dit ; par exemple, dans le cas classique
de la re´gression, la variance du re´sidu (le ε), et dans le cas du krigeage, la variance
de krigeage. . .
Remarque Si l’on ne s’inte´resse pas a` la dispersion au point pre´dit, Scilab permet
d’invoquer un me´ta-mode`le sous la forme simplifie´e :
y = g(x)
Exemple Nous allons programmer un me´ta-mode`le tre`s simple : pour un point de
l’espace, la pre´diction sera la valeur du point le plus proche connu. Ce me´ta-mode`le
correspond en une dimension a` une fonction constante par morceaux ; en plusieurs di-
mensions, les morceaux sont les cellules de Vorono¨ı centre´es sur les points de la base de
construction. On nomme nearest ce me´ta-mode`le.
Le constructeur initialise le me´tamode`le :
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(b) me´ta-mode`le nearest
Fig. 5: Test du me´ta-mode`le nearest sur la fonction de Branin. Les plateaux se
de´coupent selon les cellules de Vorono¨ı.
1 function this = nearest(X, y, param)
2 rhs = argn(2)
3 if rhs == 2 then param = struct(), end
4 this = mlist([’nearest’, ’X’, ’y’], X, y)
5 endfunction
Le me´ta-mode`le n’ayant pas de parame`tre, on permet a` l’utilisateur de l’initialiser sans
avoir a` passer de structure vide pour param, ce qui est imple´mente´ par les deux premie`res
lignes.
L’ope´rateur de fonction effectue les pre´dictions, en renvoyant la valeur du point connu
le plus proche :
6 function [y, v] = %nearest_e(x, this)
7 // d est le vecteur des distances (au carre´) de x
8 // a` tous les points du plan X
9 d = []
10 for i = 1:size(this.X, 1)
11 d = [d, (sum((this.X(i,:) - x).^2))]
12 end
13 // on retourne la valeur du point dont la distance est minimale
14 [val, i] = min(d)
15 y = this.y(i)
16 v = %nan // pas d’estimation de l’erreur
17 endfunction
Un exemple d’utilisation du me´ta-mode`le que nous venons de programmer est donne´
par la figure 5.
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6 Couplage : sche´mas “ask & tell”
Cette section pre´sente des algorithmes simples de couplage entre optimiseurs, simu-
lateurs et me´ta-mode`les.
6.1 Optimiseur “1-point”
Un optimiseur “1-point” est un optimiseur qui demande l’e´valuation d’un seul point
a` chaque ite´ration.
Avec une fonction C’est le sche´ma de base :
while ~stop(optimizer)
x = ask(optimizer);
y = f(x);
optimizer = tell(optimizer, x, y);
end
Avec un simulateur Comme un simulateur renvoie un objet de type criteria, il
faut en extraire la ou les valeur(s) d’inte´reˆt, ici la premie`re fonction objectif :
while ~stop(optimizer)
x = ask(optimizer);
y = simulator(x);
obj1 = y(’objective’, 1);
optimizer = tell(optimizer, x, obj1);
end
6.2 Optimiseur “n-points”
Un optimiseur “n-point” est un optimiseur qui demande l’e´valuation de plusieurs
point a` chaque ite´ration (typiquement un algorithme e´volutionnaire).
Avec une fonction Comme l’optimiseur demande plusieurs points, il faut faire une
boucle pour les e´valuer :
while ~stop(optimizer)
X = ask(optimizer)
n = size(X, 1);
y = zeros(1, n);
for i = 1 : n
y(i) = f(X(i,:));
end
optimizer = tell(optimizer, X, y);
end
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Avec un simulateur
while ~stop(optimizer)
X = ask(optimizer);
n = size(X, 1);
obj1 = zeros(1, n);
for i = 1 : n
y = simulator(X(i,:));
obj1(i) = y(’objective’, 1);
end
optimizer = tell(optimizer, X, obj1);
end
6.3 Re´-estimation d’un me´ta-mode`le en cours d’optimisation
On pre´sente maintenant l’imple´mentation de la strate´gie d’optimisation suivante :
on dispose d’un budget de N simulations ; un plan d’expe´riences de n < N points est
ge´ne´re´, les simulations correspondantes sont re´alise´es et un me´ta-mode`le est estime´ ;
ensuite de manie`re ite´rative (N − n ite´rations), l’optimisation est re´alise´e sur le me´ta-
mode`le, l’optimum trouve´ est e´value´ par le simulateur, cette valeur servant a` re´-estimer
le me´ta-mode`le pour l’ite´ration suivante. Cette strate´gie a e´te´ illustre´e au de´but de ce
document par la figure 3 (page 6).
// Parame`tres
N = 20; // nb total de simulations
n = 10; // 1er batch pour estimer le me´ta-mode`le
// (il en reste donc N-n pour l’optim)
// Plan d’expe´riences initial de taille n
// (on se sert de l’optimiseur ’rsearch’ comme d’un ge´ne´rateur ale´atoire)
opt_param = struct();
opt_param.d = ...; // dimension de l’espace
opt_param.x_min = ...; // bornes min
opt_param.x_max = ...; // bornes max
opt_param.nb_max_iter = n;
optimizer = rsearch(opt_param);
while ~stop(optimizer)
x = ask(optimizer);
y = f(x);
optimizer = tell(optimizer, x, y);
end
// Les donne´es sont stocke´es dans une structure nomme´e ’archive’
archive = struct();
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archive.X = optimizer.X;
archive.y = optimizer.y;
// Les N-n simulations qui restent...
for i = n+1 : N
// initialisation de l’optimiseur
// (on garde rsearch, mais on peut en changer...)
opt_param.nb_max_iter = 100;
optimizer = rsearch(opt_param);
// (re´)-estimation du me´ta-mode`le
metamodel = nearest(archive.X, archive.y);
// optimisation sur le me´ta-mode`le
while ~stop(optimizer)
x = ask(optimizer);
y = metamodel(x);
optimizer = tell(optimizer, x, y);
end
// l’optimum trouve´ sur le me´ta-mode`le est e´value´ par le simulateur...
[yopt, xopt] = best(optimizer);
yopt = f(xopt);
// ... et ajoute´ a` l’archive de points
archive.X = [archive.X; xopt];
archive.y($+1) = yopt;
end
[yopt, xopt] = best(optimizer);
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Deuxie`me partie
Tutoriels
7 La programmation objet en Scilab “pour les nuls”
Dans cette section, nous pre´sentons les rudiments de programmation objet avec
Scilab.
On de´finit un vecteur en dimension 2 comme un objet graˆce a` une mlist :
-->v = mlist([’vect2d’, ’x’, ’y’], 0., 0.);
La liste v a le type vect2d et contient deux champs, nomme´s x et y, valant tous les deux
0.
Le type de l’objet est renvoye´ par la fonction typeof :
-->typeof(v)
vect2d
Les champs se manipulent en lecture / e´criture selon la syntaxe bien connue :
-->v.x = 1;
-->v.x
ans =
1.
Affichons le contenu de l’objet :
-->v
v(1)
!vect2d x y !
v(2)
0.
v(3)
0.
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On voit ici comment sont stocke´s les e´le´ments dans la liste : le premier e´le´ment me´morise
le type de l’objet et les noms des champs, les e´le´ments suivants me´morisent les valeurs
des champs.
Cet affichage n’est pas tre`s joli, mais il peut eˆtre personnalise´ en surchargeant11 la
fonction disp12 pour le type vect2d :
-->function %vect2d_p(v)
-->printf("x: %f\n", v.x)
-->printf("y: %f\n", v.y)
-->endfunction
Ainsi, l’affichage est plus agre´able :
-->v
x: 0.000000
y: 0.000000
Noter que l’on peut ainsi cacher des champs d’un objet ; dans notre exemple, on aurait
pu ne pas afficher y.
Pour connaˆıtre le nom de tous les champs, y compris les champs “cache´s”, il faut
passer par la fonction getfield pour lire la valeur du premier e´le´ment de la liste :
-->getfield(1, v)
!vect2d x y !
Pour manipuler plusieurs vecteurs avec une syntaxe simple, on de´finit un constructeur
qui se charge d’initialiser l’objet :
-->function v = vect2d(x, y)
-->v = mlist([’vect2d’, ’x’, ’y’], x, y)
-->endfunction
On peut donc ainsi facilement cre´er plusieurs objets diffe´rents
-->v1 = vect2d(0, 1);
-->v2 = vect2d(1, 0);
On surcharge l’ope´rateur + pour de´finir la somme de deux vecteurs :
-->function v3 = %vect2d_a_vect2d(v1, v2)
-->v3 = vect2d(v1.x + v2.x, v1.y + v2.y)
-->endfunction
11La syntaxe de la surcharge est explique´e dans l’aide de Scilab a` la rubrique overloading.
12Pour me´moire, la fonction disp est appele´e implicitement lorsque l’on e´value la variable sans mettre
de point virgule a` la fin de l’instruction.
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Ainsi, on peut e´crire :
-->v3 = v1 + v2
x: 1.000000
y: 1.000000
On peut ainsi rede´finir la plupart des ope´rateurs de Scilab.
Voila` pour les rudiments. Pour approfondir, le point d’entre´e est l’aide de la fonction
mlist, qui renvoie ensuite vers l’aide de toute les fonctions utiles.
8 Programmer un optimiseur “ask & tell”
Programmer un optimiseur en “ask & tell” n’est pas tre`s complique´ une fois que l’on
a compris la logique, qui va un peu a` l’encontre de ce qui se fait traditionnellement. Pour
s’y faire, le plus efficace est de programmer un optimiseur selon la logique traditionnelle,
et de le faire e´voluer peu a` peu vers la logique de´couple´e. C’est ce que nous allons illustrer
dans cette section.
L’optimiseur que nous avons choisi de programmer est un des plus simples, il s’agit
d’une me´thode de descente en 1D. La suite de points (xk)k=0...n est de´finie par :
x0 donne´
xk+1 = xk − α∇kf, k ≥ 0
ou` ∇kf est l’estimation du gradient par diffe´rences finies :
∇0f donne´
∇kf =
f(xk)− f(xk−1)
xk − xk−1
, k ≥ 1
Le parame`tre α est constant et fixe´ par l’utilisateur (il s’agit donc de l’algorithme du
gradient a` pas constant). L’algorithme s’arreˆte lorsque le gradient est suffisamment petit :
||∇nf || < ε
ou` ε est aussi fixe´ par l’utilisateur.
But a` atteindre L’optimiseur dans sa version finale doit pouvoir s’utiliser dans une
boucle de la forme :
while ~stop(optimizer)
x = ask(optimizer)
y = f(x)
optimizer = tell(optimizer, x, y)
end
24
Dans cette boucle :
1. l’e´tat de l’optimiseur (i.e. ses variables internes) n’est mis a` jour que lors de l’appel
de la me´thode tell, ce qui veut dire que les variables internes de l’optimiseur ne
pourront pas eˆtre modifie´es lors de l’appel a` la me´thode ask,
2. il n’y a pas d’appel a` la fonction f en dehors de la boucle ; au de´part de la boucle,
l’optimiseur vient juste d’eˆtre initialise´, et aucune simulation n’a encore e´te´ faite ;
comme il faut initialement deux point dans notre exemple pour estimer un gradient,
la premie`re ite´ration consistera simplement a` effectuer la simulation correspondant
au point initial x0.
Then, let’s start the coding !
Premie`re ite´ration Pour commencer, programmons l’algorithme selon la logique
“traditionnelle” :
1 // function to optimize
2 function y = f(x)
3 y = x^2
4 endfunction
5
6 // setting parameters
7 x0 = 5.;
8 epsilon = 1.E-2;
9 alpha = 1.E-1;
10 grad = 1;
11
12 // initializations
13 xcur = x0;
14 ycur = f(xcur);
15
16 // optimization loop
17 while ~(abs(grad) < epsilon)
18 // i++
19 xlast = xcur;
20 ylast = ycur;
21
22 // point to evaluate
23 xcur = xcur - alpha * grad;
24 ycur = f(xcur);
25
26 // updating the gradient
27 grad = (ycur - ylast) / (xcur - xlast);
28
29 // output
25
30 printf(’x = %f y = %f\n’, xcur, ycur);
31 end
Ce script nous permet d’identifier les variables de l’optimisation :
ε α ∇kf x0 xk f(xk) xk−1 f(xk−1)
epsilon alpha grad x0 xcur ycur xlast ylast
Ces variables seront les variables internes de l’optimiseur.
Deuxie`me ite´ration Maintenant que les variables internes de l’optimiseur sont iden-
tifie´es, nous allons modifier le script pour e´viter que ces variables ne soient modifie´es
avant l’appel au simulateur (premier point note´ au paragraphe “But a` atteindre”). Ce
sont ici les variables xcur, ycur, xlast et ylast qui sont concerne´es. Pour cela, nous
introduisons des variables temporaires, x et y, et rejetons la mise a` jour des variables
internes de l’optimiseur en fin de boucle. Ce qui donne la version suivante :
1 // function to optimize
2 function y = f(x)
3 y = x^2
4 endfunction
5
6 // setting parameters
7 x0 = 5.;
8 epsilon = 1.E-2;
9 alpha = 1.E-1;
10 grad = 1;
11
12 // initializations
13 xcur = x0;
14 ycur = f(xcur);
15 xlast = xcur;
16 ylast = ycur;
17
18 // optimization loop
19 while ~(abs(grad) < epsilon)
20 // point to evaluate
21 x = xcur - alpha * grad;
22 y = f(x);
23
24 // saving values
25 xcur = x;
26 ycur = y;
27
28 // updating the gradient
26
29 grad = (ycur - ylast) / (xcur - xlast);
30
31 // i++
32 xlast = xcur;
33 ylast = ycur;
34
35 // output
36 printf(’x = %f y = %f\n’, xcur, ycur);
37 end
Noter que les lignes 17 et 18 ont e´te´ ajoute´es pour initialiser les variables xlast et ylast
(leur affectation e´tant passe´e en fin de boucle).
Troisie`me ite´ration Nous allons maintenant e´liminer tous les appels au simulateur en
dehors de la boucle (deuxie`me point note´ au paragraphe “But a` atteindre”). Il n’y a ici
qu’un appel, ligne 16. Pour pouvoir inte´grer cet appel dans la boucle, nous introduisons
un boole´en, firstiter, qui permettra de changer le comportement de la boucle pour la
premie`re ite´ration :
1 // function to optimize
2 function y = f(x)
3 y = x^2
4 endfunction
5
6 // setting parameters
7 x0 = 5.;
8 epsilon = 1.E-2;
9 alpha = 1.E-1;
10 grad = 1;
11
12 // initializations
13 xcur = x0;
14 xlast = xcur;
15 firstiter = %t;
16
17 // optimization loop
18 while ~(abs(grad) < epsilon)
19 // point to evaluate
20 if firstiter
21 x = xcur;
22 else
23 x = xcur - alpha * grad;
24 end
25 y = f(x);
27
26
27 // saving values
28 xcur = x;
29 ycur = y;
30
31 // updating variables
32 if firstiter
33 firstiter = %f;
34 else
35 grad = (ycur - ylast) / (xcur - xlast);
36 end
37
38 // i++
39 xlast = xcur;
40 ylast = ycur;
41
42 // output
43 printf(’x = %f y = %f\n’, xcur, ycur);
44 end
Bien noter que, lors de la premie`re ite´ration, le gradient n’est pas calcule´. N’oublions
pas d’ajouter la variable firstiter a` la liste des variables internes de l’optimiseur.
Quatrie`me ite´ration Maintenant, l’algorithme est preˆt pour eˆtre porte´ en “ask &
tell” :
– le code de la boucle qui est avant l’appel au simulateur (lignes 21 – 26) constitue
le corps de la me´thode ask
– le code de la boucle qui est apre`s l’appel au simulateur (lignes 29 – 42) constitue
le corps la me´thode tell
Il s’agit donc simplement de couper – coller !
L’optimiseur s’appellera desc1d :
1 // constructor
2 function this = desc1d(param)
3 this = mlist([’desc1d’, ’x0’, ’epsilon’, ’alpha’, ’grad’, ...
4 ’xcur’, ’ycur’, ’xlast’, ’ylast’, ’firstiter’])
5 for i = this.param, this(i) = param(i), end
6 this.xcur = this.x0
7 this.xlast = this.xcur
8 this.firstiter = %t
9 endfunction
10
11 // method ’stop’
12 function out = %desc1d_stop(this)
28
13 out = abs(this.grad) < this.epsilon
14 endfunction
15
16 // method ’ask’
17 function x = %desc1d_ask(this)
18 if this.firstiter
19 x = this.xcur
20 else
21 x = this.xcur - this.alpha * this.grad
22 end
23 endfunction
24
25 // method ’tell’
26 function this = %desc1d_tell(this, x, y)
27 // saving values
28 this.xcur = x
29 this.ycur = y
30 // updating variables
31 if this.firstiter
32 this.firstiter = %f
33 else
34 this.grad = (this.ycur - this.ylast) / (this.xcur - this.xlast)
35 end
36 // i++
37 this.xlast = this.xcur
38 this.ylast = this.ycur
39 endfunction
40
41 // method ’best’
42 function [yopt, xopt] = %desc1d_best(this)
43 yopt = this.ycur
44 xopt = this.xcur
45 endfunction
Notre programme principal devient alors :
46 // function to optimize
47 function y = f(x)
48 y = x^2
49 endfunction
50
51 // initializing the optimizer
52 param = struct();
53 param.x0 = 5.;
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54 param.epsilon = 1.E-2;
55 param.alpha = 1.E-1;
56 param.grad = 1;
57 optimizer = desc1d(param);
58
59 // optimization loop
60 while ~stop(optimizer)
61 x = ask(optimizer);
62 y = f(x);
63 optimizer = tell(optimizer, x, y);
64
65 // output
66 [yopt, xopt] = best(optimizer);
67 printf(’x = %f y = %f\n’, xopt, yopt);
68 end
Et voila` !
9 Utilisation des optimiseurs existants de Scilab
La standardisation des optimiseurs et des simulateurs propose´e dans ce document
diffe`re de l’approche “normale” de Scilab. On montre ici comment :
1. utiliser un simulateur “OMD” avec les fonction optim et fsolve, et
2. utiliser la fonction optim comme un optimiseur “OMD” (c’est-a`-dire “ask & tell”).
9.1 Encapsulation d’un simulateur dans une fonction couˆt
On souhaite optimiser un simulateur avec avec les fonctions d’optimisation standards
de Scilab. Ces fonctions ne prennent pas en entre´e un simulateur, mais une fonction ; il
va donc falloir encapsuler le simulateur dans une fonction.
Conside´rons l’exemple donne´ dans [1]
min f(x, y, z) = (x− z)2 + 3(x+ y + z − 1)2 + (x− z + 1)2
g(x, y, z) = 1− x− 3y − z2 = 0
Le simulateur imple´mentant ce proble`me est le suivant :
function y = mysim(x)
y = mlist([’criteria’, ’objective’, ’grad_objective’, ...
’econstraint’, ’grad_econstraint’])
xs = x(1)+x(2)+x(3)-1
y.objective = (x(1)-x(3))^2 + 3*xs^2 + (x(1)-x(3)+1)^2
y.grad_objective = [2*(x(1)-x(3)) + 6*xs + 2*(x(1)-x(3)+1), ...
6*xs, ...
30
-2*(x(1)-x(3)) + 6*xs - 2*(x(1)-x(3)+1)]
y.econstraint = 1-x(1)-3*x(2)-x(3)^2
y.grad_econstraint = [-1, -3, -2*x(3)]
endfunction
Dans un premier temps, on va optimiser la fonction objectif sans tenir compte de la
contrainte e´galite´. On va utiliser la fonction Scilab optim. Pour cela, on va encapsuler
l’appel au simulateur dans une fonction renvoyant les valeurs de l’objectif et de son
gradient dans le bon format :
function [f, g, ind] = costf1(x, ind)
y = mysim(x)
f = y.objective
g = y.grad_objective
endfunction
L’optimisation se fait alors sous la forme traditionnelle :
-->x0 = [0, 0, 0];
-->[fopt, xopt] = optim(costf1, x0)
xopt =
0.0833333 0.3333333 0.5833333
fopt =
0.5
Pour tenir compte de la contrainte e´galite´, une me´thode est de re´crire le proble`me
d’optimisation sous la forme d’un proble`me de recherche de ze´ro en introduisant un
multiplicateur de Lagrange :
∇f + λ∇g = 0 (3)
g = 0 (4)
La fonction couˆt correspondant a` ce proble`me est
function z = costf2(x)
y = mysim(x(1:3))
z = [y.grad_objective’+x(4)*y.grad_econstraint’; y.econstraint]
endfunction
Et la re´solution du proble`me se fait par la fonction fsolve :
-->x0 = [0, 0, 0, 0];
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-->[x, v] = fsolve(x0, costf2)
v =
1.0E-18 *
- 0.0650978 - 0.1952935 - 0.0907756 0.
x =
0.1972244 0.1055513 0.6972244 6.510E-20
9.2 Utilisation de la fonction optim en “ask & tell”
Pour de´coupler la fonction optim de la fonction couˆt, on utilise deux astuces de la
fonction optim :
1. la fonction couˆt costf peut arreˆter brutalement l’optimisation si elle renvoie 0
dans la variable ind, et
2. on utilise la condition d’arreˆt ’ar’ qui permet de fixer le nombre d’e´valuation de
la fonction couˆt ; dans notre cas, deux e´valuations.
Avec ces deux astuces, la fonction couˆt est la suivante :
function [f, g, ind] = _costf(x, ind)
global _lock
global _y
if ~_lock then
f = _y.objective
g = _y.grad_objective
_lock = %T
else
f = 0
g = zeros(x)
ind = 0
end
endfunction
Initialement, le boole´en lock est fixe´ a` faux. Ainsi, lors du premier appel, la fonction
se contente de renvoyer les valeurs de la fitness et du gradient calcule´ lors du dernier
appel au simulateur (et me´morise´s dans la variable globale y). Lors du second appel, la
fonction interromp l’optimisation (ind = 0).
Avec cette fonction couˆt, l’e´criture du simulateur “ask & tell” ne pose aucune diffi-
culte´ :
function this = optimwrap(param)
this = mlist([’optimwrap’, ’nb_max_iter’, ’iter’, ’x’, ...
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’xopt’, ’fopt’, ’gopt’])
this.nb_max_iter = param.nb_max_iter
this.iter = 0
this.x = param.x0
endfunction
function x = %optimwrap_ask(this)
x = this.x
endfunction
function this = %optimwrap_tell(this, x, y)
this.iter = this.iter + 1
this.xopt = x
this.fopt = y.objective
this.gopt = y.grad_objective
global _lock
global _y
_lock = %F
_y = y
[fopt, xopt] = optim(_costf, x’, ’ar’, 2)
this.x = xopt’
endfunction
function out = %optimwrap_stop(this)
out = this.iter >= this.nb_max_iter
endfunction
function [fopt, xopt] = %optimwrap_best(this)
fopt = this.fopt
xopt = this.xopt
endfunction
En reprenant l’exemple pre´ce´dent, l’optimisation se fait avec le programme
param = struct();
param.x0 = [0, 0, 0];
param.nb_max_iter = 10;
opt = optimwrap(param);
while ~stop(opt)
x = ask(opt);
y = mysim(x);
opt = tell(opt, x, y);
[fopt, xopt] = best(opt);
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printf(’%i: fopt = %f, xopt = (%f, %f, %f)\n’, opt.iter, fopt, xopt);
end
et a` l’exe´cution, on obtient l’affichage
1: fopt = 4.000000, xopt = (0.000000, 0.000000, 0.000000)
2: fopt = 2.706875, xopt = (0.050000, 0.075000, 0.100000)
3: fopt = 1.747273, xopt = (0.094186, 0.147093, 0.200000)
4: fopt = 1.095484, xopt = (0.130209, 0.215104, 0.300000)
5: fopt = 0.714911, xopt = (0.153615, 0.276808, 0.400000)
6: fopt = 0.548410, xopt = (0.153763, 0.326882, 0.500000)
7: fopt = 0.502820, xopt = (0.085529, 0.342764, 0.600000)
8: fopt = 0.617218, xopt = (0.036385, 0.268192, 0.500000)
9: fopt = 0.515725, xopt = (0.114301, 0.357151, 0.600000)
10: fopt = 0.612185, xopt = (0.014301, 0.268923, 0.523545)
Ainsi, on peut surveiller plus facilement le de´roulement de l’optimisation (voire avoir un
controˆle plus fin).
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