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Abstract 
In this work we study the problem of step size selection for numerical schemes, 
which guarantees that the numerical solution presents the same qualitative 
behavior as the original system of ordinary differential equations, by means of 
tools from nonlinear control theory. Lyapunov-based and Small-Gain feedback 
stabilization methods are exploited and numerous illustrating applications are 
presented for systems with a globally asymptotically stable equilibrium point. 
The obtained results can be used for the control of the global discretization error 
as well.  
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1. Introduction 
 
    It is well-known that step size control can enhance the performance of a numerical scheme when applied to a 
system of Ordinary Differential Equations (ODEs). In fact the use of the word “control” suggests that methods and 
techniques used in Mathematical Control Theory can be (in principle) used in order to achieve certain objectives for 
the numerical solution of systems of ODEs. For example, in [6] the authors use a “Proportional-Integral” technique 
which is similar to the “Proportional-Integral” controller used in Linear Systems Theory in order to keep the local 
discretization error within certain bounds (see also [7,8,13]). Theoretical results on the behavior of adaptive time-
stepping methods have been presented in [20,22] and the control theoretic notion of input-to-state stability (ISS) has 
been successfully used in [10,11] in order to explain the behavior of attractors under discretization. 
 
      In this work, we develop tools for nonlinear systems which are similar to methods used in Nonlinear Control 
Theory. We consider the problem of selecting the step size for numerical schemes so that the numerical solution 
presents the same qualitative behavior as the original system of ODEs. It is well-known that any consistent and stable 
numerical scheme for ODEs inherits the asymptotic stability of the original equation in a practical sense, even for 
more general attractors than equilibria see for instance [10,11] and [28] (Chapter 7). Practical Asymptotic stability 
means that the system exhibits an asymptotically stable set close to the original attractor, i.e., in our case a small 
neighbourhood around the equilibrium point, which shrinks down to the attractor as the time step h  tends to 0. In 
contrast to these results, in this paper we investigate the case in which the numerical approximation is asymptotically 
stable in the usual sense, i.e., not only practically.  
 
    Here, we concentrate on nonlinear systems for which an equilibrium point is the global attractor. In Section 2 of the 
present work, it is shown how the problem of appropriate step size selection can be converted to a rigorous abstract 
feedback stabilization problem for a particular hybrid system (see also [17]-the reader should notice that the standard 
stability analysis of numerical schemes uses the study of a discrete-time system e.g., [13,14,16,21,28]; not a hybrid 
system). Therefore, we are in a position to use all methods of feedback design for nonlinear systems. Specifically, we 
consider  
 
? methods based on Small-Gain Theorems, 
? methods based on Lyapunov functions. 
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Both methods have been used widely in Nonlinear Systems Theory for the solution of feedback stabilization problems 
(see [1,3,15,18,19,25,27] and references therein). In the present work, the above methods are used for the step size 
selection for numerical schemes for ODEs (see Section 3 and Section 4). General results are developed for arbitrary 
consistent Runge-Kutta schemes (see Theorem 4.5, Theorem 4.9 and Theorem 4.12 below) and specific results are 
given for specific Runge-Kutta schemes (see Corollary 4.7 and Theorem 4.15 below). The analysis is based on the 
Control Lyapunov Function methodology. The obtained results constitute nonlinear extensions of well-known 
properties of numerical schemes (e.g., A-stability, cf. Corollary 4.16). On the other hand small-gain methods allow 
the proposal of novel numerical schemes (see Theorem 3.1 below) for certain classes of nonlinear systems. 
 
    A number of applications of the obtained results is developed in Sections 5, 6 and 7. More specifically, we consider 
the possibility of using explicit schemes for stiff linear systems of ODEs: our results constitute rigorous nonlinear 
extensions of the ideas presented in [2] (see Section 6). Furthermore, we consider the problem of controlling the 
global discretization error: our results show that rigorous global discretization error control is possible only after 
stabilization of the numerical scheme (by appropriate step size selection-see Section 7). Another application of 
stabilization methods based on Small-Gain analysis to systems described by Partial Differential Equations is 
presented in Section 5. 
 
   Thus, the contribution of the paper is twofold. On the one hand, our control theoretic approach yields new insight 
into the stability properties of numerical schemes and as such it adds another means to the toolbox for stability 
investigations of numerical schemes. On the other hand, our method leads to the design of new discretization schemes 
and step size control algorithms, which beyond the mere control of the local discretization error also take care of the 
global qualitative behaviour. 
 
 
 
 
Notations Throughout this paper we adopt the following notations:  
∗  Let nA ℜ⊆  be a set. By  );(0 ΩAC , we denote the class of continuous functions on A , which take values in Ω . 
By );( ΩAC k , where 1≥k  is an integer, we denote the class of differentiable functions on A  with continuous 
derivatives up to order k , which take values in Ω . By );( Ω∞ AC , we denote the class of differentiable functions 
on A  having continuous derivatives of all orders, which take values in Ω , i.e., );();(
1
Ω∩=Ω ≥
∞ ACAC k
k
. 
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm and by x′  its transpose. By )(xBε , where 0>ε  
and nx ℜ∈ , we denote the ball of radius 0>ε  centered at nx ℜ∈ , i.e., { }εε <−ℜ∈= xyyxB n ::)( . For a real 
matrix mnA ×ℜ∈  we denote by A  its induced norm, i.e., { }1,:max: =ℜ∈= xxAxA m  and by nmA ×ℜ∈′  its 
transpose. 
∗  +ℜ  denotes the set of non-negative real numbers and +Z  the set of non-negative integer numbers. C  denotes the 
set of complex numbers. 
∗  By ∞K  we denote the set of all increasing and continuous functions ++ ℜ→ℜ:ρ  with 0)0( =ρ  and 
+∞=+∞→ )(lim ss ρ . By KL  we denote the set of all continuous functions 
+++ ℜ→ℜ×ℜ= :),( tsσσ  with the 
properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for each 0≥s , the mapping ),( ⋅sσ  is non-
increasing with 0),(lim =+∞→ tst σ .  
∗  For every scalar continuously differentiable function ℜ→ℜnV : , )(xV∇  denotes the gradient of V  at nx ℜ∈ , 
i.e., ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂=∇ )(),...,()(
1
x
x
V
x
x
V
xV
n
. We say that a function +ℜ→ℜnV :  is positive definite if 0)( >xV  for all 
0≠x  and 0)0( =V . We say that a continuous function +ℜ→ℜnV :  is radially unbounded if the following 
property holds: “for every 0>M  the set })(:{ MxVx n ≤ℜ∈  is compact”. 
∗  For a sufficiently smooth function ℜ→ℜnV :  we denote by )()(:)( xfxVxVL f ∇=  the Lie derivative of V  
along f  and we define recursively ( ))()( )()1( xVLLxVL iffif =+  for 1≥i . 
 
 
 
 3
2. Description of the Problem  
 
Consider the autonomous system 
 
ntztzftz ℜ∈= )(,))(()(&                                                                       (2.1) 
 
where  nnf ℜ→ℜ:  is a locally Lipschitz vector field with 0)0( =f . For every nz ℜ∈0  and 0≥t , the solution  of 
(2.1) with initial condition 0)0( zz =  will be denoted by ),( 0ztz . The numerical approximation of system (2.1) will 
be the hybrid system: 
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where ]),0(;(0 rC nℜ∈ϕ , 0>r  is a constant, ( ) n
x
xxF
n
ℜ→×∪
ℜ∈
}{)](,0[: ϕ  is a (not necessarily continuous) vector 
field with 0)0,( =hF  for all )]0(,0[ ϕ∈h , )(),(lim
0
zfzhF
h
=+→ , for all 
nz ℜ∈ . More specifically, the solution )(tx  
of the hybrid system (2.2) is obtained for every locally bounded ++ ℜ→ℜ:u  and nx ℜ∈0  by the following 
algorithm (see [17]): 
 
Step i :  
1) Given iτ  and )( ix τ , calculate 1+iτ  using the equation ))(exp())((1 iiii ux ττϕττ −+=+ , 
2)  Compute the state trajectory )(tx , ],( 1+∈ iit ττ  as the solution of the differential equation 
))(,()( ii xhFtx τ=& , i.e., ))(,()()()( iiii xhFtxtx τττ −+=  for ],( 1+∈ iit ττ . 
 
For 0=i  we take 00 =τ  and 0)0( xx =  (initial condition).  
 
We will further assume that there exists a continuous, non-decreasing function ++ ℜ→ℜ:M  such that  
 ( )xMxxhF ≤),(  for all nx ℜ∈  and )](,0[ xh ϕ∈                                         (2.3) 
 
It should be noticed that the hybrid system (2.2) under hypothesis (2.3) is an autonomous system, which satisfies the 
“Boundedness-Implies-Continuation” property and for each locally bounded input ++ ℜ→ℜ:u  and nx ℜ∈0  there 
exists a unique absolutely continuous function ntxt ℜ∈→∋+∞ )(),0[  with 0)0( xx =  which satisfies (2.2) (see [17]). 
Some remarks are needed in order to justify the name “numerical approximation of system (2.1)” for the hybrid 
system (2.2): 
 
a) Notice that the condition )(),(lim
0
zfzhF
h
=+→  is a consistency condition for the numerical scheme applied to 
(2.1).  
b) The sequence ∞0}{ ih  is the sequence of step sizes used in order to obtain the numerical solution. Notice that 
for the case rx ≡)(ϕ , constant inputs 0)( ≥≡ utu  will produce constant step sizes with )exp( urhi −≡ . 
Moreover, notice that variable step sizes can be represented easily, by selecting in an appropriate way the 
input ++ ℜ→ℜ:u . 
c) The constant 0>r  is the maximum allowable step size. 
d) The function ]),0(;(0 rC nℜ∈ϕ  determines the maximum allowable step size ))(( ix τϕ  for each 
n
ix ℜ∈)(τ . This is important for implicit numerical schemes as shown below. 
 
All consistent −s stage Runge-Kutta methods can be represented by the hybrid system (2.2). More specifically, let 
nx ℜ∈0  and consider a consistent −s stage Runge-Kutta method for (2.1): 
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with 1
1
=∑
=
s
i
ib . If the scheme is explicit, i.e., if 0=ija  for ij ≥ , then there always exists a unique solution to 
equations (2.4). If the scheme is implicit, then in order to be able to guarantee that equations (2.4) admit a unique 
solution it may be necessary to restrict the step size to )](,0[ 0xh ϕ∈  for some maximal step size )( 0xϕ  depending 
on the state nx ℜ∈0 . In all subsequent statements on numerical schemes, we will tacitly assume that such a step size 
restriction is imposed if necessary. 
 
      A suitable choice for )(xϕ  may be obtained in the following way. Let ++ ℜ→ℜ:γ  be a continuous, non-
decreasing function with ( )xxxf γ≤)(  for all nx ℜ∈  (such a function always exists since nnf ℜ→ℜ:  is a 
locally Lipschitz vector field with 0)0( =f ). Let ),0(: +∞→ℜnLλ  be a continuous function with 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈−
−≥ yxxByx
yx
yfxf
xL ,)(,:
)()(
sup)( 00 λλ  for all })0{\(0 nx ℜ∈ , with { }000 ::)( xxxxxB n λλ ≤−ℜ∈= , 
)1,0(∈λ . The continuous function 
))()((
:)(
xxLA
x γ
λϕ
λ +
= , where ∑==
s
j
ij
si
aA
,...,1
max: , guarantees that for all 
nx ℜ∈0  and )](,0[ 0xh ϕ∈  the equations (2.4) have a unique solution satisfying )( 0xBYi λ∈ , si ,...,1= . Note 
however that this bound may be conservative. For instance, if we apply the implicit Euler scheme ( 1,1 111 === bas ) 
to an asymptotically stable linear ODE of the form xJx =&  with a Hurwitz matrix nnJ ×ℜ∈ , then (2.4) becomes  
 ( ) 01101 xYhJIhJYxY =−⇔+=  
 
which always has a unique solution because all eigenvalues of J−  and thus of hJI −  have positive real parts for all 
0≥h ; hence hJI −  is invertible for all 0≥h . 
 
We define 
 
 ( ) ∑
=
− =−=
s
i
ii YfbxxhxhF
1
0
1
0 )(:),(                                                    (2.6) 
 
A moment’s thought reveals that for every locally bounded ++ ℜ→ℜ:u  and nx ℜ∈0  the solution of (2.2) with 
(2.6) coincides at each iτ , 0≥i  with the numerical solution of (2.1) with 0)0( xx =  obtained by using the Runge-
Kutta numerical scheme (2.4), (2.5) and using the discretization step sizes ))(exp())(( iii uxh ττϕ −= , 0≥i . The 
reader should notice that other ways (besides (2.6)) of defining the vector field ( ) n
x
xxF
n
ℜ→×∪
ℜ∈
}{)](,0[: ϕ  may be 
possible: here we have selected the simplest way of obtaining a piecewise linear numerical solution. 
 
     Moreover, the reader should notice that appropriate step size restriction can always guarantee that (2.3) holds for 
( ) n
x
xxF
n
ℜ→×∪
ℜ∈
}{)](,0[: ϕ  as defined by (2.6). For example, if 
))()((
:)(
xxLA
x γ
λϕ
λ +
=  is the step size 
restriction described above, then ( ) n
x
xxF
n
ℜ→×∪
ℜ∈
}{)](,0[: ϕ  as defined by (2.6) satisfies 
( )⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛++≤ ∑
=
xbrxxhF
s
i
i )1()1(1),(
1
λγλ  for all nx ℜ∈  and )](,0[ xh ϕ∈ . Thus (2.3) holds with 
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=
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        If the Runge-Kutta scheme (2.4), (2.5) is of order 1≥p , we will occasionally further assume that 
);( nnpCf ℜℜ∈  and for each fixed nx ℜ∈  the mapping ),()](,0[ xhFhx →∋ϕ  is p  times continuously 
differentiable with 
 
( ) { })()(,:)(max),(),(
1
xMxxxyyyfxGxhF
h
xhF n
p
j
j
j
ϕ≤−ℜ∈≤∂
∂+∑
=
 for all nx ℜ∈  and )](,0[ xh ϕ∈   (2.7) 
 
for some continuous, non-decreasing function ++ ℜ→ℜ:G , where ++ ℜ→ℜ:M  is the function involved in (2.3). 
The reader should notice that appropriate step size restriction can always guarantee that (2.7) holds for 
( ) n
x
xxF
n
ℜ→×∪
ℜ∈
}{)](,0[: ϕ  as defined by (2.6). Notice that the implicit function theorem for (2.4) guarantees for 
each fixed nx ℜ∈  the existence of 0)( >xϕ  such that the mapping ),()](,0[ xhFhx →∋ϕ  is p  times continuously 
differentiable. A suitable choice for )(xϕ  may be obtained by the formula 
{ }xzzDfAx )1(:)(max21:)( λλϕ +≤+= , where )1,0(∈λ , ∑==
s
j
ij
si
aA
,...,1
max: . However, it must be emphasized 
again that the above step size restriction may be conservative (e.g., for explicit schemes).  
 
     Using Theorem II.3.1 in [12], (2.7), the fact that );( nnpCf ℜℜ∈  and the fact that ),()),(( xhz
h
xhzg
k
k
k ∂
∂=  for 
1≥k , where nnkg ℜ→ℜ:  for 1,...,1 += pk  are vector fields obtained by the recursive formulae )()(1 zfzg = , 
)()()(1 zfzDgzg ii =+ , we may conclude that there exist continuous functions ),0(: +∞→ℜnN , +ℜ→ℜnC :  
such that the following inequalities hold for all nx ℜ∈  and )](,0[ xh ϕ∈ : 
 
( ) { } { }[ ])](,0[:)),((max)()(,:)(max)( xhxhzfxMxxxyyyfxNxC n ϕϕ ∈+≤−ℜ∈≤                  (2.8a) 
 
)(),(),( 1 xChxhhFxxhz p+≤−−                                                                      (2.8b) 
 
If we further assume that there exists a neighborhood nℜ⊆N  with N∈0  satisfying the following properties: 
 
? there exists a constant 0>Λ  and an integer 1≥q  such that qxxf Λ≤)(  for all N∈x , 
? there exists a constant 0>Q  such that xQxhz ≤),(  for all N∈x  and )](,0[ xh ϕ∈ , 
 
then it follows from (2.8a) that there exists a neighborhood NN ⊆~  with N~0∈  and a constant 0>K  such that 
 
qp xKhxC 1)( +≤ , for all N~∈x                                                               (2.9) 
    
     Assume next that nℜ∈0  is Uniformly Globally Asymptotically Stable (UGAS) for (2.1) (in the sense described 
in [24]; see also [17,19]). Our goal is to be able to produce numerical solutions using the numerical approximation 
(2.2) which have the correct qualitative behavior. More specifically, we would like to be in a position to know a 
continuous function ],0(: rn →ℜϕ  so that the numerical solution produced by (2.2) has the correct qualitative 
behavior (e.g., 0)(lim =+∞→ txt ). However, we would like to be able to guarantee that the correct behavior for the 
numerical solution can be obtained by using arbitrary discretization step sizes smaller than ))(( ix τϕ  (i.e., if we 
obtain the correct qualitative behavior using the discretization step sizes ))(( ii xh τϕ=  0≥i , we would like to obtain 
the correct qualitative behavior using the discretization step sizes ))(exp())(( iii uxh ττϕ −= , 0≥i , where 
++ ℜ→ℜ:u  is an arbitrary locally bounded function). This is equivalent by requiring that nℜ∈0  is Uniformly 
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Robustly Globally Asymptotically Stable (URGAS) for (2.2) (in the sense described in [17]). 
 
The reader should notice that continuity for the function ],0(: rn →ℜϕ  is essential: without assuming continuity it 
may happen that 0)(inflim
0
=→ xx ϕ  and this would require discretization step sizes of vanishing magnitude as +∞→t  . 
Moreover, since we want to be able to determine a continuous function ],0(: rn →ℜϕ , which “stabilizes” the hybrid 
system (2.2), we are essentially studying a feedback stabilization problem for the hybrid system (2.2). Hence, we are 
in a position to pose the problem rigorously. We consider the following feedback stabilization problems:  
 
(P1)-Existence Problem: Is there a continuous function ],0(: rn →ℜϕ , such that nℜ∈0  is URGAS for system 
(2.2)? 
 
(P2)-Design Problem: Construct a continuous function ],0(: rn →ℜϕ , such that nℜ∈0  is URGAS for system 
(2.2). 
 
      It is well known that any consistent and stable numerical scheme for ODEs inherits the asymptotic stability of the 
original equation in a practical sense, even for more general attractors than equilibria see for instance [10,11] or [28] 
(Chapter 7). Practical Asymptotic stability means that the system exhibits an asymptotically stable set close to the 
original attractor, i.e., in our case a small neighbourhood around the equilibrium point, which shrinks down to the 
attractor as the time step h  tends to 0.  
 
     Here, the property we are looking for, i.e., “real” asymptotic stability, is a stronger property which cannot in 
general be deduced from practical stability. In [28] (Chapter 5), several results for our problem for specific classes of 
ODEs are derived using classical numerical stability concepts like A-stability, B-stability and the like. In contrast to 
this reference, in the sequel we use nonlinear control theoretic analysis and feedback design techniques; more 
precisely Small-Gain and Lyapunov function techniques in Sections 3 and 4, respectively for solving Problems (P1) 
and (P2). This allows us to obtain asymptotic stability results under different structural assumptions and for more 
general classes of systems as in [28] (Chapter 5).   
 
 
 
3. Small-Gain Methodology 
 
One of the tools used in mathematical control theory for nonlinear feedback design is the methodology based on 
small-gain results. The methodology was first used in [15] where a nonlinear small-gain result based on the notion of 
Input-to-State Stability (ISS-see [26]) was presented. Since then it has been applied successfully to many feedback 
stabilization problems. Recently, the small-gain theorem was extended to general control systems including hybrid 
systems (see [18]). Consequently, the small-gain methodology for feedback design appears to be applicable for the 
solution of problem (P2) for certain classes of nonlinear systems (2.1).  
 
Consider the following system: 
 
mzzfz ℜ∈= ,)(0&                                                                   (3.1a) 
 
n
n
iiiiii
xxx
nixxzfxxax
zfxxax
ℜ∈′=
=+−=
+−=
−
),...,(
,...,2,),...,,()(
)()(
1
11
11111
&
&
                          (3.1b) 
 
where mmf ℜ→ℜ:0 , ℜ→ℜmf :1 , ℜ→ℜ×ℜ −1: imif  ( ni ,...,2= ), ℜ→ℜ:ia  ( ni ,...,1= ) are locally 
Lipschitz mappings with 0)0(0 =f , 0)0,...,0,0(...)0(1 === nff . We assume that there exist constants 0>iL  
( ni ,...,1= ) such that: 
 
ii Lya ≥)( , ℜ∈∀y                                                                    (3.2) 
 
We also assume that mℜ∈0  is UGAS for (3.1a). Under the previous assumptions, using the fact that system (3.1) has 
a structure of systems in cascade, we may prove by induction that for every nj ,...,1= , jm ℜ×ℜ∈0   is UGAS for 
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system (3.1a) with 
 
jixxzfxxax
zfxxax
iiiiii ,...,2,),...,,()(
)()(
11
11111
=+−=
+−=
−&
&
                              (3.3) 
 
The proof for 1=j  is based on the fact that for every ℜ∈10x  and for every measurable ℜ→ℜ+:u  the solution of 
uxxax +−= 1111 )(&  with initial condition 101 )0( xx =  satisfies the following estimate: 
 
)(sup1
2
exp)(
01
10
1
1 suL
xt
L
tx
ts≤≤
+⎟⎟⎠
⎞⎜⎜⎝
⎛−≤ , 0≥∀t                                          (3.4) 
 
Consequently, the solution of )()( 11111 zfxxax +−=&  satisfies ))((sup12exp)( 10110
1
1 szfL
xt
L
tx
ts≤≤
+⎟⎟⎠
⎞⎜⎜⎝
⎛−≤ , i.e., 
satisfies the uniform ISS property from the input mz ℜ∈ . Since mℜ∈0  is GAS for (3.1a), a well-known corollary of 
the small-gain theorem (systems in cascade) guarantees UGAS for the composite system. The proof is similar for all 
nj ,...,1= . 
 
Suppose that a stable numerical scheme is available for (3.1a), i.e., there exist ]),0(;(0 rC mℜ∈ϕ , 0>r  and 
( ) m
z
zzF
m
ℜ→×∪
ℜ∈
}{)](,0[:0 ϕ  with 0)0,(0 =hF  for all )]0(,0[ ϕ∈h , )(),(lim 00
0
zfzhF
h
=+→ , for all 
mz ℜ∈  such 
that mℜ∈0  is URGAS for the hybrid system: 
 
),0[)(,)(
))(exp())((
,0
),[,))(,()(
10
10
+∞∈ℜ∈
−=
+==
∈=
+
+
tutx
uzh
h
tzhFtz
n
iii
iii
iiii
ττϕ
τττ
τττ&
                                                    (3.5) 
 
We propose the following first order numerical scheme for (3.1b): 
 
nitxtxtzhfhtxtxhatxhtx
tzhfhtxtxhatxhtx
iiiiiii ,...,2,))(),...,(),(()())(()()(
))(()())(()()(
11
111111
=++−=+
++−=+
−
                (3.6) 
 
The above scheme is a partitioned scheme which treats differently the state ix  and the states 11 ,...,, −ixxz  for each 
differential equation. The resulting hybrid system is system (3.5) with: 
 ( )
( ) ( )( )( ) ( ) njxxzfxahxxah xatx
zf
xah
x
xah
xa
tx
ijiij
ijji
ij
ijji
ijj
j
i
ii
i
ii
i
,...,2,))(),...,(),((
)(1
1)(
)(1
)(
)(
))((
)(1
1)(
)(1
)(
)(
11
1
11
1
11
11
1
=+++
−=
+++
−=
− ττττττ
τ
ττττ
τ
&
&
    (3.7) 
 
We have: 
 
Theorem 3.1: nm ℜ×ℜ∈0   is uniformly RGAS for system (3.5), (3.7).  
 
 
The proof of the above theorem is based on the following technical lemma. 
 
Lemma 3.2: Let ℜ→ℜ:a  be a continuous function with 0)(inf >= ℜ∈ yaL y  and let a constant 0>r . Then for every 
sequence ∞0}{ ih  with ],0( rhi ∈  for all 0≥i , for every locally bounded function ℜ→ℜ+:v  and for every ℜ∈0x  
the solution of  
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( ) ( )
ℜ∈∈+=
∈+++
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1)(
)(1
)(
)(
1
1
txrhh
tv
xah
x
xah
xa
tx
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ii
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ii
i
ττ
ττττττ
τ&
                                 (3.8) 
 
with initial condition ℜ∈= 0)0( xx , 00 =τ  satisfies the following estimate 
 
( ) ( ) )(sup1expexp)(
0
0 svLe
etxrtx
ts≤≤
++−≤ σσσ , ⎟⎠
⎞⎢⎣
⎡∈∀
≥ ii
t τ
0
sup,0                                 (3.9) 
 
where 0>σ  is any constant such that )exp(
1
1 s
s
σ−≤+  for all ],0[ rLs∈ . 
 
Proof: Notice that for every 0≥i  it holds that: 
 
( ) ( )∑ ∏∏
= =
−
=
−+ ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++=
i
j
i
jk
kkjj
i
j
jji xahvhxahxx
0
1
0
1
01 ))(1()())(1()( ττττ                       (3.10) 
 
and using the definition 0)(inf >= ℜ∈ yaL y , we obtain the following bound from (3.10): 
 
∑ ∏∏
= =
−
==
−+ ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++≤
i
j
i
jk
kjjij
i
j
ji LhhvLhxx
0
1
,...,0
0
1
01 )1()(max)1()( ττ                       (3.11) 
 
Let 0>σ  such that )exp(
1
1 s
s
σ−≤+  for all ],0[ rLs∈ . It follows that 
)exp()exp()1( 1
00
1 +
==
− −=−≤+ ∏∏ ii
j
j
i
j
j LLhLh τσσ  
 
and  
 
[ ]
L
dsLsL
dsLsLdsLL
LhLhhLhh
i
j
j
j
j
i
i
j
i
i
j
ji
i
j
jij
i
j
i
jk
kj
i
j
i
jk
kj
σστσ
στστστσ
ττσσ
τ
τ
τ
τ
τ
1)exp()exp(
)exp()exp()exp()exp(
))(exp()exp()1(
1
11
0
1
0
1
0
1
0
1
00
1
≤−=
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−≤
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−=
=−−=⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−≤⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
∫
∑ ∫∑ ∫
∑∑ ∏∑ ∏
+
++
+
=
+
=
+
=
+
= == =
−
 
 
Using the above inequalities in conjunction with (3.11) we obtain for all 0≥i : 
 
( ) )(max1exp)(
0
101 j
ij
ii vL
xx τστστ ≤≤++ +−≤                                          (3.12) 
 
Notice that for every 0≥i  and ),[ 1+∈ iit ττ  it holds that: 
 
)(
1
)()( i
i
i
i vLh
h
xtx ττ ++≤                                                           (3.13) 
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Since ],0( rhi ∈ , we obtain )exp(1
1 Lh
Lh ii
σ−≤+  and consequently LeLhhLh
h
ii
i
i
σσ
1)exp(
1
≤−≤+ . Combining 
(3.12) and (3.13) we obtain (3.13). The proof is complete.        <  
 
The proof of the Theorem 3.1 follows induction: we show that for every nk ,...,1= , km ℜ×ℜ∈0   is uniformly 
RGAS for system (3.5) with  ( )
( ) ( )( )( ) ( ) kjxxzfxahxxah xatx
zf
xah
x
xah
xa
tx
ijiij
ijji
ij
ijji
ijj
j
i
ii
i
ii
i
,...,2,))(),...,(),((
)(1
1)(
)(1
)(
)(
))((
)(1
1)(
)(1
)(
)(
11
1
11
1
11
11
1
=+++
−=
+++
−=
− ττττττ
τ
ττττ
τ
&
&
 
 
Notice that the Lemma 3.2 guarantees that ( ) ( ) ))(),...,((sup1exp)0(exp)( 1
0
sxszf
Le
etxrtx ii
tsi
ii −≤≤
++−≤ σσσ , where 
0>σ  is a constant with the property )exp(
1
1 s
s
σ−≤+  for all )](max,0[ ,...,1 ini Lrs =∈ . Remark 3.2(b) in [18] (systems in 
cascade) guarantees URGAS for the composite system.  
 
 
4. Lyapunov function based Step Selection  
 
While the small-gain methodology can be applied to certain systems of differential equations and can yield numerical 
methods which guarantee numerical stability, it cannot be applied in a systematic way. On the other hand the 
Lyapunov-based feedback design methods can be applied to general nonlinear systems of differential equations and 
yield explicit formulas for the feedback law (see [25]). In this section we apply the Lyapunov-based feedback design 
methodology for the solution of Problems (P1) and (P2). It is well known that Lyapunov functions exist for every 
asymptotically stable ODE system and in many applications one can even give explicit formulas for these functions 
(some examples can be found in Section 6). However, even if a Lyapunov function is not exactly known, under 
suitable assumptions on the ODE system, certain structural properties of the Lyapunov function can be obtained (cf., 
e.g., Proposition 4.4, below) and used in our context. Hence, the main task of this section is to derive conditions under 
which the Lyapunov function for the ODE system can be used in order to conclude stability for the hybrid system 
(2.2), i.e., for the numerical approximation of system (2.1). 
 
    The results will be developed in the following way: first (subsection 4.I) we provide some background material 
needed for the derivation of the main results. In Subsection 4.II we consider general consistent Runge-Kutta schemes 
and provide sufficient conditions for the solvability of Problem (P1) and (P2). The results are specialized for the 
explicit Euler method. Finally, in Subsection 4.III, we present special results for the implicit Euler numerical scheme. 
 
 
4.I. Background Material 
 
The crucial technical result that allows the use of Lyapunov functions for hybrid systems of the form (2.2) is the 
following lemma. Here it should be recalled that nℜ∈0  is robustly K-exponentially stable for (2.2) if there exist a 
function ∞∈Ka  and a constant 0>σ  such that for every locally bounded ++ ℜ→ℜ:u  and nx ℜ∈0  the solution 
);,( 0 uxtx  of (2.2) with initial condition 0)0( xx =  corresponding to ++ ℜ→ℜ:u  satisfies the inequality  
)()exp();,( 00 xatuxtx σ−≤  for all 0≥t  (an extension of the corresponding notion for systems described by ODEs, 
see [23]).  
 
Lemma 4.1: Consider system (2.2) and suppose that there exist a continuous, positive definite and radially 
unbounded function +ℜ→ℜnV :  and a continuous, positive definite function +ℜ→ℜnW :  such that for every 
nx ℜ∈  the following inequality holds for all )](,0[ xh ϕ∈ : 
 
)()()),(( xWhxVxhhFxV −≤+                                                                  (4.1) 
Then nℜ∈0  is URGAS for system (2.2). Moreover, if )(2:)( xVxW σ= , 2)( xKxV ≥  for certain 0, >Kσ , then 
nℜ∈0  is robustly K-exponentially stable for (2.2). 
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Proof: Notice first that by virtue of (2.3) the following claim holds: 
 
CLAIM: There exist a function ∞∈Ka  such that for each nx ℜ∈0  and )](,0[ 0xh ϕ∈  the solution )(ty  of 
),()( 0xhFty =& , 0)0( xy =  exists for all ],0[ ht∈  and satisfies ( )0)( xaty ≤   for all ],0[ ht∈ . 
 
Let 0≥R  (arbitrary) and consider the solution );,( 0 uxtx  of (2.2) corresponding to arbitrary locally bounded 
++ ℜ→ℜ:u  with arbitrary initial condition 0)0( xx =  satisfying Rx ≤0 . Since +ℜ→ℜnV :  is continuous, 
positive definite and radially unbounded, it follows from Lemma 3.5 in [19] that there exist functions ∞∈Kaa 21,  
such that the following inequality holds: 
 ( ) ( )xaxVxa 21 )( ≤≤ , nx ℜ∈∀                                                      (4.2) 
Using induction and (4.1) we have  
)());,(( 00 xVuxxV i ≤τ  for all  0≥i                                                      (4.3) 
 
Inequality (4.3) in conjunction with (4.2) and the above claim shows that  
 ( )( )( )02110 );,( xaaauxtx −≤ , )sup,0[ it τ∈∀                                             (4.4) 
 
Moreover, inequality (4.3) implies that the sequence );,( 0 uxx iτ  is bounded, which combined with the fact that  
++ ℜ→ℜ:u  is locally bounded, implies that +∞== it τsupmax . Consequently, estimate (4.4) guarantees Uniform 
Robust Lagrange Stability and Uniform Robust Lyapunov Stability. We next establish that for every 0>ε  it holds 
that 
))(());,(( 110 ετ −≤ aauxxV i , for all +∈Zi  with ( )),(2 Rw
Ra
i ετ ≥                                 (4.5) 
where  ( ) ( )( )( ){ } 0))((:)(min:),( 2111112 >≤≤= −−− RaaaxaaaxWRw εε                                (4.6) 
 
It is clear that, by virtue of (4.2), (4.5) and the above claim it follows that ε≤);,( 0 uxtx  for all ( )),(2 Rw
Ra
rt ε+≥ . The 
previous estimate implies uniform robust global attractivity.  
 
 
    We next establish (4.5) by contradiction. Let 0>ε  (arbitrary). Suppose on the contrary that there exists 0≥i  with ( )
),(
2
Rw
Ra
i ετ ≥  such that ))(())((
1
1 ετ −> aaxV i . By virtue of (4.1) it follows that ))(());,(( 110 ετ −> aauxxV k , for all 
ik ,...,0= . The previous inequality in conjunction with inequalities (4.1), (4.4) and definition (4.6) implies 
),());,(());,(( 001 RwhuxxVuxxV kkk εττ −≤+  for all 1,...,0 −= ik . Thus, we obtain 
∑−
=
−≤
1
0
00 ),()());,((
i
k
ki hRwxVuxxV ετ . Notice that inequality (4.2) implies that ( )RaxV 20 )( ≤ . Since ∑−
=
=
1
0
i
k
ki hτ , 
we obtain ( ) 0),())(( 211 ≤−<− RwRaaa i ετε , a contradiction. 
 
Furthermore, notice that by virtue of (2.3) there exists a continuous non-decreasing mapping ++ ℜ→ℜ:~M   such 
that the function ∞∈Ka  involved in the above claim satisfies )(~)( sMssa ≤  (e.g., )(1)(~ srMsM += ). If in addition 
we have )(2:)( xVxW σ= , 2)( xKxV ≥  for certain 0, >Kσ , then (4.1) and (4.2) imply that  
K
xa
uxx ii
)(
)exp();,( 020 σττ −≤  for all +∈Zi . By virtue of the above claim and previous inequalities we get 
K
xa
K
xa
Mrtuxtx
)()(~)exp()exp();,( 02020 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−≤ σσ  for all ),[ 1+∈ iit ττ  and +∈Zi . The previous inequality 
implies that  nℜ∈0  is robustly K-exponentially stable for (2.2). The proof is complete.        <  
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The essential problem with the use of Lemma 4.1 is the knowledge of the Lyapunov function V . In the sequel, we 
will use a Lyapunov function for the continuous-time system in order to construct a Lyapunov function for its hybrid 
numerical approximation. To this end we use the following definition.  
 
Definition 4.2: A positive definite, radially unbounded function );(1 +ℜℜ∈ nCV  is called a Lyapunov function for 
system (2.1) if the following inequality holds for all })0{\( nx ℜ∈ : 
 
0)()( <∇ xfxV                                                                                    (4.7) 
 
 
In the following subsections, we show that under certain assumptions a Lyapunov function V  for (2.1) can be used as 
a Control Lyapunov Function (see [1,25,27]) in order to design the step function  ],0(: rn →ℜϕ  involved in 
problems (P1) and (P2). Therefore, the Lyapunov function for the original system (2.1) will be used as a Lyapunov 
function for its numerical approximation (2.2). The following technical results will be used in the subsequent 
subsections and their proofs are provided at the Appendix. 
 
  
Lemma 4.3: Let );(1 +ℜℜ∈ nCV  be a Lyapunov function for system (2.1). Then the following statements hold: 
 
(i) There exists a locally Lipschitz, positive definite function +ℜ→ℜnW :  such that the following inequality holds 
for all nx ℜ∈ : 
 
)()()( xfxVxW −∇≤                                                                               (4.8) 
 
(ii) Let ),0(: +∞→ℜnfl  be a continuous function satisfying 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≤≠ℜ∈−
−≥ )()}(),(max{,,,:)()(sup)( xVyVzVzyzy
zy
zfyf
xl nf  for all })0{\(
nx ℜ∈ . Then for every 
positive constant 0>b , there exists a continuous, positive definite function +ℜ→ℜnW :~  such that the following 
inequality holds for all nx ℜ∈  and )](,0[ xh ϕ∈ : 
 
)(~)()),(( xWhxVxhzV −≤                                                           (4.9) 
where  
 
)(
:)(
xl
bx
f
=ϕ                                                                       (4.10) 
 
(iii) Let 0>b , +ℜ→ℜnW :  be the function from statement (i) above and let +ℜ→ℜnbWl :  be a continuous 
positive definite function satisfying { } ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≤≠ℜ∈−
−≥ xbzyzyzy
zy
zWyW
xl nbW )exp(,max,,,:
)()(
sup)(  for all 
})0{\( nx ℜ∈ . If there exist constants 0, >cε  such that the following inequality holds for all )0(εBx∈ : 
 
)()( xWcxlx bW ≤                                                                  (4.11) 
 
then for each )1,0(∈λ  inequality (4.9) holds for all nx ℜ∈  and )](,0[ xh ϕ∈  with )(:)(~ xWxW λ=  where 
)),0(;(0 +∞ℜ∈ nCϕ  is any function satisfying 
 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ −−≤
)()(
)()exp()1(
,
)(
min)(
xlxlx
xWb
xl
bx
f
b
Wf
λϕ , })0{\( nx ℜ∈∀                             (4.12) 
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Proposition 4.4: Suppose that nnf ℜ→ℜ:  is a continuously differentiable vector field, nℜ∈0  is UGAS and 
locally exponentially stable for (2.1). Then there exist a Lyapunov function );(1 +ℜℜ∈ nCV  for (2.1), a symmetric, 
positive definite matrix nnP ×ℜ∈  and constants 0, >με  such that the following hold: 
 
PxxxV ′=)( , )0(εBx∈∀                                                                 (4.13) 
2)()( xxfxV μ−≤∇ , nx ℜ∈∀                                                             (4.14) 
 
 
4.II. General Runge-Kutta Schemes 
 
The following theorem provides sufficient conditions for the solvability of problem (P2) based on the Lyapunov 
function for the dynamical system (2.1). 
 
Theorem 4.5: Suppose that there exists an integer 1≥p  and a Lyapunov function );()1( ++ ℜℜ∈ npCV  for system 
(2.1). Consider system (2.2) that corresponds to a Runge-Kutta scheme for (2.1) and suppose that: 
 
i)  for each fixed nx ℜ∈  the mapping )),(()](,0[ xhhFxVhx +→∋ϕ  is )1( +p  times continuously differentiable. 
 
ii) For every nx ℜ∈  and )](,0[ xh ϕ∈  there exists constant 0>K  such that 1),(),( +≤−− pKhxhhFxxhz , i.e., the 
Runge-Kutta numerical scheme is of order 1≥p . 
 
iii) There exists a constant )1,0(∈λ  such that for every nx ℜ∈  it holds that )()1()(min)(
,...,1
xVLxKx fjpj
−≤= λϕ , 
where ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ∈+∂
∂
++= +
+−
=
−∑ )](,0[,:)),(()!1()(!max:)( 1
11
2
2
xshxhhFxV
hj
sxVL
i
sxK
j
jjj
i
i
f
i
j ϕ  for 2≥j  and 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ∈+∂
∂= )](,0[:)),((max
2
1:)(
2
2
1 xhxhhFxV
h
xK ϕ . 
 
Then nℜ∈0  is URGAS for system (2.2). Moreover, if there exist constants 0, >Kσ  such that 
)(2)()( xVxfxV σ−≤∇  and 2)( xKxV ≥  for all nx ℜ∈  then nℜ∈0  is robustly K-exponentially stable for (2.2). 
 
 
Proof: Since for each fixed nx ℜ∈  the mapping )),(()()](,0[ xhhFxVhghx +=→∋ϕ  is )1( +p  times continuously 
differentiable, we have from Taylor’s theorem for all pj ,...,1=  and )](,0[ xh ϕ∈ : 
 
)(max
)!1(
)0(
!
)0()()),((
1
1
0
1
1
ξξ +
+
≤≤
+
= +
++≤=+ ∑ jjhj
j
i
i
ii
dh
gd
j
h
dh
gd
i
hghgxhhFxV                         (4.15) 
 
Since the Runge-Kutta numerical scheme is of order 1≥p , we have 
 
)()0( xVL
dh
gd i
fi
i
= , for pi ,...,1=                                                         (4.16) 
 
Consequently, we obtain for all pj ,...,1=  and )](,0[ xh ϕ∈ : 
 
)()()()),(( 2 xKhxVhLxVxhhFxV jf ++≤+                                            (4.17) 
 
or equivalently for all )](,0[ xh ϕ∈ : 
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)(min)()()),((
,...,1
2 xKhxVhLxVxhhFxV jpjf =++≤+                                       (4.18) 
 
The inequality )()1()(min)(
,...,1
xVLxKx fjpj
−≤= λϕ  in conjunction with (4.18) implies that 
)()()),(( xVhLxVxhhFxV fλ+≤+ . Lemma 4.1 implies that nℜ∈0  is URGAS for system (2.2). Furthermore, if 
there exist constants 0, >Kσ  such that )(2)()( xVxfxV σ−≤∇  and 2)( xKxV ≥  for all nx ℜ∈  then nℜ∈0  is 
robustly K-exponentially stable for (2.2). The proof is complete.        <  
 
 
Remark 4.6:  
 
(a) Theorem 4.5 shows that given a Runge-Kutta numerical scheme with order 1≥p  satisfying (2.7) and a system of 
ODEs (2.1) with );()1( nnpCf ℜℜ∈ +  for which nℜ∈0  is GAS  
 
 “if a Lyapunov function );()1( ++ ℜℜ∈ npCV  for (2.1) is available for which there exist constants 
0, >ΛK , an integer 1≥q  and a neighborhood nℜ⊂N  with N∈0  such that 
1)()( +−≤∇ qxKxfxV  and qxxf Λ≤)(  for all N∈x , then for every )1,0(∈λ  and every 
compact nS ℜ⊂  we can find 0>h  sufficiently small such that 
)()()()),(( xfxVhxVxhhFxV ∇+≤+ λ  for all Sx∈ ” 
 
This fact follows from (2.7) and the observation that ( )1
2
2
1 )](,0[:)),((max2
1:)( +=⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ∈+∂
∂= qxOxhxhhFxV
h
xK ϕ  
for x  close to zero. Consequently, the numerical solution of (2.1) with sufficiently small step size will give the 
correct dynamic behavior.  
 
(b) The functions ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ∈+∂
∂
++= +
+−
=
−∑ )](,0[,:)),(()!1()(!max:)( 1
11
2
2
xshxhhFxV
hj
sxVL
i
sxK
j
jjj
i
i
f
i
j ϕ  for 2≥j  and 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈+∂
∂= )](,0[:)),((max
2
1:)(
2
2
1 xhxhhFxV
h
xK ϕ  involved in hypothesis (iii) of Theorem 4.5 are in general 
difficult to be computed for higher order Runge-Kutta schemes. However, for the explicit Euler scheme 
)(),( xfxhF =  the function )(1 xK  can be computed without difficulty using the formula 
{ })](,0[:)())(()(max
2
1:)( 21 xhxfxhfxVxfxK ϕ∈+∇′= . Consequently, we obtain the following corollary. 
 
 
Corollary 4.7-Explicit Euler method: Suppose that there exists a Lyapunov function );(2 +ℜℜ∈ nCV  for system 
(2.1) where );(0 nnCf ℜℜ∈  is simply locally Lipschitz and that there exist constants 0>≥ δr , )1,0(∈λ  and a 
neighborhood nℜ⊂N  with N∈0  such that 
 
)()()1(2)( xfxVxq ∇−−≤ λδ , N∈∀x                                                          (4.19) 
 
where { }],0[:)())(()(max:)( 2 rhxfxhfxVxfxq ∈+∇′= . Then Problem (P1) is solvable for system (2.2) with 
)(:),( xfxhF = . Particularly, nℜ∈0  is URGAS for system (2.2) if ]),0(;(0 rC nℜ∈ϕ  satisfies 
 
 )()()1(2)()( xfxVxqx ∇−−≤ λϕ , nx ℜ∈∀                                                (4.20) 
 
Proof: Notice that inequality (4.19) guarantees that there exists ]),0(;(0 rC nℜ∈ϕ  satisfying (4.20) (e.g. we may 
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define δϕ =:)(x  for all N∈x , δϕ =:)(x  for all N∉x  with 0)( ≤xq  and 
⎭⎬
⎫
⎩⎨
⎧ ∇−−= δλϕ ,
)(
)()()1(2
min:)(
xq
xfxVx  
for all N∉x  with 0)( >xq ). The rest is a consequence of Theorem 4.5 and the fact that )()(2 1 xqxK ≤  for all 
nx ℜ∈ .         <  
 
 
Remark 4.8: Corollary 4.7 shows that given a system of ODEs (2.1) with );(0 nnCf ℜℜ∈  being locally Lipschitz 
for which nℜ∈0  is GAS  
 
 “if a Lyapunov function );(2 +ℜℜ∈ nCV  for (2.1) is available for which there exist constants 
0, >ΛK , an integer 1≥q  and a neighborhood nℜ⊂N  with N∈0  such that 
qxKxfxV 2)()( −≤∇  and qxxf Λ≤)(  for all N∈x , then for every )1,0(∈λ  and every 
compact nS ℜ⊂  we can find 0>h  sufficiently small such that 
)()()())(( xfxVhxVxhfxV ∇+≤+ λ  for all Sx∈ ” 
 
This fact follows from (2.7) the observation that ( )qxOxq 2)( =  for x  close to zero. Notice the difference with 
Remark 4.6(a) ( qxKxfxV 2)()( −≤∇  instead of 1)()( +−≤∇ qxKxfxV ).  
 
 
The following theorem provides sufficient conditions for the solvability of problem (P2) based on the Lyapunov 
function for the dynamical system (2.1). It should be noticed that the hypotheses of the following theorem are of 
different nature from the hypotheses (i)-(iii) of Theorem 4.5. In particular, the conditions in the following theorem do 
not require the Lyapunov function to be smoother than 1C . 
 
Theorem 4.9: Consider system (2.2) that corresponds to a Runge-Kutta scheme for (2.1) of order 1≥p  satisfying 
(2.7), (2.8a,b) for certain )),0(;(0 +∞ℜ∈ nCϕ .  Suppose that: 
 
i) There exist a Lyapunov function );(1 +ℜℜ∈ nCV  for system (2.1) and a continuous, positive definite function 
+ℜ→ℜnW :~  such that (4.9) holds for all nx ℜ∈  and )](,0[ xh ϕ∈ . 
 
ii) There exists 0≥b  such that xbxhz )exp(),( ≤  and xbxhhFx )exp(),( ≤+  for all nx ℜ∈  and )](,0[ xh ϕ∈ . 
 
iii) There exists a constant )1,0(∈λ  such that  
p
b
V xCxl
xW
x
1
)()(
)(~)1(
)( ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −≤ λϕ , })0{\( nx ℜ∈∀                                                        (4.21) 
 
where { }xbzzzVxl nbV )exp(,:)(max:)( ≤ℜ∈∇=  for all nx ℜ∈  and +ℜ→ℜnC :  is a continuous positive 
definite function with 1)(),(),( +≤−− phxCxhhFxxhz  for all nx ℜ∈  and )](,0[ xh ϕ∈ . Then nℜ∈0  is URGAS for 
system (2.2). Moreover, if there exist constants 0, >Kσ  such that )(2)(~ xVxW σ≥  and 2)( xKxV ≥  for all nx ℜ∈  
then nℜ∈0  is robustly K-exponentially stable for (2.2). 
 
 
Proof: Utilizing hypotheses (i) and (ii) and since 
{ } ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠≤ℜ∈−
−≥ yzxbzyyz
yz
yVzV
xl nbV ,)exp(,max,,:
)()(
sup)( , we get for all })0{\( nx ℜ∈  and )](,0[ xh ϕ∈ : 
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)(~)(),(),()(
)),(()),(()),(()),((
xWhxVxhzxhhFxxl
xhzVxhzVxhhFxVxhhFxV
b
V −+−+≤
+−+≤+
 
 
The above inequality in conjunction with (2.8b) gives for all nx ℜ∈  and )](,0[ xh ϕ∈ : 
 ( ))()()(~)()),(( xCxlhxWhxVxhhFxV bVp−−≤+  
 
where +ℜ→ℜnC :  is the continuous positive definite function with 1)(),(),( +≤−− phxCxhhFxxhz  for all 
nx ℜ∈  and )](,0[ xh ϕ∈ . The above inequality in conjunction with (4.21) implies: 
 
)(~)()),(( xWhxVxhhFxV λ−≤+ , for all })0{\( nx ℜ∈  and )](,0[ xh ϕ∈                            (4.22) 
 
Notice that (2.3) guarantees that (4.22) holds for 0=x  as well. Consequently, Lemma 4.1 implies that nℜ∈0  is 
URGAS for system (2.2). Moreover, if there exist constants 0, >Kσ  such that )(2)(~ xVxW σ≥  and 2)( xKxV ≥  for 
all nx ℜ∈  then in this case Lemma 4.1 and inequality (4.22) show that nℜ∈0  is robustly K-exponentially stable for 
(2.2). The proof is complete.        <  
 
 
Remark 4.10: The proof of Lemma 4.3 (see (A3)), inequality (2.9) and Theorem 4.8 show that given a Runge-Kutta 
numerical scheme with order 1≥p  and a system of ODEs (2.1) with );( nnpCf ℜℜ∈  for which nℜ∈0  is GAS  
 
 “if a Lyapunov function );(2 +ℜℜ∈ nCV  for (2.1) is available for which there exist constants 
0,, >Λ cK , an integer 1≥q  and a neighborhood nℜ⊂N  with N∈0  such that 
1)()( +−≤∇ qxKxfxV , qxxf Λ≤)(  and (4.11) with )()(:)( xfxVxW −∇=  holds for all N∈x , 
then for every )1,0(∈λ  and every compact nS ℜ⊂  we can find 0>h  sufficiently small such 
that )()()()),(( xfxVhxVxhhFxV ∇+≤+ λ  for all Sx∈ ” 
 
This fact follows from (2.9) and the observation that { } ( )xOxbzzzVxl nbV =≤ℜ∈∇= )exp(,:)(max:)(  for x  
close to zero. The reader should notice the differences with Remark 4.6(a) (less regularity requirements). Example 
4.14 below will show that in practice it is not necessary to compute )),0(;(0 +∞ℜ∈ nCϕ  in order to be able to 
produce a qualitatively correct numerical solution; you only need to know a Lyapunov function for (2.1) with the 
properties described above.  
 
The following example illustrates Remark 4.6 and Remark 4.10. 
 
Example 4.11: Consider three planar systems with )(xfx k=& , 3,2,1=k , 221 ),( ℜ∈′= xxx  with 
 
⎥⎦
⎤⎢⎣
⎡
−−
+−=
21
21
1 :)( xx
xx
xf , ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−
+−=
2
2
1
21
2
2 :)(
xxx
xxx
xf , ⎥⎦
⎤⎢⎣
⎡
−−
+−=
21
212
3 :)( xx
xx
xxf  
 
For each of the systems we can use the Lyapunov function 2)( xxV = . Then we obtain: 
 
2
1 2)()( xxfxV −=∇ , 42 2)()( xxfxV −=∇ , 43 2)()( xxfxV −=∇  
 
Clearly, there exist constants 0>Λ k  ( 3,2,1=k ), integers 1≥kq  ( 3,2,1=k ) and a neighborhood 2ℜ⊂N  with 
N∈0  such that kqkk xxf Λ≤)(  for all N∈x . More specifically, we have 121 == qq  and 33 =q . Remark 4.6(a) 
shows that for 1=k  and 3=k  we are in a position to apply any consistent Runge-Kutta numerical scheme with 
sufficiently small step size and produce a qualitatively correct numerical solution. The same conclusion is derived by 
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Remark 4.10 (notice that (4.11) holds for each of the systems with )()(:)( xfxVxW kk −∇= , xbxl bW )exp(4)(1 = , 
3)3exp(8)()(
32
xbxlxl bW
b
W ==  for a neighborhood 2ℜ⊂N  with N∈0 ).  
 
    On the other hand, the requirements presented in Remark 4.6(a) or Remark 4.10 are not fulfilled for 2=k . 
Similarly, the requirements presented in Remark 4.8 are not fulfilled for 2=k . Consequently, we cannot conclude 
that the application of any consistent Runge-Kutta numerical scheme with sufficiently small step size will produce a 
qualitatively correct numerical solution. Numerical solutions with the explicit Euler and the Heun scheme confirm 
these results (see Figure 1 and Figure 2). For the system )(2 xfx =&  both schemes applied with constant 0>h  exhibit 
an asymptotically stable limit cycle, which shrinks to the origin as 0→h , but exists for all 0>h . This does not 
happen for 1=k  and 3=k : the numerical simulations with constant step size 2.0=h  for both numerical schemes 
show the correct behavior (see Figure 3 and Figure 4). 
 
-1
-0,5
0
0,5
1
-1 -0,5 0 0,5 1x1
x2
 
Figure 1: Numerical solution for )(2 xfx =&  with the explicit Euler method and initial condition )0,1(=x  
 
 
-1
-0,5
0
0,5
1
-1 -0,5 0 0,5 1x1
x2
 
Figure 2: Numerical solution for )(2 xfx =&  with Heun’s method and initial condition )0,1(=x  
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Figure 3: Numerical solutions for )(1 xfx =&  with initial condition )0,1(=x  
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Figure 4: Numerical solutions for )(3 xfx =&  with initial condition )0,1(=x  
 
 
 
We would like to emphasize that Theorem 4.5 and Theorem 4.9 do not state that there does not exist a Runge-Kutta 
scheme which produces an asymptotically stable approximation for system )(2 xfx =& , since it gives a merely 
sufficient but not necessary condition. In fact, for instance the implicit Euler scheme produces an asymptotically 
stable approximation, which we will rigorously show in Example 4.19 below.          <  
 
 
Based on the general Theorem 4.9, the following theorem shows that for the special case of a locally exponentially 
stable ODE system, problem (P1) is always solvable. 
 
Theorem 4.12: Consider system (2.1) and a consistent Runge-Kutta scheme with order 1≥p  and );( nnpCf ℜℜ∈ . 
Assume that nℜ∈0  is GAS and locally exponentially stable for (2.1). Then Problem (P1) is solvable. 
 
Proof: We are going to show that there exists )),0(;(0 +∞ℜ∈ nCϕ  satisfying all requirements of Theorem 4.9. 
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Since nℜ∈0  is GAS and locally exponentially stable for (2.1), by virtue of Proposition 4.4, there exist a Lyapunov 
function );(1 +ℜℜ∈ nCV  for (2.1), a symmetric, positive definite matrix nnP ×ℜ∈  and constants 0, >με  such that 
(4.13), (4.14) hold. It follows from (4.14) that statement (i) of Lemma 4.3 holds with 2:)( xxW μ= .  
 
Let 0>b . It holds that { } ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≤≠ℜ∈−
−≥= xbzyzyzy
zy
zWyW
xbxl nbW )exp(,max,,,:
)()(
sup)exp(2:)(  for all 
0≠x . Notice that (4.11) holds for all nx ℜ∈  with )exp(2: 1 bc −= μ . By virtue of statement (iii) of Lemma 4.3, for 
each )1,0(∈λ  inequality (4.9) holds for all nx ℜ∈  and )](,0[ xh ϕ∈  with 2:)(~ xxW μλ= , where 
)),0(;(0 +∞ℜ∈ nCϕ  is any function satisfying 
{ }μλϕ )2exp()1(,2min
)(21
1)( bb
xl
x
f
−−+≤                                                 (4.23) 
 
and { })()(,:)(:)( xVzVzzDfxl nf ≤ℜ∈= . Moreover, the proof of Lemma 4.3 shows that (see (A3)) for all nx ℜ∈  
and )](,0[ xh ϕ∈  it holds that ( ) xbxhz exp),( ≤ . Let )),0(;(0 +∞ℜ∈ nCϕ  the function for which (2.7), (2.8a,b) 
hold for all nx ℜ∈  and )](,0[ xh ϕ∈ . We notice that the inequality xbxhhFx )exp(),( ≤+  holds for all nx ℜ∈  
and )](,0[ xh ϕ∈ , where )),0(;(0 +∞ℜ∈ nCϕ  is any function satisfying 
 
( )⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
+≤ xMx
bxx
)(1
)exp(
,)(min)( ϕϕϕ , 
nx ℜ∈∀                                                  (4.24) 
 
and ++ ℜ→ℜ:M  is the continuous, non-decreasing function involved in (2.3). 
 
Next we show the existence of )),0(;(0 +∞ℜ∈ nCϕ  satisfying (4.21). It suffices to show that there exist constants 
0>δ , )1,0(∈λ  and a neighborhood nℜ⊂N  with N∈0  such that 
 
2)1()()( xxCxl bV
p λμλδ −≤ , N∈∀x                                                          (4.25) 
 
where +ℜ→ℜnC :  is a continuous positive definite function with 1)(),(),( +≤−− phxCxhhFxxhz  for all nx ℜ∈  
and )](,0[ xh ϕ∈ . Let )0(ρB=N , where )exp(: b−= ερ  and 0>ε  is the constant involved in (4.13). Clearly, (4.13) 
implies that 
 xbPxl bV )exp(2)( ≤ , N∈∀x                                                                     (4.26) 
 
where nnP ×ℜ∈  is the symmetric, positive definite matrix involved in (4.13). Notice that without loss of generality 
we may assume that there exists constant 0>K  such that (2.9) holds with 1=q  for all N∈x  and )](,0[ xh ϕ∈  (the 
fact that there exists constant 0>Q  such that xQxhz ≤),(  for all N∈x  and 0≥h  is a consequence of local 
exponential stability). Consequently, by virtue of (2.9), (4.26), we can guarantee that (4.25) holds for every )1,0(∈λ  
with 
p
bPK
1
)exp(2
)1(
: ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= λμλδ . Therefore, from all the above we conclude that we may define 
( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
++= )(21,)(1
)exp(,)(,min:)(
xlxMx
bxx
f
κ
ϕϕδϕ  for all N∈x  and 
( )
⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −
++=
p
b
Vf xCxl
x
xlxMx
bxx
1
2
)()(
)1(
,
)(21
,
)(1
)exp(
,)(,min:)(
λμλκ
ϕϕδϕ  for all N∉x , where 
{ }μλκ )2exp()1(,2min: bb −−= , so that all requirements of Theorem 4.9 are fulfilled. The proof is complete.      <  
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Remark 4.13: Theorem 4.12 is an existence result which does not give an explicit estimate for )(xϕ , i.e., it answers 
(P1) but does not solve (P2). However, similar to Remark 4.8 and 4.10 we can conclude that the  
numerical approximation is asymptotically stable on each compact set S for sufficiently small step size h. Note that 
local exponential stability is not a necessary condition for asymptotic stability of explicit  
Runge-Kutta schemes, as Example 4.11 shows ( 20 ℜ∈  is GAS but not locally exponentially stable for system 
)(3 xfx =& ).  
 
Due to the complexity of calculations needed in order to satisfy the requirements of Theorem 4.5 and Theorem 4.9, 
we suggest the following algorithm for Runge-Kutta schemes and a given )1,0(∈λ : 
 
“If )()()),(( xVhLxVxhhFxV fλ+≤+  then the time step 0>h  is allowed. 
Otherwise halve the step size (i.e., 2/hh = ) and check again” 
 
where );(2 +ℜℜ∈ nCV  is a Lyapunov function for (2.1) for which there exist a constant 0>K  and a neighborhood 
nℜ⊂N  with N∈0  such that 2)()( xKxfxV −≤∇  for all N∈x . Therefore, in practice we do not have to compute 
the step function )(xϕ  that guarantees robust global asymptotic stability of the numerical approximation. The 
following example illustrates this point. 
 
Example 4.14: In this example we consider four different explicit numerical schemes: the explicit Euler scheme, 
Heun’s scheme, the improved polygonal scheme (a second order method) and Kutta’s 3rd order scheme. The 
numerical schemes are applied to the planar system: 
 
2122
2
211 xxxxxxx −−=+−= &&                                                              (4.27) 
 
using the Lyapunov function 2/)()( 22
2
1 xxxV += . For all numerical schemes (except the explicit Euler method) the 
calculation of the maximum allowed time-step by using Theorem 4.5 or Theorem 4.9 is very complicated. However, 
we have determined the maximum 0>h  for which the inequality )()()),(( xVhLxVxhhFxV fλ+≤+  with 2
1=λ  
holds. The following figure shows the graph of the maximum allowable time-step for the four numerical methods 
with 21 )1,( ℜ∈′= xx  and varying ℜ∈1x . 
 
0
0,2
0,4
0,6
0,8
1
-15 -10 -5 0 5 10 15 20x1
h
HEUN
EULER
POLYGONAL
KUTTA
 
Figure 5: Maximum allowable time step for the explicit Euler method, Heun’s method, the improved polygonal 
method and Kutta’s 3rd order method for (4.27) with 21 )1,( ℜ∈′= xx  
 
It should be noticed that all higher order schemes allow greater time-steps for 1x  close to zero than the time-steps 
allowed by the explicit Euler method (notice that for 21 )1,( ℜ∈′= xx  and 2
1=λ  the maximum allowable time-step 
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for which the inequality )()()),(( xVhLxVxhhFxV fλ+≤+  holds for the explicit Euler method is 2
1=h ). However, 
for large values of 1x  the maximum allowable time-step for higher order schemes are considerably smaller than the 
time-step allowed by the explicit Euler method. It is clear that a higher order method does not necessarily allow 
higher values for the maximum allowable time step for which the inequality )()()),(( xVhLxVxhhFxV fλ+≤+  
holds.    <  
 
 
 
 
4.III. Implicit Runge-Kutta Schemes 
 
In this subsection we show how Lyapunov function based arguments can be used for implicit schemes. In order to 
keep the presentation technically simple, we restrict ourselves to the implicit Euler scheme for which we can prove 
the following result.  
 
Theorem 4.15-Implicit Euler Method: Suppose that there exists a convex Lyapunov function for (2.1), where 
);(0 nnCf ℜℜ∈  is simply locally Lipschitz. Let )),0(;(0 +∞ℜ∈ nCϕ  be such that the equation )(YhfxY +=  has a 
unique solution nY ℜ∈  for all )](,0[ xh ϕ∈  and nx ℜ∈ . Then for each 0>r , nℜ∈0  is URGAS for the 
corresponding system (2.2) with )(:),( YfxhF = , { }rxx , )(min:)( ϕϕ = , where )(YhfxY += . 
 
Proof: Define the functions 
 
⎭⎬
⎫
⎩⎨
⎧ ≥≥ℜ∈∇−= )(
2
1)()(,:)()(min:)(1 xVyVxVyyfyVxW
n , )(
2
1:)(2 xVr
xW =                          (4.28) 
 
By virtue of (4.7) both functions are continuous and positive definite. Since );(1 +ℜℜ∈ nCV  is convex the following 
inequality holds for all nxx ℜ∈21 , : 
 
)()()( 21211 xxVxxVxV +≤∇+                                                               (4.29) 
 
We apply (4.29) with Yx =1  and )(2 Yhfx −= , where )(YhfxY +=  and )](,0[ xh ϕ∈ . We get: 
 
)()()())(()( YfYVhYVYhfYVxV ∇−≥−=                                                   (4.30) 
 
By virtue of (4.7), (4.30) implies that )()( xVYV ≤ . We distinguish the following cases: 
 
Case 1: )(
2
1)( xVYV ≥ . In this case (4.30) in conjunction with definition (4.28) of 1W  we obtain: 
 
)()()( 1 xVxhWYV ≤+                                                                 (4.31) 
 
Case 2: )(
2
1)( xVYV < . In this case definition (4.28) of 2W  implies for all ],0[ rh∈ : 
 
)()()( 2 xVxhWYV ≤+                                                                   (4.32) 
 
Consequently, in any case we obtain for all )](,0[ xh ϕ∈  and nx ℜ∈ : 
 
)()()( xhWxVYV −≤                                                                     (4.33) 
 
where )(YhfxY +=  and { })(),(min:)( 21 xWxWxW =  is a positive definite function. Lemma 4.1 yields the assertion. 
The proof is complete.             <  
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The following corollary shows that Theorem 4.15 can be seen as a nonlinear generalization of the well-known A-
stability property of the implicit Euler method.  
 
 
Corollary 4.16: Consider the system of ODEs Axx =& , nx ℜ∈  where nnA ×ℜ∈  is a Hurwitz matrix. Then the 
implicit Euler method is URGAS for arbitrary step size 0>h . 
 
 
Proof: As pointed out in Section 2, the implicit Euler method is well defined for each step size 0>h . Furthermore, 
the system Axx =& , nx ℜ∈  admits the quadratic Lyapunov function PxxxV ′=)( , where nnP ×ℜ∈  is a symmetric, 
positive definite matrix (see Theorem 5.7.18 in [27]). This Lyapunov function is obviously convex and Theorem 4.15 
yields the assertion.            <  
 
 
Remark 4.17: The main result in [9] guarantees that if 5,4≠n  then there exists a homeomorphism nn ℜ→ℜΦ :  
with 0)0( =Φ , being a diffeomorphism on })0{\( nℜ  and 1C  on nℜ  such that the transformed system (2.1) 
( ))())(( 11 yfyDy −− ΦΦΦ=&  admits the convex Lyapunov function 2
2
1:)( yyV = . Consequently, the implicit Euler 
can be applied to the transformed system. However, for numerical purposes, the method is not practical, since the 
homeomorphism nn ℜ→ℜΦ :  is usually not available. On the other hand, for certain classes of systems Theorem 
4.15 is directly applicable. One such class are the so called gradient systems, as shown in the following example. 
 
 
 
Example 4.18: Consider the following class of systems: 
 
))())(()(()( ′∇+−== xVxGxPxfx& , nx ℜ∈                                              (4.34) 
 
where );(2 +ℜℜ∈ nCV  is a positive definite, radially unbounded function with positive definite Hessian and 
0)0( =∇V , nnxP ×ℜ∈)(  is a symmetric positive definite matrix with locally Lipschitz elements and nnxG ×ℜ∈)(  is 
a matrix with locally Lipschitz elements with )()( xGxG −=′  for all nx ℜ∈ . The class of systems of the form (4.34) 
is a generalization of the class of the so-called gradient systems (see [28]). 
 
It follows from Theorem 4.15 that the implicit Euler scheme can be applied successfully for the numerical 
approximation of the solutions of (4.34) for every 0>r , )1,0(∈λ  with 
⎭⎬
⎫
⎩⎨
⎧
+= rxxLx ,)()(min:)( γ
λϕ
λ
, where  
+ℜ→ℜn:γ  is a continuous function with ( )xxxf γ≤)(  for all nx ℜ∈ , ),0(: +∞→ℜnLλ  is a continuous 
function with ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈−
−≥ yzxByz
yz
yfzf
xL ,)(,:
)()(
sup)( λλ  for all })0{\( nx ℜ∈  and 
{ }xxyyxB n λλ ≤−ℜ∈= ::)( .       <  
 
 
 
Example 4.19: Consider again systems )(xfx k=& , 3,2,1=k  of Example 4.11. Since these systems admit the convex 
Lyapunov function 2)( xxV = , it follows that the implicit Euler scheme produces asymptotically stable solutions for 
all systems )(xfx k=& , 3,2,1=k  of Example 4.11.       <  
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5. Application of the Small-Gain Step Selection Methodology 
 
Consider the infinite-dimensional dynamical system: 
0)0,(
]1,0(,),()),((),(),(
=
∈=∂
∂+∂
∂
tx
zztxztxbzt
z
x
czt
t
x
                                                      (5.1) 
 
with ℜ∈),( ztx , ℜ→ℜ:b  being locally Lipschitz, 0>c  and initial condition )(),0( 0 zxzx = , where 
)];1,0([10 ℜ∈Cx  with 0)0()0( 00 == dz
dx
x , under the following hypothesis 
 
(H) There exists constant 0≥K  such that Kxb ≤)(  for all ℜ∈x . 
 
Using the method of characteristics and hypothesis (H), it can be shown that the infinite-dimensional dynamical 
system (5.1) admits a unique classical solution )];1,0([),( 1 ℜ∈⋅ Ctx  with 0)0,()0,( =∂
∂= t
z
x
tx  for all 0≥t . 
Moreover, the zero solution is globally asymptotically stable, since for every )];1,0([10 ℜ∈Cx  with 
0)0()0( 00 == dz
dx
x , the unique classical solution )];1,0([),( 1 ℜ∈⋅ Ctx  of (5.1) with initial condition )(),0( 0 zxzx =  
satisfies 0),( =ztx  for all zct 1−≥  (uniform global attractivity).  
 
Using a uniform space grid of 1+n  points with space discretization step 
n
z 1=Δ , setting ),()( zitxtxi Δ= , 
ni ,...,1,0=  and approximating the spatial derivative by the backward difference scheme 
z
txtx
z
zitxzitxzit
z
x ii
Δ
−=Δ
Δ−−Δ≈Δ∂
∂ − )()())1(,(),(),( 1  for ni ,...,1= , we obtain the following set of ordinary 
differential equations: 
nix
z
cxxb
z
cx
xxb
z
cx
iiii ,...,2,)(
)(
1
111
=Δ+⎟⎠
⎞⎜⎝
⎛ −Δ−=
⎟⎠
⎞⎜⎝
⎛ −Δ−=
−&
&
                                                       (5.2) 
 
It is clear that system (5.2) has the structure of system (3.1) with )()( iii xbz
cxa −Δ=  for ni ,...,1= . Moreover, if the 
space discretization step is selected so that  
czK <Δ                                                                                        (5.3) 
 
where 0≥K  is the constant involved in Hypothesis (H), then inequalities (3.2) hold as well with K
z
cLi −Δ=  for 
ni ,...,1= . Theorem 3.1 allows us to conclude that for every 0>h  the numerical scheme: 
 
ni
txb
z
ch
tx
z
chtx
htx
txb
z
ch
tx
htx
i
ii
i ,...,2,
))((1
)()(
)(
))((1
)(
)(
1
1
1
1
=
⎟⎠
⎞⎜⎝
⎛ −Δ+
Δ+=+
⎟⎠
⎞⎜⎝
⎛ −Δ+
=+
−
                                                     (5.4) 
 
will give the correct qualitative behavior. The reader should notice that for the case 0)( ≡xb  inequality (5.3) is 
automatically satisfied (with 0=K ) and the numerical scheme (5.4) is related to the so-called implicit upwind 
numerical scheme for the advection equation, which is unconditionally stable.  
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6. Applications of the Lyapunov-based Step Selection Methodology 
 
In this section we present some applications for the Lyapunov-based step selection methodology that was provided in 
the Section 4. It should be emphasized that the Lyapunov-based step selection methodology can be (in principle) 
applied to all dynamical systems for which a Lyapunov function is known with a globally asymptotically stable and 
locally exponentially stable equilibrium (Theorem 4.7). However, as the following applications show there are certain 
classes of systems that we can guarantee more properties or require special attention. 
   
Application 1: Solution of Nonlinear Programming Problems 
 
There are many nonlinear programming problems which can be solved by constructing a dynamical system with a 
globally asymptotically stable equilibrium point which coincides with the minimizer of the nonlinear programming 
problem (see [5,29,30,31]). A special feature for such methods is that a Lyapunov function is available; however the 
position of the equilibrium point is not known (this is what we seek). Consider the following nonlinear programming 
problem: 
 
bAx
ts
xxf n
=
ℜ∈
..
,)(min
                                                                 (P) 
 
where );(3 ℜℜ∈ nCf  is strictly convex and radially unbounded with positive definite Hessian and nmA ×ℜ∈ , 
mb ℜ∈  with nm <  satisfies 0)det( ≠′AA . Under the previous hypotheses there is a global minimum nx ℜ∈∗  of 
problem (P). Moreover, there exists a vector mz ℜ∈∗  such that mnzx +∗∗ ℜ∈),(  is the unique solution of the 
equations: 
 
bAx
Azxf
=
=′+∇ 0)(                                                                 (6.1)   
 
Problem (P) may be solved by means of differential equations if we further assume that the function ( ) 221)()()( bAxAAAAIxfxG −+′′−∇= −  is radially unbounded. Indeed, the system 
 
( )
( )′′+∇−=
⎟⎠
⎞⎜⎝
⎛ −′+′′+∇∇−=
AzxfAz
bAxAAzxfxfx
)(
)()()(2
&
&
                                           (6.2) 
 
has the unique equilibrium point mnzx +∗∗ ℜ∈),( , which is UGAS for (6.2). This fact can be proved by using the 
Lyapunov function 22
2
1)(
2
1),( bAxAzxfzxV −+′+∇=  (notice that it is radially unbounded). Notice that 
( )22 zxV &&& +−=  for all mnzx +ℜ∈),( . Thus the dynamical system (6.2) can be solved by means of Runge-Kutta 
methods with a Lyapunov-based step selection methodology: each Runge-Kutta method applied to the dynamical 
system (6.2) will yield a method for the solution of the nonlinear programming problem (P). 
 
Here we will discuss the explicit Euler method. Indeed, the requirements of Corollary 4.7 are fulfilled. To see this let 
0>r , )1,0(∈λ  and notice that the function ),0(: +∞→ℜ +mnq  involved in (4.19), (4.20) satisfies  
 
),(),(),( 2 zxpzxzxq &&≤                                                                  (6.3) 
 
where { }),(),(:),(max:),( 2 zxrzxyyVzxp &&≤−−∇= ξξ  is a continuous function which can be evaluated without 
knowledge of the equilibrium point mnzx +∗∗ ℜ∈),( . Let mn+ℜ⊂N  be defined by 
}),(:),{(: czzxxzx mn <−−ℜ∈= ∗∗+N , where 0>c  is any positive constant. Then condition (4.19) is implied by 
the following inequality: 
 
 24
)1(2),( λδ −≤zxp , N∈∀ ),( zx                                                             (6.4) 
 
and it is clear that (6.4) holds with 0>δ  sufficiently small. Notice that inequality (4.20) is satisfied with 
⎭⎬
⎫
⎩⎨
⎧ −≤ r
zxp
zx ;
),(
)1(2
min),(
λϕ . Consequently, Corollary 4.7 guarantees that for every mnzx +ℜ∈),( 00 , the sequence 
{ }∞+ℜ∈ 0),( mnkk zx  generated by the recursive formulae  
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will achieve convergence to the (unknown) equilibrium point mnzx +∗∗ ℜ∈),(  of (6.2), provided that (the 
discretization step size) 0>kh  satisfies ⎭⎬
⎫
⎩⎨
⎧ −≤ r
zxp
h
kk
k ;),(
)1(2
min
λ
.  
 
 
Application 2: Control Systems under Feedback Control 
 
One class of dynamical systems for which a Lyapunov function is known is the class of control systems for which a 
continuous feedback stabilizer is designed by using a Lyapunov-based methodology (see [1,3,19,25]). This is evident 
for the class of so-called “triangular control systems” (see [3]). Consider the following triangular control system: 
 
ℜ∈ℜ∈′=
+=
−=+= +
uxxx
uxgxfx
nixxxgxxfx
n
n
nnn
iiiiii
,),...,(
)()(
1,...,1,),...,(),...,(
1
111
&
&
                                   (6.6) 
 
where ℜ→ℜ iif : , ℜ→ℜ iig :  ( ni ,...,1= ) are locally Lipschitz functions with 0)0( =if  ( ni ,...,1= ) and 
0)( >ygi  for all iy ℜ∈  ( ni ,...,1= ).  
 
Using backstepping (see [3]), we are in a position to construct a smooth function ℜ→ℜnk :  with 0)0( =k  and a 
positive definite and radially unbounded smooth function +ℜ→ℜnV :  such that  
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∇ M , nx ℜ∈∀                                       (6.7) 
 
for certain constant 0>σ . Moreover, nℜ∈0  is locally exponentially stable for the closed-loop system (6.6) with 
)(xku =  and for every 0≥Δ  there exist constants 0, 21 >KK  such that the following inequality holds: 
 
2
2
2
1 )( xKxVxK ≤≤ , for all nx ℜ∈  with Δ≤x                               (6.8) 
 
Consequently, Corollary 4.7 guarantees that the explicit Euler method can be used for the numerical approximation of 
the closed-loop system (6.6) with )(xku = . Furthermore, Corollary 4.7 can be used in order to obtain explicit 
estimate of the allowable discretization time step for the explicit Euler method. Indeed, notice that all requirements of 
Corollary 4.7 hold (notice that (6.7), in conjunction with (6.8) show that  2
21111
)()()(
)()(
)( xc
xkxgxf
xxgxf
xV
nn
−≤
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+
+
∇ M  for 
appropriate 0>c  for every bounded neighborhood of the origin). Formula (4.20) (combined with (6.7)) provides an 
explicit upper bound for the function ]),0(;(0 rC nℜ∈ϕ :  
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where 
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M  and ),0(: +∞→ℜnp  is defined by: 
{ })(:)(max:)( 2 xFrxyyVxp ≤−∇=                                                    (6.10) 
 
 
    Other Runge-Kutta numerical schemes can be used as well. Notice that the backstepping procedure achieves the 
construction of the Lyapunov function +ℜ→ℜnV :  by constructing a diffeomorphism nn ℜ→ℜΦ :  is with 
0)0( =Φ  such that )()()( xPxxV ΦΦ′= , where nnP ×ℜ∈  is a symmetric, positive definite matrix. Then Theorem 
4.15 guarantees that the implicit Euler can be used as well for the transformed closed-loop system (6.6) with 
)(xku = : 
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It follows that for every 0>r , )1,0(∈λ , the implicit Euler scheme can be applied for (6.11) with 
⎭⎬
⎫
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⎧
+= rzzLz , )()(min:)( γ
λϕ
λ
, where +ℜ→ℜn:γ  is a continuous function with ( )zzzF γ≤)(~  for all nz ℜ∈ , 
),0(: +∞→ℜnLλ  is a continuous function with ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
≠∈−
−≥ yxzByx
yx
yFxF
zL ,)(,:
)(~)(~
sup)( λλ  for all 
})0{\( nz ℜ∈  and { }zzyyzB n λλ ≤−ℜ∈= ::)( . This fact was observed in [17]. 
 
 
 
Application 3: Explicit Methods for Stiff Linear Systems 
 
Even for linear stiff systems the results provided by Theorems 4.5, 4.9 and 4.12 have important consequences. 
Consider the following linear system: 
 
n
nxxxAxx ℜ∈′== ),...,(; 1&                                                      (6.12) 
 
where nnA ×ℜ∈  is a diagonalizable Hurwitz matrix with eigenvalues Cn ∈λλ ,...,1  (all of them with negative real 
part). The standard criterion used in numerical analysis for the stability of a Runge-Kutta scheme requires that for all 
ni ,...,1= , the complex number ihλ  lies inside the region { }1)(: ≤∈= zRCzS , where )(zR  is the stability 
function of the scheme and h  is the (constant) discretization step size. The possibility of using larger discretization 
step size for explicit Runge-Kutta methods than the one allowed by the classical analysis must be considered. This 
possibility was considered in [2] where it was shown that a sequence of “small” time steps can allow a “big” time step 
for explicit ODE solvers. 
 
Here for simplicity, we consider the Explicit Euler scheme. The fact that nnA ×ℜ∈  is a Hurwitz matrix guarantees the 
existence of a symmetric positive definite matrix nnP ×ℜ∈  so that 0<′+ PAPA . Then Corollary 4.7 implies that for 
every )1,0(∈λ , 0>r  the step-size function ]),0(;(0 rC nℜ∈ϕ  satisfying the inequality 
 
 ⎭⎬
⎫
⎩⎨
⎧
′′
+′′−−≤ r
PAxAx
xPAPAxx ;)()1(min)( λϕ , })0{\( nx ℜ∈∀                             (6.13) 
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guarantees that the numerical solution produced by the explicit Euler scheme has the correct qualitative behavior. 
Notice that the quantity 
PAxAx
xPAPAx
′′
+′′− )(  depends heavily on the direction of the vector nx ℜ∈  and can allow 
greater discretization step sizes than the one produced by classical stability analysis. 
 
 
Example 5.1: Consider the singularly perturbed and stiff linear system 
 
21211 1000 xxxxx −=−= &&                                                                 (6.14) 
 
Classical analysis (Dahlquist test) for the explicit Euler scheme with constant step size requires that the discretization 
step must satisfy 500/1≤h .  
 
Let IP
2
1:= . We get ⎪⎭
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1λϕ . Notice that for 01 =x  we have 
{ }rx ;)1(2min)( λϕ −≤  (a very large value for the discretization step size) and for 02 =x  we have 
⎭⎬
⎫
⎩⎨
⎧
+−≤ rx ;11000
1000)1(2min)(
2
λϕ  (a value for the discretization step size comparable to the value provided by the 
limit of the classical analysis).  
 
Figure 6 shows the numerical solution obtained by using the explicit Euler scheme for (6.14) with step size 
⎪⎭
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1λϕ , 6.0=λ , 1=r . Figure 7 shows the sequence of discretization 
time steps for the explicit Euler scheme with step size ⎪⎭
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−+−== r
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xxxx
xh ;
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1λϕ , 6.0=λ , 
1=r . The initial conditions were 1)0(1 =x , 1.1)0(2 =x . It can be seen that the numerical solution presents the 
correct qualitative behavior. Moreover, Figure 7 shows a repeated pattern for the step selection: after a number of 
“small” time-steps the scheme allows a “big” time step. This is in agreement with the results in [2]. However, the 
“big” time step creates errors in the evaluation of the state variable )(1 tx  and this explains the behavior presented in 
Figure 6. After 500 explicit Euler steps the value of time is 71372.12=t : if we had applied 500 Euler steps with 
constant step size we would have reached at most 1=t . 
  
x1(t)
-0
,3
0
0,
3
0,
6
0,
9
1,
2
0 0,5 1 1,5 2 2,5 3 3,5
t
x2(t)
 
Figure 6: Numerical solution produced by the Explicit Euler scheme for (5.14) with 
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1λϕ , 6.0=λ , 1=r  
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Figure 7: The sequence of time steps for the Explicit Euler scheme for (5.14) with 
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The accuracy of the numerical solution can be improved by imposing a higher value for λ . Figure 8 shows the 
numerical solution obtained by using the explicit Euler scheme for (5.14) with step size 
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1λϕ , 9.0=λ , 1=r . Figure 9 shows the sequence of discretization 
time steps for the explicit Euler scheme with step size ⎪⎭
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1=r . Indeed, for 9.0=λ  “smaller” time steps are imposed and the accuracy is improved (compare Figure 8 with 
Figure 6). However, for 9.0=λ  after 500 explicit Euler steps the value of time is 798454.3=t .  
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Figure 8: Numerical solution produced by the Explicit Euler scheme for (5.14) with 
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 28
 
-4
-3,5
-3
-2,5
-2
-1,5
-1
-0,5
0
0 50 100 150 200 250
lo
g(
h)
 
Figure 9: The sequence of time steps for the Explicit Euler scheme for (5.14) with 
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It is clear that a trade-off between the allowable time steps and the accuracy of the numerical solution exists, as 
expected.                      <  
 
 
 
7. Stabilization of Numerical Schemes and Control of the Global Discretization Error  
 
It is well-known that the numerical solution produced by a Runge-Kutta numerical scheme of order 1≥p  results to 
global discretization error )( phO  for a finite time interval, where 0>h  is the maximum applied discretization time 
step. In this section we prove a similar result for the infinite interval ),0[ +∞ , on which, however, we will get a lower 
order of convergence than  1≥p .  
 
    Suppose that nℜ∈0  is K-exponentially stable for (2.1), i.e., there exist a constant 0>σ  and a function ∞∈Ka  
such that for every nz ℜ∈0  the solution ),( 0ztz  of (2.1) with initial condition 0)0( zz =  satisfies ( )00 )exp(),( zatztz σ−≤  for all 0≥t . Suppose furthermore that nℜ∈0  is robustly K-exponentially stable for 
(2.2), i.e., there exist constants 0>σ , )1,0(∈λ  and a function ∞∈Ka  such that for every nx ℜ∈0  and for every 
locally bounded input ),0[: +∞→ℜ+u  the solution );,( 0 uxtx  of (2.2) with initial condition 0)0( xx =  
corresponding to ),0[: +∞→ℜ+u  satisfies ( )00 )exp();,( xatuxtx σλ−≤  for all 0≥t . 
 
The global discretization error );,( 0 uxte  at time 0≥t  for the numerical solution with initial condition 0)0( xx =  
corresponding to ),0[: +∞→ℜ+u  is the difference );,(),(:);,( 000 uxtxxtzuxte −= .  Clearly we have ( )00 )exp(2);,( xatuxte σλ−≤  for all 0≥t , i.e., solvability of problem (P1) implies that the global discretization 
error );,( 0 uxte  tends to 0 as +∞→t .  
 
Define ),(),(:),,( 0000 xhsFxxszxhsd −−=  (the local discretization error). We have  
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Suppose that there exist a continuous function +ℜ→ℜnL :  such that  
 
xzxLxhFzhF −≤− )(),(),( 0 , 
for all nxz ℜ∈,  with ( )0xax ≤ , ( )0xaz ≤  and )](,0[ xh ϕ∈                                 (7.2) 
 
Notice that for implicit Runge-Kutta methods inequality (7.2) may not be satisfied since ),( zhF  may not be defined 
for all )](,0[ xh ϕ∈ . However, for explicit Runge-Kutta methods inequality (7.2) holds in general for appropriate 
continuous function +ℜ→ℜnL : .  
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xhhdxhd −−== . Standard arguments show that the following inequality holds for 
all 0≥i : 
( ) ( )∑
=
+++ −≤
i
j
jjjjii xzhdhxLxLuxe
0
0101001 )),(,(
~
)(exp)(exp);,( ττττ                                  (7.3) 
 
Noticing that ( ) ( ) ( )∫∫ ++ −≤−≤− ++ 11 )(exp)(exp)(exp 01010 j
j
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j
dssxLdsxLhxL jjj
τ
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τ
τ
ττ , (7.3) implies the following 
inequality for all 0≥i : 
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and therefore 
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The above inequality leads to the following estimate of the global discretization error: 
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Inequality (7.6) has important consequences: 
 
a) Inequality (7.6) shows an order reduction phenomenon. For example, if the Runge-Kutta scheme used is of order 
p  then  )()( 0
p
ii hOxD = , where jiji hh ,...,0max: == , and consequently we obtain from (7.6) 
)();,(sup )(0
0
0xL
p
i
i
hOuxe +
≥
≤ σλ
σλ
τ , where j
j
hh
0
max:
≥
= .  
 
b) A second important point that should be emphasized is the possibility of controlling the global discretization error. 
The demand ετ ≤);,( 0 uxe i  for all 1≥i , where 0>ε  is given,  is guaranteed by (7.6) if  
( )( ) λλε )(0)(100 00 2)()( xqxqi xaxLxD −+≤ , for all 0≥i  
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where σ
)(
:)( 00
xL
xq = , or equivalently 
 
( )( ) λλετττ )(0)(10000 00 2)()),(,(),(),( xqxqii
i
iii xaxLxzhF
h
xzxhz −+≤−−+ , for all 0≥i  
 
 
For a Runge-Kutta method of order 1≥p , there exists a continuous function ),0(: +∞→ℜnK   (see (2.8a,b) and use 
of the fact that f  is locally Lipschitz) such that: 
 
),(max)()),(,(
),(),(
0
0
00
00 xszxKhxzhF
h
xzxhz
i
hs
p
iii
i
iii
i
+≤−−+
≤≤
ττττ                   (7.7) 
 
Therefore, by virtue of (7.7), the demand ετ ≤);,( 0 uxe i for all 1≥i  is guaranteed if  
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For example, using the explicit Euler method we get 1=p , )(
2
1:)( 0
2
0 xLxK = . Thus we obtain from (7.8): 
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Similar computations can be made for all Runge-Kutta schemes. Notice that as time becomes larger (and 
consequently the solution approaches the equilibrium point), larger time steps are allowed.  
 
 
 
 
8. Conclusions 
 
In this work, we considered the problem of step size selection for numerical schemes such that the numerical solution 
presents the same qualitative behavior as the original system of ODEs. Specifically, we developed tools for nonlinear 
systems with a globally asymptotically stable equilibrium point which are similar to methods used in Nonlinear 
Control Theory. It is shown how the problem of appropriate step size selection can be converted to a rigorous abstract 
feedback stabilization problem for a particular hybrid system. Feedback stabilization methods based on Lyapunov 
functions and Small-Gain results were employed. The obtained results have been applied to several examples and 
have been shown to be efficient for controlling the global discretization error. 
 
The methodology presented in the present work (transformation of the step selection problem to a feedback 
stabilization problem and use of modern nonlinear control theory for the solution of the problem) can be used for 
more complicated numerical problems such as the step size selection problem for: 
 
? the numerical approximation of the solution of infinite-dimensional systems (systems described by partial 
differential equations or systems described by retarded functional differential equations), 
? systems with more complicated attractors, 
? time-varying systems, 
? systems with inputs. 
 
Future work will address these problems. 
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Appendix 
 
Proof of Lemma 4.3:  
(i) Define )()(:)( xfxVxQ −∇= . The function +ℜ→ℜnQ :  is continuous and by virtue of (4.7) is positive definite 
too. Standard results on inf-convolutions guarantee that the function { }nyxyyQxW ℜ∈−+= :)(inf:)(  is globally 
Lipschitz on nℜ  (with unit Lipschitz constant), positive definite and satisfies (4.8). 
 
(ii) Since 0)0( =f , it follows that for all nx ℜ∈  
 
zxlzf f )()( ≤ , for all nz ℜ∈  with )()( xVzV ≤                                                     (A1) 
 
Inequality (A1) in conjunction with the fact that )()),(( xVxtzV ≤  for all 0≥t  and Gronwall’s inequality implies 
 ( ) ( )xtxlxtzxtxl ff )(exp),()(exp ≤≤− , for all nxt ℜ×ℜ∈ +),(                                   (A2) 
 
Therefore definition (4.10) and inequality (A2) imply that 
 ( ) ( ) xbxhzxb exp),(exp ≤≤− , for all )](,0[ xh ϕ∈                                                (A3) 
 
Let +ℜ→ℜnW :  be the locally Lipschitz, positive definite function which satisfies inequality (4.8). Define: 
 { }xbyxbyyWxW n )exp()exp(,:)(min:)(~ ≤≤−ℜ∈=                                                   (A4) 
 
Clearly, definition (A4) guarantees that +ℜ→ℜnW :~  is a continuous, positive definite function. Moreover, by virtue 
of inequalities (4.8), (A3) and definition (A4) we obtain for all )](,0[ xh ϕ∈  and nx ℜ∈ : 
 
)(~)),(()),(()),(()()),((
00
xWhdsxszWdsxszfxszVxVxhzV
hh
−≤−≤∇=− ∫∫                          (A5) 
i.e., the desired inequality (4.9).  
 
(iii) Notice first that inequality (4.11) guarantees that there exists )),0(;(0 +∞ℜ∈ nCϕ  satisfying (4.12). Define: 
 { }xbyyyfxM nbf )exp(,:)(max:)( ≤ℜ∈=                                                        (A6) 
 
Notice that inequality (A1) and definition (A6) imply that 
 
xbxlxM f
b
f )exp()()( ≤                                                                      (A7) 
 
Taking into account inequalities (A3), (A7), (4.12) in conjunction with definition (A6) we obtain for all )](,0[ xh ϕ∈  
and nx ℜ∈ : 
 
)()exp()()(),()()),(()( xxbxlxlxhzxxlxhzWxW f
b
W
b
W ϕ≤−≤−                                          (A8) 
 
Inequalities (A8) and (4.12) imply the following inequality for all )](,0[ xh ϕ∈  and nx ℜ∈ : 
 
)()),(( xWxhzW λ−≤−                                                                          (A9) 
 
Moreover, by virtue of inequalities (4.8), (A3) and definition (A4) we obtain for all )](,0[ xh ϕ∈  and nx ℜ∈ : 
 
 33
)()),(()),(()),(()()),((
00
xhWdsxszWdsxszfxszVxVxhzV
hh
λ−≤−≤∇=− ∫∫                          (A10) 
 
i.e., the assertion. The proof is complete.       <  
 
 
Proof of Proposition 4.4: Since nℜ∈0  is locally exponentially stable for (2.1), it follows that the matrix 
)0(: DfA =  is Hurwitz. Consequently there exists a symmetric, positive definite matrix nnP ×ℜ∈  and a constant 
0>μ  such that 
 
22)( xxPAPAx μ−≤+′′ , nx ℜ∈∀                                                       (A11) 
 
(see …). Consequently, there exists constant 0>δ  (sufficiently small) such that 
 
2)(2 xxPfx μ−≤′ , for all nx ℜ∈  with δ2≤x                                               (A12) 
 
Let +ℜ→ℜnW :  a continuously differentiable function with  
 
( )⎪⎩
⎪⎨
⎧
>+
<′−
=
δμ
δ
2)(1
)(2
:)(
22 xforxfx
xforxPfx
xW  and 2)( xxW μ≥  for all nx ℜ∈                            (A13) 
 
and define the function 
 
∫
+∞
=
0
)),((:)( dtxtzWxV                                                              (A14) 
 
By virtue of Theorem 2.46 in [4] V  as defined by (A14) is a Lyapunov function for (2.1) satisfying 
 
 )()()( xWxfxV −=∇  for all nx ℜ∈                                                      (A15) 
 
By virtue of Proposition 2.48 in [4] is the unique function satisfying (A15) with 0)0( =V . An inspection of the proof 
yields that if equation (A15) holds on a forward invariant set for (2.1) then uniqueness holds on this set (because 
uniqueness is established by looking at trajectories in forward time). Notice that by virtue of (A15) and definition 
(A13), it follows that (4.14) holds. 
 
Picking a forward invariant neighborhood )0(δBN ⊂  of zero (such a forward invariant neighborhood of zero exists 
because nℜ∈0  is asymptotically stable), we observe by (A13) that the function PxxxV ′=)(~  satisfies (A15) as well 
on )0(δBN ⊂  and 0)0(~ =V . Consequently, PxxxVxV ′=≡ )(~)(  on )0(δBN ⊂ . Let 0>ε  sufficiently small with 
NB ⊆)0(ε . It follows that (4.13) holds. The proof is complete.             <  
 
 
 
 
 
 
