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Abstract
This paper extends and supplements some of the properties of the apparent length distribution introduced by
Baker (J. Appl. Statist. 27(1) (2000) 2–21). Recurrence relations for moments and formulae for moments derived
via difference and differential operators will be given.We also establishmaximum likelihood estimator andBayesian
estimators of a parameter of this distribution. Compound distributions based on the apparent length distribution are
also discussed.
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1. Introduction
Baker [1] gave an interesting application of a discrete distribution in epidemiology. He considered data
from a longitudinal study of infections of children in day nurseries given by Hannah and Riordan [5].
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Fortnightly stool samples had been taken over a period of 1 year, and tested for the presence of many
agents of gastrointestinal infection. One can see that a negative result would sometimes be returned even
with infection present. Moreover, it sometimes was impossible for the health worker to obtain a specimen.
Let the apparent duration of infection be the period from the ﬁrst to the last positive test. We assume
that if an infection lasts n weeks then the apparent duration of infection may be less than n. Moreover, if
all tests are false-negative then the infectious episode will be missed completely.
To describe this situation Baker [1] assumed that results of successive infection tests constitute inde-
pendent Bernoulli trials, each having probability q of success. He derived the probability mass function
of the apparent length distribution as follows. To observe infectious durations of m= 0 or 1 weeks from
infections with a true period of n weeks, he simply requires the corresponding binomial probabilities
from n trials with success probability q. However, he noted thatm2 weeks of observed infection occur
when there are at least two positive tests with probability q2. Baker [1] observed also that the outermost
(n−m) tests are negative with probability (1−q)n−m and events sandwiched in between the ﬁrst and last
positive tests are immaterial, so occur with probability 1. Of course this apparent duration of infection
can occur in n−m+ 1 ways, as the observed period moves from starting at week 1 to ending at week n.
Baker [1] obtained the following probabilities of observing m of n weeks of infection
Pmn := P [X =m | n] =

(1− q)n if m= 0,
nq(1− q)n−1 if m= 1,
(n−m+ 1)q2(1− q)n−m if 2mn,
0 otherwise.
(1)
For m = 0 and 1 the distribution (1) coincides with the binomial but, after that, the binomial factor
(1− q)n−m remains, while the ( n
m
)
qm factor is replaced by (n−m+ 1)q2.
This distribution also arises when plants in a row of n each have probability q of germinating. It is also
related to the distribution of the number of tails obtained when tossing a coin until two heads are obtained,
in a maximum of n tosses. We think that this distribution can also be used as a counting distribution in
some insurance models.
Baker [1] described some of the properties of the “apparent length” distribution and derived the mean
and variance of distribution (1) stating that the derivation of high moments is very complicated. Our aim
is to extend his results and give some formulae and recurrence relations for moments of this distribution.
We also supplement his paper by likelihood and Bayesian estimators.
This article consists of two parts: the ﬁrst is a supplement of results of Baker [1], the second is devoted
to compound distributions. In Section 2 we obtain moments of distribution (1) using a ﬁnite difference
operator and a differential operator. Recurrence relations for moments are given in Section 3. Maximum
likelihood and Bayesian estimation of parameter q in (1) when n is known, is presented in Section 4.
Similar results for the moments of various classes of discrete distributions were obtained in [7–9].
The recurrence relations for moments of a random variable
Y =X1 +X2 + · · · +XN ,
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where X1, X2, . . . , are independent and identically distributed random variables and N has the apparent
length distribution (1) will be given in Section 5. Section 6 includes computational formulae for the
density of Y.
The main results of this paper were presented during a Colloquium on Risk Analysis: Statistical and
Probabilistic Methods (Leuven, May 26–27, 2004) at the Celebration in honour of Prof. Jozef L. Teugels,
at which he was awarded the title of Professor Emeritus.
2. Relations for moments derived using certain operators
We derive here moments using the method of ﬁnite difference operators presented by Link [6]. Let
Ef (x) = f (x + 1) be the displacement operator and f (x) = f (x + 1) − f (x) be the difference
operator. These operators can be added, subtracted, multiplied and (under appropriate conditions) divided.
Powers indicate repeated operation. Moreover, we have j r = Ej0r = Ejxr |x=0 and E ≡ I + . Write
mr = EXr -rth ordinary moment,
mr()= E[X − ]r -rth moment about the point ,
r = E[X − EX]r -rth central moment. We need
Lemma 1.
∞∑
k=n+1
kj (1− q)k = (1− q)
n+1
q
[
nr + 1
1− q
r∑
i=1
(r
i
)
nr−i
i∑
s=1
(
1− q
q
)s
s0i
]
, (2)
where m ∈ N, 0<q < 1.
Proof. Let X be the random variable with probability function
P [X = j ] = (1− q)j−n−1q, j = n+ 1, n+ 2, . . . ,
where 0<q < 1, n= 0, 1, 2, . . . . Using the deﬁnition of EXr and properties of difference operators we
have
EXr :=
∞∑
j=n+1
j r(1− q)j−1−nq
= q
1− q
∞∑
k=1
(k + n)r(1− q)k
= q
1− q n
r
∞∑
k=1
(1− q)k + q
1− q
r∑
i=1
(r
i
)
nr−i
∞∑
k=1
ki(1− q)k
= nr + 1
1− q
r∑
i=1
(r
i
)
nr−i
i∑
s=1
(
1− q
q
)s
s0i , i1
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as
∞∑
k=1
ki(1− q)k = 1
q
i∑
s=1
(
1− q
q
)s
s0i ,
(cf. [6]). Hence we get (2). 
Theorem 2. The rth moment of the apparent length distribution (1) is given by
mr = nq(1− q)n + nrq − nrq(1− q)n+1
+ (n+ 1)q
r∑
j=1
(
r
j
)
nr−j (−1)j
 j∑
s=1
(
1− q
q
)s
s0j
− (1− q)n+1nj − (1− q)n
j∑
i=1
(
j
i
)
nj−i
i∑
s=1
(
1− q
q
)s
s0i

− q
r+1∑
j=1
(
r + 1
j
)
nr+1−j (−1)j
 j∑
s=1
(
1− q
q
)s
s0j
− (1− q)n+1nj − (1− q)n
j∑
i=1
(
j
i
)
nj−i
i∑
s=1
(
1− q
q
)s
s0i
 (3)
or in terms of the Stirling numbers of the second kind
mr = nq(1− q)n + nrq − nrq(1− q)n+1
+ (n+ 1)q
r∑
j=1
(
r
j
)
nr−j (−1)j
 j∑
s=1
(
1− q
q
)s
s!S(j, s)
− (1− q)n+1nj − (1− q)n
j∑
i=1
(
j
i
)
nj−i
i∑
s=1
(
1− q
q
)s
s!S(i, s)

− q
r+1∑
j=1
(
r + 1
j
)
nr+1−j (−1)j
 j∑
s=1
(
1− q
q
)s
s!S(j, s)
− (1− q)n+1nj − (1− q)n
j∑
i=1
(
j
i
)
nj−i
i∑
s=1
(
1− q
q
)s
s!S(i, s)

. (4)
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Proof. Using general properties of difference operators we get
mr = nq(1− q)n−1 +
n∑
m=2
mr(n−m+ 1)q2(1− q)n−m
= nq(1− q)n−1 − (n+ 1)q2(1− q)n−1 + q2(1− q)n−1 + (n+ 1)q2nr
− q2nr+1 + (n+ 1)q2
n∑
k=1
(n− k)r(1− q)k − q2
n∑
k=1
(n− k)r+1(1− q)k
= nq(1− q)n + nrq2 + (n+ 1)q2
r∑
j=0
(
r
j
)
nr−j (−1)j
n∑
k=1
kj (1− q)k
− q2
r+1∑
j=0
(
r + 1
j
)
nr+1−j (−1)j
n∑
k=1
kj (1− q)k
= nq(1− q)n + nrq2 + (n+ 1)q2nr
n∑
k=1
(1− q)k
+ (n+ 1)q2
r∑
j=1
(
r
j
)
nr−j (−1)j
n∑
k=1
kj (1− q)k − q2nr+1
n∑
k=1
(1− q)k
− q2
r+1∑
j=1
(
r + 1
j
)
nr+1−j (−1)j
n∑
k=1
kj (1− q)k
= nq(1− q)n + nrq − nrq(1− q)n+1 + (n+ 1)q2
r∑
j=1
(
r
j
)
nr−j (−1)j
n∑
k=1
kj (1− q)k
− q2
r+1∑
j=1
(
r + 1
j
)
nr+1−j (−1)j
n∑
k=1
kj (1− q)k .
Now using Lemma 1 we obtain (3).
Formula (4) follows from (3) by using the deﬁnition of Stirling numbers of the second kind
S(i, j)=
{ j0i
j ! , ij,
0, i < j.
The values of S(i, j) are given in Flachsmeyer [3]. 
One can check that from (3) and (4) we get the mean and variance of the apparent length distribution
obtained by Baker [1] from the probability generating function.
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Ending this section we derive moments of (1) using the differential operator x ≡ xd/dx considered
by Boullion et al. [2]. One can observe that nkxn = kx(xn). In this case we get
Theorem 3. The rth moment about the point  of the apparent length distribution (1) is given by
mr()= (−)r (1− q)n + (1− )rnq(1− q)n−1
+ q2(n− + 1)(1− q)n(u − )r
[
u2
1− u
(
1− un−2)]
− q2(1− q)n(u − )r+1
[
u2
1− u
(
1− un−2)] ,
where u= 1/(1− q).
Proof. Using deﬁnition of moments about the point  and general properties of differential operators we
get
mr()= (−)r (1− q)n + (1− )rnq(1− q)n−1 +
n∑
m=2
(m− )r (n−m+ 1)q2(1− q)n−m
= (−)r (1− q)n + (1− )rnq(1− q)n−1
+ q2(n− + 1)(1− q)n
n∑
m=2
(m− )r
(
1
1− q
)m
− q2(1− q)n
n∑
m=2
(m− )r+1
(
1
1− q
)m
= (−)r (1− q)n + (1− )rnq(1− q)n−1
+ q2(n− + 1)(1− q)n
n∑
m=2
r∑
k=0
( r
k
)
(−)r−kmk
(
1
1− q
)m
− q2(1− q)n
n∑
m=2
r+1∑
k=0
(
r + 1
k
)
(−)r+1−kmk
(
1
1− q
)m
.
Putting u= 1/(1− q) we have
mr()= (−)r (1− q)n + (1− )rnq(1− q)n−1
+ q2(n− + 1)(1− q)n
n∑
m=2
r∑
k=0
( r
k
)
(−)r−kmkum
− q2(1− q)n
n∑
m=2
r+1∑
k=0
(
r + 1
k
)
(−)r+1−kmkum
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= (−)r (1− q)n + (1− )rnq(1− q)n−1
+ q2(n− + 1)(1− q)n
n∑
m=2
r∑
k=0
( r
k
)
(−)r−kku(um)
− q2(1− q)n
n∑
m=2
r+1∑
k=0
(
r + 1
k
)
(−)r+1−kku(um)
= (−)r (1− q)n + (1− )rnq(1− q)n−1
+ q2(n− + 1)(1− q)n(u − )r
(
n∑
m=2
um
)
− q2(1− q)n(u − )r+1
(
n∑
m=2
um
)
.
Hence we get the result. 
From above formulae one can get mean EX and variance 2X as derived Baker [1] who used the
probability generating function
Gn(z)=
(
qz
q + z− 1
)2
zn+2 +
[
1+ nq
1− q z+
(
qz
q + z− 1
)2 (
n− 1− n
1− q z
)]
(1− q)n.
Note that the moment generating function of X has the form
Mn(u)= q2 e
(n+2)u
(1− q − eu)2 +
[
1+ nqeu + (n+ 1)q2 e
u
1− q − eu
−q2(1− q) e
u
(1− q − eu)2
]
(1− q)n.
Mn(u) can be used to derive the moment of any order. But this approach is in general laborious so we
have used operator methods.
3. Recurrence relations for moments
Nowwe derive recurrence relations for ordinary and centralmoments of the apparent length distribution
using two methods.
It was noted by Baker [1] that the probability mass function (1) for given n obeys the following
recurrence relation:
Pm+1,n = n−m
n−m+ 1 (1− q)
−1Pmn, m> 1.
Put a = (1− q)−1. The above relation can be written in the more useful form
(m− n− 1)pn(m+ 1)= a(m− n)pn(m), m= 2, 3, . . . , n− 1, (5)
where pn(m)= Pmn.
Using the deﬁnition of the rth moment about the point  we get the following recurrence relations for
mr().
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Theorem 4. Moments of the apparent length distribution (1) satisfy the following recurrence relation:
mr+1()=
[
n+ 2− − 1
q
(r + 2)
]
mr()− 1
q
r−1∑
k=0
( r
k
) [ k
r + 1− k − n+ 
]
mk()
+
[
n+ 2
q
(−)r (1− q)+ n
q
(nq − 1+ q)(1− )r − n(n− 1)(2− )r
]
(1− q)n, (6)
where r = 0, 1, 2, . . . and m0()= 1.
Proof. We obtain this relation by multiplying (5) by (m+ 1− )r and summing over 2mn− 1. 
Now we give recurrence relations for moments using the moment generating function.
Theorem 5. Moments of the apparent length distribution (1) satisfy the following recurrence relation:
mr+1()= 1
q
r∑
k=1
( r
k
)
[(n− )mr−k()+mr−k+1()] +
(
n+ 2− 2
q
− 
)
mr()
+
[
n+ 2
q
(−)r (1− q)+ n
q
(nq − 1+ q)(1− )r − n(n− 1)(2− )r
]
(1− q)n, (7)
where r = 0, 1, 2, . . . , and m0()= 1.
Proof. Let X be a random variable with the probability function (1). Multiplying (5) by eu(m−) and
summing over 2mn− 1 we get
M ′X−(u)+ (− n− 2)MX−(u)
= aeuM ′X−(u)+ a(− n)euMX−(u)− (n+ 2)pn(0)e−u
+ [anpn(0)− (n+ 1)pn(1)]eu(1−) + [a(n− 1)pn(1)− npn(2)]eu(2−)
whereMX−(u) is the moment generating function of X − . Hence using (1) we have
M ′X−(u)+ (− n− 2)MX−(u)
= aeuM ′X−(u)+ a(− n)euMX−(u)
−
[
(n+ 2)e−u −
(
n− nq
1− q
)
eu(1−) − n(n− 1) q
1− q e
u(2−)
]
(1− q)n.
Differentiating r times with respect to u and putting u= 0 leads after algebraic simpliﬁcation to (7). 
Putting = 0 and letting 00= 1 in (6) and (7) we obtain recurrence relations for the ordinary moments
for r = 0, 1, 2, . . . and m0 = 1
mr+1 =
[
n+ 2− 1
q
(r + 2)
]
mr − 1
q
r−1∑
k=0
( r
k
) [ k
r + 1− k − n
]
mk
+
[
n2 − 2+ 2
q
− n(n− 1)2r
]
(1− q)n
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and
mr+1 = 1
q
r∑
k=1
(r
k
)
[nmr−k −mr−k+1] +
(
n+ 2− 2
q
)
mr +
[
n2−2+ 2
q
− n(n−1)2r
]
(1−q)n,
respectively.
If we put in (6) or (7)  = m1 we get the relation for the central moments of the apparent length
distribution (1)
r+1 =
[(
2− n− 2
q
)
(1− q)n − r
q
]
r
− 1
q
r−1∑
k=0
( r
k
) [2r + 2− k
r + 1− k −
2
q
+
(
n− 2+ 2
q
)
(1− q)n
]
k
+
{
n+ 2
q
(1− q)
[
2
q
− 2− n−
(
n− 2+ 2
q
)
(1− q)n
]r
+ n
q
(nq − 1+ q)
[
2
q
− 1− n−
(
n− 2+ 2
q
)
(1− q)n
]r
− n(n− 1)
[
2
q
− n−
(
n− 2+ 2
q
)
(1− q)n
]r}
(1− q)n
and
r+1 =
1
q
r∑
k=1
( r
k
){[2
q
− 2−
(
n− 2+ 2
q
)
(1− q)n
]
r−k − r−k+1
}
−
(
n− 2+ 2
q
(1− q)nr
)
+
{
n+ 2
q
(1− q)
[
2
q
− 2− n−
(
n− 2+ 2
q
)
(1− q)n
]r
+ n
q
(nq − 1+ q)
[
2
q
− 1− n−
(
n− 2+ 2
q
)
(1− q)n
]r
− n(n− 1)
[
2
q
− n−
(
n− 2+ 2
q
)
(1− q)n
]r}
(1− q)n,
for r = 0, 1, 2, . . . and 0 = 1, 1 = 0.
Recurrence relations for moments of the apparent length distribution can also be obtained via methods
used in [4,11,12].
Theorem 6. Ordinary moments mr+1 and factorial moments m(r+1) of the apparent length distribution
(1) satisfy the following recurrence relations:
mr+1 = (1− q)dmrdq n
2(1− q)n +
(
n+ 2− 2
q
)
mr, r0, (8)
m(r+1) = (1− q)dm(r)dq + (1− q − rq)n(1− q)
n−1 +
(
n+ 2− 2
q
)
m(r), r0, (9)
where m0 =m(0) = 1, respectively.
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Proof. Using the deﬁnition of ordinary moments we have
mr = nq(1− q)n−1 +
n∑
m=2
mr(n−m+ 1)q2(1− q)n−m. (10)
Differentiating (10) with the respect of q we get
dmr
dq
= (1− nq)n(1− q)n−2 +
(
2
q
− n
1− q
) n∑
m=2
mr(n−m+ 1)q2(1− q)n−m
+ 1
1− q
n∑
m=2
mr+1(n−m+ 1)q2(1− q)n−m.
From (10) we have
n∑
m=2
mr(n−m+ 1)q2(1− q)n−m =mr − nq(1− q)n−1.
After messy algebra using the above fact we obtain (8).
Similarly, from the deﬁnition of the factorial moment we get (9). 
4. Estimators
In this sectionwederive themaximum likelihood estimator and theBayesian estimators of the parameter
q of the apparent length distribution.
4.1. Maximum likelihood estimator
For the sample x = (x1, x2, . . . , xM) we denote by mi , i = 0, 1, . . . , n the number of observations
which are equal to i, so that
∑n
i=0mi =M . Then the likelihood function can be written as
L(q; x)= (1− q)nm0[nq(1− q)n−1]m1
n∏
i=2
[(n− i + 1)q2(1− q)n−i]mi .
This gives
logL(q; x)=m0n log(1− q)+m1 log n+m1 log q +m1(n− 1) log(1− q)
+
n∑
i=2
mi[log(n− i + 1)+ 2 log q + (n− i) log(1− q)].
Hence we get
d
dq
logL(q; x)=− m0n
1− q +
m1
q
− m1(n− 1)
1− q +
n∑
i=2
mi
[
2
q
− n− i
1− q
]
.
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Therefore, the estimator of q is given by
qˆ = 2(M −m0)−m1
(n+ 2)M − 2m0 −m1 −∑ni=0 imi .
The variance of this estimator is as follows:
Var(qˆ)=
(
M(n+ 2)
q2
− 2Mn+ 6M + 2
q
+ n(1− q)− 2
q
)
(1− q)n−4 − 2M
q2
− Mn
(1− q)2
when n is known.
4.2. Bayesian estimators
Nowwe consider the problem of estimating qwith quadratic loss function based on a single observation
from (1) under a beta prior
(q)= q
a−1(1− q)b−1
B(a, b)
, 0<q < 1,
where B(a, b)= ∫ 10 ta−1(1− t)b−1 dt is the beta function.
Using the standard procedure we obtain the following posterior distribution of q:
h(q | x)=

qa+m−1(1− q)b+n−1
B(a +m, b + n) if m= 0 or m= 1,
qa+1(1− q)b+n−m−1
B(a + 2, b + n−m) if 2mn.
Hence the posterior moments are
E[qr | x] =

B(a +m+ r, b + n)
B(a +m, b + n) if m= 0 or m= 1,
B(a + 2+ r, b + n−m)
B(a + 2, b + n−m) if 2mn.
For r = 1 we get the Bayes estimator
(x)= E[q | x] =

a +m
a + b +m+ n if m= 0 or m= 1,
a + 2
a + b + n−m+ 2 if 2mn.
In practice, we use more than one observation. To give the above estimator in this case we apply the
likelihood function and obtain the following posterior distribution:
h(q | x)= q
a+m1+2(M−m0)(1− q)b+m1(n−1)+nM−
∑n
i=1 imi
B
(
a +m1 + 2(M −m0)+ 1, b +m1(n− 1)+ nM −∑ni=1 imi + 1) .
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Thus the posterior moments are as follows:
E[qr | x] = B
(
a + r +m1 + 2(M −m0)+ 1, b +m1(n− 1)+ nM −∑ni=1 imi + 1)
B
(
a +m1 + 2(M −m0)+ 1, b +m1(n− 1)+ nM −∑ni=1imi + 1) .
So the Bayesian estimator of q based on a sample x = (x1, x2, . . . , xM) is given by
(x)= a +m1 + 2(M −m0)+ 1
a + b + nm1 + 2(M −m0 + n)−∑ni=1imi + 2 .
Ending this section we assume that the prior distribution of q is the two-sided power distribution deﬁned
by van Dorp and Kotz [13]
(q)=
{
w(q/)w−1 if 0<q,
w((1− q)/(1− ))w−1 if <q1,
where w> 0 and 0< < 1. In this case we obtain the following formula for the posterior moments:
E[qr | x] =

(n+ w)[1−wB(r + w, n− 1)+ (1− )1−wB˜(r − 1, n+ w)]
(n+ w)1−wB(w, n− 1)+ (1− )n+1
if m= 0,
C1[1−wB(r + w + 1, n)+ (1− )1−wB˜(r + 2, n+ w − 1)]
C1
1−wB(w − 1, n)+ (1− )n[(n+ w − 1)+ 1]
if m= 1,
1−wB(r + w + 2, n−m+ 1)+ (1− )1−wB˜(r + 3, n−m+ w)
1−wB(w + 2, n−m+ 1)+ (1− )1−wB˜(3, n−m+ w)
if 2mn,
where B˜(a, b) = B(a, b) − B(a, b) =
∫ 1
 q
a−1(1 − q)b−1 dq, B(a, b) =
∫ 
0 q
a−1(1 − q)b−1 dq is
the incomplete beta function and C1 = (n + w)(n + w − 1). Hence we get the Bayesian estimator of
parameter q
(x)=

C2
1−wB(w + 1, n− 1)+ (1− )n+1[(w + n)+ 1]
C2
1−wB(w, n− 1)+ (w + n+ 1)(1− )n+1
if m= 0,
C1[1−wB(w, n)+ (1− )1−wB˜(3, n+ w − 1)]
C1
1−wB(w − 1, n)+ (1− )1−w[(n+ w − 1)+ 1]
if m= 1,
1−wB(w + 3, n−m+ 1)+ (1− )1−wB˜(4, n−m+ w)
1−wB(w + 2, n−m+ 1)+ (1− )w−1B˜(3, n−m+ w)
if 2mn,
where C2 = (n+ w)(n+ w + 1).
The posterior moments derived on the basis of a given sample x are
E[qr | x] = [1−wB(r +M −m1 − 2m0 + w, nM − M˜ − 1)
+ (1− )1−wB˜(r +M −m1 − 2m0 − 1, nM − M˜ + w)]
× [1−wB(M −m1 − 2m0 + w, nM − M˜ − 1)
= (1− )1−wB˜(M −m1 − 2m0 − 1, nM − M˜ + w)]−1,
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where M˜ =∑ni=0 imi . Hence we obtain
(x)= [1−wB(M −m1 − 2m0 + w + 1, nM − M˜ − 1)
+ (1− )1−wB˜(M −m1 − 2m0, nM − M˜ + w)]
× [1−wB(M −m1 − 2m0 + w, nM − M˜ − 1)
+ (1− )1−wB˜(M −m1 − 2m0 − 1, nM − M˜ + w)]−1.
Nadarajah [10] reformulated the two sided power distribution as
(q)=
{
cqv−1 if 0<q,
c(1− q)w−1 if <q1,
where w> 0, v > 0 are integers chosen so that qv−1 = (1− q)w−1 and c = [qv/v + (1− q)w/w]−1. In
this case we get
E[qr | x] =

C1[B(r + v, n+ 1)+ B˜(r + 1, n+ w)]
C1B(v, n+ 1)+ (1− )n+w if m= 0,
C2[B(r + v + 1, n)+ B˜(r + 2, n+ w − 1)]
C2B(v + 1, n)+ (1− )n+w−1[(n+ w − 1)+ 1]
if m= 1,
C4[B(r + v + 2, n−m+ w)+ B˜(r + 3, n−m+ w)]
C4B(v + 1, n)+ C3 if 2mn,
where C3 = (1− )n−m+w[2(n−m+w)(n−m+w + 1)− 2(n−m+w + 2− )], C4 = (n−m+
w)(n−m+ w + 1)(n−m+ w + 2). Thus we get the Bayesian estimator
(x)=

C1[B(r + v, n+ 1)+ B˜(2, n+ w)]
C1B(v, n+ 1)+ (1− )n+w if m= 0,
C2[B(v + 2, n)+ B˜(3, n+ w − 1)
C2B(v + 1, n)+ (1− )n+w−1[(n+ w − 1)+ 1]
if m= 1,
C4[B(v + 3, n−m+ w)+ B˜(4, n−m+ w)]
C4B(v + 1, n)+ C3 if 2mn.
The posterior moments derived on the basis of a given sample x = (x1, x2, . . . , xM) are
E[qr | x] = [B(r +M −m1 − 2m0 + v, nM − M˜ + 1)
+ B˜(r +M −m1 − 2m0 + 1, nM − M˜ + w)]
× [B(M −m1 − 2m0 + v, nM − M˜ + 1)
+ B˜(M −m1 − 2m0 + 1, nM − M˜ + w)]−1.
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Hence we obtain
(x)= [B(M −m1 − 2m0 + v + 1, nM − M˜ + 1)+ B˜(M −m1 − 2m0 + 2, nM − M˜ + w)]
× [B(M −m1 − 2m0 + v, nM − M˜ + 1)+ B˜(M −m1 − 2m0 + 1, nM − M˜ + w)]−1.
5. Moments of compound distribution
Here we will obtain recurrence relations for moments of compound distributions.
Let {Xk, k= 1, 2, . . .} be a sequence of independent and identically distributed random variables and
N be a counting variate independent of {Xk}. Write
Y =X1 +X2 + · · · +XN .
Here we assume that N has the apparent length distribution (1).
In collective risk theory Xk corresponds to the amount of a claim, N corresponds to the number of
claims in certain period and Y represents the aggregate claims of the portfolio.
We can derive the moments of Y using by the following standard method. The moment generating
function of Y has the form:
MY(u)=GN(MX1(u)),
where GN is the probability generating function of N. Hence
EY = nEX1,
Var Y = 2n(EX1)2 + nVarX1,
where
n = EN = n+ 2−
2
q
+
(
n− 2+ 2
q
)
(1− q)n
and
2n = VarN = n(1− n)+
6
q2
[1− n(1− q)n−1 + (n− 1)(1− q)n]
− 4
q
[n+ 2− 3n(1− q)n−1 + 2(n− 1)(1− q)n]
+ (n+ 1)(n+ 2)− 6n(1− q)n−1 + 2(n− 1)(1− q)n
denote the mean and variance of distribution (1).
Nowwe give recurrence relations for the moments ofY. One can observe that relation (5) can be written
as follows:
pn(m)=
(
(1− q)−1 + (1− q)
−1
m− n− 2
)
pn(m− 1), m= 3, 4, . . . , n. (11)
Denoting by MX1(u) the moment generating functions of the random variable X1 and writing
VX1(u) = 1/MX1(u) and 	i = E(X1)i , recurrence relation for moments of Y are given in the follow-
ing theorem.
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Theorem 7. If the distribution of N satisﬁes (11), then we have the following recursion for the moments
of Y about a point :
E[(Y − )k+1] = 1
q
k∑
i=1
(
k
i − 1
)[
n− (1− q)
(
k + 1
i
− 1
)]
	iE[(Y − )k−i+1]
− E[(Y − )k] + n
q
	k+1 +
[
n2 + n− n
q
]
(1− q)n
k∑
i=0
(
k
i
)
(−)k−i	i+1
+
k∑
i=0
i∑
j=0
(
k
i
)(
i
j
)
(−)k−i	j+1
{
(n+ 2)1− q
q
V
(i−j)
X1
(0)
× [(1− q)n − E[(Y − )k−i]] − n(n− 1)(1− q)n	i−j
}
, k0. (12)
Proof. The moment generating function of Y about  has the form:
MY−(u)= e−uMY (u).
Differentiating gives
M ′Y−(u)=−MY−(u)+ e−uG′N [MX1(u)]M ′X1(u). (13)
Writing (11) in the form:
pn(m)=
(
a + a
m+ b
)
pn(m− 1),
where a = (1− q)−1 and b =−(n+ 2), we get
G′N(u)= pn(1)+ 2upn(2)+
n∑
m=3
[
ma + a − ab
m+ b
]
um−1pn(m− 1)
=pn(1)+ 2upn(2)+ a
n∑
m=3
(m+ 1)um−1pn(m− 1)
− b
n∑
m=3
[pn(m)− apn(m− 1)]um−1
= n(1− q)n − n2q(1− q)n−1 + un(n− 1)q(1− q)n−1 − (n+ 2)(1− q)n 1
u
+
n∑
m=0
[am+ (b + 2)a]umpn(m)− b
u
n∑
m=0
umpn(m).
Letting
W(u)= n(1− q)n − n2q(1− q)n−1 + un(n− 1)q(1− q)n−1 − (n+ 2)(1− q)n 1
u
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and using the deﬁnition of the probability generating function we get
G′N(u)=W(u)+ auG′N(u)+
[
a(b + 2)− b
u
]
GN(u).
Hence
G′N(u)=
1
1− au
[
W(u)+
(
a(b + 2)− b
u
)
GN(u)
]
. (14)
After inserting (14) in (13) we get
[1− aMX1(u)]M ′Y−(u)= − MY−(u)+ e−uM ′X1(u)W(MX1(u))
+
[
a(b + 2)− b
MX1(u)
]
MY−(u)M ′X1(u).
Therefore
M ′Y−(u)− aMX1(u)M ′Y−(u)
= [n(1− q)n − n2q(1− q)n−1]e−uM ′X1(u)
+ n
2
(n− 1)q(1− q)n−1[M2X1(u)]′e−u − (n+ 2)(1− q)ne−u[logMX1(u)]′
+ a(b + 2)MY−(u)M ′X1(u)− bMY−(u)[logMX1(u)]′ − MY−(u).
According to Leibnitz formula, taking the derivative of order k of both sides gives
M
(k+1)
Y− (u)− a
k∑
i=0
(
k
i
)
M
(i)
X1
(u)M
(k−i+1)
Y− (u)
=−M(k)Y−(u)+ [n(1− q)n − n2q(1− q)n−1]
k∑
i=0
(
k
i
)
(−)k−ie−uM(i+1)X1 (u)
+ n
2
(n− 1)q(1− q)n−1
k∑
i=0
(
k
i
)
(−)k−ie−u[2MX1(u)M ′X1(u)](i)
− (n+ 2)(1− q)n
k∑
i=0
(
k
i
)
(−)k−ie−u
[
M ′X1(u)
MX1(u)
](i)
+ a(b + 2)
k∑
i=0
(
k
i
)
M
(k−i)
Y− (u)M
(i+1)
X1
(u)− b
k∑
i=0
(
k
i
)
M
(k−i)
Y−
[
M ′X1(u)
MX1(u)
](i)
.
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Hence we get
M
(k+1)
Y− (u)= a
k∑
i=0
(
k
i
)
M
(i)
X1
(u)M
(k−i+1)
Y− (u)− M(k)Y−(u)
+ [n(1− q)n − n2q(1− q)n−1]
k∑
i=0
(
k
i
)
(−)k−ie−uM(i+1)X1 (u)
× n
2
(n− 1)q(1− q)n−1
k∑
i=0
(
k
i
)
(−)k−ie−u
i∑
j=0
(
i
j
)
M
(i−j)
X1
(u)M
(j+1)
X1
(u)
− (n+ 2)(1− q)n
k∑
i=0
(
k
i
)
(−)k−ie−u
i∑
j=0
(
i
j
)
V
(i−j)
X1
(u)M
(j+1)
X1
(u)
+ a(b + 2)
k∑
i=0
(
k
i
)
M
(k−i)
Y− (u)M
(i+1)
X1
(u)
− b
k∑
i=0
(
k
i
)
M
(k−i)
Y−
i∑
j=0
(
i
j
)
V
(i−j)
X1
(u)M
(j+1)
X1
(u).
Setting u= 0 in the above formula we obtain recursion (12). 
Now putting = 0 in (12) we obtain the following recursion for the ordinary moments of Y:
E[Y k+1] = 1
q
k∑
i=1
(
k
i − 1
)[
n− (1− q)
(
k + 1
i
− 1
)]
	iE[Y k−i+1]
+ n
q
	k+1 +
[
n2 + n− n
q
]
(1− q)n	k+1
+
k∑
i=0
(
k
i
)
	i+1
{
(n+ 2)1− q
q
V
(k−i)
X1
(0)[(1− q)n − E[Y k−i]]
− n(n− 1)(1− q)n	k−i
}
. (15)
Putting k = 0 and 1 in (15) we get
EY =
[
n+ 2− 2
q
+
(
n− 2+ 2
q
)
(1− q)n
]
	1
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and
EY 2 =
{
2
q2
[(3n+ 1)(1− q)n − 3n(1− q)n−1 − 1]
+ 4
q
[n+ 2+ 3n(1− q)n−1 − 2(n+ 1)(1− q)n]
− (n+ 2)(n+ 3)+ 6n(1− q)n−1 − 2(2n2 − n− 3)(1− q)n
−2
(
n− 2+ 2
q
)2
(1− q)2n
}
(	1)
2 +
[
n+ 2− 2
q
+
(
n− 2+ 2
q
)
(1− q)n
]
	2.
Hence
Var Y =
{
2
q2
[1− 3n(1− q)n−1 + (3n+ 1)(1− q)n]
− 4
q
[2(n+ 1)(1− q)n − 3n(1− q)n−1] − n− 2+ 6n(1− q)n−1
−2(n2 − n− 3)(1− q)n −
(
n− 2+ 2
q
)2
(1− q)2n
}
(	1)
2
+
[
n+ 2− 2
q
+
(
n− 2+ 2
q
)
(1− q)n
]
	2.
6. Formulae for the density of the compound distribution in (5)
In this section we present computational formulae for the density of Y in (5).
We denote the distribution function and Laplace transform of X1 by
F(x)= Pr{X1x}, x0
and
LX(s)= E[e−sX1],
respectively.
Similarly, for Y we write
G(y)= Pr{Y y}, y0,
LY (s)= E[e−sY ].
Clearly
LY (s)=
∞∑
m=0
p(m)[LX(s)]m. (16)
We consider two cases.
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Case 1: X1 has a discrete support. In this situation, let
fx = Pr{X1 = x}, x = 0, 1, 2, . . . ,
and
gy = Pr{Y = y}, y = 0, 1, 2, . . . .
In this case (16) also holds when LX(·) and LY (·) denote the probability generating function of X1
and Y.
Case 2: X1 has a mixed support. It is assumed in this situation that X1 is absolutely continuous on
(0, ∞) but with a (possible) spike at 0. Thus, let
f0 = Pr{X1 = 0},
f (x)= d
dx
F(x), x > 0,
f˜ (s)=
∫ ∞
0
e−sxf (x) dx = LX(s)− f0.
Similarly, for the variate Y deﬁne
g0 = Pr{Y = 0},
g(y)= d
dy
G(y), y > 0,
g˜(s)=
∫ ∞
0
e−syg(y) dy = LY (s)− g0.
The case where the support ofX1 is discrete is considered ﬁrst. Since in this case theL(·)’s are interpreted
as probability generating functions, an auxiliary generating function may be deﬁned. Let
Q(s)= sL
′
X(s)
LX(s)
.
ThenQ(s) has a power series expansion
Q(s)=
∞∑
n=0
qns
n
.
To obtain the coefﬁcients of Q(s) let v be deﬁned by fv > 0 but fx = 0, x <v. Thus fv is the ﬁrst non-
zero coefﬁcient in the expansion of LX(s). Willmot and Panjer [14] gave the following recursive formula
for qx :
q0 = v
and, for x > 0,
qx = (x + v)fx+v
fv
−
x∑
y=1
fy+v
fv
qx−y .
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Multiplying (5) by [LX(s)]mL′X(s) and summing over m2 we get
L′Y (s)− (n+ 2)LY (s)[LX(s)]−1L′X(s)+ (n+ 2)p(0)[LX(s)]−1L′X(s)
+ (n+ 1)p(1)L′X(s)+ np(2)LX(s)L′X(s)
= aL′Y (s)LX(s)− anLY (s)L′X(s)+ anp(0)L′X(s)+ a(n− 1)p(1)LX(s)L′X(s). (17)
Multiplication of (17) by s yields the following expression involving the auxiliary generating function
Q(s)
sL′Y (s)− (n+ 2)LY (s)Q(s)+ (n+ 2)p(0)Q(s)+ (n+ 1)p(1)sL′X(s)+ np(2)sLX(s)L′X(s)
= asL′Y (s)LX(s)− ansLY (s)L′X(s)+ anp(0)sL′X(s)+ a(n− 1)p(1)sLX(s)L′X(s).
Equating the coefﬁcient of sy on each side yields
gy = hy +
y∑
x=1
kx,ygy−x, y > 0,
where
hy = ny(1− q)
n−1[1− q(n+ 1)]
[1− (1− q)−1f0]y − (n+ 2)q0
fy + (n− 1)nq(1− q)
n−1
[1− (1− q)−1f0]y − (n+ 2)q0
y∑
x=1
xf xfy−x ,
kx,y = (n+ 2)qx + [y − (n+ 1)x](1− q)
−1fx
[1− (1− q)−1f0]y − (n+ 2)q0
.
If the support of X1 is mixed, deﬁne the auxiliary transform
˜(s)= L
′
X(s)
LX(s)
to be the transform of (x) i.e.
˜(s)=
∫ ∞
0
e−sx(x) dx.
As in the discrete case, (17) may be rewritten as
g˜′(s)− (n+ 2)˜(s)g˜(s)+ (n+ 2)p(0)˜(s)+ (n+ 1)p(1)f˜ ′(s)+ np(2)f˜ (s)f˜ ′(s)
= ag˜′(s)f˜ (s)− ang˜(s)f˜ ′(s)+ anp(0)f˜ ′(s)+ a(n− 1)p(1)f˜ (s)f˜ ′(s). (18)
By the uniqueness of the Laplace transform (18) may be inverted to yield
g(y)= h(y)+
∫ y
0
k(x, y)g(y − x) dx, y > 0,
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where
h(y)= ny(1− q)
n−1[1− q(n+ 1)]
[1− (1− q)−1f (0)]y − (n+ 2)(0) f (y)
+ (n− 1)nq(1− q)
n−1
[(1− q)−1f (0)]y − (n+ 2)(0)
∫ y
0
xf (x)f (y − x) dx,
k(x, y)= (n+ 2)(x)+ [y − (n+ 1)x](1− q)
−1f (x)
[1− (1− q)−1f (0)]y − (n+ 2)(0) .
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