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Parametrized iterativity of an algebra means the existence of unique solutions of all ﬁni-
tary recursive systems of equations where recursion is allowed to use only some variables
(chosen as a parameter). We show how such algebras can be introduced in an arbitrary
category A by employing a base, i.e., an operation interpreting objects of A as monads on
A. For every base we prove that free base algebras and free iterative base algebras exist.
The main result is a coalgebraic construction of the latter: all equation morphisms form a
diagram whose colimit is proved to be a free iterative base algebra.
© 2008 Elsevier Inc. All rights reserved
One for the money
Two for the show
Three to get ready
And four to go.
Nursery rhyme
1. Introduction
The idea of parametrized iterativity of Tarmo Uustalu [16] can be formulated on the level of algebras A by requiring that
recursive equations in A, where recursion is allowed on a subset of varibles only (determined by a choice of a parameter),
have unique solutions. This has led us to introducing the concept of a base on the category Set, i.e., a ﬁnitary1 functor from
Set to the category of all ﬁnitary monads on Set, see [5]. There we proved that for every base free iterative agebras exist.
The aim of the present paper is to prove that free iterative algebras can be constructed coalgebraically, precisely as in the
case of (non-parametrized) iterativity treated in [3]: a free iterative algebra RY for a base is a colimit of the diagram of all
coalgebras for the endofunctor − Y with a ﬁnitely presentable carrier. This results in a monad R called the rational monad
of the base. In a subsequent paper we will apply the coalgebraic description to prove a “parametric generalization” of the
main result of [3]: that the rational monad of every ﬁnitary endofunctor H is a free iterative monad on H in the sense of
Calvin Elgot [9].
 The third author acknowledges the support of the Grant MSM6840770014 of the Ministry of Education of the Czech Republic.
* Corresponding author.
E-mail addresses: adamek@iti.cs.tu-bs.de (J. Adámek), mail@stefan-milius.eu (Milius).
1 Finitary functors are those preserving ﬁltered colimits. Finitary monads are monads with a ﬁnitary underlying functor.
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In the rest of the introduction, we shortly recall the idea of (non-parametrized) iterativity, due to Evelyn Nelson [14] and
Jerzy Tiuryn [15], for -algebras and its generalization in [3] to H-algebras. We also recall the parametrization idea inspired
by the work of Tarmo Uustalu [16], as presented in [5].
1.1. Iterative -algebras
Let  =
(
(n)
)
n∈N be a signature and A be a -algebra. We study recursive systems of equations
2 in A of the form
x1≈ t1(x1, . . . ,xm,a1, . . . ,ak)
x2≈ t2(x1, . . . ,xm,a1, . . . ,ak) (1.1)
.
.
.
xm≈ tm(x1, . . . ,xm,a1, . . . ,ak)
where each right-hand side ti is a term over X + A, in which X = {x1, . . . ,xm} is a set of variables and a1, …, ak are elements
of A. The system is called guarded if none of the right-hand sides tj is a single variable x1, …, xm. Evelyn Nelson calls the
algebra A iterative if every such system of equations has a unique solution in A, i.e., if there exists a uniquem-tuple b1, …, bm
of elements of Awith
bj = tj(b1, . . . ,bm,a1, . . . ,ak) for j = 1, . . . ,m.
We can restrict ourselves to ﬂat equations, which means that each ti is either a “ﬂat term” σ(y1, . . . ,yn) for some n-ary
operation symbol σ ∈ n and some elements y1, . . . ,yn of X , or a single element of A. In fact, there is an obvious process of
ﬂattening of equations which we illustrate by the next.
Example 1.1. Suppose  consists of a single binary operation symbol *. If A is an iterative binary algebra, then for every
element a there exists a unique element bwith
b = b∗(a∗b).
This follows from the recursive equation
x ≈ x∗(a∗x).
We can ﬂatten it by introducing new variables y and z:
x≈x∗y
y≈z∗x
z≈a
Notation 1.2. Let H be the polynomial functor corresponding to a ﬁnitary signature :
HX = (0) + (1) × X + (2) × X2 + . . .
Let A be a -algebra with the structure morphism α : HA −→ A. A ﬂat system of equations with the set X = {x1, . . . ,xm}
of variables assigns to every variable xi either a ﬂat term, i.e., an element of HX , or an element of A. This is represented by
a morphism
e : X −→ HX + A.
Such morphisms, where X is an arbitrary ﬁnite set, are called (ﬁnitary, ﬂat) equation morphisms. A solution of e assigns to
every variable from X an element of A, thus, it is represented by a morphism
e† : X −→ A.
The relationship between equation morphisms and solutions is expressed by the commutativity of the following square
Example 1.3. If  consists of a single unary operation, then an algebra α : A −→ A is iterative if and only if α has a single
ﬁxed point and no other cycle, see [3].
2 We use ≈ for formal equations, whereas = denotes the identity of both sides.
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For more general signatures there is no hope of a simple characterization of iterative algebras: there will always be a
lot of mutually independent properties, as that illustrated in Example 1.1. However, a free iterative -algebra on a set Y of
generators is easy to describe. By a -tree on Y we understand a rooted, ordered, ﬁnitely branching tree whose leaves are
labelled in (0) + Y and nodes with n > 0 successors are labelled in (n); we consider trees always up to isomorphism. A
-tree is called rational, a concept provided by Susanna Ginali [10], if it has (up to isomorphism) ﬁnitely many subtrees only.
The algebra RY of all rational -trees on Y is a free iterative algebra on Y , see [14].
Example 1.4. The unique solution of x ≈ x∗(1∗x) in R{1} is the following tree e†(x):
(1.2)
This tree t has, besides itself, just two subtrees: 1 and 1∗t.
1.2. Iterative H-algebras
We generalize Section 1.1 naturally from H-algebras in Set to H-algebras in A, where H is a ﬁnitary endofunctor of a
locally ﬁnitely presentable category A. Recall that if the functor A(A,−) : A −→ Set is ﬁnitary, then the object A is called
ﬁnitely presentable. A category A is called locally ﬁnitely presentable provided that it is cocomplete and has a small set
Afp
of ﬁnitely presentable objects such that every object of A is a ﬁltered colimit of objects in Afp. We usually take as Afp a set
representing all ﬁnitely presentable objects up to isomorphism.
By a (ﬁnitary, ﬂat) equation morphism in an object Awe understand a morphism
e : X −→ HX + A, X ﬁnitely presentable.
Let A be an H-algebra with the structure morphism α : HA −→ A. Then a solution of e is a morphism e† : X −→ A for which
the square
commutes. An H-algebra is called iterative if every equation morphism in it has a unique solution.
Every object Y ofA generates a free iterative H-algebra RY . In caseA = Set and H = H , we can describe RY as a quotient
algebra of the rational-tree algebra RY , see [2].
A general coalgebraic construction of the algebra RY is presented in [3]: consider the category of coalgebras for H(−) + Y ,
then the equation morphisms in Y form a full subcategory EQY (of all coalgebras with a ﬁnitely presentable domain). We
have an obvious forgetful functor
EqY : EQY −→ A (e : X −→ HX + Y) −→ X
which forms a ﬁltered diagram in A. Its colimit
RY = colimEqY
is then a free iterative H-algebra on Y .
Applying this description of RY , we proved in [3] that the rational monad, i.e., the monad Y −→ RY of free iterative
H-algebras, is iterative in the sense of Calvin Elgot [9]. In fact, R is characterized as a free iterative monad on H.
Example 1.5. The rational monad of the ﬁnite-powerset functor Pﬁn : Set −→ Set, given by PﬁnX = {M | M ⊆ X ,Mﬁnite}, is
themonad of all rational, strongly extensional, ﬁnitely branching trees on Y , see [2]. Strongly extensional means that distinct
children of a node never deﬁne bisimilar subtrees, and rational refers oncemore to the fact that there are (up to isomorphism)
only ﬁnitely many subtrees.
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1.3. Parametrized iterativity
In [5], we study -algebras that are iterative in a weaker sense than in Section 1.1 above: for every operation in  we
choose (as a free parameter) the number of variables which can be used for recursion. Before formulating this precisely, let
us consider the case of a single binary operation.
Example 1.6. For algebras on a single binary operation ∗ let us choose a parameter
i = 2,1,0
which tells us the number and position of the variables of y∗z that can be used for recursion. In Example 1.1 above the choice
is 2. If our choice were 0, there is no recursion: every algebra is “parametrized iterative” by default. Let us choose 1—that is,
either y or z is used for iteration, but due to symmetry, we consider the ﬁrst case only. (Also later, for operations of larger
arities: given the parameter i, we always assume that the ﬁrst i variables from the left are those used for iteration. But any
other choice of the i variables among the n possible ones would also work, of course.) What does this choice of the left-hand
iteration mean in terms of the equations we are solving? Consider the system (1.1) above: the right-hand sides tj are ﬁnite
binary trees with leaves labelled in X + A—and we now additionally require that
every Xlabelled leaf is the lefthand child of its parent. (1.3)
Thus, iterativity with parameter i = 1 means that every system (1.1) of recursive equations whose right-hand sides sat-
isfy (1.3) has a unique solution. Algebras with this property are called parametrized iterative.
The ﬂat variation here has the following form: the right-hand sides of (1.1) are trees of the form
(1.4)
for r = 0,1,2, . . ., where y0, . . . ,yr−1 ∈ X and a ∈ A. In fact, whenever a binary algebra has unique solutions of all systems (1.1)
with right-hand sides of the form (1.4), then it is parametrized iterative. Theﬂattening of a right-hand side tj canbeperformed
recursively (by adding new variables) as follows: it is clear that (1.3) implies that tj has the form
(1.5)
for a inA and trees s0,…, sr−1 satisfying (1.3). Introducenewvariables z0,…, zr−1, replace tj on the right-hand side of equations
by
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and add the equations
zj ≈ sj , j = 0, . . . ,r − 1
continuing with ﬂattening of these latter equations. Consequently, an algebra is parametrized iterative if and only if every
system (1.1) of recursive equations with right-hand sides of the form (1.4) has a unique solution. This is strictly weaker than
full iterativity, e.g., the empty algebra is parametrized iterative (but not iterative in the full sense where x ≈ x∗x must have
a unique solution). A free parametrized algebra on a set Y of generators is the algebra of all binary rational trees that are
right-well-founded, i.e., the right-most path from every node is ﬁnite, see [5].
Observe that the above trees (1.4) are elements of
X* × A.
That is, the equation systems (1.1) we consider here can be represented by morphisms of the form
e : X −→ X* × A, X ﬁnite.
A solution of e is represented by a morphism
e† : X −→ A
such that the square
(1.6)
commutes, where α̂ extends the binary operation ∗ of A:
α̂(yr−1,yr−2, . . . ,y0,a) = yr−1∗(yr−2∗(. . . ∗(y0∗a)) . . .).
For general signatures  we choose for every n-ary symbol σ a parameter i = 0,1, . . . ,n (called the iterativity of σ ) which
means that in the expression
σ(y1, . . . ,yi,z1, . . . ,zp), where p = n − i,
the variables y1, …, yi are used for recursion but z1, …, zp are not. We call  with this choice of parameters a parametrized
signature. And for parametrized iterativity we consider only those recursive systems (1.1) that employ only the allowed
variables for recursion. To formulate this precisely, we form, for every ﬁnite set X of variables, the derived signature ̂ whose
operation symbols have the form
σ(y1, . . . ,yi,−, . . . ,−) of arity p = n − i.
Here, σ is an n-ary operation symbol of iterativity i, and (y1, . . . ,yi) is an arbitrary (but ﬁxed) i-tuple of elements of X . We
denote, for every pair (X ,A) of sets, by
X  A
a free algebra of the derived signature on Set and by
uXA : A −→ X  A
the universal arrow. Example: if consists of a single binary operation symbol ∗ of iterativity 1, the derived signature consists
of unary operations y∗− for y ∈ X , and the free algebra is
X  A = X* × A
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with uX
A
: A −→ X* × A given by a −→ (ε,a). Observe that the tree (1.4) is a typical element of X  A. In general, the recursive
systems (1.1) we consider here are precisely those whose right-hand sides tj lie in X  A. Thus, given a -algebra A, we call
it iterativew.r.t. the parametrized signature  provided that every morphism
e : X −→ X  A, X is ﬁnite,
has a unique solution. To deﬁne solution, denote by
α̂ : A A −→ A
the unique homomorphism expressing the algebraic structure of A: for X = A we consider A as an (obvious) ̂-algebra and
α̂ is the unique homomorphism with α̂ · uA
A
= id. Then a solution of e : X −→ X  A is a morphism
e† : X −→ A
such that the square
(1.7)
commutes. The arrow e†  A is well-deﬁned in the sense that is actually a functor Set× Set −→ Set. More precisely, the
deﬁnition of  is such that for every set X we have a ﬁnitary monad X − on Set: the free-algebra monad of the derived
signature ̂. It is easy to see that this is an object-assignment of a functor
 : Set −→ FM(Set)
from Set to the category of ﬁnitary monads on Setwhich, when uncurried, yields a functor Set× Set −→ Set.
In [5], we described free iterative algebras for every parametrized signature in Set, and (more generally), free bases on
every parametrized endofunctor of a locally ﬁnitely presentable category A. In the present paper we work with arbitrary
bases on A, and at the end we come back to parametrized signatures in A and the corresponding free bases.
1.4. Bases on locally ﬁnitely presentable categories
Let A be a locally ﬁnitely presentable category, and denote by FM(A) the category of all ﬁnitary monads on A. We are
going to study ﬁnitary functors
 : A −→ FM(A)
and call them bases. This approach is inspired by the work of Tarmo Uustalu [16] who considered similar functors to study
complete iterativity.
We use the uncurried notation X  A for X , A in A, see Remark 2.4 for details. An important case is a free base on a
parametrized endofunctor, i.e., a ﬁnitary functor H : A × A −→ A. Here
X  A = free H(X ,−)–algebra on A,
andwe again denote by uX
A
: A −→ X  A the universal arrow. This generalizes the above notation, where every parametrized
signature  is expressed via the parametrized polynomial endofunctor H deﬁned by
H(X ,A) =
∐
σ∈
Xi × Ap for σ of iterativity i and arity i + p.
Observe that a-algebra is simply an algebra ofH(A,−) on A. In general, we study algebras on parametrized endofunctors,
given by an object A and a morphism
α : H(A,A) −→ A.
The algebraic structure can also be expressed (as used in Section 1.3 above) by the unique homomorphism
α̂ : A A −→ A.
extending idA. This allows us to speak about parametrized iterative algebras analogously to the case of-algebras above: we
introduce algebras on an object A as the Eilenberg–Moore algebras of the monad A− on A. As above, an equation system
is expressed by a morphism e : X −→ X  A, where X is now an arbitrary ﬁnitely presentable object. And A is called iterative
if every such morphism e has a unique solution given by commutativity of (1.7). In this generality we present a coalgebraic
construction of free iterative algebras—for an arbitrary base on an arbitrary locally ﬁnitely presentable category.
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1.5. Synopsis of the paper
Section 2 presents examples of bases and a description of the free base algebras as the initial algebras of the derived
endofunctor.
Iterative base algebras are studied in Section 3where also the existence of free iterative base algebras is proved. Themain
result of Section 4 is the description of the free iterative base algebras as ﬁltered colimits of all equation morphisms.
Finally, Section 5 is devoted to bases given by parametric signatures.
Related work. This paper, which is an expanded version of [4], was inspired by the work of Tarmo Uustalu [16].
2. Bases and base algebras
Assumption 2.1. Throughout this section we assume that a locally ﬁnitely presentable category A is given. We denote by
FM(A) the category of all ﬁnitarymonads onA andmonadmorphisms.We also choose a small full subcategory representing
all ﬁnitely presentable objects of A and denote it by Afp.
Deﬁnition 2.2. By a ﬁnitary base on A is understood a ﬁnitary functor from A to FM(A).
Notation 2.3
1. Given a base, we have a ﬁnitary underlying functor from A to the category Fin[A,A] of ﬁnitary endofunctors of A. This is
a curried form of a functor of two variables, ﬁnitary in both of them, which we denote by
 : A × A −→ A.
2. The unit of the monad X − is denoted by uX : Id −→ X −; its components are
uXA : A −→ X  A.
3. The multiplication of the monad X − is denoted by
mX : X  (X −) −→ X −;
its components are
mXA : X  (X  A) −→ X  A.
Remark 2.4. Explicitly, to specify a base means to specify a ﬁnitary functor of two variables
 : A × A −→ A
and morphisms
uXA : A −→ X  A and mXA : X  (X  A) −→ X  A
for arbitrary objects X and A of A such that the following four diagrams commute: the ﬁrst two
(2.1)
and
(2.2)
express the monad axioms for X −, and the latter two
(2.3)
and
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(2.4)
express the naturality of uX andmX and the fact that for every morphism h : X −→ Y we have a monad morphism h (−) :
X  (−) −→ Y  (−).
Examples 2.5
1. Coproduct is a base
X  A = X + A
with the obvious unit3
uXA = inr : A −→ X + A
and multiplication
mXA = [inl ,inl ,inr ] : X + X + A −→ X + A.
2. Let X* denote a free monoid on object X of A with unit ηX : 1 −→ X* and multiplication μX : X* × X* −→ X*. Then we
have the base
X  A = X* × A
with base unit
uXA = ηX × A : A −→ X* × A
and base multiplication
mXA = μX × A : X* × X* × A −→ X* × A.
3. Let B be a locally ﬁnitely presentable category. Then so is the categoryA = Fin[B,B] of all ﬁnitary endofunctors of B. Here
we have the base
X  A = F(X) · A
where, for every X in Fin[B,B], a free monad on X is denoted by
(F(X),ηX ,μX ).
(It exists since X is ﬁnitary, see [7].) The base unit is
uXA = ηXA : A −→ F(X) · A
and the base multiplication is
mXA = μXA : F(X) · F(X) · A −→ F(X) · A.
4. Examples (1)–(3) above are instances of the following general construction. Assume that we are given a tensor product
⊗ : A × A −→ A
making A a monoidal category, and ⊗ is ﬁnitary in both variables. For every ﬁnitary functor
H : A −→ Mon(A,⊗)
into the category of all monoids in (A,⊗) we obtain the following base
X  A = HX ⊗ A.
In fact, each HX ⊗ − is a ﬁnitary monad on A and the functoriality is obvious.
The above examples (1)–(3) are obtained as follows:
(1) ⊗ is the coproduct on A and HX = X with the obvious structure of a monoid,
(2) ⊗ is the product on A and HX = X*,
(3) ⊗ is the composition on Fin[B,B] and, like in (2), HX is the free monoid on X .
3 We denote by inl and inr the coproduct injections of binary coproducts.
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5. In [5], Proposition 4.6, we studied free bases on parametrized signatures in Set. For example, the parametrized signature
of one ternary operation of iterativity 1 leads to the base
X  A = all labelled ﬁnite binary trees with inner nodes labelled in X and
leaves labelled in A.
Example 2.6 There are various ways how one can construct new bases from given ones. For example:
1. Let : A × A −→ A be a base. We obtain other bases ˙ by precomposingwith ﬁnitary endofunctors H : A −→ A:
X ˙ A = HX  A
More precisely:
with base unit
u˙XA = uHXA : A −→ HX  A
and base multiplication
m˙XA = mHXA : HX  (HX  A) −→ HX  A.
Of particular importance are the bases obtained from the base + of Example 2.5(1), i.e.,
X ˙ A = HX + A.
Wewill show below that our previous results of [3] on H-algebras are special cases of the results concerning these bases.
2. Let F  U : A −→ B be a ﬁnitary adjunction. Then the functor [U,F] : Fin[A,A] −→ Fin[B,B] is lax monoidal and therefore
it lifts to the respective categories of ﬁnitary monads. For every base on A we have a new base
on B. That is, the new base is given on objects by
X ˙ A = U(FX  FA)
This is a special case of the following:
3. Everyﬁnitary laxmonoidal functorP : V −→ Fin[A,A] (V amonoidal category) lifts canonically to the respectivecategories
ofmonoids (monoids inFin[A,A]being, of course, ﬁnitarymonads). Thus, onemayconstruct anewbasebygivingaﬁnitary
functor H : A −→ Mon(V) to the category of monoids in V . The new base ˙ is a composite
In fact, every base : A −→ FM(A) can be (trivially) decomposed in the above manner: it is easy to prove that giving a
base is equivalent to giving a lax monoidal functor P : A −→ Fin[A,A], whereA is endowed with a monoidal structure of
binary coproduct. SinceMon(A) = A, it then sufﬁces to put H = Id.
Deﬁnition 2.7 Given a base, by a base algebra is understood an object A of A together with an Eilenberg–Moore algebra
on A of the monad A−.
That is, a base algebra is given by a morphism α : A A −→ A such that the following two diagrams
(2.5)
commute.
Notation 2.8 We denote by
Alg
the category of all base algebras and all homomorphisms from (A,α) to (B,β), i.e., morphisms h : A −→ B such that the
square
(2.6)
commutes.
J. Adámek et al. / Information and Computation 206 (2008) 966–1002 975
Examples 2.9
1. Algebras for the base X  A = X + A are given by an object A and an endomorphism of A (i.e., these are just unary algebras
in A). Homomorphisms are also the usual homomorphisms of unary algebras.
2. Algebras for the base X  A = HX + A are the usual H-algebras, i.e., pairs consisting of an object A and a morphism
α : HA −→ A. Also, homomorphisms are the usual H-algebra homomorphisms. Thus,
Alg = AlgH
is the category of H-algebras and homomorphisms.
3. Algebras for the base on Set given by
X  A = X* × A
(see Example 2.5(2)) are precisely the usual algebras on one binary operation. In fact, given such an algebra, say,
α : A × A −→ A
deﬁne α̂ : A* × A −→ A by
α̂(a1a2 . . . an,a) = α(a1,α(a2, . . . (α(an,a)) . . .). (2.7)
This satisﬁes (2.5). Conversely, given α̂ : A* × A −→ A satisfying (2.5), it is given by the above formula (2.7) where α
denotes the restriction of α̂ to all pairs in A × A. Consequently, the bases
X  A = (X × X) + A and X  A = X* × A
on Set deﬁne the same categories of algebras.
4. Let B be any locally ﬁnitely presentable category and put A = Fin[B,B] with the base
X  A = F(X) · A
(see Example 2.5(3)). A base algebra is a pair (A,α) consisting of a ﬁnitary endofunctor A : B −→ B and a natural transfor-
mation α : A · A −→ A.
More precisely: each such pair deﬁnes a unique natural transformation α from A to 〈A,A〉 (the right Kan extension of A
along A). Since 〈A,A〉 is always a monad, see [11], and F(A) is a free monad on A, α yields a unique monad morphism
α˜ : F(A) −→ 〈A,A〉.
The unique natural transformation
α̂ : F(A) · A −→ A
corresponding to α˜ deﬁnes an algebra for our base — in fact, the condition (2.5) above is equivalent to α˜ being a monad
morphism.
Proposition 2.10. The category Alg is locally ﬁnitely presentable, and its forgetful functor into A has a left adjoint, i.e., free
base algebras exist on every object of A.
Proof. The endofunctor SA = A A ofA is ﬁnitary, and thus the categoryAlg S is locally ﬁnitely presentable and its forgetful
functor has a left adjoint, see Corollary 2.75 of [6].
The category Alg is a full subcategory of Alg S, and it is easy to verify that it is closed under limits and ﬁltered colimits
in Alg S. It then follows that it is a reﬂective subcategory, see Theorem 2.48 in [6]. Since the forgetful functor of Alg is a
restriction of that of Alg S, the proposition follows. 
Examples 2.11
1. Free algebras for X + A are the free unary algebras A −→ N • A (a countable copower of A).
2. Free algebras forHX + A are the usual freeH-algebras. For example, the algebra of all ﬁnite binary trees onA ifHX = X × X .
3. Free algebras of X* × A in Set are the free binary algebras on A (of all ﬁnite binary trees on A).
4. The base of Example 2.5(5) yields the free ternary algebras (of all ﬁnite ternary trees on A).
Notation 2.12. We denote by F = (F ,η,μ) the ﬁnitary monad on A given by free algebras for the given base. The structure of
a free base algebra on X is denoted by
ϕX : FX  FX −→ FX. (2.8)
Then the multiplication μX can be described as the extension of id : FX −→ FX along ηFX to a homomorphism μX :
(FFX ,ϕFX ) −→ (FX ,ϕX ).
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In the non-parametrized case of algebras for a given ﬁnitary endofunctor H, the category AlgH of algebras is monadic,
thus, isomorphic to the category of monadic algebras of the free monad on H, see [7]. This holds in the parametric case
too:
Proposition 2.13. For every base the forgetful functor
U : Alg −→ A
is monadic.
Proof. The functor U has a left adjoint by Proposition 2.10. We prove that U creates coequalizers of pairs which have an
absolute coequalizer in A. This proves monadicity by Beck’s Theorem, see [13].
Consider a parallel pair
of morphisms in Alg such that its image under U has an absolute coequalizer c : B −→ C in A.
Since, for the ﬁnitary functor SA = A A, the forgetful functor Alg S −→ A is monadic (see [7]), there exists a unique
structure γ : C  C −→ C of an S-algebra on C such that c is a homomorphism, and c is a coequalizer inAlg S. Thus, it sufﬁces
to show that (C,γ ) is an algebra for:
1. To prove γ · uC
C
= idC , consider the commutative diagram
The desired equality follows since c is an epimorphism.
2. To prove γ · (C  γ ) = γ · mC
C
, consider the diagram
whose perimeter commutes, since (B,β) is a base algebra. The left-hand side and the right-hand side do as well as the
two upper parts do as indicated. Now use the fact that c (c c) is an epimorphism to see that the lower diamond
commutes as desired. 
Proposition 2.14. The functor X −→ FX  X is naturally isomorphic to F via the composite
(2.9)
Proof
(1) It is obvious that jX is natural in X , we prove that it has an inverse.
(2) Wewill prove that FX  X has an algebra structure ωX such that jX becomes a homomorphism into (FX ,ϕX ). We deﬁne
ωX to be the following composite
(2.10)
The unit law for algebras on follows from the commutative diagram
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while the associativity law follows from the diagram below, in which we denote, for short, D = FX  X:
The two lower parts commute as indicated and the upper part commutes by the naturality of . We now verify that
jX : FX  X −→ FX is indeed a homomorphism. In fact, denote C = FX for short and consider the diagram below:
Finally, the equality jX · uFXX = ηX follows from the diagram
(3) By freeness of (FX ,ϕX ), we obtain a unique homomorphism
iX : (FX ,ϕX ) −→ (FX  X ,ωX )
such that iX · ηX = uFXX . It follows that jX · iX = id.
To prove that iX · jX = id, consider the following diagram
where both middle squares commute by deﬁnition of iX , and the area (*) commutes, since the diagram
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does. 
Deﬁnition 2.15. The isomorphism jX : FX  X −→ FX is called a constructor of the base.
Corollary 2.16. The functor
SX = FX  X
carries a monad structure (S,η,μ) for which the constructor is a monad isomorphism.
Explicitly:
and
Proof. Firstly observe that both ηX and μX are natural in X by deﬁnition. The equality μX · ηSX = idSX follows from the
commutative diagram
and the equality μX · SηX = idSX follows from
J. Adámek et al. / Information and Computation 206 (2008) 966–1002 979
where the lower square commutes bymonad law for η andμ, and the upper one commutes since ηX = jX · uFXX (which follows
easily from (2.9), (2.3) and (2.5)).
The associativity of μ is proved in analogously straightforward manner.
Since the forgetful functor FM(A) −→ Fin[A,A], being monadic, reﬂects isomorphisms, it follows that the constructor jX
is indeed an isomorphism of monads. 
Remark 2.17. It is a trivial observation about algebras for an endofunctor H that
a free H − algebra on X ≡ an initial algebra for H(−) + X.
This follows immediately from the fact that an algebra for H(−) + X on an object A is precisely a pair consisting of an
H-algebra on A and a morphism X −→ A. We are going to prove the same result for base algebras. It turns out that the proof
is more involved.
Theorem 2.18. A free base algebra on an object X is precisely an initial algebra for the endofunctor − X. More precisely:
(a) The free base algebra FX is an initial algebra for − X via the constructor jX .
(b) Let F ′X denote an initial algebra for − X with the structure morphism
j′X : F ′X  X −→ F ′X.
Then F ′X carries the following structure of a base algebra
(2.11)
which is free with the universal arrow
(2.12)
Remark. Observe that whereas in the previous text the role of X (in X  A) was to ﬁx the monad X − (of variable object
A), the above theorem switches the roles: here the right-hand variable is ﬁxed and called X . An algebra for − X is simply
an object C together with a morphism γ : C  X −→ C.
Proof
(a) Let FX be a free base algebra. For every algebra
γ : C  X −→ C
for − X we prove that there exists a unique homomorphism from (FX ,jX ) to (C,γ ).
Let us prove that C  X is a base algebra with the structure morphism
(2.13)
In fact, the triangle of (2.5) commutes due to the commutative diagram
and the square of (2.5) commutes due to the commutative diagram
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Now invoke the universal property of FX to obtain a unique homomorphism k of base algebras from (FX ,ϕX ) to (C  X ,γ ) such
that k · ηX = uCX :
(2.14)
We form the morphism
and show that it is a homomorphism of (− X)-algebras:
(2.15)
Next we prove the uniqueness of h. So suppose that h is any homomorphism of (− X)-algebras from (FX ,jX ) to (C,γ ). By
Proposition 2.14, jX : FX  X −→ FX is a homomorphism of base algebras with jX · uFXX = ηX and it is an isomorphism in A,
whence in Alg (since the forgetful functor U : Alg −→ A reﬂects isomorphisms). Denote as before by iX the inverse of
jX . We prove that
is a homomorphism of base algebras such that (h X) · iX · ηX = uCX . In fact, the latter is clear by (2.3) since iX · ηX = uFXX . For
the former we only need to establish that h X is a homomorphism:
Now invoke the universal property of the free base algebra FX to conclude that k = (h X) · iX , from which we obtain
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h = γ · (h X) · iX = γ · k
as desired.
(b) We now verify that (2.11) above deﬁnes a base algebra. The triangle of (2.5) follows from the commutative diagram
The square of (2.5) follows from the commutative diagram
Nowwe check the universal property of F ′X . Suppose we have a base algebra (C,γ ) and a morphism f : X −→ C. We form
the following algebra for the functor − X:
Thus we obtain a unique (− X)-algebra homomorphism h from (F ′X ,j′X ) to (C,γ ), i.e., we have the commutative diagram
(2.16)
To see that h extends f consider the diagram
The outward square commutes, thus we obtain the commutativity of the inner right-hand part, i.e., h · ηX = f , since all other
inner parts commute. To see that h is a base-algebra homomorphism, consider the commutative diagram
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(2.17)
To prove the uniqueness, let k : (F ′X ,ϕX ) −→ (C,γ ) be a homomorphism of base algebras with k · ηX = f , i.e., let the diagram
(2.18)
commute. It is our task to prove that (2.16) commutes (for k in place of h) and for this all we have to observe is that the upper
horizontal passage in diagram (2.18) is j′X :

Corollary 2.19. A free base algebra on X can be constructed as a colimit of the following ω-chain in A
where 0 is an initial object of A, and d : 0 −→ 0 X is the unique morphism.
In fact, the above ω-chain is well-known to converge to the initial-algebra of − X (equivalently, a free base algebra on
X) since − X is ﬁnitary, see [1].
3. Iterative base algebras
Assumption 3.1. Throughout the rest of the paper denotes a base on a locally ﬁnitely presentable category A.
Deﬁnition 3.2
1. By a (ﬁnitary, ﬂat) equation morphism in an object A is meant a morphism
e : X −→ X  A, X ﬁnitely presentable.
2. Suppose that A is the underlying object of a base algebra α : A A −→ A. Then by a solution of an equation morphism e
is meant a morphism e† : X −→ A such that the square
(3.1)
commutes.
3. A base algebra is called iterative provided that every equation morphism has a unique solution.
Remark 3.3. The assumption that X be ﬁnitely presentable represents the fact that in the motivating example (see the
system (1.1) in the introduction) we only have ﬁnitely many iterative variables.
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Example 3.4. LetAbe thecategoryof completemetric spacesofdiameter 1andnonexpandingmaps. Letbea contracting
base, i.e., such that there exists k < 1 for which the distance dA(A,B)(f ,g) = supa∈A dB(f (a),g(a)) between arbitrary parallel
morphisms f ,g : A −→ B fulﬁlls:
dA(AC,BC)(f  idC ,g idC ) k · dA(A,B)(f ,g) for all objects C.
An example of a contracting base:
X  A = disjoint union of X and Awith all distances multiplied by k.
Every nonempty base algebra (A,α) is iterative. In fact, given an equationmorphism e : X −→ X  A, we deﬁne a sequence
e
†
n : X −→ A by choosing e†0 arbitrarily and deﬁning e†n+1 through the diagram
Then e
†
n is a Cauchy sequence and e
† = lim e†n is the unique solution. The easy proof is left to the reader.
Example 3.5. Let A = Set.
1. Algebras for the base X  A = (X × X) + A are the usual algebras on one binary operation: see Example 2.9(2) with
HX = X × X . There is no easy criterion for a base algebra to be iterative. But there are nice examples of iterative base
algebras, see [3], e.g.,
A = {1,2,3, . . .} ∪ {∞} with addition,
A = (0,∞] with addition, or
A = (1,∞] with multiplication.
A free iterative base algebra on a set Y (of generators) can be described as the algebra RY of all rational binary trees on Y ,
see Section 1.1.
2. More generally, -algebras, where  is a (non-parametrized) signature, are just algebras for the corresponding base
X  A = HX + A, see Example 2.9(2). A free iterative base algebra on a set Y is the algebra
RY
of all rational -trees on Y , see Section 1.1.
Example 3.6. Consider the base X  A = X* × A on A = Set, see Example 2.5(2). Although its base algebras are, again, the
usual binary algebras, the concept of iterative base algebra differs from the above example. Recall that a base algebra (A,α)
leads to α̂ : A* × A −→ Awith
α̂(a1a2 . . . an,a) = α(a1,α(a2, . . . α(an,a) . . .).
The base algebra (A,α) is iterative if and only if for every equation morphism e : X −→ X* × A there exists a unique
e† : X −→ A such that for every variable x we have that
1. e(x) = (ε,a) implies e†(x) = a, and
2. e(x) = (x1 . . . xn,a) implies e†(x) = α̂(e†(x1)e†(x2) · · · e†(xn),a).
Thus, for example, the empty algebra is iterative in the present sense (but it is not iterative for (X × X) + A).
A free iterative algebra, R̂Y , on a set Y can be described as a subalgebra of the above algebra RY of all rational binary
trees on Y . Let us call a binary tree right-wellfounded if from every node the right-most path is always ﬁnite (i.e., it leads to a
leaf), see [5] or [16].
Example: the following rational tree
is right-wellfounded, the rational tree (1.2) is not.
Open Problem 3.7. Describe, for A = Fin[Set,Set], free iterative algebras for the bases
X  A = (X × X) + A
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and
X  A = F(X) · A .
Notation 3.8. We denote by
Algit
the full subcategory of Alg formed by all iterative base algebras and by
Uit : Algit −→ A
the canonical forgetful functor.
Notation 3.9. Let e : X −→ X  A be an equation morphism in A. Every morphism h : A −→ B in A yields an equation mor-
phism h • e in B deﬁned by
(3.2)
Deﬁnition 3.10. Let A and B be iterative base algebras. We say that a morphism h : A −→ B inA preserves solutions provided
that for every equation morphism e in A the solution of h • e is h · e†, i.e., the triangle
commutes.
Remark 3.11. Let (A,α) and (B,β) be iterative algebras. Then a morphism h : A −→ B inA is a homomorphism if and only if it
preserves solutions. This is proved in [5], Lemma 3.11, for bases in Set but the proof in a general locally ﬁnitely presentable
category is completely analogous. This explains that the choice of “plain” homomorphisms between iterative algebras is
adequate.
Remark 3.12. In several proofs below we use the fact that since A is locally ﬁnitely presentable, every object A is a canon-
ical colimit of the ﬁltered diagram of all arrows p : P −→ A, P ﬁnitely presentable. More precisely, A = colimDA, where
DA : Afp/A −→ A is the forgetful functor of the slice category of Aw.r.t. Afp.
Proposition 3.13. Every object ofA generates a free iterative base algebra, i.e., the forgetful functor Uit : Algit −→ A has a left
adjoint.
Proof. Iterative algebras are closed in Alg under limits and ﬁltered colimits. The proof is easy and completely analogous
to the proof of the same result in the non-parametrized case (see Proposition 2.20 in [3]). Since the latter category is locally
ﬁnitely presentable by Proposition 2.10, it follows from Theorem 2.48 in [6] that Algit forms a reﬂective subcategory of
Alg. Consequently, Uit has a left adjoint since U does (see Proposition 2.10 again). 
Deﬁnition 3.14. By the rational monad of a base is meant the monad of free iterative base algebras.
More detailed: for every object Y wedenote by (RY ,ρY ) a free iterative base algebrawith the universal arrow ηY : Y −→ RY .
We obtain the rational monad (R,η,μ) where μY : RRY −→ RY is the unique homomorphism with μY · ηRY = id:
(3.3)
Examples 3.15
1. For the base X  A = X + A in Setwe have, due to Example 1.3,
RY = N × Y + 1
where the right-hand summand is a ﬁxed point of the unary operation, and on the left-hand summand the operation is
given by (n,y) −→ (n + 1,y).
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2. Given a ﬁnitary signature , the rational monad of the base X  A = HX + A is the monad of rational trees, see Exam-
ple 3.5(2).
3. The rationalmonadof thebaseX  A = X* × A is themonadof all right-wellfounded rationalbinary trees, seeExample3.6.
The base of Example 2.5(5) yields as RY the set of all right-wellfounded rational trees on Y , see Example 3.15(ii) in [5].
4. A coalgebraic construction
We know from the preceding section that, for every base, free iterative base algebras exist. The aim of the present section
is to show that a free iterative base algebraRY on an object Y can be constructed as a ﬁltered colimit of all equationmorphisms
e : X −→ X  Y (where X ranges through the subcategory Afp, see 2.1).
More precisely, consider the coalgebras of the endofunctor − Y together with the usual coalgebra homomorphisms.
We denote by
EQY
the category of all equation morphisms as the full subcategory of Coalg (− Y) on all objects fromAfp. Since Coalg (− Y)
is cocomplete, with colimits formed on the level ofA, it is obvious that EQY is closed in it under ﬁnite colimits. In particular,
EQY is a ﬁltered category. We also denote by
EqY : EQY −→ A, (e : X −→ X  Y) −→ X
the forgetful functor. This deﬁnes a small ﬁltered diagram in A.
Notation 4.1. RY denotes a (ﬁltered) colimit of the diagram EqY with colimit cocone
e : X −→ RY (for all e : X −→ X  Y in EQY ).
This does not contradict our previous notation of Deﬁnition 3.14:
Remark 4.2. The aim of the present section is to prove that RY carries a structure of an iterative base algebra making it a
free iterative base algebra on Y . We proceed in two steps: we ﬁrst assume that Y is a ﬁnitely presentable object. This enables
us, for example, to deﬁne the universal arrow immediately: observe that uYY : Y −→ Y  Y is an object of EQY , and denote by
ηY = (uYY )
 : Y −→ RY
the corresponding colimit morphism.
An extension of all the results to arbitrary objects Y is then easy; see Remark 4.12. For example, ηY is deﬁned as follows:
express Y as a colimit of a ﬁltered diagram of ﬁnitely presentable objects Yt , t ∈ T , then it is easy to verify that RY is a ﬁltered
colimit of RYt , t ∈ T , and we put ηY = colim
t∈T
ηYt .
The only exception of the above two-step program is the following notation, where Y is arbitrary:
Notation 4.3. For every object Y of A we denote by
iY : RY −→ RY  Y
the unique morphism for which the squares
(4.1)
commute for all e in EQY . This is well deﬁned since themorphisms (e  Y) · e are easily seen to form a cocone of the diagram
EqY .
Remark 4.4. We are going to prove that for every object X of A the morphism iX above has an inverse, denoted by jX :
RX  X −→ RX and called the rational constructor of the base. There is a deliberate notational clash with the notation of
Lemma 2.14 for constructors of the base
jX : FX  X −→ FX.
The reason is that we want to stress the analogy of the behaviour of free base algebras and free iterative base algebras.
Lemma 4.5. For every equation morphism e in EQY there exists a unique morphism e : X −→ RY such that the square (4.1)
commutes.
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Proof. We are to prove that f : X −→ RY is equal to e whenever the square
is commutative. Since X is ﬁnitely presentable, themorphism f factors through the colimit morphism g : V −→ RY for some
g : V −→ V  Y :
f = g · f0.
In the following diagram
the outward square commutes, and so do all inner parts except for the upper square. This implies that g  Y merges the two
sides of that upper square. Now g  Y is a colimit morphism of RY  Y (recall that EQY −→ A is a ﬁltered diagram; thus
(−) Y preserves its colimit) and merges two parallel morphisms with the ﬁnitely presentable domain X . Therefore those
morphisms are also merged by one of the connecting maps, say p Y , for some morphism p in EQY :
That is, we have
(p Y) · (f0  Y) · e = (p Y) · g · f0.
Now p being a morphism of EQY implies g = h · p. Next, p · f0 is a morphism of EQY from e to h. Consequently,
h · p · f0 = e,
and therefore
f = g · f0 = h · p · f0 = e. 
Notation 4.6. Here we introduce notation for “adding variables” to equations: Given an equation morphism
e : X −→ X  Y in EQY
and an object Q in Afp, when are we able to form “canonically” an equation morphism
X + Q −→ (X + Q ) Y in EQY?
One possibility is to assume that a morphism
q : Q −→ X  X
is given. Then we can deﬁne an equation morphism
eq = (inl  Y) · [X  Y ,mXY · (X  e)] · (e + q) : X + Q −→ (X + Q ) Y
That is, the diagram below deﬁnes eq:
(4.2)
Theorem 4.7. For every ﬁnitely presentable object Y there exists a unique structure of a base algebra ρY : RY  RY −→ RY such
that the squares
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(4.3)
(where e and q are as in Notation 4.6) commute.
Remark 4.8. In the proof below we will denote by EqY  EqY : EQY −→ A the diagram given by objects X  X , where
e : X −→ X  Y ranges over EQY , and by morphisms h h, for morphisms h in EQY . Since is ﬁnitary in both variables and
the diagonal EQY −→ EQY × EQY is coﬁnal, the colimit of EqY  EqY is RY  RY with colimit injections e  e. Analogously,
RY  (RY  RY) is a colimit of a similar diagram EqY  (EqY  EqY ), and X  RY = colimX  EqY .
Proof. (1) First we establish that there is a unique morphism ρY for which (4.3) commutes.
(1a) Apply Remark 3.12 to RY  RY : In order to prove (1), we show that each p : Q −→ RY  RY with Q in Afp factors as
p = (e  e) · q
for some e and q, and that themorphisms eq
 · inr : Q −→ RY (which, aswe prove below immediately, are independent of the
choice of such a factorization) form a cocone of the diagram DRYRY . Then there is a unique ρY with the requested property.
The existence of the above factorization of p follows from the above ﬁltered colimit RY  RY = colim(EqY  EqY ). The
morphism p having a ﬁnitely presentable domain, factors through one of the colimit injections e  e.
We claim that the upper passage eq
 · inr of the square (4.3) is independent of the choice of the factorization. Thus, let
f : Z −→ Z  Y be an equation morphism and let
be another factorization of p through a colimit morphism of the diagram EqY  EqY . Since that diagram is ﬁltered, we can
assume, without loss of generality, that a morphism h from e to f in EQY exists, and that the equation r = (h h) · q holds.
It follows that in the notation (4.2) h + Q is a morphism from eq to fr:
Consequently,
eq
 = fr  · (h + Q ).
This proves the desired independence:
eq
 · inr = fr  · (h + Q ) · inr = fr  · inr .
(1b) The abovemorphisms eq
 · inr : Q −→ RY form a cocone of the diagramDRYRY , see Remark 3.12. That is, given an arrow
p′ : Q ′ −→ RY  RY , Q ′ ∈ Afp, and given a commutative triangle
we prove that for any factorization of p′
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we have
eq
 · inr = fr  · inr · t. (4.4)
In fact, the following factorization of p:
yields, by the independence proved in part (1a), the equality
eq
 · inr = frt · inr .
Moreover, Z + t is an equation morphism from frt into fr:
Consequently, frt
 = fr  · (Z + t), which implies (4.4):
eq
 · inr = frt · inr = fr  · (Z + t) · inr = fr  · inr · t.
The cocone eq
 · inr has a unique factorization through the colimit cocone — this proves that (4.3) deﬁnes a unique ρY .
(2) (RY ,ρY ) is an algebra, i.e., we prove that the conditions (2.5) hold.
(2a) We verify ﬁrst the left-hand triangle of (2.5) by proving that for every colimit morphism e : X −→ RY of EqY we have
(ρY · uRYRY ) · e = e. (4.5)
Using q = uXX : X −→ X  X in (4.3) we get
eq
 · inr = ρY · (e  e) · uXX = ρY · uRYRY · e ,
therefore, all we have to verify in order to prove (4.5) is
eq
 · inr = e.
In fact, we prove that
eq
 = [e,e]
by using Lemma 4.5. Thus, it is sufﬁcient to show the commutativity of the square
(4.6)
In fact, the left-hand component of (4.6) commutes due to the following commutative diagram:
For the right-hand component of (4.6) consider the diagram
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(2b) We verify that the right-hand square of (2.5)
(4.7)
commutes.
To do so, we prove that for every morphism
p : P −→ RY  (RY  RY), P in Afp,
the composites of pwith the two sides of (4.7) are equal. We ﬁrst factor p = e  (e  e) · p0 for some e : X −→ X  Y and
some p0 : P −→ X  (X  X), using the fact that RY  (RY  RY) is a ﬁltered colimit of EqY  (EqY  EqY ). Next, express
X  X as a ﬁltered colimit of the diagram DXX of all morphisms r : Q −→ X  X with Q in Afp, see Remark 3.12. Since is
ﬁnitary in both variables, this yields X  (X  X) as a ﬁltered colimit of all X  r : X  Q −→ X  (X  X) and we can factor
p0 through one of those, say, X  r0: we have p0 = (X  r0) · p1 for some p1 : P −→ X  Q . The diagram
(4.8)
commutes, where
r = (e  e) · r0. (4.9)
Put
Then the diagram
(4.10)
commutes.
Next put
and, using Notation 4.6,
f = er0 : X + Q −→ (X + Q ) Y .
Observe that 4.6 yields
f · inr = (inl  Y) · mXY · (X  e) · r0. (4.11)
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Then by (4.3) we obtain
ρY · (f   f ) · (inl  inr ) · p1 = fq · inr . (4.12)
Another application of (4.3) yields
ρY · (e  e) · r0 = f  · inr . (4.13)
It is easy to verify that inl : X −→ X + Q is a morphism of equations from e to f = er0 — thus
e = f  · inl . (4.14)
This proves that the diagram
(4.15)
commutes.
Our task is to show that pmerges the two sides of (4.7), in other words, that
ρY · (RY  ρY ) · p = ρY · mRYRY · p
holds. The left-hand side is the upper passage of (4.15), the right-hand one is the upper passage of (4.10). Comparing the
lower passages of (4.15) and (4.10), we see that what remains is to show that the triangle
(4.16)
commutes. This follows from the fact that
[inl ,inr ] : X + P −→ X + Q + P
is a morphism of equations from eq to fq. To prove this, put X̂ = X + Q . We are to show that the square
commutes. For the left-hand component, with domain X , this states that
f · inl = (inl  Y) · e : X −→ (X + Q ) + Y
which follows immediately from f = er0 . To prove that the right-hand component commutes, recall that q = mXX · p0 and
q = (inl  inr ) · p1 and observe the commutativity of the following diagram:
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This completes the proof that (4.16) commutes. Thus, (4.7) commutes. 
Lemma 4.9. For every ﬁnitely presentable object Y the morphism iY (see Diagram (4.1)) is an isomorphism with the inverse
(4.17)
Proof
(1) We prove jY · iY = idRY . Since RY = colimEqY , it is sufﬁcient to prove
jY · iY · e = e (4.18)
for all e : X −→ X  Y in EQY .
We form a coproduct, f , of e and uYY : Y −→ Y  Y in EQY : we ﬁrst denote by
a coproduct in the underlying category, and then denote by
f : Z −→ Z  Y
the unique morphism for which the squares
(4.19)
commute. Thus we have
f  · inl = e and f  · inr = (uYY )
 = ηY . (4.20)
We combine the right-hand square with
(inr  Y) · uYY = uZY (4.21)
(applying (2.3) to f = id and h = inr ) to conclude that the diagram
(4.22)
commutes. In fact, the outer square commutes by (4.19) and the right-hand triangle by (4.21).
Next deﬁne
and observe that [Z ,inl ] : Z + X −→ Z is a morphism of equations from fp (see Notation 4.6) to f :
In fact, the left-hand component with domain Z commutes trivially, for the right-hand one precompose (4.22) with e and
postcompose withmZY :
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Therefore,
f  · [Z ,inl ] = fp.
From that and (4.20) we get
e = f  · inl = f  · [Z ,inl ] · inr = fp · inr .
This implies, due to (4.3) and (4.20)
e = fp · inr = ρY · (f   f ) · (inl  inr ) · e = ρY · (e  ηY ) · e. (4.23)
The proof of (4.18) now follows from this commutative diagram:
(4.24)
(2) The proof of iY · jY = idRYY . By Remark 3.12, it is sufﬁcient to prove that for every morphism q : Q −→ RY  Y with Q
ﬁnitely presentable we have iY · jY · q = q, i.e.,
iY · ρY · (RY  ηY ) · q = q. (4.25)
Since is ﬁnitary in each variable, RY  Y is a colimit of EqY  Y , therefore, q factors through the colimit injection e  Y
for some e : X −→ X  Y in EQY :
(4.26)
We use again the coproduct f : Z −→ Z  Y in EQY of e and uYY , see (4.19), and deﬁne
(4.27)
to obtain the commutative diagram
(4.28)
It is easy to verify that inl : Z −→ Z + Q is a morphism of equations from f to fr (see Notation 4.6), thus
f  = fr  · inl . (4.29)
The deﬁnition of fr yields
fr · inr = (inl  Y) · mZY · (Z  f ) · r = (inl  Y) · mZY · (Z  f ) · (inl  inr ) · q0. (4.30)
Consequently, the diagram
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commutes, which proves (4.25) due to (4.20) and (4.26):
iY · ρY · (RY  ηY ) · q = (f   Y) · (inl  Y) · q0 = (e  Y) · q0 = q. 
Deﬁnition 4.10. The isomorphisms
are called rational constructors of the base.
Theorem 4.11. For every ﬁnitely presentable object Y the algebra (RY ,ρY ) is a free iterative algebra on Y w.r.t. the universal arrow
ηY : Y −→ RY .
Proof. (1) (RY ,ρY ) is iterative. In fact, every equation morphism
e : X −→ X  RY
has a unique solution obtained as follows. Since X  RY = colimX  EqY , see Remark 4.8, e factors through the colimit
injection X  f  for some f : V −→ V  Y in EQY . Thus, we have a commutative triangle
(4.31)
We form an equation e˜ : X + V −→ (X + V) Y as follows:
(4.32)
We will prove that the given equation morphism e has the unique solution
(4.33)
From (4.17) and (4.1) we have
jY · (f   Y) · f = i−1Y · (f   Y) · f = f . (4.34)
Furthermore, inr : V −→ X + V is a morphism of equations from f to e˜ (see the lower square of (4.32)), thus,
e˜ · inr = f . (4.35)
This proves that the diagram
(4.36)
commutes. Denote by
q : X  V −→ (X + V) Y
the upper horizontal morphism of (4.36).
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The proof that (4.33) is a solution of e follows from the fact that the outward square of the diagram
commutes—in fact, all inner parts except (*) commute, and by (4.36) the triangle (*) commutes when postcomposed by ρY ,
the right-hand vertical arrow.
It remains to prove that the solution e† is unique. Given another solution
(4.37)
we prove that the square
(4.38)
commutes. By Lemma 4.5, it follows that e˜ = [s,f ], thus
e† = e˜ · inl = [s,f ] · inl = s .
The right-hand component of (4.38) with domain V commutes:
For the left-hand component we prove ﬁrst that the equation
mRYY · (RY  iY ) = iY · ρY (4.39)
holds. In fact, in the diagram
the horizontal morphisms are both identity morphisms (see (4.17)), which proves that the outward square
commutes. Consequently, the left-hand square, which is (4.39), commutes since jY = ρY · (RY  ηY ) is an isomorphism,
see (4.17).
The left-hand component of (4.38) is the outward square of the commutative diagram
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(2) RY is free, i.e., for every iterative algebra α : A A −→ A and for every morphism h0 : Y −→ A there exist a unique
homomorphism h : RY −→ Awith h · ηY = h0.
(2a) Existence of h. For every equation morphism g : X −→ X  Y in EQY we form h0 • g : X −→ X  A, see Notation 3.9, and
obtain the unique solution (h0 • g)† : X −→ A. This is a cocone of the diagram EqY . In fact, given a morphism
(4.40)
in EQY , then (h0 • g′)† · p is a solution of h0 • g:
Thus, (h0 • g′)† = (h0 • g)† · p, as desired. Consequently, we can deﬁne h by the commutativity of the triangles
(4.41)
for all g in EQY . We will show that this is the unique algebra homomorphism extending h0.
We ﬁrst prove that
h0 = h · ηY = h · (uYY )

.
In fact, the commutative diagram
shows that h0 is a solution of h0 • uYY in A, thus, by (4.41) we have
h0 = (h0 • uYY )
† = h · (uYY )

.
Next we will prove that h is a homomorphism. Due to Remark 3.11, it is sufﬁcient to prove that h preserves solutions: for
every equation morphism e : X −→ X  RY we form
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(4.42)
and we prove that
e† = h · e†. (4.43)
Recall from (4.31) and (4.32) the equation morphisms f : V −→ V  Y and e˜ : X + V −→ (X + V) Y , and put
(4.44)
Let us prove that
[e†,f †] = (h0 • e˜)† : X + V −→ A. (4.45)
Then (4.43) follows: due to (4.33) and (4.41) applied to g = e˜we get the equation
h · e† = h · e˜ · inl = (h0 • e˜)† · inl = e†.
Thus, the proof of (2a) will be complete by proving that the square
(4.46)
commutes.
For the right-hand component with domain V this follows from the commutative diagram
For the left-hand component with domain X , ﬁrst observe that the deﬁnition of solution (3.1) yields
e† = α · (e†  A) · (X  h) · e = α · (e†  h) · e , (4.47)
and
f
† = α · (f †  A) · (V  h0) · f = α · (f †  h0) · f . (4.48)
Therefore, we get a commutative diagram
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which shows that the left-hand component of (4.46) commutes.
(2b) Uniqueness. Let k : RY −→ A be a homomorphism, i.e.,
k · ρY = α · (k k) (4.49)
with
h0 = k · ηY . (4.50)
Then for every equation morphism g : X −→ X  Y of EQY the diagram
commutes, proving
k · g = (h0 • g)† = h · g ,
see (4.41). Thus, k = h, since the morphisms g form a colimit cocone. 
Remark 4.12. We now extend the above deﬁnitions of jY , ρY , ηY and μY to all objects Y of A by systematically using ﬁltered
colimits:
(a) Deﬁnition of ρY : RY  RY −→ RY : Express Y as a ﬁltered colimit of ﬁnitely presentable objects Yt with a colimit cocone
yt : Yt −→ Y , (t ∈ T). Then
RY = colim
t∈T
RYt = colim
t∈T
colimEqYt .
Now observe that every object e : X −→ X  Y = colim
t∈T
X  Yt can be expressed as
where e is an object of EQYt . From that it easily follows that colim
t∈T
colimEqYt = colimEqY .
Since is ﬁnitary in both variables, from RY = colim
t∈T
RYt conclude RY  RY = colim
t∈T
RYt  RYt . Deﬁne
ρY = colim
t∈T
ρYt : RY  RY −→ RY .
Observe that
ρY · uRYRY = idRY (4.51)
because for ﬁnitely presentable objects this is true by (4.5), and we have uRYRY = colimuRYtRYt , see Remark 4.2. Analogously, the
equality (4.7), applied to each RYt , yields
ρY · (RY  ρY ) = ρY · mRYRY . (4.52)
(b) Deﬁnition of jY = i−1Y : RY −→ RY  Y : Observe that the deﬁnition of iY in (4.1) clearly implies that iY = colimt∈T iYt . Since
each iYt is an isomorphism, see (4.17), so is iY . Moreover, the inverse is, by (4.17), equal to
jY = ρY · (RY  ηY ). (4.53)
To prove this we just observe that ηY = colim ηYt , since the monad R is ﬁnitary.
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Corollary 4.13. A left adjoint
R : A −→ Algit
of the forgetful functor Uit , see Proposition 3.13, is given pointwise by
RY = colimEqY .
In fact, for ﬁnitely presentable Y ’s the above has been established in Theorem 4.11. Since R preserves (ﬁltered) colimits,
the argument for Y arbitrary is simple: express Y = colim
t
Yt as in Remark 4.12.
5. Polynomial functors
This section is devoted to a general type of bases: those freely generated by parametrized signatures. In A = Set, param-
etrized signatures and their bases were studied in [5] in some detail. The step from Set to A, a general locally ﬁnitely
presentable category, follows the ideas of Max Kelly and John Power [12] where signatures are introduced as collections
 = ((n))n∈Afp
of objects (n) of A indexed by objects n of Afp (the small subcategory of A representing ﬁnitely presentable objects).
We ﬁrst recall this non-parametrized concept of signature and illustrate it on two examples in A = Pos, the category of
posets and monotone maps. Then we turn to parametrized signatures and continue our poset example there.
Deﬁnition 5.1. (see [12]) A signature  is a family (n), n ∈ Afp, of objects. A -algebra is an object A of A together with
functions
(̂−) : A(n,A) −→ A((n),A), n ∈ Afp
assigning to everymorphism f : n −→ A amorphism f̂ : (n) −→ A. A homomorphism from (A,(̂−)A) to (B,(̂−)B) is amorphism
h : A −→ B such that
h · (̂f )A = ̂(h · f )B
holds for every f : n −→ A, i.e., the triangle
commutes.
Notation 5.2. We denote by Alg the category of -algebras and their homomorphisms.
Remark 5.3. A more compact way of expressing the structure of a -algebra is a morphism
α :
∐
n∈Afp
A(n,A) • (n) −→ A
whereM • (n) denotes the coproduct ofM copies of (n).
Thus, for the endofunctor
H : A −→ A, A −→
∐
n∈Afp
A(n,A) • (n)
we see that -algebras are precisely the usual algebras for H (and the same holds true for homomorphisms).
Example 5.4
1. IfA = Set (and objects ofAfp are natural numbers), then algebras have their classical meaning. In fact, given a -algebra
A, then for every n-tuple f : n −→ A and every n-ary operation symbol σ ∈ (n) we obtain the corresponding element of
A, denoted by f̂ (σ ). This deﬁnes the desired f̂ : (n) −→ A.
2. InPos there are situationswhenabinary operation is supposed tobedeﬁnedonly for pairs (x,y) satisfying x  y (example:
the subtraction operation onnatural numbers). This corresponds to the signature assigning to the two-chain 2 the value
1 (the terminal object) and to all other ﬁnite posets the value 0.
3. If q denotes the coproduct of 2 and 1 and  is the signature
(q) = 2 and (n) = ∅ for all n = q,
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then -algebras have two partial ternary operations σ and τ with the above domain q and with σ(a1,a2,a3) τ(a1,a2,a3)
whenever a1  a2.
Remark 5.5
1. For later reference, given a poset A, we consider A* (the set of all ﬁnite words on A) as a poset with the least ordering
respecting that of A:
v1 . . . vn  w1 . . .wm if and only if n = m and vi  wi in A (i = 1, . . . ,n)
2. Analogously, the set of all ternary trees with leaves labelled in A is considered as a poset: we write t  s if t and s have
the same shape (i. e., they are isomorphic if we forget the labelling) and for every leaf of t the t-labelling is smaller or
equal to the s-labelling (in A).
3. Observe that a free -algebra on A, for the signature of Example 5.4(3), is the algebra of all ﬁnite ternary trees t with
leaves labelled in A such that
whenever a node has branches t1,t2,t3, then t1  t2 (5.1)
in the sense of the ordering in (2) above.
Remark 5.6. In [5] we deﬁned, for A = Set, parametrized signatures as signatures  = ((n))n∈N endowed with a function,
called iterativity, assigning to every operation symbol σ ∈ (n) a number it(σ ) = 0,1, . . . ,n. The corresponding parametrized
polynomial functor H : Set× Set −→ Set is deﬁned by
H(X ,A) =
∐
i,p∈N
(i,p) × Xi × Ap
where
(i,p) are all symbols of of iterativity i and arity n = i + p.
We then introduced-algebras as a concept not related to the parametrization at all: they are just the classical-algebras
A, here expressed via
α : H(A,A) −→ A.
And we introduced the concept of an iterative -algebra as an algebra with unique solutions of ﬂat recursive equations.
This very much depends on the parametrization: in the recursive equations for every n-ary operation symbol σ ∈ (n) with
it(σ ) = i only the ﬁrst i variables are allowed to be used for iteration.
Example: let  consist of a ternary operation symbol σ of iterativity 2, i.e., H(X ,A) = X2 × A. A -algebra is a set Awith a
ternary operation α : H(A,A) = A3 −→ A. It is iterative if and only if every system of equations
xi ≈ ti(x1, . . . ,xm,a1, . . . ,ak) (i = 1, . . . ,m)
where a1, …, ak are elements of A has a unique solution provided that the right-hand sides ti are either elements of A or they
are ﬁnite -trees where each left-hand middle-child of σ is a variable and the only right-hand leaf (lying at the end of the
“right-most path”) is an element a ∈ A.
We now generalize the above concepts to locally ﬁnitely presentable categories:
Deﬁnition 5.7
1. By a parametrized signature  is meant a collection
(i,p) (i and p are in Afp)
of objects of A.
2. The corresponding parametrized polynomial functor H : A × A −→ A is deﬁned by
H(X ,A) =
∐
i,p in Afp
(A(i,X) × A(p,A)) • (i,p)
on objects, and analogously on morphisms.
3. The derived signature 0 is deﬁned by
0(n) =
∐
i+p∼=n
(i,p) for all n in Afp.
By -algebras and -homomorphisms are meant the concepts of Deﬁnition 5.1 for 0.
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Example 5.8. Let  be the parametrized signature on Poswith
(2,1) = 1, else(i,p) = ∅
(where, recall, 1 is the singleton poset and 2 is the two-element chain). A -algebra is a poset A together with a partial
ternary operation σ with
σ(a1,a2,a3) deﬁned if and only if a1  a2 in A.
Thus this is precisely the algebra for the non-parametrized signature 0 of Example 5.4(3). The corresponding param-
terized polynomial functor is H(X ,A) = X2 × A, where X2 is the subposet of X2 = X × X on all pairs (x1,x2) with x1  x2 in
X .
Remark 5.9. Let a ﬁnitary functor
H : A × A −→ A
be given. Recall from Example 2.15 of [5] that H generates a free base given by
X  A = free algebra for H(X ,−) on A.
Then the concept of a base algebra coincides with an algebra for the endofunctor A −→ H(A,A). More precisely, the base
algebra α̂ : A A −→ A corresponding to α : H(A,A) −→ A is obtained by extending the identity on A along the universal
arrow A −→ A A.
Similarly, α : H(A,A) −→ A is called an iterative algebra for H if α̂ : A A −→ A is an iterative base algebra in the sense of
Deﬁnition 3.2.
Example 5.10. Let  be the parametrized signature on Poswhich corresponds toH(X ,A) = X2 × A. That is, for discrete posets
1 and 2 (on one and two elements, respectively) we have
(2,1) = 1, else (i,p) = ∅.
Thus, -algebras are posets endowed with a ternary, order-preserving operation. A free -algebra on A is the algebra of
all ﬁnite ternary trees with leaves labelled in A ordered as in Remark 5.5(2).
It is easy to describe a free iterative-algebra onA (comparewith Example 3.16(ii) of [5]): let us call an inﬁnite ternary tree
t right-well-founded provided that for every node of t the right-most path from that node is ﬁnite. A free iterative -algebra
R(A)
is the algebra of all right-well-founded ternary trees with leaves labelled in A, ordered as in Remark 5.5(2).
This is just completely analogous to the situation of the polynomial functor H(X ,A) = X × X × A in Set.
Example 5.11. Let us describe the rational monad of the signature 0 of Example 5.4(2). We know that free -algebras are
strong subobjects of free -algebras, see Remark 5.5 (where strong refers to strong monomorphisms in Pos) and we will
prove that, analogously, free iterative-algebras are strong subalgebras of free iterative-algebras formed by precisely those
right-well-founded trees which fulﬁll (5.1) above.
Denote by
μ : H −→ H
the natural transformation whose components are the inclusion maps
μX ,A : X2 × A ↪−→ X2 × A.
They are, obviously, strongmonomorphisms. This natural transformation gives rise to a basemorphismwhich we denote
by the same symbol
μ : −→
because its components are, again, inclusion maps
μX ,A : (X2)* × A ↪−→ (X2)* × A.
In fact, recall that X  A is the free algebra on A for the endofunctor H(X ,−) = X2 × − of unary operations indexed by
X2. It is easy to see that X  A can be described as the poset (X2)* × A, see Remark 5.5(1), of all words (v1 . . . vn,a) with v1,
…, vn in X
2 and a ∈ A. Analogously, X  A is (X2)* × A, where we recall that X2 is the subposet of X2 on all compatible pairs.
By applying the coalgebraic construction of Section 4, we see that R(A), the algebra of all right-well-founded ternary
trees, is a colimit of the diagram of all
e : X −→ X  A, X ﬁnite.
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Analogously, R(A) is a colimit of the diagram of all
f : X −→ X  A, X ﬁnite.
This is a subdiagram of the above one provided that each f is identiﬁed with the corresponding composite
Thus, we obtain a natural transformation
λ : R −→ R
deﬁned by the colimit injections f , see Notation 4.1, of the above objects f :
We prove below that each λA is a strongmonomorphism. It follows that RA is a strong subalgebra of the algebra RA of all
right-well-founded ternary trees. If ρ denotes the algebra structure of RA, and analogously ρ , thenwehave a commutative
square
This proves that RA is the subposet of all trees of RA satisfying (5.1). Thus, to ﬁnish the proof we only need to verify the
following:
Lemma 5.12. The morphism λA : RA −→ RA is a strong monomorphism.
Proof. Denote by EQY and EQ

Y the diagrams of Section 4 for H and H , respectively.
(a) λA is a monomorphism for every A. To prove this, it is sufﬁcient to show that given objects
e : X −→ X  A and e′ : X ′ −→ X ′  A
of EQA and given morphisms u and u
′ for the corresponding objects e and e′ in the diagram EQA :
then there exists a commutative diagram in EQA
for some object g : Y −→ Y  A of EQA .
In fact, since the functor− A obviously preserves strongmonomorphisms, the (epi, strongmono)-factorization system
of Pos carries over to EQA . Thus, we can assume without loss of generality that u : X −→ Z and u′ : X ′ −→ Z are collectively
epimorphic. We conclude that f is actually an object of EQA , i.e., given
z ∈ Z with f (z) = ((z1,z′1), . . . ,(zn,z′n),a)
then zi  z′i for all i = 1, . . . ,n. In fact, we can assume that z = u(x) for some x ∈ X (the case z = u′(x′) for some x′ ∈ X ′ is the
same by symmetry). Then we have
e(x) = ((x1,x′1), . . . ,(xn,x′n),a)
where
zi = u(xi) and z′i = u(x′i) for i = 1, . . . ,n.
Since e is an object of EQA , we know that xi  x′i, and thus zi  z′i .
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(b) λA is a strong monomorphism, i.e., if λA(x) λA(x′), then x  x′. This follows from the fact that for every colimit
map e : X −→ RA for e : X −→ X  A in EQA we have the corresponding object e : X −→ X  A of EQA with the colimit
morphism e : X −→ RA satisfying e = λA · e. 
6. Conclusion and future research
Following the idea of Tarmo Uustalu, we studied bases, i.e., ﬁnitary functors from A to the category FM(A) of all ﬁnitary
monads onA. Base algebras whichmodel algebras with unique solutions of “certain” iterative equations are called iterative;
the speciﬁcation which iterative equations are considered is a parameter one can choose. This explains our terminology of
parametrized iterativity.
In our previous paper [5], we showed how parametrized iterativity works in the category of sets by providing a number
of concrete examples. The present paper is devoted to a construction of a free iterative base algebra in an abstract category
as a colimit of the ﬁltered diagram of all equations whose solutions are required. This is not surprising in view of the fact that
precisely the same result holds in the “non-parametrized world”, see [3]. What is surprising is the technical difﬁculty the
more general result seems to carry, in spite of the basic idea being essentially the same. On the other hand, it was a relief for
us to ﬁnd out that no side conditions are needed: our proof works for all bases in all locally ﬁnitely presentable categories.
In the “non-parametrizedworld” theultimate result is anabstract characterizationof the rationalmonadof anendofunctor
H as a free iterative theory (in Elgot’s sense) on H. The results of the current paper will be used to extend that abstract
characterization to the rational monad R over any base in a future paper. Recall that a part of the monadic structure of
is the “multiplication” transformation
mXA : X  (X  A) −→ X  A.
We are going to introduce the concept of amodule of as a natural transformation
sXA : (X  X) A −→ X  A
satisfying certain conditions and then we will show that the canonical module associated to the rational monad has a
universal property.
Furthermore, in the “non-parametrized world”, although iterativity is introduced by means of unique solvability of just
ﬂat equations, iterative algebras also have unique solutions of the (much more ﬂexible) rational equations, see [3]. Also this
will be proved later for algebras with parametrized iterativity.
Finally, we intend to provide a description of general bases by means of free bases and “base equations” and show how
this projects to the concept of iterative algebras.
Another future project is a categorical description of algebraic trees introduced by Bruno Courcelle, see [8]. We will show
howto apply our results in a certain category of endofunctors to obtain this description, i.e., to obtain amonadof (generalized)
algebraic trees.
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