ABSTRACT
INTRODUCTION
Analytical Programming (AP) is a novel approach to symbolic structure synthesis which uses Evolutionary Algorithm (EA) for its computation. It was introduced by Zelinka in 2001 (Zelinka 2001) and since its introduction, it has been proven on numerous problems to be as suitable for symbolic structure synthesis as Genetic Programming (GP) (Koza 1990; Zelinka, Oplatkova 2003; Zelinka et al. 2005; Oplatkova, Zelinka 2006; Zelinka et al. 2008; Senkerik et al. 2013) . AP is based on the set of functions and terminals called General Functional Set (GFS). The individual of an EA is translated from individual domain to program domain using this set. The subset of terminals often contains constants but the proper amount and which ones should be used is dependent on the optimized task. Zelinka et al. (Zelinka et al. 2005) solved this problem by using only one constant K, which is indexed in the synthesized formula as K1, K2, …, Kn and the values are estimated using secondary EA (meta-evolution) or by non-linear fitting. The first mentioned method is quite time consuming and the time estimation is hard because of the varying number of constants in synthesized programs. The later is also time consuming and depends on the implementation of the non-linear fitting method. Because of these disadvantages a new approach is presented in this paper which extends the individual, thus increasing the dimensionality. The extended features are used for the evolution of the constant values. Therefore, time complexity is increased, but it is easy to estimate it and no secondary evolution process takes place. Furthermore, a novel state-of-art version of Differential Evolution (DE) called Success-History based Adaptive Differential Evolution (SHADE) (Tanabe, Fukunaga 2013 ) was used to carry out the evolution. This approach was tested on some of the basic benchmark functions (Koza 1994 ) and the results are presented below. The rest of the paper is structured as follows: Next section provides the description of AP, section that follows describes the constant handling process and following section is about DE and SHADE. Experiment setup and results are provided in two following sections and the paper is concluded in the last section.
ANALYTICAL PROGRAMMING
The basic functionality of AP is formed by three partsGeneral Functional Set (GFS), Discrete Set Handling (DSH) and Security Procedures (SPs). GFS contains all elementary objects which can be used to form a program, DSH carries out the mapping of individuals to programs and SPs are implemented into mapping process to avoid mapping to pathological programs and into cost function to avoid critical situations.
General Functional Set
AP uses sets of functions and terminals. Functions require at least one additional argument for computation, whereas terminals require no arguments and are final (e.g. constants, independent variables). The synthesized program is branched by functions requiring two and more arguments and the length of it is extended by functions which require one argument. Terminals do not contribute to the complexity of the synthesized program (length) but are needed in order to synthesize a non-pathological program (program that can be evaluated by cost function). Therefore, each nonpathological program must contain at least one terminal. Combined set of functions and terminals forms GFS which is used for mapping from individual domain to program domain. The content of GFS is dependent on user choice. GFS is nested and can be divided into subsets according to the number of arguments that the subset requires. GFS0arg is a subset which requires zero arguments, thus contains only terminals. GFS1arg contains all terminals and functions requiring one argument, GFS2arg contains all objects from GFS1arg and functions requiring two arguments and so on, GFSall is a complete set of all elementary objects. The GFS used in the theoretical part of this paper is depicted below and the division into subsets is also shown.
• GFS0arg: x, k • GFS1arg: sin, cos, x, k • GFS2arg = GFSall: +, -, *, /, sin, cos, x, k For the purpose of mapping from individual to the program, it is important to note that objects in GFS are ordered by a number of arguments they require in descending order.
Discrete Set Handling
DSH is used for mapping the individual to the synthesized program. Most of the EAs use individuals with real numbered features. The first important step in order for DSH to work is to get individual with integer features which is done by rounding real feature values.
The integer values of an individual are indexes into the discrete set, in this case, GFS and its subsets. If the index value is greater than the size of used GFS, modulo operation with the size of the discrete set is performed. Two examples of mapping are depicted in (1) and (2). 0.12, 4.29, 6.92, 6.12, 2.45, 6.33, 5.78, 0.22, 1.94, 7 .32 } = {0, 4, 7, 6, 2, 6, 6, 0, 2, 7} = {+, −, * ,/, , , , } : +
= {
(1)
The objects in GFSall are indexed from 0 and mapping is as follows: The first rounded individual feature is 0 which represents + function in GFSall. This function requires two arguments and those are represented by next two indexes -4 and 7, which are mapped to function sin and constant k. The sin function requires one argument which is given by next index (rounded feature) -6 and it is mapped to variable x. Since there is no possible way of branching the program further, other features are ignored and synthesized program is sin x + k. Mapping steps: 1. Index 0 is mapped to +. Program: _ + _ 2. Index 4 is mapped to sin. Program: sin _ + _ 3. Index 7 is mapped to k. Program: sin _ + k 4. Index 6 is mapped to x. Program: sin x + k 5. Remaining indexes {2, 6, 6, 0, 2, 7} are ignored because the program is complete. Where _ denotes the space in the program which needs to be filled with objects from GFS. 5.08, 1.64, 5.58, 4.41, 6.20, 1.28, 0.07, 3.99, 5 .27, 2.64 } = {5, 2, 6, 4, 6, 1, 0, 4, 5, 3} = {+, −, * ,/, , , , } :
The first index to GFSall is 5, which represents cos function, its argument is chosen by next index -2 representing function * which needs two arguments.
Arguments are indexed 6 and 4 -variable x and function sin. In this step only one more argument for function sin is needed and it is variable x denoted by index 6. The synthesized program is therefore cos(x * sin x). Mapping steps: 1. Index 5 is mapped to cos. Program: cos _ 2. Index 2 is mapped to *. Program: cos(_ * _) 3. Index 6 is mapped to x. Program: cos(x * _) 4. Index 4 is mapped to sin. Program: cos(x * sin _) 5. Index 6 is mapped to x. Program: cos(x * sin x) 6. Remaining indexes {1, 0, 4, 5, 3} are ignored because the program is complete. It is worthwhile to note that in both examples individual features were not fully used and synthesized programs are not as complex as the dimensionality enables them to be. Moreover, both examples use indexes which are lower than the size of GFSall therefore, no modulo operation is needed.
Security Procedures
SPs are used in AP to avoid critical situations. Some of the SPs are implemented into the AP itself and some have to be implemented into the cost function evaluation. The typical representatives of the later are checking synthesized programs for loops, infinity and imaginary numbers if not expected (dividing by 0, square root of negative numbers, etc.). The most significant SP implemented in AP is checking for pathological programs. Pathological programs are programs which cannot be evaluated due to the absence of arguments in the synthesized function. For example, individual with rounded features of {4, 4, 4, 4, 4} would be mapped to program cos (cos(cos(cos(cos_) ))) which lacks constant or variable at the empty position denoted by _ and thus represent a pathological program. Such situation can be avoided by a simple procedure which checks how far is the end of the individual during mapping and according to that maps rounded individual features to subsets of GFSall which do not require too many arguments. With the previous example using GFS from GFS section, the mapping process would be as follows:
1. First three features {4, 4, 4} already mapped to GFSall. Program: cos(cos(cos _)) 2. Current index in rounded individual features is 4 and only 1 feature is left to the end of the individual therefore, the index is mapped to GFS1arg and modulo operation by the size of GFS1arg which is 4 is performed, thus index = 4 mod 4 = 0. The index is mapped to sin. Program: cos(cos(cos(sin _))) 3. Last index in rounded individual is 4 and no features are left to the end of the individual, therefore index is mapped to GFS0arg and modulo operation by the size of GFS0arg which is 2 is performed, thus index = 4 mod 2 = 0. Index is mapped to x. Program: cos(cos(cos(sin x) ))
The program is no longer pathological and can be evaluated. This simple SP is able to eliminate the generation of pathological programs and, therefore, improve the performance of AP because all individuals can be evaluated.
CONSTANT HANDLING
The main novelty of this paper is in the constant handling technique used with AP. In the previous work (Zelinka et al. 2005) , constant values in synthesized programs were estimated by second EA (meta-heuristic) or by non-linear fitting. This work presents a novel approach, which uses the extended part of the individual in EA for the evolution of constant values. The important task was to determine, what is the correct size of an extension (3).
Where k is the maximum number of constants that can appear in the synthesized program (extension) of length l and max_arg is the maximum number of arguments needed by functions in GFS. Also the floor() is a common floor round function. The final individual dimensionality (length) will be k+l and the example might be: 
The first index to GFSall is 5, which represents cos function, its argument is chosen by next index -2 representing function * which needs two arguments. Arguments are indexed 7 and 1 -constant k1 and function -. After this step, two arguments are needed and only two features are left in the program part of the individual. Therefore, the security procedure takes place and those last two features are indexed into GFS0arg. Thus indexes 6 and 1 are mapped to variable x (6 mod size(GFS0arg) = 0) and constant k2. 
SUCCESS-HISTORY BASED ADAPTIVE DIFFERENTIAL EVOLUTION
This section describes the basics of DE and SHADE algorithms. DE algorithm has three control parameters -population size NP, crossover rate CR and scaling factor F. In the canonical form of DE, those three parameters are static and depend on the user setting. Other important features of DE algorithm are mutation strategy and crossover strategy. Canonical DE uses "rand/1/bin" mutation strategy (5) and binomial crossover (8). SHADE algorithm, on the other hand, uses only two control parameters -population size NP and size of historical memories H. F and CR parameters are automatically adapted based on the evolutionary process and its values for each individual are generated according to (7) and (9) respectively. Also, the mutation strategy is different than that of canonical DE. Novel mutation strategy used in SHADE is called "current-to-pbest/1" and it is depicted in (6). The concept of basic operations in DE and SHADE algorithms is shown in following sections, for a detailed description on feature constraint correction, update of historical memories and external archive handling in SHADE see (Tanabe, Fukunaga 2013) .
Mutation Strategies and Parent Selection
In canonical forms of both algorithms, parent vectors are selected by classic PRNG with uniform distribution. Mutation strategy "rand/1/bin" uses three random parent vectors with indexes r1, r2 and r3, where r1 = U [1, NP] , r2 = U [1, NP] , r3 = U [1, NP] and r1 ≠ r2 ≠ r3. Mutated vector vi, G is obtained from three different vectors xr1, xr2, xr3 from current generation G with help of static scaling factor Fi = F as follows:
Contrarily, SHADEs mutation strategy "current-topbest/1" uses four parent vectors -current i-th vector xi,G, vector xpbest,G randomly selected from NP × p (p = U[pmin, 0.2], pmin = 2/NP) best vectors (in terms of objective function value) from G, randomly selected vector xr1,G from G and randomly selected vector xr2,G from the union of G and external archive A. Where xi,G ≠ xr1,G ≠ xr2,G.
The scaling factor Fi is generated from Cauchy distribution with location parameter value of MF,r which is randomly selected value from scale factor historical memory, and scale parameter value of 0.1 (7).
Crossover and Elitism
The trial vector ui,G which is compared with original vector xi,G is completed by crossover operation (8) and this operation is the same for both DE and SHADE algorithms. CRi value in DE algorithm is again static CRi = CR whereas with SHADE algorithm its value is generated from a normal distribution with a mean parameter value of MCR,r which is randomly selected value from crossover rate historical memory and with standard deviation value of 0.1 (9).
Where jrand is randomly selected index of a feature, which has to be updated (jrand = U [1, D] ), D is the dimensionality of the problem.
Vector which will be in the next generation G+1 is selected by elitism. When the objective function value of trial vector ui,G is better than that of the original vector xi,G, the trial vector will be selected for the next population and the original will be placed into the external archive A. Otherwise, the original will survive and the content of A remains unchanged (10).
EXPERIMENT SETTING
The regression capabilities of proposed version of the AP algorithm were tested on four typical benchmark functions used in (Koza 1994 ):
• Quintic: y = x 5 -2x 3 + x • Sextic: y = x 6 -2x 4 + x 3
• 3Sine: y = sin x + sin 2x + sin 3x • 4Sine: y = sin x + sin 2x + sin3x + sin 4x The dataset of 50 points for Quintic and Sextic functions was generated in x range <-1, 1>. Also 50 points from x range <-π, π> were generated for function 3Sine and 4Sine. All four datasets are displayed in Figures 1, 2, 3 and 4. The settings of AP for the experiments and the settings of the underlying EA -SHADE can be found in Table  1 . All datasets were synthesized 30 times and the results are presented in the next section.
RESULTS
Simple descriptive statistic results over 30 independent runs on all four datasets are given in As expected from the results in Table 2 , the synthesized functions for 3Sine and 4Sine dataset are far less precise in modeling, than that of Quintic and Sextic datasets. In order to obtain a better model for 3Sine and 4Sine datasets, the content of GFS was extended by sin function and the most precise models are shown in Figure 9 and Figure As can be seen from the results, the performance of this variant is sufficient for two of the four benchmark test functions -Quintic and Sextic. Those two datasets are generated by polynomials and therefore can be synthesized from the functions and terminals contained in the GFS. Contrarily, 3Sine and 4Sine datasets are generated by harmonic functions which are not present in the GFS. This leads to the less precise regression, but the main trend is still transcribed. Further experiments confirmed, that when the harmonic function sin is added into the GFS, AP is able to find a better solution. This opens an interesting topic for further research in the possibility of using AP variant with extended individuals for the prediction of a suitable content of GFS. Determining the most suitable content of GFS for real world problems is a complex task and therefore a technique for prediction might be beneficial. All four datasets tested in this study were taken from (Koza 1994) . The proposed variant uses evolution for estimating the constant values, creating an infinite space of possibly synthesized programs and thus making it less suitable for non-complex test functions where the static value constants would be more reasonable (Quintic, Sextic, 3Sine, 4Sine, e. g.) . The comparison between GP and AP on those datasets can be found in (Zelinka, Oplatkova 2003) . One of the goals of this paper was to demonstrate that AP with extended individuals is still able to perform a regression which transcribes the original trend of a non-complex dataset, but the main area of use is for the regression of complex datasets where the continuous constant space is necessary. The advantage of the proposed approach is in its time complexity which is increased against canonical AP only by the increase in size of an individual in used EA. While other approaches (meta-evolution and non-linear fitting) might provide more precise results, their time complexity is higher and a lot harder to estimate which might be a problem in real time regression and prediction. The time complexity of meta-evolution is dependent on settings of the secondary EA and the time complexity of the non-linear fitting approach strongly depends on the used fitting algorithm and on the number of constants to estimate. Further research will be targeted at the use of proposed variant of AP in real world applications where the constant estimation will be more likely to bring benefits in regression and at improving its precision.
