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Dispersion in the output data of a system can be analyzed as either noise 
fluctuations about a deterministic model or as the noise with added fluctuations 
due to randomness in the model itself. This latter interpretation finds applica- 
tions in the identification of inherently random systems which provide rational 
models for systems such as biological and economic systems. It is shown that 
the computational procedure is closely related to traditional least-square 
analysis. Both linear and nonlinear models are considered. Results of computer 
simulations are presented for some simple cases. 
1. INTRODUCTION 
Least-square analysis has been used extensively to estimate the parameters 
associated with linear models. In this analysis, the dispersion in the observed 
data is modeled as random noise fluctuations about a deterministic function. 
This dispersion, however, could arise, not from measurement noise, but 
from the fact that the model itself is randomly varying. This latter inter- 
pretation is especially important when modeling inherently random systems 
such as biological or economic systems. For example, in the compartmental 
analysis of biological systems, uncertainties in rate constants arise from 
environmental effects and the variation of patient parameters. The output 
of such a system is therefore subjected to random fluctuations which cannot 
be adequately modeled by a strictly measurement noise model. An appropriate 
model must also take into account the randomness of the system itself. 
This paper presents a procedure for the analysis of data associated with 
randomly varying models. The model to be discussed represents data from p 
experiments and is of the form 
r&j) = 2 uik(ti)&j) + <ki 9 k = 1, 2 ,...) pi, j = 1, 2 ,..., N, (1) 
i=l 
* Supported by the National Science Foundation under Grants GK-1834X and 
GK-31229. 
+ Presently with TRW Systems, Redondo Beach, CA. 
447 
Copyright 0 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
448 DOWDEE AND SOONG 
wheregi(tj), i = I,..., m, are known deterministic functions evaluated at time 
tj ) a$.($), i = 1, 2 ,..., m, are unknown parameters which in general may 
depend on the experiment K and the time tj , ylc(ti) is the observed response 
from the Kth experiment at time tj , p, is the number of observations at tj , 
and ckj is the random error associated with the Rth experiment and the jth 
time point. 
Based on the properties attributed to aik(ti), several classifications of the 
above model can be defined as follows: 
(a) Ordinary Least-Sq uare (OLS) Model. In this classification the 
unknown parameters ai, are represented by 
%(tj) = at , i = l,..., m (2) 
for all K andj, where the ai are deterministic constants. The only randomness 
in this model is due to the measurement errors ckj . 
(b) Constant Coefficient Random Least-Square (CCRLS) Model. For 
this model, one has 
%c($) = % , i = I ,..., m, k = l,...,p, (3) 
for all tj, where uik is the realization of a random variable. In this model, 
the unknown coefficients are deterministic for a given experiment but vary 
randomly from experiment to experiment. 
(c) Time-Varying Coefficient Random Least-Squares (TVCRLS) 
Model. In this model, the coefficients ai, vary randomly with i, K, and tj . 
The random measurement error cki may be deleted from this model since it 
cannot be distinguished from an unknown coefficient. 
A subclassification of practical importance is one where there is only one 
experiment, i.e., pj = 1 for all j. This subclassification will be referred to as 
the unreplicuted data case. 
The OLS model has received considerable attention beginning with 
Gauss [3] and Markoff [6]. Comprehensive lists of references can be found 
in Rao [9] and Draper and Smith [l]. Rao [9] considered CCRLS models and 
Swamy [14] extended Rao’s results and applied the analysis to study the 
behavior of economic systems. Fisk [2] and Hussain [5] also considered 
CCRLS models in the context of experimental design. The TVCRLS models 
with unreplicated data has previously been considered by Hildreth and Houck 
[4] from a least-square point of view and by Nelder [7] from a likelihood- 
function viewpoint. This paper considers the TVCRLS model and extends the 
analysis of Hildreth and Houck for the unreplicated data case as well as 
develops the theory applicable to the case of multiple observations at each 
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time point. This analysis is presented in Sections 2.1 and 2.2 for linear models 
and in Section 2.3 for a simple nonlinear model. Section 3 presents some 
numerical results illustrating the theory of Section 2. 
2. TVCRLS MODEL ANALYSIS 
The coefficients aik(tj) in Eq. (1) represent the Kth realizations of the 
random variables ai at time tj and are assumed to satisfy the following 
properties: 
(a) E[uik(ti)] = pi for all K and tj , 
where S,, is the Kronecker delta function. 
(4 A = [a,, ~2 ,..., GJ~ is a Gaussian random vector with mean 
(3 = [PI, Pz )..., PJ and covariance matrix C = {cij}, ;,j = 1, 2 ,..., m, 
where cij = oij , i fj, and cii = ui2. 
It is also assumed that N 3 m(m + 1)/2. 
At each tj , the observation yk(ti) therefore represents the Kth realization 
from a Gaussian random variable y(tj) with mean 
and variance 
where 
Ati) = G=al (4) 
uv2(ti) = GjTCGj , (5) 
Gi = k(tj),..., gm(ti)lT. 
2.1. Replicated Data Case 
For the replicated data case it will also be assumed that pj > 1 for all time 
points ti , j = 1, 2 ,..., N. In view of the assumptions (a)-(c), an unbiased 
estimate of PLY($) is 
Defining YD = [&(tJ ,..., &,(tN)]T, B, = [Gr ,..., G,J, and or = YD - Bra, , 
it is easily shown that E(Q) = 0 and 
COV(Q) = Zr = diag %2(tl) %2(tN) ___ . 
Pl 
)...) ~ 
PN I 
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Equation (4) can now be replaced by 
and, based upon ordinary least-squares, an estimate B, of 01~ is given by 
&l = (B, =z,-lB,) -1 B, 'z;-'YD . (9) 
The weight matrix Z;’ is generally not known a priori and must also be 
estimated from the data. 
To proceed, let us first cite a result in matrix theory [13]: 
THEOREM 1. If A is an n x 1 matrix, B is n x n, and C is n x n, then 
A*BTCBA = [vec(B’)]r [C @ (AA=)] vec(B=), (10) 
where @ is the Kronecker product [8], and vec( .) is the vector operator deJined by 
vet(B) = [bIT,..., bmT]r, where bj is the jth column of B. 
COROLLARY 1. IfAism x 1 andCism x m, then 
ATCA = [vec(AA’)]T vet(C), (11) 
which is a direct consequence of Theorem 1 by letting B be the identity matrix. 
Using this corollary in Eq. (5) yields 
uv2(tj) = [vec(GjGjT)lT vet(C). (12) 
Since C is a covariance matrix, m(m - 1)/2 elements of vet(C) are identically 
equal. To avoid problems with a singular coefficient matrix, the following 
definitions are introduced. 
DEFINITION 1. Let C be am x m symmetric matrix. The m(m + 1)/2 x 1 
column vector utvec(C) is defined as 
utvec(C) = [Cll, Cl2 ,..., Cl,, C2, ,..., C2,, 
x c,, ,-*.> Cm-l,rn-1 3 cm-1.m > GJnl, 
i.e., by forming a vector with the upper triangular terms of C. 
DEFINITION 2. If C is an n x n symmetric matrix, dutvec(C) is an 
n(n + 1)/2 x 1 vector formed by replacing cii , i fj, in utvec(C) by 2C, . 
With these definitions, Eq. (12) can be written as 
V = B2acz , (13) 
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where 
and 
if = [%2(tlL, %2fcv)lT, a2 = utvec(C), 
B, = {[dutvec(GIGr’)],..., [dutvec(G,G,r)]jJ. 
The variances aV2(tj) can be estimated as 
SfJ2@j) = 
where, by assumptions (a)-(c), the estimator is unbiased. Defining 
s = [Sy2(t1),..., s 2(~NY and c22 = S - B,a, , 
(14) 
it is easily shown that 
E(Q) = 0, 
cov(ca) = Z2 = diag hJ‘Yt1) 2%4kv) p, ‘... 1 ‘p,-1 
(15) 
Equation (13) can be rewritten as 
S = B2~2 + ~2 , (16) 
and ordinary least-squares leads to an estimate 8, of 0~~ in the form 
4, = (B,TZ,-1B2)-1 B2TZ$S. (17) 
As was the case with L;-“, the weight matrix L’;l involves knowledge of the 
covariance matric C which is a function of the unknown vector a:,; this is 
indicated explicitly by denoting Z;-l and 2;’ as Z;-‘(a,) and Z;r(ola), res- 
pectively. As noted by Soong [12], this difficulty can be circumvented by 
using ZF’ = Z;‘(&,) and zi’ = ZF~(&,) as the best possible approximations 
of Z;’ and 2;‘. Equations (9) and (17) can now be written in the form 
02, = (B, ?$‘B,) -I B, *x$‘YD , (18) 
4, = (B, ‘il;‘B,)-’ B, ‘L?;“S, (19) 
which represent two nonlinear simultaneous vector equations in two vector 
unknowns. Several techniques are available for solving these equations. A 
simple procedure which has provided good results is an iteration method 
based on successive substitution. To initialize the procedure, an initial 
estimate &,[,] of 01~ must be obtained. As indicated in Section 3, the unweighted 
least-square estimate 
82r01 = (B2’BJ1 BzTS 
409/46/z-1 3 
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has successfully provided starting values for a wide variety of cases. Once the 
procedure is initialized, the qth estimates of oil and 01~ are obtained as 
where 
The estimates obtained by the above procedure are unbiased and, if the 
weight matrices L’;l and Zkl were known, the estimates would have minimum 
variance among all linear estimators. Rao [l I] has shown that if the weight 
matrices are not known, there exists the possibility of the unweighted least- 
square estimates being more efficient than the estimates using estimated 
weights. This problem can be studied analytically by defining 
Ai = (BiTBi)-l B,T,&Zi , i = 1,2, (22) 
where ri = rank(BJ and the Zi are N x (N - ri) matrices such that 
BiTZ, = 0, i = 1, 2. Using these definitions, Rao shows that the unweighted 
least-squares procedure will provide the better estimates only if the .‘I6 are 
near zero. Since in practical problems, the covariance matrices Z1 and Za will 
differ substantially from the identity matrix, it is expected that using estimated 
weights will provide better results than the use of equal weighting. This 
expectation has been substantiated by the numerical results presented in 
Section 3. 
A case of special interest and simplicity occurs when pi = p for all j and it 
is known a priori that C = a21. Since only the relative magnitudes of the 
weights are important, the weight matrices for this case can be calculated as 
The weight martices are therefore known and Eqs. (9) and (17) can be used 
directly to obtain 6, and &a without the need of iteration. Hypothesis test 
procedures can be used to determine when C = 0~1 is a reasonable assump- 
tion. 
2.2. Unreplicated Data Case 
When pi = 1 for allj, Eq. (18) remains valid but Eq. (19) must be modified 
since S is no longer defined. In this case, it is noted that 
yj2 = [YCti) - &12, j = 1, 2,..., N (24) 
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is an unbiased estimator of uy2(tj) with a variance equal to 2oV4(ti). Since pLj 
is not known, CQ is first estimated and Fi calculated as 
,I& = GjT& , (25) 
Using this estimate, +j2 can be approximated as 
i5" = [y&) - &2, j = 1, 2,. .) N, (26) 
and the vector ate) = [f12,..., f,*]= can be used instead of S in Eq. (19). The 
weight matrix Z;’ must also be replaced by 
I 1 G1 = diag 20y41tlJ ,..., 1 I 2Q4(?v) . (27) 
As in the replicated data case, 2~’ and ,Y;r are not known a priori so an 
iteration procedure is required. To initialize the procedure, the initial esti- 
mates &,[,J and s2[,,1 can be obtained by an unweighted least-squares. They 
are given by 
4bl = (Bl=Bl)-’ WY, 7 (28) 
 ^ (2) RI,, = {[Y(G) - G%,I~*~~~~~ Mtiv) - G&MI~~=~ (29) 
 ^
olzr,,, = (B,=B,)-1 B2TRI’;; . (30) 
After initialization, successive substitution can be used to obtain the 
estimates of 01~ and 0~~ . As in the replicated data case, if it is known a priori 
that C = u21, then an iteration procedure is not required. 
The estimate d2, obtained by the above procedure is not unbiased since 
E[I?(2)] f  B2cr2 . Noting that 
4+j21 = o,“(G) + 2cov([Y($) - pjJ, [& - pi]> + var&], (31) 
it is seen that if & is consistent, then 8, will be asymptotically unbiased. 
If  unbiased estimates of 01~ are desired, a modified version of a procedure 
suggested by Hildreth and Houck [4] can be used. The estimate of 01~ on the 
qth iteration, &,[,I , is obtained, as in the above procedure as 
6, = (BIT/$lBl)-l BIT,c!?;‘YD , (32) 
where the subscripts denoting the iteration number have been dropped for 
notational simplicity. The gth vector of residuals 
R = B,cr, (33) 
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is then related to the data vector Y. as 
R =MY,, (34) 
where M is an N x N symmetric idempotent matrix in the form 
M = I - B,(B,7~;1B,)-1 BIT&‘. (35) 
The residual vector has zero mean and a covariance matrix 
.Z2 = M.&M. (36) 
The diagonal terms of L’s leads to 
E[6,2] = f rnfkU&,), (37) 
k=l 
where mik is the jkth element of M. Defining M(2) as an N x N matrix 
whose {jth element is rn& , one has 
With es defined as 
I#‘“)] = M’2’B2a2 . (38) 
c2 = Rt2) - M’2’B2a2 , (39) 
it is easily seen that es has zero mean. Therefore, 
fit2) = M’2’Bp, + cQ (40) 
is a linear model from which a2 can be estimated by ordinary least-square 
procedures. We thus have 
2, = (,2TM(2)~;$,,f(2)~2)-l B,T~(2)&1@8, (41) 
where .Za is the covariance matrix of Rf2). 
From Eq. (38) it is readily shown that this estimate of cr, is unbiased. The 
ijth element of the covariance matrix 2s can be found as 
cov[P,2, Pj2] = 2 -f f mikmi6mjkmjtu,2(tk) uy2(t6). (42) 
k=l d=l 
Since these covariances depend on the unknown quantities uy2(tk), 
k = I,..., N, they must also be estimated from the data and incorporated into 
an iteration procedure as previously described. An unweighted least-square 
estimate could be used to initialize the procedure. 
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Several practical observations should be made in comparing the unbiased 
with the biased estimation procedure. 
(a) The coefficient matrix &PB, in the unbiased procedure depends 
on Z; and therefore on the estimate of 01s . This difficulty can be circumvented 
by using an iteration procedure but is computationally more time-consuming 
than the biased estimation procedure. 
(b) The matrix Zs is an N x N nondiagonal matrix which becomes 
impractical to invert for large N. 
(c) As N becomes large, M approaches the identity matrix and the 
unbiased and biased procedures become equivalent. 
2.3. A Nonlinear Problem 
The ideas presented in Sections 2.1 and 2.2 can also be used in connection 
with some nonlinear problems which are amendable to linearization. Let 
yk(tj), k = I,..., p andj = I,..., N, represent the output of p random systems. 
It is assumed that the output can be modeled as 
yd4) = a w4%(t~) $1, k=l ,..., p, t= I,..., N, (43) 
where a is an unknown constant and /3Jtj) is the kth realization of a Gaussian 
random variable j3 at time tj . It is further assumed that 
(a) E[/?plc(tj)] = p for all k and tj , 
(b) coW(tj), iB&)l = ,‘$ ;t,-,r;;se; ” 
In a biomedical systems context, this would describe a one-compartment 
system with a deterministic initial condition and a random rate constant. 
The problem is to estimate a, p, and u2 from the output data. 
Taking expected values of Eq. (43) yields 
-Qk(4)l = a exp ! a*t .*& + -+ 1 
for all k. Therefore 
a? .2 
In E[yr(tj)] = In(a) + @j + +. 
(45) 
(46) 
To put Eq. (46) in the form suitable to analysis by the procedure developed 
in Section 2.1, an unbiased estimate of In E[y,(t,)] is required. 
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THEOREM 2. Let 
Zk(b) = WYk(tj)l, (47) 
8 = i z,(t,>/P, (48) 
k=l 
Sz2(&) = & il lIzdtj) - zj12* (49) 
Then Zi + &Sz2(t,) is an unbiased estimate of In E[y(tj)] with variance 
02t .2 
-$+ 
04t .4 
2(& 1)’ (50) 
Proof. The random variable Z(tj) = ln[y(t))] is Gaussian with mean 
WW = W) + ptj (51) 
and variance 
uz2(ti) = var[Z(tj)] = 02tj2. (52) 
The sample mean Zj is therefore an unbiased estimate of E[Z(t$)] with 
variance uZ2(tj)/p. Similarly, the sample variance Sz2(tj) is an unbiased 
estimate of uZz(tj) and has a variance 2oz4(t,)/(p - 1). Since Z(tj) is Gaussian, 
Zj and Sz2(tj) are statistically independent. Using these facts, the theorem 
follows directly. 
Therefore, Eq. (46) can be written as 
t ,202 
Zj + 1 Sz2(tj) = In(a) + ptj + L- 2 -I% j = l,..., N, (53) 
where cj is a random variable with zero mean and variance given by (50). 
This model is of the form of Eq. (1) and the analysis procedure in Section 
(2.1) can be applied. 
3. NUMERICAL RESULTS 
The analysis of Section 2 will be illustrated by considering several simple 
problems. The linear models to be investigated are of the form 
Yk(G) = %(43 + b(G) tj 7 j = I,..., N, k= I,..., p, (54) 
where the coefficients a,(tj) and b,(tj) satisfy assumptions (a)-(c) of Section 2. 
The means of the Gaussian random variables a and b will be denoted by pa 
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and pb , respectively, and the variances by aa2 and cb2. The covariance between 
a and b is denoted by crab and the correlation coefficient by p. Twill denote the 
length of the data span, and all data will be generated in the interval (0, T). 
3.1, Sampling Policy 
The variance of y(tj) is 
u,“(tJ = aa2 + 2tjQ + o&2. (55) 
Since weights need only be porportional to the reciprocal of the variances 
the weights used in the estimation of 01~ = [pa , &jr can be calculated as 
wi = I/( 1 + 2tjpk + kt2), j = I,..., N, (56) 
where k = o~~/o,~. The covariance matrix associated with the estimate 
$r = [pa , &Jr is easily derived as being proportional to 
wj 
tiwj 
(57) 
It is therefore observed that the variances and the covariance of the estimates 
will be a function of how the data points are chosen in the data interval. An 
examination of Eq. (57) shows that cov(&, , &,) will be small if 
T > 1 /k’12 = uJub 
and half the samples are obtained in the interval tj < ualub and half in the 
interval tj > cralub . This sampling procedure will be referred to as the 
boundary point sampling policy. When this policy is used, the var&] is 
reduced mainly by the samples in the interval tj < a,/~, and var[@,] is 
reduced by the samples in which tj > aJab . In general, this sampling policy 
will result in lower variance estimators than the use of the more traditional 
equally spaced sampling procedure (this conclusion also is valid for ordinary 
unweighted least-squares). To be implemented in practice, this policy requires 
some a priori knowledge on the relative magnitudes of ua and ub . 
A compromise between boundary point sampling and equally spaced 
sampling provides very good results when no a priori information is available. 
This procedure, called mixed mode sampling, is to sample rapidly at the 
beginning and at the end of the data span and to use equally spaced sampling 
in between these extremes. 
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The covariance matrix of 8, = [&,a, Gar, , 6,2]T is not as easy to analyze. 
However, numerical calculations of (B,7Z;1B,)-1 indicate that mixed mode 
sampling is superior to equally spaced sampling. Table I gives some typical 
results for various values of p and R. It is noted that some data points are 
needed in the middle of the data span in order to reduce the variance of cab . 
The variance on all the estimates increase monotonically with k. 
TABLE I 
Comparison of Sampling Policies (T = 10, N = 40)” 
Type: 
BP -0.8 - 0.25 0.04 0.009 
MM 0.06 0.009 
ES 0.09 0.010 
BP 
MM 
ES 
BP - 
MM 
ES 
0 1 0.05 0.05 
0.15 0.05 
0.34 0.05 
0.8 4 0.06 0.24 
0.37 0.18 
1.0 0.21 
0.16 0.42 0.021 
0.10 0.02 0.004 
0.19 0.03 0.005 
0.19 2.12 0.23 
0.50 0.48 0.10 
1.31 0.73 0.13 
0.22 11.18 2.53 
1.85 4.42 1.38 
8.35 9.70 2.09 
a BP = Boundary point sampling; MM = mixed mode sampling; ES = equally 
spaced sampling. 
In the numerical results which follow, mixed mode sampling is used 
exclusively. 
3.2. Replicated Data Case 
For the replicated data case, observations were generated at 40 time points 
with four replicates at each value of time. A summary of the results of the 
estimation procedure is given in Table II. The distance between the estiamted 
values of the parameters and the true values can be defined as 
di, = (1 B<, - cti //1’2 i= 1,2, 
diR = 11 BiR - 01~ )11’2 i=1,2 
where the subscript “0” refers to ordinary unweighted least-squares 
(OLS) estimates, “R” refers to random least-square (RLS) estimates, and 
I/ . 11 is the norm defined as 11 x II = Gx. These distances are summarized in 
Table III. 
From these tables, it is observed that the RLS procedure results in estimates 
of the mean which are about six times closer to the true values than would be 
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obtained with the OLS procedure. The estimates of the variances and 
covariance are about 24 times nearer the true values when RLS is used. This 
illustrates that if a system is actually random, serious degradation in results 
can be expected if the system is incorrectly modeled as deterministic and 
OLS applied. 
TABLE II 
Replicated Data Case (Mixed Mode Sampling, N = 40, p = 4, T = 10) 
Ordinary Initial Random Iterations to 
Parameter True value least-squares estimates least-squares convergence 
Pa 2. 0.91 
Pa 6. 6.35 
%z2 6. -69.5 
Qaa -2. 42.9 
Ub2 9 -0.72 
-___~ 
0.91 
6.35 
0.0 
42.9 
0.0 
1.91 4 
6.12 3 
7.62 6 
-4.86 8 
10.46 5 
TABLE III 
Distance of Estimates from True Values, Replicated Data Case 
Estimate OLS RLS 
Mean vector 1.15 0.18 
Variance vector 88.4 3.6 
The initial estimates are obtained directly from the OLS estimates with the 
stipulation that if the estimate of a variance is negative, this estimate is set 
equal to zero. Any weights which are estimated as negative are also set to 
zero. 
It is noted that, although the initial estimates are very poor, convergence 
occurs within eight iterations for all the parameters. The iteration procedure 
has converged for all cases studied; however, as with most numerical techni- 
ques, very bad initial estimates could cause the procedure to fail. For example, 
if the initial estimates of ua2, gab , and ub2 were all negative, the estimated 
value of uV2(ti) would be negative for all tj . This would lead to all weights 
being set to zero, and the procedure could not be initialized. However, a more 
intelligent choice of starting values should lead to convergence. 
3.3. Unreplicated Data Case 
In the unreplicated data case, 200 observations were recorded and the 
biased estimation procedure used. The results of this simulation are tabulated 
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in Tables IV and V. As in the previous replicated data case, the RLS estimates 
are superior to those obtained by the OLS procedure. It is also noted that, as 
before, the iteration procedure converges rapidly although the initial estimates 
are poor. 
TABLE IV 
Unreplicated Data Case (Mixed Mode Sampling, N = 200, T z 20) 
Ordinary Initial Random Iterations to 
Parameter True value least-squares estimates least-squares convergence 
Pa 2. 1.85 1.85 2.01 4 
Fb 6. 6.1 I 6.1 1 6.06 3 
G2 6. - 14.6 0.0 5.65 7 
O,b -2. 14.7 14.7 -4.48 9 
Ob2 9. 6.08 6.08 9.81 7 
TABLE V 
Distance of Estimates from True Values, Unreplicated Data Case 
Estimate 
Mean vector 
Variance vector 
OLS RLS 
~_- 
0.186 0.061 
26.7 2.63 
3.4. Nonlinear Example 
The nonlinear model investigated has the form of Eq. (43) 
rk(G = a expPk(4) $1 
and satisfies the assumptions specified in Section 2.3. Data were generated at 
40 time points using mixed mode sampling, and four replicates were generated 
at each time. The results of the simulation are summarized in Table VI. 
TABLE VI 
Nonlinear Problem (Mixed Mode Sampling, N = 40, p = 4, T = 20) 
Ordinary Initial 
Parameter True value least-squares estimate 
Random Iterations to 
least-squares converge 
In a 1.38 13.39 13.39 1.50 1 
a 4.0 654696. 4.49 
P -6.0 - 19.44 - 19.44 - 6.45 2 
02 4.0 5.76 5.76 2.83 2 
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As noted from the table, the RLS estimates are superior to the OLS estimates, 
and the iteration procedure converges rapidly. Again, it is emphasized that if a 
random system is incorrectly modeled as deterministic, serious degradation 
in the accuracy of the estimates can result. 
4. CONCLUDING REMARKS 
A procedure has been presented for the analysis of data associated with 
inherently random systems. Both replicated and unreplicated data cases were 
considered. The results of this analysis indicate that the choice of modeling 
a system as deterministic or random will greatly influence the quality of the 
estimates obtained as well as the analysis procedure. 
It is shown that the sampling policy may have significant effects on the 
accuracy of the desired estimates. If  practical considerations do not dictate a 
particular sampling procedure, the experimental design should incorporate 
an optimum sampling policy. 
Finally, it is worth pointing out again that for large N and unreplicated data, 
the biased estimation procedure is computationally more efficient than the 
unbiased procedure and gives essentially equivalent results. 
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