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Introduzione
Un problema classico nella sicurezza e` quello di determinare se un program-
ma possiede la proprieta` di flusso di informazione sicuro [18] (detta anche
non-interferenza). Nella sua piu` semplice forma, questo problema puo` esse-
re descritto come segue: dato un programma le cui variabili hanno associato
un livello di sicurezza che puo` essere alto o basso, controllare che i valori che
assumono alla terminazione le variabili con un basso livello di sicurezza, non
dipendano in alcun modo dai valori iniziali delle variabili con un alto livello
di sicurezza. Un problema strettamente collegato e` quello della rilevazione
dei cosiddetti covert flow, dove le informazioni sono carpite indirettamente at-
traverso variazioni nel comportamento del programma, come ad esempio la
non-terminazione o il fallimento causato da operazioni parziali [25].
Questo problema e` stato studiato a lungo attraverso l’utilizzo di molteplici
approcci, come ad esempio i sistemi di tipi ([28][16][26][27]) e l’interpretazione
astratta ([3] [4] [7] [10]), sia in linguaggi sequenziali che paralleli. Nel contesto
dei linguaggi paralleli il problema diventa piu` difficile da trattare a causa della
presenza di nuovi flussi di informazione dovuti alle sincronizzazioni tra thread.
In questa tesi la non-interferenza viene studiata in un calcolo a oggetti im-
perativo non tipato [1] in cui sono presenti primitive per la realizzazione di
programmi paralleli. Poiche` la semantica del calcolo viene data attraverso
trasformazioni della sintassi, quest’ultima viene arrichita in modo da poter
mantenere l’informazione riguardo il livello di sicurezza in cui gli statement
vengono eseguiti. Usando la tecnica dell’interpretazione astratta, viene poi
compiuta una analisi per stabilire in modo approssimato e finito se un pro-
gramma ha un flusso di informazione sicuro. Vengono quindi definiti i domini
semantici concreto e astratto e stabilita tra di essi la connessione di Galois; nel
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dominio astratto i numeri interi sono collassati in un unico valore () mentre
le informazioni riguardo i livelli di sicurezza vengono mantenuti poiche` servono
per analizzare la proprieta` di interesse. L’analisi viene infine dimostrata essere
corretta definendo l’insieme di operatori astratti come localmente corretti.
Nel capitolo 1 sono presentate sinteticamente le pricipali caratteristiche dei lin-
guaggi object-oriented; nei capitoli 2 e 3 viene fatta una descrizione del calcolo
a oggetti imperativo non tipato e delle sue estensioni per la programmazione
concorrente. Nel capitolo 4 sono descritte alcune nozioni matematiche, come
ordinamenti parziali e reticoli, e la tecnica dell’interpretazione astratta che ser-
ve per compiere analisi statiche. Nel capitolo 5 vi e` un esempio di analisi statica
effettuata tramite l’interpretazione astratta sul calcolo a oggetti presentato nei
capitoli precedenti [5]. Infine, nel capitolo 6, dopo una breve rassegna sugli stu-
di svolti sull’argomento, e` descritta l’analisi della proprieta` di non-interferenza
nel calcolo a oggetti tramite l’uso dell’interpretazione astratta.
Capitolo 1
Linguaggi Object-Oriented
L’approccio alla programmazione Object-Oriented e` basato su una corrispon-
denza intuitiva e naturale tra la simulazione software di un sistema fisico ed
il sistema fisico stesso. Tale approccio prevede che lo sviluppo di sistemi soft-
ware sia svolto in accordo all’analogia tra la costruzione di modelli algoritmici
di un sistema fisico tramite componenti software e la costruzione di modelli
meccanici dello stesso sistema tramite oggetti concreti. Da questa analogia le
componenti software prendono il nome di oggetti.
Attraverso l’uso di oggetti si ottiene una naturale astrazione sui dati e il
progetto di sistemi e` incentrato sulla struttura del sistema invece che sugli
algoritmi (che sono realizzati nei metodi degli oggetti). Questa organizzazione
dei programmi attorno ai dati e` in antitesi con l’approccio utilizzato nella
programmazione strutturata, dove il sistema e` sviluppato attorno al codice.
In quest’ultimo caso il software risulta essere piu` sensibile ai cambiamenti a
causa dell’assenza di costrutti che incoraggino una astrazione sui dati.
Una componente software e` riutilizzabile quando puo` essere facilmente utiliz-
zata in piu` di un contesto. Nei linguaggi Object-Oriented, durante le fasi di
analisi, progetto e implementazione, gli oggetti sono organizzati in tassonomie
che incoraggiano il riuso di metodi e dati di oggetti localizzati nelle alte po-
sizioni della struttura gerarchica. Il riuso di variabili istanza e metodi viene
denominato ereditarieta`.
Il riuso implica il rimpiazzamento di componenti con altre; nei linguaggi Object-
Oriented ci sono due tipi di rimpiazzamento: il rimpiazzamento di oggetti e il
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rimpiazzamento di metodi.
In generale e` possibile rimpiazzare un oggetto con un’altro che abbia almeno
lo stesso insieme di attributi (variabili istanza e metodi). Ogni attributo in
piu` diventa invisibile e non e` direttamente accessibile.
Il rimpiazzamento di metodi viene chiamato overriding. L’interfaccia di un
metodo overridden deve essere compatibile con l’interfaccia del vecchio metodo,
ma, naturalmente, l’implementazione puo` essere differente ed e` possibile usare
attributi presenti solamente nell’oggetto derivato.
Una conseguenza del riuso e` la nozione di self. self e` il riferimento di un og-
getto verso se stesso: tramite esso un metodo puo` invocare gli altri metodi
dell’oggetto. Attraverso la combinazione di ereditarieta`, overriding e self, si
ottiene un comportamento diverso dei metodi degli oggetti derivati rispetto a
quello dei metodi dell’oggetto originale. Infatti ogni occorrenza di self nell’og-
getto derivato e` un riferimento a quest’ultimo (e non all’oggetto originale), per
cui i metodi invocati tramite self sono quelli dell’oggetto derivato che non ne-
cessariamente coincidono con quelli ereditati poiche` possono venire rimpiazzati
(overriding).
Nelle due seguenti sezioni verranno esaminate le due principali classi di lin-
guaggi Object-Oriented: i linguaggi Class-Based, che prevedono l’uso della
classe come modello per la creazione di oggetti, ed i linguaggi Object-Based
che sono piu` semplici e flessibili dei precedenti ed in cui non esiste il concetto
di classe.
1.1 Linguaggi Class-Based
I linguaggi Class-Based usano la nozione di classe come descrizione di oggetti.
Una classe e` una collezione di variabili istanza e metodi (attributi) e determina
la struttura degli oggetti generati da essa. Un generico oggetto e` un record
di attributi e la sua creazione e` permessa dal comando new seguito del nome
della classe. Il seguente e` un esempio di dichiarazione di classe e istanziazione
di un oggetto in un ipotetico linguaggio Class-Based:
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Class Point is
field x:integer;
method getx():integer is
return self.x;
end;
method setx(x:integer) is
self.x:=x;
end;
end;
var P:typeofclass(Point) := new Point;
La classe point contiene una variabile istanza il cui valore puo` essere impostato
tramite il metodo setx e ottenuto tramite il metodo getx. Attraverso la parola
riservata self e` possibile accedere alla variabile istanza x ; la variabile P, dopo
essere stata dichiarata, viene inizializzata con un riferimento a un oggetto
creato tramite la classe Point.
Ogni oggetto ha uno stato indipendente dagli altri: esso puo` essere con-
siderato un record di attributi e self un riferimento a tale record. Alternati-
vamente e` possibile considerare un oggetto come record di variabili istanza e
un riferimento ad una suite di metodi comune a tutti gli oggetti della classe;
cio` e` ragionevole in quanto sono le variabili istanza che determinano lo stato
dell’oggetto, mentre la definizione dei metodi non verra` mai alterata durante
l’esecuzione del programma.
Viene ora riportato un esempio di ereditarieta` e overriding tramite sottoclassi:
SubClass UndoPoint of Point is
field oldx:integer;
override setx(x:integer) is
self.oldx:=self.x;
super.setx(x);
end;
method undo() is
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self.x:=self.oldx;
end;
end;
UndoPoint estende la classe Point permettendo di recuperare (tramite il
metodo undo) il valore assunto precedentemente dalla variabile istanza x. Una
sotto-classe descrive la struttura di un insieme di oggetti in maniera incre-
mentale rappresentando le estensioni e i cambiamenti rispetto alla sua diretta
super-classe. Le variabili istanza e i metodi della super-classe sono replicati
nella sotto-classe: i secondi possono venire rimpiazzati tramite l’operazione di
overriding. Attraverso la parola riservata super e` possibile invocare le vecchie
versioni dei metodi (in questo esempio setx ) permettendo quindi il loro riuso
anche in presenza di overriding.
Con l’introduzione dell’ereditarieta`, il precedente modello di memorizza-
zione degli oggetti basato sulla condivisione dei metodi si complica: infatti e`
adesso necessario tener traccia di tutta la gerarchia di suite di metodi delle
super-classi poiche` la sotto-classe deve avere accesso a tutti i metodi ereditati.
Le sotto-classi non sono solamente un meccanismo conveniente per evitare di
riscrivere definizioni che appaiono nelle super-classi. Infatti, una caratteristica
fondamentale dei linguaggi Class-Based e` il cosiddetto polimorfismo, che puo`
essere cos`ı definito:
se c′ e` sotto-classe di c, e o′ e` un’istanza di c′, allora o′ e` un’istanza
di c.
Quindi o′ puo` essere inserito in ogni contesto in cui possa comparire un’istan-
za della classe c: ad esempio e` possibile assegare o′ ad una variabile di tipo
typeofclass(c).
Il polimorfismo puo` essere alternativamente definito tramite una relazione <:
di sottotipo che soddisfa le due seguenti proprieta`:
(1) se a:A e A <: B allora a:B
(2) typeofclass(c) <: typeofclass(c’) se e solo se c e` sotto-classe di
c’
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La (1) e` chiamata sussunzione; la (2) afferma che la relazione di sottotipo
coincide con quella di sotto-classe (questa condizione puo` essere rilassata).
Consideriamo il seguente esempio:
procedure setpoint(p:typeofclass(Point)) is
p.setx(1);
end;
var myUndoPoint:typeofclass(UndoPoint) := new UndoPoint;
setpoint(myUndoPoint);
La chiamata di procedura con parametro myUndoPoint e` lecita per le pro-
prieta` precedenti (infatti typeofclass(UndoPoint)<:typeofclass(Point)); il me-
todo setx invocato e`, in questo caso, quello overridden della sotto-classe Undo-
Point: l’informazione sul tipo del parametro della procedura viene determinata
infatti a tempo di esecuzione. Questa caratteristica e` presente in ogni linguag-
gio Object-Oriented e prende il nome di dynamic dispach; ogni oggetto “sa”
autonomamente come comportarsi, per cui il contesto in cui si trova non deve
esaminare l’oggetto e decidere quale operazione applicare.
1.2 Linguaggi Object-Based
I linguaggi Object-based sono caratterizzati dall’assenza di classi e dall’esisten-
za di costrutti per la creazione di oggetti individuali. Ad esempio la seguente
sintassi potrebbe descrivere la definizione e istanziazione di un singolo oggetto:
object PointInstance is
field x:integer;
method getx():integer is
return self.x;
end;
method setx(x:integer) is
self.x:=x;
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end;
end
A questo punto e` possibile definire una procedura che restituisce istanze di
oggetti in maniera analoga al comando new dei linguaggi Class-based:
procedure newPoint() is
object PointInstance is
field x:integer;
method getx():integer is return self.x; end;
method setx(x:integer) is self.x:=x; end;
end
return PointInstance
end
Per consentire il riuso di oggetti e` necessario avere a disposizione una ope-
razione che permetta di clonare oggetti: un oggetto che viene clonato e` detto
prototipo ed a differenza delle classi, che sono descrizioni di oggetti, esso e`
un’istanza completamente funzionante. Ad esempio:
var PointClone := clone PointInstance;
crea un nuovo oggetto identico a PointInstance con stato indipendente.
Altre operazioni fondamentali sono quelle che consentono di mutare un
clone modificando e aggiungendo variabili istanza e metodi in modo che il
comportamento del clone possa essere “personalizzato”. Una alternativa al-
la estensione di oggetti e` la creazione di nuovi oggetti che includano alcuni
attributi di oggetti esistenti: questo e` il meccanismo per l’ereditarieta` piu` uti-
lizzato nei linguaggi Object-Based. Gli attributi da includere nel nuovo oggetto
possono essere scelti implicitamente selezionando gli oggetti da cui ereditare
(in questo caso tutti gli attributi degli oggetti selezionati saranno ereditati),
oppure esplicitamente, designando attributi individuali di uno o piu` ogget-
ti donatori. Gli attributi ereditati possono alternativamente diventare parte
dell’oggetto che li ospita (embedding) o rimanere parte dell’oggetto donatore
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ed essere acceduti tramite riferimenti (delegation). Tramite l’embedding gli
oggetti ospite diventano indipendenti dai donatori, mentre con delegation si
viene a creare una fitta rete di dipendenze tra oggetti.
Attraverso prototipi e cloni e` possibile emulare facilmente classi e istanze e
tutte le loro caratteristiche che sono state presentate precedentemente: que-
sto significa che gli oggetti sono piu` primitivi delle classi e per questo i lin-
guaggi Object-based sono piu` semplici e flessibili dei tradizionali linguaggi
Class-based.
Capitolo 2
Calcolo a oggetti imperativo
non tipato
Il calcolo a oggetti e` un formalismo basato su oggetti semplice e flessibile che
consente di trattare nozioni complesse come classi e ereditarieta` che non sono
esplicitamente rappresentate in esso.
Il calcolo a oggetti che viene presentato e` imperativo non tipato e prende
il nome di impς-calcolo [1].
Gli oggetti sono le sole strutture computazionali dell’impς-calcolo. Un ogget-
to e` una collezione di metodi ai quali e` assegnato un nome: ogni metodo ha
associati una variabile, che rappresenta self, e un corpo che produce un risul-
tato. Le variabili istanza sono particolari metodi in cui la variabile self non
compare libera nel corpo. Le operazioni sugli oggetti sono l’aggiornamento e
invocazione di metodi, e la clonazione di oggetti.
2.1 Sintassi del Calcolo a oggetti
La sintassi dell’impς-calcolo e` mostrata nella tabella 2.1. Una locazione e`
un riferimento ad un oggetto memorizzato sullo store. Un oggetto [`i =
ς(xi)b
i∈1...n
i ] e` una collezione di componenti `i = ς(xi)bi, dove `i e` un no-
me di metodo, ς(xi)bi e` un metodo e bi e` il corpo del metodo. La lettera ς e`
usata come binder per il parametro self di un metodo.
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L’invocazione di un metodo ` di un oggetto o e` scritta o.` ed esegue il
corpo del metodo di nome ` in cui l’oggetto o e` legato al parametro self (la x
in ς(x)b).
L’aggiornamento o.`⇐ ς(x)b rimpiazza il metodo di nome ` nell’oggetto o
memorizzato sullo store. Come gia` anticipato le variabili istanza sono partico-
a, b ::= termini
x variabile
ι locazione
[`i = ς(xi)b
i∈1...n
i ] oggetto
a.` invocazione di metodo
a.`⇐ ς(x)b aggiornamento di metodo
clone(a) clonazione di oggetti
let x = a in b costrutto let
Tabella 2.1: Sintassi di impς
lari metodi nei cui corpi non compare il parametro self libero: le operazioni per
l’aggiornamento e la selezione sono quindi le stesse sia per le variabili istanza
che per i metodi.
L’operazione di clonazione produce un nuovo oggetto con gli stessi nomi
dei metodi dell’originale ma con stato indipendente.
Il costrutto let valuta il primo termine a, lega il risultato della valutazione
alla variabile x e valuta il secondo temine b in un ambiente in cui e` presente
tale associazione. Quello che segue e` un esempio di oggetto con due metodi:
[`1 = ς(x1)[ ], `2 = ς(x2)x2.`1]
Il metodo `1 restituisce l’oggetto vuoto una volta invocato, mentre il metodo
`2 invoca il primo attraverso il parametro self x2.
2.2 Semantica operazionale del Calcolo a og-
getti
La semantica dell’impς-calcolo e` definita tramite regole di riduzione: appli-
care una regola coincide con l’effettuare un passo di computazione. Nelle ta-
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belle 2.2 e 2.3 vengono definite induttivamente le nozioni di variabile libera e
sostituzione (necessarie per la definizione della semantica).
FV (ς(x)b)
def
= FV (b)− {x}
FV (x)
def
= {x}
FV ([`i = ς(xi)b
i∈1...n
i ])
def
=
⋃i∈1...n FV (ς(xi)bi)
FV (a.`)
def
= FV (a)
FV (a.`⇐ ς(x)b)
def
= FV (a)
⋃
FV (ς(x)b)
FV (clone(a))
def
= FV (a)
FV (let x = a in b)
def
= FV (a)
⋃
FV (b)− {x}
Tabella 2.2: Variabili libere
ς(y)b{x← c}
def
= ς(y′)(b{y ← y′}{x← c})
y′ /∈ FV (ς(y)b)
⋃
FV (c)
⋃
{x}
x{x← c}
def
= c
y{x← c}
def
= y y 6= x
[`i = ς(xi)b
i∈1...n
i ]{x← c}
def
= [`i = (ς(xi)bi){x← c}
i∈1...n]
(a.`){x← c}
def
= (a{x← c}).`
(a.`⇐ ς(x)b){x← c}
def
= (a{x← c}).`⇐ ((ς(x)b){x← c})
Tabella 2.3: Sostituzione
Una variabile x che compare in un termine t viene detta legata se x /∈
FV (t): BV (t) indica l’insieme delle variabili legate del termine t; un termine e`
detto chiuso se non contiene variabili libere. La semantica e` definita solamente
per termini chiusi ed e` basata su uno store di oggetti.
Uno store σ mappa locazioni in oggetti; ogni oggetto memorizzato consiste
di una collezione di metodi etichettati. Una configurazione e` una coppia in cui
il primo elemento e` un termine e il secondo e` uno store.
σ ::= [ιi 7→ o
i∈1,...,n
i ] store di oggetti(ιi locazioni distinte)
c ::= (a, σ) configurazione
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Uno store e` ben formato se ogni oggetto memorizzato σ(ι) non contiene
variabili libere e le locazioni che compaiono negli oggetti σ(ι) appartengono
al dominio dello store dom(σ). Una configurazione (a, σ) e` ben formata se il
termine a e` chiuso, ogni locazione che compare in a appartiene a dom(σ) e σ
e` uno store ben formato. Una configurazione terminale e` una configurazione
del tipo (ι, σ) e rappresenta il risultato di una computazione.
Per descrivere le regole di riduzione e` necessario definire la nozione di con-
testo di riduzione. Un contesto di riduzione e` un termine E [ ] con un buco [ ]
definito secondo la seguente grammatica:
E ::= [ ] | clone(E) | let x = E in b
Il buco puo` essere riempito da un termine a. Se ad esempio E [ ] e` uguale a
clone([ ]), il termine E [a] coincide con clone(a).
Nella tabella 2.4 sono definite le regole di riduzione che descrivono la
semantica dell’impς-calcolo.
L’applicazione delle regole trasforma configurazioni in altre, fino a giungere
in una configurazione terminale, che rappresenta una corretta terminazione, o
in una configurazione non terminale in cui non sia possibile applicare nessuna
regola (errore nel programma).
La regola (Red object) consente di inserire un oggetto nello store introducendo
una nuova locazione che lo riferisce (l’operatore :: rappresenta la concatena-
zione di store).
(Red select) permette l’invocazione di un metodo sostituendo le occorrenze
libere del parametro self nel corpo con il riferimento all’oggetto; attraverso
l’applicazione di (Red update) e` possibile aggiornare un metodo modificando
opportunamente lo store. σ{ ι ← o} e` lo store σ in cui la locazione ι viene
aggiornata in modo che riferisca un nuovo oggetto o.
L’operazione di clonazione provoca l’inserimento nello store di una nuova
locazione che riferisce l’oggetto clonato.
La regola per il costrutto let x = ι in b afferma che il risultato della
valutazione del primo termine viene sostituito in ogni occorrenza libera della
variabile x in b.
L’ultima regola serve per ridurre sottotermini di un contesto in modo da
poter applicare una regola per ridurre il contesto stesso. Ad esempio per
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σ′ = (ι 7→ o) :: σ ι /∈ dom(σ)
(o, σ)→ (ι, σ′) (Red object)
σ(ι) = [`i = ς(xi)b
i∈(1...n)
i ]
l j ∈ (1, . . . , n)
(ι.`j , σ)→ (bj{xj ← ι} , σ)
(Red select)
σ(ι) = [`i = ς(xi)b
i∈(1...n)
i ]
σ′ = σ{ ι← [`j = ς(x)b, `i = ς(xi)b
i∈(1...n)−{j}
i ]}
(ι.`j ⇐ ς(x)b, σ)→ (ι, σ
′)
(Red update)
(let x = ι in b, σ)→ (b{x← ι} , σ) (Red let)
σ(ι) = o σ′ = (ι′ 7→ o) :: σ ι′ /∈ dom(σ)
(clone(ι), σ)→ (ι′, σ′) (Red clone)
(a, σ)→ (a′, σ′)
(E [a], σ)→ (E [a′], σ′) (Red context)
Tabella 2.4: Regole di riduzione
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ridurre il termine let x = a in b si applica (Red context) con contesto E =
let x = [ ] in b in modo da ridurre il sottotermine a ad una locazione, poi e`
possibile applicare (Red let) e passare alla valutazione del termine b a cui e`
stata applicata l’opportuna sostituzione.
Quello che segue e` un esempio di riduzione di un termine molto semplice: per
ogni passo di riduzione e` specificata la regola applicata.
(let x = [` = ς(s)[ ]] in x.`, ∅) −→ (Red context) e (Red Object)
(let x = ι in x.`, {ι 7→ [` = ς(s)[ ]]}) −→ (Red let)
(ι.`, {ι 7→ [` = ς(s)[ ]]}) −→ (Red select)
([ ], {ι 7→ [` = ς(s)[ ]]}) −→ (Red object)
(ι′, {ι 7→ [` = ς(s)[ ]], ι′ 7→ [ ]})
Il primo sottotermine del let che viene ridotto e` un oggetto con un solo metodo
il quale una volta invocato (secondo sottotermine del let) restituisce un oggetto
vuoto L’ultima configurazione e` terminale e quindi rappresenta il risultato di
una corretta terminazione: la locazione ι′ che vi compare e` un riferimento ad
un oggetto vuoto nello store. Naturalmente, poiche`, come e` mostrato dopo,
il calcolo e` Turing-equivalente, e` possibile scrivere termini la cui valutazione
diverge:
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(let x = [` = ς(s)s.`] in x.`, ∅) −→ (Red context) e (Red Object)
(let x = ι in x.`, {ι 7→ [` = ς(s)s.`]}) −→ (Red let)
(ι.`, {ι 7→ [` = ς(s)s.`]}) −→ (Red select)
(ι.`, {ι 7→ [` = ς(s)s.`]}) −→ (Red object)
. . .
L’oggetto che compare nel primo sottotermine del let contiene un metodo che
invoca se stesso, quindi nel momento in cui esso viene invocato si entra in una
sequenza infinita di chiamate.
2.3 Codifica di funzioni tramite oggetti
Tramite il calcolo a oggetti e` possibile condificare ogni termine del λ-calcolo.
Questo dimostra che impς ha una potenza espressiva che e` almeno uguale a
quella delle macchine di Turing, infatti il λ-calcolo e` un formalismo Turing-
equivalente.
I λ-termini sono di tre tipi: variabili, λ-astrazioni, applicazioni funzionali;
[[ ]] e` la traduzione di tali termini in oggetti (tabella 2.5). La sintassi o.` := b e`
usata al posto di o.`⇐ ς(y)b tale che y non compare in b libera; [. . . , ` = b, . . .]
viene invece usata per [. . . , ` = ς(y)b, . . .] tale che y non compare in b libera
[[x]]
def
= x
[[b(a)]]
def
= let x = clone([[b]]) in (let y = x.arg := [[a]] in y.val)
[[λx.b]]
def
= [arg = ς(x1)x1.arg, val = ς(x2)[[b]]{x← x2.arg} ]
Tabella 2.5: Codifica di termini del λ-calcolo
Nella traduzione dell’applicazione funzionale ([[b(a)]]), l’oggetto ottenuto
della traduzione di b viene clonato e la traduzione del parametro a viene me-
morizzata nella variabile istanza arg del clone: successivamente viene richia-
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mato il metodo val del clone il quale puo` accedere all’argomento (memorizzato
in arg) attraverso il parametro self. L’operazione di clonazione fornisce una
nuova locazione per la memorizzazione dell’argomento ed e` necessaria al fine
di prevenire interferenze con altre applicazioni della stessa funzione come ad
esempio nel caso di funzioni ricorsive.
Ad esempio:
[[(λ(x)x)(y)]] ≡ let x = clone([arg = ς(x1)x1.arg, val = ς(x2)x2.arg]) in
let z = x.arg := y in z.val
La valutazione del termine si riduce alla valutazione della variabile y; non
essendo pero` legata, la sua semantica non e` definita (non e` un termine chiuso):
([[(λ(x)x)(y)]], ∅)→ (Red clone) e (Red object)
(let x = ι′ in let z = x.arg := y in z.val, {ι 7→ [arg = . . . , val =
. . .], ι′ 7→ [arg = . . . , val = . . .]})→ (Red let)
(let z = ι′.arg := y in z.val, {ι 7→ [arg = . . . , val = . . .], ι′ 7→
[arg = . . . , val = . . .]})→ (Red update)
(let z = ι′ in z.val, {ι 7→ [arg = . . . , val = . . .], ι′ 7→ [arg =
y, val = . . .]})→ (Red let)
(ι′.val, {ι 7→ [arg = . . . , val = . . .], ι′ 7→ [arg = y, val = . . .]})→
(Red select)
(y, {ι 7→ [arg = . . . , val = . . .], ι′ 7→ [arg = y, val = . . .]})
Per rappresentare tipi di dato standard di linguaggi, come booleani e interi,
e costrutti comuni nei linguaggi imperativi come il condizionale e il ciclo, e`
possibile utilizzare i seguenti termini (a; b sta per let x = a in b con x /∈ FV (b)):
true
def
= [if = ς(x)x.then, then = ς(x)x.then, else = ς(x)x.else]
false
def
= [if = ς(x)x.else, then = ς(x)x.then, else = ς(x)x.else]
zero
def
= [case = λ(z)λ(s)z([ ]), succ = ς(x) let z = clone(x) in z.case :=
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λ(z)λ(s)s(x)]
if b then c else d
def
= let z = b.then ⇐ ς(x)c in let y = z.else ⇐
ς(x)d in y.if
while b do c
def
= let y = [l = ς(x)if b then (c; x.l) else []] in y.l
I valori booleani true e false hanno tre metodi: if, then, else. true.if
restituisce true.then, mentre false.if restituisce false.else. Questo compor-
tamento viene sfruttato nel comando condizionale if b then c else d in cui il
booleano b viene modificato nei sui metodi then e else in modo che una volta
invocati eseguano rispettivamente i rami c e d.
I numeri naturali sono oggetti con due metodi. case prende due funzioni
come parametri: la prima di esse e` applicata all’oggetto [] se il numero e` zero; la
seconda e` applicata al numero predecessore se l’oggetto non rappresenta lo zero.
succ crea il successore clonando l’oggetto corrente e modificando il metodo case
del clone in modo che invochi la seconda funzione che gli viene passata con
self come parametro. Il risultato e` un nuovo oggetto con il metodo case che
contiene un riferimento all’oggetto che rappresenta il numero predecessore.
Utilizzando i booleani e il costrutto condizionale e` possibile definire un
ciclo while b do c che esegue il termine c finche` la guardia b e` vera. L’oggetto
che rappresenta il costrutto while contiene un solo metodo l nel cui corpo
c’e` un condizionale sulla guardia b: se essa risulta essere vera, il termine c
viene valutato e il metodo l viene invocato ricorsivamente; se la guardia e` falsa
l’oggetto vuoto viene restituito.
Capitolo 3
Calcolo a oggetti concorrente
Il calcolo a oggetti puo` essere esteso con operatori per la concorrenza e la sin-
cronizzazione in modo da essere adatto per ragionare su computazioni basate
su processi concorrenti e oggetti. Il nuovo calcolo prende il nome di concς
[15].
3.1 Sintassi
Nella tabella 3.1 e` riportata la sintassi di concς. Il calcolo a oggetti imperativo
viene esteso con operatori per dare nomi a oggetti (denominazioni), per la
composizione parallela e per l’introduzione di nuovi nomi (restrizioni).
Le variabili libere e legate sono definite in maniera analoga al calcolo impς.
Per quanto riguarda i nomi, in una restrizione (νp)a il nome p e` legato e il
suo scope e` a. FV(a), FN(a) indicano rispettivamente l’insieme di variabili
libere e di nomi liberi del termine a. I nomi rappresentano riferimenti a oggetti
memorizzati e mutex, mentre le variabili sono valori intermedi.
3.2 Semantica operazionale
La semantica small-step del calcolo viene data attraverso relazioni di riduzione
e di congruenza strutturale (tabelle 3.3 e 3.4) e contesti di riduzione: l’appli-
cazione di una regola di riduzione rappresenta un passo di computazione; la
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u, v ::= risultati
x variabile
p nome
d ::= denotazioni
[`i = ς(xi)b
i∈1,...,n
i ] oggetti
locked lock
unlocked unlock
a, b, c ::= termini
u risultati
p 7→ d denominazioni
u.` selezione di metodo
u.`⇐ ς(x)b aggiornamento di metodo
clone(u) clonazione
let x = a in b costrutto let
a  b composizione parallela
acquire(u) acquisizione mutex
release(u) rilascio mutex
(νp)a restrizione
Tabella 3.1: Sintassi di concς
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congruenza strutturale e` usata per modificare la struttura sintattica di un ter-
mine in modo da poter applicare una regola di riduzione; ogni contesto E e`
generato dalla grammatica della tabella 3.2.
E ::=
[.]
E  b
a  E
let x = E in b
νp.E
Tabella 3.2: Contesti di riduzione
a  E [b] ≡ E [a  b] se FN(a)
⋂
BN(E) = ∅
(νp)E [a] ≡ E [(νp)a] se p /∈ FN(E)
⋃
BN(E)
Tabella 3.3: Relazione di congruenza strutturale per concς
A differenza della semantica data in precedenza, non e` piu` necessario defi-
nire uno store come funzione per la memorizzazione degli oggetti: e` infatti pos-
sibile rappresentarlo, tramite la sola sintassi, come una composizione parallela
di denominazioni; ad esempio uno store con n oggetti puo` venire rappresentato
come segue:
(νp1) . . . (νpn)p1 7→ d1  p2 7→ d2  . . .  pn 7→ dn
Un termine del calcolo puo` essere interpretato alternativamente come un
processo o come una espressione. Un processo e` una computazione concorrente
e una espressione e` un particolare processo che restituisce un risultato.
Un risultato e` una espressione che restituisce se stessa.
Una denominazione p 7→ [`i = ς(xi)b
i∈ ...,n
i ] e` un processo che assegna
nome p all’oggetto [`i = ς(xi)b
i∈ ...,n
i ]: quest’ultimo e` detto denotazione del
nome p.
La selezione di metodo p.`j e` una espressione e invoca il metodo `j dell’og-
getto denotato da p: il risultato restituito e` quello restituito dall’espressione
bj{xj ← p} .
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sia d = [`i = ς(xi)b
i∈1,...,n
i ].
j ∈ 1, . . . , n
(p 7→ d)  p.`j → (p 7→ d)  bj{xj ← p}
(Red select)
se j ∈ 1, . . . , n d′ = [`j = ς(x)b, `i = ς(xi)b
i∈1,...,n−{j}
i ]
(p 7→ d) (p.`j ⇐ ς(x)b)→ (p 7→ d
′)  p
(Red update)
q /∈ FN(d)
(p 7→ d)  clone(p)→ (p 7→ d) (νq)(q 7→ d  q) (Red clone)
let x = p in b→ b{x← p} (Red let)
a ≡ a′, a′ → b′, b′ ≡ b
a→ b (Red congr)
(p 7→ unlocked)  acquire(p)→ (p 7→ locked)  p (Red acquire)
con d ∈ {locked, unlocked}
(p 7→ d)  release(p)→ (p 7→ unlocked)  p (Red release)
a→ a′
E [a]→ E [a′] (Red context)
Tabella 3.4: Regole di riduzione di concς
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L’aggiornamento di metodo p.`j ⇐ ς(x)b e` una espressione che aggiorna il
metodo `j dell’oggetto denotato da p. Dopo l’esecuzione dell’aggionamento p
denota un nuovo oggetto che ha le stesse etichette del precedente ed il metodo
di etichetta `j opportunamente aggiornato.
L’operazione di clonazione clone(p) e` una espressione che genera un nuo-
vo nome q che denota una copia dell’oggetto denotato da p. q e` il risultato
restituito da clone(p).
Il costrutto let x = a in b e` una espressione che esegue la sottoespressione
a, ne lega il risultato a x (che puo` essere una variabile o un nome) ed esegue b.
Una composizione parallela e` una espressione o un processo, a seconda che
il sottotermine piu` a destra restituisca un risultato o meno. Il risultato di una
composizione parallela e` quello restituito dal sottotermine che si trova piu` a
destra nella composizione: questo e` il motivo per cui a  E [b] e E [a  b] sono
equivalenti, infatti il risultato ottenuto dalla valutazione del sottotermine a
viene comunque scartato trovandosi a sinistra di una composizione parallela.
Una restrizione (νp)a e` alternativamente una espressione o un processo, a
seconda che a sia una espressione o un processo; essa genera un nome nuovo p
il cui scope e` a. Per la seconda regola di congruenza una restrizione puo` essere
spostata all’interno di un contesto a patto che il nome che genera non compaia
libero o legato nel contesto.
Le denotazioni locked, unlocked ed i termini acquire(u), release(u) permet-
tono di rappresentare in maniera semplice e diretta meccanismi di sincroniz-
zazione. Una denominazione p 7→ locked o p 7→ unlocked rappresenta un
mutex denotato da p. Tramite acquire(p) si indica l’intenzione di acquisire il
mutex denotato da p; per cui se la denominazione p 7→ unlocked e` presente,
l’acquisizione acquire(p) cambia tale denominazione in p 7→ locked e restitui-
sce p come risultato, altrimenti l’acquisizione si blocca. Il rilascio di un mutex
(release(p)) se e` presente la denominazione p 7→ d con d ∈ {locked, unlocked},
sblocca incondizionatamente il mutex denotato da p impostando il suo stato a
p 7→ unlocked e producendo come risultato p.
Il termine let x = [` = ς(s)[ ]] in x.`, considerato nel primo esempio di ridu-
zione nell’impς-calcolo, non e` ben formato secondo la grammatica di concς.
Infatti gli oggetti non sono piu` termini e non possono comparire nel costrutto
let e nel corpo dei metodi. Tuttavia e` possibile scrivere un termine equivalen-
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te che rispetti la sintassi del nuovo calcolo utilizzando le denominazioni e la
composizione parallela:
(νp)(νp′)p 7→ [` = ς(x)p′]  p′ 7→ [ ]  p.`
Le due denominazioni rappresentano uno store con due oggetti memorizzati:
il primo di questi contiene un metodo nel cui corpo c’e` il riferimento all’altro
oggetto il quale e` vuoto. Il termine piu` a destra della composizione parallela
e` l’invocazione del metodo del primo oggetto. L’applicazione delle regole di
riduzione (Red select), (Red context) e di congruenza strutturale produce il
nuovo termine:
(νp)(νp′)p 7→ [` = ς(x)p′]  p′ 7→ [ ]  p′
p′ e` quindi il risultato della valutazione perche` si trova a destra della compo-
sizione parallela; cio` e` coerente con quanto ottenuto nella riduzione in impς,
infatti mentre prima il risultato era la locazione che nello store riferiva l’oggetto
vuoto, adesso e` il nome che referisce l’oggetto vuoto in una denominazione.
Un canale di comunicazione asincrono e` un tipico esempio di cio` che puo` ve-
nire realizzato tramite un linguaggio a oggetti concorrente: attraverso questo
calcolo e` facile rappresentare tale canale come un oggetto che contiene una
variabile istanza, che rappresenta il contenuto del canale, e due metodi per la
lettura e la scrittura chiamati rispettivamente read e write. Se il canale e` vuo-
to, l’operazione write(u) aggiorna l’oggetto in modo che contenga u, mentre
l’operazione read si blocca. Se il canale contiene un risultato v, l’operazione
read restituisce v e rende il canale vuoto, mentre l’operazione write(u) si bloc-
ca. Nel seguente esempio la scrittura a; b viene usata al posto di let x = a in b
tale che x /∈ FV (b); inoltre viene usata la precedente codifica dei λ-termini
per rappresentare metodi con un parametro (in piu` rispetto a self ).
Channel
def
= (νr)(νw)(νp)r 7→ locked w 7→ unlocked 
p 7→ [reader = ς(s)r, writer = ς(s)w, val = ς(s)s.val,
read = ς(s)acquire(s.reader); let x = s.val in (release(s.writer) x),
write = ς(s)λ(x)
(acquire(s.writer); s.val⇐ ς(s)x; release(s.reader)) x]  p
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reader e writer sono due mutex che proteggono il canale: il lock sul primo
mutex deve essere acquisito (acquire(reader)) per poter effettuare una lettura;
dopo che questa e` stata effettuata, il lock su writer viene rilasciato (relea-
se(writer)) in modo che sia possibile effettuare scritture in quanto, a questo
punto, il canale risulta essere vuoto. Analogamente, quando si effettua una
scrittura sul canale, viene prima acquisito il lock su writer (acquire(writer)) e,
successivamente, viene rilasciato il lock su reader (release(reader)).
In ogni momento al piu` uno dei mutex reader e writer e` nello stato unlocked.
Se reader e` unlocked allora il risultato contenuto in val e` il contenuto del canale.
Se writer e` unlocked il canale e` vuoto. Cio` assicura il corretto comportamento
del canale, poiche` risulta impossibile leggere da un canale vuoto o scrivere su
un canale che contenga gia` un valore.
Attraverso i termini del calcolo e` possibile rappresentare thread, store e con-
figurazioni che sono comunemente utilizzati per descrivere la semantica di
linguaggi concorrenti con stato.
Un thread elementare e` un risultato, un aggiornamento o invocazione di
metodo oppure una operazione di clonazione; un thread e`, alternativamen-
te, un thread elementare o un termine let x = t in b, dove t e` un thread.
Uno store σ e` un termine del tipo p1 7→ d1  . . .  pn 7→ dn, mentre una
configurazione (νp1) . . . (νpn)(σ||t1, . . . , tm) e` una abbreviazione del termine
(νp1) . . . (νpn)(σ  t1  . . .  tm).
Riprendendo l’esempio del canale asincrono, Channel e` una configurazione
con uno store formato da tre denominazioni ed un unico thread costituito dal
nome p. Invece, la configurazione d 7→ [ ] Channel  p.write(d)  p.read ha
uno store con quattro denominazioni e tre thread. L’operazione di lettura
non puo` venire effettuata fino a quando la scrittura sul canale non e` stata
completata, infatti reader e` all’inizio nello stato locked (perche` il canale e`
vuoto), e viene rilasciato solamente alla terminazione della write, dopo aver
scritto sul canale. Il riferimento d viene scritto sul canale dal thread p.write(d)
e viene successivamente letto da p.read; il risultato dell’intero termine e` il
riferimento d all’oggetto vuoto [ ].
Capitolo 4
Interpretazione astratta
4.1 Nozioni preliminari
Per affrontare la teoria dell’interpretazione astratta sono necessarie alcune no-
zioni matematiche come ordinamenti parziali, reticoli e punti fissi: in questa
sezione esse verranno dettagliatamente descritte insieme ad alcuni risultati
classici come il teorema di massimo e minimo punto fisso di Tarski.
Definizione 1 Sia A un insieme: una relazione R su A e` un sottoinsieme
di A × A. Un ordinamento parziale e` una relazione che gode delle seguenti
proprieta`
• riflessiva: ∀x ∈ A xRx
• antisimmetrica: ∀x, y ∈ A xRy ∧ yRx⇒ x = y
• transitiva: ∀x, y, z ∈ A xRy ∧ yRz ⇒ xRz
Un insieme A con una relazione R di ordinamento parziale e` detto parzial-
mente ordinato e viene indicato con la coppia (A,R). Ad esempio l’insieme
dei numeri interi Z con la classica relazione ≤ di minore uguale e` un insieme
parzialmente ordinato.
Sia (A,v) un insieme parzialmente ordinato e L ⊆ A un suo sottoinsieme:
Definizione 2 Un maggiorante di L e` un elemento e ∈ A tale per cui ∀x ∈
L x v e. L’estremo superiore (lub) di L e` il minimo dei maggioranti. Un
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minorante di L e` un elemento e ∈ A tale per cui ∀x ∈ L e v x. L’estremo
inferiore (glb) di L e` il massimo dei minoranti.
Definizione 3 Un reticolo e` un insieme parzialmente ordinato (L,v) tale per
cui ∀x, y ∈ L l’insieme {x,y} ha lub e glb.
Definizione 4 Un reticolo (L,v) e` completo se ∀S ⊆ L, S ha lub e glb.
Ogni reticolo completo (L,v) ha un elemento massimo e tale che ∀x ∈ L x v e
e un elemento minimo e′ tale che ∀x ∈ L e′ v x; cio` deriva direttamente dalla
definizione in quanto e ed e’ coincidono rispettivamente con lub e glb di L (che
e` un sottoinsieme di se stesso).
Da adesso in poi un reticolo completo sara` rappresentato come n-upla
(L,v, bottom, top, lub, glb) in cui le componenti indicano da sinistra a destra
rispettivamente l’insieme, la relazione di ordinamento parziale, gli elementi
minimo e massimo, le operazioni che calcolano estremo superiore e inferiore.
Un esempio di reticolo completo e` (Z
⋃
{>,⊥},vp,⊥,>, lub, glb) dove > e ⊥
sono due nuovi elementi che rappresentano il massimo ed il minimo del reticolo
e vp e` una relazione di ordinamento parziale piatto in cui ogni elemento di Z
e` in relazione solo con se stesso, con > e ⊥.
Un altro esempio di reticolo completo e` e` l’insieme delle parti di un qualsiasi
insieme C: (P(C),⊆, ∅,C,
⋃
,
⋂
)
Sia ω l’insieme dei numeri naturali.
Definizione 5 Una catena ascendente e` una sequenza (ln)n∈ω di elementi di
un insieme parzialmente ordinato (L,v) tale che n ≤ m ⇒ ln v lm. Una
catena ascendente e` detta finita se e` composta da un numero finito di elementi
(pur avendo lunghezza infinita).
Se (L,v) e` un reticolo completo, il lub dell’insieme formato dagli elementi
della catena e` detto limite della catena.
Siano (L1,v1,⊥1,>1,unionsq1,u1) e (L2,v2,⊥2,>2,unionsq2,u2) due reticoli:
Definizione 6 f : L1 → L2 e` una funzione monotona se ∀x, y ∈ L1 x v1
y ⇒ f(x) v2 f(y)
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Definizione 7 Una funzione monotona f : L1 → L2 e` continua se per ogni
catena ascente (ln)n∈ω li ∈ L1, f(unionsq
i∈ω
1 li) = unionsq
i∈ω
2 f(li).
Viene ora fornita la nozione di punto fisso che e` fondamentale per dare la
semantica a definizioni ricorsive nei linguaggi di programmazione e per definire
la semantica stessa (semantica di punto fisso).
Definizione 8 Un punto fisso di un una funzione f : L1 → L1 e` un elemento
x ∈ L1 tale che x = f(x).
Teorema 1 L’insieme dei punti fissi fp(f) di una funzione monotona f :
L1 → L1 e` un reticolo completo.
Il precedente teorema e` noto come teorema di Tarski. Il minimo punto fisso di
f e` il minimo del reticolo fp(f) ed e` indicato come lfp(f) Il massimo punto
fisso di f e` il massimo del reticolo fp(f).
Teorema 2 Se f : L1 → L1 e` una funzione continua, il minimo punto fisso
di f e` definito come il limite della ω-catena fn(⊥) dove f 0(⊥) = ⊥ e fn =
f(fn−1)(⊥), ossia: lfp(f) = unionsqn∈ω1 f
n(⊥).
Quindi, in generale, il punto di fisso di una funzione continua f non e`
calcolabile in un numero finito di passi.
4.2 Teoria dell’interpretazione astratta
L’interpretazione astratta e` una tecnica per descrivere analisi statiche e dimo-
strarne la correttezza. In generale essa viene applicata in maniera sistematica
modellando la proprieta` da analizzare tramite un dominio astratto, stabilendo
dei legami tra questo e il dominio delle computazioni concreto (sul quale e` de-
finita la semantica concreta del linguaggio), e derivando, infine, una semantica
astratta (sul dominio astratto) che permette di “eseguire” un programma nel
dominio astratto e calcolare la prorieta` che questo modella.
I domini concreto C e astratto A sono due reticoli completi in cui gli ordina-
menti parziali riflettono la precisione (valori piu` piccoli sono piu` precisi); essi
sono definiti come segue:
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(P(C),⊆, ∅,C,
⋃
,
⋂
)←− dominio concreto
(A,≤, bottom, top, lub, glb)←− dominio astratto
Ogni valore del dominio astratto e` la descrizione di un insieme di valori con-
creti; il dominio concreto ha la struttura di insieme delle parti perche` e` neces-
sario mettere in corrispondenza valori astratti con insiemi di valori concreti e
viceversa.
La funzione di concretizzazione γ stabilisce il significato dei valori astratti:
γ : A→ P(C)
∀a ∈ A γ(a) e` l’insieme dei valori concreti che a descrive
La funzione di astrazione α associa ad ogni elemento di P(C) il valore di
A che meglio lo descrive, cioe` il piu` preciso:
α : P(C)→ A
∀c ∈ P(C) α(c) e` la migliore descrizione di c del dominio astratto
Inoltre, le funzioni α e γ devono essere monotone in modo da preservare la
precisione relativa, ossia:
∀a1, a2 ∈ A.a1 ≤ a2 ⇒ γ(a1) ⊆ γ(a2)
∀c1, c2 ∈ P(C).c1 ⊆ c2 ⇒ α(c1) ≤ α(c2)
Per garantire la correttezza dell’analisi e` necessario stabilire una relazio-
ne tra le funzioni di astrazione e concretizzazione: essa e` determinata dalle
connessioni di Galois che sono definite come segue:
∀c ∈ P(C) c ⊆ γ(α(c))
∀a ∈ A α(γ(a)) ≤ a
La prima condizione stabilisce che ci puo` essere perdita di informazione nel
descrivere un elemento di P(C) con uno di A. Nel caso in cui valga ∀a ∈
A α(γ(a)) = a, la relazione tra α e γ prende il nome di insersione di Galois.
La semantica concreta e` definita come il minimo punto fisso di una funzio-
ne di valutazione semantica F sul dominio C (lfp F). F e` definita in termini
di operatori primitivi fi su C. Per ottenere la funzione di valutazione se-
mantica astratta, e` necessario rimpiazzare ogni operatore concreto fi con un
corrispondente astratto localmente corretto f#i , cioe`:
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∀x1, . . . , xn ∈ P(C) fi(x1, . . . , xn) ⊆ γ(f
#
i (α(x1), . . . , α(xn))
Poiche` il dominio concreto su cui sono stabilite le connessioni di Galois e` P(C),
la semantica concreta lfp F deve essere estesa all’insieme delle parti. La
nuova semantica prende il nome di semantica collecting. Questa estensione
e` solo una operazione concettuale, basta infatti considerare l’estensione alle
parti degli operatori concreti nella progettazione degli operatori astratti e nella
dimostrazione delle loro proprieta`.
La funzione di valutazione semantica astratta F# si ricava rimpiazzan-
do ogni operatore concreto con il corrispondente astratto localmente corretto.
Poiche` la composizione di operatori astratti localmente corretti e` localmen-
te corretta rispetto alla composizione degli operatori concreti, la semantica
astratta e` localmente corretta.
∀x ∈ P(C) F(x) ⊆ γ(F#(α(x)))
La correttezza locale viene preservata nel calcolo del punto fisso:
lfp F ⊆ γ(lfp F#)
e per monotonia di α si ha
α(lfp F) ≤ lfp F#
Quindi la semantica astratta e` meno precisa dell’astrazione di quella concre-
ta: tuttavia quest’ultima e` in generale non calcolabile in un numero finito di
passi, mentre nell’altra, se il dominio astratto e` finito o almeno noetheriano, e`
possibile calcolare lfp F# con numero finito di passi.
Capitolo 5
Verifica nel calcolo a oggetti
La teoria dell’interpretazione astratta puo` essere applicata per compiere analisi
statiche di programmi. Un esempio e` la verifica della presenza di corse critiche
in linguaggi concorrenti: questo problema e` stato affrontato in [13] sviluppan-
do un sistema di tipi. Utilizzando tale approccio, se un programma risulta
tipabile, una volta eseguito non genera corse critiche. Attraverso l’applicazio-
ne dell’interpretazione astratta si riescono pero` ad ottenere risultati migliori
[5]; infatti essa permette di certificare come “libera” da corse critiche una piu`
ampia classe di programmi rispetto all’altra analisi.
5.1 Il problema delle corse critiche
L’utilizzo improprio dei costrutti per la sincronizzazione nel calcolo a ogget-
ti puo` causare corse critiche, ossia processi che accedono simultaneamente
una risorsa. La conseguenza e` un comportamento scorretto e imprevedibile
dell’intero sistema.
Nei linguaggi Object-oriented e` prassi comune raggruppare risorse condivise
in oggetti e proteggere questi tramite un lock : i metodi di tali oggetti una volta
invocati dovranno provvedere all’acquisizione degli opportuni lock prima della
loro esecuzione. In linguaggi standard (come Java) che possiedono costrutti di
sincronizzazione, tuttavia, rimane possibile scrivere programmi che conducano
a corse critiche perche` non si compiono analisi che garantiscano una corretta
sincronizzazione.
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Il nuovo calcolo a oggetti e` non tipato a differenza di quello sviluppato in
[13], ma mantiene la caratteristica di essere imperativo e concorrente. Il suo
nome e` aconcς.
5.2 Sintassi
Il calcolo aconcς viene sviluppato sulla base di concς ma, a differenza di
questo, i lock sono associati agli oggetti ed i costrutti per l’acquisizione e il
rilascio di lock sono rimpiazzati dall’espressione lock p in a che acquisisce il
lock associato all’oggetto denotato da p, valuta a e rilascia il lock. Nei ter-
mini del calcolo viene inoltre mantenuta (tramite l’aggiunta di nuova sintassi)
l’informazione sui lock posseduti in qualsiasi momento.
Nella tabella 5.1 e` riportata la sintassi del nuovo calcolo.
La sintassi dei termini e` stata arricchita in modo da poter rappresentare
facilmente espressioni intere; e` stato inserito inoltre il costrutto condizionale.
La nuova categoria sintattica degli statements e` basata su quella dei termini e
fornisce la struttura dei programmi del calcolo.
5.3 Semantica
La semantica e` data in termini di regole di congruenza strutturale e di riduzio-
ne: le prime permettono la trasformazione sintattica di statements in modo da
poter applicare le regole di riduzione. L’applicazione di una regola di riduzione
coincide con un passo di computazione.
Entrambe le regole di riduzione e congruenza strutturale sono date utilizzando
contesti di valutazione che sono termini E [ ] con un buco [ ] in maniera simile
agli altri calcoli a oggetti. Il buco puo` essere riempito da uno statement a. La
grammatica che descrive tali contesti e` descritta nella tabella 5.2.
Nella tabella 5.3 sono invece descritte le regole di congruenza strutturale.
Le prime due regole sono le stesse di concς; la terza afferma che una compo-
sizione parallela di due termini eseguita nel lock environment L e` congruente
all’esecuzione del termine di sinistra in un lock environment vuoto, in paral-
lelo con il termine di destra nel lock environment L. Il motivo di cio` e` che la
CAPITOLO 5. VERIFICA NEL CALCOLO A OGGETTI 31
u ::= risultati
x variabile
p nome
n numero intero
d ::= denotazioni
[`i = ς(xi)t
i∈1...n
i ]
l oggetti
l ::= stati di lock
◦ unlocked
• locked
s, t ::= termine
u resultato
νp.t restrizione
p 7→ d denominazione
p.` invocazione di metodo
p.`⇐ ς(x)t aggiornamento di metodo
lock u in t acquisizione di lock
locked p in t lock acquisito
let x = s in t let
s  t composizione parallela
e espressione intera
if e then s else t if
a, b ::= statements
u risultato
νp.a restrizione
p 7→ d denominazione
locked p in a lock acquisito
let x = a in b let
[[t]]L lock environment
a  b composizione parallela
if e then a else b if
Tabella 5.1: Sintassi aconcς
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composizione parallela corrisponde allo statement fork dei linguaggi Object-
Oriented: il nuovo processo (statement di sinistra della composizione parallela)
creato dal padre (statement di destra della composizione parallela) non eredita
i lock di quest’ultimo.
Valutare un let sotto l’insieme di lock L corrisponde a valutare il primo
sottotermine seguito dal secondo sotto lo stesso insieme di lock.
Le componenti di uno statement if sono valutate nel lock environment dello
statement stesso.
L’insieme di lock di una restrizione puo` essere trasferito nel corpo di una
restrizione e viceversa. Infine, un risultato e una denominazione non sono
condizionati dall’insieme di lock poiche` essi non devono essere valutati.
E ::=
[.]
E  b
a  E
locked p in E
let x = E in b
if E then a else b
νp.E
Tabella 5.2: Contesti di riduzione
a  E [b] ≡ E [a  b]
(νp)E [a] ≡ E [(νp)a] se p /∈ FN(E)
⋃
BN(E)
[[s  t]]L ≡ [[s]]∅  [[t]]L
[[let x = s in t]]L ≡ let x = [[s]]L in [[t]]L
[[if e then s else t]]L ≡ if [[e]]L then [[s]]L else [[t]]L
[[νp.t]]L ≡ νp.[[t]]L
[[u]]L ≡ u
[[p 7→ d]]L ≡ p 7→ d
Tabella 5.3: Regole di congruenza strutturale
Le regole di riduzione sono riportate nella tabella 5.4
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d = [`i = ς(xi)t
i∈(1...n)
i ]
l j ∈ (1, . . . , n)
p 7→ d  [[p.`j ]]
L −→ p 7→ d  [[tj{xj ← p} ]]
L (Red invoke)
d = [`i = ς(xi)t
i∈(1...n)
i ]
l
d′ = [`j = ς(x)t, `i = ς(xi)t
i∈(1...n)−{j}
i ]
l
p 7→ d  [[p.`j ⇐ ς(x)t]]
L −→ p 7→ d′  p
(Red update)
d = [`i = ς(xi)t
i∈(1...n)
i ]
◦ d′ = [`i = ς(xi)t
i∈(1...n)
i ]
•
p 7→ d  [[lock p in t]]L −→ p 7→ d′  locked p in [[t]]L∪{p}
(Red lock)
d = [`i = ς(xi)t
i∈(1...n)
i ]
• d′ = [`i = ς(xi)t
i∈(1...n)
i ]
◦
p 7→ d  locked p in u −→ p 7→ d′ u (Red unlock)
[[let x = u in t]]L −→ [[t{x← u} ]]L (Red let)
if 0 then a else b −→ a (Red if0)
n 6= 0
if n then a else b −→ b (Red ifn)
a −→ a′
E [a] −→ E [a′] (Red context)
Tabella 5.4: Regole di riduzione
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Le denotazioni sono costituite da oggetti con un lock l associato del ti-
po [`i = ς(xi)t
i∈1...n
i ]
l; se l = •, il lock e` acquisito da qualche termine del
programma; se l = ◦, il lock non e` acquisito.
Le regole per l’invocazione e l’aggiornamento di metodi e il let sono analo-
ghe a quelle di concς: la prima di esse preserva l’insieme di lock posseduto.
Tramite l’applicazione della regola (Red lock) si acquisisce un lock sull’og-
getto denotato da p. locked p in a indica che il lock su p e` stato acquisito e
che si sta valutando il termine a; infatti, con i successivi passi di riduzione, il
termine a viene valutato (applicando Red context) fino a che non si giunge ad
un risultato e la regola (Red unlock) puo` essere applicata rilasciando il lock
precedentemente acquisito.
Le regole di riduzione per lo statement if e then a else b affermano che esso
si riduce ad a se la valutazione della guardia produce il numero intero 0, metre
si riduce a b altrimenti.
Le regole per la valutazione delle espressioni intere sono quelle standard e
non sono riportate.
5.4 Interpretazione astratta di aconcς
Nell’interpretazione astratta di aconcς si fa uso di un calcolo astratto che
approssima quello concreto: il suo nome e` aconcς]. Dato uno statement del
calcolo astratto, l’insieme di statement che possono essere generati applicando
le regole di riduzione e congruenza strutturale e` finito; cio` permette di costruire
un sistema di transizioni con un numero finito di stati rappresentati dagli
statements, il quale puo` essere finitamente analizzato per stabilire proprieta`.
Nella tabella 5.5 e` mostrata la sintassi del calcolo astratto.
La sintassi del calcolo astratto e` molto simile a quella del calcolo concreto,
l’unica differenza e` il fatto che le espressioni intere e i numeri sono collassati
in un unico valore denotato da .
I domini astratto e concreto corrispondono rispettivamente alla sintassi astrat-
ta e concreta: gli insiemi di statements (concreto e astratto) possono essere
considerati reticoli completi se aggiungiamo gli elementi top e bottom e con-
sideriamo un ordinamento parziale piatto, dove ogni statement e` in relazione
solamente con se stesso ed i nuovi elementi inseriti.
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u] ::= x | p | 
d] ::= [`i = ς(xi)t
]
i
i∈1...n
]l
l ::= ◦ | •
s], t] ::= u | νp.t] | p 7→ d] | p.` | p.`⇐ ς(x)t] | lock p in t]
let x = s] in t] | s]  t] |  | if  then s] else t]
a], b] ::= u | νp.a] | p 7→ d] | locked p in a]
let x = a] in b] | [[t]]]L | a]  b] | if  then a] else b]
Tabella 5.5: sintassi di aconcς]
Per garantire la correttezza dell’analisi, e` necessario definire le funzioni di
astrazione α e concretizzazione γ che mettano in corrispondenza gli elementi
dei domini astratto e concreto.
Vengono definite funzioni di astrazione per ogni categoria sintattica con-
creta: esse sono mostrate in tabella 5.6.
Analogamente, vengono definite (nella tabella 5.7) funzioni di concretiz-
zazione che assiociano ad ogni oggetto sintattico astratto insiemi di oggetti
sintattici concreti.
La semantica astratta, come quella concreta e` definita tramite regole di con-
gruenza strutturale e di riduzione: le prime sono esattamente le stesse applicate
pero` alla sintassi astratta; per le regole di riduzione valgono le stesse conside-
razioni, ma le regole per il costrutto if cambiano e sono mostrate nella tabella
5.8. A differenza del calcolo concreto, la valutazione di uno statement if pro-
duce due diversi risultati. Cio` e` dovuto al fatto che la guardia non puo` piu`
essere valutata nel dominio astratto in quanto non c’e` distinzione tra i valori
interi e quindi bisogna considerare entrambi i rami del condizionale.
Vengono ora presentate due proprieta` che garantiscono la correttezza dell’ana-
lisi:
Proposizione 1 Sia a] uno statement astratto e S ∈ ℘(a) un insieme di
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αr(x) = x
αr(p) = p
αr(n) = 
αd([`i = ς(xi)t
i∈1...n
i ]
l) = [`i = ς(xi)αt(ti)
i∈1...n]l
αt(u) = αr(u)
αt(νp.t) = νp.αt(t)
αt(p 7→ d) = p 7→ αd(d)
αt(p.`) = p.`
αt(p.`⇐ ς(x)t) = p.`⇐ ς(x)αt(t)
αt(let x = s in t) = let x = αt(s) in αt(t)
αt(s  t) = αt(s) αt(t)
αt(e) = 
αt(if e then s else t) = if  then αt(s) else αt(t)
αs(u) = αr(u)
αs(νp.a) = νp.αs(a)
αs(p 7→ d) = p 7→ αd(d)
αs(locked p in a) = locked p in αs(a)
αs(let x = a in b) = let x = αs(a) in αs(b)
αs([[t]]
L) = [[αt(t)]]
L
αs(a  b) = αs(a) αs(b)
αt(if e then a else b) = if  then αs(a) else αs(b)
Tabella 5.6: Funzioni di astrazione
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γr(x) = {x}
γr(p) = {p}
γr() = {n | n e` un numero intero}
γd([`i = ς(xi)t
]
i
i∈1...n
]l) = {[`i = ς(xi)t
i∈1...n
i ]
l | ti ∈ γt(t
]
i)}
γt(u) = γr(u)
γt(νp.t
]) = {νp.t | t ∈ γt(t
])}
γt(p 7→ d
]) = {p 7→ d | d ∈ γd(d
])}
γt(p.`) = {p.`}
γt(p.`⇐ ς(x)t
]) = {p.`⇐ ς(x)t | t ∈ γt(t
])}
γt(let x = s
] in t]) = {let x = s in t | s ∈ γt(s
]), t ∈ γt(t
])}
γt(s
]
 t]) = {s  t | s ∈ γt(s
]), t ∈ γt(t
])}
γt() = {e | e e` un’espressione intera }
γt(if  then s
] elset]) = {if e then s else t | s ∈ γt(s
]), t ∈ γt(t
]),
e e` un’espressione intera }
γs(u) = γr(u)
γs(νp.a
]) = {νp.a | a ∈ γs(a
])}
γs(p 7→ d
]) = {p 7→ d | d ∈ γd(d
])}
γs(locked p in a
]) = {locked p in a | a ∈ γs(a
])}
γs(let x = a
] in b]) = {let x = a in b | a ∈ γs(a
]), b ∈ γs(b
])}
γs([[t
]]]L) = {[[t]]L | t ∈ γt(t
])}
γs(a
]
 b]) = {a  b | a ∈ γs(a
]), b ∈ γs(b
])}
γs(if  then a
] elseb]) = {if e then a else b | a ∈ γs(a
]), b ∈ γs(b
]),
e e` un’espressione intera }
Tabella 5.7: Funzioni di concretizzazione
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if  then a] else b] −→] a] (Red if
]1)
if  then a] else b] −→] b] (Red if
]2)
Tabella 5.8: Regole di riduzione astratte
statements concreti: αs e γs formano una insersione di Galois. Ossia:
αs e γs sono monotone,
S ⊆ γs(αs(S)) dove αs e γs sono applicate punto a punto.
αs(γs(a
])) = a].
Dimostrazione Il fatto che αs e γs siano monotone e` ovvio perche` i domini
sono piatti e l’aggiunta di top e bottom non cambia la proprieta`.
Dalla definizione di γs si vede facilmente (per induzione strutturale) che per
ogni statement concreto a, a ∈ γs(αs(a)) e quindi per ogni insieme di statement
concreti S, S ⊆ γs(αs(S)).
Inoltre αs e γs sono tali che per ogni statement a tale che a ∈ γs(a
]) si ha
αs(a) = a
] e quindi αs(γs(a
])) = a].
Proposizione 2 Siano a e b statement concreti, valgono le seguenti condi-
zioni: Se a → b allora esiste uno statement astratto b] tale che αs(a) →
] b] e
b ∈ γs(b
]). → e→] includono le applicazioni di regole di congruenza strutturale
che rendono possibile la riduzione.
Dimostrazione La proposizione e` facilmente verificabile per gli statements
diversi dal costrutto if poiche` le regole di riduzione per i calcoli astratto e
concreto sono analoghe. Le regole astratte per il condizionale rendono vera
la proposizione anche per esso, infatti esse affermano che entrambi i rami
del condizionale vengono scelti (la computazione e` non deterministica) mentre
nella corrispondente computazione concreta verrebbe scelto solo uno: questa
risulta quindi essere una (corretta) approssimazione.
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Quest’ultima proposizione afferma che le riduzioni astratte sono una cor-
retta approssimazione delle concrete. Quindi se una proprieta` e` verificata per
tutte le riduzioni di uno statement astratto αs(a), allora essa vale anche per
lo statement concreto a.
In questo caso la proprieta` da verificare potrebbe essere che ogni accesso
ad un oggetto avvenga quando si possiede il lock sull’oggetto stesso (come
fatto in [13] con l’ausilio di un sistema di tipi). Tuttavia con l’interpretazione
astratta e` possibile fare una analisi meno rigida per il controllo della presenza
di corse critiche. Infatti e` lecito che i metodi di un oggetto vengano invocati o
aggiornati senza possedere il relativo lock se non e` possibile che si verifichino
accessi contemporanei all’oggetto stesso. Quindi, nella nuova analisi, si verifica
che due (sotto-)statement non accedano contemporaneamente lo stesso oggetto
durante la riduzione di uno statement a; questa proprieta` puo` essere espressa
formalmente come segue (
∗
−→ indica l’applicazione di un numero arbitrario di
regole di riduzione e di congruenza strutturale):
Definizione 9 Uno statement (sia concreto che astratto) e` libero da corse cri-
tiche se e solo se per ogni statement b raggiunto durante le riduzioni a
∗
−→ b, b
non contiene un sotto-statement della forma p 7→ d  b′  b′′, dove d = [`i =
ς(xi)t
i∈(1...n)
i ]
m e b′, b′′ ∈ {[[p.`i]]
L1|i ∈ (1 . . . n)} ∪ {[[p.`j ⇐ ς(x)t]]
L2|j ∈
(1 . . . n)}
Proposizione 3 Dato uno statement a, se αs(a) e` libero da corse critiche,
allora anche a e` libero da corse critiche.
Dimostrazione Per la correttezza dell’interpretazione astratta.
Viene adesso presentato un esempio di analisi del seguente termine:
a1 = [[νp.p 7→ [` = ς(x)5]
◦
 let x = p.` in if x then p.` else (lock p in p.` 
lock p in p.`⇐ ς(x)6)]]∅
L’astrazione di a1 e` analoga al termine stesso, con le espressioni intere sosti-
tuite con il simbolo . Nella figura 5.1 e` mostrato il grafo di tutte le pos-
sibili riduzioni astratte del termine αs(a1); la restrizione e la denominazione
non sono rappresentate per aumentare la leggibilita`; lo stesso vale per gli sta-
tement locked, mentre le regole di congruenza strutturale vengono applicate
implicitamente.
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[[let x = p.` in if  then p.` else (lock p in p.`  lock p in p.`⇐ ς(x))]]∅
let x = [[p.`]]
∅
in [[ if  then p.` else (lock p in p.`  lock p in p.`⇐ ς(x))]]∅
[[ if  then p.` else (lock p in p.`  lock p in p.`⇐ ς(x))]]∅
[[p.`]]
∅
[[lock p in p.`]]
∅
 [[ lock p in p.`⇐ ς(x) ]]∅
 [[p.`]]{p}  [[ lock p in p.`⇐ ς(x) ]]∅ [[lock p in p.`]]∅  [[p.`⇐ ς(x) ]]{p}
  [[p.`⇐ ς(x)  ]]{p} [[p.`]]{p}  p
  p   p
?
?
??
? ??
??
??
Figura 5.1: Grafo delle riduzioni astratte di αs(a1)
Ispezionando il grafo ci si rende conto che ogni statement e` libero da cor-
se critiche secondo la definizione sopra data: quindi anche lo statement a1
possiede la medesima proprieta`.
Applicando l’analisi basata sul sistema di tipi in [13], il termine non sareb-
be stato certificato come libero da corse critiche poiche` ci sono due accessi
all’oggetto denotato da p che vengono fatti senza possedere il relativo lock.
Questi accessi sono, pero`, sicuri poiche` non ci sono altri statement composti
in parallelo che compiano operazioni su p durante la computazione.
Capitolo 6
Non-interferenza nel calcolo a
oggetti
Il problema della non-interferenza e` stato studiato sia in linguaggi sequen-
ziali che multithreaded utilizzando tecniche di analisi basate sui tipi [16] [27]
[26] [28] [21] [20] e sulla semantica (come l’interpretazione astratta) [3] [4]
[7] [10] [24] [19] [17] [22]. In questa tesi il problema viene affrontato tramite
l’interpretazione astratta nel calcolo a oggetti concorrente.
6.1 Flusso di informazione sicuro
Un programma in cui ad ogni variabile e` associato un livello di sicurezza pos-
siede la proprieta` di flusso di informazione sicuro se l’informazione contenuta
in ogni variabile, una volta raggiunta la terminazione, non dipende dai valori
iniziali delle variabili con un piu` alto livello di sicurezza. Supponiamo di avere
due soli livelli di sicurezza H (alto) e L (basso); se alle variabili x e y asso-
ciamo rispettivamente i livelli L e H , i seguenti programmi non possiedono la
proprieta` sopra enunciata:
1) x:=y
2) if y=0 then x:=0 else x:=1
Nel programma 1) c’e` un flusso di informazione diretto dal livello H verso
il livello L, infatti, dopo l’esecuzione, la variabile x contiene un valore di li-
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vello alto; nel programma 2) non c’e` una esplicita violazione come nel caso
precedente, ma dipendentemente dal valore assunto da y, x avra` al termine
dell’esecuzione valore 0 o 1: questo tipo di flusso di informazione viene detto
indiretto. In programmi sequenziali, i flussi indiretti non si propagano oltre lo
scope dei comandi; ad esempio il flusso di informazione dalla guardia verso i
rami che esiste nel comando condizionale (o in un ciclo iterativo), non si pro-
paga oltre lo scope del comando stesso. Prendiamo in considerazione i seguenti
comandi:
3) (if y=0 then y:=1 else y:=2); x:=1
4) (while y≤0 do y:=y+1); x:=1
Nel programma 3) (dove y ha livello H e x ha livello L) non c’e` flusso di
informazione da y verso x poiche` qualunque sia il valore iniziale di y, l’asse-
gnamento che coinvolge la variabile x viene comunque eseguito in quanto esso
non appartiene allo scope del comando if−then−else. Osservazioni analoghe
possono essere fatte per il programma 4).
Quando si utilizzano programmi paralleli, composti da un insieme di thread
comunicanti in maniera sincrona, si presentano nuovi tipi di flussi indiretti
dovuti alle sincronizzazioni [23]. Vediamo un esempio:
thread 1 :if a=0 then b:=1
thread 2 :(while b=0 do skip); c:=1
Supponendo che il livello di sicurezza di a e b sia H , che il livello di c sia L,
che il valore iniziale di b sia 0 e che il valore iniziale di c sia diverso da 1,
esiste un flusso indiretto dalla variabile a verso c: infatti il valore che que-
st’ultima assume alla terminazione del programma dipende dal valore iniziale
dell’altra. Questo succede perche` il ciclo iterativo e` il meccanismo con il quale
i due thread si sincronizzano e il fatto che una sincronizzazione non avvenga,
pregiudica l’esecuzione dei comandi che seguono. Di conseguenza, il flusso di
informazione si propaga oltre lo scope del comando, a differenza di quanto
avviene nei linguaggi sequenziali. D’altro canto, se il ciclo avesse avuto una
guardia con un livello di informazione basso, non vi sarebbe stato flusso insicu-
ro: in ultima analisi, se il meccanismo di sincronizzazione tra thread consiste
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nell’uso di variabili condivise e cicli iterativi, esiste un flusso di informazio-
ne dalle variabili presenti nella guardia di un qualsiasi ciclo iterativo verso le
variabili che compaiono sia nel corpo dello stesso che nei comandi che seguono.
6.2 Studi sulla proprieta` di non-interferenza
Il problema della non-interferenza e` stato affrontato sin dai primi anni settanta
nei lavori di LaPadula [18] (dove e` stato definito per la prima volta), Denning
e Denning [11] [12] e Andrews e Reitman[2] nel contesto dei linguaggi sequen-
ziali. In quest’ultimo lavoro e` stato proposto un modello reticolare in cui una
politica di flusso di informazione sicuro e` definita tramite un reticolo (SC,≤),
dove SC e` un insieme finito di classi di sicurezza parzialmente ordinato dalla
relazione ≤. Le classi di sicurezza usate negli esempi del paragrafo precedente
possono essere rappresentate con il reticolo ({H,L},≤) tale che la relazione ≤
e` costituita dalla sola coppia (L,H) (cioe` L ≤ H). Ogni costrutto del linguag-
gio di programmazione ha una condizione di certificazione. Queste condizioni
controllano flussi diretti e indiretti: ad esempio, indicando con liv(variabile) il
livello di una varibile, lo statement
y:=x
ha la condizione liv(x) ≤ liv(y), ossia, il flusso di informazione dalla classe di
sicurezza di x verso quella di y deve essere permesso dalla politica di flusso.
Condizioni di questo tipo controllano i flussi diretti.
Prendiamo in considerazione il seguente programma:
if x≤y then z:=w else i:=i+1
C’e` un flusso dalle varibili x e y verso le variabili z e i: la condizione di
certificazione del flusso indiretto e` in questo caso liv(x)unionsqliv(y) ≤ liv(z)uliv(i),
dove unionsq e u rispettivamente gli operatori di least upper bound e greatest lower
bound. Se ogni condizione di certificazione e` soddisfatta, il programma risulta
essere sicuro.
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6.2.1 Analisi basate su sistemi di tipi
In [28] il problema del flusso di informazione sicuro in linguaggi sequenziali
viene affontato tramite l’ausilio di un sistema di tipi. I tipi di questo sistema
sono stratificati in due livelli: in un livello vi sono i tipi di dato, denotati da
τ , che costituiscono le classi di sicurezza parzialmente ordinate; l’altro livello
e` costituito dai tipi assegnati ai costrutti del linguaggio e sono denotati da ρ.
Questi ultimi includono i tipi assegnati alle espressioni, i tipi delle variabili
(τ var) ed i tipi dei comandi (τ cmd). Una variabile di tipo τ var contiene
informazioni il cui livello di sicurezza e` τ o maggiore. Un comando ha tipo
τ cmd se al suo interno vengono fatti assegnamenti a variabili il cui livello di
sicurezza e` τ o maggiore. Da cio` ne consegue che se τ ≤ τ ′, allora τ ′ cmd ≤
τ cmd. Quest’ultima relazione unita con la relazione di ordinamento parziale
delle classi di sicurezza costituiscono la relazione di sottotipo che esiste tra
i tipi assegnati ai costrutti del linguaggio. In virtu` di tale relazione, ad un
costrutto di tipo ρ puo` essere assegnato tipo ρ′ nel caso in cui ρ ≤ ρ′.
Tramite l’uso delle regole di tipo e` possibile garantire flussi di informazione
diretti e indiretti sicuri cos`ı come viene fatto con le regole di certificazione del
modello reticolare.
Le asserzioni di tipo presenti nel sistema hanno la seguente forma:
γ ` p : ρ
Questa asserzione afferma che il programma p ha tipo ρ rispetto a γ. γ e` una
funzione che associa ogni identificatore al relativo tipo.
Attraverso le regole che hanno un insieme finito (eventualmente vuoto) di
premesse e` possibile derivare asserzioni di tipo. Consideriamo ad esempio la
regola per l’assegnamento:
γ ` e : τ var
γ ` e′ : τ
γ ` e := e′ : τ cmd
(Assign Type)
In modo da assicurare che il flusso diretto da e′ ad e sia sicuro, e′ ed e devono
avere lo stesso livello di sicurezza, rappresentato da τ nelle ipotesi della regola.
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Supponendo che e ed e′ abbiano rispettivamente livello di sicurezza τ e τ ′
con τ ′ ≤ τ , sfruttando la relazione di sottotipo, e′ viene forzato ad assumere
tipo τ in modo da poter applicare la regola (in questo caso il flusso e` infatti
sicuro); se invece accadesse che τ ≤ τ ′, non sarebbe possibile applicare alcuna
forzatura (come e` ragionelvole che sia dal momento che si tratterebbe di un
flusso insicuro) e, di conseguenza, non sarebbe possibile assegnare un tipo al
comando poiche` la regola non risulterebbe essere applicabile.
Quella che segue e` la regola per la tipizzazione del condizionale:
γ ` e : τ
γ ` c : τ cmd
γ ` c′ : τ cmd
γ ` if e then c else c′ : τ cmd
(Cond Type)
L’applicazione di questa regola consente di certificare flussi indiretti sicuri per
quanto riguarda il costrutto if−then−else; poiche` esiste un flusso di informa-
zione dalla guardia verso i rami, richiedendo che questi abbiano lo stesso tipo
della guardia, viene garantito che in essi siano fatti assegnamenti a variabili
con livello di sicurezza maggiore o uguale rispetto alle varibili che compaiono
nella guardia. Come nella regola per l’assegnamento, sono permessi i flussi di
informazione “verso l’alto”, cioe` da variabili con livello basso verso variabili
con un livello alto; infatti nel caso in cui il tipo della guardia sia τ e quello dei
rami τ ′ cmd con τ ≤ τ ′, e` possibile forzare questi ultimi ad assumere un tipo
τ cmd oppure la guardia ad avere tipo τ ′ in virtu` delle proprieta` dei tipi dei
costrutti del linguaggio precedentemente discusse.
Per le definizioni formali della sintassi e della semantica del linguaggio,
nonche` per le altre regole del sistema di tipi si rimanda all’articolo [28]: in esso
e` anche contenuta la dimostrazione del seguente teorema, espresso informal-
mente:
Un programma tipabile (secondo il sistema di tipi sopra citato) che termina a
partire da due memorie che hanno gli stessi valori per le variabili di livello τ ,
produce due memorie che hanno ancora valori uguali per le variabili di livello
τ , ossia i valori iniziali delle varibili con livello di sicurezza superiore a τ non
influiscono sui valori finali delle variabili di livello τ .
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Tramite questo teorema viene quindi certificata una particolare forma di non-
interferenza non considerando il caso in cui i programmi non terminino o pro-
ducano errori dovuti ad operazioni parziali (ad esempio una divisione per 0).
Vediamo un esempio:
y:=0; (while x≤0 do skip); y:=1
Il programma non termina nel caso in cui x sia minore o uguale a 0: in questo
caso il secondo assegnamento alla variabile y non verra` mai effettuato. Esiste
quindi un flusso di informazione dalla guardia del ciclo iterativo verso cio` segue
il ciclo stesso. Questo e altri tipi simili di problema di non-interferenza sono
chiamati in letteratura covert flow. In [25] viene fatto uno studio di questo
problema modificando il sistema di tipi e il linguaggio visti in precedenza.
In particolare, per evitare che ci sia un covert flow insicuro, viene richiesto
che particolari parti del programma che possono essere causa di esecuzioni che
falliscono o non terminano (come la guardia del ciclo iterativo e il denominatore
di una frazione), abbiano tipo minimo.
In [26] viene estesa l’analisi fatta in [28] in modo da poter trattare linguaggi
multi-threaded; il sistema di tipi viene, percio`, modificato in modo da poter
trattare anche linguaggi concorrenti. La modifica che viene fatta e` sostanzial-
mente una forzatura nella tipizzazione del costrutto while in modo che la sua
guardia abbia livello di sicurezza minimo in quanto, come spiegato in preceden-
za, in programmi concorrenti esiste un flusso di informazione dalla guardia del
ciclo iterativo verso cio` che lo segue. Ad esempio, avendo i soli due livelli H e
L con L ≤ H , la guardia del while e` vincolata ad avere tipo L (perche` e` il tipo
minimo). La condizione imposta e` molto restrittiva, infatti un programma in
cui ogni assegnamento che segue un while con guardia di livello τ e` fatto verso
variabili di livello maggiore di τ , non viene certificato pur essendo sicuro.
In [27], la precedente analisi viene migliorata in modo da certificare anche
quest’ultimo tipo di programmi: per fare cio`, viene modificato il sistema di
tipi associando ad ogni comando un tipo dalla forma τ1 cmd τ2. Se il comando
c ha tipo τ1 cmd τ2, in esso compaiono assegnamenti a variabili di livello
τ1 o maggiore, e la sua terminazione dipende da una variabile di livello τ2.
Richiedendo quindi che non vi siano assegnamenti a variabili di livello basso
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dopo un comando con tipo τ1 cmd H , si riesce a garantire la proprieta` di
non-interferenza. Vediamo alcuni esempi:
1) y:=0; while x+1 do skip
2) (while x=0 do skip); y:=5
Supponendo che x abbia livello H e che y abbia livello L, il programma 1) e`
tipabile (il suo tipo e` L cmd H), mentre il secondo non lo e`, poiche` viene fatto
un assegnamento ad una variabile di livello basso dopo un ciclo iterativo con
guardia di livello alto.
6.2.2 Analisi basate sull’interpretazione astratta
L’analisi svolta in [3] per la verifica della non-interferenza in programmi se-
quenziali e` basata sull’interpretazione astratta. La semantica operazionale
definita viene arricchita in modo che una violazione di sicurezza possa essere
dinamicamente scoperta; l’informazione sulla sicurezza e` contenuta nei valori
che sono associati alle variabili (attraverso uno store) durante l’esecuzione. I
valori sono infatti coppie (k, σ), dove k e` un valore costante e σ e` un livello di
sicurezza.
Ogni espressione e ed ogni comando c sono dinamicamente annotati con
un ambiente che rappresenta il livello di sicurezza del flusso di informazione
indiretto dal quale l’espressione e (o il comando c) dipende; eσ indica il fatto
che l’espressione e e` valutata sotto un ambiente con livello di sicurezza σ. Un
valore (k, τ) valutato, assegnato o confrontato mentre l’ambiente di sicurezza e`
σ, cambia il proprio livello di sicurezza in σ unionsq τ (dove unionsq e` l’operazione di least
upper bound, infatti l’insieme dei livelli di sicurezza costituisce un reticolo).
Sintassi e semantica del liguaggio sono riportati in [3]. Le regole della
semantica calcolano dinamicamente il livello di sicurezza del valore di un’e-
spressione usando i livelli di sicurezza degli operandi e dell’ambiente in cui
essa e` valutata. Se il livello di sicurezza del valore ottenuto della valutazione
della guardia di un condizionale e` alto (supponendo che ci siano solo i livelli di
sicurezza alto e basso), il valore di ogni variabile assegnata in almeno uno dei
due rami assume un livello di sicurezza alto e il ramo selezionato viene eseguito
in un ambiente alto. Quindi i risultati della valutazione delle espressioni con-
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tenute in quest’ultimo ramo avranno livello di sicurezza alto. Per il costrutto
che realizza il ciclo iterativo valgono considerazioni analoghe.
Un programma viene considerato sicuro se le variabili di livello alto non
influenzano i valori finali delle variabili di livello basso in ogni possibile esecu-
zione. La semantica sopra descritta consente di catturare flusso di informazione
insicuro: in particolare viene dimostrato che se non vi sono violazioni di flusso
sicuro durante una particolare esecuzione, allora tutte le esecuzioni a partire
dagli stessi valori iniziali delle variabili basse sono sicure.
Naturalmente, la semantica concreta non puo` essere utilizzata come stru-
mento di analisi statica. Infatti il sistema di transizioni puo` essere infinito
in quanto esiste un numero infinito di store. Attraverso l’uso dell’interpreta-
zione astratta si approssima correttamente la semantica concreta di tutte le
esecuzioni in maniera finita. L’applicazione di questa tecnica avviene in ma-
niera sistematica definendo un dominio astratto che modella la proprieta` di
interesse, stabilendo le connessioni di Galois tra i domini astratto e concreto e
fornendo l’insieme di operazioni astratte localmente corrette. Per stabilire se
un programma e` sicuro, viene costruito il sistema di transizioni astratto e di
esso sono esaminati tutti gli stati finali controllando che a variabili di livello
basso siano associati valori con un basso livello di sicurezza.
In [4] viene presentato un metodo per certificare, per quanto concerne la sicu-
rezza, programmi di un linguaggio che e` un sottoinsieme del byte-code Java.
Il metodo e` basato sull’interpretazione astratta della semantica operazionale
del linguaggio.
Il linguaggio considerato e` un assembler basato su uno stack: in esso il
flusso di informazione presenta caratteristiche specifiche che non si trovano nei
linguaggi ad alto livello come quelli visti in precedenza. Per quanto riguarda i
flussi diretti, in un linguaggio assembler gli assegnamenti sono gestiti tramite
lo stack per cui e` necessario associare ai valori in esso contenuti l’informazione
sul livello di sicurezza che possiedono. Lo scope dei flussi indiretti non e` facile
da stabilire a causa della non strutturazione del linguaggio assembler: inoltre
anche gli operandi sullo stack sono influenzati da flussi indiretti poiche` lo stack
puo` essere manipolato in maniera differente nei diversi rami delle istruzioni di
salto. Anche le modifiche allo stato della macchina astratta del linguaggio che
dipendono da valori con alto livello di sicurezza devono essere considerate.
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Nell’articolo, viene definita una semantica operazionale concreta capace di
tener traccia del flusso di informazione durante l’esecuzione: ogni valore ha
associato un livello di sicurezza che varia durante l’esecuzione del programma
in dipendenza da come il valore viene manipolato; il livello indica il least upper
bound dei livelli di sicurezza dei flussi di informazione diretti e indiretti dai
quali il valore dipende. I flussi indiretti sono modellati da un ambiente che
ne registra il livello di sicurezza; l’ambiente e` aggiornato quando un flusso
indiretto inizia (quando cioe` viene eseguita un’istruzione di salto), e viene
ripristinato alla terminazione dello stesso.
Nel caso in cui esistano solo i livelli di sicurezza alto e basso, un programma
viene considerato sicuro se e solo se per ogni coppia di memorie (associazioni
di variabili a valori) m1 e m2 con gli stessi valori per le variabili di livello
basso, se le esecuzioni del programma in m1 e m2 terminano e producono
rispettivamente memorie m′1 e m
′
2, allora i valori finali delle varibili di livello
basso di queste ultime memorie sono gli stessi.
La semantica concreta garantisce che se ogni esecuzione terminante di un
programma P a partire da qualsiasi memoria, produce una memoria in cui
ogni variabile di livello basso ha associato un valore di livello basso, P e` sicuro.
La tecnica dell’interpretazione astratta viene applicata in maniera sistematica
analogamente a quanto descritto in precedenza.
Il metodo proposto in [10] per la verifica di flusso di informazione sicuro in pro-
grammi concorrenti, e` basato sulla combinazione di interpretazione astratta e
model-checking: attraverso la prima viene costruita una rappresentazione fini-
ta (sistema di transizioni) del comportamento del programma. Con il model
checking, viene verificato che il sistema di transizioni astratto possieda alcune
proprieta` di sicurezza espresse da un insieme di formule di una logica tempo-
rale. Nella sintassi del linguaggio considerato sono presenti primitive per la
comunicazione sincrona tra thread:
a!e spedisce l’espressione e sul canale a;
a?x riceve un messaggio dal canale a e lo salva nella variabile x.
Ad ogni variabile del programma e` associato un livello di sicurezza, che per
semplicita`, puo` essere alto (H) o basso (L); una memoria associa ad ogni
variabile un valore e due memorie sono considerate equivalenti se associano lo
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stesso valore ad ogni variabile di livello L. Un programma e` cosiderato sicuro
se e solo se per ogni coppia di memorie equivalenti m1, m2, se esso termina a
partire da m1 con memoria finale m
′
1, allora o non termina a partire da m2,
oppure termina con memoria finale equivalente a m′1. Un programma possiede
la proprieta` di terminazione sicura se e solo se per ogni coppia di memorie
equivalenti, esso termina a partire da entrambe o non termina a partire da
nessuna delle due.
La semantica astratta di un programma e` una astrazione finita della con-
creta: valori e memorie non sono piu` tenuti in considerazione, mentre vengono
matenuti i livelli associati alle variabili poiche` sono indispensabili per analiz-
zare la proprieta` di interesse. La semantica astratta include tutti i possibili
cammini di esecuzione di un programma, per cui dimostrare una proprieta` su
di essa implica che tale proprieta` risulta valere anche per la semantica concreta.
Attraverso formule di una logica vengono espresse le seguenti condizioni che il
sistema di transizioni deve soddisfare affinche` il programma risulti sicuro:
non devono occorrere assegnamenti di espressioni con livello alto a
variabili di livello basso;
non devono essere fatti assegnamenti a variabili di livello basso
nei rami di condizionali e cicli iterativi;
se un assegnamento ad una variabile di livello basso viene ese-
guito dopo un condizionale, quest’ultimo deve terminare in ogni
esecuzione.
Per garantire una sicura terminazione devono invece valere le seguenti condi-
zioni:
la guardia dei cicli iterativi deve avere guardia di livello basso;
nei rami di un condizionale con guardia alta non devono comparire
cicli iterativi.
L’articolo [7] tratta il problema della non-interferenza in un linguaggio con-
corrente con l’uso dell’interpretazione astratta. Nel linguaggio i processi co-
municano in maniera sincrona attraverso le stesse primitive (a!e e a?x) viste
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in precedenza. I sistemi considerati sono aperti in quanto possono accettare
input per mezzo di un insieme di canali di input e produrre output attraverso
un insieme di canali di output. Ad ogni canale e` associato un livello di sicu-
rezza; lo scopo dell’analisi e` controllare che non vi sia flusso di informazione
da un canale di input verso un canale di output avente un piu` basso livello di
sicurezza. Nel linguaggio sono presenti due operazioni che permettono rispet-
tivamente di leggere da un canale di input memorizzando il valore letto in una
variabile (α?x) e di scrivere in un canale di output il risultato della valutazione
di un’espressione (β!e).
Per la sintassi e la semantica del linguaggio si rimanda a [7]. Il contenuto
di ogni canale di input e` una sequenza di valori: ogni volta che una operazione
di lettura dal canale viene eseguita, il primo dei valori nella sequenza viene
estratto e memorizzato in una variabile. Il contenuto dei canali di output e`
ancora una sequenza di valori ed ogni qualvolta si esegue un’operazione di
scrittura, il valore scritto viene aggiunto alla sequenza associata al canale.
La funzione i associa ad ogni canale di input la sequenza di valori che esso
contiene; analogamente, la funzione o associa ad ogni canale di output una
sequenza di valori. Supponendo di avere alto (H) e basso (L) come unici livelli
di sicurezza associati ai canali, la scrittura i =L i
′ indica il fatto che le sequenze
di valori che i ed i′ associano ai canali di livello basso sono le stesse; o =L o
′
ha un significato analogo per quanto riguarda i canali di output.
Un programma p e` sicuro se e solo se per ogni i1, i2 tali che i1 =L i2, l’ese-
cuzione di p a partire da i1 produce come risultato o1 implica che l’esecuzione
di p a partire da i2 produce come risultato o2 e o1 =L o2.
Nella semantica concreta si fa uso di un particolare stato di errore (error)
che indica la presenza di flusso di informazione insicuro. Vale il seguente
risultato: un programma risulta essere sicuro se lo stato error non appartiene a
qualsiasi computazione concreta a partire da qualunque input. Nella semantica
astratta i valori concreti composti da una coppia di un valore e un livello di
sicurezza sono approssimati considerando solamente il livello di sicurezza. Si
ha quindi una perdita di precisione che garantisce che il sistema di transizioni
astratto sia finito. Poiche` i valori costanti non vengono considerati, gli input e
gli output possono essere ignorati. Solamente i livelli di sicurezza staticamente
assegnati ai canali di input e output vengono utilizzati. Analizzando il sistema
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di transizioni astratto controllando che ogni stato che vi compare sia diverso
da quello di errore, e` possibile verificare la proprieta` di flusso sicuro sopra
enunciata.
Consideriamo adesso la capacita` di analisi dell’interpretazione astratta. Ve-
diamo alcuni esempi di programmi:
3) x:=y; x:=3
4) z:=x; u:=z
Supponendo di avere due livelli H e L con H ≤ L e che x e u abbiano livello
L e che y e z livello H , entrambi i programmi risultano essere sicuri. Nel
programma 1), indipendentemente dal valore iniziale assunto da y, il valore
finale della variabile x e` 3; il valore finale della variabile u in 2) e` sempre il valore
iniziale di x. Tuttavia, molte delle analisi prese in considerazione in questo
paragrafo (specialmente quelle basate sui sistemi di tipi) non certificano tali
programmi come sicuri. Utilizzando i sistemi di tipi visti in precedenza, non e`
infatti possibile assegnare un tipo a questi programmi, poiche` gli assegnamenti
di espressioni di livello alto a variabili di livello basso non sono tipabili. Inoltre,
una condizione usata nell’analisi basata su interpretazione astratta e model
checking, vieta assegnamenti di espressioni alte a variabili basse in qualsiasi
punto del programma.
Il limite di queste analisi e` il fatto che non viene tenuta traccia del livello di
sicurezza del contenuto di ogni variabile: infatti se viene fatto un assegnamento
di un’espressione di livello basso ad una variabile di livello alto (come accade nel
programma 2) ), l’espressione assume un livello di sicurezza alto e successivi
assegnamenti di questa a variabili di livello basso sono considerati insicuri.
D’altro canto, un assegnamento ad una variabile bassa di un’espressione alta
(come nel programma 1)) e` legale se successivamente se ne fa un altro, alla
stessa variabile, di un’espressione bassa.
L’analisi illustrata nel seguito risolve queste problematiche assegnando un li-
vello di sicurezza ad ogni variabile, nonche` al suo contenuto. Al termine del-
l’esecuzione viene verificato che il livello del contenuto di ogni variabile sia
minore o uguale di quello della variabile stessa.
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6.3 Sintassi del calcolo a oggetti
La sintassi del nuovo calcolo a oggetti (tabella 6.1) e` molto simile a quella
di aconcς: i lock e le primitive per la loro acquisizione e rilascio, sono stati
eliminati (poiche` non sono rilevanti nello studio del problema del flusso di in-
formazione) e al contenuto dei metodi degli oggetti e` stato assegnato un livello
di sicurezza che, per semplicita`, puo` essere alto (H) o basso (L). Nei program-
mi che e` possibile scrivere nel calcolo, ad ogni statement e ad ogni termine sono
associati due livelli di sicurezza e uno stack. Il primo di questi due livelli rap-
presenta il livello di sicurezza locale, mentre il secondo e` il livello di sicurezza
globale. Se il livello locale e` H , allora l’esecuzione dello statement dipende dal
contenuto di un metodo con un alto livello di sicurezza: se la valutazione dello
statement produce un risultato, quest’ultimo deve avere un livello di sicurezza
locale alto. Un livello globale di tipo H indica che lo statement viene eseguito
dopo una chiamata a un metodo ricorsivo tale che una delle sue invocazioni
e` stata fatta in un livello locale alto. Cio` e` necessario in quanto nel calcolo a
oggetti non sono presenti costrutti per l’iterazione che sono, pero`, rimpiazzati
da meccanismi per la ricorsione: un metodo ricorsivo invocato quando il livello
locale e` alto risulta, infatti, essere equivalente ad un ciclo iterativo con guardia
di livello alto.
Lo stack registra le chiamate di metodo effettuate in precedenza; gli elemen-
ti in esso contenuti sono coppie in cui il primo elemento e` il metodo invocato,
e il secondo e` il livello di sicurezza locale presente al momento della chiamata.
L’operatore @ inserisce in uno stack un elemento: in seguito, con un piccolo
abuso di notazione, tramite lo stesso simbolo indicheremo anche l’operatore di
concatenazione di stack.
6.4 Semantica del calcolo a oggetti
La semantica viene specificata tramite regole di congruenza strutturale e di
riduzione utilizzando contesti di riduzione, analogamente al calcolo aconcς
considerato nel precedente capitolo. La semantica viene data mediante tra-
sformazioni della sintassi senza utilizzare alcun dominio semantico separato:
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ϕ, ψ ::= levelli di informazione
H alto
L basso
u, v, z ::= risultati
x variabile
p nome
n numero intero
d ::= denotazioni
[`i = ς(xi)ti
ϕi i∈{1...n}] oggetto
r, s, t ::= termini
u risultato
p.` invocazione di metodo
p.`⇐ ς(x)t aggiornamento di metodo
let x = s in t let
s  t composizione parallela
if r then s else t if-then-else
S ::= stack delle chiamate
∅ vuoto
(p.`, ϕ)@S concatenazione
a, b, c ::= statements
uϕ,ψ risultati con levelli di informazione
νp.a restrizione
p 7→ d denominazioni
[[t]]ϕ,ψ,S ambienti di informazione e stack delle chiamate
[[a]]ϕ,ψ,S ambienti di informazione e stack delle chiamate
let x = a in b let
a  b composizione parallela
if a then b else c if-then-else
Tabella 6.1: Sintassi del calcolo
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anche lo store viene rappresentato tramite la sola sintassi analogamente a
quanto visto nei precedenti capitoli.
Nella tabella 6.3 sono rappresentate le regole di congruenza strutturale. Le
prime due regole sono analoghe a quelle considerate negli altri calcoli a ogget-
ti; la terza e la quarta regola affermano che un termine (o uno statement) che
possiede vari livelli di sicurezza locali, globali e stack, e` equivalente allo stesso
termine (o statement) con un livello di sicurezza locale che e` il lub dei livelli lo-
cali, un livello di sicurezza globale che e` il lub dei livelli globali e uno stack che
e` uguale alla concatenazione degli stack. Nei costrutti let, if-then-else, la com-
posizione parallela e la restrizione e` possibile distribuire sui sotto-statement
i livelli di sicurezza e lo stack; questo e` ragionevole, poiche` i sotto-statement
devono essere valutati tenendo in considerazione i livelli locale e globale e lo
stack dello statement di cui sono parte. Infine, per quanto riguarda le deno-
minazioni, i livelli e lo stack non vengono tenuti in considerazione, poiche` esse
sono presenti sin dall’inizio dell’esecuzione quando i livelli di sicurezza sono
bassi e lo stack e` vuoto; se fosse possibile creare oggetti dinamicamente sa-
rebbe necessario mantenere l’informazione riguardo ai livelli locale e globale
esistenti al momento della creazione.
E ::=
[.]
E  b
a  E
νp.E
if E then a else b
let x = E in b
Tabella 6.2: Contesti di riduzione
Nella tabella 6.5 sono riportate le regole di riduzione del calcolo. Un ri-
sultato con livelli di sicurezza e stack viene trasformato in un nuovo state-
ment costituito dal risultato stesso e i soli livelli di sicurezza. La funzione
RecursiveLevel(S) prende uno stack di chiamate come argomento e restitui-
sce un livello di sicurezza il quale e` alto (H) se nello stack sono presenti almeno
due chiamate allo stesso metodo (il metodo e` chiamato ricorsivamente) e una
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a  E [b] ≡ E [a  b]
(νp)E [a] ≡ E [(νp)a]
[[[[t]]ϕ,ψ,S]]φ,ϑ,S
′
≡ [[t]]ϕunionsqφ,ψunionsqϑ,S@S
′
[[[[a]]ϕ,ψ,S]]φ,ϑ,S
′
≡ [[a]]ϕunionsqφ,ψunionsqϑ,S@S
′
[[a  b]]ϕ,ψ,S ≡ [[a]]ϕ,ψ,S  [[b]]ϕ,ψ,S
[[let x = a in b]]ϕ,ψ,S ≡ let x = [[a]]ϕ,ψ,S in [[b]]ϕ,ψ,S
[[p 7→ d]]ϕ,ψ,S ≡ p 7→ d
[[νp.a]]ϕ,ψ,S ≡ νp.[[a]]ϕ,ψ,S
[[if a then b else c]]ϕ,ψ,S ≡ if [[a]]ϕ,ψ,S then [[b]]ϕ,ψ,S else [[c]]ϕ,ψ,S
Tabella 6.3: Regole di congruenza strutturale
di esse ha associato un alto livello di sicurezza. Nella tabella 6.4 la funzione
RecursiveLevel(S) viene definita formalmente. Il livello globale viene trasfor-
mato facendo il lub tra il vecchio livello globale e il livello di sicurezza restituito
dalla funzione RecursiveLevel(S).
RecursiveLevel(∅) = L
RecursiveLevel((p.`, liv)@St) = RecStack(p.`, St, liv)unionsq
RecursiveLevel(St)
RecStack(p.`, ∅, liv) = L
RecStack(p.`, (p.`, liv1)@St, liv) = liv unionsq liv1 unionsq RecStack(p.`, St, liv1)
RecStack(p.`, (q.`1, liv1)@St, liv) = RecStack(p.`, St, liv)
Tabella 6.4: Funzione RecursiveLevel
Quando viene invocato un metodo, il termine che costituisce il corpo del
metodo viene eseguito in un livello di sicurezza locale che e` il risultato del lub
tra il livello locale presente al momento della chiamata e il livello di sicurezza
del contenuto del metodo. Quindi, se il livello di sicurezza locale presente
al momento della chiamata e` H , esso viene mantenuto, come e` ragionevole
che sia; d’altro canto se il metodo ha un alto livello di sicurezza, se ne tiene
conto durante la valutazione del corpo. Il livello globale presente al momento
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dell’invocazione viene ereditato, mentre lo stack viene aggiornato inserendo la
nuova chiamata e il livello locale presente al momento dell’invocazione.
L’aggiornamento di un metodo modifica un oggetto relativamente al me-
todo aggiornato (in maniera analoga a quanto visto negli altri calcoli) e al
livello di sicurezza associato al corpo. Se almeno uno tra i livelli di sicurezza
locale e globale presenti al momento dell’aggiornamento e` H , allora il metodo
aggiornato ha un alto livello, e quindi il suo livello e` alto (H).
Nel costrutto let x = a in b, il livello di sicurezza locale del primo termine
ridotto non e` detto che influisca sul livello locale del secondo termine (ad
esempio quando x non compare in b). Quindi il livello locale di b non viene
modificato, ma si tiene comunque memoria del livello locale di a in quanto in
ogni sostituzione della variabile x in b con a tale informazione viene riportata.
Per quanto riguarda il livello globale, e` necessario che quello del termine a, se
alto, venga propagato al termine b: questo viene fatto tramite un’operazione
di lub sui livelli.
Una volta valutata la guardia nel costrutto if-then-else, se essa e` il numero
0, lo statement si riduce in un passo al primo ramo, altrimenti, se e` un numero
diverso da 0, al secondo. Il livello di sicurezza locale dello statement risultante
dal passo di computazione e` il lub tra il livello locale dello statement prima
della riduzione e il livello locale della guardia; il livello di sicurezza globale
e` ottenuto in maniera analoga. Quindi, se la guardia ha un alto livello di
sicurezza locale, anche lo statement ottenuto applicando la regola ha un livello
locale alto. Questo vale anche per il livello globale.
Consideriamo il seguente programma:
[[if p1.` then p2.`⇐ 1 else p3.`⇐ 2 ]]
L,L,∅
Supponendo che p1.` e p3.` siano metodi di livello alto e p2.` di livello basso,
nel caso in cui la valutazione della guardia producesse un valore diverso da
0 e di conseguenza il condizionale venisse successivamente ridotto al secondo
ramo, il contenuto del metodo p2.` al termine dell’esecuzione sarebbe di livello
basso anche se esso dipende da una guardia di livello alto. Per evitare questo
problema, senza perdita di generalita`, e` possibile supporre che l’insieme di
metodi che compaiono a sinistra di un assegnamento nei rami del condizionale
sia lo stesso in entrambi i rami. Vediamo con un esempio come trasformare un
CAPITOLO 6. NON-INTERFERENZA NEL CALCOLO A OGGETTI 58
programma in uno equivalente che possiede tale caratteristica. Trasformiamo
il condizionale appena visto come segue:
[[if p1.` then p2.`⇐ 1; p3.`⇐ p3.` else p3.`⇐ 2; p2.`⇐ p2.` ]]
L,L,∅
In questo modo, dopo l’esecuzione del condizionale, il contenuto del metodo
p2.` e` di livello alto come e` ragionevole che sia. I metodi che compaiono a si-
nistra di un assegnamento in uno solo dei rami vengono assegnati a loro stessi
nell’altro ramo dopo la trasformazione: cio` consente di modificare opportuna-
mente il livello del contenuto di ogni metodo che compare in un assegnamento
nei rami del condizionale applicando le regole di riduzione.
6.5 Definizione di flusso sicuro
A seconda delle osservazioni che possono essere fatte riguardo al comporta-
mento di un programma, il concetto di flusso di informazione sicuro cambia.
Nel seguito supporremo che l’unica cosa osservabile sia il contenuto delle va-
riabili. Quest’ultime nel calcolo a oggetti, come gia` notato in precedenza, sono
rappresentate tramite particolari metodi. Il livello di sicurezza di un metodo
coincide con il livello del contenuto presente all’inizio della computazione: ad
esempio, supponendo che all’inizio dell’esecuzione nel programma sia presente
l’oggetto p 7→ [`1 = 3
H , `2 = 1
L], quest’ultimo ha due metodi chiamati `1 e `2
con livello di sicurezza rispettivamente H e L. Dato un metodo ` = ς(x)tϕ, il
suo valore semplice e` dato da ς(x)t (senza livello di sicurezza).
Viene ora fornita la nozione di store equivalenti :
Definizione 10 Siano S1 e S2 due statement cos`ı fatti:
S1 = p1 7→ d
′
1  . . .  pn 7→ d
′
n
S2 = p1 7→ d
′′
1  . . .  pn 7→ d
′′
n
S1 e S2 sono equivalenti (S1 ∼L S2) se ∀i. d
′
i e d
′′
i hanno metodi di livello L
con lo stesso valore semplice.
Con −→∗ indichiamo l’applicazione di un numero arbitrario di regole di ridu-
zione o di congruenza strutturale. Con il termine “programma” ci si riferira`,
nelle seguenti definizioni, ad uno statement che non contiene denominazioni.
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ψ = ϕ unionsq RecursiveLevel(S)
[[u]]φ,ϕ,S −→ uφ,ψ (Red res)
d = [`i = ς(xi)ti
ϕi i∈{1...n}] j ∈ {1, . . . , n}
p 7→ d  [[p.`j ]]
ψ,ϑ,S −→
p 7→ d  [[tj{xj ← p} ]]
ϕjunionsqψ,ϑ,S@(p.`j,ψ)
(Red invoc)
d = [`i = ς(xi)ti
ϕi i∈{1...n}]
d′ = [`j = ς(x)t
φunionsqϑ, `i = ς(xi)ti
ϕi i∈{1...n}\{j}]
p 7→ d  [[p.`j ⇐ ς(x)t]]
φ,ϑ,S −→
p 7→ d′  pφ,ϑ,S
(Red update)
let x = uϕ,ψ in [[b]]ϑ,θ,S −→ [[b{x← uϕ,ψ} ]]ϑ,ψunionsqθ,S (Red let)
if 0ϕ,ψ then [[a]]θ,ϑ,S else [[b]]θ,ϑ,S −→ [[a]]θunionsqϕ,ψunionsqϑ,S (Red if zero)
n 6= 0
if nϕ,ψ then [[a]]θ,ϑ,S else [[b]]θ,ϑ,S −→ [[b]]θunionsqϕ,ψunionsqϑ,S (Red if nonzero)
a −→ a′
E [a] −→ E [a′] (Red context)
Tabella 6.5: Regole di riduzione
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Uno store S posto in parallelo con un programma p rappresenta uno statement
(S  p) eseguibile. Si suppone che gli store relativi ad un programma p abbiano
tutti gli stessi oggetti e che ognuno di questi oggetti abbia le stesse etichette dei
metodi: inoltre si suppone che i metodi degli oggetti abbiano lo stesso livello
di sicurezza in ogni store e che l’insieme di metodi che rappresenta variabili
sia sempre lo stesso.
Definizione 11 Sicurezza debole: Un programma p e` sicuro se e solo se
∀S1, S2. S1 ∼L S2, per ogni possibile esecuzione di S1  p, se S1  p −→∗
S ′1  p
′ e p′ e` una composizione parallela di risultati (cioe` una con-
figurazione terminale), allora o lo statement S2  p non termina
in almeno una delle sue esecuzioni, oppure esiste una esecuzione
S2  p −→∗ S
′
2  p
′′ tale per cui p′′ e` una configurazione terminale e
S ′1 ∼L S
′
2.
Attraverso la semantica concreta e` possibile verificare se un programma p e`
sicuro secondo la definizione appena fornita. Definiamo uno store S come
sicuro nel caso in cui ogni metodo di livello basso abbia un contenuto di livello
basso. Vale la seguente proposizione:
Proposizione 4 Dato un programma p, se per ogni store S, ogni possibile
esecuzione terminante di S  p del tipo S  p −→∗ S
′
 p′, con p′ composizio-
ne parallela di risultati, e` tale che S ′ risulta essere sicuro, allora p e` sicuro,
secondo la definizione (Sicurezza debole).
Dimostrazione Controllando che in ogni store S ogni possibile esecuzione
terminante S  p −→∗ S
′
 p′ sia tale che S ′ abbia metodi di livello basso con con
un contenuto di livello basso, viene garantito che in qualsiasi esecuzione termi-
nante i valori finali associati ai metodi di livello basso non dipendano dai valori
iniziali dei metodi di livello alto. Supponendo che S1 ∼L S2, se nel programma
p non compaiano condizionali con guardia di livello alto e S1  p termina in
una esecuzione S1  p −→∗ S
′
1  p
′, allora anche S2  p termina nell’esecuzione
S2  p −→∗ S
′
2  p
′ con S ′1 ∼L S
′
2: infatti ad ogni passo e` possibile applicare la
stessa regola di riduzione in entrambe le computazioni. Se invece p contiene
condizionali con guardia alta, allora nella riduzione degli statement S1  p e
S2  p e` possibile applicare ad ogni passo la stessa regola di riduzione fino a
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quando per la riduzione di un condizionale con guardia alta risulta necessario
applicare diverse regole. Se non esistono comandi che seguono il condizionale
(il costrutto per la composizione sequenziale di comandi viene simulato tramite
il let come visto in un capitolo precedente), allora nei rami non vengono fatti
assegnamenti a variabili di livello basso (altrimenti verrebbero contraddette le
ipotesi) e quindi ogni store che compare nelle riduzioni dei rami e` equivalente.
Se invece esiste un comando che segue il condizionale con guardia alta, allora e`
possibile che durante la riduzione di uno dei rami venga raggiunta una configu-
razione che non esiste nella riduzione dell’altro ramo: tuttavia, nel caso in cui
entrambi i rami possano essere ridotti, se nei rami vi sono sincronizzazioni,
allora ne` nei rami, ne` nel comando che segue possono essere fatti assegnamen-
ti a variabili di livello basso (altrimenti verrebbero contraddette le ipotesi); se
invece nei rami non vi sono sincronizzazioni e vengono fatti assegnamenti a
variabili di livello basso, allora nella riduzione del comando che segue il condi-
zionale (suppondendo che termini) devono essere fatti assegnamenti alle stesse
variabili di livello basso quando i livelli di sicurezza locale e globale sono bassi,
in modo che gli store che conpaiono nelle configurazioni terminali siano sicuri
(quest’ultimo e` un requisito necessario per le ipotesi).
Naturalmente, la semantica concreta non puo` essere utilizzata per fare
analisi statiche, poiche` il numero di differenti store e` infinito, ed anche i sistemi
di transizione generati per ogni possibile store possono avere un numero infinito
di configurazioni. Attraverso la semantica astratta che verra` successivamente
definita, e`, tuttavia, possibile approssimare correttamente e in maniere finita
la semantica concreta in tutte le sue esecuzioni.
Diamo ora un’altra definizione di programma sicuro. Con −→k indichiamo
l’applicazione di esattamente k regole di riduzione o di congruenza strutturale.
Definizione 12 Sicurezza forte:
Dato un programma p, due store S1 e S2 equivalenti sono non-
interferenti rispetto a p se ∀S ′1 tale che S1  p −→k S
′
1  p
′ esistono
n ≥ 0 e S ′2 tali che S
′
1  p
′ −→n S
′′
1  p
′′, S2  p −→h S
′
2  p
′′′ e S ′′1 e
S ′2 sono equivalenti e non-interferenti rispetto a p e viceversa.
Un programma p si dice non-interferente se e solo se ∀S1, S2. S1 ∼L
S2, S1 e S2 sono non-interferenti rispetto a p.
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La definizione Sicurezza forte e` piu` stringente della Sicurezza debole: in-
fatti, secondo tale definizione, se per uno statement S1  p esiste una esecuzione
terminante S1  p −→∗ S
′
1  p
′, allora ogni statement S2  p (con S1 ∼L S2) deve
raggiungere una configurazione S ′2  p
′′ con S ′1, S
′
2 equivalenti e non-interferenti
in una delle sue esecuzioni, anche se S2  p non dovesse terminare. In Sicurez-
za debole invece non si pone alcun vincolo nel caso in cui lo statement S2  p
non termini in almeno una delle sue esecuzioni.
6.6 Interpretazione astratta
Il calcolo considerato nel paragrafo precedente viene approssimato da un nuovo
calcolo astratto la cui sintassi e` riportata nella tabella 6.6. Il nuovo calcolo e`
molto simile al precedente, ma presenta alcune differenze: i numeri interi sono
collassati in un unico valore rappresentato dal simbolo ; lo stack concreto e`
rimpiazzato da uno stack astratto il quale ha la caratteristica di essere finito, e
l’operatore di concatenazione astratto ha un comportamento differente rispetto
all’operatore concreto.
Grazie a queste modifiche, dato uno statement astratto, il numero di sta-
tement che da esso vengono generati e` finito: il sistema di transizioni risul-
tante ha quindi un numero finito di configurazioni e puo` essere finititamente
analizzato per verificare proprieta`.
La semantica astratta e` definita analogamente a quella concreta tramite
regole di congruenza strutturale (astratte) e regole di riduzione (astratte). Le
prime sono quelle riportate in tabella 6.3 applicate a statement astratti. Le
regole di riduzione astratte sono uguali alle precedenti (ma si applicano a
statement astratti), tranne quelle riportate in tabella 6.7.
Nella regola (Red invoc]) si utilizza un nuovo tipo di stack (S]) ed un nuovo
operatore per l’inserimento di elementi (@]): anche in questo caso, con lo stesso
simbolo indichiamo anche l’operatore di concatenazione tra stack. Lo stack
ha la caratteristica di essere finito poiche` esso contiene al piu` due chiamate
allo stesso metodo (ed i metodi sono in numero finito). Se nello stack sono
presenti due chiamate allo stesso metodo, significa che esso e` stato invocato
ricorsivamente: inoltre se una delle chiamate ricorsive e` stata effettuata in
un livello locale alto, allora almeno uno dei due elementi sullo stack che si
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ϕ, ψ ::= H|L
u] ::= x | p | 
d] ::= [`i = ς(xi)t
]
i
ϕi i∈1...n
]
r], s], t] ::= u | p.` | p.`⇐ ς(x)t]
let x = s] in t] | s]  t] | if r] then s] else t]
S] ::= ∅ | (p.`, ϕ)@]S]
a], b], c] ::= uϕ,ψ | νp.a] | p 7→ d]
let x = a] in b] | [[t]]]ϕ,ψ,S
]
| [[a]]]ϕ,ψ,S
]
| a]  b]
if a] then b] else c]
Tabella 6.6: sintassi del calcolo astratto
d] = [`i = ς(xi)t
] ϕi
i
i∈{1...n}] j ∈ {1, . . . , n}
p 7→ d]  [[p.`j]]
ψ,ϑ,S] −→]
p 7→ d]  [[t]j{xj ← p} ]]
ϕjunionsqψ,ϑ,S]@](p.`j ,ψ)
(Red invoc])
if ϕ,ψ then [[a]]]θ,ϑ,S
]
else [[b]]]θ,ϑ,S
]
−→] [[a]]]θunionsqϕ,ψunionsqϑ,S
] (Red if]1)
if ϕ,ψ then [[a]]]θ,ϑ,S
]
else [[b]]]θ,ϑ,S
]
−→] [[b]]]θunionsqϕ,ψunionsqϑ,S
] (Red if]2)
Tabella 6.7: Regole di riduzione astratte
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riferiscono a quel metodo, ha un livello alto associato. Questo condizione e`
garantita dall’operatore @], la cui definizione viene fornita nella tabella 6.8
S]@](p.`, ψ) = insert(S], (p.`, ψ), 0)
S]@]((p.`, ψ)@S]1) = insert(S
], (p.`, ψ), 0)@]S]1
insert(∅, (p.`, ψ), 0) = (p.`, ψ)
insert(∅, (p.`, ψ), 1) = (p.`, ψ)
insert(∅, (p.`, ψ), 2) = ∅
insert((q.`′, φ)@S], (p.`, ψ), n) = (q.`, φ)@insert(S], (p.`, ψ), n)
q 6= p or `′ 6= `
insert((p.`, φ)@S], (p.`, ψ), n) = (p.`, φ unionsq ψ)@insert(S], (p.`, ψ), n+ 1)
Tabella 6.8: Operatore di concatenazione astratto
Nelle regole (Red if]1) e (Red if]2), non esistono premesse e quindi posso-
no essere applicate entrambe nel caso in cui lo statement da ridurre sia un
condizionale: di conseguenza, nel sistema di transizioni astratto esistono due
percorsi di esecuzione per quanto riguarda il costrutto if-then else. Questo
comportamento e` dovuto alla perdita di precisione dei valori astratti: infatti
non e` piu` possibile distinguere tra valori diversi da 0 e lo 0 stesso.
Nelle tabelle 6.9 e 6.10 sono definite rispettivamente le funzioni di astrazio-
ne e concretizzazione che stabiliscono la relazione che intercorre tra i calcoli
concreto e astratto.
Le funzioni di astrazione e concretizzazione sono definite per ogni categoria
sintattica: le funzioni γ producono insiemi di oggetti sintattici concreti. La
concretizzazione di un oggetto sintattico astratto o] e` un insieme di oggetti sin-
tattici concreti la cui astrazione e` o] stesso. L’astrazione di uno stack concreto
produce come risultato uno stack compresso in cui i metodi che erano chiama-
ti ricorsivamente compaiono esattamente due volte con un livello di sicurezza
associato che e` il least upper bound dei livelli. La definizione formale della
funzione di compressione e` riportata nella tabella 6.11. La concretizzazione
di uno stack astratto produce l’insieme di stack concreti la cui astrazione e` lo
stack astratto stesso. Per la definizione di γstack sono necessarie alcune funzioni
che vengono definite nella tabella 6.12.
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αr(x) = x
αr(p) = p
αr(n) = 
αd([`i = ς(xi)t
ϕi i∈1...n
i ]) = [`i = ς(xi)αt(ti)
ϕi i∈1...n]
αt(u) = αr(u)
αt(p.`) = p.`
αt(p.`⇐ ς(x)t) = p.`⇐ ς(x)αt(t)
αt(let x = s in t) = let x = αt(s) in αt(t)
αt(s  t) = αt(s) αt(t)
αt(if r then s else t) = if αt(r) then αt(s) else αt(t)
αstack(S) = compress(S)
αs(u
ϕ,ψ) = αr(u)
ϕ,ψ
αs(νp.a) = νp.αs(a)
αs(p 7→ d) = p 7→ αd(d)
αs(let x = a in b) = let x = αs(a) in αs(b)
αs([[t]]
ϕ,ψ,S) = [[αt(t)]]
ϕ,ψ,αstack(S)
αs([[a]]
ϕ,ψ,S) = [[αs(a)]]
ϕ,ψ,αstack(S)
αs(a  b) = αs(a) αs(b)
αs(if a then b else c) = if αs(a) then αs(b) else αs(c)
Tabella 6.9: Funzioni di astrazione
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γr(x) = {x}
γr(p) = {p}
γr() = {n | n e` un numero intero}
γd([`i = ς(xi)t
] ϕi
i
i∈1...n
]) = {[`i = ς(xi)t
ϕi i∈1...n
i ] | ti ∈ γt(t
]
i)}
γt(u) = γr(u)
γt(p.`) = {p.`}
γt(p.`⇐ ς(x)t
]) = {p.`⇐ ς(x)t | t ∈ γt(t
])}
γt(let x = s
] in t]) = {let x = s in t | s ∈ γt(s
]), t ∈ γt(t
])}
γt(s
]
 t]) = {s  t | s ∈ γt(s
]), t ∈ γt(t
])}
γt(if r
] then s] else t]) = {if r then s else t | r ∈ γt(r
]), s ∈ γt(s
]),
t ∈ γt(t
])}
γstack(S
]) = {S | names(S) = names(S]) and
S = init(S])@S ′ and
∀p.` (occ(p.`, S]) = 2⇒ occ(p.`, S) ≥ 2) and
∀p.` (occ(p.`, S]) = 1⇒ occ(p.`, S) = 1) and
∀p.` (maxlevel(p.`, S]) = maxlevel(p.`, S))}
γs(u
ϕ,ψ) = γr(u)
ϕ,ψ
γs(νp.a
]) = {νp.a | a ∈ γs(a
])}
γs(p 7→ d
]) = {p 7→ d | d ∈ γd(d
])}
γs(let x = a
] in b]) = {let x = a in b | a ∈ γs(a
]), b ∈ γs(b
])}
γs([[t
]]]ϕ,ψ,S
]
) = {[[t]]ϕ,ψ,S | t ∈ γt(t
]), S ∈ γstack(S
])}
γs([[a
]]]ϕ,ψ,S
]
) = {[[a]]ϕ,ψ,S | a ∈ γs(a
]), S ∈ γstack(S
])}
γs(a
]
 b]) = {a  b | a ∈ γs(a
]), b ∈ γs(b
])}
γs(if a
] then b] else c]) = {if a then b else c | a ∈ γs(a
]), b ∈ γs(b
]),
c ∈ γs(c
])}
Tabella 6.10: Funzioni di concretizzazione
CAPITOLO 6. NON-INTERFERENZA NEL CALCOLO A OGGETTI 67
compress(∅) = ∅
compress((p.`, ψ)@S) = (p.`, ψ)@]compress(S)
Tabella 6.11: Funzione per la compressione dello stack concreto
init(S) = init1(∅, S)
init1(S, (p.`, ψ)@S
′) = if occ(p.`, S) = 1 then S
else init(S@(p.`, ψ), S ′)
init1(S, ∅) = S
occ(p.`, ∅) = 0
occ(p.`, (p.`, ψ)@S) = 1 + occ(p.`, S)
occ(p.`, (q.`′, ψ)@S) = occ(p.`, S)
p 6= q or ` 6= `′
names(∅) = {}
names((p.`, ψ)@S) = {p.`} ∪ names(p.`, S)
maxlevel(p.`, ∅) = L
maxlevel(p.`, (p.`, ψ)@S) = ψ unionsqmaxlevel(p.`, S)
maxlevel(p.`, (q.`′, ψ)@S) = maxlevel(p.`, S)
p 6= q or ` 6= `′
Tabella 6.12: Funzioni per la definizione di γstack
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Per stabilire la correttezza dell’interpretazione astratta e` necessario dimostra-
re che le funzioni di astrazione e concretizzazione formano una connessione
di Galois e che le regole di riduzione astratte sono localmente corrette. L’in-
sieme degli statement concreti puo` essere considerato un reticolo completo
aggiungendo all’insieme piatto da essi formato un massimo e un minimo (top
e bottom). Un discorso analogo si applica al caso degli statement astratti.
Proposizione 5 Sia a] uno statement astratto e S ∈ ℘(a) un insieme di
statements concreti: αs e γs formano una insersione di Galois. Ossia:
αs e γs sono monotone,
S ⊆ γs(αs(S)) dove αs e γs sono applicate punto a punto.
αs(γs(a
])) = a].
Dimostrazione Il fatto che αs e γs siano monotone e` ovvio perche` i domini
sono piatti e l’aggiunta di top e bottom non cambia la proprieta`.
Dalla definizione di γs si vede facilmente (per induzione strutturale) che per
ogni statement concreto a, a ∈ γs(αs(a)) e quindi per ogni insieme di statement
concreti S, S ⊆ γs(αs(S)).
Per lo statement a  b, ad esempio, la proprieta` da dimostrare e` a  b ∈
γs(αs(a  b)) e le ipotesi induttive sono a ∈ γs(αs(a)) e b ∈ γs(αs(b)). Poiche`
γs(αs(a  b)) = γs(αs(a) αs(b)) = {a
′
 b′ : a′ ∈ γs(αs(a
′)) e b′ ∈ γs(αs(b
′))},
ponendo a = a′ e b = b′ e utilizzando le ipotesi induttive, la proprieta` e`
dimostrata. Per gli altri statement le dimostrazioni sono analoghe.
Inoltre αs e γs sono tali che per ogni statement a tale che a ∈ γs(a
]) si ha
αs(a) = a
] e quindi αs(γs(a
])) = a].
Riprendendo in considerazione la composizione parallela, si ha:
αs(γs(a
]
 b])) = αs({a  b | a ∈ γs(a
]), b ∈ γs(b
])}) = {αs(a) αs(b) | a ∈
γs(a
]), b ∈ γs(b
])} = a]  b] poiche` per induzione valgono αs(γs(a
])) = a] e
αs(γs(b
])) = b].
Proposizione 6 Siano a e b statement concreti, valgono le seguenti condizio-
ni: Se a −→ b allora esiste uno statement astratto b] tale che αs(a) −→
] b]
e b ∈ γs(b
]). −→ e −→] includono le applicazioni di regole di congruenza
strutturale che rendono possibile la riduzione.
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Dimostrazione La proposizione e` facilmente verificabile per gli statement di-
versi dai costrutti per l’invocazione di metodo e il condizionale, poiche` le regole
di riduzione per i calcoli astratto e concreto sono analoghe. Infatti per ognuna
di queste regole del tipo a −→ b, la corrispondente regola astratta e` del tipo
αs(a) −→
] αs(b) e, per la proposizione precedente, b ∈ γs(αs(b)).
Le regole astratte per il condizionale rendono vera la proposizione anche per
esso, infatti esse affermano che entrambi i rami del condizionale vengono scelti
(la computazione e` non deterministica) mentre nella corrispondente computa-
zione concreta verrebbe scelto solo uno. Se lo statement concreto da ridurre
e`
if 0ϕ,ψ then [[a]]θ,ϑ,S else [[b]]θ,ϑ,S
il corrispondente statement astratto e`
if α(0ϕ,ψ) then α([[a]]θ,ϑ,S) else α([[b]]θ,ϑ,S)
applicando la regola di riduzione astratta (Red if ]1) questo si riduce a
α([[a]]θunionsqϕ,ψunionsqϑ,S)
e quindi
[[a]]θunionsqϕ,ψunionsqϑ,S ∈ γ(α([[a]]θunionsqϕ,ψunionsqϑ,S))
Osservazioni analoghe valgono per il condizionale con guardia diversa da 0.
La differenza principale tra la regola per l’invocazione concreta e quella astratta
e` lo stack e come esso viene gestito: poiche` l’insieme di stack concreti ottenuto
dalla concretizzazione dello stack astratto (S]@](p.`j , ψ)) include lo stack che
compare nella regola concreta (S@(p.`j, ψ)), la proposizione risulta essere vera
anche per questo costrutto.
Poiche` una riduzione astratta approssima correttamente quella concreta, ogni
computazione concreta ha una corrispondente astratta. Quindi se una pro-
prieta` e` verificata per ogni riduzione di αs(a), essa e` vera anche per a.
Indichiamo con T (a]) il sistema di transizioni astratto generato a partire
dallo statement a]. Definiamo inoltre uno store S come sicuro nel caso in cui
ogni metodo di livello basso abbia un contenuto di livello basso. Valgono le
seguenti proposizioni:
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Proposizione 7 Dato uno statement del tipo S  p dove S e` uno store e p
un sotto-statement che non contiene denominazioni, se ogni configurazione
terminale di T (αs(S  p)) e` del tipo S
]
1  p
]
1 con S
]
1 sicuro, allora p e` sicuro,
secondo la definizione (Sicurezza debole).
Dimostrazione Per la correttezza dell’interpretazione astratta [8] [9], il si-
stema di transizioni astratto generato dalla riduzione di uno statement del
tipo αs(S  p) dove S e` uno store, rappresenta ogni possibile esecuzione di p.
In virtu` della Proposizione 4, p risulta essere sicuro se ogni configurazione
terminale di tale sistema di transizioni contiene uno store sicuro.
In un sistema di transizioni astratto possono comparire cicli; un ciclo in cui ogni
configurazione appartente ad esso ha solo transizioni verso altre configurazioni
del ciclo, viene definito terminale. Vediamo un esempio:
p1 7→ [` = 0
H ]  p2 7→ [` = 0
L]  p3 7→ [` = ς(x)x.`] 
[[(if p1.` then p1.`⇐ 0 else p3.`);p2.`⇐ 5]]
L,L,∅
Questo programma e` sicuro secondo la definizione Sicurezza debole mentre
non lo e` secondo la definizione Sicurezza forte. Infatti se consideriamo i
seguenti store equivalenti:
S1 = p1 7→ [` = 0
H ]  p2 7→ [` = 0
L]  p3 7→ [` = ς(x)x.`]
S2 = p1 7→ [` = 1
H ]  p2 7→ [` = 0
L]  p3 7→ [` = ς(x)x.`]
l’esecuzione del programma in S1 raggiunge la configurazione:
p1 7→ [` = 0
H ]  p2 7→ [` = 5
L]  p3 7→ [` = ς(x)x.`]  p
L,L
2
Questa configurazione non puo` essere raggiunta se il programma viene eseguito
in S2. Cio` e` dovuto al fatto che il sistema di transizioni astratto contiene
un ciclo terminale dovuto alla presenza del metodo p3.`. Poiche` tale ciclo
dipende da un metodo di livello alto, esso puo` essere raggiunto o meno durante
l’esecuzione del programma in store equivalenti.
Un ciclo terminale e` definito di livello alto se una invocazione di metodo in
una configurazione appartenente al ciclo viene fatta quando almeno uno tra i
livelli locale e globale risulta essere alto. Vale la seguente proposizione:
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Proposizione 8 Dato uno statement del tipo S  p dove S e` uno store e p
un sotto-statement che non contiene denominazioni, se ogni configurazione
terminale di T (αs(S  p)) e` del tipo S
]
1  p
]
1 con S
]
1 sicuro e nel sistema di tran-
sizioni non esistono cicli terminali di livello alto, allora p e` sicuro, secondo la
definizione (Sicurezza forte).
Dimostrazione Per la correttezza dell’interpretazione astratta [8] [9], il si-
stema di transizioni astratto generato dalla riduzione di uno statement del
tipo αs(S  p) dove S e` uno store, rappresenta ogni possibile esecuzione di p.
Supponendo S1 ∼L S2, se p non contiene condizionali con guardia alta, per
ogni esecuzione S1  p −→k S
′
1  p esiste una del tipo S2  p −→k S
′
1  p poiche`
e` possibile applicare ad ogni passo la stessa regola di riduzione. Se invece p
contiene condizionali con guardia alta, allora nella riduzione degli statement
S1  p e S2  p e` possibile applicare ad ogni passo la stessa regola di riduzio-
ne fino a quando per la riduzione di un condizionale con guardia alta risulta
necessario applicare diverse regole. Se non vi sono comandi che seguono il
condizionale, allora nei rami non compaiono assegnamenti a variabili di livello
basso (altrimenti sarebbero contraddette le ipotesi e p non verrebbe certificato)
e quindi gli store che compaiono durante le riduzioni dei rami sono equivalenti.
Se invece esiste un comando che segue il condizionale con guardia alta, allora
e` possibile che durante la riduzione di uno dei rami venga raggiunta una con-
figurazione che non esiste nella riduzione dell’altro ramo: se nei rami non vi
sono sincronizzazioni, allora il comando che segue il condizionale viene sempre
raggiunto durante la riduzione (poiche` altrimenti vi sarebbero cicli terminali
di livello alto); se nei rami vi sono sincronizzazioni, allora ne` nei rami, ne`
nel comando che segue possono essere fatti assegnamenti a variabili di livello
basso (altrimenti verrebbero contraddette le ipotesi).
Vediamo adesso qualche esempio: il programma
(if x=0 then y:=0 else y:=1); y:=2
con x variabile di livello alto e y variabile di livello basso, pur essendo sicuro,
non viene certificato da nessuna delle analisi basate sui tipi viste in precedenza.
Nel calcolo a oggetti tale programma puo` essere codificato come segue
(supponendo che i valori iniziali di x e y siano rispettivamente 1 e 3):
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p 7→ [x = H , y = L]  [[let z = if p.x then p.y ⇐  else p.y ⇐  in p.y ⇐ ]]L,L,∅
p 7→ [x = H , y = L]  let z = if H,L then [[p.y ⇐ ]]L,L,∅ else [[p.y ⇐ ]]L,L,∅ in [[p.y ⇐ ]]L,L,∅
p 7→ [x = H , y = L]  let z = [[p.y ⇐ ]]H,L,∅ in [[p.y ⇐ ]]L,L,∅
p 7→ [x = H , y = H ]  [[p.y ⇐ ]]L,L,∅
p 7→ [x = H , y = L]  pL,L
?
?
?
?
Figura 6.1: Sistema di transizioni astratto
p 7→ [x = 1H , y = 3L]  [[let z = if p.x then p.y ⇐ 0 else
p.y ⇐ 1 in p.y ⇐ 2]]L,L,∅
Se ad esso applichiamo la funzione di astrazione αs al precedente statement,
otteniamo:
p 7→ [x = H , y = L]  [[let z = if p.x then p.y ⇐  else
p.y ⇐  in p.y ⇐ ]]L,L,∅
In figura 6.1 e` rappresentato il sistema di transizioni generato a partire da ta-
le statement. Nell’unica configurazione terminale compare uno store sicuro e
quindi il programma viene certificato dalla nostra analisi come sicuro, secondo
la definizione Sicurezza debole. Inoltre, poiche` non compaiono cicli termi-
nali, il programma viene certificato come sicuro anche secondo la definizione
Sicurezza forte.
Il programma
(thread 1)if a=0 then b:=1 else b:=0
(thread 2)(while b=0 do skip); c:=1
non e` sicuro nel caso in cui le variabili a e b siano di livello alto e c di livello
basso; la sua codifica nel calcolo a oggetti e` la seguente:
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p1 7→ [a = 0
H , b = 0H , c = 0L]  p2 7→ [sinc = ς(y)if p1.b then y.sinc else 1
L] 
[[(if p1.a then p1.b ⇐ 1 else p1.b ⇐ 0)  let x = p2.sinc in c ⇐
1]]L,L,∅
Nel sistema di transizioni astratto (rappresentato in parte e apprrossimativa-
mente in figura 6.2) vi sono configurazioni terminali con store che hanno va-
riabili di livello basso con un contenuto di livello alto e quindi tale programma
non viene certificato.
Se la variabile c fosse di livello alto, il programma sarebbe sicuro, infatti
non vi sarebbe alcun metodo che rappresenta variabili di livello basso e quindi
ogni configurazione terminale avrebbe uno store sicuro. Solo una delle analisi
basate sui tipi riesce, in questo caso, a certificare il programma come sicuro
[27].
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p1 7→ [a = H , b = H , c = L]  p2 7→ [sinc = ς(y)if p1.b then y.sinc else L] 
[[(if p1.a then p1.b⇐  else p1.b⇐ )  let x = p2.sinc in p1.c⇐ ]]
L,L,∅
(if H,L then [[p1.b⇐ ]]
L,L,∅
else [[p1.b⇐ ]]
L,L,∅
)  [[let x = p2.sinc in p1.c⇐ ]]
L,L,∅
if [[p1.a]]
L,L,∅ then [[p1.b⇐ ]]
L,L,∅ else [[p1.b⇐ ]]
L,L,∅

let x = [[if p1.b then p2.sinc else  ]]
L,L,{(p2.sinc,L)} in [[p1.c⇐ ]]
L,L,∅
if H,L then [[p1.b⇐ ]]
L,L,∅
else [[p1.b⇐ ]]
L,L,∅

let x = [[if p1.b then p2.sinc else  ]]
L,L,{(p2.sinc,L)} in [[p1.c⇐ ]]
L,L,∅
[[p1.b⇐ ]]
H,L,∅
 let x = if H,L then [[p2.sinc]]
L,L,{(p2.sinc,L)} else [[ ]]L,L,{(p2.sinc,L)} in [[p1.c⇐ ]]
L,L,∅
p
H,L
1  let x = [[p2.sinc]]
H,L,{(p2.sinc,L)} in [[p1.c⇐ ]]
L,L,∅
p
H,L
1  let x = if 
H,H then [[p2.sinc]]
H,L,{(p2.sinc,L),(p2.sinc,H)} else
[[ ]]H,L,{(p2.sinc,L),(p2.sinc,H)} in [[p1.c⇐ ]]
L,L,∅
p
H,L
1  let x = 
H,H in [[p1.c⇐ ]]
L,L,∅
p
H,L
1  [[p1.c⇐ ]]
L,H,∅
p1 7→ [a = H , b = H , c = H ]  p
H,L
1  p
L,H
1
?
?
??
?
?
?
?
?
?
?
ﬀ
Figura 6.2: Sistema di transizioni astratto
Capitolo 7
Conclusioni
Nella tesi e` stato introdotto un calcolo a oggetti imperativo non tipato il quale
e` stato successivamente arricchito con operatori per la concorrenza. La sin-
tassi di questo calcolo viene ulteriormente arricchita in modo da mantenere
l’informazione riguardo il livello di sicurezza in cui gli statement vengono ese-
guiti: questa scelta e` dovuta al fatto che la semantica viene fornita attraverso
trasformazioni della sintassi. I livelli di sicurezza sono necessari per la verifica
della proprieta` di flusso di informazione sicuro nei programmi; utilizzando la
tecnica dell’interpretazione astratta, viene fatta una analisi volta a stabilire in
maniera approssimata e finita se un programma possiede la proprieta` di non-
interferenza. A tal fine viene definita una semantica concreta che considera
anche i livelli di sicurezza. Vengono definiti i domini concreto e astratto e, per
garantire la correttezza dell’analisi, tra di essi viene stabilita una inserzione di
Galois e gli operatori astratti vengono definiti in modo che siano localmente
corretti. Il dominio semantico astratto e` progettato in modo tale che la pro-
prieta` di interesse possa essere analizzata in maniera finita: per questo motivo i
livelli di sicurezza vengono mantenuti negli statement astratti, mentre i numeri
interi vengono collassati in un unico valore.
L’utilizzo della tecnica dell’interpretazione astratta garantisce migliori ri-
sultati rispetto alle analisi basate sui tipi, infatti la classe di programmi che
vengono certificati dalla nostra analisi include la classe di programmi certificati
mediante tali analisi.
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