We prove surjectivity result in Fréchet spaces of Nash-Moser type. That is, with uniform estimates over all seminorms.
Introduction
Moser Theorem to one of the central concepts in Variational Analysis, namely metric regularity, e.g [8] . Of course, such relationship is already shown in [7] . In short, we show that the standard assumptions of Nash-Moser Theorem imply a kind of weak metric regularity of the map. It is interesting that the latter in turn implies metric regularity in one of the possible metrics for the Fréchet space.
In the important case of infinitely smooth functions the conclusions are more tight: in fact as tight as might be reasonably expected, for example we get regularity instead of weak regularity.
It is a feature of our method that it makes crucial the use of the abstract iteration scheme developed in [9] .
However, non-autonomous tameness estimates as in [3] will be subject of future work.
To give the reader some immediate flavour of the results presented here, we will now state one of them fashioned after [2, Theorem 1] . In this way it will also be easier to compare the result to what is already established.
We call CI space (from C-Infinity) any X = ∩ ∞ 0 X n , where (X n , · n ) are nested Banach spaces: X n+1 ⊂ X n , such that the identity operator from X n+1 into X n is compact. As the notion suggests, we mostly have in mind C ∞ (Ω), where Ω ⊂ R n is compact domain. Assume that there are c > 0 and d ∈ {0} ∪ N, such that for each x ∈ X and v ∈ Y ∃u ∈ X : f ′ (x)u = v and u n ≤ c|v| n+d , ∀n ≥ 0.
Then for each y ∈ Y there is x ∈ X such that f (x) = y and x n ≤ c|y| n+d , ∀n ≥ 0.
Comparing this statement to [2, Theorem 1], we note that our assumptions on X are much more restrictive. Nonetheless, they include the most important cases of infinitely smooth functions on compacts. On the other hand, we do not bound the norms of the derivatives and do not require the existence of left inverse of these derivatives.
The most significant difference is that in the conclusion we have estimates for all norms simultaneously.
The article is organized as follows. In the next section we give the precise statements of all our main results. In Section 3 we establish the technical tools we will be using. In Section 4 we recall the iteration method we use for approximately solving the equations. Finally, proofs are given in Section 5.
Statements of the Main Results
Recall that Fréchet space (X, · n ) is a linear space X with a collection of seminorms · n , n = 0, . . . , ∞, which is separating, that is, x n = 0, ∀n, if and only if x = 0. Moreover, equipped with the metric
(X, ρ X ) must be complete metric space. Denote (as somewhat standard)
that is, R ∞ + is the cone of all positive sequences indexed from 0 on.
Perhaps the most used example of Fréchet space is X = C ∞ (Ω), where Ω is a compact domain in R n . Such spaces are 'tame' in many aspects. The one we focus on, see Corollary 4, is that Π s are compact for all s ∈ R ∞ + . For a proof see Proposition 15. Definition 2. Let (M i , ρ i ), i = 1, 2, be linear metric spaces,
be a multi-valued map, and A ⊂ M 1 be a non-empty set. For (x, y) ∈ Gr F := {(x, y) :
The above notion -which essentially is defined in [4] -extends the so called contingent, or graphical, derivative usually denoted by DF (x, y), see [8, pp.163, 202] . In the annotation of [4] and if (X, · ) is a normed space, we have that the contingent variation
For a point y and a non-empty set C in M 2 , let us define [y, y + C] := {y + tc : c ∈ C, t ∈ [0, 1]}.
We are ready to formulate our first cornerstone result. 
It easily follows that if Π s (X) is compact, then the conclusion of Theorem 3 holds without closure as we prove in the following corollary.
Corollary 4. Let the assumptions of Theorem 3 hold and let, moreover, Π s (X) be compact.
Then
To motivate the following definitions, let us recall Definition 2.35 from [8, p. 
whenever (x, y) ∈ Gr F , x ∈ U, y ∈ V and t < γ(x). Restricted γ-openness at linear rate of F is equivalent to its restricted γ-metric regularity (see [8] ). The multi-valued map F : X ⇒ Y is said to be Π-surjective on (U, V ) if there is a constant κ > 0 such that whenever (x, y) ∈ (U × V ) ∩ Gr F and s ∈ R ∞ + are such that x + Π s (X) ⊂ U, it holds that
We will need also the following straightforward weakening of the above notion. The multi-valued map F : X ⇒ Y is said to be weakly Π-surjective on (U, V ) if there is a constant κ > 0 such that whenever (x, y) ∈ (U ×V )∩Gr F and s ∈ R ∞ + are such that x + Π s (X) ⊂ U, it holds that
It is not clear whether weak Π-surjectivity is equivalent to Π-surjectivity. However, we have the following implication. If the multi-valued map F : X ⇒ Y with closed graph is weakly Π-surjective on (U, V ) then there is θ > 0 such that
That is, F is restrictedly γ-open at liner rate on (U, V ) for γ(x) = m U (x).
In this context, Theorem 3 easily yields another of our main results, namely 
Preliminaries
We use closed balls, so B X is the closed unit ball of the Banach space X, that is, B X := {x ∈ X : x ≤ 1}, while for a metric space (M, ρ) B ρ (x; r) := {y ∈ M : ρ(x, y) ≤ r}.
We recall for future use Ekeland variational principle (e.g. Phelps [10, p.45] ). Let f be a proper lower semicontinuous function from a Banach space X into R ∪ ∞. Let f be bounded below and ε > 0,ŷ ∈ dom f be such that f (ŷ) ≤ inf f + ε. Then for each λ > 0 there isx ∈ dom f such that:
The following is well-known.
Moreover, X is locally convex.
For local convexity it is then enough to show that for any c ∈ (0, 1) the level set {x : ρ X (0, x) < c} is convex. But (1) implies that this set is
the last equality because if 2 −n ≤ c then the corresponding set is equal to X.
x n < c and the set of solutions to the latter inequality is convex.
The next statement is a basic exercise in Functional Analysis.
Lemma 10. Let (X, ρ) be a locally convex space with shift-invariant metric ρ. Then for each fixedx ∈ X there is an equivalent shift-invariant metricρ such thatρ (0, tx) = |t|, ∀t ∈ R.
Proof. Ifx = 0 there is nothing to prove, so letx = 0. Since X is locally convex, by Hahn-Banach Theorem (see e.g. [6] ) there is a continuous linear functional p on X such that p(x) = 1. Definē
andρ(x, y) :=ρ(0, x − y). Thenρ is shift-invariant by construction and it is easy to check thatρ(0, tx) = |p(tx)| = |t||p(x)| = |t|.
Since p is continuous, it is clear that if
For a Fréchet space (X, · n ) also define (recall (2)) Π s (X) := {x ∈ X : x n ≤ s n , ∀n ≥ 0}, and
We will now discuss some properties of the structure thus introduced to be used in the sequel.
What is obvious is that if x ∈ X and s = (
where ρ X is defined by (1) .
The following is one of the key relations in the approach we present.
Lemma 12. If (X, · n ) is Fréchet space and ρ X is defined as in (1), then
for any s ∈ R ∞ + and any c ≥ 1. Proof. Fix arbitrary s ∈ R ∞ + and c ≥ 1. Set g(t) := t 1 + t , t ≥ 0, so ρ X (0, x) = max n≥0 2 −n g( x n ) and |s| = max n≥0 2 −n g(s n ). From the concavity of g and g(0) = 0 it follows that g(t) = g(c
which, of course, can be checked just as well directly. If x ∈ cΠ s (X) then x n ≤ cs n and then g( x n ) ≤ g(cs n ), because g is increasing. From (4) it follows that g( x n ) ≤ cg(s n ) and, therefore,
It is easy to check that Π s (X) is closed in X, because of
so the inequalities · n ≤ s n are preserved by ρ X -convergence. We will need the following estimate.
Lemma 13. Let (X, · n ) be a Fréchet space and ρ X be defined as in (1) .
for t small enough.
Lemma 14. Let (X, · n ) be Fréchet space, let s ∈ R ∞ + be such that supp s = ∅ and let X s be defined by (3) . For x ∈ X s define
Then Π s (X) is the unit ball of the norm · s and (X s , · s ) is a Banach space.
Proof. It is clear that · s is a norm on X s and that its unit ball is Π s (X).
To prove that (X s , · s ) is a Banach space, let us take a · s -Cauchy
is · s -bounded and by multiplying it by suitable positive constant we may assume without loosing generality that (
For any t > 0 and for all k and m large enough x k − x m ∈ tΠ s (X). From Lemma 13 it follows that (x k ) ∞ k=1 is also ρ X -Cauchy and, therefore,
is in the ρ X -closed set εΠ s (X) and ρ X -converges to x m −x. This means that x m −x ∈ εΠ s (X), or, equivalently,
The next result is straightforward.
Proposition 15. Let X be a CI space. If X = ∩ ∞ 0 X n , where (X n , · n ) are nested Banach spaces with compact embedding X n+1 ֒→ X n , then (X, · n ) is a Fréchet space and, moreover, Π s is compact for each s ∈ R ∞ + . Proof. If a sequence is Cauchy in X then it will be Cauchy and, therefore, convergent in each of X n 's, so also convergent in X. Therefore, X is complete.
It is clear that
is closed. We will show that it has finite ε-net for each ε > 0.
To this end fix ε > 0 and let k be so large that for
and ρ X defined by (1) it is fulfilled that
Since · k is stronger than · 1 , . . . , · k−1 , the metric ρ k (x, y) defines the same topology on X k . Since by assumption s k+1 B X k+1 is a compact subset of X k , there is a finite ε-net to s k+1 B X k+1 in (X k , ρ k ). That is, there are a
From (5) it follows that (a i ) i∈I is a 3ε-net to Π s in (X, ρ). Let for some α > 0 it hold that
for all (x, y) ∈ Gr F ∩ (U × V ) and r < m U (x) := dist(x, M 1 \ U). Then for some β > 0 it holds that
Proof. Fix arbitrary (x 0 , y 0 ) ∈ Gr F ∩ (U × V ). Let r > 0 be such that r < m U (x 0 ), so B ρ 1 (x 0 , r) ⊂ U. It is clear that
is complete in the product metric
Take arbitrary λ ∈ (0, α), set β := λα λ + 2α and then take ε := λ −1 βr.
Observe that β < λ and ε < r. Fix arbitrary ξ ∈ B ρ 2 (y 0 ; λε) ∩ V . Define g : M → R by g(x, y) := ρ 2 (y, ξ).
Then g ≥ 0 and g(x 0 , y 0 ) ≤ λε. By Ekeland Variational Principle there is (
We have that
For any x ∈ B ρ 1 (
This means that there is a sequence (u k , v k )
Since ξ ∈ B ρ 2 (y 0 ; λε) ∩ V was arbitrary, B ρ 2 (y 0 ; λε) ∩ V ⊂ F (B ρ 1 (x 0 ; ε)). Since λε = βr and ε ≤ r we conclude that
LOEV Principle
In [9] we have established the so called Long Orbit or Empty Value (LOEV) Principle and we have used it there for getting surjectivity results in Banach spaces.
Let (M, ρ) be a complete metric space. Let S : M ⇒ M be a multi-valued map. We say that S satisfies the condition ( * ) if x / ∈ S(x), ∀x ∈ M, and whenever y ∈ S(x) and lim n x n = x, there are infinitely many x n 's such that y ∈ S(x n ).
The following slight modification of LOEV Principle is proved here by a minor alteration of the original proof in [9] . We give this proof only for the sake of completeness.
Theorem 17. Let (M, ρ) be a complete metric space and let S :
If x 0 ∈ M then one of the conditions (a), (b1) and (b2) below is true ((a) corresponds to infinite length orbit while (b1) and (b2) correspond to finite length orbit).
(a) There are x i ∈ M, i = 1, 2, . . ., such that
(b1) There are x i ∈ M, i = 0, 1, 2, . . . , n, such that
(b2) There are x i ∈ M, i = 1, 2, . . ., such that
Proof. We can construct finite or infinite orbit (x i ) i≥0 ⊂ M by the following procedure. If x 0 , x 1 , . . . , x i are already chosen, then either S(x i ) = ∅, which means that
If we end up with infinite orbit then either (a) is fulfilled, or
In the latter case, lim i ρ(x i , x i+1 ) = 0 and from (7) it follows that s i → 0. Assume that S(x) = ∅. Takeȳ ∈ S(x). By ( * ) we have ρ(ȳ,x) > 0 andȳ ∈ S(x i ) for infinitely many i's. By the definition of s i we have that s i ≥ ρ(ȳ, x i ) for infinitely many i's. Passing to limit over the latter subsequence we get 0 ≥ ρ(ȳ,x) > 0. Contradiction. Hence S(x) = ∅ and then x ∈ M ′ . Thus, (b2) is fulfilled.
We apply LOEV principle to prove the following proposition that we will need in the sequel. 
Proof. Obviously, we may assume thatȳ = 0. From Lemma 10 it follows that there is no loss of generality if we assume that the metric ρ is such that
Fix arbitrary ε 1 > 0.
Fix one such ε and take µ > σ such that µ(1 − ε) < σ.
Then M is complete in the product metriĉ
We claim that S(x, y) = ∅ for all (x, y) ∈ M ′ , where
, by definition there are h n ∈ X such that h n ≤ σ, z n ∈ G(x + s n h n ) and
So, for n large enough, s n ∈ (0, ε), x + s n h n ∈ W , and ρ(z n − y, s nȳ ) < εs n . Also, s n σ ≥ s n h n = (x + s n h n ) − x . Therefore, s n µ > (x + s n h n ) − x||, so (x + s n h n , z n ) ∈ S(x, y) for all large enough n. By definition (x, y) / ∈ S(x, y). The other requirement of ( * ) follows by continuity: if (u, v) ∈ S(x, y) and (u n , v n ) → (x, y) then for the t corresponding to (u, v) in the definition of S(x, y), we will have t ∈ (µ −1 u − u n , ε) and ρ(v − v n − tȳ, 0) < εt for n large enough.
Thus S satisfies ( * ). Therefore, there is a S-orbit starting at (x 0 , y 0 ) which satisfies (a), (b1), or (b2) from Theorem 17. Denote this orbit by {(x i , y i )} i∈I , where (x i+1 , y i+1 ) ∈ S(x i , y i ).
For each n ∈ N such that {0, 1, . . . , n + 1} ⊂ I set
and note that from the definition of S we immediately get
On the other hand,
From shift-invariance of the metric ρ it follows that
If p n ≤ 1 − ε then from (10) it follows that
and x n+1 ∈ B
• X (x 0 ; σ); while from (11) it follows that y n+1 ∈ B ρ (y 0 + p nȳ ; εp n ).
Since y 0 + p nȳ ∈ [y 0 , y 0 +ȳ], because p n ∈ [0, 1], from (9) it follows that y n+1 ∈ V . Thus we see that
Assume that p n ≤ 1−ε for all n such that {0, 1, . . . , n+1} ⊂ I. Then from the above implication it follows that the orbit is contained in M ′ . Recalling the way it was chosen from LOEV Principle, the orbit must then satisfy (a) or (b2) from Theorem 17. In particular the orbit is infinite, thus I = {0} ∪N. From (10) it follows that
That is, the orbit's length
Hence the orbit fulfills (b2) from Theorem 17. Then (
Since p n is monotone increasing and bounded, p n → p ′ as n → ∞. Moreover, p ′ ∈ [0, 1 − ε] and y 0 + p ′ y ∈ [y 0 , y 0 + y]. For sufficiently large n, ρ(y ′ , y n+1 ) < ε 2 /2 and ρ(y 0 + p n y, y 0 + p ′ y) = ρ(0, (p ′ − p n )y) < ε 2 /2. Using these and (13) we get
Then from (9), we have that y ′ ∈ V . Passing to limit in (12) we obtain that
This contradicts (14). Hence the assumption is false and there must be some n 0 ∈ N such that p n 0 > 1 − ε.
As all t i ∈ (0, ε), there is m ≤ n 0 such that
It easily follows (see (12)) that
and from (11) and (15) it follows that ρ(y m+1 − y 0 , p mȳ ) ≤ εp m ≤ ε < ε 1 ; while from (8) and (15) it follows that ρ(p mȳ ,ȳ) = (1 − p m ) < 2ε < ε 1 . Therefore,
From (16) and (17) it follows that inf ρ (G(x 0 + σB X ), y 0 +ȳ) < 2ε 1 .
Since ε 1 > 0 was arbitrary, the claim follows. 
Proof of the Main Results
Then for all (x, y) ∈ Gr F such that x + Π s (X) ⊂ U, and [y, y + C] ⊂ V ,
Obviously, it is enough to prove that
for each fixedȳ ∈ C. We will apply Proposition 18 to the Banach space (X s , · s ), the metric space (Y, ρ Y ) and the map G : X s ⇒ Y defined by G(x) := F (x 0 + x), ∀x ∈ X s at the point (0, y 0 ) ∈ Gr G, whileȳ will play the same role. Obviously, [y 0 , y 0 +ȳ] = y 0 + [0, 1]ȳ ⊂ V and we will now translate and check the other assumptions of Proposition 18. In our case σ will be equal to 1 and the set W will be W :
Since B Xs = Π s (X), we have by definition
If y ∈ V and x ∈ B Xs = Π s (X), so x 0 + x ∈ U, we have by (18) that
Since the assumptions of Proposition 18 are satisfied, we apply it to get
which is (20) and the proof is completed.
Corollary 4. Let the assumptions of Theorem 3 hold and let, moreover, Π s (X) be compact. Then for all (x, y) ∈ Gr F , x + Π s (X) ⊂ U, and [y, y + C] ⊂ V ,
Proof. Fixȳ ∈ C. From the conclusion of Theorem 3 (see (19)) it follows that there exist x k ∈ Π s (X) and y k ∈ F (x + x k ) such that y k → y +ȳ as k → ∞.
Since Π s (X) is compact, there is a subsequence (x km ) ∞ m=1 such that lim m→∞ x km =x ∈ Π s (X).
Thus, x+x km → x+x, as m → ∞, and since Gr F is closed, (x+x, y+ȳ) ∈ Gr F . 
Then F is weakly Π-surjective on (U, V ) with constant κ.
Proof. There is nothing to prove if Gr F ∩ (U × V ) = ∅.
Otherwise, take any (x, y) ∈ Gr F ∩ (U × V ) and then fix s ∈ R ∞ + such that x + Π s (X) ⊂ U and y + κΠ s (Y ) ⊂ V . Set C := κΠ s (Y ) ∩ {V − y}, that is, y + C = {y + κΠ s (Y )} ∩ V .
Then, (21) yields
Since y + C ⊂ V and tC ⊂ C for all t ∈ [0, 1], because C is convex and 0 ∈ C, we have that y + tC ⊂ V for all t ∈ [0, 1], hence [y, y + C] ⊂ V . We see that all assumptions of Theorem 3 hold, and, therefore,
That is,
and F is weakly Π-surjective on (U, V ) with constant κ.
In the case when all Π s (X), s ∈ R ∞ + are compact, we apply Corollary 4 in a similar way. That is, F is restrictedly γ-open at liner rate on (U, V ) for γ(x) = m U (x).
Proof. Let F be weakly Π-surjective on (U, V ) with constant κ.
Fix α > 0 such that α < min{1, κ}.
Let (x, y) ∈ Gr F be such that x ∈ U and r < m U ( Assume that there are c > 0 and d ∈ {0} ∪ N, such that for each x ∈ X and v ∈ Y ∃u ∈ X : f ′ (x)u = v and u n ≤ c|v| n+d , ∀n ≥ 0.
