Bond-order potentials (BOPs) provide a local and physically transparent description of the interatomic interaction. Here we describe the efficient implementation of analytic BOPs in the BOPfox program and library. We discuss the integration of the underlying non-magnetic, collinear-magnetic and noncollinear-magnetic tight-binding models that are evaluated by the analytic BOPs. We summarize the flow of an analytic BOP calculation including the determination of self-returning paths for computing the moments, the self-consistency cycle, the estimation of the band-width from the recursion coefficients, and the termination of the BOP expansion. We discuss the implementation of the calculations of forces, stresses and magnetic torques with analytic BOPs. We show the scaling of analytic BOP calculations with the number of atoms and moments, present options for speeding up the calculations and outline different concepts of parallelisation. In the appendix we compile the implemented equations of the analytic BOP methodology with references to the original works and comments on the implementation.
I. INTRODUCTION
A key requirement for reliable atomistic simulations is a robust description of the interatomic interaction. Density-functional theory (DFT) calculations provide a reliable treatment of the bonding chemistry in many systems but the accessible length-and time-scales are limited due to the computational effort. Larger systems and/or longer time scales become accessible by coarsegraining the electronic structure in DFT to the tightbinding (TB) approximation and further on to the analytic bond-order potentials (BOPs) [1] [2] [3] [4] [5] . This leads to a transparent and intuitive framework for modelling the interatomic interaction, including covalent bond formation, charge transfer and magnetism.
The analytic BOPs
2,4 are closely related to the numerical BOPs 6 as discussed in Refs. 7, 8 . Both have been applied in simulations of different materials, see Ref.
9 for an overview. Here we describe the implementation of analytic BOPs in the software package BOPfox 10 . BOPfox has already been used in several publications 8, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and is being continuously extended and optimised. We point out similarities of TB/BOP calculations and computations carried out using other electronic structure methods, and discuss the peculiarities of analytic BOPs in detail.
In Sec. II we outline the program flow of TB/BOP calculations in BOPfox. Section III is devoted to the discussion of the performance with regard to scaling, speed-up and parallelisation. The full set of equations that is evaluated during an analytic BOP calculation is compiled in the appendix with details of the implementation and references to the original derivations.
II. PROGRAM FLOW A. Overview
The typical flow for computing the bond energy with a non-magnetic analytic BOP is sketched in Fig. 1 and discussed in detail in the following. The real-space BOP calculations can easily be complemented by reciprocalspace TB calculations that act on the same Hamiltonian matrix elements.
B. Input files
The initial stage of TB and BOP calculations in BOPfox is (i) reading the central control file (infox.bx), (ii) the specified structure file (default: structure.bx) and (iii) the specified model file with the TB/BOP parameters (default: models.bx). The presently available TB/BOP models in BOPfox include parameters for magnetic calculations for Fe 19, 27, 28 , Fe-C 35 . The set of TB/BOP parametrisations available in BOPfox is being constantly extended. Hamiltonian (H iαjβ in Fig. 1 ), interference paths (ξ (n) iαjβ in Fig. 1 ) and transfer paths (T (n,m) iαjβ in Fig. 1 ). The second, long-range neighbour-list is used for the evaluation of the repulsive energy.
D. Hamiltonian
For each pair of atoms, the Hamiltonian matrix elements H iαjβ are constructed (Eq. A12) with the specified tight-binding model and rotated to the global coordinate system (Eq. A14). TB/BOP calculations taking into account collinear or non-collinear magnetism use Hamiltonians with spin-dependent onsite levels as given in Eq. A16 and A17, respectively. The implementation of collinear magnetism in BOPfox uses a loop over the ↑ and ↓ spin channels. The calculations for the individual spin channels are very similar to non-magnetic BOP calculations. The similar processes involved in noncollinear magnetic calculations, collinear magnetic calculations and non-magnetic calculations (see C) allow reuse of large portions of the code for each type of calculation. Switching the implementation to non-collinear magnetism is controlled by a preprocessor flag in the Makefile that includes the relevant parts of the source code.
E. DOS and Fermi energy
A key difference between the TB and BOP implementations is the calculation of the local density of states (DOS) n iα (E): (i) In analytic BOP calculations the pairwise H iαjβ are used to construct n iα (E) in real space as outlined in B 1. (ii) In TB calculations the H iαjβ are used to generate a system-wide Hamiltonian that is diagonalised in reciprocal space using LAPACK routines 36 . The local DOS n iα (E), whether obtained using TB calculations in reciprocal space or using BOP calculations in real space, is integrated up to the Fermi energy E F . The Fermi energy is determined by the bisection method to match the sum of electrons in all orbitals with the total number of electrons in the system.
F. Self-consistency
The onsite levels H iαiα are optimised in the selfconsistency loop (Eq. A29 or Eq. A28) until the contributions to the binding energy (Eqs. A1-A10) and the forces (Eq.C14) can be computed. The self-consistency condition in TB and BOP calculations is approached iteratively just like in other electronic structure methods. The onsite levels E (n+1) iα of step n + 1 in the self-consistency loop are computed according to Eqs. A29 and A28 from n (n) iα (E) that was obtained for the Hamiltonian with onsite levels E (n) iα . With the new E (n+1) iα , the Hamiltonian is updated and the new n (n+1) iα (E) is computed. In BOPfox, the input and output values of the onsite levels can be mixed (i) linearly, (ii) with the Broyden method 37 , (iii) with the FIRE algorithm 38 or (iv) with molecular-dynamics of onsite levels using a damped Verlet algorithm. In all mixers, the self-consistency loop is carried out until the specified convergence limit or maximum number of steps is reached. The convergence behaviour of the different mixers depends on the particular system at hand, particularly for magnetic systems 39 . In structure relaxations and molecular-dynamic simulations, the computational cost for self-consistency can be significantly reduced by using the final onsite levels of previous atomic positions as initial values in the selfconsistency loop for new atomic positions.
G. Energy and force contributions
In TB, the bond energy is obtained by integrating the local electronic DOS n iα (E) of the eigenvalues, which result from diagonalisation of the Hamiltonian, with the Methfessel-Paxton scheme 40 or the improved tetrahedron method 41 . In analytic BOP, the bond energy is determined analytically from the local electronic DOS n iα (E) and the Fermi energy E F , see A.
In both TB and BOP calculations, the forces can be used for structural relaxation and molecular-dynamic simulations within BOPfox. The computational effort of energy and force calculations with analytic BOPs is largely dominated by the evaluation of interference paths (Eq. B19) and transfer paths (Eq. C6). The theoretical scalability of the computational effort with respect to the number of atoms and the number of moments is discussed in a detailed complexity analysis and systematic benchmarks in Ref. 23 . For typical choices of the number of moments, the complexity of the calculations increases with a power law with an exponent of approximately 4.5. The implementation of analytic BOPs in BOPfox reaches this theoretical scaling limit 23 . The increase in the computational effort with the number of atoms is linear (Fig. 3) due to the use of linear-scaling linked-cell lists and the locality of the BOP expansion. 24 .
B. Speed-ups
BOPfox provides several options to accelerate the energy and force calculations with analytic BOPs:
(i) The interference paths that are determined to evaluate the moments of the DOS are also needed to compute the bond-order type termΘ iανjβµ for the self-consistency (Eq. A28) and the forces (Eq. C14). An obvious approach to improve the computational speed is therefore to store the interference paths. The resulting increase in memory limits this optimisation to moderate system sizes.
(ii) The self-consistency cycle involves the modification of onsite levels E iα which necessitates the repeated computation of new interference paths (Eq. B22). This can hardly be avoided. However, small changes in the local atomic structure typically lead to only small changes in the self-consistent onsite levels. Hence for relaxations and molecular dynamic simulations, the computation time can be reduced by initializing the onsite levels to the values of the previous step. For sufficiently small steps this can give significant speed-ups in successive self-consistent energy or force evaluations as fewer self-consistency steps need to be carried out.
(iii) In many cases the interatomic interaction is dominated by the influence of the local environment of a given atom rather than effects due to atoms located further away. In the BOP framework, this expected shortsightedness of the interaction corresponds to a greater importance of the interference paths which sample the nearby environment as compared to those that reach out to more distant atoms. A straight-forward improvement in performance is, therefore, to introduce a maximum radius for the interference paths. In this way the immediate neighbourhood is fully sampled, while the paths that reach beyond a specified maximum radius are neglected. This introduces an additional level of approximation.
C. Parallelisation
The computation of forces and energies using analytic BOPs is perfectly suited for execution in a parallel fashion. BOPfox provides different concepts of parallelisation. Here we provide only an overview, the details and performance analysis are discussed in detail in the respective references given below. Switching between different parallelisations is performed during compilation time with preprocessor flags.
(i) The shared-memory parallelisation based on OpenMP provides a straight-forward parallelisation of the loops for computing the interference paths (Eqs. B23-B25) and the transfer matrices (Eqs. C6-C9). In this implementation all operations make use of the same arrays which are allocated for the whole simulation cell. Therefore the maximum size of the simulation cell is limited by the available memory.
(ii) The shared-memory parallelisation 24 based on MPI uses a TODO list of operations that is distributed to different threads. As for the shared-memory OpenMP parallelisation, the working arrays are allocated for the whole simulation cell which leads to a memory limitation. This parallelisation approach is also suitable and implemented for GPU processing.
(iii) The distributed-memory parallelisation 24 based on MPI performs a domain decomposition of the simulation cell and thereby reduces the memory required per thread of the parallel execution. This implementation was optimised to reduce communication and to avoid redundant operations due to the overlap of interference-path calculations in the distributed domains. The implementation in BOPfox reaches excellent strong-scaling (Fig. 4, top) , i.e. a linear decrease of the computation time for a fixed system size with the number of processes. At the same time it also shows excellent weak-scaling (Fig. 4, bottom) , i.e. a constant execution time for increasing system size at a constant number of atoms per process.
(iv) The hybrid parallelisation 25 is a combination of shared-memory and distributed-memory parallelisation that was developed to make use of the multiple-core CPU architectures and multi-threading-capabilities of modern supercomputers. Here, the system is decomposed into domains that are distributed to different nodes using MPI. On each node the operations are then carried out on the same memory using OpenMP.
IV. CONCLUSIONS
The BOPfox program package provides an implementation of analytic bond-order potentials for non-magnetic, collinear-magnetic and noncollinear-magnetic calculations. It computes analytic forces, stresses and magnetic torques. For completeness, we compiled the implemented equations of the analytic BOP with references to the original works and comments on the implementation in the appendix.
The implementation is highly efficient and provides linear scaling of the computation time for energies and forces with the number of atoms. The different parallelisations allow to run the calculations with optimum use of the hardware resources for a given problem size. The program can be compiled as standalone program or as library with an API for linking with an external software. 
Energy contributions
The TB and BOP calculations within BOPfox are based on the TB bond model 50 that can be obtained as a second-order expansion of the DFT energy 4 . In the absence of external fields the total binding energy is given by
The covalent bond energy U bond summarizes the energy that originates from the formation of chemical bonds between the atoms. Its onsite representation
is the integral of the local electronic DOS n iαν (E) up to the Fermi energy E F for each orbital α and spin ν of atom i with onsite level E iαν . The equivalent intersite representation
is expressed in terms of the density-matrix elements n iανjβµ that are identical to the bond order Θ iανjβµ (φ F ) aside from a factor of two for non-magnetic systems. The bond integrals 4,51
include the Hamiltonian matrix elements H iανjβµ and overlap matrix elements S iανjβµ 5 . The promotion energy U prom accounts for the redistribution of electrons across orbitals upon bond formation. For a chargeneutral atoms it is given by
with (0) indicating the non-magnetic free atom as reference and the number of electrons
The deviation from charge-neutral atoms upon bond formation leads to charges
The energies associated with charge redistribution are approximated to depend only on the total atomic charge
The energy to charge an atom is given by the onsite ionic energy
that is determined by the electronegativityĒ i and the resistance against charge transfer J ii that is related to the Hubbard U 52 . The interaction of the charged atoms is given by the intersite electrostatic energy
with the Coulomb parameter J ij . The repulsive energy U rep includes all further terms of the second-order expansion of DFT 5 and is usually parametrised by empirical functions. The exchange energy U X due to magnetism is approximated by the typically dominating onsite contributions
with m i the magnetic moment and I i the Stoner exchange parameter of atom i.
Hamiltonian a. Construction
For each interacting pair of atoms i and j with orbitals α and β, the structure of the pairwise Hamiltonian H (b) iαjβ in the coordinate system of the bond is given by
for the general case of an spd-valent atom i interacting with an spd-valent atom j where the superscript (b) indicates the coordinate system of the bond. For combinations of atoms with fewer types of valence orbitals to be considered, the Hamiltonian reduces accordingly.
The values of H (b)
iαjβ are determined for the interatomic distance r ij = |r ij | = |r i − r j | from the values of the distance-dependent bond integrals β iαjβ (r ij ). The functional form of β iαjβ (r ij ) depends on the model, for example, power-law, exponential, and Goodwin-SkinnerPettifor 53 type, depending on the specific TB/BOP model. The interaction range can be smoothly forced to zero at r cut by multiplication of β iαjβ (r ij ) with a cosine function
For each bond, the pairwise Hamiltonian initialised in the bond coordinate system is rotated to the global coordinate system
using rotation matrices R(θ ij , φ ij ) with Euler angles θ ij and φ ij determined from the orientation of the bond r ij in the global coordinate system.
b. Magnetism
Magnetism enters the Hamiltonian H iαµjβν via the explicit spin-dependence of the onsite levels E iαµν 4 . The spin indices µ and ν span the four quadrants of neighbouring electron spin ↑↑, ↑↓, ↓↑ and ↓↓. The global onsite-level matrix of orbitals α of atom i
with onsite levels
depends on the non-magnetic onsite levels H
for a magnetic moment of
In the case of non-collinear magnetism 21 , the axis of spin quantization is different for different atoms i. However, with a unitary transformation U iα , the diagonal form of E iα can be enforced
by a rotation into a local coordinate system that is oriented along the local magnetic moment. The transformation matrix U iα is defined 55 in terms of the angle α between the z direction in the global space, s z , and the direction of the local magnetic moment, s iα
and a vector n iα that is orthogonal to s z and s iα . A computationally convenient way to express the transformation matrix is
with the identity matrix 1 and the vector of Pauli spin matrices σ.
c. Screening
The analytic BOP calculations in BOPfox employ orthogonal TB models that can be obtained by approximate transformations of non-orthogonal TB models. This transformation leads to an environment dependency of the bond integrals β iαjβ (r ij ) in the orthogonal TB model 56 in terms of screening by environment atoms k with orbitals γ.
The transformation to an orthogonal basis is achieved by a Löwdin transformation
The diagonal elements of the overlap matrix are one, it can therefore be written as
where O ij = S ij for i = j and zero otherwise. Similarly, we can write
by using the first-order approximation
In this first-order approximation, the screened orthogonal Hamiltonian matrix elements are given as
where the bond between atoms i and j is screened by atom k. The matrices O iαjβ are constructed analogously to the Hamiltonian (Eq. A12) with pairwise distancedependent parametrisations. In BOPfox, the screening is implemented up to the linear term in S.
Self-consistency
The onsite levels E iα of the different atoms i in the system are optimised in a self-consistency loop in order to minimise the binding energy (Eq. A1). The target quantity ∆ SCF that is minimised with respect to onsite levels
can be expressed for the case of BOP calculations as
The bond-order like term Ξ (m−1,m) iαiα that includes gradients of the moments with respect to onsite levels is explained in detail in C.
The corresponding minimisation target for TB calculations is given by
Local-charge neutrality can be enforced by the alternative target quantity
or, implicitly, by large values of J iαiα . For non-collinear magnetism 21 , the gradient of the binding energy is taken with respect to local onsite levels E (local) iα (Eq. A19), i.e.,
with a unitary transformatioñ
Appendix B: Bond energy in analytic BOP
Density of states
In analytic BOP, the local density of states n iα ( ) required for the calculation of the bond energy (Eq. A2),
is determined analytically 2,4,5,58 using Chebyshev polynomials of the second kind P m ( ) (see B 2), structuredependent expansion coefficients σ 
with all other entries identical to zero. This Hamiltonian corresponds to a one-dimensional chain with only nearest-neighbour matrix elements, see Fig. 1 . that can be solved by recursion 60 using the Lanczos algorithm 61 to obtain the local DOS iα . In practice, the recursion is terminated at some level n by iα for m > n. This corresponds to taking the energy calculation to a local scheme which requires convergence with respect to n. In BOPfox the required recursion coefficients a iα for m > n can be taken (i) as constant, (ii) as weighted average and (iii) as oscillating.
Taking the recursion coefficients as constant values
corresponds to the so-called square-root terminator as the tail of the continued fraction can then be given analytically as a square-root function 62 . The different approaches to obtain the values of the asymptotic recursion coefficients a iα can be chosen to treat, e.g., systems with band-gaps 63 .
Chebyshev polynomials
The Chebyshev polynomials of the second kind in Eq. B1 are expressed as
(unless n < 0 or n > m when p mn = 0). They present the basis of the expansion of n iα (Eq. B1) 2 . The values of P m ( ) are computed iteratively
with P 0 = 1 and P 1 = 2 . The phase
transforms the Chebyshev polynomials
to sine functions with a corresponding DOS
This expression can be integrated to provide analytic expressions for the bond energy of orbital α of atom i,
the number of electrons
The structure-independent response functionŝ
with the Fermi phase
correspond to a weighting of the contribution of the structure-dependent expansion coefficients σ
to the bond energy.
Expansion coefficients and moments
The expansion coefficients
in Eq. B1 carry the information on the atomic structure in the normalised moments
with terminator coefficients a
iα of orbital α of atom i. The moments provide the direct link between the electronic structure, n iα (E), and the atomic structure by the moments theorem
This link is schematically illustrated in Fig. 2 for the second, third and fourth moment: The self-returning paths of length two, three and four in the atomic structures are linked to the root mean square width, the skewness and the bimodality of the electronic DOS, respectively. The relation between the moments and the atomic structure is established in the second equality by the selfreturning paths iα → j 1 β 1 → j 2 β 2 → ... → j n−1 β n−1 → iα from orbital α on atom i along orbitals β k of atoms j k (k = 1...n − 1). Each element of a self-returning path corresponds to the pairwise Hamiltonian matrices in the global coordinate system (Eq. A14) and carries information about the onsite level of atom i
and the interatomic interactions between the atomic orbitals on neighbouring atoms i and j
Higher moments correspond to longer paths and thus to a more far-sighted sampling of the atomic environment. As different crystal structures have different sets of selfreturning paths of a given length, the moments may be seen as fingerprint of the crystal structure 22,65 and used to construct maps of structural similarity 26 . The paths can be computed efficiently by realizing that (1) only the sum of all paths is relevant (Eq. B19) and that (2) the sums across the whole paths can be represented as sums along path segments. The path segments are the interference paths
of length n between atom i and j. The computation of interference paths can be simplified after realising that they can be (i) constructed iteratively
for all interaction neighbours k with orbitals γ, (ii) inverted in their direction by taking the transpose
and (iii) merged by multiplication of segments
of length 0 < l < n for all common endpoint atoms k with orbital γ. Using these properties, the summation of matrix multiplications along the individual self-returning paths can be decomposed to segments that represent summations of matrix multiplications along shorter partial paths. It is, therefore, not necessary to determine each possible path ξ
iαjβ between atoms i and j individually, but instead sufficient to determine the set of shorter segments that is needed for their construction. The implementation of this approach in BOPfox reaches the theoretical scaling limits of the required execution time and is discussed in detail in Ref. 23 . The relation between the moments and the electronic structure is due to the expansion coefficients a (n) iα and b (n) iα 66 . These coefficients determine the electronic structure in terms of n iα , the local DOS, as given in Eq. B2. The first four moments of the local DOS are given by
which is easily verified by identifying all self-returning paths of corresponding length in Fig. 1 . Vice-versa, the recursion coefficients can be determined from the moments 67, 68 for each iα by a n = and determined numerically from the recursion coefficients.
Damping factors
The damping factors g m in Eq. B1, together with approximate higher expansion coefficients, were introduced to suppress Gibbs ringing and ensure strictly positive values of the DOS 58 . Therefore the calculation of the DOS (Eq. B1) with expansion coefficients σ (m) iα from the moments up to m = n max (Eq. B17) is expanded up to n max + 1 < m < n exp with estimated higher expansion coefficients σ
The higher expansion coefficients σ
iα are obtained by the recursion relation
The relative importance of the higher, approximated expansion coefficients with respect to the lower, computed ones is balanced by the damping factors g m in Eq. B1 that vary smoothly from 1 to 0. In BOPfox, the Jackson kernel n max + 1 (B35) for an expansion m = 1 . . . n max is adapted to Chebyshev polynomials of the second kind by
as described in Ref.
58 .
Band-width estimates
The different terminators (Eqs. B3 and B4) of the continued fraction (Eq. B2) require the recursion coefficients a iα from estimates of the centre and the width of the DOS
The values of A iα for n levels of orbital α on atom i. The simple approximations are (i) the lowest computed recursion coefficients, i.e.,
(ii) the highest computed recursion coefficients
(iii) averaged values 19 similar to Haydock and Johannes 70 ,
(iv) the average band-centre with the band-width from the highest computed recursion level
or (v) lowest computed band-bottom and highest computed band-top
Further choices are (vi) the approach of Beer et al.
71
that minimises the band-width with preserved moments of the DOS and (vii) Gershogorin's theorem of circles that enclose the eigenvalues of a matrix 72 which leads to estimates of the band-edges
For testing purposes the user can also define (viii) global values of A (∞) and B (∞) that hold for all atoms.
Example with typical settings: bcc Ta
As an example of an analytic BOP calculation, we used the parametrisation of Ref.
17 to determine the DOS of bcc Ta shown in Fig. 3 . This non-magnetic BOP calcu- lation with a d-band model uses 9 moments (Eq. B19), a square-root terminator (Eq. B3), the Gershogorin bandwidth estimate (Eq. B47), and estimated expansion coefficients up to moment 200 (Eq. B34) that are damped with a Jackson kernel (Eq. B35). The DOS obtained by analytic BOP is in very good agreement with the TB reference (20×20×20 k-point mesh, tetrahedron integration). In both cases, the Fermi level is in the pseudo-gap of the bimodal DOS that is typical for bcc transition metals. The bandwidth of the DOS, as well as the position and height of the two most prominent peaks are well captured. The integrated DOS of analytic BOP is in excellent agreement with the TB reference which is the basis for reproducing DOS-integral quantities like the bond energy.
Appendix C: Forces and torques in analytic BOP
General binding-energy derivative
The minimisation of the binding energy in the selfconsistency cycle (see A 3) is based on the derivative of the binding energy with respect to onsite-levels E jβµ . The computation of forces and stresses requires the derivative of the binding energy with respect to the position r j , while determining the torques makes use of the derivative of the binding energy with respect to the spin orientation s jβµ of atom j. These are all specific examples of derivatives of the binding energy which can be written in a generic form as derivatives with respect to a general parameter Λ,
The total derivative of the bond energy U bond (Eq. A3) with respect to Λ is transformed to partial derivatives with respect to moments µ (n)
iαν and associated partial derivatives of the moments with respect to Λ. This allows the derivative of the bond energy to be expressed in the form of Hellmann-Feynman-type forces
with a bond-order-like term
Inserting E jβµ for Λ leads to the self-consistency condition of Eq. A28. Replacing Λ with r j or s jβ yields forces and torques as described in C 2 and C 3, respectively. The derivatives of U bond with respect to the moments
enterΘ iανjβµ as weights w
and are given in detail in C 4. This compact form leads to an efficient computation ofΘ iαjβ by
with transfer paths T (n,m)
iαjβ . The transfer paths are closely related to the interference paths (Eq. B19) and exhibit similar properties (Eqs. B23-B25). In particular, the transfer paths can also be (i) constructed iteratively
(ii) inverted by taking the transpose
and (iii) merged by a product rule 
Forces
Replacing the derivative d/dΛ in Eq. C1 with the gradient ∇ k leads to the analytic forces. With self-consistent onsite levels dU/dE iα = 0 (Eq. A28), the forces on atom k in TB and BOP calculations are given by 4, 19, 21 
(This expression also holds for non-collinear magnetism as there only the onsite levels are affected by the rotation 21 .) In TB calculations this expression corresponds to Hellmann-Feynman forces 73, 74 and
becomes the density matrix n iαjβ (Eq. A3). In analytic BOP calculations, in contrast, the approximate evaluation of the DOS means that a self-consistent set of charges and magnetic moments does not correspond to a stationary point in the BOP energy (as it does in DFT or TB approaches) 4 . However, taking exact derivatives of the energy with respect to atomic positions, this form can still be used to represent forces 4, 19 (Eq. C14) and stresses 30 . The contribution of the bond energy to the atomic virial stress is 
Torques
Inserting the local spin direction s iα for Λ in the general derivative (Eq. C1) leads to the torques, i.e., to the change in binding energy due to rotation of local spin directions. The derivatives of the rotation matrices can be taken into account by expressing the weights in terms of their local counterparts 
