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Abstract
We will introduce a notion of normal subshifts. A subshift (Λ, σ) is said to be
normal if it satisfies a certain synchronizing property called λ-synchronizing and is
infinite as a set. We have lots of purely infinite simple C∗-algebras from normal
subshifts including irreducible infinite sofic shifts, Dyck shifts, β-shifts, and so on.
Eventual conjugacy of one-sided normal subshifts and topological conjugacy of two-
sided normal subshifts are characterized in terms of the associated C∗-algebras and the
associated stabilized C∗-algebras with its diagonals and gauge actions, respectively.
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1 Introduction
In [19] (see also [32], [33]), W. Krieger and the author introduced the notion of λ-
synchronization for subshifts. The class of λ-synchronizing subshifts contains a lot of
important and interesting subshifts such as irreducible shifts of finite type, irreducible
sofic shifts, synchronizing subshifts, Dyck shifts, β-shifts, substitution minimal shifts and
so on. In this paper, we will introduce a notion of normal subshifts. A subshift Λ is
said to be normal if it is a λ-synchronizing subshift with its infinite cardinality as a set.
The class of normal subshifts is closed under topological conjugacy, and consists of ir-
reducible λ-synchronizing subshifts excluded trivial subshifts. An important property of
λ-synchronization is to have a minimal λ-graph system as its presentation. A λ-graph
system L introduced in [23] is a generalization of finite labeled graph. It presents a sub-
shift. Any λ-graph system presents a subshift, conversely any subshift can be presented
by a λ-graph system in a canonical way. The λ-graph system from a subshift in the
canonical construction is called the canonical λ-graph system for the subshift. Not only
the canonical λ-graph system for the subshift, there are many λ-graph systems in general
that present the subshift. The canonical λ-graph system corresponds to its left Krieger
cover graph. We in fact see that the canonical λ-graph system for a sofic shift is the
λ-graph system associated to the left Krieger cover graph. Hence the canonical λ-graph
system in general does not have certain irreducibility unless the subshift is an irreducible
shift of finite type. An irreducible sofic shift has an irreducible minimal presentation as
a labeled graph. The presentation is called the left (or right) Fischer cover graph. It is
an irreducible ergodic component of its left Krieger cover graph. To catch Fisher cover
analogue of general subshifts, we introduced in [19] the notion of λ-synchronization of
subshift. It was shown that any λ-synchronizing subshift has a minimal presentation of
λ-graph system corresponding to Fisher cover ([19]). In [26], the author introduced a C∗-
algebra associated with a λ-graph system as a generalization of Cuntz–Krieger algebras.
The C∗-algebra is written OL for a λ-graph system L and has a universal property subject
to certain operator relations encoded by structure of the λ-graph system L. If a λ-graph
system is the canonical λ-graph system LΛ for a subshift Λ, the C∗-algebra in general is
far from simple, namely has nontrivial ideals, unless the subshift is a shift of finite type
or special kinds of subshifts, because the canonical λ-graph system corresponds to left
Krieger cover, that is not irreducible in general.
On the other hand, if a subshift is normal, that is, λ-synchronizing, we may construct
a minimal λ-graph system as its presentation called the λ-synchronizing λ-graph system
written LminΛ . It is called the minimal presentation (see [32]), so that the associated C
∗-
algebra are simple and purely infinite in many cases (see [33]). For a normal subshift Λ,
we write the C∗-algebra as OΛmin. Let us denote by XΛ the associated right one-sided
subshift for a two-sided subshift Λ. As in the previous papers [19] and [33], the C∗-algebra
OΛmin has a natural action of the circle group T called gauge action written ρ
Λ. The
fixed point algebra FΛmin of OΛmin under ρ
Λ is an AF-algebra having its diagonal algebra
denoted by D
LminΛ
. The commutative C∗-algebra C(XΛ) of continuous functions on the
right one-sided subshift XΛ is naturally regarded as a subalgebra of DLminΛ
denoted by DΛ.
We know that the relative commutant DΛ
′ ∩ OΛmin of DΛ in OΛmin coincides with DLminΛ
(Proposition 3.12). Hence we have a triplet (OΛmin ,DΛ, ρ
Λ) from a normal subshift Λ.
In the first half of the paper, we will summarize the λ-synchronization of subshifts and
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describe simplicity condition of the C∗-algebras OΛmin so that we have
Theorem 1.1. Let Λ be a normal subshift. If Λ is λ-irreducible, then the C∗-algebra
OΛmin is simple. If in addition Λ satisfies λ-condition (I), then the C
∗-algebra OΛmin is
simple and purely infinite.
As a corollary, we have
Corollary 1.2 (Proposition 4.2). Let Λ be an irreducible sofic shift such that Λ is not of
finite set. The C∗-algebra OΛmin is simple, purely infinite. It is isomorphic to the Cuntz–
Krieger algebra for the transition matrix of the left Fischer cover graph of the sofic shift
Λ.
We will present several examples of simple purely infinite C∗-algebras associated with
normal subshifts in Section 5. They are the C∗-algebras associated with Dyck shifts,
Markov-Dyck shifts, Motzkin shifts and β-shifts.
In the second half of the paper, we will study relationship between several kinds of
topological conjugacy of normal subshifts and structure of the associated C∗-algebras. Let
L1,L2 be left-resolving λ-graph systems that present the subshifts Λ1,Λ2, respectively. In
[36], the author introduced the notion of (L1,L2)-eventual conjugacy between their one-
sided subshifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2) and proved that (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are
(L1,L2)-eventually conjugate if and only if there exists an isomorphism Φ : OL1 −→ OL2
of C∗-algebras such that
Φ(DΛ1) = DΛ2 and Φ ◦ ρ
L1
t = ρ
L2
t ◦ Φ, t ∈ T,
where DΛi is a canonical commutative C
∗-subalgebra of OLi isomorphic to C(XΛi), and
ρLit is the gauge action on OLi for i = 1, 2.
Let us denote by K the C∗-algebra of compact operators on the separable infinite di-
mensional Hilbert space ℓ2(N) and C its commutative C∗-subalgebra of diagonal operators.
For two-sided topological conjugacy, the notion of (L1,L2)-conjugacy between two-sided
subshifts (Λ1, σΛ1), (Λ2, σΛ2) were introduced in [30] and [36]. It was proved in [36] that
(Λ1, σ1) and (Λ2, σ2) are (L1,L2)-conjugate if and only if there exists an isomorphism
Φ˜ : OL1 ⊗K −→ OL2 ⊗K of C
∗-algebras such that
Φ˜(DΛ1 ⊗ C) = DΛ2 ⊗ C, Φ˜ ◦ (ρ
L1
t ⊗ id) = (ρ
L2
t ⊗ id) ◦ Φ˜, t ∈ T.
In [19], it was proved that λ-synchronization is invariant under topological conjugacy
of two-sided subshifts. Hence if a normal subshift Λ1 is topologically conjugate to another
subshift Λ2, then Λ2 is normal. We will first show the following theorems concerning
one-sided conjugacies.
Theorem 1.3. Let Λ1 and Λ2 be normal subshifts. If their one-sided subshifts (XΛ1 , σΛ1)
and (XΛ2 , σΛ2) are topologically conjugate, then there exists an isomorphism Φ : OΛ1min −→
OΛ2min of C
∗-algebras such that Φ(DΛ1) = DΛ2 and Φ ◦ ρ
Λ1
t = ρ
Λ2
t ◦ Φ, t ∈ T.
Theorem 1.3 is a generalization of Cuntz–Krieger’s theorem [6, Proposition 2.17]. Re-
lated results are seen in [3],[4],[35], etc.)
The following theorem is a generalization of the results for irreducible topological
Markov shifts in [35] (cf. [3],[4]).
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Theorem 1.4. Let Λ1 and Λ2 be normal subshifts. Their one-sided subshifts (XΛ1 , σΛ1)
and (XΛ2 , σΛ2) are eventually conjugate if and only if there exists an isomorphism Φ :
OΛ1min −→ OΛ2min of C
∗-algebras such that Φ(DΛ1) = DΛ2 and Φ ◦ ρ
Λ1
t = ρ
Λ2
t ◦Φ, t ∈ T.
The if part of Theorem 1.4 follows from a result in [36]. The proof of its only if part is a
main body in the second half of this paper. To prove the only if part, we provide an auxiliay
subshft written Λ′2 whose one-sided subshift XΛ′2 is topologically conjugate to XΛ1 . We
will then prove that there exists an isomorphism of C∗-algebras Φ2 : OΛ′2min −→ OΛ2min
satisfying Φ2(DΛ′2) = DΛ2 and Φ2 ◦ ρ
Λ′2
t = ρ
Λ2
t ◦Φ2, t ∈ T, so that we will obtain Theorem
1.4 by using Theorem 1.3.
We will second show the following theorem concerning two-sided conjugacies, that is
a generalization of the case of topological Markov shifts proved by Cuntz–Krieger [6] and
Carlsen–Rout [5].
Theorem 1.5. Let Λ1 and Λ2 be normal subshifts. The two-sided subshifts (Λ1, σΛ1) and
(Λ2, σΛ2) are topologically conjugate if and only if there exists an isomorphism Φ˜ : OΛ1min⊗
K −→ OΛ2min ⊗ K of C
∗-algebras such that Φ˜(DΛ1 ⊗ C) = DΛ2 ⊗ C and Φ˜ ◦ (ρ
Λ1
t ⊗ id) =
(ρΛ2t ⊗ id) ◦ Φ˜, t ∈ T.
The C∗-algebraic characterizations of eventual conjugacy and topological conjugacy ap-
peared in Theorem 1.4 and Theorem 1.5 are rephrased in terms of the associated groupoids
as seen in [36, Theorem 1.3] and [36, Theorem 1.4], respetively.
We may apply the above theorems to irreducible sofic shifts. Let Λ be an irreducible
sofic shift such that Λ is infinite. Let GFΛ be its left Fischer cover graph, that is the unique
left-resolving irreducible minimal finite labeled graph that presents Λ ([9], cf. [21]). Then
the C∗-algebra OΛmin is a simple purely infinite C∗-algebra such that OΛmin is isomorphic
to the Cuntz–Krieger algebra O
Â
for the transition matrix of the topological Markov shift
defined by the Fischer cover GFΛ (Proposition 4.2). By Theorem 1.4 and Theorem 1.5, we
have the following result.
Corollary 1.6. Let Λ1 and Λ2 be two irredicible sofic shifts such that Λi, i = 1, 2 are
infinite.
(i) Their one-sided sofic shifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are eventually conjugate if
and only if there exists an isomorphism Φ : OΛ1min −→ OΛ2min of simple C
∗-algebras
such that Φ(DΛ1) = DΛ2 and Φ ◦ ρ
Λ1
t = ρ
Λ2
t ◦Φ, t ∈ T.
(ii) Their two-sided sofic shifts (Λ1, σΛ1) and (Λ2, σΛ2) are topologically conjugate if and
only if there exists an isomorphism Φ˜ : OΛ1min ⊗ K −→ OΛ2min ⊗ K of simple C
∗-
algebras such that Φ˜(DΛ1 ⊗ C) = DΛ2 ⊗ C and Φ˜ ◦ (ρ
Λ1
t ⊗ id) = (ρ
Λ2
t ⊗ id) ◦ Φ˜, t ∈ T.
We have to remark that in a recent paper [4] by Brix–Carlsen, similar results to the
present paper are seen. The C∗-algebras treated by Brix–Carlsen are different from our
C∗-algebras. In fact, their C∗-algebras in [4] are not simple in many cases unless the
subshifts are irreducible shifts of finite type, whereas our C∗-algebras in the present paper
are simple in many cases including infinite irreducible sofic shifts.
In what follows, the set of nonnegative integers and the set of positive integers are
denoted by Z+ and N, respectively.
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2 λ-synchronization and normal subshifts
1. λ-synchronization of subshifts.
Let Σ be a finite set with its discrete topology. Denote by ΣZ (resp. ΣN) the set of
bi-infinite (resp. right one-sided) sequences of Σ. We endow ΣZ (resp. ΣN) with infinite
product topology, so that they are compact Hausdorff spaces. The shift homeomorphism
σ : ΣZ −→ ΣZ is defined by σ((xn)n∈Z) = (xn+1)n∈Z. A continuous surjection σ : ΣN −→
ΣN is similarly defined. Let Λ ⊂ ΣZ be a closed σ-invariant subset, that is, σ(Λ) = Λ. We
denote the restriction σ|Λ of σ to Λ by σΛ. The topological dynamical system (Λ, σΛ) is
called a subshift over alphabet Σ. It is often written as Λ for short. Let XΛ be the set of
right infinite sequence (xn)n∈N of Σ such that (xn)n∈Z ∈ Λ. The set XΛ is a closed subset
of ΣN such that σ(XΛ) = XΛ. We similarly denote σ|XΛ by σΛ. The topological dynamical
system (XΛ, σΛ) is called the right one-sided subshift for Λ. For an introduction to the
theory of subshifts, we refer to text books of symbolic dynamical systems [13], [21]. For
l ∈ Z+, denote by Bl(Λ) the admissible words {(x1, . . . , xl) ∈ Σ
l | (xn)n∈Z ∈ Λ} of Λ with
its length l. Denote by B∗(Λ) the set ∪∞l=0Bl(Λ) of admissible words of Λ, where B0(Λ)
denotes the empty word. The length m of a word µ = (µ1, . . . , µm) is denoted by |µ|.
For two words µ = (µ1, . . . , µm), ν = (ν1, . . . , νn) ∈ B∗(Λ) denote by µν the concatenation
(µ1, . . . , µm, ν1, . . . , νn). For µ = (µ1, . . . , µm) ∈ B∗(Λ) and x = (xn)n∈N ∈ XΛ, we put
µx = (µ1, . . . , µm, x1, x2, . . . ) ∈ Σ
N. For a word µ = (µ1, . . . , µm) ∈ Bm(Λ), the cylinder
set Uµ ⊂ XΛ is defined by
Uµ = {(xn)n∈N ∈ XΛ | x1 = µ1, . . . , xm = µm}.
For x = (xn)n∈N ∈ XΛ and k, l ∈ N with k ≤ l, we put x[k,l] = (xk, . . . , xl) ∈ Bl−k+1(Λ),
x[k,l) = (xk, . . . , xl−1) ∈ Bl−k(Λ) and x[k,∞) = (xk, xk+1, . . . ) ∈ XΛ.
A subshift Λ is said to be irreducible if for any µ, ν ∈ B∗(Λ), there exists a word
η ∈ B∗(Λ) such that µην ∈ B∗(Λ) (cf. [21]). We note the following lemma. Although it is
well-known, the author has not been able to find a suitable reference, so that the proof is
given.
Lemma 2.1 (cf. [20, p. 142]). If a subshift Λ is irreducible and the cardinality of Λ is
infinite, then the subshift Λ and its right one-sided subshift XΛ are both homeomorphic to
a Cantor set.
Proof. We will show that XΛ does not have any isolated point. Since Λ is irreducible, one
may find a point z ∈ XΛ such that its orbit {σ
n
Λ(z) | n ∈ Z+} is dense in XΛ. For any point
x ∈ XΛ and word µ ∈ Bm(Λ) with x ∈ Uµ, there exists n1 ∈ Z+ such that σ
n1
Λ (z) ∈ Uµ As
{σnΛ(σ
n1
Λ (z)) | n ∈ N} is also dense in XΛ, there exists n2 ∈ N such that σ
n2
Λ (σ
n1
Λ (z)) ∈ Uµ.
If σn2Λ (σ
n1
Λ (z)) = σ
n1
Λ (z), then σ
n1
Λ (z) is periodic, so that {σ
n
Λ(z) | n ∈ Z+} is finite, and
XΛ becomes a finite set, a contradiction. Therefore σ
n2+n1
Λ (z) 6= σ
n1
Λ (z), and hence Uµ
contains two distinct points σn2+n1Λ (z), σ
n1
Λ (z) so that x is not isolated. As XΛ is totally
disconnected compact metric space, it is homeomorphic to a Cantor set. Similarly we
know that Λ does not have any isolated points.
We define predecessor sets and follower sets of a word µ ∈ Bm(Λ) as follows:
Γ−l (µ) = {ν ∈ Bl(Λ) | νµ ∈ Bl+m(Λ)}, Γ
+
l (µ) = {ν ∈ Bl(Λ) | µν ∈ Bl+m(Λ)}
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and Γ−∗ (µ) =
⋃∞
l=0 Γ
−
l (µ),Γ
+∗ (µ) =
⋃∞
l=0 Γ
+
l (µ).
Following [19], [32], [33], a word µ ∈ B∗(Λ) for l ∈ Z+ is said to be l-synchronizing if
the equality Γ−l (µ) = Γ
−
l (µω) holds for all ω ∈ Γ
+∗ (µ). Let us denote by Sl(Λ) the set of
l-synchronizing words of Λ.
Definition 2.2 ([19], [32], [33]). An irreducible subshift Λ is said to be λ-synchronizing
if for any word η ∈ Bl(Λ) and positive integer k > l, there exists ν ∈ Sk(Λ) such that
ην ∈ Sk−l(Λ).
As in [19], [32] and [33], the following subshifts are λ-synchronizing:
• irreducible shifts of finite type,
• irreducible sofic shifts,
• synchronizing systems,
• Dyck shifts,
• Motzkin shifts,
• irreducible Markov-Dyck shifts,
• primitive substitution subshifts,
• β-shifts for every β > 1, etc.
There is an example of a coded system that is not λ-synchronizing (cf. [19]).
Following [32], two admissible words µ, ν ∈ B∗(Λ) are said to be l-past equivalent if
Γ−l (µ) = Γ
−
l (ν). In this case we write µ ∼
l
ν.
Definition 2.3. A λ-synchronizing subshift Λ is said to be λ-transitive if for any two
admissible words µ, ν ∈ Sl(Λ), there exists kµ,ν ∈ N such that for any η ∈ Sl+kµ,ν (Λ)
satisfying ν ∼
l
η, there exists ξ ∈ Bkµ,ν (Λ) such that µ ∼
l
ξη.
In [19], the term ”synchronized irreducible” was used for the above λ-transitivity.
Definition 2.4. A subshift Λ is said to be normal if it is λ-synchronizing and its cardi-
nality |Λ| is not finite.
Hence the class of normal subshifts contains a lot of important nontrivial subshifts.
2. λ-graph systems
A λ-graph system L over alphabet Σ consists of a quadruple (V,E, λ, ι), where (V,E, λ)
is a labeled Bratteli diagram with its vertex set V = ∪l∈Z+Vl, edge set E = ∪l∈Z+El,l+1
and labeling map λ : E −→ Σ. For an edge e ∈ El,l+1, denote by s(e) ∈ Vl and t(e) ∈ Vl+1
its source vertex and terminal vertex, respectively. The additional object ι is a surjection
ι(= ιl,l+1) : Vl+1 −→ Vl for each l ∈ Z+. The quadruple (V,E, λ, ι) is needed to satisfy the
following local property. Put for u ∈ Vl−1 and v ∈ Vl+1,
Eιl,l+1(u, v) = {e ∈ El,l+1 | t(e) = v, ι(s(e)) = u},
El−1,lι (u, v) = {e ∈ El−1,l | s(e) = u, t(e) = ι(v)}.
The local property requires a bijective correspondence preserving their labels between
Eιl,l+1(u, v) and E
l−1,l
ι (u, v) for every pair of vertices u, v. For k < l, we put
Ek,l = {(e1, . . . , el−k) ∈ Ek,k+1 × · · · × El−1,l | t(ei) = s(ei+1), i = 1, . . . , l − k − 1}.
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A member of Ek,l is called a labeled path. For γ = (e1, . . . , el−k) ∈ Ek,l, we put s(γ) :=
s(e) ∈ Vk, t(γ) := t(el−k) ∈ Vl and λ(γ) := (λ(e1), . . . , λ(el−k)) ∈ Σl−k. For v ∈ Vl, we put
Γ−l (v) = {(λ(e1), . . . , λ(el)) ∈ Σ
l | (e1, . . . , el) ∈ E0,l, t(el) = v}. (2.1)
A λ-graph system L is said to be predecessor-separated if Γ−l (v) 6= Γ
−
l (u) for every
distinct pair u, v ∈ Vl. A λ-graph system L is said to be left-resolving if e, f ∈ El,l+1
satisfy t(e) = t(f), λ(e) = λ(f), then e = f .
Let us denote by ΛL the two-sided subshift over Σ, whose admissible words B∗(ΛL)
are defined by the set of words appearing in the finite labeled sequences in the labeled
Bratteli diagram (V,E, λ) of the λ-graph system L = (V,E, λ, ι). We say that a subshift
Λ is presented by a λ-graph system L or L presents Λ if Λ = ΛL.
Let G = (V, E , λ) be a predecessor-separated left-resolving finite labeled graph over
alphabet Σ with finite vertex set V, finite edge set E and labeling λ : E −→ Σ. It naturally
gives rise to a λ-graph system LG by setting Vl = V, El,l+1 = E for all l ∈ Z+ and ι = id.
The presented subshift ΛLG by the λ-graph system LG is noting but the sofic shift ΛG
presented by the finite labeled graph G. Detail studies of λ-graph system are in [23].
Definition 2.5 ([33]). Let L = (V,E, λ, ι) be a λ-graph system over Σ.
(i) L is said to be ι-irreducible if for any two vertices u, v ∈ Vl and a labeled path γ
leaving u, there exist labeled paths η and γ′ of length n such that η leaves v and
satisfies ιn(t(η)) = u, and γ′ leaves t(η) satisfies ιn(t(γ′)) = t(γ) and λ(γ′) = λ(γ)
(ii) L is said to be λ-irreducible if for any ordered pair u, v ∈ Vl of vertices, there exists
L(u, v) ∈ N such that for any vertex w ∈ Vl+L(u,v) satisfying ι
L(u,v)(w) = u, there
exists a labeled path γ such that s(γ) = v and t(γ) = w.
Lemma 2.6. Let L = (V,E, λ, ι) be a λ-graph system that presents a subshift Λ. Consider
the following three conditions.
(i) L is λ-irreducible.
(ii) L is ι-irreducible.
(iii) Λ is irreducible.
Then we have (i) =⇒ (ii) =⇒ (iii).
Proof. (i) =⇒ (ii): Assume that L is λ-irreducible. Let u, v ∈ Vl be two vertices and
γ a labeled path leaving u, Take L(u, v) ∈ N satisfying the λ-irreducibility condition in
Definition 2.5 (ii). Let k denote the length of the path γ and uγ = t(γ) ∈ Vl+k. Take
u′ ∈ Vl+k+L(u,v) such that ιL(u,v)(u′) = uγ . By the local property of λ-graph system, one
may find w ∈ Vl+L(u,v) and a labeled path γ
′ such that
ιL(u,v)(w) = u, s(γ′) = w, t(γ′) = u′.
By the λ-irreducibility, there exists a labeled path η such that s(η) = v, t(η) = w.
(ii) =⇒ (iii): The assertion comes from [32, Lemma 3.5].
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Remark 2.7. (i) If L is a λ-graph system LG associated to a left-resolving finite labeled
graph G, then the presented subshift ΛLG by LG is a sofic shift defined by G. It is
easy to see that for the λ-graph system LG , all of the conditions (i), (ii) and (iii) in
Lemma 2.6 are mutually equivalent.
(ii) Let ΛC be the coded system defined by the code C = {a
nbn | n = 1, 2, . . . } for
alphabet Σ = {a, b} (see [2]). Then the subshift ΛC has a synchronizing word
ω = aba, so that it is an irreducible synchronizing subshift. Hence ΛC is a λ-
synchronizing ([19]). Let Lλ(ΛC) be its λ-synchronizing λ-graph system as in [32].
By [32, Lemma 3.6], irreducibility of ΛC implies ι-irreducibility, so that L
λ(ΛC) is ι-
irreducible. However, it is not difficult to see that Lλ(ΛC) is not λ-irreducible. Hence
there is an example of λ-graph system such that the implication (ii) =⇒ (i) above
does not hold.
(iii) Let Λev be the even shift, that is defined to be a sofic shift over {0, 1} whose ad-
missible words are 1
even︷ ︸︸ ︷
0 · · · 0 1. Let LΛev be the canonical λ-graph system for Λev (see
[23]). The subshift Λev is irreducible, whereas L
Λ
ev is not ι-irreducible. Hence there
is an example of λ-graph system such that the implication (iii) =⇒ (ii) above does
not hold.
3. λ-synchronizing λ-graph systems
Let L = (V,E, λ, ι) be a λ-graph system that presents a subshift Λ. Let v ∈ Vl and
µ ∈ Bm(Λ),m ∈ N. Following [33], we say that v launches µ if the following two conditions
are both satisfied:
(i) There exists a labeled path γ ∈ El,l+m such that s(γ) = v, λ(γ) = µ.
(ii) There are no other vertices in Vl than v for µ leaving.
The vertex v is called the launching vertex for µ.
Definition 2.8 ([33]). A λ-graph system L = (V,E, λ, ι) is said to be λ-synchronizing if
any vertex of V is a launching vertex for some word of Λ.
A λ-synchronizing λ-graph system is ι-irreducible if and only if the presented subshift
Λ is irreducible ([33, Proposition 3.7]). It was shown that if L is ι-irreducible and λ-
synchronizing, then the presented subshift Λ is λ-synchronizing. Conversely, as in [33],
one may construct a left-resolving, predecessor-separated ι-irreducible λ-synchronizing λ-
graph system from a λ-synchronizing subshift Λ. We briefly review its construction. Let Λ
be a λ-synchronizing subshift. Recall that Sl(Λ) denotes the set of l-synchronizing words
of Λ. Denote by V
λ(Λ)
l the set of l-past equivalence classes of Sl(Λ), where V
λ(Λ)
0 = {v0}
a singleton. Let us denote by [µ]l the equivalence class of µ ∈ Sl(Λ). For ν ∈ Sl+1(Λ) and
α ∈ Γ−1 (ν), an edge from [αν]l ∈ V
λ(Λ)
l to [ν]l+1 ∈ V
λ(Λ)
l+1 with its label α is defined. The
set of such edges is denoted by E
λ(Λ)
l,l+1. The labeling map from E
λ(Λ)
l,l+1 to Σ is denoted by
λλ(Λ). As Sl+1(Λ) ⊂ Sl(Λ), we have a natural map ι
λ(Λ) : [ν]l+1 ∈ V
λ(Λ)
l+1 −→ [ν]l ∈ V
λ(Λ)
l .
The quadruplet (V λ(Λ), Eλ(Λ), λλ(Λ), ιλ(Λ)) defines a left-resolving, predecessor-separated,
ι-irreducible λ-graph system that presents the subshift Λ ([33, Proposition 3.2]). The
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λ-graph system was denoted by Lλ(Λ) in [33, Proposition 3.2] and called the canonical λ-
synchronizing λ-graph system for Λ. The following proposition was proved in [33, Theorem
3.9].
Proposition 2.9 ([33, Theorem 3.9]). Let Λ be a λ-synchronizing subshift. Then there
uniquely exists a left-resolving, predecessor-separated, ι-irreducible, λ-synchronizing λ-
graph system that presents the subshift Λ. The unique λ-synchronizing λ-graph system
is the canonical λ-synchronizing λ-graph system Lλ(Λ) for Λ.
Lemma 2.10. Let Λ be a λ-synchronizing subshift.
(i) Λ is irreducible if and only if Lλ(Λ) is ι-irreducible.
(ii) Λ is λ-transitive if and only if Lλ(Λ) is λ-irreducible.
Proof. (i) The assertion comes from [33, Proposition 3.7].
(ii) The equivalence between λ-transitivity of Λ and λ-irreducibility of Lλ(Λ) is direct
by definition.
Definition 2.11 ([33]). A λ-graph system L is said to be minimal if L has no proper
λ-graph subsystem of L.
It was proved that for a λ-synchronizing subshift Λ, the canonical λ-synchronizing
λ-graph system Lλ(Λ) is minimal.
In what follows, for a λ-synchronizing subshift Λ, the canonical λ-synchronizing λ-
graph system Lλ(Λ) is denoted by LminΛ . Recall that a subshift Λ is said to be normal if it
is λ-synchronizing and its cardinality |Λ| is not finite as a set. We call the λ-graph system
L
min
Λ for a normal subshift Λ the minimal presentation of of a normal subshift Λ. We
often write LminΛ = (V
min, Emin, λmin, ιmin) or (V Λ
min
, EΛ
min
, λΛ
min
, ιΛ
min
)
4. Condition (I) for λ-graph systems
Let L be a λ-graph system over Σ and Λ the presented subshift ΛL. The condition
(I) for a λ-graph system was introduced in [26] that yields uniqueness of certain operator
relations of canonical generators of the associated C∗-algebra OL.
Definition 2.12. A λ-graph system L is said to satisfy condition (I) if for any vertex
v ∈ Vl, the follower set Γ
+∞(v) of v defined by
Γ+∞(v) := {(λ(e1), λ(e2), . . . ) ∈ XΛ | s(e1) = v, ei ∈ El+i−1,l+i, t(ei) = s(ei+1), i = 1, 2, . . . }
contains at least two distinct sequences.
In [24, Lemma 5.1], the following lemma is shown for the case of the canonical λ-graph
system LΛ for Λ.
Lemma 2.13 (cf. [24, Lemma 5.1]). Let L be a left-resolving λ-graph system. Consider
the following three conditions:
(i) L satisfies condition (I).
(ii) For l ∈ Z+, v ∈ Vl, (xn)n∈N ∈ Γ+∞(v) and m ∈ N, there exists (yn)n∈N ∈ Γ+∞(v) such
that
xj = yj for all j = 1, 2, . . . ,m and xN 6= yN for some N > m.
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(iii) For k, l ∈ N with k ≤ l, there exists y(i) ∈ Γ+∞(vli) for each i = 1, 2, . . . ,m(l) such
that
σmΛ (y(i)) 6= y(j) for all i, j = 1, 2, . . . ,m(l) and m = 1, 2, . . . , k.
Then we have implications: (i) ⇐⇒ (ii) =⇒ (iii). If in particular, L is the minimal
λ-graph system LminΛ for a normal subshift Λ, then the three conditions are all equivalent.
Proof. (i) =⇒ (ii): For x = (λ(en))n∈N ∈ Γ+∞(vli), put v
l+m
j = t(em) ∈ Vl+m. Since
Γ+∞(v
l+m
j ) contains at least two distinct sequences, one may find y ∈ Γ
+∞(vli) such that
xj = yj for all j = 1, 2, . . . ,m and xN 6= yN for some N > m.
(ii) =⇒ (i): The assertion is clear.
(ii) =⇒ (iii): Take and fix k ≤ l. We will first see that for a vertex vli ∈ Vl,
there exists y ∈ Γ+∞(v
l
i) such that σ
n
Λ(y) 6= y for 1 ≤ n ≤ k. (2.2)
Take x ∈ Γ+∞(vli). If σΛ(x) = x, we may find y ∈ Γ
+∞(vli) such that σΛ(y) 6= y by the
assertion (ii). We may assume that σΛ(x) 6= x. Now suppose that σ
n
Λ(x) 6= x for all n ∈ N
with 1 ≤ n ≤ K for some K ∈ N. We will show that
there exists y ∈ Γ+∞(v
l
i) such that σ
n
Λ(y) 6= y for 1 ≤ n ≤ K + 1. (2.3)
Let x = (xi)i∈N. As σnΛ(x) 6= x for all n ∈ N with 1 ≤ n ≤ K, there exists kn ∈ N such
that xkn 6= xn+kn for each n ∈ N with 1 ≤ n ≤ K. Put
M = max{n + kn | n = 1, 2, . . . ,K}
so that M ≥ K + 1. Suppose that σK+1Λ (x) = x. By the condition (ii) for m = M , there
exists y = (yn)n∈N ∈ Γ+∞(vli) such that
xj = yj for all j = 1, 2, . . . ,M and (2.4)
xN 6= yN for some N > M. (2.5)
As xkn 6= xn+kn for each n ∈ N with 1 ≤ n ≤ K, the equality (2.4) implies ykn 6= yn+kn
for all n with 1 ≤ n ≤ K. Hence we have
σnΛ(y) 6= y for 1 ≤ n ≤ K. (2.6)
Now σK+1Λ (x) = x so that xK+1+i = xi for all i ∈ N. If σ
K+1
Λ (y) = y, the equality (2.4)
implies xj = yj for all j ∈ N, a contradiction to (2.5). Hence we see that σ
K+1
Λ (y) 6= y so
that by (2.6), we obtain that σnΛ(y) 6= y for all n ∈ N with 1 ≤ n ≤ K + 1 and thus the
assertion (2.2).
We will next show the following: for i = 1, 2, . . . ,m(l) and k, l ∈ N with k ≤ l, there
exists yli ∈ Γ
+∞(vli) such that
σnΛ(y
l
j) 6= y
l
i for all i, j = 1, 2, . . . ,m(l) and n = 1, 2, . . . , k. (2.7)
For i = 1, by (2.2), there exists yl1 ∈ Γ
+∞(vl1) such that σ
n(yl1) 6= y
l
1 for 1 ≤ n ≤ k.
By the condition (ii), it is easy to see that the set of Γ+∞(vli) satisfying (2.2) for each
i = 1, 2, . . . ,m(l) is infinite. We will show that for a fixed k ≤ l,
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there exists yli ∈ Γ
+∞(vli) for each i = 1, 2, . . . ,m ≤ m(l) such that
σnΛ(y
l
j) 6= y
l
i for all i, j = 1, 2, . . . ,m and n = 1, 2, . . . , k (2.8)
by induction on m with 1 ≤ m ≤ m(l).
As in the preceding argument, (2.8) holds for m = 1. Now assume that (2.8) holds for
all i ≤ m. We will then prove that (2.8) holds for all i ≤ m+ 1. It is easy to see that the
set
Yi = {y ∈ Γ
+(vli) | σ
n
Λ(y) 6= y for 1 ≤ n ≤ k}
is infinite by the above argument. In particular, Ym+1 is infinite. Take y
l
i ∈ Γ
+∞(vli) for
i = 1, 2, . . . ,m such that
σnΛ(y
l
j) 6= y
l
i for all i, j = 1, 2, . . . ,m and n = 1, 2, . . . , k.
We may take and fix the above yli ∈ Γ
+∞(vli) for i = 1, 2, . . . ,m by the induction hypothesis.
Consider the following set for the yli, i = 1, 2, . . . ,m:
Z = {y ∈ Γ+(vlm+1) | σ
n
Λ(y
l
j) = y for some j = 1, 2, . . . ,m and n = 1, 2, . . . , k}⋃
{y ∈ Γ+(vlm+1) | σ
n
Λ(y) = y
l
j for some j = 1, 2, . . . ,m and n = 1, 2, . . . , k}.
As Z is a finite set and Ym+1 is an infinite set, the set Ym+1 ∩ Z
c is infinite. Hence we
may find an element ylm+1 ∈ Ym+1 ∩ Z
c satisfying
σnΛ(y
l
m+1) 6= y
l
m+1, σ
n
Λ(y
l
j) 6= y
l
m+1, σ
n
Λ(y
l
m+1) 6= y
l
j
for all j = 1, 2, . . . ,m and n = 1, 2, . . . , k. Therefore the assertion (2.8) holds for m+1, so
that the induction completes. We thus obtain the assertion (iii).
(iii) =⇒ (i) : Assume that L is the minimal λ-graph system LminΛ for a normal subshift
Λ. Suppose that L does not satisfy condition (I), so that there exists a vertex vli ∈ Vl such
that Γ+∞(vli) = {y} a singleton for some y ∈ XΛ. Now we are assuming that L is minimal
and hence λ-synchronizing, so that there exists N0 ∈ N such that v
l
i launches y[1,N0]. Let
vl+1j ∈ Vl+1 be such that ι(v
l+1
j ) = v
l
i. For any y
′ ∈ Γ+∞(v
l+1
j ), the local property of λ-graph
system L ensures us that y′ ∈ Γ+∞(vli) and hence y
′ = y. Hence we have Γ+∞(v
l+1
j ) = Γ
+∞(vli)
whenever vl+1j ∈ Vl+1 with ι(v
l+1
j ) = v
l
i. Since L is λ-synchronizing, y never leaves any
other vertex than vl+1j in Vl+1. Hence a vertex v
l+1
j ∈ Vl+1 satisfying ι(v
l+1
j ) = v
l
i is
unique. We may write j as i(l+1), so that Γ+(vl+1
i(l+1)) = {y}. Similarly we have a unique
sequence of vettices vl+n
i(l+n)
, n = 1, 2, . . . satisfying vl+n
i(l+n)
∈ Vl+n, ι(v
l+n
i(l+n)
) = vl+n−1
i(l+n−1) for
n = 1, 2, . . . . Now by the assumption (iii), we have σΛ(y) 6= y, and hence there exists j1 =
1, 2, . . . ,m(l+1) such that σΛ(y) ∈ Γ
+∞(v
l+1
j1
). Hence we have j1 6= i(l+1). As y = y1σ(y)
and Γ+∞(vli) = {y}, we have Γ
+∞(v
l+1
j1
) = {σ∞(y)}. Together with Γ+∞(v
l+1
i(l+1)) = {y}, we
have a contradiction to the condition (iii).
Proposition 2.14. Let LminΛ be the minimal presentation of a normal subshift Λ. Then
the λ-graph system LminΛ satisfies condition (I).
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Proof. By Lemma 2.1, XΛ is homeomorphic to a Cantor set. For v
l
i ∈ V
min
l , there exists
an l-synchronizing word µ ∈ Sl(Λ) for which v
l
i launches µ. Hence we have Uµ ⊂ Γ
+∞(vli)
the cylinder set for the word µ. As XΛ is homeomorphic to a Cantor set, the cylinder set
Uµ contains at least two points, so that L
min
Λ satisfies condition (I).
The following definition have been already introduced in previously published papers.
The first one was introduced in [28], that is stronger than condition (I) for λ-graph system
in Definition 2.12. The second one was introduced in [19] that was named as synchronizing
condition (I) [19, (5.1)].
Definition 2.15. (i) A λ-graph system L is said to satisfy λ-condition (I) if for any
vertex vli ∈ Vl, there exists a vertex v
L′
j ∈ VL′ for some L
′ > l such that there exist
labeled paths γ1, γ2 in L satisfying
s(γ1) = s(γ2) = v
l
i, t(γ1) = t(γ2) = v
L′
j , λ(γ1) 6= λ(γ2).
(ii) A normal subshift Λ is said to satisfy λ-condition (I) if for any l ∈ N and µ ∈ Sl(Λ),
there exist ξ1, ξ2 ∈ Bk(Λ) and ν ∈ Sl+K(Λ) for some K ∈ N such that
ξ1, ξ2 ∈ Γ
−
K(ν), ξ1 6= ξ2, [ξ1ν]l = [ξ2ν]l = [µ]l.
The λ-condition (I) for a normal subshift had been called synchronizing condition (I)
in [19]. Hence we know the following lemma that was already shown in [19].
Lemma 2.16 ([19, Lemma 5.1]). Let Λ be a normal subshift. Then the following two
conditions are equivalent.
(i) Λ satisfies λ-condition (I).
(ii) LminΛ satisfies λ-condition (I).
3 Structure and simplicity of OΛmin
1. Construction of the C∗-algebras associated with λ-graph systems.
Following [26], let us recall the construction of the C∗-algebra OL associated with a
left-resolving λ-graph system L. The C∗-algebra was first defined as a groupoid C∗-algebra
C∗(GL) of an e´tale amenable groupoid GL defined by a continuous graph EL in the sense
of V. Deaconu (cf. [7], [8]). Let L = (V,E, λ, ι) be a left-resolving λ-graph system over Σ
and Λ its presented subshift. The vertex set ΩL of the continuous graph is defined by the
compact Hausdorff space of the projective limit:
ΩL = {(u
l)l∈Z+ ∈
∏
l∈Z+
Vl | ιl,l+1(u
l+1) = ul, l ∈ Z+}.
of the system ιl,l+1 : Vl+1 → Vl, l ∈ Z+ of continuous surjections. It is endowed by
its projective limit topology. We call each element of ΩL a vertex or an ι-orbit. The
continuous graph EL for L is defined by the set of triplets (u, α,w) ∈ ΩL ×Σ×ΩL where
u = (ul)l∈Z+ , w = (w
l)l∈Z+ ∈ ΩL such that there exists an edge el,l+1 ∈ El,l+1 satisfying
ul = s(el,l+1), w
l+1 = t(el,l+1) and α = λ(el,l+1) for each l ∈ Z+
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([26, Proposition 2.1], cf. [7], [8]). Let us denote by XL the set of one-sided paths of EL:
XL = {(αi, ui)i∈N ∈
∏
i∈N
(Σ × ΩL) | (u0, α1, u1) ∈ EL for some u0 ∈ ΩL
and (ui, αi+1, ui+1) ∈ EL for all i ∈ N}.
We endow XL with the relative topology from the infinite product topology of Πi∈N(Σ ×
ΩL), that makes XL a zero-dimensional compact Hausdorff space. The continuous surjec-
tion of the shift map σL : (αi, ui)i∈N ∈ XL → (αi+1, ui+1)i∈N ∈ XL is defined on XL. Since
the λ-graph system L is left-resolving, so that σL is a local homeomorphism on XL ([26,
Lemma 2.2]). Let us define a factor map πL : (αi, ui)i∈N ∈ XL −→ (αi)i∈N ∈ ΣN. The
image πL(XL) in Σ
N is the shift space XΛ of the one-sided subshift (XΛ, σΛ) with shift
transformation σΛ((αi)i∈N) = (αi+1)i∈N. We then have πL ◦ σL = σΛ ◦ πL.
For the shift dynamical system (XL, σL), one may construct a locally compact e´tale
groupoid GL, called a Deaconu–Renault groupoid as in the following way. We put
GL = {(x, n, z) ∈ XL × Z×XL | there exist k, l ∈ Z+; σ
k
L(x) = σ
l
L(z), n = k − l}
(cf. [7], [8], [40], [42], [43]). The unit space G0
L
= {(x, 0, x) ∈ GL | x ∈ XL} is identified
with the space XL through the map x ∈ XL −→ (x, 0, x) ∈ G
0
L
. The range map and the
domain map of GL are defined by r(x, n, z) = x and d(x, n, z) = z for (x, n, z) ∈ GL. The
multiplication and the inverse operation are defined by (x, n, z)(z,m,w) = (x, n +m,w)
and (x, n, z)−1 = (z,−n, x). An open neighborhood basis of GL is given by
Z(U, k, l, V ) = {(x, k − l, z) ∈ GL | x ∈ U, z ∈ V, σ
k
L(x) = σ
l
L(z)}
for open sets U, V of XL and k, l nonnegative integers such that σ
k
L
|U and σ
l
L
|V are home-
omorphisms with the same open range. We then have an e´tale amenable groupoid GL.
We will describe the construction of the groupoid C∗-algebra C∗(GL) for the groupoid
GL as in the following way ([40], [42], [43], cf. [7], [8]). Let us denote by Cc(GL) the set
of compactly supported continuous functions on GL that has a natural product structure
and ∗-involution of ∗-algebra given by
(f ∗ g)(s) =
∑
t1,t2∈GL, s=t1t2
f(t1)g(t2) =
∑
t∈GL, r(t)=r(s)
f(t)g(t−1s),
f∗(s) = f(s−1) for f, g ∈ Cc(GL), s ∈ GL.
Let us denote by C0(G
0
L
) the C∗-algebra of continuous functions on G0
L
that vanish at
infinity. The algebra Cc(GL) has a structure of C0(G
0
L
)-right module with a C0(G
0
L
)-
valued inner product by
(ηf)(x, n, z) = η(x, n, z)f(z), < ξ, η > (z) =
∑
(x,n,z)∈GL
ξ(x, n, z)η(x, n, z),
for ξ, η ∈ Cc(GL), f ∈ C0(G
0
L
), (x, n, z) ∈ GL, z ∈ XL. The completion of the inner prod-
uct C0(G
0
L
)-right module Cc(GL) is denoted by ℓ
2(GL), that is a Hilbert C
∗-right module
over the commutative C∗-algebra C0(G0L). Let us denote by B(ℓ
2(GL)) the C
∗-algebra of
all bounded adjointable C0(G
0
L
)-module maps on ℓ2(GL). Let π be the ∗-homomorphism
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of Cc(GL) into B(ℓ
2(GL)) defined by π(f)η = f ∗ η for f, η ∈ Cc(GL). The (reduced) C
∗-
algebra of the groupoid GL is defined by the closure of π(Cc(GL)) in B(ℓ
2(GL)), that we
denote by C∗r (GL). General theory of C∗-algebras of groupoids says that for a Deaconu–
Renault groupoid G, the reduced C∗-algebra C∗r (G) and the universal C∗-algebra C∗(G)
are canonically isomorphic and hence they are identified (see for instance [41, Proposition
2.4]). We denote them by C∗(G).
Definition 3.1 ([26]). The C∗-algebra OL associated with a left-resolving λ-graph system
L is defined to be the C∗-algebra C∗(GL) of the groupoid GL.
The vertex set Vl at level l of L is denoted by {v
l
1, . . . , v
l
m(l)}. For x = (αn, un)n∈N ∈ XL,
we put λ(x)n = αn ∈ Σ, v(x)n = un ∈ ΩL for n ∈ N, respectively. The ι-orbit v(x)n is
written as v(x)n = (v(x)
l
n)l∈Z+ ∈ ΩL. Now L is left-resolving so that there exists a unique
vertex v(x)0 ∈ ΩL satisfying (v(x)0, α1, u1) ∈ EL. Define U(α) ⊂ GL for α ∈ Σ, and
U(vli) ⊂ GL for v
l
i ∈ Vl by
U(α) = {(x, 1, z) ∈ GL | σL(x) = z, λ(x)1 = α}, and
U(vli) = {(x, 0, x) ∈ GL | v(x)
l
0 = v
l
i}
where v(x)0 = (v(x)
l
0)l∈Z+ ∈ ΩL. They are clopen sets of GL. We define
Sα = π(χU(α)), E
l
i = π(χU(vli)
) in π(Cc(GL))
where χF ∈ Cc(GL) denotes the characteristic function of a clopen set F on the groupoid
GL.
The transition matrix system (Al,l+1, Il,l+1)l∈Z+ for the λ-graph system L determines
the structure of the λ-graph system L that are defined by
Al,l+1(i, α, j) =
{
1 if there exists e ∈ El,l+1; s(e) = v
l
i, λ(e) = α, t(e) = v
l+1
j ,
0 otherwise,
Il,l+1(i, j) =
{
1 if ιl,l+1(v
l+1
j ) = v
l
i,
0 otherwise
for i = 1, 2, . . . ,m(l), j = 1, 2, . . . ,m(l+1), α ∈ Σ.More generally for vli ∈ Vl, v
l+n
k ∈ Vl+n
and ν = (ν1, . . . , νn) ∈ Bn(Λ), we define
Al,l+n(i, ν, k) =
{
1 if there exists γ ∈ El,l+n; s(γ) = v
l
i, λ(γ) = ν, t(γ) = v
l+n
k ,
0 otherwise,
Il,l+n(i, k) =
{
1 if (ιl,l+1 ◦ · · · ◦ ιl+n−1,l+n)(vl+nk ) = v
l
i,
0 otherwise
so that
Al,l+n(i, ν, k) =
∑
j1,...,jn−1
Al,l+1(i, ν1, j1) · · ·Al+n−1,l+n(jn−1, νn, k),
Il,l+n(i, k) =
∑
j1,...,jn−1
Il,l+1(i, j1) · · · Il+n−1,l+n(jn−1, k).
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For a vertex vli ∈ Vl, denote by Γ
−
l (v
l
i) the predecessor set of v
l
i that is defined in (2.1)
as the set of words in Bl(Λ) that are realized by labeled edges in L whose terminal is v
l
i.
Recall that L is predecessor-separated if Γ−l (v
l
i) 6= Γ
−
l (v
l
j) for distinct i, j = 1, 2, . . . ,m(l).
We had proved the following theorem.
Proposition 3.2 ([26, Theorem 3.6, Theorem 4.3]). Let L be a left-resolving λ-graph
system. The C∗-algebra OL is a universal unital C∗-algebra generated by partial isometries
Sα for α ∈ Σ and projections E
l
i for v
l
i ∈ Vl subject to the following relations called (L):
∑
β∈Σ
SβS
∗
β =
m(l)∑
i=1
Eli = 1, SαS
∗
αE
l
i = E
l
iSαS
∗
α
Eli =
m(l+1)∑
j=1
Il,l+1(i, j)E
l+1
j , S
∗
αE
l
iSα =
m(l+1)∑
j=1
Al,l+1(i, α, j)E
l+1
j
for α ∈ Σ, i = 1, 2, . . . ,m(l), l ∈ Z+. If in particular L satisfies condition (I), then any
non-zero generators satisfying the above relations (L) generate an isomorphic copy of OL.
Hence OL is a unique C
∗-algebra subject to the relations (L) if L satisfies condition (I).
If in addition, L is λ-irreducible, the C∗-algebra OL is simple and purely infinite ([28]).
It is nuclear and belongs to the UCT class ([26, Proposition 5.6]). If L is predecessor-
separated, then the projections Eli are written by using the partial isometries Sα, α ∈ Σ
in the following way:
Eli =
∏
µ∈Γ−
l
(vli)
S∗µSµ ·
∏
ν 6∈Γ−
l
(vli)∩Bl(Λ)
(1− S∗νSν), i = 1, 2, . . . ,m(l) (3.1)
where Sµ denotes Sµ1 · · ·Sµm for µ = (µ1, . . . , µm) ∈ B∗(Λ). Hence the C∗-algebra OL is
generated by only finite family of the partial isometries Sα, α ∈ Σ.
By the above relation (L), one sees that the algebra of finite linear combinations of
the elements of the form
SµE
l
iS
∗
ν for µ, ν ∈ B∗(XΛ), i = 1, . . . ,m(l), l ∈ Z+
forms a dense ∗-subalgebra of OL. Let us denote by DL the C
∗-subalgebra of OL generated
by the projections of the form SµE
l
iS
∗
µ, i = 1, 2, . . . ,m(l), l ∈ Z+, µ ∈ B∗(Λ). We also know
that the algebra DL is canonically isomorphic to the commutative C
∗-algebra C(XL) of
continuous functions on XL. The C
∗-subalgebra of DL generated by the projections of the
form SµS
∗
µ, µ ∈ B∗(Λ) is canonically isomorphic to the commutative C∗-algebra C(XΛ) of
continuous functions on the right one-sided subshift XΛ, that is written DΛ.
Let us define several kinds of C∗-subalgebras of OL that will be useful in our further
discussions. For a subset F ⊂ OL, we denote by C
∗(F ) the C∗-subalgebra of OL generated
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by all elements of F . Let k, l ∈ Z+ with k ≤ l. We deine C
∗-subalgebras of OL by
Al = C
∗(Eli : i = 1, 2, . . . ,m(l)),
AL = C
∗(Eli : i = 1, 2, . . . ,m(l), l ∈ Z+),
Dk,l = C
∗(SµEliS
∗
µ : i = 1, 2, . . . ,m(l), µ ∈ Bk(Λ)),
Dk,L = C
∗(SµEliS
∗
µ : i = 1, 2, . . . ,m(l), µ ∈ Bk(Λ), l ∈ Z+),
Fk,l = C
∗(SµEliS
∗
ν : i = 1, 2, . . . ,m(l), µ, ν ∈ Bk(Λ)),
Fk,L = C
∗(SµEliS
∗
ν : i = 1, 2, . . . ,m(l), µ, ν ∈ Bk(Λ), l ∈ Z+),
FL = C
∗(SµEliS
∗
ν : i = 1, 2, . . . ,m(l), µ, ν ∈ Bk(Λ), k, l ∈ Z+).
As in the papers [26], [19] and [33], etc., the C∗-algebra OL has a natural action of the
circle group T called gauge action written ρL, that is defined by for t ∈ T = R/Z,
ρLt (Sα) = e
2pi
√−1Sα, α ∈ Σ, ρLt (E
l
i) = E
l
i , i = 1, . . . ,m(l), l ∈ Z+. (3.2)
The fixed point algebra FL of OL is an AF-algebra with its diagonal algebra DL. Let us
define φL : DL −→ DL by φ(X) =
∑
α∈Σ SαXS
∗
α,X ∈ DL. The restriction of φL to DΛ is
denoted by φΛ.
Lemma 3.3. Let L be a left-resolving λ-graph system. Then the following two conditions
are equivalent:
(i) For k, l ∈ N with k ≤ l and i = 1, 2, . . . ,m(l), there exists y(i) ∈ Γ+∞(vli) for each
i = 1, 2, . . . ,m(l) such that
σnΛ(y(i)) 6= y(j) for all i, j = 1, 2, . . . ,m(l), n = 1, 2, . . . , k. (3.3)
(ii) For k, l ∈ N with k ≤ l, there exists a projection qlk ∈ DΛ such that
(1) qlka 6= 0 for all 0 6= a ∈ Al,
(2) qlkφ
n
Λ(q
l
k) = 0 for n = 1, 2, . . . k.
Proof. (i) =⇒ (ii): By the condition (i), take y(i) ∈ Γ+∞(vli) for each i = 1, 2, . . . ,m(l)
satisfying (3.3). Put a finite subset of XΛ
Y = {y(i) | i = 1, 2, . . . ,m(l)} ⊂ XΛ.
We then have σ−nΛ (Y )∩Y = ∅ for all n = 1, 2, . . . , k. Now XΛ is Hausdorff so that we may
take a clopen set V ⊂ XΛ such that Y ⊂ V and σ
−n
Λ (V ) ∩ V = ∅ for all n = 1, 2, . . . , k.
Define qlk = χV ∈ C(XΛ)(= DΛ) the characteristic function of V on XΛ. Since y(i) ∈ Y ⊂
V and y(i) ∈ Γ+∞(vli) we have q
l
k ·E
l
i 6= 0. On the other hand, the condition σ
−n
Λ (V )∩V = ∅
for all n = 1, 2, . . . , k ensures us qlkφ
n
Λ(q
l
k) = 0 for n = 1, 2, . . . k. As the C
∗-subalgebra Al
is the direct sum ⊕
m(l)
i=1 CE
l
i, we see that q
l
ka 6= 0 for all 0 6= a ∈ Al.
(ii) =⇒ (i): Assume the condition (ii). For k, l ∈ N with k ≤ l, there exists a projection
qlk ∈ DΛ satisfying the conditions (1) and (2). The condition (1) implies that q
l
kE
l
i 6= 0 for
all i = 1, 2, . . . ,m(l). One may take a clopen set V ⊂ XΛ such that q
l
k = χV and hence
V ∩ Γ+∞(v
l
i) 6= ∅ for i = 1, 2, . . . ,m(l) and V ∩ σ
−n
Λ (V ) = ∅ for n = 1, 2, . . . , k.
Take y(i) ∈ V ∩ Γ+∞(vli) for each i = 1, 2, . . . ,m(l), so that we have σ
n
Λ(y(i)) 6= y(j) for all
i, j = 1, 2, . . . ,m(l), n = 1, 2, . . . , k. Thus the assertion (i) holds.
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Since the condition (i) in the above lemma is the same as the condition (iii) in Lemma
2.13, the following lemma holds.
Lemma 3.4. Let L be a left-resolving λ-graph system satisfying condition (I). Then for
k, l ∈ N with k ≤ l, there exists a projection qlk ∈ DΛ such that
(1) qlka 6= 0 for all 0 6= a ∈ Al,
(2) qlkφ
n
Λ(q
l
k) = 0 for n = 1, 2, . . . k.
Now we put Qlk := φ
k
Λ(q
l
k) ∈ DΛ a projection in DΛ. We note that each element of DL
commutes with elements of AL. As we see the identity
Sµφ
j
L
(X) = φ
j+|µ|
L
(X)Sµ, X ∈ DL, µ ∈ B∗(Λ), j ∈ Z+,
where |µ| denotes the length of the word µ, a similar argument to [6, 2.9 Proposition] leads
to the following lemma, that was seen in [26, Lemma 4.2].
Lemma 3.5. Keep the above notation.
(i) The correspondence X ∈ Fk,l −→ Q
l
kXQ
l
k ∈ Q
l
kFk,lQ
l
k extends to an isomorphism
from Fk,l to Q
l
kFk,lQ
l
k.
(ii) For X ∈ FL, we have ‖Q
l
kX −XQ
l
k‖ −→ 0 and ‖Q
l
kX‖ − ‖X‖ −→ 0 as k, l −→ ∞.
(iii) For µ ∈ B∗(Λ), we have ‖QlkSµ‖, ‖Q
l
kS
∗
µQ
l
k‖ −→ 0 as k, l −→ ∞.
The following lemma was seen in [36, Lemma 2.5] and [30, Lemma 6.5] without its
detail proofs. We will give its detail proof here.
Lemma 3.6 (cf. [25, Lemma 3.1, Lemma 3.2]). Let L be a left-resolving λ-graph system
satisfying condition (I).
(i) DΛ
′ ∩ OL ⊂ FL.
(ii) DΛ
′ ∩ FL ⊂ DL.
Proof. (i) Let E : OL −→ FL be the conditional expectation defined by
E(X) =
∫
T
ρLt (X)dt X ∈ OL
where dt denotes the normalized Lebesgue measure on T = R/Z. For X ∈ DΛ
′ ∩ OL, we
put
Xµ = E(S
∗
µX), X−µ = E(XSµ) for µ ∈ B∗(Λ).
We will show that Xµ = X−µ = 0 for µ ∈ Bk(Λ) with k ≥ 1. For f ∈ DΛ, we have
XµSµfS
∗
µ = E(S
∗
µXSµfS
∗
µ) = E(S
∗
µSµfS
∗
µX) = E(fS
∗
µX) = fXµ.
It follows that
Xµφ
|µ|
L
(f) = XµSµS
∗
µ
∑
ν∈B|µ|(Λ)
SνfS
∗
ν = XµSµS
∗
µSµfS
∗
µ = fXµ.
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Now suppose that Xµ 6= 0. For ǫ > 0, there exist k, l ∈ Z+ with k ≤ l and Xk,l ∈ Fk,l
such that |µ| ≤ k and ‖Xµ−Xk,l‖ < ǫ. We may assume that ‖Xµ‖ = ‖Xk,l‖ = 1. We then
have for f ∈ DΛ,
‖fXk,l −Xk,lφ
|µ|
L
(f)‖ < 2‖f‖ǫ.
Now L satisfies condition (I), so that there exists a projection Qlk in DΛ defined by Q
l
k =
φk
L
(qlk) satisfying the previous lemma. By considering SξS
∗
ξXk,lSξS
∗
ξ instead of Xk,l, we
may suppose that Xk,l is of the form SξE
l
iS
∗
η for some ξ, η ∈ Bk(Λ). It then follows that
QlkXk,l =
∑
ν∈Bk(Λ)
Sνq
l
kS
∗
νSξE
l
iS
∗
η = Sξq
l
kS
∗
ξSξE
l
iS
∗
η = SξE
l
iq
l
kS
∗
η
and
Xk,lQ
l
k = SξE
l
iS
∗
η
∑
ν∈Bk(Λ)
Sνq
l
kS
∗
ν = SξE
l
iS
∗
ηSηq
l
kS
∗
η = SξE
l
iq
l
kS
∗
η
so that Qlk commutes with Xk,l. Hence we have
‖Xk,lQ
l
k −Xk,lφ
|µ|
L
(Qlk)‖ = ‖Q
l
kXk,l −Xk,lφ
|µ|
L
(Qlk)‖ ≤ 2‖Q
l
k‖ǫ = 2ǫ. (3.4)
As Qlkφ
|µ|
L
(Qlk) = φ
k
L
(qlkφ
|µ|
L
(qlk)) = 0, we have
‖Xk,lQ
l
k −Xk,lφ
|µ|
L
(Qlk)‖ = max{‖Xk,lQ
l
k‖, ‖Xk,lφ
|µ|
L
(Qlk)‖}.
Since the correspondence X ∈ Fk,l −→ Q
l
kXQ
l
k ∈ Q
l
kFk,lQ
l
k extends to an isomorphism
from Fk,l to Q
l
kFk,lQ
l
k so that ‖Xk,lQ
l
k‖ = ‖Xk,l‖ = 1. Hence we have
‖Xk,lQ
l
k −Xk,lφ
|µ|
L
(Qlk)‖ ≥ 1
a contradiction to (3.4). We thus have Xµ = 0 and similarly X−µ = 0. This means that
X = E(X) ∈ FL.
(ii) For µ ∈ Bk(Λ), we put Pµ = SµS
∗
µ and define the map E
l
k : Fk,l −→ Dk,l by
setting E lk(X) =
∑
µ∈Bk(Λ) PµXPµ for X ∈ Fk,l. Since the restriction of E
l+1
k to Fk,l
coincides with E lk, the sequence {E
l
k}k≤l gives rise to an expectation E
L
k : Fk,L −→ Dk,L
for k ∈ N. Similarly the above sequence {ELk }k∈N of expectations yields an expectation
EL : FL −→ DL such that the restriction of E
L to Fk,L coincides with E
L
k for k ∈ N.
For X ∈ DL
′ ∩ FL, we know that ELk (X) = X for k ∈ N, so that E
L(X) = X. Since
EL(X) ∈ DL, we have E
L(X) ∈ DL.
We thus have the following proposition.
Proposition 3.7 (cf. [25, Lemma 3.1, Lemma 3.2]). Let L be a left-resolving λ-graph
system satisfying condition (I). Then we have
DΛ
′ ∩ OL = DL.
Proof. The inclusion relation DΛ
′ ∩ OL ⊃ DL is obvious. For X ∈ DΛ′ ∩ OL by the
assertions (i) and (ii) in Lemma 3.6, we know that X belongs to FL and DL so that
DΛ
′ ∩ OL ⊂ DL.
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2. The C∗-algebras associated with normal subshifts.
For a normal subshift Λ, denote by LminΛ its minimal presentation.
Definition 3.8. The C∗-algebra OΛmin associated with the normal subshift Λ is defined
by the C∗-algebra O
LminΛ
associated with the minimal λ-graph system LminΛ .
Let (Aminl,l+1, I
min
l,l+1)l∈Z+ be the transition matrix system for the minimal λ-graph system
L
min
Λ that is defined before Proposition 3.2. Then we have
Proposition 3.9. The C∗-algebra OΛmin is the universal unique concrete C∗-algebra gen-
erated by partial isometries Sα indexed by symbols α ∈ Σ and projections E
l
i indexed by
vertices vli ∈ V
min
l subject to the following operator relations called (L
min
Λ ):
1 =
∑
α∈Σ
SαS
∗
α =
m(l)∑
i=1
Eli, SαS
∗
αE
l
i = E
l
iSαS
∗
α,
Eli =
m(l+1)∑
j=1
Iminl,l+1(i, j)E
l+1
j , S
∗
αE
l
iSα =
m(l+1)∑
j=1
Aminl,l+1(i, α, j)E
l+1
j
for α ∈ Σ, i = 1, 2, . . . ,m(l).
Proof. By Proposition 2.14, the λ-graph system LminΛ satisfies condition (I) so that we
know that the C∗-algebra OΛmin is the universal unique concrete C∗-algebra generated by
partial isometries Sα indexed by symbols α ∈ Σ and projections E
l
i indexed by vertices
vli ∈ Vl subject to the operator relations (L
min
Λ ).
We thus have the following theorem, that was already seen in [19] and [33].
Theorem 3.10. Let Λ be a normal subshift.
(i) If Λ is λ-transitive, then the C∗-algebra OΛmin is simple.
(ii) If Λ is λ-transitive and satifies λ-condition (I), then the C∗-algebra OΛmin is simple
and purely infinite.
Proof. (i) The assertion was already seen in [19] and [33].
(ii) By Lemma 2.16, the λ-graph system LminΛ satisfies λ-condition (I). By [28], the
C∗-algebra OΛmin is simple and purely infinite.
The following lemma is useful in our further discussions.
Lemma 3.11 ([33, Proposition 3.3]). Let Λ be a normal subshift. For a vertex vli ∈ V
min
l
in LminΛ , there exists µ ∈ Sl(Λ) such that E
l
i ≥ SµS
∗
µ in OΛmin . That is, if v
l
i launches µ,
the inequality Eli ≥ SµS
∗
µ holds.
The above algebraic property of the C∗-algebra OΛmin characterizes the C∗-algebra OL
to be OΛmin .
We note that the minimal λ-graph system LminΛ is predecessor-separated, so that the
projections Eli are written in terms of the partial isometries Sα, α ∈ Σ as in (3.1). Hence
C∗-algebra OΛmin is generated by only the finite family of the partial isometries Sα, α ∈ Σ.
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We will see that irreducible sofic shifts Λ such that Λ is not finite as a set satisfy the
condition (ii) in the above theorem. We will study more detail in Section 4.
Recall that the C∗-algebras D
LminΛ
and DΛ are both commutative C
∗-subalgebras of
OΛmin defined by
D
LminΛ
=C∗(SµEliS
∗
µ : µ ∈ B∗(Λ), i = 1, 2, . . . ,m(l), l ∈ Z+),
DΛ =C
∗(SµS∗µ : µ ∈ B∗(Λ)).
The former is isomorphic to C(X
LminΛ
), and the latter is isomorphic to C(XΛ). The natural
factor map πL : XLminΛ
−→ XΛ induces the inclusion
DΛ(= C(XΛ)) ⊂ DLminΛ
(= C(X
LminΛ
)).
Since the minimal λ-graph system LminΛ of a normal subshift Λ satisfies condition (I) by
Proposition 2.14, we have the following proposition.
Proposition 3.12. Let Λ be a normal subshift and LminΛ be its minimal presentation.
Then we have
DΛ
′ ∩ OΛmin = DLminΛ .
4 Irreducible sofic shifts
Let Λ be an irreducible sofic shift over alphabet Σ. An irreducible sofic shift is defined by
using an irreducible finite directed labeled graph. It is realized as a factor of an irreducible
shift of finite type. The class of irreducible sofic shifts includes the class of irreducible shifts
of finite type (see [9], [13], [15], [16], [21], [45], etc.). As in [19], [32] and [33], irreducible
sofic shifts are λ-synchronizing. Let GFΛ = (V
F
Λ , E
F
Λ , λ
F
Λ) be its irreducible left-resolving
predecessor-separated finite labeled graph over Σ that presents Λ, where (V FΛ , E
F
Λ ) is a
finite directed graph with vertex set V FΛ and edge set E
F
Λ , and λ
F
Λ : E
F
Λ −→ Σ is a
labeling map. It is well-known that such finite labeled graph always exists for Λ. It is
minimal and unique up to graph isomorphism ([9], [21]). The labeled graph is called the
minimal left-resolving presentation of an irreducible sofic shift, or the left Fischer cover.
Let V FΛ = {v1, . . . , vN} and E
F
Λ = {e1, . . . , eM}. We will first define a labeled Bratteli
diagram (V,E, λ) over Σ as follows. Let V0 = {v0} a singleton, and Vl = {v1, . . . , vN}
for l ∈ N. Let E0,1 = {f
0
1 , . . . , f
0
M} such that s(f
0
i ) = v0, t(f
0
i ) = t(ei), λ(f
0
i ) = λ
F (ei)
for i = 1, 2, . . . ,M, and El,l+1 = {f
l
1, . . . , f
l
M} for l ∈ N such that s(f
l
i ) = s(ei), t(f
l
i ) =
t(ei), λ(f
l
i ) = λ
F (ei) for i = 1, 2, . . . ,M.
For vi ∈ V1, put let Γ
−
1 (vi) be its predecessor set for the vertex vi, that is defined by
Γ−1 (vi) = {λ(f
0
n) ∈ Σ | t(f
0
n) = vi}, i = 1, 2, . . . , N.
If Γ−1 (vi) = Γ
−
1 (vj), then the two vertices vi and vj are identified with each other in V1, and
we have a new vertex set written V F1 . The sources {s(f
0
1 ), . . . , s(f
0
M )} of edges {f
0
1 , . . . , f
0
M}
are identified following the identification in V1, so that we obtain a new edge set written
EF0,1. Similarly, for vi, vj ∈ V2, if Γ
−
2 (vi) = Γ
−
2 (vj), then the two vertices vi and vj are
identified in V2, and the sources {s(f
1
1 ), . . . , s(f
1
M )} of edges {f
1
1 , . . . , f
1
M} are identified
following the identification in V2, so that we obtain a new edge set written E
F
1,2. Like this
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way, we continue this procedure to get new vertex sets V Fl , l = 0, 1, 2, . . . and edge sets
EFl,l+1, l = 0, 1, 2, . . . . Since Λ is sofic and the original labeled graph G
F
Λ = (V
F
Λ , E
F
Λ , λ
F
Λ)
is predecessor-separated, there exists K ∈ N such that Γ−k (vi) 6= Γ
−
k (vj) in Bk(Λ) for all
k ≥ K and i, j = 1, 2, . . . , N with i 6= j, so that we have
V Fl = Vl(= V
F
Λ ), E
F
l,l+1 = El,l+1(= E
F
Λ ) for all l ≥ K.
We thus have a labeled Bratteli diagram (V Fl , E
F
l,l+1, λ
F
l,l+1)l∈Z+ over Σ. We let V
F
l =
{vl1, . . . , v
l
m(l)}. Since Γ
−
l+1(vi) = Γ
−
l+1(vj) implies Γ
−
l (vi) = Γ
−
l (vj), we have a natural
surjective map V Fl+1 −→ V
F
l written ι
F
l+1,l for l ≤ K. For l ≥ K, the identity map
V Fl+1 −→ V
F
l written ι
F
l+1,l is defined. We thus have a λ-graph system
L
F
Λ = (V
F , EF , λF , ιF )
that presents the original sofic shift Λ. As the original labeled graph GFΛ = (V
F
Λ , E
F
Λ , λ
F
Λ)
is minimal, left-resolving and hence predecessor-separated, our λ-graph system LFΛ =
(V F , EF , λF , ιF ) is left-resolving and predecessor-separated and presents Λ. And also,
every vertex vi of the directed graph G
F
Λ has a word µ such that any directed labeled path
labeled µ in GFΛ must leave the vertex vi (cf. [21, Proposition 3.3.17]), so that every vertex
of the λ-graph system LFΛ launches some word (see [32, Section 3]). Therefore the λ-graph
system LFΛ is λ-synchronizing. As Λ is irreducible, L
F
Λ is ι-irreducible by Lemma 2.10 (i).
Hence LFΛ is nothing but the minimal λ-graph system L
min of Λ. Therefore we have
Proposition 4.1. For an irreducible sofic shift Λ, let Lmin = (V min, Emin, λmin, ιmin) be
the minimal λ-graph system for Λ. Let GFΛ = (V
F , EF , λF ) be its Fischer cover graph for
Λ. Then there exists L ∈ N such that
V minl = V
F
Λ , E
min
l,l+1 = E
F
Λ , λ
min = λFΛ , ι
min|V min
l
= id
for all l ≥ L.
Namely, the minimal λ-graph system Lmin for an irreducible sofic shift Λ is identified
with its left Fischer cover.
Let Λ be an irreducible sofic shift such that Λ is not finite, so that Λ is a normal subshift.
Let GFΛ = (V
F
Λ , E
F
Λ , λ
F
Λ) be its left Fischer cover graph with vertex set V
F
Λ = {v1, . . . , vN}.
Consider the following matrix :
A(i, α, j) =
{
1 if there exist e ∈ E;λ(e) = α, s(e) = vi, t(e) = vj ,
0 otherwise.
(4.1)
Let Sα, α ∈ Σ and Ei, i = 1, 2, . . . , N be partial isometries and projections respectively
satisfying the following operator relations:
1 =
∑
α∈Σ
SαS
∗
α =
N∑
i=1
Ei, SαS
∗
αEi = EiSαS
∗
α, S
∗
αEiSα =
N∑
j=1
A(i, α, j)Ej (4.2)
for α ∈ Σ, i = 1, 2, . . . , N . Let us denote by OGFΛ
the universal C∗-algebra generated by
Sα, α ∈ Σ and Ei, i = 1, 2, . . . , N satisfying the above relations. We put
Σ̂ = {(α, i) ∈ Σ× {1, 2, . . . , N} | there exists e ∈ E;λ(e) = α, t(e) = vi}.
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For (α, i), (β, j) ∈ Σ̂, by using the matrix A given by (4.1), we define a matrix
Â((α, i), (β, j)) =
N∑
k=1
A(k, α, i)A(i, β, j).
Since the labeled graph GFΛ is left-resolving, the (α, i), (β, j)-entry Â((α, i), (β, j)) of the
matrix Â is one or zero. Let us denote by O
Â
the Cuntz-Krieger algebra for the matrix
Â. We then have the following proposition.
Proposition 4.2. Let Λ be an irreducible sofic shift such that Λ is infinite. Let GFΛ =
(V FΛ , E
F
Λ , λ
F
Λ) be its left Fischer cover graph. Let L
min
Λ be its minimal presentation of λ-
graph system for the normal subshift Λ. Then the C∗-algebra OΛmin is a simple purely
infinite C∗-algebra that is isomorphic to the Cuntz-Krieger algebra O
Â
for the matrix Â.
Proof. By the universality and the uniqueness of the C∗-algebra OΛmin for the canonical
generating partial isometries Sα, α ∈ Σ and projections E
l
i, i = 1, 2, . . . ,m(l), l ∈ Z+
subject to the relations (LminΛ ) as in Proposition 3.9, the C
∗-algebra OΛmin is canonically
isomorphic to the above C∗-algebra OGFΛ .
We will henceforth show that OGFΛ
is isomorphic to the Cuntz–Krieger algebra O
Â
.
Let Sα, α ∈ Σ and Ei, i = 1, 2, . . . , N be partial isometries and projections respectively
satisfying the operator relations (4.2). For (α, i) ∈ Σ̂, put S(α,i) = SαEi. We then have∑
(α,i)∈Σ̂
S(α,i)S
∗
(α,i) =
∑
α∈Σ
SαEiS
∗
α =
∑
α∈Σ
SαS
∗
α = 1.
As S∗αSα =
∑N
k=1 S
∗
αEkSα =
∑N
k=1
∑N
j=1A(k, α, j)Ej , we have
S∗(α,i)S(α,i) = Ei(
N∑
k=1
N∑
j=1
A(k, α, j)Ej )Ei =
N∑
k=1
A(k, α, i)Ei. (4.3)
Since S∗βEiSβ =
∑N
j=1A(i, β, j)Ej , we have
Ei =
∑
β∈Σ
N∑
j=1
A(i, β, j)SβEjS
∗
β =
∑
(β,j)∈Σ̂
A(i, β, j)S(β,j)S
∗
(β,j). (4.4)
By (4.3) and (4.4), we thus obtain
S∗(α,i)S(α,i) =
N∑
k=1
A(k, α, i)(
∑
(β,j)∈Σ̂
A(i, β, j)S(β,j)S
∗
(β,j))
=
∑
(β,j)∈Σ̂
N∑
k=1
A(k, α, i)A(i, β, j))S(β,j)S
∗
(β,j)
=
∑
(β,j)∈Σ̂
Â((α, i), (β, j))S(β,j)S
∗
(β,j).
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Hence the C∗-algebra C∗(S(α,i); (α, i) ∈ Σ̂) generated by S(α,i), (α, i) ∈ Σ̂ is isomorphic to
the Cuntz-Krieger algebra O
Â
for the matrix Â. By (4.4), we have
Ei =
∑
(β,j)∈Σ̂
A(i, β, j)S(β,j)S
∗
(β,j), Sα =
N∑
i=1
SαEi =
N∑
i=1
S(α,i)
so that Sα, Ei are generated by S(α,i), (α, i) ∈ Σ̂. We thus have C
∗(Sα, Ei;α ∈ Σ, i =
1, 2, . . . , N) = C∗(S(α,i); (α, i) ∈ Σ̂) and hence OGFΛ = OÂ.
5 Other examples of normal subshifts
In this section, other examples of normal subshifts and their C∗-algebras will be presented.
1. Dyck shifts.
For a positive integer N > 1, the Dyck shift DN of order N was introduced by W.
Krieger [14], related to Dyck language in formal language theory in computer science (cf.
[11]). Consider an alphabet Σ = Σ+ ⊔ Σ− where Σ− = {α1, . . . , αN},Σ+ = {β1, . . . , βN}.
Following [14], the Dyck inverse monoid for Σ is the inverse monoid defined by the product
relations: αiβj = 1 if i = j, otherwise αiβj = 0, for i, j = 1, . . . , N . The symbol 1 plays a
roˆle of empty word such that αi1 = 1αi = αi, βj1 = 1βj = βj . By the product structure, a
word ω1 · · ·ωn of Σ is defined to be admissible if the reduced word of the product ω1 · · ·ωn
in the monoid is not 0. The Dyck shift written DN is defined to be the subshift over
alphabet Σ whose admissible words are the admissible words in this sense. It is well-
known that the subshift DN is not sofic. As in [19], the Dyck shift DN is λ-synchronizing
and hence normal. Its minimal λ-graph system LminDN = (V
min, Emin, λmin, ιmin) was already
studied in [18], in which the minimal λ-graph system LminDN was called the Cantor horizon
λ-graph system written LCh(DN ). Let us briefly review its construction.
Let ΛN be the two-sided full N -shift over {1, 2, . . . N}. Let
V minl := {βµ1 · · · βµl ∈ (Σ
+)
l
| µ1 · · ·µl ∈ {1, 2, . . . , N}
l} (5.1)
and the mapping ιmin : V minl+1 −→ V
min
l is defined by
ι(βµ1 · · · βµlβµl+1) = βµ1 · · · βµl for βµ1 · · · βµlβµl+1 ∈ V
min
l+1 .
Define a labeled edge labeled αj from the vertex βµ1 · · · βµl ∈ V
min
l to the vertex βµ0βµ1 · · · βµl ∈
V minl+1 precisely if µ0 = j. Define a labeled edge labeled βj from the vertex βjβµ1 · · · βµl−1 ∈
V minl to the vertex βµ1 · · · βµlβµl+1 ∈ V
min
l+1 . Such edges are denoted by E
min
l,l+1. We then
have a λ-graph system presenting the Dyck shift DN . It is the minimal left-resolving pre-
sentation and hence it is the minimal λ-graph system LminDN (cf. [33]). Since the subshift
DN is λ-irreducible satisfying λ-condition (I), we know the following proposition.
Proposition 5.1 ([18], [29], [33]). The C∗-algebra ODminN associated with the minimal
λ-graph system LminDN for the Dyck shift DN is simple and purely infinite.
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The K-groups of the algebra ODminN
was computed in the following way:
K0(ODminN
) ∼= Z/NZ⊕ C(C,Z), K1(ODminN
) ∼= 0
where C denotes the Cantor set ([18], [33]).
2. Markov–Dyck shifts.
The class of Markov–Dyck shifts contains the class of Dyck shifts. It is a natural
generalization of Dyck shifts as the class of topological Markov shifts contains the class
of full shifts. Let A = [A(i, j)]Ni,j=1 be an N × N square matrix with entries in {0, 1}.
We assume that the matrix is irreducible satisfying condition (I) in the sense of Cuntz–
Krieger [6]. The Markov–Dyck shift DA for the matrix A is defined by using the canonical
generating partial isometries of the Cuntz–Krieger algebra OA in the following way. Let
s1, . . . , sN be the canonical generating partial isometries of the Cuntz–Krieger algebra OA
that satisfies the relations:
1 =
N∑
j=1
sjs
∗
j , s
∗
i si =
N∑
j=1
A(i, j)sjs
∗
j , i = 1, 2, . . . , N.
Similarly to the Dyck shift, we consider the alphabet Σ = Σ+⊔Σ− where Σ− = {α1, . . . , αN},
Σ+ = {β1, . . . , βN}. Let αˆi = s
∗
i , βˆi = si, i = 1, 2, . . . , N . We say that a word γ1 · · · γn of
Σ for γ1, . . . , γn ∈ Σ is forbidden if γˆ1 · · · γˆn = 0 in the algebra OA. The Markov-Dyck
shift DA for the matrix A is defined by the subshift over alphabet Σ by the forbidden
words. These kinds of subshifts first appeared in [17] by using certain semigroups. More
general setting was studied in [10]. The above definition by using generators of C∗-
algebras was seen in [31] (cf. [34]). If all entries of A is one, then the product structure
of αˆi, βˆi, i = 1, 2, . . . , N go to that of the Dyck inverse monoid, so that the Markov-Dyck
shift DA coincides with the Dyck shift DN .
The Markov–Dyck shift DA is not sofic for every irreducible matrix A with entries in
{0, 1} satisfying condition (I). It is always λ-synchronizing and hence normal. Hence we
have its minimal λ-graph system LminDA for DA. The λ-graph system was studied in [18]
in which it was called the Cantor horizon λ-graph system and written LCh(DA). Let ΛA
denotes the shift space
ΛA = {(xn)n∈Z ∈ {1, . . . , N}Z | A(xn, xn+1) = 1 for all n ∈ Z}
of the two-sided topological Markov shift defined by the matrix A. We denote by Bl(ΛA)
the set of admissible words of ΛA with its length l. The vertex set V
min
l at level l of the
minimal λ-graph system LminDA is defined by
V minl := {βµ1 · · · βµl ∈ (Σ
+)
l
| µ1 · · ·µl ∈ Bl(ΛA)}.
The mapping ιmin : V minl+1 −→ V
min
l is similarly defined to the minimal λ-graph system L
min
DN
of the Dyck shift by deleting its rightmost symbol of words in V minl+1 . A labeled edge labeled
αj from βµ1 · · · βµl ∈ V
min
l to βµ0βµ1 · · · βµl ∈ V
min
l+1 is defined precisely if µ0 = j. A labeled
edge labeled βj from the vertex βjβµ1 · · · βµl−1 ∈ V
min
l to the vertex βµ1 · · · βµlβµl+1 ∈ V
min
l+1
is defined. Such edges are denoted by Eminl,l+1. We then have a λ-graph system presenting
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the Markov–Dyck shift DA. It is the minimal left-resolving presentation and hence it is
the minimal λ-graph system LminDA (cf. [33]). Since the matrix A is irreducible and satisfies
condition (I), the subshift DA is λ-irreducible satisfying λ-condition (I), so that we know
the following proposition.
Proposition 5.2 ([18], [33]). The C∗-algebra ODminA associated with the minimal λ-graph
system LDminA
for the Makov–Dyck shift DA is simple and purely infinite.
K-group formulas for the C∗-algebras ODminA were studied in [31].
3. Motzkin shifts.
Motzkin language appears in automata theory as well as Dyck language ([11]). The
Motzkin shifts are non sofic subshifts associated with the Motzkin language (cf. [27]). For
a positive integer N > 1, similarly to the Dyck shift, we consider the alphabet Σ = Σ+⊔Σ−
where Σ− = {α1, . . . , αN},Σ+ = {β1, . . . , βN} and the Dyck inverse monoid for Σ+ ⊔ Σ−
as in previous paragraphs. The Dyck inverse monoid is defined by the product relations:
αiβj = 1 if i = j, otherwise αiβj = 0, for i, j = 1, . . . , N . Let us consider a new alphabet
set Σ1 defined by Σ1 = Σ
+∪Σ−∪{1}. The Motzkin shiftMN of order N is defined to be a
subshift over Σ1 such that a word γ1 · · · γn of Σ1 is forbidden precisely if γ1 · · · γn = 0. As
seen in [27], the subshift MN is λ-synchronizing and hence normal. Its minimal λ-graph
system LminMN was described as the Cantor horizon λ-graph system written L
Ch(MN ) in [27].
Let V minl be the vertex set defined by (5.1). The mapping ι : V
min
l+1 −→ V
min
l is similarly
defined as in the case of Dyck shifts. Labeled edges labeled symbols in Σ from V minl to
V minl+1 are defined in a similar way to Dyck shifts. In addition to the labeled edges above,
an additional labeled edge labeled 1 from βµ1 · · · βµl ∈ V
min
l to βµ1 · · · βµlβµl+1 ∈ V
min
l+1
is defined for every pair βµ1 · · · βµl ∈ V
min
l and βµ1 · · · βµlβµl+1 ∈ V
min
l+1 . We then have a
λ-graph system that is the minimal λ-graph system LminMN for the Motzkin shift MN . Since
the λ-graph system LminMN contains the minimal λ-graph system L
min
DN
of the Dyck shift DN
as a subsystem, LminMN is λ-irreducible and satisfies λ-condition (I). Therefore we have
Proposition 5.3 ([27]). The C∗-algebra OMminN associated with the minimal λ-graph sys-
tem LminMN for the Motzkin shift MN is simple and purely infinite.
The K-groups of the algebra OMminN
was computed in [27] for the case of N = 2. As
in the paper [27], the strategy to compute Ki(OMmin
N
), i = 1, 2 works well for general
OMminN
, N = 2, 3, . . . , so that we have:
K0(OMminN
) ∼= C(C,Z), K1(OMminN
) ∼= 0
where C denotes the Cantor set ([27]).
4. β-shifts.
The β-shift for real number β > 1 was first introduced in [39], [44]. It is an interpolation
between full shifts, simultaneously one of natural generalization of full shifts. For a real
number β > 1, take a natural number N such that N−1 < β ≤ N . Let fβ : [0, 1] −→ [0, 1]
be the mapping fβ(x) = βx − [βx] for x ∈ [0, 1], where [t] is the integer part of t ∈ R.
Let Σ = {0, 1, . . . , N − 1}. The β-expansion of x ∈ [0, 1] is a sequence di(x, β), i ∈ N of Σ
defined by
di(x, β) = [βf
i−1
β (x)], i ∈ N,
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so that we know that x =
∑∞
i=1
di(x,β)
βi
. We endow ΣN with the lexicographical order. Put
ζβ = supx∈[0,1)(di(x, β))i∈N. Define the one-sided subshift XΛβ by setting
XΛβ = {ω ∈ Σ
N | σi(ω) ≤ ζβ, i ∈ Z+},
where σi(ω) = (ωn+i)n∈N for ω = (ωn)n∈N. Its two-sided extension Λβ is defined by
Λβ = {(ωn)n∈Z ∈ ΣZ | (ωn+k)n∈N ∈ XΛβ , k ∈ Z}.
Put the maximum sequence ζβ = (ξ1, ξ2, . . . ) and the real number
bξ1...ξk = β
k − ξ1β
k−1 − ξ2βk−2 − · · · − ξk−1β − ξk
As seen in [12, Proposition 3.8],
(i) Λβ is a full shift if and only if bξ1 = 1.
(ii) Λβ is a shift of finite type if and only if bξ1···ξk = 1 for some k ≥ 1.
(iii) Λβ is a sofic subshift if and only if bξ1···ξl = bξ1···ξm for some l 6= m.
Hence Λβ is not sofic unless β is an algebraic integer. As in [19], the β-shift Λβ is λ-
synchronizing for every β, so that it is normal. In [12], the C∗-algebra Oβ of the β-shift
Λβ was studied (cf. [22]). The C
∗-algebra Oβ is indeed the C∗-algebra OLminΛβ
associated
with the minimal λ-graph system LminΛβ of the subshift Λβ.
We will briefly review the construction of LminΛβ seen in [12]. For l ∈ N, order the
real numbers {bξ1 , bξ1ξ2 , . . . , bξ1ξ2···ξl} by its usual order in R. They give rise to disjoint
intervals partitioned by {bξ1 , bξ1ξ2 , . . . , bξ1ξ2···ξl} in [0, 1]. Let m(l) be the number of the
partitions in (0, 1]. If Λβ is sofic, there exists l0 such that m(l) = L for all l > l0.
If Λβ is not sofic, m(l) = l + 1. Let v
l
1, . . . , v
l
m(l) be the ordered set of the disjoint
partitions of (0, 1]. The order is defined along the usual order in R. We denote by
V minl the set {v
l
1, . . . , v
l
m(l)}. Suppose that v
l
i corresponds to the interval (bξ1···ξq , bξ1···ξp ]
with bξ1···ξq < bξ1···ξp . For ξp+1 ∈ Σ, we define the labeled edge labeled ξp+1 from v
l
i
to the vertices vl+1j ∈ V
min
l+1 corresponding to the partitions contained in the interval
(bξ1···ξqξp+1 , bξ1···ξpξp+1 ]. For 0 ≤ α < ξp+1, we define the labeled edge labeled α from
vli to the vertices v
l+1
j ∈ V
min
l+1 corresponding to the partitions contained in the interval
(bξ1···ξqα, 1]. Such edges are written E
min
l,l+1. We define the map ι
min : V minl+1 −→ V
min
l by
setting ι(vl+1j ) = v
l
i if the part in (0, 1] corresponding to v
l+1
j is contained in the part in
(0, 1] corresponding to vl+1i . The resulting labeled Bratteli diagram becomes a λ-graph
system. It is not difficult to see that the λ-graph system is λ-synchronizing and hence
minimal (cf. [19]). The C∗-algebra Oβ studied in [12] is generated by a finite family
S0, S1, . . . , SN−1 of partial isometries corresponding to the letters of Σ. For an admissible
word µ ∈ B∗(Λβ), put aµ = S∗µSµ. It was proved in [12] that there exists a unique
KMS-state written ϕ for gauge action on Oβ (cf. [12]). As in [12], we know
ϕ(aξ1ξ2···ξk) = bξ1ξ2···ξk , k ∈ N.
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By [12, Corollary 3.2], we see
S∗αaξ1···ξnSα =

0 α > ξn+1
aξ1···ξn+1 α = ξn+1
1 α < ξn+1.
(5.2)
Since the projections in the commutative C∗-algebra Aβ generated by the projections of
the form aµ, µ ∈ B∗(Λβ) is generated by the projection of the form Eli := bξ1···ξp − bξ1···ξq ,
the relation (5.2) tells us that the C∗-algebra OΛminβ associated with the minimal λ-graph
system LminΛβ is canonically isomorphic to the C
∗-algebra Oβ studied in [12]. We therefore
have
Proposition 5.4 ([12, Theorem 3.6 and Theorem 4.12]). The C∗-algebra OΛminβ for the
β-shift Λβ is simple and purely infinite for each 1 < β ∈ R such that
K0(OΛmin
β
) =

Z/(η1 + · · ·+ ηm − 1)Z if d(1, β) = η1η2 · · · ηm000 · · ·
Z/(ξ1 + · · ·+ ξk)Z if d(1, β) = ν1 · · · νlξ1 · · · ξkξ1 · · · ξkξ1 · · · ξk · · ·
Z otherwise.
K1(OΛminβ
) = {0} for any β > 1.
Remark 5.5. It was shown that the KMS-state for the gauge action on Oβ is unique at
the inverse temperature log β, which is the topological entropy for the β-shift Λβ ([12]).
Hence two subshifts Λβ,Λβ′ are topologically conjugate if and only if β = β
′.
6 One-sided topological conjugacy
In what follows, a sliding bock code means a shift commuting continuous map between
subshifts, that is always defined by a block map (see [21]).
In this section, we will prove that the triplet (OΛmin ,DΛ, ρ
Λ) for a normal subshift Λ is
invariant under topological conjugacy of one-sided subshifts, where ρΛ denotes the gauge
action ρL
min
Λ on OΛmin defined in (3.2). For a left-resolving λ-graph system L, let us denote
by Λ the presented subshift. There exists a natural factor map πL : XL −→ XΛ such that
πL ◦ σL = σΛ ◦ πL that is defined in Section 3.
Definition 6.1 ([30],[36]). Let L1 and L2 be left-resolving λ-graph systems that present
subshifts Λ1 and Λ2, respectively. One-sided subshifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are
said to be (L1,L2)-conjugate if there exist topological conjugacies hL : (XL1 , σL1) −→
(XL2 , σL2) and hΛ : (XΛ1 , σΛ1) −→ (XΛ2 , σΛ2) such that πL2 ◦ hL = hΛ ◦ πL1 .
Equivalently, there exist homeomorphisms hL : XL1 −→ XL2 and hΛ : XΛ1 −→ XΛ2
such that {
hL(σL1(x)) = σL2(hL(x)), x ∈ XL1 ,
h−1
L
(σL2(y)) = σL1(h
−1
L
(y)), y ∈ XL2 ,
(6.1)
and
πL2 ◦ hL = hΛ ◦ πL1 . (6.2)
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We remark that the equalities (6.1) and (6.2) automatically imply the equalities{
hΛ(σΛ1(a)) = σΛ2(hΛ(a)), a ∈ XΛ1 ,
h−1Λ (σΛ2(b)) = σΛ1(h
−1
Λ (b)), b ∈ XΛ2 .
(6.3)
We note that if one-sided subshifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are (L1,L2)-conjugate, they
are (L1,L2)-eventually conjugate in the sense of [36] or in the sense of the following section.
Lemma 6.2. Let LminΛ1 and L
min
Λ2
be the minimal λ-graph systems for normal subshifts Λ1
and Λ2, respectively. Assume that there exists a topological conjugacy h : XΛ1 −→ XΛ2 .
Then there exists L ∈ N such that for any l ∈ N and a word µ ∈ Sl(Λ1), there exists a
word µ˜ ∈ Sl(Λ2) with |µ˜| = |µ|+ L such that
(i) for η ∈ Γ−l (µ˜) and y ∈ Γ
+∞(µ˜), the equality h−1(ηµ˜y)[l+1,l+|µ|] = µ holds,
(ii) there exists γ ∈ Γ+2L(µ) such that for ξ ∈ Γ
−
l (µ), x ∈ Γ
+∞(ξµγ), the equality
h(ξµγx)[l+1,l+|µ|+L] = µ˜ holds.
Proof. Since h : XΛ1 −→ XΛ2 is a topological conjugacy, there exist L ∈ N and block
maps
ϕ : BL+1(Λ1) −→ Σ2, φ : BL+1(Λ2) −→ Σ1,
such that h = ϕ
[0,L]
∞ : XΛ1 −→ XΛ2 and h−1 = φ
[0,L]
∞ : XΛ2 −→ XΛ1 where ϕ
[0,L]
∞ ((xn)n∈N) =
(ϕ(xn, . . . , xL+n))n∈N and φ
[0,L]
∞ is similarly defined (see [21]). Let µ ∈ Sl(Λ1) with
µ = (µ1, . . . , µm). Since h
−1 : XΛ2 −→ XΛ1 is a sliding block code, there exists µ˜ =
(µ˜1, . . . , µ˜|µ|+L) ∈ B|µ|+L(Λ2) such that
µn = φ(µ˜n, . . . , µ˜n+L), n = 1, 2, . . . ,m.
Suppose that y, y′ ∈ Γ+∞(µ˜) and η ∈ Γ
−
l (µ˜y). Hence we have h
−1(ηµ˜y) ∈ XΛ1 such
that h−1(ηµ˜y)[l+1,l+|µ|] = µ. Take ξ ∈ Bl(Λ1) such that h−1(ηµ˜y) = ξh−1(µ˜y). Since
h−1(µ˜y) = µz for some z ∈ Γ+∞(µ), we have h−1(ηµ˜y) = ξµz, so that we have ξ ∈ Γ
−
l (µz).
Let h−1(µ˜y′) = µz′ for some z′ ∈ Γ+∞(µ). As µ ∈ Sl(Λ1), the condition ξ ∈ Γ
−
l (µz)
implies ξ ∈ Γ−l (µz
′), so that ξµz′ ∈ XΛ1 . As h(ξµz) = ηµ˜y, we see h(ξµ)[1,l] = η. Now
µ˜y′ = h(µz′) so that we have
h(ξµz′) = h(ξµ)[1,l]h(µz′) = ηµ˜y′.
Hence we have η ∈ Γ−l (µ˜y
′). This implies that Γ−l (µ˜y) = Γ
−
l (µ˜y
′) so that we conclude that
µ˜ ∈ Sl(Λ2). One may find γ = (γ1, . . . , γ2L) ∈ Γ
+
2L(µ) such that h(µγx)[1,|µ|+L] = µ˜ for
any x ∈ Γ+∞(µγ). Hence h(ξµγx)[l+1,l+|µ|+L] = µ˜ holds for ξ ∈ Γ
−
l (µ), x ∈ Γ
+∞(ξµγ).
Lemma 6.3. For µ ∈ Sl(Λ1), let µ˜ ∈ Sl(Λ2) be as above. For γ
′ ∈ Γ+2L(µ), put µ˜
′ :=
h(ξµγ′x′)[l+1,|µ|+L] ∈ Sl(Λ2) for some ξ ∈ Γ
−
l (µ), x
′ ∈ Γ+∞(ξµγ′). Then µ˜ ∼
l
µ˜′ in Sl(Λ2).
Hence the equivalence class of µ˜ does not depend on the choice of γ and x as long as
ξµγx ∈ B∗(Λ1).
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Proof. For η ∈ Γ−l (µ˜), take y ∈ Γ
+∞(µ˜) such that ηµ˜y ∈ XΛ2 . Hence h−1(ηµ˜y) = ξµz ∈
XΛ1 . As γ
′ ∈ Γ+2L(µ) and hence ξµγ
′ ∈ B∗(Λ1), we have ξµγ′x′ ∈ XΛ1 for any x′ ∈
Γ+∞(ξµγ′). We then have
h(ξµγ′x′)[1,|µ|+L] = ηh(ξµγ′x′)[l+1,|µ|+L] = ηµ˜′
so that η ∈ Γ−l (µ˜
′) and hence Γ−l (µ˜) ⊂ Γ
−
l (µ˜
′). Similarly we have Γ−l (µ˜
′) ⊂ Γ−l (µ˜) so that
Γ−l (µ˜) = Γ
−
l (µ˜
′).
Lemma 6.4. Suppose ν ∈ B∗(Λ1) with |ν| ≥ L and νγ ∈ Sl(Λ1) and νδ ∈ Sl+1(Λ1) for
some γ, δ ∈ Γ+∗ (ν) such that νγ ∼
l
νδ. Then we have ν˜γ ∈ Sl(Λ2) and ν˜δ ∈ Sl+1(Λ2) such
that ν˜γ ∼
l
ν˜δ.
Proof. By the previous lemma, we know that ν˜γ ∈ Sl(Λ2) and ν˜δ ∈ Sl+1(Λ2). It suffices
to show that ν˜γ ∼
l
ν˜δ. For η ∈ Γ−l (ν˜γ), we have ην˜γy ∈ XΛ2 for some y ∈ XΛ2 . Hence
we have h−1(ην˜γy) = ξνγz for some ξ ∈ Γ−l (νγ), z ∈ Γ
+
l (νγ). As νγ ∼
l
νδ and hence
ξνδ ∈ B∗(Λ1), we see ξνδz′ ∈ XΛ1 for some z′ ∈ XΛ1 . Since ην˜γy = h(ξνγz), we have
h(ξνδz′) = ηh(νδz′)[l+1,∞) = ην˜δy′ for some y′ ∈ Γ+∞(ν˜δ).
Hence we have η ∈ Γ−l (ν˜δ) so that Γ
−
l (ν˜γ) ⊂ Γ
−
l (ν˜δ). Similarly we have Γ
−
l (ν˜δ) ⊂ Γ
−
l (ν˜γ)
so that Γ−l (ν˜γ) = Γ
−
l (ν˜δ).
Proposition 6.5. Let LminΛ1 and L
min
Λ2
be the minimal λ-graph systems for normal subshifts
Λ1 and Λ2, respectively. Assume that the one-sided subshifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2)
are topologically conjugate. Then they are (LminΛ1 ,L
min
Λ2
)-conjugate.
Proof. Let h : XΛ1 −→ XΛ2 be a topological conjugacy. Keep the notation as in the
previous lemmas. For (αi, ui)i∈N ∈ XLminΛ1
where ui = (u
l
i)l∈Z+ ∈ ΩLminΛ1
, i ∈ N. Put
(α˜i)i∈N := h((αi)i∈N) ∈ XΛ2 . Fix i ∈ N and l ∈ N. Take γ ∈ B∗(Λ1) such that u
l+L
i+L
launches γ, and δ ∈ B∗(Λ1) such that ul+L+1i+L launches δ. We see the following picture:
uli
αi+1
−−−−→ ul+1i+1
αi+2
−−−−→ ul+2i+2 −−−−→ · · ·
αi+L
−−−−→ ul+Li+L
γ
−−−−→
ι
x ιx ιx ιx
ul+1i
αi+1
−−−−→ ul+2i+1
αi+2
−−−−→ ul+3i+2 −−−−→ · · ·
αi+L
−−−−→ ul+L+1i+L
δ
−−−−→
Put ν = (αi+1, αi+2, . . . , αi+L) ∈ BL(Λ1) with |ν| = L. Hence we see that u
l
i = [νγ]l the
l-past equivalence class of νγ ∈ Sl(Λ1), and u
l+1
i = [νδ]l+1 the l+1-past equivalence class
of νδ ∈ Sl+1(Λ1). By the preceding lemma, we know that ν˜γ ∈ Sl(Λ2), ν˜δ ∈ Sl+1(Λ2) and
ν˜γ ∼
l
ν˜δ. Define u˜li := [ν˜γ]l the l-past equivalence class of ν˜γ ∈ Sl(Λ2), and u˜
l+1
i := [ν˜δ]l+1
the l+1-past equivalence class of ν˜δ ∈ Sl+1(Λ2). It does not depend on the choice of γ and
δ by Lemma 6.4. Hence we have vertices u˜li ∈ V
Λmin2
l and u˜
l+1
i ∈ V
Λmin2
l+1 . Since ν˜γ ∼
l
ν˜δ, we
have ι(u˜l+1i ) = u˜
l
i so that we have an ι-orbit
u˜i = (u˜
l
i)l∈Z+ ∈ ΩLminΛ2
for each i ∈ N.
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By its construction, we have for some x ∈ XΛ1
h((α1, . . . , αi)νγx) = h((α1, . . . , αi)(αi+1, . . . , αi+L)γx)[1,i]h(νγx)
= (α˜1, . . . , α˜i)h(νγx)[1,|νγ|]h(x)[1,∞)
= (α˜1, . . . , α˜i)ν˜γh(x).
Hence we have (α˜1, . . . , α˜i) ∈ Γ
−
i (u˜
l
i). It is easy to see that (u˜i−1, αi, u˜i) ∈ ELminΛ2
so that
we have a sequence (α˜i, u˜i)i∈N ∈ XLminΛ2
. Consequently we get a map
ϕ : (αi, ui)i∈N ∈ XLminΛ1
−→ (α˜i, u˜i)i∈N ∈ XLminΛ2
that is continuous by its construction. Since h((αi)i∈N) = (α˜i)i∈N, it satisfies h ◦ πL1 =
πL2 ◦ ϕ. Similarly we get a map
φ : (βi, wi)i∈N ∈ XLminΛ2
−→ (β˜i, w˜i)i∈N ∈ XLminΛ1
satisfying ϕ ◦ φ = idX
Lmin
Λ2
and φ ◦ ϕ = idX
Lmin
Λ1
. By putting hL = ϕ, we have a desired
topological conjugacy hL : XLminΛ1
−→ X
LminΛ2
.
Theorem 6.6. Let Λ1 and Λ2 be normal subshifts. If their one-sided subshifts (XΛ1 , σΛ1)
and (XΛ2 , σΛ2) are topologically conjugate, then there exists an isomorphism Φ : OΛ1min −→
OΛ2min of C
∗-algebras such that Φ(DΛ1) = DΛ2 and Φ ◦ ρ
Λ1
t = ρ
Λ2
t ◦ Φ, t ∈ T.
Proof. By Proposition 6.5, (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are (L
min
Λ1
,LminΛ2 )-conjugate, so that
they are (LminΛ1 ,L
min
Λ2
)-eventually conjugate in the sense of [36] or in the sense of the follow-
ing section. By [36, Theorem 1.3], we have a desired isomorphism Φ : OΛ1min −→ OΛ2min
of C∗-algebras.
Remark 6.7. Brix–Carlsen in [3] gave an example of a pair (XA, σA) and (XB , σB) of
irreducible shifts of finite type such that the converse of Theorem 6.6 does not hold.
They found two irreducible matrices A,B with entries in {0, 1} such that there exists an
isomorphism Φ : OA −→ OB of the Cuntz–Krieger algebras such that Φ(DA) = DB and
Φ ◦ ρAt = ρ
B
t ◦ Φ, but the one-sided topological Markov shifts (XA, σA) and (XB , σB) are
not topologically conjugate.
7 One-sided eventual conjugacy
In this section, we will prove that a slightly weaker equivalence relation than one-sided
topological conjugavy in one-sided normal subshifts XΛ1 ,XΛ2 , called eventual conjugacy,
is equivalent to the condition that there exists an isomorphism Φ : OΛ1min −→ OΛ2min of
C∗-algebras satisfying Φ(DΛ1) = DΛ2 and Φ ◦ ρ
Λ1
t = ρ
Λ2
t ◦ Φ, t ∈ T.
Let Λ1 and Λ2 be subshifts. Suppose that their one-sided subshifts (XΛ1 , σΛ1) and
(XΛ2 , σΛ2) eventually conjugate. This means that there exist a homeomorphism h :
XΛ1 −→ XΛ2 and an integer K ∈ Z+ such that{
σKΛ2(h(σΛ1(x))) = σ
K+1
Λ2
(h(x)), x ∈ XΛ1 ,
σKΛ1(h
−1(σΛ2(y)) = σ
K+1
Λ1
(h−1(y)), y ∈ XΛ2 .
(7.1)
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Let h[1,K] : XΛ1 −→ BK(Λ2) and h1 : XΛ1 −→ XΛ2 be continuous maps defined by setting
h[1,K](x) := h(x)[1,K], h1(x) := σ
K
Λ2(h(x)), x ∈ XΛ1 .
We then have
h(x) = h[1,K](x)h1(x), x ∈ XΛ1 .
Since h[1,K] : XΛ1 −→ BK(Λ2) is continuous, for ξi ∈ {ξ1, . . . , ξm} = BK(Λ2), h
−1
[1,K](ξi)
is a finite union of cylinder sets, so that there exists M1 ∈ Z+ and a block map ϕ1 :
BM1(Λ1) −→ BK(Λ2) such that
h[1,K](x) = ϕ1(x1, . . . , xM1) for x = (xi)i∈N ∈ XΛ1 .
Hence we have
h(x) = ϕ1(x[1,M1])h1(x), x ∈ XΛ1 .
By (7.1), we have the equality
h1(σΛ1(x))) = σΛ2(h1(x)), x ∈ XΛ1 , (7.2)
so that h1 : XΛ1 −→ XΛ2 is a sliding block code (cf. [21]).
Similarly there exists M2 ∈ Z+ and a block map ϕ2 : BM2(Λ2) −→ BK(Λ1) and a
continuous map h2 : XΛ2 −→ XΛ1 such that
h−1(y) = ϕ2(y[1,M2])h2(y), h2(σΛ2(y))) = σΛ1(h2(y)) for y = (yi)i∈N ∈ XΛ2 .
We may assume that M1 =M2 written M such that M ≥ K. It then follows that
x =h−1(h(x))
=ϕ2(h(x)[1,M ])h2(h(x))
=ϕ2(ϕ1(x[1,M ])h1(x)[1,M−K])h2(ϕ1(x[1,M ])h1(x)).
This implies
x[1,K] = ϕ2(ϕ1(x[1,M ])h1(x)[1,M−K]), (7.3)
x[K+1,∞) = h2(ϕ1(x[1,M ])h1(x)), (7.4)
and hence
x[2K+1,∞) = σKΛ1(x[K+1,∞)) = h2(σ
K
Λ2(ϕ1(x[1,M ])h1(x))) = h2(h1(x)), x ∈ XΛ1 . (7.5)
Similarly we have
y[1,K] = ϕ1(ϕ2(y[1,M ])h2(y)[1,M−K]),
y[K+1,∞) = h1(ϕ2(y[1,M ])h2(y)),
and
y[2K+1,∞) = h1(h2(y)), y ∈ XΛ2 . (7.6)
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For ξ = (ξ(1), . . . , ξ(K)) ∈ BK(Λ2) and y = (yn)n∈N ∈ XΛ2 with y ∈ Γ+∞(ξ), we write
(ξ, y) := (ξ(1), . . . , ξ(K), y1, y2, . . . ) ∈ XΛ2 . Now suppose that (ξ, y) ∈ XΛ2 such that
ξ = ϕ1(x[1,M ]), y = h1(x) for some x = (xn)n∈N ∈ XΛ1 . Define
τ(ξ, y) := (ϕ1(x[2,M+1]), h(σΛ1(x))).
Under the identification (ξ, y) = (ϕ1(x[1,M ]), h1(x)) = h(x), we have
τ(h(x)) = h(σΛ1(x)) for x ∈ XΛ1 .
Hence we have a continuous surjection τ : XΛ2 −→ XΛ2 such that
τ = h ◦ σΛ1 ◦ h
−1.
By the relations (7.3), (7.4), we know that
x[2,M+1] = x[2,K]x[K+1,M+1] = ϕ2(ξy[1,M−K])[2,K]h2(ξy)[1,M−K+1]
so that
ϕ1(x[2,M+1]) = ϕ1(ϕ2(ξy[1,M−K])[2,K]h2(ξy)[1,M−K+1])
and
τ(ξ, y) = (ϕ1(ϕ2(ξy[1,M−K])[2,K]h2(ξy)[1,M−K+1]), σΛ2(y)) ∈ BK(Λ2)×XΛ2 , (7.7)
for (ξ, y) ∈ XΛ2 . As h1 : XΛ1 −→ XΛ2 and h2 : XΛ2 −→ XΛ1 are both sliding block codes,
one may take integers N1, N2 ∈ N and block maps φ1 : BN1(Λ1) −→ Σ2, φ2 : BN2(Λ2) −→
Σ1 such that
h1(x) = φ1(x[i,N1+i])i∈N for x ∈ XΛ1 and h2(y) = φ2(y[i,N2+i])i∈N for y ∈ XΛ2 .
We may assume thatN1, N2 ≥ K. Hence we have h2(ξy)[1,M−K+1] = φ2(ξy[1,M−2K+1+N2]).
We put L =M − 2K + 1 +N2 and
τϕ1(ξ, y) = ϕ1(ϕ2(ξy[1,M−K])[2,K]φ2(ξy[1,L])) (7.8)
so that
τ(ξ, y) = (τϕ1(ξ, y), σΛ2(y)) ∈ BK(Λ2)×XΛ2 , (ξ, y) ∈ XΛ2 . (7.9)
As N2 ≥ K, we note that L ≥M −K. Hence the word τ
ϕ1(ξ, y) ∈ BK(Λ2) is determined
by only ξ ∈ BK(Λ2) and y[1,L], so that we may write
τϕ1(ξ, y) = τϕ1(ξ, y[1,L]).
Let X
Λ
[L]
2
be the right one-sided subshift of the Lth higher block shift Λ
[L]
2 of Λ2 ( see
[21]). Define sliding block codes:
g1 :x ∈ XΛ1 −→ (ϕ1(x[n,M+n−1]))n∈N ∈ BK(Λ2)
N,
hL1 :x ∈ XΛ1 −→ (h1(x)[n,L+n−1])n∈N ∈ XΛ[L]2
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and put
g1(x)n =ϕ1(x[n,M+n−1]) ∈ BK(Λ2),
hL1 (x)n =h1(x)[n,L+n−1] ∈ BL(Λ2)
so that g1(x) = (g1(x)n)n∈N, hL1 (x) = (h
L
1 (x)n)n∈N. Since h1 ◦ σΛ1 = σΛ2 ◦ h1, we have
hL1 ◦ σΛ1 = σΛ2[L] ◦ h
L
1 . Define hˆ
L : XΛ1 −→ (BK(Λ2)×BL(Λ2))
N by seting
hˆL(x) = (g1(x), h
L
1 (x)) = (ϕ1(x[n,M+n−1]), h1(x)[n,L+n−1])n∈N.
Lemma 7.1. Define
X
Λ
ϕ1
2 ×Λ
[L]
2
= {(g1(x), h
L
1 (x)) ∈ (BK(Λ2)×BL(Λ2))
N | x ∈ XΛ1},
and the map σ
Λ
ϕ1
2 ×Λ[L]2
: X
Λ
ϕ1
2 ×Λ[L]2
−→ X
Λ
ϕ1
2 ×Λ[L]2
by setting
σ
Λ
ϕ1
2 ×Λ[L]2
((g1(x)n, h
L
1 (x)n)n∈N) = (g1(x)n+1, h
L
1 (x)n+1)n∈N,
Then (X
Λ
ϕ1
2 ×Λ
[L]
2
, σ
Λ
ϕ1
2 ×Λ
[L]
2
) is a subshift over BK(Λ2) × BL(Λ2) that is conjugate to
(XΛ1 , σΛ1) via
hˆL : x ∈ XΛ1 −→ (g1(x)n, h
L
1 (x)n)n∈N ∈ XΛϕ12 ×Λ
[L]
2
.
Proof. Since hˆL : XΛ1 −→ XΛϕ12 ×Λ[L]2
is a sliding block code, the pair (X
Λ
ϕ1
2 ×Λ[L]2
, σ
Λ
ϕ1
2 ×Λ[L]2
)
gives rise to a subshift over BK(Λ2)×BL(Λ2). As hˆ
L
1 ◦σΛ1 = σΛϕ2×Λ2[L] ◦ hˆ
L
1 , it remains to
show that hˆL is injective. Suppose tha hˆL(x) = hˆL(z) for some x = (xn)n∈N, z = (zn)n∈N.
Hence we have
ϕ1(x[1,M1]) = ϕ1(z[1,M1]), h
L
1 (x) = h
L
1 (z) and hence h1(x) = h1(z)
so that h(x) = h(z) proving x = z.
Define Σ′2 = {(ξ, y[1,L]) ∈ BK(Λ2) × BL(Λ2) | ξ ∈ Γ
−
K(y[1,L])} and a subshift (Λ
′
2, σΛ′2)
over Σ′2 by its right one-sided subshift
XΛ′2 ={(ξn, y[n,L+n−1])n∈N ∈ (BK(Λ2)×BL(Λ2))
N |
ξn+1 = τ
ϕ1(ξn, y[n,L+n−1]), n ∈ N, (ξ1, (yn)n∈N) ∈ XΛ2}
and σΛ′2 : XΛ′2 −→ XΛ′2 by
σΛ′2(ξn, y[n,L+n−1])n∈N) = (ξn+1, y[n+1,L+n])n∈N.
We then have
Lemma 7.2. (X
Λ
ϕ1
2 ×Λ
[L]
2
, σ
Λ
ϕ1
2 ×Λ
[L]
2
) = (XΛ′2 , σΛ′2) so that (XΛ′2 , σΛ′2) is topologically con-
jugate to (XΛ1 , σΛ1). Hence the subshift (Λ
′
2, σΛ′2) is normal if (Λ1, σ1) is normal.
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Proof. For (ξn, y[n,L+n−1])n∈N ∈ XΛ′2 , we see (ξ1, y1, y2, . . . ) ∈ XΛ2 . Put x = h
−1(ξ1, y1, y2, . . . ) ∈
XΛ1 so that we know ξn = g1(x)n and y[n,L+n−1] = hL1 (x)n for all n ∈ N. Hence we may
identify (g1(x), h
L
1 (x)) with (ξn, y[n,L+n−1])n∈N. The identification between (g1(x), h
L
1 (x))
and (ξn, y[n,L+n−1])n∈N yields the identification between the subshifts (XΛϕ12 ×Λ
[L]
2
, σ
Λ
ϕ1
2 ×Λ
[L]
2
)
and (XΛ′2 , σΛ′2). This implies that (XΛ′2 , σΛ′2) is topologically conjugate to (XΛ1 , σΛ1).
In what follows, we assume that the subshifts (Λ1, σΛ1) and (Λ2, σΛ2) are both normal.
Since the subshift (XΛ′2 , σΛ′2) is topologically conjugate to (XΛ1 , σΛ1) as one-sided sub-
shifts, Theorem 6.6 ensures us that there exists an isomorphism Φ1 : OΛ1min −→ OΛ′2
min of
C∗-algebras such that Φ1(DΛ1) = DΛ′2 and Φ1 ◦ ρ
Λ1
t = ρ
Λ′2
t ◦ Φ1, t ∈ T. We will henceforth
prove that there exists an isomorphism Φ2 : OΛ′2
min −→ OΛ2min of C
∗-algebras such that
Φ2(DΛ′2) = DΛ2 and Φ2 ◦ ρ
Λ′2
t = ρ
Λ2
t ◦Φ2, t ∈ T.
Let (V ′, E′, λ′, ι′) be the minimal λ-graph system LminΛ′2 of Λ
′
2. The vertex set V
′
l is
denote by {v′l1 , . . . , v
′l
m′(l)}. Since L
min
Λ′2
is predecessor separated, the projections of the form
E′li in the C
∗-algebra OΛ′2min corresponding to the vertex v
′l
i ∈ V
′
l of L
min
Λ′2
is written in
terms of the generating partial isometries S′(ξ,y[1,L]), (ξ, y[1,L]) ∈ Σ
′
2 by the formula (3.1).
Let Sα, α ∈ Σ2 be the generating partial isometries of the C
∗-algebra OΛ2min. For
(ξ, y) ∈ BK(Λ2) × XΛ2 with ξ ∈ Γ
−
K(y), let us define a sequence (ξn)n∈N of words of
BK(Λ2) by
ξ1 := ξ, ξn+1 = τ
ϕ1(ξn, y[n,L+n−1]), n ∈ N. (7.10)
For a word w = (w1, . . . , wk) ∈ Bk(Λ2), we write the partial isometry Sw1 · · ·Swk ∈ OΛ2min
as Sw in OΛ2min . For (ξ, y[1,L]) ∈ Σ
′
2, we define a partial isometry Ŝ(ξ,y[1,L]) in OΛ2min by
setting
Ŝ(ξ,y[1,L]) := Sξ1y[1,L]S
∗
ξ2y[2,L]
∈ OΛ2min where ξ1 = ξ, ξ2 = τ
ϕ1(ξ, y[1,L]).
We also write for µ = (µ1, . . . , µm) ∈ Bm(Λ
′
2)
Ŝµ := Ŝµ1 · · · Ŝµm ∈ OΛ2min.
We write LminΛ2 = (V
Λmin2 , EΛ
min
2 , λΛ
min
2 , ιΛ
min
2 ). The transition matrix system of LminΛ2 is
denoted by (Aminl,l+1, I
min
l,l+1)l∈Z+ . For w = (w1, . . . , wl) ∈ Bl(Λ2), w define for v
l
j ∈ V
Λmin2
l by
Amin0,l (0, w, j) =
{
1 there exists γ ∈ E
Λmin2
0,l ;λ(γ) = w, t(γ) = v
l
j,
0 otherwise,
where the top vertex V
Λmin2
0 = {v0} a singleton. We note the following lemma.
Lemma 7.3. For (ξ, y) ∈ BK(Λ2) × XΛ2 with ξ ∈ Γ
−
K(y), let (ξn)n∈N be the sequence
of BK(Λ2) defined by (7.10). We then have S
∗
ξ1y[1,L+1]
Sξ1y[1,L+1] ≤ S
∗
ξ2y[2,L+1]
Sξ2y[2,L+1] and
hence Sξ1y[1,L+1]S
∗
ξ2y[2,L+1]
Sξ2y[2,L+1] = Sξ1y[1,L+1] . More generally we have
S∗ξny[n,L+n]Sξny[n,L+n] ≤ S
∗
ξn+1y[n+1,L+n]
Sξn+1y[n+1,L+n] and (7.11)
Sξny[n,L+n]S
∗
ξn+1y[n+1,L+n]
Sξn+1y[n+1,L+n] = Sξny[n,L+n] , n ∈ N. (7.12)
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Proof. For z = (zn)n∈N ∈ XΛ2 with z ∈ Γ+∞(ξ1y[1,L+1]), we put x = h−1(ξ1y[1,L+1]z) ∈ XΛ1 .
Let y′n = yn for n = 1, 2, . . . , L + 1 and y′L+n+1 = zn for n ∈ N, and hence (y
′
n)n∈N =
y[1,L+1]z ∈ XΛ2 . Put ξ
′
1 = ξ1 and ξ
′
n+1 = τ
ϕ(ξ′n, y′[n,L+n−1]), n ∈ N. Hence
σ
Λ
ϕ1
2 ×Λ[L]2
(hˆL(x)) = ((ξ′2, y
′
[2,L+1]), (ξ
′
3, y
′
[3,L+2]), . . . ).
Since ξ′2y
′
[2,∞) ∈ XΛ2 and y
′
[L+2,∞) = z, we have ξ
′
2y
′
[2,L+1]z ∈ XΛ2 . As ξ
′
2 = τ
ϕ(ξ′1, y
′
[1,L]) =
τϕ(ξ1, y[1,L]) = ξ2 and y
′
[1,L+1] = y[1,L+1], we know ξ2y[2,L+1]z ∈ XΛ2 . Hence we see
Γ+∞(ξ1y[1,L+1]) ⊂ Γ
+
∞(ξ2y[2,L+1]) in XΛ2
and hence
Γ+∗ (ξ1y[1,L+1]) ⊂ Γ
+
∗ (ξ2y[2,L+1]) in B∗(Λ2). (7.13)
Consider the λ-graph system LminΛ2 . Suppose that A
min
0,K+L+1(0, ξ1y[1,L+1], j) = 1 for some
j = 1, 2, . . . ,m(K + L+ 1). Since LminΛ2 is the λ-synchronizing λ-graph system, the vertex
vK+L+1j in V
Λmin2
K+L+1 is written as v
K+L+1
j = [w]K+L+1 for some w ∈ SK+L+1(Λ2). Hence
w ∈ Γ+∗ (ξ1y[1,L+1]). By (7.13), w ∈ Γ+∗ (ξ2y[2,L+1]) so that ξ2y[2,L+1]w ∈ S1(Λ2) and there
exists a labeled edge labeled ξ2y[2,L+1] from the top vertex v0 to [w]K+L ∈ V
Λmin2
K+L in L
min
Λ2
.
Since [w]K+L = ι
min([w]K+L+1), by putting v
K+L
j′ = [w]K+L, we have
Amin0,K+L(0, ξ2y[2,L+1], j
′) = 1, IK+L,K+L+1(j′, j) = 1
so that
EK+L+1j ≤ E
K+L
j′ in OΛ2min.
As
S∗ξ1y[1,L+1]Sξ1y[1,L+1] =
m(K+L+1)∑
j=1
Amin0,K+L+1(0, ξ1y[1,L+1], j)E
K+L+1
j ,
S∗ξ2y[2,L+1]Sξ2y[2,L+1] =
m(K+L)∑
j′=1
Amin0,K+L(0, ξ2y[2,L+1], j
′)EK+Lj′ ,
we have
S∗ξ1y[1,L+1]Sξ1y[1,L+1] ≤ S
∗
ξ2y[2,L+1]
Sξ2y[2,L+1]
so that
Sξ1y[1,L+1]S
∗
ξ2y[2,L+1]
Sξ2y[2,L+1] = Sξ1y[1,L+1] .
Similarly we have the inequality (7.11) and the equality (7.12).
By using the above lemma, we see that the following lemma holds.
Lemma 7.4. For (ξ, y) ∈ BK(Λ2) ×XΛ2 with ξ ∈ Γ
−
K(y), let (ξn)n∈N be the sequence of
BK(Λ2) defined by (7.10). We then have
Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1]) = Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
, n ∈ N.
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Proof. The following equalities hold:
Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1])
=Sξ1y[1,L]S
∗
ξ2y[2,L]
Sξ2y[2,L+1]S
∗
ξ3y[3,L+1]
· · · Ŝ(ξn,y[n,L+n−1])
=Sξ1y[1,L]S
∗
ξ2y[2,L]
Sξ2y[2,L]SyL+1S
∗
yL+1
SyL+1S
∗
ξ3y[3,L+1]
· · · Ŝ(ξn,y[n,L+n−1])
=Sξ1y[1,L]SyL+1S
∗
yL+1
S∗ξ2y[2,L]Sξ2y[2,L]SyL+1S
∗
ξ3y[3,L+1]
· · · Ŝ(ξn,y[n,L+n−1])
=Sξ1y[1,L+1]S
∗
ξ2y[2,L+1]
Sξ2y[2,L+1]S
∗
ξ3y[3,L+1]
· · · Ŝ(ξn,y[n,L+n−1]).
By Lemma 7.3, we see that
Sξ1y[1,L+1]S
∗
ξ2y[2,L+1]
Sξ2y[2,L+1] = Sξ1y[1,L+1] .
We thus have
Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1]) = Sξ1y[1,L+1]S
∗
ξ3y[3,L+1]
· · · Ŝ(ξn,y[n,L+n−1]),
so that inductively we have the desired equality.
The following lemma is direct by using Lemma 7.4.
Lemma 7.5. For (ξ, y) ∈ BK(Λ2) ×XΛ2 with ξ ∈ Γ
−
K(y), let (ξn)n∈N be the sequence of
BK(Λ2) defined by (7.10).
(i)
(Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1]))
∗(Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1]))
=Sξn+1y[n+1,L+n−1]S
∗
ξ1y[1,L+n−1]
Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
, n ∈ N.
(ii)
(Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1]))(Ŝ(ξ1,y[1,L])Ŝ(ξ2,y[2,L+1]) · · · Ŝ(ξn,y[n,L+n−1]))
∗
=Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
, n ∈ N.
(iii) ∑
(ξ1,y[1,L])∈Σ′2
Ŝ(ξ1,y[1,L])Ŝ
∗
(ξ1,y[1,L])
= 1.
The following lemma is direct from the above lemma.
Lemma 7.6. For ν, µ ∈ B∗(Λ′2), we have
Ŝ∗ν ŜνŜµŜ
∗
µ = ŜµŜ
∗
µŜ
∗
ν Ŝν .
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Proof. Let ν = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])), µ = ((η1, w[1,L]), . . . , (ηm, w[m,L+m−1])).
Since
Ŝ∗ν Ŝν = Sξn+1y[n+1,L+n−1]S
∗
ξ1y[1,L+n−1]
Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
and
ŜµŜ
∗
µ = Sη1w[1,L+m−1]S
∗
η1w[1,L+m−1]
,
both Ŝ∗ν Ŝν and ŜµŜ∗µ are contained in DLminΛ2
that is a commutative C∗-algebra.
Let ÔΛ′2
min be the C∗-subalgebra of OΛ2min generated by the partial isometries
Ŝ(ξ1,y[1,L]), (ξ1, y[1,L]) ∈ Σ
′
2.
The C∗-subalgebra D̂
Lmin
Λ′
2
of ÔΛ′2
min is defined by the C∗-algebra generated by elements of
the form:
ŜµŜ
∗
ν ŜνŜ
∗
µ, µ, ν ∈ B∗(Λ
′
2)
and the C∗-subalgebra D̂Λ′2 of ÔΛ′2min is defined by the C
∗-algebra generated by elements
of the form:
ŜµŜ
∗
µ, µ ∈ B∗(Λ
′
2).
Lemma 7.7. Let ν, µ ∈ B∗(Λ′2) be ν = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])) and
µ = ((η1, w[1,L]), . . . , (ηm, w[m,L+m−1])). We then have
ŜµŜ
∗
ν ŜνŜ
∗
µ =

Sξ1y[1,L+n−1]S
∗
η1w[1,L+m−1]
Sη1w[1,L+m−1]S
∗
ξ1y[1,L+n−1]
if ξn+1 = ηm+1, y[n+1,L+n−1] = w[m+1,L+m−1],
0 otherwise,
(7.14)
where ξn+1 = τ
ϕ1(ξn, y[n,L+n−1]), ηm+1 = τϕ1(ηm, w[m,L+m−1]).
Proof. We have
ŜµŜ
∗
ν ŜνŜ
∗
µ =Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
· Sηm+1w[m+1,L+m−1]S
∗
η1w[1,L+m−1]
· Sη1w[1,L+m−1]S
∗
ηm+1w[m+1,L+m−1]
· Sξn+1y[n+1,L+n−1]S
∗
ξ1y[1,L+n−1]
.
Similarly to (7.13), we know Γ+∗ (ξ1y[1,L+n−1]) ⊂ Γ+∗ (ξn+1y[n+1,L+n−1]), so that the equality
Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
· Sηm+1w[m+1,L+m−1] = Sξ1y[1,L+n−1]
holds if and only if ξn+1y[n+1,L+n−1] = ηm+1w[m+1,L+m−1], otherwise
Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
· Sηm+1w[m+1,L+m−1] = 0.
Hence we have the equality (7.14).
Lemma 7.8. For ν, µ ∈ B∗(Λ′2), we have
(i) S′∗µ S′µ ≥ S′νS′∗ν in OΛ′2min if and only if Ŝ
∗
µŜµ ≥ ŜνŜ
∗
ν in ÔΛ′2
min.
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(ii) 1− S′∗µ S′µ ≥ S′νS′∗ν in OΛ′2min if and only if 1− Ŝ
∗
µŜµ ≥ ŜνŜ
∗
ν in ÔΛ′2
min.
Proof. Let ν, µ ∈ B∗(Λ′2) be ν = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])) and
µ = ((η1, w[1,L]), . . . , (ηm, w[m,L+m−1])).
(i) Assume that S′∗µ S′µ ≥ S′νS′∗ν . Since
µν = ((η1, w[1,L]), . . . , (ηm, w[m,L+m−1]), (ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1]))
is admissible in Λ′2, we see that ξ1 = ηm+1, w[m+1,L+m−1] = y[1,L−1]. Hence we have
Ŝ∗µŜµ · ŜνŜ
∗
ν
=Sηm+1w[m+1,L+m−1]S
∗
η1w[1,L+m−1]
Sη1w[1,L+m−1]S
∗
ηm+1w[m+1,L+m−1]
· Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
=Sξ1y[1,L−1]S
∗
η1w[1,L+m−1]
Sη1w[1,L+m−1]S
∗
ξ1y[1,L−1]
· Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
=Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
Sξ1y[1,L−1]S
∗
η1w[1,L+m−1]
· Sη1w[1,L+m−1]S
∗
ξ1y[1,L−1]
Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
.
=Sξ1y[1,L+n−1]S
∗
y[L,L+n−1]
S∗ξ1y[1,L−1]Sξ1y[1,L−1]S
∗
η1w[1,L+m−1]
· Sη1w[1,L+m−1]S
∗
ξ1y[1,L−1]
Sξ1y[1,L−1]Sy[L,L+n−1]S
∗
ξ1y[1,L+n−1]
.
Now the equality
Sη1w[1,L+m−1]S
∗
ξ1y[1,L−1]
Sξ1y[1,L−1] =Sη1w[1,L+m−1]S
∗
ηm+1w[m+1,L+m−1]
Sηm+1w[m+1,L+m−1]
=Sη1w[1,L+m−1]
holds because the last equality may be shown in a similar way to (7.12). Hence we have
Ŝ∗µŜµ · ŜνŜ
∗
ν
=Sξ1y[1,L+n−1]S
∗
y[L,L+n−1]
S∗η1w[1,L+m−1] · Sη1w[1,L+m−1]Sy[L,L+n−1]S
∗
ξ1y[1,L+n−1]
=Sξ1y[1,L+n−1]S
∗
η1w[1,L+m−1]y[L,L+n−1]
Sη1w[1,L+m−1]y[L,L+n−1]S
∗
ξ1y[1,L+n−1]
.
Since for
γ = ((ζ1, z[1,L]), (ζ2, z[2,L+1]), . . . , (ζk, z[k,L+k−1])) ∈ Γ+∗ (ν), (7.15)
with
νγ = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1]), (ζ1, z[1,L]), (ζ2, z[2,L+1]), . . . , (ζk, z[k,L+k−1])) ∈ B∗(Λ′2),
the condition S′∗µ S′µ ≥ S′νS′∗ν implies
µνγ =((η1, w[1,L]), . . . , (ηm, w[m,L+m−1]), (ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1]), (7.16)
(ζ1, z[1,L]), (ζ2, z[2,L+1]), . . . , (ζk, z[k,L+k−1])) ∈ B∗(Λ′2). (7.17)
Hence in addition to ξ1 = ηm+1, w[m+1,L+m−1] = y[1,L−1], we have the inequality
Sξ1y[1,L+n−1]S
∗
η1w[1,L+m−1]y[L,L+n−1]
Sη1w[1,L+m−1]y[L,L+n−1]S
∗
ξ1y[1,L+n−1]
≥ Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
,
(7.18)
38
proving Ŝ∗µŜµ · ŜνŜ∗ν ≥ ŜνŜ∗ν and hence
Ŝ∗µŜµ · ŜνŜ
∗
ν = ŜνŜ
∗
ν .
Conversely suppose that the inequality Ŝ∗µŜµ ≥ ŜνŜ∗ν in ÔΛ′2min holds. The inequality
is equivalent to the equality Ŝ∗µŜµ · ŜνŜ∗ν = ŜνŜ∗ν that is also equivalent to the inequality
(7.18) because of the preceding equality
Ŝ∗µŜµ · ŜνŜ
∗
ν = Sξ1y[1,L+n−1]S
∗
η1w[1,L+m−1]y[L,L+n−1]
Sη1w[1,L+m−1]y[L,L+n−1]S
∗
ξ1y[1,L+n−1]
. (7.19)
For γ ∈ Γ+∗ (ν) as in (7.15), the inequality (7.18) together with (7.17) implies µνγ ∈ B∗(Λ′2)
and hence νγ ∈ Γ+∗ (µ). In the identity
S′νS
′∗
ν =
m′(|µ|+|ν|)∑
k=1
S′νE
′|µ|+|ν|
k S
′∗
ν in OΛ′2
min, (7.20)
take k = 1, 2, . . . ,m′(|µ| + |ν|) such that S′νE
′|µ|+|ν|
k S
′∗
ν 6= 0. As S
′∗
ν S
′
ν ≥ E
′|µ|+|ν|
k , we see
that
A′|µ|,|µ|+|ν|(j, ν, k) = 1 for some j = 1, 2, . . . ,m
′(|µ|)
where A′|µ|,|µ|+|ν|(j, ν, k) is a matrix component defined by the transition matrix system
(A′l,l+1, I
′
l,l+1)l∈Z+ of L
min
Λ′2
. Since
S′νS
′∗
ν E
′|µ|
j S
′
νS
′∗
ν =
m′(|µ|+|ν|)∑
k=1
A′|µ|,|µ|+|ν|(j, ν, k)S
′
νE
′|µ|+|ν|
k S
′∗
ν ,
we have
E
′|µ|
j ≥ S
′
νE
′|µ|+|ν|
k S
′∗
ν , (7.21)
Take δ ∈ E′|µ|,|µ|+|ν| such that λ(δ) = ν, s(δ) = v
′|µ|
j ∈ V
′
|µ|, t(δ) = v
′|µ|+|ν|
k ∈ V
′
|µ|+|ν| in
the λ-graph system LminΛ′2
. There exists a word γ ∈ B∗(Λ′2) such that v
′|µ|+|ν|
k launches γ.
Take δ′ ∈ E′|µ|+|ν|,|µ|+|ν|+|γ| such that λ(δ
′) = γ, s(δ′) = v′|µ|+|ν|k ∈ V
′
|µ|+|ν| in L
min
Λ′2
. The
labeled path δδ′ is the unique path labeled νγ in E′|µ|+|ν|,|µ|+|ν|+|γ|. Since γ ∈ Γ
+∗ (ν) implies
νγ ∈ Γ+∗ (µ), we know that µ ∈ Γ
−
|µ|(v
′|µ|
j ). Hence there exists a labeled path δ
′′ ∈ E′0,|µ|
labeled µ such that t(δ′′) = v′|µ|j . This implies that
S′∗µ S
′
µ ≥ E
′|µ|
j (7.22)
so that by (7.21) we see S′∗µ S′µ ≥ S′νE
′|µ|+|ν|
k S
′∗
ν . By the identity (7.20), we conclude the
inequality S′∗µ S′µ ≥ S′νS′∗ν in OΛ′2min.
(ii) Assume that 1 − S′∗µ S′µ ≥ S′νS′∗ν in OΛ′2min. Now suppose that Ŝ
∗
µŜµ · ŜνŜ
∗
ν 6= 0 in
ÔΛ′2
min. As in the proof of (i), we have
0 6=Ŝ∗µŜµ · ŜνŜ
∗
ν
=Sηm+1w[m+1,L+m−1]S
∗
η1w[1,L+m−1]
Sη1w[1,L+m−1]S
∗
ηm+1w[m+1,L+m−1]
· Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
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so that ξ1 = ηm+1, w[m+1,L+m−1] = y[1,L−1]. One may take an L + K + m + n − 1-
synchronizing word z[1,L+k−1] ∈ B∗(Λ2) such that
η1w[1,L+m−1]y[L,L+n−1]z[L−1,L+k−1] ∈ B∗(Λ2),
where n = |ν|,m = |µ|. By putting
ζ1 = τ
ϕ1(ξn, y[n,L+n−1]), ζ2 = τ
ϕ1(ζ1, z[1,L]), · · · ζk = τ
ϕ1(ζk−1, z[k,L+k−2]),
the word
((η1, w[1,L]), . . . , (ηm, w[m,L+m−1]), (ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1]), (ζ1, z[1,L]), . . . , (ζk, z[k,L+k−1]))
belongs to B∗(Λ′2). Put γ = ((ζ1, z[1,L]), (ζ2, z[2,L+1]), . . . , (ζk, z[k,L+k−1])) so that we have
S′∗µ S′µ · S′νS′∗ν ≥ S′νγS′∗νγ 6= 0 in OΛ′2min, a contradiction.
Conversely, assume 1 − Ŝ∗µŜµ ≥ ŜνŜ∗ν in ÔΛ′2min. Now suppose that S
′∗
µ S
′
µ · S
′
νS
′∗
ν 6= 0
in OΛ′2
min. Since
S′∗µ S
′
µ =
m′(|µ|)∑
j=1
A′0,|µ|(0, µ, j)E
′|µ|
j in OΛ′2
min,
take j = 1, 2, . . . ,m′(|µ|) such that A′0,|µ|(0, µ, j) = 1 and E
′|µ|
j ·S
′
νS
′∗
ν 6= 0 so that S
′∗
ν E
′|µ|
j ·
S′ν 6= 0. As
S′∗ν E
′|µ|
j S
′
ν =
m′(|µ|+|ν|)∑
k=1
A′|µ|,|µ|+|ν|(j, ν, k)E
′|µ|+|ν|
k ,
there exists k = 1, 2, . . . ,m′(|µ|+ |ν|) such that A′|µ|,|µ|+|ν|(j, ν, k) = 1 and hence
S′∗ν E
′|µ|
j S
′
ν ≥ E
′|µ|+|ν|
k .
One may take an admissible word γ = ((ζ1, z[1,L]), . . . , (ζp, z[p,L+p−1])) ∈ B∗(Λ′2) such that
v
′|µ|+|ν|
k launches γ so that E
′|µ|+|ν|
k ≥ S
′
γS
′∗
γ . Hence we have
E
′|µ|
j ≥ S
′
νγS
′∗
νγ so that S
′∗
µ S
′
µ ≥ S
′
νγS
′∗
νγ .
By (i) we have Ŝ∗µŜµ ≥ Ŝνγ Ŝ∗νγ . Since
Ŝ∗µŜµ · ŜνŜ
∗
ν · Ŝνγ Ŝ
∗
νγ = ŜνγŜ
∗
νγ 6= 0,
we get Ŝ∗µŜµ · ŜνŜ∗ν 6= 0, a contradiction to 1− Ŝ∗µŜµ ≥ ŜνŜ∗ν .
Lemma 7.9. For α ∈ Σ′2 and ν ∈ Bn(Λ
′
2) with να ∈ Bn+1(Λ
′
2), we have Ŝ
∗
αŜ
∗
ν ŜνŜα =
Ŝ∗ναŜνα.
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Proof. Let α ∈ Σ′2 and ν ∈ Bn(Λ
′
2) be α = (η1, w[1,L]) ∈ Σ
′
2, ν = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])) ∈
Bn(Λ
′
2). We put η2 = τ
ϕ1(η1, w[1,L]) ∈ BK(Λ2). We then have
Ŝ∗αŜ
∗
ν ŜνŜα =Sη2w[2,L]S
∗
η1w[1,L]
Sξn+1y[n+1,L+n−1]S
∗
ξ1y[1,L+n−1]
·
Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
Sη1w[1,L]S
∗
η2w[2,L]
As S∗η1w[1,L]Sξn+1y[n+1,L+n−1] 6= if and only if η1 = ξn+1, w[1,L−1] = y[n+1,L+n−1]. Hence we
have
Ŝ∗αŜ
∗
ν ŜνŜα =Sη2w[2,L]S
∗
wL
S∗ξn+1y[n+1,L+n−1]Sξn+1y[n+1,L+n−1]S
∗
ξ1y[1,L+n−1]
·
Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
Sξn+1y[n+1,L+n−1]SwLS
∗
η2w[2,L]
As Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
Sξn+1y[n+1,L+n−1] = Sξ1y[1,L+n−1] , we have
Ŝ∗αŜ
∗
ν ŜνŜα =Sη2w[2,L]S
∗
wL
S∗ξ1y[1,L+n−1] · Sξ1y[1,L+n−1]SwLS
∗
η2w[2,L]
=Sη2w[2,L]S
∗
ξ1y[1,L+n−1]wL
· Sξ1y[1,L+n−1]wLS
∗
η2w[2,L]
.
The last term above is nothing but Ŝ∗ναŜνα.
In the minimal λ-graph system LminΛ′2
, recall that {v′l1 , . . . , v
′l
m′(l)} denote the vertex
set V ′l of L
min
Λ′2
of the normal subshift Λ′2. For a vertex v
′l
i ∈ V
′
l , define a function f
l
i :
Bl(Λ
′
2) −→ {0, 1} by setting for µ ∈ Bl(Λ
′
2)
f li (µ) =
{
1 if µ ∈ Γ−l (v
′l
i ),
−1 if µ 6∈ Γ−l (v
′l
i ).
Recall that S′α, α ∈ Σ′2 and E
′l
i , v
′l
i ∈ V
′
l denote the canonical generating partial isometries
and projections of the C∗-algebra OΛ′2min . We then have by (3.1)
E′li =
∏
µ∈Bl(Λ′2)
S′∗µ S
′f li (µ)
µ in OΛ′2
min (7.23)
where for µ ∈ Bl(Λ
′
2)
S′∗µ S
′f li (µ)
µ =
{
S′∗µ S′µ if f li (µ) = 1,
1− S′∗µ S′µ if f li (µ) = −1.
In the C∗-algebra ÔΛ′2min, we define a projection for each v
′l
i ∈ V
′
l by settting
Êli :=
∏
µ∈Bl(Λ′2)
Ŝ∗µŜ
f li (µ)
µ in ÔΛ′2
min (7.24)
41
where for µ ∈ Bl(Λ
′
2)
Ŝ∗µŜ
f li (µ)
µ =
{
Ŝ∗µŜµ if f li (µ) = 1,
1− Ŝ∗µŜµ if f li (µ) = −1.
Let (A′l,l+1, I
′
l,l+1)l∈Z+ be the transition matrix system for L
min
Λ′2
.
Lemma 7.10. For each v′li ∈ V
′
l , we have the identities
m′(l)∑
i=1
Êli = 1, Ê
l
i =
m′(l+1)∑
j=1
I ′l,l+1(i, j)Ê
l+1
j .
Proof. We will first show Êli ≥ Ê
l+1
j for i = 1, 2, . . . ,m
′(l), j = 1, 2, . . . ,m′(l + 1) with
I ′l,l+1(i, j) = 1. Assume that I
′
l,l+1(i, j) = 1. Hence we have Γ
−
l (v
′l+1
j ) = Γ
−
l (v
′l
i ) in L
min
Λ′2
.
By Lemma 7.9, for ν ∈ Γ−l (v
′l
i ), we have Ŝ
∗
ν Ŝ
∗
βŜβŜν = Ŝ
∗
βνŜβν for β ∈ Γ
−
1 (ν). Hence
Ŝ∗ν Ŝν ≥ Ŝ
∗
βνŜβν for β ∈ Γ
−
1 (ν). (7.25)
For ν 6∈ Γ−l (v
′l
i ) and β1, β2 ∈ Γ
−
1 (ν), we have
(1− Ŝ∗β1νŜβ1ν)(1 − Ŝ
∗
β2ν
Ŝβ2ν) = 1− Ŝ
∗
ν(Ŝ
∗
β1
Ŝβ1 + Ŝ
∗
β2
Ŝβ2 − Ŝ
∗
β1
Ŝβ1 Ŝ
∗
β2
Ŝβ2)Ŝν .
Similarly we know ∏
β∈Γ−1 (ν)
(1− Ŝ∗βνŜβν) = 1− Ŝ
∗
ν(
∨
β∈Γ−1 (ν)
Ŝ∗βŜβ)Ŝν (7.26)
where∨
β∈Γ−1 (ν)
Ŝ∗βŜβ =
∑
β∈Γ−1 (ν)
Ŝ∗βŜβ −
∑
β16=β2∈Γ−1 (ν)
Ŝ∗β1Ŝβ1Ŝ
∗
β2
Ŝβ2 + · · · − (−1)
|Γ−1 (ν)|
∏
β∈Γ−1 (ν)
Ŝ∗βŜβ
the projection spanned by Ŝ∗βŜβ, β ∈ Γ
−
1 (ν). Now
∨
β∈Σ′2 Ŝ
∗
βŜβ = 1 so that we have
Ŝ∗ν Ŝν = Ŝ
∗
ν(
∨
β∈Σ′2
Ŝ∗βŜβ)Ŝν = Ŝ
∗
ν(
∨
β∈Γ−1 (ν)
Ŝ∗βŜβ)Ŝν . (7.27)
By (7.26) and (7.27), we have ∏
β∈Γ−1 (ν)
(1− Ŝ∗βνŜβν) = 1− Ŝ
∗
ν Ŝν (7.28)
For ν ∈ Γ−l (v
′l
i )(= Γ
−
l (v
′l+1
j )) and β ∈ Γ
−
1 (ν) with µ = βν ∈ Γ
−
l+1(v
′l+1
j ), we have
Ŝ∗ν Ŝν ≥ Ŝ
∗
µŜµ.
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For ν 6∈ Γ−l (v
′l
i )(= Γ
−
l (v
′l+1
j )) and β ∈ Γ
−
1 (ν) with µ = βν 6∈ Γ
−
l+1(v
′l+1
j ), we have by (7.28)∏
β∈Γ−1 (ν)
(1− Ŝ∗βνŜβν) = 1− Ŝ
∗
ν Ŝν .
Hence we have
Êli =
∏
ν∈Γ−
l
(v′li )
Ŝ∗ν Ŝν ·
∏
ν 6∈Γ−
l
(v′li )
(1− Ŝ∗ν Ŝν)
≥
∏
µ∈Γ−
l+1(v
′l+1
j )
Ŝ∗µŜµ ·
∏
µ6∈Γ−
l+1(v
′l+1
j )
(1− Ŝ∗µŜµ)
≥Êl+1j .
We will next see that Êl+1j · Ê
l+1
j′ = 0 for j 6= j
′. As v′l+1j 6= v
′l+1
j′ in V
′
l+1, we know
Γ−l+1(v
′l+1
j ) 6= Γ
−
l+1(v
′l+1
j′ ) because L
min
Λ′2
is predecessor-separated. Hence we have two cases:
Case (1): There exists µ ∈ Γ−l+1(v
′l+1
j ) such that µ 6∈ Γ
−
l+1(v
′l+1
j′ ).
Case (2): There exists µ ∈ Γ−l+1(v
′l+1
j′ ) such that µ 6∈ Γ
−
l+1(v
′l+1
j ).
In both cases, it is easy to see that Êl+1j · Ê
l+1
j′ = 0 by its definition (7.24).
Since Êli ≥ Ê
l+1
j for i = 1, 2, . . . ,m
′(l), j = 1, 2, . . . ,m′(l + 1) with I ′l,l+1(i, j) = 1, and
Êl+1j · Ê
l+1
j′ = 0 for j 6= j
′, we have the inequality
Êli ≥
m′(l+1)∑
j=1
I ′l,l+1(i, j)Ê
l+1
j . (7.29)
We will next show that
∑m′(l)
i=1 Ê
l
i = 1. Denote by {1,−1}
Bl(Λ
′
2) the set of function f :
Bl(Λ
′
2) −→ {1,−1}. For f ∈ {1,−1}
Bl(Λ
′
2), we set
Ŝ∗µŜ
f(µ)
µ =
{
Ŝ∗µŜµ if f(µ) = 1,
1− Ŝ∗µŜµ if f(µ) = −1
and put
Êf =
∏
µ∈Bl(Λ′2)
Ŝ∗µŜ
f(µ)
µ in ÔΛ′2
min.
For µ ∈ Bl(Λ
′
2), the identity 1 = Ŝ
∗
µŜµ + (1− Ŝ
∗
µŜµ) implies
1 =
∏
µ∈Bl(Λ′2)
(
Ŝ∗µŜµ + (1− Ŝ
∗
µŜµ)
)
=
∑
f∈{1,−1}Bl(Λ′2)
Êf .
Fix f ∈ {1,−1}Bl(Λ
′
2) such that Êf 6= 0. Since 1 =
∨
µ∈Bl(Λ′2) Ŝ
∗
µŜµ, we have
Êf = Êf ·
∨
µ∈Bl(Λ′2)
Ŝ∗µŜµ =
∨
µ∈Bl(Λ′2)
Êf Ŝ
∗
µŜµ.
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If f(µ) = −1 for all µ ∈ Bl(Λ
′
2), then Êf ·Ŝ
∗
µŜµ = 0 for all µ ∈ Bl(Λ
′
2). Hence the condition
Êf 6= 0 implies that there exists µ ∈ Bl(Λ
′
2) such that f(µ) = 1. We fix such µ and write
it as µ = ((η1, w[1,L]), . . . , (ηm, w[m,L+m−1])). Since
Ŝ∗µŜµ = Sηm+1y[m+1,L+m−1]S
∗
η1y[1,L+m−1]
Sη1y[1,L+m−1]S
∗
ηm+1y[m+1,L+m−1]
in OΛ2min,
one may find a vertex vK+L+m−1j ∈ V
Λmin2
K+L+m−1 in the λ-graph system L
min
Λ2
, such that
there exists γ ∈ E
Λmin2
m,K+L+m−1 satisfying
η1w[1,L+m−1] ∈ Γ−K+L+m−1(v
K+L+m−1
j ),
λ(γ) = ηm+1w[m+1,L+m−1],
λ(γ) ∈ Γ−K+L−1(v
K+L+m−1
j ).
(7.30)
We may further find a vertex vK+L+m−1j in V
Λmin2
K+L+m−1 for the word µ satisfying (7.30)
but not satisfying the conditions for the words ν ∈ Bl(Λ
′
2) such that f(ν) = −1. We take
such a vertex and write it as vK+L+m−1j0 . Let E
K+L+m−1
j0
be the corresponding projection
in the C∗-algebra OΛ2min so that we have
Êf ≥ E
K+L+m−1
j0
.
Since LminΛ2 is λ-synchronizing, there exists an admissible word (a1, . . . , ak) ∈ B
+∗ (Λ2) such
that vK+L+m−1j0 launches (a1, . . . , ak). We may assume that k > K + L for the length k
of the word (a1, . . . , ak). Hence we see that
EK+L+m−1j0 ≥ S(a1,...,ak)S
∗
(a1,...,ak)
in OΛ2min.
Let n = k − (K + L) + 1. Put
ξ1 = (a1, . . . , aK), y[1,L+n−1] = (aK+1, . . . , ak)
and ξi+1 = τ
ϕ1(ξi, y[i,L+i−1]), i = 1, 2, . . . , n. Define the word
ν = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])) ∈ Bn(Λ′2).
By Lemma 7.5 (ii), we know
ŜνŜ
∗
ν = Sξ1y[1,L+n−1]S
∗
ξ1y[1,L+n−1]
= S(a1,...,ak)S
∗
(a1,...,ak)
.
Hence we have
Êf ≥ ŜνŜ
∗
ν in ÔΛ′2
min. (7.31)
We put
E′f =
∏
µ∈Bl(Λ′2)
S′∗µ S
′f(µ)
µ in OΛ′2
min .
By applying Lemma 7.8 for (7.31), we have
E′f ≥ S
′
νS
′∗
ν in OΛ′2
min (7.32)
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and hence E′f 6= 0. Since
1 =
∑
f∈{1,−1}Bl(Λ′2)
E′f =
m′(l)∑
i=1
E′li
and E′
f li
= E′li , we know that E
′
f 6= 0 if and only if f = f
l
i for some v
′l
i ∈ V
′
l . Hence the
condition E′f 6= 0 implies that f = f
l
i for some v
′l
i ∈ V
′
l . Therefore we see that Êf = Êf li
for some v′li ∈ V
′
l . Since Êf li
= Êli and 1 =
∑
f∈{1,−1}Bl(Λ′2) Êf , we conclude that
1 =
m′(l)∑
i=1
Êli in ÔΛ′2
min. (7.33)
Since for each j = 1, 2, . . . ,m′(l + 1), there exists a unique i = 1, 2, . . . ,m′(l) such that
I ′l,l+1(i, j) = 1, we have Ê
l+1
j =
∑m′(l)
i=1 I
′
l,l+1(i, j)Ê
l+1
j . As the identity (7.33) holds for all
l ∈ Z+, we have
1 =
m′(l+1)∑
j=1
Êl+1j =
m′(l)∑
i=1
m′(l+1)∑
j=1
I ′l,l+1(i, j)Ê
l+1
j
so that
1 =
m′(l)∑
i=1
Êli =
m′(l)∑
i=1
m′(l+1)∑
j=1
I ′l,l+1(i, j)Ê
l+1
j . (7.34)
By the inequality (7.29), we conclude that
Êli =
m′(l+1)∑
j=1
I ′l,l+1(i, j)Ê
l+1
j .
Define the commutative C∗-subalgebras:
A
Lmin
Λ′
2
=C∗(S′∗µ S
′
µ : µ ∈ B∗(Λ
′
2)) ⊂ OΛ′2
min,
Â
Lmin
Λ′
2
=C∗(Ŝ∗µŜµ : µ ∈ B∗(Λ
′
2)) ⊂ ÔΛ′2
min .
Lemma 7.11. Keep the above notation.
(i)
A
Lmin
Λ′
2
=C∗(E′li : i = 1, 2, . . . ,m
′(l), l ∈ Z+),
Â
Lmin
Λ′2
=C∗(Êli : i = 1, 2, . . . ,m
′(l), l ∈ Z+).
(ii) There exists an isomorphism ΦA : ALmin
Λ′
2
−→ Â
Lmin
Λ′
2
of C∗-algebras such that
Ŝ∗αΦA(X)Ŝα = ΦA(S
′∗
αXS
′
α), X ∈ ALmin
Λ′
2
, α ∈ Σ′2. (7.35)
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Proof. (i) By the identity (7.23), E′li is written in terms of S
′∗
µ S
′f li (µ)
µ . Conversely for any
word µ ∈ Bl(Λ
′
2) we set
J ′(µ, i) =
{
1 if µ ∈ Γ−l (v
′l
i ),
0 otherwise.
By the formula 1 =
∑m′(l)
i=1 E
′l
i , we have
S′∗µ S
′
µ =
m′(l)∑
i=1
S′∗µ S
′
µE
′l
i =
m′(l)∑
i=1
J ′(µ, i)E′li ,
so that S′∗µ S
′f li (µ)
µ is written in terms of E′li . Hence we have
A
Lmin
Λ′
2
= C∗(E′li : i = 1, 2, . . . ,m
′(l), l ∈ Z+).
The other equality
Â
Lmin
Λ′2
= C∗(Êli : i = 1, 2, . . . ,m
′(l), l ∈ Z+).
is similarly proved.
(ii) The identities
E′li =
m′(l+1)∑
j=1
I ′l,l+1(i, j)E
′l+1
j , 1 =
m′(l)∑
i=1
E′li in ALmin
Λ′
2
,
Êli =
m′(l+1)∑
j=1
I ′l,l+1(i, j)Ê
l+1
j , 1 =
m′(l)∑
i=1
Êli in ÂLmin
Λ′2
hold. Since the projections E′li , Ê
l
i are all nonzero, the correspondence E
′l
i −→ Ê
l
i extends
to an isomorphism ΦA : ALmin
Λ′
2
−→ Â
Lmin
Λ′
2
of C∗-algebras such that ΦA(E′li ) = Ê
l
i and
hence ΦA(S′∗µ S′µ) = Ŝ∗µŜµ for µ ∈ B∗(Λ′2). We then have
Ŝ∗αΦA(S
′∗
µ S
′
µ)Ŝα = Ŝ
∗
αŜ
∗
µŜµŜα = Ŝ
∗
µαŜµα = ΦA(S
′∗
µαS
′
µα) = ΦA(S
′∗
α S
′∗
µ S
′
µS
′
α)
proving the identity (7.35).
Recall that A′l,l+1(i, α, j) is the the matrix component of the transition matrix system
(A′l,l+1, I
′
l,l+1)l∈Z+ of L
min
Λ′2
.
Lemma 7.12.
Ŝ∗αÊ
l
iŜα =
m′(l+1)∑
j=1
A′l,l+1(i, α, j)Ê
l+1
j for α = (ξ1, y[1,L]) ∈ Σ
′
2.
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Proof. We note that the identity
S′∗αE
′l
i S
′
α =
m′(l+1)∑
j=1
A′l,l+1(i, α, j)E
′l+1
j for α = (ξ1, y[1,L]) ∈ Σ
′
2
holds. By using the preceding lemma, we have
Ŝ∗αÊ
l
iŜα =Ŝ
∗
αΦA(E
′l
i )Ŝα = Φ(S
′∗
αE
′l
i S
′
α)
=Φ(
m′(l+1)∑
j=1
A′l,l+1(i, α, j)E
′l+1
j )
=
m′(l+1)∑
j=1
A′l,l+1(i, α, j)Ê
l+1
j .
Recall that
ÔΛ′2
min =C∗(Ŝ(ξ1,y[1,L]) : (ξ1, y[1,L]) ∈ Σ
′
2),
D̂
Lmin
Λ′
2
=C∗(ŜµŜ∗ν ŜνŜ
∗
µ, : µ, ν ∈ B∗(Λ
′
2)),
D̂Λ′2 =C
∗(ŜµŜ∗µ : µ ∈ B∗(Λ
′
2)).
Then the inclusion relations
ÔΛ′2
min ⊂ OΛ2min , D̂LminΛ′
2
⊂ D
LminΛ2
, D̂Λ′2 ⊂ DΛ2
are obvious. Let ρˆ
Λ′2
t be the restriction of the gauge action ρ
Λ2
t on OΛ2min to the subalgebra
ÔΛ′2
min. The gauge action on OΛ′min2 is denoted by ρ
Λ′2
t .
Lemma 7.13. Keep the above notation. There exists an isomorphism Φ : OΛ′2
min −→
ÔΛ′2
min of C∗-algebras such that
Φ(D
Lmin
Λ′2
) = D̂
Lmin
Λ′2
, Φ(DΛ′2) = D̂Λ′2 , Φ ◦ ρ
Λ′2
t = ρˆ
Λ′2
t ◦ Φ.
Proof. By the universal property and its uniqueness of the C∗-algebra OΛ′2min , the corre-
spondence
Φ : S′α, E
′l
i ∈ OΛ′2
min −→ Ŝα, Ê
l
i ∈ ÔΛ′2
min ⊂ OΛ2min
yields an isomorphism Φ : OΛ′2
min −→ ÔΛ′2
min of C∗-algebras such that
Φ(D
Lmin
Λ′2
) = D̂
Lmin
Λ′2
, Φ(DΛ′2) = D̂Λ′2 .
Since
(ρˆ
Λ′2
t ◦ Φ)(S
′
α) = ρˆ
Λ′2
t (Ŝα) = ρ
Λ2
t (Sξ1y[1,L]S
∗
ξ2y[2,L]
)
= e2pi
√−1tSξ1y[1,L]S
∗
ξ2y[2,L]
= e2pi
√−1tŜα = Φ ◦ ρ
Λ′2
t (S
′
α),
the equality Φ ◦ ρ
Λ′2
t = ρˆ
Λ′2
t ◦ Φ holds.
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We will finally prove that the C∗-subalgebra ÔΛ′2min of OΛ2min actually coincides with
the ambient algebra OΛ2min , that is the final step to prove Theorem 1.4.
Let FΛ2min be the canonical AF algebra of OΛ2min that is realized as the fixed point
subalgebra of OΛ2min under the gauge action ρ
Λ2
t , t ∈ T of OΛ2min. Let F̂Λ′2
min be the
C∗-subalgebra of ÔΛ′2min generated by elements of the form:
ŜνŜ
∗
µŜµŜ
∗
γ , µ, ν, γ ∈ B∗(Λ
′
2) with |ν| = |γ|.
The subalgebra F̂Λ′2
min is nothing but the C∗-subalgebra of ÔΛ′2min generated by elements
of the form:
ŜνÊ
l
iŜ
∗
γ , i = 1, 2, . . . ,m
′(l), l ∈ Z+, ν, γ ∈ B∗(Λ′2) with |ν| = |γ|.
Lemma 7.14. F̂Λ′2
min = FΛ2min .
Proof. Let ν = ((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])), µ = ((η1, w[1,L]), . . . , (ηm, w[m,L+m−1]))
and γ = ((ζ1, z[1,L]), . . . , (ζk, z[k,L+k−1])) ∈ B∗(Λ′2) with k = n. Since Ŝ(ξ1,y[1,L]) =
Sξ1y[1,L]S
∗
ξ2y[2,L]
∈ OΛ2min , we have
ŜνŜ
∗
µŜµŜ
∗
γ
=Ŝ(ξ1,y[1,L]) · · · Ŝ(ξn,y[n,L+n−1]) · (Ŝ(η1,w[1,L]) · · · Ŝ(ηm,w[m,L+m−1]))
∗·
(Ŝ(η1,w[1,L]) · · · Ŝ(ηm,w[m,L+m−1])) · (Ŝ(ζ1,z[1,L]) · · · Ŝ(ζn,z[n,L+n−1]))
∗
=Sξ1y[1,L+n−1]S
∗
ξn+1y[n+1,L+n−1]
· Sηm+1w[m+1,L+m−1]S
∗
η1w[1,L+m−1]
·
Sη1w[1,L+m−1]S
∗
ηm+1w[m+1,L+m−1]
· Sζn+1z[n+1,L+n−1]S
∗
ζ1z[1,L+n−1]
=

Sξ1y[1,L+n−1]S
∗
η1w[1,L+m−1]
· Sη1w[1,L+m−1]S
∗
ζ1z[1,L+n−1]
if ξn+1 = ηm+1 = ζn+1, y[n+1,L+n−1] = w[m+1,L+m−1] = z[n+1,L+n−1],
0 otherwise.
Hence ŜνŜ
∗
µŜµŜ
∗
γ belongs to FΛ2min, so that F̂Λ′2
min ⊂ FΛ2min.
Conversely, for admissible words a, b, c ∈ B∗(Λ2) with |a| = |c|, by considering the
identity
SaS
∗
bSbS
∗
c =
∑
δ∈BN (Λ2)
SaδS
∗
bδSbδS
∗
cδ (7.36)
for any N ∈ N, one may assume that |a|(= |c|), |b| > K. For ρ ∈ Γ+∞(a) ∩ Γ+∞(b) ∩ Γ+∞(c),
we define (yi)i∈N, (wi)i∈N, (zi)i∈N ∈ XΛ2 by setting
y1 = aK+1, . . . , y|a|−K = a|a|, y|a|−K+i = ρi, i = 1, 2, . . . ,
w1 = bK+1, . . . , w|b|−K = b|b|, w|b|−K+i = ρi, i = 1, 2, . . . ,
z1 = cK+1, . . . , z|b|−K = c|c|, z|c|−K+i = ρi, i = 1, 2, . . . .
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Define sequences (ξi)i∈N, (ηi)i∈N, (ζi)i∈N of BK(Λ2) by setting:
ξ1 =a[1,K], ξi+1 = τ
ϕ1(ξi, y[i,L+i−1]), i = 1, 2 . . . ,
η1 =b[1,K], ηi+1 = τ
ϕ1(ηi, w[i,L+i−1]), i = 1, 2 . . . ,
ζ1 =c[1,K], ζi+1 = τ
ϕ1(ξi, z[i,L+i−1]), i = 1, 2 . . . .
Define elements x = (xi)i∈N, x′ = (x′i)i∈N, x
′′ = (x′′i )i∈N ∈ XΛ1 by setting
x = h−1(ξ1y), x′ = h−1(η1w), x′′ = h−1(ζ1z).
By previous discussions, we know that
ξi = ϕ1(x[i,M+i−1]), ηi = ϕ1(x′[i,M+i−1]), ζi = ϕ1(x
′′
[i,M+i−1]), i = 1, 2, . . . .
Put p = |a| − |b| ∈ Z. Since σKΛ1 ◦ h
−1 : XΛ1 −→ XΛ1 is a sliding block code, there exists
N1, N2 ∈ N such that wj+p = yj(= zj) for all j ≥ N2 implies x
′
[i+p,M+i+p−1] = x[i,M+i−1](=
x′′[i,M+i−1]) for all i ≥ N1. Hence we have
ηi = ξi+p = ζi+p for i ≥ N1.
Let n = max{N1, N2},m = n+ p. By putting
ν =((ξ1, y[1,L]), . . . , (ξn, y[n,L+n−1])) ∈ Bn(Λ′2),
µ =((η1, w[1,L]), . . . , (ηm, w[m,L+m−1])) ∈ Bm(Λ′2),
γ =((ζ1, z[1,L]), . . . , (ζn, z[k,L+n−1])) ∈ Bn(Λ′2),
we have
ηm+1 = ξn+1 = ζn+1, w[m,L+m−1] = y[n,L+n−1] = z[k,L+n−1].
Let δ = (ρ1, . . . , ρK+L+n−|a|−1) ∈ B∗(Λ2). We then have
SaδS
∗
bδSbδS
∗
cδ = Sξ1y[1,L+n−1]S
∗
η1w[1,L+m−1]
· Sη1w[1,L+m−1]S
∗
ζ1z[1,L+n+1]
= ŜνŜ
∗
µŜµŜ
∗
γ .
By the formula (7.36) for N = K +L+ n− |a| − 1, we know that SaS
∗
bSbS
∗
c with |a| = |c|
belongs to the AF-algebra F̂Λ′2
min, so that we have FΛ2min ⊂ F̂Λ′2
min .
Lemma 7.15. D̂Λ′2 = DΛ2 and ÔΛ′2
min = OΛ2min.
Proof. The equality D̂Λ′2 = DΛ2 is easily obtained by Lemma 7.5 (ii).
The inclusion relation ÔΛ′2
min ⊂ OΛ2min is obvious. To prove ÔΛ′2
min = OΛ2min, it
suffices to show that for any α ∈ Σ2 = B1(Λ2), the partial isometry Sα belongs to ÔΛ′2
min.
For (ξ1, y[1,L]) ∈ Σ
′
2, we have Ŝ(ξ1,y[1,L]) = Sξ1y[1,L]S
∗
ξ2y[2,L]
∈ OΛ2min , so that for t ∈ T = R/Z
ρΛ2t (Ŝ
∗
(ξ1,y[1,L])
Sα) = ρ
Λ2
t (Sξ2y[2,L]S
∗
ξ1y[1,L]
Sα) = Sξ2y[2,L]S
∗
ξ1y[1,L]
Sα = Ŝ
∗
(ξ1,y[1,L])
Sα.
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This implies that Ŝ∗(ξ1,y[1,L])Sα ∈ FΛ2min. By Lemma 7.14, we see that Ŝ
∗
(ξ1,y[1,L])
Sα belongs
to F̂Λ′2
min for any (ξ1, y[1,L]) ∈ Σ
′
2. By the identity
Sα =
∑
(ξ1,y[1,L])∈Σ′2
Ŝ(ξ1,y[1,L]) · Ŝ
∗
(ξ1,y[1,L])
Sα,
we obtain that Sα belongs to ÔΛ′2
min, and hence OΛ2min ⊂ ÔΛ′2
min.
We thus have
Proposition 7.16. There exists an isomorphism Φ2 : OΛ′2
min −→ OΛ2min of C
∗-algebras
such that
Φ2(DΛ′2) = DΛ2 , Φ2 ◦ ρ
Λ′2
t = ρ
Λ2
t ◦ Φ2.
Proof. The assertion follows from Lemma 7.13 and Lemma 7.15.
Therefore we reach the following theorem.
Theorem 7.17. Let Λ1 and Λ2 be normal subshifts. If their one-sided subshifts (XΛ1 , σΛ1)
and (XΛ2 , σΛ2) are eventually conjugate, then there exists an isomorphism Φ : OΛ1min −→
OΛ2min of C
∗-algebras such that Φ(DΛ1) = DΛ2 and Φ ◦ ρ
Λ1
t = ρ
Λ2
t ◦ Φ, t ∈ T.
Proof. By Lemma 7.2, the one-sided subshifts (XΛ′2 , σΛ′2) and (XΛ1 , σΛ1) are topologically
conjugate, so that by Theorem 6.6 there exists an isomorphism Φ1 : OΛ1min −→ OΛ′2
min
of C∗-algebras such that Φ1(DΛ1) = DΛ′2 and Φ1 ◦ ρ
Λ1
t = ρ
Λ′2
t ◦ Φ1, t ∈ T. By Proposition
7.16, there exists an isomorphism Φ2 : OΛ′2
min −→ OΛ2min of C
∗-algebras such that
Φ2(DΛ′2) = DΛ2 , Φ2 ◦ ρ
Λ′2
t = ρ
Λ2
t ◦ Φ2.
Therefore we have a desired isomorphism of C∗-algebras between OΛ1min and OΛ2min .
Let L1,L2 be left-resolving λ-graph systems that present subshifts Λ1,Λ2, respectively.
In [36], the author introduced the notion of (L1,L2)-eventually conjugacy between one-
sided subshifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2).
Definition 7.18 ([36, Definition 5.1]). Let L1,L2 be left-resolving λ-graph systems that
present subshifts Λ1,Λ2, respectively. One sided subshifts (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are
said to be (L1,L2)-eventually conjugate if there exist homeomorphisms hL : XL1 −→ XL2 ,
hΛ : XΛ1 −→ XΛ2 and an integer K ∈ Z+ such that{
σK
L2
(hL(σL1(x))) = σ
K+1
L2
(hL(x)), x ∈ XL1 ,
σK
L1
(h−1
L
(σL2(y))) = σ
K+1
L1
(h−1
L
(y)), y ∈ XL2 ,
(7.37)
and
πL2 ◦ hL = hΛ ◦ πL1 . (7.38)
We remark that the equalities (7.37) and (7.38) automatically imply the equalities{
σKΛ2(hΛ(σΛ1(a))) = σ
K+1
Λ2
(hΛ(a)), a ∈ XΛ1 ,
σKΛ1(h
−1
Λ (σΛ2(b))) = σ
K+1
Λ1
(h−1Λ (b)), b ∈ XΛ2 .
(7.39)
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In [36], the following proposition was proved.
Proposition 7.19 ([36, Theorem 1.3]). Suppose that two left-resolving λ-graph systems
L1,L2 satisfy condition (I). Then (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are (L1,L2)-eventually con-
jugate if and only if there exists an isomorphism Φ : OL1 −→ OL2 of C
∗-algebras such
that
Φ(DΛ1) = DΛ2 and Φ ◦ ρ
L1
t = ρ
L2
t ◦ Φ, t ∈ T.
Proof of Theorem 1.4. Let Λ1,Λ2 be two normal susbshifts. Assume that (XΛ1 , σΛ1)
and (XΛ2 , σΛ2) are eventually conjugate. By Theorem 7.17, there exists an isomorphism
Φ : OΛ1min −→ OΛ2min of C
∗-algebras such that Φ(DΛ1) = DΛ2 and Φ◦ρ
Λ1
t = ρ
Λ2
t ◦Φ, t ∈ T.
Conversely, suppose that there exists an isomorphism Φ : OΛ1min −→ OΛ2min of C
∗-
algebras such that Φ(DΛ1) = DΛ2 and Φ◦ρ
Λ1
t = ρ
Λ2
t ◦Φ, t ∈ T. Let L1,L2 be their minimal
λ-graph systems LminΛ1 ,L
min
Λ2
, respectively. The associated C∗-algebras O
LminΛ1
,O
LminΛ2
are
nothing but the C∗-algebras OΛ1min ,OΛ2min, respectively. By Proposition 7.19, we know
that (XΛ1 , σΛ1) and (XΛ2 , σΛ2) are (L1,L2)-eventually conjugate, in particular, (XΛ1 , σΛ1)
and (XΛ2 , σΛ2) are eventually conjugate.
8 Two-sided topological conjugacy
In this section, we study two-sided topological conjugacy of normal subshifts in terms of
the associated stabilized C∗-algebras with its diagonals and gauge actions. Following [36],
we will consider the compact Hausdorff space
X¯L = {(αi, ui)i∈Z ∈
∏
i∈Z
(Σ× ΩL) | (αi+k, ui+k)i∈Z ∈ XL for all k ∈ Z}
with the shift homeomorphism σ¯L
σ¯L((αi, ui)i∈Z) = (αi+1, ui+1)i∈Z, (αi, ui)i∈Z ∈ X¯L
on X¯L, where X¯L is endowed with the relative topology from the infinite product topology
of
∏
i∈Z(Σ× ΩL). For x = (αi, ui)i∈Z ∈ X¯L, α = (αi)i∈Z ∈ Λ and k ∈ Z, we set
x[k,∞) = (αi, ui)∞i=k, α[k,∞) = (αi)
∞
i=k.
Definition 8.1 ([36, Definition 7.1]). The topological dynamical systems (X¯L1 , σ¯L1) and
(X¯L2 , σ¯L2) are said to be right asymptotically conjugate if there exists a homeomorphism
ψ : X¯L1 −→ X¯L2 such that ψ ◦ σ¯L1 = σ¯L2 ◦ ψ and
(i) for m ∈ Z, there exists M ∈ Z such that x[M,∞) = z[M,∞) implies ψ(x)[m,∞) =
ψ(z)[m,∞) for x, z ∈ X¯L1 ,
(ii) for n ∈ Z, there exists N ∈ Z such that y[N,∞) = w[N,∞) implies ψ−1(y)[n,∞) =
ψ−1(w)[n,∞) for y,w ∈ X¯L2 .
We call ψ : X¯L1 −→ X¯L2 a right asymptotic conjugacy.
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Let us denpte by π¯i : X¯Li −→ Λi the factor map defined by π¯i((αi, ui)i∈Z) = (αi)i∈Z ∈
Λi for i = 1, 2.
Definition 8.2 ([36, Definition 7.2]). Two subshifts Λ1 and Λ2 are said to be (L1,L2)-
conjugate if there exists a right asymptotic conjugacy ψL : X¯L1 −→ X¯L2 and a topological
conjugacy ψΛ : Λ1 −→ Λ2 such that π¯2 ◦ ψL = ψΛ ◦ π¯1.
Proposition 8.3. Let Λ1,Λ2 be normal subshifts and L1,L2 be their minimal λ-graph sys-
tems, respectively. Suppose that Λ1,Λ2 are topologically conjugate, then they are (L1,L2)-
conjugate.
Proof. We may assume that Λ1 and Λ2 are bipartitely related by a bipartite subshift Λ̂
over alphabet Σ = C⊔D (see [37], [38]). Hence there exist specifications κ1 : Σ1 −→ C ·D
and κ2 : Σ2 −→ D · C such that the 2-higher block shift Λ̂
[2] of Λ̂ is decomposed into two
disjoint subshifts Λ̂[2] = Λ̂CD ⊔ Λ̂DC , where
Λ̂[2] = {(xixi+1)i∈Z | (xi)i∈Z ∈ Λ̂},
Λ̂CD = {(cidi)i∈Z ∈ Λ̂[2] | ci ∈ C, di ∈ D, i ∈ Z},
Λ̂DC = {(dici+1)i∈Z ∈ Λ̂[2] | di ∈ D, ci+1 ∈ C, i ∈ Z},
and specifications κ1 : Σ1 −→ C · D, κ2 : Σ2 −→ D · C mean injective maps. The
notion that two subshifts Λ1,Λ2 are bipartitely related mean that Λ1,Λ2 are identified
with Λ̂CD, Λ̂DC through κ1, κ2, respectively.
The specifications κ1 and κ2 naturally extend to the maps B∗(Λ1) −→ B∗(Λ̂CD) and
B∗(Λ2) −→ B∗(Λ̂DC), respectively. We still denote them by κ1 and κ2, respectively.
We write Li = (V
i, Ei, λi, ιi), i = 1, 2. Let (αi, ui)i∈Z ∈ X¯L1 . In the λ-graph system
L1, take a vertex u
l
i ∈ V
1
l such that (u
l
i)l∈N = ui ∈ ΩL1 , i ∈ Z+. There exists an l-
synchronizing word µli ∈ Sl(Λ1), i ∈ N such that u
l
i = [µ
l
i]l ∈ Sl(Λ1)/ ∼
l
. Let κ1(αi) = cidi
for ci ∈ C, di ∈ D. As κ1(µ
l
i) ∈ B∗(Λ̂
CD), take cli ∈ C such that κ1(µ
l
i)c
l
i ∈ B∗(Λ̂). We
put νli = κ
−1
2 (diκ1(µ
l+1
i )c
l+1
i ) ∈ V
2
l and βi = κ
−1
2 (di−1ci) ∈ Σ2. We then have βiν
l
i ∼
l−1
νl−1i−1
and νli ∼
l−1
νl−1i−1 . Define w
l
i = [ν
l
i ] ∈ Sl(Λ2) so that w
l
i ∈ V
2
l . Since ι(w
l+1
i ) = w
l
i for l ∈ N,
we have wi = (w
l
i)l∈N ∈ ΩL2 for i ∈ Z and (βi, wi)i∈Z ∈ X¯L2 . Under the identification
between Λ̂DC and Λ2, we know that the correspondence
(αi, ui)i∈Z ∈ X¯L1 −→ (βi, wi)i∈Z ∈ X¯L2
written ψ : X¯L1 −→ X¯L2 gives rise to a topological conjugacy between (X¯L1 , σ¯L1) and
(X¯L2 , σ¯L2) such that ψ : X¯L1 −→ X¯L2 is a right asymptotic conjugacy and there exists a
topological conjugacy ψΛ : Λ1 −→ Λ2 such that π2 ◦ψ = ψΛ ◦ π1. Therefore the two-sided
subshifts (Λ1, σΛ1) and (Λ2, σΛ2) are (L1,L2)-conjugate.
Therefore we have
Proposition 8.4. Let Λ1,Λ2 be normal subshifts and L1,L2 be their minimal λ-graph
systems, respectively. Then the following two conditions are equivalent.
(i) The two-sided subshifts (Λ1, σΛ1) and (Λ2, σΛ2) are (L1,L2)-conjugate.
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(ii) (Λ1, σΛ1) and (Λ2, σΛ2) are topologically conjugate.
Let us recall that K denotes the C∗-algebra of compact operators on the separable
infinite dimensional Hilbert space ℓ2(N) and Cdenotes its commutative C∗-subalgebra of
diagonal operators.
Proof of Theorem 1.5. Let Λ1,Λ2 be two normal susbshifts. Suppose that the two-sided
subshifts (Λ1, σΛ1) and (Λ2, σΛ2) are topologically conjugate. By Proposition 8.4, they are
(L1,L2)-conjugate, so that [36, Theorem 1.4] ensures us that there exists an isomorphism
Φ˜ : OΛ1min ⊗ K −→ OΛ2min ⊗ K of C
∗-algebras such that Φ˜(DΛ1 ⊗ C) = DΛ2 ⊗ C and
Φ˜ ◦ (ρΛ1t ⊗ id) = (ρ
Λ2
t ⊗ id) ◦ Φ˜, t ∈ T.
Conversely suppose that there exists an isomorphism Φ˜ : OΛ1min⊗K −→ OΛ2min⊗K of
C∗-algebras such that Φ˜(DΛ1 ⊗C) = DΛ2 ⊗C and Φ˜ ◦ (ρ
Λ1
t ⊗ id) = (ρ
Λ2
t ⊗ id) ◦ Φ˜, t ∈ T. By
[36, Theorem 1.4] the two-sided subshifts (Λ1, σΛ1) and (Λ2, σΛ2) are (L1,L2)-conjugate,
and hence they are topologically conjugate.
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