Abstract. This paper considers the numerical evaluation of effective coefficients for multiscale homogenization problems and proposes a highly efficient algorithm for a certain class of reiterated homogenization problems of practical importance. The main idea of the proposed approach is to introduce a novel object called the homogenization map, approximate it through adaptive interpolation, and replace solutions of the cell problems with fast evaluations of the interpolant. Numerical results are provided for both 2D and 3D problems to demonstrate the efficiency and accuracy of the proposed algorithm.
Introduction
Homogenization is the theory of deriving effective models for problems with complex structures and oscillatory coefficients. It is a well-studied field with a vast amount of literature; some classical references include [4, 22, 28, 30] . The simplest example of homogenization is probably the following linear elliptic partial differential equation (PDE):
u(x) = 0, x ∈ ∂Ω, (1.1)
where Ω is a bounded domain in R d and the d × d matrix A is symmetric, positive definite, and periodic in the unit cube Y = [0, 1] d . The standard result of the homogenization theory states that u ε → u weakly in H 1 0 (Ω) as ε → 0 and the limit u(x) satisfies the equation −div(Ā∇u(x)) = f (x), x ∈ Ω, u(x) = 0, x ∈ ∂Ω, (1.2) where the homogenized coefficientsĀ = (Ā ij ) 1≤i,j≤d are given bȳ
(∇w i (y) + e i ) T A(y)(∇w j (y) + e j )dy.
Here e i is the unit vector with one at the i-th entry and zero elsewhere, and the corrector function w i satisfies the cell problem −div(A(y)(∇w i (y) + e i )) = 0, y ∈ Y with periodic boundary conditions in the weak sense. A natural extension of the above problem is so-called reiterated homogenization. This problem, as well as the more general nonlinear cases, have been studied in [6, 7, 24, 25, 26] . A nice review of this topic can be found in [27] . In the simplest linear elliptic PDE setting, the reiterated homogenization studies the problem −div(A ε (x)∇u(x) ε ) = f (x), x ∈ Ω,
where A ε (x) now takes the form A ε (x) = A(x,x/ε,x/ε 2 ,...,x/ε m ).
In this case, as ε → 0, u ε → u weakly in H with periodic boundary conditions. Then, at level k (or scale 1/ε k ) with 1 ≤ k ≤ M − 1, one recursively defines A k (x 0 ,...,x k−1 ) for each choice of (x 0 ,...,x k−1 ) with
where w i (y) satisfies
with periodic boundary conditions. Finally, we defineĀ(x) = A 1 (x). This paper is concerned with the efficient evaluation of the homogenized coefficients of the reiterated homogenization problems. In fact, the definition ofĀ(x) provides a way for computing it. Let us assume that numerically the unit cube Y is discretized with a grid G n with n points in each dimension for a total size of n d . Let the cost of solving the discrete system of the elliptic PDE on this n d grid be S d (n). At level m, one needs to solve d cell problems for every choice of (x 0 ,...,x m−1 ) with x 0 ,x 1 ,...,x m−1 ∈ G n , and so the naive cost for this level would be n md · d · S d (n). A similar argument shows that the cost at level k is n kd · d · S d (n). Clearly the m-th level dominates the rest and so the total naive computational cost is
). This complexity grows rapidly when the number of levels m gets larger, especially for three-dimensional problems (d = 3).
In this paper, we propose a significantly more efficient method for a wide subclass of reiterated homogenization problems where the coefficients A ε (x) take the following form:
where each a i (·) is a periodic function on the unit cell Y , each ⋆ i is a standard binary operator, and the evaluation of the last formula is understood to be taken from left to right. The methodology behind the approach to be discussed applies to the general case where the functions a i (·) are matrix-valued. However, in order to illustrate the main idea clearly and to simplify the discussion, we restrict to the case where the functions a i (·) are scalar-valued. The binary operators ⋆ i can be fairly general, for example a ⋆ i b can be min(a,b), max(a,b), a + b, or a · b.
As we shall see in the numerical examples, though (1.7) has a special form, it is able to represent many practical and important reiterated homogenization structures due to the flexibility of the binary operator ⋆ i . For this special form of reiterated homogenization, our method is able to compute the homogenized coefficients in O(m · S d (n)) steps, which is a dramatic improvement from the O(n md · S d (n)) complexity of the naive procedure.
Reiterated homogenization has become a useful way to design and construct multiscale structures with optimal effective conductive and elastic behaviors; many examples of this type were reported in [11, 27, 28] . The method of this paper can be viewed as an initial step in designing efficient computational tools to explore the vast design space of such materials.
Though there has been very little work specifically on the numerical aspect of reiterated homogenization, many numerical methods have been proposed for other types of homogenization problems. When the coefficients are simply periodic functions as in (1.1), one simply solves the cell problems numerically to obtain the homogenized coefficients. Most of the numerical efforts have focused on the case where the coefficients fail to be periodic. Several representative algorithms include wavelet-based numerical homogenization [2, 8, 12, 17] , multiscale finite element methods [3, 20, 21] , heterogeneous multiscale methods [15] , and equation-free techniques [23] , and we refer to the review article [18] for more details. Recently, there has been significant progress in two directions: upscaling for problems with no scale-separation [29] and algorithms for certain classes of stochastic homogenization [1, 5] . In practice, the homogenized coefficients only apply when ε goes to zero, while in many engineering problems one is in fact more interested in the small but finite ε regime. Numerical efforts in this direction can be found in [9] , for example.
The rest of this paper is organized as follows. Section 2 describes the main idea of the proposed algorithm along with some implementation details. Section 3 provides some numerical examples to illustrate the efficiency and accuracy of the proposed approach, and several future directions are discussed in Section 4. 
where w i (y) solves the cell problem
with periodic boundary conditions. For the special form
considered here, the cell problem takes the form
where the evaluation of the ⋆ k operators are understood to be taken from left to right. We observe that, although the coefficients of (2.2) involve the variables x 0 ,...,
) that enters the cell problem. Therefore, the key idea is to introduce the homogenization map T m : R + → R d×d at level m that maps this number to the resulting homogenized coefficients. More precisely, for a fixed c ∈ R + , the matrix T (c) is defined by
with periodic boundary conditions. In order to simplify the notation, we denote by H[·] the operator that maps the coefficient function of the cell problem to the homogenized coefficients. The definition of T m can then be succinctly written as
As we shall see, one can approximate T m effectively by evaluating it at a small number of values for c adaptively and then constructing an interpolant. Once the interpolant is available,
can be approximated efficiently with a simple evaluation of the this interpolant. At level m − 1, we have
with periodic boundary conditions. Using the definition of T m , we see that the last cell problem is
If we construct a homogenization map T m−1 at level m − 1 that maps an offset c to
then we have
Similarly if we define the homogenization map T k at level k through
Finally, at level 1, we have
and the homogenized coefficients areĀ(x) = A 1 (x) = T 1 (a 0 (x)). Since one only needs to calculate the homogenized coefficientsĀ, we can then forget about the functions A k and focus on the homogenization maps T k (·) and their recurrence relationship ((2.3), (2.4), (2.5), and (2.6)). Computationally, for each map T k+1 , we need to evaluate its values at a grid of its parameter space and then form its interpolant that will be used in the definition of the map T k . This gives rise to the following algorithm for computing the homogenized coefficients.
Fast computation of reiterated homogenized coefficients.
Construct an interpolant for
The evaluation of T k+1 (·) is approximated by evaluating the existing interpolant of T k+1 (·).
2.2. Implementation details and complexity analysis. Algorithm 2.1 is conceptually simple, however the implementation details are essential to its accuracy and efficiency. The main reason is that the map T k (·) is a function with limited smoothness and therefore adaptive sampling is required in the construction of its interpolant. In the following discussion, we assume that a k (y) ≥ 0 for each k, which is a reasonable assumption since we consider the coefficients of elliptic PDEs.
The first problem is how to represent the map
The deciding criterion is that the map T k should be sufficiently regular in the chosen representation. One naive approach is to construct the interpolant using the offset variable c directly as the parameter. However, the following simple example shows that the homogenization map can have singularity near c = 0. Let a(y) be a continuous function defined on the unit cell [−1/2,1/2) and consider the homogenization map
with + as the binary operator. For simplicity, we assume that a(y) has a global minimum equal to zero and reaches its minimum at y = 0. When the leading order behavior of a(y) is given by |y| m , an easy calculation shows that
Therefore, the homogenization map has limited smoothness near c = 0 even in this simple case. However, if we look at homogenization map in the log-log scale, i.e.,
where log(·) stands for the matrix logarithm for symmetric positive definite matrices, this map behaves linearly no matter what m is. Therefore, it is favorable to interpolate each homogenization map T k (·) in its log-log form T ll k (·) : R → R d×d . The second problem is that, even represented in the log-log scale, the maps T ll k (·) often have jumps in their derivatives when the operators ⋆ k lack smoothness, for example when ⋆ k = min(·,·), or max(·,·). Since the locations of the jumps in the derivatives are unknown a priori or difficult to figure out in advance, any interpolation scheme with fixed grid will certainly result in large interpolation error. Therefore, we adopt the following adaptive piecewise linear interpolation scheme to represent the maps T ll k (·) : R → R d×d . Initially, a rather coarse uniform Cartesian grid of step size h 0 is placed on the interval [α L ,α R ], where α L and α R are chosen so that this interval covers all possible locations where the evaluations of the homogenization map can take place. The homogenization map is then evaluated at this uniform grid to form an initial piecewise linear interpolant. Next, we adaptively insert new grid points at locations where the interpolant is not sufficiently accurate, as long as the local step size is above a predetermined threshold h min . In order to decide whether the interpolant is sufficiently accurate at a grid point α i , we estimate the local jump in the first derivative:
where f i−1 , f i , and f i+1 are the map values at grids α i−1 , α i , and α i+1 . If the map T ll k is smooth near α i , then the jump J i should approach zero as we refine. If J i is above a predetermined constant J max , we refine the interpolation by inserting two new points at (α i−1 + α i )/2 and (α i + α i+1 )/2, and repeat until no extra grid points can be inserted. This adaptive scheme refines the interpolant automatically near the jump locations (in the derivative) and in practice the resulting interpolant only uses a few dozen grid points as we will see in the numerical examples.
The third problem concerns the numerical solution of the cell problem, i.e., the evaluation of H[·]. Since most interesting homogenization problems involve coefficients with large contrasts and/or sharp discontinuities, the solution of the cell problem needs to be able to address these two situations efficiently. In the current implementation, we discretize the cell problem using spectral element methods [10] with element boundary aligned with the discontinuities in the coefficients. This allows us to approximate the solution of the cell problem efficiently. For the numerical solution of the discrete system, we use the multifrontal method with nested dissection [13, 19] due to its robustness for problems with large contrasts. For each cell problem, the solution cost
and O(n 6 ) in 3D (d = 3). Let us now estimate the complexity of the proposed approach. For each level k, the algorithm constructs an interpolant for T k . As we mentioned earlier, the number of samples required for our adaptive scheme is a moderate constant in practice. For each sample, one needs to solve a cell problem, which takes O(S d (n)) steps. Putting these numbers together, we conclude that the overall complexity of the proposed approach is O(m · S d (n)), which is a drastic improvement over the O(n md · S d (n)) cost of the naive approach mentioned in Section 1.
Numerical results
In this section, we provide some numerical examples to demonstrate the efficiency and accuracy of the proposed method. All numerical results are obtained on a desktop with a 2.8GHz CPU. The predetermined constants h min and J max in the adaptive interpolation scheme are set to be 10 −3 and 10 −2 , respectively.
2D problems. Example 1.
We start with a problem with m = 3. At each level k = 1,2,3, the coefficient function is given by
and ⋆ k is equal to min(·,·) at all levels. An example of A ε (x) with ε = 1/4 is given in figure 3.1. At each level, the homogenization map T k (·) is represented in the log-log scale with the adaptive interpolant discussed above. The number of samples and the construction cost (in seconds) of the interpolants at all levels are listed in table 3.1. Notice that at each level the number of samples remains moderate and the construction time is around one second. In many applications, the actual period of the coefficient function is not known exactly (or even worse, the coefficients fail to be periodic). One way to get around this is to solve the cell problem with an arbitrary size δ that is significantly larger than the actual period. It has been shown (for example in [16] ) that the result of this inaccurate cell problem converges to the correct homogenized coefficients as the ratio of the actual period over δ goes to zero. In practice, this convergence takes place fairly rapidly as long as the ratio is sufficiently small (see [14] for example). To study how the proposed algorithm behaves in this situation, we repeat the above calculation, but with the cell size δ set to be 2.5 times the actual period. The resultingĀ calculated with this inaccurate period is given by 0.1000 0 0 0.1000 , 0.2109 0 0 0.2109 , 0.3187 0 0 0.3187 for a 0 (x) = 0.1, 0.5, 1, respectively. Notice that there is only a slight difference between these numbers and the correct values given above. This demonstrates that the proposed algorithm shares this robustness and provides good approximations for the reiterated homogenization coefficients even if the period is unknown. 
Convergence in ε.
We now study how the finite-ε problem approaches the homogenization limit as ε goes to zero. To do that, we vary the parameter ε, form the coefficients A ε (x) following (1.7) for each value of ε, and calculate the finite-ε effective coefficientsĀ ε by solving the cell problem with periodic boundary conditions. When either the dimension d or the number of levels m is large, the full representation of the coefficient matrix A ε (x) quickly exhausts the memory space as ε decreases. Therefore, we restrict our numerical tests to the 2D case (d = 2) with m = 2. The finite-ε effective coefficients are computed for 1/ε = 2,3,...,8, and the difference Āε −Ā is plotted in figure 3.7. We see clearly that as ε approaches zero the finite-ε effective coefficients approach the homogenized coefficients computed by our algorithm. The finite-ε effective coefficients are computed for 1/ε = 2,3,...,8, and the difference betweenĀ ε andĀ is plotted in figure 3 .8.
Conclusions and future work
This paper describes an efficient algorithm for computing the homogenized coefficients for a certain class of linear reiterated homogenization problems. The essential idea is to introduce a novel object called the homogenization map, approximate it through adaptive interpolation, and replace expensive solutions of cell problems with fast evaluations of the interpolant. The resulting algorithm is accurate and provides a drastic speedup over the naive algorithm. Numerical results are provided in both 2D and 3D for practical examples.
There are several directions for future work. First, the methodology clearly extends to the nonlinear homogenization problems discussed in [6, 7, 24, 25, 26] . Second, the component functions a i (y) considered here are scalar functions, and a slightly more general case is that of matrix-valued component functions, as we already mentioned. Third, we have so far only considered scalar elliptic problems in the divergence form, and it would be of practical interest to consider homogenization for Maxwell's equations and also systems of linear elasticity. Finally, the idea behind the homogenization map can also be applied to numerical averaging of multiscale dynamical systems [30] .
