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Abstract
The Maxwell-Lorentz theory of electrodynamics cannot readily be applied to a system of point charges:
the electromagnetic field is not well-defined at the position of a point charge, the energy stored inside
the electromagnetic field diverges, an infinite regression arises when the interactions occur along the
light cones and the advanced potential leads to an apparent breakdown of causality. One rather
controversial solution to these problems involves instantaneous action at a distance, which comes at
the expense of breaking Lorentz covariance. This paper develops a classical instantaneous action
at a distance theory of electrodynamics, which is compatible with some basic features of classical
electrodynamics.
1 Introduction
The Maxwell-Lorentz theory of electrodynamics consists of two separate parts:
1. Maxwell’s equations describe the time evolution of the electric field E and the magnetic field B
generated by an electric charge density ρe and an electric current density Je, assuming that sufficient
boundary conditions of the electromagnetic (EM) field are given:
∇·E = ρe
ε0
(Gauss’s law)
∇·B = 0 (Gauss’s law for magnetism)
∇×B− 1
c2
∂E
∂t
= µ0Je (Ampe`re’s circuital law)
∇×E+ ∂B
∂t
= 0 (Maxwell-Faraday equation)
This set of equations stemming from the 1860s can be attributed to James Clark Maxwell. Note
that he formulated these equations without a clear vision of the nature of electric charge. The
notion that electric charge resides on particles only became more widely accepted by the end of the
19th century. Maxwell’s equations can be traced back to the work of Charles-Augustin de Coulomb,
Hans Christian Ørsted, Carl Friedrich Gauss, Jean-Baptiste Biot, Fe´lix Savart, Henry Cavendish,
Sime´on Denis Poisson, Andre´-Marie Ampe`re, Michael Faraday and others.
2. The Lorentz force law describes the force due to an external EM field. The EM force acting on a
particle with an electric charge qe and a velocity u is:
F = qe(E+u×B) (Lorentz force law)
Furthermore:
F =
dp
dt
= m0γ[u]
(
a + γ[u]2 (β · a)β)
where p = m0uγ[u] is the linear momentum, γ[u] = 1/
√
1− |u|2/c2 is the Lorentz factor, a is the
acceleration and β = u/c is the proper velocity. If one inverts this to compute the acceleration, one
obtains:
a =
F− (β · F)β
m0γ[u]
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The EM field can be expressed in terms of the scalar potential φ and the vector potential A:
E = −∇φ− ∂A
∂t
B = ∇×A
Maxwell’s equations can be written in potential form:
∇2φ+ ∂
∂t
(∇ ·A) = −ρe
ε0(
∇2A− 1
c2
∂2A
∂t2
)
−∇
(
∇ ·A + 1
c2
∂φ
∂t
)
= −µ0Je
For any choice of a twice-differentiable scalar function f of position and time, the following transformation
can be made without changing the EM field:
φ→ φ− ∂f
∂t
A→ A+∇f (Gauge freedom)
One such gauge is the Lorenz gauge, in which case f is chosen such that:
∇·A = − 1
c2
∂φ
∂t
(Lorenz gauge condition)
The Lorenz gauge results in the following Maxwell equations in potential form:
1
c2
∂2φ
∂t2
−∇2φ = ρe
ε0
1
c2
∂2A
∂t2
−∇2A = µ0Je
which yields the retarded and advanced solutions (corresponding to + and − respectively):
φ±[x, t] = ke
∫
ρe [x
′, t±]
|x− x′| dx
′
A±[x, t] = km
∫
Je[x
′, t±]
|x− x′| dx
′
The retarded and advanced times are: t± = t ∓ |x − x′|/c. We encounter several problems when the
Maxwell-Lorentz theory is applied to a system of point charges. A possible solution to these problems
involves instantaneous action at a distance (IAAD), which comes at the expense of breaking Lorentz
covariance. IAAD cannot be excluded based on conventional optical experiments, because there is an
alternative constructive interpretation of these experiments in terms of forces that are dependent on the
velocity of the measuring device relative to a preferred reference frame (PRF). Furthermore, we point
out some additional reasons for reconsidering IAAD as a genuine possibility. Lastly, this paper develops
a classical IAAD theory of electrodynamics, which is compatible with some basic features of classical
electrodynamics.
2 Maxwell-Lorentz theory in a system of point charges
The shortcomings of the Maxwell-Lorentz theory can be summarized as follows:
1. The limit of the EM field at the position of a point charge does not exist.
2. The energy stored in the EM field generated by a point charge diverges, so an energy conservation
argument is not obvious in a system of point charges. Furthermore, accounting for the radiation
recoil force yields acausal behaviour.
3. A closed set of equations cannot be obtained if the world lines are described by means of interactions
along the light cones.
4. The advanced potential leads to an apparent breakdown of causality.
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Problem 1: Let r be the position of a point charge qe 6= 0 and let B[r, ] be a ball of radius  > 0
centered at r. From Gauss’s law and the divergence theorem, it follows that:
lim
→0
∣∣∣∣∣
∫
∂B[r,]
E · nˆ
4pi2
d2x
∣∣∣∣∣ = lim→0 ∣∣∣ke qe2 ∣∣∣ =∞
where nˆ is the unit normal vector to the surface of B[r, ]. Hence, the average length of the radial
component of E relative to the point r diverges if  goes to zero. We can, however, study the behaviour
of the EM field outside of a (moving) point charge.
Problem 2: The EM field can hold energy, linear and angular momentum of its own, on par with the
mechanical masses. The EM energy Eem and the EM Poynting vector Sem are given by:
Eem =
1
2
(
ε0|E|2 + 1
µ0
|B|2
)
Sem =
1
µ0
E×B
The EM version of Poynting’s theorem can be derived from Maxwell’s equations:
∂Eem
∂t
+∇·Sem + Je ·E = 0
However, directly computing the electrostatic energy of a stationary point charge qe yields:
Eem =
ε0
2
∫
|E|2dx = ke
∫
q2e
8pir4
dx =∞
Hence, an energy conservation argument is not obvious in a system of point charges. Upon initial
inspection, this problem appears to be manageable, because it is possible to compute the radiated EM
power due to an accelerated charge. One may use the retarded potentials:
φ+[x, t] = ke
∫
qe
|x− r[t′]|δ
[
t′ +
|x− r[t′]|
c
− t
]
dt′
A+[x, t] = km
∫
qeu [t
′]
|x− r[t′]|δ
[
t′ +
|x− r[t′]|
c
− t
]
dt′
to obtain the EM field:
E+[x, t] =
[
keqe
(nˆ− β)(1− |β|2)
(1− nˆ · β)3|x− r[t′]|2︸ ︷︷ ︸
Bound electric field
+ keqe
nˆ× ((nˆ− β)× β˙)
c(1− nˆ · β)3|x− r[t′]|︸ ︷︷ ︸
Radiative electric field
]
t′=t+
B+[x, t] =
[
keqe
nˆ× (nˆ− β)(1− |β|2)
c(1− nˆ · β)3|x− r[t′]|2︸ ︷︷ ︸
Bound magnetic field
+ keqe
nˆ× (nˆ× ((nˆ− β)× β˙))
c2(1− nˆ · β)3|x− r[t′]|︸ ︷︷ ︸
Radiative magnetic field
]
t′=t+
=
nˆ×E+[x, t]
c
where β = u[t′]/c and nˆ = (x− r[t′])/|x− r[t′]|. The radiated EM power of a point charge is:
P = ke
2
3
q2eγ[u]
6
c3
(
a2 − |β × a|2)
However, once we take the resulting radiation recoil force into account, the point charge exhibits acausal
behaviour. Suppose that u c, then the energy loss due to the self-force Frecoil is:∫ t2
t1
Frecoil · udt = −ke 2
3
q2e
c3
∫ t2
t1
du
dt
· du
dt
dt =
= ke
2
3
q2e
c3
∫ t2
t1
da
dt
· udt
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We can identify the following self-force:
Frecoil = ke
2
3
q2e
c3
da
dt
The complete equation of motion for the charge is then given by:
ma = qe(E + u×B) + Frecoil
Consider a particle in one dimension with an external force F [t], then:
a− τ a˙ = F [t]
m
τ =
2
3
ke
c3
q2e
m
which implies that the acceleration takes the following form:
a[t] = a0 exp
[
t
τ
]
+
1
τ
∫ ∞
t
exp
[
t− t′
τ
]
F [t′]
m
dt′
If we wish to discard the runaway solutions, we can choose a0 = 0. However, the acceleration a[t]
depends on the force at any later time t′ > t, so the particle undergoes a pre-acceleration. We mention
some common methods to deal with the diverging energy problem:
(a) Some physicists - most notably Paul Dirac - have tried to regularize the infinite expression.[1] The
infinite EM energy is compensated by a negatively infinite mechanical mass, which renders the total
mass finite.
(b) Instead of assuming that the EM field is retarded, Richard Feynman and John Wheeler proposed
a theory in which the EM field is half-retarded plus half-advanced, so that the particles are not
self-interacting.[2, 3]
(c) It is possible to consider a body whose electric charge and total mass go to zero in an asymptotically
self-similar manner.[4]
(d) Other physicists have attempted to fundamentally modify the laws of classical electrodynamics. Two
such modifications are the Born-Infeld theory and the Bopp-Podolsky theory, both of which introduce
new hypothetical scale parameters.[5, 6]
Problem 3: The EM field at the position of particle j is given by:
E[rj , t] =
∑
k 6=j
(
a+Ek+[rj , t]+a−Ek−[rj , t]
)
B[rj , t] =
∑
k 6=j
(
a+
nˆk ×Ek+[rj , t]
c︸ ︷︷ ︸
Bk+
+a−
nˆk ×Ek−[rj , t]
c︸ ︷︷ ︸
Bk−
)
where a+ + a− = 1 and nˆk = (rj − rk[t′])/|rj − rk[t′]|. The EM fields (Ek+,Bk+) and (Ek−,Bk−) are
the retarded and advanced EM fields emanating from particle k, respectively. Consider particles 1 and 2,
whose worldlines are shown in figure 1. The EM field at (r1[t], t) is determined by the dynamical variables
of particle 2 at (r2[t+], t+) or (r2[t−], t−) (or both). One is caught in an infinite regression, because the
EM field at (r2[t+], t+) is also determined by its past light cone. Similarly, the EM field at (r2[t−], t−) is
determined by its future light cone. Hence, if the world lines are described by means of interactions along
the light cones, a closed set of equations cannot be obtained. The tentative conclusion can be drawn that
the theory is not posed as an initial value problem in which the initial conditions are the instantaneous
positions and velocities of the particles (which are also called the Cauchy data), but rather as a theory
in which the initial conditions comprise entire segments of trajectories.
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Figure 1: The two curves represent the worldlines of the two particles. The dashed lines represent signals
that propagate at the speed of light. The light cones emanating from (r1[t], t) intersect the worldline of
particle 2 at (r2[t+], t+) and (r2[t−], t−).
Problem 4: The advanced potential is difficult to conjugate with the principle of causality. To illustrate
this problem, consider the particles shown in figure 1. The retarded EM field (E+,B+) corresponds to
signal propagation forward in time, whereas the advanced EM field (E−,B−) represents signal propa-
gation backward in time. Since (r2[t−], t−) lies in the future of (r1[t], t) regardless of the choice of the
inertial reference frame (IRF), one concludes that if there is a contribution of the advanced field (a− 6= 0),
then the future affects the present leading to an apparent breakdown of causality. Hence, the advanced
Green’s function is commonly rejected, which is also referred to as the Sommerfeld condition. In the
Wheeler-Feynman absorber theory, a half-retarded plus half-advanced EM field is assumed:[2, 3]
Etot[rj , t] =
∑
k 6=j
Ek+[rj , t] + Ek−[rj , t]
2
In order to deal with the subsequent problem of causality, it is assumed that the free field term vanishes:
Efree[rj , t] =
∑
k
Ek+[rj , t]−Ek−[rj , t]
2
= 0 (Ansatz Wheeler-Feynman theory)
The radiation recoil field may now be obtained without the need for self-interaction:
Etot[rj , t] =
Ej+[rj , t]−Ej−[rj , t]
2
+
∑
k 6=j
Ek+[rj , t] = Erecoil[rj , t]+
∑
k 6=j
Ek+[rj , t]
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Possible solution: Some of the above mentioned problems can be overcome with IAAD:
1. The IAAD forces between point particles are well-defined.
2. There is no diverging energy problem since we are dealing with direct interparticle interactions.
The radiative processes would have to be dealt with separately, however.
3. If IAAD is employed, then there is no infinite regression. Consider the two particles in figure 1.
The force acting on particle 1 at (r1[t], t) is written in terms of the dynamical variables of particle 1
and 2 at (r1[t], t) and (r2[t], t) respectively; the force acting on particle 2 at (r2[t], t) is also written
in terms of these variables. Hence, IAAD yields a closed set of equations and presents an ordinary
initial value problem.
4. IAAD does not pose an immediate threat to causality. It is sometimes claimed that IAAD does
violate causality, due to the relativity of simultaneity implied by the Lorentz transformation. An
appeal to the Lorentz transformation, however, is clearly begging the question, because IAAD comes
at the expense of breaking Lorentz covariance.
In an IAAD theory of electrodynamics, the bound EM field is described by a field-free interaction La-
grangian, which depends on the instantaneous positions and velocities of the interacting particles. How-
ever, the radiative EM field (which represents the real photons) has to be dealt with separately and is
constrained by the speed limit. The main features of field-free electrodynamics are summarized in the
following table:
Propagation speed: Carrier:
Bound EM field: ∞ N/A
Radiative EM field: c Photons
In his 1905 paper, Albert Einstein deduced the Lorentz transformations from two postulates: the principle
of relativity and the invariance of the speed of light.[7] Alternative axiomatic foundations that do not
make reference to the speed of light have also been proposed. For instance, the Lorentz transformations
(with an invariant speed c′) can be obtained from the following axioms:[8]
A1 Transformations between IRFs are described by continuous, differentiable and bijective functions.
A2 If the velocities of two particles are equal in system S, they will also be equal in system S′.
A3 All IRFs are equivalent.
A4 The space in any IRF is isotropic.
It is known experimentally that the invariant speed c′ of the resulting transformations must be extremely
close to the speed of light: c′ = c. However, one would like to have an independent justification for the
relativity principle, i.e. axiom A3 that all IRFs are equivalent. After all, IAAD indicates the existence
of a PRF in which signals propagate instantaneously.
3 Lorentzian interpretation
In a notable letter to the London Times entitled ”What is the Theory of Relativity?” published in 1919,
Albert Einstein distinguished principle theories from constructive theories:
1. A constructive theory attempts to construct the more general phenomena by starting out from a
simple formal scheme.
2. On the other hand, a principle theory is not constructed, but empirically discovered.
Special relativity theory (SRT) gives an elegant framework that can explain a wide range of experimental
results, but it is a metatheory to which the physical laws must conform. Hence, SRT belongs to the class
of principle theories and the constructive counterpart of SRT is the underlying Lorentz covariant theory.
However, there is also an alternative constructive interpretation of conventional optical experiments in
terms of forces that are dependent on the velocity of the measuring device relative to a PRF. Physicists
who seem to have favoured this interpretation include Joseph Larmor, Hendrik Lorentz, Henri Poincare´
and Herbert Ives. This interpretation - which we can call the ”Lorentzian interpretation” - relaxes the
condition of Lorentz covariance. In SRT, our apparent inability to detect any absolute motion is elevated
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to the status of a postulate, but Lorentz argued that the relativity principle should not be viewed as a
postulate, it should rather be viewed as a hypothesis, framed on an experimental basis, and always open to
refutation.[9] The Lorentzian interpretation is equivalent to SRT if the assumption of Lorentz covariance
is correct and many physicists have therefore come to the conclusion that only SRT should be retained,
because it makes the fewest assumptions (as per Ockham’s razor). It goes without saying that the simplest
or most elegant theory is not guaranteed to be the correct one. Furthermore, the Lorentzian interpretation
is a more cautious take on the experimental evidence, because it leaves open the possibility that some
forms of information are transmitted faster than the speed of light: any experiment that indicates a faster
than light signal invalidates SRT (unless causality is violated), but leaves the Lorentzian interpretation
intact. And although Ockham’s razor is often invoked to discard the Lorentzian interpretation because of
the advertised simplicity of SRT, the Lorentzian interpretation doesn’t overturn the Newtonian conception
of time and space. Lastly, it could offer additional experimental suggestions which may either strengthen
the utility of Lorentz covariance or reveal that it is not a universal principle.
In the paper ”The Ether and the Earth’s Atmosphere” published in Science (1889), George Francis
FitzGerald proposed that length contraction of a body may occur due to motion relative to an ether,
which was partly motivated by Oliver Heaviside’s discovery in 1888 that electrostatic fields are contracted
in the direction of motion:
”We know that electric forces are affected by the motion of electrified bodies relative to the
ether and it seems a not improbable supposition that the molecular forces are affected by the
motion and that the size of the body alters consequently.”
To elaborate on FitzGerald’s argument, let us consider a stationary configuration in the xy-plane of four
equal electric charges qe, placed at the vertices of a square with the following coordinates:
r1 =
1
2
(−R
−R
)
r2 =
1
2
(−R
R
)
r3 =
1
2
(
R
−R
)
r4 =
1
2
(
R
R
)
A fifth electric charge −qe(1 + 2
√
2)/4 is placed at the centre of the square (at the origin). This config-
uration of five electric charges is in electrostatic equilibrium, which means that the force acting on each
particle vanishes. According to Earnshaw’s theorem, this equilibrium is unstable: a small perturbation
from the equilibrium causes the configuration to move even farther away from the equilibrium. Let us
assume that the system has been accelerated until reaching a steady velocity u = βc. According to the
usual Lorentz transformation, the surface of equipotential is an oblate spheriod (commonly referred to
as a Heaviside ellipsoid). The EM force takes the following form:
F = ke
qe1qe2
r2
(
1− β2(
1− β2 sin2[θ])3/2
)(
rˆ+β×(β×rˆ)
)
(Lorentz transformed Coulomb’s law)
where θ stands for the angle between β and rˆ. If the shape of the system is Lorentz contracted in the
direction of motion, then the five electric charges are in equilibrium. This result can be generalized: when
any equilibrium configuration is accelerated to a velocity u and is Lorentz contracted in the direction
of motion, then the resulting system will be in equilibrium. This is not surprising, because the Lorentz
transformation demands that a measuring rod undergoes Lorentz contraction. Note, however, that in
the case of equilibrium configurations, the forces can also be viewed as being transmitted instantaneously
from one particle to the other.
Clock retardation can also coexist with IAAD. In his famous essay ”How to teach special relativity”
published in 1976, John Bell pointed out that if we consider an electron at r1 orbiting a proton at r2 and
if we ignore the EM field produced by the electron, then the orbit of the electron is flattened and the
period of the electron is dilated by the Lorentz factor when the system attains a velocity u2. In 1986, John
Bell suggested that certain paradoxes in quantum mechanics may be resolved by reintroducing a PRF
in which certain signals can travel faster than light.[10] He argued that the Lorentzian interpretation
is perfectly coherent and that it is the condition of Lorentz covariance which creates difficulties for a
realistic interpretation of quantum mechanics.
In conclusion, the principle theory does not render redundant the constructive approach. The constructive
approach consists of either proving that the physical laws obey Lorentz covariance or showing through
other means that a moving body undergoes Lorentz contraction and clock retardation. We mention here
some publications in the area of constructivism, showing the actuality of this topic.[11]-[17]
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Figure 2: The two systems are moving in the x direction. Left: The five-particle system is Lorentz
contracted in the direction of motion. Right: The hydrogen atom, when modeled as an electron orbiting a
proton, is Lorentz contracted in the direction of motion and the angular velocity of the electron decreases.
4 A comparison between two paradigms
In SRT, all IRFs are equivalent to one another and there are two universal speed limits:
1. Inertial constraint: a body cannot travel faster than c.
2. Signal constraint: a signal cannot travel faster than c.
In SRT, the inertial constraint is a consequence of the relativistic mass formula m = m0γ[u], whereas
the signal constraint requires an auxiliary assumption, namely causality. In a Lorentzian theory, the
inertial constraint still holds, but the signal constraint is possibly violated. If there are instantaneous
forces, then these instantaneous forces are distinct from radiative phenomena, which are constrained by
the speed limit. To measure the elapsed time between two events, a convention for synchronising clocks
is used. According to the Einstein synchronisation method, a light signal is sent at time t1 from clock
1 to clock 2 and immediately back. If its arrival time at clock 1 is t2, then clock 2 is set in such a way
that the time t3 of signal reflection is: t3 = (t1 + t2)/2. Within a Lorentzian IAAD theory, there should
be an absolute synchronisation method that gives rise to the concept of absolute simultaneity. When
the absolute synchronisation method is used, the one-way speed of light is anisotropic and depends on
the absolute speed of the reference frame in which it is measured. Furthermore, Lorentz contraction and
clock retardation must occur relative to the PRF and the isotropy of the two-way speed of light is caused
by the systematic distortions entailed by Lorentz contraction and clock retardation. The clock reading
obeys the law t = t0/γ[u], so the clock reading does not represent the real time t0, which is absolute. Let
us summarize the properties of these two competing paradigms in a single table:
Special relativity theory: Lorentzian IAAD theory:
Reference frames: All IRFs are relative, so there is
no PRF.
There is a PRF, which is unde-
tectable in conventional optical
experiments.
Inertial constraint: X X
Signal constraint: X X
Synchronisation method: Einstein synchronisation. Absolute synchronisation.
Lorentz contraction: Lengths contract relative to a
stationary observer.
A measuring rod contracts due to
motion relative to the PRF ac-
cording to L = L0/γ[u].
Clock retardation: Clocks slow because real time
slows for the moving observer.
Real time is relative.
A moving clock slows due to mo-
tion relative to the PRF accord-
ing to t = t0/γ[u]. The real time
t0 is absolute.
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5 Arguments in favour of instantaneous action at a distance
We have given several reasons for reconsidering IAAD as a genuine possibility: the IAAD forces between
point particles are well-defined, there is no diverging energy problem for direct interparticle interactions,
there is no infinite regression and IAAD does not pose a threat to causality. Let us point out three
additional arguments in favour of IAAD:
1. The dipole anisotropies in the CMB, the galactic red shifts and the muon flux appear to favour the
existence of a PRF.
2. Some experiments call into question the applicability of the standard retardation constraint to
bound EM fields.
3. Bell’s inequality is violated for space-like separated entangled particles.
Argument 1: Both the wave theory as well as the corpuscular theory predict a Doppler effect:
(a) The wave theory predicts a change in frequency, caused by the relative motion of the source and the
observer.
(b) The corpuscular theory predicts a change in the number of particles per second received by the
observer.
If an observer moves at a proper speed β = v/c relative to the source, then the relation between the
observed angular frequency ω˜ and the angular frequency ω of emission is:
ω˜ = ω
(
1 + β cos[θ]√
1− β2
)
where θ is the angle between the velocity of the observer and the direction of the light at reception. By
measuring the spectrum of the CMB [18]-[20] and the galaxies [21, 22] in different directions, our actual
speed relative to the CMB and the universe at large has been estimated to be ∼ 0.1% of the speed of
light, which is still in the realm of small velocities. Similarly, a dipole anisotropy in the cosmic-ray muon
flux can be detected using a cosmic-ray telescope.[23] Although this can be considered circumstantial
evidence, it may be argued that these dipole anisotropies favour the existence of a PRF.[24] Indeed, if
the relativity principle is a perfectly valid postulate (and all the IRFs are equivalent), then we would
expect that there is no means of discerning whether or not we are in absolute motion. And yet, on
the face of it, cosmological observations cast doubt on that supposition. The relativity of simultaneity
fundamentally hinges on the relativity principle, so the existence of a PRF may suggest that the concept
of simultaneity is absolute and that there is a cosmological time arrow. If the hypothetical PRF is the
reference frame in which the universe at large is isotropic, then the dipole anisotropy provides a means
of absolute synchronisation.
Argument 2: Recall that the EM field is composed of a bound EM field and a radiative EM field:
E = Ebound + Eradiative B = Bbound + Bradiative
The bound EM field falls off as R−2, while the radiative EM field falls off as R−1. Hence, the bound
EM field dominates in the near region, while the radiative EM field dominates in the far region. In 1888,
Heinrich Hertz provided convincing evidence that the radiative EM field satisfies the standard retardation
constraint, but no experimental attempt was made to separate the effect of the bound EM field from the
radiative EM field.[25] Hertz’s experimental results gave rise to the idea that the bound and radiative
field components propagate at the exact same speed. There are, however, some experiments that call
into question the applicability of this standard retardation constraint to bound EM fields.[26]-[31] These
experiments can be divided into two categories:
(a) Experiments to measure the propagation speed of the Coulomb field: The electric field generated by
an electron beam moving uniformly for a finite time is rigidly carried by the beam itself, contrary to
the standard retardation constraint.[26, 27] The response that was expected from a retarded electric
field would be orders of magnitude smaller than what was actually observed. Instead, the data show
consistency with an infinite spreading velocity of the Coulomb field:
E = −ke e
r2
(
1− β2
(1− β2 sin2[θ])3/2
)
rˆ
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Figure 3: The arrangement of an experiment, performed by Pizzella et al., to measure the propagation
speed of the Coulomb field. The electron beam is produced by the beam pipe. The number of electrons
ejected from the beam pipe is measured by the toroid. The movable measurement sensors are used to
measure the electric field at different locations.[26, 27]
(b) Experiments to measure the propagation speed of the bound EM induction field: In these experiments,
the temporal dependence of near- and far-EM fields were investigated by measuring EM induction
at different distances from an antenna.[28]-[31] Let the emitting (EA) and receiving (RA) antennae
be circular coils both of surface area ∆S belonging to the same plane.
Figure 4: The arrangement of an experiment to measure the propagation speed of the bound EM induction
field. The EA and RA are circular coils that belong to the same plane.
The current I[t] in the EA oscillates harmonically at an angular frequency ω as I[t] = I[0] cos[ωt].
The magnetic field B produced by the EA at a distance R is:
B = Bv,bound + Bc,radiative =
= −km∆S
(
[I]v
R3
+
[I˙]v
vR2
+
[I¨]c
c2R
)
zˆ
The unit vector zˆ is perpendicular to the plane of the antennae. The square brackets indicate
retardation of the enclosed quantity: it is evaluated at the time t − R/v for the bound field and at
the time t − R/c for the radiative field. Faraday’s law of induction predicts that the electromotive
force (EMF) v[t] in the RA is:
v[t] = − d
dt
∫
RA
B ·dA = km(∆S)2
(
[I˙]v
R3
+
[I¨]v
vR2
+
[
...
I ]c
c2R
)
Because the current in the EA oscillates harmonically, the EMF can be written as:
v[t] = 0
(
− sin[ω(t−R/v)]
R3
+
ω sin[ω(t−R/v)− pi/2]
vR2
+
ω2 sin[ω(t−R/c)]
c2R
)
The zero crossing method is used to determine the parameter v. The reference signal, ref[t] can be
determined by measuring v[t] at large distances where only the radiative contribution remains:
ref = 0
ω2 sin[ω(t−R/v)]
c2R
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This function can be extrapolated back to the near region. The time difference, ∆tv[R] = t2 − t1,
is the difference between the zero crossing point of the total signal (for which v[t2] = 0) and the
zero crossing point of the reference signal (for which ref[t1] = 0). The measured results for ∆t
as a function of R, in comparison with the numerical calculations, are shown in figure 5. These
experiments are apparently at odds with the standard retardation constraint v = c, suggesting that
the bound EM field propagates at a speed faster than the speed of light, whereas the radiative EM
field (which represents the real photons) correctly describes the far-field. Furthermore, there is a
striking coincidence with an instantaneous spreading velocity v = ∞, assuming that the laboratory
frame approximately coincides with the hypothetical PRF. In theory, it should be possible to detect
an anisotropy in the near region of the EA by varying the orientation of the plane, if such a PRF
exists.
Clearly, these experiments should be repeated and a more comprehensive error analysis should be included
to reproduce or invalidate the results. From a theoretical point of view, it is worthwhile to develop an
IAAD theory of electrodynamics, because it presents a perfectly natural initial value problem in which
the Cauchy data are the initial conditions.
Figure 5: Dot lines illustrate numerical predictions of ∆t for the retardation conditions v = 0.8c, v = c
and v = 2c. The limit case v ≥ 10c is plotted as a continuous line. Experimental data are represented
by black circles.[29]
Argument 3: The spacetime interval between the two events E1 = (r1, t1) and E2 = (r2, t2) is defined
as |r2 − r1|2 − c2(t2 − t1)2. We make a distinction between three types of spacetime intervals:
|r2−r1|2−c2(t2− t1)2 < 0 (Time-like interval)
|r2−r1|2−c2(t2− t1)2 = 0 (Light-like interval)
|r2−r1|2−c2(t2− t1)2 > 0 (Space-like interval)
In a strongly local theory, any correlation between two space-like separated events E1 = (r1, t1) and
E2 = (r2, t2) arises from each of them being correlated with events λ in their shared past light cone:
P [E1, E2|L1, L2, λ] = P [E1|L1, λ]P [E2|L2, λ] (Strong locality)
If E1 and E2 are space-like separated, then E1 and E2 are independent of each other; a signal cannot be
transmitted faster than the speed of light.
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Figure 6: Strong locality says that any correlation between two space-like separated events arises from
events in their shared past light cone.
Suppose there are two space-like separated particles 1 and 2. Furthermore, there are three two-valued
properties A, B and C. For particle j ∈ {1, 2} and property X ∈ {A,B,C}, we define a stochastic
variable Xj :{
Xj = 0 if particle j does not have property X
Xj = 1 if particle j has property X
Furthermore, for any property X ∈ {A,B,C}, it is assumed that the following correlation holds:
P [X1 6= X2] = 1 (Entanglement)
Bell’s inequality refers to the correlation between measurement outcomes of different properties.[32] This
inequality is a corollary of the following logical implication:
(B2 = A1∧A1 = C2∧C2 = B1)⇒ B2 = B1
The contrapositive of this implication is:
B2 6= B1 ⇒ (B2 6= A1∨A1 6= C2∨C2 6= B1)
which can be written as a statement about probabilities:
P [B2 6= B1] ≤ P [B2 6= A1]+P [A1 6= C2]+P [C2 6= B1]
From the entanglement of the particles, it follows that:
1 ≤ P [B2 6= A1]+P [A1 6= C2]+P [C2 6= B1] (Bell’s inequality)
The experiments show that Bell’s inequality is violated for space-like separated entangled particles,[33]
which may suggest that the measurement setting for one particle affects the outcome of the measurement
on the other particle even when the two particles are space-like separated. The first Bell test experiments
were carried out at the beginning of the 1970s and no flaws have been identified so far.
Figure 7: An illustration of a Bell test experiment.
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One should of course be cautious in suggesting the possibility of IAAD, because there are some assump-
tions that are left implicit:
(a) Counterfactual definiteness: In a counterfactually definite theory, a property can be assigned to a sys-
tem regardless of whether this property (or lack thereof) has been directly verified in a measurement.
The Copenhagen interpretation prohibits us to attribute a reality to a particle prior to the interac-
tion with the measurement apparatus. This interpretation was primarily devised by Niels Bohr and
Werner Heisenberg and was supported by Max Born, Wolfgang Pauli and John von Neumann. The
physicists and philosophers that have expressed skepticism of the Copenhagen interpretation include
Albert Einstein, Erwin Schro¨dinger, Louis de Broglie, Max Planck, David Bohm, Alfred Lande´, Karl
Popper and Bertrand Russell. These critics stressed the unsatisfactory features of the Copenhagen
interpretation and called for a return to more classical concepts. For example, this interpretation
has been questioned on the basis that it gives special status to the measurement process: the wave
function evolves deterministically, but the collapse of the wave function is non-deterministic.
(b) Freedom of choice: Our choice of which measurement to perform does not depend on the properties
of the object of our measurement. Superdeterminism rejects the freedom of choice.
(c) Causality: There is no advanced signal that travels backwards in time along the past light cone. The
transactional interpretation drops this causality constraint.
6 The exact Darwin Lagrangian
The Lagrangian of a system of point charges is given by:
L =
∑
j
(
−m0jc2
√
1− β2j +
qej
2
(A[rj , t] · βj − φ[rj , t])
)
The motion of particle ` is determined by the Euler-Lagrange equation:
d
dt
∂L
∂r˙`
=
∂L
∂r`
And the force acting on particle j due to particle k is given by:
Fjk =
∂Ljk
∂rj
− d
cdt
∂Ljk
∂βj
where Ljk is the interaction Lagrangian. By imposing the Coulomb gauge condition ∇·A = 0, the scalar
potential can be expressed in terms of the instantaneous positions of the electric charges:
φ[rj , t] = ke
∑
k 6=j
qek
rjk
where rjk = rj − rk. An explicit expression of the vector potential A of a uniformly moving point
charge in the Coulomb gauge was discovered by Hnizdo.[34] Esse´n used this result to obtain an explicit
expression of the interaction Lagrangian:[35]
Ljk = ke qejqek
r
(
g[|rˆ× βj |2] + g[|rˆ× βk|2]
2
βj · βk + h[|rˆ× βj |
2] + h[|rˆ× βk|2]
2
(rˆ · βj)(rˆ · βk)− 1
)
︸ ︷︷ ︸
Hnizdo-Esse´n Lagrangian
≈
≈ −ke qejqek
r
(
1− βj · βk
2
− (rˆ · βj)(rˆ · βk)
2
)
︸ ︷︷ ︸
LD,jk=Darwin Lagrangian
where r = rjk and:
g[x] =
1
1 +
√
1− x h[x] =
g[x]√
1− x
In the low-velocity limit, the Hnizdo-Esse´n Lagrangian reduces to the Darwin Lagrangian LD,jk, which
was discovered by Charles Galton Darwin in 1920.[36] The Hnizdo-Esse´n Lagrangian may also be referred
to as the exact Darwin Lagrangian, because it cures some deficiencies of the Darwin Lagrangian in the
high-velocity regime.
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7 Compatibility of classical and field-free electrodynamics
Field-free electrodynamics is compatible with some basic features of classical electrodynamics. In a trivial
case when there is no motion between the interacting charges, Coulomb’s inverse-square law can be shown
to hold. Hence, electrostatics is embodied in field-free electrodynamics. Let us consider the following
non-trivial scenarios:
1. Uniformly moving charges.
2. Stationary current elements.
3. Induction for stationary wires.
Uniformly moving charges: Consider two particles that have parallel motions with the same velocity:
βj = βk = β. Let θ be the angle between β and rˆ. The resulting force is:
Fjk =
∂Ljk
∂rj
− d
cdt
∂Ljk
∂βj︸ ︷︷ ︸
=0
= ke
qejqek
r2
(
1− β2
(1− β2 sin2[θ])3/2
)(
rˆ+β×(β×rˆ)
)
which is the ordinary Lorentz transformed Coulomb’s force for two charged particles in parallel motion.
Figure 8: Two particles in parallel motion. The force between the two charges is given by the Lorentz
transformed Coulomb’s law.
Let us now consider a system of one stationary charge and a charge moving at a velocity β. The force
on the stationary charge is given by:
Fjk =
∂Ljk
∂rj
− d
cdt
∂Ljk
∂βj
= ke
qejqek
r2
(
1− β2
(1− β2 sin2[θ])3/2
)
rˆ
which can also be written as Fjk = qejE, where E is the Lorentz contracted electric field generated by
the moving charge:
E = ke
qek
r2
(
1− β2
(1− β2 sin2[θ])3/2
)
rˆ
Indeed, this is consistent with the Pizzella et al. experiment, which showed that the Coulomb field is
rigidly carried by an electron beam.[26, 27]
Figure 9: A stationary charge is influenced by the Lorentz contracted electric field of the moving charge.
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Stationary current elements: In the low-velocity limit, the force is:
Fjk =
∂LD,jk
∂rj
− d
cdt
∂LD,jk
∂βj
=
= keqejqek
rˆ
r2
(
1− 1
2
(βj · βk)− 3
2
(rˆ · βj)(rˆ · βk)
)
+ keqejqek
1
r2
(
1
2
βj(rˆ · βk) + 1
2
βk(rˆ · βj)
)
− keqejqek 1
2cr2
(
β˙kr − βk(rˆ · r˙)− 3rˆ(rˆ · βk)(rˆ · r˙) + r˙(rˆ · βk) + rˆ(βk · r˙ + r · β˙k)
)
A current element is assumed to consist of positive and negative charges, dqe+ and dqe− = −dqe+, so in
order to calculate the Darwin force between two current elements 1 and 2, one must add four components.
Using I1d`1 = dqe+(r˙1+ − r˙1−) and I2d`2 = dqe+(r˙2+ − r˙2−), the Biot-Savart force law can be shown to
hold (see Appendix A):
F12 = kmI1I2
1
r2
d`1× (d`2× rˆ)
Figure 10: In order to obtain the Darwin force between two current elements, one must add four compo-
nents: the ++, +−, −+ and −− interactions.
Induction for stationary wires: The cause of the electric field inside a capacitor involves the charged
particles in the capacitor plates. And the cause of the magnetic field of a current loop or a solenoid
involves the movement of the electrons through the conducting wire. However, in order to explain EM
induction, one usually makes reference to the Maxwell-Faraday equation: a changing magnetic field is
accompanied by a non-conservative electric field, which induces a current in the secondary circuit. Indeed,
Faraday’s law of induction can be derived from the Maxwell-Faraday equation:
dΦB
dt
=
d
dt
∫
Σ
B · dA =
∫
Σ
∂B
∂t
· dA =
= −
∫
Σ
(∇×E) · dA = −
∮
∂Σ
E · d`
where Σ is a surface whose boundary ∂Σ is the secondary circuit. This reflects the point of view presented
in standard textbooks on classical electrodynamics: EM induction is regarded as a phenomenon that
arises from the EM field. However, in a particle-based theory, EM induction for stationary wires should
be described solely in terms of the acceleration of the charges in the primary circuit.
It turns out that Darwin’s Lagrangian may bridge the gap between particles and fields: it is possible
to derive Faraday’s law of induction for stationary wires from Darwin’s force law, which only involves
particles and does not make recourse to the EM field. Hence, EM induction may also be regarded as
a phenomenon that arises from direct interparticle interactions and not the EM field. Suppose that
current element 1 is part of the secondary circuit and current element 2 is part of a primary circuit. The
acceleration dependent electric field generated by current element 2 at the position of current element 1
is given by:
E12 = E1,2+ +E1,2− = −kmdqe+ 1
2r
(a2+−a2−+ rˆ(rˆ·(a2+−a2−)))
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The following identities are useful:
∇1×
(
a2+ − a2−
r
)
=
(a2+ − a2−)× rˆ
r2
∇1×
(
rˆ(rˆ · (a2+ − a2−))
r
)
=
(a2+ − a2−)× rˆ
r2
where ∇1 = ∂/∂r1. The curl of the electric field is:
∇1×E = −kmdqe+
(
(a2+ − a2−)× rˆ
r2
)
We have previously shown that the magnetic field generated by current element 2 at the position of
current element 1 is:
B = km
I2
r2
d`2× rˆ = kmdqe+
(
(u2+ − u2−)× rˆ
r2
)
in accordance with the Biot-Savart law. The partial derivative of B with respect to t is:
∂B
∂t
= kmdqe+
(
(a2+ − a2−)× rˆ
r2
)
= −∇1×E
Hence, it is possible to derive Faraday’s law of induction for stationary wires without making any recourse
to the EM field. Field-free electrodynamics may help explain the instantaneous spreading velocity of the
bound EM induction field as observed by Kholmetskii et al.[28]-[31]
8 Motional electric field
Here, we discuss some additional experiments with which we can distinguish field-free electrodynamics
from classical electrodynamics. According to classical electrodynamics, a neutral stationary wire that
carries a steady current does not generate an electric field. According to field-free electrodynamics, a
stationary charge acts as if there is a motional electric field, which is highly dependent on the geometry
of the conducting wire. In order to calculate the electric field at r1 due to current element 2, one must
add two components (see Appendix B):
E1 = kmdqe+
1
2r
(r¨2−+ rˆ(rˆ· r¨2−))+kmdqe+ rˆ
2r2
(3|rˆ· r˙2−|2−|r˙2−|2)
Figure 11: In order to obtain Darwin’s electric field generated by current element 2, one must add two
components: the + and − interactions.
Consider a circular loop of radius R that carries a steady current: a uniform line charge density −λ
moves along the wire with a drift velocity vD. According to field-free electrodynamics, the electric
current produces a motional electric field along the axis of the circular loop, which is proportional to v2D:
Ez = −2pike zRλ
(z2 +R2)3/2
v2D
c2
The axial motional electric field points towards the center of the circular loop and its strength is negligible
in laboratory conditions, because v2D/c
2 is typically on the order of 10−22.
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9 Conclusion
We have given four arguments in favour of IAAD:
1. Several shortcomings of classical electrodynamics can be overcome with IAAD: the forces between
point particles are well-defined, there is no diverging energy problem for direct interparticle inter-
actions, there is no infinite regression and there is no immediate threat to causality.
2. The dipole anisotropies in the CMB, the galactic red shifts and the muon flux appear to favour the
existence of a PRF.
3. Some experiments call into question the applicability of the standard retardation constraint to
bound EM fields.
4. Bell’s inequality is violated for space-like separated entangled particles.
Special emphasis has been placed on instantaneous two-body interactions. In particular, the exact Darwin
Lagrangian incorporates some basic features of classical electrodynamics.
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A Magnetostatics
F1±,2±′ F12 = F1+,2+ + F1+,2− + F1−,2+ + F1−,2−
kedqe±dqe±′
rˆ
r2
0
−kmdqe±dqe±′ rˆ
2r2
(r˙1± · r˙2±′) −kmdq2e+
rˆ
2r2
(r˙1+ − r˙1−) · (r˙2+ − r˙2−) =
= −kmI1I2 rˆ
2r2
(d`1 · d`2)
−kmdqe±dqe±′ 3rˆ
2r2
(rˆ · r˙1±)(rˆ · r˙2±′) −kmdq2e+
3rˆ
2r2
(rˆ · (r˙1+ − r˙1−))(rˆ · (r˙2+ − r˙2−)) =
= −kmI1I2 3rˆ
2r2
(rˆ · d`1)(rˆ · d`2)
kmdqe±dqe±′
1
2r2
r˙1±(r˙2±′ · rˆ) kmdq2e+
1
2r2
(r˙1+ − r˙1−)((r˙2+ − r˙2−) · rˆ) =
= kmI1I2
1
2r2
d`1(d`2 · rˆ)
kmdqe±dqe±′
1
2r2
r˙2±′(r˙1± · rˆ) kmdq2e+
1
2r2
(r˙2+ − r˙2−)((r˙1+ − r˙1−) · rˆ) =
= kmI1I2
1
2r2
d`2(d`1 · rˆ)
−kmdqe±dqe±′ 1
2r
r¨2±′ 0
kmdqe±dqe±′
1
2r2
r˙2±′(rˆ · r˙1±,2±′) kmdq2e+
1
2r2
(r˙2+ − r˙2−)(rˆ · (r˙1+ − r˙1−)) =
= kmI1I2
1
2r2
d`2(rˆ · d`1)
kmdqe±dqe±′
3rˆ
2r2
(rˆ · r˙2±′)(rˆ · r˙1±,2±′) kmdq2e+
3
2r2
rˆ(rˆ · (r˙2+ − r˙2−))(rˆ · (r˙1+ − r˙1−)) =
= kmI1I2
3
2r2
rˆ(rˆ · d`2)(rˆ · d`1)
−kmdqe±dqe±′ 1
2r2
r˙1±,2±′(rˆ · r˙2±′) −kmdq2e+
1
2r2
(r˙1+ − r˙1−)(rˆ · (r˙2+ − r˙2−)) =
= −kmI1I2 1
2r2
d`1(rˆ · d`2)
−kmdqe±dqe±′ rˆ
2r2
(r˙2±′ · r˙1±,2±′) −kmdq2e+
rˆ
2r2
(r˙2+ − r˙2−) · (r˙1+ − r˙1−) =
= −kmI1I2 rˆ
2r2
(d`1 · d`2)
− kmdqe±dqe±′ rˆ
2r
(rˆ · r¨2±′) 0
Adding all these terms up, yields the Biot-Savart force law:
F12 = −kmI1I2 rˆ
r2
(d`1 · d`2) + kmI1I2 1
r2
d`2(d`1 · rˆ) =
= kmI1I2
1
r2
d`1 × (d`2 × rˆ)
Hence, magnetostatics is embodied in field-free electrodynamics.
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B Motional electric field
E1,2± E1,2+ + E1,2−
−kmdqe± 1
2r
r¨2± kmdqe+
1
2r
(r¨2− − r¨2+)
kmdqe±
1
2r2
r˙2±(rˆ · r˙1,2±) kmdqe+ 1
2r2
(r˙2−(rˆ · r˙2−)− r˙2+(rˆ · r˙2+))
kmdqe±
3rˆ
2r2
(rˆ · r˙2±)(rˆ · r˙1,2±) kmdqe+ 3rˆ
2r2
(|rˆ · r˙2−|2 − |rˆ · r˙2+|2)
−kmdqe± 1
2r2
r˙1,2±(rˆ · r˙2±) kmdqe+ 1
2r2
(r˙2+(rˆ · r˙2+)− r˙2−(rˆ · r˙2−))
−kmdqe± rˆ
2r2
(r˙2± · r˙1,2±) kmdqe+ rˆ
2r2
(|r˙2+|2 − |r˙2−|2)
− kmdqe± rˆ
2r
(rˆ · r¨2±) kmdqe+ rˆ
2r
rˆ · (r¨2− − r¨2+)
Adding all these terms up, yields the following electric field:
E1 = kmdqe+
1
2r
(r¨2− − r¨2+ + rˆ(rˆ · (r¨2− − r¨2+)))+
+ kmdqe+
rˆ
2r2
(|r˙2+|2 − |r˙2−|2 + 3|rˆ · r˙2−|2 − 3|rˆ · r˙2+|2)
If it is assumed that the positive charges in the wire are stationary, then:
E1 = kmdqe+
1
2r
(r¨2−+ rˆ(rˆ· r¨2−))+kmdqe+ rˆ
2r2
(3|rˆ· r˙2−|2−|r˙2−|2)
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