Caveolae are plasma membrane invaginations whose formation requires caveolin-1 (Cav1), the adaptor protein polymerase I, and the transcript release factor (PTRF or CAVIN1). Caveolae have an important role in cell functioning, signaling, and disease. In the absence of CAVIN1/PTRF, Cav1 forms non-caveolar membrane domains called scaffolds. In this work, we train machine learning models to automatically distinguish between caveolae and scaffolds from single molecule localization microscopy (SMLM) data. We apply machine learning algorithms to discriminate biological structures from SMLM data. Our work is the first that is leveraging machine learning approaches (including deep learning models) to automatically identifying biological structures from SMLM data. In particular, we develop and compare three binary classification methods to identify whether or not a given 3D cluster of Cav1 proteins is a caveolae. The first uses a random forest classifier applied to 28 hand-crafted/designed features, the second uses a convolutional neural net (CNN) applied to a projection of the point clouds onto three planes, and the third uses a PointNet model, a recent development that can directly take point clouds as its input. We validate our methods on a dataset of super-resolution microscopy images of PC3 prostate cancer cells labeled for Cav1. Specifically, we have images from two cell populations: 10 PC3 and 10 CAVIN1/PTRF-transfected PC3 cells (PC3-PTRF cells) that form caveolae. We obtained a balanced set of 1714 different cellular structures. Our results show that both the random forest on hand-designed features and the deep learning approach achieve high accuracy in distinguishing the intrinsic features of the caveolae and non-caveolae biological structures. More specifically, both random forest and deep CNN classifiers achieve classification accuracy reaching 94% on our test set, while the PointNet model only reached 83% accuracy. We also discuss the pros and cons of the different approaches. Introduction 1 Caveolae are tiny structures of 50-100 nm plasma membrane invaginations [1], 2 membrane-attached vesicles, that have roles in membrane trafficking and signaling [2].
Materials and methods

104
Methods overview 105 The primary objective of this research is to be able to accurately predict the class labels 106 of segmented cellular structures originating from SMLM images of the same type of 107 cells. We call these segmented structures blobs. We have approached this problem as a 108 binary classification problem: caveolae (positive) or not caveolae (negative). Our 109 approach to this problem involves three steps (described in detail later in the paper): 110 (i) Data pre-processing: Denoises and segments blobs from SMLM data; 111 (ii) Data representation: Describes the blob representations used (i.e., the 112 representation of the input to the next step) we denote the transformation of the 113 representation as x → g(x) = x where x is an input blob as a point cloud, x is a 114 new representation of the same data; and g is the transformation function that 115 may include transforming the point cloud into volumes, extract the 2D projections, 116 etc.
117
(iii) Machine learning models: Describes models used on each input representation 118 and how they are trained to predict the class of a blob. We denote this prediction 119 operation as x → f (x ) = f (g(x)) =ŷ, whereŷ is the predicted class (i.e. Institute, Brisbane, Australia) were cultured as previously described [1, 31] and plated 127 on coverslips (NO. 1.5H, Carl Zeiss AG; coated with fibronectin) for 24 h before fixation 128 with 3% paraformaldehyde (PFA) for 15 min at room temperature. Coverslips were 129 rinsed with PBS/CM (phosphate buffered saline complemented with 1 mM MgCl2 and 130 0.1 mM CaCl2), permeabilized with 0.2% Triton X-100 in PBS/CM, blocked with 131 PBS/CM containing 10% goat serum (Sigma-Aldrich Inc.) and 1% bovine serum 132 albumin (BSA, Sigma-Aldrich Inc.) and then incubated with the rabbit anti-caveolin-1 133 primary antibody (BD Transduction Labs Inc.) for 12 h at 4°C and with Alexa Fluor 134 647-conjugated goat anti-rabbit secondary antibody (Thermo-Fisher Scientific Inc.) for 135 1 h at room temperature. The primary and secondary antibodies were diluted in SSC 136 (saline sodium citrate) buffer containing 1% BSA, 2% goat serum and 0.05% Triton 137 X-100. Cells were washed extensively after each antibody incubation with SSC buffer 138 containing 0.05% Triton X-100, post-fixed using 3% PFA for 15 min and washed with 139 PBS/CM. Before imaging, cells were immersed in imaging buffer (freshly prepared 10% 140 glucose (Sigma-Aldrich Inc.), 0.5 mg/ml glucose oxidase (Sigma-Aldrich Inc.), 40 141 µg/mL catalase (Sigma-Aldrich Inc.), 50 mM Tris, 10 mM NaCl and 50 mM 142 β-mercaptoethylamine (MEA; Sigma-Aldrich Inc.) in double-distilled water [4, 32] and 143 sealed on a glass depression slide for imaging.
144
Ground state depletion microscopy (GSD) super-resolution imaging was performed 145 on a Leica SR GSD 3D system using a 160x objective lens (HC PL APO 160x/1.43, oil 146 immersion), a 642 nm laser line and an EMCCD camera (iXon Ultra, Andor). Preview 147 images were taken with 5% laser power in both the GFP and Alexa Fluor 647 channels 148 for each cell, in TIRF (total internal reflection fluorescence) mode. Full laser power was 149 then applied to pump the fluorophores to the dark state; at a frame correlation value of 150 The data used in this research comes from an experiment using PC3 prostate cancer 160 cells [33] . The experiment is first run on 10 SMLM images from CAVIN1/PTRF absent 161 PC3 cells, which from now on will simply be referred to as PC3 cells. It is then rerun on 162 PC3 cells transfected with CAVIN1/PTRF-GFP, called PC3-PTRF cells (Fig 1) . Due 163 to imaging artifacts and high background signals, cell 6 of the PC3 cells and cell 7 of This mask provides us with a strong indication 168 of where the caveolae are located and hence, we use it to label the blobs. Therefore, the 169 blobs in PC3-PTRF data are labelled as PTRF-positive (PTRF+) and PTRF-negative 170 (PTRF-). We used this mask and the known biology that caveolae contain more than 60 171 Cav1 molecules [9] to stratify the PTRF+ blobs into PTRF+≥ 60 and PTRF+< 60.
172
Since caveolae cannot exist in PC3 cells, all blobs in PC3 cells were labeled as 173 PTRF-negative (not caveolae or scaffold) as shown in the red color in Fig 1B. 174 For our binary classification task, the 9 PC3 cells provide us 14491 negative blobs.
175
The PC3-PTRF cells provide us 857 positive blobs (PTRF+≥ 60) and 10009 negative 176 blobs (PTRF-and PTRF+< 60). To solve this data imbalance, we randomly 177 downsample the negatives from 24500 blobs to 857 blobs to match the number of 178 positives blobs. Fig 1B and the real dataset, the number of points per generated blob is drawn randomly from 192 60-210 in the positive class and 10-160 in the negative class ( Fig 3B) . This insures that 193 the blobs could have various number of points per blob in both classes. Also, the 194 negative blobs might have a number of points that is equal or greater than the number 195 of points in some of the positive blobs. Fig 3A shows two samples of the simulated
In our simulation, we used the multivariate normal distribution to generate the 198 samples of the two classes. Please see the following probability density function (pdf) of 199 the 3-dimensional multivariate normal distribution that we adopted in our simulation 200 experiments, equation 1.
Where x and µ are 1 × 3 vectors and Σ is a 3 × 3 symmetric, positive definite matrix.
202
For the generated blobs from class 1 (isotropic), we used the covariance matrix 203 Σ = diag(σ 2 11 , σ 2 22 , σ 2 33 ), where the standard deviation σ = 10 nm. For the generated 204 blobs from class 2 (non-isotropic), we used the covariance matrix 205 Σ = diag(2 × σ 2 11 , σ 2 22 , σ 2 33 ), where the standard deviation σ = 10 nm. For both classes, 206 we generated each blob to be centered at zero, i.e. µ = [0, 0, 0].
207
Results and Discussion
208
Data pre-processing 209 We adopted the computational pipeline of Khater et al. [9] to pre-process and Our SMLM dataset is 3D, i.e. contains location information for each molecule in all 236 three dimensions. While the extra dimension provides additional information, which can 237 improve the analysis of the data, three dimensional data also poses a number of possible 238 pitfalls if one is not careful with how it is represented. The first is the size of the data. 239 August 12, 2019 6/20
The first versions of SMLM were only two dimensional, and therefore images can be 240 neatly represented on a plane divided into pixels. If we expand this idea into three 241 dimensions by dividing a 3D area into voxels, we get an exponential increase in size.
242
Since the maximum range of our data is 512 nm, using 1 nm as our subdivision unit, an 243 increase from 2D to 3D increases the size of a single blob from 262 thousand 2 18 pixels 244 to 134 million 2 27 voxels. The second pitfall is the sparsity of each input data. The 245 largest number of points belonging to a single blob is 512 points. If we encode this data 246 in a 2D plane such that each point is encoded as a pixel with a value of 1 and every 247 other pixel is has a value of 0, the ratio of effective bits (non-zero) is 2 9 /2 18 = 0.2%.
248
Expanding this to three dimensions and the ratio drops to 2 9 /2 27 = 3e − 4%. From the 249 above, it is clear that a voxel representation is ill-suited for the task at hand. Instead, 250 we represent the data in three ways that avoid the above pitfalls. The first model relies on 28 hand-crafted features that were chosen to capture different 274 properties of the blobs based on known biology ( Fig 4C) . The 28 features describe the 275 size (volume, XYZ range), shape (spherical, planar, linear), topology (hollowness), and 276 network measures (degree, modularity, characteristic path, etc.) of each individual blob. 277 To extract the shape features, we represented each blob as 3D point cloud centered at 278 the blob mean of the points positions. Then, we used the eigendecomposition of the 279 N × 3 matrix of every blob ( Fig 4D) to extract the eigenvalues associated to the 280 eigenvectors of the 3D matrix representation using the principal components analysis 281 PCA method. The extracted eigenvalues are used to extract the different shape features 282 of the blob. We mainly extracted the planer, linear, spherical, and fractional anisotropy 283 (FA) shape features of every blob [35] . The volume is calculated using the convex hull of 284 August 12, 2019 7/20
the Delaunay triangulation of the 3D matrix of the blob ( Fig 4D) . The hollowness 285 features are extracted from the distance to centroid of the blob. We calculated the 286 minimum, maximum, average, median, and the standard deviation of the distances from 287 every point to the centroid of the blob. To extract the network features for every blob 288 we represented the blob as a network where the nodes represent the points and the 289 edges represent the proximity between every pair of nodes. We picked the proximity 290 threshold for the network construction such as every blob in our dataset is one 291 connected component. Then, the network features [36] are extracted from the 292 constructed network for every blob [9] . The final feature vector is composed of all the 293 extracted features and has a dimension of 1 × 28 [9] ( Fig 4C) . 294 We adopted machine learning random forest classifier [37] trained on the 28 295 hand-crafted features to automatically identify the blobs. Additionally, our goal is to 296 design a machine learning classification model that generalizes well and therefore could 297 be used to classify blobs not seen by the model. However, overfitting and underfitting 298 cause poor performance and might prevent the model from generalization. To generalize 299 better and avoid overfitting in our model, we used the bagging. Specifically, we 
303
To evaluate the performance of the classifier to identify positive and negative classes 304 of the blobs, we used the binary classification evaluation measures. Specifically, we used 305 accuracy, sensitivity, and specificity measures. After the classification process, we need 306 to count: the number of correctly identified blobs from the positive class which is known 307 as true positive (TP), the number of correctly classified blobs from the negative class 308 which is known as true negative (TN), the number of incorrectly identified (i.e. 
317
Firstly, we need to validate the first model on the simulated dataset. We extracted 318 28 hand-crafted features for the simulated blobs from both classes (i.e. class 1/positive 319 and class 2/negative). The random forest classifier is used to classify the blobs with 320 number of trees equal 100. We used the TreeBagger Matlab implementation for the 321 random forest. To evaluate the performance of the classifier on the simulated dataset, a 322 10-fold-cross validation is used. We obtained a 98.8% classification accuracy. The 323 obtained specificity is 99% and sensitivity is 98%, which shows that the classifier can 324 recognize the blobs from both classes with very low misclassification even when the 325 number of points per blob is overlapping in both classes ( Fig 3B) . This shows the 326 robustness of the used hand-designed features in identifying the blobs. 327 We then trained a random forest (RF) classifier using 100 trees in Matlab based on 328 the extracted features from all the blobs in the dataset and using the binary labels of 329 every blob. A 10-fold cross-validation is used to evaluate the classification results as 330 seen in the first row of Table 1 . A leave-one-cell-out is used in another experiment to 331 evaluate the classification results also as shown in the first row of Table 2 . 
338
Variations to this model showed no discernible improvement. The layers of the CNN are 339 as follows ( Fig 5) : conv1 (3x32), pool1(3x3), conv2 (32x64), pool2 (3x3), conv3 340 (64x128), pool3 (3x3), conv4 (126x256), pool4 (3x3), conv5 (256x512), pool5 (3x3), FC 341 (256), FC (512), FC (2) . A ReLu activation function was used on every layer except for 342 the final fully connected layer, which uses a softmax activation. A cross entropy loss was 343 used for the objective function, with the addition of a L2 weight regularization term.
344
Point cloud -PointNet 345
The third model is based on PointNet, which takes as input a set of 3D points. Minimal 346 changes were made to the model described in [39] . In summary, PointNet uses the 347 symmetric max function to enable its input to be unordered, as in the case of a point changing the order of the points does not change the underlying blob. The results would 373 support the hypothesis that a useful order to data benefits data analysis.
374
While it does perform worse on the primary metrics, it is important to note that the 375 point cloud input does have some advantages. First, compared to the hand-designed 376 features, it does not require any preliminary analysis or expert knowledge. Second, 377 compared to multi-view, the input data size and number of parameters is significantly 378 smaller, and consequently, the model trains significantly faster. Finally, if segmentation 379 of caveolae was a concern, both hand-designed features and multi-view would encounter 380 major obstacles, but it has been demonstrated in [39] that it is possible to segment 381 point clouds using PointNet. From the cell-wise results, we can show that knowledge learned can be generalized to 384 other cells. This is important as it demonstrates the usefulness of this model on 385 unlabeled blobs from future cells. The small increase in performance could be due to 386 the slightly larger training set, or simply that the randomly chosen test cell contained 387 an easier set of blobs to identify.
388
In both tables, the multi-view and hand-designed features approaches performed 389 similarly well. However, we believe that an increase in dataset size may be more 390 beneficial to the deep learning approach, meaning that using a larger dataset may allow 391 the multi-view approach to outperform the hand-designed features. As we continue to 392 collect more data, we hope to test on a larger dataset in the future to confirm this 393 hypothesis.
394
The higher sensitivity (in both Table 1 and Table 2 ) suggests that our learned models 395 are capable to identify the caveolae blobs more accurately, whereas the relative lower 396 specificity means that our learned models are less accurate in identifying the scaffolds. 397 This opens the door for further study of the scaffolds and suggests that those biological 398 structures are more complex and have higher variation than the positive blobs. We 399 expect more than one sub-category in the negative blobs. Moreover, the negative blobs 400 in PC3 population might be different from the negative blobs in PC3-PTRF population 401 (i.e. the CAVIN1/PTRF might also affect the structure of the scaffolds). We leave this 402 investigation for the future as it requires more biological experiments and data. visualization of the features where the high-dimensional feature space is projected onto 408 a 2-dimensional space [40] . The hand-crafted and MVCNN features are more clustered 409 and separable compared to the PointNet features. However, the classes in this 2D 410 projected view are not perfectly separable. This is likely due to the negative class 411 having many complex subcategories, which depicts the complexity of the classification 412 tasks at hand.
413
The trade-offs (Table 3) between the different methods used to represent and classify 414 the blobs in this work involve time and space (memory) complexity of training and 415 inference, classification accuracy achieved, interpretabilty of the discriminant features, 416 and the level of automation required (amount of human involvement). See Table 1 for 417 the time and computational complexities of the deep learning methods.
418
The key advantage of deep learning is that it avoids the manual process of 419 constructing and selecting hand-designed and engineered features and that it boasts fast 420 inference. However, the requirement of large training dataset, large computational 421 resources for training, and its opaque uninterpretable, black box models are still major 422 issues in deep learning. 423 Deep learning approaches that operate directly on unstructured data, such as 424 PointNet that consumes the point cloud directly without any transformation, have the 425 additional advantage of retaining the compactness and precision of the original data. 426 We hypothesize that the inferior classification accuracy performance of PointNet is 427 due to its unordered input. PointNet was originally tested using a dataset that is an 428 order of magnitude larger than ours, and it is possible that with a larger dataset the 429 model would be able to learn to overcome the unordered nature of its input.
430
MVCNN capitalizes on the highly successful CNNs to achieve superior performance 431 in classification accuracy but at the expense of longer training times and requiring large 432 underlying representations, i.e. a large number of small pixels, needed to diminish 433 quantization errors (compared with the pure 3D point cloud input adopted by with classical machine learning approaches (e.g. RF) require prior expert knowledge of 438 the biological structures in order to design and select features, which is may not always 439 be feasible especially in scientific discovery. We summarize the trade-offs of the
Conclusion 442
Our research into the analysis of super-resolution images using machine learning 443 algorithms has yielded a number of successful techniques that can be used to accurately 444 and automatically predict whether or not a blob is a caveola. Both using hand-designed 445 features, as well as applying a convolutional neural net to projections of the point cloud, 446 performed similarly well while using PointNet on a point cloud was less successful.
447
Classifying biological structures at the cell membrane is of importance as it allows the 448 biologist to study the relationship between structure and function. It could also be used 449 to identify biomarkers for the different structures that could enable drug design at the 450 molecular level and potentially lead to disease therapy.
451
Future work 452 Further research on this topic would greatly benefit from additional labelled data.
453
SMLM data for both PC3 and CAVIN1/PTRF from the same labeled cell would 454 provide additional and more precise labels than the current method which relies on a 455 wide-field TIRF CAVIN1/PTRF mask of lower resolution. Additional data would 456 include double labeled SMLM images with high-resolution localizations for both Cav1 457 and CAVIN1/PTRF that would provide us with a more accurate class blob label.
458
Moreover, the proposed methods described in this paper could be applied to other 459 applications and other labeled proteins to automatically characterize the underlying 460 biological structures. The feature extraction either via hand-designed or automatically 461 derived features via deep learning could be applied to any SMLM data after extracting 462 the SMLM clusters for the different machine learning tasks. We applied our method to 463 Cav1 protein clusters from SMLM images. However, the methods are applicable to 464 other SMLM biological data/applications. 465 While the current methodology relies on binary classification, caveolae or 466 not-caveolae, it is likely that the not-caveolae class may be better represented as many 467 classes. Using unsupervised methods such as k-means or mixture of Gaussians can allow 468 us to subclassify the non-caveolae structures into more representative classes [9] . 469 Applying similar models to ones described in this paper to a multi-class version of the 470 problem may increase performance if the classes are better a representation of the true 471 data.
472
Future work could also involve examining methods for interpreting deep learning 473 models (e.g. [41] ) applied to biological structures, and exploring research trends in 474 unsupervised deep learning. It will also be interesting to explore developing deep neural 475 network layers from the ground up particularly targeted to processing typical visual 476 patterns seen in biological structures (as opposed typical man-made objects common in 477 computer graphics applications). The process of obtaining the class labels for the Cav1 blobs using wide-field CAVIN1/PTRF mask. The class labels are necessary to train the machine learning models to identify the Cav1 blobs types automatically. (A) The first row shows the imaged wide-field TIRF CAVIN1/PTRF mask before and after morphological closing. The morphological closing operation is used to close the small holes in the consecutive regions of CAVIN1/PTRF mask. The CAVIN1/PTRF regions are delineated in yellow to highlight the locations of the CAVIN1/PTRF regions in the cell. (B) The second row shows the Cav1 blobs and the overlay of the Cav1 blobs with the wide-field CAVIN1/PTRF mask to label the blobs into PTRF+ and PTRF-. The caveolae structures have a minimum of 60 Cav1 molecule per blob [9] that can be used to stratify the PTRF+ blobs into PTRF+≥ 60 and PTRF+< 60. Our goal is to use machine learning approaches to automatically identify the PTRF+≥ 60 blobs (caveolar domains) from the rest of the non-caveolar domains (i.e. PTRF+< 60 and PTRF-) using different features and data representations of the blobs. Khater et al, Figure 5 
