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Abstract
In this article, we consider an application of the approximate iterative method of Dzyadyk [V.K. Dzyadyk, Approximation
methods for solutions of differential and integral equations, VSP, Utrecht, The Netherlands, 1995] to the construction of
approximate polynomial solutions of ordinary differential equations. We illustrate that this method allows construction of
polynomials of low degree with sufficiently high accuracy by examples, and as a result such polynomials can be used in practical
applications. Moreover, Dzyadyk’s method produces an a priori estimate for the polynomial approximation of the solution of
Cauchy problems. For the application of this method a Cauchy problem should be rewritten as the corresponding integral equation,
followed by the replacement of the integrand by its Lagrange interpolation polynomial and Picard iterations.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Differential equation; A priori error bound; Approximate iterative method; Initial value problem; Polynomial solutions
1. Introduction
Papers by Jo´dar, Posso, Castejo´n, Chen and Garcia Bolo´s (see [2,3]) present two conceptually similar methods
that construct algebraic polynomials for the approximate solution of the Cauchy problem for equations of the form
y′ = f (x, y). The right-hand side f (x, y) is replaced by Bernstein or Chebyshev polynomials and Frobenius method
is applied to the new equation.
The results are then applied to a Cauchy problem for the Riccati equation
y′ = y
2 + y − 1
x + 1 , y(0) = 0.5. (1)
The authors show that their approaches provide a uniform approximation to the solution of the above problem on the
interval [0, 0.1174] with accuracy 10−1, 10−2, 10−3, 10−4 with polynomials whose degrees exceed 60,000, although
the results in [3] should be corrected since there was an error in Corollary 3.4, as discussed in [4]. The results presented
in [2,3] can be viewed as a justification that an a priori construction of approximating polynomials is possible, but
only in principle. Here, we reexamine problem (1) using the approximate iterative method of Dzyadyk.
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Also, we apply the approximate iterative method to the following Cauchy problem
y′ = 2x + cos y, y(0) = 0. (2)
This is problem 29 from Chapter 9 of [5], in which the objective is to obtain y(0.1).
The question of obtaining a priori estimates for algebraic polynomials approximating the solution of differential
equations was raised a long ago. The goal of this note, using the problem (1) as an example, is to show that the
approximate iterative method proposed by Dzyadyk in [6] and Section 3.2 [1] produces much better results. Also, to
emphasis the ease of using Dzyadyk’s method we apply it to problem (2). In addition, only simple calculations are
involved and since the obtained polynomials are of low degrees, the approximate iterative method may be useful in
practical applications.
2. Theory
In what follows, we use notations from Section 3.2 in Dzyadyk [1] and construct polynomials that approximate a
solution to the Cauchy problem (1) on the interval [0, h].
Let r˜ > 1 and Er˜ be an ellipse with focuses at (0, 0) and (h, 0), whose semi-axes are
ar˜ = h4
(
r˜ + 1
r˜
)
, br˜ = h4
(
r˜ − 1
r˜
)
.
In [1] the following Cauchy problem is considered
w′ = f (z, w), w(x0) = w0, (3)
where z and w are complex variables, x0 is a real number and w0 is complex. We construct a closed circle
K (w0, H) = K (H) with center at w0 and with radius H . Next, we consider a direct product of ellipse Er˜ by circle
K (H):
D˜ = Er˜ × K (H).
Now we assume that function f (z, w) is analytic in int D˜ and continuous in D˜ (in [6] a less restrictive case for
function f (x, y) is considered). We introduce quantities ‖ f (z, w)‖C(D˜) and
A =
∥∥∥∥∂ f (z, w)∂w
∥∥∥∥
C(D˜)
.
To apply the approximate iterative method we rewrite problem (3) as an integral equation
w(z) = w0 +
∫ z
x0
f (ζ, w(ζ ))dζ, (4)
and next, we fix n and replace the function f (ζ, f (ζ )) by its Lagrange interpolation polynomial Ln( f (·, w(·)), ζ ) of
degree n+ 1, which is constructed on the interval [x0, x0 + h]. As the interpolation points, we take extremal points of
the Chebyshev polynomial cos(n arccos x) transplanted from [−1, 1] into [x0, x0 + h].
Then to find
w(z) = w0 +
∫ z
x0
Ln( f (·, w(·)), σ )dσ, (5)
we conduct ν iterations by formulas:
w0(n, z) = w0,
w1(n, z) = w0 +
∫ z
x0
Ln( f (·, w0(n, ·)), σ )dσ,
. . .
wν(n, z) = w0 +
∫ z
x0
Ln( f (·, wν−1(n, ·)), σ )dσ.
(6)
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Each function w1(n, z), . . . , wν(n, z) is a polynomial of degree not exceeding n+ 1. An algorithm of construction
wν(n, z) by using function values of f (z, w) at (n + 1)(ν − 1) points from D˜ is provided in Section 3.2 [1].
According to the Theorem 1 from Section 3.2 of monograph [1], the difference between the polynomial wν(n, z)
and the exact solution w(z) of problem (4) is given by the following estimate in the special case of r = 1 when ellipse
E1 degenerates into the interval [x0, x0 + h]:
Theorem 1. If x ∈ [x0, x0 + h], then
|w(x)− wν(n, x)| ≤ ‖ f ‖C(D˜)
(
2
pi
log n + 2
)
1
1− q
2
r˜ − 1
1
r˜n
(
ar + h2
)
+ A−1‖ f ‖C(D˜)eq
qν+1
(ν + 1)! , (7)
where q = A (ar + h2 ) , q < 1.
The above estimate is given in a little less accurate form than the one in [1].
3. Polynomials approximating a solution of problem (1)
For problem (1) we select values of parameters involved in estimate (7). We make sure that all of the conditions in
Theorem 1 from Section 3.2 [1] hold.
We take h = 0.12. Let r˜ = 4, then
ar˜ = 0.03
(
4+ 1
4
)
= 51
400
, ar = 0.03(1+ 1) = 6100 ,
h
2
− ar˜ = 0.06− 51400 = −
27
400
, ar + h2 =
12
100
.
Taking H = 0.8, we see that the largest value of y in circle K (H) is equal to 1.3. Therefore,
‖ f ‖C(D˜) =
1
1− 27400
(
1.32 + 1.3− 1
)
<
400
373
· 2
and
A = 400
373
(2.6+ 1) = 1440
373
.
It implies,
q = 1440
373
· 12
100
= 864
1865
.
There is a certain degree of freedom in choice of r˜ and H . We note that this choice determines the region in which
we apply approximating polynomials and their accuracy. We select r˜ and H so that the following technical condition
holds
H >
(
ar + h2
)
‖ f ‖C(D˜) + ρ, (8)
where ρ is the right-hand side of (7) and n and ν are arbitrary. This inequality is required for the validity of Theorem 1.
When this condition holds both the graph of w(x) and the graphs of all the functions wν(n, x) are contained in D˜.
We rewrite (7) using the above values of parameters:
|w(x)− wν(n, x)| ≤ 800373
(
2
pi
log n + 2
)
1865
1001
· 2
3
· 1
4n
· 12
100
+ 373
1440
· 800
373
eq
qν+1
(ν + 1)!
= 320
1001
(
2
pi
log n + 2
)
1
4n
+ 5
9
eq
qν+1
(ν + 1)! = σ1 + σ2. (9)
Now we select numbers n and ν so that the right-hand side of (9) does not exceed ε. As ε we take 10−1, 10−2, 10−3
and 10−4.
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Table 1
Values of σ1 and σ2 depending on n and ν respectively for problem (1)
n σ1 ν σ2
2 0.049 2 0.015
3 0.014 3 0.0017
4 0.0036 4 0.00016
5 0.00095 5 0.000013
6 0.00025
7 0.000064
Table 2
Selection of n and ν depending on ε for problem (1)
ε n ν
10−1 2 2
10−2 4 3
10−3 6 4
10−4 7 5
We note that the first term on the right-hand side of (9) depends only on n, while the second term depends only on
ν, since q is already fixed.
In Table 1, we show values of σ1 and σ2 for different n and ν (everywhere, we round up the last digit). In Table 2,
we show values of n and ν that satisfy various values of ε.
To obtain the accuracy 0.1 for the solution of problem (1) on the interval [0, 0.12] we need a cubic polynomial
w2(2, x). Below, we obtain it using the algorithm suggested in Section 3.2 [1].
First, we construct a matrix of numbers that is obtained by integration of Lagrange fundamental polynomials,
whose interpolation points are the roots of Chebyshev polynomial of the second kind:
ai j =
∫ ξ∗j
−1
l∗i (ξ)dξ, i = 0, . . . , n; j = 1, . . . , n. (10)
Here l∗i are Lagrange fundamental polynomials and ξ∗j are roots of Chebyshev polynomial on the interval [−1, 1].
Formula (11) from Section 3.2 gives a simple way of calculating ai j without integration. When n = 2 we obtain:a01 a02a11 a12
a21 a22
 =
 5/12 1/32/3 4/3
−1/12 1/3
 . (11)
We note that this matrix is the same for every right-hand side in (3).
To find values of wν(n, z) at Chebyshev points we use Lemma 1 from Section 3.2 [1] that shows that
w0 j = w0, wν0 = w0,
wν(n, x j ) = w0 + h2
n∑
i=0
ai j f (xi , wν−1,i ), j = 1, 2, . . . , n; ν = 1, 2, . . . , (12)
where xi are roots of Chebyshev polynomial of the second kind on the interval [x0, x0 + h].
Hence from (6) we obtain (Lemma 1 from Section 3.2 [1])
wν(n, z) = w0 +
n∑
i=0
f [xi , wν−1(n, xi )]
∫ z
x0
li (σ )dσ, (13)
here li (σ ) is a fundamental polynomial l∗i (ξ) transplanted from [−1, 1] into [x0, x0 + h].
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Table 3
Values of σ1 and σ2 depending on n and ν respectively for problem (2)
n σ1 ν σ2
1 0.089 1 0.0030
2 0.037 2 0.000047
3 0.014
4 0.0048
5 0.0017
6 0.00058
7 0.00020
8 0.000068
9 0.000023
Therefore, after rounding to the thousandths we obtain for the Eq. (1)
w2(2, x) = 0.5− 0.25x − 0.123x2 + 0.147x3. (14)
Comparison of w2(2, x) with the exact solution of problem (1), which can be easily found, shows that the given
polynomial approximates with the accuracy higher than 10−1 on the interval [0, 0.12].
4. Polynomials approximating a solution of problem (2)
As in the previous example we can use Theorem 1 from Section 3.2 of monograph [1] to estimate the error between
the approximating polynomial and the exact solution. Earlier stated in this paper, Theorem 1 will be used here too.
Again we select parameters so that all the technical conditions in Theorem 1 from Section 3.2 [1] hold.
We take h = 0.1. Let r˜ = 3, then
ar˜ = 0.025
(
3+ 1
3
)
= 1
12
, ar = 0.025(1+ 1) = 120 ,
h
2
− ar˜ = 0.05− 112 = −
1
30
, ar + h2 =
1
10
.
Taking H = 0.5, we see that the largest value of y in circle K (H) is equal to 0.5. Therefore,
‖ f ‖C(D˜) = 2
(
0.05+ 1
12
)
+ 1 = 19
15
and
A = sin(0.5).
It implies that
q = sin(0.5) · 1
10
.
We select r˜ and H , so that the inequality (8) holds for this example.
We rewrite the statement of the Theorem 1 using the above values of parameters:
|w(x)− wν(n, x)| ≤ 1915
(
2
pi
log n + 2
)
1
1− .1 sin(0.5) ·
1
3n
· 1
10
+ 1
sin(0.5)
· 7
6
eq
qν+1
(ν + 1)!
= σ1 + σ2. (15)
As before σ1 depends only on n and σ2 only on ν. We select numbers n and ν so that the right-hand side of (15)
does not exceed ε. As ε we take 10−1, 10−2, 10−3 and 10−4.
In Table 3, we show values of σ1 and σ2 for different n and ν (everywhere, we round up the last digit). In Table 4,
we show values of n and ν that satisfy various values of ε.
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Table 4
Selection of n and ν depending on ε for problem (2)
ε n ν
10−1 1 1
10−2 4 1
10−3 6 2
10−4 9 2
To obtain the accuracy 0.1 for the solution of problem (2) on the interval [0, 0.1] we need a quadratic polynomial
w1(1, x). Here we need to integrate the fundamental polynomials, since the simplified algorithm in Section 3.2 [1]
does not work when n = 1.
Following the notation adopted in [1] we write the Chebyshev polynomial of the second kind as
Uˆ2(x) = 1− x2 and Uˆ ′2(x) = −2x .
The corresponding fundamental polynomials would be
l∗j (ξ) =
Uˆ2(ξ)
(ξ − ξ∗j )Uˆ ′2(ξ∗j )
= 1− ξ
2
(ξ − ξ∗j )(−2ξ∗j )
, j = 0, 1,
where ξ∗0 = −1 and ξ∗1 = 1.
As before we construct a matrix of numbers ai j (10) that is obtained by integration of Lagrange fundamental
polynomials, whose interpolation points are the roots of Chebyshev polynomial of the second kind on the interval
[−1, 1]. After the integration for n = 1 we have:(
a01
a11
)
=
(
1
1
)
. (16)
This matrix is the same for every right-hand side in (3).
Following the notation provided in [1] we write
w00 = w01 = w0 = 0.
Now using (13) we have
w1(1, z) = w0 + f (x0, w00)
∫ z
x0
l0(σ )dσ + f (x1, w01)
∫ z
x0
l1(σ )dσ,
where li (σ ) is a fundamental polynomial l∗i (ξ) transplanted from [−1, 1] into [x0, x0 + h]. After the integration we
have the following approximate solution for the problem (2)
w1(1, x) = x + x2. (17)
Now we can obtain an approximate value for y(0.1). The above formula yields w1(1, 0.1) = 0.1100, while highly
accurate Matlab subroutine ode45 produces 0.1098. We note that we calculated y(0.1) with a significantly higher
accuracy than 10−1.
5. Conclusions
In this note, we give two examples of finding polynomials approximating the solution of Cauchy problems (3) with
sequential application of Lagrange interpolation polynomials. Such an approach is significantly more efficient than
the approach that replaces the right-hand side of (3) with Bernstein or Chebyshev polynomials and later uses power
series to find the approximating polynomial. The polynomials obtained with Dzyadyk’s method are of low degree
and sufficiently high accuracy, as a result they can be used in practical applications. While the polynomials of degree
60,000 obtained in [2,3] show that the solution can be obtained in theory, but they are not suitable for practical usage.
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