ABSTRACT This paper presents a study on the applicability of using approximate multipliers to enhance the performance of the VGGNet deep learning network. Approximate multipliers are known to have reduced power, area, and delay with the cost of an inaccuracy in output. Improving the performance of the VGGNet in terms of power, area, and speed can be achieved by replacing exact multipliers with approximate multipliers as demonstrated in this paper. The simulation results show that approximate multiplication has a very little impact on the accuracy of VGGNet. However, using approximate multipliers can achieve significant performance gains. The simulation was completed using different generated error matrices that mimic the inaccuracy that approximate multipliers introduce to the data. The impact of various ranges of the mean relative error and the standard deviation was tested. The well-known data sets CIFAR-10 and CIFAR-100 were used for testing the network's classification accuracy. The impact on the accuracy was assessed by simulating approximate multiplication in all the layers in the first set of tests, and in selective layers in the second set of tests. Using approximate multipliers in all the layers leads to very little impact on the network's accuracy. In addition, an alternative approach is to use a hybrid of exact and approximate multipliers. In the hybrid approach, 39.14% of the deeper layer's multiplications can be approximate while having a reduced negligible impact on the network's accuracy.
I. INTRODUCTION
Deep learning using convolutional neural networks (CNNs) has gained increased momentum in recent years. Image classification is one of the primary applications for deep learning using CNN. Several successful CNN architectures were proposed in the literature. One of the most used architectures is the VGGNet proposed by Simonyan and Zisserman [1] . One of the widely used VGG configurations is the VGGNet-16 (referred to as configuration D in [1] ), which consists of 13 convolutional layers, and 3 fully connected layers with max pooling applied between the layers. VGGNet has a uniform architecture and uses 3×3 convolutions. Figure ( 1) depicts the network architecture as proposed in [1] including the number of channels in each stage. According to [1] , the VGGNet-16 has 138 million parameters. Since the convolution in a CNN is completed via multiplication and addition, any improvement on the performance or the cost of multiplication will have a significant impact on the overall performance and cost of the entire network. According to [12] , the VGGNet-16 required 15.5G multiply-and-accumulates (MACs) operations to complete the classification of one image.
The concept of approximate computing has emerged in recent years to increase systems performance and power efficiency. Usage of approximate computing is promoted for media related systems due to its ability to tolerate error. One of the applications of approximate computing is the approximate multiplier. Compared to an exact multiplier, the approximate multiplier has a reduced power, area, and delay. However, it has a cost of inaccuracy which is usually defined by metrics such as the MRE and the SD.
The research objective is to demonstrate that approximate multipliers can be used to optimize the performance of VGGNet in terms of power, area, and delay. This work assesses the impact of various approximate multiplication error ranges on the VGGNet accuracy and identifies the network layers that are the least impacted by approximate multiplication. Additionally, the research provides a baseline for researchers to apply the proposed simulation methods to I. Hammad, K. El-Sankary: Impact of Approximate Multipliers on VGG Deep Learning Network FIGURE 1. VGGNET-16 as proposed by [1] .
explore the impact of approximate computing on various deep learning architectures.
VGGNet was selected for this study as it is one of the most popular deep learning architectures for image classification. Additionally, it has a very uniform architecture with 3×3 convolutions and with a modest number of layers comparing to other popular architectures. These features enable a homogeneous evaluation of the impact of approximate multiplication on the network layers.
The focus of this research is on the optimization of pretrained networks which exclude the training phase. Several systems rely on pre-trained weights especially in low power applications. For these systems the training is done on a central server, then the weights are downloaded to many client devices which usually have limited hardware resources. One example is the internet of things (IoT) hardware accelerator presented in [13] which uses pre-trained weights.
In this paper, a simulation for the impact of approximate multipliers on the accuracy of VGGNet is presented. The simulation included testing the impact of approximate multiplication on all the layers in the first set of tests and on selective layers in the second set of tests. The simulation results of both approaches show that approximate multipliers can be used to achieve significant performance gains with a very minimal cost of added accuracy error. This paper is organized as follows: Section II provides a background on the approximate multiplier. Section III demonstrates the concept of approximate multipliers simulation by adding error matrices to the network's layers. Section IV presents the results of simulating approximate multiplication in all VGGNet layers. Section V focuses on the impact of applying approximate multiplication in selective network layers and proposes the hybrid approach. Section VI summarizes the research conclusion.
II. BACKGROUND ON THE APPROXIMATE MULTIPLIER
Approximate multipliers can be utilized in applications that are tolerant to inaccuracy. Several different approximate multiplier designs were recently proposed as a replacement for the exact multiplier such as [2] - [6] and [14] . Approximate multipliers can lower the design cost in terms of power, delay and chip size, with the cost of having a certain calculation error. The mean relative error (MRE) is used along with other metrics such as the SD to assess inaccuracy of approximate multipliers. The MRE is the primary common metric used to evaluate the error in approximate multipliers, this can be found in the approximate multiplier publications [2] - [6] and [14] . The MRE is defined as:
In equation (1), Yi is the exact value while Yi is the approximate value. One example of an approximate multiplier is the 16-bit design proposed by Venkatachalam and Ko [2] . The multiplier in [2] has achieved power, area and delay savings of 72%, 56%, and 31% respectively while introducing an MRE of 7.6%. Another example is the approximate multiplier in [5] which introduces an MRE of 1.47% while having a reduction of 59%, 50%, and 47% in the power, area, and delay. Several other implementations for the approximate multiplier can be found in [3] , [4] , [6] , [7] , and [14] . The design in [7] showed that a decreased area and power in an approximate multiplier can be achieved by introducing a higher error. Therefore, this allows for a flexibility in the design by balancing the trade-off between the accuracy loss and the achieved savings in power and area.
III. APPROXIMATE MULTIPLIER SIMULATION
This section presents the concept of approximate multiplier error simulation for deep learning networks. To test the impact of approximate multipliers on the accuracy of the network, the multiplication accuracy should contain a certain MRE that an approximate multiplier would have introduced if it was used instead of an exact multiplier. To test the impact of approximate multiplication on the accuracy of the VGGNet, a pre-trained VGGNet was used [8] . This network was built using the python based deep learning platform Keras [9] . This network was modified to add an error matrix prior to completing the convolution at certain layers of the network, depending on whether they are part of the test case or not. The error matrix was applied through element-wise multiplication with the layer input Y . The error matrix was also applied to the fully connected layers in some test cases. In equation (2), VOLUME 6, 2018 Y is the modified layer input after applying a certain MRE.
Where is element-wise multiplication operator. The matrix E is tuned to apply the required MRE value. For example, to simulate an MRE value of 2.5% using a Uniform probability density function (PDF), the matrix E will contain random values ranging from (0.95-1.05). To simulate the impact of approximate multipliers on the network's accuracy. Several test cases for Uniform and Gaussian PDFs error matrices were applied. These test cases are generic to cover the characteristics of various approximate multipliers in the literature. The MRE and the PDFs of these simulated test cases can be mapped to these published approximate multipliers designs as demonstrated in the next section. Figure ( 2), shows the histogram of a sample of Uniform and Gaussian error matrices used for one test image in the first layer of the network. In this simulation, each test case error range was divided into 10000 unique values. The error matrix E was constructed randomly from these values using Uniform or Gaussian PDFs. Each error matrix for a layer in a test case was generated using a different seed. All the tests were executed using 'float16' precision.
To test the impact on the accuracy, CIFAR-10 and CIFAR-100 datasets were used. CIFAR-10 dataset consists of 60000 32x32 color images in 10 classes, with 6000 images per class. CIFAR-10 has 50000 training images and 10000 test images [11] . CIFAR-100 has 100 classes containing 600 images each divided as 500 training images and 100 testing images per class. As CIFAR-10 and CIFAR-100 datasets are used, the network architecture in this paper is slightly different than the original VGGNet-16 as per [1] . The network architecture contains changes that were proposed in [10] which handled the design of VGGNet for CIFAR-10 and CIFAR-100 datasets. The network design in [10] is tailored for inputs with size 32 × 32 instead of 224 × 224, consequently, the dimensions of this network's layers are smaller than the original VGGNet as proposed in [1] . The network changes also include using 2 fully connected layers instead of 3 fully connected layers, and changes in other settings such as batch normalization and dropout to reduce overfitting [10] . Figure ( 3) demonstrates the architecture of this modified VGGNet that is used for the simulation. As the focus of this simulation is to assess the impact of approximate multipliers on a pre-trained network, the error matrices were applied to the test images only. To evaluate the impact of approximate multipliers, two set of tests were executed. The first set of tests are the ''MRE Tests'' while the second tests are ''Layer Impact Tests''. In the ''MRE Tests'', the error matrix was added to each layer of the network. In each test case, a specific MRE value was simulated to assess its impact on the network accuracy. In the ''Layer Impact Tests'', the error matrix was applied only to a selective group of layers in each test case. This was done to evaluate the impact of having approximate multiplication in these particular layers. The next two sections will discuss the simulation results for both the ''MRE Tests'' and the ''Layer Impact Tests''. During the simulation, each test case consisted of 100 loops, in each loop the entire dataset (CIFAR-10 or CIFAR-100) was applied. In each test case, an error matrix with approximately the same MRE and PDF was applied to the tested layers of the network. However, the error matrices had different seeds in each layer of every loop. The tables in this paper list the average network error of the 100 loops. Additionally, due to having different random seeds for the error matrices the listed MRE and SD values in all the tables are approximate.
IV. MRE TESTS
Several Uniform and Gaussian error matrices with different MRE values were simulated to assess their overall impact on the network's accuracy. Table 1 shows the results of the simulation using CIFAR-10 dataset while Table 2 shows the results of the simulation using CIFAR-100 dataset. For each test case, Table 1 and Table 2 list the MRE, the SD, the network error rate, and the error difference compared to an exact multiplier. The network error rate in Table 1 and Table 2 refers to the percentage of incorrect image classifications by the network. The error difference reflects the additional error which resulted from using an approximate multiplier instead of an exact multiplier. In the used architecture for this simulation an execution with an exact multiplier using CIFAR-10 dataset results in a network error rate of 6.4%, while the error is 29.51% for CIFAR-100 dataset. These numbers will be used as a baseline to assess the impact of the approximate multiplier. The network error rate can have minor variations based on the training settings and the used hyperparameters. According to [10] , the human rater for CIFAR-10 is 6%, therefore, the used baseline rate is very close to the human classification error rate.
As can be seen from Table 1 and Table 2 , the error difference resulting from the added MRE is very minimal and can be considered negligible especially for lower MRE cases. Similar or exceeding error differences can be a result of a tweak to one of the hyperparameters during network training. Figure (4) illustrates the approximate relation between the increase in MRE and the increase in the error difference. While all tests in Tables 1 and 2 were executed using float-16 data type, float-32 data type was also simulated using a subset of tests from Table 1 and Table 2 . Using float-32 gave very similar results to float-16, therefore, these simulation results are applicable to both 16 bits and 32 bits approximate multipliers.
The error matrices used in Table 1 and Table 2 are generic to cover a broad spectrum of possible errors resulting from the usage of approximate multipliers. However, these test cases can be mapped to the reported performances of proposed approximate multipliers in the literature as Table 3 presents.  Table 3 lists the reported performance enhancements for various approximate multipliers in comparison to exact multipliers. By mapping the simulation results from Table 1 and  Table 2 to the approximate multipliers performance result in Table 3 , the advantage of using approximate multipliers in VGGNet can be clearly seen. An example is the approximate multiplier DRUM [5] , this multiplier has a Gaussian error with MRE of 1.47% and SD of 1.803%. By replacing the VGG's exact multipliers by DRUM's approximate multipliers, the multiplication cost can have approximate savings in power, area, and delay of 59%, 50%, and 47% respectively. One CIFAR image classification using the modified VGGNet as per [10] requires 313.41M MACs. According to the Gaussian simulation results in Table 1 and Table 2 , this replacement will cause an approximate additional network error of only 0.038% using CIFAR-10 and 0.064% using CIFAR-100. This is based on the closest simulation test case with MRE of 1.4% and SD of 1.8%. This additional network error is minimal considering the achieved reduction in power and area and the significant increase in speed. The Speed increase is very critical for deep learning applications, researchers are vigorously trying to speed up deep learning training and testing. More examples can be seen by mapping the performance enhancements of the approximate multipliers in [2] , [3] , [6] , and [14] to the closest simulated test in Table 1 and Table 2 . Note that (G) and (U) in Table 3 refers to Gaussian and Uniform distribution, respectively.
The approximate multipliers listed in Table 3 proposes different design methods on the hardware level for the approximate multiplication. For example, the design [3] uses a method of approximation that is performed by rounding the high radix values to their nearest power of two. The design [5] uses a different method which is applied by dynamic range selection scheme and truncation. These different design methods lead to different PDF characteristics for the MRE as specified in Table 3 . The simulations presented in this paper are generic as presented in Table 1 and Table 2 . These simulation results can be used for approximate mapping between an approximate multiplier's MRE error and the impact on the accuracy of the VGGNet.
Using 8-bits and 12-bits approximate multipliers, [7] has shown that a decrease in the required power and area can be achieved by increasing the error. For example, in the proposed 12-bit approximate multiplier, an increase in the maximum relative error from 1% to 2% has dropped the power from 475 µW to 284 µW and the area from 720.8 µm to 523.8 µm. Also, the power has dropped from 247 µW to 125 µW and the area from 483 µm to 285 µm by increasing the error from 5% to 10%.
As mentioned earlier, Table 1 and Table 2 test cases list the network accuracy by averaging the simulation results of 100 loops. Figure (5) shows the network error for 100 loops of simulation for the Uniform PDF with MRE=∼2.5% test case. The figure shows the loop number and the corresponding network accuracy. Interestingly, some of the loops achieved better results compared to an exact multiplier. The applied error matrices in these cases have randomly reshaped the layer's input for a better classification by the network.
V. LAYER IMPACT TESTS
In this section, the impact of applying approximate multiplication on specific layers is evaluated. Table 4 details the number of parameters per layer, the number of MACs in each layer and their percentage of the total number of MACs in the network. Table 4 information is based on one CIFAR-10 image.
To apply the layer impact testing, several test cases were simulated, where, consecutive layers were grouped together in each test case. A total of 6 sets of layer groups were used to assess the impact of approximate multiplication on these segments of the network. Table 5 illustrates the details of the applied test cases. For all the test cases CIFAR-10 was used with a uniform error matrix (MRE =∼7.5%). The error matrix was applied on the specified layers only. As can be seen from Table 5 , having an approximate multiplier on groups ''L512-1'' and ''L512-2'' have the least impact on the overall accuracy. These layers count for 39.14% of the total multiplications required as per Table 4 . Therefore, a hybrid approach can be used in which the approximate multiplication is used in only these deeper layers.
The hybrid approach simulation results are presented in Table 6 . In this approach, the approximate multiplication was applied only on the 512 channel layers of the network. A subset of tests from Table 1 were repeated in Table 6 to test this hybrid approach. Table 6 lists the reduction in network error achieved compared to the ''all layers'' approach in the previous section as per Table 1 .
As can be seen from Table 6 , the hybrid approach has a negligible impact on the accuracy compared to an exact multiplier, for the case of Gaussian PDF with MRE=∼1.4% which is similar to the approximate multiplier proposed in [5] , the added network error rate is only 0.017%. Additionally, this approach has a reduced additional network error compared to the ''all layers'' approximate multiplier approach which was presented in the previous section. In summary, using an approximate multiplier similar to [5] , 39.14% of the network's MACs can have approximately half the power, area and delay with the cost of 0.017% of an added network error.
VI. CONCLUSION
This research work demonstrates that deep learning can be optimized using approximate computing. Approximate computing can reduce the chip power and area while increasing the speed. The paper started by providing a background on the approximate multiplier, then the concept of approximate multiplier simulation was introduced. The primary contribution was to simulate the impact of the approximate multipliers on the accuracy of image classification using VGGNet. The simulation included applying several error matrices with various MRE values which cover the impact of several proposed approximate multipliers in the literature. The simulation covered both Uniform and Gaussian PDFs and assessed their impact on the network's accuracy. The simulation results show that approximate multipliers have very little impact on the network's accuracy. This comes with the advantage of significant reductions in power, area, and delay. Additionally, an alternative hybrid approach was proposed which uses a mix of exact and approximate multipliers. In the hybrid approach, the approximate multiplication can be used in deeper layers of the network which has the least impact on the accuracy. The hybrid approach simulation leads to a reduced negligible impact on the accuracy while having significant savings in power, area, and delay on a large portion of the network.
