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EFFECTIVE MULTIPLICITY FOR THE EINSTEIN-SCALAR FIELD
LICHNEROWICZ EQUATION
BRUNO PREMOSELLI
Abstract. We prove the stability of the Einstein-scalar field Lichnerowicz equation under
subcritical perturbations of the critical nonlinearity in dimensions n = 3, 4, 5. As a conse-
quence, we obtain the existence of a second solution to the equation in several cases. In
particular, in the positive case, including the CMC positive cosmological constant case, we
show that each time a solution exists, the equation produces a second solution with the ex-
ception of one critical value for which the solution is unique.
1. Statement of the results.
Let (M, g) be a smooth closed Riemannian manifold of dimension n ≥ 3. We are interested
in the Einstein-scalar field Lichnerowicz equation in M :
(EL) △gu+ hu = fu
2∗−1 +
a
u2∗+1
,
where h, f and a are smooth functions on M , △g = −divg∇ is the Laplace-Beltrami operator,
2⋆ = 2nn−2 is the critical Sobolev exponent for the Sobolev space H
1, and we assume that △g + h
is coercive, a ≥ 0, a 6≡ 0, and maxM f > 0. By closed, following standard terminology, we mean
compact without boundary.
Equation (EL) arises in the mathematical analysis of general relativity when solving the
Einstein equations in a scalar-field setting, when the gravity is coupled to a scalar-field ψ. Special
important cases include the massive Klein-Gordon setting or the case of a positive cosmological
constant Λ. Given a closed manifold (M, g) of dimension n ≥ 3 endowed with two smooth
functions π and ψ and a (2, 0)-symmetric tensor field K, the Cauchy problem in general relativity
consists in finding a Lorentzian manifold (M×R, g˜) together with a smooth function ψ˜ onM×R
such that ψ˜|M = ψ and ∂nψ˜|M = π, where ∂n denotes the normalized time derivative, such that
K is the second fundamental form of the embedding M ⊂ M × R, and such that (M × R, g˜)
satisfies the Einstein equations:
Ric(g˜)ab +
1
2
R(g˜)g˜ab = Tab ,
where Ric(g˜) is the Ricci tensor of g˜, R(g˜) is its scalar curvature and T is the stress-energy
tensor-field. This tensor field depends on g˜, on ψ˜ and on some potential V , itself related to ψ˜
by some wave equation. As shown first by Choquet-Bruhat [11] for the vacuum case, see also
Choquet-Bruhat-Isenberg-Pollack [6], a necessary and sufficient condition for the existence of
such a g˜ on M × R is that the following system of equations in M is satisfied:
(1.1)
{
R(g) + trgK
2 − ||K||
2
g = π
2 + |∇ψ|2g + 2V (ψ)
∂i(trgK)−K
j
i,j = π∂iψ ,
where R(g) is the scalar curvature of g and ∇ refers to the Levi-Civita connection of g. By
specifying some of the unknown initial data (g,K, ψ, π) and solving the system for the remaining
data, the conformal method initiated by Lichnerowicz [17] allows to turn (1.1) into a system of
1
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elliptic partial differential equations of critical Sobolev growth, called the conformal constraint
system of equations. For a survey reference on the constraint equations see Bartnik-Isenberg
[3] and for further informations on the conformal method see Choquet-Bruhat, Isenberg and
Pollack [7]. Essentially, the set of free data consists of (ψ, τ, π, U), where ψ, τ, π are smooth
functions in M and U is a smooth symmetric traceless and divergence-free (2, 0)-tensor in M .
Given (ψ, τ, π, U) an initial free data set, the conformal constraint system of equations, whose
unknowns are a smooth positive function ϕ in M and a smooth vector field W in M , is written
as
(1.2)
{
△gϕ+Rψϕ = Bτ,ψ,V ϕ
2∗−1 +
Aπ,U (W )
ϕ2∗+1
,
△g,confW =
n−1
n ϕ
2∗∇τ − π∇ψ ,
where we have let:
(1.3)
Rψ = cn
(
R(g)− |∇ψ|2g
)
,
Bτ,ψ,V = cn
(
2V (ψ)−
n− 1
n
τ2
)
,
Aπ,U (W ) = cn
(
|U + LgW |
2
g + π
2
)
,
and cn =
n−2
4(n−1) . In the above △g,confW = divg(LgW ) and LgW is the symmetric trace-free
part of ∇W given by LgWij = Wi,j + Wj,i −
2
ndivgWgij . Vector fields satisfying LgW = 0
are called conformal Killing vector fields. In the CMC case, which by definition corresponds to
∇τ ≡ 0, the system (1.2) is semi-decoupled. The second equation in (1.2) has a unique solution
W when g has no conformal Killing vector fields. The first equation in (1.2) is then nothing but
(EL) with
h = Rψ , f = Bτ,ψ,V , and a = Aπ,U (W ) .
Note that conformal Killing vector fields generically do not exist by Beig, Chruściel and Schoen
[4]. Several existence results for (EL) have been obtained. When f ≤ 0 the equation is fully
understood, see Isenberg [15] or Choquet-Bruhat, Isenberg and Pollack [7]. Partial existence
results are known when maxM f > 0, see Hebey, Pacard and Pollack [12] and Ngô and Xu [20].
The main result of the paper is as follows.
Theorem 1.1. Let (M, g) be a n-dimensional closed Riemannian manifold with 3 ≤ n ≤ 5
and h, f and a be smooth functions on M . Assume that △g + h is coercive, a ≥ 0, a 6≡ 0 and
maxM f > 0. Consider the following Einstein-Lichnerowicz equation in M , for θ > 0:
(ELθ) △gu+ hu = fu
2∗−1 +
θa
u2∗+1
.
Then there exist 0 < θ1 ≤ θ2 ≤ +∞ such that equation (ELθ) has:
• at least two solutions if θ < θ1,
• no solutions for θ > θ2,
• at least one solution if θ1 ≤ θ < θ2.
In case f > 0, θ2 is finite, there holds θ1 = θ2, and (ELθ) has one and only solution for
θ = θ1 = θ2. In particular, when f > 0 in M , there exists θ⋆ ∈ (0,+∞) such that (ELθ) has at
least two solutions if θ < θ⋆, exactly one solution if θ = θ⋆, and no solution if θ > θ⋆.
A few multiplicity results concerning (EL) were known. Ma and Wei [18] showed the existence
of two smooth positive solutions of (EL) in dimensions 3 ≤ n ≤ 5 when h, f and a are positive
assuming the strict stability of the minimal solution but without investigating its stability. In
another context, Ngô-Xu [20] showed the existence of a second solution of (EL) if the first
eigenvalue of the operator △g +h is negative. Assuming that △g +h is coercive, no results were
known under the sole assumption maxM f > 0 that we use in Theorem 1.1. Assuming that f is
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positive, Theorem 1.1 shows that each time a solution exists, there is at least another solution
to the equation, except in the limit-case θ = θ⋆. In particular, the f > 0 case in Theorem 1.1 is
proved by showing that the minimal solution of (EL) is always strictly stable, except in the limit-
case θ = θ⋆, where it always fails to be strictly stable. The uniqueness in the limit case θ = θ⋆ is
then obtained as a consequence of its non-strict stability. This of course highly complements the
Ma and Wei [18] result and shows that the Ma-Wei [18] alternative only occurs in the limit case
θ = θ⋆. Needless to say, Theorem 1.1 can be applied to the conformal constraint system (1.2) in
the CMC case. As a direct consequence of our theorem, noting that Aθπ,θU(W ) = θ
2Aπ,U (W )
in the CMC-case, we get that the following corollary holds true. The corollary includes, as a
special case, the CMC positive cosmological constant case.
Corollary 1.2. Let (M, g) be a closed Riemannian manifold of dimension 3 ≤ n ≤ 5 of positive
Yamabe type such that g has no conformal Killing vector fields. Let V be a smooth positive
function on R, and let ψ be a smooth function in M such that the operator △g +Rψ is coercive.
Assume that (τ, π, U) satisfies that τ ≡ Cst (CMC case), (π, U) 6≡ (0, 0), and
(1.4)
n− 1
n
τ2 < 2 min
x∈M
V (ψ(x)) .
Then there exists θ⋆ ∈ (0,+∞) such that the conformal constraint system
(1.5)
{
△gϕ+Rψϕ = Bτ,ψ,V ϕ
2∗−1 +
Aθπ,θU (W )
ϕ2∗+1
,
△g,confW =
n−1
n ϕ
2∗∇τ − π∇ψ ,
has at least two solutions if θ < θ⋆, exactly one solution if θ = θ⋆, and no solution if θ > θ⋆.
Proof. Since Aθπ,θU(W ) = θ
2Aπ,U (W ) is nonnegative we first need to show that Aπ,U (W ) is
non zero, where W is the unique solution of the vector equation in (1.5) when ∇τ = 0. Using
equation (1.3), this is automatically true if π 6≡ 0. If π ≡ 0 since g has no conformal Killing fields
this implies W = 0 and hence U + LgW is not identically zero as soon as U is not everywhere
zero. Corollary 1.2 then easily follows from Theorem 1.1 since (1.4) implies that Bτ,ψ,V > 0. 
The proof of Theorem 1.1 goes through the proof of an involved stability result for (EL) under
subcritical, asymptotically critical perturbations of the nonlinear power, and in particular makes
use of blow-up analysis in the Sobolev critical setting. We state our stability result, Theorem 2.1,
in section 2. In section 3 we perform an asymptotic analysis of blowing-up sequences of solutions
of our asymptotically critical equations to obtain sharp asymptotic estimates. They are used in
section 4 to prevent the appearence of concentration points and to prove Theorem 2.1. In section
5 we show that, if 3 ≤ n ≤ 5, each time the critical equation (EL) has a mountain-pass structure
it admits at least two smooth positive solutions. This result is obtained through a variational
analysis of the subcritical equations obtained from (EL) and Theorem 2.1. Section 6 is devoted
to the construction of a minimal solution of (EL) for the L∞(M)-norm. Theorem 1.1 is proved
in section 7, using the results of sections 5 and 6.
Acknowledgements. The author warmly thanks Olivier Druet and Emmanuel Hebey for con-
stant support and valuable remarks during the elaboration of this paper.
2. Stability of the equation (EL)
We present here the stability result we have for (EL) which we will use to prove Theorem 1.1.
Our stability result establishes that, in low dimensions, equation (EL) is stable under sub-critical
perturbations of its critical exponent and perturbations of the coefficient a.
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Theorem 2.1. Let (M, g) be a n-dimensional closed Riemannian manifold with 3 ≤ n ≤ 5 and
h, f and a be smooth functions on M . Assume that △g + h is coercive, a is non-negative, a 6≡ 0
and maxM f > 0. Let (ak)k be a sequence of non-negative functions converging in C
0(M) to
a as k → ∞ and (qk)k, 2 ≤ qk ≤ 2
∗, be a sequence of positive real numbers converging to 2∗.
Consider the following (sub)critical perturbations of (EL):
(ELk) △gu+ hu = fu
qk−1 +
ak
uqk+1
.
Let (uk)k be a sequence of solutions of (ELk) and assume that either f > 0 or (uk)k is uniformly
bounded in H1. Then there exists a smooth positive solution u of (EL) such that, up to a
subsequence, uk converges to u in the C
1,α topology for any 0 < α < 1.
Two stability results related to (EL) exist in the literature. Druet-Hebey proved in [10], in
dimension 3 to 5, the stability and bounded-stability of (EL) when perturbing the coefficients h,
f and a without changing the critical exponent. In [10] are also found examples of instability for
(EL) when n ≥ 6. Also Hebey-Veronelli [13] proved the stability of (EL) in the Einstein-Maxwell
theory when n = 3 and f = Cst. The key point in Theorem 2.1 with respect to [10] and [13] is
that we allow fully subcritical perturbations of (EL) which makes the analysis more involved as
qk → 2
∗ with qk < 2
∗ for all k. This is crucial in order to obtain the existence of two solutions in
Theorem 1.1, which are constructed as limits of solutions of the subcritical equations associated
to (EL), see section 5.
As an interesting remark it can be noted that the generic existence of two solutions in Theorem
1.1 is implicitly contained in Theorem 2.1 through a degree-theory argument. Consider for
instance the case f > 0. We compute the degree of (ELθ) mimicking a computation carried out
by Schoen [26] for the Yamabe equation. Since f > 0 both the existence of a solution of (ELθ)
when θ ≪ 1 and the non-existence when θ ≫ 1 were proven in Hebey-Pacard-Pollack [12]. Let
for any positive M
ΩM =
{
u ∈ C2(M) such that ‖u‖C2(M) ≤M and inf
M
u ≥
1
M
}
,
and let θ− < θ+ be such that equation (ELθ) has at least a solution for θ = θ
− and has none
for θ = θ+. Define, for any θ− ≤ θ ≤ θ+, Jθ : {u ∈ C
2(M), infM u > 0} → C
2(M) by
Jθ(u) = u− (△g + h)
−1
(
fu2
∗−1 +
θa
u2∗+1
)
.
By Theorem 2.1, there exists a positive M0 such that J
−1
θ ({0}) ⊂ ΩM0 for all θ
− ≤ θ ≤ θ+,
so that the Leray-Schauder degree deg(Jθ,ΩM , 0) is well-defined for θ
− ≤ θ ≤ θ+ and for any
M >M0. Since it is homotopy-invariant and no solutions of (ELθ) exist for θ = θ
+, there holds
(2.1) deg(Jθ,ΩM , 0) = 0
for any M > M0 and any θ
− ≤ θ ≤ θ+. In particular, (2.1) shows that solutions of (ELθ)
generically appear by pairs. Theorem 1.1 shows that two solutions actually always exist.
Existence of at least one solution for (1.2) without the CMC-assumption can be found in Allen-
Clausen-Isenberg [1], Dahl-Gicquaud-Humbert [8], Holst-Nagy-Tsogtgerel [14] and Maxwell [19]
when Bτ,ψ,V < 0, and in Premoselli [21] when Bτ,ψ,V > 0.
3. Sharp blow-up estimates.
We let (M, g) be a smooth closed Riemannian manifold of dimension 3 ≤ n ≤ 5, h, f and a
be smooth functions on M satisfying the assumptions of Theorem 2.1. We recall that △g + h is
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coercive if there exists a positive constant C such that for any u ∈ H1(M),∫
M
(
|∇u|2g + hu
2
)
dvg > C‖u‖
2
H1(M)
or, equivalently, if
(3.1) ‖u‖H1
h
=
(∫
M
(
|∇u|2g + hu
2
)
dvg
) 1
2
is an equivalent norm on H1(M). In this case we define the constant Sh as the smallest positive
constant satisfying for all u ∈ H1(M):
(3.2) ‖u‖L2∗ ≤ S
1
2∗
h ‖u‖H1h.
We let (ak)k be a sequence of non-negative functions converging to a in C
0(M) as k → ∞ and
(qk)k, 2 ≤ qk ≤ 2
∗, be a sequence of positive real numbers converging to 2∗. Let (uk)k be a
sequence of solutions of (ELk). We assume that the following assumption holds:
(3.3) either f > 0 or ‖uk‖H1 ≤ C0 ,
where C0 is a positive constant independent of k. As a first striking fact, we prove that the
sequence (uk)k is uniformly bounded from below by some positive number:
Proposition 3.1. Let (uk)k be a sequence of solutions of (ELk). There exists ε0 > 0 indepen-
dent of k such that
(3.4) uk ≥ ε0
for all k.
Proof. We follow the arguments in Hebey-Veronelli [13]. Given K > 0, we let H = h +K and
choose K large enough in order to have H ≥ 1. For any δ > 0 we consider the unique functions
ψk,δ, ψδ and ψ0 solving:
(3.5)


△gψk,δ +Hψk,δ = ak − δf
− ,
△gψδ +Hψδ = a− δf
− ,
△gψ0 +Hψ0 = a ,
where we have let f− = −min(f, 0). By standard elliptic theory, ψk,δ → ψδ in C
0(M) as k →∞
and ψδ → ψ0 in C
0(M) as δ → 0. Since a 6≡ 0, by the maximum principle there holds ψ0 > 0
in M and so, for some δ0 small enough, ψδ0 > 0 in M . In particular, ψk,δ0 ≥
1
2ψδ0 for k large
enough. Consider now θk = tψk,δ0 , t > 0. Since qk → 2
∗ and ak → a in C
0(M) as k →∞, for t
sufficiently small (that does not depend on k) there holds for any k large enough:
△gθk +Hθk ≤
ak
θqk+1k
− f−θqk−1k .
Hence:
(3.6)
△g(uk − θk) +H(uk − θk) ≥ fu
qk−1
k + f
−θqk−1k + ak
(
u−qk−1k − θ
−qk−1
k
)
≥ 0
at any point x ∈M such that uk(x) ≤ θk(x). By the maximum principle, we thus have uk ≥ θk
in M . Since θk ≥
1
2 tψδ0 , we have a uniform lower bound for the uk. 
6 BRUNO PREMOSELLI
With (3.4) we get in particular the existence of some constant C depending on h, f, a and ε0
such that
(3.7) |△guk| ≤ Cu
qk−1
k .
Standard elliptic theory and (3.7) show that Theorem 2.1 is proved provided (uk)k is uniformly
bounded in L∞(M). We thus proceed by contradiction and assume that
(3.8) max
M
uk → +∞
as k → ∞. In this section we perform an asymptotic analysis of the sequence (uk)k around a
concentration point and obtain sharp pointwise estimates. We denote the injectivity radius of
(M, g) by ig. Following Druet-Hebey [10], we let (xk)k be a sequence of points in M and (ρk)k
be a sequence of positive numbers, with 0 < ρk < ig/7, satisfying for any k ∈ N:
(3.9)


xk is a critical point of uk ,
dg(xk, x)
2
qk−2uk(x) ≤ C for all x ∈ Bxk(7ρk) ,
lim
k→∞
ρ
2
qk−2
k sup
Bxk (6ρk)
uk = +∞.
In (3.9) and in everything that follows we will denote by C some constant that does not depend
on k. We define µk as
(3.10) µk = uk(xk)
−
qk−2
2 .
We can apply here the asymptotic analysis of equation (ELk) and of subcritical perturbations
of the Yamabe equation as found respectively in Druet-Hebey [10] and Druet [9]. Similar a
priori blow-up techniques were first developed for the analysis of compactness of solutions of the
Yamabe equation by Schoen [25], Li-Zhu [16] and by Druet [9]. Assuming (3.9) and (3.3) we
obtain that
µ
− 2
qk−2
k ∼ sup
Bxk (6ρk)
uk,
ρk
µk
→ +∞
(so, in particular, µk → 0 as k →∞), that
(3.11) f(x0) > 0 ,
where x0 is a limit of a subsequence of xk, and that
(3.12) µ
2
qk−2
k uk
(
expxk(µkx)
)
→
(
1 +
f(x0)
n(n− 2)
|x|2
)−n−22
in C1loc(R
n) as k → ∞, where µk is as in (3.10). Also the Harnack inequality stated in Druet-
Hebey [10] (lemma 1.3) is still satisfied here: there exists C > 1 such that for any sequence (sk)k
of positive real numbers with 0 < 6sk ≤ ρk we have
(3.13) sk||∇uk||L∞(Ωk) ≤ C sup
Ωk
uk ≤ C
2 inf
Ωk
uk ,
where Ωk = Bxk(6sk)\Bxk(
1
6sk). Now we define ϕk : (0, ρk) 7→ R
+ as the mean value of uk on
spheres centered at xk:
(3.14) ϕk(r) =
1
|∂Bxk(r)|g
∫
∂Bxk (r)
ukdσg.
Also we define rk, the radius of influence of the bubble centered at xk:
(3.15) rk = sup
{
r ∈ (2R0µk; ρk) such that s
2
qk−2ϕk(s) is nonincreasing in (2R0µk; r)
}
,
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where we have let
(3.16) R20 =
n(n− 2)
f(x0)
.
With (3.12), for any positive R there holds, as k →∞:
(3.17) (Rµk)
2
qk−2ϕk(Rµk)→ R
n−2
2
(
1 +
R2
R20
)1−n2
,
where R0 is as in (3.16). Hence
(3.18)
rk
µk
→ +∞.
Note that from the definition of rk there holds that
(3.19) r
2
qk−2ϕk is nonincreasing in (2R0µk, rk)
and that
(3.20) if rk < ρk,
(
r
2
qk−2ϕk(r)
)′
(rk) = 0.
As consequence of (3.13) one has that for 0 < s ≤ rk and for some positive constant C:
(3.21)
1
C
sup
Bxk (6s)\Bxk (
1
6 s)
uk ≤ ϕk(s) ≤ C inf
Bxk (6s)\Bxk (
1
6 s)
uk.
In particular, by (3.19), there holds for any R > 0:
sup
x∈Bxk (6rk)\Bxk (Rµk)
dg(xk, x)
2
qk−2uk(x) ≤ (Rµk)
2
qk−2ϕk(Rµk)
so that, with (3.17):
(3.22) lim
R→∞
lim
k→∞
sup
x∈Bxk (6rk)\Bxk (Rµk)
dg(xk, x)
2
qk−2uk(x) = 0.
Let us define
(3.23) ηk = sup
Bxk (6rk)\Bxk (
1
6 rk)
uk.
In particular (3.13), (3.22) and (3.4) imply that:
(3.24) r2kη
qk−2
k → 0 and rk → 0.
Now we prove a sharp asymptotic control from above on uk on a ball of radius rk.
Lemma 3.2. Let (uk)k be a sequence of solutions of (ELk) satisfying (3.3) and (3.8). Let
(xk)k and (ρk)k be such that (3.9) holds. There exists a positive constant C such that, for any
x ∈ Bxk(6rk)\{xk}:
(3.25) uk(x) + dg(xk, x)|∇uk(x)| ≤ Cµ
n−
2(qk−1)
qk−2
k dg(xk, x)
2−n.
As a consequence:
(3.26) rn−2k = O
(
µ
n−
2(qk−1)
qk−2
k
)
,
where µk is as in (3.10).
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Proof. We first show that there exists a positive constant C such that
(3.27) uk(x) ≤ C
(
µ
n−
2(qk−1)
qk−2
k dg(xk, x)
2−n + ηk
)
for all x ∈ Bxk(6rk)\{xk} and for all k, where ηk is as in (3.23). To prove this we let (yk)k be
an arbitrary sequence in Bxk(6rk)\{xk} and prove that there exists a positive constant C such
that, up to a subsequence:
(3.28) uk(yk) = O
(
µ
n−
2(qk−1)
qk−2
k dg(xk, yk)
2−n
)
+O(ηk).
First, (3.28) follows from (3.12) if dg(xk, yk) = O(µk) and from (3.13) if
dg(xk,yk)
rk
6→ 0 when
k →∞. We thus assume from now on that
(3.29)
dg(xk, yk)
µk
→ +∞ and
dg(xk, yk)
rk
→ 0.
We let Gk be the Green function of △g in the ball Bxk(6rk) with Dirichlet boundary condition
satisfying G ≥ 1. We recall that there exists a continuous function τ : R+ → R+, τ(0) = 0 such
that
(3.30)
∣∣∣∣Gk(x, y)− 1(n− 2)ωn−1dg(x, y)n−2
∣∣∣∣ ≤ τ (dg(x, y)) dg(x, y)2−n
and
(3.31)
∣∣∣∣|∇Gk(x, y)| − 1ωn−1dg(x, y)n−1
∣∣∣∣ ≤ τ (dg(x, y)) dg(x, y)1−n
(see Aubin [2] or Robert [23] for such estimates). The representation formula for the Green
function gives, with (3.7), (3.29) and (3.30):
(3.32)
uk(yk) =
∫
Bxk (6rk)
Gk(x, yk)△guk(x)dvg(x) −
∫
∂Bxk (6rk)
∂νGk(x, yk)uk(x)dσg(x)
= O
(∫
Bxk (6rk)
dg(x, yk)
2−nuqk−1k (x)dvg(x)
)
+O(ηk).
Combining the subcritical analysis in Druet [9] and the analysis for the critical equation in
Druet-Hebey [10] one gets that for any ε > 0 there exists a positive constant Cε such that
(3.33) uk(x) ≤ Cε
(
µ
2
qk−2
(1−2ε)
k dg(xk, x)
−(1−ε) 4
qk−2 + ηk
(
rk
dg(xk, x)
) 4
qk−2
ε
)
for all x ∈ Bxk(6rk)\{xk}. Coming back to (3.32), we have
(3.34)
∫
Bxk (6rk)
dg(x, yk)
2−nuqk−1k (x)dvg(x) =
∫
Bxk (µk)
dg(x, yk)
2−nuqk−1k (x)dvg(x)
+
∫
Bxk (6rk)\Bxk (µk)
dg(x, yk)
2−nuqk−1k (x)dvg(x).
One finds, on one hand using (3.12) and (3.29) that
(3.35)
∫
Bxk (µk)
dg(yk, x)
2−nuqk−1k (x)dvg(x) = O
(
µ
n−
2(qk−1)
qk−2
k dg(xk, yk)
2−n
)
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and on the other hand using (3.33) and (3.29) that
(3.36)
∫
Bxk (6rk)\Bxk (µk)
dg(yk, x)
2−nuqk−1k (x)dvg(x)
= O
(
µ
2(qk−1)
qk−2
(1−2ε)
k
∫
Bxk (6rk)\Bxk (µk)
dg(yk, x)
2−ndg(xk, x)
−
4(qk−1)
qk−2
(1−ε)
dvg(x)
)
+O
(∫
Bxk (6rk)\Bxk (µk)
ηqk−1k r
4(qk−1)
qk−2
ε
k dg(yk, x)
2−ndg(xk, x)
−
4(qk−1)
qk−2
ε
dvg(x)
)
= O
(
µ
n−
2(qk−1)
qk−2
k dg(xk, yk)
2−n
)
+O
(
r2kη
qk−1
k
)
= O
(
µ
n−
2(qk−1)
qk−2
k dg(xk, yk)
2−n
)
+ o(ηk) ,
where we used (3.24) to obtain the last equality in (3.36). In the end, (3.32), (3.34) , (3.35) and
(3.36) yield (3.28) and in particular (3.27) holds true. Now we show that there exists a positive
constant C such that for k large enough:
(3.37) ηk ≤ Cµ
n−
2(qk−1)
qk−2
k r
2−n
k .
Using (3.19) we can assert that for any 0 < δ < 1:
(3.38) (δrk)
2
qk−2ϕk(δrk) ≥ r
2
qk−2
k ϕk(rk).
So (3.21), (3.38) and the definition of ϕk as in (3.14) give, for some positive constant C:
1
C
r
2
qk−2
k ηk ≤ r
2
qk−2
k ϕk(rk) ≤ (δrk)
2
qk−2 sup
∂Bxk (δrk)
uk ,
where ηk is as in (3.23). Using (3.27) one gets for some positive C:
1
C
ηk ≤ δ
2
qk−2
(
µ
n−
2(qk−1)
qk−2
k (δrk)
2−n + ηk
)
.
We just need to choose δ small enough to have Cδ
2
qk−2 < 1 to obtain
ηk ≤ Cµ
n−
2(qk−1)
qk−2
k (δrk)
2−n
for some positive C, which shows (3.37). Then (3.37) and (3.27) conclude the sharp asymptotic
(3.25) for uk. The gradient part in (3.25) is obtained choosing sk = dg(xk, yk), for any sequence
yk ∈ Bxk(6rk), in (3.13). Finally (3.26) is obtained using (3.4) in (3.25), and this concludes the
proof of Lemma 3.2 
With Lemma 3.2 we now determine the asymptotical behavior of the sequence (uk)k at the
boundary of its maximal ball of influence:
Lemma 3.3. Let (uk)k be a sequence of solutions of (ELk) satisfying (3.3) and (3.8). Let (xk)k
and (ρk)k be such that (3.9) holds true. Then up to a subsequence, we have ρk = rk, ρk → 0,
ρ
2
qk−2
k uk(xk)→ +∞ and there exists a harmonic function H in B0(5) with H(0) ≤ 0 such that
(3.39) µ
2(qk−1)
qk−2
−n
k ρ
n−2
k uk
(
expxk(ρkx)
)
→
Rn−20
|x|n−2
+H(x)
in C2loc(B0(5)\{0}) as k →∞, where R0 is as in (3.16).
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Remark 3.4. With the definition of µk in (3.10) one can also write (3.39) as
(3.40) uk(xk)
1−n+qk
n−2
2 ρn−2k uk
(
expxk(ρkx)
)
→
Rn−20
|x|n−2
+H(x).
Proof. For x ∈ B0(5) we define
uˆk(x) = µ
2(qk−1)
qk−2
−n
k r
n−2
k uk
(
expxk(rkx)
)
,
gˆk(x) =
(
exp∗xk
)
g(rkx).
Since rk → 0 by (3.24), gˆk → ξ the euclidean metric in C
2
loc(B0(5)). Thanks to (3.25) we also
have that
(3.41) uˆk(x) ≤ C|x|
2−n
in B0(5)\{0}. By (ELk) and (3.41) we therefore obtain that for all k,
(3.42) △gˆk uˆk = Fˆk(x)
in B0(5)\{0}, where
(3.43) |Fˆk(x)| ≤ C
(
µk
rk
)(n−2)(qk−2)−2
|x|(qk−1)(2−n)
for some positive C. By standard elliptic theory, (3.42), (3.43) and by (3.18) there exists Uˆ
harmonic in B0(5)\{0} such that uˆk → Uˆ in C
2
loc(B0(5)\{0}). Since by (3.41) Uˆ satisfies that
0 ≤ Uˆ(x) ≤ C|x|2−n for some positive constant C in B0(5)\{0} we can write
(3.44) Uˆ(x) =
λ
|x|n−2
+H(x) ,
where λ ≥ 0 and H is harmonic in B0(5). To show that λ = R
n−2
0 we integrate (3.42) on B0(1):
there holds
(3.45) −
∫
∂B0(1)
∂ν uˆkdσgˆk =
∫
B0(1)
Fˆkdvgˆk .
Straightforward calculation gives, using (3.12) and (3.25):
(3.46)
∫
B0(1)
Fˆkdvgˆk =
∫
B0(1)
(
µk
rk
)(n−2)(qk−2)−2
f
(
expxk(rkx)
)
uˆqk−1k (x)dx + o(1)
= f(x0)
∫
Rn
(
1 +
|x|2
R20
)−1−n2
dx+ o(1).
= (n− 2)ωn−1R
n−2
0 + o(1).
On the other side (3.44) shows that
(3.47)
∫
∂B0(1)
∂ν uˆkdσgˆk → −λ(n− 2)ωn−1
as k →∞. So (3.46) and (3.47) in (3.45) yield λ = Rn−20 . In the end,
(3.48) µ
2(qk−1)
qk−2
−n
k r
n−2
k uk
(
expxk(rkx)
)
→ Uˆ =
Rn−20
|x|n−2
+H(x)
in C2loc(B0(5)\{0}) as k → ∞. We now prove that rk = ρk. Assume first by contradiction that
rk < ρk. Let for any r > 0:
ϕ(r) =
1
ωn−1rn−1
∫
∂B0(r)
Uˆdσ ,
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where Uˆ is as in (3.44). On one side, (3.48) shows that
(3.49) ϕ(r) =
(
R0
r
)n−2
+H(0).
On the other side (3.20) and (3.48) give us that
(3.50)
(
r
n−2
2 ϕ(r)
)′
(1) = 0.
Combining (3.49) and (3.50) yields
H(0) = Rn−20 .
To conclude the proof of Lemma 3.3 and show that rk = ρk we therefore show that H(0) ≤ 0.
We let Xk(x) = ∇fk(x), where fk(x) =
1
2dg(xk, x)
2, be the vector field whose coordinates in the
exponential chart at xk are x
i and use the Pohozaev identity as in Druet-Hebey [10] (see also
Druet [9]) on Ωk = Bxk(6rk):
(3.51)
∫
Ωk
∇uk(Xk)△gukdvg =
∫
Ωk
(
∇♯Xk(∇uk,∇uk)−
1
2
(divgXk)|∇uk|
2
)
dvg
+
∫
∂Ωk
(
1
2
(Xk, ν)g|∇uk|
2 −∇uk(Xk)∂νuk
)
dσg ,
where we have let
(
∇♯Xk
)ij
=
(
∇iXk
)j
, where (·, ·)g is the scalar product defined by g and ν is
the unit outward normal to ∂Ωk. In the exponential chart at xk we have
(3.52)
(
∇iXk
)j
= gij +O
(
dg(xk, x)
2
)
and so integrating by parts the first integral in the right-hand side of (3.51) and using (3.52)
gives
(3.53)
∫
Ωk
(
∇uk(Xk) +
n− 2
2
uk
)
△gukdvg = O
(∫
Ωk
dg(xk, x)
2|∇uk|
2dvg
)
+
∫
∂Ωk
(
1
2
(Xk, ν)g|∇uk|
2 −∇uk(Xk)∂νuk −
n− 2
2
uk∂νuk
)
dσg .
Using (3.48) it is easily seen that, since H is harmonic:
(3.54)
µ
4(qk−1)
qk−2
−2n
k r
n−2
k
∫
∂Ωk
(
1
2
(Xk, ν)g|∇uk|
2 −∇uk(Xk)∂νuk −
n− 2
2
uk∂νuk
)
dσg
=
∫
∂B0(1)
(
1
2
|∇Uˆ |2 − |∂ν Uˆ |
2 −
n− 2
2
Uˆ∂νUˆ
)
dx+ o(1)
=
(n− 2)2
2
Rn−20 ωn−1H(0) +
∫
∂B0(1)
(
1
2
|∇H |2 − |∂νH |
2 −
n− 2
2
H∂νH
)
dx+ o(1).
A Pohozaev identity like (3.53) for H and X = x applied to the euclidean ball B0(1) for the
euclidean metric gives, since H is harmonic:
(3.55)
∫
∂B0(1)
(
1
2
|∇H |2 − |∂νH |
2 −
n− 2
2
H∂νH
)
dx
=
∫
B0(1)
(
∇H(X) +
n− 2
2
H
)
△ξHdx = 0.
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We finally obtain, with (3.54) and (3.55):
(3.56)
∫
∂Ωk
(
1
2
(Xk, ν)g|∇uk|
2 −∇uk(Xk)∂νuk −
n− 2
2
uk∂νuk
)
dσg
=
(
(n− 2)2
2
Rn−20 ωn−1H(0) + o(1)
)
µ
2n−
4(qk−1)
qk−2
k r
2−n
k .
We write now:∫
Ωk
dg(xk, x)
2|∇uk|
2dvg =
∫
Bxk (µk)
dg(xk, x)
2|∇uk|
2dvg +
∫
Bxk (rk)\Bxk (µk)
dg(xk, x)
2|∇uk|
2dvg
so that, using (3.12) and (3.25) we obtain:
(3.57)
∫
Ωk
dg(xk, x)
2|∇uk|
2dvg =


O
(
µ
6−
4(qk−1)
qk−2
k rk
)
if n = 3 ,
O
(
µ
8−
4(qk−1)
qk−2
k ln
rk
µk
)
if n = 4 ,
O
(
µ
4+n−
4(qk−1)
qk−2
k
)
if n ≥ 5 .
With (3.26) equation (3.57) becomes:
(3.58)
∫
Ωk
dg(xk, x)
2|∇uk|
2dvg = o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
for 3 ≤ n ≤ 5. Now we compute the left-hand side integral in (3.53). Using (ELk) and integrating
by parts yield:
(3.59)
∫
Ωk
(
∇uk(Xk) +
n− 2
2
uk
)
△gukdvg = n
(
1
2∗
−
1
qk
)∫
Ωk
fuqkk dvg
−
1
qk
∫
Ωk
∇f(Xk)u
qk
k dvg +O
(
rk
∫
∂Ωk
uqkk dσg
)
+O
(∫
Ωk
dg(xk, x)
2uqkk dvg
)
+O
(∫
Ωk
(
dg(xk, x)|∇uk|+ uk
) (
u−qk−1k + uk
)
dvg
)
.
Using (3.4), (3.12) and (3.25), the same computation as for (3.57) gives, since 3 ≤ n ≤ 5:
(3.60)
∫
Ωk
(
dg(xk, x)|∇uk|+ uk
) (
u−qk−1k + uk + 1
)
dvg = o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
.
Using (3.48) we obtain:
(3.61) rk
∫
∂Ωk
uqkk dσg = O
((
µk
rk
)(n−2)qk
µ
−
2qk
qk−2
k r
n
k
)
= o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
.
Finally, using once again (3.12), (3.25) and (3.26) there holds:
(3.62)
∫
Ωk
dg(xk, x)
2uqkk dvg = O
(
µ
n− 4
qk−2
k
)
= o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
,
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where the last equality is once again true because 3 ≤ n ≤ 5. By (3.53) and (3.59) and with
(3.56), (3.58), (3.60), (3.61) and (3.62) we obtain:
(3.63)
1
qk
∫
Ωk
∇f(Xk)u
qk
k dvg + n
(
1
qk
−
1
2∗
)∫
Ωk
fuqkk dvg
=
(
−
(n− 2)2
2
ωn−1R
n−2
0 H(0) + o(1)
)
µ
2n−
4(qk−1)
qk−2
k r
2−n
k .
By (3.11) we have f(x) > 0 for x ∈ Ωk for k large enough so, since qk ≤ 2
∗ and uk ≥ 0, with
(3.63) it is enough to show that
(3.64)
1
qk
∫
Ωk
∇f(Xk)u
qk
k dvg = o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
to conclude that H(0) ≤ 0. We first assume that n = 3. For R > 1 we write
(3.65)
∫
Ωk
∇f(Xk)u
qk
k dvg =
∫
Bxk (Rµk)
∇f(Xk)u
qk
k dvg +
∫
Bxk (rk)\Bxk (Rµk)
∇f(Xk)u
qk
k dvg.
On one side, using (3.12) and since x 7→ xi is an odd function in Rn for any i, we have:
(3.66)
∫
B0(Rµk)
xi∇if(x)u
qk
k (x)dvg(x) = o
(
µ
n−1− 4
qk−2
k
)
.
On the other side, using (3.25) yields:
(3.67)
∫
Bxk (rk)\Bxk (Rµk)
∇f(Xk)u
qk
k dvg ≤ Cµ
n−1− 4
qk−2
k
∫
B0(
rk
µk
)\B0(R)
|x|1+(2−n)qkdx
≤ Cµ
n−1− 4
qk−2
k R
1+n+(2−n)qk
for some positive constant C that depends neither on R nor on k. Since qk → 2
∗ as k → ∞
(3.66) and (3.67) show that:
(3.68)
∫
Ωk
∇f(Xk)u
qk
k dvg = o
(
µ
n−1− 4
qk−2
k
)
= o
(
µ
6−
4(qk−1)
qk−2
k r
−1
k
)
,
the last equality being true only when n = 3. So there holds H(0) ≤ 0 if n = 3. Now we prove
(3.64) when n = 4, 5. Using (3.62) and (3.66) we have:
(3.69)
∫
Ωk
∇f(Xk)u
qk
k dvg = ∂if(xk)
∫
Ωk
xiuqkk dvg +O
(∫
Ωk
dg(xk, x)
2uqkk dvg
)
= o
(
µ
n−1− 4
qk−2
k |∇f(xk)|
)
+ o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
.
We now show that
(3.70) µ
n−1− 4
qk−2
k |∇f(xk)| = o
(
µ
2n−
4(qk−1)
qk−2
k r
2−n
k
)
when 4 ≤ n ≤ 5. With (3.69) and (3.63) this will show that H(0) ≤ 0 when 4 ≤ n ≤ 5. To do
this we apply another Pohozaev identity to uk in the open set Ωk. Let Y ∈ R
n be a given vector
and let Yk be the local vector field whose coordinates in the exponential chart are Y
i
k = Y
i.
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Equality (3.51) becomes:
(3.71)
∫
Ωk
∇uk(Yk)△gukdvg =
∫
Ωk
(
∇♯Yk(∇uk,∇uk)−
1
2
divgYk|∇uk|
2
)
dvg
+
∫
∂Ωk
(
1
2
(Yk, ν)g|∇uk|
2 −∇uk(Yk)∂νuk
)
dσg .
Since
(
∇iYk
)j
= O (dg(xk, x)), (3.71) becomes with (ELk):
(3.72)
∫
Ωk
∇uk(Yk)fu
qk−1
k dvg = O
(∫
Ωk
dg(xk, x)|∇uk|
2dvg
)
+O
(∫
∂Ωk
|∇uk|
2dσg
)
+O
(∫
Ωk
|∇uk|
(
u−qk−1k + uk
)
dvg
)
.
Using (3.48) we have∫
∂Ωk
|∇uk|
2dσg = O
(
µ
2n−
4(qk−1)
qk−2
k r
1−n
k
)
= o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
.
Using (3.12), (3.25) and (3.26) we find:∫
Ωk
dg(xk, x)|∇uk|
2dvg = O
(
µ
n−1− 4
qk−2
k
)
= o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
,
the last equality being true since n ≤ 5. Once again, (3.4), (3.12), (3.25) and (3.26) yield∫
Ωk
|∇uk|
(
u−qk−1k + uk + 1
)
dvg = O
(
µ
n−1− 4
qk−2
k
)
= o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
since 4 ≤ n ≤ 5. These computations with (3.72) give:
(3.73)
∫
Ωk
∇uk(Yk)fu
qk−1
k dvg = o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
.
We now compute the latter integral differently:∫
Ωk
∇uk(Yk)fu
qk−1
k dvg =
1
qk
∫
Ωk
f∇(uqkk )(Yk)dvg
= O
(∫
∂Ωk
uqkk dσg
)
−
1
qk
∫
Ωk
(divgYk)fu
qk
k dvg
−
1
qk
∫
Ωk
∇f(Yk)u
qk
k dvg
= O
(∫
∂Ωk
uqkk dσg
)
+O
(∫
Ωk
dg(xk, x)u
qk
k dvg
)
−
1
qk
(∇f(Yk)) (xk)
∫
Ωk
uqkk dvg.
Using once again (3.12) and (3.25) yields∫
Ωk
dg(xk, x)u
qk
k dvg = O
(
µ
n−1− 4
qk−2
k
)
= o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
since 4 ≤ n ≤ 5 and (3.61) gives∫
∂Ωk
uqkk dvg = o
(
µ
2n−
4(qk−1)
qk−2
k r
1−n
k
)
= o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
.
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Gathering the previous computation in (3.73) gives in the end:
(3.74)
1
qk
(∇f(Yk)) (xk)
∫
Ωk
uqkk dvg = o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
.
Finally, (3.12) and (3.25) yield, with Lebesgue’s dominated convergence theorem:
µ
−n+2+ 4
qk−2
k
∫
Ωk
uqkk dvg =
∫
Rn
(
1 +
|x|2
R20
)−n
dx+ o(1) ,
so that with (3.74) we obtain:
(3.75) µ
n−2− 4
qk−2
k (∇f(Yk)) (xk) = o
(
µ
2n−1−
4(qk−1)
qk−2
k r
2−n
k
)
.
Since Y ik = Y
i for all i, where Y is an arbitrary vector in Rn, (3.75) implies (3.70) and shows
that H(0) ≤ 0 when 4 ≤ n ≤ 5. In particular, this shows that rk = ρk and we have thus proven
(3.39). Noticing that then
ρ
2
qk−2
k uk(xk) =
(
rk
µk
) 2
qk−2
→ +∞
as qk → 2
∗, this ends the proof of Lemma 3.3. 
Note, as mentioned several times in the proof, that the above asymptotic analysis works only
when n ≤ 5. When n ≥ 6, counterexamples to Theorem 2.1 for critical perturbations (qk = 2
∗
for all k) are known, see Druet-Hebey [10].
4. Stability under subcritical perturbations: proof of Theorem 2.1.
Using the asymptotic description obtained in the previous section we show that concentration
points cannot appear and prove Theorem 2.1. Following the analysis in Druet-Hebey [10], see
also Druet [9], there exists a positive constant C such that for any k there exists Nk ∈ N
∗ and
Nk critical points of uk denoted by x1,k, . . . , xNk,k such that
(4.1) dg(xi,k, xj,k)
2
qk−2 uk(xi,k) ≥ 1
for all i, j ∈ {1, . . . , Nk}, i 6= j, and
(4.2)
(
min
i=1,...,Nk
dg(xi,k, x)
) 2
qk−2
uk(x) ≤ C1
for all x ∈ M and for all k. Note that by construction, for any k one finds among the xi,k the
maximum point of uk. As a consequence, Nk ≥ 2 for k large enough, otherwise thanks to (3.8)
the hypothesis (3.9) would be satisfied with ρk =
1
8 ig(M) and with xk as the maximum point of
uk which is impossible by Lemma 3.3. Also note, with (4.2), that hypothesis (3.9) are satisfied
if we choose xk = xik,k for some 1 ≤ ik ≤ Nk and for ρk such that
7ρk ≤ min
(
min
1≤i≤Nk,i6=ik
dg(xk, xi,k),
1
2
ig(M)
)
.
Let
(4.3) dk = min
1≤i<j≤Nk
dg(xi,k, xj,k)
and assume, up to reordering the xi,k, that
(4.4) dk = dg(x1,k, x2,k) ≤ dg(x1,k, x3,k) ≤ · · · ≤ dg(x1,k, xNk,k).
The following result shows that the concentration points are not isolated:
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Lemma 4.1. Let dk be as in (4.3). Then dk → 0 as k→∞.
Proof. We proceed by contradiction and assume that there exists 0 < d < ig(M) such that for
all 1 ≤ i < j ≤ Nk and for all k:
(4.5) dg(xi,k, xj,k) ≥ d.
Since M is compact the sequence (Nk)k is bounded and up to a subsequence we can assume that
Nk = N ≥ 2 for k large enough. We let xk be a maximum point of uk. By (3.8) and (4.2) there
exists i ∈ {1, · · ·N} such that dg(xi,k, xk) → 0 when k → ∞. Hence (4.5) shows that (3.9) is
satisfied with xk and ρk =
1
16d which is impossible by Lemma 3.3. 
Among the critical points (xi,k)1≤i≤Nk we isolate those which are at a finite distance from
x1,k when rescaling by a dk factor. For all R > 0, we let 1 ≤ NR,k ≤ Nk be such that
(4.6)
dg(x1,k, xi,k) ≤ Rdk for 1 ≤ i ≤ NR,k and
dg(x1,k, xi,k) > Rdk for NR,k + 1 ≤ i ≤ Nk.
By (4.4) NR,k is well defined and we have NR,k = 1 if R < 1 and NR,k ≥ 2 otherwise. Let R > 1.
By (4.3) the balls Bxi,k(
dk
4 ) and Bxj,k(
dk
4 ) are disjoint and contained in Bx1,k((R+ 1)dk) for all
1 ≤ i < j ≤ NR,k. Writing these inclusions in terms of volumes shows that, for any R > 0, NR,k
is bounded by some positive constant that does not depend on k. To investigate the behavior of
uk around x1,k let 0 < δ ≤
1
2 ig(M) and define, for all x ∈ B0(
δ
dk
):
uˇk(x) = d
2
qk−2
k uk
(
expx1,k(dkx)
)
,
gˇk(x) =
(
exp∗x1,k g
)
(dkx) .
(4.7)
By Lemma 4.1, gˇk → ξ in C
2
loc(R
n). Using (ELk) we have in B0(
δ
dk
):
(4.8) △gˇk uˇk = Fˇk ,
where Fˇk satisfies, by (3.7):
(4.9) |Fˇk| ≤ C0uˇ
qk−1
k .
We finally let, for all 1 ≤ i ≤ Nk such that dg(x1,k, xi,k) ≤
1
2 ig(M):
(4.10) xˇi,k =
1
dk
exp−1x1,k(xi,k).
Let R > 1, 0 < r < 1 and let
(4.11) Ωr,R = B0(R)\ ∪
N2R,k
i=1 Bxˇi,k(r).
Then (4.2) shows that uˇk is uniformly bounded in Ωr,R and mimicking the analysis of (3.13) we
obtain a Harnack inequality for uˇk in Ωr,R:
(4.12) ‖∇uˇk‖L∞(Ωr,R) ≤ Dr,R sup
Ωr,R
uˇk ≤ D
2
r,R inf
Ωr,R
uˇk ,
where Dr,R > 1 is a constant depending only on r and R. We have the following result that
determines the behavior of uˇk around the critical points xˇi,k which are dk-close to xˇ1,k.
Lemma 4.2. Let (uk)k be a sequence of solutions of (ELk), hence satisfying (3.4), such that
(3.3) and (3.8) hold. Let dk be as in (4.3), xˇ1,k, . . . , xˇNk,k as in (4.10) and uˇk as in (4.7). Then
only one of the two following situations occurs:
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• either for any 1 ≤ i ≤ Nk such that dg(x1,k, xi,k) = O(dk) there holds
(4.13) sup
Bxˇi,k (
1
2 )
uˇk = O(1)
as k →∞, or
• for any 1 ≤ i ≤ Nk such that dg(x1,k, xi,k) = O(dk)
(4.14) sup
Bxˇi,k (
1
2 )
uˇk → +∞
as k →∞.
Proof. Choose k large enough and let 1 ≤ i ≤ Nk be such that dg(x1,k, xi,k) = O(dk). We
denote by xˇi the limit of (xˇi,k)k in R
n when k → ∞. Note that |xˇi| > 0 if i ≥ 2. We first
investigate separately each of the cases stated in Lemma 4.2. If (4.13) holds then by (4.8), (4.9)
and standard elliptic theory, (uˇk)k is uniformly bounded in C
1
(
Bxˇi,k(
1
4 )
)
. By (4.1) we can thus
find δi > 0 small enough and that does not depend on k such that for k large enough:
(4.15) inf
Bxˇi,k (δi)
uˇk ≥
1
4
|xˇi|
1−n2 .
Assume on the contrary that (4.14) holds. By the definition of dk in (4.3), conditions (3.9) are
satisfied with xk = xi,k and ρk =
1
8dk so Lemma 3.3 in the form of (3.39) applies and shows
that:
(4.16) uˇk(xˇi,k)→ +∞
and that
(4.17) uˇk(xˇi,k)
1−n+qk
n−2
2 uˇk(x)→
λi
|x− xˇi|n−2
+Hi(x)
in C1loc
(
Bxˇi(
1
2 )\{xˇi}
)
as k →∞, where λi > 0 and Hi is a harmonic function in B0(
5
8 ) satisfying
Hi(xˇi) ≤ 0. Now we show that these two situations cannot simultaneously happen. Let A ⊂
{1 . . .Nk} be a finite collection of subscripts such that there exists a positive R such that for all
i ∈ A
dg(x1,k, xi,k) ≤ Rdk.
Assume that there exist i, j ∈ A, i < j, such that xi,k satisfies (4.13) and xj,k satisfies (4.14).
Since 1 − n + qk
n−2
2 → 1 as k → ∞, (4.16) and the C
1-convergence result (4.17) show that for
any positive r:
(4.18) uˇk → 0 in C
1
loc
(
Bxˇj (2r)\Bxˇj (r)
)
.
By their definition in (4.10), critical points xˇl,k satisfy for all l,m ∈ A, l 6= m, |xˇl,k − xˇm,k| ≥ 1.
It is then possible to find a connected open set in Rn, which we will call U , U ⊂ B0(R+1), that
contains Bxˇi,k(1/4) and Bxˇj,k(1/4) for any k but that does not contain any other point xˇl,k for
l 6= i, j. Let 0 < r < 18 and consider
(4.19) Vr,R = U\
(
Bxˇi,k(r) ∪Bxˇj,k(r)
)
∩Ωr,R+1.
By (4.12) we get
sup
Vr,R
uˇk ≤ Dr,R+1 inf
Bxˇj,k (2r)\Bxˇj,k (r)
uˇk ,
so that using (4.18) we obtain that uˇk goes uniformly to 0 on every annulus centered at xˇi,k,
which contradicts (4.15). 
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We are able to conclude the proof of Theorem 2.1. We first rule out the case (4.13). Assume
by contradiction that, for any 1 ≤ i ≤ Nk such that dg(x1,k, xi,k) = O(dk), (4.13) holds. By
(4.12) and (4.13) the sequence (uˇk)k is uniformly bounded in L
∞(B0(R)) for all R > 0. Using
(4.8), (4.9) and standard elliptic theory there exists uˇ satisfying
△ξuˇ = f(x1)uˇ
2∗−1
and such that
uˇk → uˇ in C
1
loc(R
n)
as k →∞, where x1 = limx1,k up to a subsequence. We now show that f(x1) > 0. By (3.3) we
therefore assume that ‖uk‖H1(M) ≤ C0. In particular the limit function uˇ belongs to L
2∗(Rn)
since for any positive R:∫
B0(R)
uˇ2
∗
k dvgˇk = O
(∫
Bx1,k (dkR)
d
2qk
qk−2
−n
k u
2∗
k dvg
)
= O
(∫
M
u2
∗
k dvg
)
= O(1) ,
where the last equality holds true because 2qkqk−2 − n ≥ 0 and dk → 0. Passing to the limit (4.1)
with (4.4) we obtain uˇ(0) ≥ 1. But uˇ cannot be subharmonic, non-zero and belong to L2
∗
(Rn),
hence f(x1) > 0. Moreover, we know that uˇ has at least two distinct critical points, 0 and xˇ2,
since by assumption (4.4) there holds |xˇ2,k| = 1 for all k. This contradicts the classification
result in Caffarelli-Gidas-Spruck [5] and thus contradicts (4.13). Hence for any 1 ≤ i ≤ Nk such
that dg(x1,k, xi,k) = O(dk) we have
uˇk(xˇi,k)→ +∞
as k → ∞. Proceeding as in the proof of Lemma 4.2, using the Harnack inequality (4.12) it is
easily seen that uˇk blows up at the same speed at every concentration point at a finite distance
from 0: for any 1 ≤ i ≤ Nk such that dg(x1,k, xi,k) = O(dk) there exist µi > 0 such that up to a
subsequence
(4.20)
uˇk(xˇi,k)
uˇk(0)
→ µi
as k →∞. Using (4.20), (4.17) shows that if dg(x1,k, xi,k) = O(dk), then
(4.21) uˇk(0)
1−n+qk
n−2
2 uˇk(x)→
λi
µi|x− xˇi|n−2
+ µ−1i Hi(x)
in C1loc(Bxˇi(
1
2 )\{xˇi}) as k → ∞. Let R > 0. We know that (NR,k)k and (N2R,k)k are bounded
and we can thus assume they are constants NR, N2R. Using Harnack’s inequality (4.12) and
(4.21) it is easily seen that
(4.22) uˇk(0)
1−n+qk
n−2
2 uˇk → Gˇ in C
1
loc(B0(R)\{xˇi}i=1,···N2R) ,
where, by definition of NR as in (4.6), we can write that
(4.23) Gˇ(x) =
NR∑
i=1
λi
µi|x− xˇi|n−2
+ Hˇ(x) ,
and where Hˇ is a harmonic function in B0(R). We write
Gˇ(x) =
λ1
|x|n−2
+
(
NR∑
i=2
λi
µi|x− xˇi|n−2
+ Hˇ(x)
)
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and since uˇk(0)→∞ as k →∞ we apply Lemma 3.3 with xk = x1,k and ρk =
1
16dk to obtain
(4.24)
NR∑
i=2
λi
µi|xˇi|n−2
+ Hˇ(0) ≤ 0.
Independently, let z0 be some point satisfying |z0| = R and |z0 − xˇ2| ≥ R− 1 and different from
any xˇi, 3 ≤ i ≤ N2R. Let U0 be some connected open set in B0(R) that contains 0 in its interior
and z0 on its boundary and avoids any other xˇi. Then Gˇ−λ1|x|
2−n− λ2µ2 |x− xˇ2|
2−n is harmonic
in U0 , so by the maximum principle:
(4.25)
(
Gˇ−
λ1
|x|n−2
−
λ2
µ2|x− xˇ2|n−2
)
(0) ≥
(
Gˇ−
λ1
|x|n−2
−
λ2
µ2|x− xˇ2|n−2
)
(z0)
≥ −
λ1
Rn−2
−
λ2
µ2(R− 1)n−2
since Gˇ(x) ≥ 0 in B0(R)\{0}. With (4.23) and (4.25) we obtain in the end, since |xˇ2| = 1:
NR∑
i=2
λi
µi|xˇi|n−2
+ Hˇ(0) ≥
λ2
µ2
−
λ1
Rn−2
−
λ2
µ2(R − 1)n−2
,
which contradicts (4.24) up to choosing R large enough. This shows that (3.8) can never happen
and concludes the proof of Theorem 2.1.
5. A general mountain-pass situation.
In this section we prove, as an application of Theorem 2.1, a result that states that equation
(EL) has at least two solutions as soon as it has a mountain-pass structure. Starting with (EL),
we introduce the following equations for all 2 ≤ q ≤ 2∗:
(ELq) △gu+ hu = fu
q−1 +
a
uq+1
and the associated energy functional, defined onH1(M) whenever the following expression makes
sense (for instance for positive functions):
(5.1) Iq(u) =
1
2
∫
M
(
|∇u|2g + hu
2
)
dvg −
1
q
∫
M
f(u+)qdvg +
1
q
∫
M
a
(u+)q
dvg .
Equation (ELq) is called subcritical if q < 2
∗ and critical if q = 2∗. For any 2 ≤ q ≤ 2∗ we
call Sh,q = Sh,q(M, g) the smallest positive constant in the embedding H
1(M) ⊂ Lq(M) for the
H1h-norm, i.e. satisfying:
(5.2) ‖u‖Lq ≤ S
1
q
h,q‖u‖H1h ,
where the H1h-norm is as in (3.1). We have Sh,2∗ = Sh, where Sh is as in (3.2). Following
Hebey-Pacard-Pollack [12], to get rid of the negative exponent we consider for any ε > 0 the
perturbed functional on H1(M):
(5.3) Iqε =
1
2
∫
M
(
|∇u|2g + hu
2
)
dvg −
1
q
∫
M
f(u+)qdvg +
1
q
∫
M
a
(ε+ (u+)2)
q/2
dvg ,
where 2 ≤ q ≤ 2∗. Our result states that, in low dimensions, each time the critical equation (EL)
has a mountain-pass structure each equation (ELq) with 2 ≤ q ≤ 2
∗ actually has two distinct
positive solutions. We state it as follows.
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Theorem 5.1. Let (M, g) be a n-dimensional closed Riemannian manifold with 3 ≤ n ≤ 5 and
h, f and a be smooth functions in M such that △g+h is coercive, a ≥ 0, a 6≡ 0 and maxM f > 0.
We assume that there exist two smooth positive functions u0 and u1 and two real numbers η > 0
and ρ > 0 such that ‖u1 − u0‖H1
h
< ρ,
(5.4) I2
∗
(u1) < η ,
where I2
∗
is as in (5.1), and
(5.5) inf
S
Iqε (u) > η
for all ε small enough and for all q close enough to 2∗, where we have let S be the boundary set
S = {u ∈ H1(M), ‖u − u0‖H1
h
= ρ}. Then for any q close enough to 2∗ equation (ELq) admits
two distinct smooth positive solutions.
Proof. We first consider the case q < 2∗ and then prove the q = 2∗ case with a stability argument.
We thus assume that 2 ≤ q < 2∗. The first solution is obtained as a limit of local minima of Iqε .
The second one is obtained as a mountain-pass solution. On the closed ball
(5.6) B = {u ∈ H1(M), ‖u− u0‖H1
h
≤ ρ}
the functional Iqε is uniformly (in ε) bounded from below. Indeed, since u1 is positive by
Lebesgue’s dominated convergence theorem we have:
lim
q→2∗
lim
ε→0
Iqε (u1) = I
2∗(u1) ,
so that using (5.4) there holds then for ε small enough and for q close to 2∗,
(5.7) −
1
q
max
M
|f |Sh,q(ρ+ ‖u0‖H1
h
)q ≤ inf
B
Iεq ≤ η ,
where Sh,q is as in (5.2) and I
ε
q as in (5.3). Using Ekeland’s variational principle we can let
(uk)k be a Palais-Smale minimising sequence for I
q
ε such that I
q
ε (uk) → infB I
q
ε as k → ∞ (see
for instance Struwe [27], Chapter 1, Corollary 5.3 for the proof of this statement). The sequence
(uk)k thus satisfies
(5.8)
1
2
∫
M
(
|∇uk|
2
g + hu
2
k
)
dv(g)−
1
q
∫
M
f(u+k )
qdv(g) +
1
q
∫
M
a
(ε+ (u+k )
2)
q
2
= inf
B
Iqε + o(1)
and, for all Φk ∈ H
1(M),
(5.9)
∫
M
〈∇uk,∇Φk〉g + hukΦkdv(g)−
∫
M
f(u+k )
q−1Φkdv(g)
−
∫
M
au+k
(ε+ (u+k )
2)
q
2+1
Φkdv(g) = o (‖Φk‖H1) .
Choosing Φk = uk in (5.9) and combining with (5.8) yields, since a ≥ 0:
(5.10)
(
1
2
−
1
q
)∫
M
f(u+k )
qdv(g) 6 inf
B
Iqε + o
(
||uk||H1
h
)
+ o(1).
Using (5.10) in (5.8) we get for k large enough:
(5.11) ‖uk‖
2
H1
h
≤
4q
q − 2
inf
B
Iqε + o(1)
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and in particular infB I
q
ε ≥ 0 . There exists then uε,q ∈ H
1(M) such that, up to a subsequence,
uk ⇀ uε,q in H
1(M). By standard integration theory uε,q satisfies weakly
(5.12) △guε,q + huε,q = f(u
+
ε,q)
q−1 +
a(u+ε,q)
(ε+ (u+ε,q)2)
q
2+1
.
Multiplying (5.12) by u−ε,q and integrating it is easily seen that uε,q is nonnegative almost every-
where. Since a(ε+(u+ε,q)
2)−
q
2−1 belongs to L∞(M) standard bootstrap arguments show that uε,q
is smooth in M . Now we obtain a uniform bound from below on uε,q and show that infM uε,q
does not converge to 0 as ε→ 0. We consider for any positive δ the unique functions ψδ and ψ0
solving
(5.13)
△gψδ + hψδ = a− δf
− − δ
△gψ0 + hψ0 = a.
Since a 6≡ 0, ψ0 > 0 in M . By standard elliptic theory ψδ → ψ0 in C
0(M) when δ → 0 and thus
ψδ0 is positive for some δ0 > 0 small enough. Let ε0 small enough so that infM ψδ0ε
−2∗−2
0 > 1
and let t0 > 0 small enough such that for any q close enough to 2
∗
ψδ0(x)
(ε20 + t
2
0ψδ0(x)
2)
q
2+1
> 1
for any x ∈M . Then for any ε ≤ ε0 and t ≤ t0, θt = tψδ0 satisfies
(5.14) △gθt + hθt < fθ
q−1
t +
aθt
(ε+ θ2t )
q
2+1
.
Now we claim that there exists some t > 0 small enough such that for any ε small enough and
any q close enough to 2∗ and for any smooth positive ϕ solution of (5.12) there holds
(5.15) ϕ > θt
in M . This shows in particular that uε,q is uniformly bounded from below in ε and q. We prove
the claim by contradiction and assume that for any positive t there exists εt > 0, 2 ≤ qt < 2
∗,
ϕ a solution of (5.12) with ε = εt and q = qt and xt ∈ M such that ϕ(xt) ≤ θt(xt). Then, for
some t˜ ∈ (0, t), and some x˜t ∈M ,
(5.16) 1 = inf
M
ϕ
θt˜
=
ϕ(x˜t)
θt˜(x˜t)
.
In particular, with (5.16) we obtain that
θt˜(x˜t) = ϕ(x˜t) and △gϕ(x˜t) ≤ △gθt˜(x˜t)
which is impossible since θt˜ is a strict subsolution of (5.12) by (5.14). This proves (5.15) which
shows that uε,q is positive for any ε small enough and any q close to 2
∗. Finally since q < 2∗,
uk → uε,q in L
q(M). Since uε,q solves (5.12), a straightforward computation using (5.9) with
Φ = uk yields:
(5.17)
∫
M
|∇uk −∇uε,q|
2
gdvg = o(1)
as k → ∞ and so uk → uε,q in H
1(M). As a consequence Iqε (uε,q) = infB I
q
ε . In particular by
definition of Iqε in (5.3) there holds I
q
ε (u1) ≤ I
q(u1), where I
q is as in (5.1). Since u1 ∈ B, with
B as in (5.6), using (5.4) there holds, for q close enough to 2∗:
(5.18) Iqε (uε,q) ≤ I
q(u1) < η.
Now we let ε → 0. By (5.11) and (5.7) there exists a nonnegative uq ∈ H
1(M) such that uε,q
converges, up to a subsequence, weakly to uq in H
1(M). With (5.15) and standard integration
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theory we can pass to the limit in (5.12) and get that uq is a smooth solution of (ELq), once
again positive by (5.15). Here again, since q < 2∗, a similar computation to the one in (5.17)
shows that ∫
M
|∇uε,q −∇uq|
2dvg = o(1)
as ε → 0, so uε,q → uq strongly in H
1(M). In particular (5.15) and Lebesgue’s dominated
convergence theorem show that Iqε (uε,q) → I
q(uq), where I
q is as in (5.1). By (5.18) this gives,
for q close enough to 2∗:
(5.19) Iq(uq) ≤ I
q(u1) < η.
Now we take into account the mountain-pass structure of Iqε in order to construct a second
solution. Since maxM f > 0 it is possible to find a smooth positive function ψ in M such that
(5.20)
∫
M
fψ2
∗
dvg > 0.
Then by (5.1) and (5.20), I2
∗
(tψ) → −∞ as t goes to infinity. We can thus pick a large real
number T such that, for any q close enough to 2∗ and for any positive ε small enough,
(5.21) Iqε (Tψ) < η
and also ‖Tψ − u0‖H1
h
> ρ, where η, u0 and ρ are as in the statement of Theorem 5.1. On the
other side by assumption (5.5) we get for any q close enough to 2∗ and for any positive ε small
enough
(5.22) Iqε (u) > η
for all u ∈ S = {u ∈ H1(M), ‖u − u0‖H1
h
= ρ}. Thus with (5.18), (5.21) and (5.22), for any q
close enough to 2∗, and for any ε small enough, we can apply the mountain-pass lemma as stated
in Rabinowitz [22] that provides us with a Palais-Smale sequence (vk)k such that
(5.23) Iqε (vk)→ cε,q
as k → +∞, where we have set
(5.24) cε,q = inf
h∈Γ
max
u∈h([0;1])
Iqε (u)
and where Γ is the set of paths h : [0, 1]→ H1(M) such that h(0) = uε,q and h(1) = Tψ. Using
(5.5) and considering as a special h a parametrization of the segment [uε,q;Tψ] it is easily seen,
using (5.11) and (5.15) that there exists a positive C0 such that
(5.25) η ≤ cε,q ≤ C0
for ε small enough and for q close to 2∗. Therefore the same computation that led to (5.11)
works again and shows that
(5.26) ‖vk‖H1
h
≤
4q
q − 2
C0 + 1
with C0 as in (5.25). With (5.26) and standard integration theory, mimicking the proof of (5.17)
one shows that the sequence (vk)k converges strongly in H
1(M) to some nonnegative function
vε,q that solves (5.12). Passing in (5.22) to the limit as k →∞ shows that
(5.27) Iqε (vε,q) = cε,q ≥ η
by (5.25). Also with (5.15) we get that vε,q is uniformly bounded from below in ε and in q. Thus
repeating the whole argument once again it is easily seen that vε,q converges strongly in H
1(M)
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as ε→ 0 to some smooth positive solution vq of (ELq). With (5.15) we can pass in (5.27) to the
limit as ε→ 0 and obtain:
(5.28) Iq(vq) ≥ η.
In particular, (5.19) and (5.28) show that uq 6= vq. This shows Theorem 5.1 for all 2 ≤ q < 2
∗
and in any dimension. We now conclude the proof and show that there still exist two different
solutions of the critical equation in low dimensions, that is when 3 ≤ n ≤ 5. By (5.11) and (5.26)
the sequences (uq)q and (vq)q are bounded in H
1(M). Since △g + h is coercive and maxM f > 0
we can let (qk)k be some sequence converging to 2
∗ and apply Theorem 2.1 with ak ≡ a to the
sequences (uqk)k and (vqk)k. There thus exist u and v two smooth positive functions that solve
(EL) such that uqk → u and vqk → v in C
1,α(M) for all 0 < α < 1. Passing (5.19) and (5.28) to
the limit as k →∞ finally gives:
I2
∗
(u) ≤ I2
∗
(u1) < η ≤ I
2∗(v)
which shows that u and v are distinct. 
Note that the construction of u and v is consistent with the computation of the degree of
(EL) we performed in (2.1). Indeed, u is obtained as a limit of local minima, hence of solutions
of index 0 while v is a mountain-pass solution, hence (generically) of index +1.
6. A minimal solution of (EL).
We now investigate more precisely the influence of the parameter a and consider the following
equation:
(ELa) △gu+ hu = fu
2∗−1 +
a
u2∗+1
,
where h, f and a are smooth functions inM ,△g+h is coercive, maxM f > 0 and a is nonnegative
and nonzero. Using the sub and super solution method we show that each time equation (ELa)
has a smooth positive solution it has a smallest solution for the L∞-norm:
Proposition 6.1. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 3 and a be
a non zero smooth function in M . Let h and f be smooth functions in M such that △g + h is
coercive and maxM f > 0 and a ≥ 0. Assume that (ELa) has a smooth positive solution. Then
there exists a smooth positive function ϕ(a) solving (ELa) such that for any other solution ϕ of
(ELa) with ϕ 6≡ ϕ(a) there holds ϕ > ϕ(a). Moreover ϕ(a) is stable, in the sense that for any
ψ ∈ H1(M) there holds∫
M
|∇ψ|2 +
[
h− (2∗ − 1)fϕ(a)2
∗−2 + (2∗ + 1)
a
ϕ(a)2∗+2
]
ψ2dvg ≥ 0,
and the mapping a 7→ ϕ(a) in nondecreasing in the following sense: if a1 ≤ a2 in M , provided
ϕ(a1) and ϕ(a2) exist, there holds ϕ(a1) ≤ ϕ(a2).
Proof. Let a ≥ 0 be a nonzero smooth function such that (ELa) has a solution. Mimicking the
proof of (5.15) we start proving that there exists a positive number that bounds from below all
the solutions of (ELa). As in (5.15), notice that there always exist sub-solutions of (ELa) as
small as we want. Indeed, for any δ ≥ 0 we let uδ be the unique solution of
(6.1) △guδ + huδ = a− δf
− − δ ,
where f− = −min(f, 0). Since a is nonnegative and nonzero, the maximum principle shows that
u0 > 0 in M . By standard elliptic theory ‖uδ − u0‖∞ → 0 as δ goes to 0 so for some δ0 > 0
small enough we have uδ0 > 0. Then for ε small enough,
(6.2) vε = εuδ0
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is a strict sub-solution of (ELa) since, by (6.1),
△gvε + hvε = εa− εδ0f
− − εδ0 <
a
v2
∗+1
ε
+ fv2
∗−1
ε .
Now we claim that there exists some ε0 > 0 such that for any positive solution ϕ of (ELa) there
holds
(6.3) ϕ > vε0
in M , where vε0 is as in (6.2). We prove the claim by contradiction and assume that there exists
ϕε solution of (ELa), and xε ∈ M , such that ϕε(xε) ≤ vε(xε) for all ε > 0. Then, for some
ε˜ ∈ (0, ε), and some x˜ε ∈M ,
1 = inf
M
ϕε
vε˜
=
ϕε(x˜ε)
vε˜(x˜ε)
.
In particular, we obtain that
vε˜(x˜ε) = ϕε(x˜ε) and △gϕε(x˜ε) ≤ △gvε˜(x˜ε)
which is impossible since vε˜ is a strict subsolution of (ELa). Now we prove the existence of a
minimal solution of (ELa). We follow here the arguments in Sattinger [24]. For x ∈ M and
u > 0 we let
F (x, u) = f(x)u(x)2
∗−1 +
a(x)
u(x)2∗+1
− h(x)u(x).
Let ψ be a solution of (ELa) and let w be a strict subsolution of (ELa) which is less than any
positive solution of (ELa). We proved the existence of such a w in (6.3). Also we let K > 0 be
large enough such that for any x ∈M , and any minM w ≤ u ≤ maxM ψ,
(6.4) F (x, u) +Ku ≥ 0 and
∂F
∂u
(x, u) +K ≥ 0.
For any smooth positive function u, we define Tu as the unique solution of
(6.5) △gTu+KTu = F (·, u) +Ku.
As a first remark, for any two positive functions u and v in the range
min
M
w ≤ u, v ≤ max
M
ψ
we have: (
△g +K
)
(Tu− Tv)(x) = F (x, u)− F (x, v) +K
(
u(x)− v(x)
)
.
Then, by the strong maximum principle, we obtain that
(6.6) Tu < Tv as long as u ≤ v and u 6≡ v.
The iterative sub and super solution method applied in the range w ≤ ϕ ≤ ψ and starting from
the strict sub-solution w provides a sequence vn = T
nw which is non decreasing by the maximum
principle and converges to a fixed-point of T , that is to say a solution of (ELa) (see [24] for more
details). We shall call this solution ϕ(a):
(6.7) ϕ(a) = lim
n→∞
T nw.
By standard elliptic theory, ϕ(a) is smooth. Note in passing that all the above arguments still
work if we only assume that a is continuous, but in this case ϕ(a) constructed as in (6.7) will only
be of class C1,α for any 0 < α < 1. Now we show that ϕ(a) does not depend on ψ and on w. First,
ϕ(a) as in (6.7) does not depend on ψ. We let ψ1 and ψ2 be two solutions of (ELa). We let Ki,
i = 1, 2 be positive constants satisfying (6.4) in [minM w; maxM ψi], Ti be the operator defined
as in (6.5) and ϕi the associated solution as in (6.7). Since (T
n
1 w) is non decreasing there holds
ϕ1 ≥ w. If we assume for instance that maxM ψ1 ≤ maxM ψ2 then ϕ1 ∈ [minM w; maxM ψ2] and
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thus, by (6.7) and the maximum principle there holds ϕ2 ≤ ϕ1 since T2(ϕ1) = ϕ1. But then ϕ2
is a solution of (ELa) with minM w ≤ ϕ2 ≤ maxM ψ1 and thus, once again by the maximum
principle, ϕ1 ≤ ϕ2. This proves that ϕ(a) does not depend on ψ. Now we prove that ϕ(a) does
not depend on the strict subsolution w, provided that w is less than any positive solution of
(ELa). Indeed, for any ψ solution of (ELa), if w1 and w2 are two such subsolutions, and ϕ1 and
ϕ2 are the associated solutions as in (6.7), there holds w1 ≤ ϕ2 and w2 ≤ ϕ1. We conclude once
again with the maximum principle that ϕ1 ≤ ϕ2 and ϕ2 ≤ ϕ1. By the definition of ϕ(a) in (6.7),
and what we just proved, for any ψ solution of (ELa) there holds that w < ϕ(a) ≤ ψ, where w is
a subsolution that is less than any solution of (ELa). With (6.6) we obtain the desired property:
(6.8) ϕ(a) < ψ or ϕ(a) ≡ ψ.
The stability of ϕ(a) is a consequence of the minimality of ϕ(a). We denote by λ0 the first
eigenvalue of the linearized operator of equation (ELa) at ϕ(a). The stability of ϕ(a) as stated
in Proposition 6.1 amounts to say that λ0 ≥ 0. Assume by contradiction that λ0 < 0 and denote
by ψ0 the associated positive eigenvector. Let w be a subsolution that is less than any solution
of (ELa). Let ϕδ = ϕ(a)− δψ0 for any positive δ. For δ > 0 small enough one has
w < ϕδ < ϕ(a)
and a straightforward calculation shows that
△gϕδ + hϕδ − fϕ
2∗−1
δ −
a
ϕ2
∗+1
δ
= −δλ0ψ0 + o(δ) > 0
so that ϕδ is a strict supersolution of (ELa) satisfying w < ϕδ < ϕ(a) for δ small enough. By the
iterative sub and super solution method we then get a solution ψ of (ELa) such that w < ψ < ϕδ,
and this is in contradiction with (6.8). Finally, if a1 ≤ a2 are nonnegative nonzero functions on
M , ϕ(a2) is a super solution of equation (ELa) with a = a1. By the minimality of ϕ(a1) we then
have ϕ(a1) ≤ ϕ(a2). 
7. Multiplicity of solutions of (EL)
Let (M, g) be a closed n-dimensional Riemannian manifold, 3 ≤ n ≤ 5, and h, f, a be smooth
functions inM with a nonzero and nonnegative,△g+h coercive andmaxM f > 0. Using Theorem
5.1 and Proposition 6.1 we conclude in this section the proof of Theorem 1.1. Remember that
we are investigating the number of solutions of the following equation:
(ELθ) △gu+ hu = fu
2∗−1 +
θa
u2∗+1
,
according to the value of the positive parameter θ.
7.1. Two solutions when a is small. We now prove the existence of θ1 as in the statement
of Theorem 1.1. Following Hebey-Pacard-Pollack [12] we prove that if there exists a positive
function ϕ in M satisfying ‖ϕ‖H1
h
= 1 and
(7.1)
∫
M
a
ϕ2∗
dvg 6
C(n)
(ShmaxM |f |)n−1
,
where
(7.2) C(n) =
1
n− 2
1
(2(n− 1))
2∗
2
,
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then (EL) has at least two smooth positive solutions. Note that for the sake of simplicity in
(7.1) we have let Sh = Sh,2∗ , where Sh,2∗ is as in (5.2). To do this, we prove that if (7.1) is
satisfied so are the assumptions of Theorem 5.1. We introduce for any 2 ≤ q ≤ 2∗ the function
Φq(t) =
1
2
t2 −
maxM |f |
q
Sh,qt
q
defined on R+ which attains its maximum at
(7.3) t0,q =
(
1
Sh,qmaxM |f |
) 1
q−2
,
where Sh,q is as in (5.2). The value of Φq at its maximum is, for 2 ≤ q ≤ 2
∗, given by
(7.4) Φq(t0,q) =
(
1
2
−
1
q
)
1
(Sh,qmaxM |f |)
2
q−2
.
In particular, since Sh,q → Sh,2∗ as q → 2
∗:
(7.5) Φq(t0,q)→ Φ2∗(t0,2∗) > 0
as q → 2∗. We shall write for the sake of simplicity Φ(t0) = Φ2∗(t0,2∗) in the following, where
we have thanks to (7.4):
(7.6) Φ(t0) =
1
n
(
Shmax
M
|f |
)−n−22
.
By their definition in (5.3), the perturbed functionals Iqε satisfy for any u ∈ H
1(M):
(7.7) I
q
ε (u) ≥ Φq(||u||Hh1 ).
In particular, from (7.7) there holds for any 2 ≤ q ≤ 2∗, any ε and any ‖u‖H1
h
= t0,q:
(7.8) Iqε (u) ≥ Φq(t0,q).
We now let
(7.9) t1 = (2(n− 1))
− 12 t0.
As one can easily check thanks to (7.3), (7.6) and (7.9) there holds:
(7.10)
1
2
t21 +
maxM |f |
2∗
Sht
2∗
1 <
1
2
Φ(t0).
Let ϕ be as in (7.1) with ‖ϕ‖H1
h
= 1. By (7.9) there holds ‖t1ϕ‖H1
h
< t0. From the definition of
I2
∗
as in (5.1) and by (7.1) there holds:
(7.11) I2
∗
(t1ϕ) ≤
1
2
t21 +
maxM |f |
2∗
Sht
2∗
1 +
1
2∗
t−2
∗
1
C(n)
(ShmaxM |f |)n−1
which becomes, with (7.2), (7.9) and (7.10):
(7.12) I2
∗
(t1ϕ) <
1
2
Φ(t0) +
1
2n
(
Shmax
M
|f |
)−n−22
< Φ0(t0).
By (7.5) and with (7.8) and (7.12) we can apply Theorem 5.1 and obtain two solutions of (EL)
for 3 ≤ n ≤ 5. As one can check, condition (7.1) is satisfied when ϕ is a positive constant equal
to
∫
M
hdvg whenever a satisfies
‖a‖∞ < C(n)
(
Shmax
M
|f |
)1−n
Vg
−1
(∫
M
hdvg
)− 2∗2
,
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where Vg is the volume of (M, g). We have thus just proved that for θ small enough, equation
(ELθ) has two smooth positive solutions. Thus, the parameter θ1 appearing in the statement of
Theorem 1.1 can be defined as
(7.13) θ1 = sup { ξ such that for any θ ∈ [0, ξ] there exist at least two solutions of (ELθ)}
and (7.1) provides us with a lower bound on θ1:
θ1 ≥ inf
C(n)
(maxM |f |Sh)
n−1
(∫
M
a
ϕ2∗
dv(g)
)−1
,
where the infimum is taken over all the smooth positive function ϕ on M with ‖ϕ‖H1
h
= 1 and
C(n) is as in (7.2).
7.2. The Intermediate case. Just as we defined θ1 in (7.13), we let:
(7.14) θ2 = sup { θ > 0 such that equation (ELθ) admits a smooth positive solution }.
There holds θ1 ≤ θ2 and for any θ < θ2 there exists at least one solution of (ELθ). Indeed, by
definition of θ2 in (7.14), for any θ < θ2 there exists θ < θ0 ≤ θ2 such that a solution uθ0 of
(ELθ) for θ = θ0 exists. For any ξ < θ0, uθ0 is then a super solution of
(ELξ) △gu+ hu = fu
2∗−1 +
ξa
u2∗+1
.
Since there exist sub solutions of (ELξ) as small as we want by (6.2), (ELξ) has at least one
smooth positive solution.
7.3. The Positive case. It is known that θ2 is finite when f > 0, see Theorem 2.1 in Hebey-
Pacard-Pollack [12]. To conclude the proof of Theorem 1.1 we now show, when f > 0, that for
every θ < θ2 equation (ELθ) has at least two distinct solutions and that for θ = θ2 there is
exactly one solution. We define for positive u ∈ H1(M) the energy functional of (ELθ):
(7.15) Iθ(u) =
1
2
∫
M
(
|∇u|2g + hu
2
)
dvg −
1
2∗
∫
M
fu2
∗
dvg +
θ
2∗
∫
M
a
u2∗
dvg .
For any θ < θ2, Proposition 6.1 provides us with a canonical minimal solution which we shall call
ϕθ. It is stable, that is to say that D
2Iθ(ϕθ) is a nonnegative bilinear form. Now we investigate
the path θ 7→ ϕθ and show that D
2Iθ(ϕθ) is actually a definite positive bilinear form if θ < θ2.
This will give us a suitable mountain-pass structure to apply Theorem 5.1. Proposition 6.1 shows
that the path θ 7→ ϕθ is increasing: ϕθ(x) < ϕη(x) for all x ∈M and θ < η. We first prove that
θ 7→ ϕθ is continuous:
Lemma 7.1. The path θ 7→ ϕθ is continuous for the L
∞(M)-norm, that is to say:
(7.16) ‖ϕθ0 − ϕθ‖∞ → 0
as θ → θ0, for any 0 < θ0 < θ2, where θ2 is as in (7.14).
Proof. Let (θk)k be a sequence of positive numbers converging to some 0 < θ0 < θ2; up to
assuming k large enough, we can assume that 0 < θ0 − ε ≤ θk ≤ θ0 + ε < θ2 for all k, for some
positive ε < (θ2 − θ0)/2 . By Proposition 6.1 we have
(7.17) ϕθ0−ε ≤ ϕθk ≤ ϕθ0+ε ,
where ϕθk denotes the minimal solution of (ELθ) for θ = θk. By standard elliptic theory and
(7.17) there exists ϕ0 in C
2(M) solution of
△gϕ0 + hϕ0 = fϕ
2∗−1
0 + θ0aϕ
−2∗−1
0
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such that ϕθk → ϕ0 in C
2(M) as k → ∞. By definition of the minimal solution as given by
Proposition 6.1, there holds ϕ0 ≥ ϕθ0 . We proceed by contradiction and assume that ϕθ0 < ϕ0.
We then define for any t ∈ [0; 1]
m(t) = Iθ0
(
tϕθ0 + (1− t)ϕ0
)
,
where Iθ0 is as in (7.15). By proposition 6.1, for any k, ϕθk is stable, that is D
2Iθk(ϕθk) ≥ 0,
and thus ϕ0 is stable. Hence m
′′(0) ≥ 0. Using (7.15) we can compute m(3)(t) for any t ∈ [0, 1],
where m(3) is the third derivative of m. There holds
m(3)(t) = −(2∗ − 1)(2∗ − 2)
∫
M
f
(
tϕθ0 + (1− t)ϕ0
)2∗−3
(ϕθ0 − ϕ0)
3dvg
−(2∗ + 1)(2∗ + 2)
∫
M
θ0a
(
tϕθ0 + (1− t)ϕ0
)−2∗−3
(ϕθ0 − ϕ0)
3dvg.
Since ϕ0 > ϕθ0 and f > 0, m
(3)(t) is positive for all t ∈ (0, 1). Hence m′′ is a positive function
of t for 0 < t ≤ 1 and m′ is increasing in (0, 1). But this is impossible since both ϕ0 and ϕθ0
are solutions of (7.16) and there thus holds m′(0) = m′(1) = 0. Hence ϕ0 = ϕθ0 and θ 7→ ϕθ is
continuous. 
For any θ, η < θ2 we have:
(7.18)
△g(ϕθ − ϕη) + h(ϕθ − ϕη) = f
(
ϕ2
∗−1
θ − ϕ
2∗−1
η
)
+ aθ
(
1
ϕ2
∗+1
θ
−
1
ϕ2
∗+1
η
)
+(θ − η)
a
ϕ2
∗+1
η
.
After multiplication of (7.18) by ϕθ − ϕη and integration, using Lemma 7.1 and since △g + h is
coercive we get that θ 7→ ϕθ is continuous for the H
1 norm. We let λ(θ) be the first eigenvalue
of the linearized operator at ϕθ and uθ be the positive associated eigenvector with ‖uθ‖∞ = 1,
thus satisfying:
(7.19) △guθ + huθ − (2
∗ − 1)fϕ2
∗−2
θ uθ + (2
∗ + 1)
θa
ϕ2
∗+2
θ
uθ = λ(θ)uθ.
To prove that D2Iθ(ϕθ) is positive-definite for any θ we proceed by contradiction and assume
that for some 0 < θ0 < θ2 there holds λ(θ0) = 0. We let ϕ0 = ϕθ0 and u0 = uθ0 . Our goal is to
obtain an asymptotic expansion of ϕθ in H
1(M). First, we claim that there holds:
(7.20)
‖ϕθ − ϕ0‖H1
h
θ − θ0
→ +∞
as θ → θ0. Indeed, we define for all θ 6= θ0:
(7.21) ψθ =
ϕθ − ϕ0
θ − θ0
.
First, since λ(θ0) = 0, θ 7→ ϕθ ∈ H
1(M) is not differentiable at θ0, otherwise differentiating
(ELθ) with respect to θ at θ0 would yield a contradiction with (7.19). Hence ψθ has no limit
in H1(M) for θ going to θ0. Moreover, (ψθ)θ is not even bounded for the H
1 norm up to a
subsequence. If we assume the contrary, there exists ψ0 ∈ H
1(M) such that ψθ converges weakly
in H1(M), up to a subsequence, to ψ0. Then (7.18) gives
(7.22) △gψθ + hψθ = f
ϕ2
∗−1
θ − ϕ
2∗−1
0
ϕθ − ϕ0
ψθ + aθ
(
1
ϕ2
∗+1
θ
−
1
ϕ2
∗+1
0
)
(ϕθ − ϕ0)
−1ψθ +
a
ϕ2
∗+1
0
.
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Now we integrate (7.22) against the eigenvector u0 and let θ go to θ0: since ψθ converges weakly
to ψ0 we can use Lebesgue’s dominated convergence theorem to get∫
M
〈∇ψ0,∇u0〉dvg +
∫
M
[
h− (2∗ − 1)fϕ2
∗−2
0 + (2
∗ + 1)
aθ0
ϕ2
∗+2
0
]
ψ0u0 =
∫
M
a
ϕ2
∗+1
0
u0dvg > 0 ,
and this yields a contradiction with (7.19). Hence ‖ψθ‖H1 → +∞ as θ → θ0 and this proves
(7.20). We now come back to (7.18), pick η = θ0, integrate it against ϕθ−ϕ0 and use once again
Lebesgue’s dominated convergence theorem. We obtain for any θ < θ2:
(7.23)
‖ϕθ − ϕ0‖
2
H1
h
≤ (θ − θ0)
∫
M
a
ϕ2
∗+1
0
(ϕθ − ϕ0)dvg
+
(
(2∗ − 1)
∫
M
fϕ2
∗−2
0 dvg + θ0
∫
M
(2∗ + 1)
a
ϕ2
∗+2
0
dvg + oθ→θ0(1)
)
‖ϕθ − ϕ0‖
2
∞.
With (7.20) and since f > 0 we thus get:
(7.24) ‖ψθ‖∞ → +∞ ,
where ψθ is as in (7.21). Define for θ 6= θ0
(7.25) Φθ =
ϕθ − ϕ0
‖ϕθ − ϕ0‖∞
.
Using (7.24) in (7.23) we see that Φθ is H
1-bounded and then converges weakly, up to a sub-
sequence, to some function Φ0 in H
1(M). Since ‖Φθ‖∞ = 1, using (7.18) and (7.24) we obtain
that
(7.26) Φθ ⇀ Φ0 =
{
u0 if θ > θ0
−u0 if θ < θ0
in H1(M) as θ goes to θ0, where u0 is as in (7.19). By (7.18) and (7.19) we can write:
(7.27)
(△g + h) (Φθ − Φ0) = f
(
ϕ2
∗−1
θ − ϕ
2∗−1
θ0
ϕθ − ϕ0
)
Φθ − (2
∗ − 1)fϕ2
∗−2
0 Φ0
+ a(ϕθ − ϕ0)
−1
(
1
ϕ2
∗+1
θ
−
1
ϕ2
∗+1
θ0
)
Φθ + (2
∗ + 1)
θ0a
ϕ2
∗+2
0
Φ0 +
θ − θ0
‖ϕθ − ϕ0‖∞
a
ϕ2
∗+1
θ
.
Integrating (7.27) against Φθ − Φ0, using (7.24) and using Lebesgue’s dominated convergence
theorem shows that Φθ converges strongly to Φ0 in H
1(M). This gives the following expansion
in H1(M) for ϕθ as θ → θ0:
(7.28) ϕθ = ϕ0 + εθu0 + o(εθ) ,
where we have set εθ = sgn(θ−θ0)‖ϕθ−ϕ0‖∞. To conclude it remains to integrate (7.19) against
u0 and use (7.28) and (7.24) to obtain, at the first order in εθ:
(7.29)
−
(∫
M
[
(2∗ − 1)(2∗ − 2)fϕ2
∗−3
0 u
3
0 + (2
∗ + 1)(2∗ + 2)
θ0a
ϕ2
∗+3
0
u30
]
dvg
)
εθ + o(εθ)
= (1 + o(1))λ(θ)
∫
M
u20dvg.
As one can check, to obtain (7.29) we used that uθ → u0 in L
2(M) as θ → θ0. To prove this,
first recall the variational characterization of λ(θ) for all θ as:
λ(θ) = inf
ψ∈H1(M),‖ψ‖2=1
∫
M
(
|∇ψ|2 +
[
h− (2∗ − 1)fϕ2
∗−2
θ + (2
∗ + 1)
θa
ϕ2
∗+2
θ
]
ψ2
)
dvg.
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In particular, this shows that λ : θ 7→ λ(θ) is upper semi-continuous. Since by its very definition
ϕθ is stable, λ(θ) is always non negative and there thus holds λ(θ) → 0 as θ → θ0. Then the
convergence of uθ towards u0 in L
2(M) holds by standard elliptic theory since uθ satisfies in
addition (7.19) and ‖uθ‖∞ = 1 for all 0 < θ < θ2. Since we assumed f > 0 we see with (7.29)
that λ changes sign at θ0. By assumption λ(θ) is always non negative: we have a contradiction
and D2Iθ(ϕθ) is definite positive for all 0 < θ < θ2. Application of Theorem 5.1 is then straight-
forward and gives a second solution of (ELθ) when 0 < θ < θ2. Letting θ⋆ = θ2 , we have thus
shown that, if f > 0, (EL) has at least two solutions for θ < θ⋆ and none for θ > θ⋆. Now
we show that in the limit case θ = θ⋆ there is a unique solution. Its existence is obtained with
a stability argument and its uniqueness is a consequence of the non coercivity of D2Iθ⋆(ϕθ⋆),
where Iθ⋆ is as in (7.15). First, a solution exists for θ = θ⋆. Indeed, let (θk)k, 0 < θk < θ⋆ be
a sequence converging to θ⋆ (which is finite since f > 0). Then by Theorem 2.1 applied with
qk = 2
∗ and ak = θka in the case f > 0, the sequence ϕθk converges in C
1,α(M) to some smooth
positive function ϕθ⋆ that solves (ELθ) with θ = θ⋆. To prove uniqueness, we first show that
the minimal solution ϕθ⋆ is not strictly stable. For the sake of simplicity, we let ϕ⋆ = ϕθ⋆ . We
proceed by contradiction and assume that ϕ⋆ is strictly stable: that is, we assume that
(7.30) λ(θ⋆) > 0 ,
where λ(θ⋆) is the first eigenvalue of the linearization of (ELθ) for θ = θ⋆ at ϕ⋆. Let 0 < α < 1:
since we assumed that △g + h is coercive it is, by standard elliptic theory, an isomorphism
between Ck+2,α(M) and Ck,α(M) for any integer k ≥ 0. Let δ = 12 infM ϕ⋆ > 0, B(ϕ⋆, δ) =
{v ∈ C2,α(M) s.t. ‖v − ϕ⋆‖C2,α ≤ δ} and Ω = B(ϕ⋆, δ) × R. The following mapping is thus
well-defined:
(7.31) F :


Ω −→ C2,α(M)
(u, θ) 7−→ u− (△g + h)
−1
(
fu2
∗−1 +
θa
u2∗+1
)
.
It is easily seen that F is C1 in Ω and that there holds, for all (u, θ) ∈ Ω and for all v ∈ C2,α(M):
∂F
∂u
(u, θ)(v) = v − (△g + h)
−1
(
(2∗ − 1)fu2
∗−2v − (2∗ + 1)
θa
u2∗+2
v
)
.
We claim that ∂F∂u (ϕ⋆, θ⋆) is an isomorphism. Indeed, let w ∈ C
2,α(M). Finding v ∈ C2,α(M)
such that
(7.32)
∂F
∂u
(ϕ⋆, θ⋆)(v) = w
is equivalent to solve
(7.33) △gv +
[
h− (2∗ − 1)fϕ2
∗−2
⋆ + (2
∗ + 1)
θ⋆a
ϕ2
∗+2
⋆
]
v = (△g + h)w.
By (7.30) the left-hand side is a coercive linear operator. Since △gw + hw ∈ C
0,α(M) there
exists, by standard elliptic theory, a unique v ∈ C2,α(M) satisfying (7.33), and hence (7.32). As
one can check, F (ϕ⋆, θ⋆) = 0 and more generally, for any (u, θ) ∈ Ω, u solves (ELθ) if and only if
F (u, θ) = 0. With (7.32) the implicit function theorem applies to F at (ϕ⋆, θ⋆) and shows that
the set of solutions of the equation F (u, θ) = 0 is locally a path in B(ϕ⋆, δ) parameterized by
θ ∈ (θ⋆ − ε, θ⋆ + ε) for some positive ε. But this is impossible since no solutions of (ELθ) exist
if θ > θ⋆.
Hence λ(θ⋆) = 0 and there exists a positive η ∈ C
∞(M) such that
(7.34) △gη +
[
h− (2∗ − 1)fϕ2
∗−2
⋆ + (2
∗ + 1)
θ⋆a
ϕ2
∗+2
⋆
]
η = 0.
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The uniqueness of solutions for θ = θ⋆ then follows as in Ma-Wei [18]. If there exists a solution
v different from ϕ⋆, by minimality of ϕ⋆ there would hold v > ϕ⋆. Since f > 0 in M and a ≥ 0
in M , for any x ∈ M the functions u ∈ R 7→ f(x)u2
∗−1 and u ∈ R 7→ θ⋆a(x)
u2∗+1
are respectively
strictly convex and convex. We therefore obtain:
(7.35) △g(v − ϕ⋆) +
[
h− (2∗ − 1)fϕ2
∗−2
⋆ + (2
∗ + 1)
θ⋆a
ϕ2
∗+2
⋆
]
(v − ϕ⋆) > 0
and integrating (7.35) against η and using (7.34) gives a contradiction. This concludes the proof
of Theorem 1.1 .
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