Abstract. Real-time monitoring of vital physiological signals is of significant clinical relevance. Disruptions in the signals are frequently encountered and make it difficult for precise diagnosis. Thus, the ability to accurately predict/recover the lost signals could greatly impact medical research and application. We have developed new techniques of signal reconstructions based on iterative retraining and accumulated averaging of neural networks. The effectiveness and robustness of these techniques are demonstrated using data records from the Computing in Cardiology/PhysioNet Challenge 2010. The average correlation coefficient between prediction and target for 100 records of various target signals is about 0.9. We have also explored influences of a few important parameters on the accuracy of reconstructions. The developed techniques may be used to detect changes in patient state and to recognize intervals of signal corruption.
Introduction
Real time monitoring of multiple physiological signals is an essential tool for clinical diagnosis, treatment, and research. Disruption or loss of signals may frequently happen either due to errors in sensors or due to external disturbances. Therefore, an algorithm that can accurately reconstruct missing physiological signals is of great medical and clinical significance. In the Computing in Cardiology/Physionet 2010 Challenge: Mind the Gap (http://physionet.org/challenge/2010), participants were asked to reconstruct segments of signals that had been removed from multiparameter recordings of patients in intensive care units, using any combination of available prior and concurrent information. The authors participated in this challenge (Sullivan 2010 ) and our effort led to award-winning results (Moody 2010) . Here, we describe details of the techniques we developed for the challenge problem and report important results generated using these techniques.
We start by introducing the background of the Challenge. Data for the Challenge were selected from ICU patient monitor recordings collected by the MIMIC II project (Goldberger et al. 2000 , Saeed et al. 2002 . Each record is 10 minutes long and contains 6-8 simultaneous and continuous signals, which are discretized at 125 Hz. Thus, a record contains 75000 observations for each signal. Different records may contain different signals. The possible signals include electrocardiogram (ECG), arterial blood pressure (ABP), central venous pressure (CVP), respiration (RESP), raw fingertip plethysmogram outputs (PLETH), and occasionally other signals. In each 10-minute record, the final 30 seconds (3750 observations) of a randomly chosen signal were replaced by a flat line signal. Figure 1 shows an example of the last minute of a record. The goal of the Challenge is to reconstruct this missing 30-second target signal in each record.
The Challenge provided 300 records, which were randomly assigned to one of three data sets such that each data set contains 100 records. Set A is used for training. The target signals were provided for the records in this set. Participants were able to obtain scores for reconstructions of records in this set at any time, which allows participants to tune their algorithms. The scores of set A were not included in the final rankings of Challenge entries. Target signals for set B were withheld from the participants. However, participants were able to obtain scores for set B reconstructions at any time using the Physionet website. Like set A, set B scores were not included in the final rankings of challenge entries. Target signals in set C were withheld from the participants. Set C scores were used to determine the final rankings and the winners of the challenge (Moody 2010) . Two scores are used in the challenge to evaluate the accuracy of reconstructions (Physionet 2010) . To illustrate the definitions of the scores, we denote the target signals by time series ሼ‫ݕ‬ ሽ and the reconstructed signals by time series ሼ‫ݕ‬ ො ሽ. Then, score 1 is defined as follows:
(1) where ߪሺ‫ݕ‬ሻ represents the standard deviation of ‫ݕ‬ and MSEሺ‫ݕ‬ ොሻ represents the mean squared error, i.e., the average of the squared differences between the reconstructed and target signals (Steel 1960) . In other words, Q1 is the larger value between the R-squared value and 0. Score 2 is defined as:
where Covሺ‫,ݕ‬ ‫ݕ‬ ොሻ represents the covariance between the actual target and the predicted target (Edwards 1976) . In other words, Q2 is the larger value between the correlation coefficient and 0.
We have obtained consistently outstanding scores for all three data sets (Moody 2010 , Sullivan et al. 2010 . Since target signals are available only for set A, we use data in set A to illustrate the results of our work in this article.
Methodology
Many techniques have been developed for prediction of time series, including autoregressive moving average (Box et al. 1994) , nearest neighborhood prediction (Garcia 2005) , adaptive filters (Hartmann 2010) , Kalman filters (Silva 2010), radial basis function (Leung et al. 2001 , Zou et al. 2003 , Song et al. 2005 , wavelet decomposition (Wu 2010) , artificial neural networks (Bertels et al. 2001 , Han 2004 , Hastie et al. 2001 , Haykin 1999 , Rodrigues 2010 , principal component analysis (Petrolis et al. 2010 ) and many others (Kantz and Schreiber 2004 , Li et al. 2010 , Langley et al. 2010 . Our preliminary studies using a few different techniques indicate that neural networks are more robust compared to others. Moreover, neural network models are easy to implement using the toolbox in Matlab ® (Mathworks).
Artificial neural networks are mathematical models that are designed to "think" like the human brain. A network model consists of interconnected groups of artificial neurons that emulate the function of neuron cells. Neural network models can learn from data by certain training rules. Neural networks have now been widely used for modeling, prediction, classification, and control (Haykin 1999 , Hastie et al. 2001 .
A neural network is a group of interconnected nodes, known as neurons. Figure 2 shows the schematic of a network model that consists of an input layer, a hidden layer, and an output layer. Neurons are the basic processing units of a network. A neuron takes weighted summation of multiple inputs to produce an output according to a user specified transfer function. The weights for the inputs are known as synaptic weights. A network can be regarded as a function that maps inputs to outputs. Neural networks can be trained to perform a desired mapping (supervised learning). They can also create their own mapping (unsupervised learning). During the training process, a network adapts the synaptic weights for a desired purpose. We demonstrate how the data reconstruction problem can be modeled using a feedforward neural network. We denote the channel containing the target signals as the output channel and the remaining channels of the record as the input channels. We represent the output channel by a scalar time series ሼ‫ݕ‬ ሽ. Similarly, we represent the input channels by a vector time series ሼ‫ݔ‬ ሽ, where vector ‫ݔ‬ contains signals from all input channels at time n. The goal is to find a function that relates a target signal to input signals as follows:
where ݀ 0 represents delays in the input channels. Using the augmented vector, it follows that Equation (3) can be rewritten as a function between ‫ݕ‬ and ‫ݖ‬ :
This is then in the framework of a feedforward network.
Simulations in this work are carried out using the neural network tool box in Matlab® (Mathworks). The computer programs are executed on a high performance computing cluster located the University of Tennessee (Newton). We use default parameters shown in Table 1 for all simulations unless otherwise stated. We use a network with 2 hidden layers. We use a hyperbolic tangent sigmoid transfer function (tansig) for the first hidden layer and a linear transfer function (purelin) for the second hidden layer. The first hidden layer has 10 neurons and the second hidden layer has 1 neuron. The 5 minutes of data immediately prior to the missing signal are used to train the network for 40 epochs. We adopt the mean squared normalized error (msne) as the performance function of the network model. We choose the default delay vector to be d=0:10:100. All other parameters adopt their default values in Matlab. Based on feedforward neural networks, we develop an iterative retraining technique and an accumulated averaging technique to improve the accuracy of reconstructions. Recall that a record is 10 minutes long and discretized at 125 Hz. Thus, a record consists of 75000 observations for every signal. First, we divide a 10 minute record into 20 segments, each of which is 30 seconds long (3750 observations). We denote input data in each segment by X1, X2, …, X19, X20. Note that the notation Xn represents a vector time series. Likewise, we denote data in the output channels corresponding to each segment by Y1, Y2, …, Y19, Y20. Note that the notation Yn represents a scalar time series. The time series Y20 is the target signal to be predicted. Then, one can carry out the iterative retraining process as follows:
1. Train a feedforward network using a training set, where the input data consist of X10, X11, …,X18, X19 and the corresponding output data consist of Y10, Y11, …, Y18, Y19. 2. Apply the network trained in step 1 to the input data X20 to predict target signals. For later convenience, let us denote the predicted signals by Z. 3. Train a new feedforward network using a training set, where the input data consist of X11, X12, …,X19, X20 and the corresponding output data consist of Y11, Y12, …, Y19, Z. 4. Apply the network trained in step 3 to the input data X20 to generate new predictions. Update Z using predict target signals in this step. 5. Repeat step 3 and step 4 until the desired number of iterations is reached.
To illustrate the method of accumulated averaging, suppose we have conducted N iterations of retraining and denote the predictions from each iteration by Z (1) , Z (2) , Z (3) , …, Z (N-1) , Z (N) . We then average this sequence of predictions accumulatively to generate a new sequence: A (1) , A (2) , A (3) , …, A (N-1) , A (N) . Here, A (n) is the average of the first n iterations: Z
, Z
, …, Z (n) .
Results
To demonstrate the techniques described in the previous section, we compute the aggregate scores for the 100 records in set A using the default parameters; see Figure 3 . Here, results marked with triangles (blue) are obtained using straightforward simulations of neural networks. Note that we repeat the computation for 25 trials. In most trials, the aggregate Q1 scores are within the range of 73 to 75 whereas the aggregate Q2 scores are in the range of 85.5 to 86.5. Results marked with stars (black) are obtained using the iterative retraining mechanism. We apply the retraining algorithm for 25 iterations. Note that the retraining algorithm starts from a first iteration that is obtained from a straightforward prediction using the network. In subsequent iterations, predictions from the previous iteration are used to retrain a new network, which is then used to produce prediction for the current iteration. As seen in Figure 3 , the results from retraining are consistently more accurate than those from straightforward simulations. Nevertheless, both Q1 and Q2 scores of the retraining results show fluctuations from iteration to iteration. On average, the retraining mechanism improves the aggregate Q1 score by about 3 points and the aggregate Q2 score by about 1.5 points. It is interesting to note that the retraining results can be further improved using accumulated averaging; see circles in Figure 3 . Here, we calculate the average of predictions of the first n iterations. Thus, the average accumulates when n increases. Moreover, aggregate Q1 and Q2 scores of the accumulated averaging mechanism smoothly converge as the number of iterations increases. The converged Q1 score is improved by about 2.5 points and that of Q2 is improved by about 1.5 points, compared to results of iterative retraining. We carry out extensive simulations using various parameters and consistently observe that iterative retraining and accumulated averaging significantly improve the accuracy of the prediction. The trends are similar to those shown in Figure 3 . We further compare the results from straightforward simulation, iterative retraining, and accumulated averaging by examining their scores for different types of targets; see Table 2 . The 100 records in set A have 5 different types of targets: blood pressure (BP), central venous pressure (CVP), electrocardiogram (ECG), raw fingertip plethysmogram outputs (PLETH), and respiration (RESP). Note that the BP targets include 9 arterial blood pressure targets and 1 pulmonary arterial pressure target. First, we average the scores for each record using 25 trials (for straightforward simulation) or 25 iterations (for iterative retraining). The scores for accumulated averaging are computed using the reconstructions from the accumulated averaging of the first 25 iterative retrainings as described in Section 2. Then, we calculate mean and standard deviations for scores of different records of the same type.
For all types of targets, accumulated averaging produces the best scores and straightforward simulation produces the worst scores. In the respiration signals included in these records, the dominant frequency (reflecting the breathing rate) is lower than in the other signals (in which it is determined by the heart rate). Therefore, while the true RESP signal is a smooth curve, the predicted RESP signal exhibits artificial fluctuations induced by fast rhythms in other signals. However, we notice that increase the length of the delay vector to cover a cycle of the RESP signal can improve the accuracy of prediction (see Figure 6 ). Although the target shows very irregular patterns, the reconstruction achieves good accuracy with Q1=0.7085 and Q2=0.8444. It is interesting to note that the neural network models can accurately reconstruct physiological records even when the signals are highly random and irregular. 
Influence of Delay Vector
The delay vector is an important parameter. A good choice of delay vector can significantly improve the accuarcy of prediction. The default delay vector has been selected because it is a mix of "short-term memory"-data points that are immediately prior to the target as well as "long-term memory"-data points that are relatively far from the target. To illustrate the influence of delay vector, we carry out simulations using a different delay vector, d=0:1:10. We call this delay vector short term memory since all delays are close to the target and they only represent what has happened in the near past. Aggregate scores using the short-term memory are shown in Table 3 , where statistical analyses for different target types are presented. Here, scores for straightforward simulation are the average of the scores for 25 trials. The scores for iterative retraining are the average of the scores from the first 25 iterations. The scores for accumulated averaging are computed using the reconstructions from the accumulated averaing of the first 25 retraining iterations; see detailed description in Section 2. Comparing Table 2 and Table 3 shows that the mixed memory performs better than the short term memory in almost all classes except ECG. Especially, reconstructions of PLETH and RESP targets are significantly improved by mixed memory. Moreover, the improvement of scores is consistent for all three different techniques. We then compare the results obtained using 6 different delay vectors: 0:10:100, 0:10:200, 0:10:300, 0:10:400, 0:10:500, and 0:10:600. Here, the notation 0:10:100 represents a vector that starts from 0, ends at 100, and is sampled by steps of 10. Figure 5 shows the average scores of various targets under the variation of delay vector. It can be seen that the best scores are obtained at different delays for different targets. Overall, a short delay vector is preferred for BP, CVP, and ECG targets whereas long delay vectors may improve predition accuracy for PLETH and RESP targets. Thus a delay vector chosen according to the type of the target signal can lead to better results. 
Influence of the Number of Neurons
We study how the number of neurons affect the results of prediction. In order to reduce computational time, we reduce the length of training data to 2 minutes, reduce the number of epochs to 20, and calculate the accumulated average of results from 10 iterative retrainings. We keep the number of neurons of the 2 nd hidden layer fixed and vary the number of neurons in the 1 st hidden layer. All the other parameters are the same as the default parameters. Figure 6 shows the influence of the number of neurons. When the number of neurons is decreased, the aggregate scores do not change significantly until the number of neurons is less than 5. It is interesting to note that, with just one neuron in the first hidden layer, our algorithm is still able to produce resonably good results with aggregate Q1>70 and aggregate Q2>82. Indeed, these scores are comparable to those obtained using Kalman filters and adaptive filters (Moody 2010) . The advantage of using fewer neurons is increased computational efficiency. The right panel in Figure 6 shows the average computational time (10 iterations) for a record increases almost linear as the number of neurons increases. When the number of neurons is decreased from 10 to 1, the computational time is decreased by several folds. Specifically, it takes less than 40 seconds to finish 10 iterations when one neuron is used. This observation is of great significance for real-time application of data reconstruction. shows comparison between results using 1 neuron and 10 neurons in the first hidden layer, respectively. It is interesting to note that, even with just one neuron in the first hidden layer, the iterative retraining and the accumulated averaging techniques can still improve the accuracy of reconstructions but to a minor degree. As seen in Figure 7 , the effect of iterative retraining and accumulated averaging depends on the underlying model. Nevertheless, the accumulated averaging of retraining shows consistent convergence, indicating the technique is robust against different models and parameters. 
Network Performance
As shown in Table 1 , we adopt mean squared normalized error (msne) as the performance function of the network models. Normalized errors are referred to as the difference between the target and the prediction after they are each normalized to [-1,1] . We investigate whether network performance can be indicative of the accuracy of prediction. We plot network performance versus Q1 and Q2 scores of the prediction obtained using the network; see Figure 8 . Data from 50 trials of each record are shown. When msne is less than 10 -3 , the prediction has very good Q1 and Q2 scores. On the other hand, when msne is large, the network performance has little correlation to prediction accuracy. Therefore, network performance cannot be used as a criterion to rule out a network. Nevertheless, good network performance tends to lead to accurate prediction. 
Virtual Scores between Iterations
As shown in Figure 3 , although the iterative retraining mechanism significantly increases the accuracy of reconstruction, the iteration process does not show good convergence. This is probability due to noise in the physiological data and the highly nonlinear nature of the neural network. It is interesting to explore correlation between the iteration process and the accuracy of reconstruction. For this purpose, we define virtual scores as the Q1 and Q2 scores between two consecutive iterations. Figure 9 shows the correlation between virtual scores and actual scores. The actual scores are referred to as the scores between the actual target and the leading prediction from the two consecutive iterations. Data in Figure 9 include results from 50 iterations of each record. While virtual Q1 scores distribute between 0 and 1, virtual scores of Q2 distribute between 0.5 and 1. On the other hand, real Q1 and Q2 scores both distribute between 0 and 1. We note that, when virtual Q1 and Q2 are above 0.95, the corresponding actual Q1 and Q2 scores also perform well. However, for worse virtual scores, there is little correlation between the virtual scores and the actual scores. Similar to network performance, virtual scores cannot be used as a criterion to rule out a network but good virtual scores may indicate accurate prediction. Figure 9 . Correlation between virtual scores and real scores. Here, virtual scores are defined as the scores between two consecutive iterations, and true scores are computed using the leading prediction of the two consecutive iterations and the actual target.
Nonstationary Properties of Physiological Data
Physiological data are often nonstationary signals with time varying characteristics (Dong 2010, Pincus and Goldberger 1994) . We examine nonstationary properties of the data used in the Challenge. To this end, we divide a 10-minute record into 20 segments of 30 seconds; see top panel in Figure 10 . We train a network model using data of the first 5 minutes and then apply the model to predict 30 seconds of targets in the next 10 segments. We choose as target the channel used by the Physionet Challenge. The Q1 and Q2 scores are computed for each target segment. The process is repeated for 50 times. Box plots of aggregate scores are shown for each segment; see bottom panels in Figure 10 . It is clear that segments that immediately follow the training data are predicted with much higher accuracy than those are far away. Using our methods, data close to the target are better for training than more distant data. The implication in practice is that a new model would have to be constructed for each time period with missing signals since our experiments imply that the predictive model goes out of date after a while. 
Discussion and Conclusions
We have studied reconstruction of physiological signals using iterative retraining and accumulated averaging of artificial neural networks. Extensive numerical studies using physiological records from Physionet 2010 Challenge show that these techniques can significantly improve the accuracy of reconstructions over a standard neural network model. To the authors' best knowledge, these techniques have not been applied to neural networks before.
Our empirical studies have shown that the iterative retraining and the accumulated averaging techniques are effective for various target signals and are robust under variations of network parameters. Impressive reconstructions can be obtained even for signals with random fluctuations, chaotic features, and saturations. Further theoretical investigations of these algorithms will be useful in determining their full potential and limitations. Since our techniques can predict what the signals should be, they can be used to detect changes in patient state, recognize intervals of signal corruption, and derive critical physiological parameters when the primary signals become unavailable or unreliable (Moody 2010) . These methods have many applications in settings ranging from sleep studies to surgery to sports medicine to intensive care.
We have investigated influences of various parameters of a neural network on the accuracy of reconstructions. It is shown that short-term memory works the best for ECG targets while mixed memory can improve the accuracy for other signals. We have demonstrated that increasing the length of the delay vector may lead to better reconstructions for some targets. It is interesting to note that the reconstruction results depend on the number of neurons in the network. While more neurons may lead to more accurate reconstructions, the results using just a few neurons are still comparable with those obtained from many other techniques. Meanwhile, reducing the number of neurons can reduce computational time to a few seconds. This indicates the potential of the developed models for real-time reconstruction applications. Future work will include how to adaptively choose optimal parameters according to the properties of the input and output signals, to enable accurate, efficient reconstructions.
In addition to feedforward (ff) networks, we have also explored the signal reconstruction problem using several other types of neural networks, including focused time-delay (ftd) network, distributed time-delay (dtd) network, and nonlinear autoregressive network with exogenous inputs (NARX). Interestingly, our numerical simulations show that ftd and ff networks are in general more efficient and accurate than the other two networks. Mathematically, an ftd network and an ff network are equivalent. Indeed, Equation (3) is in the form of a ftd network whereas Equation (4) is in the form of an ff network. However, empirical studies using Matlab show that the latter network is more efficient and more flexible than the former one.
