Abstract Multimedia documents have to be played on multiple device types. Hence, usage and platform diversity requires document adaptation according to execution contexts, not generally predictable at design time. In an earlier work, a semantic framework for multimedia document adaptation was proposed. In this framework, a multimedia document is interpreted as a set of potential executions corresponding to the author specification. To each target device corresponds a set of possible executions complying with the device constraints. In this context, adapting requires to select an execution that satisfies the target device constraints and which is as close as possible from the initial composition. This theoretical adaptation framework does not specifically consider the main multimedia document dimensions, i.e., temporal, spatial and hypermedia. In this paper, we propose a concrete application of this framework on standard multimedia documents. For that purpose, we first define an abstract structure that captures the spatio-temporal and hypermedia dimensions of multimedia documents, and we develop an adaptation algorithm which transforms in a minimal way such a structure according to device constraints. Then, we show how this can be used for adapting concrete multimedia documents in SMIL through converting the documents in the abstract structure, using the adaptation algorithm, and converting it back in SMIL. This can be used for other document formats without
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Introduction
In the near future, mobile access to the Web will surpass personal computer access [40] . This includes access to multimedia content from mobile phones as well as other emerging environments, such as set-top boxes, PDAs, tablet PCs, interactive television, and even automobiles. However, mobile Web access today still lacks the necessary flexibility needed for the usability of multimedia content on such a variety of devices [39] .
To tackle this problem there are two possible approaches: either define a device independent multimedia document format, e.g., [19] , from which one can generate adapted content encoded in a specific format or define a language, e.g., [4] , in which variations of a document can be expressed. The former approach would encode content with this new format but ignore legacy content already found on the web today. The latter requires to anticipate all possible contexts in which a document will have to be played. First, it requires at multimedia content design time the knowledge of all the target devices characteristics on which the content would be rendered in the future. Second, it requires designers to specify a content which would gracefully and seamlessly render correctly on all existing and future devices. In practice, designers produce a very limited set of such adapted content [31] : usually, one for desktop PCs and a second one for mobile terminals. The reason behind this is that they are more comfortable with specific designs tied to particular screen sizes and terminal characteristics. When they create content, they do generally engage in a cyclic process where they specify and check the result directly on a specific terminal. With such a process, it becomes hard to address correctly a richer set of terminals. Furthermore, multimedia documents formats are now defined as a progressively richer sets of sub-languages with increasing features. For example, the SMIL language has several versions [4] : basic, tiny, mobile, advanced mobile and full together with a scalability framework. This will likely make any adaptive design more complex if not impossible without automatic processing.
In an earlier work, we proposed a semantic framework for multimedia document adaptation in which a multimedia document is interpreted as a set of potential executions [11] . This framework defines adaptations as the search for a document compliant with the device constraints which is as close as possible to the executions specified by the author. It does it in a very general way, independent from the concrete multimedia document languages and independent from the main multimedia document dimensions, i.e., temporal, spatial and hypermedia.
In this paper, we show how this approach can be used for adapting the structure of multimedia documents in concrete multimedia description languages without having anticipated the type of constraints imposed by the devices. For that purpose, we define a structure that captures the spatio-temporal and hypermedia dimensions of multimedia documents. We have developed an adaptation algorithm which transforms in a minimal way such a structure according to device constraints.
Finally, we consider adaptation as a three-step process: (1) abstracting the original content format, followed by (2) adapting that abstract representation to the device Fig. 1 Multimedia document adaptation strategy: a document in a concrete language is first (α) expressed as an abstract specification on which adaptation is performed; then, the result is transformed back in the initial format (α) profile, and (3) producing an adapted version in the same format as the input document (see Fig. 1 ). This approach has many advantages: It allows for defining a device independent format in the form of some abstract relations between multimedia document objects; as new format appears, it can be used by only defining rules for extracting the abstract format from the concrete one and vice-versa.
The remainder of the paper is structured as follows. Section 2 presents a multimedia document example. In Section 3, we review existing adaptation techniques and how they are used to adapt multimedia documents. In particular, we focus on a semantic adaptation framework proposed in [11] and how it compares to the other approaches. In Section 4, we extend this framework in order to capture the spatiotemporal and hypermedia dimensions of multimedia documents. In Section 5, we show how to adapt documents semantically in a minimal way according to device profiles. For that purpose, an adaptation algorithm is also described. Finally, in Section 6 we present a prototype for SMIL documents.
A multimedia document example
A multimedia document is an entity that combines pieces of information which come from various media types named multimedia objects (as known as media items) [2, 33] . Typical examples are web documents including synchronized video or audio. Figure 2 represents a multimedia document example played on a laptop. This multimedia document is composed of four images of Athens city, namely Acropolis, Agora, Temple and Museum. 1 Multimedia documents can be modeled through three main dimensions:
-Temporal: Multimedia objects are synchronized temporally, e.g., some objects are played sequentially while others are played simultaneously. -Spatial: Some multimedia objects are organized spatially and displayed in a graphic layout, e.g., two side by side images. -Hypermedia: Links allow for interacting with the presentation and for navigating through its different parts. In Fig. 2 , multimedia objects are synchronized temporally, along the presentation timeline, and organized spatially on the screen. They embed two hypermedia links, namely l 1 and l 2 (see the black thick solid lines in Fig. 2 ). For instance, the images named Acropolis and Agora are presented from t = 0s to t = 10s. These images have identical sizes, and are displayed side by side.
Moreover, both images embed one hypermedia link which points to the beginning of the presentation of the two other images, namely Temple and Museum. The hypermedia links may have specific durations corresponding to the period of time This sample multimedia document may be played on other devices, such as PDAs or mobile phones. Figure 3 shows how it is rendered on a PDA. Notice that images are not displayed correctly because the PDA has a smaller display compared to a laptop. This illustrates the need to perform adaptation in order to view this document correctly.
In the following section, we present an overview of current adaptation approaches and compare them with a semantic adaptation framework which was first proposed in [11] .
Related work
To play a multimedia document correctly on different devices, the document needs to be adapted, i.e., transformed in order to comply with target device constraints. In Section 3.1, we review existing adaptation techniques and highlight some of their limitations. We propose, in Section 3.2, a more general semantic framework for multimedia document adaptation.
Current multimedia document adaptation techniques
A profile is a description of all the capabilities and limitations of a given terminal [20] . Usually, profiles contain the description of both the software and hardware features of a terminal. Software capabilities list, for example, the supported codecs, whether or not the operating system is capable of handling parallel videos or audio streams, etc. The hardware capabilities are given in terms of the physical display size, the input modalities, such as keyboard and pointers. Profiles may also capture user preferences. For example, the user may prefer a particular text magnification for readability purposes. In a more abstract way, a profile can be viewed as a set of constraints on content introduced by profile descriptions. More specifically, for a given multimedia document, the profile imposes constraints on the whole document which in turn can be translated as constraints on each media object or on every pair of media objects contained in it.
For example, a possible profile P may introduce the following constraints:
a Multimedia objects cannot be executed simultaneously. b Multimedia objects cannot be presented side by side. c A hypermedia link must remain active during its entire presentation.
The sample document of Fig. 2 does not comply with the profile P. Actually, the document violates all constraints specified in P. These violations mean that the document cannot be executed correctly on the target device containing the profile P. In order to handle different devices with different profiles, a fair amount of research has been conducted on Universal Multimedia Access (UMA) [38] . Besides, many recent approaches are also focusing on multimodal fission [15] . Multimodal fission consists of information output arrangement and organization for different interaction devices.
Two types of adaptation are generally considered: adaptation of multimedia objects individually and adaptation of the document structure or composition. This paper focuses on the latter. For that purpose, we group document adaptation approaches into three categories:
2 specification of alternatives (Section 3.1.1), using transformation rules (Section 3.1.2) and multimedia document generation (Section 3.1.3).
Specif ication of alternatives
During the document edition, an author may specify different document versions, based on its content or target profiles. Several languages allow for specifying different versions of a multimedia document, such as standard multimedia languages, like SMIL [4] , or multimedia models, like [16, 34] . For that purpose, they specify alternative channels that are played only if they comply with the target device profile.
As mentioned earlier, it is often tedious to specify all versions for every possible profile. Furthermore, when a document is created, it is difficult to foresee all constraints, in particular those introduced by futures devices.
Using transformation rules
To avoid the specification of alternatives, given a target device profile, some systems use transformation rules to select a set of predefined transformations that produce automatically a playable document.
For instance, NAC [27] (Negotiation and Adaptation Core) is a software infrastructure for multimedia services adaptation and negotiation in heterogeneous environments. It can adapt any HTML and SMIL documents using several media transcoders combined with XSLT transformations for the document structure.
MPEG-21 [7] is an ISO standard which allows for specifying and play adaptable multimedia documents. Many frameworks use MPEG-21 in order to adapt multimedia contents, such as the one described in [18] which proposes to compose MPEG-21 semantics-based adaptation services. However, these frameworks are limited to single media content adaptation and do not consider the adaptation of the document composition. The work of [3] proposes spatio-temporal transformations applied to MPEG-21 descriptions, especially semantic dependencies between content portions, in order to produce an adapted document. He et al. [17] proposes another set of transformation rules that can be applied on HTML web pages.
AHA! [8] adapts the hypermedia dimension only of multimedia documents. This system is mainly based on hypermedia transformation rules described in [9] and considers three different levels of adaptation: content, navigation and presentation.
The approaches based on transformation rules are usually language dependent. Moreover, it is hard to control the quality of the adaptation at the level of the entire document since the resulting document is obtained by applying the rules iteratively.
Multimedia document generation
Other approaches for multimedia document adaptation are based on automatic generation for particular classes of documents. For instance, Cuypers [14] is a system that automatically generates Web-based presentations from multimedia databases. It uses a set of abstractions, both on the document and on the presentation level, that are geared towards interactive, time-based and media centric presentations.
MM4U [35] proposes a generic and application-independent framework for supporting multimedia content personalization applications. This framework provides generic components for typical tasks of the general process chain for creating personalized multimedia presentations, i.e., selection, composition, transformation and presentation.
The STAMP model [6] (Synchronized Templates for Adaptable Multimedia Presentations) addresses the dynamic generation of multimedia presentations in the domain of multimedia Web-based information systems. STAMP allows the presentation of multimedia data obtained from XML compatible data sources by means of queries. Furthermore, it proposes templates which are specific document classes to describe the spatial, temporal, navigational structure of multimedia presentations. The instantiation of a template is achieved with respect to the set of spatial and temporal constraints associated with the delivery context.
Despite the fact that these frameworks produce correctly adapted multimedia documents, the generation process requires the documents to be initially described with these templates. These approaches do share the same drawbacks with the device independent format and are limited to some particular classes of documents.
To overcome these drawbacks, we present in the following section a semantic framework for multimedia document adaptation.
A semantic framework for multimedia document adaptation
In [11] , a semantic framework for multimedia document adaptation was proposed. This approach is semantic because it is based on interpretations of multimedia documents. In this framework, a multimedia document is interpreted as the set of its potential executions. For instance, in Fig. 4 , I s corresponds to all possible timelines of the multimedia document presented in Fig. 2 (these timelines are themselves abstractions of sets of executions). A model of a multimedia document specification is an interpretation satisfying all the constraints of the document. The set of models M s of a specification s is thus a subset of the set of interpretations I s . Actually, e 5 is a model (potential execution) which corresponds to the timeline depicted in Fig. 2 .
The profile of a target device can be used to identify inside I s possible executions, i.e., a set M p of executions which comply with all constraints specified in the profile. Therefore, "adapting" is reduced to finding the set of potential executions that are possible, i.e., M s ∩ M p . When none is possible, i.e., M s ∩ M p = ∅, the goal of adaptation is to find executions as close as possible to potential executions that satisfy the profile. Hence, we distinguish three cases of adaptation illustrated in Fig. 4 :
In the following, we bridge the gap between this semantic adaptation theory and its concrete application to standard multimedia documents, such as SMIL documents [4] . In some earlier works [21, 23, 24] , we have proposed some instantiations and extensions of the proposed semantic framework. In this paper, we take the opportunity to combine these contributions. More precisely, we consider the adaptation that deals simultaneously with the spatio-temporal and hypermedia dimensions of standard documents, such as SMIL documents.
An abstract description of multimedia documents
There are several languages or formats for specifying multimedia documents, such as SMIL [4] or Madeus [25] . Instantiating the semantic adaptation framework for a specific multimedia document format requires a dedicated adaptation strategy. Instead, we propose an abstraction layer which allows for hiding the specific syntax and details, and capture the essence of a given document with respect to its main dimensions. We call this document abstraction an abstract multimedia document specification.
Definition 1 (Abstract multimedia document specification) An abstract multimedia document specification s = O, C is made of a set of objects O and a set of relations (or constraints) C between these objects. In the remainder, the relations will be considered as binary.
For instance, the presentation illustrated in Fig. 2 refers to the execution e 5 in Fig. 4 . This execution satisfies the following (temporal) abstract multimedia document specification: Many other executions could reflect the abstract multimedia document specification s 1 , e.g., with different multimedia object durations. The advantages of adapting semantic multimedia representations are twofold. First, it allows for reusing the same strategy for different formats. Second, the abstract representation provides more flexibility for the adaptation since the relations between objects can be described qualitatively.
In order to capture the spatio-temporal and hypermedia dimensions of the document illustrated in Fig. 2 , we propose the following definition for the spatio-temporal and hypermedia specification of a multimedia document. A spatio-temporal relation r = r t , r s of C is composed of a temporal relation r t and a spatial relation r s . In this paper, r t refers to Allen relations [1] and r s refers to RCC8 relations [32] (see Figs 5 and 6 ). An abstract multimedia document specification may be represented as a relation graph. and λ : E → 2 R is a total function from the edges of g s to the set of relations of a representation R such that for each x r y ∈ C with x, y ∈ O and r ∈ R, r ∈ λ( x, y ).
In the remainder, we will see that the finite set R refers to all relations of a complete spatio-temporal representation.
The spatio-temporal and hypermedia relation graph of the multimedia document illustrated in Fig. 2 is presented in Fig. 7 . It is composed of 6 objects, i.e., 4 multimedia objects and 2 hypermedia links. Each edge is labeled by a qualitative spatio-temporal relation, e.g., the relation e, DC between Acropolis and Agora means that these objects are played strictly simultaneously and are disconnected spatially.
According to the profile P described in Section 3.1, several qualitative relations in Fig. 7 are forbidden. For instance, the relation e, DC between Acropolis and Agora violates the constraints a and b of the profile P. Actually, the temporal relation e (equals) is not compatible with the former constraint a because the two multimedia objects are played strictly at the same time, while a indicates that it is forbidden. Moreover, the spatial relation DC (disconnected) does not satisfy the latter constraint b because the two images are presented side-by-side, while b prohibits it. Fig. 7 The spatio-temporal and hypermedia relation graph of the multimedia document illustrated in Fig. 2 In this context, the abstract multimedia document specification must be adapted, i.e., the forbidden relations must be replaced by other relations which comply with the constraints specified in the profile. In the following section, we show how to achieve this task by transforming the relation graph in a minimal way.
Adaptation of a multimedia document specification
The semantic adaptation framework requires exploring potential executions to find those satisfying the adaptation constraints, and, if none is found to generate close specifications satisfying the constraints. For that purpose, we first define the notion of closeness through a specific distance (Section 5.1), then we describe our algorithm (Section 5.2).
Defining a distance between abstract multimedia document specifications
To provide an adapted relation graph, i.e., in which all relations comply with a profile, which is as close as possible from an initial relation graph, we define a distance between two relation graphs that depends on the proximity between relations beared by the same arc in both graphs.
Definition 4 (Distance between two relation graphs)
We consider that the proximity between two relations relies on the conceptual neighborhood between these relations and is measured by the shortest path distance in the corresponding neighborhood graph with δ. [12] and Fig. 9 presents another conceptual neighborhood for the RCC8 spatial relations [32] . 3 These neighborhood graphs allow for computing the distance δ between two temporal or spatial relations.
Definition 6 (Conceptual distance between relations) The conceptual distance δ between two relations is the length of the shortest path between r and r in the graph of N X R . 3 The used continuous transformations are defined in [12] for the Allen relations and in [32] for the RCC8 relations. For example, the distance δ between the bef ore (b ) and the overlaps (o) temporal relations is 2 in Fig. 8 . The distance δ between the disconnected (DC) and the equals (EQ) spatial relations is 4 in Fig. 9 .
As we consider in this paper spatio-temporal relations, i.e., r = r t , r s , it is necessary to define the distance on such relations. We propose to simply sum the two distances, like in Manhattan distances. It is possible to give more importance to one or another component by choosing a different distance. For instance, δ( e, DC , m, EQ ) = δ t (e, m) + δ s (DC, EQ) = 3 + 4 = 7 with δ t and δ s computed from the two neighborhood graphs presented in Figs. 8 and 9 .
Other metrics for computing δ can be used together with other neighborhood graphs. However, they must reflect the semantic proximity between two spatiotemporal relations and thus two spatio-temporal and hypermedia specifications.
Adaptation algorithm
From an initial relation graph and a given profile, we compute adapted relation graph solutions which are close from the initial one and such that all of their relations satisfy the profile. For that purpose, we consider all possible relation graphs which satisfy a given profile and for each of them we select those which are at the minimal distance from the initial relation graph.
This process has been implemented through the Adaptation algorithm (Algorithm 1). This algorithm extends the Nebel's backtracking algorithm [29] , which enumerates consistent relation graphs. This faster extension uses a branch-andbound search. The problem of finding consistent relation graphs is known to be NP-complete [13] , however many optimizations and heuristics have been proposed, e.g., [37] treats matrix elements and relations in privileged orderings, [29] groups predefined set of relations and [10] optimizes the backtracking search with a forwardchecking scheme. These algorithm variants can be used to enhance the execution performance of the Adaptation algorithm. The algorithm inputs are two relation graphs: one corresponding to the initial document specification and another one corresponding to possible relations which satisfy a profile. Both specifications are encoded into two matrix I and P, respectively. Before the Adaptation(I, P) call, we first sort each element P x,y according to the distance δ (Definition 7) from each element I x,y . Algorithm 1 computes the consistent possible relation graphs with the help of the pathConsistency function. 4 When the computed relation graphs are consistent, we select the minimal ones with the distance d defined in Definition 4, and store them in S. When Algorithm 1 terminates, the set S contains all adapted relation graph solutions and the variable Min is the minimal distance from the initial document specification.
On the multimedia document of Fig. 2 , from the initial relation graph presented in Fig. 7 and the profile P presented in Section 3.1, Algorithm 1 computes the adapted relation graph illustrated in Fig. 10 . This adapted relation graph contains only spatiotemporal relations that satisfy all constraints specified in the profile P. Moreover, the distance d between the initial and this adapted relation graph is equal to 52 (this is the minimal distance for satisfying the profile P). Figure 11 illustrates the execution on a PDA corresponding to the adapted relation graph presented in Fig. 10 . All constraints specified in the profile P are now satisfied. Additionally, the produced adapted document is close to the initial one because the presentation ordering of multimedia objects has been preserved.
We have shown in this section that the semantic framework proposed in [11] can be extended to combine the spatio-temporal and hypermedia dimensions of abstract multimedia document specifications. 
Application to standard multimedia documents
This semantic adaptation framework has to be applied on SMIL documents [4] . SMIL is a W3C recommendation for Synchronized Multimedia documents on the web. It is an XML-based language which enables simple authoring of interactive audiovisual presentations. Moreover, it is the main format used on mobile phone to encode Multimedia Messages (MMS) together with online multimedia services [30] . Many applications and players support SMIL documents, e.g., Real Player, 5 Ambulant, 6 and PocketSMIL 7 and virtually every mobile phone supporting MMS. The temporal and spatial behaviors of a SMIL document are not expressed with qualitative relations, as used in the previous sections, but mainly with quantitative values (especially, for the specification of the spatial dimension).
Consequently, the natural way of using the adaptation framework presented in the previous section for adapting actual documents, consists of taking the equivalent qualitative representation of the document (α), adapting it and translating it back to an adapted document (α) as illustrated in Fig. 1 . The pair of functions α,α have to satisfy natural constraints like:α ·α = Id.
This strategy can be applied to different multimedia specification languages or formats. Actually, the translation functionsα andα must be defined for each particular language. For instance, a SMIL document can be adapted and converted into another multimedia document language, like MPEG-4 BIFS [36] .
With respect to our proposed strategy, the goal of theα function is the extraction of the relational structure involving the document objects and its encoding as a relation graph on which to apply the above defined adaptation operations. This extraction is obtained by the following procedure:
1. extract all multimedia objects and hypermedia links, and make them a node in the initial relation graph; 2. add an edge between each pair of nodes (they are labeled by a set of spatiotemporal relations); 3. extract the relations implied by the spatio-temporal and hypermedia dimensions.
Simultaneously, a target device profile is interpreted, like in [28] , in order to identify qualitative and quantitative presentation constraints, such as the screen size or the maximum number of objects that can be played in parallel. Thanks to the profile and the qualitative representation built fromα, it is possible to adapt the document representation with the adaptation framework described in the previous section.
Thereafter, we need to inject the adapted information into the document. For that purpose, theα function can be defined in a straightforward manner:
1. compute a quantitative solution from the qualitative adapted representation.
For that purpose, we consider the initial document quantitative values and the adapted computed qualitative relations between objects. The Cassowary Solver [5] , a quadratic optimizer, is then used for computing an adapted quantitative solution. Actually, it computes a quantitative solution close to the initial values that complies with all the given qualitative relations. Quantitative constraints specified in the profile, like the screen size, are also sent to the solver in the form of linear inequalities in order to produce a suitable and playable document; 2. propagate the quantitative solution information into the document, e.g., update the multimedia objects synchronization or the display layout.
The presented adaptation framework has been implemented in an interactive adaptation prototype. The prototype architecture is depicted on Fig. 1 and uses Algorithm 1 to produce adapted solutions. Figure 12 presents a screenshot of our prototype. A video screencast is also available at [22] .
This implementation can adapt multimedia documents in a client-server architecture on the client side, on the server side or on intermediate entities, such as proxies. More precisely, the adaptation mechanism can be fully automated and made transparent to the user. The interactive prototype might also be useful for guiding an author during the document creation for providing feedback on how adaptations may look on particular terminals. Actually, one may specify a profile and if an author creates a forbidden relation between two objects the system could provide other possible configurations close to the initial invalid one which satisfy the given profile. Hence, a user can be assisted, for instance, during the edition of a mobile multimedia document. 
Conclusion
Multimedia document adaptation is a very important feature for the continuity of the web experience by users. However, the multiplicity of contexts in which such documents have to be played prevents from leaving this adaptation task to document designers. Document adaptation must then be considered at a more abstract level and be independent from the various document formats.
We have shown how to fill the gap between an abstract semantic framework for multimedia document adaptation and its concrete application on the spatio-temporal and hypermedia dimensions of standard multimedia documents, such as SMIL documents. The originality of this approach is that the adaptation process is flexible and independent of any multimedia description language: only transformation rules have to be defined for dealing with a new concrete language. Moreover, the computed adapted solutions are guarantee to remain close to the initial multimedia document. 
