Abstract. This paper considers the problem of implementing and analyzing a Quicksort program when equal keys are likely to be present in the file to be sorted. Upper and lower bounds are derived on the average number of comparisons needed by any Quicksort program when equal keys are present. It is shown that, of the three strategies which have been suggested for dealing with equal keys, the method of always stopping the scanning pointers on keys equal to the partitioning element performs best.
general-purpose sorting method suitable for use on computers. The algorithm has a rich history: many modifications have been suggested to improve its performance, and exact formulas have been derived describing the time and space requirements of the most important variants [7] , [9] , [14] .
Although most files to be sorted contain at least some equal keys and sorting programs must always deal with them properly, it is generally considered reasonable to assume in the analysis that the keys are distinct. This assumption is fundamental to the analysis of nearly all sorting programs, and it is very often realistic. In any situation where the number of possible key values far exceeds the number of keys to be sorted, the probability that equal keys are present will be very small. However, if the number of possible key values is not large, or if there is some other information about the file which indicates that equal keys are likely to be present, then the performance of many sorting programs, including Quicksort, has not been carefully studied.
The purpose of this paper, then, is to investigate the performance of Quicksort when equal keys are present. The following section describes the algorithm and its analysis for distinct keys. Next, lower and upper bounds are derived for the average number of comparisons taken when equal keys are present. Following that, we shall consider, from a practical standpoint, the problem of implementing a version of Quicksort to handle equal keys. Finally we shall compare the various methods and discover which is the most useful in practical sorting applications. endif; (This program uses an exchange operator :=', and the control constructs loop. repeat and if. then. endif, which are like those described by D. E. Knuth in [I0] .) The leftmost element is chosen as the partitioning element, and then the rest of the array is partitioned on that value. This is done by scanning from the left to find an element >v, scanning from the right to find an element <v, exchanging them, and continuing the process until the scanning pointers cross.
The loop always terminates with/" + 1-i, and it is known at that point that A number of different partitioning methods have been suggested for the implementation of Quicksort, and the particular method described above is motivated fully in [14] . There are, however, some facets of the implementation which should be noted here.
The loops which implement the pointer scans are the "inner loops" of the program--most of the execution time is spent there. (This fact comes from the analysis, which is discussed more fully below.) Some efficiency is achieved in the inner loops by introducing two redundant comparisons to avoid the necessity for checking if [9] and [14] , and they apply uniformly to all of the programs that we will consider. [9] and [14] 
After rearranging terms and defining C(x, , x,,), this equation becomes 
(This formula assumes that xlxi/(xl+'"+x])=O if x=xi=0, even if x2,''', x_ are also 0. We shall adopt this convention throughout this paper.)
After substituting for G, we get another telescoping recurrence,
which leads to the result
This derivation was suggested by the analysis given by Burge [3] for a similar problem which we will discuss below. The formula is surprisingly simple, and it can tell us exactly how well we can expect to do in a variety of situations. For example, if xj x for 1 _-< ] _-< n, then we have
If we take x 1 (and therefore n N), then we have analyzed Program 1 with distinct keys, and this result differs from the answer in the previous section only because we used the lower bound of N-1 comparisons for the first partitioning stage.
We can proceed further, and use the general result for a random permutation of a multiset to derive a lower bound for a random n-ary file. If CNn is defined to be the average number of comparisons taken by a Quicksort program on random n-ary files of length N, then we have
This is true because the probability that a given input is a permutation of a particular multiset {Xl 1, , xn n } is Therefore, our lower bound is given by n---
The first term is easy to evaluate, since C(Xk) Xk 1 for X k > 0 and C(0) 0. We
The second term is more difficult, but it can also be simplified through the use of the multinomial theorem. After interchanging the order of summation, we have The inner sum now reduces to three terms, one for the case 0 and two more resulting from splitting the first factor, all of which can be evaluated with the multinomial theorem. We have 
Substituting all of these into our expression for the lower bound, we have simplified it to
-[-Xn "--N) and at least
or, for large n, at least 2(N+ 1)HN-4N+ 2(N/n)(HN-1)+ O(N3/n2) comparisons to sort a random n-ary file of length N.
Proof. The result for multisets is proved in the discussion above, except that the theorem avoids some complications by using the fact that l_k<_n C(Xi)--21k<--n (Xk ""
To prove the results for n-ary files, we follow the discussion above and start with the expression
The first sum obviously evaluates to 2N(1+1/n)(H,-1)-2N(1-1/n), as above; the second sum can be bounded by noticing that 
ki-2(-1)i (i-k-)
After replacing by 1, including a term for 0, and applying the multinomial theorem twice, we are left with
If n is not large we will not weaken our bound much by ignoring the second term, so the result Xn and, in particular, for large n, the right-hand side is O(N2/n).
The theorem now follows immediately from the results in the preceding two paragraphs. [-1 Notice that if n is O (1) [6] , [7] , and several authors then adopted that approach [2] , [5] , [11] , [13] . (However, the later authors "improved" Hoare's program to test if the pointers cross each time they are changed. The reader will soon appreciate how unfortunate this strategy is when, for example, all the keys are equal.) R. C. Singleton was the first to suggest stopping the pointerg on keys equal to the partitioning element [15] , and the idea was accepted by others [4] , [9] , though no analytic justification was given. The idea of putting all the keys equal to the partitioning element in one subtile or the other appears in some versions of Quicksort [1] , [3] , though no one has given any particular reason for doing so.
It is not at all clear a priori which of the programs should be recommended, for there are situations in which each performs better than the others. Figure 2  illustrates It is interesting that these three programs, which seem to be so similar, perform so differently when the keys are all equal. One uses O(N log N) comparisons, the second is linear, and the third is quadratic! 7. Binr les. Now let us consider the less degenerate case when binary files are to be sorted. The analysis is more complex, but it does give us some more insight into the relative performance of the programs.
The easiest of the three to analyze is Program 2. We wish to find C, the average number of comparisons to sort a binary file of length N, given that all 2 such files are equally likely. Suppose that the two values are 0 and 1, and define C and C to be the averages for files that start with 0 and 1, respectively, so that , (o) CN N + C)) First, we will find a recurrence for C by noticing that the situation after the first partitioning stage is as follows ("x" denotes keys which may be 0 or 1)"
Partitioning required N + k + 1 comparisons, and all that is left to be sorted is a file of size N-k, random, except for its first key, which is 1. This leads us to the recurrence + , (N+ k + 1 + C(1N)k).
l<=kN-1
By a similar argument, we can show that Proceeding in exactly the same manner as for the derivation of the upper bound, we find that
This formula is due to Burge [3] , although he develops a slightly different version. 
