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This study investigates wave propagation in an elastic half-space with quadratic non-
linearity due to a line load on the surface. The consideration of this problem is one
of the well known Lamb problems. Even since Lamb’s original solution, numerous
investigators have obtained solutions to many different variants of the Lamb prob-
lem. However, most of the solutions existing in the current literature are limited to
wave propagation in a linear elastic half-space. In this work, the Lamb problem in
an elastic half-space with quadratic nonlinearity is considered. For this, the problem
is first formulated as a hyperbolic system of conservation laws, which is then solved
numerically using a semi-discrete central scheme. The numerical method is imple-
mented using the package CentPack. The accuracy of the numerical method is first
studied by comparing the numerical solution with the analytical solution for a half-
space with linear response (the original Lamb’s problem). The numerical results for
the half-space with quadratic nonlinearity are than studied using signal-processing
tools such as the fast Fourier transform (FFT) in order to analyze and interpret any
nonlinear effects. This in particular gives the possibility to evaluate the excitation
of higher order harmonics whose amplitude is used to infer material properties. To
quantify and compare the nonlinearity of different materials, two parameters are in-





Nondestructive evaluation (NDE) has evolved into an interdisciplinary area of exten-
sive research with a broad variety of applications from non-inversive medical diagnosis
to the characterization of new materials. NDE includes the development of new mea-
surement technologies capable of making a quantitative assessment of micro- and
macro-structural properties - a critical component of these techniques is the corre-
sponding analysis and interpretation of measured data to infer a material’s condition.
Since measurement, analysis, and the evolution of theoretical foundations interact,
the study of wave propagation for materials’ characterization is an extremely chal-
lenging discipline.
To get deep insights into a material’s structure and its “damage” history, the study
of propagating waves in an elastic media can be very helpful. The observation of
nonlinear effects in elastic waves that propagate in laboratory experiments can arise
from either damaged materials, or naturally nonlinear materials such as rock or sand-
stone - this nonlinear behavior forms the basis for the development of an underlying
theory of nonlinear wave propagation. This analysis requires the solution of nonlinear
hyperbolic partial differential equations that only allow closed form solutions in a few
special cases. The application of perturbation methods to these hyperbolic partial
differential equations yields asymptotic solutions, and the associated disadvantages
of a rather demanding and complicated analysis that often provides a solution that is
valid in a limited interval (and determination of this interval is not obvious and can
be difficult to determine). On the other hand, many numerical solution algorithms
have been developed and successfully applied to computational fluid dynamics - these
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algorithms approximate the solution to nonlinear wave propagation problems.
One classical problem in the field of wave propagation in solids, is wave propagation
in a two-dimensional elastic half-space, which is also called Lamb’s problem. Solving
this problem analytically is even in the linear case a very demanding problem, since
the free surface boundary conditions have to be taken into account. At the present,
there exist many solutions to different variations of the original Lamb’s problem, but
most of them are limited to wave propagation in a linear elastic half-space, so they
do not consider the nonlinear behavior of either damaged materials, or naturally non-
linear materials.
The objectives are to apply an advanced numerical solution procedure to solve Lamb’s
problem for an elastic half-space with quadratic nonlinearity. The results are used to
understand the relationship between the nonlinear material response and the third-
order elastic coefficients. Moreover, the dependency between the nonlinear response
and the propagation distance as well as the angle to the source is exploited. All
these results and relationships can be used to get more knowledge about the effects
of nonlinear behavior in materials.
Especially in the case of two-dimensional wave propagation in a nonlinear elastic half-
space does not exist many information in the literature. Most of the solved problems
in the literature do not treat an exact half-space, as the source is not placed exactly
at the free surface [28], [30] or some simplifications are applied to the governing equa-
tions [1], [30].
There exists for the case of plane waves a nonlinearity parameter, which quantifies
the degree of nonlinearity present in the material. One focus of this research is to
determine such a nonlinearity parameter for cylindrical waves and to investigate the
relationship between this parameter and the third-order elastic coefficients from the
nonlinear stress-strain relationship. Furthermore, the dependency of the nonlinear
response in the media on the position in the half-space is studied.
2
In order to understand the numerical solution used in this research, some basic math-
ematical concepts are required. These concepts are introduced in Chapter 2, giving
an overview about the theory of hyperbolic partial differential equations. First, some
basic solution concepts for scalar partial differential equations in one dimension are
introduced, thereafter follows the treatment of systems of hyperbolic partial differ-
ential equations in one and two dimensions. Chapter 3 gives in the first part an
introduction to the numerical approximation of hyperbolic systems of conservation
laws. In the second part of the chapter, the numerical scheme used in this research
is described for one- and two-dimensional systems. Subsequently, in Chapter 4 the
topic of wave propagation in an elastic half-space is treated. First, a linear elastic
half-space is considered and the analytical solution to the original Lamb’s problem is
derived. Afterwards, the mathematical model of an elastic half-space with quadratic
nonlinearity is presented. In Chapter 5 the implementation of the numerical scheme
for this special problem is described and an evaluation of the convergence of the
numerical solution to the analytical one is performed. The results of the numerical
simulation of wave propagation in an elastic half-space with quadratic nonlinearity
are presented in Chapter 6. Finally, the results are summarized and discussed in
Chapter 7. An outlook on open questions and future work is given as well.
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CHAPTER II
THEORY OF HYPERBOLIC PARTIAL
DIFFERENTIAL EQUATIONS
Many fundamental laws of nature are expressed by partial differential equations,
which frequently arise in the mathematical analysis of many diverse problems in
science and engineering. One of the main reasons for developing solutions to nonlinear
partial differential equations is the study of wave propagation problems, e.g. in gas
dynamics, fluid dynamics and solid mechanics.
This chapter introduces the basic theoretical concepts of hyperbolic partial differential
equations. Special emphasis is placed on hyperbolic systems of conservation laws
in order to provide tools and support for their numerical approximation - this is
important for the applications discussed in this thesis. In the first section of this
chapter a brief introduction to scalar partial differential equations in one dimension
is given in order to introduce the basic solution concepts. In the following part the
theory of systems of hyperbolic partial differential equations is introduced in one- and
two dimensions. In the last part of the chapter conservation laws in two dimensions
are described and different problem formulations are discussed. In order to get a
fundamental introduction, the author recommends [7], [17], and especially [29]. For a
more detailed and mathematically profound treatment of the subject, the theoretical
chapters of [10], and [25] as well as [27] are recommended.
In this chapter and the following ones the summation notation, i.e. summation over
the repeated index, is used if not other mentioned. Furthermore, the coordinates used
for the two-dimensional problems are Cartesian coordinates, if not other mentioned
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2.1 Scalar Hyperbolic Equations
This section introduces the main concepts needed to determine solutions to scalar
partial differential equations in one dimension. All concepts described in the following






= 0, x ∈ R, t > 0. (2.1)
The term quasi-linear is defined in section 2.2.1 in the context of systems. One way
to solve equations of the form of (2.1) is given by the method of characteristics; a
short depiction of this solution procedure follows.












By comparison, the original scalar equation (2.1) represents the total derivative of
v (x, t) along a curve with the slope
dx
dt
= c (v) (2.3)
at every point of the (x, t)-plane. The slope (2.3) represents the local wave speed
and the curves defined by it are denoted as the characteristics of equation (2.1).
From (2.2) it can easily be seen that the solution v (x, t) remains constant along the
characteristics, making the characteristics straight lines in the (x, t)-plane (for quasi-
linear equations). But it is important to note that this straight line is not the case in
general.
The solution to (2.1) can now be determined, by specifying smooth initial data
v (x, t = 0) = g (x) , −∞ < x <∞. (2.4)
If one of the characteristics intersects t = 0 at x = ξ in the (x, t)-plane then
v = g (ξ) (2.5)
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on the whole of that characteristic curve. The corresponding slope of the curve is
c (g (ξ)) = G (ξ); it is a known function of ξ calculated from the function c (v) and
the given initial function g (ξ). The equation of the characteristic then is
x = ξ +G (ξ) t. (2.6)
This determines one typical curve and the value of v on it is g (ξ). Allowing ξ to vary,
we obtain the whole family
v = g (ξ) , c = G (ξ) = c (g (ξ)) (2.7)
on
x = ξ +G (ξ) t. (2.8)
To check that the implicit solution given by (2.7) and (2.8) is the solution to (2.1),
the t and x derivatives of v,
vt = g
′ (ξ) ξt and vx = g
′ (ξ) ξx, (2.9)
and also of (2.8)
0 = G (ξ) + [1 +G′ (ξ) t] ξt,




G (ξ) g′ (ξ)
1 +G′ (ξ) t
, vx =
g′ (ξ)
1 +G′ (ξ) t
, (2.11)
and it can be seen that
vt + c (v) vx = 0
since c (v) = G (ξ). The initial condition v = g (ξ) is satisfied because ξ = x when
t = 0.
Furthermore, the implicit solution (2.8) provides an interesting insight into the solu-
tion dynamics. For a deeper insight into the different phenomena of these solution
dynamics, such as shock waves and rarefaction waves, the author refers for interested
readers to the literature [25], [29].
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2.2 Systems of Hyperbolic Equations
This section considers systems of hyperbolic partial differential equations. Firstly,
one-dimensional systems are considered in order to concentrate on the main concepts
and properties. After that, a brief description of two-dimensional systems is given,
since they are basically extensions of the one-dimensional cases. For a more detailed
insight into the topic of systems of hyperbolic equations, the author recommends [10],
[25].
2.2.1 System Classification
The following part gives an overview of the classification of first-order systems of
partial differential equations in one and two dimensions.
2.2.1.1 One-Dimensional Systems
The classification given in this section is based on the consideration of first-order
systems of partial differential equations in one dimension, following [7], [25], [29].
But the terminology can be extended in a straightforward manner to higher-order
systems. The most general, first-order system of partial differential equations in one
dimension is of the form
f (x, t,v,vx,vt) = 0, v ∈ R
P , (2.12)
where f is given and v = v(x, t) is an unknown function of the independent variables
x and t. In this research x denotes a spatial variable and t the time. Equation (2.12)
is said to be a nonlinear system of partial differential equations. If (2.12) is linear in
its first-partial derivatives of the unknown function v(x, t) the resulting equation is
called a quasi-linear system of partial differential equations and is given by
A (x, t,v)vt + B (x, t,v)vx + d (x, t,v) = 0, v ∈ R
P . (2.13)
Equation (2.13) is called a semi-linear system of partial differential equations if its
coefficient matrices A and B are independent of v, and hence, the semi-linear system
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can be expressed as
A (x, t)vt + B (x, t)vx + d (x, t,v) = 0, v ∈ R
P . (2.14)
A system of partial differential equations is said to be linear, if f in (2.12) is linear in
each of the variables v, vt and vx, and the coefficients of these variables are functions
of only the independent variables x and t. The most general, first-order linear system
of partial differential equations has the form
A (x, t)vt + B (x, t)vx + D (x, t)v + e (x, t) = 0, v ∈ R
P , (2.15)
where the coefficient matrices A, B and D, in general, are functions of x and t and
the vector e (x, t) is given. Equations of the form (2.15) are called homogeneous if
e (x, t) ≡ 0 or inhomogeneous if e (x, t) 6= 0.
2.2.1.2 Two-Dimensional Systems
Now, the classification for one-dimensional systems given above is extended to two-
dimensional systems. Again, the classification is based on the consideration of first-
order systems of partial differential equations.
The two independent spatial variables in the two-dimensional case are denoted by x
and y.
• Nonlinear System The most general nonlinear system in two dimensions is
of the form
f (x, y, t,v,vx,vy,vt) = 0, v ∈ R
P , (2.16)
where v = v (x, y, t) and f includes nonlinear terms of the highest appearing
derivatives of v (x, y, t).
• Quasi-linear System The quasi-linear system in two dimensions is given by




• Semi-linear System Semi-linear systems in two dimensions are of the form
A (x, y, t)vt +B (x, y, t)vx +C (x, y, t)vy +d (x, y, t,v) = 0, v ∈ R
P . (2.18)
• Linear Systems The most general, first-order linear system of partial differ-
ential equations in two dimensions is expressed by
A (x, y, t)vt +B (x, y, t)vx +C (x, y, t)vy +D (x, y, t)v+e (x, y, t) = 0, v ∈ R
P ,
(2.19)
where the coefficient matrices A, B, C and D are functions of x, y and t and the
vector e (x, y, t) is given. As in the one-dimensional case, one can distinguish
between homogeneous (e ≡ 0) and inhomogeneous (e 6= 0) systems.
2.2.2 Hyperbolicity and Characteristics
In the following section conditions for first-order quasi-linear systems to be hyperbolic
are established. As many physical problems lead to formulations of a quasi-linear
system of first-order equations, only these type of equations is considered below.
2.2.2.1 One Dimension
As described in section 2.1, the key to the solution of a single first-order equation
(2.1) was the use of the family of characteristic curves in the (x, t)-plane; along
each characteristic curve the partial differential equation could be reduced to an
ODE. Following [29], the solution to (2.1) can be build up by successive “local”
considerations of small regions; the whole solution has not to be calculated at once.
This, of course, corresponds to the simple ideas of wave phenomena; in any small time
increment the behavior at a point can be influenced only by points near enough for
their waves to arrive in time. For the system (2.13) arises the question whether such
local calculations are possible. If they are, the system is hyperbolic and a suitable
precise definition will be framed.
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In order to answer the question if a general quasi-linear system in one dimension
(defined by (2.13)) is hyperbolic, consider the development given by [29] that is based










+ lidi = 0, (2.20)










+ ljdj = 0. (2.21)




T · a, with a = [α, β]T (2.22)
of all vj in the single direction [α, β]
T . By this, curves defined by the vector field
[α, β]T in the (x, t)-plane can be introduced. Let x = X (η) and t = T (η) denote
a parametric representation of a typical member of this family. Consider the total






T ′ (η) +
∂vj
∂x
X ′ (η) (2.23)
and take
α = X ′ (η) , β = T ′ (η) . (2.24)











Now determine the conditions for (2.20) to be in the form (2.21)
liAij = mjT
′, liBij = mjX
′. (2.26)
Elimination of mj yields
li (AijX
′ −BijT
′) = 0, (2.27)
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which provides a nontrivial solution under the necessary and sufficient condition
|AijX
′ − BijT
′| = 0. (2.28)
The calculation above, together with a condition (2.29) to exclude degenerate cases
(i.e. singularity of A and/or B), yield the following definition of hyperbolicity in one
dimension [29].
Definition 2.1 (Hyperbolicity in One Dimension). A system (2.13), satisfying
|νAij + µBij| 6= 0, (2.29)
for some ν, µ but not both zero, is hyperbolic if P linearly independent real vectors



















It should be noted that the emphasis is on there being P independent vectors l(p),





the directions are distinct so that there are P different families of characteristics, the
system is said to be strictly hyperbolic.
In many problems, the system (2.13) appears in the special form
vt + B (x, t,v)vx + d (x, t,v) = 0, v ∈ R
P , (2.31)
where the A matrix is the unit matrix. In this special case, system (2.31) is said to
be hyperbolic if the P eigenvalues ν of the matrix B
(B − νI) r = 0 (2.32)
are real with a complete family of (right) eigenvectors r. If the P eigenvalues are real
and distinct, it is ensured that the corresponding eigenvectors are linearly independent
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and the system is called strictly hyperbolic. The eigenvalues define characteristic












It is necessary to emphasize that the eigenvalues ν as well as the eigenvectors r may
be functions of x, t and the variables v1, . . . , vP .
2.2.2.2 Two Dimensions
The theoretical aspects for two-dimensional systems of partial differential equations
are not fully understood yet and are much more complex than the scalar case or in
the one-dimensional case [10]. Therefore only the special case of (2.17) with A = I,
given by
vt + B (x, y, t,v)vx + C (x, y, t,v)vy + d (x, y, t,v) = 0, v ∈ R
P (2.35)
is considered. In order to state whether the system (2.35) is hyperbolic or not, the
development given by [10] is considered. Hence, the P × P matrix H (v,ω) “in the
direction ω” is defined for v = [v1, . . . , vP ]
T ∈ RP and ω = [ωx, ωy]
T ∈ R2 by
H (v,ω) = B · ωx + C · ωy. (2.36)
Together with this matrix, hyperbolicity in two dimensions for systems of the form
(2.35) can be defined [10].
Definition 2.2 (Hyperbolicity in Two Dimensions). The system (2.35) is called hy-
perbolic if for any v and any direction ω, |ω| = 1, the matrix H (v,ω) defined by
(2.36) has P real eigenvalues ν with a complete family of (right) eigenvectors r.
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It has to be denoted that the eigenvalues ν as well as the eigenvectors r may be
functions of x, y, t, the direction [ωx, ωy]
T and the variables v1, . . . , vP .
Moreover, the system is strictly hyperbolic at a state v if the P eigenvalues are
distinct.
2.2.3 Loss of Hyperbolicity
For some nonlinear physical systems there are regions of state space in which the
hyperbolic system looses its hyperbolicity and changes to another type of equations
[17]. In the special case of A = I, it may happen that the Jacobian Matrix of f (v)
and/or g (v) (only in the two-dimensional case) has real eigenvalues at most points
in state space but has complex eigenvalues over some relatively small region, called
the elliptic region of state space. It is then an equation of mixed type. In this case it
may be that wavelike solutions exist and the Cauchy Problem (which is introduced
in section 2.3.2.1) is well posed, at least for certain initial data, in spite of the elliptic
region. But the theory of such problems is beyond the scope of this research, therefore
the author refers to [17] and the references therein.
2.3 Systems of Conservation Laws
The terminology of conservation laws is of great importance since this research consid-
ers the solution of wave propagation problems in continuous media. This is the case
because many wave propagation problems described by higher order partial differen-
tial equations can be transformed into the conservation form and, because various
numerical algorithms have been proposed for this special class (conservation form) of
systems.
Only two-dimensional conservation laws are treated in this section. The one-dimen-
sional case can be easily derived from the two-dimensional one by neglecting the terms
of the second spatial variable y. For a more detailed description of this topic the au-













g (v) = 0, [x, y] ∈ R2, t > 0, (2.37)
where
v = [v1, v2, . . . , vP ]
T
is a vector-valued function from R2× [0,∞) into the set of states Ω, and the functions
f = [f1, f2, . . . , fP ]
T and g = [g1, g2, . . . , gP ]
T
are called flux functions. Equation (2.37) is in conservation form and is called a
conservation law [10], [17], [27].
Integration of (2.37) by parts with respect to x, y and t over Λ = [x1, x2] × [y1, y2]

















[g (v (x, y2, t)) − g (v (x, y1, t))] dx dt. (2.38)
This formulation (2.38) allows a physical interpretation into the way that the change
of conserved quantity v in the domain Λ = [x1, x2] × [y1, y2] between times t1 and t2
equals the flux of this quantity over the boundaries of the domain in the time interval
[t1, t2].

























































fulfill the conditions for hyperbolicity given in definition 2.36.
2.3.2 Problem Formulations
The solution of a partial differential equation requires the specification of variables
on the borders of the domain under consideration. Initial value, boundary value and
initial-boundary value problems are briefly introduced in this section.
2.3.2.1 Initial Value Problem
The Cauchy problem or initial value problem (IVP) for hyperbolic systems can be
stated as [10]: find a function v : (x, y, t) ∈ R2 × [0,∞) → v (x, y, t) that is a solution
to (2.37) satisfying the initial condition
v (x, y, 0) = v0 (x, y) , [x, y] ∈ R
2, (2.40)
where v0 is a given function.
If the function v0 (x, y) is given in the following form






vLB, x < 0, y < 0
vLT , x < 0, y > 0
vRB, x > 0, y < 0
vRT , x > 0, y > 0
(2.41)
then the Cauchy problem is called the Riemann problem [10]. Riemann problems play
an important role in the numerical approximation of hyperbolic systems of conser-
vation laws based on so called upwind schemes, which are not treated in this thesis,
therefore the author refers to the literature [10], [17], [27].
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2.3.2.2 Boundary Value Problem
The treatment of boundary value problems (BVPs) requires special caution, because
of (among other conditions) the well-posedness of the problem. A BVP is defined as
the problem of finding a solution to (2.37) in a domain Λ with boundary ∂Λ under
the condition
v (x, y, t) |∂Λ = h (t) , (2.42)
where (2.42) represents the most simple family of boundary conditions.
It has to be mentioned that in contrast to IVPs, even the most innocent looking
BVP may have exactly one solution, no solution, or an infinite number of solutions
[22]. On the other hand, the numerical solution of conservation laws requires the
specification of initial, as well as boundary conditions. This leads to initial boundary
value problems presented briefly in the next section.
2.3.2.3 Initial Boundary Value Problem
An initial boundary value problem (IBVP) combines the attributes discussed above,
and hence can be defined as finding the solution to (2.37), satisfying initial (2.40)
and boundary (2.42) conditions. A classical example for an IBVP in two dimensions
is given in 4.1, where the solution to Lamb’s original problem is calculated.
In general, an IBVP is ill-posed [10], which means that there may be no solution or
one that does not depend in a continuous way on the initial or boundary data or
nonuniqueness. For nonlinear systems of conservation laws, the solution of IBVPs
and their analytical treatment is very demanding - one cannot expect any general
existence theorems. Nevertheless, some problem specific results have been achieved
which involve boundary entropy considerations and hence admissible boundary values




Some basic theoretical concepts for the numerical solution of hyperbolic systems of
conservation laws are introduced in this section. This chapter is organized in a way
that first the general concepts for the one- and two-dimensional cases are introduced.
In the second part of this chapter, the numerical schemes, used in this research, are
described for the one- and two-dimensional cases.
For a detailed treatment of the numerical solution of hyperbolic systems of conserva-
tion laws the author recommends consulting [10], [17], [24] and [27].
3.1 General Concepts
In order to approximate the solution of a nonlinear conservation law, some basic con-
cepts are introduced; these concepts specifically relate to the numerical solution of
hyperbolic systems. The general concepts, described in this section hold for all Finite
Difference Schemes, since Central Schemes correspond to the family of Finite Differ-
ence Schemes. The fundamental notions of consistency, convergence, and stability
are assumed to be known and will be used without definition.
3.1.1 One-Dimensional Systems






f (v) = 0, x ∈ R, t > 0 (3.1)
v (x, 0) = v0(x), (3.2)
where v ∈ RP under the assumption that the system is hyperbolic.
Given an uniform grid with time step ∆t and spatial mesh size ∆x, an approximation
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is given and λ = ∆t
∆x















where F : RP×2J → RP and is called the numerical flux. This scheme is said to be
consistent [10], [27] with (3.1) if F satisfies
F (v, . . . ,v) = f (v) , ∀v ∈ RP . (3.5)
The general formulation (3.4) is a (2J + 1) scheme, and for J = 1 it reduces to a
3-point scheme. A difference scheme is called conservative if it can be written in the
form of (3.3), which is called the conservative form. Next, a fundamental theorem
[10], [24], [27] for the development of so called “shock capturing” methods will be
stated. The limit solutions are weak solutions, if a conservative scheme is used, or
Theorem 3.1 (Lax-Wendroff Theorem). If qnj is a discrete solution based on a con-
sistent, conservative difference approximation to a given conservation law initial-value
problem (3.1), (3.2) and if qnj → v in L1,loc (space of locally Lebesgue integrable func-
tions) as ∆x,∆t → 0, then v = v (x, t) is a weak solution to the initial-value problem.
A very important condition for the approximation of hyperbolic systems is the Courant-
Friedrichs-Lewy condition (CFL condition) [10], [17], [26], [27]. Finite speed of prop-
agation of disturbances characterize hyperbolic systems. Hence, if for some reason
the speed of propagation for the difference scheme is greater than the speed of propa-
gation of the conservation law, at a given point the limiting solution of the difference






Figure 3.1: Numerical domain of dependence (hatched) of point (xj , tn).
solution depends on that point. Therefore, it would be impossible for the limiting
solution of the difference scheme to be the same as the analytical solution. In other
words, the analytical domain of dependence of the solution at a given point has to be
completely included in the numerical domain of dependence of the difference scheme
at the same point. In order to illustrate this, the numerical domain of dependence of

















in the (x, t)-domain is depicted in Figure 3.1.








∣ ≤ 1, 1 ≤ p ≤ P, (3.6)




convergence of nonlinear difference schemes to approximate the solution to nonlinear
hyperbolic systems, the nonlinear CFL condition, e.g. (3.6) for a 3-point scheme, will
be treated as a necessary condition, although this is not as clear as for linear systems.
Here it can be shown, that the CFL condition is necessary for the convergence of
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linear difference equations to solve linear, hyperbolic partial differential equations.
Next, a short introduction to total variation bounded (TVB) approximations is given -
this portion illustrates the accuracy and convergence properties of numerical schemes.
A very detailed treatment of these terms is presented in [10] and [24]. In the scalar
case, i.e. P = 1, the TVB notion is replaced by the total variation diminishing (TVD)
notion.
Definition 3.1 (Total Variation Diminishing Scheme). A difference scheme for scalar
















∣ , ∀n > 0.
TVD schemes are very attractive because they share the following properties [10],
[24]
• convergence
• exclusion of spurious oscillations
• accuracy not restricted to first-order.
Since scalar 3-point schemes are limited to first-order accuracy, high-order approx-
imations can only be developed using 5-point or higher schemes. The extension of
Definition 3.1 to systems of hyperbolic equations is not straightforward. Neverthe-
less, some form of stability is required to guarantee convergence. Hence, the notion
of TVB approximations is briefly introduced.
Definition 3.2 (Total Variation Bounded Scheme). A difference scheme for systems










where ‖·‖ denotes the usual RP norm.
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A more detailed treatment of the TVB notion, and hence the convergence of an
approximate solution, is outside of the scope of this research and interested readers
see [24] for details.
The development of numerical schemes for the solution approximation to conservation
laws is based on an appropriate ansatz for the solution inside the grid cells, i.e.






q (ξ, t) dξ, (3.7)
where Ix = {ξ : 0 ≤ ξ − x ≤ ∆x} (central idea) or Ix =
{




idea), and approximate the solution by the general ansatz
q̃ (x, tn) =
∑
j
pjχj (x) . (3.8)
Where pj denotes, in general a polynomial in q̄
n
j ≈ q̄ (xj , t




up to finite order m. It is clear that the order of the scheme, and therefore








where 1[a,b] = 1 in [a, b] and 0 elsewhere. Starting from the approximations (3.7),




[v (x, t2) − v (x, t1)] dx+
∫ t2
t1
[f (v (x2, t)) − f (v (x1, t))] dt, (3.9)
can be used to determine how the cell average varies with time. With this information
a numerical scheme based on numerical approximations to the fluxes at each cell edge
can be developed. Various approaches to doing this are available [17].
3.1.2 Two-Dimensional Systems
The theory of difference schemes for two-dimensional conservation laws is much less
developed than the theory for one- dimensional conservation laws [27]. Nevertheless,
in the following part the general concepts introduced above for the one-dimensional
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case are extended to systems of conservation laws in two dimensions. Therefore,









g (v) = 0, [x, y] ∈ R2, t > 0, (3.10)
where v ∈ RP under the assumption that the system is hyperbolic. The corresponding
initial conditions are given by
v (x, y, 0) = v0 (x, y) . (3.11)
Assuming a two-dimensional uniform Cartesian spatial grid ∆ = ∆x×∆y with space



































































where F : R2J×(2K+1)×P → RP and G : R(2J+1)×2K×P → RP are called, as in the
one-dimensional case, the numerical fluxes. The scheme given by (3.12) is again in
conservation form. As with the one-dimensional conservation laws (3.1), the consis-
tency of the difference scheme can be related to the relationship between f and F, and
g and G. Hence, the two-dimensional difference scheme (3.12) is said to be consistent
[10], [27] with (3.10) if F and G satisfy
F (v, . . . ,v) = f (v) and G (v, . . . ,v) = g (v) , ∀v ∈ RP . (3.14)
Often there are used simpler formulas where Fj+ 1
2
,k = F (qj−J+1,k, . . . ,qj+J,k) and
Gj,k+ 1
2
= G (qj,k−K+1, . . . ,qj,k+K) depends only on 2J and 2K values, respectively.
22
Naturally, these formulas can be obtained by starting from one-dimensional numerical
fluxes F : R2J×P → RP and G : R2K×P → RP consistent respectively with f and g.
There can also be taken a combination of one-dimensional numerical fluxes consistent





































Just as for one-dimensional difference schemes, the CFL condition is also a very
important condition for two-dimensional difference schemes; the reason for that is in
general the same as in the one-dimensional case. For the 5-point scheme given above,

































Again, the nonlinear CFL condition will be treated as a necessary condition for the
convergence of nonlinear difference schemes to approximate the solution to nonlinear
hyperbolic systems. In the following work, it will be assumed that a particular (al-
gorithm dependent) CFL condition is satisfied.
In two space dimensions, an estimate of the total variation of either the exact so-
lution of a hyperbolic system or its approximate solution often fails. For all these
reasons, the notion of TVD and TVB schemes is not as well adapted as in the one-
dimensional case. However, according to [27] a two-dimensional difference scheme is























and ‖·‖ denotes the usual RP norm.
The development of numerical schemes for the solution approximation to two-dimen-
sional conservation laws is basically the same as for one-dimensional ones. The sliding








q (ξ, η, t)dξdη , (3.18)
where Ix = {ξ : 0 ≤ ξ − x ≤ ∆x} and Iy = {η : 0 ≤ η − y ≤ ∆y} (central idea) or
Ix =
{





η : |η − y| ≤ ∆y
2
}
(upwind idea). Just as in the
one-dimensional case, the solution is approximated by a polynomial ansatz
q̃ (x, y, tn) ≈
∑
j,k
[pj + uk]χj,k (x, y) , (3.19)
where pj and uk denote, in general polynomials in q̄
n








up to finite order m. Again, the order of the scheme
depends on the maximum order of spatial derivatives selected in (3.19). Similar to
the one-dimensional case, the term χj,k (x, y) denotes an indicator function, given by








, where 1[a,b]×[c,d] = 1 in [a, b] × [c, d] and 0
elsewhere. Starting from the approximations (3.18), (3.19), the integral form (2.38)
can be used to determine how the cell average varies with time. Out of this informa-
tion a numerical scheme based on numerical approximations to the fluxes at each cell
edge can be developed. Again, various approaches can be found in the literature [17].
3.2 Numerical Schemes
In this section a description of the semi-discrete central scheme used in this research
is given. Semi-discrete schemes differ from the schemes above in a way that they are
only discretized in space. The evolution in time is done separately by some ODE
solver.
The scheme described in this section was proposed by Kurganov and Tadmor [14]
and provides a high-resolution solution for hyperbolic conservation laws. It enjoys
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the major advantages of central schemes over upwind ones: first, no Riemann solvers
are involved, and second - as a result of being Riemann solver free - its realization
and generalization for complicated multidimensional systems is considerably simpler
than in the upwind case [14]. Riemann solver free solution schemes are also called
black box solvers, because the algorithm is independent of the eigenstructure of the
system under consideration, i.e. no characteristic decomposition is necessary.
In general, semi-discrete formulations are very important for solving “real”, practical
problems associated with multidimensional systems. Semi-discrete schemes are espe-
cially effective when they combine high-resolution, nonoscillatory spatial discretiza-
tion with high-order, large stepsize ODE solvers for their time evolution.
For other schemes, such as fully discrete methods and upwind schemes, the author
refers to the literature [10], [17].
3.2.1 One-Dimesnional Semi-Discrete Central Scheme
In the case of one-dimensional central schemes, the solution is averaged by integrating
(3.1) over the rectangle [xj , xj+1] × [t












[f (q (xj+1, τ)) − f (q (xj , τ))] dτ. (3.20)
Equation (3.20) illustrates the character of central schemes. The averages are inte-
grated over the entire Riemann fan (discontinuities are located at xj± 1
2
by equation
(3.8)) so that the corresponding fluxes are evaluated at the smooth centers of the
cells, which is shown in Figure 3.2.
Approximating the flux with the numerical flux and letting ∆t→ 0, (3.20) gives the
semi-discrete central scheme proposed by Kurganov and Tadmor [14]. This scheme
is second order and is given by
d
dt
qj (t) = −
Fj+ 1
2















Figure 3.2: Central differencing approach - staggered integration over the local
Riemann fan.
































































(t) = qj+1 (t) −
∆x
2








and ρ denotes the spectral radius of the Jacobian matrix evaluated at the specified val-
ues. The derivatives qx are determined (componentwise) by a slope limiting method,
i.e. at the Θ-dependent family of minmod-like limiters [14]
(qx)j (t) = minmod
(
Θ
qj (t) − qj−1 (t)
∆x
,
qj+1 (t) − qj−1 (t)
2∆x
,Θ






where 1 ≤ Θ ≤ 2, together with the multivariable minmod function





min {xj} , if xj > 0 ∀j,
max {xj} , if xj < 0 ∀j,
0 , otherwise.
(3.26)
The introduction of the parameter Θ allows the adjustment of the numerical dissipa-
tion, where Θ = 1 ensures a non-oscillatory nature of the approximate solution and
Θ = 2 corresponds to the least dissipative limiter [14]. It is recommended [14] to
select Θ = 2 for scalar equations and 1.1 ≤ Θ ≤ 1.5 for systems.
In order to obtain convergence of the scheme, the ratio λ = ∆t
∆x
must be chosen in









(t) is evaluated by equation (3.23).
The resulting system of ODEs can be solved by any ODE method; in general, the
Runge-Kutta time differencing is preferable over the multilevel differencing, since the
former enables a straightforward use of variable time steps.
3.2.2 Two-Dimensional Semi-Discrete Central Scheme
The one-dimensional scheme described in section 3.2.1 can be easily extended to two
dimensions [14]. Hence, the two-dimensional semi-discrete central scheme can be
written in the conservative form
d
dt
qj,k (t) = −
Fj+ 1
2














































































































and the local speeds of propagation
aj+ 1
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As in the one-dimensional scheme, ρ denotes the spectral radius of the Jacobian
matrix evaluated at the specified values and the derivatives qx and qy are determined
(componentwise) by (3.25) and (3.26).
As described in the one-dimensional case, the system of ODEs can be solved by any
ODE method. In this research the numerical scheme described above is implemented
by using the package CentPack [3]. The system of ODEs is solved via an explicit
second order Runge-Kutta method (modified Euler method) [9].
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CHAPTER IV
WAVE PROPAGATION IN AN ELASTIC
HALF-SPACE
This chapter discusses wave propagation in an elastic half-space under a normal line
load source on the surface. Wave propagation is a broad subject, therefore a complete
coverage of the subject is beyond the scope of this thesis, so only the concepts needed
for this special problem are reviewed here. In order to get a broad overview of elastic
wave propagation and the theory of elasticity, the author recommends [2], [11], [12]
and [20] to interested readers.
Wave propagation in an elastic half-space generated by a time-harmonic line load
applied normal to the surface is a two-dimensional problem. Figure 4.1 shows the
normal line load on the surface of the half-space. Two-dimensional, non-dispersive





















where ρ denotes the density of the material, u = u (x, y, t) and v = v (x, y, t) denote
the displacements into the x- and y-direction, σ11 = σ11 (x, y, t) and σ22 = σ22 (x, y, t)
denote the normal stresses into the x- and y-direction and σ12 = σ12 (x, y, t) denotes
the shear stress into the x- and y-direction. The boundary conditions for the problem
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Figure 4.1: Problem of line load applied normal to the surface of an half-space.
depicted in Figure 4.1 are given by
σ22 (x, 0, t) = −Qδ (x)F (t) ,
σ12 (x, 0, t) = 0.
(4.2)
This chapter is arranged as follows: first a linear elastic half-space is investigated.
For this linear IBVP, governed by (4.1) and (4.2), it is possible to derive an analytical
solution, which is done in the next section. In the second part of this chapter, an
elastic half-space with quadratic nonlinearity is considered. So far the author knows,
no analytical solution for this nonlinear IBVP, governed by (4.1) and (4.2), exists at
the present time. Therefore a numerical study of this demanding problem is done in
Chapter 6.
4.1 Original Lamb’s Problem
Lamb published one of the most significant contributions in the area of wave propaga-
tion in elastic solids [15]. In this work, Lamb investigated the wave motion generated
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at the surface and inside the half-space with linear response. The problem of wave
propagation due to a time-harmonic line load applied normal to the surface is one of
the classical problems in elastic wave propagation and was solved by Lamb in almost
complete detail, therefore it is also called “Lamb’s Problem”. This section considers
the original Lamb’s Problem and presents the analytical solution to the line load
source with arbitrary time signal normal to the surface of a half-space.
4.1.1 Problem Formulation
The governing system of partial differential equations for Lamb’s Problem is given by
(4.1) with the corresponding boundary conditions (4.2). The half-space is initially at
rest, and the initial conditions thus are given by
u (x, y, 0) = v (x, y, 0) = 0,
u̇ (x, y, 0) = v̇ (x, y, 0) = 0.
(4.3)
In the linear case, the constitutive equations, i.e. the stress-strain relationships are























where λ and µ are the second-order elastic constants (Lamé coefficients). Together
with the constitutive equations (4.4) - (4.6), the equations of motion (4.1) can be



































of the transverse wave; the scalar potential φ and the vector potential ψ are given in
this case by




















































which is also shown in Appendix A. The initial conditions (4.3) in form of displace-
ment potentials are
φ (x, y, 0) = ψz (x, y, 0) = 0,
φ̇ (x, y, 0) = ψ̇z (x, y, 0) = 0.
(4.12)
The solution to the problem above is obtained by applying integral transform methods
to (4.7) and follows generally the one given in [20].
4.1.2 Integral Transforms
In this section, first the Laplace transform is applied to (4.7) and then to the resulting
equation the Fourier transform is applied. The Laplace transform and its inverse one









f̄ (p) eptdp, (4.13)









f̂ (ξ) eiξtdξ. (4.14)
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where φ̄ = φ̄ (x, y, p) and ψ̄z = ψ̄z (x, y, p). Executing the Fourier transform (4.14)

























where ˆ̄φ = ˆ̄φ (ξ, y, p) and ˆ̄ψz =
ˆ̄ψz (ξ, y, p); solutions of (4.16) are of the form
ˆ̄φ (ξ, y, p) = A (ξ, p) e−αly + C (ξ, p) eαly,
ˆ̄ψz (ξ, y, p) = B (ξ, p) e
−αty +D (ξ, p) eαty.
(4.17)
Now (4.17) must vanish for y → ∞ by definition of the Fourier transform [5]. Hence,
since ξ is real by definition [5] and one can consider p as real and positive [20], it is
possible to choose
ℜ{αl} ≥ 0 and ℜ{αt} ≥ 0, (4.18)
and then require C and D to vanish. Therefore (4.17) reduces to
ˆ̄φ (ξ, y, p) = A (ξ, p) e−αly,
ˆ̄ψz (ξ, y, p) = B (ξ, p) e
−αty.
(4.19)
These equations have to satisfy the boundary conditions (4.2). Applying the Laplace
transform (4.13) to the stress-potentials (4.10) and (4.11), and then to this, the
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Fourier transform (4.14) yields




























Substitute (4.19) into (4.20) yields together with the boundary conditions (4.2) to
the following two algebraic equations
ˆ̄σ22 (ξ, 0, p) = λ
p2
c2l
A+ 2µ (α2lA+ iξαtB)
!
= −QF̄ (p) ,


























































Equation (4.22) is a linear system of equations and can be solved by standard methods
resulting in
























Substitute αl and αt into (4.24) yields











































which has zeros at c = ±cr [2], where cr denotes the velocity of the Rayleigh wave, it
can be easily seen that (4.25) has zeros at
p2
ξ2
= −c2r . (4.27)
Substitution of (4.23) into (4.19) completes the definition of the transformed solutions
of the potentials.
















Applying the Laplace transform (4.13) and the Fourier transform (4.14) to (4.28)
results in









and substituting ˆ̄φ (ξ, y, p) and ˆ̄ψz (ξ, y, p) by their solution (4.19) yields
ˆ̄u (ξ, y, p) = iξA (ξ, p) e−αly − αtB (ξ, p) e
−αty,
ˆ̄v (ξ, y, p) = −A (ξ, p)αle
−αly − iξB (ξ, p) e−αty
(4.30)
with A (ξ, p) and B (ξ, p) given by (4.23).
Now the inverse Laplace transform and the inverse Fourier transform have to be
applied to (4.30).
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4.1.3 Inverse Integral Transforms
To get the solution in the real x- and time-domain one has to apply the inverse integral
transforms to the double transformed solution (4.30) - which is done in the following.
Applying the inverse Fourier transform (4.14) to (4.30) yields

















−αlyeiξx − iξB (ξ, p) e−αtyeiξx
]
dξ. (4.32)
The next step in the solution process is the inversion of the Laplace transforms ū and
v̄ in (4.31) and (4.32). This inversion is carried out by the Cagniard-deHoop method,
which is described in [2]. The use of the Laplace inversion integral (4.13) is not very
suitable to this problem, because one would have a double inversion integral involving
branch points of αl and αt in the p-plane [20].






and introducing the real variable η = ξ
p
, which is
possible since p is real and positive, into the integrals (4.31) and (4.32), that is, with
ξ = ηp, dξ = p dη,
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where the “sub l and t” terms in the integrals of (4.34) are associated with the lon-
gitudinal and transverse parts of the displacements, respectively.
For the further steps in the derivation of the solution it is easier to use polar coordi-
nates. Figure 4.2 shows that the relation between the Cartesian and Polar coordinates
is given by
x = r sin θ and y = r cos θ, (4.35)
with 0 ≤ r ≤ ∞ and −π
2
≤ θ ≤ π
2
. In the following only the area for 0 ≤ θ ≤ π
2
is
considered, since the displacements are symmetric to x = 0.
The basic idea in the Cagniard-deHoop inversion of integrals like (4.34) is to let
g (η) = t, which is real and positive. This deforms the path of integration off the real
axis of η. Clearly then, consideration must be given to the character of f , g and h in
(4.34) in the η-plane, since the integration path must not cross any poles or branch
points for t → ∞. The functions f and h have branch points at η = ±isl, ±ist,

















Figure 4.3: Equivalent path of integration in Cagniard-deHoop method.
η = ±ist.
Applying Jordan’s Lemma [5] to the integration of the integrals in (4.34) over the
completed path shown in Figure 4.3, imposing y ≥ 0, and x ≥ 0, shows that the
integrals over C2 and C5 vanish. Hence, the integrals in (4.34) (along the original
path, which is the real axis) are equivalent to those on any path in the upper half
plane, from −∞ in the second quadrant to ∞ in the first quadrant, passing between
η = 0 and η = isl, as shown in Figure 4.3. Imposing gl (η) = t, leads to an upper half
plane contour of the type of the equivalent path in Figure 4.3, given by














which is a branch of a hyperbola lying in the upper half η-plane [20] with asymp-
totes ℑ{η}
ℜ{η}
= ± tan θ. The earliest time, when (4.36) is valid is t = rsl, which gives










Figure 4.4: The Cagniard path corresponding to the longitudinal waves.
imaginary part grow, until t → ∞, ℑ{η}
ℜ{η}
→ ± tan θ., i.e. (4.36) tends to its asymp-
totes. Figure 4.4 provides a sketch of this Cagniard path. Imposing 0 ≤ θ < π
2
, the
Cagniard path does not intersect the branch cut shown in Figure 4.4. Integrating the










































The process is basically the same for the gt integrals in (4.34), therefore set gt (η) = t
to gain the path of integration. Hence, the new path of integration is found by














Equation (4.39) is again a branch of hyperbola in the upper half η-plane, with asymp-
totes ℑ{η}
ℜ{η}
= ± tan θ [20]. The initial time is now t = rst, which gives η = ist sin θ as












Figure 4.5: The Cagniard path corresponding to the transverse waves with supple-
mental path H .
cut, and the situation is just the same as in the gl integrals, i.e. Figure 4.4 applies
again, with the simple changes just mentioned. Therefore, integrating the gt integrals,





































≤ θ < π
2
the
Cagniard contour (4.39) will intersect the cut, so this contour must be supplemented
by a path, say −C6 + C7, that approaches but circumvents this cut and joins the
Cagniard contour C3, C4 as shown in Figure 4.5.
The lineal paths of −C6 + C7, along the cut, meet the contour C3, C4 at ist sin θ,
corresponding to the time t = rst, as Figure 4.5 shows. Now along these paths, η
becomes positive imaginary in the limit (as the cut is approached). Further, |η| decays
along these paths from η = ist sin θ toward the ends at the branch point η = isl. It
follows from (4.39) that these paths are represented by




























is the minimum time, when the branch point isl is reached. The circular path H in
Figure 4.5 can be expressed as η = isl + ∆e
iδ. In [20] it is shown that the possible
contribution of the circular path H will vanish for the limit case ∆ → 0. Hence,
it follows, again taking into account (4.37) on the lineal paths C6 and C7, that this































where ηtl+ and ttl, are given in (4.41) and (4.42), respectively.
The integrals (4.38), (4.40) and (4.43) are valid in the region 0 < r <∞, 0 ≤ θ < π
2
,





≤ θ < π
2
.
The solution representing the surface response is obtained by evaluating (4.34) at
θ = π
2
, which results in





−iη (s2t + 2η
2) + 2iη (η2 + s2t )
1
















By substituting θ = π
2
into (4.36), (4.39) and (4.41), η = it
r
is obtained as integration
path with rsl ≤ t <∞, rst ≤ t <∞ and ttl ≤ t ≤ rst, respectively. This integration
path for θ = π
2




5 vanish by Jordan’s Lemma








ū (r, π/2, p)







ūl + ūt + ūtl






























Figure 4.7: Integration around the Rayleigh pole.
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The simple pole at η = isr has an additional contribution, which is calculated in the
following. Let η = ηr = isr + ∆e
iδ, as shown in Figure 4.7. Again the conjugate
properties (4.37) can be applied to the resulting integrals. Hence, it follows that

























































is real [20]. Note that the integrand numerator in (4.44) and (4.45), as
η → isr, is real, and the corresponding (η
2 + s2l )
1
2 in (4.45) is imaginary, therefore
the pole at isr has no contribution to v̄ (r, π/2, p). Hence, the transformed solution
for the surface of the half-space, θ = π
2
, is given by
ū (r, π/2, p) = ūl (r, π/2, p) + ūt (r, π/2, p) + ūtl (r, π/2, p) + ūr (r, p) , (4.50)
v̄ (r, π/2, p) = v̄l (r, π/2, p) + v̄t (r, π/2, p) + v̄tl (r, π/2, p) , (4.51)
where the first two integrals in each case (4.38) and (4.40) are Cauchy principal values
[20]. The transformed solution for 0 ≤ θ < π
2
is given by (4.38), (4.40) and (4.43)
ū (r, θ, p) = ūl (r, θ, p) + ūt (r, θ, p) + ūtl (r, θ, p) , (4.52)
v̄ (r, θ, p) = v̄l (r, θ, p) + v̄t (r, θ, p) + v̄tl (r, θ, p) . (4.53)
To get a closed form solution in the time domain, only the impulse response F (t) =
δ (t), so that F̄ (p) = 1 is considered in the following. This is no limitation, since the
solution for an arbitrary signal F (t) can be obtained by convolution of the impulse
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response with the signal in the time domain. With F̄ (p) = 1 the transformed “inte-
rior” solution (4.52), (4.53) and “surface” solution (4.50), (4.51) are in the form that






= f (t)H (t− t1) (4.54)





= δ (t− a) . (4.55)
Therefore the inverse Laplace transform of the different displacement terms, yields
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[H (t− ttl) −H (t− rst)] ,
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[H (t− ttl) −H (t− rst)] ,
(4.56)
with the terms given in (4.34), (4.36), (4.39), (4.41), (4.42) and (4.48), respectively.
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ul (r, θ, t) + ut (r, θ, t) + utl (r, θ, t)











u (r, π/2, t)







ul (r, π/2, t) + ut (r, π/2, t) + utl (r, π/2, t) + ur (r, t)





for θ = π
2
.
The solution (4.57) and (4.58) for Lamb’s problem of the surface normal line load
source of delta function time behavior shows that such a source generates four different
types of waves that establish the character of the half-space motion [20]. One of these
is a circular cylindrical longitudinal wave, the front of which radiates out from the
source (r = 0) with speed cl. The second is a circular cylindrical transverse wave,
which propagates with speed ct. The third is a transverse wave, commonly referred
to as head wave. This plane fronted head wave occurs only in the region β ≤ θ < π
2
,





, traveling with speed ct along the normal to the front, which
makes the angle β with the y-axis. Lastly there is a singular Rayleigh surface wave
disturbance which propagates with cr from the source. This disturbance also occurs
in the interior where it is non-singular. Figure 4.8 shows the symmetry of the problem









Figure 4.8: The nature of disturbed region of half-space (for fixed time) for surface
normal line load source.
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with respect to the y-axis and contains a sketch of the waves, for fixed arbitrary time
t, showing the parts they play in the solution (4.57), (4.58).
The wave fronts and displacement coefficients at θ = 0◦, 30◦, 60◦ are represented in
Figure 4.9, 4.10 and 4.11, respectively. Figure 4.12 shows the “surface” solution,
θ = 90◦, for different values of Poisson’s ratio. The delta function singularities in the
figure are represented by vertical straight lines.
The results in Figure 4.9, 4.10, 4.11 and 4.12 are consistent with the ones presented
by Forrestal [8].

















Figure 4.9: Displacement component at θ = 0◦.




































Figure 4.10: Displacement components at θ = 30◦.
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Figure 4.11: Displacement components at θ = 60◦.



































Figure 4.12: Surface displacement components produced by a line source.
47
4.2 Nonlinear Lamb’s Problem
In this section, the problem formulation of the IBVP governed by (4.1), (4.2) is
presented for an elastic half-space with quadratic nonlinearity. The formulation differs
from the one presented in section 4.1.1 in its constitutive equations. The derivation
of the constitutive equations used to model the quadratic nonlinearity follows the one
presented in [18].
4.2.1 Constitutive Equations with Quadratic Nonlinearity





where Γ is the internal energy density of a homogeneous, elastic solid. Including




I21 − 2µI2 +
l + 2m
3
I31 − 2mI1I2 + nI3, (4.60)
where λ and µ are again second-order elastic constants; l, m and n are third-order























































I3 = det εij,
(4.61)










In this research only small changes in the displacements are considered, hence the
term of the geometrical nonlinearity in the strain tensor is neglected as it was already
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done in section 4.1.
Since this research treats a two-dimensional problem, it holds ε13 = ε23 = ε33 = 0.
Hence, the invariants of the strain tensor (4.61) reduces to
I1 = ε11 + ε22,




























Substituting (4.64) into (4.59) yields the constitutive equations for an elastic half-
space with quadratic nonlinearity



















































































The problem of wave propagation in an elastic half-space with quadratic nonlinearity,
generated by a time-harmonic line load applied normal to the surface (compare Figure
4.1) is formulated by the displacement equations of motion (4.1) with the correspond-
ing boundary conditions given in (4.2), where the stresses are determined by (4.65)
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- (4.67). The half-space is again initially at rest and hence, the initial conditions are
the same as in the linear case (4.3).
It is clear that this problem is described by a second order nonlinear system of partial
differential equations. Thus, the solution cannot be obtained by integral transforms
as it was the case for the Original Lamb’s Problem in section 4.1, since these trans-
forms base on linear assumptions. As it was mentioned earlier, as far as the author
knows, there does not exist an analytical solution to this nonlinear problem at the
present time. Hence, a numerical study is necessary to gain a solution to the problem
of wave propagation in an elastic half-space with quadratic nonlinearity. The next
chapter describes the implementation of the numerical schemes used in this research,




This chapter applies the theoretical concepts and numerical solution algorithms dis-
cussed in the previous chapters to wave propagation in an elastic half-space with
linear and nonlinear responses. The first part of the chapter describes the transfor-
mation of the two-dimensional wave equation (4.1) into the form of a two-dimensional
conservation law (2.37) and the implementation of the free surface boundary condi-
tions (4.2) into the numerical simulation. In the second part of the chapter follows
an evaluation of the numerical scheme. This is done by firstly simulating the propa-
gation of a one-dimensional longitudinal wave in a linear medium. With the results
of this simulation, the spatial grid size for the two-dimensional simulation of wave
propagation in a linear and nonlinear elastic half-space is determined. Subsequently,
the two-dimensional numerical scheme is evaluated by simulating the original Lamb’s
problem and compare the numerical solution to the analytical one obtained in Chapter
4.
Remark. All numerical simulations in this research are performed on a DELL Pre-
cision 690 workstation equipped with a Intel Xeon Dual Core processor with 3.0GHz
and 8GB RAM.
5.1 Implementation
This section describes the implementation of the wave propagation problem in an
elastic half-space with linear and nonlinear response. First, the transformation of
the two-dimensional wave equation into the form of a conservation law is described.




The solution procedure of the IBVP, given by the two-dimensional wave equation
(4.1), the free surface boundary conditions (4.2) and the initial conditions (4.3), is
based on the transformation of the two-dimensional wave equation into the conserva-
tive form - a schematic of this transformation is shown in Figure 5.1. Transforming

















































Together with (5.1) - (5.3) and the transformation depicted in Figure 5.1, the conser-
















































































































where qi = qi (x, y, t). The constitutive equations given in (5.1) - (5.3) are the trans-
formed equations for an elastic half-space with quadratic nonlinearity. The trans-
formed constitutive equations for an elastic half-space with linear response can be




Initial Conditions Well−Posed Boundary
Conditions (4.2)
Numerical Solution of Conservation Laws
Substitute:




















































































































































































































































q5 = uy + vx
q4 = vy
Figure 5.1: Solution procedure for the two-dimensional wave equation.
53
in Figure 5.1 holds for the linear and the nonlinear problem.




of the linear system of conservation laws (5.4) have both the same eigenvalues





have real eigenvalues. Hence, following Definition 2.2, the linear system
of conservation laws (5.4) is hyperbolic.
In the nonlinear case, the hyperbolicity of (5.4) is not guaranteed in all regions, as





values. But the numerical schemes introduced in Chapter 3 hold only for hyperbolic
systems, thus it has to be guaranteed that the system stays in the hyperbolic region
and does not converge to the regions where the eigenvalues are complex. Whether
the eigenvalues are complex, depends only on q3, q4 and q5 and thus on the spatial
derivatives of u (x, y, t) and v (x, y, t). Hence, the hyperbolicity can be guaranteed by
limiting the amplitude Q of the input. This is no constraint, since the geometrical
nonlinearities are neglected, as described in Section 4.2.1, and therefore only small
displacements are assumed.
5.1.2 Implementation of the Boundary Conditions
One key factor by numerical simulations of real physical boundary value problems
is the right implementation of the boundary conditions, since they have an immense
influence on the solution of the problem. In the case of wave propagation problems,
the boundary conditions determine which type of waves will propagate in the domain
under consideration. As it was seen in Chapter 4, the free surface boundary condi-
tions of an elastic half-space force the propagation of four different types of waves -
the longitudinal wave, the transverse wave, the head wave and the Rayleigh wave.
A numerical simulation requires not only the correct implementation of the physical
boundary conditions, but also an implementation of so called numerical boundary
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conditions. Numerical boundary conditions arise, since it is often not possible to
simulate the whole physical domain. In the case of a half-space, it is clear that it
is impossible to simulate the whole half-space, hence only a small region of the half-
space is simulated. On the other hand, this means that there appear three other
boundaries in the physical domain. Thus, the numerical scheme has to ensure that
these artificial boundaries have no effect on the numerical solution.
5.1.2.1 Physical Boundary Conditions
The implementation of the physical boundary conditions in this research is done
by the ghost-cell method [17]. This method bases on the extension of the physical
domain by some ghost-cells, which have no physical meaning. These cells are used to
force some boundary condition dependent values in the solution of the interior cells
located in the physical domain. Therefore, the values of the ghost cells are set at the
beginning of each time step in some manner that depends on the boundary conditions
and perhaps the interior (physical) solution of the last time step.
Figure 5.2 shows the extension of the free surface at y = 0 of the elastic half-space.
For the implementation of the ghost-cell method it is required that the numerical
domain ends exactly at the physical boundary, thus the grid used for the numerical
simulation in this research is
xj = j∆x and yk =
∆y
2
+ k∆y, j, k ∈ Z. (5.5)
This choice of the grid ensures also the correct implementation of the surface load for
Lamb’s problem.
As mentioned above, the values in the ghost-cells (k = −1,−2) have to ensure that
the free surface boundary conditions (4.2) are satisfied. Since the particle velocities
















q−2,−2 q−1,−2 q0,−2 q1,−2 q2,−2
q−2,−1 q−1,−1 q0,−1 q1,−1 q2,−1
q−2,0 q−1,0 q0,0 q1,0 q2,0
q−2,1 q−1,1 q0,1 q1,1
Figure 5.2: Extension of the physical half-space by ghost-cells at y = 0.








where j ∈ Z, k = 1, 2. The same holds for the normal stress into the x-direction
σ11 (q
3, q4, q5). The normal stress into the y-direction σ22 (q
3, q4, q5) and the transverse
stress σ12 (q
3, q4, q5) are influenced directly by the free surface boundary conditions
(4.2), hence they have to be considered differently. Figure 5.2 shows that the values
exactly on the physical boundary are given by linear interpolation between the ghost
cells and the interior cells for k = 0, 1. Since the values on the physical boundary
for σ22 (q
3, q4, q5) and σ12 (q
3, q4, q5) are given by the boundary conditions, the needed
values for q3, q4 and q5 can be obtained together with the symmetrical extrapolation
of σ11 (q






















































with j ∈ Z and k = 1, 2, where σ11, σ22 and σ12 are given by equation (5.1) - (5.3).
Since the numerical schemes used in this research are a semi-discrete schemes, it
always holds qij,k = q
i
j,k (t).
For a linear elastic half-space (l = 0, m = 0), the solution to the set of equations
(5.7) can be obtained easily and is given by
q3j,−k =





















For a nonlinear elastic half-space (l 6= 0, m 6= 0) the set of equations (5.7) is a
nonlinear system of equations, therefore it cannot be solved as easy as in the linear
case. In this research, the solution to this nonlinear system of equations is obtained
iteratively using the Newton-Raphson method [5]. The convergence of the Newton-
Raphson method to the right physical solution depends highly on the initial guess,
hence a good initial guess is required to ensure that the right solution is obtained.
It is known that the solution in a nonlinear elastic half-space is mostly driven by the
linear parts [28], thus the initial guess for solving the nonlinear system of equations
(5.7) using the Newton-Raphson method can be obtained from the solution to the
linear system of equations (5.8).











5.1.2.2 Numerical Boundary Conditions
There are basically two possibilities to implement the numerical boundaries of a half-
space. One way is, to choose the size of the simulation domain in such a way that
the propagating wave fronts do not reach the numerical boundaries in the entire
simulation. Since this method requires normally a large simulation domain, it is very
costly in the sense of computational time. The other approach to implement the
numerical boundary conditions is to ensure that the waves can leave the simulation
domain without reflection. This approach is chosen in this research and is realized
again through the ghost-cell method; the values in the ghost-cells are calculated by
zero-order extrapolation.
The numerical boundaries for the two-dimensional half-space under consideration are
at x = ±x̃ = ±J∆x±∆x
2
and y = ỹ = (K+1)∆y. Hence, the zero-order extrapolation
at the different numerical boundaries yields
qij,K+k = q
i
j,K , j ∈ Z, k = 1, 2,
qi±J±j,k = q
i
±J,k , j = 1, 2 k ∈ Z,
(5.10)
where i = 1, . . . , 5.
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5.2 Evaluation
The following section shows the convergence of the numerical solution to the ana-
lytical one of wave propagation in a linear elastic half-space. Therefore, first the
propagation of a plane wave in an one-dimensional linear elastic half-space is consid-
ered to determine the optimal spatial grid size for the two-dimensional simulations.
5.2.1 Benchmark with a One-Dimensional Wave Propagation Problem








with σ22 = σ22 (y, t) and v = v (y, t). The constitutive equation for the normal stress
in y-direction (in linear elastic material) can be written as




To determine the spatial grid size for the simulation of an elastic half-space with two
dimensions, the propagation of a plane wave in an one-dimensional half-space (y ≥ 0)
with excitation at one boundary is considered. Hence the boundary condition is given
by
σ22 (0, t) = −QF (t) . (5.13)
It is assumed that the domain is initially at rest, which yields
v (y, 0) = 0. (5.14)
The transformation of equation (5.11) together with the constitutive equation (5.12),
the initial condition (5.14) and the boundary condition (5.13) into a conservation law
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Figure 5.3: Excitation signal F (t) at y = 0.
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is similar to the one in two dimensions and can be found in the literature [19]. The





























= (λ+ 2µ) q2, (5.16)
where qi = qi (y, t). The excitation signal F (t) for the one-dimensional simulation of














which is shown in Figure 5.3. The implementation of the boundary condition and the
numerical grid is generally the same as for the two-dimensional case.
Table 5.1 shows the parameters used for the simulation of a plane wave in linear
elastic media. The density and the second-order elastic constants are real material
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(a) Displacement v at y1 = 3mm

















(b) Displacement v at y2 = 10mm
Figure 5.4: Numerical solution for a propagating plane wave with a spatial dis-
cretization of 30 grids per wavelength and exact solution.
values and correspond to Aluminum D54S [23]. The numerical boundary is located
at ỹ = 20mm and the simulation time is set to tsim = 5µs.
For a fine spatial resolution of the numerical solution, the spatial discretization has
to be chosen in dependence to the smallest appearing wavelength [16], [28]. For this
one-dimensional problem, the smallest wavelength is the one of the propagating lon-
gitudinal wave, as this is the only occurring wave.
To obtain an optimal spatial discretization, the one-dimensional wave propagation
problem is solved numerically with different discretization values ∆y and compared
to the exact analytical solution. The derivation of the analytical solution for this
linear plane wave problem is given in Appendix B. Figure 5.4 compares the numer-
ical results at two fixed spatial points (y1 = 3mm and y2 = 10mm) with the exact
analytical solution over the time for a discretization of 30 grids per wavelength, cor-
responding to ∆y = 4 × 10-5m. It shows a noticeable numerical error, especially at
y = y2. It is expected that the numerical error decreases with a finer discretization.
Using a spatial discretization of 60 grids per wavelength, yields the results shown in
Figure 5.5. These results show clearly the expected decrease of the numerical error,
as the numerical solution converges to the analytical one.
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(a) Displacement v at y1 = 3mm

















(b) Displacement v at y2 = 10mm
Figure 5.5: Numerical solution for a propagating plane wave with a spatial dis-
cretization of 60 grids per wavelength and exact solution.
A better analysis of harmonic signals can be made using the FFT [21], since these
transform allows an evaluation in the frequency domain. Since the problem con-
sidered in this section is a linear wave propagation problem, theoretically only the
fundamental frequency ff of the excitation signal F (t) occurs in the solution. Be-
cause the displacement in the numerical solution is obtained from the particle velocity
by numerical integration, the FFT is carried out with the particle velocity in order
to get the most undisturbed signal.
Figures 5.6 and 5.7 show the FFT of v̇ for a spatial discretization of 30 and 60 grids
per wavelength, respectively. In both figures unexpected odd harmonics of the funda-
mental frequency ff of the excitation signal occur. On the other hand, it can be seen
that the magnitude A3 and A5, where Ai = A (iff ), in comparison to the magnitude
of the fundamental frequency A1 in Figure 5.7 is smaller than in Figure 5.6. Hence
it is expected, that these occurrence of the odd harmonics is vanishing through a
refinement of the spatial grid size.
62













(a) FFT of v̇ at y1 = 3mm













(b) FFT of v̇ at y2 = 10mm
Figure 5.6: FFT of particle velocity v̇ of the numerical solution for a spatial dis-
cretization of 30 grids per wavelength.









(a) FFT of v̇ at y1 = 3mm









(b) FFT of v̇ at y2 = 10mm
Figure 5.7: FFT of particle velocity v̇ of the numerical solution for a spatial dis-
cretization of 60 grids per wavelength.
Figure 5.8 shows the displacement over the time obtained from a numerical simulation
with a discretization of approximately 3000 grids per wavelength, which corresponds
to ∆y = 4 × 10-7m. It shows obviously the convergence of the numerical solution to
the exact analytical one. Furthermore, the corresponding FFT of the particle velocity
in Figure 5.9 indicates the expected vanishing of the odd harmonics in comparison to
the fundamental frequency.
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(a) Displacement v at y1 = 3mm

















(b) Displacement v at y2 = 10mm
Figure 5.8: Numerical solution for a propagating plane wave with a spatial dis-
cretization of 3000 grids per wavelength and exact solution.










(a) FFT of v̇ at y1 = 3mm










(b) FFT of v̇ at y2 = 10mm
Figure 5.9: FFT of particle velocity v̇ of the numerical solution for a spatial dis-
cretization of 3000 grids per wavelength.
To summarize, Figures 5.10 and 5.11 illustrate the decreasing of the undesirable odd
harmonics with declining spatial grid size in comparison to the amplitude of the
fundamental frequency ff at y = y1 and y = y2 , respectively.
On the one hand, the numerical error decreases with a finer spatial discretization, but
on the other hand it is clear that the computational time increases. Especially, when
simulating a two-dimensional half-space, the spatial discretization has an enormous
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(a) Amplitude of third harmonic















(b) Amplitude of fifth harmonic
Figure 5.10: Value of A3/A1 and A5/A1 at y1 = 3mm over grids per wavelength.















(a) Amplitude of third harmonic















(b) Amplitude of fifth harmonic
Figure 5.11: Value of A3/A1 and A5/A1 at y2 = 10mm over grids per wavelength.
influence on the computational time. Moreover, according to the CFL condition
(3.27) the time step ∆t has to decrease also with the spatial step and therefore the
computational effort increases additionally. Hence, one has to make a compromise
between the numerical error and the computational effort.
From the results above it can be assumed that 60 grids per smallest occurring wave-
length yields a resolution which is high enough. Using this discretization, the com-
putational effort is still realizable.
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5.2.2 Benchmark with the Original Linear Lamb’s Problem
This part presents the numerical results to the original Lamb’s problem and compare
them to the exact analytical solution obtained in Chapter 4. The excitation signal
F (t) at x = 0, y = 0 (see Figure 4.8) is the same as in the previous section and
given in Figure 5.3. Besides the load Q, the simulation parameters are the same as
in the one-dimensional simulation and shown in Table 5.2. According to the results
given above, the (x, y)-domain is discretized in x- and y-direction with approximately
60 grids per smallest occurring wavelength, which depends in the two-dimensional
case to the transverse wave1 and is therefore given by ∆x = ∆y = 9 × 10-6m. The
numerical boundaries are located at x̃ = ±11.25mm and ỹ = 11.25mm, thus the
simulation domain (-11.25mm ≤ x ≤ 11.25mm and 0 ≤ y ≤ 11.25mm) is discretized
into 2501 × 1250 grids. The simulation time is set to tsim = 2.8µs.
The results are presented in a way that the numerical solution is compared to the
analytical one at different fixed points in the half-space, which are expressed in Polar
coordinates (see Figure 4.2). Hence the time-signal of the displacements in the x-
and y-direction are evaluated for three different radii, r = 2mm, 4mm, 5.2mm and
four different angles θ = 0◦, 30◦, 60◦, 89.5◦2.
Figures 5.12, 5.13, 5.14 and 5.15 show the obtained results at r = 2mm for θ = 0◦,
30◦, 60◦, 89.5◦, respectively.
1The wave with the smallest wavelength is actually the Rayleigh wave, but this wave occurs only
on the surface. Thus the transverse wave is taken to determine the grid size
2The results are not presented at θ = 90◦, since the implementation of the numerical grid (5.5)
only gives a solution at θ = 89.5◦
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Figure 5.12: Numerical solution of displacement v at r = 2mm and θ = 0◦ and
exact solution.






































Figure 5.13: Numerical solution of displacements at r = 2mm and θ = 30◦ and
exact solution.








































Figure 5.14: Numerical solution of displacements at r = 2mm and θ = 60◦ and
exact solution.
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Figure 5.15: Numerical solution of displacements at r = 2mm and θ = 89.5◦ and
exact solution.
These figures illustrate that the longitudinal wave and transverse wave are not sep-
arated from each other at r = 2mm. Furthermore, they clarify that the numerical
solution converges to the exact analytical solution.
Figures 5.16, 5.17, 5.18 and 5.19 give the obtained numerical results in comparison
to the analytical solution at r = 4mm for θ = 0◦, 30◦, 60◦, 89.5◦, respectively. The
longitudinal wave and the transverse wave are still not completely separated from
each other.



















Figure 5.16: Numerical solution of displacement v at r = 4mm and θ = 0◦ and
exact solution.
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Figure 5.17: Numerical solution of displacements at r = 4mm and θ = 30◦ and
exact solution.








































Figure 5.18: Numerical solution of displacements at r = 4mm and θ = 60◦ and
exact solution.






































Figure 5.19: Numerical solution of displacements at r = 4mm and θ = 89.5◦ and
exact solution.
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It figures out that the numerical error is increasing for θ = 60◦ and 89.5◦, especially in
the transverse wave part. This can be referred to the fact that in this region the head
wave occurs. The head wave has the wavelength of the transverse wave and therefore
it is sampled with 60 grids per wavelength, contrary to the longitudinal wave, which
is sampled with approximately 120 grids per wavelength. Hence, it is clear that the
numerical error in the parts of the solution, which are dominated by the transverse
wave parts, is higher than in the parts where the longitudinal wave dominates.
Figures 5.20, 5.21, 5.22 and 5.23 illustrates the numerical solution at r = 5.2mm for
θ = 0◦, 30◦, 60◦, 89.5◦, respectively.
Now, the longitudinal wave is almost separated from the transverse wave. Again, Fig-
ure 5.22 and 5.23 indicate the phenomenon that the numerical error in the transverse
wave part is higher than in the longitudinal wave part.



















Figure 5.20: Numerical solution of displacement v at r = 5.2mm and θ = 0◦ and
exact solution.
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Figure 5.21: Numerical solution of displacements at r = 5.2mm and θ = 30◦ and
exact solution.


































Figure 5.22: Numerical solution of displacements at r = 5.2mm and θ = 60◦ and
exact solution.










































This section presents the numerical results of linear one- and two-dimensional wave
propagation problems in comparison to the exact analytical solution. It points out
that the numerical error highly depends on the spatial discretization. But on the
other hand, one has always to consider the computational cost in the sense of com-
putational time.
The numerical results of the original Lamb’s problem illustrate that the numerical
solution is in good agreement with the exact analytical solution; especially in the re-
gion where the longitudinal wave dominates. Furthermore, the computational effort
is still affordable, but a noticeable refinement of the grid showed that the computa-
tional time blows up. Thus, the grid size, the simulation domain and the simulation





In the following chapter, the results of the numerical simulation of propagating waves
in an elastic half-space with quadratic nonlinearity are presented. The numerical
schemes used for these simulations are introduced in Chapter 3, the problem formula-
tion is given in Chapter 4. The results are presented in a way that first only the time
domain is considered. In this section follows an evaluation of the compliance of the
free surface boundary conditions and the obtained results are compared to the results
of the linear wave propagation problem presented in the last chapter. In the second
part of the chapter, the solution is presented in the frequency domain. Thus, the
propagation of an one-dimensional plane wave in an elastic medium with quadratic
nonlinearity is firstly considered to introduce the acoustical nonlinearity parameter
β. Afterwards, it is verified that such a parameter can be also defined for cylindrical
waves and how this parameter depends on different locations in the half-space as well
as on different material properties.
The excitation signal F (t) is for all following simulations the same as in the last chap-
ter and specified by (5.17). The simulation parameters used in the two-dimensional
nonlinear simulations are given in Table 6.1, the material and input parameters are
shown in Table 6.2.
Table 6.1: Simulation Parameters.
tsim [µs] ∆x× 10
6 [m] ∆y × 106 [m] J K x̃ [mm] ỹ [mm]
2.8 9 9 1250 1250 ± 11.25 11.25
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Table 6.2: Parameters for wave propagation in a nonlinear elastic half-space.
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The density ρ and the second- and third-order elastic constants are again real material
values and correspond to Aluminum D54S [23].
6.1 Time-Domain
As mentioned in the last chapter, the right implementation of the boundary conditions
is a very important factor when simulating BVP. Especially in this nonlinear wave
propagation problem, as described in Chapter 5, the implementation of the boundary
conditions is not straightforward. Hence, the compliance of the physical boundary
conditions is evaluated in the following. Figure 6.1 and 6.2 show exemplary the values
of σ22 and σ12 at |x| ≤ x̃ and y = 0 for t = 1.26µs and t = 2.52µs, respectively. These
values are calculated using linear interpolation between the cells at k = 0 and k = −1
(first ghost-cells).
Besides a small numerical error, the results satisfy the free surface boundary condi-
tions (4.2). The spatial regions, in which the numerical error of σ22 increases depends
to the propagating Rayleigh wave. In Figure 6.2, the longitudinal wave part has al-
ready left the simulation domain, hence there is no numerical error in front of the
Rayleigh wave, as it can be seen in Figure 6.1, where the longitudinal wave part is not
completely apart from the transverse and Rayleigh part. How small the numerical
error is, can be seen by comparing the numerical error of σ22 at y = 0 to the input
signal σ22 (0, 0, t) =
QF (t)
∆x
at x = 0, shown in Figure 6.3. Figure 6.1 and 6.2 show that
the maximum of the numerical error of σ22 is |σ22| ≈ 2 × 10
-9 and Figure 6.3
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Figure 6.1: Evaluation of the compliance of the boundary condition of σ22 (top)
and σ12 (bottom) at t = 1.26µs.



































Figure 6.2: Evaluation of the compliance of the boundary condition of σ22 (top)
and σ12 (bottom) at t = 2.52µs.
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Figure 6.3: Numerical solution of σ22 (0, 0, t) and exact input signal.
illustrates that the input signal has an amplitude of Q = 1.1 × 109; thus it is clear
that the numerical error is about 1018 times smaller as the input signal. Furthermore,
Figure 6.3 shows the desired input signal in comparison to the simulated signal at
x = 0 and y = 0. The exact signal and the numerical one are in good agreement.
As mentioned earlier, the numerical solution of the nonlinear half-space cannot be
compared to an exact solution, since there exists no analytical solution at the present.
But it is known, that the nonlinear solution does not differ very much from the
linear solution [28] in the time domain. To illustrate this, the numerical solution
of the particle velocities of propagating waves in an elastic half-space with linear
and nonlinear response are compared. Figure 6.4 shows the particle velocity v̇ (t)
at r = 5.2mm and θ = 0◦. From the previous chapters it is clear that the particle
velocity u̇ is zero under the angle θ = 0◦.
The small amplitude wave right after the longitudinal wave part in Figure 6.4, depends
to a wave propagating with the transverse wave speed. But this wave cannot be viewed
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Figure 6.4: Numerical solution of the particle velocity v̇ in linear and nonlinear
media at r = 5.2mm and θ = 0◦.
















(a) Particle velocity v̇
















(b) Particle velocity u̇
Figure 6.5: Numerical solution of the particle velocities in linear and nonlinear
media at r = 5.2mm and θ = 30◦.
as a classical shear wave, since the particle movement is into the y-direction and thus
into the propagation direction. It is rather due to reflections from the boundary,
which can be viewed as a second source. This effect can be also observed in the
analytical solution (see Figure 4.9). Nevertheless, this wave part is treated in the
following as a transverse wave.
In Figures 6.5, 6.6 and 6.7 the particle velocities v̇ and u̇ for linear and nonlinear
media are compared at r = 5.2mm and θ = 30◦, 60◦ and 89.5◦, respectively. Figures
6.4 - 6.7 show obviously that there can be rarely seen any difference between the time
signals of the particle velocities in nonlinear and linear media; the same holds for the
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(a) Particle velocity v̇
















(b) Particle velocity u̇
Figure 6.6: Numerical solution of the particle velocities in linear and nonlinear
media at r = 5.2mm and θ = 60◦.















(a) Particle velocity v̇















(b) Particle velocity u̇
Figure 6.7: Numerical solution of the particle velocities in linear and nonlinear
media at r = 5.2mm and θ = 89.5◦.
displacements and the stresses.
A view of the (x, y) simulation domain is given in Figure 6.8, wherein the propagating
wave fronts of σ22 are illustrated at four different times, similar results are obtained
for all other signals. At t = t1 the excitation F (t) is unequal zero, what can be
clearly seen in the first subfigure. In all other subfigures, the excitation from the
boundary is zero, so the dying out of the waves can be observed. The separation of
the longitudinal and transverse wave parts has already taken place for t = t3 and

























(d) t4 = 2.8µs
Figure 6.8: Propagating wave fronts of σ22 in a nonlinear elastic half-space at
different fixed times.
Thus all expected waves - the longitudinal wave, the transverse wave, the head wave
and the Rayleigh wave, which can be slightly seen at the free surface - occur in the
half-space. The symmetry to the y-axis can be also observed, hence only the part for
x ≥ 0 is treated in the following.
The last subfigure shows additionally that the numerical boundaries have no effect on
the simulation, since the longitudinal wave can leave the simulation domain without
any impact.
6.2 Frequency-Domain
As described in Chapter 5, the FFT enables a better interpretation of time-harmonic
signals in the frequency domain. Since the excitation signal used in this research is
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a sinusoidal signal, the next section presents the obtained results in the frequency
domain in order to get a better understanding of nonlinear wave propagation in an
elastic half-space. First, the propagation of an one-dimensional plane wave, as in-
troduced in Section 5.2.1, in quadratic nonlinear material is treated to introduce the
acoustical nonlinearity parameter β. Subsequently, the achieved simulation results
in two dimensions are investigated in the frequency domain. As it was already done
in the last chapter, the FFT is always obtained by the particle velocities, since they
offer the most undisturbed signals.
It has to be mentioned that the spatial discretization given in Table 6.1 allows only a
fine resolution up to the second harmonic of the fundamental frequency ff = 5MHz.
The reason for this is that approximately 60 grids per wavelength are required to
get a fine resolution in the frequency domain, as shown in Chapter 5. The spatial
discretization, used in the following simulations, samples the fundamental frequency
of the longitudinal wave with approximately 120 grids per wavelength and thus the
second harmonic frequency with 60 grids per wavelength - the required minimum.
The other higher harmonic frequencies are sampled with even less grids, therefore
a fine resolution for these higher harmonic frequencies is not possible with this dis-
cretization. As shown in the last chapter, a fine resolution to higher frequencies can
be reached by using a finer discretization, what results on the other hand in higher
computational times. To avoid these higher computational times, only a frequency
range of 0MHz ≤ f ≤ 12.5MHz is considered in the following. This is not a too strong
limitation, since in practical applications of nonlinear wave propagation, for exam-
ple in the NDE, most of the times only the signal intensity of the second harmonic
frequency is compared to the signal intensity of the fundamental frequency to obtain
important information about the material. The acoustical nonlinearity parameter β,
introduced in the next section, depends also only on the signal intensity of the second
harmonic and the fundamental frequency.
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To get precise information from the analysis in the frequency domain, the longitudinal
wave parts are extracted from the rest of the signals to avoid interferences between
different waves in the two-dimensional simulations. Figure 6.8 shows that this is only
possible after a certain propagation distance and for certain angles. The region in
which this is possible are angles smaller than θ ≈ 60◦, but the propagation distance
still matters. The extraction of the longitudinal wave part is done by applying a
Hanning window [21] over the desired part of the signal. The beginning and the
end of the window for different propagation distances can be easily obtained using
the longitudinal wave velocity. Hence, in the following only the longitudinal wave
parts are considered. The transverse wave parts are not considered in the following,
as the fundamental frequency of the transverse waves is only sampled with 60 grids
per wavelength. A fine resolution in the interesting region of the second harmonic
frequency would require a smaller spatial discretization.
6.2.1 One-Dimensional Wave Propagation
The governing equations of the one-dimensional plane wave propagation in linear
media are given in Section 5.2.1. As in the case of two-dimensional wave propagation,
the equations are basically the same, only the constitutive equation changes. The
constitutive equation to model the quadratic nonlinear material in this section can
be written as
σ22 = (λ+ 2µ)
∂v
∂y






where σ22 = σ22 (y, t). The simulation parameters are the same as for the nonlinear
two-dimensional simulations and shown in Table 6.1 and 6.2. Only the amplitude Q
of the input signal is different and given by Q = 20 × 106, in order to compare the
results to the linear one presented in the last chapter.
Figure 6.9 compares the FFT of the particle velocity v̇ in a nonlinear material to the
























Figure 6.9: FFT of the particle velocity in nonlinear (solid) and linear (dashed)
media at y = 10mm with zoom.
As expected, the magnitude at the fundamental frequency A1 is in both cases approx-
imately the same. In nonlinear material appears also a signal at the second harmonic
frequency, which leads to a significant difference between wave propagation in linear
and nonlinear materials as this is a pure nonlinear effect. The acoustical nonlinearity
parameter β is defined by using this nonlinear phenomenon. Cantrell showed [6] that
the factor of A2
A21




Furthermore β is a parameter which express the amount of nonlinearity in a material.
In practical applications, it is often only possible to measure a relative β
′
[4], since
the absolute value cannot be determined. Figure 6.10 shows the factor of A2
A21
of the
particle velocity vs. the propagation distance from the simulation of a plane wave in
nonlinear material, furthermore it clarifies the linear increase. The slope of this line
























1 of the FFT of v̇ over the propagation distance y.
6.2.2 Two-Dimensional Wave Propagation
In the following, the results of the numerical simulations of propagating waves in an
elastic half-space with quadratic nonlinearity are presented in the frequency domain.
As already noted, the signals in the frequency domain are obtained by the FFT of the
particle velocities. In contrast to one-dimensional problems, two-dimensional prob-
lems require an analysis into the x- and y-direction in order to get all effects in the
frequency domain. Thus, the particle velocities into the x- and y-direction, u̇ and v̇,
are analyzed in the frequency domain. First the pure FFT signals are investigated,
afterwards the dependency of A2
A21
to the propagation distance and the angle θ is stud-
ied in the x- and y-direction. At the end of the chapter, a parameter similar to the
acoustical nonlinearity parameter β is introduced in order to analyze some material
properties.





















Figure 6.11: FFT of the particle velocity v̇ in nonlinear (solid) and linear (dashed)
material at r = 5.2mm and θ = 0◦ with zoom.
and nonlinear media, the FFT signals for different angles at a fixed radius are pre-
sented below. Figure 6.11 shows the FFT of the particle velocity v̇ at r = 5.2mm and
θ = 0◦.
As in the one-dimensional case, there can be rarely seen any difference in A1, the
magnitude of the signal at the fundamental frequency. The difference appears in A2,
the magnitude of the signal at the second harmonic frequency, where a peak in the
signal of the nonlinear material arises. As mentioned in the last section, this is a
pure nonlinear effect. The bifurcation in the second peak is due to a phase difference
between the overlying wave parts [30], as they are not completely apart from each
other at this propagation distance (see Figure 6.4).
Figure 6.12, 6.13 and 6.14 show the FFT of the particle velocities in x- and y-direction
for r = 5.2mm and θ = 30◦, 60◦ and 89.5◦, respectively.
Again, in all figures the pure nonlinear effect of the appearance of a peak at the second
harmonic frequency can be clearly seen. The bifurcations of the signal at the second
harmonic frequency in Figure 6.12 and 6.13 are again due to the phase difference
between the longitudinal and transverse wave parts. Moreover, a change in the signal
intensity of the fundamental frequency, and in the nonlinear case also in the signal









































(b) FFT of u̇
Figure 6.12: FFT of the particle velocities in nonlinear (solid) and linear (dashed)








































(b) FFT of u̇
Figure 6.13: FFT of the particle velocities in nonlinear (solid) and linear (dashed)








































(b) FFT of u̇
Figure 6.14: FFT of the particle velocities in nonlinear (solid) and linear (dashed)
media at r = 5.2mm and θ = 89.5◦ with zoom.
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1 of the FFT of v̇ over the propagation distance r at θ = 0
◦.
in Figure 6.14 is attributed to the higher numerical error in the Rayleigh wave part
(see Figure 5.23), as this numerical error is probably higher in the nonlinear case.
In [13] it is shown that the factor of A2
A21
also increases linearly under the consideration
of spreading in the case of cylindrical acoustical waves, where only a longitudinal
wave occurs. Hence, in the case of elastic waves, the factor A2
A21
is also supposed to
changes linearly with propagation distance in regions, where the longitudinal wave
part can be extracted completely from the transverse wave part.
This linear increase of A2
A2
1
in the case of two-dimensional elastic waves is illustrated in
Figure 6.15, showing A2
A21
of the numerical solution of v̇ at θ = 0◦ over the propagation
distance r. Especially at this angle, the problem is almost the same as for acoustical
waves, as there occurs only a low amplitude transverse wave part.
The small ripples for a propagation distance of r ≤ 6mm are due to the fact that the
longitudinal wave part is not completely apart from the transverse wave part. Thus,
there cannot be said anything about the behavior of A2
A2
1
. But in the region, where
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1 of the FFT of v̇ over the propagation distance r for different θ.
the longitudinal wave can be extracted from the transverse wave, the expected linear




the propagation distance from the angle θ. Only the region of θ ≤ 60◦ is considered,
since the longitudinal wave and the head wave are overlying for higher angles (see
Figure 6.8) and thus an extraction of the longitudinal wave part is not possible.
It shows clearly the angular dependency of A2
A21
vs. the propagation distance. Not only
the absolute value of the curves are different, but also the slopes of the curve in the
part of linear increase differ. The region in which a linear increase occurs depends
also on the angle, this is due to the fact that the influence of the transverse wave
part differs with the angle. The same phenomenon can be observed for the particle
velocity u̇ into the x-direction, shown in Figure 6.17. In this figure, only angles for
10◦ ≤ θ ≤ 60◦ are considered, as for angles below that range, the occurrence of a
displacement in x-direction is so small that it can be neglected; for angles above this
range, the transverse wave part dominates as discussed previously.
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1 of the FFT of u̇ over the propagation distance r for different θ.
Herein, the slopes of the curves differ also with the angle. Comparing Figure 6.17
with Figure 6.16 visualizes that the slopes of the linear parts for a certain angle differ
in both figures. This is clear, as the longitudinal wave part depends differently on
v̇ and u̇ at different angles. To compare different materials, it is from high interest,
how the slopes in Figure 6.16 and Figure 6.17 changes with the angle and also with
the material. Thus, two parameters κy and κx, which are similar to the acoustical
nonlinearity parameter β (6.2), are introduced. Let κy and κx be the slopes in the
linear increasing part of the curves determined by A2
A2
1
vs. the propagation distance









with A1 and A2 from the FFT of u̇,
(6.3)
where the factor A2
A21
is only considered in the region where the longitudinal wave can
be completely extracted from the transverse part and therefore a linear increase takes
place.
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Figure 6.18: κy and κx over the angle θ together with a best fit curve.


















(a) Particle velocity v̇


















(b) Particle velocity u̇
Figure 6.19: A2/A
2
1 of the FFT of the particle velocities over the angle θ for different
r.
Figure 6.18 shows the values of κy and κx over the angle θ. Again, only angles of
θ ≤ 60◦ are considered.
Both curves show the angular dependency of κy and κx. For κy a significant change
arises not until θ ≈ 20◦, in contrast to that, κx is more sensitive for low angles and
less sensitive for higher angles.
Another point of interest is how the values of A2
A21
changes over the angle θ for a fixed
radius. Figure 6.19 illustrates this relationship, the shape of these curves is the same
as in Figure 6.18, which is clear from equation (6.3).
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1 of the FFT of v̇ over r at θ = 0
◦ for different l and m.
The fact that the curves in Figure 6.18 and 6.19 are increasing for κy and accordingly
for v̇ while decreasing for κx and u̇, reflects the inversely proportional participation
to the longitudinal wave part over the angle θ.
To investigate how the parameters κx and κy change with different material prop-
erties, the third-order elastic constants l and m are varied in the following simula-
tions. The values of l and m used to study the material properties are in the range
of 0.8lAl ≤ l ≤ 1.2lAl and 0.8mAl ≤ m ≤ 1.2mAl, where lAl and mAl are the values of
Aluminum D54S given in Table 6.2. In the following, the different third-order elastic
constants are denoted by la and mb, where la = alAl and mb = bmAl.
Figure 6.20, 6.21 and 6.22 show the factor A2
A21
of v̇ vs. the propagation distance for
θ = 0◦, 30◦ and 60◦, respectively. All the figures show obviously the influence of the
third-order elastic constants on the behavior of A2
A21
vs. the propagation distance. For
θ = 0◦ and 30◦, the parameter m has a stronger influence on the results than l, as
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1 of the FFT of v̇ over r at θ = 30
◦ for different l and m.






























1 of the FFT of v̇ over r at θ = 60
◦ for different l and m.
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1 of the FFT of u̇ over r at θ = 30
◦ for different l and m.
this parameter determines mostly which curve has a bigger slope (in the linear part).
In Figure 6.21 the influence of m is decreasing and the one of l is increasing, because
the curves of l0.8, m1.2 and l1.2, m1 as well as l0.8, m1 and l1.2, m0.8 are moving closer to
each other. For θ = 60◦, the influence of l is higher than the one of m, as the curves
of l0.8, m1.2 and l1.2, m1 as well as l0.8, m1 and l1.2, m0.8 in Figure 6.22 changed their
position in comparison to Figure 6.20 and 6.21.
The same behavior can be observed for A2
A21
of u̇ vs. the propagation distance as given
in Figure 6.23 and 6.24, showing the results for θ = 30◦ and 60◦, respectively.
The angular dependency of the influence of l and m is illustrated in Figure 6.25 and
6.26, giving A2
A21
of v̇ and u̇ vs. θ at r = 8.4mm, respectively. In both figures it can
be seen that the curves of l0.8, m1.2 and l1.2, m1 as well as l0.8, m1 and l1.2, m0.8, cross
each other at θ ≈ 40◦. Thus the influence of m on the longitudinal wave is higher
than the one of l for 0◦ ≤ θ ≤ 40◦ and for 40◦ ≤ θ ≤ 90◦ it is vice versa.
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1 of the FFT of u̇ over r at θ = 60
◦ for different l and m.




























1 of the FFT of v̇ over θ at r = 8.4mm for different l and m.
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1 of the FFT of u̇ over θ at r = 8.4mm for different l and m.
A more precise look on the influence of the third-order elastic constants is possible by
using the parameters κx and κy. To compare the effects on κx and κy to the variation



















where κx(Al) and κy(Al) are the values of Aluminum D54S, given in Figure 6.18. Figure





figures show clearly that the influence of m on the longitudinal wave part is higher
than the one for l for θ < 40◦ and vice versa for θ > 40◦. Furthermore both figures
feature a symmetry to κ
′




y (and therefore also the
values of κx and κy) form for a fixed angle θ a plate in the (l,m)-domain. Figure 6.29
depicts such a plate exemplary for κ
′
y at θ = 0
◦.
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y over the angle θ for different l and m.
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y in dependence on different l and m at θ = 0
◦.
To sum up, the obtained results of the numerical simulation of propagating waves in an
elastic half-space with quadratic nonlinearity can be used to get more understanding
about two-dimensional wave propagation in nonlinear materials. It was shown that
the signals in the time-domain do not differ very much from the one obtained from
simulating wave propagation in linear material. But the frequency domain allows
to see the differences between linear and nonlinear material. Hence, the frequency
domain can be used to investigate the dependents of the nonlinearity in the signals




This research demonstrates the effectiveness of using a numerical solution approx-
imation with a central scheme approach to analyze wave propagation in an elastic
half-space with quadratic nonlinearity. Specifically, this research uses an efficient nu-
merical solver to analyze nonlinear effects that appear in harmonic waves propagating
in nonlinear media.
The solver implemented in this study is independent of the eigenstructure of the sys-
tem under consideration, so it can be used for different linear and nonlinear systems.
Moreover, the solution approximation to the original Lamb’s problem obtained by
the solver is in good agreement with the exact analytical solution. Furthermore, the
numerical solver provides a high resolution of the nonlinear effects that evolve during
wave propagation in nonlinear media. It has been shown that the signal intensity
of the second higher harmonic frequency in comparison to the signal intensity of the
fundamental frequency can be exploited to characterize the amount of nonlinearity
in the material. Additionally, it is presented that in the two-dimensional case the
nonlinear effects in the material depend on the location of the received signal in the
elastic half-space. There is also a difference in the nonlinearity between the wave ve-
locities in x- and y-direction, which depends as well on the location in the half-space.
To quantify these dependency, two parameters κx and κy are introduced, which are
similar to the acoustical nonlinearity parameter β, as they depend on the behavior
of A2
A21
of the FFT of a signal over the propagation distance. These parameters are
also used to compare different material properties and to investigate how the non-
linear effects change with the third-order elastic constants. In connection with this
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investigation it is shown that the different third-order elastic constants have stronger
and weaker influence on the nonlinear effects in different regions inside the half-space.
These regions depend mainly on the angle θ.
All studies on nonlinear effects in the elastic half-space with quadratic nonlinearity
are based on the evaluation of the longitudinal wave parts, therefore these parts are
extracted from the other wave parts. One reason for this procedure is that a finer
spatial discretization is required to investigate the transverse waves in the regions of
the second harmonic. The study of the transverse wave parts is a subject for further
research in order to gain more information about the behavior of propagating waves
in nonlinear elastic media.
In this research constant material properties in the whole half-space are assumed. But
in many practical applications the material properties are not constant in the whole
specimen. In the NDE, for example, cracks and microdamages exhibit different prop-
erties than undamaged parts of the material. Hence, it is from great interest how the
propagating waves are influenced when traveling through cracks or microdamages. A
numerical study of these effects arising from cracks and microdamages in materials is
also a topic of further research.
Because this research is a pure numerical study, an experimental study of propa-
gating waves in an elastic half-space with quadratic nonlinearity has to be done in
order to confirm the obtained results for practical use. This is also of interest, as
the used mathematical model neglects some real physical effects, such as attenuation.





The displacement potentials are derived in the following. First, the general three-
dimensional case is treated, thereafter the equations are simplified to get the two-
dimensional case used in Chapter 4.
A.1 In Three-Dimensions
In the absence of body forces, the general three-dimensional displacement equations
of motion can be written [2] as
σij,j = ρüi, (A.1)
where the summation convention is implied, as usual. The linear constitutive equa-
tions in the general three-dimensional case are given by
σij = λεkkδij + 2µεij, (A.2)




(ui,j + uj,i) . (A.3)
Together with (A.2) and (A.3), the displacement equations of motion (A.1) can be
written as
µui,jj + (λ+ µ)uj,ji = ρüi. (A.4)
In vector notation the displacement equations of motion (A.4) can be expressed as
µ∇2u + (λ+ µ)∇∇ · u = ρü, (A.5)
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where
∇f = fi,i (divergence),
∇f = f,i~ei (gradient),
∇2f = fi,jj~ei (Laplace operator).
Considering a decomposition of the displacement vector of the form
u = ∇φ+ ∇∧ψ, (A.6)
where
∇ ∧ f = (fz,y − fy,z)~ex + (fx,z − fz,x)~ey + (fy,x − fx,y)~ez (curl).
Substitution of the displacement representation (A.6) into equation (A.5) yields
µ∇2 [∇φ+ ∇∧ψ] + (λ+ µ)∇∇ · [∇φ+ ∇∧ψ] = ρ
∂2
∂t2
[∇φ+ ∇∧ψ] . (A.7)
Since ∇ · ∇φ = ∇2φ and ∇ · ∇ ∧ψ = 0 [5], equation (A.7) can be rearranged to
∇
[

























It has to be noted that equation (A.6) relates the three components of the displace-
ment vector to four other functions: the scalar potential and the three components
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of the vector potential. This indicates that φ and the components of ψ should be
subjected to an additional constraint condition. Generally the components of ψ are
taken to be related in some manner. Usually, but not always, the relation
∇ ·ψ = 0
is taken as the additional constraint condition [2].

































In the two-dimensional case the displacement vector and the ∇-operator are in the
(x, y)-plane and consequently the vector potential ψ is directed normal to the (x, y)-
plane, hence
ψ = ψz~ez (A.13)
















Together with (A.13), the displacement equations of motion in form of potentials

























Furthermore, the constitutive equations (A.2) reduce in the two-dimensional case to






















By substituting (A.14) into (A.17) and using (A.15), (A.16), the stresses may be











































This chapter derives the analytical solution for the one-dimensional BVP treated in
Chapter 5.
B.1 Problem Formulation
This section presents the governing equations for the propagation of an one-dimensional
plane wave in an elastic half-space (y ≥ 0) due to an excitation at the boundary. The
one-dimensional wave equation can be written as
∂
∂y
σ22 (y, t) = ρ
∂2
∂t2
v (y, t) , (B.1)
where σ22 (y, t) is given by the constitutive equation
σ22 (y, t) = (λ+ 2µ)
∂
∂y
v (y, t) . (B.2)
Substituting (B.2) into (B.1) yields
∂2
∂y2





v (y, t) , (B.3)
as the half-space is initially at rest, the initial conditions are
v (y, 0) = v̇ (y, 0) = 0. (B.4)
The boundary condition at y = 0 is given by the excitation signal and can be written
as
σ22 (0, t) = −QF (t) . (B.5)
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B.2 Integral Transform
To obtain an analytical solution to the BVP given in the previous section, the Laplace
transform (4.13) is applied to the one-dimensional wave equation (B.3), which yields
∂2
∂y
v̄ (y, p) −
p2
c2l
v̄ (y, p) = 0, (B.6)
where p denotes the Laplace variable. A solution to this ordinary differential equation
can be obtained by the following ansatz









For this problem, only a propagating wave into the positive y-direction is considered.
Furthermore, it can be assumed that ℜ{p} ≥ 0 and hence A (p) = 0, since the Laplace
function has to be bounded in the range [5]. Thus the solution in the Laplace domain
is obtained using (B.7) together with the transformed boundary condition (B.5)
∂
∂y
v̄ (0, p) = −
Q
λ + 2µ







F̄ (p) . (B.9)
Hence the solution in the Laplace domain can be written as









F̄ (p) . (B.10)
B.3 Inverse Integral Transform
Applying the inverse Laplace transform to the solution in the Laplace domain (B.10)












H (t) , (B.11)





= f (t− a)H (t− a) , (B.12)
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yields the solution in the time domain
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