Accurate and real-time traffic forecasting plays an important role in the Intelligent Traffic System (ITS) and is of great significance for urban traffic planning, traffic management, and traffic control. However, traffic forecasting has always been considered an open scientific issue, owing to the constraints of urban road network topological structure and the law of dynamic change with time, namely, spatial dependence and temporal dependence. To capture the spatial and temporal dependences simultaneously, we propose a novel neural network-based traffic forecasting method, the temporal graph convolutional network (T-GCN) model, which is in combination with the graph convolutional network (GCN) and gated recurrent unit (GRU). Specifically, the graph convolutional network is used to learn complex topological structures to capture the spatial dependence and the gated recurrent unit is used to learn dynamic changes of traffic flow to capture the temporal dependence. Then, the T-GCN model is employed to forecast traffic based on the urban road network. Experiments demonstrate that our T-GCN model can obtain the spatiotemporal correlation from traffic data and the predictions outperform state-of-art baselines on real-world traffic datasets. Our tensorflow implementation of T-GCN is available at https://github.com/lehaifeng/T-GCN.
INTRODUCTION
W ITH the development of the Intelligent Traffic System, traffic forecasting has received more and more attention. It is a key part of an advanced traffic management system and is an important part of realizing traffic planning, traffic management, and traffic control. Traffic forecasting is a process of analyzing traffic conditions on urban roads, including flow, speed, and density, mining traffic patterns, and predicting the trends of traffic on roads. Traffic forecasting can not only provide a scientific basis for traffic managers to sense traffic congestions and limit vehicles in advance but also provide security for urban travelers to choose appropriate travel routes and improve travel efficiency [1] , [2] , [3] . However, traffic forecasting has always been a challenge task due to its complex spatial and temporal dependences:
(1) Spatial dependence. The change in traffic volume is dominated by the topological structure of the urban road network. The traffic status at upstream roads impact traffic status at downstream roads through the transfer effect, and the traffic status at downstream roads impact traffic status at upstream through the feedback effect [4] . As shown in Figure 1 , due to the strong influence between adjacent Fig. 1 . Spatial dependence is restricted by the topological structure of the road network. Due to the strong influence between adjacent roads, the short-term traffic flow similarity is changed from state 1 to state 2 .
roads, the short-term similarity is changed from state 1 (the upstream road is similar to the midstream road) to state 2 (the upstream road is similar to the downstream road).
(2) Temporal dependence. The traffic volume changes dynamically over time and is mainly reflected in periodicity and trend. As shown in Figure 2 (a), the traffic volume on Road 1 shows a periodic change over a week. As shown in Figure 2 (b), the traffic volume in one day will also change over time; for example, the traffic volume will be affected by the traffic condition of the previous moment or even longer.
There are many existing traffic forecasting methods, some of which consider temporal dependence, including the ARIMA model [5] , [6] , the Kalman filtering model [7] , the support vector regression machine model [8] , [9] , the knearest neighbor model [10] , the Bayesian model [11] , and arXiv:1811.05320v2 [cs. LG] 5 Dec 2018 partial neural network model [12] , [13] . The above methods consider the dynamic change of traffic flow but ignore the spatial dependence, so that the change of traffic flow is not restricted by the road network and we cannot predict the state of the traffic flow accurately. To characterize the spatial features better, some scholars [14] , [15] , [16] introduce a convolution neural network for spatial modeling; however, a convolutional neural network is commonly used for Euclidean data [17] such as images, regular grids, and so on. Such models cannot work under the context of an urban road network with a complex topological structure so in essence they cannot describe the spatial dependence of traffic flow. Therefore, such methods also have certain limitations.
To solve the above problems, we propose a new traffic forecasting method called the temporal graph convolutional network (T-GCN), which is used for traffic forecasting task based on urban road network. Our contributions are threefold:
(1) In this paper, we propose the temporal graph convolutional network by combining the graph convolutional network and gated recurrent unit. The graph convolutional network is used to capture the topological structure of the road network to obtain spatial dependence. The gated recurrent unit is used to capture the dynamic change of traffic flow on the roads to obtain temporal dependence. The T-GCN model can also be applied to other spatiotemporal forecasting tasks.
(2) The forecasting results of the T-GCN model show a steady state under different prediction horizons, which indicates that the T-GCN model can not only achieve shortterm prediction but can also be used to long-term traffic prediction tasks.
(3) We evaluate our approach using the taxi speed data of the Luohu District in Shenzhen. The results show that our approach reduces the prediction error by approximately 1.5%-61.5% compared to all baseline methods, which demonstrates that the T-GCN model has superiority in traffic forecasting.
The rest of the paper is organized as follows. Section II reviews relevant research about traffic forecasting. Section III introduces the details of our method. In section IV, we evaluate the predictive performance of the T-GCN by real-world traffic dataset, including design of model parameters, prediction results analysis, perturbation analysis, and model interpretation. We conclude the paper in Section V.
RELATED WORK
Intelligent traffic system traffic forecasting is one of the major research issues today. The existing traffic forecasting methods can be divided into two categories: the modeldriven approach and the data-driven approach. First, the model-driven approach mainly explains the instantaneous and steady-state relationships among traffic volume, speed, and density. Such methods require comprehensive and detailed system modeling based on prior knowledge. The representative methods contain the queuing theory model [18] , the cell transmission model [19] , the traffic velocity model [20] , the microscopic fundamental diagram model [21] , and so on. In reality, traffic flow is influenced by many factors and it is difficult to obtain an accurate traffic model. The existing models cannot accurately describe the variation trend of traffic flow in its actual environment. In addition, the construction of these models requires significant computing capability [22] and is easily constrained by traffic disturbances and sampling point spacing, etc.
Second, the data-driven approach infers the variation tendency based on statistical regularity of the data and is eventually used to predict and evaluate the traffic state [23] , [24] . This type of method does not analyze the physical properties and dynamic behavior of the traffic system and has high flexibility. The earlier method includes the historical average model [2] , in which the average value of the traffic volume in historical periods is used as the prediction value. This method does not require any assumptions and the calculation is simple and fast but it cannot fit well with temporal features and the prediction precision is low. With the continuous deepening of research on traffic forecasting, a large number of methods with higher prediction precision have emerged, which can be mainly divided into a parametric model and nonparametric model [25] , [26] .
The parametric model presupposes the regression function, the parameters are determined through processing the original data, and then realizing the traffic forecasting is based on the regression function. The time series model, the linear regression model [27] , [28] , and the Kalman filtering model are common methods. The time series model fits the observed time series into a parametric model to predict future data. As early as 1976, Box and Jenkins [5] proposed the Autoregressive Integrate Moving Average Model (ARIMA), which is the most widely used time series model. In 1995, Hamed et al. [6] used the ARIMA model to predict the traffic volume in urban arterials. To improve the prediction accuracy of the model, different variants were produced, including Kohonen ARIMA [29] , subset ARIMA [30] , seasonal ARIMA [31] , and so on. Lippi et al. [32] compared the support vector regression model with the SARIMA model and found that the SARIMA model has better results in traffic congestion. The linear regression model builds a regression function based on historical traffic data to predict traffic flow. In 2004, Sun et al. [27] solves the problem of interval forecasting using the local linear model, and obtain better result on the real-world traffic dataset. The Kalman filtering model predicts future traffic conditions based on the traffic state of the previous moment and the current moment. In 1984, Okutani et al. [7] used the Kalman filtering theory to establish the traffic flow state prediction model. Subsequently, some scholars [33] , [34] used the Kalman filtering model to realize traffic flow prediction tasks. The traditional parametric model has a simple algorithm and convenient calculation. However, these models depend on the assumption of stationary, cannot reflect the nonlinearity and uncertainty characteristics of traffic flow, and cannot overcome the interference of random events such as traffic accidents. The nonparametric model solves these problems well and only requires enough historical data to learn the statistical regularity from traffic data automatically. The common nonparametric model includes: the k-nearest neighbor model [10] , the support vector regression model [8] , [9] , [35] , the Fuzzy Logic model [36] , the Bayesian network model [11] , the neural network model, and so on.
In recent years, with the rapid development of deep learning [37] , [38] , [39] , the deep neural network models have received attention because they can capture the dynamic characteristics of traffic flow well and achieve the best results at present. According to whether or not spatial dependence is considered, models can be divided into two categories. Some methods consider temporal dependence only, e.g., Park et al. [40] used Feed Forward NN to implement traffic flow prediction tasks. Huang et al. [12] proposed a network architecture consisting of a deep belief network (DBN) and a regression model and verified that the network can capture random features from traffic data on multiple datasets and this model improved prediction accuracy in traffic forecasting. In addition, since the recurrent neural network (RNN) and its variants have long short-term memory (LSTM) and the gated recurrent unit (GRU) can effectively use the self-circulation mechanism, they can learn temporal dependence well and achieve better prediction results [13] , [41] .
These models take the temporal feature into account but ignore the spatial dependence, so that the change of traffic flow is not constrained by the urban road network and thus they cannot accurately predict the traffic state on the road. Making full use of the spatial and temporal dependence is the key to solving traffic forecasting problems. To better characterize spatial features, many scholars had made improvements on this basis. Lv et al. [42] proposed a SAE model to capture the spatiotemporal feature from traffic data and realize short-term traffic flow predictions. Zhang et al. [14] proposed a deep learning model called ST-ResNet, which designed residual convolutional networks for each attribute based on the temporal closeness, period, and trend of crowd flows, and then three networks and external factors were dynamically aggregated to predict the inflow and outflow of crowds in each region of a city. Wu et al. [15] designed a feature fusion architecture for short-term prediction by combining CNN and LSTM. A 1-dimensional CNN was used to capture spatial dependence and two LSTMs were used to mine the short-term variability and periodicity of traffic flow. Cao et al. [16] proposed an end-to-end model called ITRCN, which converted interactive network traffic into images and used CNN to capture interactive functions of traffic, used GRU to extract temporal features, and proved that the prediction error of this model is 14.3% and 13.0% higher than that of GRU and CNN, respectively. Ke et al. [43] proposed a new deep learning method called the fusion convolutional long short-term memory network (FCL-Net), taking into account spatial dependence, temporal dependence, and exogenous dependence for short-term passenger demand forecasting. Yu et al. [44] used the Deep Convolutional Neural Network(DCNN) to capture spatial dependence, used LSTM to capture temporal dynamics, and demonstrated the superiority of the SRCN model through experiments on Beijing traffic network data.
Although the above methods introduced the CNN to model spatial dependence and made great progress in traffic forecasting tasks, the CNN is essentially suitable for Euclidean space, such as images, regular grids, etc., and has limitations on traffic networks with a complex topological structure, and thus cannot essentially characterize the spatial dependence. Therefore, this type of method also has certain defects. In recent years, with the development of the graph convolutional network model [45] , which can be used to capture structural feature of graph network, provides a good solution for the above problem.
Based on this background, in this paper we propose a new neural network approach that can capture the complex temporal and spatial features from traffic data, and can then be used for traffic forecasting tasks based on an urban road network.
METHODOLOGY

Problem Definition
In this paper, the goal of the traffic forecasting is to predict the traffic speed in a certain period of time based on the historical traffic speed on the roads. Definition 1: road network G. We use an unweighted graph G = (V, E) to describe the topological structure of the road network, and we treat each road as a node, where V is a set of road nodes, V = {v 1 , v 2 , · · · , v N }, N is the number of the nodes, and E is a set of edges. The adjacency matrix A is used to represent the connection between roads, A ∈ R N ×N . The adjacency matrix contains only elements of 0 and 1. The element is 0 if there is no link between roads and 1 denotes there is a link.
Definition 2: feature matrix X N ×P . We regard the traffic speed on the urban road network as the attribute feature of the node in the network, expressed as X ∈ R N ×P , where P represents the number of node attribute features (the length of the historical time series) and X t ∈ R N ×i is used to represent the speed on each road at time i.
Thus, the problem of spatiotemporal traffic forecasting can be considered as learning the mapping function f on the premise of road network topology G and feature matrix X and then calculating the traffic speed in the next T moments, as shown in equation 1:
where n is the length of historical time series and T is the length of the time series needed to be predicted. Fig. 3 . Overview. We take the historical traffic speed as input and obtain the finally prediction result through the Graph Convolution Network and the Gated Recurrent Units model.
Overview
In this section, we describe how to use the T-GCN model to realize the traffic forecasting task based on the urban roads. Specifically, the T-GCN model consists of two parts: the graph convolutional network and the gated recurrent unit. As shown in Figure 3 , we first use the historical n time series data as input and the graph convolution network is used to capture topological structure of urban road network to obtain the spatial feature. Second, the obtained time series with spatial features are input into the gated recurrent unit model and the dynamic change is obtained by information transmission between the units, to capture temporal feature. Finally, we get results through the fully connected layer.
Methodology
Spatial Dependence Modeling
Acquiring the complex spatial dependence is a key problem in traffic forecasting. The traditional convolutional neural network (CNN) can obtain local spatial features, but it can only be used in Euclidean space, such as images, a regular grid, etc. An urban road network is in the form of graph rather than two-dimensional grid, which means the CNN model cannot reflect the complex topological structure of the urban road network and thus cannot accurately capture spatial dependence. Recently, generalizing the CNN to the graph convolutional network (GCN), which can handle arbitrary graph-structured data, has received widespread attention. The GCN model has been successfully used in many applications, including document classification [17] , unsupervised learning [45] and image classification [46] . The GCN model constructs a filter in the Fourier domain, the filter acts on the nodes of graph and its first-order neighborhood to capture spatial features between the nodes, and then the GCN model can be built by stacking multiple convolutional layers. As shown in Figure 4 , assuming that node 1 is the central road, the GCN model can obtain the topological relationship between the central road and its surrounding roads, encode the topological structure of the road network and the attributes on the roads, and then obtain spatial dependence. In summary, we use the GCN model [46] to learn spatial features from traffic data. A 2layer GCN model can be expressed as: where X represents the feature matrix, A represents the adjacency matrix, A = D − 1 2 A D − 1 2 denotes preprocessing step, A = A + I N is a matrix with self-connection structure, D is a degree matrix, D = j A ij . W 0 and W 1 represent the weight matrix in the first and second layer, and σ(·), Relu() represent the activation function.
Temporal Dependence Modeling
Acquiring the temporal dependence is another key problem in traffic forecasting. At present, the most widely used neural network model for processing sequence data is the recurrent neural network (RNN). However, due to defects such as gradient disappearance and gradient explosion, the traditional recurrent neural network has limitations for long-term prediction [47] . The LSTM model [48] and the GRU model [49] are variants of the recurrent neural network and have been proven to solve the above problems. The basic principles of the LSTM and GRU are roughly the same [50] . they all use gated mechanism to memorize as much long-term information as possible and are equally effective for various tasks. However, due to its complex structure, LSTM has a longer training time while the GRU model has a relatively simple structure, fewer parameters, and faster training ability. Therefore, we chose the GRU model to obtain temporal dependence from the traffic data. As shown in Figure 5 , h t−1 denotes the hidden state at time t-1; x t denotes the traffic speed at time t; r t is the reset gate, which is used to control the degree of ignoring the status information at the previous moment; ut is the update gate, which is used to control the degree of to which the status information at the previous time is brought into the current status; c t is the memory content stored at time t; and h t is output state at time t. The GRU obtains the traffic status at time t by taking the hidden status at time t-1 and the current traffic speed as inputs. While capturing the traffic speed at the current moment, the model still retains the changing trend of historical traffic speed and has the ability to capture temporal dependence.
Temporal Graph Convolutional Network
To capture the spatial and temporal dependences from traffic data at the same time, we propose a temporal graph convolutional network model (T-GCN) based on a graph convolutional network and gated recurrent units. As shown in Figure 6 , the left side is the process of spatiotemporal traffic prediction, the right side shows the specific structure of a T-GCN cell, h t−1 denotes the output at time t-1, GC is graph convolution process, and u t , r t are update gate and reset gate at time t, and h t denotes the output at time t. The specific calculation process is shown below: f (A, X t ) represents the graph convolution process and is defined in equation 2. W and b represent the weights and deviations in the training process.
In summary, the T-GCN model can deal with the complex spatial dependence and temporal dynamics. On one hand, the graph convolutional network is used to capture the topological structure of the urban road network to obtain the spatial dependence. On the other hand, the gated recurrent unit is used to capture the dynamic variation of traffic speed on the roads to obtain the temporal dependence and eventually realize traffic prediction tasks.
Loss Function
In the training process, the goal is to minimize the error between the real traffic speed on the roads and the predicted value. We use Y t and Y t to denote the real traffic speed and the predicted speed, respectively. The loss function of the T-GCN model is shown in equation 3. The first term is used to minimize the error between the real traffic speed and the prediction. The second term L reg is an L2 regularization term that helps to avoid an over fitting problem and λ is a hyperparameter.
EXPERIMENTS
Data Description
In this section, we evaluate the prediction performance of the T-GCN model on a real-world large-scale traffic dataset, the taxi trajectory data of Shenzhen from Jan. 1 to Jan. 31 2015. We select 156 major roads of Luohu District as the study area. The experimental data mainly includes two parts:
One is an adjacency matrix, which describes the spatial relationship between roads, and the size of the matrix is 156*156. Each row represents one road and the values in the matrix represent the connectivity between the roads.
The other is a feature matrix, which describes the speed change over time on the roads. Each row represents one road and columns are the traffic speed on the roads in different time periods. We aggregate the traffic speed on the roads every 15 minutes. In the experimental process, 80% of the data is used as the training set and the remaining 20% is used as the testing set. Based on the history data, we predict the traffic speed of the next 15 minutes, 30 minutes, 45 minutes and 60 minutes. Before calculating, we normalize the input data.
Evaluation Metrics
To evaluate the prediction performance of the T-GCN model, we use five metrics to evaluate the difference between the real traffic speed Y t and the prediction Y t , including:
(1) Root Mean Squared Error (RMSE):
(2) Mean Absolute Error (MAE):
(3) Accuracy:
(4) Coefficient of Determination (R2):
Specifically, RMSE and MAE are used to measure the prediction error: the smaller the value is, the better the prediction effect is. Accuracy is used to detect the prediction precision: the lager the value is, the better the prediction effect is. R 2 and Var calculate the correlation coefficient, which measures the ability of the prediction result to represent the actual data: the larger the value is, the better the prediction effect is.
Model Parameters Designing
(1) Hyperparameter
The hyperparameters of the T-GCN model mainly include: learning rate, batch size, training epoch, and the number of hidden layers. In the experiment, we manually adjust and set the learning rate to 0.01, the batch size to 32, and the training epoch to 2000.
The number of hidden units is a very important parameter of the T-GCN model, as different hidden units may greatly affect the prediction precision. To choose the best value, we experiment with different hidden units and select the optimal value by comparing the predictions.
In our experiment, we choose the number of hidden units from [8, 16, 32, 64, 100, 128] and analyze the change of prediction precision. As shown in 7, the horizontal axis represents the number of hidden units and the vertical axis represents the change of different metrics. Figure 7(a) shows the results of RMSE and MAE for different hidden units. It can be seen that the error is the smallest when the number is 100. Figure 7(b) shows the variation of Accuracy, R 2 , and Var for different hidden units. Similarly, when the number is 100, the results reach a maximum. In summary, the prediction results are best when the number is set to 100. When increasing the number of hidden units, the prediction precision first increases and then decreases. This is mainly because when the hidden unit is larger than a certain degree, the model complexity and the computational difficulty are greatly increased and as a result, the prediction precision will be reduced. Therefore, we set the number of hidden units to 100 in all experiments.
(2) Training For input layer, the training dataset (80% of the overall data) is taken as input in the training process and the remaining data is used as input in the testing process. The T-GCM model is trained using the Adam optimizer. 
Experimental Results
We compare the performance of the T-GCN model with the following baseline methods:
(1) History Average model (HA) [2] , which uses the average traffic speed in the historical periods as the prediction.
(2) Autoregressive Integrated Moving Average model (ARIMA) [5] , which fits the observed time series into a parametric model to predict future traffic data.
(3) Support Vector Regression model (SVR) [35] , which uses historical data to train the model and obtains the relationship between the input and output, and then predicts by giving the future traffic data. We use the linear kernel and the penalty term is 0.001.
(4) Graph Convolutional Network model (GCN) [45] : see 3.2.1 for details.
(5) Gated Recurrent Unit model (GRU) [49] : see 3.2.2 for details. Table 1 shows the T-GCN model and other baseline methods for 15 minutes, 30 minutes, 45 minutes and 60 minutes on a real-world traffic dataset. It can be seen that the T-GCN model obtains the best prediction performance under all evaluation metrics for all prediction horizons, proving the effectiveness of the T-GCN model in spatiotemporal traffic forecasting.
(1) High prediction precision. We can find that the neural network-based methods, including the T-GCN model, the Compared with the SVR model, the RMSE of the T-GCN and the GRU models are reduced by 47.0% and 46.2%, and approximately 3.5% and 3.2% higher than that of the SVR model. This is mainly due to methods such as the HA, ARIMA, and SVR that find it difficult to handle complex, nonstationary time series data. The lower prediction effect of the GCN model is because the GCN considers the spatial features only and ignores that the traffic data is typical time series data. In addition, as a mature traffic forecasting method, the ARIMAs prediction precision is relatively lower than the HA, mainly because the ARIMA has difficulty dealing with long-term and nonstationary data and the ARIMA is calculated by calculating the error of each node and averaging; if there are fluctuations in some data, it will also increase the final total error.
(2) Spatio-temporal prediction capability. To verify whether the T-GCN model has the ability to portray spatial and temporal feature from traffic data, we compare the T-GCN model with the GCN model and the GRU model. As shown in Figure 8 , we can clearly see that method based on the spatiotemporal features (T-GCN) has better prediction precision than those based on single factor (GCN, GRU), indicating that the T-GCN model can capture spatial and temporal feature from traffic data. For example, for the 15-min traffic forecasting, the RMSE is reduced by approximately 61.1% compared with the GCN model, which considers only spatial feature and for 30-min traffic forecasting, the RMSE of the T-GCN model is reduced by 61.6%, indicating that the T-GCN model can capture spatial dependence. Compared with the GRU model, which considers only temporal features, for 15-min and 30-min traffic forecasting, the RMSE of the T-GCN model is decreased by approximately 1.4% and 1.5%, indicating that the T-GCN model can capture temporal dependence well.
(3) Long-term prediction ability. No matter how the horizon changes, the T-GCN model can obtain the best prediction performance through training and the prediction results have less tendency to change, indicating that our approach is insensitive to prediction horizons. Thus, we know that the T-GCN model can be used not only for shortterm prediction but also for long-term prediction. Figure  9 (a) shows the change of RMSE and Accuracy at different prediction horizons, which represent the prediction error and precision of the T-GCN model, respectively. It can be seen that the trends of error increase and precision decrease are small, with a certain degree of stability. Figure 9(b) shows the comparison of RMSE for baselines at different horizons. We observe that the T-GCN model can achieve the best results regardless of the prediction horizon. 
Perturbation Analysis and Robustness
There is inevitably noise during the data collection process in the real world. To test the noise immunity of the T-GCN model, we test the robustness of the model through perturbation analysis experiments.
We add two types of commonly random noise to the data during the experiment. The random noise obeys the Gaussian distribution N ∈ (0, σ 2 )(σ ∈ (0.2, 0.4, 0.8, 1, 2)) and the Poisson distribution P (λ)(λ ∈ (1, 2, 4, 8, 16) ) and then we normalize the values of the noise matrices turn to [0, 1]. Using different evaluation metrics, the results are shown as following. Figure 10(a) shows the results of adding Gaussian noise where the horizontal axis represents , the vertical axis represents the change of each evaluation metrics, and different colors indicate different metrics. Similarly, Figure 10 (b) shows the results of adding Poisson noise. It can be seen that the metrics change little whatever the noise distribution is. Thus, the T-GCN model is robust and is able to handle high noise issues.
Model Interpretation
To better understand the T-GCN model, we select one road and visualize prediction results of the test set. Figure 11 , Figure 12 , Figure 13 , and Figure 14 show the visualization results for prediction horizons of 15 minutes, 30 minutes, 45 minutes, and 60 minutes, respectively. These results show:
(1) the T-GCN model predicts poorly at the peak. We speculate that the main cause is that the GCN model defines a smooth filter in the Fourier domain and captures spatial feature by constantly moving the filter. This process leads to a small change in the overall prediction results, which makes the peak smoother.
(2) There is a certain error between the real traffic speed and the prediction results. One error is mainly because when there are no taxis on the roads, there will be no speed record with a zero value. The other error is because when the traffic speed value is small, a small difference can cause a big relative error.
(3) Regardless of the prediction horizons, the T-GCN model can always achieve better results, capture the spatiotemporal features, obtain the variation trend of traffic speed on the road, detect the start and end of the rush hour, and make prediction results with similar pattern with the real traffic speed, which is helpful for predicting traffic congestion and other traffic phenomena. This also shows the effectiveness of the T-GCN model in traffic forecasting tasks.
CONCLUSION
In this paper, we propose a novel neural network-based approach for traffic forecasting called temporal graph convolutional network (T-GCN), which combines the graph convolutional network and the gated recurrent unit. We use a graph network to model the urban road network in which the nodes on the graph represent roads, the edges represent the connection relationships between roads, and the traffic speed on the roads is described as the attribute of the nodes on the graph. On one hand, the graph convolutional network is used to capture the complex topological structure of the graph to obtain the spatial dependence; on the other hand, the gated recurrent unit model is used to capture the dynamic change of node attribute to obtain the temporal dependence. Eventually the T-GCN model is used to tackle spatiotemporal traffic forecasting tasks. When evaluated on a real-world traffic dataset and compared with the HA Fig. 13 . The visualization results for prediction horizons of 45 minutes. model, the ARIMA model, the SVR model, the GCN model, and the GRU model, the T-GCN model achieves the best prediction results under different prediction horizons. In addition, the perturbation analysis illustrates the robustness of our approach. In summary, the T-GCN model can successfully capture the spatial and temporal features from traffic data and is not limited to traffic forecasting, but can also be applied to other spatiotemporal tasks.
Appendix one text goes here.
