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Abstract—This paper investigates the estimation of different
parameters, e.g., propagation distance and flow velocity, by utiliz-
ing two fully-absorbing receivers (RXs) in a one-dimensional (1D)
environment. The time-varying number of absorbed molecules
at each RX and the number of absorbed molecules in a time
interval as time approaches infinity are derived. Noisy molecules
in this environment, that are released by sources in addition to
the transmitter, are also considered. A novel estimation method,
namely difference estimation (DE), is proposed to eliminate the
effect of noise by using the difference of received signals at
the two RXs. For DE, the Cramer-Rao lower bound (CRLB)
on the variance of estimation is derived. Independent maxi-
mum likelihood estimation is also considered at each RX as a
benchmark to show the performance advantage of DE. Aided
by particle-based simulation, the derived analytical results are
verified. Furthermore, numerical results show that DE attains
the CRLB and is less sensitive to the change of noise than
independent estimation at each RX.
Index Terms—Molecular communication, parameter estima-
tion, noise, absoring receivers
I. INTRODUCTION
Nanoscale communication is critical for nanomachines to
collaboratively execute complex tasks in biomedical appli-
cations, e.g., in vivo drug delivery and surgery. Molecular
communication (MC) is envisaged as one of the most promis-
ing methods for nano-scale communication, where molecules
act as information carriers. MC possesses important charac-
teristics, such as low energy consumption and potential for
biocompatibility, which makes it more suitable for in vivo
applications than other nanoscale communication methods,
e.g., electromagnetic methods [1].
Parameter monitoring in the in vivo environment is a
potential application of MC, which is pivotal for healthcare,
e.g., anomaly detection and targeted drug delivery [2]. For
example, estimating the emission rate of biomarkers by a
tumor could help to diagnose the stage of tumor development.
Moreover, distance estimation could help to accurately locate
a tumor and deliver drugs to the site. Furthermore, estimating
the flow velocity and degradation rate of emitted biomarkers
could help to evaluate the blood velocity and pH near the
tumor, respectively, since the degradation rate varies with pH
as discussed in [3]. Motivated by these applications, some pre-
vious studies have provided valuable insights into parameter
monitoring, e.g., [4]–[7]. [4] and [5] considered estimation by
a single transparent receiver (RX) and non-transparent RX,
respectively, where a transparent RX is one that does not
interact with molecules. [6] considered estimation in a one-
dimensional (1D) pipe with two absorbing boundaries, where
the estimation is based on particle concentration and flux in
the pipe. [7] considered estimation by multiple non-transparent
RXs based on data-fitting expressions of the channel impulse
response (CIR), where the CIR is the expected number of
absorbed molecules at each RX [8]. Although these studies
stand on their own merits, they did not analytically derive
CIRs at multiple non-transparent RXs and apply such CIRs
to estimate parameters in the MC environment.
In this paper, we for the first time perform parameter
estimation by using analytically derived expressions of CIR
at two dependent non-transparent RXs. We consider a 1D
environment, where a transmitter (TX) continuously releases
molecules into the environment. The 1D environment is wor-
thy of investigation since it can approximate many practical
biological channels such as capillaries, blood vessels, active
transportation channels, and communication on bio-chips [9],
[10]. Moreover, we emphasize that some recent publications
have also investigated a 1D model, e.g., [6], [11]. Furthermore,
the intended TX might not be the only source of molecules.
We also consider other sources that secrete the same type of
molecules as the intended TX, which interfere with the param-
eter estimation at RXs. In this paper, we refer to the molecules
not emitted from the intended TX as noisy molecules. To
reduce the impact of noisy molecules on the estimation,
we propose a novel estimation method, namely, difference
estimation (DE). In this method, the difference between the
number of absorbed molecules at two fully-absorbing RXs is
used to estimate parameters, where fully-absorbing RXs are
those that absorb molecules once they hit the RX surface. In
addition, we consider independent maximum-likelihood (ML)
estimation at each RX as a benchmark to show performance
superiority of DE.
Our major contributions are summarized as follows. We first
derive the time-varying expression for the expected number of
absorbed molecules at each RX when the TX emits molecules
continuously. We next derive the asymptotic expression for the
number of absorbed molecules within a time interval at each
RX after sufficient time has passed. We further derive the
Cramer-Rao lower bound (CRLB) on the variance of different
parameters. These parameters include distances, emission rate,
Fig. 1. Illustration of the system model, where one TX communicates with
two fully-absorbing RXs. A flow exists from RX1 towards RX2. Green
dots denote molecules emitted from the TX while black dots denote noisy
molecules.
degradation rate of molecules, and flow velocity. Aided by
particle-based simulation, we verify results and show that DE
attains the CRLB. Importantly, our numerical results show
that the impact of noise on the performance of DE is much
less than that on independent estimation of each RX, which
demonstrates the superiority of DE in reducing the impact of
noise.
II. SYSTEM MODEL
In this paper, we consider a 1D unbounded environment,
where a TX continuously releases molecules into the environ-
ment with a constant emission rate µ per second, as depicted
in Fig. 1. We assume that the the TX starts emission at
t = 0 s. To estimate environmental parameters, two fully-
absorbing RXs, i.e., RX1 and RX2, are placed at different
sides of the TX with the distances d1 and d2 to the TX,
respectively. Moreover, we consider a steady uniform flow ~v
in the direction from RX1 towards RX2. Once molecules are
released from the TX, they diffuse randomly with a constant
diffusion coefficient D and the constant flow. Additionally,
molecules can degrade from the type A into a new type of
molecule φ, i.e., A
k−→ φ, where k is the degradation rate
constant. The two RXs absorb type A molecules as soon as
they hit RX1 and RX2. In addition, we consider that the noisy
molecules released by sources in addition to the intended TX
may interfere with the estimation of environmental parameters.
We emphasize that this additive noise is distinct from the
randomness in the number of A molecules absorbed by each
RX due to diffusion, which may also interfere with the
estimation. We note that one potential application of the
system model in Fig. 1 is estimating parameters near a tumor
in a blood-vessel environment.
In this system, estimation is based on the received signals of
two RXs at time t, which is the number of absorbed molecules
within the time interval [t− δ, t], where δ is the length of
the time interval. We assume that each RX first performs
S observations separately, and then they perform estimation
jointly based on the difference between observations at two
RXs. Therefore, we name this estimation method as DE.
As discussed in [12], the computation of difference can
be conducted with the aid of another device. For example,
the two RXs may transmit their observations to a fusion
center that has easy access to computational resources. In
addition, independent estimation at each RX is considered as
a benchmark for DE.
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Fig. 2. The time-varying expected received signals, where d1 = d2 =
20 µm, v = 6 µm/s, D = 79.4 µm2/s, k = 0.8 s−1, µ = 1000 s−1, and
δ = 0.5 s. For other simulation details, please see Section V.
In Fig. 2, we plot the expected received signals at two RXs
in a noisy environment by the simulation. From this figure, we
observe that the expected received signals become constant
when t > 4 s. We refer to the stage where the expected
received signal is constant as the asymptotic stage. We note
that it is a short time for two RXs to reach the asymptotic stage
after the TX starts releasing molecules. Therefore, we assume
that RXs start to make observations at the asymptotic stage
as in [13]. One advantage for using asymptotic observations
is that they do not depend on time, such that time synchro-
nization is not required between devices, which improves the
practicality of the proposed estimation method.
III. DERIVATION OF CHANNEL IMPULSE RESPONSE
In this section, we first derive the expected number of
absorbed molecules at each RX until time t due to contin-
uous emission by the TX. We then derive the closed-form
expression for the number of absorbed molecules at each RX
within the time interval [t − δ, t] as t → ∞, which lays the
foundation for parameter estimation in Section IV.
We denote Nj(t), j = {1, 2}, as the expected number of
absorbed molecules at RXj by time t. Based on our previous
work in [11], we derive Nj(t) in the following theorem:
Theorem 1: The expected number of molecules absorbed at
RXj by time t due to the continuous emission of molecules
at the TX is given by
Nj(t) = µ exp
(
dj |~v|
2D
) ∞∑
i=0
[Ri(2(i+ 1)d+ dj , t, 2)
−Ri (2(i+ 2)d− dj , t, 2)−Ri (2id+ dj , t, 0)
+Ri(2(i+ 1)d− dj , t, 0)] , (1)
where d = d1 + d2 is the distance between the two RXs and
Ri(x, t, a) is given by
Ri(x, t, a) =
θκ
2
(αω(t)− αˆν(t)) − i+ 1
2
(αω(t) + αˆν(t))
− θ√
Dv2 + 4kD
(
αˆβˆ(t)− αβ(t)
)
+ (i + 1)t. (2)
In (2), θ = d(i + 1)(i + a), κ =
√
v2
4D2 +
k
D
, α = exp (xκ),
αˆ = exp (−xκ), β(t) = erfc
(
x√
4Dt
+
√
(k + v
2
4D )t
)
,
βˆ(t) = erfc
(
x√
4Dt
−
√
(k + v
2
4D )t
)
, ω(t) =
∫ t
0
β(u)du, and
ν(t) =
∫ t
0
βˆ(u)du. ω(t) and ν(t) are calculated numerically,
e.g., using the built-in function integral in MATLAB. In (1),
|~v| = −v for N1(t) and |~v| = v for N2(t), where v is the
velocity of the flow.
Proof: Please see Appendix A.
Since the received signal at each RX is the number of
absorbed molecules within the time interval [t − δ, t], we
express the received signal, denoted by ∆Nj(t), as
∆Nj(t) = Nj(t)−Nj(t− δ). (3)
As t → ∞, we observe from Fig. 2 that ∆Nj(t) be-
comes constant. We derive the closed-form expression for the
asymptotic value of ∆Nj(t), denoted by N˜j , in the following
theorem:
Theorem 2: The asymptotic number of molecules absorbed
by RXj within an interval [t−δ, t] as t→∞, denoted by N˜j ,
is derived as
N˜j = µ∆t exp
(
dj |~v|
2D
)
exp (−djκ)− exp ((dj − 2d)κ)
1− exp (−2dκ) .
(4)
Proof: Please see Appendix B.
IV. DIFFERENCE ESTIMATION
In this section, we assume that one environmental parameter
is unknown and estimate this parameter by applying DE. For
DE, we first derive the CRLB and then apply the method of
moments to estimate the parameter. To show the performance
advantage of DE, we consider independent ML estimation at
each RX as a benchmark.
A. The CRLB
The CRLB is a lower bound on the variance of any unbiased
estimator [14, Ch. 3]. For any unbiased estimator, the mean
of estimated values equals its true value, which means that its
mean squared error (MSE) equals the variance. An estimator is
the minimum-variance unbiased (MVU) estimator if the MSE
of the estimator attains the CRLB. Therefore, the CRLB can
be applied to predict the performance of the MVU estimator.
To derive the CRLB, we need the joint conditional probabil-
ity mass function (PMF) of S observations of DE, where each
observation is the difference between received signals at both
RXs. We first denote the vector that contains S observations
of received signal at RXj by gj = [gj,1, gj,2, ..., gj,s, ...gj,S ],
where gj,s is the sth observation at RXj . We then denote
the vector that contains the observations of DE by g˜ =
[g˜1, g˜2, ...g˜s, ...g˜S ] where g˜s = g2,s − g1,s. For the unknown
parameter ε, we denote the joint conditional PMF of DE by
p (g˜|ε) that are obtained by multiplication of the conditional
PMF of each observation of DE if these observations are
independent. To keep the independence of each observation in
g˜, we need to first guarantee the independence of observations
in gj . In this paper, we assume that each observation in gj is
independent of other observations1 and the time between two
successive observations in gj should be at least larger than δ.
1Although we cannot guarantee perfect independence between successive
observations in gj , the dependence can become extremely rare when the time
between successive observations is sufficiently long.
As we model the release time of each molecule at the TX
as a continuous random process, the time interval between
releasing two successive molecules is a random variable (RV).
Thus, the release time of each molecule is different, which
means that the received signal follows a Poisson binomial
distribution since each molecule has a different probability
of being absorbed by the time the observation is made. As the
Poisson binomial distribution is cumbersome to work with, we
approximate it by a Poisson distribution. The approximation
is accurate when the number of trials (emitted molecules)
is large and the success probability Pˆj(t) is small [15]. We
assume that the number of absorbed noisy molecules within
the time interval at each RX are identically and independently
distributed Poisson RVs with constant mean ξ as in [16].
This assumption is reasonable since sources in addition to
the intended TX can also be regarded as TXs. Due to the
additivity of two Poisson RVs, we model each observation of
the received signal as a Poisson RV with mean N˜j+ξ. As g2,s
and g1,s follow a Poission distribution, the difference between
observations, i.e., g˜s, follows a Skellam distribution with mean
N˜2 − N˜1. According to the PMF of Skellam distribution in
[17], the joint conditional PMF is given by
p(g˜|ε)=
S∏
s=1
exp
(
−
(
Nˆ1 + Nˆ2
))(Nˆ2
Nˆ1
) g˜s
2
Ig˜s
(
2
√
Nˆ1Nˆ2
)
, (5)
where Nˆj = N˜j+ξ and Ig˜s(2
√
Nˆ1Nˆ2) is the modified Bessel
function of the first kind [18]. According to [14, Ch. 3], the
CRLB of the variance of an unbiased estimator, denoted by
var (εˆ), is var(εˆ) ≥ 1
L(ε) , where εˆ is the estimated value
of ε, var(εˆ) = E
[
(εˆ− ε)2
]
for the unbiased estimator, E[·]
represents the expectation, and L(ε) is the Fisher information
that is given by [14, eq. (3.6)]
L(ε) = −E
[
∂2 ln p(g˜|ε)
∂ε2
]
, (6)
where E[·] is taken with respect to g˜s. We derive L (ε) in the
following theorem:
Theorem 3: The Fisher information of DE for unknown
parameter ε is derived as
L(ε)=S
[
3Nˆ2−Nˆ1
4Nˆ22
γ22(ε)+
3Nˆ1−Nˆ2
4Nˆ21
γ21(ε)−
Nˆ1+Nˆ2
2Nˆ1Nˆ2
γ1(ε)γ2(ε)
+
(
ϑ− 4Nˆ
2
2+3Nˆ2−Nˆ1
4Nˆ1Nˆ2
)(√
Nˆ2
Nˆ1
γ1(ε)+
√
Nˆ1
Nˆ2
γ2(ε)
)2]
, (7)
where ϑ=
∑ζ2
g˜s=ζ1
I2g˜s−1
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
) exp
(
−
(
Nˆ1 + Nˆ2
))(
Nˆ2
Nˆ1
) g˜s
2
and γj(ε) =
∂Nˆj
∂ε
. ζ1 and ζ2 are found numerically as
explained in the Appendix C. In Table. I, we list γj(ε) for
the parameters d2, v, µ and k.
Proof: Please see Appendix C.
TABLE I
γj(ε) FOR EACH ESTIMATED PARAMETER
γj(d2)
µ∆t exp
(
(−1)j
djv
2D
)
1−exp(−2dκ)
[
exp (−djκ)
(
v
2D
− (−1)jκ)− exp ((dj − 2d)κ) ( v2D + (−1)jκ)]
γj(µ) N˜j/µ
γj(v)
µ∆t exp
(
(−1)j
djv
2D
)
(1−exp(−2dκ))2
{
(exp (2dκ) − 1)
[
exp (−(2d + dj)κ)
(
(−1)jdj
2D
− djv√
4v2D2+16D3k
)
− exp ((dj − 4d)κ)
(
(−1)jdj
2D
+
(dj−2d)v√
4D2+v2+16D3k
)]
− vd√
v2D2+4kD3
[exp (−(2d + dj)κ)− exp ((dj − 2d)κ)]
}
γj(k)
µ∆t exp
(
(−1)j
djv
2D
)
(1−exp(−2dκ))2
[
exp (−(dj + 2d)κ)
(
dj√
v2+4Dk
(1− exp (2dκ))− d√
v2
4D
+kD
)
− exp ((dj − 4d)κ)
(
(exp (2dκ)− 1) dj−2d√
v2+4kD
− d√
v2
4
+kD
)]
B. Method of Moments
For DE, we apply the method of moments to estimate
the unknown parameter, which is finding εˆ that makes 1)
the analytical expression for the mean of g˜s, and 2) the
mean of g˜s calculated by observed data, equal [14, Ch. 9].
As each item in the vector g˜ is independent and follows
the same distribution with the same mean, the mean of g˜s
from observed data can be calculated by 1
S
∑S
s=1 g˜s. Since g˜s
follows a Skellam distribution with mean N˜2 − N˜1, we have
the following estimation criteria:(
N˜2 − N˜1
) ∣∣∣∣
ε=εˆ
=
1
S
S∑
s=1
g˜s, (8)
where ξ is not included such that noise from sources in
addition to the intended TX does not impact the estimation.
C. Benchmark
To highlight the superiority of DE in eliminating the im-
pact of noise, we consider independent estimation at each
RX as a benchmark, where each RX performs ML esti-
mation based on their S observations in gj . We recall that
each observation is approximated by a Poission distribution
with mean Nˆj . Therefore, the joint conditional PMF of
S observations at RXj , denoted by p(gj|ε), is given by
p (gj |ε) =
∏S
s=1 Nˆ
gj,s
j exp
(
−Nˆj
)
/gj,s!. The principle of
ML estimation is finding εˆj that maximizes p (gj |ε). By
solving
∂ ln p(gj |ε)
∂ε
= 0, we obtain the equivalent expression
Nˆj
∣∣
ε=εˆj
= 1
S
∑S
s=1 gj,s. Since ξ is unknown in Nˆj , one
approach for independent estimation is ignoring the noise. By
doing so, we obtain the following estimation criteria:
N˜j
∣∣
ε=εˆj
=
1
S
S∑
s=1
gj,s. (9)
We highlight that (9) indicates that the ML estimation at
RXj is to find εˆj that makes N˜j
∣∣
ε=εˆj
and the mean of S
observations in gj equal.
V. NUMERICAL RESULTS
In this section, we present numerical results to validate
our theoretical analysis and provide insightful discussions.
Particle-based simulation is used to simulate the random
propagation of molecules. The simulation time step is tsim =
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Fig. 3. Received signals ∆Nj(t)+ξ and Nˆj versus time t at RXj for three
parameter sets: 1) d1 = d2 = 20 µm, v = 10 µm/s, 2) d1 = d2 = 20 µm,
v = 6 µm/s, 3) d1 = 15 µm, d2 = 25 µm, v = 6 µm/s, where ξ = 5 for
all parameter sets.
0.001 s and all results are averaged over 2000 realizations.
Throughout this section, we set d = 40 µm, D = 79.4 µm2/s,
µ = 1000 s−1, k = 0.8 s−1, and δ = 0.5 s [19], unless
otherwise stated.
In Fig. 3, we plot the received signals ∆Nj(t) + ξ and
the asymptotic received signals Nˆj at two RXs versus time
t, where different flow velocities and distances between the
TX and two RXs are considered to investigate the impact
of the flow and distance on the received signals. We first
observe that the simulation matches well with ∆Nj(t) + ξ
and Nˆj , which demonstrates the correctness of (1) and (4).
Furthermore, comparing parameter sets 1) and 2), we observe
that the received signals increase at RX2 and decrease at RX1
with an increase in the flow velocity. This is because we
assume that the direction of the flow is from RX1 towards
RX2. In addition, comparing parameter sets 2) and 3), we
observe that the received signals increase with a decrease in
the distance between the TX and RX.
In Fig. 4, we plot the normalized MSE for DE and two
RXs and the CRLB for DE versus the number of observations,
where ξ = 0 and ξ = 10 in this environment are considered.
In this figure, we set d1 = d2 = 20 µm and v = 6 µm/s. Both
MSE and CRLB are normalized over ε2. First, we observe that
the normalized MSE attains the CRLB for DE, which indicates
that the method of moments applied in DE achieves the
minimum variance. Second, we observe that the normalized
MSEs at two RXs increase with the increase in noise. Third, in
10-4
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10-2
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10-2
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5 10 15 20 25 30
10-2
Fig. 4. The normalized MSE versus the number of observations S, where
ξ = 0 and ξ = 10 are considered. (a): Estimation of d2. (b) : Estimation of
v. (c) : Estimation of µ. (d) : Estimation of k.
Fig. 4(a) and Fig. 4(b), we observe that the normalized MSEs
at two RXs are close to each other when ξ = 0 and the MSE
of DE is always lower than that at either of the RXs. This is
because d2 and v have no impact on the number of molecules
in this environment, which means that the performance of the
estimation is not related to the number of molecules absorbed
at each RX. As DE combines observations of both RXs,
DE achieves a better performance. When noise increases, the
impact on the estimation of DE is much less than that at
either RX, which indicates the superiority of DE in eliminating
the noise in estimation. Fourth, in Fig. 4(c) and Fig. 4(d),
we observe a large gap between normalized MSEs of either
RX and the performance of RX2 is better than DE when
ξ = 0. This is because µ and k influence the number of
molecules in the environment, which means that the number of
absorbed molecules at either RX influences the performance
of estimation. When ξ = 0, RX2 performs estimation based
on a larger number of molecules than DE and RX1. Therefore,
RX2 achieves the best performance. It is worth noting that the
performance of RX2 becomes worse than DE for S > 2 when
ξ = 10 and the increase of MSE in DE is much less than the
increase at RX2, which still proves that DE is superior than
independent estimation in eliminating the impact of noise. This
superiority becomes obvious with the increase in ξ and S.
In Fig. 5, we plot the minimum number of observations
required for the MSE in DE to be less than the MSE at RX2,
where the estimation of µ and k are considered because of
the observations of Fig. 4(c) and Fig. 4(d). From this figure,
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Fig. 5. The minimum number of observations S required for MSE in DE to
be less than the MSE at RX2 versus the mean of noise ξ. (a): Estimation of
µ. (b): Estimation of k.
we first observe that the minimum number of observations
required decreases with an increase in the noise mean, which
indicates that the increase of MSE at DE is much slower than
that at RX2, demonstrating that DE is less sensitive to the
increase in noise than RX2. After ξ > 13 and ξ > 17 for the
estimation of µ and k, respectively, the MSE in DE is always
less than the MSE at RX2 since the minimum S drops to one.
Second, we observe that the minimum number of observations
decreases with a decrease in µ or increase in k. This is because
a decrease in µ or increase in k results in a decrease in the
received signal at RX2, which makes RX2 more susceptible
to an increase in noise than DE.
VI. CONCLUSION
In this paper, we investigated parameter estimation by the
cooperation of two RXs in a noisy 1D environment. We
derived the analytical expressions for the CIR at both RXs.
Moreover, we considered DE and derived the CRLB. To show
the advantage of DE, independent estimation at each RX was
also investigated. Our numerical results verified our analytical
results. Numerical results also showed that DE is less sensitive
to an increase in noise than independent estimation. For the
estimation of d2 and v, DE always achieves better performance
than independent estimation. For the estimation of µ and
k, DE becomes better than independent estimation with an
increase in noise or in the number of observations. Future work
includes considering mobile RXs and extending the estimation
to a three-dimensional (3D) environment.
APPENDIX A
PROOF OF THEOREM 1
We express Nj(t) as Nj(t) = µ
∫ t
0
Pˆj(u)du, where Pˆj(t) is
the fraction of absorbed molecules by time t for an impulsive
emission at the TX. To obtain Nj(t), we first calculate Pˆj(t).
We denote fv(d, t, k, v) and f(d, t, k) as the hitting rate
with and without flow, respectively, when only one RX exists.
According to [20], fv(d, t, k, v) is given by
fv(d, t, k, v)=exp
(
d|~v|
2D
)
d√
4πDt3
exp
(
− d
2
4Dt
−
(
v2
4D
+k
)
t
)
,
(10)
where d is the distance between the TX and RX. In (10),
|~v| = v if the direction of the flow is from the TX toward RX
and |~v| = −v for the opposite direction.
By setting v = 0 in (10), we obtain f(d, t, k) as
f(d, t, k) =
d√
4πDt3
exp
(
− d
2
4Dt
− kt
)
. (11)
Based on (10) and (11), we obtain
fv(d, t, k, v) = exp
(
dv
2D
)
f
(
d, t, k +
v2
4D
)
. (12)
We denote Fv(d, t, k, v) and F (d, t, k) as the fraction of ab-
sorbed molecules by time t with and without flow, respectively,
when only one RX exists. which are obtained by integrating
fv(d, t, k, v) and f(d, t, k) over time t. Therefore, they have
the same relationship as (12), which is
Fv(d, t, k, v) = exp
(
dv
2D
)
F
(
d, t, k +
v2
4D
)
. (13)
Similar to the method in [11, Sec. III], we can express Pˆ1(t)
and Pˆ2(t) as [11, eqs. (12), (13)]
Pˆ2(t) = Fv(d2, t, k, v)− Pˆ1(t) ∗ fv(d1 + d2, t, k, v), (14)
Pˆ1(t) = Fv(d1, t, k,−v)− Pˆ2(t) ∗ fv(d1 + d2, t, k,−v),
(15)
where ∗ stands for convolution. Substituting (12) and (13) into
(15) and (14) and performing the Laplace transform for (15)
and (14), we obtain
Pˆ2(s) = exp
(
d2v
2D
)
P2
(
s,
v2
4D
+ k
)
, (16)
where Pˆ2(s) is the Laplace transform of Pˆ2(t) and P2(s, k)
is the Laplace transform of P2(t, k) that is given by [11, eq.
(8)]. Performing the inverse Laplace transform of (16), we
obtain Pˆ2(t) = exp
(
d2v
2D
)
P2(t,
v2
4D + k). Substituting Pˆ2(t)
into N2(t) = µ
∫ t
0
Pˆ2(u)du, we obtain N2(t). N1(t) can be
obtained by exchanging d1 and d2 and replacing v with −v
therein for N2(t). Based on the expressions for N1(t) and
N2(t), a unified formula can be written as (1).
APPENDIX B
PROOF OF THEOREM 2
According to the final value theorem, if Pˆ2(t) has a finite
limit as t→∞, we have
lim
t→∞
Pˆ2(t) = lim
s→0
sPˆ(s). (17)
Substituting (16) into (17), we obtain Pˆ2 (t)
∣∣
t→∞ as
Pˆ2(t)
∣∣
t→∞ = exp
(
d2v
2D
)
lim
s→0
sP2(s, v
2
4D
+ k)
= exp
(
d2v
2D
)
P2,asy
(
k +
v2
4D
)
, (18)
where P2,asy(k) is given by [11, eq. (11)]
2. According to
N2(t) = µ
∫ t
0 Pˆ2(u)du, absorbed molecules at RX2 within
the time interval [t− δ, t] at the asymptotic stage is
N˜2 = µ∆tPˆ2(t)
∣∣
t→∞. (19)
2Please note that k = 0 s−1 is not considered in this paper.
Substituting (18) into (19), we obtain N˜2. N˜1 can be
obtained by exchanging d1 and d2 and replacing v with −v
therein for N˜2. Based on equations of N˜1 and N˜2, a unified
formula can be written as (4).
APPENDIX C
PROOF OF THEOREM 3
For the CRLB to exist, the regularity condition [14] must
be satisfied, which is E
[
∂ ln p(g˜|ε)
∂ε
]
= 0. Substituting (5) into
E
[
∂ ln p(g˜|ε)
∂ε
]
, we obtain
E
[
∂ ln p(g˜|ε)
∂ε
]
=
S∑
s=1
−γ1(ε)−γ2(ε)+E [g˜s]
2
(
γ2(ε)
Nˆ2
− γ1(ε)
Nˆ1
)
+

E

Ig˜s−1
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)

− g˜s
2
√
Nˆ1Nˆ2




√
Nˆ2
Nˆ1
γ1(ε)+
√
Nˆ1
Nˆ2
γ2(ε)

.
(20)
Based on the definition of the expectation,
E
[
Ig˜s−1
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)
]
is calculated as
E

Ig˜s−1
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)

 = ∞∑
g˜s=−∞
Ig˜s−1
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)
× exp
(
−
(
Nˆ1 + Nˆ2
))( Nˆ2
Nˆ1
) g˜s
2
Ig˜s
(
2
√
Nˆ1Nˆ2
)
=
√
Nˆ2
Nˆ1
∞∑
g˜s=−∞
exp
(
−
(
Nˆ1 + Nˆ2
))(Nˆ2
Nˆ1
) g˜s−1
2
Ig˜s−1
(
2
√
Nˆ1Nˆ2
)
︸ ︷︷ ︸
η
=
√
Nˆ2
Nˆ1
, (21)
where η is the summation of PMF of Skellam distribution.
Therefore, η = 1. Substituting (21) and E [g˜s] = N˜2 − N˜1
into (20), we obtain E
[
∂ ln p(g˜|ε)
∂ε
]
= 0.
We then calculate L(ε). Substituting (5) into (6), we obtain
L(ε) =
S∑
g˜s=1
−3Nˆ2 − Nˆ1
4Nˆ22
γ22(ε) +
3Nˆ1 − Nˆ2
4Nˆ21
γ21(ε)
− Nˆ1 + Nˆ2
2Nˆ1Nˆ2
γ1(ε)γ2(ε)

E
[
g˜sIg˜s−1
Ig˜s
]
Nˆ1Nˆ2
− E
[
g˜2s
]
4Nˆ1Nˆ2
+
1
2
+
1
4

E

Ig˜s−2
(√
2Nˆ1Nˆ2
)
Ig˜s
(√
2Nˆ1Nˆ2
)

+ E

Ig˜s+2
(√
2Nˆ1Nˆ2
)
Ig˜s
(√
2Nˆ1Nˆ2
)




−E

I2g˜s−1
(√
2Nˆ1Nˆ2
)
I2g˜s
(√
2Nˆ1Nˆ2
)






√
Nˆ2
Nˆ1
γ1(ε) +
√
Nˆ1
Nˆ2
γ2(ε)

2 .
(22)
Similar to the method in (21), we calculate E
[
g˜sIg˜s−1
Ig˜s
]
=√
Nˆ2
Nˆ1
(
Nˆ2 − Nˆ1 + 1
)
, E
[
g˜2s
]
=
(
Nˆ2 − Nˆ1
)2
+ Nˆ1 + Nˆ2,
E
[
Ig˜s−2
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)
]
= Nˆ2
Nˆ1
, and E
[
Ig˜s+2
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)
]
= Nˆ1
Nˆ2
.
In L(ε), ϑ represents the value of E
[
I2g˜s−1
(√
2Nˆ1Nˆ2
)
I2
g˜s
(√
2Nˆ1Nˆ2
)
]
that
is also calculated based on the definition of the expectation.
For calculating ϑ, we do not need the summation from
g˜s = −∞ to g˜s = ∞, and we focus on the range of g˜s
that makes the PMF of the Skellam distribution larger than
a threshold that we choose to be 10−3 in our paper, i.e.,
exp
(
−
(
Nˆ1 + Nˆ2
))(
Nˆ2
Nˆ1
) g˜s
2
Ig˜s
(
2
√
Nˆ1Nˆ2
)
≥ 10−3. The
validation of this threshold is performed in our numerical
tests. After solving this expression, we have ζ1 ≤ g˜s ≤
ζ2. Substituting E
[
g˜sIg˜s−1
Ig˜s
]
, E
[
g˜2s
]
, E
[
Ig˜s−2
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)
]
,
E
[
Ig˜s+2
(
2
√
Nˆ1Nˆ2
)
Ig˜s
(
2
√
Nˆ1Nˆ2
)
]
, and ϑ into (22), we obtain (7).
REFERENCES
[1] N. Farsad, H. B. Yilmaz, A. Eckford, C.-B. Chae, and W. Guo, “A
comprehensive survey of recent advancements in molecular communi-
cation,” IEEE Commun, Surveys Tuts., vol. 18, no. 3, pp. 1887–1919,
3rd Quarter, 2016.
[2] Y. Chahibi, M. Pierobon, S. O. Song, and I. F. Akyildiz, “A molecular
communication system model for particulate drug delivery systems,”
IEEE Trans. Biomed. Eng., vol. 60, no. 12, pp. 3468–3483, Dec. 2013.
[3] R. Chang, Physical Chemistry for the Biosciences. Sausalito, CA, USA:
Univ. Science Books, 2005.
[4] A. Noel, K. C. Cheung, and R. Schober, “Joint channel parameter
estimation via diffusive molecular communication,” IEEE Trans. Mol.
Biol. Multi-Scale Commun., vol. 1, no. 1, pp. 4–17, Mar. 2015.
[5] X. Wang, M. D. Higgins, and M. S. Leeson, “An algorithmic distance
estimation scheme for diffusion based molecular communication sys-
tems,” in Proc. IEEE ICC, Jun. 2015, pp. 1134–1139.
[6] M. Scha¨fer, A. Ruderer, and R. Rabenstein, “An eigenfunction approach
to parameter estimation for 1D diffusion problems,” in Proc. ECC, Jun.
2019, pp. 3784–3789.
[7] Y. Miao, W. Zhang, and X. Bao, “Cooperative source positioning for
simo molecular communication via diffusion,” in Proc. IEEE ICCT, Oct.
2019, pp. 495–499.
[8] V. Jamali, A. Ahmadzadeh, W. Wicke, A. Noel, and R. Schober,
“Channel modeling for diffusive molecular communication–a tutorial
review,” Proc. IEEE, Jun. 2019.
[9] L. Formaggia, D. Lamponi, and A. Quarteroni, “One-dimensional mod-
els for blood flow in arteries,” J. Eng. Math., vol. 47, no. 3-4, pp. 251–
276, Dec. 2003.
[10] P. Manocha, G. Chandwani, and S. Das, “Dielectrophoretic relay assisted
molecular communication for in-sequence molecule delivery,” IEEE
Trans. Nanobiosci., vol. 15, no. 7, pp. 781–791, Oct. 2016.
[11] X. Huang, Y. Fang, A. Noel, and N. Yang, “Channel characterization
for 1D molecular communication with two absorbing receivers,” IEEE
Commun. Lett, Mar. 2020.
[12] Y. Fang, A. Noel, N. Yang, A. W. Eckford, and R. A. Kennedy,
“Convex optimization of distributed cooperative detection in multi-
receiver molecular communication,” IEEE Trans. Mol. Biol. Multi-Scale
Commun., vol. 3, no. 3, pp. 166–182, Sep. 2017.
[13] Y. Fang, A. Noel, A. W. Eckford, and N. Yang, “Expected density
of cooperative bacteria in a 2D quorum sensing based molecular
communication system,” in Proc. IEEE. GLOBECOM, Dec. 2019, pp.
1–6.
[14] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation-
Theory. Upper Saddle River, NJ, USA: Prentice-Hall, 1993.
[15] L. Le Cam, “An approximation theorem for the poisson binomial
distribution.” Pac. J. Math, vol. 10, no. 4, pp. 1181–1197, Nov. 1960.
[16] A. Noel, K. C. Cheung, and R. Schober, “Optimal receiver design for
diffusive molecular communication with flow and additive noise,” IEEE
Trans. Nanobiosci., vol. 13, no. 3, pp. 350–362, Jul. 2014.
[17] D. Karlis and I. Ntzoufras, “Analysis of sports data by using bivariate
poisson models,” J.R. Stat. Soc.: Ser. D, vol. 52, no. 3, pp. 381–393,
2003.
[18] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and
products, 7th ed. San Diego, CA: Academic, 2014.
[19] Y. Deng, A. Noel, W. Guo, A. Nallanathan, and M. Elkashlan, “Analyz-
ing large-scale multiuser molecular communication via 3-d stochastic
geometry,” IEEE Trans. Mol. Biol. Multi-Scale Commun., vol. 3, no. 2,
pp. 118–133, Jun. 2017.
[20] K. V. Srinivas, A. W. Eckford, and R. S. Adve, “Molecular communica-
tion in fluid media: The additive inverse gaussian noise channel,” IEEE
Trans. Inf. Theory, vol. 58, no. 7, pp. 4678–4692, Apr. 2012.
[21] X. Huang, Y. Fang, A. Noel, and N. Yang, “Parameter estimation
in a noisy 1D environment via two absorbing receivers,” Apr. 2020.
[Online]. Available: arXiv:1907.04239
