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Understanding multipartite entanglement is vital, as it underpins a wide range of phenomena
across physics. The study of transformations of states via Local Operations assisted by Classical
Communication (LOCC) allows one to quantitatively analyse entanglement, as it induces a partial
order in the Hilbert space. However, it has been shown that, for systems with fixed local dimensions,
this order is generically trivial, which prevents relating multipartite states to each other with respect
to any entanglement measure. In order to obtain a non-trivial partial ordering, we study a phys-
ically motivated extension of LOCC: multi-state LOCC. Here, one considers simultaneous LOCC
transformations acting on a finite number of entangled pure states. We study both multipartite and
bipartite multi-state transformations. In the multipartite case, we demonstrate that one can change
the stochastic LOCC (SLOCC) class of the individual initial states by only applying Local Unitaries
(LUs). We show that, by transferring entanglement from one state to the other, one can perform
state conversions not possible in the single copy case; provide examples of multipartite entangle-
ment catalysis; and demonstrate improved probabilistic protocols. In the bipartite case, we identify
numerous non-trivial LU transformations and show that the source entanglement is not additive.
These results demonstrate that multi-state LOCC has a much richer landscape than single-state
LOCC.
I. INTRODUCTION
Multipartite entanglement is a central phe-
nomenon across quantum theory, underpinning
large swathes of physical phenomena. In con-
densed matter physics, entanglement characteris-
tics of many-body systems can be utilized to study
phase transitions [1] and to derive numerical al-
gorithms using tensor network states [2]. Within
quantum information theory, entanglement is con-
sidered to be the resource which allows quantum
technologies to outperform their classical coun-
terparts. That is, having access to an entan-
gled state enables quantum information-processing
tasks that cannot be achieved classically, such as
teleportation [3], measurement-based quantum
computation [4] and entanglement-based quantum
communication [5]. Despite its importance, we are
still far from a complete understanding of entan-
glement. Any new insight into this intriguing prop-
erty of quantum systems will provide deeper under-
standing of its relevant applications and advance
the fields related to it.
The predominant feature of entanglement is that
it cannot be created locally. For this reason, en-
tanglement is often studied in the physical frame-
work of the “distant labs” model, in which indi-
vidual labs, which share a multipartite state, are
spatially separated and constrained to apply Local
quantum Operations, possibly assisted by Classical
Communication (LOCC). As entanglement cannot
be created or enhanced using LOCC, if a state can
be transformed into another via LOCC, it has to
be at least as entangled as the final state. As
a consequence, LOCC induces a partial order on
the Hilbert space and any entanglement measure,
i.e. any function quantifying the entanglement re-
source of states, has to be non-increasing under
LOCC [6]. This order is only partial as there
exist pairs of states which are incomparable un-
der LOCC, i.e. neither can reach the other via
LOCC. States which can be generated locally (if
no super-selection rules or the like are imposed [7])
can be described as a convex combination of prod-
uct states and are called separable states. Hence,
in the resource theory of entanglement, the free
states are separable states and the free operations
are precisely LOCC [6, 8–10].
The characterization of pure-state entanglement
was particularly successful in bipartite systems,
for which Nielsen’s celebrated majorization crite-
rion [11] gives a necessary and sufficient condi-
tion for the existence of LOCC transformations
between pure states. Moreover, as a direct conse-
quence of Nielsen’s criterion, there exists (up to lo-
cal unitaries) only one maximally entangled state,
from which the whole Hilbert space is accessible
via LOCC. Furthermore, although entangled states
that are not maximally entangled cannot be deter-
ministically transformed into the maximally entan-
gled state of the Hilbert space, such a transfor-
mation is always possible via a Stochastic LOCC
(SLOCC) protocol, i.e. an LOCC protocol with
non-vanishing probability of success. Therefore,
all entangled bipartite states form a single SLOCC
equivalence class [12]. Finally, in the asymptotic
limit, copies of a bipartite state can be determin-
istically and reversibly converted into maximally
entangled states at a rate given by the Von Neu-
mann entropy of the reduced state [13, 14]. Con-
sequently, both in the single copy regime and in
the asymptotic limit, one can study pure-state,
bipartite entanglement through maximally entan-
gled states. The intermediate regime of a finite
number of copies was studied [15] and an optimal
protocol for entanglement concentration was pro-
vided [16].
Although LOCC has, by definition, a very com-
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2plicated mathematical structure [10, 17], with a
possibly unbounded number of rounds of commu-
nication between the parties, bipartite LOCC pro-
tocols can always be reduced to simple one-round
protocols [18]. This is not the case for multipar-
tite LOCC, for which it has been shown that cer-
tain LOCC protocols require an unbounded num-
ber of communication rounds [19]. Similarly, even
though most known multipartite LOCC transfor-
mations are all-deterministic (i.e. do not need any
probabilistic intermediate steps) [20, 21], it was
shown that some LOCC transformations cannot
be achieved without probabilistic steps [22]. This
results in multipartite LOCC being much more
complicated to characterize than bipartite LOCC
[10, 17].
Even in three-qubit systems, there are consid-
erable differences to bipartite systems. There ex-
ist two distinct SLOCC classes of fully-entangled
three-qubit states [12]. This means that there are
two different (and incomparable) types of entangle-
ment for three-qubit states, in contrast to the sin-
gle type of bipartite entanglement. This also im-
plies that there does not exist a single maximally
entangled state of three qubits. The maximally
entangled state of bipartite systems can be gen-
eralized into a set [23], called the Maximally En-
tangled Set (MES), containing the minimal num-
ber of states required to reach the whole Hilbert
space via LOCC transformations. Though of zero
measure in the Hilbert space of three-qubit states,
this set nevertheless contains an infinite number of
states [23].
The problem only worsens with larger sys-
tem sizes and/or higher dimensions. First,
there is generically an infinite number of SLOCC
classes [24]. Second, for homogeneous systems (i.e.
multipartite systems with subsystems of equal di-
mension) of at least four parties, almost all pure
states are isolated under LOCC [23, 25–27]. That
is, almost all pure states can neither be reached
from, nor transformed into, any other pure state
via LOCC. As a consequence, the partial order in-
duced by LOCC is generically trivial and the MES
is of full measure in the Hilbert space. These re-
sults show that, given an arbitrary multipartite
state (from a homogeneous system), it is gener-
ically impossible to find another state which is
less entangled with respect to all entanglement
measures. Moreover, the optimal resource, i.e.
the MES, is a full-measured set of the considered
Hilbert space.
Nonetheless, the identification of the optimal re-
source is crucial in recognizing new applications of
multipartite entanglement. In this sentiment, var-
ious approaches have been pursued to identify an
optimal resource, and both mathematically [28–
31] and physically [32–35] motivated extensions
of LOCC have been considered. Here, we focus
on a physical extension, which is to characterize
LOCC in the multi-state (non-asymptotic) setting.
This setting is indeed very practical as, assuming
the parties have access to a quantum memory, it
amounts to several labs trying to combine the re-
sources of several shared states by acting simulta-
neously (though still locally) on them. Consider an
impossible transformation |ψ〉 9LOCC |ψ¯〉, with
|ψ〉 , |ψ¯〉 elements of the same Hilbert space, H.
Appending an auxiliary state |φ〉 (which does not
necessarily belong toH), as an additional resource,
may enable the transformation |ψ〉 ⊗ |φ〉 →LOCC
|ψ¯〉 ⊗ |φ¯〉 for some state |φ¯〉. Multi-state LOCC
transformations have been studied in various con-
texts, such as in catalytic transformations, where
the auxiliary state must be preserved through the
transformation [36]. Diverting from deterministic
transformations, also SLOCC catalysis has been
investigated in [37].
There are several remarks in order. First, if new
transformations from k copies of a state to k copies
of another state can indeed be achieved, one could
sort the entanglement contained in the states ac-
cording to the ordering achieved in this specific
multi-state setting, which could now be non-trivial.
Second, note that this new order depends on the
dimension of the Hilbert space to which the auxil-
iary state belongs. Note further that, even though
transformations in the higher dimensional Hilbert
space will generically still not be possible (for ho-
mogeneous systems), this does not imply that a
multi-state transformation is generically not pos-
sible. The reason for this is that the multi-states
are of measure zero in the whole Hilbert space. Fi-
nally, multi-state transformations could allow one
to reach a state inside the MES from states outside
the MES, which could imply that the multi-state
equivalent of the MES is strictly smaller than the
MES. Characterizing such a multi-state MES could
be a step towards its reversible asymptotic version,
called the Minimal Reversible Entanglement Gen-
erating Set (MREGS), introduced and studied in
Ref. [38].
In this paper, we investigate LOCC multi-state
transformations, both in the multipartite and bi-
partite settings. In both cases, we focus on two-
state LOCC and investigate new transformations
that arise in this setting. We show that, already in
that case, the multi-state regime provides a much
richer landscape of LOCC transformations than
the single-state regime.
For multipartite states, we illustrate how much
more powerful LOCC is in the multi-state regime
by describing important new types of transforma-
tions this regime enables. For instance, even if
the overall tensor products of the initial and fi-
nal states are in the same SLOCC class, we show
that a multi-state transformation can determinis-
tically change the SLOCC class of the individual
states with only Local Unitaries (LUs). In light
of this possibility, it appears that one has to con-
3sider, as potential final states, states belonging to
a different SLOCC class (which generically means
an infinite number of possibilities). As a conse-
quence, the tools used to study LOCC transfor-
mations in the single-state regime cannot be used
in the multi-state case. This suggests that char-
acterizing all possible multi-state transformations
is a formidable challenge. We nevertheless demon-
strate important new features of multi-state trans-
formations. For instance, we show that a state
from the MES can be reached from two copies
of a state outside the MES and that multipartite
catalytic transformations can be achieved. In the
event a multi-state transformation cannot be per-
formed deterministically, we demonstrate that the
maximum success probability of a joint multi-state
transformation can be greater than the probability
of transforming both states independently. Fur-
thermore, we show it can be greater than even the
maximum probability of either single-state trans-
formation. Therefore, the multi-state regime also
provides an advantage in probabilistic settings.
Regarding bipartite states, they have the big ad-
vantage that their entanglement can be studied
through Schmidt coefficients, which naturally ex-
tends to the multi-state regime. Since Nielsen’s
majorization criterion also extends to the char-
acterization of multi-state LOCC transformations
of bipartite states, one could think that such
transformations are simple to characterize. How-
ever, the difficulty stems from sorting the prod-
ucts of Schmidt coefficients that one gets in the
multi-state regime (which is necessary for verify-
ing the majorization condition). Such transforma-
tions have only been characterized assuming extra
constraints, such as considering catalytic transfor-
mations [36, 39, 40]. In order to start systemat-
ically investigating bipartite entanglement in the
multi-state regime, we focus here on LU transfor-
mations. Multi-state LU transformations have also
been studied in the context of entanglement em-
bezzlement [41]. In this paper, we give a full char-
acterization of all possible transformations of a 2-
qubit state (using an auxiliary state of arbitrary
dimension) under LUs acting on the two states.
This result then allows us to show that such LUs
provide non-trivial transformations in almost all
pairs of bipartite systems. Using then some of
these non-trivial transformations, we demonstrate
that the source entanglement [42] is a non-additive
entanglement measure.
The remainder of the paper is structured as fol-
lows. In Section II, we set up mathematical nota-
tions for the rest of the paper and review known
results regarding multipartite LOCC transforma-
tions. In Section III, we set the stage for our inves-
tigations of multi-state transformations. Section
IV is dedicated to multi-state multipartite LOCC
transformations. We then consider bipartite multi-
state transformations in Section V. We finally draw
conclusions in Section VI.
II. PRELIMINARIES
In this section, we set out our notations and
introduce mathematical tools that we will use
throughout this paper. We also recall some impor-
tant previous results about the characterization of
LOCC state transformations. We consider multi-
partite states from the Hilbert space, H ∼= (Cd)⊗n,
i.e. n-partite states with local dimension d. Two
states |ψ〉 and |φ〉 are in the same SLOCC (resp.
LU) class if they can be inter-converted via an
SLOCC (LU) protocol. Stated mathematically,
this is the case if and only if there exists a set
of invertible operators {g(i) ∈ GL(d,C)}ni=1 (resp.
unitary operators {g(i) ∈ U(d,C)}ni=1 ), such that
⊗ni=1g(i) |ψ〉 = |φ〉 [12]. Throughout this paper, we
will use superscripts to denote the subsystem local
operators act on.
Not all SLOCC equivalence classes possess the
same properties; they are classified in three differ-
ent orbit types [43–46]. An SLOCC class is called
polystable if it contains a critical state, i.e. a state
for which all the single-party reduced density oper-
ators are maximally mixed. Critical states, such as
the 3-qubit GHZ state, |GHZ〉 ≡ 1√2 (|000〉+|111〉),
can be regarded as highly entangled in the sense
that they maximize many entanglement mono-
tones [46]. In contrast, an SLOCC class from the
null-cone contains entangled states, such as the 3-
qubit W state, |W〉 ≡ 1√3 (|001〉+ |010〉+ |100〉), for
which the aforementioned monotones vanish. The
last type of SLOCC class corresponds to classes
which contain the so called strictly semistable
states (see Appendix A for more details). Because
LU operations are a trivial kind of LOCC, that
can be applied to any state, we consider LOCC
transformations that consist only of LUs as triv-
ial transformations and ignore them in the follow-
ing. Stated differently, we study LOCC transfor-
mations between LU equivalence classes of states.
We restrict ourselves to studying transformations
between fully-entangled states. That is, states for
which all the single-party reduced density matrices
ρi have full rank, i.e. for which rank (ρi) = d, ∀i ∈
{1, . . . , n}.
As will become apparent below, the local sym-
metries of states are central in the study of possible
LOCC transformations. For each SLOCC class,
we choose a representative state |ψ〉, called a seed
state, and relate all the other states of the SLOCC
class to |ψ〉 via local invertible operators. Given a
seed state |ψ〉, we define the stabilizer of |ψ〉, Sψ,
as the set of local invertible matrices that leave |ψ〉
invariant, i.e.
4Sψ =
{
S =
n⊗
i=1
S(i) ∈ GL(d,C) : S |ψ〉 = |ψ〉}.
(1)
Note that this set is not necessarily finite and
that, from the stabilizer of a state, it is easy to
determine the stabilizer of all SLOCC-equivalent
states. We also define the set Nψ as the set of
local singular matrices which annihilate |ψ〉, i.e.
Nψ =
{
N =
n⊗
i=1
N (i) ∈ Mat(d,C) : N |ψ〉 = 0}.
(2)
As explained in the introduction, multipartite
LOCC has a complex mathematical structure.
However, LOCC is a (strict [47–49]) subset of the
mathematically considerably more tractable class
of Separable maps (SEP). A linear, completely pos-
itive, trace preserving map from the set of bounded
linear operators acting on H to itself, Λ : B(H)→
B(H), is in SEP if it admits a Kraus decomposition
in which all Kraus operators are separable [50].
That is, Λ is in SEP if Λ(X) =
∑m
i=1MiXM
†
i for
some {Mi}mi=1 ⊂ B(H) such that
∑m
i=1M
†
iMi = 1
and for all i, Mi = ⊗nj=1M (j)i for some {M (j)i }nj=1.
It is important to note that, in contrast to LOCC
transformations, SEP maps do not have a physi-
cal interpretation, as it has been realized that not
all SEP maps may be implemented through an
LOCC protocol. Nonetheless, as an LOCC trans-
formation is also a SEP transformation, we can use
SEP transformations as a superset of the physical
LOCC transformations.
In Refs. [27, 50], it was shown that, when
restricted to transformations between fully-
entangled pure states, a state g |ψ〉 = ⊗ni=1gi |ψ〉
can be mapped to another state in the same
SLOCC class, h |ψ〉 = ⊗ni=1hi |ψ〉, via SEP if and
only if there exists a set of probabilities {pi}mi=1
such that
1
r
m∑
i=1
piS
†
iHSi + g†
∑
j
N†jNjg = G, (3)
where Si ∈ Sψ, Nj ∈ Ngψ, H = h†h, G = g†g
and r = ||h |ψ〉 ||2/||g |ψ〉 ||2. We will use this nota-
tion of G and H throughout this paper, with g and
G always referring to the initial state, and h and
H always referring to the final state of the trans-
formation. The invertible Kraus operators of this
SEP map are given by Mi = (
√
pi/r)hSig−1, and
thus each Kraus operator can be identified with a
unique element of the stabilizer.
If a SEP transformation is possible without the
use of operators which annihilate the initial state,
then the transformation is said to be possible via
SEP1. It must then satisfy
1
r
m∑
i=1
piS
†
iHSi = G. (4)
It was shown in Ref. [27] that, considering pure
state transformations, LOCCN protocols (those
which terminate after a finite number of rounds)
are a strict subset of SEP1. However, it remains an
open question whether LOCC is a subset of SEP1.
As we already pointed out, Eq. (3) highlights
the importance of local symmetries for SEP (and
therefore LOCC) transformations. In particular,
in [25], it was shown that if the stabilizer of a state
|ψ〉 is trivial (i.e. Sψ = {1}), then no LOCC trans-
formation from this state to any other pure state
is possible. Moreover, all states in the SLOCC
class of |ψ〉 are then isolated under LOCC, in the
sense that they can neither be reached from, nor
be transformed into, any other state.
This has considerable implications for entangle-
ment theory, as it was shown in [25, 26] that in
homogeneous systems of at least four parties (five
parties for qubit systems), states are generically
in an SLOCC class with trivial stabilizer. Con-
sequently, in these systems, almost all states are
isolated under LOCC and the MES is therefore of
full measure.
In light of these results, LOCC transformations
between multipartite states appear to be rather ex-
ceptional. For this reason, one might want to relax
some of the constraints and consider, for example,
probabilistic transformations. This has been done
for both SEP and LOCC transformations in the
literature [50]. We highlight here some important
results about the maximum success probability of
such transformations. Considering a probabilistic
SEP transformation from a state g |ψ〉 to another
state h |ψ〉, and using the same notations as be-
fore, the maximum probability of success for this
transformation, pSEPmax , is given by1 [50]
pSEPmax = max
{∑
i
pi : rG−
∑
i
piS
†
iHSi ∈ sep
}
,
(5)
where sep denotes the set of separable operators.
Adding some additional assumptions can make
this success probability easier to compute. For in-
stance, if the stabilizer of g |ψ〉 is finite and unitary,
1 Note that although they do not appear in the formula for
computing pSEPmax , this result also holds when taking into
account operators from Ngψ , i.e. operators that annihi-
late the initial state. This is because, for probabilistic
SEP transformations, these singular operators can be in-
cluded in a branch of the transformation that fails.
5then the previous equation reduces to
pSEPmax = max
{
p : rG− p|Sψ|
∑
i
S†iHSi ∈ sep
}
,
(6)
where |Sψ| is the number of elements in the stabi-
lizer of |ψ〉.
Alternatively, if the stabilizer of a normalized
seed state is unitary, then the maximum success
probability of reaching the seed state (i.e. H = 1)
from any state g |ψ〉 is given by [50]:
pSEPmax (g |ψ〉 7→ |ψ〉) = λmin
[
G
||g |ψ〉 ||2
]
, (7)
where λmin [M ] corresponds to the minimum
eigenvalue of the operator M .
It was further shown in Ref. [25] that, if the
stabilizer of |ψ〉 is trivial (as is particularly rele-
vant, as states in homogeneous systems generically
have trivial stabilizer), then this transformation
can be implemented by an LOCC one-successful-
branch protocol (OSBP) with probability equal to
pSEPmax . Thus, for these transformations, we have
pSEPmax = pLOCCmax . Note further that, thus, Eq. (7)
fully characterizes the maximal success probabil-
ity of any transformation within an SLOCC class
with trivial stabilizer.
This concludes our review of the tools that will
be used throughout this paper. In the next sec-
tion, we give further details about the multi-state
extension of LOCC that we investigate in this pa-
per.
III. SETTING THE STAGE AND
GENERAL OBSERVATIONS
As mentioned in the introduction, the main goal
of this paper is to investigate LOCC transforma-
tions on multiple states as an extension of LOCC.
We refer to this as the multi-state regime. In this
regime, given a target state |ψ〉, from some Hilbert
space H, we want to investigate which state |φ〉 the
state |ψ〉 can be transformed into if we append to
it, as an additional resource, an auxiliary state |ψ¯〉
and perform joint LOCC on the two states (see
Fig. 1).
In a multi-state transformation, each party is
still constrained to act locally, i.e. only on the
particles they control, and can classically commu-
nicate their measurement outcomes to the other
parties. Such a regime is physically motivated:
if the n parties have access to a quantum mem-
ory, they may store resourceful auxiliary states and
then use them to transform the target state. We
impose only that the state-splitting is preserved
after the transformation, i.e. that the transforma-
tion takes the form
|ψ〉 ⊗ |ψ¯〉 → |φ〉 ⊗ |φ¯〉 , (8)
for some state |φ¯〉. If such a transformation is pos-
sible, we say that |ψ〉 is LOCC transformable to
|φ〉 with the help of an auxiliary system. As our
intent is to better understand the multipartite en-
tanglement contained in |ψ〉 and/or to relate it to
the one contained in |φ〉, we consider both states to
belong to the same Hilbert space2. Note that spe-
cific types of multi-state transformations may be
used to induce a new partial order. Specifically, if,
for some |ψ〉 that cannot be transformed to |φ〉, k
copies of |ψ〉 can be transformed to k copies of |φ〉,
then considering LOCC under k copies will induce
a different partial order in the Hilbert space than
single-state LOCC. Alternatively, if we constrain
the auxiliary state to remain invariant, then the
transformation corresponds to entanglement catal-
ysis (which has been extensively studied for bipar-
tite states [39, 51]). Let us emphasize at this point
that, contrary to other approaches (see for instance
Refs. [31, 37]), we are working in the deterministic,
non-asymptotic regime.
Figure 1: Illustration of an LOCC transformation be-
tween the states |ψ〉 and |φ〉 that is not possible in
the single-state regime, but that becomes possible in
the multi-state regime, by adding the auxiliary state,
|ψ¯〉. Locality is now defined to include parts of both
states. Note that transformations of the target state
under LOCC are clearly a subset of transformations of
the target state under multi-state LOCC.
To achieve a multi-state transformation, we
could in principle use auxiliary states |ψ¯〉 and
|φ¯〉 from an arbitrary Hilbert space, H¯, not nec-
essarily identical to H. As mentioned before,
the new transformations that become possible in
this regime (compared to the single-state regime)
would then naturally depend on the dimension of
this Hilbert space, H¯. If dim(H¯) > dim(H), we
have to take into account LOCC protocols trans-
forming an auxiliary state |ψ¯〉 from the higher
dimensional Hilbert space H¯ to a state |φ〉 of
the smaller dimensional Hilbert space H, as such
transformations would straightforwardly lead to a
multi-state transformation from |ψ〉 to |φ〉. How-
ever, considering such transformations constitutes
a different problem, that was put forward in
Ref. [32]. As in the single-copy LOCC regime,
2 This is also why we focus on the setting where the final
target and auxiliary state factorize.
6our aim is to sort the entanglement contained in
states belonging to the same Hilbert space, we do
not want to focus on such transformations here.
However, we will make use of interesting results
from that setting later. For this reason, we choose
to consider auxiliary states belonging to the same
Hilbert space as the target state3, or to a Hilbert
space H¯ that corresponds to finitely many copies
of the target state. This is physically motivated by
the fact that, if one can store one auxiliary state
to perform a multi-state transformation, one may
also be able to store finitely many auxiliary states.
In this setting, if a state, |ψ〉, can be trans-
formed into a state, |φ〉, using k − 1 auxiliary
states from the same Hilbert space, we say that
|ψ〉 can be transformed into |φ〉 via k-LOCC. In
any k-LOCC protocol, we can always consider a
transformation that swaps the target state with
one of the auxiliary states. Such a transformation
does not combine the resources of the target and
auxiliary states to achieve a new transformation
but merely replaces the target state by a possibly
more resourceful auxiliary state. For this reason,
we consider such transformations as trivial and ig-
nore them in the following. Let us also note here
that, for sufficiently large k, k–LOCC transforma-
tions become trivial, as the auxiliary states can be
used to distill Bell pairs between the parties, which
can then be utilized to generate an arbitrary fi-
nal target state via teleportation. However, such
transformations are completely independent of the
initial target state (implying that we cannot gain
any additional knowledge about the entanglement
contained in the state), utilize only bipartite en-
tanglement and consume many resources. Thus,
we also disregard them in the following work.
We expect that multi-state LOCC provides new
non-trivial transformations. That is, for some im-
possible transformations, |ψ〉 9LOCC |φ〉, we ex-
pect that there exists a state, |ψ¯〉 (that cannot be
transformed into |φ〉 by LOCC), which enables the
transformation in Eq. (8). One question which
immediately reveals itself is whether these new
transformations reduce the set of states required to
reach all states in the Hilbert space, i.e. whether
it makes the MES smaller. Before discussing other
relevant questions in this context, let us address
this one first: Is it possible that any reasonable
generalisation of the MES to k-LOCC (i.e. a set of
states that reaches all states and which is in some
sense minimal) is different from the original MES.
The bipartite setting already reveals a feature of
such a generalized MES; namely, that it may not
be unique. Indeed, for bipartite states, it is well-
3 We could also consider an auxiliary state from a Hilbert
space H¯ with dim(H¯) < dim(H), but this would exclude
considering target states of qubits, which we want to
avoid here.
known that the maximally entangled state can be
reached via LOCC from two identical copies of a
non-maximally entangled state (provided that this
state is sufficiently entangled). Therefore, any bi-
partite state (of the same Hilbert space) can be
reached from these two copies, and any set con-
sisting only of one such non-maximally entangled
state could be a 2-MES for this system. With this
in mind, we define a multi-state MES as follows.
A setMk (not necessarily finite) containing states
from a Hilbert space H, is a k-MES if (a) any state
of H can be reached via k-LOCC from k (not nec-
essarily distinct) states chosen inMk; and (b) it is
minimal, in the sense that no strict subset ofMk
satisfies (a).
Naturally, the 1-MES corresponds to the origi-
nal MES from Ref. [23]. In that work, it was noted
that the MES can equivalently be defined as the
set containing all states that are not reachable via
LOCC (from a different initial state) in a given
Hilbert space. However, this equivalence of defini-
tions is valid only for single-state transformations,
and the alternative definition cannot be used for
k > 1. Indeed, as our previous discussion of bi-
partite multi-state transformations indicates, the
maximally entangled state (and thus any bipartite
state) can be reached via a non-trivial multi-state
LOCC transformation. This implies that the al-
ternative definition for the k-MES of bipartite sys-
tems would lead to an empty set for all k ≥ 2.
We also note here that a k-MES can always be
chosen as a subset of the 1-MES. Indeed, the 1-
MES allows one to reach all states via 1-LOCC,
and therefore also via k-LOCC. We then obtain a
k-MES by finding a minimal subset of the 1-MES
preserving this property for k-LOCC. However, de-
pending on the situation, one might prefer to chose
a k-MES consisting of less-entangled states out-
side the MES, as they may be easier to produce
experimentally. Finally, taking the discussion on
distilling Bell pairs one step further, note that for
sufficiently large k, the k-MES may always be cho-
sen as a set containing only a single state.
In the general framework of multi-state trans-
formations, several important questions arise. Is it
possible to non-trivially change the SLOCC class of
the target state? Are there unexpected new trans-
formations, such as transformations allowing one
to reach a state from the MES from states that do
not belong to the MES? Does k-LOCC always pro-
vide new transformations of a given target state?
Does the multi-state regime also improve proba-
bilistic transformations?
We answer the first question in Section IVA by
showing that, in fact, the SLOCC class of the tar-
get state can be non-trivially changed via a multi-
state LU transformation. This result implies that
multi-state transformations cannot be fully char-
acterized by using only the tools that have been
developed to study single-state LOCC transforma-
7tions. It also reveals that the multi-state regime
provides a much richer set of new transformations.
In Section IVB, we answer the second question
by showing that the 3-qubit GHZ state (which is
in the MES) can be reached from two states that
are not in the 3-qubit MES. In this section, we
also show that certain combinations of target and
auxiliary states can only achieve trivial transfor-
mations, which hints towards a negative answer
to the third question. Finally, we provide a posi-
tive answer to the fourth question, by showing that
the maximum success probability of a multi-state
transformation transforming two states simultane-
ously can be greater than the maximum success
probability of transforming these two states inde-
pendently; in fact, we show it can even be greater
than the maximum success probability of either
single-state transformation.
In the following, special emphasis is given to
transformations in which the final auxiliary states
are fully-entangled. Such transformations exclude
the trivial possibility of using teleportation, and
have the advantage of not being wasteful with en-
tanglement, in the sense that all states remain
fully-entangled after the transformation. We study
such transformations in the next section, where we
investigate how the additional resource of 2-LOCC
affects LOCC transformations of multipartite tar-
get states.
IV. MULTI-STATE MULTIPARTITE LOCC
We study here, for multipartite states, the prob-
lem of 2-LOCC transformations, posed in Eq. (8).
Throughout the following sections, we highlight
several features of multi-state LOCC showing that,
already in the two-state regime, multi-state LOCC
offers a much richer landscape of transformations
than single-state LOCC. We start, in the next sec-
tion, by discussing how multi-state LOCC allows
one to non-trivially change the SLOCC class of
the target state. We naturally exclude the trivial
possibility of changing the SLOCC class of a state
through a projective measurement, as such a trans-
formation would merely destroy some of the entan-
glement of the state, and not genuinely change its
type of entanglement.
A. Changing SLOCC class
We show here that multi-state LOCC allows one
to deterministically change the SLOCC class of the
target state with only LUs. As stated below, we
show in addition that it is possible to change the
orbit type of the SLOCC class of the target state.
Observation 1. It is possible to change the
SLOCC class of the initial states under multi-state
LU transformations. Furthermore, the orbit type
of the SLOCC class of these states can also be
changed.
This can be seen by considering a transformation
of the form of Eq. (8), with
|ψ〉 = |GHZ〉⊗2 , (9)
|ψ¯〉 = |W〉⊗2 , (10)
|φ〉 = |φ¯〉 = |GHZ〉 |W〉 . (11)
All these states should be understood as three-
partite states which are shared among the par-
ties as shown in Fig. 2. In this transformation,
the target state has changed SLOCC class. This
can be seen by observing the target state has in
fact changed SLOCC orbit type: |GHZ〉⊗2 is a
critical state, whereas |GHZ〉 |W〉 belongs to the
null-cone (see the preliminaries). The proof of the
observation follows then by noticing that such a
transformation can be achieved with LU opera-
tions that permute the basis states of all parties in
such a way that some of the local dimensions are
swapped between the target and auxiliary states
(see Fig. 2). We refer to such a transformation
as a “sub-SWAP” transformation. In Appendix A,
we present more details on how the orbit type of
SLOCC classes may change under multi-state LU
transformations.
Figure 2: Example of a multi-state transformation
changing the SLOCC class of the initial states using
LU operations.
Clearly, more involved instances transforming
states that are genuinely entangled across all lo-
cal dimensions can be easily generated from this
example by adding LUs acting on the target and
auxiliary states separately, before and after the
transformation given here.
This first observation confirms that LOCC in
the multi-state regime is more complex than in the
single-state regime, and one cannot simply trans-
fer over the methods from the single-state case.
In the single-state case, transformations within an
SLOCC class can be parameterized by using a sin-
gle seed state and local invertible operators. As
this result shows, in the multi-state case we gener-
ically have to consider an infinite number of pos-
sible seed states representing the possible SLOCC
classes of the final states. Thus, there is no natural
way to implement the condition that the final tar-
get and final auxiliary states factorize. For these
reasons, a complete characterization of multi-state
LOCC transformations seems very challenging.
8Despite all that, it would be interesting to know
whether this setting also enables new transforma-
tions of the target state within its SLOCC class.
In particular, it is important to investigate whether
states from the MES can be reached in the multi-
state regime. We answer this question in the next
section.
B. Transformations within the same SLOCC
class
In this section, we consider multi-state transfor-
mations in which the individual states all belong
to the same SLOCC class. In this case, it is handy
to relate all the states to the same seed state |ψ〉,
through local invertible operators. In this frame-
work, we look for transformations of the form
g1 |ψ〉9LOCC h1 |ψ〉
g1 |ψ〉 ⊗ g2 |ψ〉 →LOCC h1 |ψ〉 ⊗ h2 |ψ〉 , (12)
where g1,2 and h1,2 are local invertible operators.
As mentioned in the preliminaries section, local
symmetries play an essential role in LOCC trans-
formations of multipartite states. States with-
out non-trivial local symmetries are isolated under
SEP and LOCC, which is a generic property among
multipartite states [25, 26]. However, in the multi-
state case, even if the target and auxiliary states
have a trivial stabilizer, their tensor product could
have non-trivial symmetries, which could lead to
a non-trivial multi-state transformation. For the
case we consider in this section, in which the tar-
get and auxiliary states are in the same SLOCC
class, the seed state |ψ〉 ⊗ |ψ〉 has always at least
one additional local symmetry: SWAP⊗n (which
corresponds to permuting the target and auxiliary
seed states, and which we refer to in the following
simply as SWAP). In the following theorem, we
show that this additional symmetry alone is not
enough to provide new LOCCN transformations.
Theorem 2. Given a fully-entangled state |ψ〉
such that
Sψ⊗2 = {1,SWAP}, (13)
all transformations of the form
g1 |ψ〉 ⊗ g2 |ψ〉 →LOCCN h1 |ψ〉 ⊗ h2 |ψ〉 (14)
are necessarily trivial. Moreover, if the final states
are identical, i.e. h1 = h2, then the statement also
holds for LOCC.
Proof. First, we show that via LOCCN, there are
only trivial transformations. As discussed in the
preliminaries, if a transformation is possible via
LOCCN, it is possible via SEP1 [27]. Therefore,
by Eq. (4) we have:
pH1 ⊗H2 + (1− p)H2 ⊗H1 = G1 ⊗G2 (15)
As G1,2 are strictly positive operators, we have
tr G1,2 6= 0. Therefore, by taking the partial traces
of Eq. (15), we can express G1 and G2 in terms of
p,H1, H2. Re-inserting this into Eq. (15) yields ei-
ther G1 ∝ H1 and G2 ∝ H2, or G1 ∝ H2 and
G2 ∝ H1. Thus, the transformation is trivial.
Second, we show there are no non-trivial LOCC
transformations if the final states are identical, i.e.
if h1 = h2. If the transformation is possible via
LOCC, it is possible via SEP. Therefore, we con-
sider Eq. (3) (with r = 1, as the elements of the
stabilizer are unitary4). Acting with both sides of
this equation on |ψ〉⊗2 yields:
(G−11 ⊗G−12 )(H1 ⊗H1) |ψ〉⊗2 = |ψ〉⊗2 . (16)
Therefore, (G−11 H1 ⊗ G−12 H1) is a local invertible
symmetry of |ψ〉 and thus must belong to the sta-
bilizer Sψ⊗2 . Moreover, it is separable in the state
splitting. Therefore it must be equal to 1. Thus,
it has to hold that, G1 ∝ G2 ∝ H1. Hence, the
transformation is trivial.
This theorem indicates that, given a state |ψ〉,
if the stabilizer of |ψ〉⊗2 consists of only 1 and
SWAP, then only trivial transformations are possi-
ble. Consequently, we refer to such stabilizers (i.e.
those satisfying Eq. (13)) as trivial. We will give
an explicit example of a state with a trivial stabi-
lizer in Section IVD. To find non-trivial transfor-
mations within a single SLOCC class in the multi-
state regime, one should consider SLOCC classes
represented by a seed state |ψ〉, such that |ψ〉⊗2 has
a non-trivial stabilizer. As we show now, SLOCC
classes of generalized GHZ states satisfy precisely
this requirement, making them good candidates to
study multi-state transformations.
A generalized GHZ state for n parties with lo-
cal dimension d, that we denote by |GHZnd 〉, corre-
sponds to the state
|GHZnd 〉 =
1√
d
d−1∑
i=0
|i · · · i︸ ︷︷ ︸
n
〉 . (17)
Such states have the useful property that k copies
of them can be re-expressed as another generalized
GHZ state with the same number of parties but
higher local dimensions. The k copies |GHZnd 〉⊗k
are indeed equivalent, up to a local relabeling of the
computational basis states, to the state |GHZndk〉.
As a consequence, computing the stabilizer of a
generalized GHZ state for any local dimension is
sufficient to obtain the stabilizer of any number of
4 When all the elements of the stabilizer are unitary, Eq. (3)
implies r = tr(H)/tr(G). Without loss of generality, we
can thus choose to normalize the operators H and G so
that r = 1.
9copies of a generalized GHZ state. This stabilizer
can easily be computed and is given in the follow-
ing lemma (see Appendix B for the proof).
Lemma 3. A local invertible operator is a sym-
metry of the state |GHZnd 〉 (with d ≥ 2 and n ≥ 3)
if and only if it can be written
S =
[
D(~γ(1))⊗ · · · ⊗D(~γ(n))
]
X⊗nσ (18)
where
D(~γ(i)) = diag(γ(i)1 , γ
(i)
2 , . . . , γ
(i)
d ), (19)
γ
(n)
j =
(
n−1∏
i=1
γ
(i))
j
)−1
, ∀j ∈ {1, ..., d} (20)
Xσ =
d−1∑
k=0
|σ(k)〉 〈k| , (21)
with σ ∈ Sd any permutation of d elements,
~γ(i) = (γ(i)1 , . . . , γ
(i)
d ) ∈ Cd for i = 1, . . . , n− 1.
Knowing the symmetries of all states |GHZnd 〉,
we can fully characterize single-state LOCC trans-
formations among states in a subset of their
SLOCC classes. We will later use this to prove
some interesting properties of the multi-state
regime. In particular, we show in Theorem 5, that
LOCC transformations between states of the form
1⊗ · · · ⊗ 1⊗ g |GHZnd 〉 (22)
with g = diag(g1, . . . , gd) any invertible diago-
nal matrix, obey a majorization condition (just
like for bipartite states). Recall, a real vector
a = (a1, ..., am)T majorizes another real vector
b = (b1, ..., bm)T , denoted as a  b, if
k∑
i=1
a↓i ≥
k∑
i=1
b↓i , ∀ k ∈ {1, ...,m}, (23)
with equality in the case of k = m, and where a↓ =
(a↓1, ..., a↓m)T , b↓ = (b
↓
1, ..., b
↓
m)T correspond to the
vectors a and b resorted into descending order. We
now present a matrix reformulation of a theorem
by Rado [52]:
Theorem 4 ([52]). Given two real diagonal matri-
ces A = diag(a1, . . . , ad) and B = diag(b1, . . . , bd)
of dimension d, there exists a probability distribu-
tion, {pk}mk=1, such that
m∑
k=1
pkXσkAX
†
σk
= B (24)
where each index k represents a permutation σk ∈
Sd, with associated permutation operator, Xσk , if
and only if
(a1, ..., ad)T  (b1, ..., bd)T (25)
This theorem is the central tool for proving the
following result:
Theorem 5. Let g = diag(g1, . . . , gd) and h =
diag(h1, . . . , hd) be two invertible, complex, diago-
nal matrices such that tr(g†g) = tr(h†h). Then the
transformation
1⊗ · · · ⊗ 1⊗ g |GHZnd 〉
LOCC−→ 1⊗ · · · ⊗ 1⊗ h |GHZnd 〉 (26)
exists if and only if
(|h1|2, . . . , |hd|2)T  (|g1|2, . . . , |gd|2)T
Proof. (only if ) If the transformation is possible
via LOCC, it is necessarily also possible via SEP.
Therefore, we may consider the necessary and suf-
ficient conditions for the existence of a SEP trans-
formation, given in Eq. (3). In this case, because
tr(g†g) = tr(h†h) and the GHZ state is normalised,
it is easy to see that we must have r = 1. From
this operator equation, let us consider the sum of
matrix elements
∑d−1
i=0 〈l, . . . , l| · |i, . . . , i〉, for some
l ∈ {0, . . . , d − 1} . On the LHS, the second sum
vanishes because any operator Njg annihilates the
state
∑d−1
i=0 |i, . . . , i〉 ∝ |GHZnd 〉, and we get
m∑
k=1
pk
d−1∑
i=0
〈l, . . . , l|S†k(1⊗ · · · ⊗ 1⊗H)Sk|i, . . . , i〉.
(27)
Evaluating this for the symmetries as given in
Eq. (18) yields:
m∑
k=1
pk〈l|X†σkHXσk |l〉. (28)
From this equation, we see that this sum of ma-
trix elements is independent of the diagonal part
of the symmetries, D(~γ(i)). For the RHS, as G is a
diagonal matrix, the same sum of matrix elements
merely reads 〈l|G |l〉. Since these equations are
valid for all l = 1, . . . , d, and H and G are diago-
nal, combining the left- and right-hand sides yields
the matrix equation
m∑
k=1
pkX
†
σk
HXσk = G, (29)
which by Theorem 4 implies (|h1|2, . . . , |hd|2)T 
(|g1|2, . . . , |gd|2)T .
(if) By Theorem 4, we know that there exist
probabilities {pk ≥ 0}mk=1 with
∑m
k=1 pk = 1 such
that
m∑
k=1
pkXσkHX
†
σk
= G. (30)
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Since the permutation operators Xσk , are symme-
tries of the seed state |GHZnd 〉, this implies that the
transformation can be done by SEP1 (see Eq. (4)
in the preliminaries). To conclude the proof, we
observe this transformation can also be achieved
by an LOCC protocol in which the last party ap-
plies a measurement with measurement operators
{√pkhXσkg−1}mk=1 and then, depending on the
outcome k, all the other parties apply the unitary
operation Xσk .
As already mentioned, generalized GHZ states
have a structure that extends nicely to the multi-
state regime. In fact, GHZ-like states of the form
given in Eq. (22) admit a direct generalization of
the bipartite Schmidt decomposition [53, 54]. Us-
ing this generalized Schmidt decomposition, it was
mentioned in Ref. [53] that the bipartite entangle-
ment concentration protocol presented in [14] can
straightforwardly be extended to concentrate the
entanglement of GHZ-like states into perfect GHZ
states (with an optimal asymptotic rate).
Using Theorem 5, we now show that, in the
multi-state regime, it is possible to start with a
target state and an auxiliary state that are out-
side the MES and use the auxiliary state to trans-
form the target state into a state that is inside the
MES5.
To do so, we consider the following two-state
transformation in the SLOCC class of two copies of
the three-qubit GHZ state, |GHZ〉 ≡ |GHZ32〉 (note
that the subsequent discussion can be immediately
generalized to n > 3 parties):
|g˜〉 ⊗ |g˜〉 LOCC−→ |h˜1〉 ⊗ |h˜2〉 , (31)
with
|g˜〉 = (1⊗ 1⊗ g˜ ) |GHZ〉 , (32)
|h˜i〉 =
(
1⊗ 1⊗ h˜i
) |GHZ〉 (i = 1, 2), (33)
where G˜ = g˜†g˜ = 1/2+δσz and H˜i = h˜†i h˜i = 1/2+
αiσz (i = 1, 2), with δ, α1, α2 ∈ [0, 1/2). Observe
that, by Theorem 5, the smaller the value of δ, α1
or α2, the more entangled the corresponding state
(see also [20]). In addition, it has been shown in
Ref. [23] that, among states of this form, only the
GHZ state is in the MES of three-qubit states.
In the LOCC transformation given in Eq. (31),
the two copies of the GHZ state can equivalently be
replaced by the state |GHZ34〉, yielding a transfor-
mation of the same form as in Theorem 5, with the
4-dimensional invertible local matrices g = g˜ ⊗ g˜
and h = h˜1 ⊗ h˜2. As, by construction, we have
tr(g˜†g˜⊗ g˜†g˜) = tr(h˜†1h˜1 ⊗ h˜†2h˜2) = 1, we can apply
5 See [55] for a similar work investigating these types of
transformations for the state |W 〉⊗2.
Theorem 5. It is easy to see that the corresponding
majorization condition is satisfied if and only if
δ ≤
√(
α1 +
1
2
)(
α2 +
1
2
)
− 12 . (34)
Note, that by Eq. (34), if we wish to reach two
copies of a GHZ state (i.e. α1 = α2 = 0), then we
must begin from two copies of a GHZ state (δ = 0).
Alternatively, setting α1 = 0 (which corresponds
to transforming only the target state into the GHZ
state) yields:
δ|α1=0 ≤
√(
α2
2 +
1
4
)
− 12 ≤ α2. (35)
This inequality has solutions ∀α2 ∈ (0, 1/2).
Therefore, provided Eq. (35) is satisfied by the ini-
tial states, we can transform the target state into
the GHZ state. That is, in the multi-state regime,
we can transform a state that is outside the MES
to a state that is inside the MES.
Note that a simple teleportation-like protocol
does not allow one to obtain |GHZ〉. That is a
protocol in which the two initial states are first
transformed into bipartite states by projectively
measuring one particle. This may be easily seen
by considering the entropies of the local reduced
density matrices. Clearly, when considering more
than three particles this holds all the more.
Note further that Eq. (35) tells us that, if we
transform the target state to the GHZ state, then
α2 ≥ δ. That is, after the transformation, the aux-
iliary state is less entangled (this is not surprising
as the overall transformation is an LOCC transfor-
mation). Therefore, in the multi-state regime, it is
possible to squeeze entanglement from one state to
another.
As another consequence of this result, when con-
sidering the 2-MES of three-qubit states as in Sec-
tion III, a choice of the 2-MES that contains a state
|g˜〉 as in Eq. (32), but not |GHZ〉 is thinkable. In
fact, in Ref. [32] it was shown that |GHZ33〉 may be
transformed into any three-qubit state by LOCC.
Hence, {|GHZ〉} is a 2-MES for three-qubit states.
Moreover, as two copies of |g˜〉 may be converted
into |GHZ33〉 (see Theorem 5 with slight modifica-
tion allowing for non-invertible operators) as long
as δ ≤ 1/√3 − 1/2 ≈ 0.077, the corresponding
sets {|g˜〉} also form a 2-MES for three-qubit states.
This fact resembles the freedom in choosing the
2-MES in the bipartite case discussed in Section
III. Let us also remark here that—in contrast to
the three-qubit system considered here—not for all
system sizes it is possible to find a finite set form-
ing a 2-MES. Indeed, a simple counting argument
shows that for sufficiently large n, a finite set of
states in
(
C4
)⊗n does not suffice to even proba-
bilistically obtain all n-qubit states.
Recall that, as explained in the preliminaries,
each Kraus operator in a SEP map is associated
11
with a unique invertible symmetry from the sta-
bilizer. Consequently, whether a transformation
is possible under LOCC is intrinsically connected
to the stabilizer of the state. Thus, one might
ask: which are the relevant symmetries enabling a
certain LOCC transformation? Novel transforma-
tions in the multi-state regime will naturally need
local operations that act jointly on the two copies
of the initial state, i.e. that are non-local in the
state splitting. As discussed above, two copies of
a state have at least one symmetry that is non-
local in the state splitting: SWAP. As the stabi-
lizer of |ψ〉⊗2 always contains the symmetries that
can be generated by SWAP and the single-copy
symmetries of |ψ〉, we refer to these symmetries
as trivial. These trivial symmetries in fact form
a subgroup of the stabilizer, which we will refer
to as the trivial subgroup S0ψ⊗2 . Additionally, we
refer to symmetries that cannot be generated by
SWAP and the single-copy symmetries of |ψ〉 as
emergent. As we will see in the following, the triv-
ial subgroup does allow novel transformations in
the multi-state regime. It is now natural to ask: is
S0ψ⊗2 sufficient to implement all multi-state LOCC
transformations?
We now show the answer to this question is no.
That is, there are LOCC transformations which
require emergent symmetries. To this end, we
again consider transformations as in Eq. (31), but
now only allowing measurement operators corre-
sponding to elements of the trivial subgroup. Fol-
lowing the arguments in the proof of Theorem 5,
Eq. (29) must hold for a transformation to be pos-
sible, where the sum is now over permutation ma-
trices from the following subgroup of the trivial
subgroup:
S˜0GHZ⊗2 = {1, X ⊗ 1, 1⊗X, X ⊗X, SWAP,
SWAP.(X ⊗ 1), SWAP.(1⊗X),
SWAP.(X ⊗X)} ⊆ S0GHZ⊗2 , (36)
which is a group of order 8, in contrast to the full
permutation group of four elements, which is of
order 24. Here, X denotes the Pauli X and should
be understood as X⊗3, just as SWAP.
Evaluating Eq. (29) over this symmetry sub-
group yields the following bound:
δ ≤ √α1, α2 (37)
Thus, we see that if we want to transform the
target state to the GHZ state, i.e. α1 = 0, then
δ must also be zero. That is, if we are restricted
to trivial symmetries, we can only reach the GHZ
state by starting with it6.
6 i.e. in order to reach |GHZ〉, we need non-local symme-
tries such as X(13) = |0〉 〈0|+ |3〉 〈1|+ |2〉 〈2|+ |1〉 〈3|.
As a final comment, note that all transforma-
tion saturating the inequality in Eq. (37) can be
decomposed into a particularly simple two round
protocol which only uses trivial symmetries. Let
λ = √α1α2/(α1 + α2) ∈ (0, 1/2). First, the last
party applies a measurement with the following
measurement operators:
M11 =
√
1/2 h′
(
g−1 ⊗ g−1) (38)
M12 =
√
1/2 h′ SWAP
(
g−1 ⊗ g−1) (39)
where h′ =
√
H ′ with:
H ′ =
(
1
2 + λ
)
H˜1 ⊗ H˜2
+
(
1
2 − λ
)
XH˜1X ⊗XH˜2X. (40)
Using Eq. (29), it is easy to verify that {M1i }2i=1
forms a valid measurement. In the event of out-
come 1, the parties do nothing, and, in the event of
outcome 2, parties 1 to 2 apply a SWAP. Thus, this
first round of the LOCC protocol deterministically
transforms the initial state, 1⊗1⊗(g⊗g) |GHZ34〉,
into the state 1⊗ 1⊗ h′ |GHZ34〉 (which, we might
note, is not state separable). Next, the last party
applies a second measurement with measurement
operators:
M21 =
√
1/2 + λ
(
h˜1 ⊗ h˜2
)
h′−1 (41)
M22 =
√
1/2− λ (h˜1 ⊗ h˜2) (X ⊗X) h′−1 (42)
which by construction satisfies the completeness
relation. In the event of outcome 1, the parties do
nothing, and, in the event of outcome 2, parties 1
and 2 apply X⊗X. Thus, the second round deter-
ministically transforms the state 1⊗1⊗h′ |GHZ34〉
to the final state, 1 ⊗ 1 ⊗ (h˜1 ⊗ h˜2) |GHZ34〉. Ob-
serve, all measurements throughout the protocol
only depend on trivial symmetries from the sub-
group, S˜0GHZ⊗2 . Moreover, although the symme-
tries used are separable, each measurement is non-
local in the state splitting.
C. Multipartite LOCC Catalysis
Theorem 5 shows that for a class of GHZ-like
states, LOCC transformations are fully character-
ized by a majorization condition, just like they
are for bipartite states. We can therefore use
this fact to provide, to our knowledge, the first
examples of multipartite catalytic transformation.
In the following we present an explicit example.
Let us consider two 4-dimensional GHZ-like states
over n parties |ψ1〉 and |ψ2〉, characterized by
the matrices g = diag(
√
0.45,
√
0.35,
√
0.12,
√
0.08)
and h = diag(
√
0.56,
√
0.21,
√
0.17,
√
0.06), respec-
tively, as in Theorem 4. Theorem 5 shows that
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|ψ1〉 and |ψ2〉 are LOCC incomparable. As cata-
lyst, we consider another 4-dimensional GHZ-like
state over n parties |φc〉, characterized by the diag-
onal matrix c = diag(
√
0.63,
√
0.27,
√
0.07,
√
0.03).
Using the fact that the tensor product state
|GHZnd 〉 ⊗ |GHZnd 〉 is equivalent to the higher di-
mensional state |GHZnd2〉, we see that the cat-
alytic transformation |ψ1〉 ⊗ |φc〉 LOCC−→ |ψ2〉 ⊗ |φc〉
is equivalent to the transformation 116 ⊗ · · · ⊗
116 ⊗ (g ⊗ c) |GHZn16〉 LOCC−→ 116 ⊗ · · · ⊗ 116 ⊗
(h⊗ c) |GHZn16〉. For the latter transformation,
Theorem 5 applies and it is straightforward to ver-
ify that the corresponding majorization condition
indeed holds.
Because of the relation to majorization, we
can transfer another interesting result from bipar-
tite state transformations to multipartite states.
In Ref. [15], it has been shown that there ex-
ist bipartite states |ψ〉 and |φ〉 such that nei-
ther |ψ〉 →LOCC |φ〉 nor |φ〉 →LOCC |ψ〉, yet
|ψ〉⊗k →LOCC |φ〉⊗k for some k ∈ N. As in
the multipartite catalysis example above, choosing
g˜, h˜ in Eqs. (32, 33) appropriately, we can repro-
duce these features in the multipartite case. Note,
as discussed in the introduction, this implies the
multi-state regime can induce a different partial
order on the Hilbert space.
D. Multi-state probabilistic transformations
Finally, one might wonder whether the multi-
state regime provides an advantage in probabilis-
tic transformations. Such an advantage has been
demonstrated for bipartite state transformations
[15], where a simple expression for the maximal
success probability of transformations is available
[56]. However, the multipartite setting is naturally
more complicated. Using results from Ref. [50] (see
the preliminaries), we now demonstrate that the
multi-state regime does indeed provide an advan-
tage in probabilistically transforming two states
together. Moreover, we demonstrate that the max-
imum success probability of the multi-state trans-
formation can even be greater than the maximum
success probability of either single-state transfor-
mation. Let us remark that, of course, the de-
terministic multi-state transformations presented
above are already an example of this (with the suc-
cess probability being 1 in the multi-state regime
compared to strictly smaller than 1 otherwise).
However, as Theorem 2 indicates, there may be
states for which the multi-state regime allows no
additional, non-trivial, deterministic transforma-
tions. We present an explicit example that demon-
strates that, in such cases, probabilistic multi-state
LOCC can still provide an advantage over proba-
bilistic single-state LOCC.
Let |ψ〉 be a normalised state such that the sta-
bilizer of |ψ〉⊗2 only contains 1 and SWAP (note
that, therefore, the stabilizer of |ψ〉 contains only
1), and let:
|ψi〉 = 1⊗ · · · ⊗ 1⊗ hi |ψ〉 (43)
and ni = || |ψi〉 ||. Then by Eq. (6) [50] in the
preliminaries we have:
pSEPmax
(
|ψ〉⊗2 7→ |ψ1〉 ⊗ |ψ2〉
)
(44)
= max
{
p st
1⊗n−1 ⊗
(
1− p2
H1 ⊗H2 +H2 ⊗H1
(n1n2)2
)
is sep
}
(45)
= λ−1max
[
H1 ⊗H2 +H2 ⊗H1
2(n1n2)2
]
(46)
Now consider the following choices for Hi:
H1 =
(
1 0
0 
)
, H2 =
(
 0
0 1
)
(47)
with  ∈ (0, 1). Then we have:
λ−1max
[
H1 ⊗H2 +H2 ⊗H1
2(n1n2)2
]
= 21 + 2 (n1n2)
2
(48)
> (n1n2)2 = λ−1max
[
H1
n21
]
λ−1max
[
H2
n22
]
(49)
Therefore, for all  ∈ (0, 1), the maximum success
probability of transforming both states at the same
time is greater than the product of the maximum
probabilities of each individual transformation by
a factor of 2/(1 + 2). Note that the probability
of the transformation depends on the norm of the
final state, ni, which in turn depends on . We will
discuss this further when we give a concrete exam-
ple. First, we show that this maximum probabil-
ity can be achieved via a multi-state probabilistic
LOCC protocol. The LOCC protocol is given as
follows: party n performs a measurement with the
following three measurement operators:
M1 =
√
1
1 + 2
(
1⊗n−1 ⊗ (h1 ⊗ h2)
)
(50)
M2 =
√
1
1 + 2
(
1⊗n−1 ⊗ (h2 ⊗ h1)
)
(51)
M3 =
√
1−
(
M†1M1 +M
†
2M2
)
(52)
where M3 is positive semi-definite by virtue of
Eq. (48). The last step of the protocol depends
on the outcome of this measurement. If party n
gets outcome one, all parties do nothing; if they
get outcome two, all parties apply a local SWAP;
if they get outcome three, the protocol fails. As a
consequence, the multi-state regime can provide an
advantage in probabilistic LOCC transformations.
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Taking a concrete example, we now illustrate
how powerful the multi-state regime is in proba-
bilistic transformations. Consider the state (from
[26]):
|ψ〉 = 1√
22
(√
7 |00000〉+
√
5 |11111〉+ |00111〉
+ |01011〉+ |01101〉+ |01110〉+ |10011〉
+ |10101〉+ |10110〉+ |11001〉+ |11010〉
+ |11100〉
)
. (53)
It can be verified that, in this case, Sψ⊗2 =
{1, SWAP}. Moreover, ni =
√
(1 + )/2 (see
Eq. (43)). Remarkably, this means that the prob-
ability of transforming both states simultaneously
is given by:
pmax
( |ψ〉⊗2 7→ |ψ1〉 ⊗ |ψ2〉 ) = 21 + 2
(
1 + 
2
)2
(54)
>
1 + 
2 = pmax (|ψ〉 7→ |ψi〉) (55)
where the inequality is due to the fact  ∈ (0, 1).
That is, the probability of transforming both
states simultaneously, is greater than the proba-
bility of even just one single-state transformation
∀ ∈ (0, 1). For example, the multi-state transfor-
mation has the greatest advantage over the single-
state transformation if  = 0.414. In this case,
the probability of transforming |ψ〉 →LOCC |ψ1〉
is 0.707 (therefore, the probability of indepen-
dently transforming both |ψ〉 →LOCC |ψ1〉 and
|ψ〉 →LOCC |ψ2〉 is 0.500). However, the proba-
bility of transforming both simultaneously, via a
multi-state transformation, is 0.854.
Note that, unlike the probabilistic transforma-
tions in [25], such a transformation is not a One-
Successful-Branch Protocol (OSBP). Moreover, in
this example, pmax cannot in fact be achieved with
an OSBP. This is because in an OSBP, by defini-
tion, the successful branch correspond to only one
measurement operator, which in turn must corre-
spond to an element of the stabilizer. As the stabi-
lizer only contains 1 and SWAP, the pmax of this
branch is at most the product of the maximum
probabilities of each transformation.
Finally, note that, if  = 0, then Hi become pro-
jectors, and thus |ψi〉 are no longer fully-entangled.
Alternatively,  = 1, implies a trivial (determinis-
tic) transformation and the multi-state regime pro-
vides no advantage (see Appendix C for further dis-
cussion for when the multi-state regime does not
provide an advantage).
In summary, multi-state transformations can
provide an advantage in probabilistically trans-
forming two states together. In fact, the maximum
success probability of transforming two states at
the same time can be greater than transforming
just one of them.
V. BIPARTITE MULTI-STATE LU
TRANSFORMATIONS
Bipartite entanglement, with its single SLOCC
class of fully-entangled states and its unique max-
imally entangled state (up to LUs), has a very dif-
ferent structure compared to multipartite entan-
glement. As a result, some of the properties of
the multi-state setting that we highlighted in the
previous section do not apply for bipartite states.
For instance, as we have fixed the dimension of the
target state (thus avoiding trivial transformations
such as |Φ+4 〉 |Φ+4 〉 →LU |Φ+8 〉 |Φ+2 〉), it is not possi-
ble to change the SLOCC class of the target state.
Since this possibility of changing SLOCC class is
one of the main features that make the multi-state
regime so difficult to characterize, bipartite sys-
tems seem to be a more reasonable setting for try-
ing to develop a systematic method to characterize
the new transformations that emerge in the multi-
state regime. As we saw in the previous section
that even LU operations allow for a large set of
new possible transformations, we consider in this
section the simplest setting of two-state bipartite
LU transformations. As we will see, even this very
simple setting provides surprising results.
Throughout this section, we denote the target
state by |µ〉 ∈ Cdµ ⊗ Cdµ . As LU operations
cannot transform a state to another state in a
Hilbert space with a lower dimension, we con-
sider in this section an auxiliary state, |λ〉, be-
longing to a Hilbert space, Cdλ ⊗ Cdλ , of possibly
larger dimension and ask whether there exist states
|µ¯〉 ∈ Cdµ ⊗ Cdµ and |λ¯〉 ∈ Cdλ ⊗ Cdλ such that
|µ〉9LU |µ¯〉 ,
|µ〉 ⊗ |λ〉 →LU |µ¯〉 ⊗ |λ¯〉 . (56)
Because these transformations only involve bi-
partite states, it is more useful to describe them in
terms of Schmidt coefficients. Let µ = (µ1, ..., µdµ)
and λ = (λ1, ..., λdλ) denote the tuples of possi-
bly degenerate, squared7 Schmidt coefficients of
the states |µ〉 and |λ〉, respectively. Without loss
of generality, we may sort all Schmidt coefficients
in descending order and assume they are strictly
positive, as zero-valued Schmidt coefficients can
be removed by redefining the dimensions. Conse-
quently, the bipartite state |µ〉 ⊗ |λ〉 has strictly
positive Schmidt coefficients given by the tuple
µ⊗ λ = (µ1λ1, . . . , µ1λdλ , µ2λ1, . . . , µdµλdλ). Sim-
ilarly, the final state must also have a tensor prod-
uct structure and can therefore be characterized by
the tuple of Schmidt coefficients µ¯ ⊗ λ¯, with µ¯ =
(µ¯1, ..., µ¯dµ) and λ¯ = (λ¯1, . . . , λ¯dλ) the Schmidt
vectors of the final target and auxiliary states.
7 Misusing notations for conciseness, we will refer to the
squared Schmidt coefficients as Schmidt coefficients.
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Figure 3: Non-trivial multi-state LU transformations
correspond to non-trivial permutations of the Schmidt
coefficients which preserve the tensor product struc-
ture. Here two non-trivial permutations are depicted.
The circles with numbers represent the multiplied
Schmidt coefficients (i.e. λiµj) sorted into descending
order. The first diagram corresponds to the transfor-
mation in Observation 7. The diagram below it cor-
responds to a "direct sum solution", as discussed after
Theorem 6, that builds on this first transformation.
Applying any local unitary obviously cannot
change the Schmidt coefficients of the state |µ〉 ⊗
|λ〉; it can only change their order. As a conse-
quence, an LU transformation from the state |µ〉⊗
|λ〉 into the state |µ¯〉 ⊗ |λ¯〉 corresponds to a non-
trivial transformation of the target state |µ〉 into
an LU-inequivalent state |µ¯〉 if and only if there
exist (ordered and normalized) sets of Schmidt co-
efficients µ¯ 6= µ, λ and λ¯ such that the (dµdλ)-tuple
µ¯ ⊗ λ¯ corresponds to a nontrivial permutation of
the initial tuple µ⊗ λ (see Fig. 3).
To describe these transformations, we introduce
the following equivalence relation: for any two
n-tuples, A and B, we say A ∼ B if the tu-
ples are identical up to reordering. For example,
(1, 2, 2, 3) ∼ (2, 3, 1, 2). With this notation, the
transformation |µ〉 ⊗ |λ〉 →LU |µ¯〉 ⊗ |λ¯〉 is possible
if and only if
µ⊗ λ ∼ µ¯⊗ λ¯. (57)
From this observation, the problem we consider
seems trivial, as it is simply equivalent to the prob-
lem of verifying the equivalence of two tuples. This
problem is well-known and can, for example, be
solved using the Elementary Symmetric Polyno-
mials (ESPs) [57]. Generally speaking, ESPs are
indeed useful tools to study functions of several
variables that do not depend on the order of these
variables, see for instance Ref. [40]. Given a tu-
ple of n variables, x = (x1, ..., xn), the elemen-
tary symmetric polynomial of degree k over x,
ek(x) ≡ ek(x1, ..., xn), is defined as follows [57]:
ek(x) ≡
n∑
i1<i2<...<ik
xi1xi2 ....xik , ∀k = 1, . . . , n.
(58)
In addition, we set e0 = 1 and ek = 0, ∀k > n.
The ESPs provide simple necessary and sufficient
conditions for two tuples to be identical up to re-
ordering: for any two n-tuples x and y, x ∼ y if and
only if all their elementary symmetric polynomials
are equal, i.e. if and only if ei(x) = ei(y), ∀i ∈
{1, ..., n}. As a consequence, bipartite two-state
LU transformations can be studied in terms of
ESPs over tuples of Schmidt coefficients. The nec-
essary and sufficient condition of Eq. (57) for the
transformation |µ〉 ⊗ |λ〉 →LU |µ¯〉 ⊗ |λ¯〉 can equiv-
alently be restated as
ei(µ⊗ λ) = ei(µ¯⊗ λ¯),∀i ∈ {1, . . . , dµdλ). (59)
These equations always admit the trivial solu-
tion µ¯ ∼ µ and λ¯ ∼ λ (corresponding to the iden-
tity permutation). Moreover, if dµ = dλ, we have
another trivial solution: λ¯ ∼ µ and µ¯ ∼ λ (cor-
responding to a SWAP of the states |µ〉 and |λ〉).
In the following, we again disregard these trivial
solutions and only look for solutions leading to
non-trivial transformations. The set of polynomial
equations we have to solve grows quickly with the
dimensions of the bipartite systems we consider, as
it contains dµdλ equations with even degrees rang-
ing from 2 to 2dµdλ. Determining all the solutions
may therefore quickly become a difficult task. If
we did not expect any non-trivial solutions for this
set of equations, we could also use some powerful
tools, such as the Positivstellensatz [58] from real
algebraic geometry. This theorem indeed provides
necessary and sufficient conditions for when a set
of polynomial equalities, inequalities and inequa-
tions have no solutions. As we will show using a
different approach, this method cannot directly be
used here because there is an unexpectedly large
set of different solutions.
We start, in the following section, by address-
ing this problem for the simplest case, in which
the target state is restricted to a 2-qubit state.
We fully characterize all the possible non-trivial
transformations of this target state. Building
on this result, we show that a bipartite target
state can always be non-trivially transformed us-
ing an auxiliary bipartite state of higher dimen-
sion. We then also use our characterization of
qubit states transformations to show that when
the auxiliary state has the same dimension as the
target state non-trivial transformations can also al-
ways be achieved, except if the target and auxiliary
states are 2-qubit or 2-qutrit states (in which case
we prove no non-trivial transformations exists).
A. LU transformation in (C2 ⊗ Cd)⊗2
In this section, we restrict the target state |µ〉,
to be a 2-qubit state and use an arbitrary 2-qudit
auxiliary state. We use the notations presented
in the previous section for the tuples of Schmidt
coefficients and investigate non-trivial transforma-
tions of the target state under two-state LU. We
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thus only fix the 2-tuple µ = (µ1, µ2) of the ini-
tial target state, and search all tuples (µ¯1, µ¯2) 6=
(µ1, µ2) and (λ¯1, ..., λ¯d) 6= (λ1, ..., λd) such that
the 2d-tuple (µ¯1λ¯1, . . . µ¯1λ¯d, µ¯2λ¯1, ..., µ¯2λ¯d) corre-
sponds to a non-trivial permutation of the initial
2d-tuple (µ1λ1, . . . , µ1λd, µ2λ1, ..., µ2λd). The only
a priori constraint on this permutation is that it
should match the greatest and smallest elements
of both sets, i.e.
µ1λ1 = µ¯1λ¯1 and µ2λd = µ¯2λ¯d. (60)
For the others, we have to find a permutation,
pi ∈ S2d−2, such that the chain of equations
µ1λ1 µ1λd µ2λ1 µ2λd
= · · · = = · · · =
µ¯1λ¯1 pi(µ¯1λ¯d) pi(µ¯2λ¯1) µ¯2λ¯d
(61)
has a non-trivial solution.
In the next subsections, we characterize the
transformations on the two-qubit target state that
can be achieved in this setting. Because they lead
to highly different results, we treat separately the
case where d is even and the case where d is odd.
1. Characterization of the nontrivial transformations
for even d
For any even d, it is always possible to consider
a two-qudit auxiliary state |λ〉, that is the ten-
sor product of a two-qubit state |λ1〉 and a state
|λ2〉 ∈ Cd/2 ⊗ Cd/2 (if d = 2, the state |λ1〉 is sim-
ply |λ〉 and there is no state |λ2〉). Using the LU
operation to implement a SWAP between the two-
qubit states, |µ〉 and |λ1〉, and the identity in the
other dimensions (if any), we see that LU opera-
tions allow for an arbitrary transformation of the
initial two-qubit target state |µ〉:
|µ〉 ⊗ (|λ1〉 ⊗ |λ2〉)→LU |λ1〉 ⊗ (|µ〉 ⊗ |λ2〉) . (62)
We call such a transformation a "sub-SWAP".
Note that although we presented a transformation
involving biseparable auxiliary states |λ〉 and |λ¯〉,
we could equivalently consider a transformation
involving an auxiliary state for which the states
of the 2-dimensional and (d/2)-dimensional sub-
spaces have been previously (and subsequently)
entangled using LU operations acting on the d-
level subspace only. Adding these extra LUs to
the permutation realizing the sub-SWAP yields
a less obvious LU transformation. For the case
dµ = 2, dλ = 4, by considering all valid permuta-
tions, it is easy to see that sub-SWAP solutions are
(up to LU) the only solutions.
2. Characterization of the nontrivial transformations
for odd d
If d is odd, the previous construction cannot be
applied. We therefore expect more constraints on
the possible transformations, and, in this case, it
is unlikely that we can achieve an arbitrary trans-
formation of the 2-qubit target state |µ〉. From
now on, we characterize the initial two-qubit tar-
get state by the ratio a = µ2µ1 ∈ (0, 1]. Similarly,
the ratio a¯ = µ¯2µ¯1 characterizes the final two-qubittarget state.
As already mentioned, we search here for trans-
formations that transform the state |µ〉 into an LU-
inequivalent state |µ¯〉, i.e. with a¯ 6= a. If |µ〉 is a
maximally entangled two-qubit state, then a = 1
and all the Schmidt coefficients of |µ〉 ⊗ |λ〉 have
an even degeneracy. If |µ¯〉 is not maximally entan-
gled, however, its Schmidt coefficients are distinct
and those of |µ¯〉 ⊗ |λ¯〉 cannot all have an even de-
generacy since d is odd. As a consequence, when
starting with a maximally entangled 2-qubit state,
we can only achieve a trivial transformation. This
is why we exclude in the following the case a = 1.
This is the first constraint resulting from the fact
that d is odd.
As the transformation is reversible, we can focus
on transformations with a > a¯, which correspond
to decreasing the entanglement of the 2-qubit tar-
get state after the LU operation. The transfor-
mations of the 2-qubit target state that can be
achieved within this context are characterized in
the following theorem.
Theorem 6. Let |µ〉 , |µ¯〉 ∈ C2 ⊗ C2 be 2-qubit
states with sets of Schmidt coefficients respectively
given by
(
1
1+a ,
a
1+a
)
and
(
1
1+a¯ ,
a¯
1+a¯
)
, with a, a¯ ∈
(0, 1) such that a > a¯. Given an odd number d ≥ 3,
the following two statements are equivalent:
(i) There exist states |λ〉 , |λ¯〉 ∈ Cd ⊗ Cd
such that |µ〉 ⊗ |λ〉 →LU |µ¯〉 ⊗ |λ¯〉 .
(ii) a¯ = ad1/d2 for two odd numbers
d1, d2 ∈ N satisfying d ≥ d1 > d2 ≥ 1.
Proof. (only if) If an LU transformation is possi-
ble, then there necessarily exists a permutation pi
relating the Schmidt coefficients of the initial and
final product states as shown in Eq. (61). We begin
by using the upper line in Eq. (61) to compute the
d ratios µ2λiµ1λi = a for all i ∈ {1, . . . , d} and write
equalities with the corresponding ratios from the
bottom line. We obtain a set of d equations of the
form
a = λ¯xi
λ¯yi
a¯ki , ∀ i = 1, . . . , d, (63)
with ki ∈ {−1, 0, 1} and xi, yi ∈ {1, . . . , d}. All the
non-trivial transformations can be found by solv-
ing this set of equations. Because we need some
elements of the solution for later constructions, we
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now provide an explicit method to find the non-
trivial solutions of these equations.
Because the ends of the chain of equalities (61)
are fixed, we know that y1 = 1 and xd = d, and
that k1, kd 6= −1. Moreover, as we consider sorted
Schmidt coefficients, the ratios λ¯x1/λ¯1 and λ¯d/λ¯yd
are at most equal to 1. Therefore, because we as-
sume a > a¯, we must in fact have k1 = kd = 0. We
must also have xi 6= yi for all values of i, as oth-
erwise it would imply a = (a¯)ki , ki ∈ {−1, 0, 1},
which necessarily leads to a trivial solution with
a = a¯. Consequently, in the d equations, each
variable λ¯i (i ∈ {1, . . . , d}) must appear precisely
twice, in two different equations. We now describe
a method to eliminate all these variables, yielding
the relation between a and a¯ stated in the theorem.
We start by selecting the two equations contain-
ing λ¯1. If λ¯1 appears as a numerator in one equa-
tion and as a denominator in the other, we multi-
ply these equations side by side and replace the two
initial equations by the resulting equation. In this
way, the resulting set of d − 1 equations does not
contain the variable λ¯1 anymore. If λ¯1 appears in
both equations as a numerator or as a denomina-
tor, we invert both sides of one of these equations
and proceed as explained above to get a set of d−1
equations that do not involve the variable λ¯1. Re-
peating this process at most d − 1 times8, we can
eliminate all the λ¯i variables, yielding an equality
of the general form
ad−2r = (a¯)
∑d
i=1
±ki , (64)
where r ≥ 0 is a integer related to the effective
number of equation inversions that have been per-
formed. If there is no inversion, the exponent of
a is d. It is otherwise decreased by 2 for each in-
version, and the corresponding exponent ki in the
right-hand side gets a minus sign.
The exponent of a is obviously odd and at most
equal to d. We now show that the exponent as-
sociated to a¯ has to be odd as well. Any expo-
nent ki = 0 stems originally from the quotient of
two µ¯1 or two µ¯2 when extracting Eqs. (63) from
the chain (61). Because µ¯1 and µ¯2 both appear
precisely d times in these equations and the other
exponents ki = ±1 consume exactly one µ¯1 and
8 For some configurations of the λ¯i variables, two variables
could be eliminated in a single step (as is always the
case for the last step), yielding an equality between some
power of a and some power of a¯. If there are still some λ¯i
variables to eliminate, another relation between a and a¯
can be obtained by following the same procedure. In such
case, the system of equations only has a non-trivial solu-
tion if all the relations between a and a¯ are equivalent.
Multiplying them all side by side, we obtain an equation
that has the same form (see Eq. (64)) as in the general
case.
one µ¯2, exponents ki = 0 have to come in pairs
(one corresponding to µ¯1/µ¯1 and the other one to
µ¯2/µ¯2). Therefore,
∑d
i=1±ki is a sum of an odd
number of 1 or −1, which is always an odd integer.
Furthermore, since we have k1 = kd = 0, this sum
is at most equal to d − 2. As a consequence, we
must have ad1 = (a¯)d2 with d1 ≤ d and d2 ≤ d− 2
two odd integers. If d1 and d2 have different signs,
then a|d1|(a¯)|d2| = 1, which for a, a¯ ∈ (0, 1) leads to
a contradiction. We can thus consider them both
to be positive and, because we consider transfor-
mations with a > a¯, we have d1 > d2. This con-
cludes the proof of the necessary condition.
(if) To prove the sufficient condition, we con-
structively show how to build states |λ〉 and |λ¯〉
enabling the transformation |µ〉⊗|λ〉 →LU |µ¯〉⊗|λ¯〉,
with a¯ = ad1/d2 , for any odd d1 and d2 satisfying
d ≥ d1 > d2 ≥ 1. We divide the proof into the
following two cases: (i) d1 = d and (ii) d1 < d.
(i) Writing b = a
d
d2
−1, the unnormalized sets of
Schmidt coefficients of |µ〉 and |µ¯〉 read µ = {1, a}
and µ¯ = {1, ab}, respectively9. For the Schmidt
coefficients of |λ〉 and |λ¯〉, we choose the sets
{λi} = {ai}d−d2−2even i=0∪{aib}d−d2−2even i=2∪{bi}d2+1i=1 (65)
and
{λ¯i} = {ai}d−d2−1i=0 ∪ {bi}d2i=1, (66)
respectively. To show that these sets correspond to
a valid LU transformation, we must show that the
tensor product µ ⊗ λ gives the same set as µ¯ ⊗ λ¯.
These tensor products read respectively
{ai}d−d2−1i=0 ∪ {aib}d−d2−1i=2 ∪ {bi}d2+1i=1 ∪ {abi}d2+1i=1 ,
(67)
and
{ai}d−d2−1i=0 ∪ {aib}d−d2i=1 ∪ {bi}d2i=1 ∪ {abi}d2+1i=2 .
(68)
The only difference between these sets is that
the first one contains the element bd2+1 (in its
third subset) while, in the second set, this is re-
placed by ad−d2b (in the second subset). However,
since ad−d2 = bd2 , these elements are in fact equal.
This concludes the proof of case (i). It should
be stressed here that the solution we built for
|λ〉 and |λ¯〉 is not necessarily the only solution
allowing a transformation from |µ〉 to |µ¯〉. The
idea behind this construction and how to build
other solutions will be explained in more details
in the examples following the proof of the theorem.
9 Note that we use here set notations instead of tuples for
convenience. Some elements in these sets might however
be degenerate.
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(ii) If d1 does not take the maximal value, we
show that we can build a solution using a solution
from case (i) for a lower dimension. Indeed, as
both d and d1 must be odd, the condition d1 < d
implies that there exists an integer k > 0 such that
d1 + 2k = d. We can then divide the d-tuple of
Schmidt coefficients of |λ〉 into k 2-tuples λi(2) and
one d1-tuple λ(d1). In λ(d1), we choose Schmidt
coefficients of an auxiliary state allowing a trans-
formation from the initial 2-qubit state |µ〉 to the
final 2-qubit state |µ¯〉, which has a¯ = ad1/d2 . From
case (i), we know that this can indeed be achieved
for any odd d2 satisfying 1 ≤ d2 < d1. For the
k 2-tuples λi(2), we simply choose Schmidt coeffi-
cients corresponding to the final 2-qubit state |µ¯〉,
i.e. λi(2) = µ¯, ∀i = 1, . . . , k.
Using an LU that, in the corresponding sub-
spaces, has the effect of swapping each 2-tuple λi(2)
with the 2-tuple µ of the initial 2-qubit state, and
performs the nontrivial transformation from case
(i) in the d1-dimensional subspace, we achieve a
transformation that has the desired final 2-qubit
state |µ¯〉. Regarding the final auxiliary state, λ¯
has the same structure as λ, but with λ¯i(2) =
µ, ∀i = 1, . . . , k, and λ¯(d1) corresponding to the
d1-tuple of Schmidt coefficients of the final auxil-
iary state of the transformation performed in the
d1-dimensional subspace.
This concludes the proof of case (ii), and with it
the proof of the sufficient part of the theorem.
The construction used to solve the case d1 < d
in the sufficient part of the proof is a useful tool al-
lowing one to embed a known solution into a larger
space. Because this type of solution consists in di-
viding the d-level space into some direct sum of
different subspaces, we call these solutions "direct-
sum solutions" (see Fig. 3). We detail now the idea
behind the constructive proof given above for the
other case (d1 = d) and, through explicit examples,
illustrate the fact that several auxiliary states can
be used for a given 2-qubit state transformation.
Theorem 6 shows that for any non-trivial trans-
formation we can express a¯ as a power of a. As
a consequence, the ratios of Schmidt coefficients
appearing in Eqs. (63) correspond also to some
powers of a. This suggests that, up to some nor-
malization factor, we can express the Schmidt co-
efficients themselves as powers of a. In this sense,
Eqs. (63) characterize the “multiplicative gaps”, in
terms of power of a, between couples of Schmidt
coefficients (λ¯xi , λ¯xj ). Because the parameter ki in
these equations can only take three different val-
ues, we have only three possible gaps. From the
relation a¯ = ad/d2 (remember that we assume here
d1 = d), we obtain the following explicit expres-
sions for these gaps:
If ki = −1, λ¯xiλ¯yi = a
d
d2
+1 ≡ g++,
If ki = 0,
λ¯xi
λ¯yi
= a ≡ g+,
If ki = 1,
λ¯xi
λ¯yi
= a1−
d
d2 ≡ g−.
(69)
The gaps g++ and g+ correspond to a positive
power of a (g++ to a greater power of a than g+),
while g− corresponds to a negative power of a.
In the case of a transformation with d1 taking
the maximal value d, the parameter r in Eq. (64)
has to be zero (there is no equation inversion to
perform) and we have
∑d−1
i=2 ki = d2. In this case,
it is easy to see that the product of the positive
gaps is precisely equal to the inverse of the prod-
uct of the negative gaps. As a consequence, we can
use these gaps to arrange the Schmidt coefficients
of the auxiliary state |λ¯〉 in closed cycles (see for
instance Fig. 4). To build such a cycle, one starts
with the largest Schmidt coefficient, i.e. λ¯1, and
select the equation from the list (63) in which λ¯1
appears in the denominator. The Schmidt coeffi-
cient appearing in the numerator in this equation,
say λ¯x, is then equal to λ¯1 multiplied by some gap.
Since λ¯1 is the greatest Schmidt coefficient, this
gap has to be positive. As there is no equation
inversion when d1 = d, λ¯x has to appear in the
denominator of some other equation, which can be
used to relate λ¯x to another Schmidt coefficient
via a positive gap. Continuing to follow this list
of equations, we arrive eventually at the equation
in which λ¯1 appears in the numerator. Again, be-
cause λ¯1 is the greatest Schmidt coefficient, this
equation is necessarily associated to a negative gap
which closes the cycle. If there are still equations
left in the list, we start another cycle of Schmidt
coefficients. Note that in the case of multiple cy-
cles, each cycle must produce the same relation
between a and a¯, as we otherwise have a = a¯ = 1.
As we illustrate now for d1 = d = 5 and d2 = 1,
this can be used to give a schematic picture of all
transformations turning the initial (unnormalized)
2-qubit Schmidt vector (1, a) into (1, a5).
In this case, the three possible gaps given in
Eq. (69) read
g++ = a6,
g+ = a,
g− = a−4,
(70)
and there are, up to reordering, only two sets
{ki}5i=1 such that
∑4
i=2 ki = d2 = 1 (recall that
we always have k1, k5 = 0):
ka = {0, 1, 0, 0, 0}, kb = {0, 1, 1,−1, 0}. (71)
Let us first consider the case ka = {0, 1, 0, 0, 0}.
In this case, there is no gap g++ and only one
gap g−. As a consequence, the only cycle that
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we can create starts with the largest Schmidt co-
efficient λ1, then uses all the four positive gaps
to go through the remaining four Schmidt coeffi-
cients and closes the cycle using the negative gap
(see Fig. 4).
Figure 4: Cycle associated with ka = (0, 1, 0, 0, 0)
All Schmidt coefficients are expressed as a func-
tion of λ¯1 (which accounts for the normalization).
Setting it to 1, the corresponding (unnormalized)
Schmidt vector for |λ¯〉 reads
λ¯ = (1, a, a2, a3, a4). (72)
The Schmidt vector of |λ〉 can be deduced by con-
sidering the equation µ⊗ λ ∼ µ¯⊗ λ¯. In summary,
using (unnormalized) Schmidt vectors to denote
the bipartite states, we have the transformation:
(1, a)⊗ (1, a2, a4, a6, a8)
→LU (1, a5)⊗ (1, a, a2, a3, a4) (73)
We now turn to the second case kb =
{0, 1, 1,−1, 0}. Because we have here the two types
of positive gaps, g+ and g++, we can build several
cycles, see for instance Figs. 5 and 6. However,
not every cycle corresponds to a valid non-trivial
transformation. Indeed, inverting the gaps of the
cycle in Fig. 5 to get equations of the form (63),
we get:
a = λ¯3
λ¯1
a¯−1 = λ¯1
λ¯2
a¯ = λ¯4
λ¯3
= λ¯5
λ¯4
= λ¯2
λ¯5
a¯. (74)
These equations are compatible with the relation
a5 = a¯ but, writing explicitly a¯ = µ¯2µ¯1 , we see that
the Schmidt coefficient λ¯1µ¯2 appears twice in this
set of equations, whereas λ¯1µ¯1 and λ¯1µ¯2 should
both occur precisely once. As a consequence, these
equations have a solution only if µ¯1 = µ¯2, showing
that this cycle corresponds to a trivial transforma-
tion with a = a¯ = 1.
The cycle depicted in Fig. 6 corresponds to the
only non-trivial transformation in the case kb =
{0, 1, 1,−1, 0}. Indeed, as noted in the proof of
Theorem 6, a nontrivial transformation necessar-
ily implies a = λ¯x1
λ¯1
= λ¯d
λ¯yd
for some x1 ∈ {2, . . . , d}
and yd ∈ {1, . . . , d − 1}. As we consider an un-
normalized Schmidt vector, we can without loss of
generality set λ¯1 = 1. This implies λ¯x1 = a. As,
in this case, all gaps correspond to integer powers
of a (which is not always the case as we illustrate
later), and we can here only have a single cycle
(as d1 has the largest possible value), there can-
not be another Schmidt coefficient between λ¯1 and
λ¯x1 . We thus have x1 = 2 and λ¯2 = a. For a
similar reason we must have λ¯5
λ¯4
= a. With these
two constraints, it follows that the cycle in Fig. 6
is the only possible solution. It corresponds to the
transformation
(1, a)⊗ (1, a4, a6, a8, a12)
→LU (1, a5)⊗ (1, a, a4, a7, a8). (75)
Figure 5: Example of cycle associated with kb =
{0, 1, 1,−1, 0} that leads to a trivial transformation
with a = a¯ = 1.
Figure 6: This cycle is the only one leading to a valid
LU transformation in the case kb = {0, 1, 1,−1, 0}.
For a given qubit transformation from |µ〉 to |µ¯〉,
there may be several choices of (odd dimensional)
states |λ〉 and |λ¯〉, each transformation correspond-
ing to a specific unitary operation. When d1 = d,
each solution corresponds to a specific cycle, and
there are only finitely many possibilities. As d in-
creases, however, the length of potential cycles in-
creases, leading to more possible cycles, and thus
more transformations. For example, in the case of
d = d1 = 7 and d2 = 3, we have the three distinct
(not normalised) transformations:
(1, a)⊗ (1, a4/3, a8/3, a10/3, a4, a16/3, a20/3)
→LU (1, a7/3)⊗ (1, a, a4/3, a8/3, a4, a13/3, a16/3),
(76)
(1, a)⊗ (1, a2/3, a4/3, a2, a8/3, a10/3, a4)
→LU (1, a7/3)⊗ (1, a2/3, a, a4/3, a5/3, a2, a8/3),
(77)
(1, a)⊗ (1, a4/3, a2, a8/3, a10/3, a4, a16/3)
→LU (1, a7/3)⊗ (1, a, a4/3, a2, a8/3, a3, a4).
(78)
Investigating which cycle corresponds to a nontriv-
ial solution becomes more involved as d increases.
For d > 5, the cycles do not necessarily consist of a
sequence containing all the positive gaps, followed
by a sequence containing all the negative gaps (as
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in Figs. 4 and 6). More intricate cycle structures
appear, such as for instance the cycle correspond-
ing to transformation in Eq. (77) (see Fig. 7).
Figure 7: Cycle associated with the transformation in
Eq. (77).
This last example concludes our illustration of
the possible transformations of 2-qubit states un-
der multi-state LUs characterized in Theorem 6.
In the next section we address the possible trans-
formations of bipartite states of higher dimension.
B. Non-trivial solutions in higher
dimensional non-homogeneous systems
We show here that non-trivial transformations
are not only possible when one of the initial
states is a 2-qubit state but also occur in all non-
homogeneous systems, i.e. systems with dµ 6= dλ.
To begin, let us look at the non-trivial transfor-
mations in the case dµ = 3, dλ = 4. By considering
all valid permutations, one can show that there are
four non-trivial, non-direct-sum solutions.
(1, a, a2)⊗ (1, a3, a6, a9)
∼ (1, a4, a8)⊗ (1, a, a2, a3) (79)
(1, a2, a4)⊗ (1, a3, a5, a6)
∼ (1, a4, a5)⊗ (1, a2, a3, a5) (80)
(1, a, a5)⊗ (1, a3, a5, a6)
∼ (1, a4, a5)⊗ (1, a, a3, a6) (81)
(1, a, a5)⊗ (1, a2, a3, a5)
∼ (1, a2, a4)⊗ (1, a, a3, a6) (82)
Note, perhaps surprisingly in this higher di-
mensional dµ = 3, dλ = 4 case, all non-trivial,
non-direct-sum solutions are still characterised
by a single variable. However, as the dimensions
grow, the number of non-trivial solutions will
also grow. This makes further investigation of
this feature challenging. Nonetheless, we can
generally observe that for any non-homogeneous
system (dµ 6= dλ), there is always at least one
non-trivial solution. As we illustrate in the
following observation, it is indeed possible to
generalize the transformation given in Eq. (73) to
pairs of bipartite states of arbitrary (but different)
dimensions.
Observation 7. For any dµ, dλ ≥ 2, with dµ <
dλ, the tuples of Schmidt coefficients
µ =
(
1, adλ , a2dλ , . . . , a(dµ−1)dλ
)
, (83)
λ =
(
1, a, a2, . . . , adλ−1
)
(84)
and
µ¯ =
(
1, a, a2, . . . , adµ−1
)
, (85)
λ¯ =
(
1, adµ , a2dµ , . . . , a(dλ−1)dµ
)
(86)
lead to the non-trivial transformation |µ〉 ⊗
|λ〉 →LU |µ¯〉 ⊗ |λ¯〉 (see Fig. 3).
This can easily be verified by computing the ten-
sor products µ ⊗ λ, and µ¯ ⊗ λ¯ and checking that
they are equal up to reordering. We now move on
to homogeneous systems.
C. Homogeneous Systems
As we showed in the previous section, non-
trivial transformations can be found in all non-
homogeneous systems. However, the general ex-
ample shown in the previous section cannot be
used in homogeneous systems. This is because,
when dµ = dλ, the transformation in Observation
7 corresponds to SWAP. Consequently, we must
look for alternate non-trivial transformations.
Building on the non-trivial transformations
characterized in the previous section, we first show
that non-trivial transformations can be found in
all homogeneous systems with d ≥ 4. As an
application, we then use such transformations to
show that the source entanglement, an entangle-
ment measure that was defined in Ref. [42], is not
an additive measure for bipartite pure states. Fi-
nally, we prove that there does not exist any non-
trivial transformations for the two remaining ho-
mogeneous systems (d = 2, 3). In this last part, we
make use of the elementary symmetric polynomi-
als approach presented in the introductory part of
Section V.
1. Building non-trivial transformations
We show here the following observation:
Observation 8. There exists at least one non-
trivial transformation in all homogeneous systems
with dµ = dλ ≥ 4.
We proceed by first demonstrating non-trivial
solutions for all non-prime dimensions. Then we
demonstrate a solution for all odd (and therefore
all prime) dimensions greater than d = 5. Finally,
we provide an explicit solution for d = 5.
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If the dimension dµ = dλ = d is not a prime
number, then it can always be factorized into two
smaller dimensions, d1 and d2, with d = d1d2. It
is therefore possible to consider, as initial states,
two product states |λ〉 = |λd1〉 ⊗ |λd2〉 and |µ〉 =
|µd1〉⊗|µd2〉. We can then obviously get a nontriv-
ial transformation if we use local unitaries to swap
only the states corresponding to the d1− (or d2−)
dimensional subspace, yielding a transformation of
the form
(
|µd1〉 ⊗ |µd2〉
)
⊗
(
|λd1〉 ⊗ |λd2〉
)
(87)
LU−→
(
|λd1〉 ⊗ |µd2〉
)
⊗
(
|µd1〉 ⊗ |λd2〉
)
. (88)
Note that, for simplicity, we present here again
a transformation with bipartite states that have
a tensor product structure across their d dimen-
sions. Using local unitaries, we could also create
entanglement across these d1- and d2-dimensional
subspaces to provide a similar transformation in-
volving only fully-entangled states.
If d is prime, we obviously cannot have a non-
trivial solution of this form. However, instead of
decomposing the dimension into a product, we can
decompose it into a sum. If d is large enough,
this sum decomposition can lead to nontrivial so-
lutions. We demonstrate this with an example. In
the case d = 7, we can split the 7 Schmidt co-
efficients of both initial states into one set of 4
Schmidt coefficient and one set of 3 Schmidt co-
efficients. Splitting further the sets of 4 Schmidt
coefficients into a tensor product of two sets of 2
Schmidt coefficients, we take for λ (and similarly
for µ) the following structure:
λ = c
(
λ1(2) ⊗ λ2(2)
)
⊕ (1− c)λ(3), (89)
where λ1(2) and λ2(2) are tuples of Schmidt coeffi-
cients of 2-qubit states, λ(3) is a tuple of Schmidt
coefficients of a 2-qutrit state and 0 < c < 1 is a
mixing parameter.
To achieve a nontrivial transformation from this
structure, we exploit a nontrivial transformation
in (C2 ⊗ C3)⊗2 that can be deduced from Theo-
rem 6. For this system, the theorem shows that
there exists a non-trivial transformation of the 2-
qubit target state corresponding to a final state
with a¯ = a3. In term of Schmidt coefficients, this
transformation reads
1
1 + a (1, a)⊗
1
1 + a2 + a4 (1, a
2, a4)
∼ 11 + a3 (1, a
3)⊗ 11 + a+ a2 (1, a, a
2). (90)
As a consequence, using
µ = c
(
1
1 + a (1, a)⊗
1
1 + b (1, b)
)
⊕ (1− c) 11 + a+ a2 (1, a, a
2), (91)
λ = c′
(
1
1 + a3 (1, a
3)⊗ 11 + b′ (1, b
′)
)
⊕ (1− c′) 11 + a2 + a4 (1, a
2, a4), (92)
we can achieve a transformation to
µ¯ = c
(
1
1 + a3 (1, a
3)⊗ 11 + b (1, b)
)
⊕ (1− c) 11 + a2 + a4 (1, a
2, a4), (93)
λ¯ = c′
(
1
1 + a (1, a)⊗
1
1 + b′ (1, b
′)
)
⊕ (1− c′) 11 + a+ a2 (1, a, a
2). (94)
This argument holds for any odd dimension, d ≥ 7.
This is because for any d ≥ 7, d − 3 is even and
at least equal to 4 (so that the corresponding sub-
space can be further split into a tensor product of
two non-trivial subspaces). Therefore we can con-
struct a state λ = c(λ(2) ⊗ λ(d/2)) ⊕ (1 − c)λ(3)
(where, as before, the subscript indicates the di-
mension of the corresponding tuple). Then we sim-
ply apply the same type of transformation as in the
example. As this argument holds for any odd di-
mension d ≥ 7, it holds in particular for all prime
dimensions greater than five.
Finally, in the case of d = 5, we provide the
following explicit example of a non-trivial trans-
formation:
(1, a, a4/3, a2, a8/3)⊗ (1, a1/3, a2/3, a, a4/3)
∼ (1, a1/3, a4/3, a5/3, a2)⊗ (1, a2/3, a, a4/3, a2)
(95)
This concludes the proof of the observation that in
all homogeneous bipartite systems (except those
of dimension 2 and 3), there are non-trivial multi-
state LU transformations.
Before completing the last remaining cases of
d = 2, 3 in Section VC3, as an application of the
transformations we described in this section, we
first show that the source entanglement [42], Es,
is not an additive measure of entanglement for bi-
partite states, in contrast, for instance, to the Von
Neumann entropy (of pure states).
2. Source Entanglement of Bipartite Systems
The source entanglement is a measure of entan-
glement, ranging from 0 to 1, which measures how
difficult it is to reach a state using LOCC. For a
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bipartite state |λ〉 ∈ Cd ⊗ Cd, with set of Schmidt
coefficients λ, it is given by [42]
Es(λ) = 1−
∑
σ∈Sd
(∑d
k=1 σ(k)λk
)d−1
∏d−1
k=1
(
σ(k)− σ(k + 1)
) , (96)
where the sum runs over all permutations σ from
the permutation group of d elements, Sd.
Observation 9. The source entanglement is not
an additive measure of entanglement for bipartite
states
Consider a transformation involving the states
given in Eqs. (91)-(94). Obviously, we have Es(µ⊗
λ) = Es(µ¯ ⊗ λ¯). However, for some values of
the parameters of the transformation, we can have
Es(λ) + Es(µ) < Es(λ¯) + Es(µ¯). In that case,
the source entanglement can increase more in the
transformation from |λ〉 to |λ¯〉 than it decreases in
the transformation from |µ〉 to |µ¯〉. To give an ex-
ample, choosing the parameters a = 0.3, b = 0.01,
c = 0.01, b′ = 0.3 and c′ = 0.8, this difference
amounts to
(
Es(λ¯) +Es(µ¯)
)− (Es(λ) +Es(µ)) =
0.56. Using a state |µ〉 that is easy to reach
(Es(µ) = 0.005), we can transform an easily reach-
able state |λ〉 with Es(λ) = 0.11 into a state |λ¯〉
with Es(λ¯) = 0.68, which is much more difficult
to reach via LOCC. This once again demonstrates
that multi-state LOCC transformations are much
richer than their single-state counterparts.
3. Characterizing trivial solutions using ESPs
In this section, we show that for the two homoge-
neous systems for which we did not provide exam-
ples of non-trivial transformations, namely those
with d = 2, 3, only trivial transformations are pos-
sible. As explained previously, ESPs provide a nat-
ural framework for studying bipartite multi-state
LU transformations through the following neces-
sary and sufficient conditions: the transformation
|µ〉 ⊗ |λ〉 →LU |µ¯〉 ⊗ |λ¯〉 is possible if and only if
ei(µ⊗ λ) = ei(µ¯⊗ λ¯),∀i ∈ {1, . . . , dµdλ). (97)
Moreover, it was demonstrated in Ref. [40] that
if the Schmidt coefficients have a tensor product
structure, as in the present case, then the ESPs
ei(µ ⊗ λ) can be expressed in terms of the ESPs
si ≡ ei(λ) and ti ≡ ei(µ), i.e. in term of the ESPs
of the marginals. For example, in the case dµ =
dλ = 2, we have:
e1(µ⊗ λ) = s1t1 (98)
e2(µ⊗ λ) = s21t2 + s2t21 − 2s2t2 (99)
e3(µ⊗ λ) = s1t1s2t2 (100)
e4(µ⊗ λ) = s22t22 (101)
Although this decomposition does not usually
help solving Eqs. (97), which is typically a large
set of high degree polynomial equations, we now
show that it is very useful to identify trivial LU
transformations. A transformation, |µ〉⊗ |λ〉 →LU
|µ¯〉 ⊗ |λ¯〉, is trivial if the tuple of tuples (µ, λ) is
equal up to reordering to the tuple of tuples (µ¯, λ¯).
This accounts indeed for both 1 and SWAP trivial
transformations. Since the order of the Schmidt
coefficients in each tuple does not matter, we can
replace the tuples of Schmidt coefficients by their
corresponding tuples of ESPs. In the case dµ =
dλ = 2, using the simplified notations si and ti
(resp. s¯i and t¯i) for the ESPs of the tuples µ and
λ (µ¯ and λ¯), we then have a trivial transformation
if and only if(
(s1, s2), (t1, t2)
)
∼
(
(s¯1, s¯2), (t¯1, t¯2)
)
. (102)
As the first order ESP of any normalized tuple of
Schmidt coefficients is equal to 1, for normalized
states, the previous equation reduces to
(s2, t2) ∼ (s¯2, t¯2). (103)
This is a usual equivalence relation between two
tuples of two variables. This equivalence holds if
and only if the two ESPs of the two tuples are
equal, i.e. if and only if
s2 + t2 = s¯2 + t¯2, (104)
s2t2 = s¯2t¯2. (105)
On the other hand, all the solutions for the
transformation |λ〉 ⊗ |µ〉 →LU |λ¯〉 ⊗ |µ¯〉 can be
obtained by solving the equations ei(λ ⊗ µ) =
ei(λ¯⊗ µ¯), ∀i = 1, . . . , 4. Using the decompositions
in Eqs. (98) to (101), and taking into account that
we consider normalized states, this set of equations
is equivalent to:
s2 + t2 − 2s2t2 = s¯2 + t¯2 − 2s¯2t¯2, (106)
s2t2 = s¯2t¯2. (107)
As these two equations are equivalent to the con-
ditions (104) and (105) for having trivial solutions,
we conclude that there are only trivial transforma-
tions for dµ = dλ = 2.
In order to generalize this approach for higher
dimensions we present the following theorem:
Theorem 10 (Equivalence between two tuples of
tuples). Let s = (s1, s2, ..., sd) ∈ Rd+ with si+1 ≤
si and let t, s¯, t¯ be defined similarly. Then (s, t)
is equal to (s¯, t¯) up to reordering iff the following
conditions hold:
1. ei(s) + ei(t) = (”¯), ∀i = 1, . . . , d and
2.
∑
i+j=k ei(s)ej(t) = (”¯), ∀k = 1, . . . , 2d
where (”¯) indicates the same as the LHS but with
all variables barred.
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The proof of this theorem is provided in the
Appendix D. As ei+1(λ) ≤ ei(λ) for any normal-
ized tuple of Schmidt coefficients λ, and the ESPs
over λ completely determine |λ〉 up to LUs, this
theorem gives necessary and sufficient conditions
for trivial transformations being the only possible
transformations.
We now use this to show that there are only
trivial solutions in the one remaining case: d = 3.
Again, |λ〉⊗ |µ〉 →LU |λ¯〉⊗ |µ¯〉 if and only if ei(λ⊗
µ) = ei(λ¯ ⊗ µ¯), ∀i = 1, . . . , 9. Decomposing these
equalities in term of the ESPs of the marginals, we
have the set of equations:
s2 + t2 − 2s2t2 = ¯(”) (108)
s3 + t3 + s2t2
− 3(s3t2 + s2t3) + 3s3t3 = ¯(”) (109)
s3t2 + s2t3 + s22t22
− 2(s3t22 + s22t3)− s3t3 = ¯(”) (110)
s2s3t
2
2 + s22t2t3 − 2(s2s3t3 + s3t2t3)
− s2s3t2t3 + s3t3 = ¯(”) (111)
s23t
3
2 + s32t23 + s2s3t2t3
− 3(s23t2t3 + s2s3t23) + 3s23t23 = ¯(”) (112)
s3t3
(
s3t
2
2 + s22t3 − 2s3t3
)
= ¯(”) (113)
s2t2s
2
3t
2
3 = ¯(”) (114)
s33t
3
3 = ¯(”) (115)
where again (”¯) indicates the same as the LHS but
with all the variables barred.
Now by application of Theorem 10, a transfor-
mation is trivial iff
s2 + t2 + s3 + t3 = ¯(”) (116)
s2s3 + t2t3 = ¯(”) (117)
(s2s3) + (s2 + s3)(t2 + t3) + (t2t3) = ¯(”) (118)
(s2 + s3)(t2t3) + (s2s3)(t2 + t3) = ¯(”) (119)
s2s3t2t3 = ¯(”) (120)
Using the fact that si, ti > 0, one can easily
show that the set of Eqs. (108-115) implies the
set of Eqs. (116-120). Therefore, the conditions
for having a solution imply only trivial solutions,
which shows that the only solutions in homoge-
neous systems with d = 2, 3 are the trivial 1 and
SWAP transformations. This completes our anal-
ysis of multi-state bipartite LU transformations.
VI. CONCLUSION
In this work, we investigated the physically mo-
tivated extension of LOCC consisting of multi-
state transformations. We first showed that by
performing a multi-state LOCC transformation on
several multipartite pure states, it is possible to
change the SLOCC class of at least one of them
with only LUs. As one of the initial states could be
transformed into a state that belongs to a different
SLOCC class, we must, in order to characterize all
possible transformations, consider potential final
states from all possible SLOCC classes. As there
is generically an infinite number of SLOCC classes
in multipartite systems, achieving a full character-
ization of multipartite multi-state transformations
is very unlikely.
We therefore focused on identifying new fea-
tures of multi-state transformations of multipar-
tite states (compared to single-state LOCC). With
a 3-qubit example, we showed that a state from
the MES can be reached in the multi-state setting
through an LOCC transformation of two states
that are not from the MES, which allows for some
freedom in choosing the 2-MES. We also showed
that catalytic transformation of multipartite states
can be performed in the multi-state regime and
that this regime can provide an advantage (in the
sense of a larger success probability) for probabilis-
tic LOCC transformations.
These results show qualitatively that multi-state
LOCC allows a much larger set of possible trans-
formations than single-state LOCC. Looking for a
more systematic characterization of the new pos-
sible transformations, we also considered the sim-
pler setting of bipartite two-state LU transforma-
tions. In this setting, we provided a full charac-
terization of the possible transformations of a 2-
qubit state, when transformed together with an ar-
bitrary auxiliary bipartite state. We also showed
that in almost all possible pairs of bipartite sys-
tems, non-trivial two-state LU transformations can
be achieved.
VII. ACKNOWLEDGEMENTS
We would like to thank Leonhard Czarnetzki
for his work on multi-state transformation dur-
ing his Masters thesis and for fruitful contributions
to discussions. We acknowledge financial support
from the SFB BeyondC (Grant No. F7107-N38),
the Austrian Academy of Sciences via the Inno-
vation Fund “Research, Science and Society”, and
the Austrian Science Fund (FWF) grant DK-ALM:
W1259-N27.
23
[1] For a review see e.g. L. Amico, R. Fazio, A. Os-
terloh, and V. Vedral, Rev. Mod. Phys. 80, 517
(2008) and references therein.
[2] See e.g. R. Orus, Ann. Phys.349, 117 (2014) and
references therein; G. Vidal Phys. Rev. Lett. 91,
147902, (2003); F. Verstraete and J. I. Cirac, Phys.
Rev. B 73, 094423, (2006).
[3] C. H. Bennett, G. Brassard, C. Crépeau, R. Jozsa,
A. Peres, and W. K. Wootters, Phys. Rev. Lett.
70, 1895 (1993).
[4] R. Raussendorf and H. Briegel, Phys. Rev. Lett.
86, 5188 (2001).
[5] see e.g. R. Ursin et al., Nature Physics 3, 481
(2007); J. Yin et al., Science 16, 1140 (2017).
[6] R. Horodecki, P. Horodecki, M. Horodecki, and K.
Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[7] N. Schuch, F. Verstraete, and J. I. Cirac, Phys.
Rev. A 70, 042310 (2004).
[8] E. Chitambar and G. Gour Rev. Mod. Phys. 91,
025001 (2019).
[9] C. H. Bennett, D. P. DiVincenzo, J. Smolin, and
W. K. Wootters, Phys. Rev. A 54, 3824, (1996).
[10] E. Chitambar, D. Leung, L. Mančinska, M. Ozols,
and A. Winter, Commun. Math. Phys. 328,
303–326 (2014).
[11] M. A. Nielsen, Phys. Rev. Lett. 83, 436 (1999).
[12] W. Dür, G. Vidal, and J. I. Cirac, Phys. Rev. A
62, 062314 (2000).
[13] C H. Bennett, G. Brassard, S. Popescu, B. Schu-
macher, J. A. Smolin, and W. K. Wootters. Phys.
Rev. Lett. 76, 722 (1996).
[14] C. H. Bennett, H. J. Bernstein, S. Popescu, and
B. Schumacher, Phys. Rev. A 53, 2046 (1996).
[15] S. Bandyopadhyay, V. Roychowdhury, and U. Sen,
Phys. Rev. A 65, 052315 (2002).
[16] L. Hardy, Phys. Rev. A 60, 1912 (1999).
[17] M. J. Donald, M. Horodecki, and O. Rudolph, J.
Math. Phys. (N.Y.) 43, 4252 (2002).
[18] H. Lo and S. Popescu, Phys. Rev. A 63, 022301
(2001).
[19] E. Chitambar, Phys. Rev. Lett. 107, 190502
(2011).
[20] S. Turgut, Y. Gül, and N. K. Pak, Phys. Rev. A
81, 012317 (2010).
[21] S. Kıntaş and S. Turgut, J. Math. Phys. 51,
092202 (2010).
[22] C. Spee, J. I. de Vicente, D. Sauerwein, and B.
Kraus, Phys. Rev. Lett. 118, 040503 (2017).
[23] J. I. de Vicente, C. Spee, and B. Kraus, Phys. Rev.
Lett. 111, 110502 (2013).
[24] F. Verstraete, J. Dehaene, B. De Moor, and H.
Verschelde Phys. Rev. A 65, 052112 (2002).
[25] G. Gour, B. Kraus, N. R. Wallach, J. Math. Phys.
58, 092204 (2017).
[26] D. Sauerwein, N. R. Wallach, G. Gour, and B.
Kraus, Phys. Rev. X 8, 031020 (2018).
[27] M. Hebenstreit, M. Englbrecht, C. Spee, J. I. de
Vicente, and B. Kraus, preprint arXiv:1911.00004
(2019).
[28] P. Contreras-Tejada, C. Palazuelos, and J. I. de
Vicente Phys. Rev. Lett. 122, 120503 (2019).
[29] E. Chitambar, J. I. de Vicente, M. W. Girard, and,
G. Gour, J. Math. Phys. 61, 042201 (2020).
[30] F. Brandão, M. Plenio, Nature Phys 4, 873–877
(2008).
[31] F. Brandão, M. B. Plenio, Commun. Math. Phys.
295, 829–851 (2010).
[32] C. Guo, E. Chitambar, and R. Duan, preprint
arXiv:1601.06220 (2016).
[33] G. Vidal, D. Jonathan, and M. A. Nielsen, Phys.
Rev. A 62, 012304 (2000).
[34] G. M. Bosyk, G. Sergioli, H. Freytes, F. Holik, and
G. Bellomo, Physica A 473, 403 (2017).
[35] M. Owari, S. L. Braunstein, K. Nemoto, and M.
Murao, Quantum Info. Comput. 8, 0030 (2008).
[36] D. Jonathan and M. B. Plenio, Phys. Rev. Lett.
83, 3566 (1999).
[37] L. Chen, E. Chitambar, R. Duan, Z. Ji, and A.
Winter, Phys. Rev. Lett. 105, 200501 (2010).
[38] C. H. Bennett, S. Popescu, D. Rohrlich, J. A.
Smolin, and A. V. Thapliyal, Phys. Rev. A 63,
012307 (2000).
[39] S. Turgut, J. Phys. A: Math. Theor. 40, 12185
(2007).
[40] Y. R. Sanders and G. Gour, Phys. Rev. A 79,
054302 (2009).
[41] W. van Dam and P. Hayden, Phys. Rev. A 67,
060302(R) (2003).
[42] K. Schwaiger, D. Sauerwein, M. Cuquet, J. I. de
Vicente, and B. Kraus, Phys. Rev. Lett. 115,
150502 (2015).
[43] G. Kempf and L. Ness, in Algebraic Geometry,
edited by K. Lønsted (Springer Berlin Heidelberg,
1976) pp. 233–243.
[44] A. Klyachko, arXiv:quant-ph/0206012 [quant-ph]
(2002).
[45] F. Verstraete, J. Dehaene, and B. De Moor, Phys.
Rev. A 68, 012103 (2003).
[46] G. Gour and N. R. Wallach, Phys. Rev. Lett. 111,
060502 (2013).
[47] C. H. Bennett, D. P. DiVincenzo, C. A. Fuchs, T.
Mor, E. Rains, P. W. Shor, J. A. Smolin, and W.
K. Wootters, Phys. Rev. A 59, 1070 (1999).
[48] M. Kleinmann, H. Kampermann, and D. Bruß,
Phys. Rev. A 84, 042326 (2011).
[49] M. Hebenstreit, C. Spee, and B. Kraus, Phys. Rev.
A 93, 012339 (2016).
[50] G. Gour and N. R. Wallach, New J. Phys. 13,
073013 (2011).
[51] M. Klimesh, preprint arXiv: 0709.3680 (2007).
[52] R. Rado, J. London Math. Soc. 27, 1 (1952).
[53] A. V. Thapliyal, Phys. Rev. A 59, 3336 (1999).
[54] S. Bandyopadhyay, Phys. Rev. A 62, 032308
(2000).
[55] L. Czarnetzki, Masters Thesis: "Pure state trans-
formations among multiple copies of W-type quan-
tum states", University of Innsbruck (2019).
[56] G. Vidal, Phys. Rev. Lett. 83, 1046 (1999).
[57] Borwein, P. and Erdélyi, T. Polynomials and Poly-
nomial Inequalities (Springer, New York, 1995).
[58] G. Stengle, Math. Ann. 207 87-97 (1974).
[59] M. Walter, B. Doran, D. Gross, and M. Chris-
tandl, Science 340, 1205 (2013).
[60] A. Sawicki, M. Oszmaniec, and M. Kuś, Reviews
in Mathematical Physics 26, 1450004 (2014).
[61] O. Słowik, M. Hebenstreit, B. Kraus, and A. Saw-
24
icki, arXiv:1912.00099 [quant-ph] (2019).
Appendix A: Changing SLOCC orbit type in
the multi-state regime
In this appendix, we discuss the possibility to
change the orbit type of SLOCC classes under
multi-state LU transformations as in Section IVA.
We use the same notation as in the main text, i.e.,
the pair of states |ψ〉 and |ψ¯〉 is transformed to
the pair of states |φ〉 and |φ¯〉. First, we briefly
review the notion of the orbit type of SLOCC
classes (states), i.e, the notion of polystable states,
strictly semistable states, and states of the null-
cone. Then, we show that the example presented
in the main text, |ψ〉 = |GHZ〉⊗2, |ψ¯〉 = |W〉⊗2,
and |φ〉 = |φ¯〉 = |GHZ〉 |W〉 indeed constitutes an
example in which a polystable state and a state
from the null-cone is transformed to two states
from the null-cone. We then provide additional ex-
amples showing that two strictly semistable states
can be transformed to one strictly semistable and
one polystable state. Furthermore, we show that
two states in the null-cone can be transformed to
one strictly semistable state and one state in the
null-cone. Finally, we discuss that the orbit types
cannot be changed arbitrarily. This is due to the
fact that, obviously, the orbit type of the joint
state cannot change under SLOCC. In the course
of that, we discuss the orbit type of tensor prod-
ucts of states. To conclude, we draw a connection
to SLOCC catalysis (changing SLOCC class with
a catalytic SLOCC transformation).
Let us begin by reviewing the notion of the orbit
type of SLOCC classes. As mentioned in the main
text, states and their respective SLOCC classes can
be categorized into three different types depending
on geometrical properties of the orbit: polystable
classes, strictly semistable classes, and the null-
cone10, see e.g. [43–46]. The orbit type plays a role
in characterizing deterministic LOCC transforma-
tions within SLOCC classes. Polystable classes are
those SLOCC classes that contain a critical state.
Strictly semistable classes are those SLOCC classes
that do not contain a critical state, but do contain
a critical state in their closure. Finally, the null-
cone is composed by the remaining classes, i.e.,
those SLOCC classes that do not contain a critical
state within their closure. Not all of these types
are necessarily present within a quantum system
of specified local dimensions. Note that a state |ξ〉
is in the null-cone if and only if there exists a se-
quence of operators S(1)α , S(2)α , . . . ∈ SL(d,C) such
that limα→∞ S(1)α ⊗ S(2)α ⊗ . . . |ξ〉 = 0 [45]. A state
10 A finer classification can be made. However, for our pur-
poses here, the presented classification is sufficient.
|χ〉 is strictly semistable if and only if it has the
property that it is not SLOCC equivalent to any
critical state, but there exists a sequence of op-
erators as before such that limα→∞ S(1)α ⊗ S(2)α ⊗
. . . |χ〉 ∝ |Ψc〉 for some critical state |Ψc〉 (with
non-vanishing proportionality factor). Note also
that a critical state in the closure of an SLOCC
class is unique up to LUs [43, 45]. Analytical
and numerical methods to determine the orbit type
have been devised, see e.g. [44, 45, 59–61].
Let us now study how the orbit type of states
may change under multi-state LU transformations.
Let us first consider the transformation from the
main text, |ψ〉 = |GHZ〉⊗2, |ψ¯〉 = |W〉⊗2, and
|φ〉 = |φ¯〉 = |GHZ〉 |W〉. As explained in the main
text, this transformation is possible by LUs acting
jointly on the copies. Moreover, note that |GHZ〉⊗2
is critical and thus represents a polystable SLOCC
class, while |W〉 |GHZ〉 as well as |W〉⊗2 are in the
null-cone. This can be easily seen as follows. The
state |W〉 is in the null-cone, hence, there exists a
sequence of operators Aα, Bα, Cα ∈ SL(2,C) such
that limα→∞Aα⊗Bα⊗Cα |W〉 = 0 [45]. Then, for
any state |ζ〉, it holds that limα→∞(1⊗Aα)⊗ (1⊗
Bα)⊗ (1⊗Cα) |ζ〉 |W〉 = 0, where 1⊗Aα, 1⊗Bα,
1 ⊗ Cα have determinant one. Thus, |GHZ〉 |W〉
and |W〉⊗2 are in the null-cone. Let us remark
that this argument actually holds for any state in
the null-cone together with an arbitrary state |ζ〉.
This shows that, indeed, it is possible to transform
one state in the null-cone and one polystable state
to two states that are both in the null-cone.
Similarly, it is possible to transform two strictly
semistable states to one strictly semistable as well
as one polystable state. Consider the transforma-
tion involving the four-partite states
|ψ〉 = |GHZ〉⊗2 (A1)
|ψ¯〉 = |χ〉⊗2 (A2)
|φ〉 = |φ¯〉 = |GHZ〉 |χ〉 , (A3)
where |χ〉 = |0000〉+|1111〉+|0110〉+|0011〉, which
belongs to the La2b2 class in Ref. [24] for a = 1
and b = 0. This state is strictly semistable. Hence,
there exists a sequence of operators Aα, Bα, . . . ∈
SL(d,C) such that limα→∞Aα ⊗ Bα ⊗ . . . |χ〉 ∝
|Ψc〉 for some critical state |Ψc〉 with non-vanishing
proportionality factor, but no critical state is inside
the SLOCC class of |χ〉. To see that |χ〉 is strictly
semistable, note that
lim
α→∞
(
e−α 0
0 eα
)
⊗ 1⊗
(
eα 0
0 e−α
)
⊗ 1 |χ〉
= |GHZ〉 , (A4)
and it may be easily verified that |χ〉 and |GHZ〉
are not SLOCC equivalent. Similarly, it can be
easily verified that both |χ〉 |GHZ〉 and |χ〉 |χ〉 are
strictly semistable with |GHZ〉⊗2 being the critical
state within the closure of their respective SLOCC
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class. Thus, the considered transformation is in-
deed a transformation from a strictly semistable
and a polystable state to two strictly semistable
states.
Finally, we find that two states from the null-
cone may be transformed into one state in the null-
cone as well as one strictly semistable state. With
similar methods as above, it can be shown that the
transformation involving the states
|ψ〉 = |χ〉⊗2 (A5)
|ψ¯〉 = |W〉⊗2 (A6)
|φ〉 = |φ¯〉 = |χ〉 |W〉 (A7)
is indeed an example of that.
Let us remark here that, obviously, all of the
considered transformations are also possible in re-
verse direction. We depict the considered exam-
ples in Figure 8. Note, though, that the orbit type
may not be changed arbitrarily. For instance, it
is impossible to transform two states in the null-
cone to two polystable states. The reason for this
is that, necessarily, the orbit types of the tensor
products of the states on both sites of the con-
sidered transformation must coincide. However,
the tensor product of two states in the null-cone is
in the null-cone, while the tensor product of two
polystable states is polystable. More generally, it is
impossible to transform any state in the null-cone
together with an arbitrary state into two states
neither of which is in the null-cone.
Finally, let us remark that it is not immedi-
ately clear whether the tensor product of a strictly
semistable state and a polystable state (the ten-
sor product of two strictly semistable states) is al-
ways strictly semistable, or may also be polystable.
As we show in a following observation, the latter
case would demonstrate reversible SLOCC catal-
ysis. By this we mean it would provide an in-
stance of three states |ψ〉, |ψ¯〉, and |φ〉 with the
following properties. The states |ψ〉 and |φ〉 are
fully-entangled states of a Hilbert space with fixed
local dimensions, which are not SLOCC equiva-
lent. However, the states |ψ〉 |ψ¯〉 and |φ〉 |ψ¯〉 are
SLOCC equivalent. Irreversible SLOCC cataly-
sis, i.e., an instance where |φ〉 is lower-dimensional
than |ψ〉, has been demonstrated in [37]. Regard-
ing reversible SLOCC catalysis we make the fol-
lowing observation.
Observation 11. An instance of two states |ψ〉
and |ψ¯〉, one strictly semistable and one polystable,
such that |ψ〉 |ψ¯〉 is polystable would provide an in-
stance of reversible SLOCC catalysis.
Proof. Consider a strictly semistable state |ψ〉 and
a polystable state |ψ¯〉 and suppose that the joint
state |ψ〉 |ψ¯〉 is polystable. Let us denote the crit-
ical state that is in the closure of the SLOCC
class of |ψ〉 by |φ〉. Due to arguments used earlier
in this appendix, |φ〉 |ψ¯〉 is then in the closure of
the SLOCC class of |ψ〉 |ψ¯〉. As we supposed that
|ψ〉 |φ¯〉 is polystable, its SLOCC class is closed and
thus, |φ〉 |ψ¯〉 is actually within the SLOCC class of
|ψ〉 |ψ¯〉. However, |ψ〉 is not SLOCC equivalent to
|φ〉, as |ψ〉 is strictly semistable and |φ〉 is critical.
Note moreover that |ψ〉 |φ¯〉 as well as |φ〉 |ψ¯〉 are
fully-entangled. The states |ψ〉, |φ〉, and |ψ¯〉 thus
demonstrate reversible SLOCC catalysis.
Appendix B: Symmetries of |GHZnd 〉
In this appendix, we prove Lemma 3 from the
main text, which characterizes the local symme-
tries of generalized GHZ states. We recall the
lemma here for completeness.
Lemma 3. A local invertible operator is a sym-
metry of the state |GHZnd 〉 (with d ≥ 2 and n ≥ 3)
if and only if it can be written
S =
[
D(~γ(1))⊗ · · · ⊗D(~γ(n))
]
X⊗nσ (B1)
where
D(~γ(i)) = diag(γ(i)1 , γ
(i)
2 , . . . , γ
(i)
d ), (B2)
γ
(n)
j =
(
n−1∏
i=1
γ
(i))
j
)−1
, ∀j ∈ {1, ..., d} (B3)
Xσ =
d−1∑
k=0
|σ(k)〉 〈k| , (B4)
with σ ∈ Sd any permutation of d elements,
~γ(i) = (γ(i)1 , . . . , γ
(i)
d ) ∈ Cd for i = 1, . . . , n− 1.
Proof. The proof of this theorem is a straightfor-
ward generalization of the proof of the symmetries
of |GHZ32〉 presented in Ref. [23]. It can be eas-
ily verified that the symmetries given in the theo-
rem are indeed symmetries of |GHZnd 〉. Let us now
show that all symmetries of |GHZnd 〉 are necessarily
of that form.
To this end, let us consider an arbitrary sym-
metry S = S(1) ⊗ · · · ⊗ S(n) and compare the pro-
jections of the states |GHZnd 〉 and S |GHZnd 〉 onto
〈ij|1,2 for i 6= j. For the first projection, it is
straightforward to see that
〈ij|GHZnd 〉 = 0. (B5)
Since the same result must hold for the second pro-
jection, we have:
0 = 〈ij|S(1) ⊗ · · · ⊗ S(n)|GHZnd 〉 (B6)
=
∑
k
S
(1)
i,k S
(2)
j,k |k . . . k︸ ︷︷ ︸
n−2
〉 , (B7)
where we used the fact that the operator 1⊗ 1⊗
S(3)⊗· · ·⊗S(n) is invertible. As the states |k · · · k〉
in the equation above are orthogonal vectors as
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Figure 8: Illustration of how LUs operating jointly on two multipartite states may not only alter the SLOCC
classes of the two considered states, but also the orbit type of the SLOCC classes. On the left we depict the
Hilbert space partitioning into the three distinct orbit types: The null-cone N , strictly semistable classes, and
polystable classes. On the right hand side, we depict possible orbit type changes. First, we depict two states
in the null-cone which can be transformed to one state in the null-cone as well as one polystable state. Then,
we depict two strictly semistable states which can be transformed to one strictly semistable states as well as one
polystable state. On the bottom, we depict two states in the null-cone that can be converted to a single state in
the null-cone as well as a strictly semistable state. Concrete examples for all of the depicted scenarios are given
in the main text. Finally, we indicate the considered pairs of states in the schematic picture of the Hilbert space
on the left-hand side.
long as n > 2, it follows that S(1)i,k S
(2)
j,k = 0 for
all k and for all i 6= j. Moreover, this condition
has to hold for arbitrary pairs of parties. From
these conditions it follows that each matrix S(i)
can only have one non-vanishing entry per column.
Moreover, the positions of the non-vanishing en-
tries must coincide for all parties. Since the ma-
trices have to be invertible, the non-vanishing en-
tries must be distributed over all rows. Adding
up these constraints, we see that the matrices S(i)
must correspond to the same column permutation
of diagonal matrices. We can therefore write the
symmetries as
S =
[
D(~γ(1))⊗ · · · ⊗D(~γ(n))
]
X⊗nσ (B8)
for some σ ∈ Sd. By applying S to |GHZnd 〉, it
can be easily verified that ~γ(n) has to be chosen as
in Eq. (B3). This shows that all symmetries are
of the form given in Eq. (B1) and completes the
proof.
Appendix C: Further probabilistic multi-state
transformations
In Section IVD, we demonstrated that the
multi-state setting can provide an advantage in
probabilistic transformations. We demonstrated
this by taking a state |ψ〉 such that the stabilizer
of |ψ〉⊗2 consisted of only 1 and SWAP. We then
considered probabilistic transformations from two
copies of a state to two distinct states. In this ap-
pendix, we now show that the multi-state setting
does not always provide an advantage. To see this,
we now consider the reverse of the previous exam-
ple: i.e. transforming from two distinct states to
two copies.
Let |ψ〉 be a normalized state such that the stabi-
lizer of |ψ〉⊗2 is unitary (note that this is a general-
isation of the previous example, which required the
stabilizer to consist of only 1 and SWAP). Then,
by Eq. (7), we have:
pSEPmax
(
g1 |ψ〉 ⊗ g2 |ψ〉 7→ |ψ〉⊗2
)
(C1)
= λmin
[
G1 ⊗G2
||g1 ⊗ g2 |ψ〉⊗2 ||2
]
(C2)
= λmin
[
G1
||g1 |ψ〉 ||2
]
λmin
[
G2
||g2 |ψ〉 ||2
]
(C3)
= pSEPmax (g1 |ψ〉 7→ |ψ〉) pSEPmax (g2 |ψ〉 7→ |ψ〉)
(C4)
That is, if the tensor product of two copies of
a seed state has a unitary stabilizer, the multi-
state regime provides no advantage in reaching two
copies of the seed state via SEP. As was shown
in Ref. [25], pSEPmax for the individual state trans-
formations is achievable via LOCC. Therefore,
pSEPmax
(
g1 |ψ〉 ⊗ g2 |ψ〉 7→ |ψ〉⊗2
)
is also achievable
with LOCC, and the multi-state regime provides
no advantage for this transformation.
Appendix D: Further discussion of the
application of Elementary and Power Sum
Symmetric Polynomials
In Section VC3, we used the elementary
symmetric polynomials to prove that there
are no non-trivial transformations in the case
dµ = dλ = 2, 3. To do this, we used the fact that
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the elementary symmetric polynomials provide
necessary and sufficient conditions for tuples of
variables to be equivalent up to reordering. In
this appendix, we discuss elementary (and other
fundamental) symmetric polynomials in more
depth, and present the proof of Theorem 10.
To begin, let x = (x1, ..., xn) be a tuple of n
variables. In addition to elementary symmetric
polynomials, ek(x) (see Eq. (58)), we also have the
power sum symmetric polynomials:
ψk =
n∑
i=1
xki , ∀k ∈ N (D1)
again with ψ0 = 1. These two families of symmet-
ric polynomials are related by Newton’s identities
[57]:
kek(x) =
k∑
i=1
(−1)i−1ek−i(x)ψi(x),∀k ∈ {1, . . . , n}
(D2)
As a consequence, the power symmetric polynomi-
als give necessary and sufficient conditions for two
tuples of real numbers to be equal up to reordering
and, therefore, they also give necessary and suffi-
cient conditions for the existence of LU transfor-
mations. That is for two d-dim bipartite states, |λ〉
and |µ〉, with Schmidt coefficients λ = (λ1, ..., λd)
and µ = (µ1, ..., µd), |λ〉 can be transformed with
LUs into |µ〉, if and only if
ei(λ) = ei(µ), ∀i ∈ {1, . . . , d} (D3)
which is equivalent to
ψi(λ) = ψi(µ), ∀i ∈ {1, . . . , d}. (D4)
Finally, observe that the power symmetric poly-
nomials are multiplicative under tensor product.
That is,
ψi(x⊗ y) = ψi(x)ψi(y),∀i ∈ N (D5)
Therefore (as presented in Ref. [40]), by Newton’s
identities, the elementary polynomials over tensor
products, ei(λ⊗ µ) can also be expressed in terms
of si ≡ ei(λ) and ti ≡ ei(µ). We can also easily
deduce from this property:
|λ〉 →LU |µ〉 ⇐⇒ |λ〉⊗n →LU |µ〉⊗n , (D6)
as this follows directly from Eq. (D4) and Eq. (D5).
We emphasize again that bipartite states are
completely determined by the ESPs over their
Schmidt coefficients. Therefore, if we let s =
(s2, s3, ..., sd) and likewise for t, s¯, t¯, then the trans-
formation
|λ〉 ⊗ |µ〉 →LU |λ¯〉 ⊗ |µ¯〉 (D7)
is trivial (i.e. it corresponds to either 1 or SWAP)
iff (s, t) is equal to (s¯, t¯) up to reordering. We now
proceed to give necessary and sufficient conditions
for this and prove Theorem 10:
Theorem 10 (Equivalence between two tuples of
tuples). Let s = (s1, s2, ..., sd) ∈ R+ with si+1 ≤
si and let t, s¯, t¯ be defined similarly. Then (s, t)
is equal to (s¯, t¯) up to reordering iff the following
conditions hold.
1. ei(s) + ei(t) = (”¯), ∀i = 1..d
2.
∑
i+j=k ei(s)ej(t) = (”¯), ∀k = 1...2d
where (”¯) indicates the same as the LHS but with
all variables barred.
Proof. Consider the multivariate polynomials over
λ and µ, with real parameters s1, . . . , sn, t1, . . . , tn:
p = p(λ, µ; s1, ..., sn, t1, ..., tn)
=
(
λ−
∏
i
(µ− si))
)λ−∏
j
(µ− tj))

(D8)
and
p¯ = p(λ, µ; s¯1, ..., s¯n, t¯1, ..., t¯n) (D9)
Then we have p = p¯ if and only iff either
∏
i
(µ− si)) =
∏
i
(µ− s¯i)) , (D10)
and
∏
i
(µ− ti)) =
∏
i
(
µ− t¯i)
)
(D11)
or
∏
i
(µ− si)) =
∏
i
(
µ− t¯i)
)
, (D12)
and
∏
i
(µ− ti)) =
∏
i
(µ− s¯i)) . (D13)
Let s = (s1, s2, ..., sd) ∈ R+ with si+1 ≤ si and let
t, s¯, t¯ be defined similarly. Then we have either s
is equal to s¯ up to reordering and t is equal to t¯
up to reordering or vice versa. As the tuples are
ordered, this in fact holds only if they are actually
equal. Which is to say, p = p¯ iff (s, t) is equal to
(s¯, t¯) up to reordering.
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Expanding p = p¯, we have:
p =
(
λ−
∏
i
(µ− si))
)λ−∏
j
(µ− tj))

(D14)
= λ2 −
∏
i
(µ− si) +
∏
j
(µ− tj)
λ
+
(∏
i
(µ− si)
)∏
j
(µ− tj)
 (D15)
= λ2 −
 d∑
i=0
(−1)iei(s)µi +
d∑
j=0
(−1)jej(t)µj
λ
+
(
d∑
i=0
(−1)iei(s)µi
) d∑
j=0
(−1)jej(t)µj

(D16)
= λ2 −
d∑
i=0
(−1)i (ei(s) + ei(t))µiλ
+
d∑
i,j=0
(−1)i+jei(s)ej(t)µi+j (D17)
= p¯ (D18)
Comparing coefficients of λnµm, we can deduce
p = p¯ iff the following conditions hold:
1. ei(s) + ei(t) = (”¯), ∀i ∈ 1..d
2.
∑
i+j=k ei(s)ej(t) = (”¯), ∀k ∈ 1...2d
As for any normalised bipartite state, |λ〉,
ei+1(λ) < ei(λ), we can use Theorem 10 to provide
necessary and sufficient conditions for only trivial
solutions to be possible, as explained in the main
text.
