This note presents closed-form formulas for determining the critical points of general ndimensional differential equations. The formulas do not require commutating the eigenvalues of the Jacobian of a system. Based on the Hurwitz criterion, explicit necessary and sufficient conditions are obtained. Particular attention is focused on Hopf and double Hopf bifurcations. A model of induction machine is presented to show the application of the results.
Introduction
In the study of instability and bifurcation problems, one often needs to determine the critical (bifurcation) points for a given system (e.g. see [Takens, 1974; Marsden & McCracken, 1976; Chua et al., 1987; Guckenheimer & Holmes, 1993; Chen et al., 2000; Yu, 1998 Yu, , 2000 Yu, , 2001 Yu, , 2002 Yu, , 2003 ). Such conditions are usually obtained from the Jacobian of the system evaluated at a fixed point (an equlibrium solution), by using a numerical approach to slove a ststem of nonlinear equations. However, when sloving real engineering problems which may have very large dimensions, numerical computations might be difficult to handle and could result in errors. Moreover, in most cases, we need to find the conditions in terms of system parameters, in order to consider the stability changes with respect to the parameters. Numerical methods are not applicable in these cases, and one has to find closed-form expressions of the critical conditions.
The well-known Hurwitz criterion (e.g. see [Porter, 1967] ), which is based on the characteristic function of the Jacobian of a system, can be used to determine the stability of a fixed point. The stability boundary determines the conditions of critical points. Hopf bifurcation condition has been briefly discussed in [Porter, 1967] , where an outline of a proof was given based on a theorem of Orlando [1911] . However, other singularities such as double Hopf, k-Hopf, Hopf-zero, etc. were not discussed. In this note, we use a different method to establish necessary and sufficient conditions for determining the critical points of general nonlinear systems. Particular attention will be focused on Hopf, double Hopf and k-Hopf bifurcations. Based on the Hurwitz criterion, explicit necessary and sufficient conditions are obtained, in terms of system parameters. Other types of singularities such as double zero, Hopf-zero, etc. are also discussed.
In the next section, the problem under consideration is described. Proofs are given in Sec. 3 for the necessary and sufficient conditions of Hopf, double Hopf and k-Hopf bifurcations. The results for other types of singularities are also summarized in this section. An example of induction machine is presented in Sec. 4 to demonstrate the application of the results. Conclusion is drawn in Sec. 5.
Problem Statement
Consider the system described by the following general nonlinear differential equation:
where the dot denotes differentiation with respect to time, t; x and µ are the n-dimensional state variable and m-dimensional parameter variable, respectively. It is assumed that the nonlinear function f (x, µ) is analytic with respect to x and µ. In general, the first step in analyzing the nonlinear system (1) is to find the fixed points of the system and determine their stabilities. Then, consider possible bifurcations from a fixed point as the parameter µ is varied. The fixed points are determined from the algebraic equation dx/dt = 0, i.e. f (x, µ) = 0. Suppose that the fixed points of Eq.
(1) are given in the form of
which are usually represent multiple solutions, then the Jacobian of system (1) at x = x e (µ) yields
If all the eigenvalues of J(µ) have nonzero real parts, then the system is called hyperbolic and no complex dynamics exists in the vicinity of the fixed point. If at some point µ = µ c , at least one of the eigenvalues of J(µ) has zero real part, then µ c is called a critical point, and bifurcations may occur from x e .
To determine the stability of the fixed points, we need to find the eigenvalues of the Jacobian J(µ), which are given by the following polynomial equation:
If for a value of µ, all the roots of the polynomial P n (λ) have negative real parts, then the fixed point is (asymptotically) stable for this value of µ. If at least one of the eigenvalues has zero real part as µ reaches a critical point, µ c , then the fixed point becomes unstable and bifurcations occur from the critical point. When all the roots of P n (λ) have negative real parts, we call P n (λ) a stable polynomial, otherwise an unstable polynomial. According to the well-known Hurwitz criterion, the necessary and sufficient conditions, under which all the roots of the polynomial P n (λ) have negative real parts, are given by
where ∆ i (µ) are called principal minors of the Hurwitz arrangement of order n, defined as follows (here, order n means that there are n coefficients, a i (i = 1, 2, . . . , n), which construct the Hurwitz principal minors):
. . .
a n−2 a n−3 a n−4 a n−5 0 0 0 0 · · · a n a n−1 a n−2 a n−3 0 0 0 0 · · · 0 0 a n a n−1
a n a n−1 a n−2 a n−3 a n−4 0 0 0 0 · · · 0 0 a n a n−1 a n−2
Suppose as µ is varied to reach a point, µ = µ c , at least one of ∆ i 's becomes zero, then the fixed point x e becomes unstable at µ = µ c , called critical point. It is easy to see from Eq. (6) that if a n (µ c ) = 0, P n (λ) has one zero root, indicating that system (1) has a simple zero singularity and static bifurcation occurs from x e . When a n (µ c ) = a n−1 (µ c ) = 0, system (1) exhibits a double zero singularity and more complex dynamical behavior exists in the vicinity of the fixed point. This shows that it is straightforward to determine the purely zero singularities. However, it becomes much more difficult to determine the singularities which involve purely imaginary pairs. For example, Hopf bifurcation occurs at a critical point at which P n (λ) has a pair of purely imaginary eigenvalues, ±iω (ω > 0). For lower dimensional systems, it is not difficult to find the conditions. For example, the conditions under which there exists a Hopf bifurcation for the lower dimensional cases: n = 2, 3, 4 and 5, are listed in Table 1 . Note that the conditions given in this table actually yield ∆ n−1 = 0, but a n > 0. If, in addition, one wants the remaining eigenvalues of P n (λ) to still have negative real parts, then except ∆ n−1 , other Hurwitz inequalities should still hold.
It is easy to verify that the conditions given in Table 1 for n = 2, 3 and 4 are necessary and sufficient. For example, consider n = 4. The sufficiency can be shown by a direct calculation. From the condition, one has
, and then one can rewrite the polynomial P 4 (λ) as
which indicates that P 4 (λ) has a pair of purely eigenvalues λ 1,2 = ±i q a 3 /a 1 . If the other two Hurwitz inequalities a 1 > 0 and a 1 a 2 − a 3 = a 1 (a 2 − (a 3 /a 1 )) > 0 are still satisfied, then the remaining two eigenvalues λ 3,4 = (1/2)[−a 1 ± a 2 1 − 4(a 2 − (a 3 /a 1 ))] would still have negative real parts.
For necessity, suppose that P 4 (λ) has a pair of purely imaginary eigenvalues, ±iω (ω > 0), and the remaining two eigenvalues have negative real parts, then P 4 (λ) can be rewritten as 
where b 1 > 0 and b 2 > 0. Thus,
For n = 5, one can similarly prove the necessity, but not easy to use factorization to prove the sufficiency.
The trend shown in Table 1 suggests that the necessary and sufficient condition for system (1) to have a Hopf bifurcation is ∆ n−1 = 0 for a general system. In fact, it has been shown using a theorem obtained by Orlando [1911] that the necessary and sufficient condition for a general n-dimensional system to have Hopf singularity is ∆ n−1 = 0. The Orlando's theorem established the relation between ∆ n−1 and the eigenvalues of the characteristic polynomial, given by
where λ i 's are the eigenvalues of P n (λ). A brief discussion about the proof can be found in [Porter, 1967] . In this note, we will use a different approach, based on matrix theory, to prove the necessary and sufficient condition for Hopf bifurcation, and extend the proof to consider other singularities like double Hopf, k-Hopf, as well as a combination of Hopf and zeros. It should be pointed out that for a large dimensional system, it is usually not possible to find the explicit expression of the fixed point from the nonlinear algebraic equation f (x, µ) = 0, and one has to employ a numerical approach. So why is it then important to find closed-form formulas for determining the critical points? The reasons are as follows. Take Hopf bifurcation as an example. In this case, µ is a scalar (i.e. m = 1), and thus f (x, µ) = 0 has n nonlinear algebraic equations with n + 1 variables. If we can find an analytical equation, say, f n+1 (x, µ) = 0, from the critical condition of Hopf bifurcation, then we have a total of n + 1 equations for n + 1 variables. This makes it much easier to apply a numerical approach such as Newton's method to solve the n + 1 equations. Without this additional explicit equation, one has to start by taking a trial value of µ and then solve the equation f (x, µ) = 0 to find x, which is then substituted into the Jacobian to obtain P n (λ) and check if P n (λ) has a pair of purely imaginary eigenvalues; if not, try again. This can be very computationally demanding.
Similarly, we can discuss double Hopf bifurcation [Yu, 2001 [Yu, , 2002 for which the characteristic polynomial P n (λ) has two purely imaginary pairs, ±iω 1 and ±iω 2 (ω 1 , ω 2 > 0). In this case, the dimension of µ must be at least two (i.e. m ≥ 2). In the next section, we shall present the results for several singularities, and pay particular attention to Hopf, double Hopf and k-Hopf bifurcations.
Main Results
We first summarize the results for zero singularities, then particularly prove the necessary and sufficient critical conditions for Hopf, double Hopf and k-Hopf singularities, and finally discuss other types of singularities.
Zero singularity
As discussed in the previous section, it is easy to obtain the critical condition for a simple zero singularity: a n = 0; and that for a double zero singularity: a n = a n−1 = 0. In general, we have Theorem 1. The necessary and sufficient conditions for system (1) to have a k-zero singularity at a fixed point of the system are given by
where a i 's are the coefficients of the characteristic polynomial (4). Further, if the remaining coefficients a 1 , a 2 , . . . , a n−k still obey the Hurwitz conditions of order n − k, then all the remaining eigenvalues of the Jacobian have negative real parts.
Proof. The proof is straightforward. Under the condition (8), we can rewrite the characteristic polynomial P n (λ) as
Then k eigenvalues of P n (λ) are zero and the remaining (n − k) eigenvalues are given by P n−k (λ). The necessary and sufficient conditions for all the eigenvalues of P n−k (λ) having negative real parts are: the (n − k) coefficients a 1 , a 2 , . . . , a n−k yield (n − k) positive Hurwitz inequalities.
Hopf bifurcation
For Hopf bifurcation, we have the following result.
Theorem 2. The necessary and sufficient condition for system (1) to have a Hopf bifurcation at a fixed point of the system is
Further, if other Hurwitz conditions are still held, i.e. ∆ i > 0 for i = 1, 2, . . . , n − 2 and a n > 0, then all the remaining eigenvalues of the Jacobian have negative real parts.
Proof. Suppose that the characteristic polynomial of system (1) is given by Eq. (4). If all the Hurwitz conditions are satisfied, i.e. ∆ i > 0, i = 1, 2, . . . , n, then all the eigenvalues of the characteristic polynomial P (λ) have negative real parts. Then, we consider as the parameter µ varies, two eigenvalues first across the imaginary axis on the complex plane, while the remaining eigenvalues are still located on the left half-plane. Thus, some of ∆ i 's become zero at the crossing. In this case, we can rewrite P (λ) as
where λ 1 and λ 2 are two roots of P n (λ). The (n − 2) coefficients of the polynomial P n−2 (λ), b i 's obey the Hurwitz inequalities of order (n − 2), which can be obtained from the following (n − 2) × (n − 2) matrix:
For example, ∆ B n−2 = det(B), where the superscript B denotes the matrix B.
It follows from Eq. (11) that
Since we only consider the possibility that two eigenvalues cross the imaginary axis from left to right half-plane, there are only two possibilities for λ 1 and λ 2 before the crossing, either (i) both λ 1 and λ 2 are real, and λ 1 < 0, λ 2 < 0; or (ii) λ 1 and λ 2 are complex conjugates with negative real part, i.e. λ 1 = λ 2 = α + iβ, with α < 0.
Note that both cases yield λ 1 + λ 2 < 0 and λ 1 λ 2 > 0. It is clear that in order to have a n = λ 1 λ 2 b n−2 = 0, where b n−2 = 0 according to the assumption, one must choose λ 1 λ 2 = 0, resulting either in a simple zero or a double zero singularity. This has been discussed in Sec. 3.1. So we now assume that λ 1 and λ 2 are complex conjugate before they cross the imaginary axis. Thus, λ 1 + λ 2 = 2α and λ 1 λ 2 = α 2 + β 2 , giving rise to a Hopf bifurcation at α = 0 if ∂α/∂µ = 0. Applying the formula ∆ n−1 given in Eq. (6) with the aid of Eq. (12) yields
a n−2 a n−3 a n−4 a n−5 0 0 0 0 · · · a n a n−1 a n−2 a n−3
First notice that the kth row of the matrix A 3 is the (k − 1)th row of the matrix A 1 for k = 2, 3, . . . , n − 1 and the first row of A 3 is zero, so the matrix A 3 contributes zero to the determinant due to the property of basic matrix operations. Next, it can be observed that the kth column of the matrix A 2 is the (k + 1)th column of the matrix A 1 for k = 1, 2, . . . , n − 2. This indicates that these (n − 2) columns of the matrix A 2 contributes zero to the determinant, and only the last column of A 2 has nonzero contribution. Therefore, ∆ n−1 given in Eq. (14) can be rewritten as
where B is given in Eq. Further, we need to prove that all the other Hurwitz inequalities, ∆ i > 0, i = 1, 2, . . . , n − 2, still hold as long as P n−2 (λ) is a stable polynomial. For example, we show ∆ n−2 > 0.
since α ≤ 0, and b n−2 > 0, b n−3 > 0, ∆ B n−3 > 0 due to P n−2 (λ) being a stable polynomial. Similarly, we can prove that ∆ i > 0, i = 1, 2, . . . , n − 3.
Summarizing the above results shows that
This completes the proof of Theorem 2.
Note: ∆ n−1 = 0 implies that ∆ n = a n ∆ n−1 = 0.
k-Hopf bifurcation
k-Hopf bifurcation means that the characteristic polynomial P n (λ) has k (k ≤ [n/2]) purely imaginary pairs. In other words, as the parameter µ is varied, there are k complex conjugates simultaneously crossing the imaginary axis from the left to the right half complex plane. We first consider double Hopf bifurcation (k = 2), and then extend the result to k-Hopf bifurcation. Based on the proof given in the previous subsection for Hopf bifurcation, we can obtain the necessary and sufficient conditions for double Hopf bifurcation. The critical point of system (1) at which a double Hopf bifurcation occurs is defined when the characteristic polynomial P n (λ) has two pairs of purely imaginary eigenvalues ±iω 1 and ±iω 2 (ω 1 > 0, ω 2 > 0). In other words, on the complex plane, as the parameter µ is varied, there exist two complex conjugates which cross the imaginary axis simultaneously. If ω 1 /ω 2 = p/q, where p and q are positive integers, the case is called resonance, otherwise it is nonresonance.
For double Hopf bifurcation, we have the following result.
Theorem 3. The necessary and sufficient conditions for system (1) to have a double Hopf bifurcation at a fixed point of the system are given by
Further, if other Hurwitz conditions are still held, i.e. ∆ i > 0 for i = 1, 2, . . . , n − 4 and a n > 0, then all the remaining eigenvalues of the Jacobian have negative real parts.
Proof. Note that ∆ n−2 = 0 is not required, but due to ∆ n−1 = ∆ n−3 = 0. Since we can consider a double Hopf bifurcation as two Hopf bifurcations which occur simultaneously, we may apply the results obtained in the previous subsection for Hopf bifurcation to consider double Hopf bifurcation. For a Hopf bifurcation, i.e. the characteristic polynomial (4) has a pair of purely imaginary eigenvalues, ±iω 1 , the necessary and sufficient condition is ∆ n−1 = 0. In other words, P n (λ) having a purely imaginary pair and the remaining ones having negative parts is equivalent to ∆ n−1 = 0, but ∆ i > 0, i = 1, 2, . . . , n − 2 and a n > 0. Thus, we may write P n (λ) as
+ · · · + a n−2 λ 2 + a n−1 λ + a n (18) which gives ∆ n−1 = 0, but ∆ i > 0, i = 1, 2, . . . , n−2 and a n > 0. Here, ω > 0 is one of the two frequencies. Now, we consider the second Hopf bifurcation based on the characteristic polynomial of P n−2 (λ). Applying the results of Hopf bifurcation to P n−2 (λ) suggests that the necessary and sufficient condition for P n−2 (λ) to have a purely imaginary pair is
and b n−2 > 0. The remaining eigenvalues still have negative real parts if ∆ B i > 0, i = 1, 2, . . . , n − 4. Based on the above results, we derive the necessary and sufficient conditions for system (1) to have a double Hopf bifurcation, based on the original characteristic polynomial P n (λ).
First, note from Eq. (18) that a n = ω 2 b n−2 > 0 since b n−2 > 0. We already know that ∆ n−1 = 0. Next, we show ∆ n−3 = 0 as follows.
where the result ∆ B n−3 = 0, given in Eq. (19), has been used. However, we can show that ∆ n−4 > 0 in a similar procedure.
a n−4 a n−5 a n−6 0 0 0 0 · · · a n−2 a n−3 a n−4
In fact, following the above formula, we can show that ∆ i = ∆ B i > 0, i = 1, 2, . . . , n − 4. For ∆ n−2 , we find
a n−3 a n−4 a n−5 a n−6 0 0 0 0 · · · a n−1 a n−2 a n−3 a n−4 0 0 0 0 · · · 0 a n a n−1 a n−2
which is also due to ∆ B n−3 = 0, implicitly because of ∆ n−1 = 0.
Thus, the proof of Theorem 3 is Completed.
With a similar proof to that of Theorem 3, we can prove the following theorem. 
Further, if other Hurwitz conditions are still held, i.e. ∆ i > 0 for i = 1, 2, . . . , n − 2k and a n > 0, then all the remaining eigenvalues of the Jacobian have negative real parts.
Other types of singularities
Finally, we list the results of some combined singularities of zero and purely imaginary pairs in Table 2 . The proof can follow the procedure given for Hopf and double Hopf bifurcations. The remaining eigenvalues still have negative real parts if and only if the other Hurwitz conditions still hold. Other possible singularities can be similarly obtained. 
An Example
In this section, we present a model of induction machine to demonstrate the application of the theorems obtained in the previous section. The model is based on the one discussed in [Krause et al., 2002] and the same notations are adopted here. Since in this paper we are mainly interested in the application of the critical conditions, we will not give the detailed derivation of the model. An induction machine (or asynchronous machine) is one of the electrical machines which is widely used in industrial applications. The behavior of induction machine is studied for years, but the main attention has been focused on steady state solutions due to the complexity of the model (even with simplifying assumptions). In order to study dynamical behavior of the model such as instability and bifurcations, the conditions of the bifurcation (critical) points are to be determined.
where, except the state variables, all the other variables are system parameters. Letting
and substituting proper parameter values to Eq. (24) finally yields a model of a 3hp induction machine asẋ = f (x, V, T L ):
where V > 0 and T L > 0 are parameters, representing the input voltage of the motor and the load torque, respectively. Settingẋ i = 0, i = 1, 2, . . . , 7, results in two equilibrium solutions (fixed points):
Eq. (25) is given by 
(Note that in general J is a function of the state variable x and the parameter variable µ, J(x, µ).)
The characteristic polynomial of J(x) is obtained as
, where
In the following, we consider several singularities. Since the system has only two parameters, the singularities can only be codimension one or two, which include simple zero, double zero, Hopf bifurcation, double Hopf bifurcation and Hopf-zero singularity.
Simple zero eigenvalue
Letting a 7 = 0 and using Eq. (26) yields
Since the existence of the equilibrium solutions
x + becomes unstable, and static bifurcation (jumping) occurs from x + . Since this paper is focused on the study of the conditions of critical points, no further discussion will be held on the bifurcation solutions. Simple zero singularity only needs one parameter, we may fix one of them. For example, choose T L = 1, then it can be shown that ∆ i > 0, i = 2, 3, 4, 5 for any values of V > 0 (noting that a 1 = 16/5 > 0); ∆ 6 > 0 when V < 6.2395593195 or V > 7.3536924239; and a 7 > 0 when V > 0.4381830425. Therefore, x + is stable when 0.4381830425 < V < 6.2395593195 or V > 7.35369242394; unstable when 6.2395593195 < V < 7.35369242394. The point, defined by
is a static critical point form where a static bifurcation occurs.
Double zero eigenvalue
For this case, consider x + . In addition to the condition a 7 (x + ) = 0, we also need a 6 (x + ) = 0. Using Eqs. (26) and (28) results in
Thus, setting a 7 (x + ) = a 6 (x + ) = 0 gives
which do not have positive solutions. Therefore, double zero singularity does not exist in this example.
Hopf bifurcation
For Hopf bifurcation, we only need one parameter, and again choose T L = 1. Then, the existence of the two fixed points requires that V ≥ V 0 = ((3 + √ 109)/70) 1/2 ≈ 0.4381830425. Since x − is always unstable when V > V 0 , we consider x + . Under the choice of T L = 1, it has been shown in Sec. 4.1 that x + is stable when 0.4381830425 < V < 0.62395593195 or V > 7.35369242394; unstable when 0.62395593195 < V < 7.35369242394. The point V 0 = 0.4381830425 is a static critical point.
In this section, we shall show that the two points V = 0.62395593195 and V = 7.35369242394 are actually Hopf bifurcation points.
To analytically obtain the critical conditions under which a Hopf bifurcation may occur, apply the formula ∆ 6 given in Eq. (6) to obtain the equation:
where Q 1 (V 2 ) and Q 2 (V 2 ) are polynomials of V 2 . Equation (34) yields a polynomial in the form
which is a 21st-degree polynomial of V 2 . One may apply the built-in program fsolve in Maple to solve this polynomial to find all the three real solutions:
V 2 = 38.9321005020, 54.0767922650 and −26.6127343788.
Taking positive values yields
V h = 6.2395593195 or 7.3536924239.
These two solutions satisfy Eq. (34) and thus are true Hopf critical points, and are only Hopf critical points. From the discussion in Sec. 4.1 we know that at these two critical points, except ∆ 6 = 0, all other Hurwitz equalities still remain positive. Thus, at these two Hopf critical points, the characteristic polynomial has a purely imaginary pair and the remaining five eigenvalues still have negative parts. For example, we substitute V = 6.2395593195 into Eq. (26) The above results are obtained under the choice
Double Hopf bifurcation
Now, we consider double Hopf bifurcation, which requires two parameters V and T L . The condition for the existence of the equilibrium solutions The necessary and sufficient conditions for the existence of a double Hopf bifurcation are ∆ 4 = ∆ 6 = 0. Applying the formulas given in Eq. (6) with the aid of Eq. (28) yields
which can be rewritten as two polynomial equations:
where G 9,12 , A 3,4 , B 3,4 and C 9,12 are all polynomials of V 2 and T L . The subscripts m and n denote the degrees of the polynomials with respect to V 2 and T L , respectively. Therefore, we need to solve three sets of equations:
I. G 9,12 = A 3,4 = 0, II. G 9,12 = B 3,4 = 0, III. G 9,12 = C 9,12 = 0.
For each set of the equations, we first eliminate V 2 to find a polynomial of single variable T L , and then solve all the real solutions of T L from that polynomial. It can be shown that the three sets only have the following real solutions: 
Thus, no positive solutions exist for V 2 . Hence, no Double Hopf bifurcation point exist for this example.
Hopf-zero singularity
Finally, we consider Hopf-zero singularity, which is determined from a 7 = ∆ 6 = 0. Using Eq. (29) 
Conclusion
In this note, explicit necessary and sufficient conditions for determining the critical points of general differential equations have been derived in terms of system parameters. Zero singularity, Hopf and multiple Hopf bifurcations, and the combination of zero and Hopf singularity have been considered. An induction machine model is presented to show the advantage of using the new formulas. The results obtained in this note are quite useful in solving real physical and engineering problems.
