We consider N by N deformed Wigner random matrices of the form X N = H N +A N , where H N is a real symmetric or complex Hermitian Wigner matrix and A N is a deterministic real bounded diagonal matrix. We prove a universal Central Limit Theorem for the linear eigenvalue statistics of X N for all mesoscopic scales both in the spectral bulk and at regular edges where the global eigenvalue density vanishes as a square root. The method relies on the characteristic function method in [33] , local laws for the Green function of X N in [35, 32, 3] and analytic subordination properties of the free additive convolution [16, 29] .
1. Introduction 1.1. Linear eigenvalue statistics of Wigner matrix. A Wigner matrix H N is an N × N real symmetric or complex Hermitian random matrix with independent entries up to the constraint H N = H * N . In the case the entries are Gaussian random variables, these matrices belong to the Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE), respectively. Wigner [49] proved the semicircle law stating that the empirical eigenvalue distribution of H N converges to the semicircle distribution with density ρ sc (x) = 1 2π √ 4 − x 2 1 [−2 ,2] . That is, for any test function f ∈ C c (R),
in probability, which can be understood as a Law of Large Numbers. Johansson [30] obtained the corresponding Central Limit Theorem (CLT) for such linear eigenvalue statistics of the GUE, i.e. Boutet de Monvel and Khorunzhy initiated the study of mesoscopic linear eigenvalue statistics, i.e. the derivation of Gaussian fluctuations for the random variable
with E 0 ∈ (−2, 2) on mesoscopic scales N −1 η 0 1. In [12, 13] , they obtained CLTs for the test function (x − i) −1 on all mesoscopic scales for the GOE, and N − 1 8 η 0 1 for symmetric Wigner matrices, respectively. Lodhia and Simm [38] extended the CLT for arbitrary Wigner matrices and general test functions on scales N −1/3 η 0 1. He and Knowles [27] used moment estimates for Green functions to prove the CLT for real symmetric and complex Hermitian Wigner matrices on the optimal scales N −1 η 0 1. More recently, Landon and Sosoe [33] obtained similar CLT by means of the characteristic function.
Mesoscopic central limit theorems are important tools in the theory of homogenization of Dyson Brownian motion introduced by Bourgade, Erdős, Yau and Yin [10] to prove fixed energy universality of local eigenvalue statistics of Wigner matrices. Landon, Sosoe and Yau [34] subsequently derived a mesoscopic CLT to show fixed energy universality of the Dyson Brownian motion. Mesoscopic central limit theorems were used by Landon and Sosoe [33] and by Bourgade and Mody [11] to derive Gaussian fluctuations of single eigenvalues, and in [11, 9] to show Gaussian fluctuations of the determinant of Wigner matrices.
Mesoscopic CLTs can also be studied at the spectral edges, where the mesoscopic scales are N − 2 3 η 0 1. For the GUE, Basor and Widom [5] used asymptotics of the Airy kernel to prove mesoscopic CLTs at the edges. Min and Chen [40] subsequently considered edge CLTs for the GOE. Recently, Adhikari and Huang [1] obtained the mesoscopic CLT at the edges down to the optimal scale η 0 N − 2 3 for the Dyson Brownian motion.
1.2. Deformed Wigner matrices. In the present paper we are interested in deformed Wigner matrices. A deformed Wigner matrix is an N × N random matrix of the form
where H N is a real symmetric or complex Hermitian Wigner matrix and A N is a real deterministic diagonal matrix. Suppose the empirical eigenvalue distribution of A N has a deterministic limiting measure, denoted by µ α . It was shown by Pastur [42] that the empirical eigenvalue distribution of X N converges weakly in probability to the free additive convolution of µ sc and µ α , denoted by µ f c = µ sc µ α ; see also [47] . A CLT for the linear eigenvalue statistics with test functions in C 2 c (R) was obtained by Ji and Lee [29] under a one-cut assumption on µ f c . They also computed the expectation and variance in terms of µ α . Dallaporta and Fevrier [16] obtained the CLT for general µ f c . Their results are summarized in Theorem 2.7 below.
In the present paper, we study the fluctuations of the linear eigenvalue statistics (1.2) in the mesoscopic regime. We assume that the free convolution measure µ f c is supported on a single interval and vanishes as a square root at the end-points. This edge behavior of the limiting eigenvalue distribution is quite common in random matrix theory, and sometimes referred to as regular edge. Denoting κ 0 = κ 0 (E 0 ) the distance from E 0 to the closest edge of the free convolution measure, we derive a CLT at energy E 0 on scales η 0 with N −1 η 0 √ η 0 + κ 0 ≤ 1; see Theorem 2.9. This range of η 0 covers the global scale as well as all mesoscopic scales up to the spectral edges. For energies E 0 in the bulk and at the edges respectively, we compute the variances and biases explicitly on the mesoscopic scales, where we recover the formulas for the Gaussian ensembles. This shows the expected universality of mesoscopic linear eigenvalue fluctuations.
We follow the idea of [33] to compute the characteristic function of (1.2) in combination with the Helffer-Sjöstrand formula. We also rely on local laws for Green functions [3, 32, 35] and analytic subordination for the free convolution measure, as used in [16, 29, 35] .
On the global scale, the derivation of the linear eigenvalue statistics is insensitive [16] to the precise behavior of the free convolution measure µ f c . An interesting aspect of the free additive convolution measure and deformed Wigner matrices is that the densities may show other edge behaviors than square roots. For such setups, one expects mesoscopic CLTs with different scalings, variances and biases. This is a main motivation for us to study linear eigenvalue statistics at spectral edges. The local eigenvalue statistics at such critical edges are only partly understood, see e.g. [31, 36] for some results. At cusp points in the interior of the bulk spectrum the universality of the local eigenvalue fluctuations was recently proved in [24, 17] .
1.3. Related models. Deformed Wigner matrices are closely related to Dyson Brownian motion, for which mesoscopic CLTs were obtained inside the bulk [18, 34, 28] and at the regular edges [1] . The mesoscopic linear statistics were also studied for random band matrices [19, 20] , sparse Wigner matrices [25] , mesoscopic eigenvalue density correlations for Wigner matrices [26] , invariant β-ensembles [6] and orthogonal polynomial ensembles [14] . The global fluctuations of the deformed GOE/GUE can also be studied using the framework of second order freeness [41] .
1.4. Structure of this paper. Section 2 contains the precise definitions, assumptions and the main results. The proof the main theorem is carried out in Section 3-5. In Section 6 and 7, we compute the variances and the biases in the bulk and at the edges. Some auxiliary results are proved in the appendices.
Notation: We use c, k and C, K to denote strictly positive constants that are independent of N . Their values may change from line to line. We write
We denote the upper half-plane by C + := {z ∈ C : Im z > 0}.
Model and main results
2.1. Model and assumptions. Let H N ≡ H be an N × N real or complex Wigner matrix satisfying the following assumption. Assumption 2.1. For a real (β = 1) symmetric Wigner matrix H we assume that:
(1) {H ij |i ≤ j} are independent real-valued centered random variables with
(3) All entries have uniform sub-exponential decay, that is, there exist C 0 > 0 and θ > 1 such that
In particular, we have
For complex (β = 2) Hermitian Wigner matrix we assume that:
(1) {ReH ij , ImH ij |i ≤ j} are independent centered real-valued random variables with H ij = H ji .
The sub-exponential tail assumption in (2.1) holds.
Let {A N } = Diag(a i ) be a sequence of real deterministic diagonal N ×N matrices with A op uniformly bounded in N . The empirical spectral measure of A N is defined by
For a probability measure ν on R denote by m ν its Stieltjes transform, i.e.
Note that m ν : C + → C + is analytic and can be analytically continued to the real line outside the support of ν. Moreover, m ν satisfies lim η ∞ iηm µ (iη) = −1. Conversely, if m : C + → C + is an analytic function with lim η ∞ iηm(iη) = −1, then m is the Stieltjes transform of a probability measure ν, i.e., m(z) = m ν (z), for all z ∈ C + ; see e.g., [2] . The following assumption ensures the existence of the weak limiting measure of µ A .
Assumption 2.2. There exists a deterministic and compactly supported probability measure denoted as µ α , such that µ A converges weakly to µ α . In addition, there exists α 0 > 0 such that for any fixed compact set
4)
for sufficiently large N .
Define the deformed Wigner matrix as
The eigenvalues of X N are denoted as λ i ∈ R. The empirical spectral measure of X N is defined by µ N (x) = 1 N N i=1 δ λi . For z ∈ C + , we introduce the Green function, G(z), and its normalized trace as
The empirical spectral distribution µ N converges as N tends to infinity to the free additive convolution of µ α and the standard semicircle law. The free convolution measure can be described by analytic subordination [8, 48] : Its Stieltjes transform,m f c , is the unique solution to the Pastur equatioñ
5)
subject to the constraint Imm f c (z) > 0, z ∈ C + . Since the convergence speed in (2.4) can be very slow, we work with a finite N version of the free convolution measure. Let µ f c denote the free additive convolution of the standard semicircle law and the spectral distribution µ A . The Stieltjes transform of µ f c , denoted by m f c , is hence the unique solution to
such that Imm f c (z) > 0, z ∈ C + . Note that µ f c depends on N , but is a deterministic probability measure. Biane [7] proved that µ f c and µ f c are absolutely continuous probability measures whose densities, are analytic wherever positive. We denote the density functions by ρ f c and ρ f c . In general the measures ρ f c and ρ f c are supported on several disjoint intervals and may have irregular edges where the densities do not vanish as a square root or have cusp points inside the support. The following assumption will rule out such scenarios. Assumption 2.3. Let I be the smallest interval that contains the support of µ α , and assume that
for some constant w > 0 (the left side may be infinite). Similarly, letÎ be the smallest interval that contains the support of µ A , and assume that
for sufficient large N .
The above assumption ensures that the density function ρ f c andρ f c are supported on a single interval (for N sufficiently large) and vanish as square roots at the endpoints of the support. 
whereκ := min{|E −L − |, |E −L + |}. The pointsL ± are the two real solutions to the equation
The same holds true, for sufficiently large N , if we replace µ α ,ρ f c ,L ± andκ by µ A , ρ f c , L ± and κ, respectively. Here [L − , L + ] is the support of ρ f c and κ := min{|E − L − |, |E − L + |}.
2.2.
Local law for the deformed Wigner matrices. We will use the following definition on highprobability estimates from [21] .
Definition 2.5. Let X ≡ X (N ) and Y ≡ Y (N ) be two sequences of nonnegative random variables. We say Y stochastically dominates X if, for all (small) > 0 and (large) D > 0,
8)
for sufficiently large N ≥ N 0 ( , D), and we write X ≺ Y or X = O ≺ (Y).
We further introduce the spectral domain,
where M > 1 + max{|L − |, |L + |} and c > 0 is small. Define the deterministic control parameters
(2.10)
Using (4.1), (4.2) in Lemma 4.1 below, we have
The following local law for the Green function was proved in [35] . 
The local law gives strong rigidity estimates for the eigenvalues of X N . It also gives an upper bound, up to factors of N , on the size of the fluctuations TrG(z) − ETrG(z). It is hence natural to study the fluctuations of TrG(z) − ETrG(z). The CLT for the linear eigenvalue statistics for general test functions is proved in [16] and [29] on global scale when Im z is order one. Via the Helffer-Sjöstrand functional calculus, a CLT for the resolvent can be translated to a CLT for the linear statistics. Theorem 2.7 (Theorem 2.15 of [29] ). Under the Assumptions 2.1-2.3, for any ϕ ∈ C c (R) which is analytic on a neighborhood of [L − ,L + ], the random variable
,
and Γ is a rectangular contour with vertices (a ± ± iv 0 ) so that ±(a ± −L ± ) > 0 and Γ lies within the analytic domain of ϕ.
Using ideas of M. Shcherbina [43] , the above result can be extended to C 2 c (R) test functions. In [16] , the corresponding result was obtained for the multi-cut regime.
We will write f N as f for notational simplicity. Define
Following [39, 33] , we study the characteristic function
Let τ > 0 be an arbitrary small constant and define
A key observation in [33] is that working on Ω 0 instead of all C, effectively removes the ultra-local scales without affecting the mesoscopic linear statistics. 
16)
and
wheref is an almost analytic extension of f given in Lemma
Proposition 2.8 implies the following result.
Theorem 2.9. Under the same assumptions as in Proposition 2.8, if we further assume that there ex-
converges in distribution to a standard Gaussian distribution.
We remark that the Theorem 2.9 applies to the global scale as well as the mesoscopic scales. The expectation of Trf (X N ) has the following asymptotic expansion, which matches the result in [16, 29] on the global scale.
Then the bias is given by
On the mesoscopic scales, we obtain the following universal CLTs for the linear eigenvalue statistics in the bulk and at the regular edges. Theorem 2.11. (Mesoscopic CLT in the bulk) Let X N be a deformed Wigner matrix satisfying the Assumptions 2.1, 2.2 and 2.3. Let η 0 = N −1+a1 with some small a 1 > 0, E 0 ∈ (L − , L + ) such that κ 0 > c 0 , for some c 0 > 0. Then, for any function g ∈ C 2 c (R), the linear statistics
converges in distribution to a Gaussian distribution with mean zero and variance
In particular, the bias vanishes in the bulk regime. 
At the left edge L − , we obtain a similar CLT with variance 1
Remark: The bulk variance (2.19) agrees with the GOE/GUE. For the edges, the bias and variance in (2.20) coincide with those of the GUE/GOE obtained in [5, 40] and the Dyson Brownian motion in [1] .
Remark: We remark that our assumption that the fourth moments of the off-diagonal entries are identical can easily be relaxed in the above theorems. The regularity condition we impose on the test function g is clearly not optimal, and we expect results can be extended to C 1,r,s (R) functions; see [27] . Finally, for test functions in C 2 c (R), we can relax the single support condition for µ f c by assuming instead that the cuts of the support of µ f c are separated by order one.
Proof of Proposition 2.8
In this section, we prove Proposition 2.8 by reducing it to the main technical result Lemma 3.4. Recall the scaled test function f from (2.12). There are constants such that
We use the Helffer-Sjöstrand formula to link f (X N ) to the Green function of X N .
Then we have
, and d 2 z is the Lebesgue measure on C. Therefore, we write
Plugging the above equation in e(λ) given by (2.14), we have
Taking the derivative of the characteristic function given in (2.14) , and applying (3.3), we get
Following [33] , we restrict the domain of the spectral parameter to Ω 0 , as the very local scales do not contribute to φ(λ). Indeed, using that y → Imm N (z)y is increasing, we can extend the local law as follows:
uniformly in |y| > 0 and |x| < M ; see (2.9). Together with (3.1), we have
Using the same argument, since |e(λ)| = 1, we have
Similarly, we restrict the integration domain of e(λ) in (3.3) to Ω 0 . Let
. We also have |e 0 (λ)| = 1, using |e(λ)| = 1 and TrG(z) = TrG(z). If we further replace e(λ) by e 0 (λ) in (3.7), then we get
The last error term on the right side, and many error terms below, are estimated using the following lemma, which is a variant of Lemma 4.4 in [33] . The proof is provided in Appendix B. Thus, in order to study φ (λ), it is sufficient to estimate E [(e 0 (λ)(Tr(G(z)) − ETrG(z))]. The key input is the following cumulant expansion formula. 
where the error term satisfies
and M > 0 is an arbitrary fixed cutoff.
For reference, we refer e.g. to Lemma 3.1 in [27] . We give the proof the following lemma in Section 5.
where I is given in (2.16) and
and E(z) is analytic in Ω 0 and satisfies
Admitting Lemma 3.4 and plugging in (3.9), we have
By the definition of κ 0 in (2.13), κ ≥ κ 0 . Moreover |Imz| ≥ N −τ η 0 , for z ∈ Ω 0 . Using Lemma 3.2, we hence obtain the estimateẼ
Assuming (1) There exists C > 1 such that
(2) (Stability bound) There exists C > 1, such that
uniformly for z ∈ D and a ∈ supp(µ α ) .
moreover, there exists C > 1 such that for all z ∈ D,
The following lemma implies that m f c behaves similarly asm f c , for sufficiently large N . [37] ) Under the Assumptions 2.2 and 2.3, for sufficiently large N , statements 1-4 in Lemma 4.1 hold true withm f c ,κ, µ α andL ± replaced by m f c , κ, µ A and L ± respectively. Moreover, the constants in these inequalities can be chosen uniformly in N for sufficient large N . Furthermore, there exists c > 0 such that
Recall the function I(z 1 , z 2 ) given in (2.16) and I s (z) in (2.18) . As analogues we also defineĨ by replacing the measure µ A by its limiting measure µ α , i.e.
By direct computation, one proves the following lemma. It holds for both I andĨ.
. 
The proof of the above two lemmas can be found in Appendix B.
4.2.
Properties of the Green function. As a more general version of the local law in Theorem 2.6, we introduce the anisotropic local law. Recall the control parameters Ψ and Θ from (2.10). 
Finally, we conclude this subsection by recalling some properties of stochastic domination. More details are found in Chapter 6.3 in [23] .
and |X| ≤ N c almost surely with some fixed exponent c, then we have EX ≺ EY .
Proof of Lemma 3.4
For the simplicity of the presentation, we consider only the real symmetric case here. The complex case being similar is proved in Appendix A. For notational simplicity, let
, z ∈ C \ supp(µ f c ).
Before we proceed the proof of Lemma 3.4, we state a useful lemma.
Lemma 5.1. For any i, j, we have
In general, for any integer k ∈ N, we have
The above lemma follows from the relation
The details are provided in Appendix B. Now we are ready to prove Lemma 3.4.
Proof of Lemma 3.4. By the definition of the resolvent function, we have
Thus we obtain that
Using the cumulant expansion Theorem 3.3, we obtain
where
Here c 
The last error term of (5.5) is estimated by (5.3), (2.2) and Lemma 4.6. Note that for z ∈ Ω 0 ∩ D , we have the deterministic bound |G ij | ≤ G op ≤ (Imz) −1 = O(N c ). Combining with |e 0 (λ)| = 1, we can use the fourth statement of Lemma 4.6. We will use this argument throughout the proof. The error terms in this section are all uniform in z ∈ Ω 0 ∩ D . In the following, we estimate I 1 , I 2 and I 3 respectively.
5.1.
Estimate on I 1 . Using (5.4), we have for each i,
Next, we consider the linear statistics of A 1 (i),
This will be used later in Section 5.4. We first use the anisotropic local law to deal with the first term of (5.6). Let B in Theorem 4.5 to be B = Diag (g i (z)). By (4.3), we have B op ≤ C. Though B depends on z, since g i (z) is uniformly bounded and analytic in Ω 0 ∩ D , then |g i (z)| ≤ C Imz = O(N c ), we can use a continuity argument to show that the anisotropic local law still holds, i.e.,
N
with Θ as in (2.10). Since G ii (z) and g i (z) are analytic in Ω 0 ∩ D , the Cauchy integral formula yields
Similarly using the anisotropic local law, the second term of (5.6) is also bounded from above by Θ(z) Imz . Thus,
Next, we consider the second term A 2 (i). Using the local law, we have
with Ψ(z) as in (2.10). Here the first term of A 2 will be moved to the left side of the equation (5.5) .
Note that if we take the linear statistics of the error term as in (5.8), using the same argument in (5.7),
we will get an error as O ≺ N Θ 2 (z) . In addition, the local law also implies that
Note that A 4 is a leading term of I 1 . Using the local law, (5.1) and Lemma 5.3, we write
We compute these two terms below in the Section 5.4.
5.2.
Estimate on I 2 . In this subsection, we will show that I 2 is negligible. Since the third cumulants are bounded, it is enough to study
First, we study the last term B 3 (i). Using (5.4) and the local law, we have, for some coefficients K 1 and K 2 , that
ij g j (z)G ij , using the anisotropic local law Theorem 4.5. Let v j = δ ij and
ij g j (z). Note that w 2 is bounded because of the stability bound (4.3) and the moment condition (2.2). Though w depends on z, we can use a continuity argument to show that
. Therefore, we obtain the upper bound
For the second term, by (5.4), (5.1), and the local law we have
By the same argument as in (5.10) and the Cauchy integral formula, we have
Using the stability bound (4.3) and Lemma 3.2, we have
Similarly, by plugging (5.2) in the expression of B 1 , we have
Using the anisotropic local law, we have
Therefore, using the stability bound (4.3), we have
It is not hard to show that the diagonal terms for i = j are negligible. Thus we can just replace the fourth cumulants by W 4 − 3. There are four terms in I 3 and we denote them as D 1 (i), D 2 (i), D 3 (i) and D 4 (i) respectively. First, we look at D 1 . By the local law and (5.3), we have |D 1 (i)| ≺ (1 + |λ| 3 )N −1 Ψ(z). Similarly, using (5.4), (5.1) and the local law, we have |D 3 
. For the last term D 4 , using (5.4) and the local law, for some coefficient K 1 , K 2 , K 3 ,
Finally, we look at the leading term D 2 (i). Using the local law and (5.3), we have
5.4. Adding up the contributions to (5.5) . Summing up the contributions from the previous subsections, we write (5.5) as
where D 2 is given in (5.11) and A 41 , A 42 in (5.9), and (i) is the error term obtained in the previous subsections. Thanks to the stability bound (4.3), we can divide both sides by z − a i + m f c to get
Summing over i and rearranging, we find
where E 1 is the linear statistics of (i). By the argument in Section 5.1-5.3, we get
Next, we study the leading terms of the right side of (5.12). Plugging (5.1) in (5.9), we have
By the resolvent identity,
we can write
We separate into two cases: Case 1: If z and z belong to different half-planes, then we have 1 |z−z | ≤ 1 |Imz| . Thus by the anisotropic local law, we have
Case 2: If z and z are in the same half-plane, without loss of generality, we can assume they both belong to the upper half plane. If |Imz − Imz | ≥ 1 2 Imz, then we can use the same argument as in Case 1. Thus it is sufficient to study when |Imz − Imz | ≤ 1 2 Imz, which means 2 3 Imz ≤ Imz ≤ 2Imz . Note that
For the first term on the right side, by direct computation, we get
When z, z are in the same half plane, m f c is analytic in the neighborhood of the segment connecting z and z , denoted as L(z, z ). Thus
Combining with (4.3), we have
Using the anisotropic local law and the same argument as in (5.7), we obtain that the first term is
Imz . For the second term, we write it as h(z)−h(z )
Since h is analytic in the neighborhood of L(z, z ), we have
The anisotropic local law implies that sup w∈L(z,z ) |h(w)| ≺ Θ(z). Using the Cauchy integral formula,
Imz . Then we obtain the same upper bound as in Case 1. Therefore, in both cases, we have
Taking the derivative and using the Cauchy integral formula, we have ∂ ∂z F (z, z ) = ∂ ∂z
Then by using Lemma 3.2, we have
Similarly, plugging (5.1) in (5.9), we have
Finally, plugging (5.2) in the leading term of (5.11) we have
Therefore, we have
Dividing both sides by 1 − I s (z), recalling from Lemma 4.4 that In this section, we compute the variances of the mesoscopic CLT in the bulk and at the edges. 6.1. In the bulk. We compute the variance V (f ) defined in (2.17) with f given in (2.12). Lemma 6.1. Under the assumptions and notations of Theorem 2.9, we have
Assuming that we have proved the above lemma, V (f ) converges to some positive constant since g ∈ C 2 c (R). Theorem 2.11 is a direct result of Proposition 2.8 after integrating φ (λ) and using the Levy continuity theorem.
Proof of Lemma 6.1. Recall that
Using Lemma 4.4 and the stability bound (4.3), we have
.
(6.5) In addition, recalling (4.8), for z 1 = z 2 , we have
If z 1 and z 2 are in the same half plane, m f c is analytic in a neighborhood of the segment connecting z 1 and z 2 , denoted as L(z 1 , z 2 ). By Lemma 4.4, then we have
If z 1 , z 2 belong to different half planes, using Lemma 4.4, then we have
Now, we are ready to compute V (f ). Since ∂ ∂z K i (z, z ) = ∂ ∂z K i (z, z ) = 0, (i = 1, 2, 3), and by Stokes' formula, we have
where Γ 1 = {x 1 + iy 1 : |y 1 | = N −τ η 0 } and Γ 2 = x 2 + iy 2 : |y 2 | = 1 2 N −τ η 0 . We choose the orientation of both contours to be counterclockwise. The parts on the upper half plane are denoted as Γ + 1 , Γ + 2 , while the parts on the lower half plane are Γ − 1 , Γ − 2 . Using (6.3)-(6.5), since κ ≥ κ 0 ≥ c 0 for some positive constant c 0 > 0, we have |K 1 + K 2 | = O(1). Combining with (3.1), by direct computation, we have |V 1 + V 2 | = O ≺ (η 2 0 ). It is sufficient to estimate K 3 . We consider two cases.
Case 1: If z 1 , z 2 are in the same half plane, by (6.7) and (6.3)-(6.5), we have |K 3 | = O(1). Therefore,
Case 2:
Consider z 1 , z 2 are in different half planes. For notational simplicity, we define m 1 = m f c (z 1 ) and m 2 = m f c (z 2 ). Differentiating I given in (4.8), we have
Using (6.8) (6.6), (6.3)-(6.5) and Lemma 4.4, we have
Note that if z ∈ C + and in the bulk, then there exists k, K > 0 such that k ≤ Imm f c (z) ≤ K. If z 1 , z 2 are in different half planes, there exists some constant c > 0 such that
Combining with Lemma 4.4, we have
Therefore, by symmetry and (3.1) we have
Changing the variable
we have
Since the integrand is uniformly bounded, the second integral is then O(N − τ 2 ). For the first integral, we have
Thus we complete the proof. 
Proof of Lemma 6.2. Similarly as in the bulk, using Stokes' formula, we have
where K 1 , K 2 , K 3 are given by (6.1) and (6.2), and we use the same notations and definitions as in the previous subsection. Using (6.3)-(6.5) and Lemma 4.4, we have
Using (3.1), one can show |V 1 + V 2 | = O ≺ (η 0 ). Thus it is sufficient to study the integral involved K 3 . Using (6.9), (6.6), and
by direct computation, we have
For the second integrand, using similar argument as in the previous subsection, we have
We treat the integrals along Γ − 1 , Γ − 2 similarly, due to the opposite integral direction, we have
The whole integral with respect to the second term of K 3 will hence vanish when N → ∞. Thus it is sufficient to study the integral of the first term (1+m 1 )(1+m 2 ) (z1+m1−z2−m2) 2 , that is,
1 ai−ζ so that (2.6) is equivalent to z = F (ζ). Assumptions 2.2 and 2.3 imply that there exists some constant c 0 independent of N such that dist({ζ ± ,Î}) ≥ c 0 , for all sufficiently large N , whereÎ is the smallest interval that contains the support of µ A ; see (4.3). Hence, F (ζ) is analytic in a neighborhood of ζ + , where we write
1 (ai−ζ+) 3 , and by (4.5) it is bounded uniformly from below. In general, we have (4.4) . Inverting F (ζ) = z in the neighborhood of ζ + , we have the expansion
where A + is an analytic function depending on N with A + (0) = 0. This has been shown in the proof of Lemma 3.6 and Lemma A.1 in [37] . Note that
is some positive number depending on N but is uniformly bounded. Furthermore, the coefficients of the expansion of A + are also uniformly bounded. Thus
where the square root is taken in a branch cut such that Im z − L + > 0 as Imz > 0. Similarly, we have
where d + is some number which depends on N but is uniformly bounded. Let z = L + + η 0 x + iN −τ η 0 . Then
Therefore, after changing the variable as in (6.10), we have
. The last step follows from the fact that √
whereg(x + iy) = g(x) + iyg (x)χ(y). Since γ + 1 and γ + 2 are disjoint, for any fixed z 2 ,
is analytic in the domain {z 1 = x 1 + iy 1 :
and thus
Therefore, we get lim N →∞
We denote the integrand as h N (x 1 , x 2 ). Next, we interchange the limit and the integral . One shows that there exists C > 0 such that
, and observe that |h N (x 1 , x 2 )| ≤ h(x 1 , x 2 ). Next, we will show that h(
Then if x 1 and x 2 are both in [−2M, 2M ] then we have the following estimation. Case 1: If x 1 , x 2 have the same sign, then
Case 2: If x 1 and x 2 are of opposite signs, using
where we change the variable φ : z → √ z (with branch cut such that φ :
The contours are shown in Figure 1 . Note that the horizontal parts of the blue and the red lines of 
This concludes the proof of Theorem 2.12.
Proof of Proposition 2.10 and computation of the bias
In this section, we first prove Proposition 2.10, using the same technique as in Proposition 2.8. After this, we compute the bias on mesoscopic scales inside the bulk and at the edges.
Proof of Proposition 2.10. We treat the expectation similarly using the cumulant expansion and (5.4):
Combining with the local law, we have
Using the anisotropic local law and the argument as in (5.10), one can show that the second term of the last line of above equation is O ≺ N −1 Ψ . Therefore, we have
Dividing both sides by a i − z − m f c ∼ O(1) and summing over i, we obtain
Dividing both sides by 1 − I s (z) and using the relation
Plugging into (3.6) (here we replace Eµ N by µ f c ), using Lemma 3.2 and Stokes' formula, we have
Using the relation I s = m f c 1+m f c , it coincides with the expectation that obtained in the global CLT given in Theorem 2.7.
Next, we explicitly compute the bias in the bulk and at the edges, for the scaled test function in (2.12). 7.1. Bias in the mesoscopic bulk. Note that
If κ ≥ κ 0 > c > 0, then |b(z)| = O(1). In combination with (3.1), we have
hence we see that the bias vanishes as N goes to infinity.
7.2.
Bias at the mesoscopic edge. Similarly, using (7.2) and (3.1), the last two terms of b(z) will contribute O ≺ ( √ η 0 ). We have
Using (6.11), we obtain the following expansions:
and then
Changing variables and using (3.1), we have
Using the Sokhotski-Plemelj lemma, we have
where we used the regularity g ∈ C 2 c (R). This finishes the computation of mesoscopic bias.
Appendix A. Complex case
In this appendix, we extend previous results from real symmetric to complex Hermitian matrices. We will use the complex analogue of Lemma 3.3. Instead of (5.4), we have ∂G ij ∂H ab = −G ia G bj , (A.1) from which we obtain the analogue of Lemma 5.1.
The assumption EH 2 ij = 0 implies that c (e 0 (λ)(G ji − EG ji ))
Thus Proposition 2.8 holds with modified variance, i.e. m 2 − 2 be replaced by m 2 − 1, W 4 − 3 be replaced by W 4 − 2, and the coefficient of the remaining term be 1 instead of 2. Similarly, as for the expectation,
Thus the first term of b(z) given in (7.1) vanishes, m 2 − 2 is replaced by m 2 − 1 and W 4 − 3 is replaced by W 4 − 2.
Appendix B. Proofs of Auxiliary Lemmas Proof of Lemma 5.1. Using (5.4), we have ∂e 0 (λ) ∂H ij = iλ π e 0 (λ)
Note that (G 2 ) ji = d dz G ji (z). Since G ij is analytic in D , using the Cauchy integral formula and the local law, we have that for i = j, (G 2 ) ji ≺ Ψ(z) Imz . Combining with Lemma 3.2, we obtain that, for i = j, ∂e 0 (λ)
Similarly, if i = j, we have
Furthermore, we compute that
For i = j, combining the local law and Lemma 3.2, we have
Similarly, for i = j, we have ∂ 2 e 0 (λ)
In general, using the local law, (5.4) and Lemma 3.2, we complete the proof of (5.3).
