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GENERAL COUNTABLE PRODUCT MEASURES
JUAN CARLOS SAMPEDRO
In memory of Børges Jessen
Abstract. In this article, a construction of Product Measure Spaces is given for a
sequence of Measure Spaces of arbitrary measure, involving only natural measure the-
oretical hypothesis. This approach gives a coherent extension of the classical theory of
product measure spaces to a countable family. Moreover, Lp of infinite product measure
spaces are studied and simplified in terms of Lp of finite dimensional product spaces. This
decomposition simplifies radically all the considerations regarding infinite dimensional
integration and gives it a computational nature.
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1. Introduction
The aim of this paper is to give, once and for all, a general but accesible construction of
General Countable Product Measure Spaces involving only natural measure theoretical
hypothesis. Moreover, we will give to Integration Theory on this spaces a computable
flavour. In this way, we will be able to do analysis in these spaces as if we were working
is one of finite dimension. In this section, we will introduce the classical and historical
overview of the topic, considering the obstructions we encounter if we want to extend this
theory to infinite dimensions. Firstly, the classical construction of finite measure spaces
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is going to be given. The Classical Theory of Product Measure Spaces deals with two
Measure Spaces (X,ΣX , µX) and (Y,ΣY , µY ) in order to construct the Product Measure
Space (X×Y,ΣX⊗ΣY , µX⊗µY ) where ΣX⊗ΣY := σ ({A×B : A ∈ ΣX , B ∈ ΣY }) and
µX ⊗ µY is a measure such that for every A ∈ ΣX and B ∈ ΣY
(µX ⊗ µY )(A× B) = µX(A)µY (B).
In this article the notation σ(F ) means the σ-algebra generated by the set F . Denote
R := {A× B : A ∈ ΣX , B ∈ ΣY }. We will construct this measure via the Classical The-
ory using The Caratheodory Extension Theorem. We consider U (R), the family of finite
unions of elements of R, it is easy to see that U (R) is an algebra of subsets of X×Y and
that every element of U (R) can be written as a finite union of pairwise disjoint members
of R. Define the set function
µ0 : U (R) −! [0,+∞]
C =
⊎N
i=1Ai ×Bi 7−!
∑N
i=1 µX(Ai)µY (Bi).
We will see that µ0 is well defined. Take the rectangle A×B =
⊎∞
i=1Ai × Bi, then
χA(x) · χB(y) = χA×B(x, y) =
∞∑
i=1
χAi×Bi(x, y) =
∞∑
i=1
χAi(x) · χBi(y)
thus, integrating in X and by The Monotone Convergence Theorem
ˆ
X
χA(x) · χB(y) dx =
ˆ
X
∞∑
i=1
χAi(x) · χBi(y) dx =⇒
MCT
µX(A)χB(y) =
∞∑
i=1
µX(Ai)χBi(y).
Integrating in Y and again by The Monotone Convergence Theorem we get
µX(A)µY (B) =
∞∑
i=1
µX(Ai)µY (Bi).
Therefore, µ0 is well defined since given any two representations of C as a finite disjoint
union of rectangles, we can always construct a common refinement. Moreover, the set
function µ0 is a premeasure. Hence by The Caratheodory Extension Theorem, there
exists a measure µX ⊗ µY on the σ-algebra ΣX ⊗ ΣY such that
(µX ⊗ µY )(A×B) = µX(A)µY (B)
for every A×B ∈ R. Observe that the key fact to prove the existence of this measure is
to verify that given C ∈ R and {Cn}n∈N ⊂ R with C =
⊎
n∈N Cn, the following identity
holds
µ0(C) =
∑
n∈N
µ0(Cn).
For a complete discussion of Classical Theory of Product Measure Spaces two very suit-
able references are [3] and [8].
Consider now a sequence {(Ωi,Σi, µi)}i∈N of Measure Spaces. We want to construct the
Product Measure Space (
∞×
i=1
Ωi,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
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where
∞⊗
i=1
Σi := σ
({
m×
i=1
Bi ×
∞×
i=m+1
Ωi : Bi ∈ Σi ∧m ∈ N
})
.
We will denote
R :=
{
m×
i=1
Bi ×
∞×
i=m+1
Ωi : Bi ∈ Σi ∧m ∈ N
}
.
The mesure
⊗∞
i=1 µi must satisfy for every×mi=1Bi××∞i=m+1Ωi ∈ R the following identity
∞⊗
i=1
µi
(
m×
i=1
Bi ×
∞×
i=m+1
Ωi
)
=
m∏
i=1
µi(Bi) ·
∞∏
i=m+1
µi(Ωi).
This condition is essential if we want to give a natural extension of the Classical Theory.
If we consider U (R) the family of finite unions of elements of R, then again it is easy to
see that U (R) is an algebra of subsets of×∞i=1Ωi and that given any element of U (R),
we can write it as a finite union of pairwise disjoint members of R. Define, as usual, the
set function
µ0 : U (R) −! [0,+∞]
C =
⊎N
n=1
(×mni=1Bni ××∞i=mn+1Ωi
)
7−!
∑N
n=1
∏mn
i=1 µi(B
n
i )
∏∞
i=mn+1
µi(Ωi)
We distinguish two cases:
(1)
∏∞
i=1 µi(Ωi) ∈ (0,+∞): In this case, if we prove that given C ∈ R and {Cn}n∈N ⊂
R such that C = ⊎n∈NCn, the following identity holds
µ0(C) =
∑
n∈N
µ0(Cn),
then µ0 will be well defined and will be a premeasure, but in general, it is difficult
to prove (we will do it in this article). If we try to do like in finite dimensional
case with C ∈ R and {Cn}n∈N ⊂ R such that C =
⊎∞
n=1Cn, we get that for every
N ∈ N
ˆ
ΩN
(N)· · ·
ˆ
Ω1
m∏
i=1
χCi(xi) ·
∞∏
i=m+1
χΩi(xi) =
ˆ
ΩN
(N)· · ·
ˆ
Ω1
∞∑
n=1
mn∏
i=1
χCin(xi) ·
∞∏
i=mn+1
χΩi(xi)
MCT
=
∞∑
n=1
ˆ
ΩN
(N)· · ·
ˆ
Ω1
mn∏
i=1
χCin(xi) ·
∞∏
i=mn+1
χΩi(xi)
where C =×mi=1 Ci ××∞i=m+1Ωi and Cn =×mni=1C in ××∞i=mn+1Ωi. At this point,
we have two different situations:
(a) If {mn}n∈N is bounded by someM ∈ N, then integrating for N = max{m,M}
we arrive to
m∏
i=1
µi(Ci) ·
∞∏
i=m+1
µi(Ωi) =
∞∑
n=1
mn∏
i=1
µi(C
i
n) ·
∞∏
i=mn+1
µi(Ωi)
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and thus
µ0(C ) =
∞∑
n=1
µ0(Cn).
(b) If {mn}n∈N is not bounded, taking N !∞ we get
vol(C ) =
m∏
i=1
µi(Ci) ·
∞∏
i=m+1
µi(Ωi) = lim
N!∞
∞∑
n=1
ˆ
ΩN
(N)· · ·
ˆ
Ω1
mn∏
i=1
χCin(xi) ·
∞∏
i=mn+1
χΩi(xi)
= lim
N!∞
∞∑
n=1
min{mn,N}∏
i=1
µi(C
i
n) ·
{ ∏mn
i=N+1 χCin(xi)∏N
i=mn+1
µi(Ωi)
}
·
∞∏
i=max{mn,N}+1
χΩi(xi).
Here, we can not justify, in general, the interchange of the limit and the
sum, so this method is not valid. This does not mean that it cannot be justified,
but the current theorems do not guarantee the interchange of the limit and the
integral. Therefore, other techniques have to been developed in order to prove our
purpose.
The different approaches along the history which tried to give a correct treatment
of the last issue for the particular case µi(Ωi) = 1 for every i ∈ N, are the following:
• In 1933 A. Kolmogoroff proved in [13] the existence of a Probability Measure⊗
n∈Nm[0,1] in the measurable space
(
[0, 1]N,
⊗
n∈N B([0, 1])
)
, where B([0, 1])
is the Borel σ-algebra of [0, 1], such that for every
m×
i=1
Bi ×
∞×
i=m+1
[0, 1] ∈ R
where
R :=
{
m×
i=1
Bi ×
∞×
i=m+1
[0, 1] : Bi ∈ B([0, 1]) ∧m ∈ N
}
the following identity holds
⊗
n∈N
m[0,1]
(
m×
i=1
Bi ×
∞×
i=m+1
[0, 1]
)
=
m∏
i=1
m[0,1](Bi)
where m[0,1] is the Lebesgue measure on [0, 1]. Thus, he constructed The
Probability Measure Space(
[0, 1]N,
⊗
n∈N
B[0,1],
⊗
n∈N
m[0,1]
)
.
More general cases were discussed by J.L.Doob in 1938 on the refence [5]
by reducing them to the case of A. Kolmogoroff. The proof of A. Kolmogo-
roff, however, is based on the fact that the Cartesian Product Space [0, 1]N is
Compact, by the Tychonoff Compactness Theorem.
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• In 1943, S. Kakutani generalized for general Probability Measure Spaces the
results of A. Kolmogoroff and J.L.Doob proving in [12] the next result.
Theorem 1.1 (S. Kakutani). Given {(Ωi,Σi, µi)}i∈N a family of Probability
Measure Spaces, there exists a Probability Measure
⊗
i∈N µi for the measurable
space (
∞×
i=1
Ωi,
⊗
i∈N
Σi
)
such that for every
m×
i=1
Bi ×
∞×
i=m+1
Ωi ∈ R
where
R :=
{
m×
i=1
Bi ×
∞×
i=m+1
Ωi : Bi ∈ Σi ∧m ∈ N
}
the identity
∞⊗
i=1
µi
(
m×
i=1
Bi ×
∞×
i=m+1
Ωi
)
=
m∏
i=1
µi(Bi)
holds.
The Kakutani’s proof of this Theorem has become standard in Probability
Theory and Measure Theory. The tool he used to prove that the set function
µ0 is a premeasure is due to E. Hopf in 1937 on [9]
Proposition 1.2 (E. Hopf). Let µ0 be a finitely additive, real-valued set
function on an algebra A. Then µ0 is countably additive if and only if µ0 is
continuous at ∅, that is
µ0(An) −!
n!∞
0
whenever An # ∅ and {An}n∈N ⊂ A.
• In 1996, S. Saeki gives in [18] a new proof of the result of S. Kakutani proving
it in a more natural terms without the use of the result of E. Hopf. He proved
directly that given C ∈ R and {Cn}n∈N ⊂ R such that C =
⊎
n∈N Cn then
µ0(C) =
∑
n∈N
µ0(Cn).
(2)
∏∞
i=1 µi(Ωi) = +∞: In this case µ0 is not valid for our purpose because for ev-
ery C ∈ R we have µ0(C) = +∞ and thus µ0 ≡ +∞. This implies that The
Caratheodory Extension Theorem gives the measure µ ≡ +∞. In this situation
we could consider the family
R =
{
∞×
i=1
Bi : Bi ∈ Σi ∧
∞∏
i=1
µi(Bi) < +∞
}
and the set function
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µ0 : U (R) −! [0,+∞]
C =
⊎N
n=1×∞i=1Bni 7−! ∑Nn=1∏∞i=1 µi(Bni ),
but unfortunatly U (R) is not an algebra of sets because if C ∈ U (R) then
Ac /∈ U (R), in general. This implies that we cannot use the standard form of The
Caratheodory Extension Theorem. Thus, another type of techniques have to be
used.
• In 1963, E. O. Elliott and A.P. Morse published a paper [6] in which general
product measures were constructed for an arbitrary family of measure spaces.
However, the mathematical format in which the article was written is artifi-
cial and terse. The next is a cite of [17]:
This paper was written in the explicit but terse and uncompromising style,
more easily accessible by a computer than by a human mind, that has become
known as morse code. Few people have apparently read it. This is a pity, as
the paper contains a wealth of information.
We will give the results they proved:
Definition 1.3 (Plus-Product). Let I be at most countable index set and
let {an}n∈I be a family of extended real numbers an ∈ [0,+∞]. Put J := {k ∈
I : ak ≤ 1}. Thus, the products
∏
k∈J ak and
∏
k/∈J ak are well defined. Define
the Plus-Product by
+
∏
k∈I
ak :=
(∏
k∈J
ak
)
·
(∏
k/∈J
ak
)
.
Here we set 0 · ∞ =∞ · 0 = 0 and that the empty product is 1. We define
R :=
{
∞×
i=1
Bi : Bi ∈ Σi ∧+
∞∏
i=1
µi(Bi) < +∞
}
.
Theorem 1.4 (Elliot-Morse). Let {(Ωi,Σi, µi)}i∈N be a family of measure
spaces, then there exists a measure
⊗
i∈N µi on the measurable space(
∞×
i=1
Ωi,
⊗
i∈N
Σi
)
such that for every C =×∞i=1Ci ∈ R⊗
n∈N
µi(C) =
+
∞∏
i=1
µi(Ci).
Note that if a rectangle C ∈ R has finite volume and nonnull, then the volume
of C =×∞i=1Ci is the classical product ∏∞i=1 µi(Ci). They constructed the
measure considering the usual outer measure, that is, for every A ∈⊗i∈NΣi
⊗
i∈N
µi(A) := µ
∗(A) = inf
{
∞∑
n=1
vol(Bn) : A ⊂
⋃
n∈N
Bn ∧ {Bn}n∈N ⊂ R
}
.
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Since they could not use the natural statement of The Caratheodory Exten-
sion Theorem, they proved directly that
(a) Every element of R is µ∗ measurable.
(b) For every C ∈ R, we have µ∗(C) = µ0(C).
The main problem with this construction is that the techniques of their proofs
are not the usual ones in Measure Theory, which makes the article tedious
and difficult to understand.
• In 2004 R. Baker, proved in [1] and [2] the following weaker but more accesible
result.
Theorem 1.5 (R. Baker). Let {(Xi,B(Xi), mXi)}i∈N be a sequence of met-
ric locally compact regular Borel measure spaces and suppose that for every
i ∈ N and for every δ > 0, there exists a sequence {Aj}j∈N of Borel subsets
of Xi such that di(Aj) < δ and Xi =
⋃∞
j=1Aj where di(Aj) is the diameter of
Aj in Xi. If we denote
R :=
{
∞×
i=1
Ci : Ci ∈ B(Xi) ∧
∞∏
i=1
µi(Ci) < +∞
}
then there exists a measure
⊗
i∈N µi on the measurable space(
∞×
i=1
Xi,
⊗
i∈N
B(Xi)
)
such that for every C =×∞i=1Ci ∈ R⊗
i∈N
µi(C) =
∞∏
i=1
µi(Ci).
The construction of the measure is the usual one, consider the usual outer
measure, that is, for every A ∈⊗i∈N B(Xi)
⊗
i∈N
µXi(A) := inf
{
∞∑
n=1
vol(Bn) : A ⊂
⋃
n∈N
Bn ∧ {Bn}n∈N ⊂ R
}
and prove directly that
(a) Every element of R is µ∗ measurable.
(b) For every C ∈ R, we have µ∗(C) = µ0(C).
• In 2005 P. A. Loeb and D. A. Ross proved in [14] the following result via
Nonstandard Analysis considering Loeb Measures.
Theorem 1.6 (P. A. Loeb, D. A. Ross). Let {(Xi,Bi, mi)}i∈N be a se-
quence of Hausdorff regular Borel measure space, then there exists a Borel
measure
⊗
i∈Nmi on the measurable space(
∞×
i=1
Xi,
⊗
i∈N
Ri
)
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such that if Ki ⊂ Xi is compact for all i ∈ N and
∏∞
i=1mi(Ki) converges,
then ⊗
i∈N
mi
(
∞∏
i=1
Ki
)
=
∞∏
i=1
mi(Ki).
• In 2011 G. R. Pantsulaia proved in [15] the next Theorem, that gives the best
generalization of product measures to countable many.
Theorem 1.7 (G. Pantsulaia). Let {(Ωi,Σi, µi)}i∈N be a family of σ-finite
measure spaces. Assume that exists C =×∞i=1Ci ⊂×∞i=1Ωi such that
∞∏
i=1
µi(Ci) ∈ (0,+∞).
Then, there exists a measure
⊗
i∈N µi on the measurable space(
∞×
i=1
Ωi,
⊗
i∈N
Σi
)
such that for every C =×∞i=1Ci ∈ R with
R :=
{
∞×
i=1
Ci : Ci ∈ Σi ∧
∞∏
i=1
µi(Ci) < +∞
}
we have
⊗
i∈N
µi(C) =
∞∏
i=1
µi(Ci).
This Theorem gives a standard prove of the existence of a measure on the
product space without Topological Hyphotesis. The unique inconveniences of
this measure are the following:
(a) The Measure Spaces (Ωi,Σi, µi) must be σ-finite.
(b) The Measure
⊗
i∈N µi is not the restriction of a standard outer measure
and thus we cannot assure the validity of the classical Fubini’s Theorem.
Once we have studied the different historical approaches, we will give the purposes of the
present article:
(1) Firstly, given a family {(Ωi,Σi, µi)}i∈N of Measure Spaces and a family R =
{Ri}i∈N with Ri ⊂ Σi such that for each i ∈ N
(a) Ri is an algebra of subsets.
(b) σ(Ri) = Σi.
(c) For each nonempty Ci ∈ Ri, we have µi(Ci) 6= 0,
we will prove the existence of a measure
⊗
i∈N µi on the Measurable Space(
∞×
i=1
Ωi,
⊗
i∈N
Σi
)
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such that for every C =×∞i=1Ci ∈ R with
R :=
{
∞×
i=1
Ci : Ci ∈ Ri ∧
∞∏
i=1
µi(Ci) ∈ (0,+∞)
}
the following identity holds
⊗
i∈N
µi(C) =
∞∏
i=1
µi(Ci).
Moreover, if
∞∏
i=1
µi(Ωi) ∈ (0,+∞)
we will prove the existence of the measure via Outer Measure and The Caratheodory
Extension Theorem, thus The Fubini’s Theorem holds. Finally, restricting in a
consistent manner the σ-algebra
⊗
i∈NΣi, we will be able to give a construction of
the required measure via Outer Measure without finite measure condition. Note
that our measure theoretic hyphotesis are reasonable if we want to construct a
coherent space. Moreover, we do not required the σ-finiteness condition and there-
fore this approach generalized naturally all given until now and provides us with
a natural prove of the construction of the measure as we will see in the following
sections. Observe that the usual measure spaces verify our assumptions. For ex-
ample, in the measure space (R,B(R)) we can consider R := U (H ), where H
is the familly of h-intervals defined by
H := {(a, b], (a,∞) : −∞ ≤ a < b <∞} ⊎ {∅}.
and U (H ) means the family of all finite unions of the family H .
(2) Secondly, we will prove that if
∞∏
i=1
µi(Ωi) ∈ (0,+∞)
we have the following embedding for 1 ≤ p <∞
Lp
(
∞×
i=1
Ωi,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
!֒
⊕
n∈N
Lp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
.
Moreover, this embedding will also be true for general products, without finiteness
condition of the measure, if we restrict the σ-algebra as we indicated in the last
item. This identification allows us to consider functions defined in spaces of infi-
nite many dimensions as infinite vectors of functions defined in finite dimensional
spaces. This approach simplifies radically all the considerations regarding infinite
dimensional integration.
This article is organized as follows. In the next section we give the construction of General
Countable Product Measures. For this aim, we prove the Cube Theorem, a result that
will be extremely useful in the posterior results. Once we prove this Theorem, we give
the constructions for the measures we presented in item (1) of the last discussion. Section
three is devoted to simplify Lp of infinite product measure spaces with finite measure in
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terms of Lp of finite dimensional product spaces via the Decomposition Theorem. Section
four takes care of particular examples of the last section that will help the reader to
note the utility of the Decomposition Theorem. Once we have stated the decomposition
for Lp of infinite products with finite measure, in section five we extend this result for
product spaces with arbitrary measure. Finally, in the last section, we give another
example/application of the Decomposition Theorem, in this time, for Feynman Integration
issues.
2. Constructing Infinite Product Measure Spaces
In this section we will give a construction of General Product Measures. We begin the
discussion establishing the measure spaces we will deal with. Let {(Ωi,Σi, µi)}i∈N be a
family of measure spaces and R = {Ri}i∈N with Ri ⊂ Σi for each i ∈ N such that
(1) Ri is an algebra of subsets.
(2) σ(Ri) = Σi.
(3) For each nonempty Ci ∈ Ri, we have µi(Ci) 6= 0.
Denote Ω =×∞i=1Ωi and
KR(Ω) :=
{
∞×
i=1
Ci : Ci ∈ Ri ∀i ∈ N ∧
∞∏
i=1
µi(Ci) ∈ (0,∞)
}
.
We will suppose KR(Ω) 6= ∅. Given C ∈ KR(Ω) with C =×∞i=1 Ci, denote
FR(C ) :=
{
m×
i=1
Ci ×
∞×
i=m+1
Ci : Ci ∈ Ri ∧ Ci ⊂ Ci, ∀i ∈ {1, ..., m} ∧m ∈ N
}
.
Note that
σ(FR(C )) =
∞⊗
i=1
ΣCi
where ΣCi is the restriction of Σi to Ci. We will define the set function
vol : U (KR(Ω)) ⊎ {∅} −! [0,+∞]
C =
⊎N
n=1 C
n 7−!
∑N
n=1
∏∞
i=1 µi(C
n
i )
where U (KR(Ω)) denote the family of finite unions of members of KR(Ω).
2.1. The Cube Theorem. Our first aim is to prove that the set function vol is σ-
additive on FR(C ). For this aim, we need to state The cube Theorem, a key result of
this article. Firstly, we will give two preliminary lemmas.
Lemma 2.1 (Monotony). Let C , C ∈ KR(Ω) with C ⊂ C , then
vol(C) ≤ vol(C ).
Proof. Let’s denote C =×∞i=1 Ci and C =×∞i=1Ci. It is clear that Ci ⊂ Ci because
C ⊂ C , then by the monotony property of the measure
µi(Ci) ≤ µi(Ci).
Thus
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∞∏
i=1
µi(Ci) ≤
∞∏
i=1
µi(Ci)
and finally
vol(C) ≤ vol(C ).
This concludes the proof. 
Lemma 2.2 (σ-Subadditivity). Let C ∈ KR(Ω) and {Cn}n∈N ⊂ KR(Ω) pairwise dis-
joint with ⊎
n∈N
Cn ⊂ C .
Then ∑
n∈N
vol(Cn) ≤ vol(C ).
Proof. Firstly, we will see that if
⊎N
n=1Cn ⊂ C then
N∑
n=1
vol(Cn) ≤ vol(C ).
Let for each (n1, n2) ∈ {1, 2, ..., N}2 with n1 6= n2
i(n1,n2) := min{M ∈ N : CMn1 ∩ CMn2 = ∅}
where for each n ∈ N
Cn =
∞×
i=1
C in.
Note that the minimum exists because the family {C1, C2, ..., CN} is pairwise disjoint.
Take
IN := max{i(n1,n2) : (n1, n2) ∈ {1, 2, ..., N}2 ∧ n1 6= n2}
and
iN := min{i(n1,n2) : (n1, n2) ∈ {1, 2, ..., N}2 ∧ n1 6= n2}.
Then {
IN×
i=iN
C i1,
IN×
i=iN
C i2, ...,
IN×
i=iN
C iN
}
is a family of pairwise disjoint finite dimensional rectangles contained in×INi=iN Ci. By
the classical finite dimensional theory
N∑
n=1
vol
(
IN×
i=iN
C in
)
≤ vol
(
IN×
i=iN
Ci
)
,
and thus
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N∑
n=1
IN∏
i=iN
µi(C
i
n) ≤
IN∏
i=iN
µi(Ci).
Thanks to this, we have that
N∑
n=1
vol(Cn) =
N∑
n=1
∞∏
i=1
µi(C
i
n) =
N∑
n=1
iN−1∏
i=1
µi(C
i
n)
IN∏
i=iN
µi(C
i
n)
∞∏
i=IN+1
µi(C
i
n)
≤ max
(
iN−1∏
i=1
µi(C
i
n) : 1 ≤ n ≤ N
)
·
N∑
n=1
IN∏
i=iN
µi(C
i
n)
·max
(
∞∏
i=IN+1
µi(C
i
n) : 1 ≤ n ≤ N
)
≤
iN−1∏
i=1
µi(Ci)
IN∏
i=iN
µi(C
i)
∞∏
i=IN+1
µi(Ci) =
∞∏
i=1
µi(Ci) = vol(C ).
The proof concludes taking N !∞.

We are now ready to state and prove The Cube Theorem. The proof of this Theorem is
a generalization of the Theorem of S. Saeki in the article [18].
Theorem 2.3 (Cube Theorem). Let C ∈ KR(Ω) and {Cn}n∈N ⊂ KR(Ω) pairwise
disjoint such that
C =
⊎
n∈N
Cn
then
vol(C ) =
∑
n∈N
vol(Cn).
Proof. We will denote C =×∞i=1 Ci and Cn =×∞i=1C in. Let ǫ > 0, then there exists
N(n, ǫ) ∈ N such that∣∣∣∣∣
∞∏
i=m+1
µi(C
i
n)− 1
∣∣∣∣∣ < ǫvol(C ) + 1 ∀m ≥ N(n, ǫ).
Thus
∞∏
i=m+1
µi(C
i
n) > 1−
ǫ
vol(C ) + 1
∀m ≥ N(n, ǫ).
On the other hand, let M(ǫ) ∈ N such that∣∣∣∣∣
m∏
i=1
vol(Ci)−
∞∏
i=1
vol(Ci)
∣∣∣∣∣ < ǫvol(C ) + 1 ∀m ≥M(ǫ).
Thus
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m∏
i=1
vol(Ci) > vol(C )− ǫ
vol(C ) + 1
∀m ≥M(ǫ).
In particular if ω = (ωi)i∈N ∈ Cn and m ≥ max{N(n, ǫ),M(ǫ)}
m∏
i=1
vol(Ci) · χCin(ωi) ·
∞∏
i=m+1
µi(C
i
n) =
m∏
i=1
vol(Ci)
∞∏
i=m+1
µi(C
i
n)
>
m∏
i=1
vol(Ci)
(
1− ǫ
vol(C ) + 1
)
>
(
vol(C )− ǫ
vol(C ) + 1
)(
1− ǫ
vol(C ) + 1
)
> vol(C )− ǫ
(
vol(C )
vol(C ) + 1
+
1
vol(C ) + 1
)
= vol(C )− ǫ.
Therefore if ω = (ωi)i∈N ∈ Cn and m ≥ max{N(n, ǫ),M(ǫ)}
m∏
i=1
vol(Ci) · χCin(ωi) ·
∞∏
i=m+1
µi(C
i
n) > vol(C )− ǫ.
We have proved that for every ω = (ωi)i∈N ∈ C and ǫ > 0, there exists n0 ∈ N with
ω ∈ Cn0(since C =
⊎
n∈N Cn) and S(n0, ǫ) ∈ N such that for m ≥ S(n0, ǫ)
m∏
i=1
vol(Ci) · χCin0 (ωi) ·
∞∏
i=m+1
µi(C
i
n0
) > vol(C )− ǫ.
Now suppose that ∑
n∈N
vol(Cn) 6= vol(C ),
then, by Lemma 2.2, neccesarily ∑
n∈N
vol(Cn) < vol(C ).
In particular, exists δ > 0 such that
∑
n∈N
∞∏
i=1
µi(C
i
n) < vol(C )− δ = volδ(C ).
Now we will see that there exists ω0 = (ω0i )i∈N ∈ C such that
(1)
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) ·
∞∏
i=m+1
µi(C
i
n) < volδ(C ), ∀m ∈ N.
(1) We will start for the case m = 1: Suppose that it does not exist ω1 ∈ C1 such that
∑
n∈N
µ1(C1) · χC1n(ω1) ·
∞∏
i=2
µi(C
i
n) < volδ(C ),
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then for all ω1 ∈ C1 we have
∑
n∈N
µ1(C1) · χC1n(ω1) ·
∞∏
i=2
µi(C
i
n) ≥ volδ(C ).
Integrating in C1 the las inequality
ˆ
C1
∑
n∈N
µ1(C1) · χC1n(ω1) ·
∞∏
i=2
µi(C
i
n) =
MCT
∑
n∈N
µ1(C1)µ1(C
1
n)
∞∏
i=2
µi(C
i
n)
≥ volδ(C ) · µ1(C1).
Thus
∑
n∈N
∞∏
i=1
µi(C
i
n) ≥ volδ(C ).
This gives a contradiction. Therefore, there exists ω01 ∈ C1 such that
∑
n∈N
µ1(C1) · χC1n(ω01) ·
∞∏
i=2
µi(C
i
n) < volδ(C ).
(2) We will see that for (ω0i )
m
i=1 ∈×mi=1 Ci with
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) ·
∞∏
i=m+1
µi(C
i
n) < volδ(C )
there exists ωm+1 ∈ Cm+1 such that
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) · µm+1(Cm+1) · χCm+1n (ωm+1)
∞∏
i=m+2
µi(C
i
n) < volδ(C ).
Suppose that it does not exists such ωm+1 ∈ Cm+1. Then for every ωm+1 ∈ Cm+1
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) · µm+1(Cm+1) · χCm+1n (ωm+1)
∞∏
i=m+2
µi(C
i
n) ≥ volδ(C ).
Integrating in Cm+1
ˆ
Cm+1
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) · µm+1(Cm+1) · χCm+1n (ωm+1)
∞∏
i=m+2
µi(C
i
n)
=
MCT
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) · µm+1(Cm+1) · µm+1(Cm+1n )
∞∏
i=m+2
µi(C
i
n)
≥ volδ(C )µm+1(Cm+1).
Therefore
∑
n∈N
m∏
i=1
µi(Ci) · χCin(ω0i ) ·
∞∏
i=m+1
µi(C
i
n) ≥ volδ(C ).
This gives a contradiction.
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By indiction, we prove that there exists (ω0i )i∈N ∈ C such that equation (1) is satisfied.
Since C =
⊎
n∈NCn, there exists n0 ∈ N such that (ω0i )i∈N ∈ Cn0 and by the consid-
erations of the begining of the proof, given ǫ > 0, there exists S(n0, ǫ) ∈ N such that for
m ≥ S(n0, ǫ)
m∏
i=1
vol(Ci) · χCin0 (ω
0
i ) ·
∞∏
i=m+1
µi(C
i
n0
) > vol(C )− ǫ.
Thus, if m ≥ S(n0, ǫ)
vol(C )− ǫ <
∑
n∈N
m∏
i=1
vol(Ci) · χCin(ω0i ) ·
∞∏
i=m+1
µi(C
i
n) < vol(C )− δ.
If we choose ǫ < δ, we have a contradiction and this concludes the proof.

Corollary 2.4. Let C ∈ KR(Ω) and {Cn}n∈N ⊂ FR(C ) pairwise disjoint such that
C =
⊎
n∈N
Cn,
then
vol(C ) =
∑
n∈N
vol(Cn).
Proof. Note that ∅ /∈ KR(Ω) but ∅ ∈ FR(C ) and FR(C )\{∅} ⊂ KR(Ω). We delete
the empty sets of {Cn}n∈N. In this way, we can suppose Cn 6= ∅ for every n ∈ N.
Therefore {Cn}n∈N ⊂ KR(Ω) and we conclude the proof using Theorem 2.3 and noting
that vol(∅) = 0. 
2.2. Existence for Finite Cubes. In this section we will prove the existence of the
product measure for the particular case
∞∏
i=1
µi(Ωi) ∈ (0,+∞),
therefore we will change the notation to
(Ωi,Σi, µi) = (Ci,ΣCi , µCi)
for every i ∈ N. To prove that the set function vol is σ-additive on FR(C ), we will
combine the next Lemma (with µ0 = vol) with The Cube Theorem. This Lemma is an
extension of the Lemma of the paper [18].
Lemma 2.5. Let µ0 : FR(C ) −! [0, vol(C )] be a set function such that
vol(C ) =
∞∑
n=1
µ0(Cn)
for all {Cn}n∈N ⊂ FR(C ) pairwise disjoint with
C =
⊎
n∈N
Cn.
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Then, there exists a unique finite measure on the measure space (C ,
⊗∞
i=1ΣCi) whose
restriction to FR(C ) is µ0.
Proof. Let U (F) be the collection of all finite unions of FR(C ). It is clear that U (F)
is an algebra of subsets of C , since each Ri is an algebra, and that every element of
U (F) can be written as a finite (hence infinite) disjoint union of members of FR(C ). Let
A ∈ U (F), then there exists {An}n ⊂ FR(C ) pairwise disjoint such that
A =
⊎
n∈N
An.
Define the set function
µ : U (F) −! [0, volC ]
A 7−!
∑
n∈N µ0(An)
We will see that µ is well defined. Since U (F) is an algebra, Ac ∈ U (F) and then
Ac =
m⊎
n=1
Bn
for some pairwise disjoint {Bn}mn=1 ⊂ FR(C ). Then, we have that
C =
⊎
n∈N
An ⊎
m⊎
n=1
Bn,
with {An}n∈N, {Bn}mn=1 ⊂ FR(C ). By Corollary 2.4
vol(C ) =
∑
n∈N
µ0(An) +
m∑
n=1
µ0(Bn),
thus
(2)
∑
n∈N
µ0(An) = vol(C )−
m∑
n=1
µ0(Bn).
Since the right-hand of equation (2) has nothing to do with the decomposition {An}n∈N
of A, we have that µ is well defined and therefore countably additive on U (F). We
have proved that µ is a premeasure on the algebra U (F). The proof concludes using
Caratheodory Extension Theorem and noting that the measure space is finite, and hence
σ-finite. 
Theorem 2.6 (Existence for Finite Cubes). Let {(Ci,ΣCi , µCi)}i∈N be a family of
measure spaces with
∞∏
i=1
µCi(Ci) ∈ (0,∞)
and suppose that there exists R = {Ri}i∈N with Ri ⊂ ΣCi and such that for each i ∈ N
(1) Ri is an algebra of subsets.
(2) σ(Ri) = ΣCi.
(3) For each nonempty Ci ∈ Ri, we have µCi(Ci) 6= 0.
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Then, there exists a unique finite measure
⊗∞
i=1 µCi on (C ,
⊗∞
i=1ΣCi) such that
(3)
∞⊗
i=1
µCi(C) =
∞∏
i=1
µCi(Ci),
for every C =×∞i=1Ci ∈ KR(C ).
Note: Observe that C ∈ KR(C ) and therefore KR(C ) 6= ∅.
Proof. First choose µ0 = vol in Lemma 2.5 and use Corollary 2.4 to prove the existence of a
unique finite measure satisfying our assumptions over FR(C ), that is, satisfying equation
(3) for members of FR(C ). Denote by
⊗∞
i=1 µCi that measure. Now we will see that⊗∞
i=1 µCi satisfies the real assumptions of our theorem. Choose C =×∞i=1Ci ∈ KR(C ),
then if we define the sequence {Bn}n∈N ⊂ FR(C ) by Bn =×ni=1Ci ××∞i=n+1 Ci, we have
(1) Bn−1 ⊂ Bn for every n ∈ N.
(2) C =
⋂∞
n=1Bn .
Therefore using the continuity from below of the measure (take into account that the
measure is finite) we have
∞⊗
i=1
µCi(C) = lim
n!∞
∞⊗
i=1
µCi(Bn)
= lim
n!∞
n∏
i=1
µCi(Ci) ·
∞∏
i=n+1
µCi(Ci)
=
∞∏
i=1
µCi(Ci).
This concludes the proof.

2.3. Existence for Infinite Cubes. In this section we will prove the existence of mea-
sure for infinite cubes. This construction will be different from the finite case one. The
key to construct the measure is to combine the next Lemma with The Cube Theorem.
The proof of this Lemma is in the paper [14].
Lemma 2.7. Let (X,Σ) be a measurable space, F ⊂ Σ closed under finite unions and
{µF}F∈F a family of finite measures on (X,Σ) satisfyng that if F1, F2 ∈ F with F1 ⊂ F2
then
µF1 = µF2|F1.
Then
µ = sup
F∈F
µF
is a measure in (X,Σ).
In our case, the measurable space is (Ω,
⊗∞
i=1Σi) and F = U (KR(Ω)), that is, the family
of all finite unions of elements of KR(Ω). Let
⋃N
n=1 Cn ∈ U (KR(Ω)), we define
µ⋃N
n=1 Cn
:
⊗∞
i=1Σi −! [0,∞]
A 7−! µ⋃N
n=1 Cn
(A)
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where
µ⋃N
n=1 Cn
(A) :=
N∑
k=1
(−1)k+1
∑
I⊂{1,...,N}∧|I|=k
µ⋂
j∈I Cj
(
A ∩
⋂
j∈I
Cj
)
.
In the last definition, if
⋂
j∈I Cj ∈ KR(Ω) then µ⋂j∈I Cj is the measure constructed in The-
orem 2.6 and if
⋂
j∈I Cj /∈ KR(Ω) then µ⋂j∈I Cj ≡ 0. It is easy to see that {µC}C∈U (KR(Ω))
is a family of finite measures on (Ω,
⊗∞
i=1Σi) and that satisfies the compatibility condition
(From Uniqueness of Theorem 2.6). Therefore
∞⊗
i=1
µi := sup⋃N
n=1 Cn∈U (KR(Ω))
µ⋃N
n=1 Cn
is a measure on (Ω,
⊗∞
i=1Σi).
Proposition 2.8. Let C ∈ KR(Ω), then
∞⊗
i=1
µi(C ) =
∞∏
i=1
µi(Ci).
Proof. Let
⋃N
n=1 Cn ∈ U (KR(Ω)), then by definition
µ⋃N
n=1 Cn
(C ) =
N∑
k=1
(−1)k+1
∑
I⊂{1,...,N}∧|I|=k
µ⋂
j∈I Cj
(
C ∩
⋂
j∈I
Cj
)
.
Since C∩⋂j∈I Cj ⊂ C are cubes (possibly C∩⋂j∈I Cj null) by the compatibility condition,
we have
µ⋂
j∈I Cj
(
C ∩
⋂
j∈I
Cj
)
= µC
(
C ∩
⋂
j∈I
Cj
)
thus we can compute
µ⋃N
n=1 Cn
(C ) =
N∑
k=1
(−1)k+1
∑
I⊂{1,...,N}∧|I|=k
µ⋂
j∈I Cj
(
C ∩
⋂
j∈I
Cj
)
=
N∑
k=1
(−1)k+1
∑
I⊂{1,...,N}∧|I|=k
µC
(
C ∩
⋂
j∈I
Cj
)
=
N∑
k=1
(−1)k+1
∑
I⊂{1,...,N}∧|I|=k
µC
(⋂
j∈I
C ∩ Cj
)
= µC
(
N⋃
n=1
C ∩ Cn
)
= µC
(
C ∩
N⋃
n=1
Cn
)
≤ µC (C )
where the last steps are justified using the usual properties of measures. Therefore, we
have proved that for all
⋃N
n=1 Cn ∈ U (KR(Ω))
µ⋃N
n=1 Cn
(C ) ≤ µC (C ).
Finally, since the supremum is attained
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∞⊗
i=1
µi(C ) = sup⋃N
n=1 Cn∈U (KR(Ω))
µ⋃N
n=1 Cn
(C )
= µC (C ) =
∞∏
i=1
µi(Ci).
This concludes the proof.

Theorem 2.9 (Existence for General Cubes). Let {(Ωi,Σi, µi)}i∈N be a family of
measure spaces and R = {Ri}i∈N with Ri ⊂ Σi for each i ∈ N such that
(1) Ri is an algebra of subsets.
(2) σ(Ri) = Σi.
(3) For each nonempty Ci ∈ Ri, we have µi(Ci) 6= 0.
(4) KR(Ω) 6= ∅.
Then, there exists a measure
⊗∞
i=1 µi in the measurable space (Ω,
⊗∞
i=1Σi) such that
∞⊗
i=1
µi(C ) =
∞∏
i=1
µi(Ci)
for every C ∈ KR(Ω).
Note: This measure has not been constructed by The Caratheodory Extension Theorem,
and neither using the natural outer measure, then, we cannot assure the validity of the
classical Fubini’s Theorem.
2.4. Existence for Infinite Cubes via Outer Measure. If we want to construct a
measure in an infinite product space via the natural outer measure we have to restrict the
σ-algebra and consider less measurable sets. We begin with some definitions:
Let {(Ωi,Σi, µi)}i∈N be a family of measure spaces and R = {Ri}i∈N with Ri ⊂ Σi
for each i ∈ N such that
(1) Ri is an algebra of subsets.
(2) σ(Ri) = Σi.
(3) For each nonempty Ci ∈ Ri, we have µi(Ci) 6= 0.
Suppose also that exists U =×∞i=1 Ui with Ui ∈ Ri and µi(Ui) = 1 for each i ∈ N. We
will construct a measure via outer measure in the measurable space(
Ω,
∞⊗
i=1
ΣUi
)
where
∞⊗
i=1
ΣUi := σ
({
n×
i=1
Bi ×
∞×
i=n+1
Ui : Bi ∈ Ri ∧ n ∈ N
})
.
Consider the family of subsets
F
U (Ω) =
{
n×
i=1
Bi ×
∞×
i=n+1
Ui : Bi ∈ Ri ∧ n ∈ N
}
and the outer measure µ∗ : P(Ω) −! [0,+∞], defined by
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µ∗(A) = inf
{
∞∑
n=1
vol(Cn) : {Cn}n∈N ⊂ F U (Ω) ∧ A ⊂
∞⋃
n=1
Cn
}
for A ∈ P(Ω). If no cover exists, define µ∗(A) := +∞.
The first step is to reduce the problem to disjoint covers. Firstly, we need a Lemma.
Lemma 2.10. Let C ∈ F U (Ω), then if C =×∞i=1 Ci we have that
C
c =
⊎
n∈N
(
n−1×
i=1
Ci × C cn ×
∞×
i=n+1
Ωi
)
.
Proof. Firstly, it is clear that the union is disjoint. On the other hand
⊆
)
Let (cn)n∈N ∈ C c, then (cn)n∈N /∈ C and exists n0 ∈ N such that cn0 /∈ Cn0 and
therefore cn0 ∈ C cn0 . Define the subset I(cn)n = {n ∈ N : cn /∈ Cn} = {n ∈ N : cn ∈ C cn} ⊂
N. By the last argument, we have that I(cn)n 6= ∅. Let N0 = min I(cn)n , then
(cn)n ∈
N0−1×
i=1
Ci × C cN0 ×
∞×
i=N0+1
Ωi.
⊇
)
It is clear that for every n ∈ N(
n−1×
i=1
Ci × C cn ×
∞×
i=n+1
Ωi
)
∩ C = ∅
therefore
n−1×
i=1
Ci × C cn ×
∞×
i=n+1
Ωi ⊂ C c.
This concludes the proof.

Proposition 2.11 (Disjoint Cover). Let {Cn}n∈N ⊂ F U (Ω), then there exists {Dm}m∈N ⊂
F U (Ω) pairwise disjoint such that ⋃
n∈N
Cn =
⊎
m∈N
Dm
and ∑
n∈N
vol(Dn) ≤
∑
n∈N
vol(Cn).
Proof. We can suppose that each Cn is nonempty. Define for each m ∈ N
Bm := Cm
∖(m−1⋃
n=1
Cn
)
.
Then it is clear that {Bm}m∈N are pairwise disjoint and⋃
n∈N
Cn =
⊎
m∈N
Bm.
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On the other hand
Cm
∖(m−1⋃
n=1
Cn
)
= Cm ∩
(
m−1⋃
n=1
Cn
)c
= Cm ∩
m−1⋂
n=1
Ccn.
If we denote Cn =×∞i=1Cn,i, since {Cn}n∈N ⊂ F U (Ω) we have by Lemma 2.10 that
Bm = Cm ∩
m−1⋂
n=1
Ccn = Cm ∩
m−1⋂
n=1
⊎
N∈N
(
N−1×
i=1
Cn,i × Ccn,N ×
∞×
i=N+1
Ωi
)
=
(
M−1×
i=1
Cm,i ×
∞×
i=M+1
Ui
)
∩
⊎
(Nj)j∈Nm−1
n∈{1,...,m−1}
m−1⋂
j=1
(
Nj−1×
i=1
Cn,i × Ccn,Nj ×
∞×
i=Nj+1
Ωi
)
=
⊎
(Nj)j∈Nm−1
n∈{1,...,m−1}
[(
M−1×
i=1
Cm,i ×
∞×
i=M+1
Ui
)
∩
m−1⋂
j=1
(
Nj−1×
i=1
Cn,i × Ccn,Nj ×
∞×
i=Nj+1
Ωi
)]
=
⊎
(Nj)j1∈Nm−1
n∈{1,...,m−1}
(
max(M,(Nj)j)×
i=1
A
m,(Nj)j
i ×
∞×
i=max(M,(Nj)j)+1
Ui
)
for some A
m,(Nj )j
i ⊂ Ri for every i,m ∈ N, since each Ri is an algebra of subsets. If we
denote
Dm((Nj )j ,n) :=
max(M,(Nj)j)×
i=1
A
m,(Nj)j
i ×
∞×
i=max(M,(Nj)j)+1
Ui,
then we have that
{
Dm((Nj )j ,n)
}
(Nj)j ,n
⊂ F U (Ω). Therefore we get⋃
n∈N
Cn =
⊎
m∈N
Bm =
⊎
m∈N
⊎
(Nj)j ,n
Dm((Nj)j ,n) =
⊎
(Nj)j ,m,n
Dm((Nj )j ,n)
and we have proved the first part of the Theorem. On the other hand, since Cm, D
m
((Nj)j ,n)
∈
F U (Ω)\{∅} ⊂ KR(Ω) for each subindex and
Bm =
⊎
(Nj)j ,n
Dm((Nj)j ,n) ⊂ Cm,
by Lemma 2.2
∑
(Nj)j ,n
vol
(
Dm((Nj)j ,n)
)
≤ vol(Cm).
Hence
∑
(Nj)j ,m,n
vol
(
Dm((Nj)j ,n)
)
=
∑
m∈N
∑
(Nj)j ,n
vol
(
Dm((Nj)j ,n)
)
≤
∑
m∈N
vol(Cm),
This concludes the proof. 
22 JUAN CARLOS SAMPEDRO
Proposition 2.12 (Volume). Let C ∈ F U (Ω), then
µ∗(C ) = vol(C ).
Proof. If C = ∅, the result follows from definition of outer measure. Suppose C 6= ∅. By
Proposition 2.11 it is enought to consider pairwise disjoint covers. Let {Cn}n∈N ⊂ F U (Ω)
such that
C ⊂
⊎
n∈N
Cn.
Therefore
C = C ∩
⊎
n∈N
Cn =
⊎
n∈N
(C ∩ Cn) ⊂
⊎
n∈N
Cn.
We can suppose C ∩ Cn 6= ∅ for every n ∈ N (If this is not the case, remove empty sets).
Since C ,C ∩ Cn ∈ F U (Ω)\{∅} ⊂ KR(Ω) for every n ∈ N, by The Cube Theorem
vol(C ) =
∑
n∈N
vol(C ∩ Cn) ≤
∑
n∈N
vol(Cn).
Then, taking the infimun over all disjoint cover
vol(C ) ≤ µ∗(C ).
Finally, considering the cover {Cn}n∈N ⊂ F U (Ω) with
C1 = C and Cn = ∅ if n 6= 1
we have
µ∗(C ) ≤ vol(C ) ≤ µ∗(C ).
Therefore we conclude that
vol(C ) = µ∗(C ).

Theorem 2.13 (Measurability). The family of subsets F U (Ω) is µ∗-measurable.
Proof. Let C ∈ F U (Ω) and B ∈ P(Ω). Consider ǫ > 0 and a familly {Bn}n∈N ⊂ F U (Ω)
such that
B ⊂
⋃
n∈N
Bn
and
(4)
∑
n∈N
vol(Bn) ≤ µ∗(B) + ǫ.
On the other hand by Lemma 2.10, there exists {Ci}i∈N of the form
Ci =
ni−1×
j=1
Ci,j × Cci,ni ×
∞×
j=ni+1
Ωj
such that
Bn = (Bn ∩ C ) ⊎ (Bn ∩ C c)
= (Bn ∩ C ) ⊎
(
Bn ∩
⊎
i∈N
Ci
)
= (Bn ∩ C ) ⊎
(⊎
i∈N
(Bn ∩ Ci)
)
.
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Since Bn, Bn ∩ C ∈ F U (Ω), {Bn ∩ Ci}i∈N ⊂ F U (Ω) and
Bn = (Bn ∩ C ) ⊎
(⊎
i∈N
(Bn ∩ Ci)
)
by The Cube Theorem
vol(Bn) = vol(Bn ∩ C ) +
∑
i∈N
vol(Bn ∩ Ci).
Therefore ∑
n∈N
vol(Bn) =
∑
n∈N
vol(Bn ∩ C ) +
∑
n∈N
∑
i∈N
vol(Bn ∩ Ci).
Hence, by equation (4) and the definition of our outer measure
µ∗(B) + ǫ ≥
∑
n∈N
vol(Bn) =
∑
n∈N
vol(Bn ∩ C ) +
∑
n∈N
∑
i∈N
vol(Bn ∩ Ci)
=
∑
n∈N
vol(Bn ∩ C ) +
∑
(n,i)∈N2
vol(Bn ∩ Ci)
≥ µ∗(B ∩ C ) + µ∗(B ∩ C c).
The last step follows from the inclusion
B ∩ C c ⊂
(⋃
n∈N
Bn
)
∩ C c =
⋃
n∈N
(Bn ∩ C c)
=
⋃
n∈N
⊎
i∈N
(Bn ∩ Ci) =
⋃
(n,i)∈N2
(Bn ∩ Ci).
We conclude the proof taking ǫ! 0. 
Therefore we have proved that µ∗ is a measure on
⊗∞
i=1Σ
U
i (Consider the restriction to⊗∞
i=1Σ
U
i from the Caratheodory σ-algebra). We will denote
∞⊗
i=1
µUi := µ
∗
∣∣⊗∞
i=1 Σ
U
i
.
hence we can consider the measure space(
Ω,
∞⊗
i=1
ΣUi ,
∞⊗
i=1
µUi
)
.
In conclusion, we have proved the next Theorem.
Theorem 2.14 (Existence via Outer Measure). Let {(Ωi,Σi, µi)}i∈N be a family of
measure spaces and R = {Ri}i∈N with Ri ⊂ Σi for each i ∈ N such that
(1) Ri is an algebra of subsets.
(2) σ(Ri) = Σi.
(3) For each nonempty Ci ∈ Ri, we have µi(Ci) 6= 0.
Suppose also that exists U =×∞i=1 Ui with Ui ∈ Ri and µi(Ui) = 1 for each i ∈ N. Then,
there exists a measure
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⊗
i∈N
µUi
on the Measurable Space
(
Ω,
⊗
i∈NΣ
U
i
)
constructed via Outer Measure such that
∞⊗
i=1
µi(C ) =
∞∏
i=1
µi(Ci)
for every C ∈ F U (Ω).
3. Decomposition Theorem for Lp of Infinite Product Spaces
In this section Lp of infinite product measure spaces are studied and simplified in terms
of Lp of finite dimensional product spaces. We start considering the spaces we will deal
with. Let {(Ci,ΣCi , µCi)}i∈N be a family of measure spaces with
∞∏
i=1
µCi(Ci) ∈ (0,∞)
and suppose there exists R = {Ri}i∈N with Ri ⊂ ΣCi for each i ∈ N such that
(1) Ri is an algebra of subsets.
(2) σ(Ri) = ΣCi .
(3) For each nonempty Ci ∈ Ri, we have µCi(Ci) 6= 0.
Consider the measure space (
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
,
where C =×∞i=1 Ci and⊗∞i=1 µCi is the measure contructed in The Theorem of Existence
for Finite Products. In this section we will study the structure of the space
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
for 1 ≤ p < ∞. Our aim is to simplify this spaces in terms of Lp spaces of finitely many
factors. Consider for 1 ≤ p <∞ the vector space
⊕
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
:=
{
(fn)n∈N : fn ∈ Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)}
and the subspace
lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
:=
{
(fn)n∈N ∈
⊕
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
:
∥∥∥∥ fn∏m
i=n µCi(Ci)
− fm
∥∥∥∥
Lp(×mi=1Ci)
−−−−−!
n,m!∞
0
}/
∼,
where given (fn)n∈N, (gn)n∈N ∈
⊕
n∈N Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi),
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(fn)n∈N ∼ (gn)n∈N ⇐⇒
def
lim
n!∞
‖fn − gn‖Lp(×ni=1Ci) = 0.
In the last definition we are identifying for every n < m
Smn (f) ≡ f,
where Smn is the linear embedding defined by
Smn : Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) −! Lp (×mi=1 Ci,⊗mi=1ΣCi ,⊗mi=1 µCi)
f 7−! Smn (f)
where
Smn (f) : ×mi=1 Ci −! R
(ω1, ω2, · · · , ωm) 7−! f(ω1, ω2, · · · , ωn).
From now on we will use this identification. In the same way, we will identify the next
spaces for each n ∈ N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
≃
{
f · χ×∞i=n+1 Ci : f ∈ Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)}
!֒ lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.
If we consider the functional
‖ · ‖limLp : limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) −! R
(fn)n∈N 7−! limn!∞ ‖fn‖Lp(×ni=1Ci)
then the pair (
lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
, ‖ · ‖limLp
)
gives a normed space. The main Theorem of this section states that the next spaces are
isometrically isomorphic for 1 ≤ p <∞
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
≃ lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
,
and then we have that
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
!֒
⊕
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.
This identification allows us to consider functions defined in spaces of infinite many dimen-
sions as infinite vectors of functions defined in finite dimensional spaces. This approach
simplifies radically all the considerations regarding infinite dimensional integration as we
will see in some examples. The Theorem that materializes this embedding is The De-
composition Theorem.
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3.1. Preliminary Lemmas. We will give some lemmas concerning some dense subspaces
of the normed spaces Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) and limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi)
that will help us in the proof of The Decomposition Theorem.
Lemma 3.1 (Density I). The subspace
⋃
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
is dense in Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) for 1 ≤ p <∞.
Proof. Let R ⊂⊗∞i=1ΣCi defined by
R :=
{ n×
i=1
Bi ×
∞×
i=n+1
Ci : Bi ∈ Ri ∧ n ∈ N
}
.
We will call R the set of rectangles of C . By definition
∞⊗
i=1
ΣCi = σ(R)
where σ(R) denote the σ-algebra generated by R. Consequently
Span
{
χR : R ∈ R
} ⊂
dense
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
because for every A ∈⊗∞i=1ΣCi and ǫ > 0 there exists R ∈ R such that
∞⊗
i=1
µCi(A∆R) < ǫ,
thus
‖χA − χR‖Lp(C ) < ǫ,
and it is classical that
Span
{
χA : A ∈
∞⊗
i=1
ΣCi
} ⊂
dense
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
.
We conclude the proof noting that
Span
{
χR : R ∈ R
} ⊂ ⋃
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.

Lemma 3.2 (Density II). Let FN be the subspace of limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi)
defined by
FN :=
{
(fn)n∈N ∈
⊕
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
: There exists
g ∈ Lp
(
N×
i=1
Ci,
N⊗
i=1
ΣCi ,
N⊗
i=1
µCi
)
such that fn =
g∏n
i=N+1 µCi(Ci)
, ∀n ≥ N
}
then for 1 ≤ p <∞
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⋃
N∈N
FN ⊂
dense
lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.
Proof. Let (fn)n∈N ∈ limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) and consider the sequence
(gm)m∈N ⊂ limn Lp
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi) defined by
gmn =
{
0 if n < m
fm∏n
i=m+1 µCi(Ci)
if n ≥ m
then
‖gm − (fn)n‖limLp = lim
n!∞
‖gmn − fn‖Lp(×ni=1Ci)
= lim
n!∞
∥∥∥∥ fm∏n
i=m+1 µCi(Ci)
− fn
∥∥∥∥
Lp(×ni=1Ci)
and
lim
m!∞
‖gm − (fn)n‖limLp = lim
m!∞
lim
n!∞
∥∥∥∥ fm∏n
i=m+1 µCi(Ci)
− fn
∥∥∥∥
Lp(×ni=1Ci)
= 0.
Thus we have proved that
(gm)m −−−!
m!∞
(fn)n in lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.
Consequently since (gm)m∈N ⊂
⋃
N∈NFN we conclude
⋃
N∈N
FN ⊂
dense
lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.

Lemma 3.3. Let f ∈ Lp(C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) for 1 ≤ p <∞, then∥∥∥∥∥
ˆ
×ni=1 Ci
f(ωn, xn+1, xn+2, ...)dω
∥∥∥∥∥
Lp(C )
≤
[
n∏
i=1
µi(Ci)
]
‖f‖Lp(C )
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...)dω
∥∥∥∥∥
Lp(C )
≤
[
∞∏
i=n+1
µi(Ci)
]
‖f‖Lp(C ).
Proof. Firstly
fn : C −! R
x 7−!
´
×ni=1 Ci f(ω
n, xn+1, xn+2, ...)dω
and
fn : C −! R
x 7−!
´
×∞i=n Ci f(x
n, ωn+1, ωn+2, ...)dω
28 JUAN CARLOS SAMPEDRO
are well defined because f ∈ Lp(C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) ⊂ L1(C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) and
are measurable by Fubini’s therem. On the other hand
ˆ
C
∣∣∣∣∣
ˆ
×ni=1 Ci
f(ωn, xn+1, xn+2, ...)dω
∣∣∣∣∣
p
=
Fubini
ˆ
×ni=1 Ci
ˆ
×∞i=n+1 Ci
∣∣∣∣∣
ˆ
×ni=1 Ci
f(ωn, xn+1, xn+2, ...)dω
∣∣∣∣∣
p
≤
Ho¨lder
ˆ
×ni=1 Ci
ˆ
×∞i=n+1 Ci
(ˆ
×ni=1 Ci
|f(ωn, xn+1, xn+2, ...)|pdω
)(ˆ
×ni=1 Ci
|1| pp−1dω
)p−1
=
Fubini
ˆ
×ni=1 Ci
(ˆ
C
|f |p
)[ n∏
i=1
µi(Ci)
]p−1
=
[
n∏
i=1
µi(Ci)
]
·
[
n∏
i=1
µi(Ci)
]p−1
‖f‖pLp(C )
=
[
n∏
i=1
µi(Ci)
]p
‖f‖pLp(C ).
and
ˆ
C
∣∣∣∣∣
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...)dω
∣∣∣∣∣
p
=
Fubini
ˆ
×∞i=n+1 Ci
ˆ
×ni=1 Ci
∣∣∣∣∣
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...)dω
∣∣∣∣∣
p
≤
Ho¨lder
ˆ
×∞i=n+1 Ci
ˆ
×ni=1 Ci
(ˆ
×∞i=n+1 Ci
|f(xn, ωn+1, ωn+2, ...)|pdω
)(ˆ
×∞i=n+1 Ci
|1| pp−1dω
)p−1
=
Fubini
ˆ
×∞i=n+1 Ci
(ˆ
C
|f |p
)[ ∞∏
i=n+1
µi(Ci)
]p−1
=
[
∞∏
i=n+1
µi(Ci)
]
·
[
∞∏
i=n+1
µi(Ci)
]p−1
‖f‖pLp(C )
=
[
∞∏
i=n+1
µi(Ci)
]p
‖f‖pLp(C ).
This concludes the proof. 
Now, we will give a Theorem due to Børges Jessen published in 1934 that was part of
his PhD Thesis [10] and that nowadays is proved by martingales techniques [21]. This
Theorem will be the essential key for the proof of The Decomposition Theorem.
Theorem 3.4 (Classical Jessen, 1934). Let {(Ωi,Σi, µi)}i∈N be a family of probability
spaces and consider f ∈ Lp
(×∞i=1Ωi,⊗∞i=1Σi,⊗∞i=1 µi) with 1 ≤ p <∞, then
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(1)
ˆ
×ni=1 Ωi
f(ωn, xn+1, xn+2, ...) dω ∈ Lp
(
∞×
i=1
Ωi,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
ˆ
×∞i=n Ωi
f(xn−1, ωn, ωn+1, ...) dω ∈ Lp
(
∞×
i=1
Ωi,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
for
⊗∞
i=1 µi-a.e. x ∈×∞i=1Ωi and every n ∈ N.
(2)
lim
n!∞
ˆ
×ni=1 Ωi
f(ωn, xn+1, xn+2, ...) dω =
ˆ
×∞i=1Ωi
f
for
⊗∞
i=1 µi-a.e. x ∈×∞i=1Ωi and in Lp (×∞i=1Ωi,⊗∞i=1Σi,⊗∞i=1 µi).
(3)
lim
n!∞
ˆ
×∞i=n Ωi
f(xn−1, ωn, ωn+1, ...) dω = f
for
⊗∞
i=1 µi-a.e. x ∈×∞i=1Ωi and in Lp (×∞i=1Ωi,⊗∞i=1Σi,⊗∞i=1 µi).
Where ωn = (ω1, ω2, ..., ωn) and x
n = (x1, x2, ..., xn).
We need a version of the Theorem for our Measure Spaces. That version is given in the
next new result.
Theorem 3.5 (Generalized Jessen Theorem). Let {(Ci,ΣCi , µCi)}i∈N be a family of
measure spaces satisfying the hypothesis of this chapter and consider the function f ∈
Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) with 1 ≤ p <∞, then
(1)
ˆ
×ni=1 Ci
f(ωn, xn+1, xn+2, ...) dω ∈ Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
ˆ
×∞i=n Ci
f(xn−1, ωn, ωn+1, ...) dω ∈ Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
for
⊗∞
i=1 µCi-a.e. x ∈ C and every n ∈ N.
(2)
lim
n!∞
ˆ
×ni=1 Ci
f(ωn, xn+1, xn+2, ...) dω =
ˆ
C
f
for
⊗∞
i=1 µCi-a.e. x ∈ C and in Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi).
(3)
lim
n!∞
ˆ
×∞i=n Ci
f(xn−1, ωn, ωn+1, ...) dω = f
for
⊗∞
i=1 µCi-a.e. x ∈ C and in Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi).
Where ωn = (ω1, ω2, ..., ωn) and x
n = (x1, x2, ..., xn).
Proof. The first item is already proven by Lemma 3.2. We will proof the item (iii) only
for convergence in Lp. The item (ii) is analogous. Note that
∞⊗
i=1
ΣCi := σ
({
n×
i=1
Bi ×
∞×
i=n+1
Ci : Bi ∈ Ri, ∀i ∈ N ∧ n ∈ N
})
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then if we denote
R :=
{
n×
i=1
Bi ×
∞×
i=n+1
Ci : Bi ∈ Ri, ∀i ∈ N ∧ n ∈ N
}
we have
Span{χR : R ∈ R} ⊂
dense
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
.
We will prove the statements for this functions and then we will generalize by density
arguments to Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi).
• Let f = χR ∈ Span{χR : R ∈ R} then R =×mi=1Bi ××∞i=m+1 Ci and if n > m
ˆ
C
∣∣∣∣∣f −
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
∣∣∣∣∣
p
=
ˆ
C
∣∣∣∣∣χR −
ˆ
×∞i=n+1 Ci
χR(x
n, ωn+1, ωn+2, ...) dω
∣∣∣∣∣
p
.
and
ˆ
×∞i=n+1 Ci
χR(x
n, ωn+1, ωn+2, ...) dω =
ˆ
×∞i=n+1 Ci
χ×mi=1Bi××∞i=m+1 Ci dω
= χ×mi=1Bi××ni=m+1 Ci
∞∏
i=n+1
µCi(Ci).
Therefore, doing some calculations
ˆ
C
∣∣∣∣∣χR −
ˆ
×∞i=n+1 Ci
χR(x
n, ωn+1, ωn+2, ...) dω
∣∣∣∣∣
p
=
ˆ
C
∣∣∣∣∣χ×mi=1Bi××∞i=m+1 Ci − χ×mi=1Bi××ni=m+1 Ci
∞∏
i=n+1
µCi(Ci)
∣∣∣∣∣
p
=
ˆ
C
χ×mi=1Bi××ni=m+1 Ci
∣∣∣∣∣χ×∞i=n+1 Ci −
∞∏
i=n+1
µCi(Ci)
∣∣∣∣∣
p
=
Fubini
ˆ
×ni=1Ci
ˆ
×∞i=n+1 Ci
χ×mi=1 Bi××ni=m+1 Ci
∣∣∣∣∣1−
∞∏
i=n+1
µCi(Ci)
∣∣∣∣∣
p
=
m∏
i=1
µCi(Bi)
n∏
i=m+1
µCi(Ci)
ˆ
×∞i=n+1 Ci
∣∣∣∣∣1−
∞∏
i=n+1
µCi(Ci)
∣∣∣∣∣
p
=
m∏
i=1
µCi(Bi)
∞∏
i=m+1
µCi(Ci)
∣∣∣∣∣1−
∞∏
i=n+1
µCi(Ci)
∣∣∣∣∣
p
−−−−!
n−!∞
0.
Thus, the result is true in {χR : R ∈ R} and by Minkowski’s inequality is also
true in Span{χR : R ∈ R}. We have proved for all f ∈ Span{χR : R ∈ R}
lim
Lp(C )
ˆ
×∞i=n Ci
f(xn−1, ωn, ωn+1, ...) dω = f.
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• Now, let f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi). Choose ǫ > 0 and g ∈ Span{χR : R ∈
R} such that ‖f − g‖Lp(C ) < ǫ. Thus
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω − f
∥∥∥∥∥
Lp(C )
≤
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω −
ˆ
×∞i=n+1 Ci
g(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(C )
+
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
g(xn, ωn+1, ωn+2, ...) dω − g
∥∥∥∥∥
Lp(C )
+ ‖g − f‖Lp(C ) .
We have three inequalities.
(1) Firstly
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω −
ˆ
×∞i=n+1 Ci
g(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
p
Lp(C )
=
ˆ
C
∣∣∣∣∣
ˆ
×∞i=n+1 Ci
(f(xn, ωn+1, ωn+2, ...)− g(xn, ωn+1, ωn+2, ...)) dω
∣∣∣∣∣
p
≤
Ho¨lder
[
∞∏
i=n+1
µCi(Ci)
]p−1 ˆ
C
ˆ
×∞i=n+1 Ci
|f(xn, ωn+1, ωn+2, ...)− g(xn, ωn+1, ωn+2, ...)|p dω
=
Fubini
[
∞∏
i=n+1
µCi(Ci)
]p−1 ˆ
×∞i=n+1 Ci
(ˆ
C
|f(xn, ωn+1, ωn+2, ...)− g(xn, ωn+1, ωn+2, ...)|p dω dx
)
=
[
∞∏
i=n+1
µCi(Ci)
]p ˆ
C
|f(x)− g(x)|p dx =
[
∞∏
i=n+1
µCi(Ci)
]p
‖f − g‖pLp(C ) < Cǫp.
(2) Since g ∈ Span{χR : R ∈ R}, then exists N ∈ N such that for n ≥ N∥∥∥∥∥
ˆ
×∞i=n+1 Ci
g(xn, ωn+1, ωn+2, ...) dω − g
∥∥∥∥∥
Lp(C )
< ǫ.
Therefore by (1) and (2) we conclude that
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω − f
∥∥∥∥∥
Lp(C )
≤
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω −
ˆ
×∞i=n+1 Ci
g(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(C )
+
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
g(xn, ωn+1, ωn+2, ...) dω − g
∥∥∥∥∥
Lp(C )
+ ‖g − f‖Lp(C ) < Cǫ.
and consequently we have proved that for every f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi)
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lim
Lp(C )
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω = f.
This concludes the proof.

3.2. Decomposition Theorem. Once we have the necessary machinery, we proceed to
prove The Decomposition Theorem.
Theorem 3.6 (Decomposition Theorem). Consider the operators
T : limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) −! Lp (C ,⊗∞i=1ΣCi ,⊗∞i=1 µCi)
(fn)n 7−! limLp(C )
fn∏∞
i=n+1 µCi (Ci)
and
G : Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) −! limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi)
f 7−!
(´
×∞i=n+1 Ci f(x
n, ω) dω
)
n∈N
Then G = T−1 and T is an isometric isomorphism. In particular
Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
≃ lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
Proof. Firstly, note that given (fn)n ∈ limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi), the se-
quence
(
fn∏∞
i=n+1 µCi(Ci)
)
n∈N
⊂ Lp
(
C ,
∞⊗
i=1
ΣCi ,
∞⊗
i=1
µCi
)
is Cauchy in Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) because by Fubini’s theorem
∥∥∥∥ fn∏∞
i=n+1 µCi(Ci)
− fm∏∞
i=m+1 µCi(Ci)
∥∥∥∥
Lp(C )
=
1∏∞
i=m+1 µCi(Ci)
∥∥∥∥ 1∏m
i=n+1 µCi(Ci)
fn − fm
∥∥∥∥
Lp(C )
=
∏∞
i=m+1 µCi(Ci)∏∞
i=m+1 µCi(Ci)
∥∥∥∥ 1∏m
i=n+1 µCi(Ci)
fn − fm
∥∥∥∥
Lp(×mi=1 Ci)
=
∥∥∥∥ 1∏m
i=n+1 µCi(Ci)
fn − fm
∥∥∥∥
Lp(×mi=1 Ci)
−−−−−!
n,m!∞
0.
Thus T is well defined and it is linear. On the other hand by Theorem 3.5 item 1, if
f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi)
(ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
)
n∈N
∈
⊕
n∈N
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.
and
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∥∥∥∥∥ 1∏m+1
i=n+2 µCi(Ci)
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω −
ˆ
×∞i=m+1 Ci
f(xm, ωm+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(C )
=
∞∏
i=m+2
µCi(Ci) ·
∥∥∥∥∥ 1∏∞i=n+2 µCi(Ci)
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
− 1∏∞
i=m+2 µCi(Ci)
ˆ
×∞i=m+1 Ci
f(xm, ωm+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(C )
−−−−−!
n,m!∞
0
because by Jessen’s Theorem
lim
Lp(C )
1∏∞
i=n+1 µCi(Ci)
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω = f
and then the sequence is Cauchy. Hence we have proved that
(ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
)
n∈N
∈ lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
or equivalently
T (f) ∈ lim
n
Lp
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
and therefore G is well defined and it is linear. Once we have proved the consistency of
the linear operators T and G, we will prove that they are isometries and, in particular,
continuous. If (fn)n ∈ limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi)
‖T (fn)n‖Lp(C ) =
∥∥∥∥ limLp(C ) fn∏∞i=n+1 µCi(Ci)
∥∥∥∥
Lp(C )
= lim
n!∞
∥∥∥∥∥ fn∏∞i=n+1 µCi(Ci)
∥∥∥∥∥
Lp(C )
= lim
n!∞
∞∏
i=n+1
µCi(Ci)
∥∥∥∥∥ fn∏∞i=n+1 µCi(Ci)
∥∥∥∥∥
Lp(×ni=1Ci)
= lim
n!∞
∏∞
i=n+1 µCi(Ci)∏∞
i=n+1 µCi(Ci)
‖fn‖Lp(×ni=1Ci)
= lim
n!∞
‖fn‖Lp(×ni=1Ci) = ‖(fn)n‖limLp.
Thus, T is an isometry. On the other hand, if f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi)
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||G(f)||limLp =
∥∥∥∥∥
(ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
)
n∈N
∥∥∥∥∥
limLp
= lim
n!∞
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(×ni=1 Ci)
=

 lim
n!∞
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(×ni=1 Ci)

 ·
(
lim
n!∞
∞∏
i=n+1
µCi(Ci)
)
= lim
n!∞
∥∥∥∥∥
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(C )
=
∥∥∥∥∥ limLp(C )
ˆ
×∞i=n+1 Ci
f(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
Lp(C )
= ‖f‖Lp(C )
where the reasoning involves Jessen’s Theorem. Therefore, G is an isometry. Finally we
will see that G = T−1.
⋃
N∈N
FN
≃
dense dense
T
G
Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi)
⋃
N∈N
Lp
(×Ni=1 Ci,⊗Ni=1ΣCi ,⊗Ni=1 µCi)
Consider (fn)n ∈
⋃
N∈NFN and let g ∈ Lp
(×Mi=1 Ci,⊗Mi=1ΣCi ,⊗Mi=1 µCi) such that fn =
g∏n
i=M+1 µCi (Ci)
for n ≥M , then
(G ◦ T )(fn)n = G
(
lim
Lp(C )
g∏n
i=M+1 µCi(Ci)
∏∞
i=n+1 µCi(Ci)
)
=
1∏∞
i=M+1 µCi(Ci)
G (g)
=
1∏∞
i=M+1 µCi(Ci)
( ˆ
×∞i=2 Ci
g(x1, ω),
ˆ
×∞i=3 Ci
g(x2, ω), ...
ˆ
×∞i=M Ci
g(xM−1, ω), g ·
∞∏
i=M+1
µCi(Ci), g ·
∞∏
i=M+2
µCi(Ci), ...
)
=
(
f1, f2, ..., fM−1, g,
g
µCM+1(CM+1)
,
g∏M+2
i=M+1 µCi(Ci)
, ...
)
= (fn)n.
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The last steps are justified using the equivalence relation defined in the normed space
limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi). Thus, we have proved that if (fn)n ∈ ⋃N∈NFN ,
then
(G ◦ T )(fn)n = (fn)n.
Since
⋃
N∈NFN is dense in limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) and G ◦T is continuous
(Isometry), then
G ◦ T = Ilimn Lp(×ni=1 Ci,⊗ni=1 ΣCi ,⊗ni=1 µCi).
On the other hand, consider f ∈ ⋃n∈N Lp (×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi), then
f ∈ Lp
(×Mi=1 Ci,⊗Mi=1ΣCi ,⊗Mi=1 µCi) for some M ∈ N and
(T ◦G)(f) = T
(ˆ
×∞i=n+1 Ci
f(xn, ω) dω
)
n∈N
= T
(
∞∏
i=M+1
µCi(Ci)
ˆ
×Mi=2 Ci
f(x1, ω) dω,
∞∏
i=M+1
µCi(Ci)
ˆ
×Mi=3 Ci
f(x2, ω) dω, ...
∞∏
i=M+1
µCi(Ci)
ˆ
CM
f(xM−1, ω) dω, f ·
∞∏
i=M+1
µCi(Ci), ... , f ·
∞∏
i=n+1
µCi(Ci), ...
)
= lim
Lp(C )
f ·∏∞i=n+1 µCi(Ci)∏∞
i=n+1 µCi(Ci)
= f.
Consequently, if f ∈ ⋃n∈N Lp (×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi)
(T ◦G)(f) = f.
Since
⋃
n∈N Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) is dense in Lp (C ,⊗∞i=1ΣCi ,⊗∞i=1 µCi) and
T ◦G is continuous, we conclude that
T ◦G = ILp(C ,⊗∞i=1 ΣCi ,⊗∞i=1 µCi).
This concludes the proof.

We have next evident consequence of The Decomposition Thorem
Corollary 3.7. We have the following statements:
(1) Let (fn)n ∈ limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi), then there exists a function
f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) such that
fn −−−!
n!∞
f pointwise via subsequence.
This f represents (fn)n uniquely in Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) and also
‖f‖Lp(C ) = lim
n!∞
(ˆ
C1
(n)· · ·
ˆ
Cn
|fn|p d
n⊗
i=1
µCi
) 1
p
= ‖(fn)n‖limLp.
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(2) Let f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) then there exists a functional sequence (fn)n ∈
limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) such that
fn −−−!
n!∞
f pointwise via subsequence.
This (fn)n represents f uniquely in limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi) and also
‖f‖Lp(C ) = lim
n!∞
(ˆ
C1
(n)· · ·
ˆ
Cn
|fn|p d
n⊗
i=1
µCi
) 1
p
= ‖(fn)n‖limLp.
To finalize this section, we want to stablish simple ways to connect via the isometric
isomorphism T , the isometrically isomorphic Banach spaces Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi)
and limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi), that is, we want to study the ways to go from
one to another. Let (fn)n ∈ limn Lp
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi), then it is easy to
stablish a way to go to Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi), because we have just to consider
f = lim
Lp(C )
fn∏∞
i=n+1 µCi(Ci)
= lim
Lp(C )
fn
and then we know that it exists a subsequence (fnk)k of (fn)n such that
f = lim
k!∞
fnk∏∞
i=nk+1
µCi(Ci)
= lim
k!∞
fnk pointwise
∞⊗
i=1
µCi-a.e.
If f ∈ Lp (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) then we know that one way to go to the space
limn Lp (C ,
⊗n
i=1ΣCi ,
⊗n
i=1 µCi) is considering the sequence
(fn)n =
(ˆ
×∞i=n+1 Ci
f(xn, ω) dω
)
n∈N
.
This expression is not as natural as we would have liked. The most natural option would
be to consider the sequence
(fn)n = (f(x
n, ωn+1, ωn+2, ...))n for some ω ∈ C .
We give a simple result concerning this issue.
Proposition 3.8. Let f ∈ L1 (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) and ω ∈ C such that
f(xn, ω)∏∞
i=n+1 µCi(Ci)
≤ f(x) for each x ∈ C
then
(1)
(f(xn, ω))n ∈ lim
n
L1
(
n×
i=1
Ci,
n⊗
i=1
ΣCi ,
n⊗
i=1
µCi
)
.
(2)
T (f(xn, ω))n = f.
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Proof. The key of the proof is to use the Jessen’s Theorem in the next computation
∥∥∥∥f − f(xn, ω)∏∞
i=n+1 µCi(Ci)
∥∥∥∥
L1(C )
=
ˆ
C
∣∣∣∣f(x)− f(xn, ω)∏∞
i=n+1 µCi(Ci)
∣∣∣∣ dx
=
ˆ
C
f(x) dx−
ˆ
×ni=1 Ci
f(xn, ω) dx −−−!
n!∞
0.
This implies that
(
f(xn,ω)∏∞
i=n+1 µCi (Ci)
)
n
is Cauchy in L1 (C ,
⊗∞
i=1ΣCi ,
⊗∞
i=1 µCi) and then∥∥∥∥ f(xn, ω)∏m
i=n+1 µCi(Ci)
− f(xm, ω)
∥∥∥∥
L1(×mi=1Ci)
−−−−−!
n,m!∞
0.
Thus (f(xn, ω))n ∈ limn L1
(×ni=1 Ci,⊗ni=1ΣCi ,⊗ni=1 µCi). From the first computation we
also have that
f = lim
L1(C )
f(xn, ω)∏∞
i=n+1 µCi(Ci)
then
T (f(xn, ω))n = f.
This concludes the proof.

4. Examples
In this section we will give some examples to clarify the theory.
4.1. The Hilbert Cube. Consider the product measure space
(
[0, 1]N,
∞⊗
i=1
B([0, 1]),
∞⊗
i=1
m[0,1]
)
,
where m[0,1] is the Lebesgue measure in [0, 1]. The set [0, 1]
N is called the Hilbert Cube.
By the Decomposition Theorem
Lp
(
[0, 1]N,
∞⊗
i=1
B([0, 1]),
∞⊗
i=1
m[0,1]
)
≃ lim
n
Lp
(
[0, 1]n,
n⊗
i=1
B([0, 1]),
n⊗
i=1
m[0,1]
)
.
We will give now some particular examples of functions on limn L1 ([0, 1]
n).
The key tool we will use is the next result, that is a generalization of the results in
[20].
Theorem 4.1. Let ψk(y)
∏k
n=1 x
φkn(y)−1
n ∈ L1([0, 1]k × [0,∞)) for all k ∈ N, then
(5)
ˆ ∞
0
ψk(x)∏k
n=1 φ
k
n(x)
dx =
ˆ
[0,1]k
(ˆ ∞
0
ψk(y)
k∏
n=1
xφ
k
n(y)−1
n dy
)
dm.
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Proof. Let k ∈ N, then ψk(y)
∏k
n=1 x
φkn(y)−1
n ∈ L1([0, 1]k× [0,∞)) and by Fubini’s theorem
ˆ
[0,1]k
(ˆ ∞
0
ψk(y)
k∏
n=1
xφ
k
n(y)−1
n dy
)
dm =
ˆ ∞
0
(ˆ
[0,1]k
ψk(y)
k∏
n=1
xφ
k
n(y)−1
n dm
)
dy
=
ˆ ∞
0
ψk(y)
(
k∏
n=1
ˆ 1
0
xφ
k
n(y)−1
n dxn
)
dy
=
ˆ ∞
0
ψk(y)∏k
n=1 φ
k
n(y)
dy.
This concludes the proof. 
We will use this theorem to give an example. More examples of this type on the Hilbert
Cube can be found in [19].
Example 4.2. Srinivasa Ramanujan in 1915 [16] proved that for 0 < r < 1
lim
k!∞
ˆ ∞
0
1
(1 + x2)(1 + r2x2)
k· · ·(1 + r2(k−1)x2)
dx =
π
2(1 + r + r3 + r6 + · · · ) .
Take
ψk = 1
φkn = 1 + r
2(n−1)x2
then
ˆ ∞
0
ψk(y)
k∏
n=1
xφ
k
n(y)−1
n dy =
√
π
2
√∑k
n=1 r
2(n−1)| log(xn)|
,
and we get
lim
k!∞
ˆ
[0,1]k
1√∑k
n=1 r
2(n−1)| log(xn)|
dm =
√
π
1 + r + r3 + r6 + · · · .
Denote
fk =
1√∑k
n=1 r
2(n−1)| log(xn)|
then it is easy to see that fk ≥ 0 and fk ≥ fk+1 for all k ∈ N. This implies by Proposition
3.8 that
(fk)k ∈ lim
k
L1[0, 1]
k,
and thus
‖(fk)k‖limL1 =
√
π
1 + r + r3 + r6 + · · · .
By the Decomposition Theorem we get
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T (fk)k =
1√∑∞
n=1 r
2(n−1)| log(xn)|
∈ L1
(
[0, 1]N,
∞⊗
i=1
B([0, 1]),
∞⊗
i=1
m[0,1]
)
.
Summarizing, in this example we have proved:
(1)
(fk)k =

 1√∑k
n=1 r
2(n−1)| log(xn)|


k
∈ lim
k
L1[0, 1]
k.
(2)
f =
1√∑∞
n=1 r
2(n−1)| log(xn)|
∈ L1
(
[0, 1]N,
∞⊗
i=1
B([0, 1]),
∞⊗
i=1
m[0,1]
)
.
(3)
T (fk)k = f.
(4)
‖(fk)k‖limL1 = ‖f‖L1([0,1]N) =
√
π
1 + r + r3 + r6 + · · · .
4.2. Gaussian Decomposition. We will consider Gaussian Measures in Hilbert spaces.
Our aim is to simplify the theory of integration for this measures. It is enough to consider
Gaussian Measures on ℓ2, so we will start giving the definition of Gaussian Measure for
this Hilbert Space. Consider ((an)n∈N, (λn)n∈N) ∈ ℓ2 × ℓ1 and the sequence of Probability
Spaces
{(R,B(R), Nan,λn)}n∈N
where Nan,λn is the Gaussian Measure with mean an and variance λn. We construct the
Infinite Product Probability Space(
R
N,
∞⊗
n=1
B(R),
∞⊗
n=1
Nan,λn
)
.
The following result is classical and its proof can be found in [4].
Proposition 4.3. Consider the Probability space
(
R
N,
⊗∞
n=1 B(R),
⊗∞
n=1Nan,λn
)
, then
(1) ℓ2 ∈⊗∞n=1 B(R).
(2)
⊗∞
n=1Nan,λn(ℓ
2) = 1.
Thanks to the last result we can consider the restriction probability space(
ℓ2,B(ℓ2),
∞⊗
n=1
Nan,λn
)
.
This space is The Gaussian Probability Space. Before considering The Decompo-
sition Theorem for Gaussian Measures, we need the following Lemma, that is a direct
consequence of Proposition 4.3.
Lemma 4.4. We have the following isometric isomorphism
Lp
(
ℓ2,B(ℓ2),
∞⊗
n=1
Nan,λn
)
≃ Lp
(
R
N,
∞⊗
n=1
B(R),
∞⊗
n=1
Nan,λn
)
for 1 ≤ p <∞.
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Thanks to the last considerations, we can state and prove The Gaussian Decomposition
Theorem.
Theorem 4.5 (Gaussian Decomposition Theorem). We have the isometric isomor-
phism
Lp
(
ℓ2,B(ℓ2),
⊗
n∈N
Nan,λn
)
≃ lim
n
Lp
(
R
n,B(Rn),
n⊗
i=1
Nai,λi
)
for 1 ≤ p <∞.
Proof. Just note that by Decomposition Theorem and Lemma 4.4
Lp
(
ℓ2,B(ℓ2),
⊗
n∈N
Nan,λn
)
≃ Lp
(
R
N,
⊗
n∈N
B(R),
⊗
n∈N
Nan,λn
)
≃ lim
n
Lp
(
R
n,B(Rn),
n⊗
i=1
Nai,λi
)
.
This concludes the proof. 
Corollary 4.6. We have the following statements:
(1) Let (fn)n ∈ limn Lp (Rn,B(Rn),
⊗n
i=1Nai,λi), then there exists a function f ∈
Lp
(
ℓ2,B(ℓ2),
⊗
n∈NNan,λn
)
such that
fn −−−!
n!∞
f pointwise via subsequence.
This f represents (fn)n uniquely in Lp
(
ℓ2,B(ℓ2),
⊗
n∈NNan,λn
)
and also
‖f‖Lp(ℓ2) = lim
n!∞
(ˆ
R
(n)· · ·
ˆ
R
|fn|p d
n⊗
i=1
Nai,λi
) 1
p
= ‖(fn)n‖limLp.
(2) Let f ∈ Lp
(
ℓ2,B(ℓ2),
⊗
n∈NNan,λn
)
then there exists a functional sequence (fn)n ∈
limn Lp (R
n,B(Rn),
⊗n
i=1Nai,λi) such that
fn −−−!
n!∞
f pointwise via subsequence.
This (fn)n represents f uniquely in limn Lp (R
n,B(Rn),
⊗n
i=1Nai,λi) and also
‖f‖Lp(ℓ2) = lim
n!∞
(ˆ
R
(n)· · ·
ˆ
R
|fn|p d
n⊗
i=1
Nai,λi
) 1
p
= ‖(fn)n‖limLp.
5. Decomposition Theorem for General Products
In this section we want to give a Decomposition Type Theorem for Infinite Product Mea-
sure Spaces with arbitrary measure. Note that for the classical Decomposition Theorem,
Fubini’s Theorem was an essential tool, hence we have to consider our construction of
The Measure Space (
Ω,
∞⊗
i=1
ΣUi ,
∞⊗
i=1
µUi
)
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since we constructed the measure
⊗∞
i=1 µ
U
i via Outer Measure. Consider for 1 ≤ p < ∞
the Banach spaces
LUp
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
:= Lp
(
Ω,
∞⊗
i=1
ΣUi ,
∞⊗
i=1
µUi
)
.
Define also the vector space
lim
n
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
:=
{
(fn)n∈N ∈
⊕
n∈N
Lp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
:
∥∥∥fn · χ×mi=n+1 Ui − fm
∥∥∥
Lp(×mi=1 Ωi)
−−−−−!
n,m!∞
0
}
and the norm
‖(fn)n∈N‖limLUp := limn!∞ ‖fn‖Lp(×ni=1 Ωi).
Then, the pair (
lim
n
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
, ‖ · ‖limLUp
)
gives a normed space. We will identify the subspaces
Lp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
≃ LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
!֒ lim
n
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
where
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
:=
{
f · χ×∞i=n+1 Ui : f ∈ Lp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)}
via the Natural Isomorphism.
5.1. Preliminary Lemmas. In this subsection we will give an analog of the Lemmas
given for the proof of the classical Decomposition Theorem.
Lemma 5.1 (Density I). The subspace
⋃
n∈N
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
is dense in LUp (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) for 1 ≤ p <∞.
Proof. We have that
{χR : R ∈ R} ⊂
dense
LUp
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
with
R :=
{
n×
i=1
Bi ×
∞×
i=n+1
Ui : Bi ∈ Ri for every i ∈ N ∧ n ∈ N
}
.
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Observe that for R =×ni=1Bi ××∞i=n+1 Ui ∈ R
χR = χ×ni=1Bi××∞i=n+1 Ui = χ×ni=1Bi · χ×∞i=n+1 Ui
thus
{χR : R ∈ R} ⊂
⋃
n∈N
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
and the result follows. 
Lemma 5.2 (Density II). Let FN be the subspace of limn LUp
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi)
defined by
FN :=
{
(fn)n∈N ∈
⊕
n∈N
Lp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
: There exists
g ∈ Lp
(
N×
i=1
Ωi,
N⊗
i=1
Σi,
N⊗
i=1
µi
)
such that fn = g · χ×ni=N+1 Ui, ∀n ≥ N
}
then for 1 ≤ p <∞
⋃
N∈N
FN ⊂
dense
lim
n
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
.
Proof. Let (fn)n∈N ∈ limn LUp
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi), then given {(gmn )n}m∈N ⊂⋃
n∈NFN defined by
gmn :=
{
0 if n < m
fm · χ×ni=m+1 Ui if n ≥ m
we have that
lim
m!∞
‖(fn)n∈N − (gmn )n∈N‖limLUp = limm!∞ limn!∞ ‖fn − g
m
n ‖Lp(×ni=1 Ωi)
= lim
m!∞
lim
n!∞
‖fn − fm · χ×ni=m+1 Ui‖Lp(×ni=1 Ωi) = 0.
Thus we have proved that
(gm)m −−−!
m!∞
(fn)n in lim
n
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
.
Consequently since (gm)m∈N ⊂
⋃
N∈NFN we conclude
⋃
N∈N
FN ⊂
dense
lim
n
LUp
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
.

Lemma 5.3. Let f ∈ LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) then for every n ∈ N(ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui ∈ LU1
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
.
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Proof. By Fubini’s Theorem the function
ϕn : Ω −! R
(ωi)i∈N 7−!
(´
×∞i=n+1 Ωi f(ω
n, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui(ωi)i∈N
is measurable for every n ∈ N. Now we will see that ϕn is integrable for every n ∈ N.
ˆ
Ω
|ϕn| =
ˆ
Ω
∣∣∣∣∣
ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
∣∣∣∣∣ · χ×∞i=n+1 Ui
≤
ˆ
Ω
(ˆ
×∞i=n+1 Ωi
|f(ωn, xn+1, xn+2, ...)| dx
)
· χ×∞i=n+1 Ui
=
Fubini
ˆ
×∞i=n+1 Ωi
(ˆ
Ω
|f |
)
· χ×∞i=n+1 Ui = ‖f‖LU1 < +∞.
This concludes the proof. 
Theorem 5.4 (Generalized Jessen II). Let f ∈ LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi), then we
have that
lim
LU
1
(Ω)
(ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui = f.
Proof. We will prove the statement for Span{χR : R ∈ R} where
R :=
{
m×
i=1
Bi ×
∞×
i=m+1
Ui : Bi ∈ Ri for every i ∈ N ∧m ∈ N
}
and then since
Span{χR : R ∈ R} ⊂
dense
LU1
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
we will prove it for every function in the space LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) by density argu-
ments. Take R =×mi=1Bi ××∞i=m+1 Ui and suppose that n >> m, then(ˆ
×∞i=n+1 Ωi
χR(ω
n, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui
= χ×mi=1Bi××ni=m+1 Ui ·
(ˆ
×∞i=n+1 Ωi
χ×∞i=n+1 Ui
)
· χ×∞i=n+1 Ui
= χ×mi=1Bi××ni=m+1 Ui ·
(
∞∏
i=n+1
µi(Ui)
)
· χ×∞i=n+1 Ui = χR.
By lineality of the integral we get that for every f ∈ Span{χR : R ∈ R} for suffienctly
large n ∈ N (ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui = f.
44 JUAN CARLOS SAMPEDRO
Thus, the result is true in Span{χR : R ∈ R}. Take f ∈ LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) and
{gn}n∈N ⊂ Span{χR : R ∈ R} such that
gn −−−!
n!∞
f in LU1
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
then
(6) lim
LU
1
(Ω)
(ˆ
×∞i=n+1 Ωi
gn(ω
n, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui = lim
LU
1
(Ω)
gn = f.
Therefore
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui − f
∥∥∥∥∥
LU
1
≤
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
f(ωn, xn) dx
)
· χ×∞i=n+1 Ui −
(ˆ
×∞i=n+1 Ωi
gn(ω
n, xn) dx
)
· χ×∞i=n+1 Ui
∥∥∥∥∥
LU
1
+
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
gn(ω
n, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui − f
∥∥∥∥∥
LU
1
.
where we denote xn = (xn+1, xn+2, ...). Thanks to the following computation
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
f(ωn, xn) dx
)
· χ×∞i=n+1 Ui −
(ˆ
×∞i=n+1 Ωi
gn(ω
n, xn) dx
)
· χ×∞i=n+1 Ui
∥∥∥∥∥
LU
1
=
ˆ
Ω
∣∣∣∣∣
ˆ
×∞i=n+1 Ωi
f(ωn, xn) dx−
ˆ
×∞i=n+1 Ωi
gn(ω
n, xn) dx
∣∣∣∣∣ · χ×∞i=n+1 Ui(ω)
≤
ˆ
×ni=1 Ωi××∞i=n+1 Ui
(ˆ
×∞i=n+1 Ωi
|f(ωn, xn)− gn(ωn, xn)| dx
)
=
ˆ
×ni=1 Ωi
(ˆ
×∞i=n+1 Ωi
|f(ωn, xn)− gn(ωn, xn)| dx
)
=
ˆ
Ω
|f − g| = ‖f − g‖LU
1
−−−!
n!∞
0
and by equation (6) we conclude that
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui − f
∥∥∥∥∥
LU
1
−−−!
n!∞
0.
Hence
lim
LU
1
(Ω)
(ˆ
×∞i=n+1 Ωi
f(ωn, xn+1, xn+2, ...) dx
)
· χ×∞i=n+1 Ui = f.
This concludes the proof. 
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5.2. Decomposition Theorem II. Now, we are able to prove the Decomposition The-
orem for Infinite Product Measure Spaces with arbitrary measure.
Theorem 5.5 (Decomposition Theorem II). Consider the operators
T : limn L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi) −! LU1 (Ω,⊗∞i=1Σi,⊗∞i=1 µi)
(fn)n∈N 7−! limLU
1
(Ω) fn · χ×∞i=n+1 Ui
and
G : LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) −! limn L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi)
f 7−!
(´
×∞i=n+1 Ωi f(x
n, ωn+1, ωn+2, ...) dω
)
n∈N
then G = T−1 and T is an isometric isomorphism. In particular
LU1
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
≃ lim
n
LU1
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
Proof. Firstly, note that given (fn)n∈N ∈ limn LU1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi), the se-
quence
(
fn · χ×∞i=n+1 Ui
)
n∈N
⊂ LU1
(
Ω,
∞⊗
i=1
Σi,
∞⊗
i=1
µi
)
is Cauchy in LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) because
∥∥∥fn · χ×∞i=n+1 Ui − fm · χ×∞i=m+1 Ui
∥∥∥
LU
1
(Ω)
= χ×∞i=m+1 Ui ·
∥∥∥fn · χ×mi=n+1 Ui − fm
∥∥∥
L1(×mi=1Ωi)
−−−−−!
n,m!∞
0.
Thus, T is well defined and it is linear. On the other hand, since
ˆ
×ni=1 Ωi
∣∣∣∣∣
ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
∣∣∣∣∣ dx ≤
ˆ
×ni=1 Ωi
ˆ
×∞i=n+1 Ωi
|f(xn, ωn+1, ωn+2, ...)| dω dx
=
ˆ
Ω
|f | = ‖f‖LU
1
< +∞
we have
(ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
)
n∈N
∈
⊕
n∈N
L1
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
.
Moreover, if we denote ωn := (ωn+1, ωn+2, ...)
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∥∥∥∥∥χ×mi=n+1 Ui
ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω −
ˆ
×∞i=m+1 Ωi
f(xm, ωm+1, ωn+2, ...) dω
∥∥∥∥∥
L1(×mi=1 Ωi)
=
∥∥∥∥
(
χ×mi=n+1 Ui
ˆ
×∞i=n+1 Ωi
f(xn, ωn) dω −
ˆ
×∞i=m+1 Ωi
f(xm, ωn) dω
)
· χ×∞i=m+1 Ui
∥∥∥∥
LU
1
=
∥∥∥∥∥χ×∞i=n+1 Ui
ˆ
×∞i=n+1 Ωi
f(xn, ωn) dω − χ×∞i=m+1 Ui
ˆ
×∞i=m+1 Ωi
f(xm, ωn) dω
∥∥∥∥∥
LU
1
−−−−−!
n,m!∞
0
where the reasoning involves that
lim
LU
1
(Ω)
(ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
)
· χ×∞i=n+1 Ui = f
and then the sequence is Cauchy. Then we have proved that
(ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
)
n∈N
∈ lim
n
LU1
(
n×
i=1
Ωi,
n⊗
i=1
Σi,
n⊗
i=1
µi
)
.
and therefore G is well defined and it is linear. Once we have proved the consistency of
the linear operators T and G, we will prove that they are isometries and, in particular,
continuous. Note that if (fn)n ∈ limn LU1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi)
||T (fn)n||LU
1
=
∥∥∥∥ lim
LU
1
(Ω)
fn · χ×∞i=n+1 Ui
∥∥∥∥
LU
1
= lim
n!∞
‖fn · χ×∞i=n+1 Ui‖LU1 = limn!∞
ˆ
Ω
|fn| · χ×∞i=n+1 Ui
=
Fubini
lim
n!∞
ˆ
×ni=1 Ωi
|fn| = lim
n!∞
‖fn‖L1(×ni=1Ωi) = ‖(fn)n‖limLU1 .
Thus, T is an isometry. On the other hand, if f ∈ LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi)
‖G(f)‖limLU
1
=
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
)
n∈N
∥∥∥∥∥
limLU
1
= lim
n!∞
∥∥∥∥∥
ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
∥∥∥∥∥
L1(×ni=1Ωi)
= lim
n!∞
∥∥∥∥∥
(ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
)
χ×∞i=n+1 Ui
∥∥∥∥∥
LU
1
=
∥∥∥∥∥ limLU
1
(Ω)
(ˆ
×∞i=n+1 Ωi
f(xn, ωn+1, ωn+2, ...) dω
)
χ×∞i=n+1 Ui
∥∥∥∥∥
LU
1
= ‖f‖LU
1
where the reasoning involves the Jessen’s Theorem. Thus, G is an isometry. Finally, we
will see that G = T−1.
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⋃
N∈N
FN
≃
dense dense
T
G
limn L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi)LU1 (Ω,⊗∞i=1Σi,⊗∞i=1 µi)
⋃
N∈N L
U
1
(×Ni=1Ωi,⊗Ni=1Σi,⊗Ni=1 µi)
Consider (fn)n ∈
⋃
N∈NFN and let g ∈ L1
(×Mi=1Ωi,⊗Mi=1Σi,⊗Mi=1 µi) such that fn =
g · χ×ni=M+1 Ui for n ≥ M , then
(G ◦ T )(fn)n = G
(
lim
LU
1
(Ω)
g · χ×ni=M+1 Ui · χ×∞i=n+1 Ui
)
= G
(
lim
LU
1
(Ω)
g · χ×∞i=M+1 Ui
)
=
(ˆ
×∞i=n+1 Ωi
g · χ×∞i=M+1 Ui
)
n∈N
= (f1, f2, ..., fM−1, g, g · χUM+1 , ..., g · χ×ni=M+1 Ui , ...) = (fn)n.
The last steps are justified using the equivalence relation defined in the normed space
limn L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi). Thus, we have proved that if (fn)n ∈ ⋃N∈NFN ,
then
(G ◦ T )(fn)n = (fn)n.
Since
⋃
N∈NFN is dense in limn LU1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi) and G ◦ T is continuous
(Isometry), then
G ◦ T = Ilimn LU1 (×ni=1 Ωi,⊗ni=1 Σi,⊗ni=1 µi).
On the other hand, consider f ∈ ⋃n∈N LU1 (×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi), then
f ∈ LU1
(×Mi=1Ωi,⊗Mi=1Σi,⊗Mi=1 µi) for some M ∈ N and thus exists
g ∈ L1
(×Mi=1Ωi,⊗Mi=1Σi,⊗Mi=1 µi) such that
f = g · χ×∞
i=M+1
Ui
.
Therefore
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(T ◦G)(f) = T
(ˆ
×∞i=n+1 Ωi
f(xn, ω)
)
n∈N
= T
(ˆ
×∞i=n+1 Ωi
g · χ×∞
i=M+1
Ui
)
n∈N
= T
(
f1, f2, ..., fM−1, g, g · χUM+1 , ..., g · χ×ni=M+1 Ui , ...
)
= lim
LU
1
(Ω)
g · χ×ni=M+1 Ui · χ×∞i=n+1 Ui
= lim
LU
1
(Ω)
g · χ×∞i=M+1 Ui
= g · χ×∞i=M+1 Ui = f.
Consequently, if f ∈ ⋃n∈N LU1 (×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi)
(T ◦G)(f) = f.
Since
⋃
n∈N L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi) is dense in LU1 (Ω,⊗∞i=1Σi,⊗∞i=1 µi) and T ◦G
is continuous, then
T ◦G = ILU
1 (Ω,
⊗∞
i=1 Σi,
⊗∞
i=1 µi)
.
This concludes the proof.

Corollary 5.6. We have the following statements:
(1) Let (fn)n ∈ limn LU1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi), then there exists a function f ∈
LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) such that
fn · χ×∞i=n+1 Ui −−−!n!∞ f pointwise via subsequence.
This f represents (fn)n uniquely in L
U
1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) and also
‖f‖Lp(Ω) = lim
n!∞
(ˆ
Ω1
(n)· · ·
ˆ
Ωn
|fn|p d
n⊗
i=1
µi
) 1
p
= ‖(fn)n‖limL1
(2) Let f ∈ LU1 (Ω,
⊗∞
i=1Σi,
⊗∞
i=1 µi) then there exists a functional sequence (fn)n ∈
limn L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi) such that
fn · χ×∞i=n+1 Ui −−−!n!∞ f pointwise via subsequence.
This (fn)n represents f uniquely in limn L
U
1
(×ni=1Ωi,⊗ni=1Σi,⊗ni=1 µi) and also
‖f‖Lp(Ω) = lim
n!∞
(ˆ
Ω1
(n)· · ·
ˆ
Ωn
|fn|p d
n⊗
i=1
µi
) 1
p
= ‖(fn)n‖limL1.
GENERAL COUNTABLE PRODUCT MEASURES 49
6. Feynman Integration
Finally, we will give a short application of our theory to Quantum Mechanics via R.
Feynman’s new approach of Quantum Mechanics via Path Integral Formulation of 1948
[7]. We will give a brief introduction to this topic, for a general treatment of Mathematical
Theory of Feynman Path Integral formulation, I suggest the reference [11]. Suppose we
are dealing with a one-dimensional microscopic particle with mass m under a potential
V : R −! R with initial estate ψ. Then, the propagator of the system is given by
(e−itĤ/~ψ)(x0) = C
ˆ
Cx0 ([0,t])
e
i
~
S(x(·),0,t)ψ(x(t))Dx
where
S(x(·), 0, t) :=
ˆ t
0
(
m
2
∣∣∣∣dxds
∣∣∣∣
2
− V (x(s))
)
ds
and Dx is a Translation Invariant σ-finite Borel Measure on C
x0
([0, t]). This formulation
allows us to see the state of a particle as the sum of the probability amplitudes on all pos-
sible paths that the particle could take. The path integral assigns to all these amplitudes
equal weight (Dx is Translation Invariant) but varying argument of the complex number
e
i
~
S(x(·),0,t). It is classical that Translation Invariant σ-finite Borel Measures in an Infinite
Dimensional Topological Vector Space do not exist. Due to the lack of the measure Dx,
Feynman computed the propagator in an original way using polygonal paths, Riemann
sums and taking the limit as
(e−itĤ/~ψ)(x0)
?
=
lim
N!∞
(
mN
it~
)nN/2 ˆ
R
(N)· · ·
ˆ
R
exp
{
i
~
N∑
j=1
[
mN
2
|xj − xj−1|2 + t
N
V (xj−1)
]}
ψ(xN )
N∏
i=1
dxi.
Note that the functions involved in the integrals are not integrable because they are highly
oscilatory. Nevertheless, we can consider imaginary time taking the change t 7−! −it and
using analytic continuation on t to compute the propagator. Therefore, we consider the
imaginary time propagator e−tĤ .
(e−tĤψ)(x0)
?
=
lim
N!∞
(
N
2πt
)3N/2 ˆ
R
(N)· · ·
ˆ
R
exp
{
−
N∑
j=1
[
N
2t
|xj − xj−1|2 + t
N
V (xj−1)
]}
ψ(xN )
N∏
i=1
dxi.
The principal problem with this construction is the unknown nature of this limit. It has
been proved the convergence in L2 via Trotter Formula [7]. The aim of this section is to
give a connection between the pointwise convergence of the last limit and the constructed
Infinite Dimensional Integration Theory to clarify the behavior of the limit with respect
to our Theory.
Consider the sequence of Measure Spaces {(R,B(R), mR)}i∈N where B(R) is the Borel
σ-algebra of R and mR is the Lebesgue measure on R. Consider also U =
[−1
2
, 1
2
]N
. Then
we can work with the Measure Space
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(
R
N,
∞⊗
i=1
B
U (R),
∞⊗
i=1
mU
R
)
.
By The Decomposition Theorem for Product Spaces with arbitrary measure we know
that given (fN)N∈N ∈ limN LU1 (RN), there exists f ∈ L1
(
R
N,
⊗∞
i=1 B
U (R),
⊗∞
i=1m
U
R
)
such that T (fN)N∈N = f and
‖f‖L1(RN) = lim
N!∞
ˆ
R
(N)· · ·
ˆ
R
|fN | d
N⊗
i=1
mR = ‖(fN)N‖limL1.
Therefore, if we choose a potential V ∈ L0(R) and an initial state ψ ∈ L2(R) sutch that
for every x0 ∈ R and t ∈ [T0, T1]
(fV,ψN (t,x0))N∈N ∈ lim
N
LU1 (R
N)
where
(fV,ψN (t,x0))N∈N =
((
N
2πt
)3N/2
exp
{
−
N∑
j=1
[
N
2t
|xj − xj−1|2 + t
N
V (xj−1)
]}
ψ(xN )
)
N∈N
then, there exists fV,ψ(t,x0) ∈ L1
(
R
N,
⊗∞
i=1 B
U (R),
⊗∞
i=1m
U
R
)
such that
T (fV,ψN (t,x0))N∈N = f
V,ψ(t,x0)
and
‖fV,ψ(t,x0)‖L1(RN) =
ˆ
RN
|fV,ψ(t,x0)| d
∞⊗
i=1
mU
R
= lim
N!∞
ˆ
R
(N)· · ·
ˆ
R
|fV,ψN (t,x0)| d
N⊗
i=1
mR
= lim
N!∞
(
N
2πt
)3N/2 ˆ
R
(N)· · ·
ˆ
R
exp
{
−
N∑
j=1
[
N
2t
|xj − xj−1|2 + t
N
V (xj−1)
]}
ψ(xN)
N∏
i=1
dxi.
Finally, if (V, ψ) ∈ L0(R) × L2(R) satisfies our assumptions, the nature of the limit is
clarified, and also, we have a continuous correspondence
ϕV,ψ : (T0, T1)× R −! L1(RN)
(t,x0) 7−! T (f
V,ψ
N (t,x0))N∈N = f
V,ψ(t,x0)
that alow us to see an state of a particle in a system as a two dimensional manifold in
the Banach space L1(R
N).
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