and it is effective and efficient for collision-free path planning.
optimization ;

90
 Using re-planning scheme to deal with the collision avoidance against both static 91 and dynamic obstacles.
92
The remainder of this paper is organized as follows. Section 2 introduces the 93 mathematical models of an AUV and its flatness property; Section 3 defines the 94 problem statement and reformulates the problem in flat outputs space by using flat A general description of six-DOF nonlinear equations of AUV motions is described 116 as follows (Fossen, 1994 
Problem formulation and transformation
158
This paper aims at finding a time-optimal collision-free path planning scheme for 159 AUV, where the optimization criterion is used to obtain the minimum travelling time 160 whilst the collision constraints ensure that the path is collision-free from any static or 161 moving obstacles with uncertainty.
162
Generally, the path planning problem can be formulated as an optimization problem: subject to the vehicle dynamics described by Eq. (4), and the positional constraints from 167 the given initial condition 0 X and final destination f X defined as: 
where, j=1,2…S , S is the number of obstacles in the work space; the shorter the planning window is, the faster the planning algorithm is required. 2. Evaluate the new position's fitness value; for each particle, if the fitness value of new particle is better than the original particle, swap it;
3. Compare with all the best ever positions of each particle to find the best global position, and update the velocity vector of each particle in the swarm;
4. Update the position vector of each particle, using its previous position and the updated velocity vector;
5. If the stopping criterion is satisfied or the number of iterations exceeds max K then stop, otherwise, go to step2.
In
Step 3, the updating scheme for the velocity vector of each particle is given by In
Step 4, the updating scheme for the position vector of each particle is 263 described as
Further, the velocity vector of a particle with violated constraints should be brought 266 back to zero in the velocity update scheme defined as
This is to ensure if a particle is infeasible, then there is a large probability that the last 269 search direction was not feasible. LGL points lie only in the interval [ 
where, LGL points
is the N th degree Lagrange interpolating basis function defined as
The first and the ( 1 
where, 1,kl D are the entries of the ( 1) ( 1)
289
The matrix 
294
(14), subject to all required constraints.
295
One of the main advantages of LPM is offering an exponential convergence rate for Table 2: 313
Table 2 314
Hybrid PSO-LPM algorithm for re-planning process. 
Results and discussion
316
To investigate the effectiveness and robustness of the proposed re-planning algorithm, 317 numerical simulations have been carried out for two different cases with multi static 318 obstacles and multi moving obstacles, respectively. The algorithm has been coded in MATLAB R2012a and simulations are run on the PC with 2.1 GHz CPU/2GB RAM.
320
The NLP solver for re-planning process used here is KNITRO (Byrd et al., 2006 ).
321
In the cases studies, the simulation parameters for PSO algorithm are selected as: the 
Case1: Static obstacles avoidance
327
The scenario in this case study is that an AUV is travelling in 3-D workspace, from 
329
Six static obstacles are considered for evaluation of the re-planning algorithm, which 330 are assumed to be spherical with the same radius of 3m. However, the re-planning scheme has to evaluate the collision risk and refine the path Distances between re-planned trajectory of AUV and each obstacle. 385 Fig. 6(a) shows the time taken for each planning in the whole re-planning process,
386
where the hollow dot represents a success in finding an optimal solution while the blue 387 dot represents a failure. It can be found the computational time for each planning except 388 the first one is shorter than the given re-planning time horizon 1s T  , which ensures 389 that the re-planning scheme can be used on-line. Fig. 6(b) displays the values of 390 objective function obtained by each re-planning process, which gradually decrease as 391 the AUV moves closer to the target. However, the curve is not smooth enough, i.e., it 392 drops considerably at the time t=59s and t=101s. As shown in Fig. 6(a) , the 59 th re-393 planning process (marked with a circle) is successful to obtain an optimal solution, but In previous case, it is assumed that the positions of obstacles are precisely known, and the planned path can be executed perfectly. However, in realistic ocean fields, the 411 locations of obstacles are not usually known precisely. In this section, the re-planning 412 problem will tackle three moving obstacles with varying levels of position uncertainty.
413
The model of dynamic obstacles is assumed to be a linear and discrete-time system 414 as defined in Zeng et. al (2015): 
Conclusions
550
This paper presents an on-line collision-free path planning strategy of AUV, which 551 incorporates PSO algorithm with LPM-based re-planning scheme to continuously 552 refine the optimal trajectories in complex ocean environments. Simulation results
553
illustrate that the proposed path planner succeeds in collision avoidance against both 554 static and dynamic obstacles with uncertainty in positions and velocities, and by using 555 PSO as an initialization generator, the hybrid PSO-LPM planner is shown to be capable 556 of finding a more optimal solution than PSO algorithm alone. In addition, due to the 557 differential flatness property of AUV, the time consumption for each planning process 558 is further reduced, which ensures that the re-planning scheme can be applied on-line.
559
Finally, Monte Carlo simulations demonstrate the robustness of the proposed scheme.
560
The next stage in this work is to improve the practicability of current algorithm in 
