For almost two decades mobile mapping systems have done their georeferencing using Global Navigation Satellite Systems (GNSS) to measure position and inertial sensors to measure orientation. In order to achieve cm level position accuracy, a technique referred to as post-processed carrier phase differential GNSS (DGNSS) is used. For this technique to be effective the maximum distance to a single Reference Station should be no more than 20 km, and when using a network of Reference Stations the distance to the nearest station should no more than about 70 km. This need to set up local Reference Stations limits productivity and increases costs, especially when mapping large areas or long linear features such as roads or pipelines.
INTRODUCTION

Mobile Mapping
As its name implies, mobile mapping involves the collection of data to make map products while in continuous motion. While one can argue that making soundings using a lead line from a slow moving ship qualifies as mobile mapping, it was not until the advent of aerial photogrammetry that the term really became applicable. Of course today mobile mapping is done from virtually any moving platform with a plethora of different digital sensors, ranging from sophisticated Geiger-mode LiDARs to the low-cost cameras found in smart phones.
The common theme to mobile mapping is collecting geospatial information as quickly, accurately and cost-effectively as possible, to support a number of different applications such as disaster recovery, autonomous vehicle navigation, GIS, asset monitoring, flood plain mapping and more.
GNSS-Aided Inertial Processing for Mobile Mapping
The use of GNSS and inertial to improve the efficiency of making maps from mobile platforms through Direct Georeferencing was pioneered in the mid 1990's on traditional airborne film cameras (Hutton et al, 2005) , and has now become a standard method of georeferencing data collected from the land, sea and air.
The basic concept of Direct Georeferencing is to use highly accurate measurements of geographic position and orientation to geo-code each pixel or point collected by a calibrated imaging sensor, thus enabling map data products to be created without the use of extensive ground information (Mostafa et al, 2001 ).
The position and orientation measurements are generated using GNSS-aided Inertial processing in real-time and postprocessing. In this architecture measurements from the GNSS are used to control the errors of the navigation solution computed by integrating acceleration and angular rate measurements made by an Inertial Measurement Unit (IMU) into position, velocity and orientation (Figure 1 ). In such an architecture the absolute accuracy of the position solution is controlled by the accuracy of the GNSS measurements, while the accuracy of the orientation measurements is a function of the inertial sensors and vehicle dynamics. In most cases the solution used to generate the final map product is generated post-mission, which has several key advantages:
• Higher accuracy can be achieve through forward and reverse-time processing • Anomalies in data can be detected and repaired • More advanced, spatially based and computationally intensive algorithms can be employed • Complex and costly real-time data links are not required • Regional or global GNSS augmentation services can be accessed via the internet
In order to achieve the cm-level accurate position most mapping products require, it is necessary to augment the basic GNSS system in order to correct it's measurements for systematic errors, which include receiver errors, satellite errors (clock, orbit) and propagation errors (ionospheric and tropospheric delays). The most accurate GNSS augmentation methodologies include carrier phase differential GNSS (DGNSS) and Precise Point Positioning (PPP).
Carrier Phase Differential GNSS
Differential GNSS (DGNSS) involves the simultaneous observation of the satellite radio signals at the rover receiver and at one or more reference receivers, and then differencing the signals to cancel out common errors. Carrier Phase Differential GNSS is a method of DGNSS that uses the carrier signals (L1, L2, L5) to make more accurate range measurements to the satellites (carrier measurements) than can be obtained using the coded signals (pseudorange or code measurements). The phase measurements are either processed separately to produce a position measurement which is then used to aided the inertial navigation solution, or are processed directly in with the inertial measurements in a so-called "tightly coupled" architecture (Scherzinger, 2000) .
The residual errors left in the differenced phase measurements can be summarized as:
• phase ambiguity (number of cycles)
The essential requirement to achieving cm level accuracy is to resolve the cycle ambiguity inherent in each phase measurement to an integer, which is referred to as "ambiguity resolution". Various techniques are used to do ambiguity resolution, the success and reliability of which is primarily dependent upon correcting/reducing the propagation delays as much as possible.
The closer the rover is to the reference stations the more the delays cancel out in the differences, while having dual or triple frequency measurements makes the ionospheric delay more readily observable.
Single Reference Station Processing:
In this method a single dual or triple frequency GNSS reference receiver is set up close to the project area to be mapped and its location surveyed. The raw phase and code measurements observables from the reference receiver are then transmitted to the roving receiver over a radio link or logged for post-processing. Here the limiting factor becomes the maximum distance the rover can be from the reference stations before the atmospheric delays no longer cancel out and the correct ambiguities can no longer be determined. Depending upon the location (which determines the magnitude of the spatial variations in the ionosphere) this can be no more than about 20 km. This type of distance is fine for small mapping projects such as from land vehicles and unmanned aerial vehicles (UAV's), but is not efficient for typical airborne mapping projects.
Network Reference Station Processing:
As its name implies, Network Reference Station processing involves the use of a network of GNSS reference stations instead of a single station. In this scenario, the observables from the network of stations are used to measure the atmospheric delays within the networks and produce a highly accurate model of the local ionosphere. This model and data from the network are then used to generate a set of artificial GNSS observables continuously follows the rover. This Virtual Reference Station or VRS is then processed as if it is a single fixed reference station at the rover location, thus eliminating the baseline separation issue. Such an approach is ideal for cm level post-processed carrier phase DNSS processing over large areas, and can take advantage of existing Continuously Operation Reference Station (CORS) networks. However in areas where there are no CORS the cost of establishing a dedicated network of receivers can be significant.
Precise Point Positioning (PPP)
Precise Point Positioning (PPP) is a real-time and postprocessed augmentation technique that uses a global network of monitoring stations to precisely estimate and correct the orbit and clock measurements. These precise ephemeris data are then used to reduce the overall error in the code and carrier phase measurements to levels that enables the other error sources to be estimated to decimetre and even centimetre level accuracy, all without the use of local reference stations (Zumberge et al., 1997, Y. Gao..) . This has enormous potential for improving the efficiency and lowering the cost of mobile mapping especially in regions where existing reference station networks don't exist or have inadequate coverage to support high accuracy postprocessed DGNSS positioning. A fundamental limitation for high accuracy PPP is the time it takes to converge to full accuracy. Convergence requires estimation of residual error sources from noise, which is made observable through the satellite change in geometry. Depending upon the constellations used and the signal environment, this can take anywhere from 20 minutes for the horizontal position to anywhere up to 120 minutes for vertical position (Gao et al., 2006) . A key advantage of post-processing is the ability to compute both forward and reverse in time solutions which are then combined to eliminate/reduce the periods of convergence. However the duration of the mission must still be longer than convergence time for this to be effective.
Sources of precise ephemeris include the International GNSS Service (IGS) which provides freely distributed corrections of
TRIMBLE CENTERPOINT RTX
The Trimble Centerpoint RTX (Real-Time Extended) is an innovative multi-frequency GNSS positioning technology that combines the high accuracy of reference-station based Differential GNSS with the highly productive wide-area coverage of global satellite corrections. First introduced in 2011 supporting GPS and GLONASS (Leandro, 2011) , it has now been expanded to include QZSS, BDS and Galileo (Brandl, 2014) .
The Trimble approach is unique to most PPP solutions in that it employs its own dedicated precise ephemeris correction service and derives integer level ambiguities for accuracy approaching that of RTK.
The Trimble CenterPoint RTX monitoring network is comprised of approximately 100 high-performance GNSS receivers distributed globally, which track GPS, GLONASS, BDS, QZSS and Galileo. The reference stations used in the network are Trimble survey grade receivers, coupled with high performance geodetic antennas that are fully characterized and calibrated.
Data from the stations in the network are transmitted continuously to redundant operation centres located around the globe. The operation centres themselves contain redundant communication and processing servers ensuring seamless, reliable data. The processing servers continuously monitor the health of the reference stations around the world and automatically reconfigure the network when problems are detected. Network processors then generate the precise orbit, clock and observation biases for any location on the Earth at a rate of 1 Hz.
The precise data are then transmitted in real-time using a compressed CMRx message format over satellite and the internet, and logged to a data base for post-processed applications.
POST-PROCESSED RTX AIDED-INERTIAL PROCESSING FOR MOBILE MAPPING
The POSPac Mobile Mapping Suite (POSPac MMS) is a highly sophisticated GNSS-Aided Inertial post-processing package designed for maximizing the performance of mobile mapping using the Trimble GNSS + inertial products produced by Applanix (a subsidiary of Trimble).
Using the precise data derived from the real-time CenterPoint RTX system, a new high-accuracy post-processed RTX-Aided inertial processing method has been developed for POSPac MMS, enabling robust, cm level positioning to be achieved for mobile mapping without reference stations.
The Post-processed RTX (PP-RTX) implementation in POSPac is comprised of three components:
1. A web-based service that provides the CenterPoint RTX information along the rover trajectory to be post-processed. 2. A QC step that processes the information from the service with the raw rover observables in forward and reverse time to generate the convergence-free PP-RTX GNSS solution 3. Generation of the final RTX-Aided Inertial navigation solution using a Kalman filter and optimal smoother processing
Post-processed CenterPoint RTX Service
The post-processed CenterPoint RTX service is accessed automatically from the POSPac MMS via an internet connection. A compressed trajectory derived from the real-time solution is uploaded to the RTX server infrastructure and used to retrieve a set of data comprised of orbit, clock and additional local bias information derived from the real-time CenterPoint RTX service. Unlike a traditional PPP solution that uses IGS or equivalent ephemeris data that can take several days to compute, this information is available within 1 hour after the mission.
Post-processed RTX-Aided Inertial Solution
The PP-RTX solution is computed using dual frequency pseudorange and carrier phase measurements from the GPS, GLONASS, QZSS and BeiDou satellites.
The simplified equation for the carrier phase and pseudorange measurements from a receiver to a given satellite can be written as follows (Leandro et al, 2011 , Doucet et al, 2012 :
where:
The Through measurement, modelling and estimation, the PP-RTX solution computes and applies corrections to the carrier phase measurements to an accuracy of a few cm's, allowing the integer ambiguities to be resolved and a high accuracy position solution to be produced.
The precise satellite clocks and orbits received from the RTX server are used to eliminate the contributions of the satellite clock error and satellite position error in the computation of the receiver position. Additional global and/or regional Ionospheric corrections are also computed, which are then applied to help reduce the time of convergence.
High accuracy models are used in both the computation of the satellite clocks and orbits and by the positioning engine to further reduce the error in the phase measurements:
• The error components in the measurements after applying the precise clock, orbits and models are dominated by the ionospheric and tropospheric delays, receiver clock errors, receiver biases, multipath and of course the phase ambiguities themselves.
The PP-RTX positioning engine uses a Kalman filter to estimate the ambiguities, construct the position, and estimate and attenuate the remaining errors.
The receiver clock error is observable and estimated as part of the engine. The first order error due to ionospheric delay is mitigated by constructing combinations of the measurements between the different frequencies to produce the so-called ionospheric-free measurements (Leandro et al, 2011) .
The geometry-free ionosphere-free linear combination, i.e. wide-lane carrier-phase minus narrow-lane code (Garbor and Nerem, 2002) , provides direct access to the wide-lane ambiguities. However it still contains the receiver and satellite biases. The satellite phase biases are obtained from the RTX network processor system (Leandro et al, 2011) . The remaining biases are obtained by combining the divergence-free phase combination and the code measurement (Leandro et al, 2011) . The ionospheric phase combination and ionospheric code combination are employed to estimate the ionosphere delay to each satellite. At this point the ionosphere delays, the wide-lane ambiguities and the phase biases are known and/or derived, and only the modelling of the tropospheric delay remains. The total tropospheric delay can be represented by
where is the total slant delay at an elevation angle , ℎ and are the hydrostatic and wet zenith delays respectively, and ℎ ( ) and ( ) are corresponding mapping functions. Troposphere delay prediction models such as Hopfield, Saastamoinen, and GTP2w provide accuracies of up to a few decimetres in the zenith direction. The residual error is caused by the variability of the temperature, pressure, and water vapour present at the time of observation, and is modelled and estimated in the Kalman filter. Optimization of the error model using empirical data sets was critical for achieving high performance for airborne kinematic surveys due to the potential for rapidly changing altitude of the rover.
The time it takes the PP-RTX engine to converge to the final correct ambiguities is a function of the multipath environment and the geometry of the satellites which make the other errors observable. This can range from less than 1 minute to over 15 minutes depending upon the availability of a local Ionospheric model and the quality of observables (Nardo et al, 2015) . However since the PP-RTX is running both in the forward and reverse direction with the final output being the combination of the two, as long as the mission itself is more than about 45 minutes with no loss of satellite lock (such as in aircraft applications), the final solution is "convergence free".
The highly accurate PP-RTX solution is processed along with the code and Doppler measurements from GPS and GLONASS in the Aided-Inertial Kalman filter to produce a cm-level, highly robust, smoothed position and orientation solution (SBET) at 200 Hz.
AIRBORNE ACCURACY ASSESSMENT
This section presents some typical results of the PP-RTX aided inertial technology when used for airborne mapping applications.
Methodology
The POSPac PP-RTX aided inertial positioning solution was assessed against a reference trajectory for 100 airborne datasets (equivalent to 220 hours of data) collected by Applanix POS AV customer in various countries around the world (e.g. Canada, USA, South Africa, UK, Norway, Australia, New Zealand, etc.) from 2011 to 2015. The data sets cover both fixed wing and helicopter platforms, and different altitudes ranging from 160 m to 8758 m with an average height above ground of 1392 m. The reference trajectories were generated using POSPac and the Applanix Smartbase™ (ASB) module, which is Applanix's aided inertial VRS post-processing technology. All reference trajectories were inside their respective reference station networks to ensure that the estimated positional accuracy was 1-2 cm RMS in the horizontal and 2-4 cm RMS in the vertical throughout most of the trajectories. Figure 3 shows an example of a typical airborne survey trajectory and its corresponding ASB network. The reference trajectories and POSPac PP-RTX solutions were computed at 200 Hz and down sampled to 10 Hz for plotting and analysis. The position differences between the PP-RTX and ASB solutions were then computed and analysed. Figure 4 shows the POSPac PP-RTX and ASB processing modes of all 100 dataset. Each colour in the plot represents a dataset, and the majority of the epochs are of fixed integer solution. Figure 5 shows the North, East and Down position differences between the PP-RTX and ASB solutions, while Table 1 presents the associated statistics of the differences.
Results
The RMS of the differences between the two solutions in the North, East and Down components are 0.021 m, 0.020 m and 0.056 m respectively. Such close agreement indicates that the POSPac PP-RTX solution is virtually equivalent to the POSPac ASB solution, and hence is sufficient to meet the requirements for a majority of airborne mapping applications. Table 1 : Position Difference Statistics, PP-RTX vs. ASB One can notice that some spikes greater than 10 cm appear in the difference plots, which are also reflected in the 99.9% statistic numbers. These spikes are mainly caused by the GNSS multipath at the rover or short outages in the observables where a fixed integer solution cannot be maintained in the PP-RTX and/or ASB modes. This usually occurred only at the beginning or end of a mission when the aircraft might have been parked close to a hanger. This is illustrated in Figure 6 which shows the difference plots from one dataset. To analyse the forward and reverse convergence times, 41 out of the 100 datasets were chosen that contained "good" GNSS observables during the first and last hour of their missions. A "good" dataset is characterized by gap-free data, minimal cycle slips, high signal-to-noise ratio signals, and low DOP values. Using only the "good" data sets for this analysis gives a clearer picture of how quickly and reliably the PP-RTX technology can estimate the residual biases free from other factors that can delay the final convergence (such as high DOP or cycle slips which can happen during take-off and landing).
For each data set the forward and backward PP-RTX position solutions were differenced with the ASB reference solution to produce the 3D radial differences at each epoch. Figures 7 and 8 show the 3D differences and the processing mode for the forward and reverse passes for all 41 dataset. Each colour in the plot represents a separate dataset. The black line in the top plots shows the average of the 3D radial difference, while the one in the bottom plots represents the average processing mode. On average it takes 11.5 and 20.4 minutes to converge to 0.150 m and 0.075 m 3D RMS in the forward pass, while in the backward pass it takes 11.0 and 18.0 minutes to reach the same 3D RMS values. From the mode plots it can be seen that the average time for the processing mode to indicate the equivalent of fixed ambiguities in the forward and backward passes are 19.7 and 17.7 minutes respectively, which is essentially the same time it takes on average to converge to 0.075 m 3D RMS (about 20 minutes).
Hence for the purpose of this analysis, convergence is defined as either the processing mode indicating a fixed solution, or when the 3D position error is equal to 0.075 m or less.
The minimum and maximum times to fix the ambiguities in the forward and reverse directions (figures 7 and 8) are 5.4 and 42.9 4.4 and 37.5 minutes respectively. The convergence time and subsequent time to fix the ambiguities depends mostly on the accuracy of the regional ionospheric corrections the RTX server provides to the PP-RTX GNSS processor. This is illustrated in Figures 9 and 10 , which show the 1-σ accuracy of the ionospheric corrections for the measurements to each satellite vehicle number (SNV) for the datasets with the fastest (5.4 min) and slowest (42.9 min) time to fix ambiguities. The standard deviations of the corrections in Figure 9 are significantly smaller than in Figure 10 , thus ensuring faster convergence and ambiguity resolution. Hence if the trajectory itself is longer than the time to convergence, PP-RTX can produce a combined centimetre level convergence-free solution for the entire trajectory. For the 41 "good" data sets analysed the maximum time to convergence was about 42.9 minutes, while the average time to convergence was 20 minutes. This implies that if extra care is taken on how the data are collected, airborne trajectories as short as 45 minutes can produce the highest accuracy results, without any risk of non-convergence.
When considering at all 100 airborne data sets, which included missions where the DOP could be poor at the beginning and end of the mission or cycle slips might have occurred at take-off or landing, the longest time to reach convergence was 72.48 minutes in the backwards direction, or almost the entire trajectory ( Figure 12 ). However in this case the forward solution took just over 20 minutes to converge, which meant the combined solution for the entire flight was still convergence free. 4.3.2 Re-convergence and Robustness: As with carrier phase post-processed DGNSS-Aided Inertial processing, the accuracy that can be achieved using PP-RTX-Aided Inertial is directly related to the quality of the raw GNSS observables that are collected during the mission. Outages in the GNSS observables are bridged automatically with the inertial solution, and the GNSS ambiguities are re-computed in the forward and reverse direction to produce the combined solution. Unlike DGNSS which can re-resolve ambiguities within seconds after outages, PP-RTX needs enough clean data before and after the outage to initially converge to the final accuracy. However once it has converged, the PP-RTX solution can re-converge quite quickly if the signals are interrupted since the filter retains memory of the converged ionosphere and troposphere delay estimates.
The robustness and speed of re-convergence is illustrated in Figure 13 . In this data set a short outage of the phase measurements for 2 seconds resulted in the PP-RTX solution jumping to C/A code accuracy and then re-converging to integer accuracy. As can be seen in the plot, both the forward and reverse solutions re-converge quite quickly and the combined solution only shows a slight degradation in accuracy during the actual outage itself. 
Limitations
The results summarized above were obtained for manned aircraft mapping applications which by their nature have a fully open sky, minimal multipath, long duration missions (i.e. at least 1 hour) and very clean GNSS observables without gaps and with minimal cycle slips. Hence PP-RTX is ideally suited for this application. While it can also be used for unmanned aerial mapping applications, it is often much more challenging to get clean observables from these platforms, and the duration of the trajectories tend to be less than about 45 minutes, which makes it difficult to guarantee convergence.
Another application that is well suited for PP-RTX is marine seafloor mapping. Here, much like the airborne application, trajectories tend to be long in duration and the open sky ensures good clean observables.
While some land based mobile mapping applications might also be able to take advantage of PP-RTX in open sky areas, the constant cycle slips and outages experienced in most urban areas make it difficult for PP-RTX to converge.
CONCLUSIONS
PP-RTX aided-inertial processing is a new GNSS aided-Inertial technology that provides centimetre level post-processed positioning accuracies without the use of local reference stations. This new method integrates the Trimble CenterPoint RTX technology into the Applanix POSPac MMS GNSS-Aided Inertial software for mobile mapping, where it has been optimized for airborne surveys by catering to the larger variations in the troposphere delay, and by processing raw code and Doppler measurements in cases of partial GNSS outages.
The POSPac MMS PP-RTX aided-inertial technology:
• was shown to match the North, East and Down position computed using the ASB network Carrier Phase DGNSS processing for 100 airborne data sets to an accuracy of 0.021m, 0.020 m and 0.056 m RMS respectively, which is sufficient to meet the accuracy requirements for a majority of mapping applications • does not need local reference stations • can obtain carrier phase ambiguity fixing in as little as 5.4 minutes and on average 20 minutes when clean GNSS observables are collected • provides a convergence-free solution by combining the forward and backward solutions • is available 1 hour after data collection
FUTURE WORK
Future work will focus on using more accurate regional ionospheric corrections provided by the RTX servers to reduce convergence time. This will enable POSPac PP-RTX to be used more effectively on shorter trajectories such as those often encountered with Unmanned Aerial Vehicles, and improve robustness for land based mobile mapping applications.
