Abstract-The complexity of large Chip Multiprocessors (CMP) makes design reuse a practical approach to reduce the manufacturing and design cost of high-performance systems. This paper proposes techniques for static task mapping onto general-purpose CMPs with multiple pre-defined voltage islands for power management. The CMPs are assumed to contain different classes of processing elements with multiple voltage/frequency execution modes to better cover a large range of applications. Task mapping is performed with awareness of both on-chip and off-chip memory traffic, and communication constraints such as the link and memory bandwidth. Besides proposing a linear programming model for small systems, a novel mapping approach based on Extremal Optimization is proposed for large-scale CMPs. This new combinatorial optimization method has delivered very good results in quality and computational cost when compared to the classical simulated annealing.
I. INTRODUCTION
Chip-multiprocessing (CMP) is becoming a major trend to take advantage of Moore's law under the power consumption limitations dictated by the heat dissipation problems in high performance computing systems. Commercial and prototype implementations have shown the performance gains achieved by CMPs having up to a hundred cores [1] - [5] . As we move down to deep nanometric technologies, the design complexity of such systems increases significantly. Manufacturing costs and time-to-market compromise the viability of new products that are customized for specific applications.
Design reuse is a pragmatic solution to this problem, in both CMP design and deployment. For an effective reuse during deployment, CMPs are designed general-purpose, to support a variety of applications. Hence, a methodology for efficient mapping of applications onto CMPs is essential. Many approaches have been proposed to solve the mapping problem for application-specific and multiprocessor on-chip systems (SoCs) [6] . However, there are significant differences between the SoCs and CMPs, that are of the great importance for the mapping problem. To understand these differences we have to consider two aspects of CMPs: the tiled architecture and organization of power management.
A. Tiled CMP architecture
To reduce the design time, tile replication was shown to be an efficient reuse methodology for many-core CMPs [4] , [5] . This led to the concept of tiled architecture, characterized by regular structures of homogeneous tiles, each one consisting of a processing core, a cache memory and a router. Further research in this area inspired designs with heterogeneous tiles, preserving the regularity of the structure, but introducing several classes of tiles [1] , [7] , [8] . Such systems may include some specialized processors (e.g., graphics, DSP) or different implementations of the same architecture (e.g., in-order/outof-order, multi-threading) with varied power-performance trade-offs. Figure 1 (a) depicts a tiled CMP with three classes of tiles: generalpurpose cores (C), cores with graphics units (G) and DSPs (D). Each tile also incorporates cache memories of two levels (L1, L2) and an on-chip router (R), connecting it to the interconnection fabric. Two memory controllers (MC) are placed at the periphery to provide communication with the off-chip memory.
B. Power management
CMPs are designed to operate under a certain power budget that assures the performance and thermal properties of the system. One of the most effective ways to manage power is to floorplan various voltage islands and assign the best voltage and frequency for each core [9] .
Unfortunately, voltage islands have a high design cost. Firstly, the floorplanning of the system is constrained by the design of the power delivery network and the location of the level shifters. Secondly, and more important, power management requires different voltage regulators for each power supply. Off-chip regulators need extra area on the PCB that may be unacceptable if the system has a large amount of power domains. On-chip regulators involve a significant area overhead and power consumption due to the large inductances and switching capacitors required to provide a stable supply voltage [10] .
It is therefore realistic to consider that future CMPs will have many cores (hundreds) and voltage islands with several cores (e.g., 4 or 8). This fact imposes an additional constraint in the task mapping problem: even though some cores could possibly run at lower voltages and frequencies, sharing the island with other cores may prevent to take advantage of this flexibility. Hence, it is convenient to allocate tasks in a way that cores within the same voltage islands can share similar voltage/frequency parameters.
Up to now, the research on power-aware mapping has assumed that the voltage islands are defined pre-silicon during task mapping in application-specific SoCs, often disregarding the cost of implementing the voltage islands. A broad overview of the related work on SoC application mapping and island planning can be found in [6] . The approach in [11] considers performance constraints, but does not account for the communication component of power. A more realistic approach is proposed in [12] in which computation and communication are both optimized taking into account a third component related to voltage shifters. Thermal-aware island partitioning via evolutionary algorithms was proposed in [13] . The distinction of different processor classes was introduced in [14] , but assuming that every processor can run at an independent voltage level.
C. Task mapping for tiled CMPs
The mapping problem we want to address differs from previous ones in that the CMP is assumed to be already manufactured. Therefore, the voltage islands have been already floorplanned and the maximum bandwidth of the links between cores is also known a priori. Another peculiarity of CMP mapping (as opposed to SoCs), captured by this work, is the presence of traffic to the off-chip memory, as well as the limited bandwidth of the memory controllers (MCs). Finally, the methods proposed for task mapping must be scalable and suitable to handle systems with hundreds of cores. Hence, scalability becomes a major concern of this work.
The work in [15] proposed a framework for accurate compiler-level mapping of applications onto homogeneous mesh CMPs through detailed analysis of the instructions and allocation of data. The approach presented in this paper differs by considering the variety of processing units, offered by heterogeneous CMPs. It also demonstrates better scalability, due to the higher-level abstraction of application with a task graph.
The examined problem consists of statically mapping a set of parallel tasks onto a many-core CMP and selecting the voltages of the CMP islands so that the total communication and computation power is minimized. The application to be mapped is represented as a graph of parallel tasks ( Fig. 1(b) ) with specified average communication requirements between the tasks, that is a common assumption for mapping onto the on-chip systems [6] . The partitioning of application into parallel tasks can be obtained by profiling [15] .
Every task has an associated throughput constraint (instructions per second) that guarantees the required QoS for that task. A variety of processor classes is supported, each one characterized by a set of voltage/performance/power parameters that can be selected to find the best performance/power trade-off for each task. However, this flexibility is constrained by an important limitation: all the cores in the same island must work with the same voltage.
This work will also assume that the cores are organized in a mesh with XY-routing [16] . The task mapping must satisfy the link and memory controller bandwidth constraints defined a priori to avoid a saturation of the communication fabrics.
The main contributions of this work can be summarized as follows:
• Specification of the problem for power-aware task mapping onto manufactured CMP with several tile classes, subject to throughput constraints.
• Mathematical formulation of the problem as a mixed-integer linear programming problem (MILP) capable of delivering optimal solutions for examples of small size.
• Scalable approach based on Extremal Optimization (EO) [17] , shown to outperform the optimization by simulated annealing, both in quality of results and computational cost. The scalability of the method is proved by examples with hundreds of cores.
We would like to emphasize the fact that Extremal Optimization is a combinatorial optimization technique mostly unknown in the EDA community. The results obtained for this problem have been surprisingly good and very competitive with regard to Simulated Annealing. We believe these results may encourage further research in other areas related to layout synthesis. A related work, although in a different context, can be found in [18] .
The structure of the paper is as follows. Next section presents an overview of the mapping problem by considering a small example. Section III proposes an MILP formulation of the problem. The metaheustistic techniques are explained in Section IV. Section V discusses the experimental results. 
II. PROBLEM OVERVIEW
This section discusses the task mapping problem using a small example. Let us assume a task graph with four tasks (Fig. 2(a) ). There are three flows between the tasks, with the bandwidths specified in the arcs of the graph (in Gbps). 2) Throughput-feasible mapping: Now let us take into account the processor parameters and consider the throughput requirements of the tasks. Figure 2 (d) describes the processor parameters. They can operate at two voltages, 1.0 and 0.8V . The corresponding frequency (F , in GHz) and power (P , in W ) for each voltage is shown in the tables. Due to the nature of the tasks and the implementation of each processor, each task may be executed with a different performance (Instructions Per Cycle (IPC)) in each class of processors. Finally, each task may require a specific throughput (given in giga-IPS in Fig. 2(d) ).
The mapping in Fig. 2 (c) is infeasible with introduction of the throughput constraints. Consider task t2 assigned to a C2-processor. The maximum performance that C2 can provide for t2 is IPC(t2) · F (1.0V ) = 0.8 · 0.5 = 0.4 GIPS, while the throughput requirement for t2 is 0.8 GIPS.
To satisfy the requirements, tasks t2 and t3 are swapped (see Fig. 2(e) ). This mapping satisfies the throughput constraints and still keeps the optimal value for the communication metrics.
3) Power-optimal mapping: As a final step, let us consider the partitioning of the CMP into voltage islands. Let us assume the CMP has two islands, separated by the bold dotted line, as shown in Fig. 2(e) . Processors in the same island must operate at the same voltage level, that is the minimal voltage required to satisfy all the throughput constraints for the tasks mapped to this island.
For the mapping in Fig. 2(e) , the upper island has to operate at 1.0V dictated by the throughput constraint of t3. The lower island also has to run at 1.0V , because of t2. Thus, the computation power, calculated using the data from Fig. 2(d) , is Pcomp = 0.30 + 0.10 + 0.30 + 0.10 = 0.80 W . Let the energy to transfer one bit for one hop be E bit = 0.1nJ/bit. Then the communication power is Pcomm = CCost2 · E bit = 3.0Gbps · 0.1nJ/bit = 0.3 W, and the total power P = Pcomp + Pcomm = 1.10 W .
Notice that if we swap tasks t3 and t4 ( Fig. 2(f) ), the upper island can lower the voltage to 0.8V without violating the throughput constraints. The new computation power is Pcomp = 0.15 + 0.05 + 0.30 + 0.10 = 0.60 W . The communication cost is increased: CCost3 = 1.0 · 1 + 1.0 · 2 + 0.5 · 1 = 3.5 (Gbps · hop), so the communication power becomes Pcomm = CCost3 · E bit = 3.5 · 0.1 = 0.35 W . However, the total power P = 0.95 W decreases, making the assignment in Fig. 2 (f) the best one in terms of total power.
The previous example demonstrates the importance of the task mapping problem when trying to minimize power consumption in a CMP with multiple classes of processors and voltage islands. The next section shows how optimal solutions for small instances of the problem can be found based on an MILP formulation.
III. A MATHEMATICAL MODEL
This section gives a formal definition of the problem via a MixedInteger Linear Programming model. This model will be later used as the basis of a heuristic method for large-scale systems based on Extremal Optimization.
A. Parameters of the problem
The parameters of the problem are summarized in Table I . The variables of the MILP formulation are outlined in Table II. A task graph TG(T , F) is a directed graph with vertices representing the tasks ti ∈ T . Each arc represents a flow f sd ∈ F that defines the communication from task ts to t d . Every flow has a minimum required bandwidth B sd . Every task ti has a throughput constraint IPS(ti), that is the minimum number of instructions per second required to provide the service delivered by the task. Λ(ti) defines the total traffic rate between ti and the memory controller. The ratio between the traffic to and from the controller is specified by the parameter ρ. Note that Λ(ti) value can be approximated, given the amount of data, operated by the task (i.e. the working set), and the size and miss-ratio of the tile cache.
A CMP is represented by a mesh of processors PM(P, L) with dimensions of W · H cells, where P is the set of processors and L is the set of communication links. Links are organized into an onchip network with regular mesh topology [19] . The communication capacity between the neighboring cells is determined by the global parameter Cap (all links are assumed to have the same capacity). Every cell represents a processor pj, belonging to one of the processor classes in C = {c1, .., cC }. Different classes of processors have distinct performance executing each task. The performance of pj to execute task ti, measured in instructions per cycle, is specified by the function IPC(ti, pj). The processors may operate at different voltages. We assume a set of voltages V = {v1, .., vV } available for all processors. The frequency and power of pj operating at voltage v k are defined by the functions F (pj, v k ) and P (pj, v k ), respectively. Every pj belongs to some voltage island ιn, as defined by the island map I. The voltage of an island can be adjusted independently of the other islands, however, all processors in an island must operate at the same voltage.
A CMP has a set of controllers to access the off-chip memory. Guided by the existing implementations [4] , [5] , in this work we assume controller placement at the periphery of processor mesh. However, this does not limit the proposed approach from having the controllers placed inside the mesh, that was demonstrated beneficial by the recent research [20] . Another assumption we make is that every processor pj is associated with one controller, as defined by the function MC(pj). This assumption can be eliminated by specifying the probabilities of accessing different controllers for pj. Function McDist(pj) returns the hop-count distance from pj to the related controller. The McBw parameter sets the maximum controller bandwidth to guarantee performance of memory access.
B. Cost function
The goal of the model is to minimize power consumption under a set of design and performance constraints.
The binary variables a ijk define whether task ti is mapped onto processor pj operating at voltage v k . The total power consumption for computation can be defined as follows:
The power consumption for communication has two terms: the onchip communication, defined by the flows between the tasks and the off-chip communication, defined by the traffic to the memory controllers. To model the first term, we introduce the variables h x sd and h y sd that represent the hop-count of flow f sd in the xand y-directions, respectively. The power consumption for inter-task communication can be defined as
and the term related to communication with memory controllers
where E bit is the estimated energy for transmitting one bit over a link. The objective of the problem is to minimize the total power:
(1)
C. Constraints
The first two constraints are the classical requirements for an assignment problem. Every task ti has to be assigned to some processor pj and every processor can hold one task at most:
(2) ∀pj ∈ P :
The next step is to model the communication component of the power. A set of constraints is introduced to calculate the hop-count of each flow assuming an XY-routing. Each processor pj is located in a tile at column xj and row yj of the mesh (Fig. 3a) . The coordinates are uniquely defined by the index j: xj = j mod W and yj = j/W , where W is the width of the mesh. For any task ti, we define (xi, yi) as the location of the processor assigned to the task. Then, the location is specified by the expressions over the task assignment variables:
For every flow f sd , the source and destination tasks, ts and t d , are mapped onto processors ps and p d , with coordinates (xs, ys) and (x d , y d ), respectively, defined by (4). The horizontal hop-count, h 
The next group of constraints defines the relations between voltage islands and throughput. Let the binary variable v n k represent the fact that the voltage island ιn operates at voltage v k . First, for every island ιn only one voltage has to be selected:
To enforce that all processors in the same voltage island work with the same voltage, the following constraint is added:
∀ιn ∈ I, ∀v k ∈ V :
1 the pair of inequalities and the fact that the h variables are implicitly minimized with the cost function (since this implies minimization of power), guarantee the equality with the absolute value. where Num(a ijk ) is the number of a ijk variables in the LHS of the inequality. Expression (7) in combination with (6) guarantees that only the assignment variables for the selected voltage may take nonzero values.
The throughput constraint should guarantee that for each task ti executed on processor pj the product of IPC(ti, pj) and the processor frequency F (pj, v k ) defined by the current voltage, is not less than the required throughput IPS(ti). Hence, the following relation is specified for each ti ∈ T :
The last group of constraints aims at satisfying the requirements for link capacity and memory controller bandwidth, under the assumption of XY-routing. We start by considering the link capacity. The total link bandwidth can be expressed as the sum of the bandwidths of all flows that pass through the link. There are two terms that contribute to link bandwidth, related to the inter-task and memory controller traffic, hence the constraint can be written as
Let us consider the task term first. In XY-routing, the data is always sent in the X-direction first and the Y-direction afterward. Hence, the route of a flow will pass through a link, only in case the source and destination tasks are mapped to a specific subset of processor locations. Thus, for every link l and flow f sd we define the binary properties, MapSrc(l, f sd ) and MapDst(l, f sd ), that indicate whether the source and destination tasks are mapped onto the locations that imply link l to be on the flow route.
To guarantee that l is on the route of f sd , both properties should be asserted, i.e., MapSrc(l, f sd ) · MapDst(l, f sd ) = 1. This is a nonlinear constraint that we linearize by introducing the real variables m
Since the mapping properties can only take binary values, the m 
The variables r l sd are equal to 1 if the route of flow f sd goes through link l. Now the task term for link l is written as:
Next we explain how to represent the mapping properties MapSrc(l, f sd ) and MapDst(l, f sd ). Consider the horizontal east link of a cell with coordinates (x lb , y l ) to a cell (x le , y l ) (Fig. 3b) .
The XY-route of flow f sd can only pass through the link in case the source task ts is mapped onto one of the two dotted processor cells. Indeed, the processor ps should be located on the same row and in a column that is lower than or equal to the origin of the link: (xs ≤ x lb ) ∧ (ys = y l ). Hence, the source mapping property for an east link is:
For the destination task t d the requirement is to be located in a column that is greater than or equal to the link endpoint x le (striped cells). The destination mapping property becomes:
The
The sets Req(l) and Rep(l) can be expressed similarly to the MapSrc and MapDst properties for links. As an example, let us consider the same east link (Fig. 3b) . Assuming XY-routing, pj sends requests in the direction of the associated controller. Hence, the set of processors sending requests through the link is limited by those, associated with the EAST controller and located on the same row in the column that is lower or equal to the link origin:
The sets for other links are derived similarly. The inequalities (9) together with the scaling relations (10), (11) and definitions (12)- (15) guarantee that the link capacity constraints are met.
The last step is to specify the bandwidth constraints of the memory controllers. The bandwidth of controller mcκ ∈ MC is defined by the rates of tasks mapped onto processors, associated with mcκ: ∀mcκ ∈ MC :
D. Problem formulation
The problem can now be formulated as follows.
Minimize: power consumption (1) subject to:
assignment constraints and hop-count definition (2)- (5), voltage selection constraints (6), (7), throughput constraints (8), link capacity constraints (9)- (15) and memory bandwidth constraints (16).
IV. SIMULATED ANNEALING AND EXTREMAL OPTIMIZATION
This section discusses two metaheuristics commonly used to solve complex combinatorial problems: Simulated Annealing (SA) [21] and Extremal Optimization (EO) [17] . Both methods are inspired by equilibrium statistical physics. SA has been successfully applied in many EDA problems, mostly related to layout synthesis. However, EO has emerged as a very competitive alternative that can give superior results in quality and computational cost. This section shows how EO can be customized to effectively solve the task mapping problem. The results prove the superiority with regard to SA.
Both metaheuristics start from an initial mapping obtained by greedily placing the tasks with highest throughput to the fastest processors. It is assumed that the system is not highly throughputconstrained and that a feasible initial assignment can be achieved by a greedy heuristic. The bandwidth constraints may be violated in the initial mapping and will be handled during the optimization process.
A. Simulated annealing
The general algorithm for SA is described in procedure 1. To evaluate every configuration, two functions are used. Cost() returns the cost of a configuration, calculated as the total system power according to equation (1) . CapP() calculates the penalty for link capacity and memory bandwidth violations:
where B l is the total bandwidth of flows routed through link l and Bmc is the bandwidth of controller mc. If all constraints are satisfied, then CapP = 0. The SA algorithm implements a conventional annealing schedule. Given the initial temperature Tinit and the cooling factor α, a new solution (NewSol) is generated (line 4) and may be accepted probabilistically, depending on the current temperature Tcur (line 5). The value of Tcur decreases as the system evolves in time (line 8).
For every temperature, a number of moves that depends on the size of the system (P , that is the number of cells) is generated. N ewSol is obtained by swapping a pair of random tasks and is accepted probabilistically according to Procedure 2. To penalize capacity violations, the cost is calculated as shown in lines 1-2, where λ = Tinit/Tcur is the weight for penalization, that grows in time. This decreases the probability to accept infeasible solutions as the simulation advances.
Solutions with better cost are always accepted (line 3), whereas worse-cost solutions are accepted with probability Pa:
T init Tcur , with ∆Cost = NewCost − CurCost. This probability depends on two factors. The former avoids the acceptance of solutions with high cost degradation. The latter reduces the probability of hill climbing as the temperature cools down.
B. Extremal optimization
Extremal optimization, inspired by the principle of evolution in ecosystems, is metaheuristic for complex combinatorial problems. Ecosystems were observed to evolve by selecting against its worst components.
For every possible solution, EO evaluates the fitness of each component in the system. A high fitness value indicates that the component has a comfortable low-cost status in the system. 3: if NewCost < CurCost then return true 4: else return true with probability Pa EO focuses on improving the status of components with low fitness. At each iteration, some of the worst-fit components are replaced by other components that contribute to improve their fitness.
Local optima are avoided by randomizing the selection process. The components are ranked according to their fitness in ascending order (the worst components have lower indices in the rank). The components are randomly selected by some probability distribution biased towards the ones with lowest fitness values. The power-law distribution is a typical one for EO. For example, if the system has N components ranked from 1 to N in ascending order of their fitness, the index i of the selected component can be calculated as follows:
where p is a random number obtained from a uniform distribution in the interval [0, 1] and τ is the exponent of the power law. In our experiments, we used values of τ in the interval [3, 4] .
For the task mapping problem, at each iteration EO selects a pair of tasks to be swapped: an unfavorable task (tu) and a replacement task (tr). Unlike SA, EO uses information about the system cost when selecting the swapped tasks. This results into a faster progress towards the final solution. In addition, EO accepts new solutions unconditionally without depending on any temperature cooling schedule, thus making the algorithm easier to tune.
The mapping problem is a multiobjective optimization problem, since the Pcomp, P t comm and P mc comm terms of the cost function (1) depend on weakly related voltage level and hop-count values. It was observed in [18] (and proved by our experiments) that the multiobjective EO operates better by interleaving the optimization of individual objectives in time, rather than trying to optimize all of them simultaneously. This suggests to introduce different fitness functions for the optimization of three power components and alternate them at different iterations of the algorithm.
The EO algorithm is outlined in procedure 3. After the definition of an initial solution (greedily), the execution is continued until no further improvement is observed during a certain number of iterations.
The algorithm used in this work is a variation of EO called Continuous Extremal Optimization [22] . This variant combines EO with a local search at the beginning of each iteration, that is performed by sequentially swapping P random pairs of tasks and accepting only those that improve the cost. This variant contributed to improve the cost of the final solution and the speed of the algorithm. select tu according to equation (17) 8:
sort all tasks ti = tu in ascending order of Φ comm r 9:
select tr according to equation (17) 10:
else if (iter mod 3) = 2 then /* improve mc comm. cost */ 11: sort all tasks in ascending order of Φ comm u,mc 12: select tu according to equation (17) 13:
sort all tasks ti = tu in ascending order of Φ comm r
14:
select tr according to equation (17) 15:
else /* improve comp. cost */ 16: sort all tasks in ascending order of Φ comp u
17:
select tu according to equation (17) 18:
sort all tasks ti = tu in ascending order of Φ comp r
19:
select tr according to equation (17) 20:
swap tasks tu and tr in CurSol if Cost(CurSol) < Cost(BestSol) then
22:
BestSol← CurSol 23: end while 24: return BestSol
The core of the algorithm focuses on selecting the pair of tasks that must be swapped. The fitness functions alternate depending on the iteration number. In one case, fitness is oriented to improve the power consumption generated by inter-task communication, considering the hop-counts and bandwidth parameters. In the second case, the power of communication with memory controllers is optimized. The last case addresses the power generated by computations.
The first task, tu, is selected by using the Φu fitness function and sorting the tasks according to the fitness value. The second task, tr, is selected by ranking the task according to the improvement in cost that the swap would produce (Φr functions). The power law described by equation (17) is used to select the tasks randomly.
Finally the locations of tasks of tu and tr are swapped unconditionally and BestSol is updated if the cost is better than any other solution visited so far.
C. Fitness functions
To model the fitness for the power consumption generated by the inter-task traffic on the mesh, Φ comm u,t ranks the tasks according to the product of total traffic and the square of hop-count of the involved flows:
The square of hop-count penalizes tasks with longer flows, rather than those with high bandwidth, since B sd is a constant parameter that cannot be changed. The selection of the ranked tasks tends to pick tasks with high communication cost. The negative sign allows to rank the tasks in ascending order of fitness.
Similar fitness is used to select unfavorable task ti mapped to processor pj for the controller-related term of power:
Although the fitness functions selected for both terms of communication power look similar, we consider them as individual candidates for multiproduct optimization. The intrinsic difference between the two types of communication is that an inter-task flow depends on mapping of both, source and destination tasks, while the memory controller flow depends on one, either source or destination task.
The fitness function for the replacement task tr is the same for both types of communication. It aims at selecting a task that, when swapped with tu, would mostly decrease the communication cost and contribute to reduce the violations of maximum bandwidth:
where NewSol is the solution obtained by swapping ti and tu.
The computation-oriented fitness functions aim at finding powerefficient solutions by smoothing the voltage spillover in the voltage islands. Let us call V min i the minimum voltage required to guarantee the throughput of task ti assigned to a processor in some voltage island ιn. Since task is living in the same island with other tasks, it may not be possible to assign V min i to it, as other tasks may require a higher voltage.
We define the voltage spillover of ti as Spillover i = V min i − V , where V is the average minimal voltage of all tasks allocated in the same voltage island. The dispersion of island ιn is defined as
and measures the voltage imbalance for the island. High dispersions imply less power-efficient solutions, as more processors operate at voltages higher than required. Computational fitnesses aim at decreasing the voltage dispersion of the system. The unfavorable component is selected from the tasks with the high spillover value:
The replacement task is selected to maximize the product of the cost improvement with the dispersion, penalizing solutions with large capacity violations:
V. EXPERIMENTAL RESULTS
The results presented in this section have three primary objectives. Firstly, optimal solutions are obtained for small examples by solving the MILP model. It is shown that metaheuristics can also find the optimum for these examples, and in much shorter time. Secondly, the quality and speed of SA and EO are compared. The latter is demonstrated to outperform in both metrics for a vast space of solutions. Thirdly, the impact of the link capacity and memory bandwidth constraints is discussed.
A. Examples and experimental setup
Every test case for the mapping problem is characterized by an application task graph and a target CMP. The parameters of the test cases are presented in Table III . The number of tasks and flows are reported in the second and third columns. The fourth column shows the dimensions of the mesh for the target CMP. The last column displays the number of memory controllers in each test case.
The first group of examples is inspired by the realistic applications, widely used in the SoC research domain (e.g. [12] , [23] ): MultiWindow Displayer (MWD), MPEG4 decoder (MPEG4) and Object Plane Decoder (OPD). To explore the scalability of the proposed For the experiments, we have considered three processor classes (C1, C2 and C3) with different frequency and power parameters operating at three different voltages: 1.2V, 1.0V and 0.8V. The parameters are reported in Table IV Every task has a different throughput requirement (IPS) and a different performance when executed at each class of processor (IPC). All these values are defined randomly, with IPC values in the interval [0.5, 2.0] and guaranteeing that a feasible mapping exists for the assigned performance and throughput requirements. This randomization contributes to explore a larger set of configurations and to have an unbiased tuning of the metaheuristics.
The traffic Λ(ti) between the task ti and memory controller was estimated as 20% of total traffic between ti and all other tasks. The ratio between the request and reply traffic was set to ρ = 0.2.
SA is parametrized by two values: the initial temperature Tinit and the cooling factor α. In our experiments we define Tinit = 10 4 and only vary the α value. Given that a large range of α values have been explored for each experiment, the quality of the solutions is not dependent on Tinit . The only parameter of EO is τ , i.e., the exponent of the power-law (eq. (17)). Section V-C discusses the strategy used to explore the values of α and τ .
B. Comparison with the optimal solution
The MILP formulation allows obtaining optimal solutions for the mapping problem. However, the search of the optimum is computationally affordable only for small examples. We used CPLEX [24] to solve the MILP problem for the test cases of the first group: MWD, MPEG4 and OPD. The size of voltage islands Svi was set to four. The time required to find the optimum is displayed in the "MILP" column of The metaheuristics are able to achieve the optimal solution for the same examples in much shorter time (columns "SA" and "EO" of Table V ). In this experiment the SA and EO algorithms were run for a variety of parameters (α and τ ), and the best runtime values were selected. This comparison affirms the fact, that both metaheuristics perform very well for the small examples with known optimum.
C. Simulated Annealing and Extremal Optimization: comparison
This section tries to give an apple-to-apple comparison of both metaheuristics for the task mapping problem. The comparison is illustrated using the 256T example with Svi = 16 and represents a typical behavior of the two algorithms for the explored test cases.
The timeout for execution was set to 200 seconds, since no significant improvements were observed after that time for both methods. Figure 4 depicts the evolution of the cost function value obtained by SA with various α and by EO with τ = 4.0. The traces corresponding to higher values of α drop slower, but achieve better solutions in the long run.
Let us now consider the EO trace. At every moment in time the current solution found by EO is better than any of the SA solutions, obtained with different α values. The resulting cost discovered by EO upon timeout outperforms any of the SA solutions by 12%. Another important fact is that EO solution cost drops rapidly (0.1-2.5 seconds, depending on the test case), to the 10% of accuracy, with respect to the value obtained in the long run. This makes EO useful to apply when fast estimation of the cost is required, e.g. in exploration loops.
SA requires a careful tuning to eliminate the dependency of the α parameter on the problem size. Otherwise, small changes in α may lead to an important degradation in quality. In this work we do not aim at tuning the SA method. Rather, we perform multiple runs with different α values and select the best results. The aim is to show that EO is a better alternative even with a very good tuning of SA.
In the experiments, it was also observed that EO is much less sensitive to τ and to the size of the problem. This simplifies the tuning of the algorithm. Note that some variation of τ may provide slightly better results for certain examples. However, we do not aim at demonstrating the highest improvement for all test cases. We prefer to emphasize that even having τ fixed, EO is able to outperform SA with any α. Guided by this reasoning, in the following experiments we always define τ = 4.0. This value was found to deliver good results for all test cases.
D. Power optimization with EO
In this section we analyze the final solutions obtained with a timeout of 200 seconds. The goal is to study the reduction in power that EO delivers in comparison with SA for broad set of configurations. It is important to indicate that the results obtained by SA were selected by taking the best solution from all the α values, thus making the analysis independent of the cooling factor.
Three parameters are explored to obtain a comprehensive collection of test cases. Firstly, examples of different size are considered. These include the 64T, 144T, 256T and 400T configurations from Table III EO tends to perform better at higher Pcomp as well as for larger values of Svi. In other words, EO better minimizes the voltage of islands, due to the consideration of voltage spillover. As the island size grows, the amount of tasks, required to be swapped in order to improve the voltage, also increases. This is one of the important features of EO, since it can model the fitness of each component in the system. Modeling the voltage spillover in SA is difficult, since only a global cost is considered in the acceptance of moves and random swaps do not concentrate on the components with worst fitness.
As an example, Fig. 6 shows the final voltage distributions for the 256T example with Svi = 16. The system has 16 voltage islands and each island contains 16 processors with a mixture of C1, C2 and C3 classes, as shown in Fig. 6(a) . The final voltage assignment for each island is represented by the three colors in the figure. The solution obtained by SA has 8 islands at 1.2V, 5 at 1.0V and 3 at 0.8V. The one obtained by EO has 3 islands at 1.2V, 6 at 1.0V and 7 at 0.8V. The estimated power consumption of the EO solution is 12% smaller than the SA solution.
Another intuitive result is that the total power grows with the size of voltage islands (Fig 6(c) ). The island size sets the number of tiles that must run at the same voltage. Hence, larger islands imply less mapping flexibility for individual tiles to reduce voltage.
E. Impact of link capacity and memory bandwidth
The link capacity and memory controller bandwidth constraints have a relevant influence on power consumption. In this example we fix the memory bandwidth and analyze how the solution changes as the link capacity constraint becomes more stringent. The dependency of power on the memory bandwidth has a similar trend. We use again the test case 256T with Svi = 16 and set the bandwidth of each memory controller to 3 Gbps.
The results for SA and EO are plotted in Fig. 7 . A sequence of solutions for different values of capacity constraints was obtained. The minimum capacity required to obtain feasible solutions was Cap min = 0.91 Gbps, and was reached by both methods. The trendlines included in the plot help to analyze the evolution of the solutions as the link capacity changes.
The tendency for power is to increase as capacity constraint tightens up. This happens principally due to the growth in communication cost as the tasks need to be spread to avoid congestion in the links.
Although the gap between the EO and SA costs decreases as the capacity approaches to Cap min , EO wins in power for all considered values. This example represents the typical behavior, observed for both metaheuristics, when optimizing a configuration subject to capacity constraints.
VI. CONCLUSIONS
Design reuse will become a major paradigm for engineering manycore systems. This paper has addressed the problem of static task mapping for large-scale tiled CMPs with multiple voltage islands, as one of the approaches to reduce design cost and time-to-market. The problem formulation considers task throughput requirements, on-chip and off-chip memory traffic, and bandwidth constraints. Extremal optimization metaheuristic has shown to be an efficient and scalable approach to solve this complex combinatorial problem. 
