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Abstract
A fluid in a pore can form diverse heterogeneous structures. We combine a capillary description with the cubic-plus-association
equation of state to study the thermodynamic stability of droplets, bubbles and films of water at 358 K in a cylindrically symmetric
pore. The equilibrium structure depends strongly on the size of the pore and whether the pore is closed (canonical ensemble)
or connected to a particle reservoir (grand canonical ensemble). A new methodology is presented to analyze the thermodynamic
stability of films, where the integral that describes the total energy of the system is approximated by a quadrature rule. We show
that, for large pores, the thermodynamic stability limit of adsorbed droplets and bubbles in both open and closed pores is governed
by their mechanical stability, which is closely linked to the pore shape. This is also the case for a film in a closed pore. In open
pores, the film is chemically unstable except for very low film-phase contact angles and for a limited range in external pressure.
This result emphasizes the need to invoke a complete thermodynamic stability analysis, and not restrict the discussion to mechanical
stability. A common feature for most of the heterogeneous structures examined is the appearance of regions where the structure
is metastable with respect to a pore filled with a homogeneous fluid. In the closed pores, these regions grow considerably in size
when the pores become smaller. This can be understood from the larger energy cost of the interfaces relative to the energy gained
from having two phases. Complete phase diagrams are presented that compare all the investigated structures. In open pores at
equilibrium, the most stable structure is either the homogeneous phase or adsorbed droplets and bubbles, depending on the type of
phase in the external reservoir. Smaller pores allow for droplets and bubbles to adsorb for a larger span in pressure. In closed pores,
most of the investigated configurations can occur depending on the total density, the contact angle and the pore shape. The analysis
presented in this work is a step towards developing a thermodynamic framework to map the rich heterogeneous phase diagram of
porous media and other confined systems.
Keywords: thermodynamics, stability, droplet, bubble, film, pore
1. Introduction
Some phenomena occur exclusively in pores or under strong
confinement. In porous materials, a liquid phase can form at
pressures below the saturation pressure during capillary con-
densation [1–4], liquid water can be stretched to negative pres-
sures exceeding 140 MPa in quartz inclusions [5, 6] and giant
charge reversal has been observed in confined systems filled
with electrolytes [7]. The understanding of such systems is at
the core of widely different topics such as porous media sci-
ence [8], atmospheric science [9] and biology [10].
While the thermodynamics of homogeneous systems is well
understood [11], this is not the case for heterogeneous systems,
as evident e.g. from the large deviations between experiments,
theory and simulations for the formation of drops [12, 13]. Both
in bulk systems and in systems under confinement, equilib-
rium is characterized by a minimum of an energy state function
whose nature is determined by the boundary conditions. For
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instance, in a closed container at constant temperature, equilib-
rium is a minimum of the Helmholtz energy, while the Gibbs
energy is minimum at atmospheric conditions [11]
A complicating factor in pores, is that multiple heteroge-
neous structures such as films, adsorbed or free droplets and
bubbles, and combinations of these, could all be stationary
states of the same energy state function [14]. Such states
are typically characterized by uniform temperature, equality
of chemical potentials and mechanical equilibrium [11, 15].
These conditions being satisfied however, does not imply a min-
imum, as the stationary state can also be a maximum or a saddle
point [16]. To determine the equilibrium state, it is necessary to
employ thermodynamic stability analysis [17], where the out-
come depends strongly on the boundary conditions. For in-
stance, bubbles and droplets are known to be unstable at atmo-
spheric conditions, as they represent saddle points in the Gibbs
energy landscape [16]. However, in confined systems, bubbles
and droplets can be minima in the Helmholtz energy and thus
be stable [18, 19].
In the literature on the stability of heterogeneous structures,
many works have studied thin films, often in combination with
adsorbed droplets [20–22]. Films are characterized as either
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Figure 1: Illustration of the heterogeneous fluid structures under consideration: (a) a homogeneous fluid phase, (b) a free droplet or bubble that is not in contact with
the pore walls, (c) a droplet or bubble filling the entire cross-section of some part pore and (d) a thick film of gas or liquid.
thin (α-films) or thick (β-films). In thin films, the thermo-
dynamic properties of the interior deviate from bulk behav-
ior, resulting in a non-zero disjoining pressure. Thin films
have been examined by use of theory [23, 24], molecular sim-
ulations [25, 26], density functional theory [27] and experi-
ments [28]. A common feature of previous works in the litera-
ture discussing the stability of films, is that they consider only
stability towards perturbations of the film height. This differs
from thermodynamic stability, since exchange of particles is ne-
glected [23, 24]. In this work, we show that the thermodynamic
stability of the simplest type of film, the thick film, is very dif-
ferent for closed (canonical ensemble) and open systems (grand
canonical ensemble). A new methodology to analyze the ther-
modynamic stability of films will be presented. This methodol-
ogy can be extended to include the disjoining pressure and give
new insight into thin films in future work.
We will discuss in detail the difference between the thermo-
dynamic stability of heterogeneous structures and equilibrium
configurations in open and closed pores, as well as the influence
of pore size. The work is a step towards developing a thermody-
namic framework to characterize heterogeneous fluid structures
and equilibrium states inside porous media.
We begin by presenting the thermodynamic description of the
fluid structures in Section 2. We employ a capillary description,
with the rationale that it gives identical results to more sophisti-
cated density functional theory for the thermodynamic stability
of multicomponent droplets and bubbles [13]. The numerical
methods are described in Section 3, before results are discussed
in Section 4. Concluding remarks are provided in Section 5.
2. Models
In the following, we present thermodynamic models for the
four systems illustrated in Figure 1. The figure depicts a pore
in an incompressible and chemically inert solid matrix. The
pore contains a single-component fluid that can have four dif-
ferent configurations, (a) a homogeneous fluid phase, (b) a free
droplet or bubble that is not in contact with the pore walls, (c)
a droplet or bubble filling the entire cross-section of some part
of the pore and (d) a thick film (no disjoining pressure) of gas
or liquid. Thin films, that are influenced by a disjoining pres-
sure, are beyond the scope of the present work. By deriving
thermodynamic models for all these sub-systems with the same
assumptions, it is possible to evaluate their local stability, com-
pare their energies and thus identify the appropriate equilibrium
configuration, at given conditions.
We consider a cylindrically symmetric pore of length Lp
and radius Rp. The radius depends on the axial coordinate
z ∈ [0, Lp]. Figure 1a illustrates one possible pore geometry, but
the governing equations will be derived for an arbitrary func-
tion Rp(z), which is sufficiently smooth for R˙p = dRp/dz and
R¨p = d2Rp/dz2 to be defined.
For simplicity, we will restrict the pore radii considered in
the present work to functions on the form,
Rp (z) = Lp
(
0.2 − 0.075
{
1 + cos
(
2piz
Lp
)})
, (1)
where Figure 1 shows an example of this profile. It is assumed
that the solid matrix acts as a thermal reservoir for the fluids at
temperature T .
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With the above assumptions, the volume of the pore is con-
stant and can be calculated from,
Vp = pi
∫ Lp
0
(
Rp
)2 dz. (2)
Similarly, the surface area of the solid matrix is constant and
equal to
Ap = 2pi
∫ Lp
0
Rp
√
1 +
(
R˙p
)2
dz. (3)
Three interfacial tensions will be parameters in our models.
These are σgs, σ`s and σg` for the gas-solid, liquid-solid and
gas-liquid interfaces, respectively. In terms of the interfacial
tensions, Young’s law gives the contact angle α (measured in
the liquid) as
cos (α) =
σgs − σ`s
σg`
. (4)
Due to the isothermal conditions, interfacial tensions are as-
sumed to be constant.
The thermodynamic properties of the fluids are described by
an equation of state (EOS), where any EOS capable of describ-
ing the liquid and gas phases is applicable.
In the following, we present the governing equations for all
the sub-systems in Figure 1. A clear distinction is made be-
tween whether the system is closed (the canonical ensemble),
or connected to a particle reservoir (grand canonical ensemble).
The grand canonical ensemble is a natural representation of an
open pore, which is equivalent to a system connected to a tem-
perature and pressure reservoir for a single-component system
due to the Gibbs–Duhem relation (see [19] for a discussion).
Equilibrium in the canonical ensemble is a minimum of the to-
tal Helmholtz energy of the system, while equilibrium in the
grand canonical ensemble is a minimum of the total grand po-
tential energy. These energy state functions and their stationary
states have to be identified for each of the configurations in Fig-
ure 1.
2.1. Pore with a homogeneous phase
We start by considering the simplest fluid configuration pos-
sible, which is a pore filled with a single-phase fluid. This type
of configuration is illustrated in Figure 1a. The Helmholtz en-
ergy of this system is
F = −pVp + µN + σAp, (5)
where p is the fluid pressure, µ is the chemical potential, N is
the number of particles and σ is the interfacial tension between
the solid and the fluid, i.e. σgs for a pore filled with gas and σ`s
for a pore filled with liquid. The grand potential energy is
Ω = F − µN. (6)
Since the solid matrix is incompressible, chemically inert and
has a constant temperature, its Helmholtz and grand potential
energies are constants that can be omitted from the analysis
without any further effect on the results. A stationary state of
a homogeneous phase is characterized by uniform temperature,
pressure and chemical potentials [11]. The phase is thermody-
namically stable if its density is within the spinodal limits at
the specified temperature. We refer to Aursand et al. [17] for
further details on how the spinodal limits can be calculated.
2.2. Pore with a free droplet or bubble
Next, we consider a pore with a free spherical droplet or bub-
ble that is not in contact with the pore walls. The droplet/bubble
phase is labeled n, while the surrounding phase is labeled e, as
illustrated in Figure 1b.
First, we assume that the pore is a closed system with a fixed
total number of particles N, total volume V and temperature T .
An equilibrium state of this system is then a minimum in the
total Helmholtz energy of the system,
F = − peVe + µeNe + σesAes − pnVn + µnNn + σenAen. (7)
Herein, p j is the pressure of phase j, µ j is the chemical potential
of phase j and N j is the number of particles in phase j. The area
of the interface between phase i and j is denoted by Ai j and
the tension of this interface by σi j. Using that Ve + Vn = Vp,
Ne +Nn = N, Aes = Ap and the Gibbs–Duhem relations for each
phase, the differential of F can be written as
dF = − (pn − pe) dVn + (µn − µe) dNn + σendAen. (8)
Since the n-phase is assumed to be spherical, Aen and Vn are
not independent. We choose to describe the geometry of the
droplet/bubble in terms of its radius Rn and get the differential
dF = −
(
pn − pe − 2σ
en
Rn
)
4pi
(
Rn
)2 dRn + (µn − µe) dNn, (9)
in terms of perturbations in the independent free variables of
the system, Rn and Nn. The elements in the Jacobian vector of
F are then (
∂F
∂Rn
)
Nn
= −4pi (Rn)2 (pn − pe − 2σen
Rn
)
, (10)
and (
∂F
∂Nn
)
Rn
= µn − µe. (11)
A stationary state of F is therefore characterized by equality of
the chemical potentials in the two phases and a pressure differ-
ence between the gas and liquid given by the Young–Laplace
equation. The Hessian matrix of F can be found by further dif-
ferentiation of the Jacobian, as shown in [13].
Let us now consider the pore in an open system at fixed total
volume and temperature that is connected to a particle reservoir,
such that the chemical potential of the e-phase is fixed. An
equilibrium state is then a minimum of the total grand potential
energy of the system,
Ω = F − µeN. (12)
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By a derivation analogous to that above, one finds the Jacobian
vector of Ω and that the criteria for a stationary point in the
grand canonical ensemble are exactly the same as in the canon-
ical ensemble. One subtle difference that makes the Hessian
matrix of Ω different from that of F, is that µe in the open sys-
tem no longer depends on the free variables of the system.
2.3. Pore with an adsorbed droplet or bubble
The next fluid configuration we consider is a pore containing
a droplet or a bubble that is in contact with the pore walls and
fills the entire pore cross-section for some interval on the z-axis.
This type of fluid configuration is illustrated in Figure 1c. The
two fluid-fluid interfaces, in contact with the pore walls at z` and
zr, are assumed to be spherical caps. Again, the droplet/bubble
phase is labeled n. The fluid phase on the left side is labeled e`
and the one on the right side is labeled er.
The Helmholtz energy is
F = − pe`Ve` + µe`Ne` + σesAe`s + σenAe`n
− per Ver + µer Ner + σesAers + σenAern
− pnVn + µnNn + σnsAns. (13)
Using now that Ve` +Ver +Vn = Vp, Ae`s +Ans +Aers = Ap, Ne` +
Nn + Ner = N and that the Gibbs–Duhem relation is satisfied for
each phase, we can formulate the differential of F as
dF = − (pe` − pn) dVe` + (µe` − µn) dNe`
+
(
σes − σns) dAe`s + σendAe`n
− (per − pn) dVer + (µer − µn) dNer
+
(
σes − σns) dAers + σendAern. (14)
Since both fluid-fluid interfaces are assumed to be shaped like
spherical caps, they can each be described by two independent
variables. We therefore parameterize the six geometrical quan-
tities Ve` , Ae`s, Ae`n, Ver , Aers, Aern in terms of the four inde-
pendent variables z`, zr, θ`, and θr. As illustrated in Figure 1c,
z` denotes the position along the z-axis of the left three-phase
contact line of the left meniscus and zr denotes the position of
the contact line of the right meniscus. The angle θ` is between a
line connecting the center of the left sphere with a point on the
left three-phase contact line and a line from the same point on
the contact line which is perpendicular to the z-axis. The angle
θr is defined analogously. In terms of the independent variables,
we have that
Ve` = pi
∫ z`
0
(
Rp
)2 dz − ζ (z`, θ`) , (15)
Ver = pi
∫ Lp
zr
(
Rp
)2 dz − ζ (zr, θr) , (16)
Ae`s = 2pi
∫ z`
0
Rp
√
1 +
(
R˙p
)2
dz, (17)
Aers = 2pi
∫ Lp
zr
Rp
√
1 +
(
R˙p
)2
dz, (18)
Ae`n = pi
{
Rp (z`)
}2 {1 + ξ2 (θ`)} , (19)
Aern = pi
{
Rp (zr)
}2 {1 + ξ2 (θr)} , (20)
where
ζ (z, θ) =
pi
6
{
Rp (z)
}3 ξ (θ) {3 + ξ2 (θ)} , (21)
ξ (θ) =
1 − sin (θ)
cos (θ)
. (22)
The Helmholtz energy differential may then be expressed as
dF =
{
µe` − µn} dNe` + {µer − µn} dNer
+
{(
σes − σns) ∂Ae`s
∂z`
+ σen
∂Ae`n
∂z`
− (pe` − pn) ∂Ve`
∂z`
}
dz`
+
{(
σes − σns) ∂Aers
∂zr
+ σen
∂Aern
∂zr
− (per − pn) ∂Ver
∂zr
}
dzr
+
{
σen
∂Ae`n
∂θ`
− (pe` − pn) ∂Ve`
∂θ`
}
dθ`
+
{
σen
∂Aern
∂θ`
− (per − pn) ∂Ver
∂θr
}
dθr. (23)
Here, the expressions in the curly brackets are the elements of
the Jacobian vector of F. The Hessian matrix can be found by
further differentiation of the Jacobian vector.
In a stationary state, all the terms of (23) must vanish. Setting
the last two terms equal to zero, yields
pn − pe` = 2σ
en cos (θ`)
Rp (z`)
, (24)
pn − per = 2σ
en cos (θr)
Rp (zr)
. (25)
Since the radii of curvature of the fluid-fluid interfaces are
Rp (z`) / cos (θ`) and Rp (zr) / cos (θr), these two equations imply
that the interfaces obey the Young–Laplace equation.
For the first two terms in equation (23) to vanish, we must
have equality of the chemical potential in all fluid phases. This
requires that pe` = per , and (24) and (25) may then be combined
to give
cos (θ`)
Rp (z`)
=
cos (θr)
Rp (zr)
, (26)
meaning that both fluid-fluid interfaces must have the same cur-
vature. The relation between θi and the contact angle, measured
in the n-phase, is
αn = θi + βi, (27)
where
β` = arctan
(
R˙p (z`)
)
, (28)
βr = arctan
(
−R˙p (z`)
)
. (29)
By combining the above equations with (15)-(23) we find by
use of trigonometric relations that both contact angles obey
Young’s equation (4) in a stationary state.
The grand canonical energy Ω of the system is given by (12),
where (13) is used for the Helmholtz energy. The derivatives of
Ω may then be found by an analogous derivation to that given
above. One result from this derivation is that the criteria for a
stationary state of Ω are the same as those for a stationary state
of F. The Hessian matrix differs, however.
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2.4. Pore with a thick film of liquid or gas
The final fluid configuration that will be considered is a pore
with a wetting film consisting of either liquid or vapor. The film
is considered so thick that interactions between the fluid-fluid
and fluid-solid interfaces, as modeled by the disjoining pres-
sure, are negligible. We refer to excellent works in the literature
for further information about the disjoining pressure [20–22].
The thick film configuration is illustrated in Figure 1d. As for
the adsorbed droplet and bubble, z` and zr denote the positions
of the left and right three-phase contact lines, respectively.
The Helmholtz energy is now
F = − peVe + µeNe + σesAes + σenAen
− pnVn + µnNn + σnsAns. (30)
The interfacial area between the n- and s-phases is a function of
z` and zr,
Ans = 2pi
∫ zr
z`
Rp
√
1 +
(
R˙p
)2
dz. (31)
The volume of the n-phase Vn and the interfacial area between
the n- and e-phases Aen depend on z` and zr and on the shape
of the fluid-fluid interface in between. Since the system is ax-
isymmetric, we may express the shape of the interface by the
function Rf (z), which represents the distance between a point
on the fluid-fluid interface to its closest point on the z-axis. The
volume Vn and area Aen are then functionals of Rf,
Aen =
∫ zr
z`
LAen
(
z,Rf, R˙f
)
dz, (32)
Vn =
∫ zr
z`
LVn
(
z,Rf, R˙f
)
dz. (33)
The integrands of these functionals are
LAen
(
z,Rf, R˙f
)
= 2piRf
√
1 +
(
R˙f
)2
, (34)
LVn
(
z,Rf, R˙f
)
= pi
{(
Rp
)2 − (Rf)2} . (35)
Using that Aes + Ans = Ap, Ve + Vn = Vp and Ne + Nn = N we
proceed to eliminate Aes, Ve and Ne from (30) and get
F =
(
µn − µe) Nn − peVp + σesAp + µeN
− (pn − pe) Vn + (σns − σes) Ans + σenAen. (36)
Taking the differential on both sides of (36) gives
dF =
(
µn − µe) dNn − (pn − pe) dVn
+
(
σns − σes) dAns + σendAen. (37)
The above equation shows that in a stationary state, the chem-
ical potentials of the e- and n-phases must be the same. The
Helmholtz energy of a film in a pore with a uniform chemical
potential (subscript µ) can be formulated as
Fµ = F◦µ + pi
∫ zr
z`
2σenRf
√
1 +
(
R˙f
)2
− (pn − pe) {(Rp)2 − (Rf)2}
+ 2
(
σns − σes) Rp √1 + (R˙p)2dz. (38)
where we have integrated (37) and used (32) and (33). F◦µ is a
constant. To have a stationary state in Fµ, the first variation with
respect to the function Rf must vanish and Rf must therefore
satisfy the Euler–Lagrange equation in the interval z ∈ (z`, zr).
The Euler–Lagrange equation leads to the following second-
order ordinary differential equation (ODE) for Rf,
pe − pn = σen (κ1 + κ2) , (39)
where
κ1 =
1
Rf
(
1 +
(
R˙f
)2) 12 , (40)
κ2 = − R¨
f(
1 +
(
R˙f
)2) 32 , (41)
are the interfacial curvatures. This ODE can be recognized as
the Young–Laplace relation for the film. Since (39) is a second-
order ODE, we need boundary conditions on both Rf and R˙f
at the free end points, z` and zr to fully define the film. The
boundary conditions on Rf are Rf (z`) = Rp (z`) and Rf (zr) =
Rp (zr). To derive boundary conditions for R˙f, we must consider
the transversal conditions at the free end points z` and zr, see
e.g. page 159 in [29]. They give that
cos
(
αn
)
=
σes − σns
σen
, (42)
must be satisfied at the end points z` and zr. Here, αn is the con-
tact angle measured in the film. The transversal conditions are
thus satisfied when the three-phase contact angles obey Young’s
equation, like the adsorbed droplet/bubble.
The grand canonical energy Ω of the pore with a film is given
by (12), where (30) is used for the Helmholtz energy. As for
the other systems, the criteria for a stationary state of Ω are the
same as those for a stationary state of F. To analyze the ther-
modynamic stability of the film, one possibility is to study the
second variation of e.g. F at the stationary state. As this is often
challenging due to the infinite number of possible functions that
can perturb the stationary state, we present in Section 3 a new
methodology to analyze the stationary states of films.
3. Numerical methods
In this section, we provide details on the numerical methods
used to determine the stationary states and the thermodynamic
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stability of the configurations in Figure 1. For all the heteroge-
neous structures, one way to identify stationary states is to first
determine the shape and positions of the interfaces. The out-
come is a fixed value of the pressure difference ∆p = pe − pn.
For the film, this can be done by solving the Euler–Lagrange
equation (39) as described in Section 3.2. Subsequently, one
can calculate the phase equilibrium with specified ∆p = pe−pn,
as described in Section 3.1.
3.1. Phase equilibrium calculations
All the heterogeneous structures considered in this work are
characterized by the same chemical potentials in the n- and e-
phases, but at a fixed pressure difference ∆p = pe − pn, temper-
ature T and phase volumes Ve and Vn. This poses an untypical
phase-equilibrium problem.
To determine the remaining thermodynamic properties of the
system, one can solve for the dimensionless particle numbers
Nn/N◦ and Ne/N◦. This procedure amounts to solving the non-
linear system of equations F (Nn/N◦,Ne/N◦) = 0, where
F
(
Nn
N◦
,
Ne
N◦
)
=
 µe(T,Ve,Ne)−µn(T,Ve,Ne)RTpe(T,Ve,Ne)−pn(T,Ve,Ne)−∆p
p◦
 . (43)
Herein, the functions for pressure and chemical potentials, and
the derivatives required to compute the Jacobian matrix of F,
are provided by the EOS. The scaling parameters are
p◦ = 105 Pa, (44)
N◦ =
p◦Vp
RT
, (45)
and R is the universal gas constant. The system in (43) was
solved using Newton’s method. Initial guesses for Nn and
Ne were obtained from a standard phase equilibrium calcula-
tion [17, 30–32] at the specified temperature and saturation
pressure. The EOS implementation used was provided by our
in-house thermodynamic library presented by Wilhelmsen et al.
[33].
3.2. Solving the film Euler–Lagrange equation
The ODE in (39) gives a requirement on the film profile
that must be satisfied to have a vanishing first variation of the
Helmholtz and grand canonical energies. Since the ODE is
second-order and requires boundary conditions on both Rf and
R˙f at z` and zr, it represents a two-point boundary value prob-
lem. We solved this problem using the shooting method. The
solution strategy was to first specify the position z`. Since the
contact angle and pore radius at z` are known, Rf and R˙f are
also specified. Next, a search was performed for the values of
the variables ∆p = pe − pn and zr that satisfy the two bound-
ary conditions on Rf and R˙f at zr. The shooting procedure thus
amounts to solving G (∆p/p◦, zr/Lp) = 0, where
G
(
∆p
p◦
,
zr
Lp
)
=
 Rf(zr)−Rp(zr)LpR˙f(zr)−tan(θr)
max(1,| tan(θr)|)
 , (46)
and
θr = arctan
(
R˙p (zr)
)
+ αn. (47)
The scaling parameter is
p◦ =
σen
Lp
. (48)
One evaluation of G involves one integration of (39). We used
odeint from scipy’s integrate module for the ODE integra-
tions and fsolve from the optimize module to solve G = 0
[34].
A complicating factor in the search for stationary states is
that there may be many solutions to G = 0 with the same z`.
In practice, however, we have found that we can identify the
one that is potentially stable and discard any other solutions in
subsequent analysis. This is further explained in Appendix A.
3.3. A discrete method for describing the film
The variational formulation works well for identifying sta-
tionary states in F and Ω, where the Euler–Lagrange equation
for the film (39) can be solved as described in Section 3.2. The
procedure identifies stationary states, but it does not give any
insight into the thermodynamic stability of the film. This in-
formation is contained in the second variation (or higher-order
variations, if the second variation happens to be zero). For a
stationary state of a functional to be a minimum, it is necessary
to have a positive second variation for all viable perturbations,
as discussed by Wilhelmsen et al. [13]. To establish that this is
the case, or not, can be very demanding and it is impossible for
many examples.
In this section, we present a new methodology for analyz-
ing the thermodynamic stability of films. The approach that
we follow here is to discretize the functionals for Aen (32) and
Vn (33) and use the discretized functionals to represent the
Helmholtz and grand canonical energies. The functionals are
integrated numerically using a quadrature rule over a predefined
grid, where the end-points are left unspecified. This transforms
the variational problem of minimizing F or Ω in the space of
functions Rf, to an algebraic problem where F is to be mini-
mized by a vector in RM . Local stability can then be evaluated
by considering the eigenvalues of a Hessian matrix.
This procedure can be applied to general problems in func-
tional optimization. We have tested it carefully and successfully
reproduced well-known results from variational calculus, such
as the Brachistochrone and the hanging cable problems [29],
see supplementary material.
In the discrete formulation of the film, we approximate the
function Rf by the vector
Rf =
[
Rf1,R
f
2, ...,R
f
M
]T
, (49)
which represents the values of Rf at points on a predefined gird
with M points on the z-axis, given by
z = [z1, z2, ..., zM]T . (50)
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The complete vector of geometrical unknowns, including the
positions of the free end points, is then
x = [x1, x2, ..., xM+2]T , (51)
=
[
z`, zr,Rf1,R
f
2, ...,R
f
M
]T
. (52)
The volume Vn and area Ane can now be approximated by the
midpoint rule,
Vn (x) =
M∑
i=0
LVn
(
z¯i, R¯fi ,
˙¯Rfi
)
∆zi, (53)
Aen (x) =
M∑
i=0
LAen
(
z¯i, R¯fi ,
˙¯Rfi
)
∆zi. (54)
The integrands LVn and LAen are given by (35) and (34), respec-
tively, and
z¯i =
zi+1 + zi
2
, (55)
R¯fi =
Rfi+1 + R
f
i
2
, (56)
˙¯Rfi =
Rfi+1 − Rfi
∆zi
, (57)
∆zi = zi+1 − zi, (58)
In addition, Rf0 = R
p (z`), RfM+1 = R
p (zr), z0 = z` and zM+1 = zr.
The discretized Helmholtz energy for the film can now be
calculated by introducing into (36) the discrete functionals
Vn (x) and Aen (x), and the interfacial area Ans (z`, zr) as given
by (31),
F (y) =
{
µn − µe} Nn − peVp + σesAp + µeN + σenAen (x)
− {pn − pe} Vn (x) + {σns − σes} Ans (z`, zr) . (59)
Since, the quantities Vn, Ans and Ane depend only on the vari-
ables contained in x, and since Vp, Ap and N are constants, the
free variables of the system are the elements of x and the num-
ber of particles in the film Nn,
y =
[
y1, y2, ..., yM+3
]T ,
=
[
Nn, z`, zr,Rf1,R
f
2, ...,R
f
M
]T
. (60)
The elements of the Jacobian vector can be obtained from (37)
as
∂F
∂y1
= µn − µe, (61)
and, for i ∈ [2, ...,M + 3],
∂F
∂yi
= − (pn − pe) ∂Vn
∂yi
+
(
σns − σes) ∂Ans
∂yi
+ σne
∂Ane
∂yi
. (62)
The Hessian matrix can be found by further differentiation. The
procedure used for calculating the derivatives of Vn and Ane
w.r.t. yi is documented in the supplementary material. By a
derivation similar to that above, we obtain the grand potential
Ω, its Jacobian vector and its Hessian matrix.
The strategy to solve the discrete problem is to use the sta-
tionary state obtained from solving the ODE as described in
Section 3.2 as initial guess. The stationary state for the discrete
problem is then found by solving for the vector y∗ for which the
discrete Jacobian vector is zero,
dF
dy
∣∣∣∣∣
y∗
= 0. (63)
Since we have an expression for the Hessian matrix of F and
a very good initial guess for the solution to (63), this non-
linear system of equations is solved with Newton’s method with
few number of iterations. A convergence study is reported in
Appendix B, which shows that the film profiles obtained by
the discrete method converge to those obtained by solving the
Euler–Lagrange equation as the grid size M is increased. For
a thorough exposition of the discrete approach, we refer to the
supplementary material.
3.4. Stability analysis
Any stationary state identified using the procedures de-
scribed above, and defined by the vector y∗, will be stationary
for both F and Ω and, therefore, in both a closed and an open
pore. Since the Jacobian vector is 0, the change in, say, F in
response to a small perturbation dy of y∗ can be expressed as
dF = dyT
d2F
dy2
∣∣∣∣∣∣
y∗
dy, (64)
where d2F/dy2 is the Hessian matrix. For the film, we cal-
culate the Hessian matrices using the discrete description, see
Section 3.3. The symmetric Hessian matrix can be decomposed
into
d2F
dy2
∣∣∣∣∣∣
y∗
= QΛQT, (65)
where Λ is the diagonal matrix eigenvalues and Q is a matrix
where column i is the eigenvector qi (with unit length in the
L2-norm) associated with eigenvalue λi. The eigenvectors are
orthogonal, since the Hessian is symmetric.
A stationary state y∗ corresponds to a minimum in F and is
considered locally stable in the closed pore if all eigenvalues
of the Hessian are positive. If one or more of the eigenvalues
are negative, dy can be taken in direction of the corresponding
eigenvectors qi (or −qi) to give a negative dF. The stationary
state is thus not a minimum in the Helmholtz energy and it is
therefore unstable. Analogous considerations apply for Ω and
stability in open pores.
The eigenvectors that correspond to the negative eigenvalues
give information about the direction of the perturbations that
lead to a reduction in the energy and make the system unstable.
For both the adsorbed droplet/bubble and the films, we observe
(see Section 4) two distinct classes of instabilities that we name
(1) translation and (2) condensation/evaporation. Translation
instabilities are perturbations where the n-phase moves along
the z-axis and only a small number of particles are transferred
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(a) (b)
Figure 2: Saturation properties of water, as predicted by SRK (green) and CPA-SRK (blue). Reference data from [35] are shown for comparison (black). Compared
to SRK, CPA-SRK is more inaccurate in the critical region, but has superior predictions of liquid densities in the temperatures around 300 K.
Figure 3: CPA-SRK isotherm (solid blue) for water at 358 K. The densities at
the gas spinodal (dotted line) and liquid spinodal (dashed line) are also indi-
cated. Phases with densities between the two spinodals are unstable.
to/from the e-phase(s). For condensation/evaporation instabili-
ties on the other hand, the n-phase expands or contracts while
exchanging particles with the e-phase(s), without shifting its
center of mass.
Eigenvectors and eigenvalues were calculated using eigh
from numpy’s linalg module [34]. This function uses the
*syevd routines from LAPACK, which compute the eigenval-
ues and eigenvectors of symmetric matrices [36].
4. Results
In the following, we will discuss the thermodynamic stabil-
ity of the heterogeneous structures illustrated in Figure 1. The
focus will be on the influence of pore size, the fluid-solid inter-
action, as captured by a finite contact angle α, and the difference
in thermodynamic stability between closed and open systems.
We restrict the discussion to two pore sizes, Lp = 10 µm and
Lp = 0.01 µm. Despite the small size of both pores, we will
refer to the 10 µm-pore as large and the 0.01 µm-pore as small.
Water at 358 K will be used as example, inspired by
the operational conditions of a proton-exchange membrane
fuel cell1 [37]. The thermodynamic properties of water are
described by the cubic-plus-association modification to the
Soave–Redlich–Kwong EOS (CPA-SRK). In Figure 2, the sat-
uration properties of water as described by both the Soave–
Redlich–Kwong EOS (SRK) and CPA-SRK are plotted to-
gether with reference data from [35]. Compared to SRK, CPA-
SRK is more inaccurate in the critical region, but has superior
prediction of liquid densities at lower temperatures and is there-
fore the preferred choice here.
The CPA-SRK isotherm for water at 358 K is shown in Fig-
ure 3, where the gas and liquid spinodals are indicated by verti-
cal lines. A homogeneous phase with a density between the
two spinodals is thermodynamically unstable. The isotherm
shows that the EOS predicts stable or metastable stretched liq-
uid phases down to pressures of −173 MPa, consistent with the
findings of Caupin et al. [5] and Azouzi et al. [6].
In the models presented in Section 2, the energies of the gas-
liquid interface σg`, the gas-solid interface σgs and the liquid-
solid interface σ`s are necessary input parameters. The gas-
liquid surface tension of water at 358 K is 0.0616 N m−1 [35].
With this value in place, it is only the difference between the
gas-solid and gas-liquid interfacial tensions that is of physical
significance in the models. We therefore set σ`s = 0 and sub-
sequently use σg` and the specified contact angle α to calculate
σgs by use of Young’s equation (4).
1Condensation of liquid water in such fuel cells may block reactant flow
paths and is severely detrimental to their performance. It is therefore of in-
terest to know if, say, a path-blocking adsorbed droplet or a liquid film is the
equilibrium configuration under the chosen operating conditions.
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4.1. Pore with a free droplet or bubble
The thermodynamic stability of free droplets and bubbles in
a closed pore has been studied in previous works [16, 18, 19].
Our results for water at 358 K are shown in Figure 4. The sta-
bility is here mapped out in terms of the relative droplet/bubble
size Rn/Lp and contact angle α. The largest bubble radius that
has been considered equals the radius of the pore at the widest
point.
As expected, the thermodynamic stability of free bubbles and
droplets is independent of contact angle. For both pore sizes,
large bubbles and droplets are stable and have lower Helmholtz
energies than if the pores were filled with a homogeneous phase
(with the same number of particles). As Rn decreases however,
the configurations first become metastable with respect to the
homogeneous phase and, eventually, unstable. The reason is
that, as the volume of the n-phase becomes smaller, the re-
duction in energy from having both a liquid and a gas phase
does not compensate for the energy cost of the gas-liquid inter-
face. These findings are consistent with those of Wilhelmsen
et al. [13]. They considered droplets and bubbles in a spher-
ical container, where the interfacial energy between the con-
tainer and the e-phase was zero. The non-zero energy of the es-
interface adds a constant term to the Helmholtz energy that does
not change the local stability w.r.t. to the analysis performed
by Wilhelmsen et al. [13]. This is also the reason why the con-
tact angle does not affect stability. However, it is necessary
to include the contribution from the fluid-solid interface when
comparing the energy of the free droplet/bubble configurations
with other configurations such as adsorbed droplet/bubbles and
films.
The thermodynamic stability of free droplets and bubbles in
a closed system changes with pore size, which can be seen by
comparing Figure 4a with 4b for the droplets and Figure 4c with
4d for the bubbles. In the white region in the bottom part of the
figures, the droplet and bubble radius becomes so small that the
pressure difference needed to satisfy the Young–Laplace rela-
tion is too large to conform with equal chemical potential be-
tween the phases. The limiting factor for the droplets is the
gas spinodal and for the bubbles it is the liquid spinodal. The
density range where the bubbles and droplets are thermodynam-
ically stable (the green regions) or metastable (orange regions)
decreases with pore size. This is due to the superstabilization
of the homogeneous phase that occurs in small pores. We refer
to [18] for an elaborate discussion of this topic.
The white dashed and dotted lines in Figure 4 mark the states
where the total density in the pore reaches the spinodal lim-
its, and the homogeneous fluid becomes unstable. Beyond this
limit, the fluid will spontaneously decompose into two phases.
In agreement with previous work, we find that free droplets
and bubbles are unstable in the open systems [16], also in the
presence of a solid-fluid interface.
4.2. Pore with an adsorbed droplet or bubble
When the solid-fluid interfacial energy is lower than the gas-
liquid interfacial tension, the bubbles and droplets can lower
their energies by adsorbing to the pore walls, as shown in Fig-
ure 1c. The thermodynamic stability of adsorbed bubbles and
droplets is mapped out in Figure 5 in terms of the position of
the left meniscus z` and the contact angle α for open and closed
pores with lengths 10 µm and 0.01 µm.
In contrast to the free droplets and bubbles, the absorbed
droplets and bubbles can be stable both in open and closed
pores. The general trend is that adsorbed droplets are ther-
modynamically stable if the liquid contact angle is high (non-
wetting), while bubbles are stable when the liquid contact an-
gle is low (wetting), and the range of stability depends on the
value of the contact angle. We find that this behavior depends
strongly on the pore geometry. An in-depth discussion of the
influence of pore morphology on the thermodynamic stability
however, is beyond the scope of the present work.
We have analyzed in detail the regions where the adsorbed
droplets and bubbles become unstable. The eigenvectors as-
sociated with the negative Hessian eigenvalues in these regions
reveal that an instability w.r.t. to translation of the n-phase along
the z-axis, i.e. a mechanical instability, is present in the un-
stable regions of all the adsorbed bubble and droplet config-
urations. A perturbation of the position of the droplet/bubble
leads to a net force that moves it further in the direction of the
perturbation, not back to the original position as for the stable
droplets/bubbles. The Hessian matrices of the open systems
have an additional negative eigenvalue in the unstable regions.
The second negative eigenvalue is associated with condensa-
tion/evaporation. This instability is also present for the droplet
in the small closed pore, when the liquid pressures become large
and negative. We have included figures that display where these
instabilities appear in the supplementary material. Comparing
the stability regions of the droplets (left column in Figure 5)
with those of the bubbles (right column Figure 5), these are
clearly anti-symmetric. This is because the droplets with con-
tact angles α are mechanically identical to bubbles with contact
angle pi − α.
The white regions in the stability maps for the 10 µm-pore
represent configurations where no stationary state can be found
because the two menisci would have intersected or extended
outside the pore. Such configurations are unfeasible and are not
considered in the analysis. The same is true for the small pores.
In addition, the large curvatures of some menisci in the small
pores result in large, negative liquid pressures. Figure 3 shows
that the liquid spinodal poses a lower limit to how large the
negative pressures of the liquid phase can be. Configurations
with a lower pressure than the liquid spinodal are unfeasible.
Figure 5e shows results for a closed pore of the small kind
containing an adsorbed droplet. It has a considerable region
where the droplets are metastable w.r.t. a pore with a homoge-
neous liquid phase (with the same number of particles). In a
large closed pore, the thermodynamic stability map looks the
same, except that the metastable region is stable. A figure can
be found in the supplementary material. The reason for the ap-
pearance of the metastable region in the small pore is as for
the free droplet/bubble; when the volumes of the bulk phases
become smaller, the reduction in energy from having both a
gas and a liquid does not compensate for the energy associated
with the gas-liquid interface. The adsorbed bubble configura-
tions display a similar behavior, where large bubbles (relative
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(a) Free droplets in closed pore of 10 µm (b) Free droplets in closed pore of 0.01 µm
(c) Free bubbles in closed pore of 10 µm (d) Free bubbles in closed pore of 0.01 µm
Figure 4: Stability maps for (a), (b) free droplets and (c), (d) free bubbles in closed pores of lengths (a), (c) 10 µm and (b), (d) 0.01 µm. The black contour lines
indicate the total fluid density in mol l−1. Unstable configurations are red, stable configurations are green and configurations that are locally stable, but have a larger
Helmholtz energy than if the pore were filled with a single homogeneous phase, are orange. The gas spinodal density of 1.05 mol l−1 is drawn as a dotted white line
and the liquid spinodal of 40.7 mol l−1 is shown as a dashed white line. No homogeneous phase filling the entire pore can exist for densities between the spinodals.
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(a) Adsorbed droplet in open pore of 10 µm (b) Adsorbed bubbles in open pore of 10 µm
(c) Adsorbed droplets in open pore of 0.01 µm (d) Adsorbed bubbles in open pore of 0.01 µm
(e) Adsorbed droplets in closed pore of 0.01 µm (f) Adsorbed bubbles in closed pore of 0.01 µm
Figure 5: Stability maps of (left column) adsorbed droplets and (right column) adsorbed bubbles in open and closed pores with lengths 10 µm and 0.01 µm. For the
closed pores, the black contour lines indicate the total fluid density in mol l−1. Further, the gas spinodal density of 1.05 mol l−1 is drawn as a dotted white line and
the liquid spinodal of 40.7 mol l−1 is shown as a dashed white line. No homogeneous phase filling the entire pore can exist for densities between the spinodals. For
the open pores, the black contour lines indicate the gas phase pressure in kPa. Also, the bulk saturation pressure of 48.86 kPa is shown as a dashed white line. For
all maps, unstable configurations are red, stable configurations are green and configurations that are locally stable, but have a larger energy than if the pore were
filled with a single homogeneous phase, are orange.
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to pore size) become unstable w.r.t. a homogeneous gas phase.
A crucial difference from the free bubbles/droplets, however,
is that the transition from stable to metastable depends on the
contact angle.
The orange regions for the open pores indicate where the
adsorbed/droplet bubble configurations are locally stable, but
have a larger grand canonical energy than if the pore were filled
with a homogeneous phase with the same intensive properties
as the e-phase. The location of these regions does not change
much when pore size is reduced, which is evident by comparing
Figures 5b to 5d for the bubbles, and Figures 5a to 5c for the
droplets.
Comparing the adsorbed bubbles in the large open pore (Fig-
ure 5b) with those in the small pore (Figure 5d), we observe
that the variation of gas pressure is much larger in the small
pores. In particular when the liquid phase is sufficiently wet-
ting, the gas pressure is lower than the bulk saturation pressure,
and much more so in the small pore. Although the external
phase is liquid in Figure 5b and Figure 5d, these observation are
closely related to the phenomenon of capillary condensation in
open pores with an external gas phase. When the liquid phase
is wetting, a lower water vapor pressure is required for water
to condense in the pore than in the bulk. A much lower vapor
pressure is required in the small pores, meaning that water will
preferentially condense in small over large pores. A study of
capillary condensation and the effects pore size and shape can
be done with the models and methods presented here, which is
a possible topic for future work.
4.3. Pore with a thick films of liquid or gas
The thermodynamic stability of liquid and gas films in open
and closed pores is shown in Figure 6. Configurations are here
mapped in terms of the position of the left contact line z` and
contact angle.
In the open pores, most of the liquid (Figure 6a) and gas (Fig-
ure 6b) film configurations are unstable. The exception is when
the film phase is strongly wetting. It is then possible to have a
metastable film, which is evident by the orange regions in the
left part of Figure 6a and the right part of Figure 6b. The stabil-
ity map for the small pore in the open system is nearly identical
to that of the large pore and is shown in the supplementary ma-
terial.
Stability maps of liquid and gas films in the 10 µm closed
pore are shown in Figure 6c and Figure 6d, respectively. They
reveal large regions where both gas and liquid films are more
stable than the homogeneous phase. In contrast to the adsorbed
droplets, which appear when the liquid is non-wetting, the liq-
uid films are stable only when the liquid is wetting. Analo-
gously, the gas films in closed pores are locally stable only for
a highly non-wetting liquid.
Figure 6 reveals that the thermodynamic stability of thick
films is remarkably different in open and closed pores. A deeper
insight into the origin of this difference can be gained by further
investigating the unstable regions. Like the adsorbed bubbles
and droplets discussed in Section 4.2, a translational instability
is responsible for the unstable regions in the closed system, as
can be seen in Figure 7a for the liquid film. This translation
instability is also present in the same regions in the open pore
(Figure 6a and Figure 6b). However, the open pore also has
a condensation/evaporation instability which is present in the
entire unstable region. This is illustrated in Figure 7b for the
liquid film.
As for the previous two configuration types, a metastable
region appears in the closed system when the pore size is re-
duced, as shown in Figure 6e and Figure 6f for the liquid and
gas films, respectively. The metastable configurations represent
films whose small gas and liquid volumes, again, do not com-
pensate for their interfacial energy costs. In addition, an unsta-
ble region also appears for films with small extent along the z-
axis. This region is present for both, but is larger for the gas film
than the liquid film. It is caused by a condensation/evaporation
instability.
We emphasize that the appearance of metastable regions and
of condensation/evaporation instabilities cannot be predicted
form a purely mechanical analysis of the film, and a complete
thermodynamic stability analysis is needed. This is important
critique to nearly all previous works that evaluate the stability
of films in the literature, and an important future work is thus to
extend the present analysis to films that have a non-zero disjoin-
ing pressure to shed new light on the thermodynamic stability
of thin films in open and closed systems.
4.4. Phase diagrams
The final results we report are phase diagrams that show the
equilibrium configuration, i.e. that which has the lowest total
energy at given conditions. Such phase diagrams are shown in
Figure 8 for closed pores of sizes 10 µm and 0.01 µm. The equi-
librium configurations herein are determined by comparing the
Helmholtz energies of the different (locally stable) fluid config-
urations at each value of ρ and α.
The phase diagram for the large pore in Figure 8a exhibits
a large degree of symmetry around the neutral-wetting case
where α = pi/2. As pore-size is reduced (Figure 8a), however,
this symmetry is broken, partly due the appearance of homo-
geneous phases with lower Helmholtz energies than the hetero-
geneous structures. We note in particular the appearance of a
stretched homogeneous liquid phase at the expense of the free
bubble and adsorbed droplet configurations. In a similar man-
ner, a compressed homogeneous gas phase appears as well.
For both phase diagrams, the free bubble and adsorbed
droplet configurations prevail at higher densities, because lo-
cally stable configurations of these kinds allow for large liquid
volume fractions. Similarly, the free droplet and adsorbed bub-
ble are prevalent at lower densities, as these allow for large gas
volume fractions. At densities around 25 mol l−1, the equilib-
rium configuration is either a free bubble (when the liquid is
wetting) or a free droplet (when the liquid is non-wetting).
Equilibrium liquid film configurations are only observed at
low densities and for wetting liquids. In the 10 µm-pore, the
extent of the liquid film region along the ρ-axis is smaller than
the resolution used in the figure. A finer resolution of the low
densities, however, reveals that the region is indeed there. Its
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(a) Liquid films in open pore of 10 µm (b) Gas films in open pore of 10 µm
(c) Liquid films in closed pore of 10 µm (d) Gas films in closed pore of 10 µm
(e) Liquid films in closed pore of 0.01 µm (f) Gas films in closed pore of 0.01 µm
Figure 6: Stability maps of (left column) liquid films and (right column) gas films in open and closed pores of lengths 10 µm and 0.01 µm. For the closed pores, the
black contour lines indicate the total fluid density in mol l−1. Further, the gas spinodal density of 1.05 mol l−1 is drawn as a dotted white line and the liquid spinodal
of 40.7 mol l−1 is shown as a dashed white line. No homogeneous phase filling the entire pore can exist for densities between the spinodals. For the open pores, the
black contour lines indicate the gas phase pressure in kPa. Further, the bulk saturation pressure of 48.86 kPa is shown as a dashed white line. In all maps, unstable
configurations are red, stable configurations are green and configurations that are locally stable, but have a larger energy than if the pore were filled with a single
phase, are orange.
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(a) (b)
Figure 7: Maps of instability types for liquid films in (a) the 10 µm closed pore and (b) the 10 µm open pore. Regions with no instabilities are light green, regions
with only translation instabilities are cream, regions with only condensation/evaporation instabilities are purple and regions with both types of instabilities are gray.
position and extent along the α-axis is indicated by a thin solid
line in Figure 8a.
The size of the liquid film region grows when the pore size
is reduced (Figure 8b). This expansion is primarily at the ex-
pense of the adsorbed bubble region and can be explained as
follows. When the pore size is reduced, the liquid pressures in
the adsorbed bubble configurations are also reduced. Eventu-
ally, these pressures reach the liquid spinodal, where the liquid
phase can no longer exist, and it is no longer possible to have
an adsorbed bubble. This is also evident from comparing the
white region in the lower left corner of Figure 5d with that in
Figure 5b. The liquid film, however, is stable in this region as
it has a lower curvature than the adsorbed bubble. It therefore
appears in the phase diagram as the equilibrium configuration
when it is no longer possible to have an adsorbed bubble.
Like the liquid film region in the 10 µm-pore (Figure 8a), the
extent of the gas film region along the ρ-axis is smaller than
the resolution. Its position is therefore also indicated with a
thin solid line. The gas film appears at high densities, when the
liquid is non-wetting. For the 10 nm-pore, however, we do not
observe any gas films at equilibrium. The adsorbed droplet is
found to always have a lower energy than the gas film. This
conclusion may well change for other fluids and pore geome-
tries.
For the closed pores at a given contact angle, a control pa-
rameter is the total density, i.e. how many particles the pore
contains. For the open pores on the other hand, the particle
reservoir connected to be pore is either gas or liquid and not
both at the same time. We therefore present separate phase dia-
grams for cases where the external phase is gas (Figure 9) and
cases when it is liquid (Figure 10). The equilibrium configu-
rations are here determined by comparing the grand canonical
energies of the different (locally stable) fluid configurations at
each value of pe and α.
For both pore sizes and external phase choices, a homoge-
neous phase is the prevailing fluid configuration. With an ex-
ternal gas phase, an adsorbed droplet appears as the liquid is
non-wetting and, with an external liquid phase, an adsorbed
bubble appears when the liquid is wetting. Compared to the
phase diagrams for the closed pores, there are much fewer pos-
sible configurations. The free droplets and bubbles are absent
because they are unstable for all possible contact angles and
external pressures. The film configurations are absent because,
even though they may be locally stable in an open pore, the
homogeneous phase has a lower grand canonical energy.
As the pore size is decreased, the range of external pressures
at which we find an adsorbed droplet or bubble is greatly in-
creased. This is evident by comparing the scale of the ordi-
nates of Figures 9 and 10. The increase in range is due to the
increased Young–Laplace pressure difference of the interface
induced by the large interfacial curvatures in the small pores.
5. Conclusion
We have studied the thermodynamic stability of free and ad-
sorbed droplets, bubbles and gas and liquid films in open and
closed pores by use of capillary models coupled to an equation
of state. We used water at 358 K, as described by the SRK-CPA
equation of state, as example. Emphasis was placed on the ef-
fect of fluid-solid interaction, as described by a finite contact
angle, pore size and whether the pore is open or closed.
For free droplets and bubbles, our findings were in agree-
ment with previous works [13, 16]. These configurations were
unstable in open pores but could be stable in closed pores, if the
bubbles/droplets were large enough.
In contrast to the free droplets and bubbles, adsorbed droplets
and bubbles could be stable both in closed and open pores. Ev-
idently, the interaction with the solid phase made these struc-
tures stable and in many cases, depending on contact angle and
phase fractions, favorable w.r.t. a homogeneous fluid phase.
A new methodology was presented to analyze the thermody-
namic stability of films, where the integral that describes the
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(a) (b)
Figure 8: Phase diagram showing equilibrium configurations in a closed pores of size (a) 10 µm and (b) 0.01 µm. Considered configurations are homogeneous gas
(light blue), homogeneous liquid (blue), free bubble (light green), free droplet (green), adsorbed bubble (light purple), adsorbed droplet (purple), gas film (light
orange) and liquid film (orange).
(a) (b)
Figure 9: Phase diagram showing equilibrium configurations in an open pore of size (a) 10 µm and (b) 0.01 µm and a gaseous external phase. Considered configu-
rations are homogeneous gas (light blue) and adsorbed droplet (purple). External pressure minus the bulk saturation pressure, psat = 48.86 kPa, is indicated on the
ordinate axis.
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(a) (b)
Figure 10: Phase diagram showing equilibrium configurations in an open pore of size (a) 10 µm and (b) 0.01 µm and a liquid external phase. Considered configura-
tions are homogeneous liquid (blue) and adsorbed bubble (light purple). External pressure minus the bulk saturation pressure, psat = 48.86 kPa, is indicated on the
ordinate axis.
total energy of the system was approximated by a quadrature
rule. The methodology allowed us to examine in detail the per-
turbation that made the film unstable.
Gas and liquid films were found to be unstable at most condi-
tions in the open pores. The exception was when the fluid was
nearly perfectly wetting and a liquid film could form, or nearly
perfectly non-wetting, when a gas film could form. In both
cases, the films were metastable with respect to the homoge-
neous phase. In the closed pore, both stable gas and liquid films
were found. As for the free droplets and bubbles, metastable re-
gions where a homogeneous phase was energetically preferable
were observed for both adsorbed droplets and bubbles and for
the gas and liquid films in the small pore. The reason was that,
as the volumes of the gas and liquid phases became smaller, the
energy gained from having both a liquid and a gas phase did not
compensate for the energy cost of the gas-liquid interface.
Observed instabilities for the adsorbed droplets/bubbles and
the films belonged to one of two distinct classes: (1) translation
and (2) condensation/evaporation. Although exceptions were
present, the general trend was that translation instabilities were
observed in the closed pores while both translation and conden-
sation/evaporation instabilities were observed in the open pores.
Finally, we presented phase diagrams showing equilibrium
configuration types for both open and closed pores. The closed-
pore phase diagrams were found to contain a larger variety of
structures compared to the open-pore diagrams. Partly, this
is because the open-pore diagrams can contain only structures
where the external phase is gas or liquid, while the closed-pore
diagrams can have both kinds of structures. Most interesting,
however, is the lack of locally stable configurations of free
droplets/bubbles and films with lower energy than a homoge-
neous phase in the open pores.
The appearance of metastable regions and of condensa-
tion/evaporation instabilities cannot be predicted form a purely
mechanical analysis of the systems. A complete thermody-
namic stability analysis, as performed herein, is necessary. In
previous literature on films, the discussion is usually limited to
mechanical stability. The methodology presented in this work
can be used to shed new light on the topic.
The analysis presented in this work is a step towards develop-
ing a thermodynamic framework to map the rich heterogeneous
phase diagram of porous media and other confined systems.
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Appendix A. Solutions to the film Euler–Lagrange equa-
tion
A complicating factor in the search for stationary states for
the film is that there may be many solutions to G = 0 with a
specified z`. G is the residual function for the two-point bound-
ary value problem obtained by setting (46) equal to 0. One
example is illustrated in Figure A.11, which displays a pore
with Lp = 10 µm, where the shape of the pore is defined by
(1) and drawn in black in Figure A.11b. Furthermore, the con-
tact angle is αn = 0.07pi, σen = 0.0616 N m−1 and z` = 3 µm.
Figure A.11a maps the search space. The dotted curve shows
where the first element of G is zero and the boundary condition
on Rf is satisfied, while the dashed curve shows where the sec-
ond element of G is zero and the boundary condition on R˙f is
satisfied. A solution to the two-point boundary value problem
is thus a point where the two curves intersect. The solid vertical
line is drawn at zr = Lp − z`. Solutions falling on this line are
symmetric or anti-symmetric with respect to the center of the
pore.
Four different solutions are indicated by circles (blue, green,
red and yellow) in Figure A.11a. The corresponding film con-
figurations are shown in Figure A.11b. Of these four solutions,
only the green and the yellow are symmetric. When evaluating
the thermodynamic stability of these solutions, however, it turns
out that only the green solution is stable in a closed system. All
solutions are unstable in an open system. For a more thorough
discussion on thermodynamic stability, we refer to Section 4.
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(a)
(b)
Figure A.11: Illustration of different solutions to the film ODE (39) for a given
pore, shown in (b), z` = 3 µm and αn = 0.07pi. A map of the space searched
for solutions to the two-point boundary value problem G = 0 is shown in (a).
The dotted curve indicates where the first element of G is zero and the bound-
ary condition on Rf is satisfied. The dashed curve indicates where the second
element of G is zero and the boundary condition on R˙f is satisfied. A solution
to the two-point boundary value problem is thus a point where the two curves
intersect. Four different solutions are indicated (blue, green, red and yellow).
The corresponding film profiles are shown in (b).
Since we observe that solutions that are not symmetric around
the pore center are always unstable, we only need to consider
the symmetric film solution with the lowest ∆p, that is also fea-
sible in the sense that 0 < Rf (z) < Rp (z)∀z ∈ (z`, zr). In the
analysis presented in this paper, we ignore the other solutions,
even if they also represent unstable stationary states of the film.
These unstable states may, however, be of interest in the theory
of nucleation. For instance, the yellow profile in Figure A.11b
could well be the saddle point that determines the activation
barrier to the creation of a an adsorbed droplet, similar to the
one depicted in Figure 1c.
Appendix B. Convergence of the discrete film description
method
In Section 3.3, we presented a discrete method to describe
the Helmholtz energy of the film. Here, we perform a con-
vergence study to show that the solutions provided by the dis-
crete method converge to those obtained by solving the Euler–
Lagrange equations when the discrete grid is refined. To this
end, we consider a pore described by (1) with Lp = 10 µm and
choose αn = pi/20 and σen = 0.02 N m−1. The fluid is, as in
Section 4, water at 358 K, described by the CPA-SRK EOS.
The film is liquid and the surrounding phase gas.
We use the variational formulation to obtain a stationary state
of F where the film starts at z` = 0.3Lp. This solution will serve
both as a reference solution and to generate initial guesses for
the discrete solutions. Subsequently, we solve (63) for different
number of grid points, M. Relative errors in the film profile Rf
with respect to the reference solution, as measured in the L2-
and L∞-norms, and the corresponding estimated convergence
orders are presented in Table B.1. It is clear from these results
that the discrete solutions converge to the variational solution
as the grid is refined, and that the convergence is second-order.
Table B.1: Relative errors in the film profile Rf with respect to the reference
solution, as measured in the L2- and L∞-norms, for different discrete grid sizes
M. The corresponding estimated convergence orders are also given.
M L2-error L2-order L∞-error L∞-order
25 5.10 · 10−5 - 8.58 · 10−4 -
50 6.91 · 10−6 2.88 1.99 · 10−4 2.11
100 1.00 · 10−6 2.79 4.74 · 10−5 2.07
200 1.56 · 10−7 2.69 1.15 · 10−5 2.04
400 2.55 · 10−8 2.61 2.84 · 10−6 2.02
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