Latent Semantic Indexing (LSI) has been validated to be effective on many small scale text collections. However, little evidence has shown its effectiveness on unsampled large scale text corpus due to its high computational complexity. In this paper, we propose a straightforward feature selection strategy, which is named as Feature Selection for Latent Semantic Indexing (FSLSI), as a preprocessing step such that LSI can be efficiently approximated on large scale text corpus. We formulate LSI as a continuous optimization problem and propose to optimize its objective function in terms of discrete optimization, which leads to the FSLSI algorithm. We show that the closed form solution of this optimization is as simple as scoring each feature by Frobenius norm and filter out the ones with small scores. Theoretical analysis guarantees the loss of the features filtered out by FSLSI algorithm is minimized for approximating LSI. Thus we offer a general way for studying and applying LSI on large scale corpus. The large scale study on more than 1 million TREC documents shows the effectiveness of FSLSI in Information Retrieval (IR) tasks.
Introduction
Latent Semantic Indexing (LSI) [5] was originally proposed for dealing with the synonymy and polysemy problems in text analysis. It has been successfully applied to the Information Retrieval (IR) tasks on various small and middle scale text collections and its solution is based on the Singular Value Decomposition (SVD) [5] . The high computational complexity of SVD greatly limits the study of LSI on large scale text corpus. Little evidence showed the effectiveness of LSI on unsampled large scale text corpus. A recent study [13] argues that it is hard for LSI to enhance IR performance on large text collections though it generally works well on small and middle scale collections. To judge the effectiveness of LSI on large scale text collection and make it usable if its effectiveness can be verified, a pressing task is to make the LSI computable on large scale text corpus.
In this paper, we propose a straightforward and scalable data preprocessing approach to make LSI applicable on large text collections. We preprocess the data by proposing a feature selection algorithm, which is named as Feature Selection for LSI (FSLSI), to reduce the size of feature set such that SVD only need to be computed on the much smaller scale reduced data. Theoretically, the proposed feature selection algorithm guarantees that the LSI implemented on the feature reduced dataset can closely approximate its counterpart without feature selection. Through this way, we can overcome the bottleneck of SVD and apply LSI on larger scale data than many previous studies [6, 7, 8, 9] with closely approximated solution. In this work, we name the approach to use FSLSI as data preprocessing step for approximating classical LSI as the Approximated LSI, i.e. ALSI in short.
In details, LSI aims to project documents from the term space to another much lower-dimensional latent semantic space, and in total LSI can be considered as a special linear dimensionality reduction process. We firstly discover the backend objective function of LSI and reformulate it as a continuous optimization problem under the dimensionality reduction framework [22] . Motivated by the observation that many feature selection algorithms can be generally considered as discrete optimization problems under the same dimensionality reduction framework [22] , in this paper we propose to optimize the objective function of LSI in terms of discrete optimization, which consequently leads to a novel feature selection algorithm, i.e. the FSLSI. We show that the closed form solution of this optimization problem is as straightforward as scoring each feature by Frobenius norm and filter out the ones with small scores.
The selected features are consistent with the objective of LSI since they are selected by optimizing the same objective function as the original LSI. In addition, the dimensionality reduction framework allows us defining Energy function to help determine the number of features to be selected by FSLSI. To guarantee the loss led by the reduced features is minimized in approximating the large scale LSI, we require the bases of the latent semantic space, which are the left singular vectors calculated by SVD on the original data, have the minimum changes after the features are removed. However, the loss of the latent semantic space is only known after the SVD has been computed on the original data. In this work, we theoretically prove that, though without the real SVD computation on original data, our proposed FSLSI algorithm can filter out exactly the features which lead to the minimum loss. Thus our proposed approach is theoretically guaranteed to well approximate LSI on large scale dataset.
Experimental results on the TREC2 and TREC3 [21] show that our proposed approach (ALSI) can efficiently and closely approximate LSI in IR tasks. Thus our proposed approach offers a general way for studying and applying LSI on large scale corpus. The large scale study on TIPSTER [23] in IR task, which includes more than 1 million TREC documents and about 0.8 million terms, shows that IR performance evaluated by different metrics can be effectively improved by using ALSI. As an example, the precision at 5 can be improved 20% in contrast to the classical Cosine similarity [11] without LSI. It verifies that LSI can truly improve the IR performance on large scale text collections. This observation is different from some previous studies on large scale LSI [12] . The reason for the difference is that the reduced data by FSLSI allows us to compute more than 2,000 eigenvectors through SVD, while it is almost impossible to compute more than 1,000 eigenvectors on the same but unreduced dataset by classical LSI without super computers.
As a summary, the main contributions of this paper are: (1) we propose a general way, i.e. a straightforward feature selection algorithm as preprocessing of LSI, to make LSI implementable on large scale text corpus; (2) we theoretically guarantee the proposed algorithm is optimal for approximating classical LSI; and (3) we draw different conclusions from some previous large scale LSI studies through experiments. We point out that the reason why some previous LSI studies fail on the large scale data is that they cannot solve a large number of eigenvectors in SVD computation. Our proposed approach makes solving a much larger number of eigenvectors possible without super computers.
The rest of this paper is organized as follows. In Section 2, we review the related works. Section 3 introduces the details of the algorithm for approximating LSI through reformulating it under the linear dimensionality reduction framework. The theoretical analysis is given in Section 4. In Section 5, the experimental results on large scale datasets are presented. Finally we conclude this paper and discuss the future work in Section 6.
Related works
Latent Semantic Indexing (LSI) was originally proposed for dealing with the problem of synonymy and polysemy [5] . A variety of tests and applications have been developed to validate its power in text representation [8] . Special interests have been paid to investigate its ability in improving the IR performance [6, 7, 8, 9] . Besides general IR tasks, LSI has also been successfully applied for the cross-language retrieval [10] and distributed information retrieval tasks [19] . However, classical LSI suffers from the high computational cost involved in the Singular Value Decomposition (SVD), especially when applied to large scale text corpus. To avoid the costly computation, it has been proposed to use other strategies such as Semi-Discrete matrix Decomposition (SDD) [16] and Concept Indexing (CI) [15] instead of LSI for text processing. However, the substituted strategies cannot judge the effectiveness of classical LSI, and throw away the advantages of LSI in text understanding.
The complexity issue of LSI may be alleviated by some traditional techniques, e.g., the parallel computation [1] and the incremental matrix decomposition [2] . However, little evidence showed the effectiveness of LSI on large scale text corpus by using these approaches since they either require special machine environment or cannot well approximate the original SVD. The SVD algorithm designed for sparse matrix [3] is widely used in LSI study. However, it is still insufficient in computing large number of eigenvectors due to its limited efficiency improvement for SVD computation. The data reduction approaches, such as document sampling, document clustering, term reduction or combination of document reduction and term reduction [6, 7, 8, 19] , were used as the preprocessing for LSI in many previous studies. They all aim to reduce the data scale before SVD computation. However, the results on the reduced data will highly depend on the specific data reduction strategy. To the extent of our knowledge, few previous studies by data reduction have been proved be able to well approximate the original LSI. Our proposed feature reduction algorithm is proposed for this purpose and guarantees the minimum loss in approximating the original LSI.
There exist many works, such as term norms [12] and fold in [2] , which can be used to further improve the performance of LSI. They can also be used to improve the algorithmic performance of our proposed approximate LSI, but it will not be the focus of this paper. To our best knowledge, the large scale study of LSI was introduced in [12] , yet negative results were reported. In this paper, we will however give a contrary conclusion regarding the performance of LSI on large scale corpus through seeking for more eigenvectors in extensive studies.
Approximate large scale LSI
In this section, we first give a brief overview on the classical LSI and then introduce its reformulation. Then we propose our feature selection algorithm as the preprocessing step for LSI, and its objective function is the same as that for the original LSI, yet with additional discrete constraints on the projection matrix. Finally we summarize the entire algorithm for approximating classical LSI and introduce the energy function for determining the number of selected features.
Latent Semantic Indexing
In this paper, we assume all text documents and queries are represented in the classical Vector Space Model (VSM) [11] by the Term Frequency Inversed Document Frequency (TFIDF) indexing [11] . Thus a corpus of text documents are represented by a ݀ ൈ ݊ term-by-document matrix ܺ ‫א‬ ܴ ௗൈ , where n is the number of documents, and d is the number of features (terms). Each document is denoted by a column vector ‫ݔ‬ ‫א‬ ܴ ௗ , ݅ ൌ 1,2, … , ݊ . Let ‫ݔ‬ , ݇ ൌ 1,2, … , ݀ stands for the k th entry of ‫ݔ‬ , ܺ ் stands for the transpose of the matrix X and I stands for the identity matrix of arbitrary size.
In the classical LSI algorithm, the vector space model is improved by replacing the original term-bydocument matrix with a low-rank approximation derived from the SVD. The SVD of matrix X can be known that ܺ gives an optimal rank-p approximation of the original matrix X. After SVD, LSI essentially projects a document ‫ݔ‬ into a lower dimensional feature space as ‫ݔ‬
where ‫ݔ‬ ′ ‫א‬ ܴ is the latent semantic indexing of the document ‫ݔ‬ , ݅ ൌ 1,2, … , ݊. The space spanned by the columns of ܷ , i.e. ‫ݑ‪ܽ݊ሼ‬ݏ‬ ଵ , ‫ݑ‬ ଶ , … , ‫ݑ‬ ሽ is known as the latent semantic space. ܷ is the projection matrix to project the documents into the latent semantic space. Since ߑ ିଵ is a diagonal matrix, it is used for rescaling the features of documents in latent semantic space. For a given query q, it is projected into the latent semantic space by,
In traditional IR tasks, the documents are ranked according to their similarities to the query q in the latent semantic space. A commonly used similarity measurement is the Cosine similarity, ܵ݅݉൫‫ݍ‬
where ൏·,· stands for the inner product between vectors and the || ‫ڄ‬ || is the Frobenius norm of a vector. Theorem-1 below reformulates the classical LSI as an optimization problem. 
Feature selection for LSI
The linear dimensionality reduction problem can be generally defined as to search for an optimal linear function ݂: ܴ ௗ ՜ ܴ (usually p<<d) such that a vector ‫ݔ‬ ‫א‬ ܴ ௗ is projected into a lower dimensional feature
, where ܹ ‫א‬ ܴ ௗൈ is the projection matrix. The traditional dimensionality reduction algorithms can be roughly classified into two categories: feature extraction and feature selection algorithms [20] . Under the general dimensionality reduction framework [22] , both categories can be formulated as to search for the optimal W according to certain objective function ‫ܬ‬ሺܹሻ. Here, we define
If ‫ܬ‬ ሺܹሻ stands for the objective function of certain feature extraction algorithm, then the feature extraction algorithm can be generally formulated as solving the optimization problem 1 , ܹ ‫כ‬ ൌ ‫ݔܽ݉݃ݎܽ‬ ௐ‫א‬ு ‫ܬ‬ ሺܹሻ.
As some instances, the feature extraction algorithms, such as Principal Component Analysis (PCA), Linear Discriminate Analysis (LDA), and Maximum Margin Criterion (MMC), can all be formulated as solving the optimization problem in Eqn. (6) over the solution space defined in Eqn. (5) . More details of these algorithms under the dimensionality reduction framework are referred to [22] . Theorem 1 shows that LSI is a feature extraction algorithm under the general dimensionality reduction framework and it can be embedded into this framework through
On the other hand, the feature selection algorithms require ܹ ‫א‬ ܴ ௗൈ being a binary matrix whose entries can only be either 0 or 1. In sum, the matrix should satisfy two constraints: (a) each column of W has one and only one non-zero element of 1; (b) each row of W has at most one non-zero element. Here we define the solution space for the feature selection problem as, ‫ܪ‬ ௦ ൌ ሼܹ ‫א‬ ‫ܤ‬ ௗൈ , ܹ satisfies the constraints ሺaሻ and ሺbሻሽ.
If ‫ܬ‬ ௦ ሺܹሻ stands for the objective function of certain feature selection algorithm, the feature selection problem can be generally formulated as solving the optimization problem as ܹ
It has been proved [22] that the commonly used text feature selection algorithms such as Information Gain (IG) and CHI are all special cases of solving the optimization problem in Eqn. (9) over the solution space in Eqn. (8) according to different objective functions [22] . The feature extraction algorithms and feature selection algorithms are usually studied separately. However, the general dimensionality reduction framework shows that the major difference between these two categories lies in the different solution spaces. The former takes continuous real matrix as solution while the latter takes binary matrix as solution. Within each algorithm category, the objective function finally determines the algorithmic details.
In this work, we propose to optimize ‫ܬ‬ ௌூ ሺܹሻ in the discrete space ‫ܪ‬ ௦ instead of the continuous one ‫ܪ‬ , and consequently a novel feature selection algorithm is derived. In the dimensionality reduction framework, the novel feature selection algorithm can be formulated as solving the optimization problem,
Since Eqn. (10) optimizes the same objective function as LSI does, the selected features are consistent with the objective of LSI in ‫ܪ‬ . We use it as the preprocessing of classical LSI such that we only preserve a small subset of features for the consequent SVD computation, which allows us to conduct LSI on large scale dataset. The derived algorithm to solve the problem defined in Eqn. (10) . (11) Defining the score of the ݇ ௧ feature as,
The objective function in Eqn. (10) is transformed into
Note that ܵܿ‫݁ݎ‬ሺ݇ሻ 0 for any k, and the problem of maximizing ‫ܬ‬ ௌூ ሺܹሻ can be simply solved by selecting the p largest ones from ∑ ሺ‫ݔ‬ ሻ ݈ ൌ 1,2, … , ‫‬ . We can construct the matrix
Then the FSLSI algorithm is to select p features with largest scores, where the scores are computed as in Eqn. (12) (squared Frobenius norm). These features guarantee to optimally maximize ‫ܬ‬ ௌூ ሺܹሻ in ‫ܪ‬ ௦ .
Using FSLSI to approximate LSI
As a summary, optimizing the objective function of LSI in terms of discrete optimization leads to the feature selection algorithm FSLSI. Its selected features are optimal for optimizing ‫ܬ‬ ௌூ ሺܹሻ in ‫ܪ‬ ௦ . We use this algorithm as the preprocessing of LSI to only retain a subset of features such that SVD can be applied on a relatively smaller scale matrix even though the original data scale is extremely large. From equation (12), we can see that the features are scored by their Frobenius norm. Thus the algorithm is as straightforward as reserve the features with large Frobenius norms.
We summarize our algorithm of approximate LSI using FSLSI in Table 1 . In Step-1, each feature score requires computing the square of n real values. Thus the time complexity of FSLSI is proportional to the matrix size, i.e. ܱሺ݀݊ሻ. In the Step-2, the complexity of SVD on ܻ is ܱሺ‫‬ ଵ ଷ ሻ. Thus the total complexity of approximate LSI using FSLSI equals to ܱሺ݀݊ሻ ܱሺ‫‬ ଵ ଷ ሻ. In contrast to the direct SVD approach time complexity of which is as high as ܱሺ݀ ଷ ሻ , the complexity will be significantly reduced when ‫‬ ଵ <<d. Table 1 . Algorithm for approximate LSI (ALSI) using FSLSI.
Step-1 Optimize ‫ܬ‬ ௌூ (ܹ ) in discrete solution space
1.1 Using Eqn. (12) to compute the feature scores; 1.2 Select the ‫‬ ଵ number of features with the largest sco‫ݏ݁ݎ‬ ܽ݊݀ filter out others by ܻ ൌ ܹ ଵ ‫כ‬ ் ܺ.
Step 
Feature number selection
For the algorithm introduced in Table 1 , a questionable issue is how to determine the number of features to select, namely ‫‬ ଵ . It is still an open problem for many state-of-the-art feature selection algorithms. In this work, we take the additional benefit from the dimensionality reduction framework, which allows us to define the energy function for determining the optimal feature number. Similar to PCA [14] in the dimensionality reduction framework, the energy of a matrix is defined by the summation of all its eigenvalues. Suppose the eigenvalues of matrix ‫ܥ‬ ൌ ܺܺ ் are ߣ , ݅ ൌ 1,2, … , ݀, the energy of C is defined as ‫ܧ‬ ൌ ∑ ߣ ௗ ୀଵ . The Lemma-1 gives another explanation of the matrix energy. 
Lemma
The percentage of energy preserved after feature selection is,
Given the user defined energy threshold ߠ , the ‫‬ ଵ can be optimized by,
The energy threshold used by many other feature extraction algorithms are generally ߠ ൌ 0.8 or larger [14] . In this work, we propose to use the matrix energy function for determine feature number of FSLSI algorithm and experimentally show that on the TREC2 and TREC3 datasets, reserving 90% of matrix energy, we can reduce 90% of original features on which the LSI can still be well approximated. In addition, if only 70% energy is reserved, the LSI still can be approximated reasonably well with more than 98% features removed for SVD computation. Details are given in Section 5.
Theoretical analysis
The review of LSI in Section 3.1 shows that LSI aims to optimize a rescaled projection matrix such that any document can be projected to the latent semantic 
However, Eqn. (18) can be minimized only after the SVD has been computed on the original terms by document matrix X since ‫ݑ‬ is the ݆ ௧ left singular vector of X. While our algorithm aims to select features before SVD to reduce the data scale. The Theorem-2 below guarantees that the solution of our proposed feature selection algorithm before SVD computation equals to the solution of equation (18) if SVD is implemented on original X. This result makes it possible to select the optimal group of features before the real computation of SVD for approximate LSI.
Theorem-2:
The features selected from argmax ௐ‫א‬ு ೞ ‫ܬ‬ ௌூ ሺܹሻ are the same as those from
The proof of this theorem is given in the appendices. Theorem 2 guarantees that the features selected by the discrete optimization of LSI's objective function are exactly the ones which are optimal for approximating LSI. Thus besides scalability and easiness to be implemented, another advantage of FSLSI is that it theoretically guarantees to minimize the loss in approximation the original LSI.
Experiments
In this Section, we evaluate the effectiveness of the approximate LSI on large scale text corpus. Section 5.1 gives the detailed experimental configuration. In Section 5.2, the experiments are introduced to show that our proposed algorithm can truly approximate classical LSI in IR tasks. In Section 5.3, some extensive study of the approximate LSI in large scale IR tasks are provided. The final subsection is for sensitivity analysis of our proposed algorithm.
Experimental setup
In this paper, all text documents are indexed in the vector space model through Lemur Language Modeling Toolkit [24] . The porter stemmer is used for stemming. We utilized the SVDLIBC (Doug Rohde's SVD C library version1.34) [25] to perform the SVD. In the final evaluation stage, we directly used the TREC evaluation tool [21] for result evaluation. Two computers are used for the computation. Machine-I is with 2.4GHz AMD processer and 15GB RAM. Machine-I is used for the computation of our proposed ALSI. Machine-II is with the same processer but 50GB memory. Machine-II is used to run classical LSI on large scale datasets for comparative study.
Toward large scale study, we used the TREC2 and TREC3 datasets, which share the same document collections but have different queries (topics), for the evaluation. For the experiments on a larger scale dataset, we used the TIPSTER dataset, which combines all documents of TREC3 for ad hoc retrieval and routing task, with more than 1 million documents. In addition, to make the readers easy to verify the correctness of our experiments, we also report the experimental results on two toy datasets, which are commonly used benchmark text datasets in SMART collection [18] . Table 2 lists the description of all the datasets used in our experiments. Using LSI in the IR task, the documents are generally ranked by the Cosine similarity calculated by Eqn. (3) in the latent semantic space. A commonly used baseline for evaluating the effectiveness of LSI is to rank documents by the Cosine similarity in the unreduced term space [11] . This can be calculated by setting ‫ݔ‬ ൌ ‫ݔ‬ ′ and ‫ݍ‬ ൌ ‫′ݍ‬ in Eqn. (3). We refer to this baseline approach as Cosine hereafter. We also involve BM25 [17] with default parameter setting as a baseline algorithm for comparative study. To compare with other dimension reduction algorithms in IR tasks, the random projection (RP) [4] is also involved as a baseline.
In this work, we use the TREC evaluation tool to evaluate the IR performance of different approaches [21] . They include P@n, MAP, g-map and R-prec etc. In addition, the statistical t-test is also involved. For demonstration, we mainly use the precision at n (P@n) and Mean Average Precision (MAP) to give some insights. P@n is a measure of how well the system performs in not returning irrelevant documents to given query in the top n results.
P@݊ ൌ # relevant documents in top ݊ ranked results ݊ .
The MAP is the mean of the Average Precision (AP) over all queries, which is defined through P@n. The AP is given by,
where N is the number of documents and rel(i) is a binary function indicating whether the ݅ ௧ document is relevant or not.
Results of approximating classical LSI by ALSI in IR task
In this subsection, we experimentally show how well ALSI can approximate the original LSI in IR tasks with much smaller computational cost. For this purpose, Machine-II is used to conduct classical LSI on the full TREC2 document set, which is the same as the TREC3 document set for ad hoc retrieval. And then we conduct the ALSI on the same document dataset by machine-I. All documents and queries are projected into the two latent semantic spaces learned by LSI and ALSI respectively for the final IR evaluation. The difference between their P@n results and MAP are used for measuring their closeness in IR tasks. For comparison purpose, we also involve the Random Projection (RP) as the preprocessing of LSI to compare with our proposed ALSI. Recall Eqn. (17), the smaller the energy threshold ߠ is, the fewer features will be reserved after feature selection. Since many previous dimension reduction algorithms use 0.8 as the energy threshold for dimension reduction. In this subsection, we show the results of ALSI by setting ߠ ൌ 0.7, 0.8, and 0.9 respectively. The results are given in Table 3 , where the MAP-2 and MAP-3 are MAP results tested by TREC2 queries (topic 101-150) and TREC3 queries (topic 151-200) respectively. Table 3 , the dimension of the projected feature spaces from both LSI and ALSI are set as 1,000. The affection of the projected space dimension will be studied in Section 5.4. The number of features selected for RP is set as 50,033, which is the same as that of ALSI with ߠ=0.9. Table 3 shows that 50,033 (7.8%) features can retain about 90% of energy after feature reduction. The computational time can be significantly reduced while the MAP almost does not change in contrast to classical LSI. If we retain 70% energy, we only need to reserve less than 10,000 (1.5%) features. Through feature reduction, the computation efficiency can be 50 times faster than classical LSI while the MAP will only change very little. In contrast to using the RP feature reduction as the preprocessing of LSI, our proposed approach can much closely approximate LSI in terms of MAP. To give more insights of how well ALSI can approximate LSI in IR tasks, we show the P@n of ALSI on the same TREC collection in Figure 1 . This Figure shows that the P@n of ALSI can well approximate LSI on different n values by setting =0.9 and 0.8 since their curves are almost overlapped. If we only reserve 1.5% features by setting =0.7, the P@n of LSI can still be closely approximated by ALSI. 
Results on large scale data
In Section 5.2, we verified that ALSI can well approximate classical LSI in IR tasks. In this subsection, we give the extensive study of ALSI on large datasets to show how the ALSI can improve the IR performance on large scale dataset. The detailed experimental results are summarized in Table 4 . Besides P@n and MAP, more evaluation metrics provided by the TREC evaluation tool are used for the comparison. The evaluated results are measured on top 100 results of each query. In Table 4 , the ALSI(0.8, 1000) stands for the results of using ALSI algorithm for text representation with ߠ=0.8 and the dimension of reduced feature space is 1,000. LSI(1000) stands for using LSI to project documents into 1,000-dimensional latent semantic space. Table 4 shows that if we project the text documents into the same dimensional space by ALSI and LSI respectively, the results of ALSI can approximate LSI in IR tasks over almost all datasets and all evaluation metrics. This enhanced the conclusion that ALSI can closely approximate LSI in IR tasks. In many previous LSI studies, the dimension of the projected space by LSI did not exceed 1,000. Our experimental results on the large scale Tipster, TREC2 and TREC3 datasets show that if using classical LSI to project data to the 1,000-dimensional spaces, the results are worse than Cosine or BM25, by which the documents are ranked without LSI. This verifies the previous conclusions that it is hard for LSI to improve IR performance on large scale dataset [12] . The reason why many previous studies only compute the leading 1,000 eigenvectors is led by high complexity of SVD. Similarly, we cannot compute more than 1,000 eigenvectors by classical LSI. However, our proposed FSLSI can greatly reduce the data scale, and thus we can compute more eigenvectors on the reduced data. For example, if we project the data into 2,500-dimensional space by ALSI, the IR performances are improved on almost all large scale datasets. As for the detailed examples, the P@10 can be relatively improved about 10% on Tipster with topic 101-150 and 24% with topic 151-200. The experiments show that the ALSI can overcome the bottleneck caused by SVD. To guarantee the performance improvement of ALSI compared with the three baseline algorithms are statistically significant, we utilize the paired t-test (2-tailed) over the results of all datasets and all evaluation metrics. The results 2.3e-6 < 0.01, 2.6e-11 < 0.01 and 2.4e-18 < 0.01 in contrast to Cosine, BM25 and RP respectively show the improvement of ALSI is statistically significant.
Sensitivity analysis
The experimental results reported in Table 4 still leave two questions for us. The first is how the energy threshold ߠ can affect the performance of ALSI. The second is how the dimension of the space projected by ALSI can affect the performance. Some preliminary study for the first question has been given in Section 5.1. To better answer these two questions, we present the results of P@n on TIPSTER with different parametric values in Figure 2 . The numbers 1,000 and 2,000 in Figure 2 stand for the dimension of the projected space. We ignore the baseline RP in Figure 2 since its performance is incomparable with others. From these results, we can have the following observations:
1. If the energy threshold is no smaller than 0.8 and the dimension of the projected space is no smaller than 2,000, ALSI can perform better than Cosine and BM25 consistently. Since we have verified that ALSI can closely approximate LSI, this observation means that LSI can truly improve the IR performance on large scale data if the documents are projected into a relatively high dimensional space.
2. The larger the energy threshold is, the better performance can be achieved by ALSI. This can be observed from each row of Figure 2 . For the same dimension of projected space, its P@n results can be improved for larger energy threshold. Recall the results showed in Section 5.2, energy threshold 0.7 is high enough for approximating LSI on TREC2, however on the larger scale Tipster dataset, =0.8 is required.
The larger the projected space dimension is, the better performance can be achieved by ALSI. This can be observed from each picture in Figure 2 . However, since LSI aims to give the optimal low rank approximation of original term by document matrix, theoretically this observation cannot be always true. If the dimension of the projected space is close to or larger than the rank of the mat‫ݎ‬ix processed by SVD, the IR performance will not be improved any more. Thus the rank of the matrix for SVD computation upper bounds the dimension of the latent semantic space. The IR performance will be improved with the increase of subspace dimension under this upper bound. 
Discussion
Note the FSLSI algorithm scores features as simple as calculating the Frobenius norm of each feature. Experimental results show that it can outperform some other feature reduction algorithms such as random projection. We did not list more baseline feature selection algorithms in this paper due to the space limitation. Through our observation, the features selected by l 1 -norm can give slightly worse but very similar performance to Frobenius norm. Thus for further simplify the FSLSI algorithm, we can select features by their l 1 -norm instead, which can give similar performance.
Conclusion
The bottleneck of Latent Semantic Indexing in IR tasks is the high complexity of Singular Value Decomposition (SVD). In this work, we propose a scalable straightforward feature selection algorithm, FSLSI, as preprocessing of LSI to make it applicable on large scale text dataset. The feature selection can reduce the size of feature set such that SVD can be applied on the much smaller scale reduced data. Theoretically, the proposed feature selection algorithm can guarantee that the LSI implemented on the feature reduced dataset can closely approximate its counterpart without feature selection. In addition, the data reduction allows us to calculate more eigenvectors than classical LSI. The proposed approach is evaluated on several large scale text collections. The experimental results show that our proposed algorithm can closely approximate the classical LSI and the approximate LSI can significantly improve the IR performance. Our proposed algorithm offers a general way for studying and applying LSI on large scale dataset.
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