Abstract. We show that a metric median algebra satisfying certain conditions admits a bilipschitz embedding into a finite products of R-trees. This gives rise to a characterisation of closed connected subalgebras of finite products of complete R-trees up to bilipschitz equivalence. Spaces of this sort arise as asymptotic cones of coarse median spaces. This applies to a large class of finitely generated groups, via their Cayley graphs. We show that such groups satisfy the rapid decay property. We also recover the result of Behrstock, Druţu and Sapir, that the asymptotic cone of the mapping class group embeds in a finite product of trees.
Introduction
The main aim of this paper is to show that a metric median algebra satisfying certain hypotheses admits a bilipschitz embedding into a finite product of R-trees. Median algebras of this sort occur as asymptotic cones of coarse median spaces as defined in [Bo1] . The theory also applies to finitely generated groups via their Cayley graphs. Many natural groups have such a structure, notably the mapping class groups, see [BehM, Bo1] . Other groups include right-angled Artin groups, groups hyperbolic relative to other such groups [Bo2] , and direct products of such groups. Conjecturally it might apply to all CAT(0) groups. For mapping class groups, we recover the bilispschitz embedding theorem of [BehDS] . (This can be thought of as a kind of "asymptotic" version of the coarse embedding theorem given in [BesBF] .) The results will be set in a broader context in Section 8.
We note that median structures, from a related but somewhat different perspective, are discussed in [ChaDH] . Also an analogous, though different, result for topological median algebras can be found in [BaV] . (There it is assumed that intervals are compact. We do not take that as an assumption here.)
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We briefly recall the formal definitions (see [I, BaH, R, Che] ). A median algebra is a set, Φ, equipped with a ternary operation, µ : Φ 3 −→ Φ, such that for all a, b, c, d, e ∈ Φ, we have: A subalgebra is a subset of Φ closed under this operation.
(In practice will not use the formal definition above. It is sufficient to note that any finite subset of Φ lies in a finite subalgebra, and that a finite median algebra can be naturally identified as the vertex set of a CAT(0) complex, as discussed in Section 2. Indeed these two statements combined could serve as an equivalent definition.)
A homomorphism is a map between median algebras respecting the ternary operations. Given a, b ∈ Φ, the interval [a, b] is defined by [a, b] = {c ∈ Φ | µ(a, b, c) = c}. A subset, H ⊆ Φ, is convex if [a, b] ⊆ H for all a, b ∈ H. Any convex subset is a subalgebra.
A oriented wall, W , is an ordered partition, (H − Definition. We say that Φ had rank at most ν if there is no collection of ν + 1 pairwise non-crossing walls of Φ.
Various equivalent formulations of this are described in [Bo1] .
Definition. We say that Φ is ν-colourable if there is a map, χ : W(Φ) −→ {1, 2, . . . , ν}, such that χ(W ) = χ(W ′ ) whenever W ⋔ W ′ .
Clearly ν-colourable implies rank at most ν. There is a converse for intervals (see Lemma 2.3), though not in general. Also, any subalgebra of a ν-colourable algebra is also ν-colourable. The same statement applies to rank (see [Bo1] .)
Definition. By a metric median algebra we mean a triple (Φ, ρ, µ) , where (Φ, µ) is a median algebra, (Φ, ρ) is a metric space, and µ : Φ 3 −→ Φ is continuous in the induced topology.
For the purposes of this paper, the following will serve as a definition of an R-tree. It is one of many equivalent definitions.
Definition. An R-tree is a connected metric space, (T, τ ), such that for all a, b, c, d ∈ T , we have: An R-tree admits a unique median, µ T , in such a way that for all a, b ∈ T , the median interval [a, b] is the unique topological arc from a to b in T . Moreover, [a, b] is isometric to the real interval [0, τ (a, b) ]. In fact, (T, τ, µ T ) is a rank-1 median algebra. Note that it is clear from the definition that the metric completion of an R-tree is an R-tree.
Given a collection, Φ 1 , Φ 2 , . . . , Φ ν , of ν metric median algebras, the direct product, ν i=1 Φ i , with the l 1 -metric is also a metric median algebra (defining the median co-ordinatewise). There is a natural identification of W( i Φ i ) ≡ i W(Φ i ). If Φ i is ν i -colourable, then i Φ i is i ν i -colourable. (A similar statement applies to rank.) In particular, we see that a direct product of ν R-trees is a ν-colourable metric median algebra.
We can now state the main result. Let (Φ, ρ, µ) be a metric median algebra. We suppose: Theorem 1.1. Suppose that (Φ, ρ, µ) is a metric median algebra satisfying (L1), (L2) and (L3). Then there is an injective lipschitz median homomorphism, f : Φ −→ ν i=1 T i , of Φ into a product of ν R-trees, T i , with the l 1 -metric. Moreover, the inverse map f −1 : f (Φ) −→ Φ is also lipschitz, and both lipschitz constants depend only on the constants, ν, k and l, featuring in the hypotheses.
Note that, conversely, hypotheses (L1) and (L2) follow from the conclusion of Theorem 1.1. Moreover, if f (Φ) is closed and connected, then it is a geodesic space in the l 1 -metric, and so it also satisfies (L3). (This is discussed further is Section 7.) If Φ is complete (as in the case of principal interest to us), then certainly, f (Φ) is closed. Moreover, there is no loss in assuming each of the R-trees to be complete (by taking their completions). Thus, up to bilipschitz equivalence, we have a characterisation of closed connected subalgebras of a finite product of complete R-trees.
We also note that it is an immediate consequence of Theorem 1.1 that Φ is bilipschitz equivalent to a median metric space in the sense described in [ChaDH] . For further discussion, see Section 7. Corollary 1.2. Let Φ be a metric median algebra of rank at most ν and satisfying (L2) and (L3). If a, b ∈ Φ, then [a, b] admits a bilipschitz embedding as a median algebra into a product of ν-real intervals. The bilipschitz constants depend only on ν, k and l.
Any interval in a metric median algebra is (topologically) closed, and so: Corollary 1.3. Let Φ be a complete metric median algebra of finite rank satisfying (L2) and (L3). Then any interval in Φ is compact.
Another consequence, of course, is that the Hausdorff dimension of any interval is at most the rank. (Although there might be other compact subsets of infinite Hausdorff dimension, even in an R-tree.)
In fact, our strategy will be to prove a variation of Corollary 1.2 first, and use this information to help us construct our embedding in Theorem 1.1. We state this variation as follows. Here ∆ will eventually play the role of an interval in Φ. Both the hypotheses and conclusion are weaker than those of Corollory 1.2.
Let ∆ be a metric median algebra satisfying:
(I1): ∆ has rank at most ν < ∞. Proposition 1.4. Let (∆, ρ, µ) be a metric median algebra satisfying (I1), (I2) and (I3). Then there is a continuous injective median homomorphism,
Note that, without loss of generality, we can suppose that φ(β(−1)) and φ(β(1)) are opposite corners of Ω. (One can also verify that f is necessarily a homeomorphism onto its range, though we omit the proof here.)
With regard to applications, we note that if Φ arises as the asymptotic cone of a coarse median algebra of rank at most ν, in the sense described in [Bo1] , then Φ is complete, and automatically satisifes (L1), (L2) and (L3) (with l = 1). This holds for a large class of finitely generated groups, as mentioned earlier. This ties in with earlier work, as we describe in Section 8. One consequence of the embedding theorem is the rapid decay of a coarse median group, as we discuss in Section 9.
General observations
In this section, we make some general observations, and collect together a few facts we will need later.
First, we recall that a finite median algebra, Π, has a canonical structure as the vertex set, V (Υ), of a finite CAT(0) cube complex, Υ. The median structure on V (Υ) is defined as follows. Given a, b ∈ V (Σ) set [a, b] Υ to to be the set of vertices which lie in some geodesic from a to b in the 1-skeleton of Υ. Given a, b, c ∈ V (Υ), we set µ Υ (a, b, c) to be the unique point of [a, b] 
One can verify that this is a median algebra, and that every finite median algebra arises in this way for a unique Υ. It is generally easier to work directly with Υ.
We write E(Υ) for the set of edges of Υ. Given a wall W ∈ W(Π), let E W ⊆ E(Υ) be the set of edges with one endpoint in H − (W ) and one endpoint in H + (W ). One can check that {E W | W ∈ W(Π)} is a partition of E(Υ). We note that Π is 1-colourable if and only if it has rank at most 1. In this case, it is a simpicial tree.
Suppose that χ : W(Π) −→ {1, . . . , ν} is a ν-colouring. Given a colour, i, define a relation ∼ i , on Π by setting a ∼ i b, if and only if no wall in χ −1 (i) separates a from b. This is an equivalence relation, and we set Π i = Π/∼ i . Since any two points of Π are separated by a wall of Π, the canonical homomorphism Π −→ i Π i is injective. Moreover, it extends uniquely to an embedding of cube complexes, Υ −→ i Υ i , where Υ i is the simplicial tree with V (Υ i ) = Π i . Thus, a colouring is essentially the same structure as an embedding into a finite product of trees.
Moving on the general median algebras, the following was proven in [Bo1] : Proposition 2.1. A median algebra is ν-colourable if and only if every finite subalgebra is.
In fact, it is the latter statement that we will use here. Given this, Theorem 1.1 gives another, though much more indirect proof of the "if" part of the above statement.
The following observation will be used in Section 4.
Lemma 2.2. Suppose that M is a median algebra of finite rank, with |M| ≥ 2. Then there exist distinct points, a, b ∈ M, such that [a, b] has (intrinsic) rank 1.
For the proof, we recall the following definition from [Bo1] . A hypercube in Φ, is a subalgebra, Q, isomorphic to {−1, 1} ν for some ν ∈ N, (the "dimension" of Q). Fixing some such isomorphism, we write a 0 for the point with all co-ordinates −1, and a i for the point with ith coordinate 1 and all other co-ordinates −1. Thus, for each i = 1, . . . , ν, {a 0 , a i } is a side of the hypercube Q. We recall that the rank of a median algebra (defined here as the maximal cardinality of a set of pairwise crossing walls) is also the maximal dimension of a hypercube in the median algebra [Bo1] .
Proof of Lemma 2.2. Let Q ⊆ M be a hypercube of maximal dimension, n. With the above notation, we claim that [a 0 , a 1 ] has rank 1. To see this, for each i we choose any wall W i ∈ W(M) separating a 0 from a i . Thus, W i will, in fact, separate all points of Q with ith co-ordinate −1 from all points with ith co-ordinate 1. In particular, the W i pairwise cross. If [a 0 , a 1 ] has rank at least 2, then we could find two walls, W 1 and W ′ 1 , separating a 0 and a 1 , which cross in M.
. . , W n all pairwise cross in M, contradicting the maximality of the dimension n.
Suppose that (Φ, ρ, µ) is any metric median algebra. Suppose that
Note that the properties (L1) and (L3) also pass to [a, b] . For (L1), we apply Proposition 2.1, and for (L3) we postcompose with π. (Note that the constants k and ν remain unchanged, but that l may increase to kl.) We can now focus on intrinsic median algebras of this form.
Let ∆ be a metric median algebra, with points e − , e + ∈ ∆ such that ∆ = [e − , e + ]. We can orient any wall, W ∈ W(∆), so that e − ∈ H − (W ) and
. This is a partial order on W(∆). In fact, given any W, W ′ ∈ W(∆),
It follows that the rank of ∆ is exactly the maximal cardinality of any antichain in (W(∆), <). Dilworth's lemma [Di] now tells us that we can partition W(∆) into ν disjoint chains (cf. [BroCGNW] ). This defines a ν-colouring of ∆. We deduce: Lemma 2.3. If ∆ is a median algebra with ∆ = [e − , e + ] for some e − , e + ∈ ∆, then ∆ is ν-colourable if and only if it has rank at most ν.
Given a, b ∈ ∆, we write a ∧ b = µ(e − , a, b) and a ∨ b = µ(e + , a, b). One can verify that (∆, ∧, ∨) is a distributive lattice. Moreover, one can recover the median from the lattice structure as
We write a ≤ b to mean a = a ∧ b, or equivalently, b = b ∨ a. This is a partial order on ∆, with a ∧ b and a ∨ b respectively the greatest lower bound and least upper bound with respect to this order. Note that a ≤ b is equivalent to a ∈ [e − , b] or to b ∈ [e + , a]. In fact, we can combine the orders < on ∆ and W(∆) to a single partial order on the disjoint union ∆⊔W(∆). For this, we write a ≤ W if a ∈ H − (W ) and W < a if a ∈ H + (W ), where a ∈ ∆ and W ∈ W(∆). We finish this section by introducing the following notation regarding the real ν-cube,
We write ω ± = (±1, . . . , ±1) for the opposite corners of Ω. Thus, Ω is a median algebra with Ω = [ω − , ω + ]. As before, we write x ∧ y = µ(ω − , x, y) and x ∨ y = µ(ω + , x, y). We write x i for the ith co-ordinate of x. Thus, (x ∧ y) i = min(x i , y i ) and (x ∨ y) i = max(x i , y i ). Note that the partial order, ≤, defined as before is equivalent to saying x i ≤ y i for all i.
Totally ordered sets
We make some observations regarding ordered sets used in proving Proposition 1.4. First, we consider total orders. Let (O, <) be a totally ordered set. Given x, y, z ∈ O, we say that z lies between x and y if either x ≤ z ≤ y or y ≤ z ≤ x. There is a unique median structure on O such that for all x, y ∈ O, the median interval [x, y] is exactly the set of points between x and y. (With this convention, we always have
We say that an interval is nontrivial if it contains at least two elements. As before, we say that a subset,
To simplify the exposition, we will assume that O has a minimum, e − , and a maximum, e + . (Such points can always be adjoined if necessary.) In this setting, a wall, W , of O is commonly called a cut. As in Section 2, we will assume e − ∈ H − (W ) and e + ∈ H + (W Definition. A rational subset of O is a subset which is order isomorphic to the rational numbers.
Note that if we partition a rational subset into finitely many subsets, then at least one of these will itself contain a rational subset.
Here is a process for getting rid of jumps. Given x, y ∈ O, we say that a subset lies between x and y if it is contained in [x, y] . We define a relation, ∼, on O, by writing x ∼ y if there is a rational subset between x and y. We check that ∼ is an equivalence relation, and that all equivalence classes are convex. Thus, O = O/∼ is natually a totally ordered set, and has no jumps. It also has a mininum and maximum, which we also denote by e − and e + . Thus, starting with O, we can construct an order,Ô, with no gaps or jumps. It's simplest to go from O to O toÔ, though, in fact, the procedures commute.
Recall that a subset of O is dense if it meets every non-trivial interval in O. We note that O is order isomorphic to a (possibly trivial) compact real interval if and only if it has no gaps or jumps, and contains a countable dense subset. (If O is non-trivial, such a subset is necessarily rational.) It follows that, for any O with a countable dense subset, we can construct a compact real interval,Ô. All we need to remember is that O maps to a dense subset ofÔ, and that any two points separated by a rational subset map to distinct points ofÔ.
Here is another way of arriving at a real interval. Suppose now that ∆ = [e − , e + ] is a median algebra. In Section 2, we defined the order, <, on ∆. If ∆ has rank 1, then this is a total order, and we are in the set-up of this section. In the following lemma, we say "metric", though we only really need "hausdorff topological", which ensures that intervals are closed.
Lemma 3.2. Suppose that ∆ is a metric median algebra of rank 1, and suppose there is a continuous map,
Proof. We apply Lemma 3.1 to the order described on ∆, and note that the median is determeined by this order.
We will also need the following elementary observation:
Proof of Proposition 1.4
Let (∆, ρ, µ) be a metric median algebra satisfying (I1), (I2) and (I3). In (I2), we can assume that κ :
In Section 2, we noted that ∆ has the structure of a distributive lattice, (∆, ∧, ∨), with induced partial order <.
First, note that any interval in ∆ will satisfy the same hypotheses. In particular, for (I3) we note: 
Proof. Note that the paths [t → a∧β(t)] and [t → b∧β(t)] respectively connect e
− to a and to e − to b. Concatenating them, we get a path, δ, from a to b in ∆. We now set γ(t) = µ(a, b, δ(t)).
Recall, from Section 3, that ∆ ⊔ W(∆) has a natural partial order extending that of ∆. Here we will restrict attention to a certain class of walls.
Let H be the set of closed convex subsets, H, of ∆ such that e − ∈ H, e + / ∈ H, and such that ∆ \ H is convex. Thus, W H = {H, ∆ \ H} is a wall of ∆. Note that we have a partial order, < on ∆ ∪ H. We define another partial order, ≪, on H as follows. If H, H ′ ∈ H, we write H ≪ H ′ to mean that H ⊆ int H ′ . Also, if a ∈ ∆, and H ∈ H, we write a ≪ H to mean a ∈ int(H) and H ≪ a to mean that a / ∈ H. Clearly H ≪ H ′ implies H < H ′ . Given a, b ∈ ∆, we will write a ≪ H ≪ b to mean a ≪ H and H ≪ b. Note, however, that this need not imply a ≤ b.
Given a ∈ ∆, let H(a) = {H ∈ H | a / ∈ H}. Note that if H ∈ H(a) and
Suppose that c < d in ∆ and that [c, d] has rank 1. By Lemmas 4.1 and 3.2, [c, d] is order isomorphic to the real interval, We now introduce colouring. Note that, by Lemma 2.3, ∆ admits a ν-colouring, χ :
Note that (H i , <) is a total order, but that (H i , ≪) might not be. However, by Zorn's lemma, we can find a maximal subset, I i ⊆ H i , such that (I i , ≪) is totally ordered. Note that, on I i , the total orders, <, and ≪ agree (so we will not need to specify the order). We write
is order isomorphic to the real interval [−1, 1]. Applying Lemma 3.3, we can suppose that, for some i, H ′ ∩ H i is dense in H ′ , in particular, it contains a rational subset, say H ′ i . From the maximality of I i , between any two distinct elements of H ′ i , there must be some element of I i . Choosing one such element for every such pair in H ′ i , we get a countable subset of I i , which is easily seen to be rational.
Lemma 4.4. For each i ∈ {1, . . . , ν}, I i has a countable dense subset.
Proof. Let β : [−1, 1] −→ ∆ be as in the hypothesis (I3). Given H ∈ H, let t(H) = max(β −1 (H)). Note that if H ≪ H ′ , then t(H) < t(H ′ ). Since I i ⊆ H is totally ordered, the map t : I i −→ [−1, 1] is strictly order preserving, and the statement follows. Now let J i =Î i . In other words, J i is obtained from I i , first by removing the jumps via an equivalence relation, and then taking the order completion. (If necessary, we can adjoin a maximum and minimum to I i before doing this.) Now J i has no jumps or gaps, and using Lemma 4.4, we see that it is order isomorphic either to {0} or to the real interval [−1, 1] . In order to simply the exposition, we will assume that the latter is always the case. (We can simply discard those i for which J i is a singleton. They play no role in the discussion anyway.) Now, we have a non-decreasing map, θ i :
contains a rational subset. In particular, there will be H, H ′ ∈ I i , with
ν . We define φ : ∆ −→ Ω by setting φ(a) = (φ 1 (a), . . . , φ ν (a)). Note that φ(e − ) = ω − and φ(e + ) = ω + .
Lemma 4.5. φ is a median homomorphism.
Proof. Note that a median structure is determined by the set of intervals. Thus Lemma 4.7. φ is continuous.
Proof. Let (a n ) n be a sequence in ∆ converging to some a ∈ ∆. We claim that φ(a n ) → φ(a) in Ω. If not, then passing to a subsquence, we would have φ(a n ) → x for some x ∈ Ω \ {φ(a)}. In particular, there is some i with x i = φ i (a).
Suppose φ i (a) < x i . Since φ i (a n ) → x i , and since θ i (I i ) is dense in [−1, 1], we have H, H ′ ∈ I i with a ≪ H ≪ H ′ ≪ a n for all sufficiently large n. Thus a ∈ H and a n ∈ ∆ \ int(H ′ ). But these are disjoint closed subsets of ∆, so we could not have a n → a. If x i < φ i (a), we arrive at a similar contradiction.
Lemmas 4.5, 4.6 and 4.7 together now imply Proposition 1.4.
Lattices in the cube
In this section we study further sublattices of Ω = [−1, 1] ν . This is used in Section 6 for the proof of Theorem 1.1.
We recall from Section 2 that we define an order < on Ω, by writing x < y to mean that x = y and x i ≤ y i for all i. Let ω ± = (±1, . . . , ±1). By a lattice in Ω we mean a median subalgebra containing ω + and ω − . (In particular, it is closed under ∧ and ∨.) Given x, y ∈ Ω write N(x, y) = |{i | x i = y i }| for the number of coordinates in which x and y differ.
Suppose that (Π, ρ, µ) is a finite metric median algebra satisfying (L2). Recall that Π = V (Υ) where Υ is a finite CAT(0) cube complex. Given an edge e ∈ E(Υ) we set λ(e) = ρ(x, y) where x, y ∈ Π are the endpoints of e. Given W ∈ W, recall that E W ⊆ E(Υ) is the (nonempty) set of edges crossing W . We write λ(W ) = min{λ(e) | e ∈ E W }.
Lemma 5.1. If e ∈ E W , then λ(e) ≤ kλ(W ).
Proof. If e, e
′ ∈ E W and x, x ′ ∈ H − (W ) and y, y ′ ∈ H + (W ) are their respective endpoints then x, x ′ , y, y ′ forms a 2-hypercube in Π. In particular,
Given x, y ∈ Π, let W(x, y) ⊆ W(Π) be the set of walls separating x from y. Let λ(x, y) = W ∈W(x,y) λ(W ). Note that any combinatorially shortest path from x to y in the 1-skeleton of Υ crosses each wall of W(x, y) exactly once, i.e. the sequence of edges in such a path has exactly one representative from E W for each W ∈ W(x, y). Note also that, if x, y, z ∈ Π, then W(x, y) ⊆ W(x, z) ∪ W(z, y). It follows that λ is a metric on Π. An immediate consequence of Lemma 5.1 is:
Lemma 5.2. For any x, y ∈ Π, ρ(x, y) ≤ kλ(x, y). Now let F ⊆ Ω be a sublattice, and suppose that ρ is a metric on F satisfying (L2), and with the inclusion of (F, ρ) into Ω continuous. (A-priori, ρ might induce a finer topology than the subspace topology.) Suppose that we have a 1-lipschitz path, β : [0, T ] −→ (F, ρ), with β(−1) = ω − and β(1) = ω + . Note that β is also continuous as a map into Ω. Given z ∈ I, and i ∈ {1, . . . , ν}, let P i (z) = {x ∈ F | x i = z}. Note that β must cross P i (z) and so P i (z) = ∅. Let t i (z) = max β −1 (P i (z)). If z, w ∈ [−1, 1] with z ≤ w, then t i (z) ≤ t i (w). We write s i (z, w) = t i (w) − t i (z) ≥ 0. Given any x, y ∈ F with x ≤ y we write S(x, y) = ν i=1 s i (x i , y i ). The following will give an upper bound on ρ.
Lemma 5.3. Suppose that x, y ∈ F , with x ≤ y. Then ρ(x, y) ≤ 3 ν kS(x, y).
Proof. We will the prove the following sronger statement by induction on p. If x, y ∈ F with x ≤ y with N(x, y) = p, then ρ(x, y) ≤ 3 p kS(x, y). (Note that p = |{i | x i < y i }|.) If p = 0, then x = y, so this is trivial. We can therefore suppose, without loss of generality, that x 1 < y 1 . Let a = β(t 1 (x 1 )) and b = β(t 1 (y 1 )), and let c = µ(x, y, a) and d = µ(x, y, b). Note that x, a, c ∈ P 1 (t 1 (x 1 )) and that y, b, d ∈ P 1 (t 1 (y 1 )). Now, since β is 1-lipschitz, ρ(a, b) ≤ t 1 (y 1 ) − t 1 (x 1 ) = s 1 (x 1 , y 1 ), and so by (L2), ρ(c, d) ≤ ks 1 (x 1 , y 1 ).
Note that c ∈ [x, y], x ≤ c and x 1 = c 1 . Thus, N(x, c) < p. Also
By the inductive hypothesis, we have:
Similarly,
The lemma now follows by induction, given that p ≤ ν.
Now suppose that Π ⊆ F is any finite subalgebra with ω − , ω + ∈ Π. Let ρ be the metric induced on Π from F . Note that there is another metric, λ, on Π defined as above.
Proof. Choose a combinatorially shortest path, ω − = x 0 , x 1 , . . . , x n = ω + in Π = V (Υ). Thus, for each j, x j−1 and x j are adjacent in the 1-skeleton of Υ. In other words, they are the endpoints of some edge e j ∈ E W j for some W j ∈ W(Π). This path must cross each wall of W(Π) exactly once, and x j−1 ≤ x j for all j. Note that, for each i, we have 
. Also, by the definition of λ(e j ), we have λ(W j ) ≤ λ(e j ) = ρ(x j−1 , x j ) and so, using Lemma 5.3,
Thus, λ(ω − , ω + ) ≤ 3 ν νkT as claimed.
6. Proof of Theorem 1.1
We first describe, in general terms, how we aim to construct our embedding.
Suppose, for the moment, that Φ is any hausdorff topological space. Let σ be a continuous pseudometric on Φ. Define an equivalence relation, ∼, on Φ by x ∼ y if σ(x, y) = 0. The quotient Φ/∼ admits a metric, τ , given by τ ([x], [y]) = σ(x, y), where [.] denotes equivalence class. This is the hausdorffification of (Φ, σ). Note that if Φ is connected, then so is Φ/∼. If σ satisfies property (T1), defined in the Introduction, then so does Φ/∼.
Suppose now that (Φ, ρ) is a connected metric space. Suppose we have ν pseudometrics, σ 1 , . . . , σ ν , on Φ, all satisfying (T1). Suppose there is some K > 0 such that, for all x, y ∈ Φ, we have:
In particular, each σ i is continuous, so the hausdorffification, (T i , τ i ) is an R-tree. Let f : Φ −→ i T i be the natural map. Then, f is injective, and bilipschitz onto its image. In this way, Theorem 1.1, is reduced to finding a suitable set of pseudometrics σ i . We now suppose that Φ be a metric median algebra satisfying (L1), (L2) and (L3). Let M be the set of all finite median algebras of Φ. This is a directed set under inclusion.
Suppose that Π ∈ M. Now Π is ν-colourable. Let χ Π : W(Π) −→ {1, . . . , ν} be any ν-colouring. Given any a, b ∈ Π write
is the set of walls of Π separating a and b in Π. With the notation of Section 5, we define
Π is the metric defined in Section 5.
Lemma 6.1. For each i, the pseudometric λ i satisfies (T1).
Proof. Let Π i = Π/∼ i be the median algebra described in Section 2. We saw that Π/∼ i = V (Υ i ), where Υ i is a simplicial tree. The walls in (χ Π ) −1 (i) are in bijective correspondence with the edges, E(Υ i ). In particular, we can assign to each edge e ∈ E(Υ i ) a length equal to λ(W ), where W ∈ W(Π) is the corresponding wall. This defines a metric, τ i , on Π i , where we sum the lengths of the edges between any given pair of points. Since Υ i is a tree, τ i satisfies (T1). Now, if a, b ∈ Π, then directly from the definition of λ i , we see that Lemma 6.3. σ i is a pseudometric on Φ and satisfies (T1).
. Thus, by Lemmas 5.2 and 6.2, for all suffiently large j, we have
, so passing to the limit, we get
We have thus obtained a set of pseudometrics on Φ as described at the begining of this section. This therefore gives us a bilipschitz embedding of Φ into a product of ν R-trees. This proves Theorem 1.1.
Median metric spaces
In this section, we briefly describe a partial converse to Theorem 1.1, and relate this to median metric spaces as described in [ChaDH] .
Let (M, d) be any metric space. Given x, y ∈ M, write
Suppose that Ψ is a direct product of ν R-trees, with the l 1 -metric, ρ 1 . Suppose that Φ ⊆ Ψ is a subalgebra. We denote by [x, y] Φ and [x, y] Ψ the median intervals between x and y in Φ and Ψ respectively. Thus, [x, y] 
Proof. Given that [x, y] Φ = Φ ∩ [x, y] Ψ , we may as well assume that Φ = Ψ. Now, [x, y] Ψ is isomorphic, as a metric median algebra, to a product of closed real intervals in the l 1 -metric. Now it is easily seen that R ν satisfies Lemma 7.1, and so, in particular, we see that [x, y] Ψ ⊆ I ρ 1 (x, y). For the reverse inclusion, note that the projection [w → µ Ψ (x, y, w)] is a 1-lipschitz retraction of Ψ onto [x, y] Ψ , and is strictly distance decreasing outside [x, y] Ψ .
Suppose now that Ψ is connected. Since the projection map from Φ to [x, y] Φ is continuous, we see that [x, y] Φ is connected. In particular, given that [x, y] Φ = I ρ 1 (x, y), we see that x, y have a midpoint, i.e. a point z with ρ 1 (x, z) = ρ 1 (y, z) = 1 2 ρ 1 (x, y). Let T = ρ 1 (x, y) and In other words, it satisfies (L3) with l = 1. In [ChaDH] , a metric space (M, d) is said to be a "median metric space" if, for all x, y, z ∈ M,
consists of a single point. Thus, Lemma 7.1 tells us that a subalgebra of Ψ is median metric space in the l 1 -metric. We see that a consequence of Theorem 7.1 is that a metric median algebra satisfying (L1), (L2) and (L3) is bilipschitz equivalent to a median metric space. If Φ is complete then the median metric space is a geodesic space. (I suspect this true without the assumption of completeness.)
Applications
In this section, we put the results in context by noting some applications of the statements. These follow from the fact that metric median algebras of the type described arise as ultralimits of coarse median algebras.
We recall the following definition from [Bo1] . Let (Λ, ρ) be a metric space, and let µ : Λ 3 −→ Λ be a ternary operation. We say that µ is a coarse median, and that (Λ, ρ, µ) is a coarse median space, if the following hold: (C1): There are constants, k, h(0), such that for all a, b, c, a
There is a function, h : N −→ [0, ∞), with the following property. Suppose that A ⊆ Λ with 1 ≤ |A| ≤ p < ∞, then there is a finite median algebra, (Π, µ Π ) and maps π : A −→ Π and λ : Π −→ Λ such that for all x, y, z ∈ Π we have:
We refer to k and h as the parameters of (Λ, ρ, µ). We say that Λ has rank at most ν if we can always choose Π to have rank at most ν (i.e. is the vertex set of a CAT(0) cube complex of dimension at most ν). Similarly, we say that Λ is ν-colourable if we can always choose Π to be ν-colourable. (Implicit in these definitions are fixed parameters, k and h.)
Suppose that we have a sequence, ((Λ n , ρ n , µ n )) n∈N , of coarse median spaces with parameters k, h n . We suppose that k is fixed and that for each p, h n (p) → 0 as n → ∞. Fixing a non-principal ultrafilter on N, and a basepoint in each Λ n , we obtain an ultralimit, (Λ ∞ , ρ ∞ , µ ∞ ), which is a metric median algebra [Bo1] . This automatically satisfies (L2). Moreover, any such limit metric, ρ ∞ , will be complete. We also note the following from [Bo1] :
Lemma 8.1. If each Λ n has rank at most ν then Λ ∞ has rank at most ν. If each Λ n is ν-colourable, then Λ ∞ in ν-colourable.
Here, "rank" and "colourablity" for Λ n refers to the coarse median structure of Λ n , and is assumed to be with respect to parameters, k, h n , as in the previous paragraph. For Λ ∞ , "rank" and "colourability" refer to its structure as a metric median algebra, as defined earlier in this paper.
If each Λ n is a "geodesic space", then so is Λ ∞ , that is, it satisfies (L3) with l = 1.
A particular case of this construction arises by taking a coarse median space, (Λ, ρ, µ), and rescaling the metric by a sequence of positive numbers, (t n ) n , with t n → 0. That is, we set Λ n = Λ, ρ n = t n ρ, and µ n = µ. In this case, the ultralimit, (Λ ∞ , ρ ∞ , µ ∞ ) is referred to as an "asymptotic cone" (see [VW, G] ). It depends on a choice of ultrafilter, the sequence (t n ) n and a sequence of basepoints in Λ. A particular case of interest is where Λ is a connected graph, and ρ is the combinatorial metric (assigning each edge unit length).
In [Bo1] we defined a "coarse median group" as a finitely generated group for which the Cayley graph with respect to some (or equivalently any) finite set admits a coarse median. This is quasi-isometry invariant. Moreover one can specify that it be "of rank ν" or "ν-colourable. (These properties are also quasi-isometry invariant.)
Examples of such groups are right-angled Artin groups (such as free abelian groups), hyperbolic groups, or groups hyperbolic with respect to other coarse median groups [Bo2] . Also, following from work of [BehM] , the mapping class groups are coarse median groups [Bo1] . One might conjecture that it applies to a much broader class, including CAT(0) groups.
More specifically, let Σ be a compact orientable surface, and let ξ(Σ) be its complexity, that is ξ(Σ) = 3g + p − 3, where g is the genus, and p is the number of boundary component. We suppose ξ(Σ) > 1. Let Map(Σ) be the mapping class group of Σ. The following was proven in [Bo1] :
Theorem 8.2. If Σ is a compact surface, then Map(Σ) is a coarse median group of rank ξ(Σ). Moreover, it is ν(Σ)-colourable, where ν(Σ) depends only on the topological type of Σ.
In fact, the constant ν(Σ) arises from the topological construction given in [BesBF] and can be explicity bounded.
As a consequence, we recover the statement in [BehDS] that any asymptotic cone of Map(Σ) admits a bilipschitz embedding in a finite product of R-trees. Moreover, the median structure arising agrees with that from [BehM] . Also, we also note that every interval in the asymptotic cone is compact, and admits a bilipschitz embedding into R ξ(Σ) , again respecting the median structure.
Another application which we discuss in the next section is to the to the "rapid decay" property.
Rapid decay
The property of rapid decay features prominently in work towards the Novikov and Baum-Connes conjectures, one of the earliest applications being [CoM] . Further references can be found in [ChaR] and [DrS] . Indeed this was the motivation behind introducing medians in [BehM] .
In this section, we show:
Theorem 9.1. A coarse median group of finite rank has rapid decay.
To this end we use the criterion given in [ChaR] , described later. (We note that a related criterion is given in [DrS] .) For us, this boils down to showing that "coarse intervals" have polynomial growth, in an approprtiate sense (see Proposition 9.8 below).
Suppose, for the moment, that (Λ, ρ) is any geodesic space admiting a coarse median, µ. As observed in [Bo1] , there is no essential loss in assuming that µ(a, a, b) = a and that µ(a, b, c) = µ(b, c, a) = µ(b, a, c) for all a, b, c ∈ Λ (since this is always true up to bounded distance in Λ, and hence exactly in some space quasi-isometric to Λ). Also, in (C2) we can always assume that Π = π(A) , so that |Π| ≤ 2 2 p . If we don't care about rank, we can take Π to be the free median algebra on A, and also arrange that λπa = a for all a ∈ Π. (This will be convenient later.) We will refer to k and h in the definition, as the parameters of Λ.
Given κ > 0 and a, b ∈ Λ, write
Lemma 9.2. There is some κ ≥ 0, depending only on the parameters, such that for all a, b, c
Proof. Applying (C2), this is an easy consequence of the fact that in any median algebra, Π, we have µ Π (a, b, µ Π (a, b, c)) = µ Π (a, b, c), and so the same relation holds up to bounded distance in a coarse median space.
In particular, it follows that for such κ,
Lemma 9.3. The diameter of [a, b] κ is bounded above by a linear function of ρ(a, b) depending only on the parameters and κ.
Proof. Suppose e ∈ [a, b] κ , so that ρ(e, µ(a, b, e)) ≤ κ. Now ρ(µ(a, b, e), µ(a, a, e)) ≤ kρ(a, b) + h(0). Also ρ(a, µ(a, a, e)) is bounded above in terms of the parameters. This gives a bound of the required form on ρ(a, e).
Given a finite subset, A ⊆ Λ, write sep(A) = min{ρ(x, y) | x, y ∈ A, x = y} for the "separation constant". Suppose that A is a set of finite subets of Λ which is closed under inclusion (that is, B ⊆ A ∈ A imples B ∈ A). Let f (r, t) = max{|A| | A ∈ A, sep(A) ≥ r, diam(A) ≤ rt}. This is, f (r, t) is non-decreasing in t. We will assume that f (r, t) is always finite (as is the case for uniformly locally finite graphs which we use later).
Lemma 9.4. If r, t, u > 0, we have f (r, tu) ≤ f (r, 2t)f (rt, u).
Proof. Let A ∈ A with sep(A) ≥ r and diam(A) ≤ rtu. Let B ⊆ A be maximal such that sep(B) ≥ rt. Since diam(B) ≤ rtu, we have |B| ≤ f (rt, u). Given a ∈ A, there is some b(a) ∈ B with ρ(a, b(a)) ≤ rt. rt, u) . Since this applies to any such A, we have f (t, tu) ≤ f (r, 2t)f (rt, u) as required.
Let s be as in the hypotheses with t = 2u. Given m ∈ N, we have:
using induction and the fact that f (su
. From this it follows that f (1, r) = o(r ν+ǫ ) for all ǫ > 0. This is perhaps most easily seen by taking logarithms. We have a non-decreasing function, log f (1, r), which, for all ǫ > 0, bounded by (ν + ǫ) log r on an infinite arithmetic sequence of values of log r. It follows that (log f (1, r))/ log r is eventually less than ν + ǫ for any ǫ > 0.
The aim now is to verify the hypotheses of Lemma 9.5 in the case where A is set of all finite subsets of intervals of the form [a, b] κ . We begin with the following lemma, which effectively tells us that we can assume that a, b not too far away from A. Lemma 9.6. Given p ∈ N, k ≥ 0, there are constants κ ′ , ζ and ξ which depend only on p, κ, and the parameters, k, h, of Λ such that the following holds. Suppose a, b ∈ Λ and A ⊆ [a, b] κ with |A| ≤ p.
Proof. Write D = diam(A) and set h 0 = h(p + 2) ≥ h(0). Let π : A ∪ {a, b} −→ Π and λ : Π −→ Λ be the maps given by the hypothesis (C2). We can assume that Π = π(A∪{a, b}) , so that |Π| ≤ q = 2 2 p+2 . Moreover (since we make no reference to rank in the statement of the theorem) we can assume that λπe = e for all e ∈ A. (This will serve to simplify notation.)
The basic idea of the proof is that if a is a long way from A, then πa will be an extreme point of Π (identified as the vertex set of a cube complex), and we can replace a by λx, where x is the unique point of Π adjacent to Π. Similary, if b is far from A, we can replace it by λy, where y ∈ Π is adjacent to πb. We will need some more technical statements in order to set this up.
We first claim that there are constants ζ 0 and ξ 0 , depending only on
To see this, we note that Π is generated from π(A∪{a, b}) by iterating the median operation at most q times. More precisely, set M 1 = π(A ∪ {a, b}), and define M m inductively by
We claim, inductively, that there are constants, ζ m , ξ m , depending only on κ, k, h 0 , m such that diam(λN m ) ≤ ζ m D + ξ m . For m = 1, we simply note that N 1 ⊆ πA, so that λN 1 ⊆ λπA, and we set ζ 1 = 1 and
∈ {πa, πb}, we can assume that z / ∈ {πa, πb}. We distinguish two cases.
First suppose that {x, y} = {πa, πb}. Then, we can assume that y ∈ M m , and so the inductive hypothesis gives ρ(λy, λz) ≤ ζ m D + ξ m . Thus, by (C1), we have ρ(λz, λu) ≤ kρ(λy, λz)+h 0 ≤ kζ m D +kξ m +h 0 . Now suppose that {x, y} = {πa, πb}, so that u = µ Π (πa, πb, z). Since z ∈ M m and A ⊆ M m , there is some e ∈ A with ρ(e, λz) ≤ ζ m D + ξ m . By hypothesis, e ∈ [a, b] κ , that is, µ(e, µ(a, b, e)) ≤ κ. We also note that ρ(µ(a, b, e), µ(a, b, λz)) ≤ kρ(e, λz) ≤ k(ζ m D + ξ m ) + h 0 and ρ(µ(a, b, λz), λu) = ρ(µ(λπa, λπb, λz), λµ(πa, πb, z)) ≤ h 0 , so ρ(e, λu) ≤ κ + k(ζ m D + ξ m ) + 2h 0 .
In both cases, we have bounded ρ(λu, λN m ) linearly in terms of D.
, on setting ζ m+1 = (1 + 2k)ξ m and ξ m+1 = (1 + 2k)ξ m + 2κ + 4h 0 . The first claim now follows by induction, noting that Π \ {πa, πb} ⊆ N q , and setting ζ 0 = ζ q and ξ 0 = ξ q .
Suppose πa ∈ [y, z] Π , where y, z ∈ Π \ {πa, πb}. Now a = λπa = λµ Π (πa, y, z), so ρ(a, µ(a, λx, λy))
Suppose that [πa, πb] Π = {πa, πb} has at most two points. Then, swapping a with b, if necessary, we can suppose that there is some e ∈ A with πb ∈ [πa, πe]. Now b = λπb = µ(πa, πb, πe), so ρ(b, µ(a, b, e)) ≤ ρ(λµ Π (πa, πb, πe), µ(λπa, λπb, λπe)) ≤ h 0 . But e ∈ [a, b] κ , so ρ(a, µ(a, b, e)) ≤ κ, thus, ρ(b, a) ≤ κ + h 0 . In particular, ρ(b, a) ≤ L. By a similar argument, if [πa, πb] has at most three points, there is some x ∈ Π with ρ(λx, A) ≤ L.
Recall that Π = V (Υ), where Υ is a finite CAT(0) complex. We say that w ∈ Π is strictly between u, v ∈ Π if w ∈ [u, v] Π \ {u, v}. We say that u is terminal if it is not strictly between any two other points of Π. In other words, it is incident on just one edge of Υ. We write w(x) ∈ Π for the adjacent vertex.
At least one of the following five cases must occur: (1) πa, πb are both terminal. We set x = w(πa) and y = w(πb).
(2) πa is terminal, and b lies between two points of Π \ {πa, πb}, We set x = w(πa) and y = πb. (3) The same as (2), swapping a with b and x with y. (4) Both πa and πb lie between two points of Π \ {πa, πb}, and we set x = πa and y = πb.
(5) The median interval [πa, πb] Π has at most three points, and is connected to the rest of Υ by a single cut vertex, z ∈ Π. In this case, we set x = y = z.
We now set c = λx and d = λy. In all cases, ρ(c, A) ≤ L and ρ(d, A) ≤ L, so diam(A ∪ {c, d}) ≤ 2L + D = ζD + ξ, where ζ and ξ depend only on κ, k, h 0 , p.
Moreover, if e ∈ A ⊆ Π \ {πa, πb}, then by choice of x, y we have µ Π (πa, πb, πe) = µ Π (x, y, πe). Now µ(c, d, e) = µ(λx, λy, λπe), and so we have ρ(µ(c, d, e), λµ(πa, πb, πe)) = ρ(µ(λx, λy, λπe), λµ(x, y, πe)) ≤ h 0 . Also, ρ(µ(a, b, e), λµ Π (πa, πb, πe)) ≤ h 0 , and ρ(e, µ(a, b, e)) ≤ κ, so ρ(e, µ(c, d, e)) ≤ κ ′ , where κ ′ = κ + 2h 0 . We have shown that A ⊆ [c, d] κ ′ and diam(A ∪ {c, d}) ≤ ζD + ξ, as required.
We now suppose that Λ has rank at most ν. Here C is an explicit function of ν and the parameters of Λ. So we are saying that uniformly separated subsets of intervals have cardinality eventually bounded above by a polynomial in the diameter. As we have stated it, the scale, s, at which this bound starts might depend on Λ. In fact, we shall see later that it depends only on κ, ν, t and the parameters of Λ.
Proof. We set C = NK 2 , where N depends only on ν and where K is the bilipschitz constant arising from an application of Theorem 1.1 to the ultralimit Λ ∞ constructed below. We will see that K depends only on the parameters, k, h, of Λ. We will specify N and K later.
We now fix κ and assume that the conclusion fails. That is, there is a particular t for which the result fails. We set p = [Ct ν + 1] > Ct ν . In other words, there is a sequence, (r n ) n with r n → ∞, points a n , b n ∈ Λ and subsets, A n ⊆ [a n , b n ] κ , with sep(A n ) ≥ r n , diam(A n ) ≤ r n t and |A n | = p.
By Lemma 9.6, we find c n , d n ∈ Λ so that diam(A n ∪ {c n , d n }) ≤ ζ diam(A n ) + ξ ≤ ζr n t + ξ, and with A n ⊆ [c n , d n ] κ ′ .
We now rescale the metric ρ by a factor of 1/r n to give new spaces Λ n . With respect to the new metrics, we have sep(A n ) ≥ 1, diam(A n ) ≤ t and diam(A n ∪ {c n , d n }) ≤ ζt + ξ/r n which is bounded. We choose basepoints, e n ∈ A n , and pass to an ultralimit (Λ ∞ , ρ ∞ , µ ∞ ). We have We now let A be the set of finite subsets, A, of Λ for which there exist a, b ∈ Λ with A ⊆ [a, b] κ . Let f (r, t) be the function arising, as defined before Lemma 9.3. Reinterpreting Lemma 9.6, we have now verified the hypotheses of Lemma 9.5 and so we have f (1, r) = o(t ν+ǫ ) for all ǫ > 0.
Suppose now that Λ is a connected uniformly locally finite graph (each vertex has bounded finite degree). In this case, f (r, t) is always finite, and we conclude: Proposition 9.8. Suppose that Λ is a connected, uniformly locally finite graph with combinatorial metric, ρ, and that µ is a coarse median of rank at most ν on (Λ, ρ). Then, given any κ > 0, there is a function, P : N −→ N, with P (r) = o(r ν+ǫ ) for all ǫ > 0, such that if a, b ∈ Λ and Q ⊆ [a, b] κ ∩ V (Λ), then |Q| ≤ P (diam(Q)).
Proof. We just set P (r) = f (1, r).
Although we won't need it here, we remark that we can take P to depend only on the parameters, the constant κ, and the maximal degree of a vertex of Λ. To see this, note that we can allow the graph Λ to vary in the proof of Lemma 9.7, taking a sequence of putative counterexamples, and passing to an ultralimit to arrive at a contradiction. Nevertheless, the argument remains non-constructive. One could ask
