Abstract. We present a unifying framework for nonsmooth convex minimization bringing together -subgradient algorithms and methods for the convex feasibility problem. This development is a natural step for -subgradient methods in the direction of constrained optimization since the Euclidean projection frequently required in such methods is replaced by an approximate projection, which is often easier to compute. The developments are applied to incremental subgradient methods, resulting in new algorithms suitable to large-scale optimization problems, such as those arising in tomographic imaging.
Introduction.
Consider the mathematical problem of finding x ∈ R q such that (s.t.)
x ∈ arg min f (x) := where f i : R q → R are convex and X is convex and closed. To solve (1.1), a general algorithm for not necessarily differentiable functions known as the incremental subgradient method was proposed by Solodov and Zavriev in [44] . For a given closed convex set X and defining P X as the projection onto X, an iteration k of their algorithm is defined as follows: Let ∂f (x) be the subdifferential (which is never empty; see [28] ) of f at x, (1.3) ∂f (x) := {v | f (x) + v, y − x ≤ f (y), ∀y}.
Then, in the formulation (1.2) and from now on v k,l ∈ ∂f l (x k,l−1 ).
x k+1 := x k,m .
(1.5)
There is a large literature on incremental gradient/subgradient methods for nonconvex/convex (smooth or not) objective functions [3, 7, 8, 9, 10, 21, 24, 25, 26, 29, 30, 31, 33, 34, 35, 38, 43, 44, 45] . Incremental methods arose naturally in fields like neural networking (sometimes under the name of "backpropagation") [24, 25, 33, 34, 35] and in tomographic image reconstruction (where they are known as "ordered subsets" algorithms) [3, 10, 21, 26, 29] . The success of this approach in these fields is due to the fast initial convergence rate of incremental methods, which is especially important given the size of the problems that usually arise in such applications. This kind of acceleration is nonasymptotic, but understood in the sense of many inverse problems, where "fast" means a rapid arrival to the region where noise becomes dominant (see [41] ). While incremental methods have found wide application, to the best of our knowledge, still there is not such an algorithm able to cope with a "complicated" feasible set. Of those mentioned in the above paragraph that are able to deal with a general closed convex set X, all need to evaluate a projection onto X, which may itself be a computationally demanding optimization task (see, e.g., the account on some projection methods in [13] for the case where X is an intersection of convex sets). In fact, even the simpler convex feasibility problem has long been a subject of a large amount of research [1, 2, 4, 5, 6, 14, 15, 40] because of its broad application range.
Our aim in the present paper is to bring together incremental algorithms and some methods for the convex feasibility problem in order to solve a broad class of convex optimization problems. Aiming for this goal we analyze a general algorithm consisting of two steps: an optimality step, which, at least approximately, directs the iterate toward the minimizer of objective function (but not necessarily in a descent direction), followed by a feasibility step that drives the iterate in the direction of feasibility. The key point is that both approximate subgradients and approximate projections are allowed, giving rise to a plethora of methods through combination of unconstrained optimizers with feasibility solvers. The intention is to move fast toward the optimum while solving the feasibility problem.
The idea of using approximate projections to solve the optimization problem (1.1) is, evidently, not new. We can mention [17, 32] for applications in image recovery and the more theoretical papers [22, 46, 47] . Alternatively, methods requiring minimization over supersets of the feasible set have been tried [16, 18] and also methods based on duality [20] . Our approach, however, seems to be the first to allow approximate projections with incremental subgradient methods for optimization.
The paper organization is as follows. In the following section we present a general framework introducing the optimality and feasibility operators defined by their properties, as given in Assumptions 1-4 from the next section. We prove convergence results for the methods defined by these operators when appropriate relaxation parameters are chosen. Also, we analyze these general algorithms when a Polyak-type stepsize for the relaxation is used.
In section 3 we consider algorithms derived from two special cases for the optimality operator: one from incremental subgradients and another one from aggregated incremental subgradients, and we prove their convergence properties assuming boundedness of the subgradients to show that they satisfy Assumptions 1-3. After that we show that sequential blocks of subgradient projections are particular cases of our general feasibility operator and specialize the proofs to this case. We also show, by means of appropriate simple examples, the behavior of the methods in its pure form (either for optimality or for feasibility).
Section 4 illustrates the application of some of the new methods arising from our general framework to our reference problem: computed tomography with a limited number of views. The numerical experiments aim at giving a practical foundation to new results in compressive sensing. Finally, section 5 presents some concluding remarks.
The framework.
In this section we provide the general framework in which several methods, incremental or not, can be included. We cast an algorithm for solving (1.1) in the following general form:
In this definition F is the "feasibility operator" and O the "optimality operator"; they are defined by the properties we present next. Let us start by defining
Also, from now on, unless otherwise stated, the sequences {x k } and {x k+1/2 } are assumed to be generated by (2.1). Assumption 1. We assume that the optimality operator satisfies, with fixed X and f , for
at least for every x ∈ X, where α > 0 and ρ k ≥ 0. Assumption 2. Suppose the error term in the above inequality vanishes, i.e.,
We further assume a boundedness property for the optimality operator. Assumption 3. There is γ > 0 such that
Proof. Suppose, for contradiction, that the proposition is false. In such a case there will always (whether inf x∈X f (
2) followed by (2.4) gives, for every x ∈ X, (2.9)
By using x = x * δ we get
If we set k 1 ≥ k 0 such that for k > k 1 we have ρ k < αδ/2, we see that (2.10)
The contradiction follows from the fact that 
Proof. First let us notice that
By a limiting argument it is clear that lim inf f (x k ) ≥ f * . Together with Proposition 2.2 this yields the desired result. 
Proof. The result is a consequence of Propositions 2.1 and 2.3. Theorem 2.5. If, in addition to the conditions of the previous corollary, the optimal set X * is bounded, then
Proof. Let δ > 0, and we then split in two cases.
In this case (2.9) gives us
If we assume that k is large enough in order to have ρ k < αδ/2, we conclude that
We define first
, then boundedness of X * δ (which, for every δ > 0, is a consequence of boundedness of X * ) and continuity of f can be used to verify that for δ ≥ 0
On the other hand, using the triangular inequality and the nonexpansiveness of the projection we have
Remembering (2.4) and (2.3) we see that
. Because case 2 above will occur infinitely many times, it is easy to see that
And this shows the assertion since this is valid for any δ > 0 and lim δ→0 d(δ) = 0.
Regarding the hypothesis [f (
Boundedness conditions over the subdifferentials are usual in this context so, given Proposition 2.1, the next step is to ensure boundedness of {d X (x k )}. 
Proof. Let δ > 0. Assume d X (x k ) ≥ δ and suppose that we have λγ ≤ δ/2, γ from (2.3). This means that d X (x k+1/2 ) ≥ δ/2 which, because of (2.4), implies that for some fixed x ∈ X
Now consider (2.2): 12) where
Thus if λ is such that λγ < δ/2 and λM < ε δ/2 /2, we have
This relation shows that we must have d X (x k ) < δ infinitely many times. Also, in particular, we have that
Now notice that the conditions on the feasibility operator make sure that, for all x ∈ X, x k+1 − x ≤ x k+1/2 − x . Therefore, using also the triangle inequality and (2.3) we get
The following corollary is a simple application. We slightly strengthen the hypothesis regarding {λ k } in order to be able to apply Proposition 2.1.
Proof. Let k 0 be such that k > k 0 implies that λ k ≤ λ with λ as given in the previous proposition. The proposition thus ensures boundedness of the sequence {d X (x k )} k≥k0 , therefore ensuring boundedness of the whole sequence. Now apply Proposition 2.1 to get the desired result.
Polyak-type stepsizes.
Leaving the stepsize choice to the user gives freedom, but avoids the discussion on how to select a good sequence {λ k }. However, refining property (2.2) and assuming that the optimal value f * is known, we can provide a proper choice for the stepsizes, according to the next proposition.
Proposition 2.8. Suppose that Assumptions 1-4 hold and there is
Proof. Because of (2.2), ρ k < λ k β and the definition of λ k
where
which is ensured by the properties of the feasibility operator), we can write
In particular, we have x k+1 − x * ≤ x k − x * . This, of course, implies that {x k } is bounded, and so {d X (x k )}. On the other hand, the monotonicity relation displayed right above ensures that
, that every accumulation point of the sequence {x k } belongs to X * . If we suppose that there are two different accumulation points, we can easily derive a contradiction from the fact that x k+1 −x * ≤ x k −x * . Therefore, the whole sequence converges.
Notice that when f * is known we are, in fact, solving a feasibility problem. In an actual optimization problem, where f * is not known, one may try to use an approach based on more sophisticated target value stepsizes such as in [38] . It is also interesting to ask whether i f i (x k,i−1 ) could be used instead of f (x k ), since the parcels in the former computation are, in many cases, a by-product of the iterative algorithm.
The algorithms.
In this section we present operators satisfying the conditions imposed in the previous one. We give two incremental optimality operators, which were already mentioned, and two feasibility operators based on approximate projections.
Optimality operators. Condition (2.
2) aims at including -subgradient methods in the following sense. Let us recall the definition of the -subdifferential [19, 28, 42] , for > 0, of f at x:
, the -subgradients involved are bounded, and λ k → 0, Assumptions 1 and 2 are satisfied. We first consider the incremental subgradient optimality operator I :
Proposition 3.1. Assume that the subgradient boundedness assumption
holds. Then the operator
Proof. Lemma 2.1 in [38] states that
which is the first part. On the other hand, since the projection is nonexpansive, we have from (3.1)
and summation from l = 0 to l = m − 1 followed by application of the hypothesis (3.2) leads to
The need that x ∈ Y will not be a problem since we assume that the projection onto Y is simple, so it can be included after the feasibility operator.
Let us now consider the aggregated incremental subgradient operator, which is defined as A :
where x is given by
It should also be observed that application of the aggregated incremental operator, unlike the plain incremental subgradient, makes reference to previous subiterates of the algorithm. This means that the magnitude of the difference x k+1 − x k will be important in the error of the subgradient approximation given by the method.
A consequence of this fact in the analysis is that the behavior of the feasibility operator needs to be taken into account into ρ k and, because of that, the results will be somewhat weaker than those obtained with the plain incremental operator. As an example, one cannot ensure ρ k = O(λ k ) solely with condition (2.4). 
Proof. We start with the second part. Consider the difference between two subiterates in view of the nonexpansiveness of the projection and the subgradient boundedness (3.2):
Summing over l = 1, . . . , m we have the desired result.
Let x ∈ X ⊂ Y , and then we can again use the nonexpansiveness of the projection:
Developing the inner product in the second term above,
Looking at each of the summations above separately,
where we used the Cauchy-Schwarz inequality followed by (3.2). Using (3.3) we can infer that
Recalling that v k,j ∈ ∂f j (x k,j−1 ) and using the definition of subdifferential we get
And for the last part of the sum,
On the other hand, using the triangle inequality,
In the second inequality, the first and last terms come from (3.3) while the central one is a consequence of the fact that, because of (2.4), both x k−1/2 and x k are within a ball with center at P X (x k−1/2 ) and radius equal to d X (x k−1/2 ). Therefore,
Returning to (3.7) we have
Using this result together with (3.6) in (3.5),
Consider now the following identity:
and analyze each of the two last terms separately. Denoting
where we have successively used the definition of subdifferential, the Cauchy-Schwarz inequality, hypothesis (3.2), and relation (3.3). Proceeding similarly we have
The above result together with (3.10) plugged in (3.9) and (3.8) gives
Finally, using this result and the hypothesis (3.2) in (3.4) we get
which is the desired result. Now notice that, unlike for the operator I, where λ k → 0 ensures ρ k → 0, for the aggregated method A we also need boundedness of {d X (x k )}. The reason for that is the factor d X (x k−1/2 ) in the second term of the formula for ρ k . To see that boundedness of the distance is a sufficient condition, notice that under this hypothesis we use Proposition 2.
An important comment to be made now, as suggested by an anonymous referee, is that there is nothing in the previous proofs preventing the sets Y of varying at each iteration. In fact, we can avoid trouble by using a sequence Y k ⊃ X such that Y k → X (without rigor, since no precise meaning was given to set convergence), and correspondingly replace projection onto Y by projection onto Y k in the above operators. This would automatically ensure d X (x k ) → 0, rendering the feasibility operator unnecessary: The reader could notice that a weaker version of Assumption 4 is required in the proof of Theorem 2.5 if d X (x k ) → 0 is taken for granted; namely, δ may be identically 0; i.e., no extra feasibility step is required. This is important because it includes outer approximation methods in our framework. Figure 3 .1 gives a visual idea about the behavior of the representative operators described in this section. Paths taken by two methods, aggregated incremental and incremental gradient, for an unconstrained convex minimization problem are shown. While no quantitative conclusions can be taken from one single run, something can be said about the qualitative behavior of the operators. Comparing both paths we can see that subiterates of the aggregated version have somewhat more "inertia" while the plain incremental operator has much "lighter" subiterates that tend to oscillate around the path. To generate the figure, we used m = 25 with each f i defined as 
Feasibility operators.
We now consider an example of a feasibility operator using Polyak-type stepsizes. Extrapolated, weighted, and block versions are easily derived from the original form of the operator. We start providing a representation of the feasible set X = ∅ as the intersection of sublevel sets of convex functions,
where lev 0 (g i ) := {x | g i (x) ≤ 0} and the functions g i : R q → R are convex. Every convex set X can easily be represented this way, say, with n = 1 and g 1 (x) = d X (x). Such trivial cases are useful when computation of the projection is easy because projection over X equals S 1 dX (see the next paragraph for the definition of S). Now we present the main ingredient of our operator, which uses subgradient directions with properly chosen stepsizes. The idea is the same as that of the Polyaktype stepsizes used in section 2.2 above for the optimality operator when f * is known. We define the operator S ν g : R q → R q in the following manner: where ν ∈ (0, 2) and v ∈ ∂g(x). This is a ν-relaxed projection over the set
and is often called subgradient projection [6, 15, 46, 47] , but the term has also been used to name a minimization algorithm in [42, page 29] .
The most important property of the above application is Fejér monotonicity with relation to lev 0 (g). To be precise, notice that for every y / ∈ lev 0 (g) and x ∈ lev 0 (g)
In fact, for y ∈ lev 0 (g) we have S ν g (y) = y, and thus, for every y and for x ∈ lev 0 (g) we have
Our operator F is defined as a sequential application of S:
In this definition we assume that there is σ ∈ (0, 1) such that ν i ∈ (σ, 2 − σ) for every i, but, for each fixed i, ν i needs not be the same for every step. For later use we denote 
and
Furthermore, assume that there is a positive constant D such that
Then, given δ > 0 there is ε δ > 0 such that for every x ∈ X and x k+1/2 with d X (x k+1/2 ) ≥ δ we have
Proof. First let us notice that, since (2 − ν i )ν i > (2 − σ)σ =: μ, for every x ∈ X we can apply (3.13) successively to obtain
Suppose, for contradiction, that the claim does not hold. Then there will be a sequence {y k } ⊂ X and a subsequence {x l k +1/2 } such that d X (x l k +1/2 ) ≥ δ and that
since this difference cannot be positive. This implies that 
Now notice that
s l k ,i − s l k ,i−1 = ν i [g i (s l k ,i−1 )] + v l k ,i 2 v l k ,i = ν i [g i (s l k ,i−1 )] + v l k ,i . Therefore s l k ,i − s l k ,i−1 → 0, which implies that s l k ,i − x l k +1/2 → 0. Now,
4).
Proof. The fact that lev 0 (g I ) is bounded implies that every level set of g I is also bounded. A consequence is that there exist positive M and δ such that, for some 
x − y and denote also 
Squaring and recalling that x − x * > 3Δ we get
On the other hand, if d X (s I−1 ) > Δ, we may use (3.19) to get
Therefore, for d X (x) > 3Δ, (2.4) is satisfied. Now let us consider the case d X (x) ≤ 3Δ. Suppose, for contradiction, that there exists a ς > 0 such that there is a sequence {x k } for which d X (x k ) ≤ 3Δ, d X (x k ) ≥ ς, and
for some x * ∈ X. Notice that, because of (3.12), (3.18) , and boundedness of {v k,i }, the above limit implies that
Because {x l k +1/2 } is bounded, we may assume it is convergent (or otherwise extract a convergent subsequence), say, x l k +1/2 → y. Therefore, the first limit displayed right above gives s l k ,i → y and, by continuity, the second leads to y ∈ X, but this contradicts d X (x l k +1/2 ) ≥ ς.
Variants.
The strictly sequential nature of the operator F presented above may be a drawback for parallel computation. Fortunately it is easy to derive blocksequential (or even fully parallel) versions by simply recasting the problem in an equivalent form. We first choose p subsets I j ⊂ {1, . . . , n} such that ∪ p j=1 I j = {1, . . . , n}. Then we construct the functions G j with j ranging from 1 to p. Each function is defined as
where ω i,j > 0. Now it is obvious that
therefore we can use the functions G j instead of the original functions g i in the feasibility operator. It is easy to see that if the functions g i satisfy the conditions of Proposition 3.3 or Proposition 3.4, the same will be true for the G j . Also, one can easily evaluate a subgradient of G j given those of g i for every i ∈ I j :
Another way of getting a parallel version of the operator is through a formalization in a product space somehow, as is done in [39] . The interested reader may take a look at [15] and references therein for an interesting survey on the subject. This last reference is very illustrative and shows in an intuitive geometric manner several operators that could be used within our framework.
In order to get a feeling of the behavior of our feasibility operator, Figure 3 .2 shows the trajectory taken by successive applications of the operator F . The feasible set is the intersection of the zero sublevel sets of the following convex functions:
From this experiment alone we cannot draw any comparison between the variantsnor is this our goal here-but the beneficial effects of overrelaxation are already evident. It remains to verify how these operators will behave together with the optimization operators; this is the subject of the next section, where we show the performance of the method in real world examples. We describe now an example of the flexibility of our algorithmic setting. As presented in (2.1), the application of the operators is sequential; however, it does not need to be so. Suppose that we are trying to solve the problem
Using algorithm (2.1), it would be x k+1 = F X O f (λ k , x k ) . However, if we state the problem in the equivalent form,
we obtain a scaled parallel version of the algorithm in the following manner. First denote f (x) = f (D 1/2 x), where D is a positive definite diagonal matrix, and then notice that, if O f satisfies (2.2) for f , then
If we denote the vector x = (x 1 , x 2 ) in the product space X = X × X endowed with the inner product x, y = x 1 ,
, we then have, in the norm defined by the inner product of X,
Notice that for our incremental operators the application of O f is the same as O f , except that the update direction is scaled by D. In a similar fashion we define the feasibility operator F as an application of the original operator at x 1 followed by a projection onto X d , the diagonal set defined as
Whenever F is a feasibility operator of the kind (3.14), so will be F . Furthermore, it is not difficult to show that F satisfies (2.4) if F does.
Numerical experiments.
This section is devoted to numerically validating our proposed framework. We tested two instances of our algorithmic approach applied to a very interesting and potentially useful problem: tomographic image reconstruction from limited data. Our main reference for the optimization approach is a powerful and novel theory of sampling.
4.1.
Tomography from limited data and compressed sensing. We consider the problem of image reconstruction in computerized tomography, which is our primary motivation for applications. In a finite dimension setting, the mathematical formulation of the simplest straight-line tomographic problem [36, 37] is nothing but a linear system of equations. In some real situations, however, data may not be enough to fully determine a solution of the system.
Recent results in what is called compressed sensing or compressive sampling (CS for short) [11, 12, 23] suggest that retrieval of the exact solution of a very underdetermined system of equations is possible with high probability under some conditions. Briefly speaking, consider a (square nonsingular) linear system of equations Ax = b, whose only solution is x * and a subset of it, given by Ax = b, where A ∈ R m×n with m n, obtained by picking up m equations of the original system. The bulk of the CS theory states that if we do know that x * is sparse and that A satisfies a so-called restricted isometry property (RIP) we can recover the solution from very few observations by solving the following convex optimization program (which is ensured to have only one solution):
In most imaging applications the solution is sparse with relation to a difference operator and the appropriate problem to be solved is where the total variation T V is given by
where the following convention was used: Let i ∈ {1, . . . , r 2 } and j ∈ {1, . . . , r 1 }, and then x i,j = x (i−1)r1+j , where x k , k ∈ {1, . . . , n} are the components of the vector x and r 1 r 2 = n. We have also used the boundary conditions x 0,j = x i,0 = 0.
We do not know, however, whether the matrix A in our tomographic problem satisfies or not the RIP and wish to find empirical evidence to answer this question. Also we want to find an example that better fits our general nondifferentiable optimization methods. So, we substitute (4.1) by the following equivalent problem:
where τ = T V (x * ). The test image we used was a 256 × 256 digital version of the Shepp-Logan head phantom, which can be seen on the right in Figure 4 .1. On the right, the figure shows the reconstruction obtained by solving (4.2) above using only one-tenth of the original equations (see the caption for details), but it is visually almost indistinguishable from the original image.
Of course, finding that the solution of (4.2) recovers the original image does not imply that (4.1) also recovers, but it is enough for our purposes here. We have, nonetheless, also solved (4.1) using our methodology and found similar results, not reported here because this problem would not show our algorithms in their full generality (it makes no sense to decompose the T V objective function, and neither is Ax = b nondifferentiable). It is nevertheless worthwhile to mention these results since, at least to our knowledge, (4.1) had not yet been solved within the tomographic context.
The actual algorithms.
In the next subsection we compare two instances of our algorithmic setting for several choices of the parameters. The algorithms we use follow an update of the form
where O is either the aggregated operator A or the incremental operator I. The free parameters are x 0 , which we set to be the standard filtered backprojection reconstruction [36, 37] projected onto the nonnegative orthant, ν (it could be a sequence {ν k }, as well), which was fixed as 1.5 and the sequence {λ k }. The latter was determined by the formula
where the sequence c k starts with c 0 = 0 and the following terms are given by
Each c k is the cosine of the angle between the directions taken by the optimization operator and the feasibility operator in the previous iteration, so, the factor (1 − ρc k ) serves as a kind of oscillation prevention. The subgradient of the objective function is easy to compute. First consider the function x 1 , which has the subdifferential
with u i ∈ [−1, 1]. In particular, sign(x) ∈ ∂ x 1 , where sign(x) is the special case when u i = 0. Thus using Theorem VI.4.2.1 in [28] we know that A T sign(Ax − b) ∈ ∂ Ax − b 1 , and this is the subgradient we used in our implementation. Notice that the subdifferential is uniformly bounded, ensuring that both optimality operators satisfy conditions (2.3) and (2.2) with ρ k → 0 as long as λ k → 0 + . We also need a subgradient for T V . Whenever it is well defined, the components of the subgradient t are
When one or more of the denominators is null, the corresponding parcels are set to zero. To see that this vector indeed belongs to the subdifferential, one simply considers subgradients for each of the parcels in T V separately, which is an easy task, and then sums up the results. The projection step can be regarded as a special case of the operator S . Therefore, the feasibility step in (4.3) is an instance of the kind presented in section 2.1. Since the subgradient of d X (x) equals (P X (x) − x)/ P X (x) − x when x / ∈ X, both functions T V and d R q + satisfy (3.17). Furthermore, thanks to the constant boundary conditions we used in the definition of the total variation, the sublevel sets of the function are bounded, allowing application of Proposition 3.4 to ensure that the operator satisfies condition (2.4).
Regarding the other parameters, λ 0 was set to m Ax 0 − b 1 / v 0 2 2 (v 0 is a subgradient of the objective function at x 0 ), inspired by Polyak steps. The number of parcels used, m, does not need to equal the number of available data; we can divide the measurements into subsets and even choose the order of the processing of these subsets within each iteration of the optimality operator (the order could actually be different at each cycle as long as every subset is used once and only once at every iteration), which we set to be the one proposed in [27] . Thus, the remaining free parameters (apart from the choice of optimality operator) are ρ, m, α, and s, from which the whole sequence {λ k } (and therefore {x k }) is determined.
For the convergence results to hold we need to have λ k > 0, k λ k = ∞, and λ k → 0. Since, by the Cauchy-Schwarz inequality, c k ∈ [−1, 1], we can ensure these properties if the free parameters satisfy ρ ∈ [0, 1), α > 0, and s ∈ (0, 1]. Naturally, m is a positive integer.
What remains to be clarified is the starting-up of the operator A. We used for the first iteration the following update:
where d 0,0 = 0 and, of course, i ranges from 1 to m. Notice that, once Ax − b ≥ 0, everything is set up so that Corollary 2.7 can be applied.
and, therefore, Theorem 2.5 ensures convergence of the algorithm.
Numerical results.
We start by comparing the evolution of algorithm (4.3) with the two choices of incremental operator we proposed. We choose a typical set of parameters (see caption for Figure 4 .2) and run both algorithms. Figure 4 .2 shows this run in two different scales: The plot in the top shows the first ten iterations, including all the subiterations. It reveals a behavior which is similar to that found in the example illustrated by Figure 3 .1, where we could see that the aggregated operator has much "heavier" iterates. The aggregated algorithm proceeds as if the current iteration was a heavy moving body guided by a series of gentle pushes, making it very difficult to follow "corners" of the objective function, as is clear in Figure 3 .1. This behavior was not too bad in the two-dimensional toy problem of the previous section, but in higher dimensions will cause more trouble because the chance of sharp corners to appear is much higher and there are more directions to "steer." In fact, the curves exhibited in the bottom part of In order to find out whether or not this kind of comparative result is an artifact of our parameters choice, we have run both algorithms for several possibilities chosen in the following manner: We started with an initial set and varied m through a rough discrete set of the possible values (in the case of m this set was 6, 12, and 24), testing both algorithms for each of the values. After the tests, the value for m that led to the best performance for the aggregated method was fixed, and then the value of ρ was optimized in a similar fashion, and so on for s and α, in this sequence. The results can be seen in Table 4 .1, where it is made clear that even when the choice of parameters is tuned to fit the aggregated method, the pure incremental algorithm still outperforms it, at least in this particular problem setting.
One must also note that the iterations of the aggregated method are computationally more expensive for two reasons: first because they require more updates (the direction must be updated, in addition to the update of the iterate itself) and second, in the specific case of tomography, the speed-up that can be achieved by updating only the nonzero pixels in row action methods is lost because there is no sparsity in d k,i , but there may be very few nonzero elements in v k,i . This latter issue was not a concern in our experiments since the partial subgradients were not sparse because we did not use such a degree of incrementality, but the first problem indeed caused some noticeable extra computational burden to the iterative process.
Concluding remarks.
We aimed at developing a unifying setting forsubgradient and approximate projection methods, making a useful connection between them. This results in a large variety of algorithms for a broad range of problems. Two special cases, which are extensions of previously known incremental algorithms, were presented as concrete instances of the theory and successfully used in promising new applications. These methods are especially well suited for large-scale problems where a fast initial rate of convergence is required.
Interestingly enough, our approach resembles incremental methods applied to the penalized function L(x) := f (x) + m i=1 [g i (x)] + . The main difference is that there is no need to compute the penalization parameter , nor is it needed to impose conditions to avoid numerical instability arising from the possibility that an overly large value of this parameter is needed.
