Abstract-The Kalman filter has been widely used in state estimation of moving targets. Furthermore, the well-known conventional Kalman filter requires an accurate system model and exact prior information. However, the nonlinearity, dynamic and randomicity in the underwater environment result in uncertainty and incontinuity of the observation information and unknown bias of the system model, which may seriously degrade the performance of the Kalman filter or even cause the filter to diverge. Therefore, a novel filtering algorithm based on multi-sensor information fusion estimation theory and dynamic bayesian network inference is presented, which is based on the idea of fusing firstly and then filtering. Firstly, the multi-sensor system fuses the sub-systems measurement information to obtain more accurate initial measurement information and covariance information, and then smooth missing data and fuzzy data by fusing the the obtained system state predictive information and all the measurement information of the sub-systems to obtain the accurate state estimation of underwater moving target. Finally, the simulation results show that the proposed method can efficiently estimate underwater target state without prior noise information, and can evidently improve the state estimation precision of underwater moving target by adjusting the weight factor despite noise-related.
INTRODUCTION
The state estimation of the underwater moving target is more difficult than one of the immobile target, because the nonlinear, dynamic and random in underwater evironment result in uncertainty and incontinuity of the observation information and unknown bias of the system model. Many existing methods need accurate prior information and only apply to the linear system [1] [2] [3] [4] , so can not be used directly.
Several researchers improved the existing methods. Ref. [5] proposes an adaptive two-stage extended Kalman filter using an adaptive fading EKF, and applies it to the inertial navigation system-global positioning system loosely coupled system with an unknown fault bias for estimating the unknown bias effectively although the information about the random bias was unknown. Ref. [6] proposes the sensor information fusion Kalman filter based on the introduced statistics of mathematical expectation of the spectral norm of a normalized innovation matrix. The approach allows for simultaneous test of the mathematical expectation and the variance of innovation sequence in real time and does not require a priori information on values of the change in its statistical characteristics under faults. Ref. [7] extend the cubature Kalman filter to deal with nonlinear state-space models of the continuous-discrete kind, and use the Itô-Taylor expansion of order 1.5 to transform the process equation, modeled in the form of stochastic ordinary differential equations, into a set of stochastic difference equations. Ref. [8] proposes the relaying Kalman filter algorithm which introduce the equations of updating sensor probability, and reconstruct the innovation equation. Furthermore, the extension of the proposed method can be applied in nonlinear dynamic system. Although these methods can estimate the target motion state in nonlinear system, they cannot accurately estimate the motion state of underwater target while observations are uncertainty and incontinuity.
This paper proposed a novel filtering algorithm based on the dynamic optimization weighted covariance fusion and the forwards-backwards inference algorithm of dynamic bayesian network. While the noise information is unknown and relevant, the dynamic optimization weighted covariance fusion method can obtain the higher accurate measurements by adjusting fusion weight with changing of sensor signals, and offer the accurate prior information next filtering. Moreover, the filter theory based on dynamic bayesian network inference is the theory of sequentially estimating the underlying state of a system using measurements obtained over time, which combines the evidences before a certain time slice and the evidences after this time slice by the forwards-backwards inference algorithm of dynamic bayesian network to smooth the missing data and the fuzzy data, and accurately estimate the underwater target motion state. Finally, the simulation results show that the proposed method can evidently improve the state estimation precision of underwater moving target.
II. STATE ESTIMATION MODEL BASED ON THE MULTI-SENSOR INFORMATION FUSION
The multi-sensor information fusion is a process that deal with the association, correlation, and combination of the information collected from various sensors. In order to accurately estimate the underwater target state, the dynamic optimization weighted covariance fusion method is chosen to reduce the noise interference caused by sensor measurement through adjusting fusion weight with changing of sensor error covariance. Moreover, the forwards-backwards inference algorithm based on dynamic bayesian network combines the previous fusion result with current sensory information from various sensor platforms to infer and smooth the underlying state of the underwater target. With reality, the state estimation model of underwater moving target based on multi-sensor information fusion is established as Fig The real target track is expressed as 1 , , t x x ⋅⋅⋅ shown in Fig.1(a) . But due to the system error and the measurement error, the optimization state estimation only can be obtained by filtering and smooth. In other words, the implied real state sequence X can be obtained by inferring and filtering from the observation sequence, as shown in Fig.1(b) and Fig.1(c 
As above, the weighted measurement error is given as
According to the least squares criterion, the sum of the square measurement error is obtained as
In terms of lagrange criterion and constraints of (5) 
From equations (7) and (8), several properties of the information weight can be concluded, shown in following 1) The information weight on itself in (6) is equal to the variance of the information. The larger the information weight is, the higher the estimation accuracy is.
2) The sum of the weight of all the measurement informaiton of the state is equal to the information weight of the optimal fusion estimation on itself in (7).
3) When the information weight is zero, the measurement information is useless to the state. When the information weight is infinite, the measurement information is completely accurate state information.
IV. FORWARDS-BACKWARDS INFERENCE ALGORITHM BASED ON DYNAMIC BAYESIAN NERWORK
In process of dynamic bayesian network inference, we attempt to construct the posterior probability density function of the state given all measurements. All available information is used to form such a probability density function. So this probability density function will represents complete solution.
It is assumed that ( ) 
, which is always given based on system design. In the process of deduction, we will use two important hypotheses of the classical HMM model:
Assumption 1: State at the (t+1)th time slice only depends on the state at the tth time slice, independent from other states.
Assumption 2:
The observation probability only depends on the state at the tth time slice, independent from other states.
Then, the estimation of ( ) By equation (9), we can obtain the optimization estimates of the state and the covariance, which is represented as:
where ( ) 
By equation (12), we can obtain the predictive value of the state and the covariance, which is described as:
The update stage can be described by the following equations:
To sum up, the measurement is used to modify the predicted prior from the previous time step to obtain the state probability density function. Simultaneously, the current measurement and estimation are used to predict the future state probability density function. By recursively computing, the system can complete state estimation and prediction at any time.
V. THE SIMULATION EXAMPLES
In order to verify the proposed model and algorithm can evidently improve the precision of state estimates, we assume that the initial state of underwater moving target is set as:
[ ] Compared simulation results in Fig. 2 , we can see that the state estimates obtained by proposed method is evidently better than by Kalman filtering, and efficiently improve the precision of the target. The proposed method firstly reduces the system noise influence by the weighted covariance fusion, which is based on the distributed fusion theory. And then, it uses the forwards-backwards data repairing algorithm for repairing data, which was to use the combined evidences before a certain time slice and the evidences after this time slice to estimate the missing data or fuzzy data on this time slice. Moreover, the proposed method not only can be used in estimation of the highly non-linear time series, but also in estimation of the discrete non-linear.
VI. CONCLUSION
The filtering algorithm based on multi-sensors information fusion is extend based on the existing filtering algorithms. It not only can smooth the missing data and the fuzzy data by fusing the predictive state information and all the measurement information of the sub-systems, but also can efficiently restrain the noise interference by adjusting fusion weight with changing of sensor signals. Moreover, the proposed method can be used in a nonlinear stochastic system with an unknown random bias. Finally, the experimental results show that the proposed method can efficiently estimate underwater target state without the noise prior information, and can evidently improve the state estimates precision of the underwater moving target by adjusting the weight factor despite noise-related.
