Abstract. We construct integral operators Rr and Hr on a regular q-pseudoconcave CR manifold
Introduction.
Let M be a CR submanifold in a complex n -dimensional manifold G such that for any z ∈ M there exist a neighborhood V ∋ z in G and smooth real valued functions {ρ k , k = 1, . . . , m (1 < m < n − 1)} on V such that M ∩ V = {z ∈ G ∩ V : ρ 1 (z) = · · · = ρ m (z) = 0},
In this paper we continue the study of regularity of the operator∂ M on a submanifold M satisfying special concavity condition. In [P] we considered solutions of the∂ M equation with an L ∞ right hand side. Here we prove sharp estimates in a special Lipschitz scale.
Before formulating the main result we will introduce necessary notations and definitions. The CR structure on M is induced from G and is defined by the subbundles
where CT (M) is the complexified tangent bundle of M and the subbundles T ′′ (G) and T ′ (G) = T ′′ (G) of the complexified tangent bundle CT (G) define the complex structure on G.
We will denote by T c (M) the subbundle
. If we fix a hermitian scalar product on G then we can choose a subbundle N ∈ T (M) of real dimension m such that T c (M) ⊥ N and for a complex subbundle N = CN of CT (M) we have
We define the Levi form of M as the hermitian form on
where L z ρ(ζ) is the Levi form of the real valued function ρ ∈ C 4 (D) at the point z:
For a pair of vectors µ = (µ 1 , . . . , µ n ) and ν = (ν 1 , . . . , ν n ) in C n we will denote µ, ν = n i=1 µ i · ν i . For a unit vector θ = (θ 1 , . . . θ m ) ∈ ReN z we define the Levi form of M at the point z ∈ M in the direction θ as the scalar hermitian form on CT c z (M) θ, L z (M) = −L z ρ θ (ζ), where ρ θ (ζ) = m k=1 θ k ρ k (ζ). Following [H2] we introduce the notion of a q-pseudoconcave CR manifold. Namely, we call M q-pseudoconcave (weakly q-pseudoconcave) at z ∈ M in the direction θ if the Levi form of M at z in this direction θ, L z (M) has at least q negative (q nonpositive) eigenvalues on CT c z (M). We call M q-pseudoconcave (weakly q-pseudoconcave) at z ∈ M if it is q-pseudoconcave (weakly q-pseudoconcave) in all directions.
We call a q-pseudoconcave CR manifold M by a regular q-pseudoconcave CR manifold (cf. [P] ) if for any z ∈ M there exist an open neighborhood U ∋ z in M and a family E q (θ, z) of q-dimensional complex linear subspaces in CT c z (M) smoothly depending on (θ, z) ∈ S m−1 × U and such that the Levi form θ, L z (M) is strictly negative on E q (θ, z).
Following [S] we define spaces Γ β (M) for 0 < β < 2 with the norm
where the sup is taken over all curves x : [0, 1] → M such that |x ′ (s)|, |x ′′ (s)| ≤ 1,
We introduce spaces Π a (M) for positive a = p + α with p ∈ Z and 0 < α < 1 by saying that function h ∈ Π a (M) if 
For a differential form g = I,J g I,J (z)dz I ∧ dz J with |I| = k and |J| = r we say that g ∈ Π a (k,r) (M) if g I,J ∈ Π a (M). The following theorem represents the main result of the paper. (M) such that R r is bounded and H r is compact and such that for any differential form f ∈ C ∞ (0,r) (M) the equality:
holds.
In [P] the existence of operators R r : L ∞ (0,r) (M) → Γ 1 (0,r−1) (M) and H r : L ∞ (0,r) (M) → L ∞ (0,r−1) (M), satisfying (3) was proved. Barrier functions Φ(ζ, z) used in [P] allow to prove compactness of H r only for 1 ≤ r < q − m + 1, not for 1 ≤ r < q as it is mistakenly stated in the Proposition 6 of [P] .
Here we use different barrier functions, which are closer to the barrier functions in [AiH] and have such a property that corresponding "Cauchy terms" in the integral formulas disappear for 1 ≤ r < q.
A version of the main theorem for q-pseudoconvex hypersurfaces (m = 1) and spaces Γ a (M) with a ≥ 0 was proved by G. B. Folland and E. M. Stein in [FS] (cf. also [H1] ).
For q-pseudoconcave manifolds of codimension higher than one I. Naruki in [Na] using KohnHormander's method constructed bounded operators R r :
Then in [H2] and [AiH] with the use of explicit integral formulas bounded operators R r :
were constructed on a q-pseudoconcave CR manifold of higher codimension for the forms of type (0, r) with r < q or r > n − m − q.
Existence of a solution f of equation∂
(0,r) (M), 0 < α < 1 and M -quadratic q-pseudoconcave CR manifold was obtained in the paper [BGG] by R. Beals, B. Gaveau and P.C. Greiner.
Author thanks G. Henkin for helpful discussions.
2. Construction of R r and H r .
For a vector-valued function η = (η 1 , . . . , η n ) we will use the notation:
If η = η(ζ, z, t) is a smooth function of ζ ∈ C n , z ∈ C n and a real parameter t ∈ R p satisfying the condition
or, separating differentials,
Also, if η(ζ, z, t) satisfies (4) then the differential form ω ′ (η) ∧ ω(ζ) ∧ ω(z) can be represented as:
where ω ′ r (η) is a differential form of the order r in dz and respectively of the order n − r − 1 in dζ and dt. From (5) and (6) follow equalities:
and
where the determinant is calculated by the usual rules but with external products of elements and the position of the element in the external product is defined by the number of its column. Let U be an open neighborhood in G and U = U ∩ M. We call a vector function
by strong M-barrier for U if there exists C > 0 such that the inequality:
holds for (ζ, z) ∈ U \ U × U, where
According to (1) we may assume that U = U ∩M is a set of common zeros of smooth functions {ρ k , k = 1, . . . , m}. Then, using the q-concavity of M and applying Kohn's lemma to the set of functions {ρ k } we can construct a new set of functionsρ 1 , . . . ,ρ m of the form:
with large enough constant A > 0 and such that for any z ∈ M there exist an open neighborhood U ∋ z and a family E q+m (θ, z) of q + m dimensional complex linear subspaces in C n smoothly depending on (θ, z) ∈ S m−1 ×U and such that −L zρθ is strictly negative on E q+m (θ, z) with all negative eigenvalues not exceeding some c < 0.
To simplify notations we will assume that the functions ρ 1 , . . . , ρ m already satisfy this condition.
Let E ⊥ n−q−m (θ, z) be the family of n − q − m dimensional subspaces in T (G) orthogonal to E q+m (θ, z) and let a j (θ, z) = (a j1 (θ, z), . . . , a jn (θ, z)) for j = 1, . . . , n − q − m be a set of C 2 smooth vector functions representing an orthonormal basis in
we construct the form
is strictly positive definite in w for (θ, z) ∈ S m−1 × U.
Then we define for ζ, z ∈ U \ U × U:
with
To prove that P i (ζ, z) is a strong M-barrier for some U ∋ z we consider the Taylor expansion of ρ k for k = 1, . . . , m :
Then we obtain for some U and (ζ,
which implies the existence of an open neighborhood U ∋ z in C n , satisfying (9). Denoting A j (ζ, z) := A j (θ(ζ), z, ζ − z) we obtain the following equalities that will be used in the further estimates∂
where
In our description of local integral formulas on M and in the future estimates we will also need the following notations.
We define the tubular neighborhood G ǫ of M in G as follows:
For a sufficiently small neighborhood U ∈ G we may assume that functions
have a nonzero jacobian with respect to Reζ i 1 , . . . , Reζ im , Imζ i 1 , . . . , Imζ im for z, ζ ∈ U. Therefore, for any fixed z ∈ U these functions may be chosen as local C ∞ coordinates in ζ. We may also complement the functions above by holomorphic functions w j (ζ) = u j (ζ) + iv j (ζ) with j = 1, . . . , n − m so that the functions
represent a complete system of local coordinates in ζ ∈ U for any fixed z ∈ U.
The following complex valued vector fields on U for any fixed z ∈ U
represent a basis in CT (M) with vector fields W i,ζ (z) being a basis in T ′ (M) and W i,ζ (z) a basis in T ′′ (M). We denote
We need also to consider local extensions of functions and forms from U = U ∩ M to U. To define appropriate functional spaces on these neighborhoods we consider fibration of U by the manifolds U ∩ M(δ 1 , . . . , δ m ) where
Then we define spaces Π a {ρ}, U(ǫ) of functions on U(ǫ) = G ǫ ∩ U in the same way as Π a (U) using the distribution T c (M(δ 1 , . . . , δ m )) in T (G). Namely, we define
. We introduce a local extension operator for U(ǫ) and
which we define by extending all the coefficients of the differential form identically with respect to ρ 1 , . . . , ρ m in U. From the construction it follows that E U satisfies the following estimate
The following proposition provides local integral formula for∂ M .
Proposition 2.1. Let M ⊂ G be a C ∞ regular q-concave CR submanifold of the form (1) and let U be an open neighborhood in G with analytic coordinates z 1 , . . . , z n .
Then for r = 1, ..., q − 1 and any differential form g ∈ C ∞ (0,r) (M) with compact support in U the following equality
holds, where (10) and pr M denotes the operator of projection to the space of tangential differential forms on M.
We omit the proof of proposition 2.1 because it is completely analogous to the proof of formula (13) for another barrier function in [P] .
Given above definitions of spaces Π a {ρ}, U(ǫ) and of the extension operator E U depend on the choice of functions ρ 1 , . . . , ρ m . But we notice (cf. [P] ) that the operators R r and H r are independent of the choice of functions ρ 1 , . . . , ρ m and of extension operator E U .
To construct now global formula on M we consider two finite coverings { U ι ⊂ U ′ ι } of G and two partitions of unity {ϑ ι } and {ϑ ′ ι } subordinate to these coverings and such that ϑ ′ ι (z) = 1 for z ∈ supp(ϑ ι ).
Applying proposition 2.1 to the form ϑ ι g in U ′ ι we obtain
Multiplying the equality above by ϑ ′ ι (z) and using equalities
Adding equalities (14) for all ι we obtain Proposition 2.2. Let M ⊂ G be a C ∞ regular q-concave compact CR submanifold of the form (1).
Then for r = 1, ..., q − 1 and any differential form g ∈ C ∞ (0,r) (M) the following equality
holds, where
3. Boundedness of R r .
From the construction of operator R r we conclude that in order to prove necessary estimates for operator R r it suffices to prove these estimates for operator R r . In the proposition below we state necessary estimates for operator R r .
Proposition 3.1. Let a = p + α with 0 < α < 1, M ⊂ G be a C ∞ regular q-concave CR submanifold of the form (1) and let g ∈ Π a (0,r) (M) be a form with compact support in U = U ∩M. Then operator R r , defined in (13) satisfies the following estimate
with a constant C independent of g.
In our proof of proposition 3.1 we will use the approximation of R r by the operators
when ǫ goes to 0. Using equality (12) we obtain the following representation of kernels of these integrals on
where i is an index, J = ∪ 8 i=1 J i is a multiindex such that i ∈ J, a (i,J) (t, ζ, z) and b (i,J) (t, ζ, z) are polynomials in t with coefficients that are smooth functions of z, ζ and θ(ζ), and λ i,J r−1 (ζ, z) and γ i,J r−1 (ζ, z) are defined as follows:
dz ,
In the proof of the boundedness of operators R r we will need to know the differentiability properties of integrals with kernels λ i,J r−1 (ζ, z) and γ i,J r−1 (ζ, z). In the lemmas below we prepare necessary tools.
We introduce kernels
where I = ∪ 5 j=1 I j and I j for j = 1, . . . , 5 are multiindices such that I 1 contains m indices, I 2 , I 3 contain n indices, I 4 ∪I 5 contains m−1 indices, |I 4 |+|I 5 | = m−1, and {ρ(ζ)
For kernels K I d,h we introduce the following notation
In two lemmas below we describe smoothing properties of kernels
and let g(ζ, z, θ, t) be a smooth form with compact support in
) and a vector field
such that D| U ∈ CT (M) the following equality holds
where c {S,a,b} (ζ, z, t), c {L,i,e,k} (ζ, z, t) are C ∞ functions of ζ, z, θ(ζ), t, vector field D ζ is defined as
Proof. To prove the lemma we represent the integral from the left hand side of (21) as
To transform the second term of the right hand side of (24) we apply integration by parts and obtain
with kernels K S a,b satisfying (22). To transform the third term of the right hand side of (24) we will use the estimates below that follow from the definitions of F (k) (ζ, z) and A(ζ, z) and from the fact that
Applying operators D z and D ζ to K I d,h (ζ, z) and using estimates (25) we obtain
with kernels K S a,b satisfying (22). From estimates (25) we conclude that the first two terms of the right hand side of (26) can be represented as linear combinations with
and therefore
Then corresponding integrals can be represented in the form
with kernels K S d,h+1 satisfying (22). The third term of the right hand side of (26) we represent as
with kernels K S a,b satisfying (22). Applying integration by parts to the corresponding integrals and using the third estimate from (25) we obtain
with kernels satisfying (22) and (23).
Lemma 3.3. Let U = U ∩M be a neighborhood with Φ(ζ, z) constructed in (10), U(ǫ) = U ∩M ǫ and let g(ζ, z, θ, t) be a smooth form with compact support in
such that D| U ∈ CT c (M) the following equality holds Proof. We prove the lemma by induction with respect to k. The statement of the lemma for k = 1 is a straightforward corollary of lemma 3.2.
To prove the step of induction we assume that equality (27) holds for k. To prove it for k + 1 we apply D c k+1,z to the right hand side of (27). To apply D c k+1,z to a term with a kernel K L e,m
we simply apply the differentiation to the kernel. Using estimate
we conclude that after differentiation D c k+1,z of the kernel K L e,m the only possible changes in indices are 
with kernels K S a,b satisfying conditions (22). To apply D c k+1,z to a term with kernel K S a,b we use lemma 3.2 and obtain
The following two simple lemmas will be used in the further estimates.
Lemma 3.4. Let M be a generic CR submanifold in the unit ball B n in C n of the form:
where {ρ k }, k = 1, . . . , m (m < n) are real valued functions of the class C ∞ satisfying
Then for any point ζ 0 ∈ M there exists a neighborhood V ǫ (ζ 0 ) = {ζ : |ζ − ζ 0 | < ǫ} such that for any n ≥ s > n − m and p > 2n − s − m the following representation holds in V ǫ :
with g
of the class C ∞ (V ǫ ).
Lemma 3.5. Let
2 we obtain:
Proof of proposition 3.1.
According to (17) in order to prove the statement of the proposition it suffices to prove the estimates
with constant C independent of g and ǫ.
Using estimates
for the terms of determinants in (19) and (20) and applying lemma 3.4 to the differential form
we obtain representations
Multiindices I i for i = 1, . . . , 5 and indices d, h in (32) satisfy the conditions
Multiindices I i for i = 1, . . . , 5 and indices d, h in (33) satisfy the conditions
Using representations (32) and (33) we reduce the problem of proving (30) to each term
,h (ζ, z) of the right hand sides of these representations.
To further reduce the proof of (30) using lemmas 3.2 and 3.3 we will prove that only the case 0 < a < 2 has to be considered. Lemma 3.6. Statement of proposition 3.1 follows from the corresponding statement for 0 < a < 2. Namely, for the proof of estimates (30) it suffices to prove that for 0 < α < 1
for the kernels K Proof. Let us fix a = p + α. As follows from the definition of spaces Π a+1 in order to prove proposition 3.1 we have to prove that (a) for any set of tangent vector fields
with constant C independent of g. Let us fix k, s ∈ Z + ∪ {0} such that 2k + s = p + 1 and k, s = 0. At first we apply an operator
using lemmas 3.2 and 3.3.
Then we obtain a representation
with the same notation as in (27) and kernels K S a,b and K L e,m satisfying (22) and (23) respectively. We notice that according to the assumption of proposition 3.1 we have
We apply a differentiation D z once more to terms in the first sum of (37) using lemma 3.2 and represent the result as
with kernels K I d,h satisfying (22) and
. We apply a differentiation D c z once more to terms of the second sum of (37) differentiating kernels K L e,m and using the same arguments as in the proof of lemma 3.3 we represent the result as
with kernels K I d,h satisfying (22) and (38), (39) and (40) we conclude that in order to prove the statement of proposition 3.1 for k, s ∈ Z + such that 2k + s = p + 1 it suffices to prove (36) for the kernels
obtained from λ i,J r−1 and γ i,J r−1 after application of lemmas 3.2 and 3.3. Analogous arguments show that in the case s = 0 or k = 0 and 2k + s = p + 1 estimates (36) are also sufficient. Namely, in the case s = 0 after application of lemma 3.2 k − 1 times we obtain the right hand side of equality (40) and in the case k = 0 we use lemma 3.3 for s − 2 differentiations D c z and then equality (40) for kernels K L e,m . For k, s ∈ Z + ∪ {0} such that 2k + s = p and s = 0 we apply an operator
and use lemmas 3.2 and 3.3.
with kernels K S a,b and K L e,m satisfying (22) and (23) respectively, and
Applying one more differentiation D c to terms of the second sum of (41) by differentiating kernels K L e,m we conclude that in the case of k, s ∈ Z + ∪ {0} such that 2k + s = p estimates (36) are also sufficient.
We will prove estimates (36) as a corollary of two lemmas below.
Lemma 3.7. Let 0 < α < 1, g ∈ Γ α (U) be a function with compact support and g ∈ Γ α {ρ}, U(ǫ 0 ) its extension. Let K S a,b satisfy conditions
with C independent of g and ǫ.
Proof. From the definition of spaces Π a we conclude that statement of the lemma would follow from inclusions
We start with inclusion f ǫ ∈ Λ 1+α 2 (U). For w ∈ U and arbitrary δ > 0 we introduce neighborhoods
with constants c, C > 0 independent of w, z and δ. Then we represent f ǫ (z) for z such that |z − w| ≤ δ as
Applying lemma 3.2 to the first term of the right hand side of (43) we obtain
Then applying formula
we obtain
Applying lemma 3.5 to the last term of the estimate above we have
which shows that the first term of the right hand side of (43) is in Λ 1 (U). For the second term of the right hand side of (43) we have
where we again used lemma 3.5 and the estimate
For the third term of the right hand side of (43) using estimates
and lemma 3.5 we obtain (U(ǫ)\W (w,ǫ,
Representation (43) together with the estimates above show that
uniformly with respect to ǫ.
To complete the proof of the lemma we have to prove that
where differentiation D c ∈ CT c (M) and
To prove these estimates we use the following representation
Applying lemma 3.3 to the first term of (46) and using lemma 3.5 we conclude that
and therefore the first term of the right hand side of (46) is in Γ α (U). Thus statement of the lemma is now reduced to the proof of estimates (45) for
We will prove the first estimate from (45) for (47). Proof of the second one is analogous with a few changes that we will point out.
For w ∈ U and arbitrary δ > 0 we introduce neighborhoods
with c < c ′ and such that if |z − w| ≤ δ and there exists a curve x : [0, 1] → M satisfying (2) with x(0) = w and x(1) = z then
with c, c ′ , C > 0 independent of z, w, δ.
We also introduce a function φ w (ζ) ∈ C ∞ ( U \ U) such that 0 ≤ φ w (ζ) ≤ 1 and
Then for fixed w ∈ U and z ∈ U such that |z − w| ≤ δ and such that there exists a curve x : [0, 1] → M satisfying (2) with x(0) = w and x(1) = z we consider the following representation for integral in (47)
To estimate integrals in the right hand side of (50) we use estimate
for k = 1, . . . , m and obtain a representation
Then for the first two integrals of the right hand side of (50) using representation (52) with kernels satisfying conditions (53) and lemma 3.5 we obtain
To estimate the third integral of the right hand side of (50) we represent it as
For the first integral of the right hand side of (54) we use representation (52) with kernels satisfying (53) and estimate
for k = 1, . . . , m and ζ ∈ U(ǫ) \ W (w, ǫ, δ). Then using lemma 3.5 we obtain
To obtain necessary estimate for the second integral of the right hand side of (54) it suffices to prove the following estimate
Applying integration by parts and arguments from the proof of lemma 3.2 we represent the last integral as
and kernels K L e,b satisfying
For the second term of the right hand side of (57) using lemma 3.5 and conditions (42) we obtain
For the third term of the right hand side of (57) we obtain the following estimate
where we used properties of the function φ, lemma 3.5 and conditions (42). We obtain the same estimate for the integrals of the fourth term of the right hand side of (57) if we use the inequality
conditions (58) and estimate |gradφ w (ζ)| = O 1/δ 2 . This completes the proof of the first estimate from (45) for the integral in (47). The only change that is necessary in this proof in order to make it work for the second estimate from (45) is the replacement δ → √ δ. Namely, instead of the neighborhoods W (w, ǫ, δ) and W ′ (w, ǫ, δ) we have to consider
with c < c ′ and such that if |z − w| ≤ δ then
Instead of function φ w we have to consider a function ψ w ∈ C ∞ U \ U such that 0 ≤ ψ w (ζ) ≤ 1 and
Accordingly, all the estimates should be changed with estimate (55) replaced by estimate (44).
Before proving the second estimate from (36) we will introduce additional notations. Let Y 1 , . . . , Y m , U 1 , . . . , U n−m , V 1 , . . . , V n−m be tangent vector fields on U such that for ζ ∈ U
For z ∈ U we define a diffeomorphism of a small neighborhood of the origin V z ∈ T z (G) onto the neighborhood U by the formula
where e z (x, y, u, v)(t) is a solution of the system of differential equations
with initial condition e z (x, y, u, v)(0) = z.
, representation (52) with kernels satisfying (53) and lemma 3.5 we obtain the estimate
For the second integral in the right hand side of (65) we consider representation
Then for the first term of the right hand side of (67) using representation (52) with kernels satisfying (53), estimates (44) and (66) and lemma 3.5 we obtain
For the second term of the right hand side of (67) we use representation Then for the first term of the right hand side of (70) using estimates (44), (71) and lemma 3.5 we obtain 
For the second term of the right hand side of (75) using representation (52) with kernels satisfying (53), estimates (44), (74) and lemma 3.5 we obtain × D This concludes the proof of inclusion D c D c f ǫ ∈ Γ α (U). The proof of inclusion Df ǫ ∈ Γ α (U) is completely analogous because kernels D c(ζ, z, t)K S a,b (ζ, z) admit representation (79) with indices satisfying inequalities (86).
In order to prove applicability of lemmas 3.7 and 3.8 to the kernels obtained from λ i,J r−1 and γ i,J r−1 after applications of lemmas 3.2, 3.3 we have to prove relations (42) for these kernels. But according to lemmas 3.2, 3.3 expressions in the left hand sides of these relations don't increase under transformations from these lemmas. Therefore it suffices to prove relations (42) for the original kernels K I d,h (ζ, z) satisfying conditions (34) and (35). Second condition from (42) is always satisfied for the indices satisfying (34) as can be seen from the inequality
where we used lemma 3.4 and relations (89) is also satisfied for the indices defined by (35). First condition from (42) is not satisfied for all kernels K I d,h (ζ, z). But in the lemma below we show that if this condition is not satisfied then the corresponding term of the integral formula for R r (ǫ) does not survive under the limit when ǫ → 0. 
Proof. We use inequality
which is a corollary of definitions of k(K), h(K) and l(K) and equality
From the condition of the lemma and inequality (90) Multiindices of φ i,J r and ψ i,J r satisfy the following conditions |J 1 | + |J 2 | + |J 3 | = n − r − 1,
therefore, if r < q then |J 3 | = n − r − 1 − |J 1 | − |J 2 | ≥ n − r − m > n − q − m, which is impossible.
