Large eddy simulation techniques offer a wealth of valuable information for engineering design purposes, but in many cases the required mesh resolution is prohibitive. Combining the dynamic LES procedure with unstructured mesh adaptivity offers a robust and efficient way of capturing the inhomogeneity and anisotropy of complex turbulent flows. However, this may result in a non-vanishing commutation error due to the filter employed. The inverse Helmholtz filter is used here with a tensor definition of filter width related to the local element size and shape. The formulation, verification and validation of a finite element methodology, designed to yield maximal accuracy from moderate mesh resolution with minimal ad hoc procedures, is described. Results for the 3D backward facing step obtained using the open source CFD code Fluidity are presented. Using adaptive meshing, closer agreement to DNS was obtained compared to fixed meshes while using 60% fewer nodes.
Introduction
As a complement to experiments and RANS simulations, LES has the potential to reduce industrial product development timescales, costs and uncertainties. State-of-the-art large eddy simulation techniques are starting to be applied beyond the idealised constructs of academia and onto problems of genuine industrial relevance [1] . For example, analysis of thermal fatigue, turbulent mixing and buoyancy-driven convection are all accessible through LES.
However, until recently there have been significant barriers to the widespread adoption of LES outside of academia. Conventional LES turbulence models may be non-robust to variations in geometry and meshing, and significant trial and error goes into finding the optimum model/mesh configuration for a given geometry. Uniformly fine meshes, and consequently, long simulation times are de rigeur but adequate computing resources are prohibitively expensive to many industry users.
An efficient use of computational resources is afforded by unstructured adaptive meshing, automatically refining the mesh only where and when it is needed according to local flow conditions [2] . The approach is ideal for complex geometries compared to a structured mesh which can be difficult and time-consuming to create, and the location of important flow features may not be known a priori. To make the most of the mesh refinement the LES filter width can be related to the local mesh size but this introduces commutation errors [3] . The inverse Helmholtz operator was proposed as an ideal filter for this purpose in [4] .
If the LES filter width is placed at the far end of the inertial range of turbulence (by choice of mesh refinement), then the sub-filter-scale (SFS) motions are theoretically isotropic [5] . LES models commonly make this assumption, thus prescribing a fine mesh. The approach taken in this paper, motivated by practical limits on industrial computing resources, is to limit mesh resolution and consign a greater fraction of the turbulent kinetic energy to the SFS scales (similar to the VLES approach [6] ). This can be done without the filter width approaching the integral scale and causing gross modelling errors, although in turbulent boundary layers some parame-2
Turbulence, Heat and Mass Transfer 7
terisation such as wall functions is still required [1] . In simulations of flow across tube bundles, under-resolved LES was found by [7] to be sufficiently accurate for industrial purposes.
While the dynamic LES framework of [8] captures the spatial variations (inhomogeneity) of the SFS scales by means of a spatially-varying coefficient, few attempts have been made to properly account for mesh anisotropy in an LES model. The scale-similarity model [9] used a tensorial 'box' filter on anisotropic Cartesian meshes, and [10] proposed an anisotropy correction factor for Cartesian meshes, but the problem is more difficult on unstructured meshes. A tensorial filter width definition was proposed in [11] to form the basis of a tensor Smagorinsky model with unstructured meshes; good agreement was obtained in bluff body flows with coarse resolution. In this work the tensorial filter width is extended to the dynamic LES framework by incorporating it into the inverse Helmholtz filter operator, as suggested in [4] .
In practical terms, an ideal CFD methodology is one that does not need to be tuned to a particular situation, optimises use of computational resources, captures the inherent inhomogeneity and anisotropy of turbulence and whose accuracy is well quantified. In this work, a tensorial eddy viscosity model is used in the dynamic procedure with a tensorial inverse Helmholtz filter and unstructured mesh adaptivity, which has an enhanced ability to represent anisotropic SFS motions, in an attempt to realise this ideal. Verification and validation have been performed using the finite element code Fluidity; more details on the code can be found in [12] . Results for the 3D backward-facing step are presented.
Model details
The filtered incompressible momentum equation is written
where F are body forces, (. . .) denotes the application of a spatial filter and τ = uu T − u u T is the stress tensor. E c (u, △) is the total commutation error, which has several components; the particular error considered here is E c = ∇(φ) − ∇(φ). The Smagorinsky model, based on the eddy viscosity hypothesis, is well known and often used for the deviatoric stress tensor:
where the constant is usually taken as C S ≈ 0.1 and S is the rate of strain modulus. A common definition of the filter width △ in 3D is the cube root of the element volume V [13] :
Picking a suitable value of the constant is impossible because it is flow-dependent, except in the case of homogeneous, isotropic and stationary turbulence [3] . It is this that the dynamic procedure addresses.
Tensor eddy viscosity model
The tensor eddy viscosity SFS model developed by [11] is a variation of (2) that can be applied consistently to unstructured triangular or tetrahedral meshes with finite element discretisations. The LES filter width △ is redefined as a tensor
where ν T is a tensor eddy viscosity, C S is the Smagorinsky coefficient, △ ij is the element size tensor, h i are the size components in local (element) coordinates. M −1 is a metric tensor calculated as part of the mesh adaptivity algorithm in Fluidity (see [2] ) and the transformation V T ...V is the rotation from local (element) to global (Cartesian) coordinates. The parameter α determines filter width; α = 2 has been reported to provide a better resolution of the highestfrequency resolved scales [5] . Use of the tensor SFS model with the dynamic procedure is investigated.
Dynamic procedure
The concept of the dynamic LES procedure is to derive an SFS stress term from the finest resolved scales. These are elucidated by filtering the velocity field with two filtering operations sequentially [8] . The shortcoming of the Smagorinsky model is addressed by using this extra information to calculate a spatially varying coefficient. The idea actually predates the dynamic model: [9] described the difference between two filtered fields as a natural way to estimate the SFS scales by invoking the scale-similarity assumption and also introduced the idea of a tensorial eddy viscosity.
The first or 'mesh' filter G(u) is usually taken to be an unknown filtering operation implicit in the choice of discretisation and mesh, although it can be an explicit operation on the discrete field. The second or 'test' filter G(u) is an explicit operation on the mesh-filtered field u, resulting in the twice-filtered field u. Whilst the mesh filter may be prescribed, the shape, size and form of the test filter operator must be chosen. Using this notation, two SFS stress tensors are written
where the overbar and tilde are associated with the action of the first and second filter operations respectively. The intermediate turbulent stresses, known as the Leonard tensor, are defined by
Any eddy-viscosity model may be used to model the stress tensors, but in the original form the Smagorinsky model (2) is used. Substituting (2) into (6) and contracting with the rate of strain S ij :
from which the 'constant' C S (now a variable) is derived following the method of [14] . Note that C S can only removed from the filtering operation by assuming it is constant. This mathematical inconsistency has been addressed by [15] and others, but at the expense of model programmability [16] . In simulations C S became oscillatory and unbounded, and either averaging of (7) over homogeneous flow directions or ad hoc 'clipping' of the values of C S was required [17] . Neither is desirable, since they imply non-robustness. In the present approach, the combination of a novel filter and tensor model will be tested to see if it obviates these ad hoc procedures. In order to allow use of the same coefficient C S in both SFS models (6), self-similarity is assumed in the scales of motion in which the first and second cutoff wavelengths lie. That is, both scales lie within the inertial range of the turbulent cascade [18] . Self-similarity depends on two conditions: firstly that the filters are self-similar (in turn requiring knowledge of the shape of the filters), and secondly that a sufficiently fine mesh is used so that most of the turbulent energy is resolved and only the dissipative (homogeneous isotropic) scales are modelled.
The first condition is met thanks to the finding of [19] which was as long as their widths were defined identically, the exact choice of filter did not affect the results of the dynamic LES procedure. Here, the tensorial definition is used for both filters. For practical reasons, it may not be possible to meet the second requirement, especially at high Reynolds number. It is proposed that by building a model with enhanced capability to represent anisotropy in the SFS scales, the mesh resolution requirement can be relaxed without a drastic loss of accuracy. Results from the 3D backward facing step show that this approach is successful.
Filtering
Two approaches to filtering are possible: either implicit filtering on the grid and test filtering with another filter [20] , or explicit filtering using two (known) similar filter kernels [21] . In the research presented in this paper, both approaches have been tested using a differential filter operator.
In the first approach, the shape of the first filter is implicit in the discretisation and one identifies the filter width with the mesh size. The filter width may be scaled up from the mesh size to provide a better representation of the scales at the cut-off point, as recommended by [5] . The second filter is explicit. In the special case of a Cartesian grid with central differencing, the implicit numerical filter is identical to the box filter of width 2△ where △ is the mesh size [20] . In this case, the box filter can be used as the second filter and the scale-similarity assumption is not violated. However, in the case of an unstructured mesh, the numerical filter is not known. Implicit filter kernels have been derived for the finite element method but the analysis is beyond the scope of this paper; see [19] , [22] .
In the second approach, both first and second filters are explicit operations with widths larger than the mesh: △ = α△, △ = β△ and α, β ≥ 1. While this results in extra computational work, it avoids the difficulties of knowing the implicit filter in the discretisation. This latter method was used by [8] in turbulent channel flow and by [23] in dynamic LES of the atmospheric boundary layer with the sharp spectral cut-off filter at both levels.
The inverse Helmholtz filter, introduced by [4] in the context of LES, is defined by the differential equation
where u, u are the unfiltered and filtered fields. The factor 24 makes the second moment the same as that of the Gaussian filter [24] . It was recommended by [25] for use in complex 3D domains on account of its ability to be supplemented with boundary conditions and has been used by e.g. [24] , [26] for a variety of subgrid models. Useful properties are that the correlation between two functions, and the mean of a derivative, are expressible in terms of the resolved scale, and the commutation error converges to zero for constant filter width in the limit △ → 0 [27] .
Here the filter is applied to unstructured anisotropic meshes, as suggested in [4] , by relating the filter width to the mesh size:
ij as in (5) . The commutation error is no longer zero, but is related to the gradient of the spatially varying filter width, so that a smoothly varying mesh size reduces the error [28] . It was also noted in [27] that the commutation error could be expressed in terms of the resolved variable, opening up interesting modelling possibilities. The strong Dirichlet condition u = u and a zero Neumann condition are applied on solid boundaries.
The scalar, or isotropic, filter width (3) has also been used in the inverse Helmholtz operator. It resulted in a less dissipative dynamic LES procedure than the tensor form (5), possibly because the tensor filter's volume (its 2-norm) is larger than the scalar filter volume on the same element. The tensor form is consequently normalised to give the same volume:
Tensor dynamic procedure
Tensor eddy viscosity models have been proposed before: for example the scale-similarity models of [9] and [29] . These models are similar to the dynamic procedure in that they form a stress tensor by repeated application of a filter to the resolved velocity. The current model is broadly similar to these but is simpler than the model of [9] and has a more sophisticated filter width definition.
The tensor eddy-viscosity model (4) is incorporated in the dynamic procedure. First (mesh) filtering is done implicitly by the mesh with an assumed width △ 2 = α 2 △ 2 . The second (test) filtered velocity u is obtained by an explicit filter operation, namely the global solution of the discretised form of equation (9) with the combined filter width
where β is a scale factor between the second filter and the mesh size. This is different to some implementations of the dynamic procedure, as described in [3] , in which β is a scale factor between the second and first filters. Explicit first filtering with the inverse Helmholtz filter was also implemented for comparison purposes. Although the scale-similarity assumption implies that the first and second filters must have similar shapes, it was found that implicit instead of explicit filtering made a negligible difference to the solution and saved computation time. The reason for this may be that the effect of the first filter is only on the information contained in the filtered scales, i.e. the strain rate and Leonard terms in (12) , and not on the filter width definition itself.
Another reason may be that in discretised form the inverse Helmholtz filter is similar to the implicit filter, in which case the first requirement of self-similarity is met. Indeed, to second order accuracy several common filters are identical in discrete form. It is beyond the scope of this paper to address this issue; see e.g. [19] for a detailed analysis.
The dynamic model coefficient, in the least-squares form of [14] is modified to permit a tensor △:
where • indicates a pointwise product. This formulation is mathematically consistent as it preserves the stress-strain alignment of the Smagorinsky eddy viscosity model. With (4) this forms an SFS model capable of representing anisotropic inhomogeneous sub-filter scales on an unstructured mesh.
Boundary Conditions
It is well known that most LES models cause errors near the wall in turbulent boundary layers because the integral scale of the flow becomes very small [1] . Consequently mesh resolution requirements become impractical beyond moderate Reynolds numbers [30] . Wall functions should be used to ensure the correct behaviour but the dynamic procedure may not be grossly inaccurate without them. In the results presented here no wall functions are used in order to isolate the effect of the model. No-normal flow was imposed on the sides of the domain, strong no-slip on the bottom and step, and zero-pressure on the outflow. To generate realistic turbulent inflow conditions, the synthetic eddy method (SEM) of is used [31] . SEM is a statistical reconstruction of a turbulent flow based on prescribed mean, Reynolds stress and lengthscale profiles. For the backward facing step the data was obtained from the DNS data of [32] .
Verification and validation

MMS Tests
The tensor dynamic model has been implemented in the general-purpose CFD code Fluidity. Numerical properties of the methodology have been verified by obtaining convergence of the modelling errors using the method of manufactured solutions (MMS) [33] . A Gaussian bump scalar field φ(x, y) was prescribed on a 2 × 2 square with zero advection. The meshes labelled A-E had 2 3 − 2 7 nodes per side, doubling from one mesh to the next, yielding approximately quadruple the number of elements. The scalar and tensor inverse Helmholtz filters were used to filter the field. Convergence was measured in the L 2 norm over the entire domain. Tests used the P 1 − P 1 continuous Galerkin finite element discretisation so a maximum of second-order convergence is expected. Figures 1 (a) -(c) show the convergence rate of |φ − φ|, the commutation error E c = |∇(φ) − ∇(φ)|, and convergence rate of the commutation error for both filters and both structured and unstructured tetrahedral meshes. On structured meshes the filtered field convergence rate tends to second order and the commutation error also converges at close to second order. On unstructured meshes the convergence rate is lower but tends towards second order as the mesh is refined. The commutation error convergence rate is much lower but still positive. The errors are sensitive to the meshing algorithm employed (advancing front was used here).
Figure (b) shows that the isotropic filter commutation error is consistently smaller than its anisotropic counterpart. The anisotropic filter width definition results in almost identical behaviour to the classic isotropic filter width definition, albeit with a slight increase in the commutation error. However, the use of either filter on unstructured meshes presupposes careful consideration of mesh design to improve smoothness. 
Backward facing step
Validation has been carried out using the 3D backward-facing step at Re = 5100, which is a valuable proving-ground for turbulence models for several reasons. Most importantly, there exists high-quality benchmark data from the DNS study of [34] . Secondly, the length of the separated eddy behind the step is a sensitive model performance indicator. Thirdly, the turbulence generated by the step is inhomogeneous and anisotropic. The influence of the filter shape, filter size ratios, limiting C S and using an implicit or explicit first filter on several diagnostics are investigated.
Results using fixed and adaptive meshes are presented. The fixed mesh has an approximately uniform edge length of 0.125 and 596,000 nodes. The adaptive meshes vary from one simulation to another but the maximum number of nodes was approximately 235,000 and the edge lengths were approximately constrained to the range 0.05-1.0. Figure 2a shows an instance of an adaptive mesh with edge lengths 0.01-1.0. The adaptivity algorithm in Fluidity adjusts the mesh resolution locally to meet an interpolation error requirement on the velocity field (see [2] for further details). Turbulent inflow conditions were provided by the synthetic eddy method (SEM) [31] which interpolated the data of [34] . A strong no-slip condition was applied on the bottom, and a region of absorption was defined near the outflow to reduce the chance of turbulent flow re-entering the domain and causing the solver to blow up. On adaptive meshes no-normal-flow conditions were 8 Turbulence, Heat and Mass Transfer 7 specified on the sides while the fixed mesh had periodic boundary conditions in the spanwise direction. Discretisation was by the continuous Galerkin finite element method with piecewise linear function spaces for velocity and pressure (p1p1-CG).
Simulations were run on the CX1 cluster at Imperial College London using 16-32 processors and 150 hours of run-time (≈ 500 seconds of simulated time). Predictions of reattachment length, mean and Reynolds stress profiles were compared to DNS data of [34] and dynamic LES data of [35] (which used a stretched Cartesian mesh of 148 × 72 × 20 (213,120) nodes with finite volume discretisation and the dynamic model of [14] in which C S was stabilised by averaging and clipping C S ≥ 0). Table 1 lists the reattachment length (R L ) predictions. R L was calculated by finding the point at which the velocity changed direction along several parallel lines close to the bottom, and taking the average value. Even after spanwise averaging the instantaneous reattachment point fluctuated greatly, and the results below are time averages. The adaptive results are better than those from the fixed periodic mesh indicating that a fine near-wall mesh is important to resolve the dynamics there. However, no-normal-flow side boundary conditions (used on adaptive meshes) have been found to exert a slight drag compared to periodic conditions (used on the fixed mesh). The effect on the results presented has not been fully quantified. Implementation of periodic boundary conditions with parallel mesh adaptivity is under way in Fluidity and will improve modeling capabilities. In terms of model parameters, the closest predictions are from models with α = 1 and explicit filtering makes little difference. Figure 3 shows the mean velocity profiles obtained with adaptive meshing and isotropic filter, and Figure 4 the anisotropic filter results. All results used an implicit first filter. There is little difference between the isotropic and anisotropic models, although the anisotropic model is slightly more dissipative. Setting α = 1 greatly improves the predictions of both the isotropic and anisotropic models, suggesting that the filter width is more important than the filter shape in determining model dissipation. One reason for the observed insensitivity to the filter shape could be that although the mesh is adaptive, the elements in it are still fairly isotropic.
Figures 3 and 4 also show results in which the upper limit on C S has been removed. This makes no difference compared to the equivalent limited isotropic case, but in the anisotropic case it makes the model more dissipative: removing the limit only makes C S grow larger. These results imply that the isotropic model is more robust as it does not require limiting of the coefficient to make it stable. The anisotropic model is inclined to make the coefficient, and therefore the eddy viscosity, too large so the definition of the filter width may need to be revised. Figure  4 also shows results from the fixed mesh with the anisotropic filter and α = β = 2. The profile is comparable to the equivalent adaptive run, indicating that the poorer R L predictions on the fixed mesh are probably due to insufficient wall resolution, and that adaptive meshing with far fewer elements can capture the flow profile.
Other results using an explicit first filter showed no difference compared to using the filter implicit in the discretisation. This suggests that the procedure is insensitive to the filter shape, which is consistent with the above results, and also with the findings of [19] provided that the filter definition is used 'consistently' throughout the implementation. It is also possible that the implicit filter is similar to the inverse Helmholtz filter, at least to the second order accuracy of the p1p1-CG discretisation.
Figures 5a and 5b show the Reynolds stresses from the runs in Figures 3 and 4 . Profiles were taken from the centre of the domain at a distance x/h = 4 behind the step where h is the step height. All are comparable to the results from [35] but the best are with no turbulence model and with α = β = 1. The plots show some lack of smoothness which is due to the relatively short time averaging period of around 7 − 10 flow-through periods (N.B. averaging was begun after reaching statistical steady state). The gradients near the wall are poorly represented and would benefit from reducing the minimum mesh size in the adaptivity algorithm. 
Conclusions
A novel tensor dynamic LES procedure has been implemented and tested in the 3D backward facing step. Reattachment length predictions using the isotropic filter on adaptive meshes come within 4% of benchmark DNS data, and using the anisotropic filter within 7%. The combination of dynamic LES with unstructured mesh adaptivity improved upon the fixed-mesh results while using 60% fewer nodes, although this is partly because of superior near-wall resolution. The main positive effect on model accuracy is from setting the filter width parameter α = 1, whereas the shape -scalar vs. tensor -made less difference.
Using an explicit first filter to satisfy the first condition of scale-similarity -the first and second filters having similar shapes -did not significantly affect the results, confirming the finding of [19] that ensuring the mesh and test filters are similar is not necessary. Removal of the upper limit on the Smagorinsky coefficient did not change the outcome when using the scalar filter indicating that the model is robust. The anisotropic filter's over-dissipative nature was enhanced when the limit was removed.
Work is continuing in an attempt to realise a robust parameter-free LES model which has great potential for reducing computational effort for complex industrial problems. For example, it may be possible to remove the ad hoc stability constraint C S ≥ 0. It also remains to be seen whether the anisotropic filter definition is superior on highly stretched meshes where a single value filter width cannot be fitted satisfactorily to high-aspect-ratio elements. More rigorous accuracy and reliability tests are also required. 
