Straw man solution 1: really good text mining tools. Software text mining has come a long way and is actually pretty good; if you know that you want an article about subjects X and Y but not Z, modern data mining utilities can reliably retrieve every single article in every available database matching that description. There are ongoing efforts to make these tools cleverer using natural-language processing to evaluate the semantic relationships between the entities mentioned within an article in order to improve the quality of search results. But no matter how finely we hone these tools, they can do little to help us sort through the large number of descriptively similar papers pertaining to our original interests in X and Y but not Z. Which ones should I read? Which ones should I delete? Simply, which ones are 'best'?
The reason why search tools ultimately can't help us with this question is that quality isn't a straightforward function of a document's text content. The quality is in there, certainly, but it's latent until evaluated by a human mind. Unfortunately, we're confronted with a large amount of literature and we're trying to save time, so reading every paper in order to figure out which papers to read is a non-starter. Instead, we want to quickly and easily access this 'latent content' about a paper's quality before we devote a precious aliquot of our scarce time to reading it closely.
One way to discriminate among apparently similar objects is to rely on the experience of others. Search engines like Google make a good start at doing just that: search rank is based on linkage, so it potentially represents a measure of how useful others have found a document in the past. This need not be the case, however; other users may have linked to a document for reasons other than its high quality. Furthermore, as with citations, links take a long time to accumulate. How might we best harness other people's assessments and behavior in something approaching real time? One possibility would be to allow others to spend a good deal of their own time to filter the literature within a field and share their opinions with the world.
Straw man solution 2: blogs. A lioness doesn't bother eating individual blades of grass -she lets the antelopes do that drudgery, and then she eats the antelopes. It is similarly tempting to assign the post-filtering task to hordes of enthusiastic volunteers -intrepid, pajama-clad souls, armed only with keyboards and search engines, who would wade through the jungle of the literature and return to us only the choicest prizes. But this is a fantasy. For bloggers to provide an efficient and efficacious post-filter service, they would have to meet an imposing list of qualifications: sufficiently well-trained to make wise judgments about the papers most worthy of attention; sufficiently idle to have nothing better to do than read papers all day; free of idiosyncrasy or agenda that might bias their choices; and willing to work continuously for free. (In other words, there won't be 'hordes' .) Add to that the need for competition between bloggerscomparative prestige being the coin of that murky realm -and soon we'll find ourselves combing through myriad blogs in order to make sure we're reading the best one. And then we'll write a column about the need to post-filter the blogosphere.
Let's consider another approach. An Amazon for science publishing? Consider shopping on Amazon.com for a common appliance, for which many nearly equivalent options are available. After a simple query, we can see all the options (at this point in the analogy, we're exactly where our top-of-the-line text mining script would have gotten us), but we can also see the reactions of previous customers. The alternatives are ranked, and the rankings are backed up by prose descriptions of buyer experiences. We're also treated to richer information about other people's behavior, e.g. other items that they browsed or purchased after evaluating the item that we're now pondering for ourselves. The crowd is post-filtering the options; their aggregate actions reveal the latent content about the quality of the
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bicycles, lawnmowers or neck massagers that we might purchase. We just skim their words and make a good decision informed by their past experience.
Could we establish such a system for the literature? Suppose that rich metadata accompanied papers, detailing their classificationquestions asked, methods used, model organism used -as well as information about the reactions of every other reader of that paper. A few days after you download a paper, it asks you some questions about itself, perhaps triggered by your own annotations. (Remember, papers are digital entities; they could be so much more than passive sacks of kilobytes.) 'How would you rank me on a scale of 1 to 10?' 'Was I classified correctly?' 'On the basis of prior reader commentary, the original legend to Fig. 4B was confusing. Did you find the new annotated legends clear?' 'Can you recommend other papers that readers of this paper might find interesting?' With your answers in hand, the paper would 'phone home' and communicate your recorded evaluations, comments and annotations to its mother ship, which in turn would communicate those experiences to every other copy of the paper in the world.
Such massively parallel, bottom-up, user-driven annotation would handsomely meet the need for a post-filter of the literature -far better, certainly, than the straw men we introduced above. Different aspects of the user experience could be distilled into metrics of overall quality or usefulness, which could in turn be used as a filter by other endusers; the reader-improved classification could further increase the likelihood that a given paper would find its ideal audience. Because it relies on human rather than machine intelligence, the approach would not suffer from the limitations of literal-minded text mining tools, which are unable to uncover latent content about the usefulness of a document to human users. Because the effort involved in evaluation and sharing is small compared with the overall effort of reading a paper, individual users would experience only a minimal energy barrier to participation. Furthermore, because of the distribution of effort, the impact of individual idiosyncrasy would be minimal and there would be no risk of a bottleneck when the field's bloggers have to take orals or go on holiday.
By this point, we have certainly given you reason to ask, 'are you crazy?' We ask ourselves the same question. The technology required exists now -leaving aside the science fiction of the solicitous document, a slightly less pushy version of the approach described above could be implemented using a web browser -so there is no technological barrier to adoption. Someone would have to design the system, but as Amazon and other online shopping giants have demonstrated, this is a soluble problem with a lot of the kinks already worked out in the private sector. Granted, individual publishers would have to cooperate, which may seem an insurmountable barrier at first; but, they have already demonstrated their willingness to do so with features like CrossRef, which allows you to follow a chain of references from paper to paper, even across competing presses.
The fundamental question is this: can the wisdom of crowds be exploited to postfilter the literature? If not, is the barrier at the level of the product, or the end-users, or both? Is there something qualitatively different about academic papers, or academicians themselves, that would make it impossible to adapt the ways we have come to signify and communicate the quality of commercial products?
Finally: if we scientists fail to adapt, and to efficiently use the tools that have become available, what will it mean for the future of science communication?
