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Abstract
In this note, we provide the mathematical tools for computing the entries of the Fisher infor-
mation matrix in case of the observations are doubly censored from a Dagum distribution.
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1 Introduction
The Dagum model (Dagum 1977, 1980) has been successfully used in studies on income and wage as
well as wealth distributions (see Kleiber and Kotz (2003) and Kleiber (2007) for an excellent survey
on the genesis and on empirical applications of the Dagum model). In this context, its features have
been extensively analyzed by many authors. Recently, Quintano and D’Agostino (2006) proposed to
model the income distribution in terms of individual characteristics using Dagum distributions with
heterogeneous model parameters. Domma (2007) studied the asymptotic distribution of the maximum
likelihood estimators of the parameters of the right-truncated Dagum model. In recent years, some
authors have used this model or its transformation in different ﬁelds. For example, Domma and
Perri (2009) studied various features of the log-Dagum distribution and applied this distribution in a
ﬁnancial framework to model daily returns of some stocks. Domma et al. (2009) proposed a further
possibility to use the Dagum distribution in the reliability theory. In particular, they studied the
reversed hazard rate, the mean residual life, the mean waiting time function, the variance of random
variables residual life and reversed residual life and their monotonic properties.
In this note, we determine the Fisher information matrix in doubly censored data from the Dagum
distribution. The organization of this note is as follows: in Section 2, we describe the main features
of the Dagum model. Section 3 contains the likelihood function in presence of doubly censored data.
The Fisher Information Matrix is derived in Section 4.
12 The Dagum’s distribution
The random variable T, continuous and non negative, is Dagum distributed if its cumulative distribu-












where θ = (β,λ,δ), and β > 0, λ > 0 and δ > 0. The parameter λ is a scale parameter, while β and
δ are shape parameters. It is well-known that the Dagum distribution has positive asymmetry, it is
unimodal for βδ > 1 and zero-modal for βδ ≤ 1. Moreover, it is easy to verify that the q-th quantile




β − 1)− 1














for δ > r, where B(.,.) is the mathematical function Beta. The probability density function of the

















where Ck = n!








3 Maximum Likelihood Estimation
In this section, MLEs of the parameters β, λ and δ of the Dagum distribution are derived in presence
of doubly censored observations. To this purpose, suppose that the r smallest and n − m largest
observations are censored from a sample of size n by (1). The log-likelihood function, `(θ), of the
































2The maximum likelihood equations are obtained by equating to zero the partial derivatives of `(θ)
with respect to β, λ and δ. These are given by

        
        
∂`(θ)
∂β = − r


























































where ST(t(m+1);θ) = 1 − FT(t(m+1);θ) is the survival function. The system does not admit any
explicit solution, therefore the ML estimates ˆ θn = (ˆ βn, ˆ λn, ˆ δn) can be obtained only by means of
numerical procedures. Under the usual regularity conditions, the well-known asymptotic properties




ˆ θn − θ

d → N (0,Σθ), where Σθ = [I(θ)]
−1 is
the asymptotic variance-covariance matrix and I(θ) is the Fisher Information Matrix, whose entries
will be calculated in next section.
4 Fisher Information Matrix
In order to derive the entries of the Fisher Information Matrix, we preliminarily obtain the second

















































































































































































































































































































































































































































































































































































































































































































































































































with i1,i2,i3,i4,i5,i6 positive integers and for k = r,r + 1,...,m,m + 1. Now, recalling that the pdf
















5where Ck = n!



























λ and δ. Now, putting y =
 























Putting i4 = i5 = 0 and β1 = β













λi1B (β1 − i1,i1 + 1). (6)





















jB (β(k + j),3),
E
(3)










jB (β(k + 1 + j),3),
E
(4)










jB (β(k + 2 + j),3),
E
(9)











jB (β(k + j),2).









{ln(λ)B (β1 − 2,2) + B (β1 − 2,2)[Ψ(β1 − 1) − Ψ(β1 + 1)]−
B (2,β1 − 2)[Ψ(2) − Ψ(β1 + 1)]};





















j {ln(λ)B (β(k + j) − 1,2)+
B (β(k + j),2)[Ψ(β(k + j)) − Ψ(β(k + j) + 2)]−
B (2,β(k + j))[Ψ(2) − Ψ(β(k + j) + 2)]},
6E
(15)











j {ln(λ)B (β(k + j),2)+
B (β(k + j) + 1,2)[Ψ(β(k + j) + 1) − Ψ(β(k + j) + 3)]−
B (2,β(k + j) + 1)[Ψ(2) − Ψ(β(k + j) + 3)]},
E
(16)











j {ln(λ)B (β(k + 1 + j) − 1,2)+
B (β(k + 1 + j),2)[Ψ(β(k + 1 + j)) − Ψ(β(k + 1 + j) + 2)]−
B (2,β(k + 1 + j))[Ψ(2) − Ψ(β(k + 1 + j) + 2)]}.









{ln(λ)B (β1 − 2,3) + B (β1 − 2,1)
[2B (β1 − 2,2){Ψ(β1 − 2) − Ψ(β1)} − B (β1 − 2,3)]}.


















j {ln(λ)B (β(k + 1 + j),3)+
B (β(k + 1 + j),1)[2B (β(k + 1 + j),2){Ψ(β(k + 1 + j))−
Ψ(β(k + 1 + j) + 2)} − B (β(k + 1 + j),3)]},
E
(18)











j {ln(λ)B (β(k + 2 + j),3)+
B (β(k + 2 + j),1)[2B (β(k + 2 + j),2){Ψ(β(k + 2 + j))−
Ψ(β(k + 2 + j) + 2)} − B (β(k + 2 + j),3)]}.

































B (β(k + 1 + j),2){Ψ(β(k + 1 + j)) − Ψ(β(k + 1 + j) + 2)},
7E
(11)












B (β(k + 1 + j),2){Ψ(β(k + 1 + j)) − Ψ(β(k + 1 + j) + 2)}.
















integrating by part (8), the expectation E
(1)
(k) is given by
E
(1)








(k + 1 + j)3.


































n − k − 2
j

{ln(λ)I1 (β(k + 1 + j))+
I3 (β(k + 1 + j)) − I5 (β(k + 1 + j))},
E
(14)







n − k − 1
j

{ln(λ)I1 (β(k + 1 + j))+
I3 (β(k + 1 + j)) − I5 (β(k + 1 + j))},
where the intregral I1(.), I3(.) and I5(.) are given in the Appendix.

































































2 B (β(k + j) + 1,2)+
2ln(λ)I1 (β(k + j) + 1) − 2ln(λ)I2 (β(k + j) + 1)+
I3 (β(k + j) + 1) − 2I5 (β(k + j) + 1) + I4 (β(k + j) + 1)},
E
(6)










2 B (β(k + 1 + j),3)+
2ln(λ)I6 (β(k + 1 + j)) − 2ln(λ)I7 (β(k + 1 + j))+
I9 (β(k + 1 + j)) − 2I8 (β(k + 1 + j)) + I10 (β(k + 1 + j))},
E
(7)










2 B (β(k + 1 + j),2)+
2ln(λ)I1 (β(k + 1 + j)) − 2ln(λ)I2 (β(k + 1 + j))+
I3 (β(k + 1 + j)) − 2I5 (β(k + 1 + j)) + I4 (β(k + 1 + j))},
E
(8)










2 B (β(k + 2 + j),3)+
2ln(λ)I6 (β(k + 2 + j)) − 2ln(λ)I7 (β(k + 2 + j))+
I9 (β(k + 21 + j)) − 2I8 (β(k + 21 + j)) + I10 (β(k + 2 + j))},
where the intregrals I2(.), I4(.), I6(.), I7(.), I8(.), I9(.), and I10(.) are reported in the Appendix.



































































































































[1] Dagum C. (1977). A new model of personal income distribution: speciﬁcation and estimation.
Economie Appliqu´ ee, XXX, pp. 413-437.
[2] Dagum C. (1980). The generation and distribution of income, the Lorenz curve and the Gini
ratio. Economie Appliqu´ ee, XXXIII, pp. 327-367.
[3] Domma F. (2007). Asymptotic distribution of the maximum likelihood estimators of the param-
eters of the right-truncated Dagum Distribution. Communication in Statistics - Simulation and
Computation, 36:6, pp. 1187-1199.
[4] Domma F., G. Latorre and M. Zenga (2009). Reliablity studies of Dagum distribution. Submit-
ted.
[5] Domma F. and Perri P.F. (2008). Some developments on the log-Dagum distribution. Statistical
Methods & Applications, 18, pp. 205-220.
[6] Kleiber C. (2007). A guide to the Dagum distribution. WWWZ Working Paper 23/07,
www.wwz.unibas.ch.
[7] Kleiber, C. and Kotz, S. (2003). Statistical Size Distribution in Economics and Actuarial Sci-
ences. John Wiley & Sons, Inc.




In this section, for p > 0, we report the following expressions




p(1 − z)ln(z)dz = B (p + 1,2)[Ψ(p + 1) − Ψ(p + 3)]




p(1 − z)ln(1 − z)dz = B (2,p + 1)[Ψ(2) − Ψ(p + 3)]





2 dz = B (p + 1,2)

[Ψ(p + 1) − Ψ(p + 3)]
2 +
+Ψ
0(p + 1) − Ψ
0(p + 3)}




p(1 − z)[ln(1 − z)]
2 dz = B (2,p + 1)










p(1 − z)ln(z)ln(1 − z)dz = I(p + 1) − I(p + 2)
where




q ln(z)ln(1 − z)dz = B(q + 1,1){B(q + 1,1)[Ψ(q + 2) − Ψ(2)] − Ψ
0(q + 2)}
for any q > 0, where Ψ(.) and Ψ0 (.) are the digamma and trigamma functions, respectively. More-
over, using the integration by part, we have





2 ln(z)dz = B(p + 1,1){2I1(p + 1) − B(p + 1,3)}





2 ln(1 − z)dz = B(p + 1,1){2I2(p + 2) + B(p + 2,2)}





2 ln(z)ln(1 − z)dz = B(p + 1,1){2I5(p + 2)−
B(p + 1,1)[2I2(p + 2) − B(p + 2,2)] + I1(p + 2)}








(p + 1)3 −
4
(p + 2)3 +
2
(p + 3)3





2 [ln(1 − z)]
2 dz = 2B(p + 1,1){I4(p + 2) + I2(p + 2)}.
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