Sur les paquets d'Arthur de $\mathbf{Sp}(2n,\mathbb{R})$ contenant des
  modules unitaires de plus haut poids, scalaires by Moeglin, Colette & Renard, David
ar
X
iv
:1
80
2.
04
61
1v
4 
 [m
ath
.R
T]
  3
0 J
an
 20
19
SUR LES PAQUETS D’ARTHUR DE Sp(2n,R) CONTENANT DES
MODULES UNITAIRES DE PLUS HAUT POIDS, SCALAIRES
par
Colette Moeglin & David Renard
Re´sume´. — Soit pi un module de plus haut poids unitaire du groupeG = Sp(2n,R). On s’inte´resse
aux paquets d’Arthur contenant pi. Lorsque le plus haut poids est scalaire, on de´termine les pa-
rame`tres de ces paquets, on e´tablit la proprie´te´ de multiplicite´ un de pi dans le paquet, et l’on
calcule le caracte`re ρπ (du groupe des composantes connexes du centralisateur du parame`tre dans
le groupe dual) associe´ a` pi et qui joue un grand roˆle dans la the´orie d’Arthur. On fait de meˆme
pour certains modules de plus haut poids unitaires unipotents σn,k, ou bien lorsque le caracte`re
infinite´simal est re´gulier.
Abstract. — Let pi be an irreducible unitary highest weight module for G = Sp(2,R). We would
like to determine the Arthur packets containing pi. When the highest weight is scalar, we determine
the Arthur parameter of these packets, we establish the multiplicity one property of pi in the packet
and we compute the character ρπ (of the group of connected components of the centralizer of ψ
in the dual group) associated to pi which plays an important role in Arthur’s theory. We also deal
with the case of some unipotent unitary highest weight modules σn,k, or when the infinitesimal
character is regular.
1. Introduction
Soient G = Sp(2n,R) le groupe symplectique re´el de rang n, et K un sous-groupe compact
maximal de G ; il est isomorphe a` U(n). Les modules de plus haut poids unitaires de G ont e´te´
de´termine´s dans [KV78] (voir aussi [EHW83] qui montre qu’il n’y en a pas d’autres). Ils sont
parame´tre´s par des n-uplets de´croissants d’entiers µ = (m1, . . . ,mn), soumis a` certaines condi-
tions (voir the´ore`me 3.1). Notons π(µ) le module de plus haut poids unitaire correspondant ;
son plus haut poids est donne´ par (−mn, . . . ,−m1). Lorsque mn > n (resp. mn = n), π(µ) est
une se´rie discre`te holomorphe (1) (resp. une limite de se´ries discre`tes holomorphes). En ge´ne´ral,
ce sont des repre´sentations unitaires tre`s inte´ressantes et largement e´tudie´es dans la litte´rature.
Elles apparaissent dans de nombreux proble`mes, en particulier dans la the´orie des formes de
Siegel, nous y reviendrons a` la fin de cette introduction.
Pour de´crire le spectre automorphe discret d’un groupe re´ductif H sur un corps de nombres k,
J. Arthur a introduit certains parame`tres ψ et leurs localisations ψv en toute place v de k. Fixons
une place v et posons ψ = ψv. A ce parame`tre doit correspondre un certain paquet fini Π(ψ)
de repre´sentations unitaires du groupe H(kv). Lorsque H(kv) est un groupe classique quasi-
de´ploye´, par exemple un groupe symplectique qui est le cas qui nous inte´resse ici, il de´termine
dans [Art13] ces paquets en les caracte´risant par des identite´s de transfert endoscopique. Notons
A(ψ) le groupe des composantes connexes du centralisateur de ψ dans le groupe dual Ĥ. Dans
le cas des groupes classiques, c’est un groupe abe´lien, et toujours dans ce cas, Arthur associe
a` une repre´sentation π dans le paquet Π(ψ) une repre´sentation de dimension finie ρπ de A(ψ).
1. Avec nos conventions, d’autres diraient antiholomorphe.
Ces repre´sentations ρπ interviennent dans les identite´s endoscopiques et aussi dans les formules
de multiplicite´ globales. On conjecture que ces repre´sentations ρπ sont de dimension un, c’est
la proprie´te´ de multiplicite´ un qui de´ja` e´tablie dans de nombreux cas.
Dans [MRb] et [MRa], nous nous sommes inte´resse´ au cas des places archime´diennes re´elles,
ou` nous avons donne´ des constructions des repre´sentations d’un paquet. Lorsque le parame`tre
ψ est unipotent, le paquet correspondant est e´tudie´ dans [Mœg17] par des me´thodes globales
avec des se´ries theˆta, ce qui localement se traduit par des correspondances de Howe. Les paquets
ge´ne´raux sont obtenus a` partir des paquets unipotents en utilisant l’induction cohomologique
et l’induction parabolique.
Nos buts dans cet article sont, premie`rement, e´tant donne´ un module de plus haut poids
unitaire π(µ) pour G = Sp(2n,R) comme ci-dessus, de de´terminer les paquets d’Arthur Π(ψ) le
contenant. Deuxie`mement, d’e´tablir la proprie´te´ de multiplicite´ 1, et troisie`mement de calculer
le caracte`re ρπ(µ) de A(ψ).
Une condition ne´cessaire e´vidente pour que π(µ) appartienne a` Π(ψ) est que le caracte`re
infinite´simal de ψ soit celui de π(µ), qui est entier. Si mn > n, comme nous l’avons dit, π(µ) est
une se´rie discre`te holomorphe et son caracte`re infinite´simal est de plus re´gulier. Les re´sultats
de [AMR] montrent alors que les paquets Π(ψ) contenant π(µ) sont exactement les paquets
d’Adams-Johnson [AJ87] construits par induction cohomologique, ayant le bon caracte`re infi-
nite´simal et dont la partie unipotente du parame`tre est de dimension 1. Dans la suite, nous sup-
posons donc mn ≤ n. Nous donnons alors une re´ponse comple`te aux questions pose´es ci-dessus
dans trois cas. Premie`rement, lorsque le caracte`re infinite´simal est re´gulier. C’est un cas facile, les
paquets d’Arthur sont alors des paquets d’Adams-Johnson et les re´sultats de´coulent de [AMR],
et [MRb]. Deuxie`mement, lorsque le plus haut poids est scalaire, c’est-a`-dire µ = (m, . . . ,m),
et dans ce cas, on note aussi la repre´sentation correspondante πn(m). Troisie`mement, lorsque
µ est de la forme µ = (k + 1, . . . , k + 1︸ ︷︷ ︸
2k
, k, . . . , k︸ ︷︷ ︸
n−2k
), avec 2 ≤ 2k ≤ n, et l’on note alors σn,k la
repre´sentation correspondante.
Pour pouvoir e´noncer nos re´sultats, nous avons besoin d’introduire quelques notations concer-
nant les parame`tres d’Arthur ψ. Rappelons qu’un tel parame`tre est un morphisme ψ : WR ×
SL2(C)→ LG ve´rifiant certaines proprie´te´s, et ou`WR de´signe le groupe de Weil de R. Ici, comme
G est de´ploye´, on peut prendre LG = Ĝ = SO(2n+1,C), et en composant avec la repre´sentation
standard de SO(2n + 1,C) dans GL(2n + 1,C), on voit ψ comme une repre´sentation de di-
mension 2n+ 1 de WR × SL2(C). Cette repre´sentation est comple`tement re´ductible. Pour tout
a ∈ N×, notons R[a] la repre´sentation alge´brique de SL2(C) de dimension a, et pour tout entier
t strictement positif, notons δt la repre´sentation irre´ductible de WR de dimension 2 qui est le
parame`tre de Langlands de la se´rie discre`te de GL2(R) de caracte`re infinite´simal (t/2,−t/2).
En tenant compte de la condition mentionne´e plus haut sur le caracte`re infinite´simal, on peut
e´crire la de´composition en irre´ductibles de ψ sous la forme :
(1.1) ψ = ψu ⊕ ψd =
(
r⊕
i=1
ηi ⊠R[a
′
i]
)
⊕
 s⊕
j=1
δtj ⊠R[aj ]
 .
Dans la premie`re somme qui constitue la partie unipotente ψu du parame`tre, ηi de´signe un
caracte`re quadratique de WR (le caracte`re trivial que nous notons 1WR ou le caracte`re signe que
nous notons sgnWR), les a
′
i sont impairs et r = 1 ou 3. Dans la deuxie`me somme, qui constitue la
partie discre`te ψd du parame`tre, les tj sont des entiers strictement positifs et tj + aj est impair.
On de´finit a(ψu) = maxi=1,...,r(a
′
i). Notre re´sultat est le suivant (The´ore`me 7.1 du texte).
The´ore`me. — Soient ψ un parame`tre d’Arthur pour G = Sp(2n,R) et m un entier, avec
0 ≤ m ≤ n. On suppose que le caracte`re infinite´simal associe´ a` ψ est celui de πn(m). Alors ψ
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se de´compose comme en (1.1) et le paquet Π(ψ) contient πn(m) si et seulement si l’on est dans
un des cas suivants :
(i) dimψu = 1, 2m > n+ 1, et quels que soient i < j entre 1 et s,[
ti − ai + 1
2
,
ti + ai − 1
2
]
∩
[
tj − aj + 1
2
,
tj + aj − 1
2
]
= ∅,
(ii) ψ s’e´crit
ψ = (sgn
2n+1−a(ψu)
2 ⊠R[a(ψu)])⊕ ψ′
ou` ψ′ est un A-parame`tre pour le groupe orthogonal pair compact O(0, 2n + 1 − a(ψu)) tel que
le paquet Π(ψ′) contienne une representation de dimension finie Eψ′ et πn(m) est image de Eψ′
par la correspondance de Howe.
Dans ces deux cas, la multiplicite´ de πn(m) dans le paquet Π(ψ) est 1.
Pre´cisons ce que l’on veut dire par parame`tre et paquet pour un groupe orthogonal pair,
ce qui est assez standard. Si ψ′ est un parame`tre pour un groupe spe´cial orthogonal pair, on
conside`re son conjugue´ par l’automorphisme exte´rieur. On obtient un parame`tre ψ′′ (qui peut
eˆtre e´quivalent ou non a` ψ). On voit ces deux parame`tres comme e´quivalents pour le groupe
orthogonal, et le paquet associe´ pour le groupe orthogonal est constitue´ des repre´sentations
irre´ductibles dont les composantes de la restriction au groupe spe´cial orthogonal sont dans
l’union des deux paquets Π(ψ′) et Π(ψ′′).
On comple`te ces re´sultats dans le the´ore`me 7.2 : les valeurs possibles pour a(ψu) dans (ii)
sont 2(n−m)+1, auquel cas Eψ′ est la repre´sentation triviale, ou bien 2(n−m)+3, seulement
si 2m ≥ (n+ 2) et on de´termine Eψ′ qui n’est pas un caracte`re en ge´ne´ral.
D’autre part, on donne conforme´ment aux re´sultats de [MRb] une construction de πn(m)
comme composante d’une induite cohomologique a` partir d’un c-Levi de G isomorphe a` un pro-
duit de groupes unitaires ici ne´cessairement compacts et d’un groupe symplectique de rang plus
petit. On induit un produit tensoriel exte´rieur de caracte`res de ces groupes unitaires compacts,
uniquement de´termine´ par le caracte`re infinite´simal de ψ et par a(ψu), et d’une repre´sentation
unipotente du petit groupe symplectique que l’on de´termine. Cette repre´sentation unipotente
est aussi de plus haut poids.
Le cas du caracte`re infinite´simal re´gulier, beaucoup plus simple, est traite´ rapidement dans la
section 6 et le re´sultat (the´ore`me 6.2) est le suivant. On fixe un caracte`re infinite´simal re´gulier,
et ceci de´termine un entier amax tel que les modules de plus haut poids unitaires soient indexe´s
par a ∈ {0, . . . , amax} (le cas a = 0 est celui des se´ries discre`tes holomorphes). Notons πa le
module indexe´ par a. Les paquets d’Arthur Π(ψ) ayant ce meˆme caracte`re infinite´simal sont
des paquets d’Adams-Johnson, et la partie unipotente ψu du parame`tre est irre´ductible, de
dimension 2a(ψu) + 1. Le paquet Π(ψ) contient alors πa si et seulement si a = a(ψu).
Pour les repre´sentations σn,k, l’e´nonce´ est le suivant (The´ore`me 8.7). Remarquons que σ2k,k =
π2k(k + 1) et que ce cas est de´ja` traite´ dans le the´ore`me ci-dessus.
The´ore`me. — On suppose que n − 1 ≥ 2k. Soit ψ un A-parame`tre pour G = Sp(2n,R) dont
le caracte`re infinite´simal est celui de σn,k. Alors ψ se de´compose comme en (1.1) et le paquet
Π(ψ) contient σn,k si et seulement si a(ψu) = 2(n− k)+1 et ψ contient sgnk⊠R[2(n− k)+1].
J. Adams a de´crit tous les modules de plus haut poids comme induites cohomologiques dans
[Ada87] . Avec l’analyse du cas ou` les parame`tres sont unipotents, ceci permet de conclure
assez rapidement que les conditions e´nonce´es dans les the´ore`mes sont suffisantes. L’essentiel de
notre travail consiste donc a` montrer qu’elles sont ne´cessaires. Ensuite, pour ces repre´sentations,
nous e´tablissons la proprie´te´ de multiplicite´ un. Enfin, si π = πn(m) ou π = σn,k et si ψ est
un A-parame`tre tel que π ∈ Π(ψ), nous calculons le caracte`re ρπ de A(ψ) dans les propositions
18.3 et 18.5.
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Nous allons utiliser de manie`re essentielle certains arguments globaux, qui ne´cessitent l’in-
troduction de notations spe´cifiques et le rappel de re´sultats de la litte´rature, en particulier
[Mœg17] et surtout la formule de Siegel-Weil de Kudla et Rallis ainsi que ses ge´ne´ralisations,
ce qui est fait dans la deuxie`me moitie´ de l’article. Certaines de´monstrations sont de ce fait
diffe´re´es. Le calcul des caracte`res ρπ se fait par ces me´thodes globales : on se rame`ne a` certains
cas non archime´diens connus graˆce a` une formule de produit (Prop. 17.6) qui n’est rien d’autre
que la formule de multiplicite´ d’Arthur.
Donnons un aperc¸u du contenu de cet article et de la de´monstration de ces re´sultats. La
section 2 introduit des notations et fait quelques rappels concernant l’induction cohomologique,
que l’on particularise au cas du groupe symplectique. Une condition ne´cessaire pour l’occurence
d’un K-type dans une induite cohomologique est donne´e sous la forme de l’ine´galite´ (2.7). Ceci
nous servira a` montrer que les repre´sentations π(µ) ne peuvent apparaitre dans certaines induites
cohomologiques et permet de controˆler leur appartenance a` certains paquets (ou leur multiplicite´
dans ceux-ci). Dans la section 3, on introduit les modules de plus haut poids pour le groupe
symplectique Sp(2n,R), dont on rappelle la classification ([EHW83]) et la description en terme
de correspondance de Howe ([KV78]) : ce sont les images par celles-ci de repre´sentations de
dimension finie de groupes orthogonaux compacts O(0, 2ℓ), avec ℓ ≤ n. Dans la section 4, on
rappelle ce que sont les paquets d’Arthur pour le groupe symplectique ([Art13]) et la description
de ceux-ci donne´e dans [MRb]. On cherche donc a` de´terminer tous les couples (π, ψ), ou` π est
un module unitaire de plus haut poids et ψ est un parame`tre d’Arthur tels que π appartienne au
paquet d’Arthur Π(ψ). Une condition ne´cessaire e´vidente sur le caracte`re infinite´simal contraint
fortement les parame`tres possibles (voir Equation (4.3) et le lemme 4.3). Ceux qui vont nous
inte´resser sont construits a` partir des paquets unipotents de groupes symplectiques plus petits
par induction cohomologique, le cas des paquets unipotents e´tant traite´ dans [Mœg17]. Dans
la section 5, on conside`re les couples (π, ψ) comme ci-dessus, avec de plus ψ unipotent. Ils sont
obtenus par une recette bien connue des experts. On enle`ve de la de´composition en irre´ductibles
du parame`tre son plus gros bloc (le parame`tre comporte au plus trois blocs), et l’on obtient
un parame`tre d’Arthur qui doit eˆtre celui de la repre´sentation triviale pour un groupe spe´cial
orthogonal compact SO(0, 2ℓ). La repre´sentation π doit alors eˆtre l’image par la correspondance
de Howe de la repre´sentation triviale ou bien du de´terminant de ce groupe orthogonal compact
(the´ore`me 5.1). Ce re´sultat est un cas particulier du the´ore`me 16.4 qui sera de´montre´ par des
me´thodes globales. Dans le premier cas, π = πn(m), avec 2m ≤ n+1 et dans le second π = σn,k,
2k ≤ n. Dans la section 6, on traite le cas du caracte`re infinite´simal re´gulier. Dans la section
7, on conside`re le cas des modules unitaires πn(m) de plus haut poids scalaire −m, et l’on
e´nonce le the´ore`me principal 7.1 qui donne la liste des parame`tres d’Arthur ψ tel que πn(m) ∈
Π(ψ). Ceci est comple´te´ par le the´ore`me 7.2 qui de´crit πn(m) comme induite cohomologique et
comme image par la correspondence de Howe a` partir de groupes orthogonaux compacts. Les
repre´sentations unipotentes σn,k sont e´tudie´es plus avant dans la section 8. On utilise les re´sultats
de [Ada87] pour donner des re´alisations de ces repre´sentations comme constituants d’induites
cohomologiques, ce qui montre l’appartenance de celles-ci a` certains paquets (corollaire 8.4,
proposition 8.6). On e´nonce ensuite le the´ore`me 8.7 qui affirme que la liste de ces paquets est
comple`te. Dans la section 9, on donne les parame`tres de Langlands des πn(m) et des σn,k.
Les de´monstrations sont globales, et sont donne´es dans la section 19. On en tire le corollaire
9.3 en utilisant un re´sultat de [Art13] sur les exposants des repre´sentations a` l’inte´rieur d’un
paquet, tire´ de [Art13], et que nous utiliserons de manie`re essentielle. La de´monstration des
the´ore`me 7.1 et 7.2 proprement dite occupe les sections 10 a` 12. La section 10 e´nonce le re´sultat
de re´duction qui permet une re´currence. L’e´nonce´ et la de´monstration sont assez techniques,
et ne s’e´tendent pas au cas des modules unitaires de plus haut poids non scalaire ; c’est la`
l’obstacle principal qui nous empeˆche d’obtenir des re´sultats complets pour tous les modules
de plus haut poids. On de´montre ensuite dans la section 11 que les conditions du the´ore`me
4
sont suffisantes, et dans la section 12 qu’elles sont ne´cessaires. On utilise de manie`re cruciale
analogue local de Siegel-Weil qui e´tend celui obtenu dans [Mœg17] pour les repre´sentations
unipotentes (corollaire 20.2) pour conclure, et qui est e´tabli par des me´thodes globales dans
la section 20. Dans la section 13, on ve´rifie que πn(m) apparaˆıt dans un paquet Π(ψ) avec
multiplicite´ au plus un. Dans la section 14, nous ve´rifions graˆce au corollaire 9.3 que la liste des
paquets contenant une repre´sentation unipotente σn,k du the´ore`me 8.7 est comple`te, ainsi que
la proprie´te´ de multiplicite´ un.
Dans la deuxie`me partie de l’article, nous utilisons des arguments globaux, et en particulier
des re´sultats e´tablis aux places non archime´diennes. Dans la section 15, nous rappelons les
de´finitions du discriminant et de l’invariant de Hasse d’un espace quadratique (V,Q) sur un
corps local et nous en donnons une normalisation adapte´e a` notre usage. La section 16 commence
par quelques rappels sur les correspondances de Howe locale et globale, en particulier dans le
cas d’une paire duale orthogonale paire/symplectique. On parame`tre ensuite les caracte`res des
groupes orthogonaux pairs et l’on s’inte´resse a` leur image par la correspondance de Howe.
Le re´sultat principal de cette section est le the´ore`me 16.4 qui affirme l’appartenance de cette
image a` certains paquets d’Arthur unipotent. Dans le cas archimedien, on obtient en particulier
l’e´nonce´ du the´ore`me 5.1. Dans la section 17, on calcule le caracte`re ρπ de A(ψ) attache´ a` une
repre´sentation π d’un paquet Π(ψ) avec π et ψ comme dans le the´ore`me 16.4 dans certains
cas, en particulier dans le cas archime´dien, l’outil principal e´tant la formule de produit de la
proposition 17.6 et les calculs dans le cas non archime´dien de [Mœg06] rappele´s dans le lemme
17.1. Enfin, dans la section 18, nous traduisons ces re´sultats dans le cas particulier des modules
de plus haut poids πn(m) et σn,k et des paquets unipotents, puis nous donnons la formule pour
un paquet quelconque en utilisant [MRb].
Terminons cette introduction par quelques mots concernant des applications possibles de
nos re´sultats. Soit Sk(Sp(2n,Z)) l’espace des formes modulaires paraboliques (pour le groupe
Sp(2n,Z)) de Siegel holomorphes a` valeurs dans la repre´sentation alge´brique irre´ductible de
GLn(C) de plus haut poids k = (k1 ≥ k2 ≥ · · · ≥ kn). La dimension de ces espaces comme fonc-
tion de k est un re´sultat classique de la the´orie des formes modulaires lorsque n = 1. Lorsque k
est scalaire et n = 2 ou n = 3, ce sont des re´sultats dus respectivement a` Igusa [Igu62] et Tsuyu-
mine [Tsu87], et lorsque n = 2 et que k = (k1, k2) avec k2 ≥ 5, c’est la formule de Tsushima
[Tsu84]. Tsuyumine donne aussi une formule pour certaines familles de poids non scalaires
particulie`res et kn > n. Re´cemment, la dimension de ces espaces a` e´te´ de´termine´e de manie`re
algorithmique pour de nombreuses autres valeurs de k en rang 3 ([CR15]), puis en rang n ≤ 7
par O. Ta¨ıbi [Ta¨ı17]. Ces travaux sont base´s sur la classification du spectre automorphe discret
des groupes classiques par Arthur [Art13] qui relient les espaces Sk(Sp(2n,Z)) et certaines
repre´sentations automorphes cuspidales alge´briques auto-duales des groupes ge´ne´raux line´aires.
Les poids k conside´re´s ve´rifient kn > n, et en conse´quence une forme modulaire propre pour les
ope´rateurs de Hecke dans Sk(Sp(2n,Z)) engendre une repre´sentation π(k) de Sp(2n,R) qui est
une se´rie discre`te holomorphe, et donc en particulier un module unitaire de plus bas poids, donne´
par k, vu ici comme plus haut poids d’une repre´sentation du compact maximal K ≃ U(n) de
G = Sp(2n,R). Les calculs de [CR15] et [Ta¨ı17] utilisent les formules de multiplicite´ d’Arthur,
et il faut en particulier connaˆıtre la liste des parame`tres d’Arthur ψ tels que le paquet associe´
Π(ψ) contienne π(k) et pour chacun d’eux, la repre´sentation ρπ(k) du groupe des composantes
du centralisateur de ψ dans Ĝ attache´e a` π(k) et a` ψ par Arthur. Comme nous l’avons re-
marque´ plus haut, les re´sultats de [AMR] montrent alors que les paquets Π(ψ) contenant π(k)
sont exactement les paquets d’Adams-Johnson [AJ87] construits par induction cohomologique
ayant le bon caracte`re infinite´simal et un parame`tre de partie unipotente de dimension 1. La
repre´sentation ρπ(k) (dans ce cas, un caracte`re) est de´termine´e dans [CR15], Chapter 9. En
ge´ne´ral, on peut se demander ce que les re´sultats de cet article peuvent nous apprendre sur les
espaces Sk(Sp(2n,Z)), si l’on ne suppose plus kn > n (le passage des modules de plus bas poids
a` ceux de plus haut poids conside´re´s dans l’article n’est qu’une affaire de convention, ou bien
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l’on passe aux contragre´dients). La repre´sentation π(k) de Sp(2n,R) engendre´e par une forme
modulaire propre pour les ope´rateurs de Hecke dans Sk(Sp(2n,Z)) est alors le module unitaire
irre´ductible de plus bas poids k. On peut alors envisager d’utiliser la formule de multiplicite´
d’Arthur comme dans le cas re´gulier kn > n pour relier ces espaces de formes de Siegel aux
repre´sentations automorphes cuspidales alge´briques auto-duales des groupes ge´ne´raux line´aires.
Dans un esprit le´ge`rement diffe´rent, Chenevier et Lannes montrent dans [CL] par des tech-
niques tre`s de´tourne´es de fonctions L que pour un poids scalaire k = (k, . . . , k), k ≤ 12, l’espace
Sk(Sp(2n,Z)) est nul si k ≤ n ≤ 2k (sauf peut-eˆtre dans pour k = 12 et g = 24). Les re´sultats
de cet article permettent de simplifier notablement les de´monstrations de [CL] et d’aborder les
cas suivants.
Remerciements. Nous remercions G. Chenevier qui a attire´ notre attention sur le proble`me
conside´re´ dans cet article, et qui en relu avec attention les versions successives avec attention en
signalant de nombreuses coquilles, en particulier une dans les formules de la proposition 18.3. Le
deuxie`me auteur a be´ne´ficie´ d’une aide de l’agence nationale de la recherche ANR-13-BS01-0012
FERPLAY.
2. Ge´ne´ralite´s et notations
2.1. Paires paraboliques. — Soit G le groupe des points re´els d’un groupe alge´brique
connexe re´ductif de´fini sur R. On fixe une involution de Cartan θ de G, et l’on note K le
sous-groupe des points fixes de θ : c’est un sous-groupe compact maximal de G. On suppose que
G et K sont de meˆme rang ; autrement dit, G posse`de un sous-groupe de Cartan T inclus dans
K et donc compact. On note t0, k0 et g0 les alge`bres de Lie respectives de T ,K et G et t, k et
g leur complexifie´es. Les sous-alge`bres paraboliques θ-stables de g sont obtenues de la manie`re
suivante. On fixe un e´le´ment ν ∈ √−1t∗0, et l’on pose :
l = gν = t⊕
 ⊕
α∈∆(g,t),〈ν,α〉=0
gα
 , u = ⊕
α∈∆(g,t),〈ν,α〉>0
gα, q = l⊕ u, L = NormG(q).
Dans cet article, nous appellerons paire parabolique une paire (q, L) obtenue comme ci-dessus,
avec q sous-alge`bre parabolique θ-stable de g. Le sous-groupe L de G sera appele´ c-Levi de G
(terminologie de Shelstad [She15]).
On note Riq,L,G le foncteur d’induction cohomologique de Vogan-Zuckerman (cf. [Vog81],
§6.3.1) en degre´ i, de la cate´gorie des (l,K ∩ L)-modules vers la cate´gorie des (g,K)-modules.
Dans ce contexte, le degre´ qui nous inte´resse particulie`rement, et meˆme exclusivement, est
S = dim(u ∩ k), et dans l’article, nous e´crirons RSq,L,G sans pre´ciser de nouveau ce qu’est S.
Si Λ est un caracte`re unitaire de L, on note λ sa diffe´rentielle, que l’on voit comme un e´le´ment
de it∗0. On pose alors Aq(Λ) = RSq,L,G(Λ). Si le groupe L est connexe, λ de´termine Λ et l’on note
alors cette repre´sentation Aq(λ).
Sous certaines conditions sur le caracte`re infinite´simal de la repre´sentation σ de L que l’on in-
duit, on a des re´sultats d’annulation, d’irre´ductibilite´ et d’unitarite´ des modulesRiq,L,G(σ). Nous
renvoyons a` [KV95] pour les de´finitions du (weakly) good range, du (weakly) fair range et des
repre´sentations faiblement unipotentes, pour lesquels on a les re´sultats suivants : dans le weakly
good range les modules Riq,L,G(σ) sont nuls si i 6= S = dim(u∩ k). Si σ est irre´ductible et dans le
good range (resp. weakly good range), RSq,L,G(σ) est irre´ductible (resp. irre´ductible ou nul). Si σ
est unitaire et dans le weakly good range, RSq,L,G(σ) est unitaire. Si σ est faiblement unipotente
et dans le weakly fair range, alors les modules Riq,L,G(σ) sont nuls si i 6= S et RSq,L,G(σ) est
unitaire si σ est de plus unitaire. En revanche, on n’a pas de re´sultat d’irre´ductibilite´ en ge´ne´ral
dans le weakly fair range, ni meˆme le fair range.
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2.2. Le groupe symplectique. — On suppose R2n (identifie´ a` M2n,1(R), les matrices co-
lonnes) muni de sa forme symplectique usuelle, c’est-a`-dire, si X,Y ∈ R2n
(X|Y ) = tXJY ou` J =
(
0n In
−In 0n
)
.
Soit G = Sp(2n,R) le groupe des isomorphismes de (R2n, (.|.)), que l’on muni de l’involution de
Cartan θ : g 7→ tg−1. Le sous-groupe de G des points fixes sous θ est un sous-groupe compact
maximal de G, que l’on note K, et qui est isomorphe au groupe unitaire U(n). On note g0 et k0
les sous-alge`bres de Lie respectives de G et K, re´alise´es comme sous-alge`bre de Lie deM2n(R).
Pour tout (a1, . . . , an) ∈ Rn, on pose :
t(a1, . . . , an) =

a1
a2
. . .
an
−a1
−a2
. . .
−an

.
Alors t0 := {t(a1, . . . , an), (a1, . . . , an) ∈ Rn} est une sous-alge`bre de Cartan de k0 et aussi de
g0.
Notons g, k, t les complexifications des alge`bres de Lie g0, k0, t0, respectivement. Soient ∆(g, t),
∆(k, t) les syste`mes de racines de g et k respectivement, relativement a` la sous-alge`bre de Cartan
t. On a
∆(g, t) = {±(ei ± ej), 1 ≤ i < j ≤ n} ∪ {±2ei, 1 ≤ i ≤ n},
∆(k, t) = {±(ei − ej), 1 ≤ i < j ≤ n},
ou` ei ∈
√−1 t∗0 ⊂ t∗ est la forme line´aire t(a1, . . . , an) 7→
√−1 ai. On fixe les syste`mes de racines
positives
∆+(g, t) = {(ei ± ej), 1 ≤ i < j ≤ n} ∪ {2ei, 1 ≤ i ≤ n},
∆+(k, t) = {(ei − ej), 1 ≤ i < j ≤ n}.
On identifie t∗ et Cn graˆce a` la base (ei)1≤i≤ de t
∗, et de meˆme pour t graˆce a` la base duale.
On note encore θ la diffe´rentielle de l’involution de Cartan de G, et l’on pose
g0 = k0
θ⊕ p0; g = k
θ⊕ p.
On a alors
p = p+ ⊕ p−, p+ =
⊕
1≤i<j≤n
gei+ej ⊕
⊕
1≤i≤n
g2ei , p
− =
⊕
1≤i<j≤n
g−ei−ej ⊕
⊕
1≤i≤n
g−2ei .
De´finition 2.1. — On dit qu’une sous-alge`bre parabolique θ-stable q = l ⊕ u de g est holo-
morphe si u ∩ p ⊂ p−.
Remarque 2.2. — On aurait pu (duˆ ?) appeler de telles sous alge`bre paraboliques anti-
holomorphes, mais la dichotomie holomorphe/anti-holomorphe n’est qu’une affaire de conven-
tion. Nos se´ries discre`tes holomorphes sont celles qui sont plus commune´ment appele´es
anti-holomorphes dans la litte´rature.
On note W le groupe de Weyl du syste`me de racine ∆(g, t). Il agit sur t∗, identifie´ comme
explique´ ci-dessus a` Cn, par permutations et changements de signes des coordonne´es. Via l’iso-
morphisme d’Harish-Chandra, le caracte`re infinite´simal d’une repre´sentation de G s’identifie a`
une W -orbite dans t∗. Nous ne conside´rerons que des caracte`res infinite´simaux entiers.
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Convention 2.3. — Il sera commode de voir le caracte`re infinite´simal d’une repre´sentation de
G = Sp(2n,R) de la fac¸on suivante. On identifie t∗ a` une sous-alge`bre de Cartan Lt de l’alge`bre
de Lie duale Lg = so(2n+1,C). Via le plongement standard Lg = so(2n+1,C) →֒ gl(2n+1,C),
nous verrons un caracte`re infinite´simal comme un (2n + 1)-uplet de´croissant, syme´trique, ou` 0
a une multiplicite´ impaire.
2.3. Paires paraboliques maximales et induction cohomologique. — Dans ce para-
graphe, G = Sp(2n,R) et l’on continue avec les notations de du paragraphe pre´ce´dent. Soit
(q, L) une paire parabolique pour G, et l’on suppose que la sous-alge`bre parabolique θ-stable
q = l ⊕ u est maximale. Une telle sous-alge`bre est obtenue en prenant un e´le´ment de t de la
forme
tp,q = (1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
n−p−q
,−1, . . . ,−1︸ ︷︷ ︸
q
)
avec p+ q ≤ n. On pose alors
(2.1) l = lp,q = g
tp,q = t⊕
 ⊕
α∈∆(g,t)|α(t)=0
gα
 , u = up,q = ⊕
α∈∆(g,t)|α(t)>0
gα.
Les racines de t dans l sont :
± (ei − ej), 1 ≤ i < j ≤ p ou n− q + 1 ≤ i < j ≤ n,
± (ei ± ej), ±2ei, p+ 1 ≤ i < j ≤ n− q,
± (ei + ej), 1 ≤ i ≤ p ≤ n− q + 1 ≤ j ≤ n.
On choisit comme syste`me de racines positives :
∆+(l, t) =

−(ei − ej), 1 ≤ i < j ≤ p,
ei − ej , n− q + 1 ≤ i < j ≤ n
ei − ej , −(ei + ej),−2ei, p+ 1 ≤ i < j ≤ n− q
−(ei + ej), 1 ≤ i ≤ p ≤ n− q + 1 ≤ j ≤ n
 .
On pose δ(l) = 12
∑
α∈∆+(l,t) α
=
1
2
(−q − p + 1,−q − p + 3, . . . ,−q + p − 1
︸ ︷︷ ︸
p
,−2,−4, . . . − 2(n − p − q)
︸ ︷︷ ︸
n−p−q
,−p + q − 1, . . . ,−p − q + 3, . . . ,−p − q + 1
︸ ︷︷ ︸
q
).
Les racines de t dans u ∩ p sont :
ei + ej , 2ǫi, 1 ≤ i < j ≤ p
− ei − ej , −2ǫi, n− q + 1 ≤ i < j ≤ n,
ei + ej , 1 ≤ i ≤ p < j ≤ n− q
− ei − ej , p+ 1 ≤ i ≤ n− q < j ≤ n.
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Les racines de t dans u ∩ k sont : ei − ej , 1 ≤ i ≤ p < j ≤ n ou p + 1 ≤ i ≤ n − q < j ≤ n. On
pose :
δ(u ∩ p) = 1
2
∑
α∈∆(u∩p)
α =
1
2
(n− q + 1, . . . , n− q + 1
︸ ︷︷ ︸
p
, p − q, . . . , p− q
︸ ︷︷ ︸
n−p−q
,−n+ p− 1, . . .− n+ p− 1
︸ ︷︷ ︸
q
),
δ(u ∩ k) = 1
2
∑
α∈∆(u∩k)
α =
1
2
(n− p, . . . , n− p
︸ ︷︷ ︸
p
,−p+ q, . . . ,−p + q
︸ ︷︷ ︸
n−p−q
,−(n− q), . . .− (n− q)
︸ ︷︷ ︸
q
),
δ(u) = δ(u ∩ p) + δ(u ∩ k) = 1
2
(2n− p− q + 1)(1, . . . , 1
︸ ︷︷ ︸
p
, 0, . . . , 0
︸ ︷︷ ︸
n−p−q
,−1, . . .− 1
︸ ︷︷ ︸
q
),
δp,q = δ(l) + δ(u)
= (n− p− q + 1, n− p− q + 2, . . . , n− q
︸ ︷︷ ︸
p
,−1,−2, . . . ,−(n− p− q)
︸ ︷︷ ︸
n−p−q
,−(n− q + 1),−(n− q + 2) . . . ,−n
︸ ︷︷ ︸
q
).
De plus L est isomorphe a` Sp(2(n − p − q),R) ×U(p, q). Nous allons conside´rer des induites
cohomologiques a` partir de cette paire (q, L) de la forme
(2.2) RSq,L,G(ρ⊠ Λ).
ou` Λ est un caracte`re unitaire du facteur U(p, q) de L, et ρ une repre´sentation du facteur
Sp(2(n − p− q),R).
Le centre z de l est contenu dans t, il est de dimension 1 et engendre´ par tp,q. Soit
(2.3) λ = (y, . . . , y︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
n−p−q
,−y, . . . ,−y︸ ︷︷ ︸
q
)
la diffe´rentielle de Λ. Le caracte`re infinite´simal de ρ⊠Λ est donne´ par un e´le´ment ν de t∗ de la
forme
ν = (y, . . . , y︸ ︷︷ ︸
p
, ∗, . . . , ∗︸ ︷︷ ︸
n−p−q
,−y, . . . ,−y︸ ︷︷ ︸
q
) + δ(l).
La condition pour que l’induction soit dans le weakly fair range est que pour tout α ∈ ∆(u, t),
〈ν + δ(u), α|z〉 ≥ 0.
Or pour un tel α, 〈δ(l), α|z〉 = 0, et donc la condition est, pour tout α ∈ ∆(u, t),
y +
1
2
(2n− p− q + 1)〈(1, . . . , 1︸ ︷︷ ︸
p
, ∗, . . . , ∗︸ ︷︷ ︸
n−p−q
,−1, . . . ,−1︸ ︷︷ ︸
q
), α|z〉 ≥ 0.
Ceci est e´quivalent a` y + 12 (2n− p− q + 1) ≥ 0. Posons t = 2y + n+ 1− p− q, de sorte que
(2.4) λ = (
t+ p+ q − 1
2
− n, . . . ,
t+ p+ q − 1
2
− n
︸ ︷︷ ︸
p
, 0, . . . , 0
︸ ︷︷ ︸
n−p−q
, n−
t+ p+ q − 1
2
, . . . , n−
t+ p + q − 1
2︸ ︷︷ ︸
q
)
et la condition de weakly fair range est t ≥ 0.
Une ine´galite´ fondamentale. Nous allons maintenant rappeler un re´sultat de [KV95] qui
donne des informations sur les K-types de RSq,L,G(ρ⊠Λ) Dans [KV95], Equation (4.71) p. 272,
il est introduit un e´le´ment de t0, que l’on note ici hq et qui est dual de δ(u), c’est-a`-dire
(2.5) hq = 2× (2n − p− q + 1)−1 × (1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
n−p−q
,−1, . . . ,−1︸ ︷︷ ︸
q
).
L’e´le´ment hq agit par un scalaire c dans la repre´sentation ρ ⊠ Λ On fixe une repre´sentation
irre´ductible de K de plus haut poids µ = (−mn, . . . ,−m1) et l’on suppose que cette
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repre´sentation est un K-type de RSq,L,G(ρ⊠ Λ). L’ine´galite´ de la troisie`me ligne de la page 369
de [KV95] est
(2.6) µ(hq) ≥ c+ 2δ(u ∩ p)(hq).
Le terme de gauche est
µ(hq) = 2× (2n − p− q + 1)−1 ×
− p∑
j=i
mn−i+1 +
q∑
j=1
mj
 .
On a aussi
2δ(u ∩ p)(hq) = 2× (2n − p− q + 1)−1 × (p(n− q + 1) + q(n− p+ 1)).
Le scalaire c est alors donne´ par
c = 〈ν, hq′〉 = 2(2n − p− q + 1)−1
(
(p+ q)y + 〈δ(l), hq′ 〉
)
= 2(2n − p− q + 1)−1(p+ q)y.
L’ine´galite´ (2.6) s’e´crit donc en simplifiant par 2× (2n − p− q + 1)−1 :
−
p∑
j=i
mn−i+1 +
q∑
j=1
mj ≥ (p + q)
(
t+ p+ q − 1
2
− n
)
+ (p(n− q + 1) + q(n− p+ 1))
≥ (p + q)
(
t+ p+ q + 1
2
)
− 2pq.
Si tous les mj sont e´gaux a` m, on obtient
(2.7) m(q − p) ≥ (p+ q)
(
t+ p+ q + 1
2
)
− 2pq.
3. Modules unitaires de plus haut poids pour Sp(2n,R)
3.1. Modules de plus haut poids. — On appelle module de plus haut poids de G =
Sp(2n,R) un (g,K)-module irre´ductible π admettant un vecteur non nul annule´ par une sous-
alge`bre de Borel de g. Si π n’est pas de dimension finie, ne´cessairement une telle sous-alge`bre
de Borel b est a` conjugaison par G pre`s
b+ = bk ⊕ p+ ou bien b− = bk ⊕ p−,
ou` bk = t⊕
⊕
α∈∆+(k,t) gα est une sous-alge`bre de Borel de k. Dans le premier cas, on dit que π
est holomorphe, et dans le second, on dit que π est antiholomorphe (cf. Rmq 2.2).
Comme un (g,K)-module irre´ductible de dimension finie posse`de pour toute sous-alge`bre
de Borel b de g un vecteur non nul annule´ par b, un tel module est a` la fois holomorphe et
antiholomorphe, mais si π est de dimension infinie, les deux possibilite´s sont exclusives.
Dans cet article, nous ne nous inte´ressons qu’aux modules (g,K)-holomorphes, les antiholo-
morphes e´tant leur contragre´dient. Les modules unitaires holomorphes de G sont de´crits dans
[KV78] (voir aussi [EHW83] et [Jak83]). Donnons cette description.
Si (δ, V ) une repre´sentation irre´ductible de dimension finie de K, sa diffe´rentielle, encore
note´e δ, est une repre´sentation irre´ductible k, qui de´termine comple`tement (δ, V ) puisque K est
connexe. Soit µ = µδ = (m1, . . . ,mn) ∈ t∗ le plus haut poids de (δ, V ), relativement a` ∆+(k, t),
on a donc m1 ≥ m2 ≥ .... ≥ mn et les mi dans Z.
The´ore`me 3.1. — Soit µ = (m1, . . . ,mn) ∈ t∗ avec m1 ≥ m2 ≥ .... ≥ mn et les mi entiers.
Notons u le nombre de mi e´gaux a` mn et v le nombre de mi e´gaux a` mn+1. Supposons que mn ≥
n− (u+ v/2). Notons (δ, V ) = (δµ∗ , Vµ∗) la repre´sentation irre´ductible de dimension finie de K
de plus haut poids µ∗ = (−mn, . . . ,−m1). Alors il existe un unique module unitaire holomorphe
(π(µ),Wµ) contenant le K-type (δ, V ) avec multiplicite´ un (et l’on peut alors supposer que
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V ⊂ Wµ), de tel sorte qu’un vecteur non nul de plus haut poids v dans V soit annule´ par
bk ⊕ p+. Tout module unitaire holomorphe de G est caracte´rise´ ainsi.
Remarque 3.2. — Avec la convention 2.3, le caracte`re infinite´simal est constitue´ des entiers
m1−1, . . . ,mn−n, de leur oppose´s, et de 0, re´arrange´s pour les mettre dans l’ordre de´croissant.
Notation 3.3. — Nous allons particulie`rement e´tudier le cas des modules holomorphes de plus
haut poids scalaire, c’est-a`-dire les π(µ) avec µ = (m, . . . ,m︸ ︷︷ ︸
n
). Comme dans l’introduction, nous
notons ces repre´sentations πn(m) ou meˆme π(m) si le rang n du groupe symplectique que nous
conside´rons est donne´ clairement par le contexte.
3.2. Description par la correspondance de Howe. — Les modules unitaires holomorphes
π(µ) du the´ore`me ci-dessus sont dans l’image de la correspondance de Howe ([How89]) pour
des paires duales de la forme (O(0, 2ℓ),Sp(2n,R)) avec ℓ ≤ n.
Remarque 3.4. — Dans cet article, nous allons utiliser de manie`re essentielle la correspon-
dance de Howe (cf. [How89]) entre groupe symplectiques et groupes orthogonaux pairs. Celle
ci est de´finie en partant d’un espace symplectique W de dimension 2n, de groupe d’automor-
phismes Sp(W ) et d’un espace V de dimension N = 2ℓ muni d’une forme quadratique non
de´ge´ne´re´e Q et de groupe d’automorphismes O(V,Q). Il faut aussi fixer un caracte`re additif du
corps local sur lequel on travaille, ici R, et l’on choisit le caracte`re ψR,1 : x 7→ exp(2iπx).
Comme tous les espaces symplectiques de dimension 2n sont isomorphes, on peut prendre
Sp(W ) = Sp(2n,R). La classe d’isomorphisme de l’espace quadratique (V,Q) est elle de´termine´e
par la signature (p, q) de la forme quadratique Q et l’on peut prendre O(V,Q) = O(p, q). La
correspondance de Howe de´pend de (V,Q) et pas simplement de son groupe d’isomorphisme, et
ainsi meˆme si O(q, p) = O(V,−Q) = O(V,Q) = O(p, q), il importe de bien les distinguer.
Introduisons des notations pour les repre´sentations irre´ductibles des groupes compacts
O(0, 2ℓ). Les repre´sentations de SO(0, 2ℓ), groupe compact et connexe, sont de´termine´es par
leur plus haut poids, que l’on peut voir comme un n-uplet (ν1, . . . , νℓ), ou` les νi sont des
entiers, avec ν1 ≥ ν2 ≥ . . . ≥ |νℓ|. Si est une repre´sentation irre´ductible de O(0, 2ℓ), alors soit
sa restriction a` SO(0, 2ℓ) est re´ductible, somme de deux repre´sentations irre´ductibles de plus
haut poids respectifs (ν1, . . . , νℓ) et (ν1, . . . ,−νℓ), avec νℓ > 0, soit sa restriction a` SO(0, 2ℓ) est
irre´ductible, de plus haut poids (ν1, . . . , νℓ−1, νℓ = 0). Dans le premier cas, on note [ν1, . . . , νℓ]+
cette repre´sentation, et dans le second cas, il y a deux extensions possibles de la repre´sentation
de SO(0, 2ℓ) a` O(0, 2ℓ), que l’on note [ν1, . . . , νℓ]+ et [ν1, . . . , νℓ]− (voir [KV78] pour la fac¸on
de les distinguer). Le re´sultat suivant est duˆ a` Kashiwara-Vergne [KV78].
The´ore`me 3.5. — Reprenons µ = (m1, . . . ,mn), u et v comme dans le the´ore`me 3.1, et π(µ)
le module unitaire holomorphe de Sp(2n,R) correspondant.
(a) Supposons mn > n. Alors π(µ) est image par la correspondance de Howe pour la paire
duale (O(0, 2n),Sp(2n,R)) de la repre´sentation [m1 − n, . . . ,mn − n]+ de O(0, 2n).
(b) Supposons mn = n − a avec 0 ≤ a ≤ u et posons ℓ = mn = n − a. Alors π(µ) est image
par la correspondance de Howe pour la paire duale (O(0, 2ℓ),Sp(2n,R)) de la repre´sentation
[m1 − ℓ, . . . ,mℓ − ℓ]+ de O(0, 2ℓ).
(c) Supposons mn = n − u − b avec 2 ≤ 2b ≤ v et posons ℓ = mn = n − u − b. Alors
π(µ) est image par la correspondance de Howe pour la paire duale (O(0, 2ℓ),Sp(2n,R)) de la
repre´sentation [m1 − ℓ, . . . ,mn−u−2b − ℓ, 0, . . . , 0]− de O(0, 2ℓ) (il y a b ze´ros).
(d) On suppose mn = n − a avec a ≥ 0 et en plus on suppose mn = n − a ≥ n + 1 − u/2,
c’est-a`-dire a ≤ u/2− 1 (c’est donc un sous-cas de (b)), et l’on pose ℓ = mn− 1. Alors π(µ) est
image de correspondance de Howe pour la paire duale (O(0, 2ℓ),Sp(2n,R)) de la repre´sentation
la repre´sentation note´e [m1 − ℓ, . . . ,m2ℓ−n − ℓ, 0, . . . , 0]− de O(0, 2ℓ) (il y a n− ℓ ze´ros).
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Remarque 3.6. — Le cas (d) est un sous-cas de (b). Conside´rons les sous-cas suivants de (b) :
(b′) mn = n− a = n− u, c’est-a`-dire a = u,
(b′′) mn = n− a avec u−12 ≤ a < u. On a donc mn−a = n− a. Le cas (b) est alors la re´union
disjointe des sous-cas (b′), (b′′) et (d).
4. Parame`tres et paquets d’Arthur pour Sp(2n,R)
4.1. Parame`tres et paquets d’Arthur. — Soit G le groupe des points re´els d’un groupe
alge´brique re´ductif connexe G de´fini sur R. Rappelons qu’un parame`tre d’Arthur (ou A-
parame`tre) pour le groupe G est un morphisme ψ : WR × SL2(C)→ LG, ou` WR est le groupe
de Weil de R.
Soit donc ψ un parame`tre d’Arthur et notons A(ψ) le groupe des composantes connexes du
centralisateur de ψ dans Ĝ (en fait, il faut en ge´ne´ral passer a` un reveˆtement cf. [Art13], chapitre
9, mais ceci est inutile dans le cas du groupe G = Sp(2n,R) qui va nous occuper ici). Arthur
sugge`re qu’au parame`tre ψ est attache´ une combinaison line´aire de repre´sentations irre´ductibles
de G a` coefficients dans l’espace des fonctions sur le groupe A(ψ) a` valeurs complexes et inva-
riantes par conjugaison. On note πA(ψ) cette combinaison line´aire. Ces objets πA(ψ) doivent
eˆtre compatibles a` l’endoscopie. Cela ne suffit pas a` les de´finir dans le cas quasi-de´ploye´. Pour
comple´ter la de´finition dans ce cas et pour les groupes classiques, Arthur ajoute la compatibilite´
a` l’endoscopie tordue et cela suffit alors. Limitons nous dans ce qui suit aux cas des groupes
classiques. Le groupe A(ψ) est alors abe´lien (c’est meˆme un 2-groupe), les fonctions invariantes
par conjugaison sur ce groupe sont donc des combinaisons line´aires a` coefficients complexes de
caracte`res de ce groupe et πA(ψ) est donc une combinaison line´aire a` coefficients complexes de
repre´sentations irre´ductibles de G×A(ψ).
Quand le groupe classique est quasi-de´ploye´, Arthur montre dans [Art13] que cette com-
binaison line´aire est en fait a` coefficients dans les entiers positifs, et πA(ψ) est donc une
repre´sentation semi-simple (par construction). Il montre meˆme mieux : c’est une repre´sentation
unitaire de G×A(ψ). On peut de´composer cette repre´sentation unitaire de G×A(ψ) en l’e´crivant
comme somme de produits tensoriels exte´rieurs de repre´sentations irre´ductibles unitaires de G
avec des repre´sentations de dimension finies du groupe A(ψ). Si l’on note Π(ψ) l’ensemble des
repre´sentations irre´ductibles unitaires de G qui interviennent dans cette de´composition, on a
πA(ψ) =
⊕
π∈Π(ψ)
π ⊠ ρπ.
L’ensemble Π(ψ) est le paquet d’Arthur attache´ au parame`tre ψ et la dimension de la
repre´sentation ρπ est la multiplicite´ de π dans le paquet. Pour les groupes classiques, on conjec-
ture que cette multiplicite´ est 1, et ceci est de´montre´ pour certaines familles de parame`tres
(voir [MRb] pour une discussion de´taille´e).
Prenons maintenant G = Sp(2n,R). Les proble`mes qui nous occupent dans cet article sont
- de´terminer les couples (π(µ), ψ), ou` π(µ) est un module holomorphe unitaire comme dans
le the´ore`me 3.1 et ψ un A-parame`tre, tels que π(µ) ∈ Π(ψ).
- Montrer la proprie´te´ de multiplicite´ un, a` savoir que la repre´sentation ρπ(µ) de A(ψ) est de
dimension 1.
- Calculer ce caracte`re ρπ(µ) de A(ψ).
Remarquons que les πA(ψ) de´pendent du choix des facteurs de transfert ge´ome´trique et en
suivant Kottwitz et Shelstad, les facteurs de transfert sont normalise´s par des choix de donne´es
de Whittaker. Ceci est l’objet de la section suivante.
4.2. Donne´e de Whittaker. — Rappelons qu’une donne´e de Whittaker d’un groupe quasi-
deploye´G est un couple (N,χN ) ou`N = N(R) est le groupe des points re´els du radical unipotent
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d’un sous-groupe de Borel B de G de´fini sur R et d’un caracte`re non-de´ge´ne´re´ χN de N (voir
[ABV92], chapter 3).
Pour cela, on conside`re la re´alisation standard de Sp(2n,R) et l’e´pinglage standard
splSp(2n,R) = (Bd,Td, {Xα}α∈∆). En particulier, on a un sous-groupe de Borel Bd = Bd(R)
de Sp(2n,R), son radical unipotent N , son alge`bre de Lie n, et une base (Xα)α∈∆ de n/[n, n]
donne´e par les vecteurs radiciels pour les racines simples venant de l’e´pinglage. Pour avoir une
donne´e de Whittaker, il suffit alors de choisir un caracte`re unitaire additif non trivial ψR de R
et l’on de´finit un caracte`re unitaire non de´ge´ne´re´ χN de N par
(4.1) χN
exp
 ∑
α∈R(B,T )
xαXα
 = ψR
(∑
α∈∆
xα
)
On pose
(4.2) ψR,1 : x 7→ exp(2iπx).
C’est un caracte`re unitaire additif de R et ψR,−1 = ψ
−1
R,1. On note Wh±1 la classe de conjugaison
de la donne´e de Whittaker (N,χN ) de´finie comme ci-dessus avec ψR = ψR,±1.
Il y a deux classes de conjugaison de donne´es de Whittaker pour le groupe Sp(2n,R), qui
sont Wh±1.
Pour un groupe G de´fini sur R et quasi-de´ploye´ admettant des se´ries discre`tes, les classes de
conjugaison de donne´es de Whittaker sont en bijection avec les classes de conjugaison de paires
de Borel fondamentales de type Whittaker (B,T). Rappelons que cela signifie que T est un tore
maximal de G de´fini sur R tel que T = T(R) soit compact, et B est un sous-groupe de Borel
contenant T. La paire de Borel (B,T) est alors fondamentale et une telle paire de´termine par
la parame´trisation d’Harish-Chandra une unique se´rie discre`te π(B,T) de G de meˆme caracte`re
infinite´simal que la repre´sentation triviale. De plus, la condition d’eˆtre ≪ de type Whittaker ≫
signifie que les racines simples de T dans B sont toutes imaginaires non compacte et la se´rie
discre`te π(B,T) est alors ge´ne´rique. Elle admet donc un mode`le de Whittaker pour une certaine
donne´e de Whittaker, et ceci re´alise la bijection. Dans [MRb], nous avons utilise´ ceci pour fixer
les donne´es de Whittaker sur les groupes classiques, sans rendre cette bijection explicite. Nous
le faisons maintenant ici pour les groupes symplectiques.
Dans l’article, nous avons fixe´ un sous-groupe de Cartan compact T de Sp(2n,R) et le syste`me
de racine ∆(t, g) = {±ei ± ej , 1 ≤ i < j ≤ n, ±2ei, 1 ≤ i ≤ n}.
Il y a deux classes de conjugaison de paires de Borel fondamentales de type Whittaker dans
Sp(2n,R), admettant comme repre´sentants (B±,T), ou` le sous-groupe de Borel B+ est celui
dont les racines simples sont {e1+ e2,−(e2+ e3), (−1)n(en−1+ en), (−1)n−12en} et B− est celui
dont les racines simples sont les oppose´es de celles-ci.
Proposition 4.1. — La se´rie discre`te ge´ne´rique π(B+,T) de Sp(2n,R) admet un mode`le de
Whittaker pour la donne´e Wh1 de ce groupe. La bijection entre classes de conjugaison de donne´e
de Whittaker et classes de conjugaison de paires fondamentales de type Whittaker est donc
Wh1 ↔ (B+,T), Wh−1 ↔ (B−,T), .
De´monstration. Pour n = 1, c’est un calcul de Wallach ([Wal03]) et pour n = 2, d’Oda
([Oda94]). Esquissons un argument pour se ramener a` l’un de ces deux cas, suivant la parite´
de n. Nous laissons les de´tails au lecteur. Supposons n = 2r+1 impair. Un parame`tre d’Harish-
Chandra λ pour la se´rie discre`te ge´ne´rique est un e´le´ment entier re´gulier de t∗, positif pour
les racines simples de B+, c’est-a`-dire λ = (λ1,−λ2, λ3, . . . ,−λ2r, λ2r+1) avec λ1 > λ2 > . . . >
λ2r+1 > 0. Faisons de´ge´ne´rer ce parame`tre en un parame`tre de limite de se´ries discre`tes en
prenant λ1 = λ2 > λ3 = λ4 > . . . > λ2r−1 = λ2r > λ2r+1). Les racines simples s’annulant sur ce
parame`tre e´tant imaginaires non compactes, il y a bien une limite de se´ries discre`tes ge´ne´riques
π(λ) associe´e a` ce parame`tre. Conside´rons un sous-groupe de Cartan de Sp(2n,R) isomorphe a`
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(C×)r×U(1). Sur le i-e`me facteur C×, conside´rons le caracte`re de diffe´rentielle (λ2i−1, λ2i). Sur
le facteur U(1), on conside`re le caracte`re de diffe´rentielle λ2r+1. Induisons cohomologiquement
le produit de ces caracte`res vers le groupe GL2(R)
r × SL2(R), avec la version des foncteurs
d’induction cohomologique pre´servant le caracte`re infinite´simal. On obtient une repre´sentation
tempe´re´e deGL2(R)
r×SL2(R) que l’on induit paraboliquement vers Sp(2n,R). On obtient donc
une repre´sentation standard de ce groupe admettant une fonctionnelle de Whittaker unique a`
un scalaire pre`s pour la donne´e compatible avec celle de SL2(R), c’est-a`-dire, comme λ2r+1 > 0,
la donne´e Wh1 d’apre`s le calcul de Wallach. Or, d’apre`s les re´sultats du chapitre 11 de [KV78]
(voir [Mat04], Thm. 2.2.3 pour une re´fe´rence commode), on peut obtenir cette repre´sentation
standard en partant du meˆme caracte`re de (C×)r ×U(1) et en appliquant d’abord une induc-
tion parabolique vers U(1, 1)r ×U(1), puis une induction cohomologique (dans le good range)
vers Sp(2n,R). Sur chaque facteur U(1, 1), on obtient une se´rie principale qui est somme de
deux limites de se´ries discre`tes et qui s’e´crivent respectivement comme induite cohomologique
de U(1, 0) ×U(0, 1) ou U(0, 1) ×U(1, 0) vers U(1, 1). Par transitivite´ de l’induction cohomo-
logique, on voit que tous les facteurs de composition de la repre´sentation standard obtenue
sont des limites de se´ries discre`tes, dont une seule est ge´ne´rique, celle qui correspond au choix
de U(1, 0) ×U(0, 1) pour chaque facteur U(1, 1), et c’est π(λ). Ceci montre que la donne´e de
Whittaker attache´e a` π(λ) et donc a` B+ est bien Wh1. Dans le cas ou` n est pair, on fait le
meˆme raisonnement pour se ramener a` Sp(4,R) et au re´sultat d’Oda.
Remarque 4.2. — La donne´e de Whittaker utilise´e dans [MRb], section 9.2 est Wh1 pour
tous les groupes symplectiques. Ceci sera utilise´ dans les propositions 18.3 et 18.5.
4.3. De´composition des A-parame`tres pour G = Sp(2n,R). — On compose un A-
parame`tre ψ comme ci-dessus pour G = Sp(2n,R) avec la repre´sentation standard de LG =
SO(2n + 1,C) dans GL(2n + 1,C) et l’on note encore ψ le morphisme obtenu, que l’on voit
comme une repre´sentation de WR×SL2(C). Cette repre´sentation est comple`tement re´ductible.
Pour tout a ∈ N×, notons R[a] la repre´sentation alge´brique de SL2(C) de dimension a, et pour
tout t ∈ N×, notons δt la repre´sentation irre´ductible de WR de dimension 2 qui est le parame`tre
de Langlands de la se´rie discre`te de GL2(R) de caracte`re infinite´simal (t/2,−t/2) (elle est note´e
V (0, t) dans [MRb]). La forme ge´ne´rale de la de´composition de ψ en irre´ductibles est e´crite dans
[MRb], §4.1. Ici, on ne conside`re que des paquets ayant des caracte`res infinite´simaux entiers,
et ceux-ci se de´composent de la manie`re suivante :
(4.3) ψ = ψu ⊕ ψd =
(
r⊕
i=1
ηi ⊠R[a
′
i]
)
⊕
 s⊕
j=1
δtj ⊠R[aj ]
 .
Dans la premie`re somme qui constitue la partie unipotente ψu du parame`tre, ηi de´signe un
caracte`re quadratique de WR (le caracte`re trivial que nous notons 1WR ou le caracte`re signe que
nous notons sgnWR) et les a
′
i sont impairs. Dans la deuxie`me somme, qui constitue la partie
discre`te ψd du parame`tre, les tj sont dans N \ {0} et tj + aj est impair. On a de plus
r∑
i=1
a′i + 2
s∑
j=1
aj = 2n + 1, et
r∏
i=1
ηi = sgn
|{j;aj impair }|
WR
.
Le caracte`re infinite´simal (cf. Convention 2.3) des e´le´ments de Π(ψ) est obtenu en rangeant
dans l’ordre de´croissant les e´le´ments des ensembles (avec multiplicite´s) d’entiers{
a′i − 1
2
,
a′i − 3
2
, . . . ,−a
′
i − 1
2
}
i
,
{
tj + aj − 1
2
,
tj + aj − 3
2
, . . . ,
tj − aj + 1
2
}
j
,
{−tj + aj − 1
2
,
−tj + aj − 3
2
, . . . ,
−tj − aj + 1
2
}
j
.
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Lemme 4.3. — Soit ψ un A-parame`tre pour G = Sp(2n,R) qui se de´compose comme en (4.3).
Supposons que le caracte`re infinite´simal du A-parame`tre ψ soit celui d’un module unitaire de
plus haut poids π(µ) du the´ore`me 3.1. Alors :
(i) la longueur de ψu comme repre´sentation de WR × SL2(C) est 1 ou 3, et si elle est de
longueur 3, l’une des composante est de dimension 1 ;
(ii) s’il existe un indice j ∈ {1, . . . , s} tel que tj − aj + 1 ≤ 0, alors il est unique et ψu est
irre´ductible, et meˆme de dimension 1 si tj − aj + 1 < 0.
De´monstration. La formule (4.3) montre que ψu est non nul pour une question de parite´, et donc
de longueur au moins e´gale a` 1. Nous avons vu dans la remarque 3.2 que le caracte`re infinite´simal
est donne´ par les entiers m1 − 1,m2 − 2, . . . ,mn − n de leur oppose´s et de 0. En particulier, 0
apparaˆıt avec multiplicite´ 1 ou 3, et la longueur de ψu est donc au plus 3. Mais elle ne peut eˆtre
2 car la contribution de la partie discre`te a` la multiplicite´ de 0 dans le caracte`re infinite´simal est
paire (cette contribution provient des indices j dans la partie discre`te tels que tj−aj+1 ≤ 0, ce
qui au passage prouve la premie`re assertion de (ii)). D’autre part, la multiplicite´ des entiers non
nuls dans le caracte`re infinite´simal est paire. Si ψu est de longueur 3 et si les trois composantes
ont une dimension strictement supe´rieure a` 1, alors 1 doit apparaˆıtre avec un multiplicite´ au
moins e´gale a` 3, ce qui n’est pas vrai. Ainsi si ψu est de longueur 3 l’une des composantes est
de dimension 1. Pour la seconde assertion de (ii), c’est le meˆme argument, la multiplicite´ de 1
est au moins e´gale a` 3 si ψu > 1 et s’il existe un indice j tel que tj − aj + 1 < 0, ce qui n’est
pas possible.
De´finition 4.4. — Soit ψ un A-parame`tre pour le groupe G = Sp(2n,R), avec
ψ = ψu ⊕ ψd =
(
r⊕
i=1
ηi ⊠R[a
′
i]
)
⊕
 s⊕
j=1
δtj ⊠R[aj ]
 .
On de´finit alors :
a(ψ) = max(a′i, i = 1, . . . , r, aj, j = 1, . . . , s) et a(ψu) = max(a
′
i, i = 1, . . . , r).
Ainsi a(ψ) (resp. a(ψu)) est la plus grande dimension d’une repre´sentation de SL2(C) interve-
nant dans le parame`tre ψ, et (resp. dans la partie unipotente ψu).
Ces entiers associe´s au parame`tre ψ vont jouer un grand roˆle dans la suite.
Convention 4.5. — (pour l’ordre des indices dans la partie discre`te). Soit ψ un A-parame`tre
pour Sp(2n,R) comme en (4.3). On range les indices de la partie discre`te de telle sorte que la
suite (tj)j=1,...,s soit de´croissante, et si tj = tj+1, alors aj ≥ aj+1.
4.4. Description des paquets d’Arthur pour Sp(2n,R) d’apre`s [MRb]. — Soit ψ
un A-parame`tre pour G = Sp(2n,R), que l’on e´crit comme dans (4.3). Dans [MRb], les
repre´sentations dans le paquet Π(ψ) sont de´crites comme les composantes irre´ductibles de
repre´sentations obtenues par induction cohomologique a` partir de repre´sentations unipotentes
de c-Levi L de G. Rappelons brie`vement ceci. Il n’est pas vrai en ge´ne´ral que ψu soit un A-
parame`tre pour le groupe Gu = Sp(2nu,R) ou` nu =
dimψu−1
2 . En effet, ce parame`tre est a`
valeur dans O(2nu+1) et non ne´cessairement dans SO(2nu +1). Il faut donc le corriger par le
caracte`re sgn
dim(ψd)/2
WR
. Alors
ψ′u = sgn
dim(ψd)/2
WR
⊗ ψu
est un A-parame`tre pour Gu = Sp(2nu,R). On a donc un paquet Π(ψ
′
u) associe´, et l’on sait
qu’il est constitue´ de repre´sentations faiblement unipotentes de Gu au sens de [KV95] et que
leur multiplicite´ dans le paquet est 1 (voir [Mœg17] et [MRa]).
15
D’autre part, pour tout j indexant un terme de la partie discre`te ψd de ψ, donnons nous un
entier cj entre 0 et aj et notons
(4.4) C = {c = (c1, . . . , cs)}
l’ensemble des familles d’entiers ainsi obtenues. Chaque c ∈ C de´termine a` conjugaison pre`s une
paire (Lc, qc) ou` Lc est un c-Levi de G, isomorphe a`
(4.5) Gu ×
(×sj=1U(cj , aj − cj))
et qc une sous-alge`bre parabolique θ-stable de g. Ceci est clair par une re´currence imme´diate
vu la description des paires paraboliques maximales en (2.1).
Les repre´sentations du paquet Π(ψ) sont alors les composantes irre´ductibles des induites
cohomologiques
RSLc,qc(πu ⊗ Λ)
ou` πu est une repre´sentation unipotente dans le paquet Π(ψ
′
u) et Λ un caracte`re du groupe
×sj=1U(cj , aj − cj) uniquement de´termine´ par son caracte`re infinite´simal, et que l’on calcule
aise´ment a` partir des formules (2.3) et (2.4) par re´currence. La condition pour que l’induction
parabolique soit dans le weakly fair range est t1 ≥ t2 ≥ · · · ≥ ts, ce que l’on a suppose´.
5. Parame`tres unipotents
On conside`re un A-parame`tre ψ unipotent pour G = Sp(2n,R), c’est-a`-dire ψ = ψu, ayant le
caracte`re infinite´simal d’un module holomorphe unitaire de G. D’apre`s le lemme 4.3, la longueur
de ψ comme repre´sentation de WR × SL2(C) est 1 ou 3. Si cette longueur est 1, c’est-a`-dire si
ψ est irre´ductible, on a
ψ = 1WR ⊠R[2n + 1]
et il est bien connu que le paquet Π(ψ) est re´duit a` la repre´sentation triviale de G. La
repre´sentation triviale est bien suˆr un module unitaire holomorphe, avec les notations du
the´ore`me 3.1, c’est le module π(0, . . . 0).
Supposons donc maintenant que la longueur de ψ est 3. On a alors
ψ = (η1 ⊠R[a])⊕ (η2 ⊠R[b])⊕ (η3 ⊠R[1])
avec a et b impairs, a+b = 2n et η1η2η3 = 1WR . On suppose que a ≥ b ≥ 1 et donc en particulier
b ≤ n. D’autre part, on suppose que η1 = η2η3 = sgn
b+1
2
WR
, c’est-a`-dire :
(5.1) ψ = (sgn
b+1
2
WR
⊠R[a])⊕ (η3 sgn
b+1
2
WR
⊠R[b])⊕ (η3 ⊠R[1]).
Soit π(µ) un module holomorphe unitaire comme dans le the´ore`me 3.1 et supposons que π(µ)
soit l’image par la correspondance de Howe d’une repre´sentation de dimension finie du groupe
compact O(0, b+1) dont les composantes de la restriction a` SO(0, b+1) sont contenues dans le
paquet Π(ψ′) ou` ψ′ = η2⊠R[b]⊕ η3⊠R[1] (ψ′ est bien un parame`tre pour ce groupe, graˆce a` la
condition η2η3 = sgn
b+1
2
WR
, car SO(0, b+1) est forme inte´rieure du groupe de´ploye´ SO( b+12 ,
b+1
2 )
si b+12 est pair, et du groupe quasi-de´ploye´ non de´ploye´ SO(
b+1
2 − 1, b+12 +1) si b+12 est impair).
Le caracte`re infinite´simal de cette repre´sentation de dimension finie est
(
b−1
2 ,
b−3
2 , . . . , 0
)
.
C’est donc soit la repre´sentation triviale TrivO(0,b+1), soit le caracte`re quadratique deO(0, b+1)
donne´ par le de´terminant (et que nous notons simplement detO(0,b+1)). D’apre`s le the´ore`me 3.5,
par inspection, on est dans l’un des cas suivants. Soit µ =
(
b+1
2 , . . . ,
b+1
2
)
et π(µ) est l’image
par la correspondence de Howe de TrivO(0,b+1), soit µ =
b+ 32 , . . . , b+ 32︸ ︷︷ ︸
b+1
,
b+ 1
2
, . . . ,
b+ 1
2︸ ︷︷ ︸
n−b−1

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et π(µ) est l’image par la correspondence de Howe de detO(0,b+1) et ceci ne´cessite n ≥ b + 1.
Dans ce cas, notons cette repre´sentation
(5.2) σn, b+1
2
= π(µ), ou` µ =
b+ 32 , . . . , b+ 32︸ ︷︷ ︸
b+1
,
b+ 1
2
, . . . ,
b+ 1
2︸ ︷︷ ︸
n−b−1
 .
The´ore`me 5.1. — Soit ψ un A-parame`tre unipotent pour G = Sp(2n,R).
— Si ψ est irre´ductible, c’est-a`-dire ψ = 1WR ⊠R[n], alors le paquet Π(ψ) est constitue´ de la
repre´sentation triviale de G.
— Si ψ est de longueur 3, on suppose que ψ s’e´crit :
(5.3) ψ = (sgn
b+1
2
WR
⊠R[a])⊕ (η3 sgn
b+1
2
WR
⊠R[b])⊕ (η3 ⊠R[1]) = (sgn
b+1
2
WR
⊠R[a])⊕ ψ′,
avec a ≥ b ≥ 1. Soit π(µ) un module unitaire holomorphe comme dans le the´ore`me 3.5. On sup-
pose d’autre part que ψ′ = (η3 sgn
b+1
2
WR
⊠R[b])⊕(η3⊠R[1]) est un A-parame`tre pour O(0, b+1) tel
que le paquet Π(ψ′) contienne une repre´sentation de dimension finie Eψ′ et que π(µ) est l’image
par la correspondance de Howe pour la paire (O(0, b + 1),Sp(2n,R)) de cette repre´sentation
Eψ′ . Alors soit Eψ′ est la representation triviale de O(0, b + 1), et alors π(µ) = πn(
b+1
2 ), soit
Eψ′ est le de´terminant de O(0, b + 1), et alors b+ 1 ≤ n et π(µ) = σn, b+1
2
(cf. Notation 3.3 et
(5.2)). De plus Π(ψ) contient π(µ).
Nous avons de´ja` de´montre´ les premie`res assertions avant l’e´nonce´ du the´ore`me. Il reste a` voir
dans le deuxie`me cas que Π(ψ) contient π(µ). Nous de´montrerons un re´sultat plus ge´ne´ral plus
loin, le the´ore`me 16.4 et nous renvoyons le lecteur a` sa de´monstration.
6. Cas du caracte`re infinite´simal re´gulier
Soit χ = (χ1, . . . , χn) ∈ t∗ de´finissant un caracte`re infinite´simal re´gulier de Sp(2n,R), c’est-
a`-dire que la suite ν1 ≥ ν2 ≥ . . . ≥ ν2n+1 forme´e avec les entiers χ1, . . . , χn, leurs oppose´s, et 0
est sans multiplicite´. On peut supposer que χ1 > χ2 > . . . > χn > 0.
On suppose qu’il existe des modules unitaires holomorphes dont le caracte`re infinite´simal est
χ ∈ t∗. Comme dans la section 3.1, notons µ∗ = (−mn ≥ −mn−1 ≥ · · · ≥ −m1) le plus haut
poids d’un tel module. Alors (m1−1,m2−2, . . . ,mn−n) de´finit le meˆme caracte`re infinite´simal
que χ.
On est alors ne´cessairement dans le cas (a) ou (b)′ du the´ore`me 3.5 et de la remarque 3.6.
De plus dans le cas (b’), en posant ℓ = mn, on a mℓ − ℓ > a = n − ℓ i.e. mℓ > n ; en
particulier, mℓ > mn = ℓ et a = u. Dans le cas (a), on pose a = 0. Le caracte`re infinite´simal
e´tant fixe´, le module unitaire holomorphe en question, est entie`rement de´termine´ par l’entier
a (ou` de manie`re e´quivalente l’entier ℓ avec ℓ = n − a) et on le note πa, ou` l’entier a varie
de 0 a` amax, qui est obtenu comme suit si χ1 6= 1, on pose amax = 0, et si χ1 = 1, soit amax
l’entier strictement positif tel que amax ≤ n, (χn−amax+1, . . . , χn) = (amax, amax−1, . . . , 1) et si
amax 6= n, χn−amax > amax + 1.
Le module unitaire πa est le plus haut poids µa = (−mn, . . . ,−m1), avec (m1,m2, . . . ,mn) =
(m1, . . . ,mℓ, ℓ, . . . , ℓ), et (χ1, . . . , χn) = (m1 − 1, . . . mℓ − ℓ, a, a− 1, . . . , 1). Reprenons les nota-
tions de la section 2. Notons L le c-Levi de Sp(2n,R) avec
L ≃ Sp(2a,R) ×U(1, 0) × · · · ×U(1, 0)︸ ︷︷ ︸
ℓ
.
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On a alors
ρ = (−1,−2, . . . ,−n), ρ(k) =
(
n− 1
2
, . . . ,−n− 1
2
)
, ρ(u) = (0, . . . , 0,−n + ℓ− 1, . . . ,−n),
ρ(u ∩ p) =
(
− ℓ
2
, . . . ,− ℓ
2
,−n+ 1
2
, . . . ,−n+ 1
2
)
.
On de´finit un caracte`re unitaire Λ de L en donnant sa diffe´rentielle, qui le de´termine car L est
connexe :
λ =µa − 2ρ(u ∩ p) = (0, . . . , 0,−mℓ + n+ 1, . . . ,−m1 + n+ 1).
Remarquons que l’on a bien λ+ ρ = (−1,−2, . . . ,−a,−mℓ+n+1− (n− l+1), . . . ,−m1+n+
1− n) = (−1,−2, . . . ,−a,−mℓ + ℓ, . . . ,−m1 + 1).
Proposition 6.1. — On a πa = Aq(λ).
De´monstration. C’est une conse´quence directe de [VZ84], Prop. 6.1.
Conside´rons maintenant un parame`tre d’Arthur
ψ :WR × SL2(C) −→ SO(2n + 1,C)
de caracte`re infinite´simal χ, que l’on de´compose en somme directe de repre´sentations
irre´ductibles de WR × SL2(C) :
ψ = ⊕ψi.
Soit ψu la partie unipotente de ψ. Alors ψu est irre´ductible, c’est-a`-dire que ψu est l’un des ψi
(ceci a` cause de l’hypothe`se de re´gularite´ de χ). De plus, ψu est de la forme
ψu = ǫ⊗R[2a(ψu) + 1],
ou` ǫ est un caracte`re quadratique de WR et a(ψu) un entier.
The´ore`me 6.2. — La repre´sentation πa est dans le paquet Π(ψ) si et seulement si a = a(ψu).
De´monstration. Les paquets d’Arthur de caracte`re infinite´simal entier re´gulier χ sont des paquets
d’Adams-Johnson ([AJ87], [AMR]), que l’on connait exactement.
7. Le cas ou` le plus haut poids est scalaire
Soit π(µ) un module unitaire holomorphe comme dans le the´ore`me 3.1 et dans cette section,
on suppose que le poids µ = (m1 ≥ m2 ≥ .... ≥ mn) est de la forme µ = (m, . . . ,m), avec
0 ≤ m ≤ n (dans le cas m > n, π(µ) est une se´rie discre`te holomorphe, et les paquets d’Arthur
la contenant sont des paquets d’Adams-Johnson de´crit dans [AMR]). Rappelons que nous avons
note´ cette repre´sentation πn(m) ou simplement π(m). Avec les notations du the´ore`me 3.1 et du
the´ore`me 3.5, on a donc u = n et l’on est dans un des cas (b”) ou (d) de la remarque 3.6.
Si m ≤ n+12 , on est dans le cas (b′′), et π(m) est image par la correspondance de Howe de la
repre´sentation triviale de O(0, 2m). Si m ≥ n2 + 1, c’est-a`-dire 2(m− 1) ≥ n, on est dans le cas
(d). C’est un sous-cas de (b) et donc comme ci-dessus π(m) est image par la correspondance de
Howe de la repre´sentation triviale de O(0, 2m). Mais c’est aussi l’image par la correspondence
de Howe de la repre´sentation [1, . . . , 1, 0, . . . , 0]− de O(0, 2(m− 1)), ou` il y a 2(m− 1)− n fois
0 et n− (m− 1) fois 1.
Enonc¸ons notre re´sultat pour les modules holomorphes de plus haut poids scalaire πn(m).
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The´ore`me 7.1. — Soit ψ un A-parame`tre pour le groupe G = Sp(2n,R) se de´composant en
ψ = ψu ⊕ ψd = ψu ⊕
s⊕
i=1
(δtj ⊠R[aj ])
ou` ψu est la partie unipotente de ψ, et ψd sa partie discre`te. Soit m un entier, avec 0 ≤ m ≤ n.
On suppose que le caracte`re infinite´simal associe´ a` ce parame`tre est celui de πn(m), c’est-a`-dire
constitue´ des entiers m − 1,m − 2, . . . ,m − n, de leur oppose´s, et de 0 (cf. Convention 2.3).
Alors le paquet Π(ψ) contient πn(m) si et seulement si l’on est dans un des cas suivants :
(i) dimψu = 1, 2m > n+ 1, et quels que soient i < j entre 1 et s,
(7.1)
[
ti − ai + 1
2
,
ti + ai − 1
2
]
∩
[
tj − aj + 1
2
,
tj + aj − 1
2
]
= ∅.
(ii) ψ s’e´crit
ψ = (sgn
2n+1−a(ψu)
2
WR
)⊠R[a(ψu)]⊕ ψ′
ou` ψ′ est un A-parame`tre pour le groupe O(2n + 1 − a(ψu)) tel que le paquet Π(ψ′) contienne
une representation de dimension finie Eψ′ et πn(m) est image de Eψ′ par la correspondance de
Howe.
Dans ces deux cas, la multiplicite´ de πn(m) dans le paquet Π(ψ) est 1.
Nous allons comple´ter ce re´sultat par le suivant.
The´ore`me 7.2. — Supposons que le couple (ψ,m) ve´rifie les hypothe`ses de (i), alors avec les
notations de la section 4.4, πn(m) est e´gale a` l’induite cohomologique RSLc,qc(Λ) obtenue en
partant d’une paire (qc, Lc), ou` c = (0, . . . , 0), de sorte que qc est holomorphe (cf. De´finition
2.1), Lc isomorphe a` ×kj=1U(0, aj) (cf. (4.4) et (4.5)) et Λ est le produit tensoriel de caracte`res
Λj du facteur isomorphe a` U(0, aj) de diffe´rentielle
(7.2) λj =
n−
∑
k<j
ak − tj − aj + 1
2
, . . . , n−
∑
k<j
ak − tj − aj + 1
2︸ ︷︷ ︸
aj
 .
(L’induction cohomologique a lieu dans le weakly fair range. Ici, en plus de l’unitarite´ de l’in-
duite, on a aussi son irre´ductibilite´)
Supposons que le couple (ψ,m) ve´rifie les hypothe`ses de (ii). Alors a(ψu) = 2(n−m) + 1 ou
bien a(ψu) = 2(n−m)+3, cette dernie`re possibilite´ ne pouvant avoir lieu que si 2m ≥ n+2. Si
a(ψu) = 2(n−m)+1 (resp. 2(n−m)+3), alors πn(m) est l’image par la correspondance de Howe
de la repre´sentation triviale (resp. de la repre´sentation de dimension finie [ 1, . . . , 1︸ ︷︷ ︸
2(m−1)−n
, 0, . . . , 0︸ ︷︷ ︸
n−(m−1)
]−)
de O(0, 2n + 1 − a(ψu)) = O(0, 2m) (resp. de O(0, 2n + 1 − a(ψu)) = O(0, 2(m − 1))). De
plus πn(m) est e´gale a` l’induite cohomologique RSLc,qc(ρ ⊠ Λ) obtenue en partant d’une paire
(qc, Lc), ou` c = (0, . . . , 0), de sorte que qc est holomorphe (cf. De´finition 2.1), Lc isomorphe
a` Sp(dim(ψu) − 1,R) ×
(
×kj=1U(0, aj)
)
(cf. (4.4) et (4.5)) et Λ est le produit tensoriel de
caracte`res Λj de U(0, aj) de diffe´rentielle comme en (7.2). D’autre part, la repre´sentation ρ
du facteur Sp(dim(ψu) − 1,R) est la repre´sentation unipotente πnu(mu) avec nu = dim(ψu)−12
et mu =
dim(ψu)−a(ψu)
2 , image par la correspondance de Howe de la repre´sentation triviale de
O(0,dim(ψu) − a(ψu)) (resp. σnu,ku, avec nu = dim(ψu)−12 et ku = dim(ψu)−a(ψu)2 , image par la
correspondance de Howe du de´terminant de O(0,dim(ψu)− a(ψu))).
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Remarque 7.3. — La condition 2m > n+ 1 du (i) du the´ore`me est la meˆme que celle du cas
ou` a(ψu) = 2(n−m) + 3 du (ii). Lorsque 2m ≤ n+ 1, il n’y a donc que les parame`tres du (ii)
avec a(ψu) = 2(n−m) + 1.
De´montrons tout de suite une partie de ce the´ore`me, que l’on met a` part sous la forme du
lemme suivant.
Lemme 7.4. — Si le couple (ψ,m) ve´rifie la condition (ii) du the´ore`me 7.1, on a alors a(ψu) =
2(n−m) + 1 ou bien a(ψu) = 2(n−m) + 3, cette dernie`re possibilite´ ne pouvant avoir lieu que
si 2m ≥ n+2. Si a(ψu) = 2(n−m)+1, alors πn(m) est l’image de la repre´sentation triviale de
O(0, 2n + 1− a(ψu)) par la correspondance de Howe, et si a(ψu) = 2(n −m) + 3, c’est l’image
de la repre´sentation de dimension finie [ 1, . . . , 1︸ ︷︷ ︸
2(m−1)−n
, 0, . . . , 0︸ ︷︷ ︸
n−(m−1)
]−.
De´monstration. Supposons que πn(m) soit l’image par la correspondance de Howe d’une
repre´sentation de dimension finie [α1, . . . , αx, 0, . . . , 0︸ ︷︷ ︸
ℓ−x
]ǫ du groupe O(0, 2ℓ) avec α1 ≥ α2 ≥
· · · ≥ αx > 0, et ǫ = ±. On obtient si ǫ = + :
(α1 + ℓ, . . . , αx + ℓ, ℓ, . . . , ℓ︸ ︷︷ ︸
n−x
) = (m, . . . ,m),
d’ou` x = 0, m = ℓ et a(ψu) = 2(n−m) + 1. Maintenant si ǫ = −, on obtient :
(α1 + ℓ, . . . , αx + ℓ, ℓ+ 1, . . . , ℓ+ 1︸ ︷︷ ︸
2ℓ−2x
, ℓ, . . . . . . , ℓ︸ ︷︷ ︸
n−2(ℓ−x)−x
) = (m, . . . ,m).
Ceci entraine m = ℓ+1, puis α1 = . . . , αx = 1 et enfin n−2(ℓ−x)−x = 0, soit x = 2(m−1)−n.
On a alors a(ψu) = 2(n−m)+ 3 et 2m = n+2+x ≥ n+2. Les conside´rations qui pre´ce`dent le
the´ore`me montrent que re´ciproquement, πn(m) est bien l’image par la correspondance de Howe
de la repre´sentation triviale ou de´terminant (selon que a(ψu) = 2(n−m) + 1 ou 2(n−m) + 3)
du groupe O(0, 2n + 1− a(ψu)).
La de´monstration des the´ore`mes 7.1 et 7.2 va occuper les sections 10 a` 13.
8. Les repre´sentations unipotentes σn,k
Dans cette section, nous conside´rons certains modules unitaires holomorphes particuliers,
qui ont la proprie´te´ d’eˆtre de plus unipotents, et nous montrons leur appartenance a` certains
paquets d’Arthur.
On fixe n et un entier k tel que 2 ≤ 2k ≤ n. Conside´rons la repre´sentation
(8.1) σn,k = π(k + 1, · · · , k + 1︸ ︷︷ ︸
2k
, k, · · · , k︸ ︷︷ ︸
n−2k
).
Nous avons de´ja` rencontre´ cette repre´sentation en (5.2). C’est l’image par la correspon-
dance de Howe de la repre´sentation detO(0,2k). L’image par la correspondance de Howe
de la repre´sentation triviale de O(0, 2k) est-elle le module holomorphe unitaire πn(k). Ces
repre´sentations ont e´te´ particulie`rement e´tudie´es par J. Adams dans [Ada87], qui les note
π±2k,n, avec π
−
2k,n = σn,k et π
+
2k,n = πn(k).
Introduisons le parame`tre
(8.2) ψ = (sgnkWR ⊠R[2(n− k) + 1])⊕ (δk−1 ⊠R[k]).
On constate que son caracte`re infinite´simal est celui de σn,k et de πn(k).
Proposition 8.1. — Le paquet d’Arthur Π(ψ) ou` ψ est le parame`tre (8.2) contient σn,k.
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On sait d’apre`s [MRb] que Π(ψ) contient les composantes irre´ductibles d’une certaine
repre´sentation construite par induction cohomologique a` partir de la paire (q, L) ou` ici q = qp,q
avec (p, q) = (0, k) (cf. section 2.3), de sorte que L est isomorphe a` Sp(2(n−k),R)×U(0, k). La
repre´sentation que l’on induit est un caracte`re de L que l’on note Λ : sur le facteur isomorphe
a` Sp(2(n − k),R), c’est donc le caracte`re trivial, et sur le facteur isomorphe a` U(0, k), il est
donne´ par sa diffe´rentielle (n− k + 1, . . . , n− k + 1︸ ︷︷ ︸
k
). Notons cette repre´sentation induite σ˜n,k.
C’est un cas particulier de la repre´sentation conside´re´e en (2.2), avec y = −n+ k− 1 dans (2.3)
et t = k−1 dans (2.4). C’est donc un Aq(λ) dans le weakly fair range : elle n’est pas irre´ductible
en ge´ne´ral mais elle est unitaire et donc semi-simple. La proposition est conse´quence imme´diate
du lemme suivant du a` J. Adams ([Ada87], Prop. 5.1).
Lemme 8.2. — L’induite cohomologique σ˜n,k se de´compose en σ˜n,k ≃ σn,k ⊕ πn(k).
Remarque 8.3. — En fait Adams conside`re une induite a` partir d’un c-Levi L isomorphe a`
Sp(2(n − k),R) ×U(0, 1) × · · · ×U(0, 1)︸ ︷︷ ︸
k
.
On utilise les re´sultats sur l’induction cohomologique par e´tape en induisant d’abord de
U(0, 1) × · · · ×U(0, 1)︸ ︷︷ ︸
k
a` U(0, k) pour voir que les e´nonce´s sont e´quivalents (voir le lemme
suivant et sa de´monstration).
Corollaire 8.4. — Conside´rons le parame`tre
(8.3) ψ = (sgnkWR ⊠R[2(n − k) + 1])⊕
s⊕
j=1
(δtj ⊠R[aj]).
ou` k =
∑s
j=1 aj , et supposons que le caracte`re infinite´simal de ψ soit celui de σn,k. Alors la
repre´sentation σn,k est dans le paquet Π(ψ).
De´monstration. Remarquons tout d’abord que sgnkWR = sgn
|{j; 1≤j≤s, aj impair }|
WR
, et que le pa-
rame`tre est bien a` valeurs dans SO(2n+1,C). D’autre part, le caracte`re infinite´simal est aussi
celui du parame`tre (8.2), ce qui force
(t1 + a1 − 1, t1 + a1 − 3, . . . , t1 − (a1 − 1),
t2 + a2 − 1, t2 + a2 − 3, . . . , t2 − (a2 − 1), . . . ,
, . . . , ts + as − 1, ts + as − 3, . . . , ts − (as − 1)) = (k − 1, . . . , 1, 0)
Par induction cohomologique par e´tape, l’induite cohomologique σ˜n,k conside´re´e dans le lemme
pre´ce´dent est e´gale a` l’une des induites cohomologiques associe´es au parame`tre (8.3) ou` l’on
induit d’une paire parabolique (q, L) avec q holomorphe et L isomorphe a`
Sp(2(n − k),R)× (×sj=1U(0, aj)) ,
avec comme repre´sentation induisante le produit tensoriel de la repre´sentation triviale sur le
facteur Sp(2(n − k),R) et des caracte`res Λj sur les facteurs U(0, aj), avec pour diffe´rentielle
(8.4) λj =
(
n−
∑
k<j
ak − tj + aj − 1
2
, . . . , n−
∑
k<j
ak − tj + aj − 1
2︸ ︷︷ ︸
aj
)
,
de sorte que quand on induit cohomologiquement ce caracte`re ⊠sj=1Λj de×sj=1U(0, aj) a`U(0, k),
on obtienne sur ce groupe le caracte`re de poids (n− k + 1, . . . , n− k + 1︸ ︷︷ ︸
k
) qui a servi dans la
de´finition de σ˜n,k.
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Montrons maintenant que σn,k est dans d’autres induites cohomologiques, et donc dans
d’autres paquets. Le re´sultat suivant se trouve aussi dans [Ada87], plus pre´cise´ment dans la
de´monstration de la proposition 5.1, p.135 (Case 2).
Lemme 8.5. — Conside´rons la paire parabolique (q, L) avec q = q0,1 (cf section 2.3) ; en parti-
culier, L est isomorphe a` Sp(2n−2,R)×U(0, 1). Supposons 2 < 2k ≤ n. Alors la repre´sentation
σn,k est e´gale a` l’induite cohomologique RSq,L,G(σn−1,k−1 ⊠ detn−k+1) (cette induite est dans le
weakly fair range, donc unitaire).
La` encore, on passe de l’e´nonce´ du lemme a` celui d’Adams par un argument simple d’induc-
tion par e´tape. Ce que de´montre Adams, c’est que σn,k est e´gale a` une induite cohomologique
construite avec σn−k+1,1.
Proposition 8.6. — Soit ψ = ψu ⊕ ψd = ψu ⊕
⊕s
j=1(δtj ⊠ R[aj ]) un A-parame`tre pour
Sp(2n,R). Supposons que le caracte`re infinite´simal de ψ soit celui de σn,k, et supposons de
plus que ψu contienne le facteur sgn
k
WR
⊠R[2(n− k)+ 1]. Alors σn,k est contenu dans le paquet
Π(ψ).
De´monstration. Comme 2k ≤ n, on voit facilement que a(ψu) = 2(n − k) + 1. Ecrivons ψ =
ψu⊕ψd = ψu⊕
⊕s
j=1(δtj ⊠R[aj]). Si ψu est irre´ductible, on a ψu = sgn
k
WR
⊠R[2(n−k)+1]. Le
lemme 8.2 et le corollaire 8.4 donnent alors la conclusion voulue. On suppose donc que ψu est de
longueur 3. Posons dimψu = 2nu+1 de sorte que ψu, e´ventuellement tensorise´ par le caracte`re
sgnWR, est un A-parame`tre pour Sp(2nu;R). On sait d’apre`s [MRb] que Π(ψ) contient les
composantes irre´ductibles de la repre´sentation construite par induction cohomologique a` partir
de la paire (q, L) (cf. section 4.4) ou` q est holomorphe et L est isomorphe a` Sp(2nu,R) ×(
×sj=1U(0, aj)
)
comme suit : sur le facteur Sp(2nu,R), la repre´sentation que l’on induit est la
repre´sentation unipotente σnu,au ou` au = k −
∑
j aj , de sorte que n − k = nu − au et sur les
facteurs U(aj , 0), la repre´sentation que l’on induit est un caracte`re de diffe´rentielle comme en
(8.4). Appelons ρ cette induite cohomologique. L’induction e´tant dans le weakly fair range, ρ
est unitaire, mais pas ne´cessairement irre´ductible. On veut montrer que ρ contient σn,k.
L’e´galite´ du caracte`re infinite´simal du parame`tre ψ avec celui de σn,k implique que pour tout
j avec 1 < j ≤ s, tj−1−(aj−1−1)2 = 1 +
tj+(aj−1)
2 . En utilisant des argument d’induction par
e´tape comme dans la de´monstration du corollaire 8.4, on voit que l’on peut remplacer l’induite
cohomologique par une induite cohomologique a` partir d’une paire (q′, L′) ou` q′ est holomorphe
et L′ est isomorphe a` Sp(2nu,R)×
(×j′U(0, bj′)) du moment que∑j aj =∑j′ bj′ , en adaptant
le caracte`re du produit de groupe unitaires que l’on induit, bien e´videmment. En particulier,
ρ est aussi obtenue comme induite cohomologique avec la paire parabolique (q′, L′) ou` q′ est
holomorphe et L′ est isomorphe a` Sp(2nu,R)×U(0,
∑
j aj).
On raisonne par re´currence sur
∑
j aj pour montrer que π contient σn,k. Par hypothe`se de
re´currence, on peut supposer que l’induite cohomologique construite avec la paire parabolique
Sp(2nu,R)×U(0, (
∑
j aj)−1) contient σn−1,k−1, car on amorce la re´currence avec le cas
∑
i ai =
1 et le parame`tre unipotent ψu, cas traite´ dans la section 5. Graˆce au lemme 8.5, on en de´duit
que l’induite cohomologique ρ contient σn,k.
Nous allons maintenant e´noncer une re´ciproque en montrant que la liste des paquets contenant
σn,k donne´e dans la proposition est comple`te si 2k ≤ n−1. Lorsque n = 2k, on a σ2k,k = π(k+1)
et la liste des paquets d’Arthur contenant ce module holomorphe unitaire est donne´e dans le
the´ore`me 7.1. De plus, on a la proprie´te´ de multiplicite´ un.
The´ore`me 8.7. — On suppose que 2k ≥ n − 1. Soit ψ un A-parame`tre pour G = Sp(2n,R)
dont le caracte`re infinite´simal est celui de σn,k. Alors σn,k ∈ Π(ψ) si et seulement si a(ψu) =
2(n− k) + 1 et ψ contient sgnkWR ⊠R[2(n− k) + 1]. De plus, la multiplicite´ de σn,k dans Π(ψ)
est un.
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La de´monstration sera donne´e dans la section 14.
9. Parame`tres de Langlands des repre´sentations πn(m) et σn,k.
On fixe m un entier naturel. Si m > n, la repre´sentation πn(m) est une se´rie discre`te et si
m = n c’est une limite de se´ries discre`tes, donc en particulier c’est une repre´sentation tempe´re´e.
Si m = 0, la repre´sentation πn(m) est la repre´sentation triviale qui n’apparaˆıt dans un paquet
Π(ψ) que si ψ = ψu est irre´ductible.
On suppose donc que m ∈ [1, n[ et on va de´crire les parame`tres de Langlands de πn(m).
Proposition 9.1. — Soit m un entier dans [1, n[. Soit P = MN le sous-groupe parabo-
lique standard de G = Sp(2n,R) dont le facteur de Levi M est isomorphe a` GL(1,R)n−m ×
Sp(2m,R). Alors la repre´sentation πn(m) est le quotient de Langlands de la repre´sentation stan-
dard IndGP (sgn
m| |n−m ⊠ · · ·⊠ sgnm| |⊠ πm(m)). (L’induction parabolique est ici normalise´e de
la manie`re usuelle qui pre´serve l’unitarite´. Sur le j-ie`me facteur GL(1,R), sgnm| |n−m−j+1 est
le caracte`re x 7→ sgnm(x)|x|n−m−j+1, et l’on e´tend trivialement la repre´sentation sgnm| |n−m⊠
· · ·⊠ sgnm| |⊠ π0(m) ainsi de´finie en une repre´sentation de P sans changer la notation).
Le re´sultat est sans doute de´ja` bien connu puisque πn(m) est l’image de la repre´sentation
triviale du groupe orthogonal compact O(0, 2m). Nous donnons dans la section 19 une preuve
globale.
Traitons maintenant le cas des repre´sentations σn,k de (8.1) ou` k ou` 2k ≤ n.
Proposition 9.2. — La repre´sentation σn,k est le quotient de Langlands de la repre´sentation
standard
IndGP
(
sgnk| |n−k ⊠ · · · ⊠ sgnk| |k+1 ⊠ sgnk| |k−1 ⊠ · · ·⊠ sgnk| | × πk+1(k + 1)
)
.
Ici P = MN est le parabolique standard de G = Sp(2n,R) comme dans la proposition
pre´ce´dente.
De meˆme, la de´monstration est dans la section 19.
Soit ψ un A-parame`tre. Rappelons les entiers a(ψ) et a(ψu) de la de´finition 4.4.
Corollaire 9.3. — Soit ψ un A-parame`tre tel que πn(m) ∈ Π(ψ) et on suppose que m est un
entier dans [1, n[. Alors a(ψ) ≥ 2(n −m) + 1 avec ine´galite´ stricte si a(ψ) > a(ψu) ou si ψ ne
contient pas sgnmWR ⊠R[2(n −m) + 1].
De´monstration. Le plus grand exposant d’une repre´sentation dans Π(ψ) est certainement
infe´rieur ou e´gal a` (a(ψ) − 1)/2 d’apre`s la discussion a` la fin de la page 155 et le premier
paragraphe de la page 156 de [Art13]. Comme cet exposant pour πn(m) est n −m on obtient
l’ine´galite´ large. On a l’ine´galite´ stricte en reprenant la de´monstration de [Art13]. On peut
remarquer que si m ≥ n l’ine´galite´ a(ψ) ≥ 2(n−m) + 1 est trivialement ve´rifie´e.
10. Un re´sultat de re´duction
On suppose dans cette section que ψ 6= ψu. Le parame`tre ψ a donc une partie discre`te
ψd = ⊕sj=1(δtj ⊠ R[aj]) non triviale. Rappelons que l’on a ordonne´ les indices de sorte que la
suite (tj)j=1,...,s soit de´croissante, et si tj = tj + 1, on a aj ≥ aj+1.
On suppose que le caracte`re infinite´simal de ψ est celui d’un module holomorphe unitaire
πn(m) , avec m ∈ {0, . . . , n} et on suppose de plus qu’il existe un indice j0 ∈ {1, . . . , s} tel que :
(10.1)
tj0 + aj0 − 1
2
≥ m− 1 et tj0 − (aj0 − 1)
2
≥ 0.
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On prend alors j0 minimal avec cette proprie´te´.
Le point (ii) du lemme 4.3 montre que l’ine´galite´
tj0−(aj0−1)
2 ≥ 0 est certainement ve´rifie´e si
dim(ψu) > 1, mais elle est plus ge´ne´rale.
Lemme 10.1. — Avec les hypothe`ses (10.1) sur tj0 et aj0, on a
tj0+aj0−1
2 ∈ {m− 1, n−m}.
De´monstration. Ceci de´coule de l’e´galite´ du caracte`re infinite´simaux de ψ et de πn(m) force.
En effet, si
tj0+aj0−1
2 > m − 1, alors n − m > m − 1 et la multiplicite´ de
tj0+aj0−1
2 dans le
caracte`re infinite´simal est 1. Il ne peut donc pas y avoir de terme unipotent ηi ⊠ R[ai] avec
ai−1
2 ≥
tj0+aj0−1
2 , car cela contredirait cette multiplicite´ 1. Si
tj0+aj0−1
2 6= n − m, il y a donc
ne´cessairement un autre indice j > 1 tel que
tj+aj−1
2 = n −m. Si j > j0, comme tj0 ≥ tj , ceci
force aj > aj0 et
tj−(aj−1)
2 <
tj0−(aj0−1)
2 ce qui contredit encore la multiplicite´ 1. Si j < j0 on a
tj+aj−1
2 >
tj0+aj0−1
2 > m− 1 et donc on ne peut pas avoir tj − aj +1 ≥ 0, car un tel j contredit
la minimalite´ de j0. On a donc ne´cessairement tj − aj + 1 < 0, mais la` encore, la contribution
du terme δtj ⊠R[aj] au caracte`re infinite´simal comporte le terme
tj0+aj0−1
2 dont la multiplicite´
1 est a` nouveau contredite.
Fixons une repre´sentation unitaire irre´ductible σ deG′ = Sp(2(n−aj0),R). On va supposer de
plus que σ est dans un paquet d’Arthur pour ce groupe. Conside´rons une induite cohomologique
a` partir d’une paire parabolique (q, L) comme en (2.1) avec L isomorphe a` Sp(2(n− aj0),R)×
U(p, q), et p+q = aj0 . Notons Λ le caracte`re de U(p, q), ou` p+q = aj0 de poids λ = λtj0 comme
en (2.3) et (2.4). Soit πp,q(σ, tj0) = RSq,L(σ ⊠Λ). Cette induction cohomologique, se fait dans le
weakly fair range puisque tj0 ≥ 0. On suppose que πp,q(σ, tj0) a le meˆme caracte`re infinite´simal
que πn(m).
Proposition 10.2. — Avec les hypothe`ses et les notations pre´ce´dentes, la repre´sentation
πp,q(σ, tj0) contient πn(m) si et seulement si p = 0,
tj0+(aj0−1)
2 = m−1 et σ est la repre´sentation
πn−aj0 (m− aj0).
Remarque 10.3. — L’hypothe`se tj0 ≥ 0 nous dit que l’induction cohomologique qui de´finit
πp,q(σ, tj0) a` lieu dans le weakly fair range, mais la repre´sentation σ ⊠ Λ n’est pas faiblement
unipotente en ge´ne´ral, on ne dispose donc pas a priori des re´sultats d’unitarite´ de l’induite et
d’annulation des Rjq,L(σ ⊠ Λ) lorsque j 6= S. Or nous avons besoin de ces re´sultats. Ils vont
de´couler des hypothe`ses sur σ, et d’un re´sultat de P. Trapa pour les groupes unitaires. Nous
donnons l’argument a` la fin de cette section.
De´monstration. On remarque que l’on a suppose´ que
tj0+aj0−1
2 ≥ aj0 − 1 et quand
tj0+aj0−1
2 =
m−1 on a doncm ≥ aj0 , ce qui donne bien un sens a` la repre´sentation πn−aj0 (m−aj0). Supposons
donc que πp,q(σ, tj0) contient πn(m). Montrons d’abord que p = 0 et que
tj0+(aj0+1)
2 = m. Nous
avons vu dans la lemme ci-dessus que
tj0+aj0−1
2 = m−1 ou n−m, c’est-a`-dire tj0+aj0+1 = 2m
ou 2(n −m + 1). Supposons tout d’abord tj0 + aj0 + 1 = 2(n −m + 1). La premie`re ine´galite´
dans (10.1) s’e´crit alors n −m+ 1 ≥ m, ou encore n + 1 ≥ 2m. L’ine´galite´ fondamentale (2.7)
donne :
(10.2) m(q − p) ≥ (p + q)
(
tj0 + aj0 + 1
2
)
− 2pq = (p+ q)(n −m+ 1)− 2pq,
En combinant avec n + 1 ≥ 2m, on obtient m(q − p) ≥ (p + q)m − 2pq, ce qui entraˆıne
2p(q − m) ≥ 0. Supposons p ≥ 1. On a alors q ≥ m. La seconde ine´galite´ dans (10.1) s’e´crit
tj0 + 1 ≥ p+ q, ou encore n−m+ 1 ≥ p+ q, soit n+ 1 ≥ p+ q +m. On re´injecte dans (10.2) :
q(q − p) ≥ m(q − p) ≥ (p + q)2 − 2pq = p2 + q2 d’ou` −pq ≥ p2 ≥ 1, et l’on aboutit a` une
contradiction. On a donc p = 0, que l’on re´injecte dans (10.2). Alors mq ≥ q(n−m+1), ce qui
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implique 2m ≥ n+ 1 et ainsi 2m = n+ 1. On aboutit ainsi a` la conclusion voulue dans ce cas :
p = 0 et
tj0+(aj0+1)
2 = n−m+ 1 = m.
L’autre cas est tj0+aj0+1 = 2m. La seconde ine´galite´ dans (10.1) s’e´crit alors tj0+1 ≥ p+q,
ou encore m ≥ p+ q. L’ine´galite´ fondamentale (2.7) donne :
m(q − p) ≥ (p+ q)
(
tj0 + aj0 + 1
2
)
− 2pq = (p+ q)m− 2pq,
ce que l’on re´e´crit 2p(q−m) ≥ 0. Si p ≥ 1, alors 2p(q−m) ≥ 0 implique q ≥ m, ce qui contredit
m ≥ p + q ≥ q + 1. Donc ne´cessairement, p = 0. On a donc q = aj0 . Ceci montre la ne´cessite´
des deux premie`res conditions de l’e´nonce´.
Calculons la multiplicite´ du K-type E = C−m de dimension 1 et de plus haut poids scalaire
(−m, . . . ,−m) dans π0,aj0 (σ, tj0) = RSq,L,G(σ⊠Λ) avec Λ = det n−
tj0
+aj0
−1
2 . On utilise la formule
de multiplicite´ du the´ore`me 5.64 de [KV95], et le fait mentionne´ dans la remarque 10.3 qui
donne l’annulation des induites cohomologique en degre´ j 6= S :
(−1)S dim(HomK(E;π0,aj0 (σ, tj0))) = (−1)S dim(HomK(E;RSq,L(σ ⊠ Λ)))
=
S∑
r=0
(−1)r dim(HomK∩L(Hr(u ∩ k;E);S(u ∩ p)⊗ (σ ⊠ Λ)⊗ C2δ(u))).
Combine´e avec la dualite´ de Poincare´ du corollaire 3.8 de [KV95], le changement d’indice
r → S − r et la formule de la section 2.3 pour 2δ(u), on obtient :
dim(HomK(E;π0,aj0 (σ, tj0)))
=
S∑
r=0
(−1)r dim(HomK∩L(Hr(u ∩ k;E);S(u ∩ p) ⊗ (σ ⊠ det n−
tj0
+aj0
−1
2 )⊗ C2δ(u∩p))
=
S∑
r=0
(−1)r dim(HomK∩L(∧r(u ∩ k)⊗ C−m;S(u ∩ p)⊗ σ ⊗ C−m−aj0 ).
D’autre part, rappelons que
u ∩ p =
⊕
n−a+1≤i<j≤n
(
g−ei−ej ⊕ g−2ei
)⊕ ⊕
1≤i≤n−a<j≤n
g−ei−ej = U1 ⊕ U2
On a donc S(u ∩ p) =⊕α,β Sα(U1)⊗ Sβ(U2) et l’on regarde
HomK∩L(∧r(u ∩ k)⊗ C−m;Sα(U1)⊗ Sβ(U2)⊗ σ ⊗ C−m−aj0 )
En regardant l’action du centre de l’alge`bre enveloppante du facteur U(a), on obtient une
condition ne´cessaire pour la non nullite´ de cet espace, a` savoir 2α+β = −r. Ceci force α = β =
r = 0 et l’on obtient finalement
(10.3) dim(HomK(E;π0,aj0 (σ, tj0))) = dim(HomU(n−aj0 )(C−m+a1 , σ)).
On ve´rifie que l’hypothe`se sur les caracte`res infinite´simaux force σ a` avoir comme caracte`re
infinite´simal : m− aj0 − 1, · · · , n−m, c’est-a`-dire le caracte`re infinite´simal de πn−aj0 (m− aj0).
Pour conclure, nous allons utiliser le re´sultat suivant de Chen-Bo Zhu [Zhu03] :
Lemme 10.4. — Soit σ une repre´sentation irre´ductible unitaire de G = Sp(2n,R) ayant
meˆme caracte`re infinite´simal que πn(m). Supposons de plus que σ contienne le K-type scalaire
(−m, . . . ,−m︸ ︷︷ ︸
n
). Alors σ = πn(m).
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Graˆce a` ce lemme, applique´ a` G′ = Sp(2(n − aj0 ,R), πn−aj0 (m − aj0) et σ, la non nullite´
du terme de droite dans (10.3) est exactement e´quivalent a` ce que σ = πn−aj0 (m − aj0). Dans
ce cas, la dimension de cet espace est 1. Comme π0,aj0 (σ, tj0) est une induite cohomologique
dans le weakly fair range, elle est unitaire, et certainement non nulle si la dimension de (10.3)
est 1. Le lemme ci-dessus, a` nouveau applique´ aux composantes irre´ductibles de π0,aj0 (σ, tj0)
montre le re´sultat voulu, c’est-a`-dire que l’une de ces composantes est πn(m). Ceci termine la
de´monstration de ne´cessite´ des conditions de la proposition. Il est facile de montrer qu’elle sont
suffisantes en utilisant le lemme ci-dessus et (10.3).
Remarque 10.5. — Soit ψ′ le A-parame`tre pour G′ = Sp(2(n−aj0),R) de´fini par ψ = (δtj0 ⊠
R[aj0 ])⊕(sgn
aj0
WR
⊗ψ′). Dans les hypothe`ses de la proposition, si l’on suppose de plus tj0+aj0−12 =
m−1, alors (ψ, πn(m)) satisfait les hypothe`ses du the´ore`me 7.1 si et seulement si (ψ′, πn−aj0 (m−
aj0)) les satisfait pour Sp(2(n − aj0),R).
De´monstration. Evidemment dim(ψu) = dim(ψ
′
u) et a(ψu) = a(ψ
′
u). Dans le cas (ii)
du the´ore`me, avec a(ψu) = a(ψ
′
u) = 2(n − m) + 1, il n’y a aucune difficulte´, mais si
a(ψu) = 2(n−m)+3, il faut ve´rifier que les hypothe`ses forcent 2(m−aj0) ≥ (n−aj0)+2. Mais
si a(ψu)−12 = n−m+1 apparaˆıt dans le caracte`re infinite´simal de ψ, il apparaˆıt avec multiplicite´ 1
et ne peut pas eˆtre dans l’intervalle [
tj0−aj0+1
2 ,
tj0+aj0−1
2 ] = [m−aj0 ,m−1] puisque les e´le´ments
de cet intervalle sont dans le caracte`re infinite´simal graˆce a` la contribution de δtj0 ⊠R[aj0 ]. On
a donc m − aj0 ≥ n − m + 2 et ainsi 2(m − aj0) ≥ (n − aj0) + 2. On remarque aussi que les
ine´galite´s impliquent aussi que
tj0−aj0+1
2 = m − aj0 > m− aj0 − 1 ≥ (n − aj0) − (m − aj0), et
donc l’induction cohomologique se fait dans le good range dans ce cas.
Il nous reste a` de´montrer les re´sultats d’unitarite´ et d’annulation d’induites cohomologiques
de la remarque 10.3.
De´monstration. Si σ est dans un paquet d’Arthur unipotent pour G′, elle est en particulier fai-
blement unipotente ([MRa]), et les re´sultats de´ja` mentionne´s de [KV95] s’appliquent dans ce
cas. Si σ n’est pas unipotente (ici, ≪ unipotente ≫ signifie ≪ appartenant a` un paquet d’Arthur
unipotent ≫), on sait d’apre`s la description des paquets d’Arthur pour les groupes symplec-
tiques rappele´s dans la section 4.4 que σ est obtenue comme sous-repre´sentation d’une induite
cohomologique σ˜ a` partir d’un c-Levi L′ de G′ isomorphe a` produit de groupes unitaires et d’un
groupe symplectique G′′ de rang plus petit. La repre´sentation que l’on induit est unipotente sur
le facteur G′′, et ce sont des caracte`res unitaires sur les groupes unitaires. On est dans le weakly
fair range, avec les re´sultats d’annulation en tout degre´ sauf un, et d’unitarite´ qui en de´coulent.
On va de´montrer l’unitarite´ en degre´ j = S et l’annulation en degre´ j 6= S des induites coho-
mogiques obtenues en remplac¸ant σ par σ˜, ce qui suffit. Graˆce au lemme d’induction par e´tape
([Vog81], Cor. 6.3.10) on e´crit Rjq,L(σ˜ ⊠ Λ) comme une induite cohomologique a` partir d’un
c-Levi de G isomorphe a` L′ ×U(p, q) (rappelons que ce facteur U(p, q) vient de l’indice j0, il
aurait e´te´ plus clair mais trop lourd d’e´crire U(pj0 , qj0)), et la repre´sentation que l’on induit est
alors faiblement unipotente, le proble`me est maintenant que l’on a sorti l’indice j0 du lemme
pour le mettre en premier, et que l’induction n’est plus dans le weakly fair range. C’est ici que
l’on va utiliser les re´sultats de P. Trapa [Tra01] en de´composant l’induction cohomologique en
deux e´tapes, l’e´tape interme´diaire e´tant constitue´ du c-Levi de G isomorphe au produit d’un
seul groupe unitaire et de G′′. L’e´tape interme´diaire peut donc eˆtre vue comme ayant lieu uni-
quement dans ce groupe unitaire. On induit un produit de caracte`res, et l’on est dans ce que
Trapa appelle le ≪ mediocre range ≫. On peut utiliser alors les e´galite´s entre Aq(λ) de´montre´es
par Trapa pour voir que le re´sultat de cette induction cohomologique dans le mediocre range
est e´gale a` celle obtenue en remettant l’indice j0 a` sa place, et qui elle est dans le weakly fair
range, ou` l’on a les re´sultats d’annulation voulus. On peut donc appliquer a` nouveau [Vog81],
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Cor. 6.3.10 sur l’induction par e´tape pour montrer l’annulation de Rjq,L(σ˜ ⊠ Λ) lorsque j 6= S,
et de meˆme pour l’unitarite´ en degre´ S.
11. De´monstration du the´ore`me 7.1 (les conditions sont suffisantes) et du
the´ore`me 7.2
Dans cette section, on suppose que le couple (ψ,m) ve´rifie une des conditions du the´ore`me
7.1, et l’on va montrer que π(m) = πn(m) est dans Π(ψ). Rappelons que l’on a pose´
ψ = ψu ⊕ ψd = ψu ⊕
s⊕
i=1
(δtj ⊠R[aj ]).
11.1. Cas (i). — On suppose donc que dim(ψu) = 1, 2m > n + 1 et que l’on a (7.1). On va
raisonner par re´currence sur la longueur de ψd. Supposons tout d’abord que ψd soit de longueur
1, de sorte que ψ = (δt ⊠ R[n]) ⊕ (sgnnWR ⊠ R[1]). Conside´rons la paire (q, L), ou` L = K et
q = k⊕p−. La condition sur le caracte`re infinite´simal est que t+n−12 = max(m−1, n−m) = m−1.
On conside`re l’induite cohomologique R0q,L(Λ) ou` Λ est le caracte`re de L = K de diffe´rentielle
λ = (−m+ n+ 1, . . . ,−m+ n+ 1) =
(−t+ n+ 1
2
, . . . ,
−t+ n+ 1
2
)
.
Ici λ+ 2δ(u ∩ p) = (− t+n+12 , . . . ,− t+n+12 ) = (−m, . . . ,−m) qui est dominant pour ∆(g, k)+, et
c’est donc le bottom layer de R0q,L(Λ). D’autre part, R0q,L(Λ) est irre´ductible (c’est un module
de Verma ge´ne´ralise´, donc monoge`ne, et il est de plus unitaire, donc semi-simple) et R0q,L(Λ) =
π(m). D’apre`s [MRb], π(m) est alors dans Π(ψ).
On suppose maintenant
ψ = (sgn
|{j; 1≤j≤s, aj impair }|
WR
⊠R[1]) ⊕
s⊕
j=1
(δtj ⊠R[aj]),
avec s > 1 et le re´sultat de´montre´ pour
ψ♭ = (sgn
|{j; 2≤j≤s, aj impair }|
WR
⊠R[1])⊕
s⊕
j=2
(δtj ⊠R[aj]).
Dans [MRb], les e´le´ments de Π(ψ) sont de´crits comme composantes irre´ductibles d’induites
cohomologiques dans le weakly fair range a` partir de paires paraboliques (q, L) comme dans la
section 2.3 avec q = qp,q et p+q = a1. On prend ici (p, q) = (0, a1), le c-Levi L est alors isomorphe
a` Sp(2(n−a1),R)×U(0, a1). Comme repre´sentation induisante, sur le facteur Sp(2(n−a1),R),
on met le module holomorphe unitaire de plus haut poids (m− a1, . . . ,m− a1︸ ︷︷ ︸
n−a1
), qui par hy-
pothe`se de recurrence est dans Π(ψ♭), et sur le facteur U(0, a1), on met le caracte`re unitaire Λ
de diffe´rentielle (n− t1 + a1 − 1
2
, . . . , n− t1 + a1 − 1
2︸ ︷︷ ︸
a1
). Par induction cohomologique par e´tapes,
on obtient π(m). Remarquons que l’hypothe`se (7.1) entraˆıne qu’apre`s la premie`re induction co-
homologique (celle pour le parame`tre δts⊠R[as], les autre inductions cohomologiques successives
se font dans le good range, et en particulier, elle pre´servent l’irre´ductibilite´. Ceci montre que
π(m) est bien dans Π(ψ) et e´tablit aussi le the´ore`me 7.2 dans le cas (i).
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11.2. Cas (ii) avec a(ψu) = 2(m − 1) + 1 et m− 1 > n−m. — On suppose que le couple
(ψ,m) ve´rifie l’hypothe`se (ii) du the´ore`me, avec de plus ψ 6= ψu (le cas ψ = ψu a e´te´ traite´ dans
la section 5), dimψu > 1, a(ψu) = 2(m − 1) + 1 et m− 1 > n−m. D’apre`s le lemme 7.4, on a
a(ψu) = 2(n −m) + 3, et donc n = 2(m − 1). De plus π(m) est l’image par la correspondence
de Howe du de´terminant de O(0, 2n+ 1− a(ψu)) = O(0, 2(m− 1)). On a donc π(m) = σn=2k,k
avec les notations de la section 8 et k = m− 1. On conclut alors graˆce a` la proposition 8.6.
11.3. Les conditions du the´ore`me sont suffisantes : fin de la de´monstration. — On a
de´ja` traite´ les cas ψ = ψu et dim(ψu) = 1. On se place donc dans le cas (ii) du the´ore`me 7.1 avec
ψ 6= ψu, et l’on raisonne par re´currence sur la longueur de ψd. On a donc a(ψu) = 2(n−m)− 1
ou 2(n −m) + 3.
Si m − 1 > n − m, et si a(ψu) = 2(m − 1) + 1, on est dans la situation de la section 11.2
et ce cas a donc de´ja` e´te´ traite´. Si a(ψu) < 2(m − 1) + 1, les conside´rations sur le caracte`re
infinite´simal montrent qu’il existe un unique indice j0 ∈ {1, . . . , s} tel que tj0+aj0−12 = m− 1 et
d’apre`s le lemme 4.3, on a tj0 − aj0 + 1 ≥ 0. Ainsi j0 ve´rifie l’hypothe`se (10.1) et il est minimal
avec cette proprie´te´, car unique. On peut donc appliquer la proposition 10.2 et la remarque 10.5.
On e´crit ψ = (δtj0 ⊠R[aj0 ])⊕ (sgn
aj0
WR
⊗ψ′). Alors (ψ′, πn−aj0 (m−aj0)) ve´rifie les conditions du
the´ore`me pour G′ = Sp(2(n − aj0),R). Donc Π(ψ′) contient πn−aj0 (m− aj0) et πn(m) est une
composante irre´ductible de πp,q(σ, tj0) = RSq,L(σ ⊠ Λ) d’apre`s la proposition 10.2. On conclut
que πn(m) ∈ Π(ψ) d’apre`s la description de Π(ψ) de [MRb] rappele´e en 4.4.
Si n − m ≥ m − 1, alors on a ne´cessairement a(ψu) = 2(n − m) + 1. De plus, par des
conside´rations sur le caracte`re infinite´simal comme dans le lemme 4.3 et la remarque 10.1, on
voit que les segments [
tj−aj+1
2 ,
tj+aj−1
2 ] doivent pas s’intersecter lorsque j parcourt {1, . . . s}, et
de plus, on a ne´cessairement t1+a1−12 = m − 1 et t1 − a1 + 1 ≥ 0. On peut donc appliquer la
proposition 10.2 et la remarque 10.5 et conclure par hypothe`se de re´currence comme ci-dessus.
On obtient aussi le the´ore`me 7.2 dans le cas (ii).
12. De´monstration du the´ore`me 7.1 : les conditions sont ne´cessaires
12.1. Cas ψ = ψu. — On e´crit
ψ = (η1 ⊠R[a1])⊕ (η2 ⊠R[a2])⊕ (η1η2 ⊠R[1]),
avec a1 ≥ a2. On doit donc de´montrer :
Lemme 12.1. — On suppose que π(m) est dans Π(ψ). On a alors a1 = 2(n − m) + 1 ou
2(n −m) + 3 et le caracte`re η1 vaut sgn(a2+1)/2WR .
Supposons d’abord que a1 = a2 = n. L’e´galite´ des caracte`res infinite´simaux de π(m) et de ψ
force les e´galite´s n = 2m− 1 = 2(n −m) + 1 = a1. D’apre`s le corollaire 9.3 , le parame`tre doit
ne´cessairement contenir sgnmWR ⊠R[n]. On a donc la conclusion voulue dans ce cas.
Si l’on n’est pas dans dans le cas a1 = a2 = n, on a ne´cessairement a1 ≥ n + 1, et l’on
peut appliquer le corollaire 20.2 et les repre´sentations dans Π(ψ) sont alors des images par
la correspondance de Howe de caracte`res des groupes O(p, q) tels que p + q = a2 + 1 et le
discriminant normalise´ (voir section 15) de la forme quadratique est η1 = sgn
p−q
2
WR
Comme, par
hypothe`se, π(m) est dans Π(ψ), il existe un couple (p, q) avec p+ q = a2 + 1 et et un caracte`re
τ de O(p, q) tels que π(m) soit obtenu comme image de τ par la correspondance de Howe. Il y
a deux caracte`res du groupe orthogonal si pq = 0 et quatre sinon, ils sont facilement indexe´s
par le choix de deux signes, ǫ et η, de´finis de la fac¸on suivante : le caracte`re τ(ǫ, η) de O(p, q)
restreint au sous-groupe compact maximal O(p, 0) × O(0, q), est e´gal au produit tensoriel de
28
det
1−ǫ
2
O(p,0) et det
1−η
2
O(0,q) On fixe donc ǫ et η tel que τ = τ(ǫ, η). On sait alors que π(m) contient la
repre´sentation de U(n) de plus haut poids :
(12.1)
p− q
2
+ (1, · · · , 1︸ ︷︷ ︸
p 1−ǫ
2
, 0, . . . , 0︸ ︷︷ ︸
n−p 1−ǫ
2
−q 1−η
2
,−1, . . . ,−1︸ ︷︷ ︸
q 1−η
2
)
et ce poids est ne´cessairement (−m, . . . ,−m).
Si p = 0 et si η = 1, on obtient q = 2m, d’ou` a2 = 2m − 1. En comparant les caracte`res
infinite´simaux, on a ne´cessairement :
(12.2)
a1 − 1
2
= sup(m− 1, n −m), a2 − 1
2
= inf(m− 1, n−m).
On en de´duit que inf(m − 1, n −m) = m − 1 et donc a1−12 = n −m, soit a1 = 2(n −m) + 1.
Le caracte`re η1 est donne´ par le discriminant de la forme quadratique de signature (0, a2 + 1),
c’est-a`-dire η1 = sgn
(a2+1)/2
WR
. On a donc la conclusion voulue dans ce cas.
Supposons maintenant toujours p = 0, et maintenant η = −1. Ceci implique −q/2−1 = −m,
c’est-a`-dire q = 2(m− 1). Ensuite, on obtient q = n, puis a2 = q − 1 = 2(m− 1)− 1 = 2m− 3,
et avec (12.2), a2−12 = inf(m− 1, n−m) = m− 2 = n−m et a1 = 2m− 1 = 2(n−m) + 3. On
a encore η1 = sgn
(a2+1)/2
WR
comme dans le cas pre´ce´dent, et la` encore, on a obtenu la conclusion
voulue.
Si p 6= 0, et si ǫ = −1, on a alors p− q = −2m, n− p− q 1−η2 = 0 et q 1−η2 = 0. On en de´duit
n = p, q = 2m+ n. Or p+ q = 2(m+ n) = a2 + 1 et en utilisant (12.2)
a2 + 1 ≤ a1 − 1
2
+
a2 − 1
2
+ 2 ≤ m− 1 + n−m+ 2 = n− 1,
ce qui n’est pas possible. Ce cas ne se produit donc pas.
Si p 6= 0, et si ǫ = 1, on distingue encore les cas q 1−η2 = 0 et q 1−η2 6= 0. Dans le premier cas,
on obtient p− q = −2m. En utilisant (12.2), on obtient
a2 − 1 = p+ q − 2 = 2m+ 2p− 2 ≤ 2(m− 1),
ce qui contredit p 6= 0. Dans le second cas, on a p − q = 2(m − 1) et n = q. Avec (12.2), on
obtient cette fois
a2 − 1 = p+ q − 2 = 2(m− 1) + 2p− 2 ≤ 2(m− 1),
d’ou` p = 1. Ensuite, on en de´duit que a2 − 1 = 2(m − 1), d’ou` a1 = 2(n −m) + 1 = a2, ce qui
contredit a1 ≥ n+ 1.
Remarque 12.2. — Dans le cas n = 2m− 1, le calcul ci-dessus montre que π(m) est a` la fois
l’image par la correspondance de Howe du caracte`re τ(1,−1) de O(1, n), et de la repre´sentation
triviale du groupe compact O(0, n+ 1) (cf. [Zhu03], Thm. 4.2.2).
12.2. Ne´cessite´ des conditions dans le cas ou` dim(ψu) = 1. — On suppose ici que
ψ = ⊕sj=1(δtj⊠R[aj])⊕(sgnnWR⊠R[1]) et l’on suppose que Π(ψ) contient un module holomorphe
unitaire π(m), avec 0 ≤ m ≤ n. On veut montrer que 2m > n + 1 et que la condition (7.1)
est satisfaite. On raisonne par re´currence sur s. Commenc¸ons par le cas s = 1, c’est a` dire
ψ = (δt1 ⊠ R[a1]) ⊕ (sgnnWR ⊠ R[1]). Dans ce cas n = a1 et donc a(ψ) = n > a(ψu) = 1. Le
corollaire 9.3 nous donne n > 2(n−m)+1, soit 2m > n+1, et la condition (7.1) est trivialement
ve´rifie´e.
Supposons maintenant s ≥ 2 et le re´sultat e´tabli pour des parame`tres avec dim(ψu) = 1 et
au plus s − 1 termes dans la partie discre`te de ψ. Supposons n −m ≥ m − 1, on doit trouver
une contradiction. Soit j1 un indice dans {1, . . . , a} tel que tj1+aj1−12 = n − m. On suppose
que tj1 − aj1 + 1 ≥ 0. Alors l’ensemble des indices ve´rifiant la condition (10.1) est non vide,
et l’on peut prendre j0 minimal dans cet ensemble. La proposition 10.2 et la remarque 10.5
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nous donnent alors, avec les notations affe´rentes πn−aj0 (m − aj0) ∈ Π(ψ′). Mais d’autre part
(n− aj0)− (m− aj0) = m−n ≥ m− 1 > m− aj0− 1 et ceci contredit l’hypothe`se de re´currence
applique´e a` ψ′, qui a une partie discre`te de longueur s − 1, et πn−aj0 (m − aj0). Supposons
maintenant que tj1 − aj1 + 1 < 0. Il existe un indice j2 6= j1 tel que tj2+aj2−12 = m − 1 et
ne´cessairement
tj2−aj2+1
2 ≥ 0, d’apre`s le lemme (4.3). Il n’est pas difficile de voir que j2 est
l’unique indice ve´rifiant les proprie´te´s (10.1) et l’on peut donc appliquer la proposition 10.2 et
la remarque 10.5 : on a alors πn−aj2 (m− aj2) ∈ Π(ψ′) ou` ψ′ est de´fini par ψ = (δtj2 ⊠R[aj2 ])⊕
(sgn
aj2
WR
ψ′). Mais la` encore (n−aj2)− (m−aj2) = m−n ≥ m−1 > m−aj2−1 et ceci contredit
l’hypothe`se de re´currence applique´e a` ψ′ et πn−aj0 (m− aj2).
Regardons maintenant le cas m − 1 > n − m. Il reste a` montrer que la condition (7.1) est
satisfaite. Soit j0 ∈ {1, . . . , s} tel que tj0+aj0−12 = m − 1. Si tj0 − aj0 + 1 ≥ 0, alors j0 ve´rifie
(10.1), et c’est l’unique indice qui peut ve´rifier ces conditions. On applique la proposition 10.2,
et la remarque 10.5 : il faut alors que πn−aj0 (m − aj0) soit dans Π(ψ′) ou` ψ′ est de´fini par
ψ = (δtj0 ⊠ R[aj0 ]) ⊕ (sgn
aj0
WR
ψ′). D’apre`s l’hypothe`se de re´currence, les conditions (7.1) sont
satisfaites par le parame`tre ψ′, et de plus m− aj0 − 1 > n− aj0 − (m− aj0) = n−m On a alors
tj0−aj0+1
2 =
tj0+aj0−1
2 − (aj0 − 1) = m− 1− (aj0 − 1) = m− aj0 > n−m+1, ce qui montre que
les conditions (7.1) sont satisfaites par ψ.
On suppose maintenant tj0 − aj0 + 1 < 0. Comme s ≥ 2, il existe un indice j1 6= j0 dans
{1, . . . , s} que l’on prend minimal. On va donner un argument utilisant la varie´te´ associe´e.
C’est un invariant des modules de Harish-Chandra de´fini par Vogan dans [Vog91]. Il consiste
en une union de KC-orbites nilpotentes dans p, ou` KC est la complexification du sous-groupe
compact maximal K de G. Or, la varie´te´ associe´e des modules unitaires holomorphes est connue,
voir par exemple [NOT01], §7.3. C’est une unique KC-orbite, contenue dans p
−. D’autre part,
on dispose d’une parame´trisation combinatoire des KC-orbites nilpotentes dans p, voir par
exemple [Oht91], et l’ordre naturel sur les orbites donne´ par l’inclusion dans l’adhe´rence et
bien de´crit combinatoirement. Dans le cas du groupe symplectique G = Sp(2n,R), les orbites
sont parame´tre´es par certains tableaux de Young signe´s. Tout d’abord, on a un tableau de
Young, c’est-a`-dire une partition, qui parame`tre une orbite nilpotente dans l’alge`bre de Lie g,
et pour le groupe symplectique, ces tableaux ont 2n cases, et les lignes de longueur impaires
doivent apparaitre avec une multiplicite´ paire. Pour parame´trer les KC-orbites nilpotentes dans
p contenues dans une orbite nilpotente de g, on met en plus des signes dans les cases du tableau
de Young, qui doivent alterner le long des lignes du tableau. De plus, pour les lignes d’une
longueur impaire donne´e (donc un nombre pair de lignes), la moitie´ doit commencer par +
et l’autre moitie´ commencer par −. Les orbites contenue dans p− sont celles dont les lignes
ont au plus deux e´le´ments, et les lignes a` deux e´le´ments commencent toutes par +. L’ordre
naturel induit sur les orbites contenues dans p− est line´aire, et les orbites ont des dimensions
distinctes. L’orbite dense dans p− est donc celle correspondant au tableau ayant n lignes de
longueur deux, toutes e´tant e´gales a` +−, et l’orbite {0} correspond bien suˆr au tableau a` 2n
lignes de longueur 1 ; n e´tant + et n e´tant −. La varie´te´ associe´e a` πn(m) est parame´tre´e par le
tableau signe´ suivant : si 2m ≥ n, la varie´te´ associe´e est l’orbite dense dans p−. Si 2m < n, elle
est parame´tre´e par le tableau a` 2m lignes de longueur 2 toutes e´gales a` +− ; et n − 2m lignes
de longueur 1 e´gale a` + et n− 2m lignes de longueur 1 e´gale a` −.
Les e´le´ments du paquet Π(ψ) sont les composantes des induites cohomologiques a` partir de
c-Levi de la forme ×sj=1U(pj , qj) avec pj + qj = aj . Or, on sait calculer la varie´te´ associe´e de
ces induites cohomologiques en termes de leur parame´trisation par les tableaux de Young signe´s
comme ci-dessus, voir par exemple [Tra05] qui donne un algorithme simple. Si l’un des pj est
non nul, la varie´te´ associe´e de tels induites comporte au moins une ligne a` au moins 4 cases si
l’un des qj est non nul, ou bien seulement des lignes −+ si tous les qj sont nuls. Dans ce dernier
cas πn(m) n’est certainement pas composante de l’induite, car (+−)n n’est pas dans l’adhe´rence
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de (−+)n. Mais le re´sultat est vrai aussi dans le premier cas, car l’induite cohomologique est ici
irre´ductible, par un crite`re duˆ a` Bernstein et Vogan : on induit d’un sous-groupe parabolique
θ-stable Q = LU , l’orbite de Richardson O correspondant a` ce parabolique est d’adhe´rence
normale, et l’application moment T ∗(G/Q) → O est birationnelle. La liste des sous-groupes
paraboliques ve´rifiant ce crite`re est donne´e en [Bar89], §14, et l’on ve´rifie donc que tel est le
cas ici. La de´monstration de l’irre´ductibilite´ de l’induction cohomologique (dans le weakly fair
range, ce qui est le cas ici) lorsque le crite`re est ve´rifie´ se trouve dans [Vog88].
Si tous les pj sont nuls, on a un c-Levi compact, et on peut faire une induction par e´tape, en
passant par U(n). En utilisant l’argument donne´ dans la de´monstration de la remarque 10.3 a`
la fin de la section 10 faisant appel au re´sultats [Tra01], on permute s’il le faut des indices pour
que les indices j0 et j1 deviennent adjacents, tout en restant dans le mediocre range. Mais le
passage par U(aj0)×U(aj1) avec (tj0 , aj0), (tj1 , aj1) comme ci-dessus donne 0 dans U(aj0+aj1),
et l’on aboutit a` une contradiction.
12.3. Fin de la de´monstration de la ne´cessite´ des conditions. — Il nous reste le cas
ou` dim(ψu) > 1 et ψ 6= ψu. Remarquons que cela force n > 1. D’apre`s le lemme 4.3, on a
t1−a1+1
2 ≥ 0 puisque dim(ψu) > 1 et si de plus t1+a1−12 ≥ m− 1, on peut invoquer la re´duction
de la section 10. On conclut rapidement dans ce cas graˆce a` la remarque 10.5.
On suppose donc que t1+a1−12 < m− 1. Supposons d’autre part n−m ≥ m− 1 et montrons
que cela me`ne a` une contradiction. En effet, m−1 a multiplicite´ 2 dans le caracte`re infinite´simal.
Si un indice j ∈ [2, s] de la partie discre`te contribue a` cette multiplicite´, alors aj > a1, et cet
indice contribue aussi a` la multiplicite´ de t1+a1−12 . De meˆme, si un terme unipotent contribue
a` la multiplicite´ de m − 1, il doit aussi contribuer a` celle de t1+a1−12 . Ainsi la multiplicite´ de
t1+a1−1
2 est au moins e´gale a` 3, ce qui contredit le lemme 4.3.
On voit donc que l’hypothe`se t1+a1−12 < m − 1 implique m − 1 > n − m, ce que l’on
suppose maintenant. Le meˆme genre d’arguments sur le caracte`re infinite´simal montre que
ne´cessairement t1+a1−12 = n − m. Si a(ψu) < 2m − 1, il existe un indice j0 ∈ {1, . . . , s} tel
que
tj0+aj0−1
2 = m− 1. Comme ne´cessairement tj0 − aj0 + 1 ≥ 0, cet indice j0 ve´rifie la condi-
tion (10.1), et il est facile de voir que c’est le seul. On peut donc appliquer les re´sultats de la
proposition 10.2 et de la remarque 10.5, et conclure dans ce cas.
Nous allons conclure graˆce au lemme suivant.
Lemme 12.3. — On suppose que a(ψu) = 2m − 1, m − 1 > n −m et que t1+a1−12 = n −m.
Alors π(m) n’est pas dans Π(ψ) sauf e´ventuellement si n = 2(m− 1),
a(ψu) = n+ 1 = 2(m− 1) + 1 = 2(n−m) + 3
et ψ contient sgn
n/2
WR
⊠R[n+ 1].
De´monstration. On suppose que π(m) ∈ Π(ψ). On e´crit η ⊠ R[a(ψu)] pour le terme de ψu qui
de´finit a(ψu). En particulier, comme 2m > n + 1, on a a(ψu) > n. On peut donc appliquer
les re´sultats de la section 20 qui assurent que la repre´sentation π(m) est obtenue par la corres-
pondance de Howe a` partir d’une repre´sentation d’un groupe orthogonal O(p, q), ou` la forme
quadratique a` pour discriminant normalise´s η et p+ q = 2n+ 1− a(ψu) = 2(n−m) + 2.
On connaˆıt donc un K-type de π(m) : il existe des entiers, x ∈ [0, ⌊p/2⌋], y ∈ [0, ⌊q/2⌋] et des
entiers strictement positifs αj, βℓ pour j ∈ [1, x], ℓ ∈ [1, y] tels que π(m) contienne le K-type de
plus haut poids :
(12.3)
p− q
2
+ (α1, · · · , αx, 1, · · · , 1, 0, · · · , 0,−1, · · · ,−1,−βy , · · · ,−β1),
ou` le nombre de 1, 0,−1 est comme en (12.1), mais pour Gu = Sp(dim(ψu)− 1,R). On sait que
ce K-type est de ≪ degre´ minimal ≫, au sens de Howe, ou` ce degre´ est la somme des valeurs
absolues des coefficients (sans le p−q2 ).
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Pour qu’une telle repre´sentation de K soit dans π(m), il faut que chaque coefficient
α1, · · · , αx, 1, · · · , 1, 0, · · · , 0,−1, · · · ,−1,−βy, · · · ,−β1,
soit infe´rieur ou e´gal a` −m− p−q2 . On a
p+ q = 2n + 1− a(ψu) = 2n + 1− (2m− 1) = 2(n+ 1)− 2m < 4m− 2m = 2m.
On en de´duit −m− p−q2 < 0, et ainsi x = 0, et il n’y a pas non plus de 1 ni de 0 dans (12.3).
Et le nombre de −1 dans (12.3) est n− ℓ.
La repre´sentation π(m) contient le K-type de plus haut poids (−m. . . ,−m), et le degre´ de
ce K-type est est n(m+ p−q2 ), qui doit eˆtre supe´rieur ou e´gal au degre´ du K-type de plus haut
poids (12.3), qui vaut
∑
ℓ βℓ + n− ℓ. On obtient donc
(12.4) n(m+
p− q
2
) ≥
∑
ℓ
βℓ + n− ℓ ≥ n(m+ p− q
2
),
ce qui force tous les coefficients de (12.3) a` eˆtre e´gaux a` −m − p−q2 . En particulier tous les
coefficients sont e´gaux. Supposons p > 0. On a alors n + 1 > 2(n + 1) − 2m = p + q > q, et
donc y ≤ ⌊q/2⌋ < n. Ainsi, il y a au moins un coefficient −1 dans (12.3), tous les βℓ valent 1.
De (12.4), on tire a` nouveau 1 = m + p−q2 , et comme p + q = 2(n + 1) − 2m, on a q = n et
p = n− 2m+2. Or 2m > n+1 et on a suppose´ p > 0, on aboutit donc a une contradiction. On
a donc ne´cessairement p = 0. Comme ci-dessus,
n+ 1 > 2(n+ 1)− 2m = p+ q = q ≥ ⌊q/2⌋ ≥ x,
et donc a nouveau n > x, sauf si n = q = 0 qui est absurde. Tous les βℓ valent 1 et 1 =
m+ p−q2 = m− q2 , et finalement q = n = 2(m− 1).
13. De´monstration du the´ore`me 7.1 : multiplicite´ un
Pour finir la de´monstration du the´ore`me, nous allons de´montrer que si π(m) est dans le
paquet d’Arthur Π(ψ), sa multiplicite´ est un. Dans certains cas, on sait que les paquets Π(ψ)
ont la proprie´te´ de multiplicite´ un, ce qui re`gle la question. C’est le cas si ψ = ψu ([Mœg17])
ou si a(ψu) > n, ce que nous de´montrons ci-dessous dans la section 20. Comme la re´duction
de la section 10 controˆle bien les multiplicite´s, le seul cas restant est celui ou` dim(ψu) = 1,
2m > n+ 1 et
ψ = (δt ⊠R[n])⊕ (sgnnWR ⊠R[1]),
ou` t+n−12 = sup(m − 1, n −m). Le paquet Π(ψ) est de´crit dans [MRb] comme l’ensemble des
composantes irre´ductibles d’induites cohomologiques a` partir d’un caracte`re Λ de U(p, q), de
diffe´rentielle λ comme en (2.3) et (2.4), avec ici (p, q) de´crivant l’ensemble des couples tels que
p+ q = n. Ces induites cohomologiques sont dans le weakly fair range, et sont irre´ductibles ou
nulles graˆce au crite`re de Bernstein-Vogan de´ja` mentionne´ a` la fin de la section 12.2. Mais elles
sont non nulles car elles ont un bottom layer qui n’est pas vide : c’est la repre´sentation de K
de plus haut poids λ+ 2δ(u ∩ p) qui vaut ici :t+ n+ 12 − q, · · · , t+ n+ 12 − q︸ ︷︷ ︸
p
,− t+ n+ 1
2
+ p, · · · ,− t+ n+ 1
2
+ p︸ ︷︷ ︸
q
 ,
qui est bien un poids dominant puisque t+n+1− (p+ q) = t+1. Pour que cette repre´sentation
soit un K-type de π(m), il faut ne´cessairement, si p 6= 0, que t+n+12 − q ≤ −m. Comme
t+n+1
2 ≥ m− 1, il faudrait 2m ≤ q + 1 ≤ p+ q = n. Or par hypothe`se 2m ≥ n+ 1 ce qui donne
une contradiction. On a donc p = 0, et l’on conclut graˆce aux re´sultats de la section 11.1.
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14. De´monstration du the´ore`me 8.7
Supposons que σn,k ∈ Π(ψ). On connaˆıt le parame`tre de Langlands de σn,k par la propo-
sition 9.2,. Le plus grand exposant est (n − k) et il existe donc d’apre`s le corollaire 9.3 une
repre´sentation de SL2(C) intervenant dans ψ de dimension supe´rieure ou e´gale a` 2n + 1 − 2k.
Si cette repre´sentation n’est pas dans ψu, on doit avoir n ≥ 2n+1− 2k ce qui force n+1 ≤ 2k,
mais cela est impossible. D’ou` a(ψu) ≥ 2(n − k) + 1. Le coefficient maximal dans le caracte`re
infinite´simal est n−k et on ne peut donc pas avoir a(ψu) > 2n+1−2k, d’ou` le calcul de a(ψu).
D’apre`s le corollaire 9.3, l’e´galite´ force le fait que ψ contient sgnk⊠R[2(n−k)+1]. L’e´nonce´ de
multiplicite´ un se de´montre avec les meˆmes arguments que dans le cas des repre´sentations πn(m),
en particulier graˆce aux re´sultats de la section 20, et nous laissons les de´tails au lecteur.
15. Discriminant et invariant de Hasse normalise´s
Soit F un corps local, et V un espace vectoriel de dimension N sur F , muni d’une forme
quadratique Q non de´ge´ne´re´e. On note (., .)F le symbole de Hilbert associe´ au corps F . Les
invariants suivants sont attache´s a` la forme quadratique Q.
Le de´terminant : on e´crit Q(x) =
∑N
i=1 aix
2
i dans une base orthogonale de V , et l’on
de´finit D(Q) comme la classe de
∏N
i=1 ai dans F
×/(F×)2. Cette classe est inde´pendante de la
base orthogonale choisie.
Le discriminant : on multiplie le de´terminant par un facteur de normalisation en posant
η(Q) = (−1)N(N−1)2 D(Q). Le discriminant est donc un e´le´ment de F×/(F×)2. Par la the´orie du
corps de classe, on lui associe un caracte`re quadratique du groupe de Weil WF de F , que l’on
note de la meˆme fac¸on η(Q).
L’invariant de Hasse : on de´finit E(Q) =
∏
1≤i<j≤n(ai, aj)F et l’on normalise en posant
(15.1) ǫδ(Q) = (−δ, η(Q))F (−1,D(Q))
N(N−1)
2
F (−1,−1)
⌊
⌊N2 ⌋+1
2
⌋
F E(Q).
Ici δ est un e´le´ment de F×/(F×)2 dont la signification apparaˆıtra plus tard. On a donc ǫδ(Q) ∈
{±1}.
Le discriminant et l’invariant de Hasse ainsi normalise´s sont invariants par ajout d’un plan
hyperbolique.
Proposition 15.1. — Dans le cas ou` F est le corps des re´els R, ces invariants sont tous
de´termine´s par la signature (p, q) de la forme quadratique Q. On note alors D(p, q), η(p, q),
ǫ(p, q). On a :
— si n = p+ q est pair,
D(p, q) = (−1)q, η(p, q) = (−1) p−q2 , ǫδ(p, q) = (−1)⌊
δ(p−q)
4
⌋.
— si n = p+ q est impair,
D(p, q) = (−1)q, η(p, q) = (−1) p−q−12 , ǫδ(p, q) = (−1)⌊
δ(p−q−1)
4
⌋.
De´monstration. Calculons ces invariants lorsque p + q est pair, qui est le seul cas dont on se
servira, en laissant le cas p + q impair au lecteur. Comme la formule (15.1) est invariante par
ajout de plans hyperboliques et qu’il en est de meˆme de la formule propose´e, il suffit de ve´rifier
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l’e´galite´ pour les signatures (p, q) tel que pq = 0. Remarquons d’abord que η(p, q) = (−1)(p−q)/2,
D(p, q) = (−1)q, E(p, q) = (−1)q(q−1)/2. Si q = 0, (15.1) se simplifie en
ǫδ(p, q) = (−1)
(1+δ)
2
p
2
+⌊
p
2+1
2
⌋
Si p/2 est pair, cela vaut (−1)p/4 quelque soit la valeur de δ et si p/2 est impair cela vaut
(−1)⌊ p4 ⌋ si δ = +1 et (−1)⌊ p4 ⌋+1 si δ = −1 ; mais comme p2 est impair,
⌊p
4
⌋+ 1 = p
4
+
1
2
= −p
4
+
p
2
+
1
2
≡ −p
4
− 1
2
mod 2,
d’ou` le re´sultat annonce´. Si p = 0, on utilise l’e´galite´ (pour n pair)
ǫδ(p, q)ǫδ(q, p) = E(p, q)E(q, p) = (−1)⌊
q
2
⌋+⌊ p
2
⌋.
D’ou` pour p = 0, ǫδ(p, q) = (−1)q/2ǫδ(q, p) = (−1)q/2+⌊δq/4⌋ . Si q/2 est pair, cette formule est
inde´pendante de δ et vaut bien (−1)−q/4 = (−1)q/4 et si q/2 est impair la formule de´pend de δ
et est celle annonce´e : (−1)⌊−δq/4⌋.
Remarquons qu’en dimension impaire, on fait clairement un choix arbitraire, η(2, 1) = 1,
η(1, 2) = −1.
16. Caracte`res de O(V,Q) et image par la correspondance de Howe
16.1. Correspondance de Howe locale. — On se place d’abord sur un corps local F de
caracte´ristique 0. On fixe un caracte`re additif ψ de F . Nous n’allons utiliser la correspondance
de Howe que dans le cas d’une paire duale orthogonale paire/symplectique. Soit V un espace
vectoriel de dimension N = 2m sur F , muni d’une forme quadratique Q non de´ge´ne´re´e. Soit W
un espace vectoriel symplectique sur F de dimension 2n. Les conjectures de Howe e´tant main-
tenant de´montre´es en toute ge´ne´ralite´ ([How89], [Wal90], [GT16]), pour toute repre´sentation
irre´ductible π de O(V,Q), on note θψW,V (π) son image par la correspondance de Howe, qui est
une repre´sentation irre´ductible de Sp(W ), ou bien 0. Comme tous les espaces symplectiques sur
F de dimension 2n sont isomorphes, on note en fait plutoˆt θψn,V (π) pour θ
ψ
W,V (π) et Sp(2n, F )
pour Sp(W ).
Rappelons quelques proprie´te´s de la correspondance de Howe. Pour toute repre´sentation
irre´ductible π de O(V,Q),
(1) si θψn,V (π) 6= 0, alors pour tout n′ ≥ n, θψn′,V (π) 6= 0,
(2) si n est suffisament grand, alors θψn,V (π) 6= 0.
On en de´duit que n0(π) = minn∈N{n| θψn,V (π) 6= 0} existe, et on appelle cet entier la premie`re
occurence de π dans la correspondance.
(3) (Loi de conservation) n0(π) + n0(π ⊗ det) = 2m,
(4) n0(TrivO(V,Q)) = 0, n0(detO(V,Q)) = 2m.
Les lois de conservation ont e´te´ conjecture´es dans [KR94] et de´montre´es dans [SZ15].
16.2. Correspondance de Howe globale. — On se place maintenant sur un corps de
nombre k. Si v est une place de k, on note kv le corps local correspondant, et l’on ajoute un
indice v aux notations pour les objets sur kv lorsque ceux-ci ont e´te´ de´finis pre´ce´demment sur
un corps local quelconque. Les objets de´finis sur le corps de nombre k ou sur l’anneau des ade`les
Ak seront eux note´s en caracte`re gras. On fixe un espace vectoriel V sur k de dimension N = 2m
muni d’une forme quadratique Q et l’on pose (V ,Q) =∏v(Vv,Qv). On fixe un caracte`re additif
ψ = (ψv)v de Ak/k. Aux places re´elles qui nous inte´ressent, on supposera implicitement que ψv
est le caracte`re ψR,1 de la remarque 3.4.
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Pour toute repre´sentation automorphe cuspidale pi de O(V ,Q), on note θψn,V(pi) son
rele`vement par se´ries theˆta dans Sp(2n,Ak). C’est une repre´sentation automorphe de
Sp(2n,Ak), ou bien 0.
L’analogue e´vident des proprie´te´s (1) et (2) ci-dessus est valable dans le cas global, notons (1’)
et (2’) ces proprie´te´s. On peut alors de´finir aussi la premie`re occurence n0(pi) comme ci-dessus.
On a alors aussi les proprie´te´s suivantes
(3’) θψn0(pi),V (pi) est cuspidale.
(4’) n0(pi) ≤ 2m.
(5’) Si n > n0(pi) et si n0(pi) + n > 2m − 1, alors θψn,V(pi) est de carre´ inte´grable et si
n0(pi) + n = 2m− 1, c’est une induite de carre´ inte´grable.
En effet, d’apre`s la the´orie de Rallis (cf. [Ral84]), pour n ≥ n0(pi), θψn,V(pi) n’a qu’un seul
terme constant cuspidal non nul, celui-ci e´tant relatif au parabolique de facteur de Levi
GL1 × · · · ×GL1︸ ︷︷ ︸
n−n0(pi)
×Sp2n0(pi).
Ce terme constant vit dans l’induite
η(Q)|.|−(n−m) × · · · × η(Q)|.|−(n0(pi)+1−m) × θψn0(pi),V (pi),
et l’assertion de´coule alors de [MW95]. Ici η(Q) est le discriminant de la forme quadratique Q,
qui est de´finie comme dans le cas local et est un e´le´ment de k×/(k×)2. Par la the´orie du corps
de classe, on le voit aussi comme un caracte`re quadratique de k×.
Supposons que la forme quadratique Q soit anisotrope a` au moins une place, de sorte que
le groupe orthogonal correspondant soit compact. Alors la caracte`re trivial de O(V ,Q) est
automorphe cuspidal et son rele`vement par se´rie theˆta existe pour tout n, c’est-a`-dire :
(6’) n0(TrivO(V ,Q)) = 0.
D’apre`s [Ral84], on a de plus :
(7’) pour tout n ≥ 0, θψn+1,V(TrivO(V ,Q)) se re´alise comme quotient de l’induite
η(Q)|.|−(n+1−m) × θψn,V(TrivO(V ,Q)),
relative au sous-groupe parabolique de facteur de Levi GL1 × Sp2n de Sp2n+2.
16.3. Caracte`res de O(V,Q). — On se place sur un corps local F de caracte´ristique 0
et V est un espace vectoriel de dimension N = 2m sur F , muni d’une forme quadratique Q
non de´ge´ne´re´e. En ge´ne´ral, si π est un repre´sentation de SO(V,Q) stable par l’automorphisme
exte´rieur de ce groupe, elle se rele`ve de deux fac¸ons a` O(V,Q), et il n’y a pas de manie`re
canonique de choisir un de ces deux rele`vements. Pour les caracte`res de SO(V,Q), nous allons
fixer un rele`vement. Evidemment, comme rele`vement du caracte`re trivial de SO(V,Q), on choisit
le caracte`re trivial de O(V,Q).
La norme spinorielle est un morphisme de groupes NSQ : O(V,Q) → F×. Elle de´pend de
la forme quadratique Q, et pas simplement de O(V,Q) (en effet O(V,Q) = O(V, λQ) pour
tout λ ∈ F×, mais NSλQ 6= NSQ en ge´ne´ral). Les caracte`res de O(V,Q) sont de la forme
(η ◦ NSQ) ⊗ detτ ou` η est un caracte`re quadratique de F× et τ ∈ Z/2Z. Un calcul imme´diat
montre que
(16.1) η ◦NS−Q = (η ◦NSQ)⊗ (η ◦ det).
Pour δ ∈ F×/(F×)2 et η caracte`re quadratique de F×, posons
(16.2) ηδ(Q) = η ◦NS−δη(Q)Q.
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C’est un caracte`re de O(V,Q), bien de´fini car ne de´pendant pas du choix d’un repre´sentant de
δη(Q) dans F× . Tous les caracte`res de O(V,Q), δ e´tant fixe´, sont de la forme
(16.3) ηδ(Q)⊗ detτ
ou` η de´crit les caracte`res quadratiques de F× et τ de´crit Z/2Z.
Remarque 16.1. — Il convient de bien distinguer des notations qui sont proches : η est un
caracte`re quadratique de F×, η(Q) est le discriminant de la forme quadratique Q, et donc
un e´le´ment de F×/(F×)2, et ηδ(Q) est un caracte`re du groupe O(V,Q). La the´orie du corps
de classe nous permet d’identifier caracte`res quadratiques de F× (ou de WF ) et e´le´ments de
F×/(F×)2, et selon le contexte on voit η et η(Q) comme l’un ou l’autre de ces types d’objets.
Dans le cas global, sur un corps de nombres k, on adapte les notations comme en 16.2. On
fixe un espace vectoriel V sur k de dimension N = 2m muni d’une forme quadratique Q et l’on
pose (V ,Q) =
∏
v(Vv,Qv). On fixe aussi et un caracte`re ade´lique η = (ηv)v : A×k /k× → C×.
On de´finit alors le caracte`re
(16.4) ηδ(Q) =
∏
v
ηδ(Qv) : O(V ,Q) −→ {±1}.
C’est un caracte`re automorphe.
On revient au cas local et on suppose que F est un corps p-adique.
Proposition 16.2. — Soit V un espace vectoriel de dimension N = 2m sur un corps local non
archime´dien F de caracte´ristique 0, muni d’une forme quadratique Q non de´ge´ne´re´e. Soient η
un caracte`re quadratique de F×, δ un e´le´ment de F×/(F×)2 et ηδ(Q) le caracte`re de O(V,Q)
de´fini en (16.2).
(i) On suppose que η /∈ {η(Q), 1}. Alors la premie`re occurence de ηδ(Q) ⊗ detτ dans la
correspondance de Howe est pour Sp(2m,F ), en particulier cela ne de´pend pas de τ .
(ii) On suppose que η = 1, la premie`re occurence du caracte`re trivial de O(V,Q) est pour
Sp(0, F ) = {1} et la premie`re occurence du caracte`re de´terminant est pour Sp(4m,F ).
(iii) Quel que soit η l’un au moins des deux caracte`res ηδ(Q) ⊗ detτ , τ = 0, 1, a une image
dans Sp(2m,F ).
De´monstration de la proposition. Remarquons que (ii) est la proprie´te´ (4) de 16.1, et que (iii)
de´coule directement de la proprie´te´ (5). Montrons (i) par des arguments globaux. On conside`re
un corps de nombre k et un espace quadratique (V,Q) sur k avec une place v1 de k telle que
kv1 = F , (Vv1 ,Qv1) = (V,Q). On suppose que la forme quadratique est anisotrope en au moins
une place v2, et donc que le groupe orthogonal correspondant est compact (une telle place est
force´ment archime´dienne si N = 2m > 4, soit m > 2). On fixe aussi un caracte`re quadratique
ade´lique η = (ηv)v de A
×
k /k
× tel que et ηv1 = η et une famille τ = (τv)v d’e´le´ments de {0, 1}
avec un nombre fini et pair de v tels que τv = 1 et τv1 = τ . On pose det
τ =
∏
v|τv=1
detv.
Le caracte`re ηδ(Q) ⊗ detτ de O(V ,Q) est alors automorphe cuspidal (graˆce a` l’anisotropie
en v2) et on peut appliquer les re´sultats e´nonce´s en 16.2. En particulier ce caracte`re admet un
rele`vement par se´ries theˆta θψn,V(ηδ(Q) ⊗ detτ ) non nul si n est assez grand, et ce rele`vement
est une repre´sentation automorphe de carre´ inte´grable (proprie´te´s (2’) et (5’) de 16.2).
On connait les composantes locales de θψn,V(ηδ(Q) ⊗ detτ ) aux places finies non ramifie´es,
et ceci de´termine un parame`tre d’Arthur global [Art13]. Pour un tel n, on en de´duit (cf.
[Mœg11]) localement que θψn,V (ηδ(Q) ⊗ detτ ) 6= 0 et que cette repre´sentation appartient au
paquet d’Arthur de parame`tre :
ψ := (η ⊠R[1])⊕ (ηη(Q) ⊠R[2m− 1])⊕ (η(Q) ⊠R[2(n−m) + 1]).
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Mais les repre´sentations associe´es a` ces parame`tres sont bien connues, elles ont e´te´ e´tudie´es
dans [Mœg06]. En particulier l’hypothe`se sur η assure que le troisie`me bloc de ψ est diffe´rent
des deux premiers, et il est alors montre´ en loc. cit. que si θψn,V (ηδ(Q) ⊗ detτ ) apparaˆıt dans
Π(ψ) alors, pour tout n′ ≥ m, il existe une repre´sentation ρ dans Π(ψ′) avec
ψ′ = (η ⊠R[1])⊕ (ηη(Q) ⊠R[2m− 1]) ⊕ (η(Q)⊠R[2(n′ −m) + 1]),
telle que θψn,V (ηδ(Q)⊗ detτ ) soit l’unique quotient irre´ductible de l’induite :
η(Q)|.|n−m × η(Q)|.|n−m−1 × . . .× η(Q)|.|n′−m+1 × ρ
Un re´sultat sur la filtration de Kudla de [Mœg11] assure que ρ est e´gale a` θψn′,V (ηδ(Q)⊗ detτ ).
En particulier, on peut prendre n′ = m et l’on voit la premie`re occurence n0(ηδ(Q) ⊗ detτ )
du caracte`re est certainement infe´rieure ou e´gale a` m. Mais comme ceci est vrai pour les deux
valeurs de τ la loi de conservation (4) de 16.1 assure que n0(ηδ(Q)⊗ detτ ) = m.
On se place maintenant dans le cas F = R avec Q est de signature (p, q) avec p+q = N = 2m
pair. Les caracte`res du groupe O(p, q) se factorisent par le groupe de ses composantes connexes
qui est isomorphe a` Z/2Z si pq = 0 et Z/2Z × Z/Z si pq 6= 0. Dans le premier cas, il y a
donc deux caracte`res, le caracte`re trivial et le de´terminant, et dans le second, il faut en ajouter
2. Tous ces caracte`res sont de´termine´s par leur restriction au sous-groupe compact maximal
O(p, 0) × O(0, q) de O(p, q). On note ηδ(p, q) plutoˆt que ηδ(Q) pour le caracte`re de O(p, q)
construit en (16.2).
Il y a deux caracte`res quadratiques de R× le caracte`re trivial et le caracte`re signe, note´s 1R×
et sgnR× ou simplement 1 et sgn. Si l’on prend η = 1, alors ηδ(p, q) = TrivO(p,q) pour tout δ et
l’on obtient ainsi en (16.3) les deux caracte`res TrivO(p,q) et detO(p,q) de O(p, q). Si l’on prend
η = sgn et δ = 1, alors ηδ(p, q) = sgn1 admet comme restriction a` O(p, 0)×O(0, q) le caracte`re
det
p−q
2
+1
O(p,0) ⊠ det
p−q
2
O(0,q) .
Le quatrie`me et dernier caracte`re est alors ηδ(p, q) ⊗ det = sgn1 ⊗ det qui admet comme
restriction a` O(p, 0)×O(0, q) le caracte`re
det
p−q
2
O(p,0)⊠ det
p−q
2
+1
O(0,q) .
Remarquons que lorsque pq = 0, les caracte`res ηδ(p, q) et ηδ(p, q) ⊗ det sont bien de´finis, on
retrouve simplement les caracte`res TrivO(p,q) et detO(p,q) (pas ne´cessairement dans cet ordre).
Par exemple pour O(2, 0) et O(0, 2) :
sgn1 = TrivO(2,0), sgn−1 = detO(2,0),
sgn1 = detO(0,2), sgn−1 = TrivO(0,2).
On de´termine ηδ(p, q) lorsque η = sgn et δ = −1 graˆce a` (16.1).
De´terminons l’image par la correspondance de Howe de ces caracte`res. La correspondance est
ici fixe´e par le choix du caracte`re additif ψR,1 en (4.2).
Le caracte`re trivial TrivO(p,q) a une image dans Sp(2n,R) pour tout n. Celle-ci contient le
U(n)-type :
p− q
2
+ (0, . . . , 0︸ ︷︷ ︸
n
).
Le caracte`re detO(p,q) a une image dans Sp(2n,R) pour n ≥ p+q = N = 2m. Celle-ci contient
le U(n)-type :
p− q
2
+ (1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
n−p−q
,−1, . . . ,−1︸ ︷︷ ︸
q
).
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Si p−q2 est impair, la restriction du caracte`re sgn1 deO(p, q) au sous-groupe compact maximal
O(p) × O(q) est TrivO(p) ⊠ detO(q). L’image de ce caracte`re par la correspondance de Howe
dans le groupe Sp(2n,R) est non nulle si n ≥ q et alors cette image contient le U(n)-type :
p− q
2
+ (0, . . . , 0︸ ︷︷ ︸
n−q
,−1, . . . ,−1︸ ︷︷ ︸
q
).
Toujours avec p−q2 impair, la restriction du caracte`re sgn1 ⊗ det de O(p, q) au sous-groupe
compact maximal O(p)×O(q) est detO(p)⊠TrivO(q). L’image de ce caracte`re par la correspon-
dance de Howe dans le groupe Sp(2n,R) est non nulle si n ≥ p et alors cette image contient le
U(n)-type :
p− q
2
+ (1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
n−p
).
Si p−q2 est pair, la restriction du caracte`re sgn1 de O(p, q) au sous-groupe compact maximal
O(p)×O(q) est detO(p)⊠TrivO(q) L’image de ce caracte`re par la correspondance de Howe dans
le groupe Sp(2n,R) est non nulle si n ≥ p et alors cette image contient le U(n)-type :
p− q
2
+ (1, . . . , 1︸ ︷︷ ︸
p
, 0, . . . , 0︸ ︷︷ ︸
n−p
).
Toujours avec p−q2 pair, la restriction du caracte`re sgn1⊗det de O(p, q) au sous-groupe compact
maximal O(p)×O(q) est TrivO(p)⊠ detO(q). L’image de ce caracte`re par la correspondance de
Howe dans le groupe Sp(2n,R) est non nulle si n ≥ q et alors cette image contient le U(n)-type :
p− q
2
+ (0, . . . , 0︸ ︷︷ ︸
n−q
,−1, . . . ,−1︸ ︷︷ ︸
q
).
Si p = 0, l’image du caracte`re trivial de O(0, q) = O(0, 2m) est la repre´sentation unitaire
de plus haut poids scalaire −m note´e πn(m) dans l’article et l’image du de´terminant est la
repre´sentation note´e σn,m (la condition d’existence est 2m ≤ n). Si l’on prend q = 0 et p = N =
2m, on obtient des repre´sentations unitaires de plus bas poids qui sont les contragre´dientes de
celles-ci.
Si p = q = 1, on a une image dans SL(2,R) de plus haut poids 1 : c’est encore la limite de
se´rie discre`te holomorphe (avec les conventions usuelles, pas celles de la premie`re partie de cet
article) de SL(2,R).
Remarque 16.3. — Si on prend δ = −1, on obtient les meˆmes e´nonce´s en e´changeant les roˆles
de p et q,
16.4. A-paquets. — Nous reprenons les notations de la section pre´ce´dente pour un corps
local F . Lorsque θψn,V (ηδ(Q) ⊗ detτ ) est non nulle, nous allons maintenant donner un paquet
d’Arthur la contenant.
The´ore`me 16.4. — On suppose n ≥ 2m − 1. La repre´sentation θψn,V (ηδ(Q) ⊗ detτ ), si elle
n’est pas nulle, est dans le A-paquet de parame`tre
ψ = (η ⊠R[1])⊕ (ηη(Q) ⊠R[2m− 1]) ⊕ (η(Q)⊠R[2(n −m) + 1]).
De´monstration. Remarquons que si F est un corps p-adique et que η /∈ {η(Q), 1}, on a de´ja`
montre´ le re´sultat dans la de´monstration de la proposition 16.2 (i) (avec meˆme une meilleure hy-
pothe`se sur n). Nous allons donner une de´monstration ge´ne´rale avec le meˆme genre d’argument
global, mais plus fin.
38
On conside`re un corps de nombre k, un espace quadratique (V,Q) sur k de dimension 2m,
un caracte`re ade´lique quadratique η = (ηv)v de A
×
k /k
× et une famille τ = (τv)v d’e´le´ments de
{0, 1} avec un nombre fini et pair de v tels que τv = 1 avec les proprie´te´s suivantes :
- en une place v0, kv0 = F , (Vv0 ,Qv0) = (V,Q), ηv0 = η, et τv0 = τ .
- en toute place v /∈ {v0, v1}, on choisit τv de sorte que la premie`re occurence de ηδ(Qv) ⊗
detτv dans la correspondance de Howe soit au moins e´gale a` m (ce qui est possible d’apre`s la
proposition 16.2).
- en une place v1 re´elle, (Vv1 ,Qv1) est de signature (m,m) et ηv1 = sgn. Nous avons vu dans
la section pre´ce´dente que la premie`re occurence du caracte`re ηδ(Qv1) ⊗ detτ est pour n0 = m,
et ceci pour tout τ ∈ {0, 1}. On choisit alors τv1 = {0, 1} tel que le nombre de τv e´gaux a` 1 soit
pair.
- en une place v2, la forme quadratique est anisotrope, et donc que le groupe orthogonal
correspondant est compact (une telle place est force´ment archime´dienne si N = 2m > 4, soit
m > 2).
Le caracte`re ηδ(Q) ⊗ detτ de O(V ,Q) est alors automorphe cuspidal (graˆce a` l’anisotropie
en v2) et on peut appliquer les re´sultats e´nonce´s en 16.2. Localement, en toute place v et pour
tout n ≥ 2m − 1, on a θψvn,Vv(ηδ(Qv) ⊗ detτv) 6= 0. Le re´sultat principal de [Yam14] (outre la
non annulation locale, il y a une condition sur les fonction L qui est ve´rifie´e ici) nous dit alors
que le rele`vement global θψn,V(ηδ(Q)⊗ detτ ) est non nul et ce rele`vement est une repre´sentation
automorphe et de carre´ inte´grable (proprie´te´s (2’) et (5’) de 16.2). En effet, l’hypothe`se faite
a` la place v1 implique que la premie`re occurence d’un rele`vement global est au moins e´gale
a` m. La the´orie d’Arthur [Art13] s’applique et l’on en de´duit un parame`tre d’Arthur global
de´termine´ par la correspondance de Howe aux place non ramifie´es. Localement, ceci nous donne
l’appartenance de θψn,V (ηδ(Q)⊗ detτ ) au paquet voulu.
Remarque 16.5. — On peut se demander a` quelle condition on a θψn,V (ηδ(Q)⊗detτ ) 6= 0 pour
n ≥ 2m− 1. La premie`re occurence par la correspondance de Howe d’un caracte`re de O(V,Q)
est toujours pour n0 ≤ 2m, et n’est e´gale a` 2m que pour le caracte`re de´terminant. On a donc
θψn,V (ηδ(Q) ⊗ detτ ) 6= 0 pour n ≥ 2m − 1 sauf si n = 2m − 1, η = 1 et τ = 1. Le parame`tre
d’Arthur du the´ore`me est alors
ψ = (1⊠R[1])⊕ (η(Q) ⊠R[2m− 1])⊕ (η(Q) ⊠R[2m− 1]),
et l’on constate que le deuxie`me et troisie`me blocs sont e´gaux.
Remarque 16.6. — Une autre possibilite´ d’avoir deux blocs e´gaux dans le parame`tre d’Arthur
du lemme pre´ce´dent est lorsque m = 1 et η(Q) = 1. On a alors
ψ = (η ⊠R[1]) ⊕ (η ⊠R[1]) ⊕ (1⊠R[2n − 1]),
En dimension 2, il n’existe pas de forme quadratique Q de discriminant trivial et d’invariant de
Hasse non trivial.
17. Calcul des ρπ
On se place sous les hypothe`ses du the´ore`me 16.4, dont l’e´nonce´ fait intervenir un parame`tre
d’Arthur local unipotent
ψ = (η ⊗R[1])⊞ (ηη(Q) ⊠R[2m− 1]) ⊞ (η(Q)⊗R[2(n −m) + 1]).
Le groupe A(ψ) s’identifie naturellement a` S(O(1)×O(1)×O(1)), sauf dans les quelques cas
suivants ou` l’on a des multiplicite´s dans ψ :
η = 1, n = 2m− 1, η(Q) 6= 1 ou m ≥ 2, A(ψ) = S(O(1) ×O(1)),
η = η(Q), n = m, η 6= 1 ou m ≥ 2, A(ψ) = S(O(1) ×O(1)).
η = η(Q) = 1, n = 2m− 1, m = 1, A(ψ) = {1},
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En dehors de ces cas, on identifie A(ψ) au groupe
{(ǫ1, ǫ2, ǫ3) ∈ {±1}3| ǫ1ǫ2ǫ3 = 1}.
Dans tous les cas, on identifie Â(ψ) a` l’ensemble des fonctions sur les blocs de ψ, a` valeurs dans
{±1}, e´gales sur les blocs e´gaux, modulo changement de signe. On peut voir ces fonctions comme
un triplet (ǫ1, ǫ2, ǫ3) ∈ {±1}3 de´fini a` un signe global pre`s, et l’on peut choisir un repre´sentant
naturel avec la condition ǫ1ǫ2ǫ3 = 1.
Le the´ore`me 16.4 affirme que si n ≥ 2m− 1 et si la repre´sentation θψn,V (ηδ(Q)⊗ detτ ) est non
nulle, alors elle est dans le paquet Π(ψ). On rappelle (cf. section 4.1) qu’Arthur de´finit alors
une repre´sentation ρ
θψn,V (ηδ(Q)⊗det
τ )
de A(ψ), et l’on sait d’apre`s la proprie´te´ de multiplicite´ un
de ces paquets que cette repre´sentation est de dimension un. On l’identifie comme ci-dessus a`
un triplet de signes ±1 que l’on note
(17.1) (ǫ1(n, ηδ(Q), τ), ǫ2(n, ηδ(Q), τ), ǫ3(n, ηδ(Q), τ)).
Rappelons que la de´finition de ρ
θψn,V (ηδ(Q)⊗det
τ )
de´pend du choix d’une donne´e de Whittaker.
On en fixe une non ramifie´e.
Lemme 17.1. — On suppose que le corps local F est non archime´dien et que η(Q) = η = 1.
On a alors
(ǫ1(n, ηδ(Q), τ), ǫ2(n, ηδ(Q), τ), ǫ3(n, ηδ(Q), τ)) = ((−1)τ , (−1)τ ǫδ(Q), ǫδ(Q)),
et dans ce cas, ni ηδ(Q) ni ǫδ(Q) ne de´pendent de δ.
Remarque 17.2. — Nous verrons plus loin que cette formule est aussi valide dans le cas ou`
η(Q) et η sont non ramifie´s et non e´gaux (corollaire 17.7). La dernie`re assertion dit que la
formule est inde´pendante du choix de la donne´e de Whittaker.
De´monstration. Si η = 1, ηδ(Q) = TrivO(V,Q) et si η(Q) = 1, la formule (15.1) montre que ǫδ(Q)
ne de´pend pas de δ. Le re´sultat est un cas particulier du lemme suivant, qui est conse´quence
de la filtration de Kudla et des relations entre modules de Jacquet et paquets d’Arthur e´tudie´s
dans [Mœg06].
Lemme 17.3. — On suppose que le corps local F est non archime´dien.
(i) On suppose que η(Q) = 1. Alors
ǫ3(n, ηδ(Q), τ) = ǫ1(n, ηδ(Q), τ)ǫ2(n, ηδ(Q), τ) = ǫδ(Q).
(ii) On suppose que η = 1. Alors
ǫ1(n, ηδ(Q), τ) = ǫ2(n, ηδ(Q), τ)ǫ3(n, ηδ(Q), τ) = (−1)τ .
Remarque 17.4. — Dans le lemme 17.1, le triplet ((−1)τ , (−1)τ ǫδ(Q), ǫδ(Q)) ne correspond
pas a` un caracte`re de A(ψ) lorsque les coordonne´es correspondant a` deux blocs de ψ identiques
ne sont pas identiques. Nous avons vu que ψ a deux blocs identiques lorsque m = 1 et η(Q) = 1,
ou bien lorsque n = 2m − 1 et η = 1. Dans le premier cas, la remarque 16.6 nous dit que
ne´cessairement ǫδ(Q) = 1, et donc le proble`me ne se pose pas. Dans le second cas, il y a un
proble`me e´ventuel lorsque η = 1 et τ = 1, mais c’est justement le cas conside´re´ dans la remarque
16.5 ou` on a alors θψ2m−1,V (ηδ(Q)⊗ detτ ) = 0, de sorte que le proble`me disparaˆıt aussi.
On e´nonce maintenant des re´sultats analogues lorsque F = R. Ici V est donc un espace
vectoriel re´el de dimension N = 2m muni d’une forme quadratique Q de signature (p, q),
p+ q = N = 2m. On fixe aussi un caracte`re quadratique η de R×.
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The´ore`me 17.5. — On suppose n ≥ 2m − 1. La repre´sentation θψn,V (ηδ(p, q) ⊗ detτ ), si elle
n’est pas nulle, est dans le A-paquet de parame`tre
ψ = (η ⊗R[1])⊕ (ηη(p, q) ⊗R[2m− 1])⊕ (η(p, q) ⊗R[2(n−m) + 1])
et le caracte`re de A(ψ) attache´ a` θψn,V (ηδ(p, q)⊗ detτ ) est alors
((−1)τ , (−1)τ ǫδ(p, q), ǫδ(p, q)).
La premie`re assertion est contenue dans le the´ore`me 16.4. Nous allons de´montrer le reste par
des arguments globaux. On fixe donc un un corps de nombre k, un caracte`re ade´lique η = (ηv)v,
un espace quadratique (V,Q) sur k de dimension N = 2m que l’on suppose anisotrope en au
moins une place (une telle place est force´ment re´elle si N > 4) et une famille (τv)v d’e´le´ments
de {0, 1} avec un nombre fini et pair de v tels que τv = 1.
Proposition 17.6. — On suppose que n ≥ 2m. Alors pour toute place v de k, θψvn,Vv(ηδ(Qv)⊗
detτv ) est non nulle et appartient au paquet Π(ψv) ou` ψv est le parame`tre d’Arthur local
ψv = (ηv ⊗R[1])⊕ (ηvη(Qv)⊗R[2m− 1])⊕ (η(Qv)⊗R[2(n−m) + 1]).
On fixe une donne´e de Whittaker globale non ramifie´e aux places finies. Le caracte`re de A(ψv)
associe´ a` θψvn,Vv(ηδ(Qv)⊗detτv) est donne´ par un triplet de signes (ǫ1,v, ǫ2,v, ǫ3,v) On a alors pour
tout i ∈ {1, 2, 3} la formule de produit : ∏v ǫi,v = 1.
Le meˆme re´sultat est vrai si n = 2m − 1 et si l’on suppose que pour toute place v,
θψv2m−1,Vv(ηδ(Qv)⊗detτv ) est non nulle et que de plus, en une place v′, θ
ψv
n′,Vv′
(ηδ(Qv′)⊗detτv′ ) = 0
si n′ < m.
De´monstration. On sait de´ja` d’apre`s le the´ore`me 16.4 que θψvn,Vv(ηδ(Qv) ⊗ detτv) est dans le
paquet Π(ψv) si elle est non nulle et aussi que tel est le cas si n ≥ 2m (proprie´te´ (4’) de la
section 16.1). Comme on a suppose´ que Q est anisotrope a` au moins une place, le caracte`re
ηδ(Q) ⊗ detτ de O(V ,Q) est automorphe cuspidal, et θψn,V(ηδ(Q) ⊗ detτ ), lorsqu’elle est non
nulle, est une repre´sentation automorphe de composantes locales les θψvn,Vv(ηδ(Qv)⊗ detτv).
Supposons n ≥ 2m. On sait alors que θψn,V(ηδ(Q) ⊗ detτ ) est non nulle car on est dans le
stable range, et de carre´ inte´grable (proprie´te´ (5’) de 16.2). Arthur lui associe alors un parame`tre
global dont les localise´s ψv soient comme dans l’e´nonce´ de la proposition. La formule de produit
n’est alors que la formule de multiplicite´ d’Arthur. Sous l’hypothe`se n = 2m − 1 on n’est
pas dans le rang stable. Toutefois l’hypothe`se de non annulation des θψv2m−1,Vv (ηδ(Qv) ⊗ detτv)
permet d’appliquer [Yam14] (l’hypothe`se sur les fonctions L est facile a` ve´rifier) et l’on a
n0 = n0(ηδ(Q) ⊗ detτ ) ≤ 2m − 1. L’hypothe`se locale en v′ implique que n0 ≥ m. Ainsi
θψ2m−1,V(ηδ(Q) ⊗ detτ ) est non nulle et c’est donc une repre´sentation automorphe de carre´
inte´grable d’apre`s la proprie´te´ (5’) de 16.2 et l’on peut conclure comme ci-dessus par la the´orie
d’Arthur.
De´monstration du the´ore`me 17.5. On de´montre d’abord le cas ou` la forme est anisotrope, i.e.
pq = 0. On globalise la situation sur Q. On note v0 la place re´elle. On suppose que la donne´e de
Whittaker globale se localise en la donne´e Whδ en v0 On fixe un caracte`re ade´lique η = (ηv)v tel
que ηv0 = η et un espace quadratique (V,Q) de dimension N = 2m sur Q ve´rifiant les proprie´te´s
suivantes :
a) ηv0 = η, (Vv0 ,Qv0) est de signature (p, q) (avec pq = 0).
b) Il existe deux places finies v1 et v2 telle que η(Qv1) = ηv1 = 1 et η(Qv2) 6= ηv2 avec η(Qv2)
et ηv2 non triviaux.
c) L’invariant de Hasse ǫδ(Qv) est 1 en toute place v diffe´rente de v0 et v1, et en v0 et
v1, les invariants de Hasse co¨ıncident (c’est ne´cessaire par la formule du produit), c’est-a`-dire
ǫδ(Qv0) = ǫδ(Qv1).
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On fixe une famille τv avec τv0 = τv1 = τ et telle que pour pour tout v /∈ {v0, v1, v2}, la
premie`re occurence de n0,v = n0(ηδ(Qv)⊗detτv ) ve´rifie n0,v ≤ m. Si le nombre de v /∈ {v0, v1, v2}
pour lequel τv = 1 est impair, on pose τv2 = 1, et τv2 = 0 sinon (de sorte que l’on ait bien un
nombre pair de places v telle que τv = 1).
On suppose tout d’abord que n ≥ 2m. Dans ce cas, θψvn,Vv(ηδ(Qv) ⊗ detτv ) est non nul pour
toute place v et les triplets (ǫ1(n, ηδ(Qv), τv), ǫ2(n, ηδ(Qv), τv), ǫ3(n, ηδ(Qv), τv)) sont de´finis.
Pour i = 1, 2, 3, on pose Ei =
∏
v 6=v0,v1
ǫi(n, ηδ(Qv), τv). Les hypothe`ses sur v2 assurent d’apre`s
la proposition 16.2 (i) que θ
ψv2
n′,Vv2
(ηδ(Qv2), τv2) = 0 si n′ < m, et les hypothe`ses de la proposition
17.6 (avec v′ = v2) sont satisfaites et l’on a donc pour i = 1, 2, 3 :
Ei = ǫi(n, ηδ(Qv0), τv0)ǫi(n, ηδ(Qv1), τv1).
La formule a` de´montrer est, d’apre`s les hypothe`ses sur v1 et le lemme 16.4 :
ǫi(n, ηδ(Qv0), τv0) = ǫi(n, ηδ(Qv1), τv1), i = 1, 2, 3,
et ceci est donc e´quivalent a` Ei = 1, i = 1, 2, 3.
Pour montrer que i = 1, 2, 3, Ei = 1, on va se ramener au cas m = 1 et n = 1. Supposons
d’abord m > 1. On introduit un espace quadratique (V ′,Q′) sur Q de dimension 2m − 2, un
caracte`re ade´lique quadratique η′ et une famille τ ′ = (τ ′v)v d’e´le´ment de Z/2Z avec les proprie´te´s
suivantes : η(Q′v) = η(Qv), ǫδ(Q′v) = ǫδ(Q′v), η′v = η′v et τ ′v = τv pour toute place v /∈ {v0, v1}.
En v0, si m − 1 > 1, on garde une forme anisotrope, et si m = 1, on remarque qu’en la place
v2, comme η
′(Qv2) = η(Qv2) 6= 1, la forme est anisotrope, de sorte que dans tout les cas,
la forme (V ′,Q′) est anisotrope a` au moins une place. Aux places v0 et v1, on impose juste
ǫδ(Qv0) = ǫδ(Qv1) et τv0 = τv1 , mais l’on peut choisir ces valeurs respectivement dans {±1} et
{0, 1}.
On sait que pour toute place v /∈ {v0, v1}, θψvn,Vv(ηδ(Qv) ⊗ detτv ) est dans le paquet de pa-
rame`tre ψ = (ηv ⊠ R[1]) ⊕ (ηvη(Qv) ⊠ R[2m − 1]) ⊕ (η(Qv) ⊠ R[2(n − m) + 1]) et de plus,
les re´sultats de [Mœg06] nous disent que θψvn,Vv(ηδ(Qv) ⊗ detτv ) est dans une induite de la
forme ηvη(Qv)| |m−1 × ρ, ou` ρ est une repre´sentation irre´ductible de Sp(2(n − 1),Qv) dans le
paquet de parame`tre ψ′ = (ηv ⊠ R[1]) ⊕ (ηvη(Qv) ⊠ R[2m − 3]) ⊕ (η(Qv) ⊠ R[2(n −m) + 1]).
En utilisant la filtration de Kudla, on voit de plus que ρ = θψvn−1,V ′v
(ηδ(Q
′
v) ⊗ detτ
′
v ). D’autre
part, le caracte`re de A(ψ′) associe´ par Arthur a` θψvn−1,V ′v
(ηδ(Q
′
v)⊗ detτ
′
v ) est donne´ par le triplet
(ǫ1(n, ηδ(Qv), τv), ǫ2(n, ηδ(Qv), τv), ǫ3(n, ηδ(Qv), τv)). Ceci nous rame`ne par re´currence au cas ou`
m = 1 (et n a e´te´ remplace´ par n−m+ 1).
On suppose donc m = 1, et si n > 1, on fait un raisonnement analogue pour remplacer n par
n− 1 : pour toute place v /∈ {v0, v1}, θψvn,Vv(ηδ(Qv)⊗ detτv ) est dans le paquet de parame`tre
ψ = (ηv ⊠R[1]) ⊕ (ηvη(Qv)⊠R[1]) ⊕ (η(Qv)⊠R[2n− 1])
de plus θψvn,Vv(ηδ(Qv) ⊗ detτv) est dans une induite de la forme η(Qv)| |n−1 × ρ, ou` ρ est une
repre´sentation irre´ductible de Sp(2(n − 1),Qv) dans le paquet de parame`tre
ψ′ = (ηv ⊠R[1])⊕ (ηvη(Qv)⊠R[1])⊕ (η(Qv)⊠R[2n− 3])
De plus ρ = θψvn−1,Vv(ηδ(Qv) ⊗ detτv) et le caracte`re de A(ψ′) associe´ par Arthur a`
θψvn−1,Vv(ηδ(Qv) ⊗ detτv) est encore (ǫ1(n, ηδ(Qv), τv), ǫ2(n, ηδ(Qv), τv), ǫ3(n, ηδ(Qv), τv)). On
se rame`ne ainsi au cas m = n = 1.
On va alors de nouveau utiliser la formule de produit de la proposition 17.6 mais dans le
sens inverse, c’est-a`-dire que l’on va montrer que Ei = 1 pour i = 1, 2, 3 en montrant que
ǫi(1, ηδ(Qv0), τv0) = ǫi(1, ηδ(Qv1 , τv1), i = 1, 2, 3, mais avec ici n = m = 1. Pour pouvoir
utiliser cette formule de produit, il faut de plus qu’aux places v0 et v1, on ait choisi τv0 , τv1 tels
que θ
ψv0
1,Vv0
(ηδ(Qv0)⊗ detτv0 ) et θψv11,Vv1 (ηδ(Qv1)⊗ det
τv1 ) soient non nulles, ce qui impose τv1 = 0.
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On a donc τv0 = 0 et il faut que θ
ψv0
1,Vv0
(ηδ(Qv0)) soit non nulle. Si η(Qv0) = 1, c’est-a`-dire si la
signature de Qv0 est (1, 1), c’est le cas, car tous les caracte`res de O(1, 1) sauf le de´terminant
qui est ici exclu ont une image dans SL(2,R) par la correspondance de Howe. Si ηv0 est trivial,
θ
ψv0
1,Vv0
(ηδ(Qv0)) est la repre´sentation sphe´rique et le caracte`re d’Arthur associe´ est trivial, c’est-
a`-dire ǫi(1, ηδ(Qv0), 0) = 1, i = 1, 2, 3, et d’apre`s le lemme 17.1, on a aussi ǫi(1, ηδ(Qv1), 0) =
1, i = 1, 2, 3 ce qui conclut ce cas. On regarde ensuite le cas ou` ηv0 est le caracte`re signe.
On a vu dans la section 16 que si δ = +1, θ
ψv0
1,Vv0
(ηδ(Qv0)) contient le U(1)-type |.| et si δ =
−1 il contient le U(1)-type |.|−1. Dans le premier cas, on a donc la limite de se´ries discre`tes
holomorphe, et dans le second, une limite de se´ries discre`te anti-holomorphe. Le parame`tre
d’Arthur est ici tempe´re´, c’est un parame`tre de Langlands, et on connait la parame´trisation de
ces paquets par les caracte`res de A(ψ) (qui rappelons-le, de´pend du choix de δ via le mode`le
de Whittaker). On a fait en sorte qu’avec le choix du mode`le de Whittaker correspondant a`
δ, on ait le caracte`re trivial, c’est-a`-dire a` nouveau ǫi(1, ηδ(Qv0), 0) = 1, i = 1, 2, 3. D’apre`s
le lemme 17.1, on a aussi ǫi(1, ηδ(Qv1), 0) = 1, i = 1, 2, 3 car ǫδ(Qv1) = ǫδ(Qv0) = 1 ce qui
conclut ce cas.
Conside´rons maintenant le cas ou` η(Qv0) = −1, c’est-a`-dire que la signature de Qv0 est (0, 2)
ou (2, 0). Si ηv0 est trivial, ηδ(Qv0) est le caracte`re trivial et θψv01,Vv0 (ηδ(Qv0)) est non nulle, c’est
la limite de se´rie discre`te holomorphe si la signature de Qv0 est (2, 0), antiholomorphe si la
signature est (0, 2). L’invariant de Hasse ǫδ(Qv0) est e´gal a` 1 si δ = 1 et si la signature de Qv0
est (2, 0) ou bien si δ = −1 et si la signature de Qv0 est (0, 2), et cet invariant de Hasse vaut
−1 si δ = −1 et si la signature de Qv0 est (2, 0) ou bien si δ = 1 et si la signature de Qv0 est
(0, 2). Le paquet d’Arthur est dans ce cas un paquet tempe´re´ et l’on conclut comme ci-dessus.
Si ηv0 = −1, θψv01,Vv0 (ηδ(Qv0)) n’existe que si ηδ(Qv0) est le caracte`re trivial, c’est-a`-dire si
δ = 1 et la signature de Qv0 est (2, 0) ou bien si δ = −1 et si la signature de Qv0 est (0, 2).
Comme dans le cas pre´ce´dent, θ
ψv0
1,Vv0
(ηδ(Qv0)) est donc la limite de se´rie discre`te holomorphe si
la signature de Qv0 est (2, 0), antiholomorphe si la signature est (0, 2) et les invariants de Hasse
sont les meˆmes. On conclut donc de la meˆme fac¸on.
Ceci termine la de´monstration de la proposition dans le cas ou` n ≥ 2m. Nous en tirons le
re´sultat suivant qui nous permettra de conclure dans le cas n = 2m− 1.
Corollaire 17.7. — On se replace dans la situation du de´but de la section avec un corps local
F non archime´dien de caracte´ristique 0, un espace quadratique (V,Q) de dimension 2m et un
caracte`re quadratique η de F×. On suppose que η(Q) et η sont non ramifie´s et non e´gaux et n ≥
2m. On a alors (ǫ1(n, ηδ(Q), τ), ǫ2(n, ηδ(Q), τ), ǫ3(n, ηδ(Q), τ)) = ((−1)τ , (−1)τ ǫδ(Q), ǫδ(Q)).
De´monstration. On commence par le cas ou` n ≥ 2m et on conside`re une situation globale comme
dans la proposition 17.6 avec un corps de nombres k et une place v′1 avec kv1 = F et une place
v0 re´elle ou` la forme quadratique est anisotrope. La formule de la proposition est de´montre´e
pour v0. On utilise la formule de produit ainsi que celle obtenue en changeant simultane´ment
les valeurs de τv0 et τv′1 . Comme
ǫ1(n, ηδ(Qv0), τv0)ǫ1(n, ηδ(Qv0), τv0 + 1) = ǫ2(n, ηδ(Qv0), τv0)ǫ2(n, ηδ(Qv0), τv0 + 1) = −1,
ǫ3(n, ηδ(Qv0), τv0)ǫ3(n, ηδ(Qv0), τv0 + 1) = 1,
on obtient les meˆmes identite´s avec v′1 :
ǫ1(n, ηδ(Qv′1), τv′1)ǫ1(n, ηδ(Qv′1), τv′1 + 1) = ǫ2(n, ηδ(Qv′1), τv′1)ǫ2(n, ηδ(Qv′1), τv′1 + 1) = −1,
ǫ3(n, ηδ(Qv′1), τv′1)ǫ3(n, ηδ(Qv′1), τv′1 + 1) = 1
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On fait de meˆme en changeant cette fois simultane´ment les valeurs de ηδ(Qv0) et ηδ(Qv′1) et
l’on obtient :
ǫ1(n, ηδ(Qv′1), τv′1)ǫ1(n,−ηδ(Qv′1), τv′1) = 1
ǫ2(n, ηδ(Qv′1), τv′1)ǫ2(n,−ηδ(Qv′1), τv′1) = ǫ3(n, ηδ(Qv′1), τv′1)ǫ3(n,−ηδ(Qv′1), τv′1) = −1
De plus, dans le cas ou` τv′1 = 0 et ǫδ(Qv′1) = 1, on sait que le caracte`re associe´ est trivial
(correspondance de Howe non ramifie´e). Ceci donne la formule voulue. On utilise alors les
arguments de [Mœg06] sur les modules de Jacquet et la filtration de Kudla pour la place finie
v′1 comme dans la de´monstration de la proposition 16.2 pour montrer que ces identite´s sont
aussi valides lorsque n = 2m− 1.
Revenons a` la de´monstration de la proposition dans le cas ou` n = 2m − 1. Si l’on cherche
a` faire la meˆme de´monstration que dans le cas n ≥ 2m − 1, on rencontre un obstacle qui est
la possible annulation des θψvn,Vv(ηδ(Qv) ⊗ detτv ). En v = v0, cette image est non nulle par
hypothe`se, et l’on peut toujours s’arranger pour que ce soit le cas a` toutes les places autres
que v1. En effet les hypothe`ses en v2 montrent que c’est le cas pour cette place. En v1 l’image
est nulle si τv1 = 1. On conside`re alors une place v
′
1 comme dans le corollaire ci-dessus, et l’on
change simultane´ment les valeurs de τv1 et τv′1 en τv1 +1 = 0 et τv′1 +1, de sorte que maintenant
θ
ψv1
n,Vv1
(ηδ(Qv1)) est non nulle, et l’on utilise la formule de produit pour en de´duire la formule du
lemme pour la place v0. Ceci termine la de´monstration de cette formule dans le cas anisotrope.
Maintenant, on ne suppose plus que la forme est anisotrope. On globalise alors de la manie`re
suivante : k est une extension quadratique de Q avec exactement deux places re´elles, v0 et v
′
0.
En v0, on met la forme quadratique qui nous inte´resse, et en v
′
0, on met une forme anisotrope.
On fixe ensuite trois places finie, v1, v
′
1 et v2. En la place v2, on met les meˆmes hypothe`ses
que pre´ce´demment. En v1 et v
′
1, on suppose ηv1 , ηv′1 , η(Qv1), η(Qv′1) triviaux. On suppose que
ǫδ(Qv0) = ǫδ(Qv1), ǫδ(Qv′0) = ǫδ(Qv′1), τv0 = τv1 et τv′0 = τv′1 . On fixe τv2 pour que le nombre
de places v avec τv = 1 soit pair. Aux autres places finies, on fait les meˆmes hypothe`ses que
pre´ce´demment. L’hypothe`se de compacite´ a` au moins une place est assure´e par v′0. Les produits
ǫi(n, ηδ(Qv′0), τv′0)ǫi(n, ηδ(Qv′1), τv′1), i = 1, 2, 3 valent 1 d’apre`s ce que l’on a montre´ ci-dessus.
On a alors pour i = 1, 2, 3 d’apre`s les formules de produits
ǫi(n, ηδ(Qv0), τv0)ǫi(n, ηδ(Qv1), τv1) = Ei :=
∏
v 6=v0,v′0,v1,v
′
1
ǫi(n, ηδ(Qv), τv).
Il s’agit alors de montrer que Ei = 1 pour i = 1, 2, 3, et l’on raisonne comme ci-dessus.
18. Calcul de ρπ pour les modules unitaires de plus haut/bas poids
On spe´cialise le re´sultat de la proposition 17.5 au cas ou` la forme quadratique Q sur l’espace
re´el V est anisotope. Rappelons les notations : la dimension de V est N = 2m, la signature
de Q est (p, q) avec donc ici p = 0 ou q = 0. L’image du caracte`re trivial et du de´terminant
de O(0, 2m) dans Sp(2n,R) par la correspondance de Howe sont respectivement les modules
unitaires de plus haut poids note´ πn(m) et σn,m. L’image du caracte`re trivial et du de´terminant
de O(2m, 0) dans Sp(2n,R) par la correspondance de Howe sont respectivement les les modules
unitaires de plus bas poids πn(m)
∗ et σ∗n,m.
Proposition 18.1. — Fixons sur Sp(2n,R) la donne´e de Whittaker Whδ, δ ∈ {±1} et soit
τ ∈ {0, 1}. On suppose n ≥ 2m−1+τ . L’image π du caracte`re detτ de O(2m, 0) dans Sp(2n,R)
par la correspondance de Howe appartient aux paquets d’Arthur Π(ψ) de parame`tre ψ
ψ = (sgnτ
′
WR
⊠R[1])⊕ (sgnτ ′WRsgnmWR ⊠R[2m− 1])⊕ sgnmWR ⊠R[2(n−m) + 1], (τ ′ ∈ {0, 1}).
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et le caracte`re ρπ de A(ψ) associe´ est
((−1)τ+τ ′( 1+δ2 +m), (−1)τ+τ ′( 1+δ2 +m)+⌊δm/2⌋, (−1)⌊δm/2⌋).
On a un re´sultat analogue si l’on remplace O(2m, 0) par O(0, 2m), en remplac¸ant ⌊δm/2⌋
par ⌊−δm/2⌋.
De´monstration. Si τ ′ = 0, c’est exactement l’e´nonce´ de de la proposition 17.5. Si τ ′ = 1, il faut
de´terminer τ ′′ ∈ {0, 1} tel que sgnδ⊗detτ
′′
= detτ sur O(2m, 0). Or on a calcule´ dans la section
16.3 que sgnδ est e´gal a` det
m+1
O(2m,0) si δ = 1 et det
m
O(2m,0) si δ = −1, d’ou` le re´sultat.
Corollaire 18.2. — On fixe la donne´e Whittaker Whδ sur Sp(2n,R). Pour le parame`tre
ψ = (TrivWR ⊠R[1]) ⊕ (sgnmWR ⊠R[2m− 1])⊕ sgnmWR ⊠R[2(n−m) + 1]
les caracte`res ρπ de A(ψ) pour π = πn(m), σn,m, πn(m)
∗, σ∗n,m sont respectivement
(1, (−1)⌊−δm/2⌋ , (−1)⌊−δm/2⌋), (−1, (−1)1+⌊−δm/2⌋ , (−1)⌊−δm/2⌋),
(1, (−1)⌊δm/2⌋ , (−1)⌊δm/2⌋), (−1, (−1)1+⌊δm/2⌋ , (−1)⌊δm/2⌋).
Pour le parame`tre
ψ = (sgnWR ⊠R[1])⊕ (sgnm+1WR ⊠R[2m− 1])⊕ sgnmWR ⊠R[2(n−m) + 1]
les caracte`res ρπ de A(ψ) pour π = πn(m), σn,m, πn(m)
∗, σ∗n,m sont respectivement
((−1)( 1+δ2 +m), (−1)( 1+δ2 +m)+⌊−δm/2⌋, (−1)⌊−δm/2⌋),
((−1)1+ 1+δ2 +m, (−1)1+ 1+δ2 +m+⌊−δm/2⌋, (−1)⌊−δm/2⌋),
((−1)( 1+δ2 +m), (−1)( 1+δ2 +m)+⌊δm/2⌋ , (−1)⌊δm/2⌋),
((−1)1+ 1+δ2 +m, (−1)1+ 1+δ2 +m+⌊δm/2⌋, (−1)⌊δm/2⌋).
Passons maintenant au cas d’un parame`tre d’Arthur non ne´cessairement unipotent. On utilise
les re´sultats de [MRb] qui nous rame`nent au cas unipotent du corollaire pre´ce´dent, et ce qui
suit est donc juste un exercice de traduction, ou` la seule difficulte´ est de faire attention aux
choix de donne´es de Whittaker (cf. remarque 4.2).
On se place donc dans les hypothe`ses des the´ore`mes 7.1 et 7.2. On fixe m ≤ n, et l’on suppose
donc que l’on a un parame`tre ψ = ψu⊕ψd avec ψd =
⊕s
i=1(δti⊠R[ai]) et pour tout i ∈ [1, s−1],
ti ≥ ti+1, tel que πn(m) ∈ Π(ψ). On est dans l’une des situations suivantes :
(1) ψu est irre´ductible.
(2) ψu contient sgn
m
WR
⊠R[2(n−m) + 1] et n’est pas irre´ductible.
(3) ψu contient sgn
m−1
WR
⊠R[2(n−m) + 3] et n’est pas irre´ductible.
On identifie le caracte`re ρπn(m)∗ et de ρπn(m) de A(ψ) a` une application de l’ensemble des
blocs de ψ dans {±1} telle que les valeurs prises sur des blocs e´gaux soient e´gales, et le produit
de toutes ces valeurs est 1. Pour les applications a` l’endoscopie et aux formules de multiplicite´
d’Arthur, on a besoin de connaˆıtre les valeurs prises sur les blocs discrets δti ⊠R[ai], que l’on va
noter ǫ(δti⊠R[ai]) et pour les blocs unipotents, lorsqu’il y en a trois, les produits des valeurs sur
chaque couple de deux blocs. Notons ǫ3 la valeur de ρπn(m)∗ sur le bloc sgn
m−1
WR
⊠R[2(n−m)+3]
du cas (3) ou sur le bloc sgnmWR⊠R[2(n−m)+1] du cas (2). Dans ces deux cas, notons η1⊠R[1]
et η2 ⊠R[2a− 1] (avec ne´cessairement 2a− 1 ≤ 2(n−m) + 1 les deux autres blocs unipotents
de ψ et ǫ1 et ǫ2 les valeurs de ρπn(m) sur ces blocs, respectivement). Pour tout i ∈ [1, s], posons
a<i =
∑
j<i aj, et δi = δ(−1)a<i , δ′ = δ(−1)
∑s
i=1 ai .
45
Proposition 18.3. — Fixons sur Sp(2n,R) la donne´e de Whittaker Whδ, δ ∈ {±1}. Le ca-
racte`re ρπn(m)∗ de A(ψ) est donne´e par les formules suivantes.
Pour tout i ∈ [1, s], ǫ(δti ⊠R[ai]) = (−1)⌊δi
ai
2
⌋.
Dans les cas (2) et (3), ǫ1ǫ2 = (−1)⌊δ′ a2 ⌋,
Dans le cas (2), ǫ2ǫ3 = 1 si η2 = sgn
m
WR
et δ′(−1)a+1 si η2 = sgnm+1WR .
Dans le cas (3), ǫ2ǫ3 = −1 si η2 = sgnm−1WR et δ′(−1)a si η2 = sgnmWR.
Remarque 18.4. — (i) Si a = 1, on ne peut pas distinguer les indices 1 et 2 comme de´finis
avant l’e´nonce´. Dans ce cas, ǫ1ǫ2 = δ
′ et on ve´rifie que les formules sont cohe´rentes par permu-
tation des indices 1 et 2.
(ii) On ve´rifie que δ′ = (−1)m−aδ dans le cas (2) et δ′ = (−1)m−a−1δ dans le cas (3).
De´monstration. La de´monstration est une traduction imme´diate du corollaire 18.2 en tenant
compte de la proposition 7.2 qui rame`ne le cas ge´ne´ral au cas unipotent.
On se place maintenant dans les hypothe`ses du the´ore`me 8.7. On a un parame`tre ψ comme
ci-dessus dans le cas (2), et on adopte les meˆme notations. On de´montre de la meˆme fac¸on le
re´sultat suivant.
Proposition 18.5. — Fixons sur Sp(2n,R) la donne´e de Whittaker Whδ, δ ∈ {±1}. Le ca-
racte`re ρσ∗n,m de A(ψ) est donne´e par les formules suivantes.
Pour tout i ∈ [1, s], ǫ(δti ⊠R[ai]) = (−1)⌊δi
ai
2
⌋, ǫ1ǫ2 = (−1)⌊δ′ a2 ⌋, ǫ2ǫ3 = −1 si η2 = sgnmWR et
δ(−1)m si η2 = sgnm+1WR .
19. De´monstration des the´ore`mes 9.1 et 9.2
On reprend les notations et hypothe`ses du the´ore`me 9.1 On globalise la situation sur k = Q
en prenant un espace quadratique (V,Q) de dimension 2m tel que a` la place re´elle, la forme
quadratique soit de signature (0, 2m) et pour cette situation globale, on adopte les notations de
la section 16.2.
Pour tout n ≥ m, on obtient par une re´currence imme´diate de la proprie´te´ (7’) de 16.2 que
θψn,V(TrivO(V ,Q)) se re´alise comme quotient de l’induite
η(Q)|.|−(n−m) × · · · × η(Q)|.| × θψm,V(TrivO(V ,Q)),
relative au sous-groupe parabolique de facteur de Levi GL1 × · · · ×GL1︸ ︷︷ ︸
n−m
×Sp2m de Sp2n. A la
place re´elle, cela dit que πn(m) est quotient de Langlands de la repre´sentation standard (9.1).
Or cette repre´sentation induite a un unique quotient irre´ductible, le quotient de Langlands.
On se place maintenant dans les hypothe`ses du the´ore`me 9.2. On remarque que dans le cas
n = 2k, σn,k = π(m) avec m = k + 1 et le re´sultat vient d’eˆtre de´montre´. On globalise comme
dans la de´monstration (avec ici (V,Q) de dimension 2k et de signature (0, 2k) a` la place re´elle)
qui pre´ce`de et l’on remarque que tout caracte`re automorphe cuspidal σ de O(V ,Q) dont la
restriction a` O(0, 2k)) est le de´terminant a une image dans la correspondance theˆta exactement
dans le rang stable, c’est-a`-dire pour n ≥ 2k. La the´orie de Rallis (proprie´te´ (5’) de 16.2), utilise´e
exactement comme dans la preuve pre´ce´dente nous rame`ne alors a` n = 2k et πn(k + 1) ce qui
permet de conclure.
20. Siegel-Weil local
Soit k un corps de nombres et l’on adopte les notations de la section 16.2 pour les objets
attache´s a` ce corps. On a le re´sultat global suivant (Siegel-Weil). Soit pi une repre´sentation
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cuspidale irre´ductible de Sp(2n,A). Soit η un caracte`re quadratique de A×/k× et s0 un demi-
entier strictement positif. On suppose que la fonction L partielle LS(η × pi, s) a un poˆle en
s = s0+1 et on suppose s0 maximal avec cette proprie´te´. Alors pi s’obtient par la correspondance
theˆta a` partir d’un groupe orthogonal de dimension 2(n−s0), en particulier il faut que cet entier
soit positif ou nul. Cela se produit quand la repre´sentation automorphe piGL deGL2n+1 obtenue
par transfert endoscopique tordu (apre`s stabilisation (cf. [Art13]) est une induite parabolique
du produit tensoriel du caracte`re η ◦ det de GL2s0+1 avec une repre´sentation convenable de
GL2(n−s0), et que 2s0 + 1 est supe´rieur ou e´gal aux dimensions des repre´sentations de SL2(C)
intervenant dans le parame`tre d’Arthur de piGL.
Nous allons e´noncer un analogue local de ce re´sultat, sous les hypothe`ses suivantes : on
conside`re un parame`tre d’Arthur ψ pour Sp(2n,R) et on suppose d’une part que a(ψ) = a(ψu) ≥
n + 1 et d’autre part que ψu est de longueur au plus trois et si la longueur est trois alors au
moins une des sous-repre´sentations est de dimension un. On e´crit ψ = η ⊠ R[a(ψu)] ⊕ ψ′, ce
qui de´finit ψ′. On globalise la situation en conside´rant un corps de nombre k avec au moins
trois places re´elles, v0, v1, v2, v0 e´tant celle qui nous inte´resse. On fixe aussi une place finie
w. On fixe πv0 une repre´sentation dans Π(ψ). En vi, i = 1, 2 on conside`re un parame`tre local
ψvi = sgn
2n+1−a(ψu)
2
WR
⊠R[a(ψu)]⊕ψ′vi tel que ψ′vi ait le caracte`re infinite´simal de la repre´sentation
triviale et en v1 on conside`re la repre´sentation πv1 de Sp(2n,R) image par la correspondance
de Howe de la repre´sentation triviale du groupe compact O(2n+1− a(ψu)) tandis qu’en v2, on
de´finit πv2 comme l’image de la repre´sentation det de ce meˆme groupe. Ceci est bien de´fini car
on a suppose´ que a(ψu) ≥ n+ 1 d’ou` a(ψu) > 2n + 1− a(ψu), ce qui est la condition pour que
le caracte`re non trivial du groupe compact ait une image dans la correspondance de Howe. On
a vu que ces repre´sentations, πvi , pour i = 1, 2, sont bien dans Π(ψvi) (cf. section 11).
On e´crit le parame`tre ψ comme en (4.3), c’est-a`-dire
ψ =
s⊕
j=1
(δtj ⊠R[aj])⊕
r⊕
i=1
(ηi ⊠R[a
′
i]).
On fixe un parame`tre d’Arthur global Ψ = {(ρj , aj)j=1,...,s, (ρ′i, a′i)i=1,...,r} ou` les ρj (resp. les
ρ′i) sont des repre´sentations cuspidales autoduales de GL2 (resp. de GL1) dont les localise´s en
v0, v1 et v2 sont respectivement ψv0 = ψ, ψv1 et ψv2 . Le parame`tre global Ψ
′ est obtenu a` partir
de Ψ en enlevant le bloc (ρ′i, ai) qui se localise en v0 en η ⊠R[a(ψu)].
A toutes les places finies v 6= w, le localise´ ψv de Ψ est non ramifie´, et l’on prend une
repre´sentation πv ∈ Π(ψv), presque partout non ramifie´e. A la place finie w on impose que
les ρj,w et les ρ
′
i,w soient des repre´sentations cuspidales toutes distinctes (respectivement de
GL2(kw) et GL1(kw).
Dans ces conditions le localise´ ψw de Ψ en w est un parame`tre comme ceux e´tudie´s en
[Mœg06] et meˆme plus pre´cise´ment un parame`tre dual d’un parame`tre de se´ries discre`tes,
c’est-a`-dire un morphisme trivial sur la le facteur SL2(C) du groupe de Weil-Deligne de kw.
Il est montre´ dans [Mœg06] qu’il y a une bijection entre les repre´sentations de Π(ψw) et les
caracte`res du centralisateur de ψw. D’autre part, le centralisateur global s’envoie bijectivement
dans le centralisateur local. On fixe aussi une telle repre´sentation πw dans Π(Ψw) mais de sorte
que la formule de multiplicite´ d’Arthur soit satisfaite, ce qui est possible d’apre`s la remarque
qui vient d’eˆtre faite. Il existe donc une repre´sentation automorphe de carre´ inte´grable pi de
Sp(2n,Ak) attache´ au parame`tre Ψ.
On globalise le caracte`re η en un caracte`re η, de sorte qu’en v1 et en v2 il vaille sgn
2n+1−a(ψu)
2
WR
.
Lemme 20.1. — Si a(ψu) = n + 1 = dim(ψ
′) + 1, la repre´sentation pi est cuspidale et si
a(ψu) > n + 1, il existe un entier b ≤ (a(ψu) − dim(ψ′) − 1)/2 (e´ventuellement b = 0) et une
repre´sentation automorphe cuspidale σ de Sp(2 dim(ψ′) + 2b,A) de parame`tre d’Arthur e´gal a`
l’union de Ψ′ et de (η,dim(ψ′) + 1 + 2b), tels que pi se re´alise exactement dans les re´sidus des
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se´ries d’Eisenstein : ∏
j∈[1,a0]
(
sj − a(ψu) + 1
2
+ j
)
E(ηA| |s1 × · · · × ηA| |sa0 × σ)

sa0=
a(ψu)+1
2
−a0,··· ,s1=
a(ψu)−1
2
,
Ici a0 =
a(ψu)−dim(ψ′)−1
2 − b et les sj sont des nombres complexes et les e´valuations se font dans
l’ordre e´crit de la gauche vers la droite.
De´monstration. Il est vraisemblable que b = 0 mais on ne le de´montre pas. On sait d’apre`s
[Mœg08] que si π n’est pas cuspidale il existe (ρ, a) dans le parame`tre d’Arthur de pi tel que
a > 1 et une repre´sentation automorphe irre´ductible pi′, ici ne´cessairement de carre´ inte´grable,
de Sp(2n− 2dρ,A) dont le parame`tre d’Arthur est obtenu a` partir de celui de pi en remplac¸ant
(ρ, a) par (ρ, a − 2), et tel que pi se re´alise comme quotient de l’espace des re´sidus des se´ries
d’Eisenstein ((
s− a− 1
2
)
E(ρ| |s × pi′)
)
s= a−1
2
.
Ainsi en toute place v la composante locale πv est un quotient de ρv| |(a−1)/2×π′v. On conside`re
la place v1. Par dualite´ hermitienne et en utilisant l’unitarite´, πv1 est un sous-module de l’induite
ρv1 | |−(a−1)/2 × π′v1 . On re´alise πv1 comme quotient de Langlands pour l’induite ν × π0 ou` ν
est le caracte`re de GL(a(ψu)−12 ,R) quotient de la se´rie principale ηv1 | |
a(ψu)−1
2 × · · · × ηv1 | | et
π0 est une repre´sentation tempe´re´e de Sp(dim(ψ
′),R). On inclut ρv1 | |−(a−1)/2 dans une se´rie
principale de GL(2,R) dont les exposants sont soit −a(ψu)−12 si (ρ, a) = (η, a(ψu)) et sinon dans
[− dim(ψ′)/2+1,dim(ψ′)/2−1] dont soit le premier soit le deuxie`me (au moins) est strictement
ne´gatif. On envoie aussi π′v1 dans une se´rie principale et on utilise la re´ciprocite´ de Frobenius.
Ainsi parmi les exposants caracte`res (au sens de Hecht et Schmid) provenant de l’induite de
ν × π0 on doit trouver les exposants de ρv1 | |−(a−1)/2. On a la formule de [HS83] 8.24 (a) pour
calculer ces exposants et on constate que la seule possibilite´ est que ρv1 soit le caracte`re ηv1
avec comme exposant −(a(ψu)− 1)/2. Cela force (ρ, a) a` co¨ıncider avec le bloc que l’on a retire´
de Ψ pour de´finir Ψ′. On peut alors remplacer n par n − 1 et a(ψu) par a(ψu) − 2, on ve´rifie
aise´ment que π′v1 est encore l’image de la repre´sentation triviale du groupe compact O(dim(ψ
′))
et en v2 c’est l’image du de´terminant. La proce´dure s’arreˆte si on arrive sur une repre´sentation
cuspidale et le lemme est alors facile ou si on arrive a` a(ψu) = n+1 = dim(ψ
′) + 1 avec n pair.
On peut encore faire la proce´dure ci-dessus, si la repre´sentation n’est pas cuspidale en utilisant
v1 on voit que le seul exposant possible est − dim(ψ′)/2 mais il est trop ne´gatif pour πv2 . D’ou`
le fait que la repre´sentation est cuspidale si a(ψu) = dim(ψ
′) + 1.
Corollaire 20.2. — Soit ψ un A parame`tre pour Sp(2n,R). On suppose que a(ψ) = a(ψu) ≥
n + 1, que ψu est de longueur au plus trois et si ψu est de longueur trois alors une des sous-
repre´sentations (au moins) est de dimension un. Alors les repre´sentations intervenant dans
Π(ψ) sont obtenues comme image par la correspondance de Howe a` partir d’une repre´sentation
d’un groupe orthogonal O(p, q) avec p + q = dim(ψ′) contenue dans le paquet Π(ψ′). Toute
repre´sentation de Π(ψ) a multiplicite´ un.
De´monstration. Pour la premie`re assertion, on revient a` la construction globale en reprenant
les notations du lemme pre´ce´dent. On applique la formule de Siegel-Weil de Kudla-Rallis (cf.
[KR94]) parce qu’e´tant donne´s les parame`tres de σ il est facile de voir que la fonction L partielle
de η × σ a un poˆle en s = a(ψu)+12 − b. Donc σ est dans l’image par se´rie theˆta d’une forme
automorphe cuspidale d’un groupe orthogonal sur une forme de discriminant η et de dimension
dim(ψ′). Cela reste alors vrai pour pi graˆce a` la the´orie des tours de Witt de Rallis ([Ral84]).
Cela force l’analogue local et donc la premie`re assertion.
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Pour les multiplicite´s, on note σ′ la repre´sentation automorphe cuspidale deO(dim(ψ′),A) (ici
la forme du groupe orthogonal de´pend de pi) dont l’image par se´rie theˆta est pi. La me´thode de
[Mœg17], permet de conclure que la multiplicite´ de pi dans l’espace des formes automorphes de
carre´ inte´grable de Sp(2n,A) est un si σ′ intervient avec multiplicite´ un dans l’espace des formes
automorphes de carre´ inte´grable pour le groupe orthogonal. Bien suˆr pour avoir multiplicite´ un,
il suffit que la restriction de σ′ au groupe spe´cial orthogonal intervienne avec multiplicite´ un.
On sait que les multiplicite´s globales se calculent en multipliant les multiplicite´s locales par un
facteur global calcule´ par [Art13], du moins cela calcule la multiplicite´ de la repre´sentation
des fonctions invariantes sous l’action d’un automorphisme exte´rieur (cf. [Art13] et [Ta¨ı]). Les
multiplicite´s locales sont un de`s que l’on suppose qu’en les places archime´diennes le caracte`re
infinite´simal de ψ′ est re´gulier, ce qui est loisible. Le facteur global vaut un si ψ′ contient
au moins une repre´sentation de dimension un de WR × SL2(C) puisque l’on globalise par un
caracte`re automorphe. Ceci re`gle le cas ou` ψu a trois sous-repre´sentations irre´ductibles. Si ψ
′
n’a pas cette proprie´te´ on a le facteur deux, on ne peut pas y e´chapper. Mais les formules
de multiplicite´s d’Arthur montrent que si en une place, la repre´sentation du groupe spe´cial
orthogonal n’est pas isomorphe a` sa conjugue´e sous le groupe orthogonal, alors on a quand meˆme
multiplicite´ un globale. Pour se ramener a` ce cas la`, on ajoute simplement dans la globalisation
une quatrie`me place re´elle, v3 ou` on s’arrange pour que le groupe orthogonal soit le groupe
compact O(dim(ψ′v3/2)) et ou` ψ
′
v3 a un caracte`re infinite´simal tre`s re´gulier (c’est-a`-dire ne
contenant pas 0). On n’a pas le choix de la repre´sentation en cette place, c’est la repre´sentation
de dimension finie avec le bon caracte`re infinite´simal mais il y a deux repre´sentations pour
SO non isomorphe conjugue´es sous le groupe orthogonal : celle qui correspond au caracte`re
infinite´simal : a1 > a2 · · · > adim(ψ′)/2 > 0 et celle ou` le dernier coefficient adim(ψ′)/2 est remplace´
par son oppose´.
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