Abstract. Our goal is to detect all the possible arithmetic genera g of a CohenMacaulay projective curve with a given degree d. Starting from the fact that g must belong to the range {0, . . . , d−1 2 }, we develop an algorithmic procedure that avoids to construct all the possible Hilbert functions of such a curve.
Introduction
In this paper, we face the problem of detecting all the possible arithmetic genera of Cohen-Macaulay projective curves (aCM genera, for short) of a fixed degree d. To this aim we investigate the finite O-sequences of multiplicity d. Indeed, the study of the finite Osequences is equivalent to the study of the Hilbert functions of Cohen-Macaulay projective schemes, as a consequence of the characterization of the possible Hilbert functions of standard graded algebras given in [6] by Macaulay. First, we provide a combinatorial description of finite O-sequences, by means of suitable connected graphs. In a very natural way, this combinatorial description provides an efficient search algorithm of the aCM genera (see Algorithm 1 in Section 3) and leads to an identification of ranges to which an aCM genus belongs, when it is produced by an O-sequence of given multiplicity and length.
More precisely, in the range R d := {0, . . . ,
}, to which the aCM genus of a CohenMacaulay curve of degree d must belong, we find smaller ranges R s d , depending not only on the multiplicity d but also on the length s of the O-sequences corresponding to the genera in R s d . We determine the graph of the O-sequences of multiplicity d by using a partial order (Definition 3.6), which induces the usual order among integers on the corresponding aCM genera (Proposition 3.7 and Lemma 3.8). We extend this partial order to a total order on the O-sequences of multiplicity d and length s (Definition 3.10), which does not induce anymore the usual order among integers on the corresponding aCM genera, but which is useful to identify every range R Finally, we provide an algorithm to compute all the aCM genera for a given degree d, avoiding to construct all the corresponding O-sequences (see Algorithm 2 in Section 6). The strategy supporting this algorithm combines the previous results together with a sort of continuity in the generation of the aCM genera that we develop in Lemma 6.1 and apply in Theorem 6.3. Note that Lemma 6.1 at least allows to detect all the genera corresponding to the non-increasing O-sequences. Due also to the above closed formulas for the gaps, a little percentage of integers of R d remains to be checked by the search algorithm, as some experimental computations point out (see Tables 2 and 3 ).
In the last Section 7, we show how the search algorithm of the aCM genera can be used to detect the minimal possible Castelnuovo-Mumford regularity of a curve with CohenMacaulay postulation and fixed degree and genus (Proposition 7.1).
Basic results on Hilbert functions
Let S := K[x 0 , . . . , x n ] be the ring of polynomials over a field K in n + 1 variables and P n K = Proj S be the n-dimensional projective space over K. In this section we recall some basic results on the Hilbert function of a standard graded K-algebra. We refer mostly to [8] .
• the i-th derivative of H is defined via: ∆ 0 H := H and, for every 1 i,
• the i-th integral of H is defined via: Σ 0 H := H and, for every i 1,
Given two positive integers a, t, the binomial expansion of a in base t is the unique writing
where k(t) > k(t − 1) > · · · > k(j) j 1. We use the convention for which a binomial coefficient n m is null whenever n < m and n 0 = 1, for every n 0. Referring to [1, 8] , we set
.
By an easy computation, one gets (a + 1) t > a t . A numerical function H : N → N is admissible or an O-sequence if H(0) = 1 and H(t + 1) H(t) t for every t 1. Thus, if H is an admissible function and H(t) = 0 for some t, then H(t + i) = 0 for every i > 0, and H is called a finite or Artinian O-sequence. For an Artinian O-sequence (h 0 , . . . , h s−1 ) we assume h s−1 = 0 and call s the length of the O-sequence. Let I be a homogeneous ideal in S. We denote by I t the K-vector space of the homogeneous polynomials of I of degree t. Definition 1.3. The Hilbert function of the standard graded K-algebra S/I is the numerical function defined by
t} is the regularity of the Hilbert function of S/I.
The Hilbert series t∈N H S/I (t)z t of S/I is equal to a rational function
is the h-polynomial of S/I and (h 0 , h 1 , . . . , h s−1 ) is the h-vector of S/I, with h s−1 = 0.
A very famous result of Macaulay [6] states that, for each admissible function H, it is possible to construct a suitable lexicographic ideal L ⊂ S = K[x 0 , . . . , x n ] such that H is the Hilbert function of S/L. In particular, a numerical function is the Hilbert function of a (standard and finite) graded K-algebra if and only if it is admissible. Definition 1.5. For a standard graded K-algebra A with h-vector (h 0 , h 1 , . . . , h s−1 ), the multiplicity e(A) both of A and of its Hilbert function H A is defined by e(A) := i h i . Remark 1.6. Note that the multiplicity of a standard graded K-algebra is equal to the multiplicity of its h-vector.
We end this section recalling the following relevant computational result. 
Hilbert functions of arithmetically Cohen-Macaulay curves
A graded K-algebra S/I with Krull-dimension k + 1 is a Cohen-Macaulay S-module if there is an S-regular sequence f 0 , . . . , f k of homogeneous elements in S/I (see [1] for a treatment on Cohen-Macaulay rings).
A projective subscheme X ⊂ P n , with (saturated) defining ideal I, is arithmetically Cohen-Macaulay (aCM, for short) if the K-algebra S/I is Cohen-Macaulay. We denote by H X and p X (z) the Hilbert function and the Hilbert polynomial of X, respectively, and by ρ X the regularity of H X . The degree deg(X) of X is the multiplicity of S/I.
If X is a curve of degree d, then its Hilbert polynomial is dz + 1 − g, where g is the arithmetic genus of the curve.
In this case, we say that H X is an aCM function and the corresponding Hilbert polynomial is an aCM polynomial. If moreover X is a curve, we say that its arithmetic genus is an aCM genus.
An aCM function is characterized by the behavior of its h-vector in the following way. 
and Σ 2 h is the Hilbert function of a curve. The function Σ 2 h has regularity s − 2 and Hilbert polynomial p(z) = dz + 1 − g, where g is the arithmetic genus of the curve. Hence, by Remark 1.4 and being h 0 = 1, we have
Lemma 2.5. (i) Every positive integer g is the genus of some aCM curve.
(ii) If g is the arithmetic genus of an aCM curve C d of degree d, then there is also an aCM curve C d+1 of degree d + 1 with the same arithmetic genus g.
Proof. (i) It is enough to take any O-sequence (
is also an O-sequence and is the h-vector of a curve C d+1 with Hilbert polynomial (d + 1)z + 1 − g. Indeed, the multiplicity of the O-sequence h d+1 is d + 1 and then we apply formula (2.1), in which the integer h 1 does not occur. From a geometric point of view, this means that C d+1 can be obtained as the union of C d and a line through a point of C d .
A combinatorial description of finite O-sequences
In this section, we consider a natural structure on the set of all finite O-sequences, which will be useful for the algorithm procedures we will study and which will suggest some first relevant information about the aCM genera.
We let e i denote any O-sequence, of any length, consisting entirely of 0 except 1 in the i-th position. Moreover, we introduce the following notation that gives a compact way to denote some particular O-sequences:
The O-sequences graph is the directed graph G with the following characteristics:
• the vertices V (G) of the graph are the finite O-sequences;
• there is an edge going from h to h ′ if h ′ − h = e i for some i, i.e. h ′ can be obtained from h by increasing h i by one.
We label an edge of G by e i , if the edge goes from h to h ′ increasing by 1 the i-th entry of the O-sequence h.
Let us consider the map G → N that associates to each O-sequence the genus of an aCM curve having this O-sequence as h-vector. By abuse of notation, we denote this map by g. The root is the O-sequence of multiplicity 1. Denoted by d G (h) the distance of the node h from the root, we have
Proof. (i)
For any h = (1, h 1 , . . . , h s−1 ), the sequence h ′ = h − e s−1 is admissible so that there is an edge going from h ′ to h. Repeating this procedure, we get the O-sequence (1) that cannot be the head of any edge, proving that G is connected. There are no loops as each edge increases the multiplicity by 1.
(ii) Straightforward from formula (2.1).
We would like to be able to define a subgraph T ⊂ G that turns out to be in fact a spanning tree. In this way, we can design ad hoc algorithms to visit the tree in order to quickly find the O-sequences with the properties we will look for. The idea for determining T is the one used in the proof of the connectedness of G in Lemma 3.2. For each node of G, we consider only the edge coming from the O-sequence obtained lowering the value with the greatest index. Indeed, notice that each O-sequence h (of a length s) has a successor in T , as h + e s is always a finite O-sequence, whereas the sequence h + e s−1 might not be admissible.
Definition 3.3. We call O-sequences tree the subgraph T ⊂ G such that:
(1 2 )
(1, 4, 2) (1, 5, 1) (1, 6) Figure 1 . The O-sequence graph G up to multiplicity 7. The dashed edges are edges of G that do not belong to the spanning tree T .
In most situations, we will work with O-sequences with fixed multiplicity (i.e. with nodes of G at the same distance from the root) or with fixed length. We denote by G d the set of O-sequences of multiplicity d and by G s the set of O-sequences of length s.
Remark 3.4. As in the spanning tree T each vertex is the tail of at most 2 edges, we have that
(ii) G s contains a spanning tree T s with the same root.
Proof. We need to show that for any O-sequence h = (1 s ) of length s there exists another O-sequence of the same length with multiplicity e(h)
(1)
Figure 2. The subgraphs G s of the O-sequence graph with fixed length s. Along the grey dotted edges the length increases, so such edges of G do not belong to any subgraph G s . The dashed edges are edges of G s that do not belong to the corresponding spanning tree T s .
The set G d is not a subgraph of G as there are no edges of G between O-sequences with the same multiplicity. But the edges of G induce a natural partial order on G d in the following way. Definition 3.6. Two O-sequences h 1 and h 2 in G d are directly comparable if there exists h 0 ∈ G d−1 such that h 1 = h 0 + e i and h 2 = h 0 + e j , i.e. h 1 − h 2 = e i − e j . On directly comparable O-sequences we consider the order
and its transitive closure in G d will be also denoted by ≺.
The partial order ≺ naturally gives a structure of directed graph to G d . As edges, we consider the elements e j − e i , j > i such that there exist h, h ′ ∈ G d and h = h ′ + e j − e i (see Figure 3(a) ). As before, we would like to define a spanning tree of the graph structure of G d allowing us to examine efficiently the set of O-sequences with fixed multiplicity. The same should be also extended to the set of O-sequences G (1, h 1 , . . . , h i , 1
Then, the order induced on G d by the total order on N through the map g : G d → N is a refinement of the partial order ≺.
Proof. The first statement follows applying twice Lemma 3.2(ii). Then, we obtain Now, we can state the strategy of a general algorithm for searching aCM genera. Depending on the constraints on multiplicity and length we consider, we will choose the corresponding set of O-sequences and, more precisely, the associated spanning tree T . Then we will perform a depth-first search on the tree using a LIFO (Last In First Out) procedure of visit of the vertices. Assume that at some moment of the search, we stored in a list (or a stack) the vertices of which we already know the existence (we have visited their parents) but which we have not visited yet. We visit the first vertex h in the list (or the top of the stack). There are three possible actions to be performed:
a. if g(h) is equal to the genus we are looking for, we end the visit returning the O-sequence h; b. if g(h) is greater than the genus we are looking for, as the genus increases along the edges (Lemma 3.2(ii) and Lemma 3.8), we can avoid to visit the tree of descendants of h; c. if g(h) is smaller than the genus we are looking for, we need to visit the tree of descendants of h, so we add the children of h in the tree T at the beginning of the list (or at the top of the stack) containing the vertices still to be visited. Now, we extend the order introduced in Definition 3.6 to the following total order on G s d , for every s ∈ {2, . . . , d − 1}. Definition 3.10. Given two O-sequences h = (1, h 1 , . . . , h s−1 ) and
Although the order < of Definition 3.10 extends the order ≺ of Definition 3.6, the conclusion of Lemma 3.8 cannot be extended. Anyway, we obtain the following result. Proof. We can assume s − 1 = max{j : h j = k j }, hence h s−1 > k s−1 because h > k. By the hypotheses, we have
( 1 5 which implies there exists the integer t := max{j ∈ {2, . . . , s − 2} : h j < k j } and so h := removeFirst(stack);
5:
if g(h) = g then 6: return h;
else if g(h) < g then 8: addFirst(stack, children(h, T ));
end if 10: end while
k t+1 . Hence, we can consider the O-sequence h ′ := k − be t + s−1 j=t+1 c j e j , where
If needed, replacing the O-sequence k by h ′ and repeating the same argument as before, we obtain an O-sequence h ′ with h ′ j = h j for every j > t and g(h ′ ) > g(h). If h ′ < h, we can repeat the same argument as before until we obtain an O-sequenceh withh j = h j for every j > t andh t h t + 1. . We have h > k and 11 = g(h) < g(k) = 12 as in the hypotheses of Theorem 3.11. In this case, we obtain t = 2, b = min{3, 1} = 1, c 3 = min{1, 3} = 1 and c 4 = min{0, 2} = 0, so that the O-sequenceh is k − e 2 + e 3 = (1, 4, 6, 2, 1) with genus g(h) = 13 > g(k) and h > h. . We have h > k and 18 = g(h) < g(k) = 20. Applying Theorem 3.11, as t = 2, b = min{10, 3} = 3, c 3 = min{1, 10} = 1 and c 4 = min{2, 9} = 2, we determineh = k − 3e 2 + e 3 + 2e 4 = (1, 6, 10, 3, 3) > h and g(h) = 18 + 2 + 3 = 21 > g(k).
Combinatorial ranges for aCM genera
Recall that, if I ⊂ S is the defining (saturated) ideal of an aCM curve C of degree d, then d is the multiplicity of the K-algebra S/I. Thus, by Remark 2.3, it is sufficient to consider the finite O-sequences of multiplicity d. From now we assume d > 2, as G d has only one element for d ∈ {1, 2}.
Looking at the graph G d , we can immediately get another proof of the well known fact that the arithmetic genus g of an aCM curve C must belong to the range R d := {0, . . . , From now on, for convenience, we denote by [a, b] the set of integers {n ∈ N | a n b}.
Our aim is to detect what integers in
] are the arithmetic genera of aCM curves of degree d. To this aim, in the range R d we will find smaller ranges, taking into account the length of the O-sequences.
We denote by G d the set of all the arithmetic genera of the aCM curves of degree d and by G with respect to the order >. We let g
Lemma 4.1. For every s ∈ {2, . . . , d},
For every s ∈ {⌊
Proof. The conclusions of this statement follow by the definition of the order < on G 
Note that Lemma 4.1 gives a complete computation of the minimal genera, but a partial computation of the maximal ones. Anyway, we can compute the upper bound of the ranges R , we look at the node h ∈ G s and we follow the edge corresponding at the increment of the value of h with highest index (see Figure 4 for an example). By the above procedure, besides the results of Lemma 4.1 we find also the value of g s (d), for every s ∈ {2, . . . , ⌊
. We want to prove h + e ı = h s (d). On the contrary, assume that there is an O-sequence [3] ). Anyway, the combinatorial description we provide here arises in a very natural way and gives more information, at least from a computational point of view.
Unattainable aCM genera in R d
Recall that we are denoting by R d the range [0, 
Thus, for
We can apply Lemma 4.1, so that We have
To prove that there are no other pairs of separated ranges, we notice that 18. Anyway, we can obtain more information by a full application of Lemma 6.1 which, together with the algorithm genusSearch (see Algorithm 1), leads us to describe an algorithm to compute all the arithmetic genera of the aCM curves of degree d, avoiding to construct all the finite O-sequences. The strategy consists of the following steps:
Step 1: we determine recursively the set of integers G d ⊂ R d that are certainly aCM genera by Lemma 6.1. Let
Step 2: we determine all the integers of R d that are certainly gaps by results in Section 5;
Step 3: we use algorithm genusSearch (Algorithm 1) to investigate the remaining integers.
Algorithm 2
The algorithm for determining the aCM genera of curves with a given degree. A trial version of this algorithm is available at g := min(undecided); 7: while g <= upperBound(R remove(g, undecided); Table 2 . In this table, we report some numerical information about the integers in G d up to degree 250. In the first column, there are the number and the percentage of values in R d which are aCM genera by an application of Lemma 6.1 (without computing the O-sequences); in the second column, the number and the percentage of gaps determined applying Proposition 5.3 and Proposition 5.10; in the third column, the number and the percentage of values of R d for which we have to use the procedure genusSearch to decide whether they are aCM genera; in the last column, the cardinality of G d and its percentage with respect to |R d |.
d
Step 1
Step 2
Step 
Castelnuovo-Mumford regularity of curves with Cohen-Macaulay postulation
In this section, we show that it is enough to apply the algorithm of search of aCM genera (Algorithm 1) to detect the minimal Castelnuovo-Mumford regularity m aCM d,g of a curve with Cohen-Macaulay postulation, given its degree d and genus g. A complete answer to the problem of detecting the minimal Castelnuovo-Mumford regularity of a scheme with a given Hilbert polynomial is described in [3] .
