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Abstract—Internet of Things (IoT) devices can apply mobile-
edge computing (MEC) and energy harvesting (EH) to provide
the satisfactory quality of experiences for computation intensive
applications and prolong the battery lifetime. In this article, we
investigate the computation offloading for IoT devices with energy
harvesting in wireless networks with multiple MEC devices
such as base stations and access points, each with different
computation resource and radio communication capability. We
propose a reinforcement learning based computation offloading
framework for an IoT device to choose the MEC device and
determine the offloading rate according to the current battery
level, the previous radio bandwidth to each MEC device and the
predicted amount of the harvested energy. A “hotbooting” Q-
learning based computation offloading scheme is proposed for
an IoT device to achieve the optimal offloading performance
without being aware of the MEC model, the energy consumption
and computation latency model. We also propose a fast deep
Q-network (DQN) based offloading scheme, which combines
the deep learning and hotbooting techniques to accelerate the
learning speed of Q-learning. We show that the proposed schemes
can achieve the optimal offloading policy after sufficiently long
learning time and provide their performance bounds under
two typical MEC scenarios. Simulations are performed for IoT
devices that use wireless power transfer to capture the ambient
radio-frequency signals to charge the IoT batteries. Simulation
results show that the fast DQN-based offloading scheme reduces
the energy consumption, decreases the computation delay and
the task drop ratio, and increases the utility of the IoT device in
dynamic MEC, compared with the benchmark Q-learning based
offloading.
INTRODUCTION
With limited computation, power and memory supplies,
Internet of Things (IoT) devices such as sensors, cameras and
wearable devices have the computation bottleneck to support
the advanced applications such as interactive online gaming
and face recognition [1]. This challenge can be addressed by
the mobile edge computing (MEC) techniques, in which IoT
devices offload the computation tasks to the MEC devices
such as the base stations, access points (APs), laptops and
even smartphones within the radio access of the IoT devices.
By utilizing the computation, cache and power resources of
the MEC devices, computation offloading can reduce the
computation delay, save the battery lifetime, and even enhance
security for the computation intensive IoT applications [2].
Energy harvesting (EH) is another promising technique to
prolong the battery lifetime and provide satisfactory quality of
experiences for IoT devices [3]. Equipped with EH modules,
an IoT device can capture the ambient renewable energy, such
as the solar radiation, wind and human motion, and other
resources, such as the ambient radio-frequency (RF) signals,
to supply the “greener” energy for the central processing unit
(CPU) and the radio transceiver.
Resource allocation and partial offloading in a multiuser
MEC network are investigated in [4] to minimize the energy
consumption under the latency constraint, in which each user
is powered by fixed energy sources such as battery. The binary
offloading policy in a wireless powered MEC network is
studied in [5], in which the AP is used to transfer RF power
to the mobile device and execute the computation tasks. The
multiple-antenna AP to power the users is studied in [6] to
minimize the AP’s total energy consumption subject to the
users’ individual latency constraints.
A critical problem in the computation offloading is to
choose the MEC device from all the radio device candidates
in the radio coverage and determine the offloading rate,
that is, the amount of the computation tasks to offload to
the MEC device. However, an IoT device sometimes takes
even longer time to send the offloading data and receive the
computation result compared with the local computation on the
IoT device, if the chosen MEC device is carrying out heavy
workloads and experiencing degraded radio channel fading
and interference [7]. It is challenging for an IoT device to
optimize the offloading policy in the dynamic MEC network
with time variant radio bandwidths, and unknown amount of
the harvested energy in a given time duration.
The offloading issue has recently attracted research atten-
tions. For example, the mobile offloading scheme as proposed
in [1] uses the Lyapunov optimization to minimize the worst-
case expected computation cost with a single known MEC
server, assuming the knowledge of both the transmission delay
model and the local execution model. The online learning
based mobile edge computing with energy harvesting in [7]
can reduce the time cost assuming the normal distributed
renewable energy generation under the known offloading delay
model and the power consumption model. However, these
assumptions do not always hold for practical IoT devices,
especially in dynamic MEC with multiple MEC candidates.
In this article, we investigate the computation offloading of
IoT devices with energy harvesting in dynamic MEC. Without
loss of generality, this work assumes that the IoT device is
connected with multiple MEC devices of different computation
and communication overheads, and can use the EH history to
approximately predict the future renewable energy generation
trend. We present a reinforcement learning (RL) based com-
putation offloading framework for an IoT device to choose the
2MEC device and determine the proportion of the computation
tasks to offload. Each offloading decision is made according
to the radio bandwidth for each IoT-MEC link in the last time
slot, the predicted amount of harvested energy and the current
battery level of the IoT device, which are defined as the system
state in the repeated game with the MEC network. As we will
see, the computation offloading process of the IoT device can
be viewed as a Markov decision process (MDP). Consequently,
RL techniques such as Q-learning enables the IoT device as a
learning agent to achieve the optimal offloading strategy after
a large number of offloading interactions with probability 1
[8].
We propose a “hotbooting” Q-learning based computation
offloading scheme for an IoT device with EH without being
aware of the MEC model, the energy consumption and com-
putation latency model. The offloading strategy including the
MEC device and the offloading rate is chosen according to the
current MEC state and the quality function or Q-function that
is the expected long-term discount reward for each state-action
pair. The IoT device evaluates the reward or utility based on
the overall delay, energy consumption, the task drop loss and
the data sharing gains in each time slot, and updates the Q-
function according to the iterative Bellman equation based on
the utility and the offloading strategy. As a transfer learning
method in reinforcement learning [9], the hotbooting technique
exploits the offloading experiences in similar scenarios to
initialize the Q-function and thus to save the exploration time
at the initial stage in the repeated offloading game with MEC.
We also propose a fast deep Q-network (DQN) based of-
floading scheme to further improve the offloading performance
for the case with a large state space, for example, a large
number of feasible IoT battery levels, a large number of MEC
devices, a large amount of the renewable energy generated in
a time slot and a large number of potential radio bandwidths
to each MEC device. By applying the deep reinforcement
learning technique to compress the state space in the Q-
learning process, this scheme uses the deep convolutional
neural network (CNN) to estimate the Q-value for each action
[10], and thus accelerate the learning speed for the IoT device
that has sufficient computational resources to implement deep
learning.
We analyze the performance of the RL-based offloading
schemes and provide the convergence performance for two
typical MEC scenarios, assuming an energy consumption
model based on the CPU frequencies and the transmit power.
We consider the local computational time and the transmission
time in the analysis and provide the performance bound of the
proposed scheme regarding the utility of the IoT from each
offloading decision. As a concrete example, simulations are
performed for IoT devices with wireless power transfer (WPT)
to capture the ambient RF signals from a dedicated RF energy
transmitter to charge the IoT battery [11]. Simulation results
show that the fast DQN-based offloading scheme reduces the
energy consumption of IoT devices, decreases the computation
delay and the task drop ratio, and increases the utility of
IoT devices, compared with the benchmark Q-learning based
offloading scheme. The main contributions of this paper are
summarized as follows:
• We present a hotbooting Q-learning based computation
offloading scheme for IoT devices with energy harvesting
to achieve the optimal offloading without knowing the
MEC model, the energy consumption and computation
latency model in dynamic MEC with low computation
complexity.
• We also propose a fast DQN-based IoT computation
offloading scheme to compress the state space dimension
and a hotbooting technique to accelerate the learning
speed at the initial stages and improve the offloading
performance for IoT devices.
• We provide the performance bound of the proposed RL-
based offloading schemes and prove their convergence to
the optimal utility.
The rest of this paper is organized as follows. We first
present the mobile offloading model and the energy harvesting
model. Then we propose a hotbooting Q-learning based mobile
offloading scheme for IoT devices with energy harvesting
and a fast DQN-based offloading scheme. Following that,
we analyze the performance bounds of the proposed mobile
offloading schemes and present simulation results. Finally, we
conclude the article.
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Fig. 1. Mobile-edge computing system with an energy harvesting IoT device
and M MEC devices.
We consider an MEC network consisting of an IoT de-
vice and M MEC devices as shown in Fig. 1. The IoT
device is equipped with electricity storage devices and an EH
component, such as the wind turbines, photovoltaic modules
and RF energy harvester. With the energy powered by the
EH component, the IoT device can execute its computation
task locally and offload the task to the MEC devices that
can provide the high computation performance with a virtual
machine. We assume that time is slotted, and denote the time
slot index by k, with k ∈ K
.
= {0, 1, ...}.
The size of the computation task generated by the IoT
device at time slot k is denoted by C(k) (in bits). Similar to [1],
we focus on delay-sensitive applications with the execution
duration of the computing task C(k) no greater than the time
slot length. The IoT device chooses MEC device i to offload
3the computation task based on the radio channel state, with
1 ≤ i ≤ M , and the proportion of the data offloaded to
MEC device i denoted by x(k), with 0 ≤ x(k) ≤ 1, to
improve the computation performance. More specifically, the
IoT device executes the computation tasks locally if x(k) = 0,
and offloads all the computation tasks to MEC device i if
x(k) = 1. The IoT device offloads x(k)C(k) data to the MEC
device and the rest (1 − x(k))C(k) data are processed locally
if 0 < x(k) < 1. For simplicity, the offloading rate x(k) is
quantized into Nx + 1 levels, that is, x
(k) ∈ {l/Nx}0≤l≤Nx .
The IoT device chooses its action at time slot k denoted by
a(k) = [i, x] ∈ A from the vector space of all the possible
actions denoted by A.
Computation-Offloading Model
The IoT device sends the computation tasks to the MEC
device i at time slot k with the radio bandwidth B
(k)
i
. The
transmission duration to offload x(k)C(k) bits data to MEC
device i is represented by T
(k)
i
, with T
(k)
i
= x(k)C(k)/B
(k)
i
.
According to [12], the IoT device consumes E
(k)
i
energy
to offload the tasks to MEC i at time slot k, with E
(k)
i
=
P (k)x(k)C(k)/B
(k)
i
, which depends on the transmit power for
offloading P (k) and the transmission duration T
(k)
i
.
Local-Computing Model
The CPU of an IoT device is the primary engine for local
computation. The CPU performance is controlled by the CPU-
cycle frequency. Consider the local computing for executing
(1 − x(k))C(k) bits of input data at the IoT device. Let N
denote the number of CPU cycles required for computing
one input bit. The total number of CPU cycles required for
the (1 − x(k))C(k) bits is (1 − x(k))C(k)N . By applying
dynamic voltage and frequency scaling techniques [2], the
IoT device can control the energy consumption for local task
execution by adjusting the CPU frequency fm. In practice,
fm is bounded by a maximum value f
max, indicating its
computation capability limitation. The execution latency for
local computing at time slot k is denoted by T
(k)
0 , with
T
(k)
0 =
∑(1−x(k))C(k)N
m=1 1/fm.
According to [13], the IoT device consumes E
(k)
0 en-
ergy for local computing at time slot k, with E
(k)
0 =∑(1−x(k))C(k)N
m=1 ςf
2
m, where ς is the effective capacitance
coefficient that depends on the chip architecture.
Energy Harvesting Model
IoT devices can be charged by renewable resources, such
as solar and wind, and other resources, such as the ambient
RF signals. The energy harvested at time slot k denoted by
ρ(k) is stored in a battery of the IoT device to support both
the local execution and offloading, and ρ(k) can be estimated
by the IoT device according to the energy harvesting history
and the modeling method such as [14]. The estimated amount
of the harvested energy at time slot k is denoted by ρˆ(k).
The estimation error regarding ρ(k) is denoted by △(k), and
△(k) = ρ(k) − ρˆ(k).
The battery level at the beginning of time slot k denoted by
b(k), and it evolves according to the following equation:
b(k+1) = b(k) −
(
E
(k)
0 + E
(k)
i
)
+ ρ(k), (1)
in which (E
(k)
0 +E
(k)
i
) represents the total energy consumed
by the IoT device at time slot k. Note that the IoT device
drops the computation task, if the energy is insufficient at the
IoT device (i.e., b(k+1) < 0) [1].
As a special case, we consider a wireless powered MEC
model as shown in Fig. 1, in which the energy transmitter
broadcasts wireless energy to charge the IoT device. Let
η(k) define the transmit power of the energy transmitter and
h(k) represent the wireless channel gain between the energy
transmitter and the IoT device at time slot k, and υ ∈ (0, 1)
denote the energy harvesting efficiency. According to [11], the
amount of the harvested energy of the IoT device in one unit
of time slot is denoted by ρ˜(k), with ρ˜(k) = υη(k)h(k).
With EH IoT devices, the computation offloading strategies
dedicated for MEC system become much more complicated
compared to that of conventional battery-powered devices.
Specially, both the energy state information and the channel
state information need to be considered, and the temporally
correlated battery energy level links the system decisions in
different time slots. Consequently, it brings new challenge to
derive an optimal computation offloading strategy to achieve
satisfactory quality of experiences for users.
HOTBOOTING Q-LEARNING BASED COMPUTATION
OFFLOADING
In the dynamic computation offloading process, the IoT
device chooses its proportion of data to offload to an MEC
device based on the system state, which consists of the
previous radio bandwidth to each MEC device, the predicted
amount of harvested energy and the current battery level. The
next system state observed by the IoT device is independent
of the previous states and actions, for a given system state
and computation offloading strategy in the current time slot.
Therefore, the computation offloading process can be viewed
as an MDP, in which the Q-learning technique, as a model-
free and widely used RL technique, can derive the optimal
policy without being aware of the MEC model, the energy
consumption and computation latency model.
We propose a hotbooting Q-learning based offloading
scheme in the dynamic offloading process, in which the
hotbooting technique is used to initialize the Q-value with the
computation offloading experiences in similar environments
[15]. The hotbooting Q-learning based offloading scheme
saves the random explorations at the beginning stage of the
dynamic computation offloading process and thus accelerates
the learning speed. The Q-values as the output of the hotboot-
ing process is used to initialize the Q-values at the beginning
of the learning process.
At time slot k, the IoT device observes the system
state of the MEC system, s(k), which consists of the pre-
vious radio bandwidth, the predicted amount of the har-
vested energy and the current battery level, that is, s(k) =[
B
(k−1)
1 , ..., B
(k−1)
M
, ρˆ(k), b(k)
]
.
4Fig. 2. DQN-based computation offloading scheme.
Let Q(s, a) denote the Q-function. Based on the state s(k),
the IoT device uses ε-greedy policy to choose the computation
offloading action a(k) ∈ A [8], including the selected i-th MEC
device and the offloading rate x ∈ [0, 1]. More specifically,
the offloading policy that maximizes the Q-function is chosen
with a high probability 1 − ε, while other offloading actions
are selected with an equal low probability ε/ ((Nx + 1)M) to
avoid staying in the local maximum.
The IoT device fails to perform the computation task if
the energy is insufficient at the IoT device (i.e., b(k+1) < 0).
The task drop loss denoted by ψ is defined as the cost
if a computation task fails. The indicator function denoted
by I (̟) equals 1 if ̟ is true and 0 otherwise. Let β
and µ be the weighting parameters of energy consumption
and the computation delay of the IoT device, respectively.
The computation delay of the IoT device at time slot k,
max{T
(k)
0 , T
(k)
i
}, depends on the local execution latency T
(k)
0
and the transmission delay to the chosen MEC device T
(k)
i
.
The utility of the IoT device to choose the MEC i at time slot
k is denoted by U
(k)
i
(x), which depends on the overall data
sharing gains, the task drop loss, the energy consumption and
the computation delay is given by
U
(k)
i
(x) = xC(k) − ψI
(
b(k+1) ≤ 0
)
− β
(
E
(k)
0 + E
(k)
i
)
− µmax
{
T
(k)
0 , T
(k)
i
}
. (2)
The Q-function is updated according to the iterative Bellman
equation based on the utility and the offloading policy as given
in [8]. The hotbooting Q-learning based offloading scheme can
achieve the optimal computation offloading strategy via trial-
and-error over sufficient time slots. The learning time of the
Q-learning scheme increases with the dimension of the action-
state space, which increases with the number of feasible IoT
battery levels, the amount of the renewable energy generated
in a time slot and the number of potential radio bandwidths to
each MEC device, yielding serious performance degradation.
FAST DQN-BASED COMPUTATION OFFLOADING
In this section, we propose a fast DQN-based computation
offloading scheme to improve the computation performance.
As shown in Fig. 2, this scheme utilizes CNN as nonlinear
approximator of the Q-value for each action, which allows a
compact storage of the learned information between similar
states to further accelerate the convergence rate of the hot-
booting Q-learning scheme.
The system parameters C, f and N are initialized at the be-
ginning based on the nature of application, and B
(0)
1 , ..., B
(0)
M
,
ρˆ(1) and b(1) are chosen randomly from the corresponding
action set. The experience size in the CNN input sequence
W and the size of minibatch of the CNN H are initialized to
achieve a good computation offloading performance. Besides,
the experience pool is set as D = ∅, and the CNN weights θ
is initialized by using the hotbooting technique.
The fast DQN-based offloading scheme as summarized in
Algorithm 1 extends the system state s(k) as in the hotbooting
Q-learning scheme to the experience sequence at time slot
k denoted by ϕ(k) to accelerate the learning speed, and
improve the computation performance of the IoT device. More
specifically, the experience sequence consists of the current
system state s(k) and the previousW system state-action pairs,
that is, ϕ(k) =
(
s(k−W ), a(k−W ), ..., a(k−1), s(k)
)
.
If the number of offloading experiences is less than W
(i.e., k ≤ W ), the IoT device chooses the offloading policy
randomly from the action set A.
As shown in Fig. 2, the experience sequence ϕ(k) is
reshaped into a square matrix and then input into the CNN.
The output of the CNN provides the Q-values (i.e.,Q(ϕ(k), a))
for all |A| computation offloading policies at the current sys-
tem sequence ϕ(k). To make a tradeoff between exploitation
and exploration, the IoT device selects the offloading action
5Algorithm 1 Fast DQN-based computation offloading scheme
1: Initialize the experience size in the CNN input sequence
W , the size of minibatch of the CNN H , and the memory
pool D
2: Hotbooting process for initializing the CNN weights θ
3: for k = 1, 2, 3, ... do
4: Observe current system state s(k)
5: if k ≤W then
6: Choose the MEC device i and offloading rate x(k)
randomly from the action set A
7: Send x(k)C(k) data to the selected MEC i
8: else
9: Observe the experience sequence ϕ(k)
10: Set ϕ(k) as the input of the CNN
11: Observe the output of the CNN to obatain the Q-
values Q
(
ϕ
(k), a
)
12: Select the MEC device i and offloading rate x(k) via
ε-greedy policy [8]
13: end if
14: Observe the radio bandwidth to the M MEC devices
B
(k)
1 , ..., B
(k)
M
and the battery level b(k+1)
15: Estimate the amount of the harvested energy ρˆ(k+1)
16: Evaluate the energy consumption, the computation de-
lay and the task drop loss
17: Obtain the utility U (k) via (2)
18: Observe ϕ(k+1)
19: Store the new experience e(k) in the memory pool D
20: Select experiences from D at random for H times
21: Update the CNN weights with θ(k) via SGD
22: end for
a(k) ∈ A based on the output of the CNN according to the
ε-greedy policy [8], and then sends x(k)C(k) data to the MEC
device i.
The IoT device evaluates its reward or utility U (k) based
on the overall delay, energy consumption, the task drop loss
and the data sharing gains in time slot k. The DQN-based
computation offloading scheme also updates a quality function
Q for each action-state pair in the dynamic computation
offloading process.
The IoT device applies a experience replay technique in
which it stores the offloading experiences at each time slot,
e(k) =
(
ϕ
(k), a(k), U (k),ϕ(k+1)
)
, in a memory pool D ={
e(1), ..., e(k)
}
. The IoT device randomly chooses experiences
from D and uses stochastic gradient descent (SGD) algorithm
to update the CNN weights θ(k) [10].
Similar to the hotbooting Q-learning scheme, the hotbooting
technique is applied to initialize the CNN parameters in the
fast DQN-based computation offloading rather than initialize
them randomly to accelerate the learning speed. The IoT de-
vice stores emulational experience {ϕ(k), a(k), U (k),ϕ(k+1)}
in the database, and performs minibatch update. The resulting
CNN weights are used to perform the initialization in Algo-
rithm 1.
PERFORMANCE EVALUATION
The optimal offloading policy is analyzed for a single time
slot, which can be used as the performance upper bound
to evaluate the RL-based offloading scheme in the dynamic
process over sufficient time slots. The time index k is omitted
in the superscript if no confusion occurs. The IoT device
chooses the optimal offloading policy a∗ = [i∗, x∗] with
x∗ of computation tasks offloaded to the MEC device i∗ to
maximize the utility of the IoT device. According to [1] and
[6], we let the local CPU-cycle frequencies be the same for
simplicity (i.e., fm = f, 1 ≤ m ≤ (1 − x)CN ), to achieve
the optimal frequencies of the N CPU cycles scheduled for a
single computation task.
Theorem 1. If max
{
(µ+ βP )/(βςNf2 + 1), 1/(ςNf2)
}
≤
Bi∗ , where i
∗ = argmax1≤i≤M Bi, the RL-based offloading
scheme can achieve the optimal offloading strategy a∗ = [i∗, 1]
with probability 1, after a sufficiently long time to offload. The
utility of the IoT device after convergence is given by
U = C
Bi∗ − βP − µ
Bi∗
− ψI
(
b−
PC
Bi∗
+ ρ ≤ 0
)
. (3)
According to [8], Q-learning can eventually derive the
optimal offloading policy of the IoT device in the MDP
process. If the transmission delay and energy consumption to
process the computation tasks are low, the optimal offloading
policy of the IoT device is a∗ = [i∗, 1], indicating that the IoT
device offloads all the computation tasks to the MEC device
with the largest radio bandwidth to maximize its utility given
by (3).
Theorem 2. If Bi∗
(
f + βςNf3 + µN
)
≤ βPf , where
i∗ = argmax1≤i≤M Bi, the RL-based offloading scheme can
achieve the optimal offloading strategy a∗ = [i∗, 0] with
probability 1, after a sufficiently long time to offload. The cor-
responding utility of the IoT device after convergence is given
by U = −ψI
(
b− ςCNf2 + ρ ≤ 0
)
− CN
(
βςf2 + µ/f
)
.
If the transmission delay between the IoT device and the
MEC device with the largest bandwidth is high, the IoT device
processes all the computation tasks locally to maximize its
utility as shown in Theorem 2.
SIMULATION RESULTS
Simulations have been performed to evaluate the perfor-
mance of the proposed RL-based computation offloading
schemes for IoT devices with WPT to charge the battery in
dynamic networks with 3 MEC devices. Let the estimation
error follow a uniform distribution with the maximum estima-
tion error G (i.e., △(k) ∼ G · U(−1, 1)). The experience size
in the CNN input sequence W , the size of minibatch of the
CNN H , α, γ and ε are initialized to achieve a good computa-
tion offloading performance according to the experiments not
presented in this article. For sake of comparison, we compared
the proposed schemes with the benchmark Q-learning.
Fig. 3 shows the dynamic learning curves of the RL-
based computation offloading schemes over time and how
they converge to the performance bound. The IoT device
generates 100 bits of computation task in a time slot, the
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Fig. 3. Performance of the IoT computation offloading over time, in which
the MEC network has an IoT device and three MEC devices, with the size
of the computation task C = 100 bits, the transmit power of the energy
transmitter 6 W , and B1 ∈ {3, 4, 5, 6, 7}, B2 ∈ {11, 12, 13, 14, 15} and
B3 ∈ {6, 7, 8, 9, 10}.
transmit power of the energy transmitter is 6 W , and the
radio bandwidths of the links from the IoT device to the three
MEC devices are randomly chosen with B1 ∈ {3, 4, 5, 6, 7},
B2 ∈ {11, 12, 13, 14, 15}, and B3 ∈ {6, 7, 8, 9, 10}. As
shown in Fig. 3, the fast DQN-based offloading strategy
achieves the optimal computation offloading performance after
convergence, which matches the analysis result in Theorem 1.
For example, the utility of the IoT device almost converges to
the performance bound given by (3), if the simulation settings
satisfy the conditions in Theorem 1. In this case, the IoT
device offloads all the computation tasks to the MEC device
to maximize the system performance.
We can also see that the hotbooting Q-learning based com-
putation offloading exceeds the Q-learning offloading scheme,
by having a faster learning speed and a higher utility. The
computation offloading with fast DQN further improves the
performance, for example, it increases the utility of the MEC
network by 2 times at time slot 1000, compared with the
hotbooting Q-learning scheme. The fast DQN-based scheme
converges within approximately 1000 time slot, while the other
two schemes need much more time slots to converge. That’s
because the fast DQN-based algorithm, an extension of Q-
learning, compresses the learning state space by using CNN
to accelerate the learning process and enhance the computation
offloading performance. If the interaction time is long enough
the hotbooting Q-learning and Q-learning scheme can also
converge to the optimal theoretical result in Theorem 1.
Besides, the hotbooting Q-learning based offloading scheme
has less computation complexity than the fast DQN. For
example, the hotbooting Q-learning strategy takes less than
4 percent of the time to choose the offloading policy in a time
slot compared with the fast DQN-based scheme.
We define the task drop ratio as the probability that a
computation task fails. The impact of the RF transmission
power η of the energy transmitter in a wireless powered MEC
network is shown in Fig. 4. The task drop ratio decreases with
the RF transmit power of the energy transmitter. For instance,
if the RF transmit power changes from 6 to 10, the task drop
ratio of the hotbooting Q-learning based offloading scheme
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Fig. 4. Task drop ratio of the IoT computation offloading for given RF
transmit power η, with the size of the computation task C = 100 bits.
decreases by 82 percent. In the dynamic mobile offloading
process with the RF transmit power 8, the task drop ratio of
the fast DQN-based computation offloading is 53 percent less
than that of hotbooting Q-learning, which is 68 percent lower
than the benchmark Q-learning based offloading.
Finally, we show the relationship between the system per-
formance and the size of the computation task C. As shown
in Fig. 5, the energy consumption, the computation delay and
the task drop ratio of the IoT device increase with the size
of the computation task in MEC. For instance, if the size of
the computation task changes from 100 to 140, the energy
consumption, the computation delay and the task drop ratio
of the IoT device with fast DQN-based offloading scheme
increase by 40 percent, 46 percent and 4 times, respectively.
In the dynamic game with 120 bits of computation tasks, the
fast DQN-based offloading scheme exceeds the hotbooting Q
with 23 percent lower energy consumption, 4 percent shorter
computation delay, and 50 percent lower task drop ratio.
CONCLUSION
Energy harvesting MEC has become a promising technique
to improve computation capabilities for self-sustainable IoT
devices. In this article, we have presented the RL-based
computation offloading framework for IoT devices with energy
harvesting to achieve the optimal offloading policy without
being aware of the MEC model and the local computation and
energy consumption model. A hotbooting Q-learning based
offloading scheme has been proposed for IoT devices with
low complexity, which utilizes the transfer learning technique
to accelerate the learning speed. We have also presented a fast
DQN-based offloading scheme that uses CNN to compress
the state space in the learning process. We have provided the
conditions for both fully offloading and locally processing, and
provided the performance bounds of the proposed RL-based
offloading after convergence under two typical scenarios.
Simulations have been performed for IoT devices with RF
signal based wireless power transfer to verify the theoretic
results and demonstrate the efficacy of the proposed RL-based
schemes. In the future work, we will evaluate the performance
by running real applications and show the applicability of our
theoretical framework. In addition, we will consider the joint
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Fig. 5. Average performance of the IoT computation offloading for given size of the computation task, with the transmit power of the energy transmitter 6
W : a) Energy consumption; b) Computation delay; c) Task drop ratio.
local power control and offloading decision making problem,
which will be very interesting and technically challenging.
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