Abstract. In this paper we discuss the discrete Fourier transform and point out some computational problems in (mainly) complex analysis where it can be fruitfully applied. We begin by describing the elementary properties of the transform and its efficient implementation, both in the one-dimensional and in the multi-dimensional case, bythe reduction formulas of Cooley, Lewis, and Welch (IBM Res. paper, 1967). The following applications are then discussed: Calculation of Fourier coefficients using attenuation factors; solution of Symm's integral equation in numerical conformal mapping; trigonometric interpolation; determination of conjugate periodic functions and their application to Theodorsen's integral equation for the conformal mapping of simply and of doubly connected regions; determination of Laurent coefficients with applications to numerical differentiation, generating functions, and the numerical inversion of Laplace transforms; determination of the "density" of the zeros of high degree polynomials. We then discuss convolution and its application to time series analysis, to the multiplication of polynomials and of large integers, and to fast Poisson solvers. The paper concludes with an account of some recent results of Brent and Kung (Carnegie-Mellon Univ., 1975 concerning fast algorithms for manipulating power series.
Fourier analysis isone of the most pervasive tools in applied mathematics. Among other places, it occurs (i) in the modeling of time-dependent phenomena that are exactly or approximately periodic;
(ii) in the study of problems that involve a circular or rectangular geometry. Examples for (i) include the theory of alternating currents in electrical engineering; the digital processing of information such as speech, electrocardiagrams, and electroencephalograms; the analysis of geophysical phenomena such as earthquakes and tides. Examples for (ii) occur not only in classical mathematical physics, notably in the study of vibrations of spherical, circular, or rectangular structures, but also in the processing and cleaning up of pictures, such as those beautiful photographs transmitted from remote planets.
It is one of the triumphs of mathematical abstraction, diminished only subjectively because we have become so very much used to it, that periodic phenomena in time and space can be dealt with by the same mathematical apparatus. Since the times of Fourier this apparatus has been developed to a high degree of perfection. Frequently in the modeling or analysis of real situations this theory cannot be applied directly, because the functions to be sampled are known only on a discrete set of "sampling points". It then becomes necessary to replace continuous Fourier analysis by a discretized version of it. Rather surprisingly the mathematical theory of discrete Fourier analysis enjoys an even greater symmetry than the continuous theory; moreover, it has interesting applications to problems in computation that are not a priori periodic. Originally Because the sequences e (") are linearly independent, the space I-[ has dimension n.
On II, we define a map , called the discrete Fourier operator, as follows. Let w,, := exp (27ri/n). The image sequence thus is periodic with period n, that is maps II into II. It is easy to see that the mapping defined by IIn actually is onto. By a theorem of linear algebra this will follow if the only sequence x II that is mapped on the zero sequence is the zero sequence. Now x-0 means that Y'. w-kmxk =0, m =0, 1,... ,n--1. k=0 This represents a homogeneous system of n linear equations in the n unknowns Xo, Xl,'", x,-l Because o%n is a bijective linear map of II, onto II,, the inverse map exists and is linear. To find a formula for it, we use the fact that if r is an integer, we in fact have (1.4) ,.-=no,.
Manipulations involving o%, can often be simplified by means of the reversion operator R, defined for any x II,, by (1.5) (Rx) ,, := x_,.
We have hence and consequently (1.6) (R,,x),. periodic, it suffices to calculate the elements of one full period of y, for instance the elements y0, yl," ", yn-1. To compute one such element directly from the formula (1.1), assuming that the required powers of wn have already been formed, clearly requires n 1 complex multiplications (/.). To compute a full period of y by this method thus requires n (n 1)/z. Modern applications of discrete Fourier analysis, for instance in the analysis of time series (see 4.2) require values of n as large as 2 TM. Then n (n 1) 2.68 10s, and the time required for forming even a single Fourier transform would appear to prohibit large-scale applications of the Fourier method. It is therefore a fundamental fact in practical Fourier analysis that for numbers n that are highly composite the computational work required to form @nx can be drastically reduced. The basis for this reduction is a reduction formula that can be traced back to the precomputer age, but whose importance for large-scale applications of the transform was recognized for the first time by Cooley and Tukey (1965) . For n 21 the formula results in an algorithm that permits the evaluation of nx in only 1/21n 1/2n Log2 n Let n pq, and for a given x I-In let FI, j 0, 1, , p 1. We assume that the sequences y/i) := o%qxi), j =0, 1, ., p-1, are known, and try to express y := nx in terms of the elements of the sequences yi). it is not required that the n are prime factors. Formula (1.7) then may be used recursively" To compute x we require nl transforms of period q nz'"nl, to compute these we need nln2 transforms of period q n3 nt, etc., until we arrive at n =nnz...n transforms xx which are identical with x. The total number of multiplications will then be n n n(nl-1)+nl---(nz-1)+'''+na".nt We do not discuss in detail the problem of how to implement the algorithm implied by the recurrence relations (1.7) and (1.9). This may be arranged in such a manner that at no stage of the computation must more than n numbers be stored. Most implementations require the bit inversion junction Pi which is defined as follows: If m is an integer, 0 -< m < 2i, whose binary representation is m m0 + 2ml + 22m2 +" + 2i-lmi-, then pi(m) mi_l + 2mi_2 +. + 2i-mo.
For an implementation that does not require the bit inversion function see Kahaner (1978 (1976) ). The evaluation of (1.11) may be reduced to the evaluation of one-dimensional discrete transforms. This becomes evident if (1.11) is written as follows" Cooley, Lewis, and Welch (1967b) . Other approaches to fast Fourier transforms are based on a factoring of the matrix representing the Fourier operator (Theilheimer (1969) , Kahaner (1970) , McClellan and Parks (1972) ), or on determining remainders in the division of polynomials (Fiduccia (1972) , Aho, Hopcroft and Ullmann (1974) , Kahaner (1978) ). For some European implementations of the transform see Gander and Mazzario (1972) , Iselin (1971) . Winograd (1978) Theorem 2c delegates the responsibility for the accuracy of the Fourier coefficients entirely to the choice of the approximation operator P. This choice will be influenced by what the user knows subjectively about the function x. We consider two examples.
1. Linear interpolation. Here the data {Xk} are interpolated by a piecewise linear function. It is clear that this process of approximation is linear and translation invariant.
In particular, the delta sequence 8 is approximated by the function given in (-1/2, 1/2) by n-n2lr], It can be shown that y is defined uniquely by these postulates. The resulting approximation operator P obviously is linear and translation invariant. Without going into the details of the construction of y, we mention that the attentuation factors are given by p0 1, 
If n is even, a similar calculation yields By means of singular integrals the operator .c an be extended to the space Lz(0, 27r); for further details, see Gaier (1964) and Zygmund (1968 (1959) . Attenuation factors are discussed in a fundamental paper by Gautschi (1972) with an extensive list of references. For applications of multivariate harmonic analysis in picture processing see Rosenfeld and Kak (1976) .
2.2. On Symm's equation see Symm (1966) and the considerably deeper treatment by Gaier (1976) . Inequalities for the capacity are found in P61ya and Szeg6 (1954, problems IV 97-120 (1974 (1974) . To compute conjugate periodic functions by Fast Fourier Transforms is a proposal by Henrici (1976) ; for a more thorough treatment see Gutknecht (1978) .
2.5. For Theodorsen's integral equation see Gaier (1964) . The existence of a solution of the discretized equation was established by Gutknecht (1977 can then be evaluated in O(n Log n) operations, and the desired coefficients a, are approximated by p-robin with an error that tends to zero geometrically as n c.
3.2. Incomplete factoring of polynomials. Here we consider the following problem" We are given a polynomial p, a complex number z0, and a real number p > 0.
Assuming that p has no zeros on the circle [z-z0[ O, we wish to construct the polynomial pl whose zeros are precisely the zeros of p satisfying ]z-z0[ < p. We discover a second, mathematically more interesting kind of multiplication by relating the Fourier transform of x. y to the transforms of x and of y. Let x, y IIn, and The convolution of periodic sequences is important not only in connection with Fourier analysis, but will be shown to also have many other significant applications. If performed in a straightforward way by direct evaluations of the sums (4.3), the convolution of two sequences in I-I, evidently requires n 2/x and a similar number of additions (a). If n is large, this is prohibitively expensive. We thus call particular attention to the relation (4.6) x * y nZRn (,x. ,,y) First of all, discrete Fourier analysis permits us to express the above operations concisely. Let the given time series be followed by n zeros, and let x denote the 510 PETER HENRICI sequence in I/2n obtained by repeating these 2n elements periodically. The other sequences r, f, g defined above will likewise be embedded in II2n. (ii) Let n 2l, and let the operation @n be implemented by a Fast Fourier Transform using the factorization n 2.2 2. If the elements of x have errors <-rt, and if at each step of the algorithm a local error -<e is tolerated, then the elements of the sequence -nx are in error by at most le + (iii) Let again n 2/, and let the operation n-n be implemented by a Fast Fourier Transform where the factor 1 / 2 is omitted at each step. If the elements of x have errors <= and if at the jth step of the algorithm a local error <=2i+ae is tolerated (the natural assumption for floating point arithmetic in view of the growth of the intermediate arrays), then the elements of the sequence n-n x are in error by at most n Log2 n e +
To apply these results, we assume that the machine works in floating point arithmetic, representing the mantissa as a k-digit number in the base b. The elements of 1 and tl are then bounded by b, and are known exactly. Thus (iii) may be applied with b -k+l e r/ 0. We find that the elements of 2nznp and 2n2ntl are bounded by 2nb and are in error by at most 2n Log2 (2n). b -k/l. The elements of the product z := 2n-2nl 2n2ntl are bounded by (2nb)2, and will be in error by no more than r/:= 4nb 2n Logz (2n). b -k/l= 8n 2 Log2 (2n)b -k+2.
The errors in the calculation of r 2nz may be appraised by (ii). The local errors being bounded by 4n2b2b-k, the errors in r will not exceed (1974) . We have coined the name "Hadamard multiplication" in analogy to a similar product in the theory of power series, because a name seemed to be required. 4.2. Koopmans (1974) and Bloomfield (1976) are standard references on time series. These books discuss geophysical applications, as does Claerbout (1976) . Blackman and Tukey (1959) is of historical interest. Anderson and Bloomfield (1974a, b) are some key references on the analysis of noisy data.
4.3. A pre-FFT treatment of the multiplication of large numbers is given by Karatsuba and Ofman (1962) . Sch6nhage and Strassen (1971) have more sophisticated algorithms than those given here and count operations precisely. Ramos (1971) (Hockney (1970) , (1972) , (1972a) , Hockney, Warriner and Reiser (1974) , Hockney and Brownrigg (1974) , Hockney and Brown (1975), Hockney and Goel (1975) Bunemann (1969) , Buzbee, Golub and Nielson (1970) , Dorr (1970) , Buzbee, Dorr, George and Golub (1971), Concus and Golub (1973) , Fischer, Golub, Hald, Leiva and Widlund (1974) , Proskurowski and Widlund (1976) (E O) , by the algorithm (5.11) requires no more than 12b(n) multiplications.
As an immediate application, we consider the computation of (1 + O) for a given nonunit Q, where a is an arbitrary complex number. In view of In exact computation, the last series will terminate automatically after n terms; in numerical computation we may use this fact as a check. To solve the problem stated for n 2 thus requires only forming the n tocomputesk/k plusthe 12&(n) /z tocarry out the exponentiation (5.12).
5.5. Composition: The general case. Let P a0+ a lx +''' I, and let Q blx + b2x 2 +.'. be a nonunit in .To compute, for a given integer n 2 , (P Q), directly from the definition of composition would require, first of all, building up the powers n-1 (ok),= . , bx ", k =2, 3, n. m=k If done by fast multiplication, this requires (n-1)(n)=O(n 2 Log2 n) tz. To this number there are to be added the multiplications by the coefficients ak, which requires another 1/2n 2 . The grand total for this method thus is O(rt 2 Log2 n). Another possibility for computing the composition is to use Horner's scheme. Although more elegant, the resulting algorithm still requires O(n 2 Log2 n) Here we present an algorithm due to Brent and Kung (1975) which achieves the same result in only O((n Log2 n)3/2) /. Some preliminary results are required. For simplicity of presentation, it will be assumed that Q is an almost unit in , that is, bl 0.
LEMMA 5i. For P and Q as above, let C := P Q, D := P' Q. If n 21, and if C, is known, the computation ofDn-1 requires no more than 6&(n) multiplications.
Proof. By the chain rule for formal power series, Because Q' is a unit, C'=(P' oO)O'=DO'. (1976) .
5.3. Algorithm (5.7) (in a different notation) is due to Sieveking (1972) . Kung (1974) showed that this is just Newton's method, and studied other rootfinding methods to construct reciprocals. 5.4. See Brent (1976) . 5.5 and 5.6. See Brent and Kung (1975) , (1976) . The latter paper also proposes O(n 2) algorithms for reversion and composition that should be attractive for moderate n. Multivariate extensions of these results are reported in Brent and Kung (1977) .
