Abstract. Sets of terms of type τ are called tree languages (see [5] ). On sets of tree languages superposition operations can be defined in such a way that the collection of all tree languages of type τ forms an abstract clone. Considering only sets of n-ary terms one obtains a Menger algebra (see e.g. [3] ). From the superposition operations binary operations on tree languages can be derived. For the corresponding semigroups of tree languages we study idempotent and regular elements as well as Green's relations L and R.
Introduction
We consider an indexed set of operation symbols f i , where f i is n i -ary for every i ∈ I, and a finite alphabet X n := {x 1 , . . . , x n }. Let τ := (n i ) i∈I be the sequence of all these arities. This sequence τ is called the type of the terms. Then the set W τ (X n ) of all n-ary terms of type τ is inductively defined in the following way:
(i) x j ∈ X n are n-ary terms of type τ for all 1 ≤ j ≤ n, (ii) if t 1 , . . . , t n i are n-ary terms of type τ and if f i is an n i -ary operation symbol of type τ , then f i (t 1 , . . . , t n i ) is an n-ary term of type τ .
For each pair of natural numbers m and n greater than zero, the superposition operation S n m maps one n-ary term and n m-ary terms to an m-ary term, so that
n → W τ (X m ).
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Using these operations, we form the heterogeneous or multi-based algebra clone τ := ( (W τ (X n )) n>0 ; (S n m ) n,m>0 , (x i ) i≤n,n≥1 ). It is well-known and easy to check (see e.g. [1] ) that this algebra satisfies the clone axioms . . , X m are variables. The algebra clone τ is also called a Menger system ( [7] ).
There is a homogeneous analogue of this structure, formed as follows. The set W τ (X n ) of n-ary terms of type τ is closed under the superposition operation S n := S n n . The algebra (W τ (X n ); S n , x 1 , . . . , x n ) is an algebra of type (n + 1, 0, . . . , 0), which still satisfies the clone axioms above for the case that p = m = n. Such an algebra is called a unitary Menger algebra of rank n (see [7] ). The algebra (W τ (X n ); S n ) of type (n + 1) is called a Menger algebra of rank n. This algebra satisfies the axiom (C1).
Superposition can be extended to sets of terms. Let P(W τ (X n )) be the power set of the set of all n-ary terms over the alphabet X n . Superposition
on sets of n-ary terms were defined in [2] by the following steps: Definition 1.1. Let n ∈ N + be a natural number and let B, B 1 , . . . , B n ∈ P(W τ (X n )) such that B, B 1 , . . . , B n = ∅.
If one of the sets B, B 1 , . . . , B n is empty, we defineŜ n (B, B 1 , . . . , B n ) = ∅.
The algebra P n − clone τ := (P(W τ (X n ));Ŝ n , {x 1 }, . . . , {x n }) is a unitary Menger algebra of rank n (see e.g. [2]) since the operationŜ n sat-isfies also the axioms (C1), (C2), (C3) and the algebra P(W τ (X n )) := (P(W τ (X n ));Ŝ n ) is a Menger algebra of rank n.
On the set (P(W τ (X n ))) n of all n-vectors consisting of sets of n-ary terms of type τ we introduce a binary operation * :
From (C1) there follows that ((P(W τ (X n ))) n ; * ) is a semigroup. An element a of a semigroup (S; ·) is called regular if there is an element b ∈ S such that a = aba. We ask for all regular elements in the semigroup (((P(W τ (X n ))) n ; * ). Since every idempotent element is regular we will begin with idempotent elements in ((P(W τ (X n ))) n ; * ).
Idempotent elements
Since
Definition 2.1. An n-vector (B 1 , . . . , B n ) of sets of n-ary terms is called an idempotent element in the algebra (P(
Clearly, (∅, . . . , ∅) and ({x 1 }, . . . , {x n }) are idempotent elements. The vector (A 1 , . . . , A n ) is not idempotent if there are i = j for 1 ≤ i, j ≤ n such that A i = ∅ and A j = ∅.
To characterize idempotent elements of ((P(W τ (X n ))) n ; * ) we use the concept of a near homomorphism which was introduced in [4] .
Any mapping α : {{x i } | x i ∈ X n } → P(W τ (X n )) \ {∅} can be extended to a mapping α : P(W τ (X n )) → P(W τ (X n )) using the following inductive definition:
assuming that α({t j }) for 1 ≤ j ≤ n i are already defined. (iii) For any nonempty set A ∈ P(W τ (X n )) we set α(A) := a∈A α({a}) and if A is empty, we define α(A) := ∅.
Then the extension α of α is a near homomorphism.
Then we have:
Then by Lemma 2.4 we can extend α to a near homomorphism α : P(W τ (X n )) → P(W τ (X n )) and have
Conversely, let α be a near homomorphism such that α(A i ) = A i = α({x i }) for all 1 ≤ i ≤ n. Then for each i ∈ {1, . . . , n} we have
If s : {1, . . . , n} → {1, . . . , n} is a permutation and if the vector (A 1 , . . . , A n ) is idempotent, then the vector (A s(1) , . . . , A s(n) ) must not be idempotent. We consider the following example:
We can apply Theorem 2.5 to sets consisting only of variables and have Corollary 2.6. Let A 1 , . . . , A n be non-empty subsets of X n , then the vec-
satisfies the following properties:
P r o o f. Assume that (A 1 , . . . , A n ) is an idempotent element. By Theorem 2.5 there exists a near homomorphism α :
To prove (i) we assume that
For (ii) we assume that x i ∈ A i . Then from the definition ofŜ n we obtain that
for some A k in the union, then x k ∈ A j for some A j in the union, and so by (i) we have A k ⊆ A j . Thus we can skip A i from the union and
Conversely, assume that (A 1 , . . . , A n ) has properties (i) and (ii). Define
By Lemma 2.4, the extension α is a near homomorphism. If x i ∈ A i , then from (i) we have
Regular elements
An n-vector (A 1 , . . . , A n ) of sets of terms of type τ is called a regular element in the semigroup ((P(W τ (X n ))) n ; * ) if there is an n-vector (B 1 , . . . , B n ) such that
This equation is satisfied if and only ifŜ n (Ŝ n (A i , B 1 , . . . , B n ), A 1 , . . . , A n ) = A i for all 1 ≤ i ≤ n. Therefore we define: Definition 3.1. An n-vector (A 1 , . . . , A n ) of sets of n-ary terms of type τ is called a regular element in the algebra ((P(W τ (X n )); * ) if there exists an n-vector
Clearly, any idempotent n-vector is regular. But there are regular nvectors which are not idempotent. The next theorem characterizes all regular n-vectors. Theorem 3.2. Let A 1 , . . . , A n be non-empty subsets of W τ (X n ). An nvector (A 1 , . . . , A n ) is a regular element in ((P(W τ (X n ))) n ; * ) if and only if there are near homomorphisms α, β : (A 1 , . . . , A n ) be a regular element in ((P(W τ (X n ))) n ; * ). Then there exist sets B 1 , . . . , B n ⊆ W τ (X n ) such that
for all x i ∈ X n . These mappings can be extended to near homomorphisms α, β of (P(W τ (X n ));Ŝ n ) such that
for all 1 ≤ i ≤ n. "⇐" Assume that α, β : P(W τ (X n )) → P(W τ (X n )) are near homomorphisms of (P(W τ (X n ));Ŝ n ) such that αβ(A i ) = A i = α({x i }). We set B i = β({x i }), then B i ⊆ W τ (X n ) and
Example 3.3. Let A 1 = {f (x 1 , x 3 , x 3 )}, A 2 = {x 3 }, A 3 = {x 1 } be nonempty subsets of P(W (3) (X 3 )) and choose B 1 = {x 3 }, B 2 = {f (x 1 , x 1 , x 1 )} and B 3 = {x 2 }. Then application of Theorem 3.2 and Theorem 2.5 gives that (A 1 , A 2 , A 3 ) is regular but (A 1 , A 2 , A 3 ) is not idempotent.
Idempotent and regular elements with respect to the diagonal power semigroup
There is another algebra associated with the Menger algebra (P(W τ (X n ));Ŝ n ), the diagonal power semigroup (P(W τ (X n )); +), where the binary operation
is defined by A + B =Ŝ n (A, B, . . . , B) for all A, B ∈ P(W τ (X n )). From (C1) there follows that (P(W τ (X n )); +) is a semigroup. The semigroups ((P(W τ (X n ))) n ; * ) and the diagonal power semigroup (P(W τ (X n )); +) are closely related to each other as the following lemma shows.
Lemma 4.1. The embedding ϕ :
is an injective homomorphism of (P(W τ (X n )); +) into ((P(W τ (X n ))) n ; * ), i. e. satisfies the equation ϕ(A + B) = ϕ(A) * ϕ(B) for all A, B ∈ P(W τ (X n )). 
. , B) = ϕ(A) * ϕ(B).
A consequence of Lemma 4.1 is that the idempotent or regular element A of the semigroup (P(W τ (X n )); +) corresponds to the idempotent or regular vector (A, . . . , A) in (((P(W τ (X n ))) n ; * ). An element A ∈ P(W τ (X n )) is idempotent iff it satisfies
and regular if there is an element B ∈ P(W τ (X n )) such that A, B, . . . , B) , A, . . . , A).
Therefore we can apply Theorem 2.5 and obtain Theorem 4.2. A non-empty subset A is an idempotent element in (P(W τ (X n )); +) if and only if there exists a near homomorphism α of (P(W τ (X n ));Ŝ n ) such that α(A) = A = α({x i }) for all i = 1, . . . , n.
As a consequence of Theorem 4.2 all A ⊆ X n are idempotent elements in (P(W τ (X n )); +). For a term a ∈ W τ (X n ) we denote by op(a) the number of occurrences of operation symbols in a.
The following lemma can be applied later on:
Lemma 4.3. Let A,H be non-empty subsets of W τ (X n ). Then
. . , A), then x i ∈ H for some i ∈ {1, . . . , n}.
(ii) If x i ∈Ŝ n (H, A, . . . , A) for some i ∈ {1, . . . , n}, then A ⊆ S n (H, A, . . . , A).
P r o o f. (i) Suppose that x i ∈ H for all i = 1, . . . , n. Let A r := {a ∈ A | op(a) = r} and let r ′ be the least natural number such that A r ′ = ∅. Since op(h) ≥ 1 for all h ∈ H, we get A r ′ Ŝ n ({h}, A, . . . , A) = ∅ for all h ∈ H. This implies
. This is only possible if h ′ is a variable. Therefore
Moreover we have:
, then A ∩ X n = ∅ and A forms a subalgebra of (W τ (X n ); S n ).
P r o o f. Assume that A is an idempotent element in (P(W τ (X n )); +), then (A, . . . , A) is an idempotent element in ((P(W τ (X n ))) n ; * ). By Theorem 4.1 there exists a near homomorphism α :
for all x i ∈ X n . Thus for all a 1 , . . . , a n+1 ∈ A we have
and A forms a subalgebra of (W τ (X n ); S n ). Suppose that A ∩ X n = ∅. Then A contains only terms having at least one operation symbol. Let A r = {a ∈ A | op(a) = r} and let s be the positive integer such that A s = ∅. From op(a) ≥ s ≥ 1 for all a ∈ A because of α(A) =Ŝ n (A, . . . , A) we obtain op(b) ≥ 2s for all b ∈ α(A) and this implies that A s ∩ α(A) = ∅. This is impossible, since α(A) = A.
A similar property holds for regular elements.
Lemma 4.5. Let A be a non-empty subset of W τ (X n ). If A is a regular element in (P(W τ (X n )); +), then A ∩ X n = ∅. P r o o f. Let A be a regular element in (P(W τ (X n )); +). Then there exists a set B ⊆ W τ (X n ) such that n (B, A, . . . , A) , . . . ,Ŝ n (B, A, . . . , A)) = A.
Suppose that A ∩ X n = ∅. Then op(a) ≥ 1 for all a ∈Ŝ n (B, A, . . . , A) . Let A r = {a ∈ A | op(a) = r} and let s be the least positive integer such that A s = ∅. From ( * ) follows that op(b) ≥ s + 1 for all b ∈ S n (A,Ŝ n (B, A, . . . , A), . . . ,Ŝ n (B, A, . . . , A)) and this implies A s ∩ A = ∅, a contradiction. Therefore we have A ∩ X n = ∅.
Theorem 4.6. Let A be a non-empty subset of W τ (X n ). Then A is a regular element in (P(W τ (X n )); +) if and only if A is an idempotent element in (P(W τ (X n )); +) .
P r o o f. Clearly, if
A is an idempotent element, then A is also regular. Conversely let A be regular, then there exists a subset B ⊆ W τ (X n ) such that A =Ŝ n (A,Ŝ n (B, A, . . . , A), . . . ,Ŝ n (B, A, . . . , A)).
From Lemma 4.5 we have
. . , A), . . . ,Ŝ n (B, A, . . . , A)), this implies that x i ∈ S n (B, A, . . . , A). Thus there exists a variable x j ∈ B ∩ X n and so A ⊆Ŝ n (B, A, . . . , A). Therefore
This means that A =Ŝ n (B, A, . . . , A) and then A =Ŝ n (A, . . . , A) and A is idempotent.
5. Green's relations L and R Green's relations are special equivalence relations which can be defined on any semigroup or monoid, using the idea of mutual divisibility of elements. They are defined in the following way. For any monoid M and any elements a, b of M , we say aLb iff there are c and d in M such that ca = b and db = a. Dually, aRb iff there are c and d in M such that ac = b and bd = a. It follows easily from these definitions that L is always a right congruence, while R is always a left congruence. Now we consider Green's relation R in the semigroup ((P(W τ (X n ))) n ; * ).
for all 1 ≤ i ≤ n. Therefore we define:
Clearly, (∅, . . . , ∅)R(∅, . . . , ∅). In case that one of the sets of an n-vector is the empty set we have:
Lemma 5.2. Let (A 1 , . . . , A n )R(B 1 , . . . , B n ) and let i ∈ {1, . . . , n}. If A i = ∅, then also B i = ∅ and conversely.
. . , B n ) if and only if there are near homomorphisms α, β :
for all 1 ≤ i ≤ n. We consider a mapping α : {{x i } | x i ∈ X n } → P(W τ (X n )) defined by α : {x i } → D i for all x i ∈ X n . By Theorem 2.4 this mapping can be extended to a near homomorphism α : P(W τ (X n )) → P(W τ (X n )) and we have
Similarly, we can define a mapping β : {{x i } | x i ∈ X n } → P(W τ (X n )) by β : {x i } → C i for all x i ∈ X n . Again this mapping can be extended to a near homomorphism β : P(W τ (X n )) → P(W τ (X n )) such that
for all 1 ≤ i ≤ n. Conversely, let α, β : P(W τ (X n )) → P(W τ (X n )) be near homomorphisms such that α(B i ) = A i and β(A i ) = B i for all 1 ≤ i ≤ n. We use We denote Green's relations on the semigroup (P(W τ (X n )); +) by R + and by L + , respectively. We want to characterize L + . Clearly, AL + B iff there exist C, D ∈ P(W τ (X n )) such that A =Ŝ n (D, B, . . . , B) and B =Ŝ n (C, A, . . . , A).
We want to show that L + = ∆ P(W τ (X n )) . Hence A = B. If conversely A = B, then AL + B since L + is an equivalence relation.
