I. Introduction
N recent years, both Europe and the US are developing hypersonic research and operational vehicles. These include (re)entry capsules (both ballistic and lifting) and lifting bodies such as ExoMars, EXPERT, ARV, CEV and IXV. The research programs are meant to enable technology and engineering capabilities to support during the next decade the development of affordable (possibly reusable) space transportation systems as well as hypersonic weapons systems for time critical targets. These programs have a broad range of goals, ranging from the qualification of thermal protection systems, the assessment of RCS performances, the development of GNC algorithms, to the full demonstration of the performance and operability of the integrated vehicles. Since the aerothermodynamic characteristics influence nearly all elements of the vehicle design, the accurate prediction of the aerothermal environment is a pre-requisite for the design of efficient hypersonic systems. Significant uncertainties in the prediction of the hypersonic aerodynamic and the aerothermal loads can lead to conservative margins in the design of the vehicle including its Outer Mould Line (OML), thermal protection system, structure, and required Second, the tools validated in the frame of the previous effort are exercised and appraised against flight-test data collected during the Apollo AS-202 re-entry.
II. Experimental Data

A. Experimental supersonic data
Ground tests were performed to obtain flow field data of the AS-202 configuration under supersonic test conditions. Shadowgraph measurements provided insight into shock and shear layer patterns found under different angles of attack at Mach numbers between 2 and 4. The facility used in the ground experiments is the TST27 transonic/supersonic blow-down wind tunnel located at TU Delft in The Netherlands, (see Figure 1 ). This tunnel features a 27 x 28 cm2 test section and sports two flexible nozzle walls that allow to continuously vary the Mach number between 0.5 and 4.2. The total pressure in the settling chamber can be varied from 2 bar at Mach 0.5 to 20 bar at Mach 4.2, which results in a unit Reynolds number range from 25 x 10 6 to 150x10 6 . The maximum run-time of the facility is 300 s. Two 30 cm diameter schlieren windows in the side of the test section are available for optical access. In the current experiments, the wind tunnel was operated in the Mach 2 to 4 range with a total pressure ranging from 2.7 -12 bar and a total temperature of 288 K. The capsule geometry used for the definition of the wind tunnel model is a scaled version of the AS-202 outer mold line as defined in Figure 1 . The model has a diameter of 50 mm and is fabricated out of stainless steel, it is side-mounted on a stainless steel blade sting. Two models are used with mounting at respectively 0 and 25 degrees, (see Figure 1) . Angles of attack other than 0 or 25 degrees were reached by deflecting the mounting sting according to the sought flow condition. Shadowgraphs were obtained during the tests using a 3872 x 2592 pixel Nikon D80 camera. The illumination was provided by a Xenon spark light with an emission time of 20 ns, effectively freezing the flow in a single snapshot. In addition to the shadowgraph images.
B. AS-202 flight test
The flight data used for assessment/comparison of heat flux data on the capsule were taken from the AS-202 flight test 1 2 3 , which was performed as part of the Apollo program. Once the Apollo entry vehicle design was determined, two flight tests of the actual Command Module (AS-201 & AS-202) were conducted at super-orbital entry velocities resulting from suborbital boosted trajectories with an intentional skip manoeuvre. Although AS-201 did not carry an onboard inertial measurement unit (IMU), one was carried during the AS-202 flight, which enabled a reconstruction of the flight trajectory and vehicle orientation as a function of time. In this paper the afterbody heating environment for the Apollo Command Module shape as measured on the AS-202 mission is used as basis for comparison between CFD results and flight data. Figure 3 . The points in time and the related free-stream conditions used for comparison to flight data are tabulated in Table 1 . The small side slip angle has been neglected in the current simulations. The locations of calorimeters used to determine the heat fluxes on the AS-202 conical afterbody are depicted in Figure 4 . 
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III. Computational Modeling
AOES used the LORE 5 CFD code for the Navier-Stokes calculations presented in this paper. For a number of computational conditions, including wind tunnel and AS-202 flight test data, Navier-Stokes calculations have also been performed by ASTRIUM Bremen using the TAU code 6. . These results are hereafter compared to the test data and the LORE results. Finally, the existing CFD Results (DPLR CFD-Code) published by Wright et al. 4 for the AS-202 flight test data are also reported here for comparison.
LORE is a multi-block finite-volume Navier-Stokes solver augmented with finite rate chemistry and thermal nonequilibrium effects. For the present effort, turbulence effects have been modeled with Menter's SST (Shear Stress Transport) and Baldwin-Lomax models. LORE has been extensively validated against X-38 wind tunnel test data (obtained at ONERA S2Ma, Langley Research Center (LaRC) 16 ft and FFA's T1500) 5 and CARV 7 . For the LORE calculations presented here super-catalytic wall boundary conditions have been used, which represents a conservative approach often used for design. In this assumption the wall composition is forced to be equal to the freestream. This boundary condition is conservative in that the maximum chemical enthalpy is recovered at the wall, but it does not account for potential rate-limiting processes in the underlying surface chemistry (surface reaction rates are taken to be infinite). In the current flight test cases ranging from Mach 28 to Mach 4, it has been observed that there is no appreciable difference in base flow heating between supercatalytic and diffusion limited with LORE.
The DLR Navier-Stokes-and Euler-Solver TAU-Code 6 has been used at EADS Astrium Bremen. The code has been extensively validated against test results and other CFD Codes in the past, see e.g. 7 . The three-dimensional CFD program was developed by the German Aerospace Center DLR for unstructured and structured grids (under participation of several branches of EADS Germany). The TAU flow solver represents a three-dimensional parallel hybrid multi-grid code employing a finite volume scheme for solving the Reynolds-averaged Navier-Stokes equations. The inviscid fluxes are calculated using an AUSM or a Roe type 2nd-order upwind scheme. The gradients of the flow variables are determined by employing a Green-Gauss formula. Central differences are used to discretize the viscous fluxes. Treatment of viscous walls within the TAU-Code allows for adiabatic, constant wall temperature or radiation equilibrium conditions. Turbulence modeling: The TAU Code offers a choice of different one-and two-equation turbulence models (Spalart-Allmaras-model, various versions of the k-ω-model). For AS-202, the Spalart-Allmaras model was used to cover turbulent flow situations.
Air Chemistry: Regarding the available thermo-chemical models for hypersonic flows, the following options are incorporated into the TAU-Code: a) Equilibrium chemistry: Air is considered as a five species ideal gas mixture. The temperature and pressure dependent equilibrium gas properties are modeled via appropriate fit functions. A temperature range between 50K and 20000K and a density range between 10-12 kg/m 3 and 10 kg/m 3 is covered by the fits currently in use. b) Chemical nonequilibrium: The nonequilibrium model currently implemented in the TAU-Code consists of a five species and seventeen reactions air model employing the finite reaction rates according to Gupta et al. This can be easily replaced by more detailed models 8 . The diffusion is modeled according to Fick's law by a single diffusion coefficient for all species. The diffusion coefficient is connected to the local viscosity via a user-specified constant Schmidt number. Within AS-202 flow simulations chemical nonequilibrium in conjunction with a fully catalytic wall boundary condition was assumed (as opposed to the supercatalytic wall conditions in the LORE calculations. However, for the conditions considered here the dependency of the the wall heat fluxes on either wall condition is considered small).
The CFD modeling published earlier, using the DPLR code for comparison to the AS-202 flight data is described in detail in 4 . DPLR is a parallel multi-block finite volume code that solves the reacting Navier-Stokes equations including finite-rate chemistry and the effects of thermal nonequilibrium. The Euler fluxes are computed using a modified (low-dissipation) form of Steger-Warming flux vector splitting, with third-order spatial accuracy obtained via MUSCL extrapolation. Viscous fluxes are computed to second-order accuracy using a central difference approach.
CFD Grids: Some TAU Code Calculations employed the same structured grids as used by LORE, so as to facilitate direct code comparison. Other TAU CFD meshes for the AS-202 analyses employed a hybrid grid approach consisting of structured prismatic grid layers in the wall regions to resolve the boundary layers as well as tetrahedral cells covering the rest of the computational domain. For the hybrid grids, in order to limit the impact of the grid density on the computed flow-field, the solution-dependent grid adaptation features of the TAU Code were used. Typically, a total of 2 to 3 grid adaptation cycles were performed to improve the solutions. Figure 5 shows the hybrid TAU grid after two adaptation cycles. Shock and shear layer structures are clearly reflected by the locally adapted/refined regions of the mesh. The lower left insert of Figure 5 shows the complete computational domain. The upper left insert shows the "structured" boundary layer mesh part in the shoulder region. Figure 6 each other point has been plotted. The smallest distance at the wall is 1.e-6 m. Grid convergence is checked by comparing the solution in terms of separation /flow topologies for the WT mode and heat fluxes in front and base for the flight cases. It can bee seen in Figure 7 , where the surface meshes are plotted for the fine and undoubled mesh, that the pressure contour lines on the front shield are independent of the mesh. Table 3 summarizes main differences in the modeling approaches for the AS-202 calculations between the LORE, TAU Code and DPLR analyses. With increasing angles of attack it can be observed that the shear layer only partially separates from the upper side of the capsule or stays completely attached at sufficiently large angles of attack. At the model shoulder a small shock wave is present where separation occurs. Further downstream, a stronger shock is formed if and where the shear layer reattaches. Downstream of the capsule a strong shock is present where the wake is re-compressed. The shock emanating from the reattaching shear layer is also evident. The downstream region shows a three dimensional reattachment shock pattern that emanates from the wake behind the capsule.
Oblique shocks are visible at the tip of the lower side of the sting mounting. Shocks are also present at the edge of the mounting, at the location where the cone angle of the sting is reduced. However, no significant interference with the upper side of the capsule model, where the separation behaviour at the cone vs. angle of attack is investigated is apparent from the blade mounting.
The shadowgraphs clearly show whether the flow was attached or separated from the windward side of the capsule. Figure 12 shows a separated and Figure 14 an attached case.
It was found that for increasing Mach numbers, the flow separation occurs at smaller angles of attack. Similar results were obtained by Kruse et al. 9 In Figure 8 , the measurement points are given as a function of angle of attack and Mach number. A blue circle denotes the flow conditions for which the shear layer was found to be attached while the separated cases are represented by a red triangle. In Figure 8 also the curve-fit from Kruse et al. 9 is shown that forms the border between an attached or a separated shear layer. As can be seen, the separation angle of attack decreases with increasing Mach number. However the angle of attack values found by Kruse et al. 9 are smaller for Mach 2. This is due to the fact that in those measurements models with sharp-edged shoulders were used, in those cases the separation point is defined and a more or less centered Prandtl-Meyer expansion is formed. In the current experiments, the flow expands more gradually and therefore is likely to separate more easily. The wind tunnel tests also indicate a lack of sensitivity of the separation length to the free flow Reynolds numbers within the range reached in the TST27. Therefore it can be reliably assumed that the flow remains laminar for the tested conditions. This is confirmed by the good agreement between the CFD results and the tests, since all calculations considered laminar flow conditions only. 
B. AS-202 Flight Test Results and Related CFD Calculations
In this section the comparison between CFD results obtained with different codes to measured afterbody heat fluxes during the AS-202 full-scale flight test is performed. A general discussion of the flow phenomena in the afterbody region is useful in order to understand the different flow conditions seen at the various calorimeter positions:
Due to the crossflow induced by the angle of attack two lobes corresponding to the off-axis trailing vortices are formed, and these twin-lobes extend much further aft in regions away from the pitch plane as these vortices separate in the wake. There are two large subsonic counter-rotating vortices on the leeside, and two more closely spaced smaller vortices below these past the rear apex. This is well reflected in the calculated skin friction stream lines at the AS-202 rear side shown in Figure 19 and also clearly evident for the calculated Mach 2 wind tunnel case ( Figure  17) . The large kidney-shaped areas of separated flow associated with this vortex pattern at the upper side of the base are clearly recognizable from the skin friction patterns. A smaller separation region extends from the upper side of the apex. This general separation pattern is well predicted by DPLR, LORE and TAU, with slight variations on the exact position of the separation lines, the LORE result being somewhat closer to the DPLR results than TAU (see Figure 20 , 21).
The comparison between the computed afterbody heat transfer (assuming radiative equilibrium wall conditions with an emissivity of 0.85) in these flow areas and the experimental data for each of the 19 functional calorimeters "a -s" on the AS-202 Command Module is shown in Figure 22 (a) -(s). The agreement between the computations and the data is generally within the assumed experimental uncertainty for 15 of the 19 calorimeters. The calorimeters will be discussed in four separate groups: those on the shoulder in attached flow ("h" and "i") those on the windward (attached) side of the afterbody ("a-d", "f", and "g"), those in the separated flow region ("e", "m", and "o-s") and those near the separation line ("j", "k", "l", and "n").
On each plot in Figure 22 , the flight data, which were scanned from Ref. 1, are shown as crosses. At some locations, particularly during the second heat pulse, there were multiple signal spikes. For example, notice the sharp heating spikes in the flight data on Figure 22 (l) at around t = 4460 and t = 4900 s. These spikes were determined by Lee 1 to correspond to the times of RCS firings, and thus are considered to be spurious. The data points that were estimated by the present authors to be spurious are shown on the plots as open circles. The best fit to the data for each case was then obtained using a Fourier-function based least-squares fitting procedure neglecting the spurious data points. Dashed lines indicate the assumed ±20% uncertainty in the data 4 . For the purposes of this work the uncertainty was assumed to remain constant throughout the entry. Examination of Figure 22 indicates that the assumed uncertainty encompasses the majority of the data scatter, with the exception of some of the calorimeters in the separated flow region, which have more scatter during the skip maneuver (t = 4600 to 4800 s). Finally, the CFD results at the trajectory points are shown as red diamonds for the DPLR analyses, as blue triangles for the LORE calculations (blue open triangles are used for a single calculation using a diffusion limited approach for modeling the wall catalycity) and as green diamonds for the TAU code results (unstructured grid results are shown as green open circle).
These results are now evaluated separately for the calorimeter positions in the shoulder region, the attached flow region at the afterbody, the separated flow region and separation line region on the afterbody. As reference, the findings concerning the DPLR results are taken from Ref. 4.
Shoulder region
Two calorimeters were placed on the shoulder just before the maximum diameter point. Calorimeter "h" was placed midway between the windward and leeward centerline (θ = 178.5°), and "i" was placed on the leeward centerline (θ = 270°). LORE results: The LORE results are slightly below the DPLR results but also within the uncertainty range of the flight data for position "h". For position "i", the LORE results still are mostly within the uncertainty range falling below just after 4800s . Considering the large gradients in the shoulder region the CFD results compare surprisingly well to the measurements. The result of the single additional calculation using a diffusion limited approach to model wall catalycity (4800s) is nearly identical to the related result assuming super-catalytic walls. This is true for practically all sensor positions considered.
TAU Code results: TAU Code calculations were performed for two trajectory points t=4800s and t=4900s. While the structured Level 1 (1Mio cells) meshes identical to the LORE meshes were used for both points in time, for the 4800s case a hybrid/unstructured mesh was also employed to allow for comparisons of TAU solutions from structured and hybrid meshes. The structured TAU results are practically identical to the LORE results for t = 4800s, however, for t = 4900 s the TAU solution only matches calorimeter "i", and is at the lower end of the uncertainty band for calorimeter "h". The unstructured TAU solution at 4800s is about 10% below the structured results for both sensor positions.
Attached flow region
Six calorimeters were placed on the conical afterbody on the windward side in a region where the flow remained attached throughout the entry. Calorimeters "a" through "d" were placed on or near the windward centerline, as shown in Figure 4 . Calorimeter "g" was placed approximately midway between the shoulder and rear apex, at θ = 143°. The comparisons between the computed and experimental heat flux for these calorimeters are shown in Figure  22 DPLR results: From the figures we see generally good agreement during the first heat pulse. Heating levels near the peak heating point (t = 4510 s) are predicted to within 10% at all locations. Computed heating levels during the early portion of the second heat pulse also agree well with flight data, although the CFD results for calorimeters "c" and "d" at the final two trajectory points (t = 4850 and t = 4900 s) are lower than the flight data. The difference between the computation and flight data appears to increase with distance from the shoulder (the CFD results for calorimeter "c" are about 23% below the flight data at t = 4900 s, while those for calorimeter "d" underpredict flight data by 30%). This may indicate that the flowfield is transitioning to turbulence on the attached afterbody during the second heat pulse. ---The computed heating at these calorimeters overpredicts the flight heating near the trough between the heat pulses, with the amount of overprediction near t = 4700 s ranging from over 100% at calorimeter "a" to about 26% at calorimeter "g". There are several possible reasons for the CFD to predict higher heating than was measured in flight during this time period. During the period between about 4600 and 4800 seconds the spacecraft was undergoing a skip maneuver that resulted in a local maximum altitude at about 4700 seconds. During this skip phase local areas of non-continuum flow may have been present on the afterbody, which could result in an overprediction in heating. Also, during the high altitude skip phase of the entry, the uncertainty in vehicle orientation was much larger than average. In fact, between 4650 and 4750 seconds the uncertainty in angle of attack was approximately ±2 deg., as opposed to ±0.5 deg. during the remainder of the entry. It is possible that the low dynamic pressure during this portion of the trajectory could have prevented the vehicle from maintaining its trim orientation, resulting in a slightly smaller than expected angle of attack. If the angle of attack were small enough the flow could separate on the lee side of the afterbody, significantly reducing the predicted heating. Calorimeter "f" (Figure 22 (f) ) was placed near the rear of the shoulder at θ = 138°. For this calorimeter, the CFD predictions are uniformly 33-50% higher than the data. Given the level of agreement seen for the other five calorimeters in this region, as well as that seen for the two calorimeters on the shoulder, the reasons for this disagreement are not clear.
LORE results: Apart from t=4900s, the LORE results are well within the uncertainty range for all sensor positions with the exception of the trough area discussed above (albeit the LORE results are somewhat nearer to the flight data in this area than the DPLR results). For 4900 s, turbulent calculations using the Baldwin-Lomax as well as the Menter's SST model were also performed. These results come out within the upper region of the uncertainty area for calorimeter "d", but somewhat above upper fringe of the uncertainty area for calorimeter "c". This points to a possible turbulent flow situation in this area, not fully developed (transitional).
TAU Code results:
The laminar TAU-Code results are again close to LORE's. This is true for the structured grid as well as the unstructured grid results. In general, the TAU solutions on structured and unstructured meshes tended to be nearly identical in the attached flow regions, whereas deviations between results from structured and unstructured grids were found primarily in the separated flow regions.
For 4900s, an additional turbulent calculation using the Spalart-Allmaras model delivered heat fluxes well within and at the lower fringe of the uncertainty range for calorimeters "c" and "d".
In summary, all turbulent CFD calculations presented support the assumption of developing/transitional turbulent flow conditions in the area of the sensors in question. In view of the freestream Reynolds number all flight conditions considered are assumed to be laminar. Although for point (c) and (d) on the windward side, the flight data are hinting towards a turbulent condition, taking into account that the energy in the flow is less in the second peak as shown with the Fay-Riddell results, which is elaborated later in the paper. Possible reasons for transition could be protuberances, deteriorated walls or the promotion of transition due to crossflow 10 . An assessment was made to verify the laminarity of the base low with a transition criterion, commonly used in projects, in which the Reynolds number based on the momentum thickness over the Mach edge number, Re Θ /M e is below 120. In Figure 25 the Re Θ /M e is plotted for DPLR and LORE over the base region. A large part of the windward base is well below 120. Note that the computed values in a separated flow should not be taken into account since it is impossible to define the boundary layer edge there.
Turbulent augmentation factors resulting from the laminar solutions for selected sensor positions are contained in Table 4 
Separated flow region
Seven calorimeters were placed in a region for which the flow remained separated during the entire heating portion of the entry. . Agreement between the simulation and flight data was generally within 15% during the first heat pulse and the trough between the pulses. In contrast, the CFD prediction was generally lower than the flight data during the second heat pulse, which could be a consequence of turbulent transition. Note that the computed flow in the separation region became unsteady after t = 4850 s. Therefore the computational results for 4850, 4875, and 4900 seconds include "error" bars, which attempt to bound the unsteadiness of the computed heat transfer. The results for calorimeter "p" require further discussion. This calorimeter is located in close proximity to "o" (see Figure 22) , and the computational results predict very similar heat fluxes for each. In contrast, the flight data indicate that the peak heating levels at calorimeter "p" were significantly higher than those at "o". As a result the CFD under predicts the heating at calorimeter "p" by about 45% at t = 4530s, while the prediction at calorimeter "o" is well within the data scatter. This apparent discrepancy can be explained by examination of the after body layout in Ref. 1 . While calorimeter "o" is mounted on a smooth area of the heat shield, calorimeter "p" was placed immediately in front of one of the rendezvous windows. Given this, it seems likely that the window created a local flow disturbance that affected the heat flux measured by calorimeter "p". Calorimeter "e" was placed at the rear apex of the aeroshell. As seen in Figure 22 (e), the computations agree well with the flight data early in the first heat pulse and during the trough, but the computations significantly underpredict the peak heating levels. At t = 4530 seconds the CFD result is about 45% lower than the flight data indicate. The disagreement during the second heat pulse can possibly be due to turbulent transition, but the differences in the first pulse are more difficult to understand. One possibility is that the local geometry of the apex is not accurately modeled in the current simulations. By far the poorest agreement between the flight data and the CFD occurs at calorimeter "s" Figure 22 (s) , which is near the rear apex on the leeward side near the centerline. At this location the flight data indicates heating levels nearly as high as those at the apex (calorimeter "e"), and slightly higher than those observed at calorimeter "d", which was at the same x-location but near the windward centerline. The computations predict very low heating levels at this location, consistent with those in the rest of the separated flow region. The reasons for this disagreement are not clear. Physically, the apex should create a separated flow region immediately behind it that would result in significantly lower heat transfer at calorimeter "s" than either "e" or "d". This relation is consistent with all CFD predictions although the absolute values are far off. This difference in absolute values can be only explained by a different local flow structure in the CFD solutions.
LORE results: The LORE calculation are generally significantly closer to the flight data for the second heat pulse than the DPLR results, albeit both LORE and DPLR also remain in some cases below the uncertainty band of the flight data.
TAU Code results:
The TAU results capture the second heat pulse at 4900 for sensors "o" (within 10% above the uncertainty limit ) and "p" (nominally). On the other hand the heatflux at t=4800s is overpredicted by TAU. At sensors "q" and "r" the TAU results match the flight data at 4800 s but are significantly lower at 4900s, near the lower limits of the "unsteadiness" error bars applied to the DPLR results. It must be underlined however, that in this low heatflux region, absolute heatflux density deviations in the order of just 1 W/cm 2 are of concern. Such low variations are considerably more challenging to model, considering the relative error bands (heat flux levels in the attached flow regions are one or two order above the heat fluxes typical for the separated regions). Interestingly, for the apex region "s", the best agreement between CFD and flight data is obtained wit the TAU code. This can be explained by the somewhat different separation line pattern predicted by TAU in that area..
When comparing the results of the three different codes it should be noted, that there are geometric differences between the apex as modeled and the flight vehicle that could result in different fluxes. There is also the possibility of a non-laminar heat flux condition in this region, which could lead to significantly higher fluxes . This could be attributed to a deteriorated wall or transition promotion due to crossflow.
Separation line region
Four calorimeters ("j, k, l, n") were placed in locations that were very near the separation line. Because the separation point is a function of Reynolds number, these calorimeters were in attached flow during a portion of the trajectory, and separated flow during the remainder.
DPLR results: The agreement between the computations and the flight data for these calorimeters was also generally good throughout the entry, as seen in Figure 22 (j)-(l) and (n). The clearest evidence of transition from attached to separated flow can be seen at calorimeter "j", where the CFD shows sudden jumps in computed heating between t = 4560 and 4600 s and again between t = 4750 and 4800 s as the flow at this location attaches and then separates again. Similar jumps can be seen in the raw flight data at this location around t = 4600 and 4750 s (see Figure 22(j) ), although the levels are 20-30% lower than that predicted by the CFD. The computation also shows a jump in heating at calorimeter "k" at t = 4700 s that corresponds to a transition from separated to attached flow. However in this case the scatter makes it impossible to determine whether a corresponding event was seen during the flight. Transition from a separated to an attached flow state is not readily visible in the surface heating at the other two calorimeter locations, however the general good agreement between the computations and the flight data indicates that the extent of separation is accurately predicted in the current simulations.
LORE results: For the sensors near the separation lines LORE/DPLR are alternatively closer to the flight data during certain trajectory phases: this is especially noticeable for the data points towards the end of the trajectory, after t=4800s, at sensor positions "j, "l" and "n", were the LORE and DPLR results tend to diverge. This underlines the fact that for those calorimeter positions, minor differences in the determination of the separation line positions between the codes can have a significant impact.
TAU Code results: TAU results alternate between heat flux values nearer at DPLR or LORE data, depending on the time and sensor position. Again differences in the precise determination of the separations lines can be expected to show a significant impact on the individual results.
In summary, throughout most of the flight trajectory points considered, the afterbody heat fluxes are predicted within the uncertainty range of the flight measurements by all three CFD Codes DPLR, LORE and TAU, in spite of the fact that different wall catalycity models, reaction rate constants, and structured as well as unstructured CFD meshes were employed between the codes, which result in differences among the CFD results. As expected, larger deviations between the codes and flight data occur in separated flow areas.
C. Evaluation of semi-analytical, approximate engineering approaches for the assessment of afterbody heat fluxes:
As an alternative approach, the LORE and TAU CFD results obtained for 4800s and 4850s, resp, has been used to approximate the sensor heat fluxes vs. time over the complete trajectory range by scaling the CFD generated heat fluxes for the freestream velocity and density at 4800s (V = 6210m/s, ρ = 0.000137 kg/m This simplified approach is often used in project work to approximately determine the heat flux evolution on reentry vehicles from just one or two (comparatively expensive) Navier-Stokes CFD solutions over the whole trajectory.
The heat fluxes for sensor positions "a, b, g" and "h" on the windward afterbody side in comparison to the flight data and to the full range of DPLR CFD results is shown in Figure 23 The curves in Figure 23 basically underline for the current case the validity of this engineering approach in a conservative sense, considering that the maximum absolute heat flux peaks tend to be higher than the flight measurements, albeit the maximum between left and right peak is in some cases interchanged compared to the flight measurements. However, it is evident that the local accuracy here depends heavily on the flow region, sensor "h" showing a significantly better correlation to the flight data (fully within the uncertainty range throughout the trajectory) than the other sensors shown. However, at all sensor positions shown, an area in the middle of the heat flux peaks falls within the uncertainty range of the flight data.
Since the data are basically scaled with respect to the stagnation point heat flux using this engineering approach, the general trend of the heat fluxes on all positions on the surface is implicitly assumed to follow the trend of the stagnation point heat flux which obviously does not work out equally well for all positions at the afterbody surface.
The relation of measured base flow heat fluxes (colored curves) vs. flight time at all calorimeter positions to the stagnation point heat fluxes can be found in Figure 24 . The stagnation point heat flux density of AS202 was determined through the Fay-Riddell formula without correction for the angle of attack (black curve in Figure 24 ). Now Figure 24 shows that the measured heat fluxes at the majority of the 19 calorimeter positions remain at or below 7% of the Fay-Riddell stagnation point heat flux throughout the trajectory. Only 3 calorimeters "h", "i"and "f", all positioned at or very close to the shoulder, recorded higher heat flux levels going up to 26% of the FayRiddell heat fluxes in the case of "h" Even if the 20% uncertainty on top of the measured flight data is applied, it can be concluded that the assumption of the base heat fluxes nowhere exceeding ~10% of the Fay-Riddell heat flux represents a conservative engineering estimate for the Apollo shape. Accordingly, just in the shoulder region of the afterbody, application of ~35% of the Fay-Riddell heat fluxes seems to provide a conservative engineering estimate. 
V. Conclusion
In order to assess the predictive capability of capsule base flows with hypersonic CFD codes, the AS-202 shape have been investigated in well controlled laminar supersonic wind tunnel flow conditions. Flight afterbody heating data of the Apollo AS-202, measured during a large portion of its re-entry has been used for the assessment of prediction capabilities in the presence of reacting flows.
To that end, a wind tunnel campaign has been performed in the TST27 facility at the TU Delft. The tests have provided reference data for the appraisal of current high fidelity hypersonic CFD codes used in most ESA entry projects. During the tests, flow patterns with particular emphasis on shear layer separation at the capsule shoulder were investigated for various combinations of angle of attack and Mach number. The CFD calculations performed showed an excellent agreement to the flow topologies observed during wind tunnel tests, in terms of capturing salient flow features: Bow shock, shoulder region, wake area Shock-shock interactions/flow interferences due to the presence of a wind tunnel blade mounting, local separation and reattachment of the capsule flow and characteristic flow patterns of the leeside/wake flow have been accurately reproduced.
The good predictive capabilities of the CFD codes, LORE, TAU and DPLR, involved in the comparison of AS202 in-flight afterbody heat flux measurements has been established, taking into account the large flight uncertainties and the very low levels of heat fluxes (<10W/cm^2). Relative deviations are still found in the calculated afterbody heat flux levels between flight data and CFD as well as between different CFD codes which tend to be largest in areas of separated flow, and sensitive to details of the different numerical schemes. However, in these areas the absolute heat flux levels tend to be comparatively small, i.e. even a small deviation in absolute terms has a greater impact on relative error.
Since the computed heat fluxes agreed well to the AS-202 flight data within the uncertainty for most of the calorimeters , the present design margin of 200% commonly applied to afterbody simulations, could be reduced.
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