In the knowledge representation and reasoning research area, argumentation theory aims at representing and reasoning over information items called arguments. In everyday life, arguments are reasons to believe and reasons to act, and they are usually expressed in natural language. Even if ad-hoc natural language examples are often provided in argumentation theory works, no automated processing of such natural language arguments is carried out, making it impossible to exploit the results of this research area in real world scenarios. In this paper, we propose to adopt textual entailment to address this issue. In particular, we discuss and evaluate, on a sample of natural language arguments extracted from Debatepedia, the support and attack relations among arguments in bipolar abstract argumentation with respect to the more specific notions of textual entailment and contradiction.
Introduction
Until recent years, the idea of "argumentation" as the process of creating arguments for and against competing claims was a subject of interest to philosophers and lawyers. In recent years, however, there has been a growth of interest in the subject from formal and technical perspectives in Artificial Intelligence, and a wide use of argumentation technologies in practical applications. However, such applications are always constrained by the fact that natural language arguments cannot be automatically processed by such argumentation technologies. Arguments are usually presented either as the abstract nodes of a directed graph where the edges represent the relations of attack and support (e.g., in abstract argumentation theory (Dung, 1995) and in bipolar argumentation (Cayrol and Lagasquie-Schiex, 2005) ) or as a set of premises which lead to a certain conclusion thanks to the application of a number of inference rules (e.g., in structured approaches to argumentation as AS-PIC (Prakken, 2010) ). Natural language arguments are usually used in such works to provide ad-hoc examples to help the reader in the understanding of the rationale behind the formal approach which is then introduced, but the need to find automatic ways to process natural language arguments to detect the semantic relations among them is becoming more and more important.
To fill this gap, we propose to investigate semantic inference approaches in Natural Language Processing (NLP) in search of a suitable computational framework to account for bipolar argumentation models. In particular, in this paper, we study how bipolar semantic relations among natural language arguments can be discovered in an automated way using textual entailment. This issue breaks down into the following research questions: (1) what is the relation between the notion of support in bipolar argumentation and the notion of Textual Entailment (TE) in NLP?, and given that additional attacks have been proposed in the literature to highlight possible inconsistencies arising among sets of arguments connected by supports and attacks (2) what is the distribution and thus the inner semantics of such additional attacks in real data?
First, we study the relation among the notion of support in bipolar argumentation (Cayrol and Lagasquie-Schiex, 2005) , and the notion of TE in NLP (Dagan et al., 2009) . In a recent proposal, (Cabrio and Villata, 2012) represent the TE relation extracted from NL texts as a support relation in bipolar argumentation. This is a strong assumption, and we aim at verifying on a sample of real data from Debatepedia whether it is always the case that support is equivalent to TE. In partic-ular, for addressing this issue, we focus both on the relations between support and entailment, and on the relations between attack and contradiction. We show that TE and contradiction are more specific concepts than support and attack, but still hold in most of the argument pairs.
Second, starting from the comparative study addressed by (Cayrol and Lagasquie-Schiex, 2011) , we consider four additional attacks proposed in the literature: supported (if argument a supports argument b and b attacks argument c, then a attacks c) and secondary (if a supports b and c attacks a, then c attacks b) attacks (Cayrol and Lagasquie-Schiex, 2010) , mediated attacks (Boella et al., 2010) (if a supports b and c attacks b, then c attacks a), and extended attacks (Nouioua and Risch, 2010; Nouioua and Risch, 2011) (if a supports b and a attacks c, then b attacks c). We investigate the distribution of these attacks in NL debates basing on a data set extracted from Debatepedia, and we show that all these models are verified in human debates, even if with a different frequency.
The benefit of the proposed analysis is twofold. First, it is used to verify, through a data driven evaluation, the "goodness" of the proposed models of bipolar argumentation to be used in real settings, going beyond ad hoc NL examples. Second, it can be used to guide the construction of cognitive agents whose major need is to achieve a behavior as close as possible to the human one. Thanks to such a kind of analysis, we highlight that the mutual influence of these two related research areas can actually bring to textual entailment more than just an application scenario, but it opens further challenges to be addressed with a joint effort by the two research communities.
The paper is organized as follows. Section 2 summarizes the basic notions of bipolar argumentation, and describes the four kinds of additional attacks we consider in this paper. Section 3 describes the experimental setting, and addresses the analysis of the meaning of support and attack in natural language dialogues, as well as the comparative study on the existing additional attacks.
Bipolar argumentation
We provide the basic concepts of Dung's (1995) abstract argumentation. (Dung, 1995) .
Bipolar argumentation frameworks, firstly proposed by (Cayrol and Lagasquie-Schiex, 2005) , extend Dung's framework taking into account both the attack relation and the support relation. In particular, an abstract bipolar argumentation framework is a labeled directed graph, with two labels indicating either attack or support. In this paper, we represent the attack relation by a → b, and the support relation by a b. (Cayrol and Lagasquie-Schiex, 2011 ) address a formal analysis of the models of support in bipolar argumentation to achieve a better understanding of this notion and its uses. In the rest of the paper, we will adopt their terminology to refer to additional attacks, i.e., complex attacks. (Cayrol and Lagasquie-Schiex, 2005; Cayrol and LagasquieSchiex, 2010) argue about the emergence of new kinds of attacks from the interaction between the attacks and supports in BAF. In particular, they specify two kinds of complex attacks called secondary and supported attacks, respectively.
Definition 3 (Secondary and supported attacks)
According to the above definition, these attacks hold in the first two cases depicted in Figure 1 , where there is a supported attack from a to c, and there is a secondary attack from c to b.
The support relation has been specialized in other approaches where new complex attacks emerging from the combination of existing attacks and supports are proposed. (Boella et al., 2010) A mediated attack on b by a is a sequence a 1 R 1 . . . R n−2 a n−1 and a n R n−1 a n−1 , n ≥ 3, with a 1 = a, a n−1 = b, a n = c, such that R n−1 =→ and ∀i = 1 . . . n-2, R i = . (Nouioua and Risch, 2010; Nouioua and Risch, 2011) propose, instead, an account of support called necessary support. In this framework, given a b then the acceptance of a is necessary to get the acceptance of b, i.e., the acceptance of b implies the acceptance of a. They introduce two new kinds of complex attacks called extended attacks ( Figure 1 ). Note that the first kind of extended attacks is equivalent to the secondary attacks introduced by (Cayrol and Lagasquie-Schiex, 2005; Cayrol and Lagasquie-Schiex, 2010) , and that the second case is the dual of supported attacks.
Definition 5 (Extended attacks)
All these models of support in bipolar argumentation address the problem of how computing the set of extensions from the extended framework providing different kinds of solutions, i.e., introducing the notion of safety in BAF (Cayrol and Lagasquie-Schiex, 2005) , or computing the extensions in the meta-level (Boella et al., 2010; Cayrol and Lagasquie-Schiex, 2010) . In this paper, we are not interested in discussing and evaluating these different solutions. Our aim is to evaluate how much these different models of support occur and are effectively "exploited" in NL dialogues, to provide a better understanding of the notion of support and attack in bipolar argumentation.
We are aware that the notion of support is a controversial one in the field of argumentation theory. In particular, another view of support sees this relation as a relation holding among the premises and the conclusion of a structured argument, and not as another relation among the arguments (Prakken, 2010) . However, given the amount of attention bipolar argumentation is receiving in the literature (Rahwan and Simari, 2009 ), a better account of this kind of frameworks is required.
Another approach to support has been proposed by (Oren and Norman, 2008; Oren et al., 2010) where they distinguish among prima-facie arguments and standard ones. They show how a set of arguments described using Dung's argumentation framework can be mapped from and to an argumentation framework that includes both attack and support relations. The idea is that an argument can be accepted only if there is an evidence supporting it, i.e., evidence is represented by means of prima-facie arguments. In this paper, we concentrate our analysis on the abstract models of bipolar argumentation proposed in the literature (Cayrol and Lagasquie-Schiex, 2010; Boella et al., 2010; Nouioua and Risch, 2011) , and we leave as future work the account of support in structured argumentation and the model proposed by (Oren and Norman, 2008; Oren et al., 2010) .
of the debate, to make it as representative as possible of human daily natural language interactions. Two different empirical studies are then presented in this section. The first one (Section 3.2) starts from (Cabrio and Villata, 2012) , and explores the relation among the notion of support and attack in bipolar argumentation, and the semantic inferences as defined in the NLP research field. The second analysis (Section 3.3) starts instead from the comparative study of (Cayrol and Lagasquie-Schiex, 2011 ) of the four complex attacks proposed in the literature, and investigates their distribution in NL debates.
Data set
To have a stable version of the data to perform our studies, we build a reference data set extracting a sample of debates from Debatepedia 2 . Here, the users manually insert their arguments in the column PRO if they agree with the issue under discussion, or in the column CON if they disagree. To make our sample of NL debates comparable with current works in the literature, e.g. (Wyner and van Engers, 2010; Carenini and Moore, 2006; Cabrio and Villata, 2012) , we select the same topics as (Cabrio and Villata, 2012) , since this is the only freely available data set of natural language arguments (Table 1 , column Topics). To create the Debatepedia data set, for each topic of our sample we apply the following procedure:
1. the main issue (i.e., the title of the debate in its affirmative form) is considered as the starting argument;
2. each user opinion is extracted and considered as an argument;
3. since attack and support are binary relations, the arguments are coupled with:
(a) the starting argument, or (b) other arguments in the same discussion to which the most recent argument refers (e.g., when a user opinion supports or attacks an argument previously expressed by another user), following the chronological order (we maintain the dialogue structure);
4. the resulting pairs of arguments are then tagged with the appropriate relation, i.e., attack or support.
To show a step-by-step application of the procedure, let us consider the debated issue Can coca be classified as a narcotic?. At step 1, we transform its title into the affirmative form, and we consider it as the starting argument (a):
(a) Coca can be classified as a narcotic.
At step 2, we extract all the users opinions on this issue (PRO and CON), e.g., (b), (c) and ( At step 3a we couple the arguments (b) and (d) with the starting issue since they are directly linked with it, and at step 3b we couple argument (c) with argument (b), and arguments (d) with argument (c) since they follow one another in the discussion. At step 4, the resulting pairs of arguments are then tagged with the appropriate relation: Table 1 reports the number of arguments and pairs we extracted applying the extraction methodology described before to all the mentioned topics. In total, our data set contains 310 different arguments and 320 argument pairs (179 expressing the support relation among the involved arguments, and 141 expressing the attack relation). We consider the obtained data set as representative of human debates in a non-controlled setting (Debatepedia users position their arguments w.r.t. the others as PRO or CON, the data are not biased), and therefore we use it for our empirical studies. Table 1 : Debatepedia data set.
First study: support and TE
Our first empirical study aims at a better understanding of the relation among the notion of support in bipolar argumentation (Cayrol and Lagasquie-Schiex, 2011) , and the definition of semantic inference in NLP (in particular, the more specific notion of TE) (Dagan et al., 2009) . In a recent work, (Cabrio and Villata, 2012) propose to combine NLP and Dung-like abstract argumentation to generate the arguments from NL text, and compute the accepted ones. They represent the TE relation as a support relation in BAF. Even if they narrow their work by considering only favorable arguments implying another argument, explicitly stating that arguments supporting another argument but without inferring it are out of the scope of that work, the assumption that there exists an identity between support and TE is still a claim to verify.
Textual Entailment
The notion of TE has been defined as a directional relation between two textual fragments, termed
text (T) and hypothesis (H), respectively (Dagan et al., 2009). The relation holds (i.e. T ⇒ H)
whenever the truth of one text fragment follows from the other, as interpreted by a typical language user. Let us consider for instance the two textual fragments (a) and (b) from Debatepedia. According to the TE framework we set (b) as T and (a) as H: A human reading T would infer that H is most likely true (i.e. the meaning of H can be derived from the meaning of T, so the entailment holds).
On the contrary, if we consider Debatepedia examples (a) and (d), and we set (d) as T and (a) as H, there is a contradiction between T and H:
Coca is a natural leaf with very mild effects when chewed.

Cocaine is a highly processed and concentrated drug using derivatives from coca, and therefore should not be considered as a narcotic. (a) → H: Coca can be classified as a narcotic.
(de Marneffe et al., 2008) provide a definition of contradiction for the TE task, claiming that it occurs when two sentences i) are extremely unlikely to be true simultaneously, and ii) involve the same event. As an applied framework, TE has been proposed to capture major semantic inference needs across NLP applications (e.g., question answering, information extraction).
Analysis on the Debatepedia data set
Based on the TE definition, an annotator with skills in linguistics has carried out a first phase of annotation of the Debatepedia data set (Section 3.1). The goal of such annotation is to individually consider each pair of support and attack among arguments, and to additionally tag them as entailment, contradiction or null. The null judgment can be assigned in case an argument is supporting another argument without inferring it, or the argument is attacking another argument without contradicting it. As exemplified above, a correct entailment pair is (b) entails (a), while a contradiction is (d) contradicts (a). A null judgment is assigned to (d) -(c), since the former argument supports the latter without inferring it. Our data set is an extended version of (Cabrio and Villata, 2012) 's one allowing for a deeper investigation.
To assess the validity of the annotation task, we calculated the inter-annotator agreement. Another annotator with skills in linguistics has therefore independently annotated a sample of 100 pairs of the data set. To calculate the inter-rater agreement we used Cohen's kappa coefficient (Carletta, 1996) . For NLP tasks, the agreement is considered as significant when κ >0.6. We calculated the interannotator agreement on the argument pairs tagged as support and attacks by both annotators. For supports, we calculated the agreement between the pairs tagged as entailment and as null (i.e. no entailment); for the contradictions, the agreement between the pairs tagged as contradiction and as null (i.e. no contradiction). Applying κ to our data, the agreement for our task is κ = 0.74, that is a satisfactory agreement. Table 2 reports the results of the annotation on our Debatepedia data set, as resulting after a reconciliation phase carried out by the annotators. On the 320 pairs of the data set, 180 represent a support relation, while 140 are attacks. Considering only the supports, we can see that 111 argument pairs (i.e., 61.6%) are an actual entailment, while in 38.4% of the cases the first argument of the pair supports the second one without inferring it (as for example (d) -(c)). With respect to the attacks, we can notice that 100 argument pairs (i.e., 71.4%) are both attack and contradiction, while only the 28.6% of the argument pairs does not contradict the arguments they are attacking, as in the following example: Differently from the relationship between support-entailment, the difference between attack and contradiction is more subtle, and it is not always straightforward to say when an argument attacks another argument without contradicting it. In the example, we consider that (e) does not explicitly contradict (f) even if it attacks (f), since chewing coca can offer an energy boost, and still be bad for human health. As we can notice from the results in Table 2 , this kind of attacks is less frequent than the attacks-contradictions.
Considering the TE three way scenario (entailment, contradiction, unknown) to map TE relation with bipolar argumentation, argument pairs connected by a relation of support (but where the first argument does not entail the second one), and argument pairs connected by a relation of attack (but where the first argument does not contradict the second one) have to be mapped as unknown pairs in the TE framework. The unknown relation in TE refers to the T-H pairs where the entailment cannot be determined because the truth of H cannot be verified on the basis of the content of T. This is a broad definition, that can apply also to pairs of non related sentences (that are considered as unrelated arguments in bipolar argumentation).
From an application viewpoint, as highlighted in (Reed and Grasso, 2007; Heras et al., 2010) , argumentation theory should be used as a tool in online discussions applications to identify the relations among the statements, and to provide a structure to the dialogue to easily evaluate the user's opinions. Starting from the methodology proposed by (Cabrio and Villata, 2012) for passing from NL arguments to a Dung's system towards a fully automated system to identify the accepted arguments, our study demonstrates that applying the TE approach would be productive in the 66% of the Debatepedia data set. Other techniques should be investigated to cover the other cases, for instance measuring the semantic relatedness of the two propositions, e.g., Latent Semantics Analysis techniques (Landauer et al., 1997) .
Second study: complex attacks
As a second step of our survey, we carry out a comparative evaluation of the four proposals of attacks suggested in the literature, and we investigate their distribution and meaning on the sample of NL arguments.
Analysis on the Debatepedia data set
Relying on the additional attacks (Section 2), and the original AF of each topic in our data set (Table 1), the following procedure is applied: the supported (secondary, mediated, and extended, re-spectively) attacks are added, and the argument pairs resulting from coupling the arguments linked by this relation are collected in the data set "supported (secondary, mediated, and extended, respectively) attack".
Collecting the arguments pairs generated from the different types of complex attacks in separate data sets allows us to independently analyze each type, and to perform a more accurate evaluation. 3 Figures 2a-d show the four AFs resulting from the addition of the complex attacks in the example Can coca be classified as a narcotic?. The reader may observe that the AF in Figure 2a , where the supported attack is introduced, is the same of Figure 2b where the mediated attack is introduced. Notice that, even if the attack which is introduced is the same, i.e., d attacks b, this is due to different interactions among supports and attacks (as highlighted in the figure), i.e., in the case of supported attacks this is due to the support from d to c and the attack from c to b, while in the case of mediated attacks this is due to the support from b to a and the attack from d to a. A second annotation phase is then carried out on the data set, to verify if the generated arguments pairs of the four data sets are actually attacks (i.e., if the models of complex attacks proposed in the literature are represented in real data). More specifically, an arguments pair resulting from the application of a complex attack can be annotated as: attack (if it is a correct attack) or as unrelated (in case the meanings of the two arguments are not in conflict). For instance, the pair (g)-(h) resulting from the insertion of a supported attack, cannot be considered as an attack since the arguments are considering two different aspects of the issue. In the annotation, attacks are then annotated also as contradiction (if the first argument contradicts the other) or null (in case the first argument does not contradict the argument it is attacking, as in the example (e)-(f) showed in Section 3.2.2). Due to the complexity of the annotation, the same annotation task has been independently carried out also by a second annotator, so as 3 Freely available at http://bit.ly/VZIs6M to compute inter-annotator agreement. It has been calculated on a sample of 80 argument pairs (20 pairs randomly extracted from each of the "complex attacks" data set), and it has the goal to assess the validity of the annotation task (counting when the judges agree on the same annotation). We calculated the inter-annotator agreement for our annotation task in two steps. We (i) verify the agreement of the two judges on the argument pairs classification attacks/unrelated, and (ii) consider only the argument pairs tagged as attacks by both annotators, and we verify the agreement between the pairs tagged as contradiction and as null (i.e. non contradiction). Applying κ to our data, the agreement for the first step is κ = 0.77, while for the second step κ = 0.71. Both agreements are satisfactory, although they reflect the higher complexity of the second annotation task (contradiction/null), as pointed out in Section 3.2.2.
The distribution of complex attacks in the Debatepedia data set, as resulting after a reconciliation phase carried out by the annotators, is shown in Table 3 . As can be noticed, the mediated attack is the most frequent type of attack, generating 335 new arguments pairs in the NL sample we considered (i.e., the conditions that allow the application of this kind of complex attacks appear more frequently in real debates). Together with the secondary attacks, they appear in the AFs of all the debated topics. On the contrary, extended attacks are added in 11 out of 19 topics, and supported attacks in 17 out of 19 topics. Considering all the topics, on average only 6 pairs generated from the additional attacks were already present in the original data set, meaning that considering also these attacks is a way to hugely enrich our data set. fact that the conditions for the application of the mediated attacks are verified more often in the data, it has the drawback of generating more unrelated pairs. Still, the number of successful cases is high enough to consider this kind of attack as representative of human interactions. Considering the second step of the annotation (i.e., attacks as contradiction or null), we can see that results are in line with those reported in our first study (Table 2), meaning that also among complex attacks the same distribution is maintained. 
Concluding remarks
In this paper, we provide a further step towards a better comprehension of the support and attack notions in bipolar argumentation (invoked by the community, e.g. (Cayrol and Lagasquie-Schiex, 2011) ) by evaluating them against naturally occurring data extracted from NL online debates. The results show that the support relation includes the TE relation, i.e. it is more general (in about 60% of the argument pairs in relation of support, also TE holds). Similarly, the study on the attackcontradiction relations shows that the attack relation is more general than the contradiction (as underlined by (de Marneffe et al., 2008) ): in about 70% of the attacks also contradiction holds.
The proposed study shows that the research carried out on semantic inferences in NLP, and argumentation theory in knowledge representation could fruitfully influence each other, raising new open challenges with a significant potential impact on the future interactions among humans and machines. On the one side, NLP provides to the argumentation theory community i) textual inference paradigms like TE that make inference algorithms and tools available to automatically process NL arguments, and to detect the semantic relations linking them, and ii) annotated natural language corpora that can be investigated in depth to prove the proposed formal models on naturally occurring data. On the other side, argumentation theory can provide to TE, and in general to NLP approaches to semantic inference, a new framework where the semantic relations are not only identified between pairs of textual fragments, but such pairs are also part of an argumentation graph that provides an overall view of the arguments' interactions such that the influences of the arguments on the others emerge, even if they are not direct (see the additional attacks in Section 3.3, and (Berant et al., 2012) 's work on the structural constraints of TE in the context of entailment graphs). Formal models of argumentation are also proposed to check the consistency of a set of information items represented as the nodes of an argumentation graph, allowing for the detection of the precise portions of the graph where the inconsistency arises (e.g., argument a supports and attacks the same argument). This would open new challenges for TE, that in the original definition considers the T-H pairs as "self-contained" (i.e., the meaning of H has to be derived from the meaning of T). On the contrary, in arguments extracted from human linguistic interactions a lot is left implicit (following Grice's conversational Maxim of Quantity), and anaphoric expressions should be solved to correctly assign semantic relations among arguments.
