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E-mail address: aseitz@ucr.edu (A.R. Seitz).Task-irrelevant perceptual learning (TIPL) has captured a growing interest in the ﬁeld of perceptual learn-
ing. The basic phenomenon is that stimulus features that are irrelevant to a subject’s task (i.e. convey no
useful information to that task) can be learned due to their consistent presentation during task-perfor-
mance. Here we review recent research on TIPL and focus on two key aspects of TIPL; (1) the mechanisms
gating learning in TIPL, and (2) what is learned through TIPL. We show that TIPL is gated by learning sig-
nals that are triggered from task processing or by rewards. These learning signals operate to enhance pro-
cessing of individual stimulus features and appear to result in plasticity in early stages of visual
processing. Furthermore, we discuss recent research that demonstrates that TIPL is not in opposition
to theories of attention but instead that TIPL operates in concert with attention. Where attentional learn-
ing is best to enhance (or suppress) processing of stimuli of known task relevance, TIPL serves to enhance
perception of stimuli that are originally inadequately processed by the brain.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
How do we select what to learn? For example, for one to hit or
catch a baseball, two things must be learned. (1) How to perceive
the trajectory of the baseball as precisely as possible, and (2) how
to properly place the bat or glove in the ball’s trajectory. Percep-
tual learning focuses on the former. There are a number of lead-
ing theories regarding mechanisms by which this learning occurs.
One possibility is that the visual system itself undergoes no plas-
ticity, however, one can learn by better reading out the signals
from the sensory processing stages (Dosher & Lu, 1998; Law &
Gold, 2008). Other theories suggest that the sensory systems
are plastic and can adapt to better represent the ball’s trajectory
(Fahle, 2004; Gilbert, Sigman, & Crist, 2001). However, there is
debate regarding how this may take place (Seitz & Watanabe,
2005). For example, if one casually observes many games of base-
ball will their brain adapt to better estimate the ball’s trajectory?
Alternatively, perhaps just watching the game isn’t enough but
there is a need to attend very closely to the ball’s trajectory to en-
able learning to occur? Then again, maybe something more is re-
quired to learn? For example, perhaps one needs to actually play
the game and actually practice hitting and catching the ball. It
may be that the engagement in these tasks and reinforcement
from successful hits and catches is important for learning. How-
ever, one may still ask, does that observer need to be consciously
aware of the details of the trajectory of the ball to learn them, orll rights reserved.can the observer learn implicitly due to contingent stimulation
and reinforcement? Perhaps without being consciously aware of
the ball’s detailed trajectory the observer can learn to represent
pitches just through feedback given by the announcer of whether
the ball was in the strike box and of what type of pitch was
given?
These questions regarding the mechanisms that guide the pro-
cess of perceptual learning are central to understanding learning
and have been the focus of signiﬁcant controversy. Theories of
the learning process are far ranging. At one extreme is the view
that sensory systems are ﬁxed after developmental critical periods
and that after this point only changes in readout from these struc-
tures can account for perceptual changes (Hubel & Wiesel, 1964).
At the other extreme are those who argue that the perceptual sys-
tem is constantly, and passively, updating its apparatus to meet the
constraints of the currents sensory environment (Dinse, Ragert,
Pleger, Schwenkreis, & Tegenthoff, 2003; Fiser & Aslin, 2001; Seitz
& Dinse, 2007; Seitz, Kim, van Wassenhove, & Shams, 2007). In-be-
tween theories suggest that such passive learning does not allow
for complete restructuring of sensory areas but that attentional
and/or reinforcement gating systems can serve to allow or to re-
strict the learning process (Ahissar & Hochstein, 1993, 2004; Seitz
& Dinse, 2007; Seitz &Watanabe, 2003, 2005). While these theories
differ in their view of the gating process, there is an evolving con-
sensus that some degree of plasticity does occur in the adult per-
ceptual systems and that these changes are adaptive not to the
statistics of the overall environment but more speciﬁcally to
the behavioral environment. Thus stimuli that are important to
the organism will produce more learning than those that are not.
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gating processes. For example, some theories argue that learning
is restricted to those stimuli to which the system ‘‘chooses” to pro-
cess (i.e. attentional selection of learning), whereas others have ar-
gued for a weaker form of restriction where learning occurs for
stimuli that are correlated with important events whether or not
these stimuli have been deemed ‘‘relevant” to the behavior. There
is good evidence for both viewpoints. Thus we suggest that these
are complementary mechanisms that can operate in parallel rather
than arguing that only one of these viewpoints is correct.
Here we review the recent literature on task-irrelevant percep-
tual learning (TIPL), which has lately shown how learning can oc-
cur for visual stimuli that are subliminal to the learner. Research
on TIPL has given an important insight both into when learning oc-
curs (mechanisms gating learning) and also regarding the stages of
visual processing that are changed through the course of learning
(what is learned).2. Task-irrelevant perceptual learning (TIPL)
In the last few years the phrase task-irrelevant perceptual
learning (TIPL) has been coined to refer to a learning paradigm in
which subjects learn to better discriminate stimuli to which they
are exposed but upon which they perform no task (Gutnisky, Han-
sen, Iliescu, & Dragoi, 2009; Ludwig & Skrandies, 2002; Nishina,
Seitz, Kawato, & Watanabe, 2007; Paffen, Verstraten, & Vid-
nyanszky, 2008; Seitz, Nanez, Holloway, Koyama, & Watanabe,
2005a; Seitz, Nanez, Holloway, & Watanabe, 2006; Seitz & Watan-
abe, 2003, 2005, Tsushima, Seitz &Watanabe, 2008;Watanabe, Na-
nez, & Sasaki, 2001; Watanabe et al., 2002). This phenomenon was
ﬁrst observed by Watanabe et al. (2001), when they exposed sub-
jects to a motion direction stimulus while the subjects performed a
rapid serial visual presentation task (RSVP). It was found that after
many days of exposure to this procedure the subjects became bet-
ter at discriminating and detecting the exposed motion direction.
This result was particularly intriguing given that the motion stim-
ulus was presented at a subliminal signal level. Despite being be-
low the threshold of visibility and being irrelevant to the
subjects’ central task, the repetitive exposure improved perfor-
mance speciﬁcally for the direction of the exposed motion when
tested in a subsequent supra-threshold test. This ﬁnding has pro-
vided a signiﬁcant level of controversy and posed a challenge for
attentional accounts of perceptual learning and raises the question,
how can a subject learn to better discriminate a stimulus without
attention to, or even notice of, that stimulus?3. Does TIPL occur simply as a result of passive exposure to a
stimulus?
Recently, Seitz and Watanabe (2003) found that TIPL occurred
as the result of temporal-pairing between the presentation of a
subliminal, task-irrelevant, motion stimulus and a task-target. In
this experiment, four different directions of motion were presented
an equal number of times during the exposure stage, but a single
direction of interest was consistently paired (temporally preceded
and then overlapped) with the task-targets. Learning was found
only for the motion-direction that was paired with the task-tar-
gets, not for the other motion-directions. Similar results were ob-
tained when the luminance contrast of the dots (100% coherence)
was made so low that the subjects did not notice the presentation
of the motion stimuli (Seitz, Nanez, Holloway, &Watanabe, 2005b).
These results suggest that TIPL does not occur as a result of purely
passive exposure, but that learning for the irrelevant feature was
related to task performance. This led to a model based on the idea
that plasticity is gated by conﬂuence between a spatially diffusivetask-related signal and a task-irrelevant feature (Seitz & Watanabe,
2005).
A key aspect of the model of Seitz and Watanabe (2005) was
that processing of the targets of the letter task is sufﬁcient to trig-
ger the learning signals that gates PL. To clarify the level of process-
ing in the RSVP task that is required to release of learning signals,
Seitz et al. (Seitz, Lefebvre, Watanabe, & Jolicoeur, 2005) adapted
the procedure of the attentional blink (AB) (Weichselgartner &
Sperling, 1987) to TIPL. The AB refers to the observation of a ‘‘blink”
in attentional processing that occurs when subjects must concur-
rently process two task-targets and results in a deﬁcit of processing
for the second target. This ‘‘blink” is thought to result from a bot-
tleneck in high-level processing (such as decision making and
memory encoding) (Duncan, Ward, & Shapiro, 1994; Jolicoeur,
1999; Joseph, Chun, & Nakayama, 1997; Vogel, Luck, & Shapiro,
1998; Weichselgartner & Sperling, 1987). Thus, using the AB, Seitz
et al. (2005a) addressed whether TIPL is gated by a learning signal
that is released from a relatively low-level target-processing or
whether TIPL is gated by a later stage reinforcement system (note
that even if the learning signal is released from a high-level, the
stage at which neural plasticity takes place can be low-level). They
found that while subjects obtained performance improvements for
subthreshold motion stimuli presented outside of the time-win-
dow of the attentional blink, no learning occured for stimuli pre-
sented during the AB. A control study showed that this lack of
TIPL during the AB was not due to a deﬁcit of sensory processing
during the AB.
Together these results imply that the learning signal involved in
TIPL results from relatively high-level processing of the RSVP task
targets and against the notion that TIPL results from passive pro-
cessing of the learned motion stimuli. While these ﬁndings were
novel to the area of perceptual learning they share common ele-
ments to theories of reinforcement learning and in this regard have
a high degree of ecological validity. Namely, that learning is gated
by behaviorally relevant events (rewards, punishment, novelty,
etc.). At these times reinforcement signals are released to better
learn aspects of the environment (even those for which the organ-
ism is not consciously aware) that are predictive or co-vary with
the event (Dalley et al., 2001; Dayan & Balleine, 2002; Dayan &
Yu, 2003; Doya, Samejima, Katagiri, & Kawato, 2002; Schultz,
2000). For example, in a natural environment a target (e.g., a pred-
ator) to which one needs to direct attention is usually presented in
the same or similar context. Thus, the need to gain higher sensitiv-
ity to features in such a context may lead one to better perceive the
environment in which a target tends to appear. This learning of the
sensory features of the context can proceed without the subject’s
awareness (e.g. Chun, 2000).4. Is Reward Sufﬁcient to cause TIPL?
While studies discussed thus far suggest that TIPL may be due
to a reinforcement process, evidence for this conclusion was rather
indirect. More recently, Seitz, Kim, and Watanabe (2009) examined
whether TIPL actually requires engagement in a task or whether a
simple reinforcement paradigm, like classical conditioning, could
result in learning. For example, going back to our example of base-
ball, does the observer actually need to be playing the game or
would just the visual stimulation of a series of throws and pitches
associated with an appropriate reinforcement schedule be sufﬁ-
cient to produce learning?
To address this question, they examined whether pairing visual
stimuli with a liquid reward (in humans) would result in a perfor-
mance improvement in discriminating that stimulus (Seitz et al.,
2009). Using a classical conditioning paradigm, they presented
every 500-ms a different sinusoidal noise background that ﬁlled
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was superimposed on the noise background. For each subject,
one of two oriented gratings was paired with liquid-delivery (C+)
and the other orientation was presented without reward (C). Sub-
jects were asked to refrain from eating or drinking for ﬁve hours
prior to each experimental session. Furthermore, continuous ﬂash
suppression (Tsuchiya & Koch, 2005) was used to render the C+
and C orientations imperceptible throughout the 20-days of
conditioning.
Results of this experiment show learning for the C+ orientation
and that this improvement of performance did not transfer to the
untrained eye. No learning was observed for the C orientation
in either eye. Furthermore, this learning only occurred when sub-
jects were deprived of food and water prior to the conditioning ses-
sions (and in consequence rated the liquid delivery to be pleasant).
Without deprivation, liquid delivery was not pleasant and no
learning occurred for the orientation paired with that liquid. Thus
the conjunction of a stimulus with a reward is sufﬁcient to cause
TIPL, even when there is no awareness of the learned stimulus or
the stimulus-reward contingencies.
While the results presented above suggest that TIPL is not
purely a passive process, we cannot deny the possibility that pas-
sive learning occurs. Behaviorally, there is a growing literature of
statistical learning that suggests that statistical regularities in the
sensory environment can be passively picked up and learned by
the sensory systems (Fiser & Aslin, 2001; Kim, Seitz, Feenstra, &
Shams, 2009; Saffran, Johnson, Aslin, & Newport, 1999). Haptic
coactivation studies demonstrate that perceptual learning leading
to greater sensitivity in subjects’ digits can arise from passive stim-
ulation (Dinse et al., 2006; Godde, Stauffenberg, Spengler, & Dinse,
2000). Complementing these behavioral ﬁndings, there are numer-
ous neuroscientiﬁc studies that show that sensory plasticity can be
driven by passive stimulation (for review see Seitz & Dinse, 2007).
Given these results, Seitz and Dinse (2007) suggested that while
typical sensory inputs are insufﬁcient to cause learning in adults,
that reinforcement, attention, coactivation, among others, are pro-
cesses by which sensory activation can be boosted over a learning
threshold and result in perceptual learning. We suggest that the vi-
sual system does not at ﬁrst know which sensory features are and
are not relevant to ones goals and that thus until unambiguous evi-
dence of goal relevance is achieved the visual system must reply
upon a variety of heuristics (such as attention, reinforcement, coac-
tivation, etc.; see Seitz & Dinse, 2007 for a review) to determine
what should be learned. Achieving a better understanding of these
learning heuristics is key to understanding perceptual learning.5. Attentional selection can modulate TIPL
Numerous studies have reported that learning does not occur
on stimulus features that are irrelevant to a subject’s task (Ahissar
& Hochstein, 1993; Shiu & Pashler, 1992). An important question is,
why is TIPL found in some studies and not in others? A study by
Tsushima et al. (Tsushima, Seitz, &Watanabe, 2008) helped answer
this question by systematically exploring the relation between sig-
nal strength of the motion stimuli used during training and the
resultant magnitude of TIPL. The results showed that performance
improvements only occurred for the motion-stimuli trained at low,
perithreshold, coherence levels. These results provide a parsimoni-
ous explanation of why TIPL is found in some studies, but not in
other studies. Namely that weak task-irrelevant signals fail to be
‘‘noticed”, and to be suppressed, by the attention system and thus
are learned while stronger stimulus signals are detected, and sup-
pressed (Tsushima, Sasaki, & Watanabe, 2006), and are not learned.
Further evidence for how attention can suppress TIPL is shown
in a paper contained in this issue (Choi, Seitz, & Watanabe, 2009).In this work, an exogenous attention paradigm was employed in
concert with TIPL. Subjects performed a task reporting the direc-
tion of arrows, which were presented above the ﬁxation point.
These arrows served as exogenous attentional cues directing sub-
jects’ attention towards the location to which the arrows pointed.
Task-irrelevant dynamic random dot (DRD) motion stimuli where
displayed at the left and right of ﬁxation at subthreshold levels
of motion coherence. One direction of motion was always pre-
sented at the location to which the arrows pointed (attended
DRD) and another direction of motion was presented at the loca-
tion away from which the arrows pointed (unattended DRD). TIPL
was found for the unattended DRD, but not for the attended DRD.
These results suggest that while both DRDs were present at the
time that the arrow targets were processed, and thus were tempo-
rally proximal with the learning signals, attention suppressed
learning of the attended DRD.
A recent study by Gutnisky et al. (2009) provides additional evi-
dence of how attention can restrict what is learned. While this
study uses very different methods as compared to the standard
TIPL procedure, they do ﬁnd learning that is task-irrelevant. In this
study subjects performed a contrast detection task at one point in
the visual ﬁeld, while similar stimuli were exposed at another loca-
tion. While more learning was found for stimuli that were pre-
sented at the attended location, signiﬁcant learning was also
observed at the unattended location. Notably, the extent of transfer
to other orientations (and to more complex stimuli such as natural
scenes) was greater for stimuli presented at the unattended loca-
tion than for those at the attended location. The authors suggested
that the more restricted learning at the attended location may be
due to feature-based attention inhibiting cells tuned to angles
nearby the trained orientation. While the task-irrelevant learning
found by Gutnisky et al. (2009) generalizes across features, the
learning found in standard TIPL procedures has been largely stim-
ulus speciﬁc. Further research needs to be conducted to better
understand the relationship between standard studies of TIPL,
which are reinforcement based, and the learning found by Gutni-
sky et al. (2009), in which the mechanisms leading to learning
are less clear.
Nishina et al. (2007) investigated the spatial proﬁle of TIPL. Dur-
ing the training period, participants performed an attentionally
demanding RSVP task at one location while subthreshold, static,
Gabor patches, which were masked in noise, were presented at dif-
ferent locations in the visual ﬁeld. The largest improvement was
found for the Gabors presented in closest spatial proximity to the
task. These data indicate that the learning of the task-irrelevant vi-
sual feature depends signiﬁcantly on the task location, with a grad-
ual attenuation according to the spatial distance between them.
These results, combined with the previous ﬁndings, indicate that
TIPL is spatiotemporally regulated by brain activity related to suc-
cessful detection of task targets. However, it is not clear what brain
mechanisms underlie this spatial relationship between the task lo-
cus and the task-irrelevant perceptual learning. While the results
showed that there is a clear spatial gradient of the learning, a more
extensive investigation is necessary to clarify the overall shape of
this learning function and whether it is due to a single mechanism
with a narrow spatial proﬁle or an interaction between a broad
learning signal and a spatially narrow attentional mechanism. This
latter possibility would be in agreement with the results of Tsushi-
ma et al. (2008) and Choi et al. (2009), which found that attentional
suppression can restrict TIPL.6. The possible role of neuromodulatory signals in TIPL
The above results suggest that TIPL involves interactions be-
tween learning and selective attentional signals in the brain. We
Fig. 1. Schematic of mechanisms found to be involved in TIPL. TIPL consists of
mechanisms gating learning (top), which are thought to be high-level stages of
processing, and, changes in the sensory processing (bottom), which are thought to
be low-level stages of processing. A task-relevant stimulus can trigger the release of
learning signals that promote learning of both task-relevant and task-irrelevant
stimuli (c.f. Seitz and Watanabe, 2003). Task-relevant stimulus processing can also
trigger attentional selection that inhibits learning of task-irrelevant stimuli and
promotes learning for task-relevant stimuli (c.f. Tsushima et al., 2008; Chou et al.,
2009). Learning signals can also be released through other processes such as
delivery of rewards (c.f. Seitz et al., 2009).
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signals in the brain (Seitz & Watanabe, 2003, 2005) and that some
of the same neuromodulatory signals that have been implicated in
aspects of reinforcement learning (Dayan & Balleine, 2002; Dayan
& Yu, 2003; Doya et al., 2002) have also been implicated in differ-
ent aspects of attention (Fan, Fossella, Sommer, Wu, & Posner,
2003; Fossella et al., 2002). Accordingly, we suggested that poten-
tially disparate accounts of TIPL via attentional or reinforcement-
learning signals may be reconciled by the observation that
attention is not a singular process, but instead consists of multiple
systems that have different spatial and temporal proﬁles (Seitz &
Watanabe, 2005).
This suggestion is in accord with research of Posner and col-
leagues who have suggested that alerting, orienting and executive
function are triply dissociable attentional subsystems (Fan,
McCandliss, Sommer, Raz, & Posner, 2002; Posner & Petersen,
1990). The alerting system controls a nonspeciﬁc arousal state,
the orienting system directs resources to a speciﬁc spatial cue or
feature, and the executive system is involved in solving tasks
involving conﬂict. The orienting and executive systems are thought
to be selective to regions of space (spatial attention), individual
features (feature-based attention) or objects (object-based atten-
tion) regarded to be task-relevant items. Notably, task-irrelevant
features can also cause orienting, even without awareness (Zhaop-
ing, 2008), however how this plays a role in TIPL is unclear.
Whereas alerting is a temporally phasic but featurally nonspeciﬁc
signal that increases general processing at times important stimuli
are thought to be present (temporal attention). Each of these atten-
tion subsystems has been linked with different neuromodulatory
signals (Fan et al., 2002); orienting with the acetylcholine system
(Davidson & Marrocco, 2000), alerting with the norepinephrine
system (Coull, Frith, Frackowiak, & Grasby, 1996; Marrocco, Witte,
& Davidson, 1994; Witte & Marrocco, 1997) and executive with
dopamine (Fossella et al., 2002). Notably, acetylcholine, norepi-
nephrine, and dopamine are known to be involved in learning (Dal-
ley et al., 2001; Schultz, 2000) and have been proposed to have
distinct roles in reinforcement learning (Dayan & Balleine, 2002;
Dayan & Yu, 2003; Doya et al., 2002).
These ﬁndings suggest that some attentional and learning sig-
nals may be subserved by the same substrate. If this is indeed
the case, then the important question in evaluating the ﬁndings
of TIPL is not whether attention or reinforcement-learning signals
are responsible for the restricted spatial–temporal proﬁle of learn-
ing, but rather what types of attentional/reinforcement signals are
responsible and how they may interact in shaping TIPL? Given that
there are many different types of attentional and learning signals it
is worth understanding how each of them contribute to the process
of perceptual learning. The results discussed thus far give a partial
answer to this question. TIPL occurs for stimuli temporally paired
with rewards or task-targets and accordingly, we have hypothe-
sized that alerting (and norepinephrine) may be the learning signal
involved in TIPL (Seitz & Watanabe, 2005). More recent results
showing that TIPL is disrupted by exogenous spatial attention
(Choi et al., 2009) and task-directed attention (Tsushima et al.,
2006, 2008) leads us to hypothesize that orienting and executive
signals may serve to suppress TIPL. A schematic indicating the
mechanisms that gate learning is shown in Fig. 1. Future research
will be required to further test these hypotheses.7. What is learned in TIPL?
So far in this article we have focused on the mechanisms gating
learning, a complementary question regarding TIPL is, what is
learned? An important characteristic of TIPL is that the learning
takes place for stimuli to which the subject is not attending (andis typically unaware of) and that the learning is difﬁcult to explain
as an effect of subjects discovering the distinguishing features by
which to perform the testing tasks. Furthermore TIPL transfers to
a variety of testing tasks including direction detection, discrimina-
tion and identiﬁcation tasks (Watanabe et al., 2001) and even
transfers to aspects of perception that relate to motion processing
such as critical ﬂicker fusion thresholds (Seitz et al., 2005b, 2006).
TIPL has also been shown for orientation discrimination (Nishina
et al., 2007) and for auditory stimuli (Vlahou, Seitz, & Protopapas,
2009). Furthermore, performance beneﬁts resulting from TIPL have
been shown to last months to years (Seitz et al., 2006; Watanabe
et al., 2002).
A study byWatanabe et al. (2002) sought to determine the stage
of motion processing at which TIPL occurs. To do this they exposed
subjects to dynamic random dot (DRD) motion stimuli in which the
local dot motion was varied while the direction of global motion
was kept constant. In one of the displays (i.e. ‘‘center missing”)
individual dot motion angles between 5 and 30 and between
5 and 30 were employed to produce the perception of global
motion direction of 0. Thus, the global motion direction was not
represented in the distribution of local motion directions. Sensitiv-
ity tests that were conducted before and after this TIPL training
found that learning occurred only for the local motion direction
to which the subject was exposed and that no learning occurred
in the direction of the global motion percept (i.e. 0). A related re-
cent study by Pilly, Seitz, and Grossberg (2009) used polarity-spe-
ciﬁc DRDs based upon a technique by Wehrhahn and Rapf (2001)
that was devised to selectively activate ON or OFF cells by ensuring
that the two spatially offset ﬂashes that constitute an apparent
motion stimulus have different onset but simultaneous offset
times. The result of this study indicated that TIPL is speciﬁc to
the contrast polarity of the trained DRD. The results of these stud-
ies demonstrated that the learning resulting from TIPL can take
place at an early motion processing stage at which local, but not
global, motion directions are processed and that is contrast polar-
ity speciﬁc.
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how other aspects of perception that related to motion processing
might be affected by TIPL. To do this they measured critical ﬂicker
fusion thresholds (CFFTs) of subjects during the course of TIPL. The
idea behind these studies was that cells in magnocellular brain
areas, which are specialized for processing speciﬁc motion-direc-
tions, respond well to stimuli of high temporal frequencies (Colby,
Duhamel, & Goldberg, 1993; Lisberger & Movshon, 1999). In addi-
tion, lesion studies in non-human primates indicate that the mag-
nocellular visual pathway (Merigan, Byrne, & Maunsell, 1991;
Schiller, Logothetis, & Charles, 1991) and occipital lobe processing
(Halstead, 1947; Mishkin & Weiskrantz, 1959) are required to de-
tect relatively high-frequency ﬂickering stimuli. Given this, it
seemed likely that if the sensitivity of these cells were increased
through TIPL on motion then this learning may also transfer to
other read-outs from these cells, such as CFFT. The result of these
studies conﬁrmed this hypothesis. Subjects who showed process-
ing beneﬁts for motion-direction discrimination also showed dra-
matic changes in their CFFTs (on average 30% change), in that
ﬂickering lights were now fused at a greater frequency. Control
tasks demonstrate that CFFT changes were tightly coupled with
improvements in discriminating the direction of motion stimuli
and that this plasticity is long-lasting and is retained for at least
1 year after training.
Ocular speciﬁc learning has been argued to be evidence of plas-
ticity of early, monocular, stages of visual processing (Fahle, Edel-
man, & Poggio, 1995; Karni & Sagi, 1991; Lu, Chu, Dosher, & Lee,
2005; Schoups, Vogels, & Orban, 1995). Seitz et al. (2009) found
TIPL to be largely speciﬁc to both the stimulus orientation and to
the eye of training. While it is intriguing to conclude that the learn-
ing effect is indicative of plasticity in an early, monocular, stage of
visual processing (Nishida, Ashida, & Sato, 1994; Paradiso, Shimojo,
& Nakayama, 1989; von der Heydt, Peterhans, & Baumgartner,
1984), such as in V1, some degree of ocular speciﬁcity remains in
higher visual areas (although at lower incidence; Uka, Tanaka,
Yoshiyama, Kato, & Fujita, 2000) and thus some learning may be
occurring at later processing stages as well (Ahissar & Hochstein,
2004). Also, previous results regarding monocularity of learning
have been inconsistent (for example Karni & Sagi, 1991 found
monocular learning while Schoups et al., 1995 found transfer of
learning between eyes with a very similar task) and there is still
a degree of controversy regarding ﬁndings of monocular learning.
However, physiological studies conducted with a similar procedure
in awake behaving macaques indicates that the learning effect is
taking place at V4 or earlier (Franko, Seitz, & Vogels, in press)
and provides further evidence that TIPL involves plasticity in early
stages of visual processing.
How does the magnitude of TIPL compare to other type of per-
ceptual learning? We made an attempt to address this question by
compared learning slopes (SlopeL) from TIPL to results of task-rele-
vant perceptual learning (TRPL) of basic features as reported by
Fine and Jacobs (2002). We examined studies of TIPL for which
an initial data point had d0 between .5 and 1 and for which training
lasted for at most 20 days (e.g. Nishina et al., 2007; Seitz & Watan-
abe, 2003; Seitz et al., 2005a, 2005b, 2009; Tsushima et al., 2008;
Watanabe et al., 2001). In these studies the mean value of SlopeL
was 0.179 (range 0.085–0.32), which is highly comparable to SlopeL
for TRPL on basic features (studies 1–11 as reported by Fine and Ja-
cobs, 2002), which had a mean of 0.173 (range 0.001–0.381). While
this analysis shows that learning for task-relevant and task-irrele-
vant perceptual learning is comparable, it is important to realize
that we are comparing TIPL to a select group of TRPL studies and
that our analysis mostly shows that TIPL falls within the distribu-
tion of learning produced by TRPL, not that TIPL is equivalent to
TRPL. Future research needs to make more direct comparisons be-
tween these two types of learning using identical stimuli and tests,and similar training regimes to better understand how TIPL and
TRPL compare in the magnitude and the quality of what is learned.
As a whole, these studies are consistent with the suggestion
that TIPL involves plasticity in the earliest stages of sensory pro-
cessing. We suggest that TIPL is a particularly good paradigm by
which to identify low-level effects of perceptual learning. Recent
research has suggested that many results of perceptual learning
may take place at late stages of sensory processing or at decision
stages (Dosher & Lu, 1998; Law & Gold, 2008; Xiao et al., 2008).
However, a key advantage of TIPL over other perceptual learning
paradigms is that TIPL dissociates what is being learned (i.e., the
task-irrelevant stimulus) from the decision processes that corre-
spond to the training task, and thus TIPL cannot easily be explained
by learning in the decision processes. While it is premature (and
likely incorrect) to conclude that TIPL is fundamentally different
from other forms of perceptual learning, TIPL seems to provide bet-
ter evidence for a low-level basis of perceptual learning.8. Is TIPL really task-irrelevant?
A key question is what is TIPL good for? For example, is there a
way in which learning of the task-irrelevant stimuli can actually
beneﬁt performance of the main task? A recent study directly ad-
dressed the question of whether TIPL is truly task-irrelevant (Seitz
& Watanabe, 2008). To test the hypothesis that associations that
are beneﬁcial to task-performance may develop between the
task-relevant and task-irrelevant stimuli, or the task-responses
and the task-irrelevant stimuli, a new procedure was developed
where correlations were introduced between the presentation of
task-irrelevant motion stimuli and the identity of task-targets or
task-responses. The results of this study showed no evidence that
associations develop between the learned (task-irrelevant) motion
stimuli and the task-targets, or responses types, of the letter iden-
tiﬁcation task. Surprisingly, the conditions that had the greatest
correlations between stimulus and response showed the least
amount of TIPL. The greatest learning was found in conditions of
greatest response uncertainty and with the greatest processing
requirements for the task-relevant stimuli. This is in line with
the previously published model that suggests that task-irrelevant
stimuli beneﬁt from the spill-over of learning signals that are re-
leased due to processing of task-relevant stimuli (Seitz & Watana-
be, 2005).
What use is TIPL if it does not provide direct performance ben-
eﬁts to the subjects’ task? We suggest that the brain has evolved
mechanisms of learning and perception that work exceedingly well
in most situations but which are not always beneﬁcial (Chun &
Marois, 2002; Seitz, Nanez, Holloway, & Watanabe, 2005b). TIPL
may be a general mechanism for the enhancement of stimulus pro-
cessing for features that are consistently presented at behaviorally
relevant times. As these stimuli become more salient they can be
brought into the ‘‘awareness” of the individual and become acces-
sible to attentional and decision processes that can more directly
determine the ‘‘task-relevance” of the learned stimuli. The pub-
lished studies of TIPL are conducted in rather artiﬁcial laboratory
scenarios in which the exposed stimulus features provide very lit-
tle information that can beneﬁt subjects’ task performance. How-
ever, in real world settings exposed subthreshold stimuli may be
truly task-relevant and may be enhanced, rather than be sup-
pressed, by attentional processes and this learning may provide
task beneﬁts.9. Conclusion
TIPL has emerged as an important mechanism of perceptual
learning. This learning can occur without awareness of the learned
A.R. Seitz, T. Watanabe / Vision Research 49 (2009) 2604–2610 2609stimuli and even outside of the context of a task. Furthermore, the
learning has been shown to be consistent with plasticity of low-le-
vel visual processes. However, this learning is not purely passive
and requires the release of a learning (reinforcement) signal that
can be triggered by important task events or an external reward.
Furthermore, attentional signals directed towards the task-irrele-
vant stimuli can disrupt TIPL. These ﬁnding suggest that TIPL re-
sults through the interaction of bottom-up stimulus processing
top-down learning and attentional signals (see Fig. 1).
TIPL has been shown to occur most consistently for learning of
things that are below the perceptual threshold. This nature of TIPL
may be important for allowing the system to better respond to
subtle cues whose incidences are implicitly correlated with a given
task and may lead to higher performance on the task. However, at
least in the laboratory, TIPL is also a way to trick the system into
better perceiving stimuli that are irrelevant. We suggest that TIPL
and attentional learning processes operated together. TIPL serves
to enhance processing of unattended or unperceived stimuli and
attention serves to select which stimuli should be processed (and
learned). Presumably, once task-irrelevant stimuli rise above the
perceptual threshold they will become more accessible to atten-
tional processes, which in turn will suppress features deemed to
be irrelevant and to enhance features deemed to be relevant to
the subject. Thus we suggest that TIPL represents an important
process of learning that operates in concert with other forms of
learning.
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