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Introduction
Let r be a positive integer and p be a prime number. For every i ∈ {1, . . . , r}, let F i be a non-archimedean locally compact field of residue characteristic p, D i be a central division algebra of finite dimension over F i whose reduced degree is denoted by d i and m i be a positive integer. We consider the group G = The main purpose of this paper is to describe the (intertwining) Hecke algebra H (G, K 1 ), that is the convolution Z-algebra of functions Φ : G −→ Z such that Φ(kgk ′ ) = Φ(g) for every k, k ′ ∈ K 1 and g ∈ G and whose supports are a finite union of K 1 -double cosets. For r = 1, this result is given by definition 2.21, where we define an algebra abstractly by generators and relations, and by corollary 2.31, where we prove that this algebra is isomorphic to H (G, K 1 ). For r > 1, the result follow by remark 1.5.
We have worked in this generality, considering Z as the base ring, because for every unitary commutative ring R the R-algebra H R (G, K 1 ) of functions Φ : G −→ R satisfying the conditions above, is isomorphic to the algebra H (G, K 1 ) ⊗ Z R. In this way, we obtain a description of H R (G, K 1 ) for every ring and in particular for every field; actually this description is also new for the C-algebra H C (G, K 1 ).
Let now r = 1 and ℓ be a prime number different from p. This paper is a first step in the attempt to describe blocks (indecomposable direct summands) in the Bernstein decomposition of the category R R (G) of smooth ℓ-modular representations of G (see [14] or [16] for the split case), i.e. representations of G over an algebraically closed field R of positive characteristic ℓ. In the case of complex representations, Bernstein [1] found a block decomposition of R C (G) and in [13] (or [4] for the split case) it is proved that each block is Morita equivalent to a tensor product of algebras of type A. These algebras are related with the Iwahori-Hecke algebra H C (G, I) where I is an Iwahori subgroup of G. In the case of ℓ-modular representations, this construction of Morita equivalences does not hold and one of the problems that occurs is that the pro-order of I can be divisible by ℓ. Some partial results on descriptions of these algebras, which are Morita equivalent to blocks of R R (GL n (F )), are given by Dat [7] , Helm [9] and Guiraud [8] .
The idea that justifies this paper is the following (some results which follow are contained in the first chapter of the Phd thesis [5] of the author and they will be part of further papers). We replace I by K 1 , a pro-p-group, which has an invertible pro-order modulo ℓ. After that we consider the level-0 subcategory R 0 R (G) of R R (G) that is the smallest full subcategory which contains all irreducible representations of G that admit non-zero K 1 -invariant vectors. Thus R 0 R (G) results in a direct sum of blocks, called level-0 blocks, and in the last part of this paper (see corollary 3.3) we prove that it is Morita equivalent to H R (G, K 1 ). Hence, in order to describe each level-0 block of R R (G), it is sufficient to find the set E of primitive central idempotents of this algebra (see 2.5 and 2.6 of [5] ) and describe eH R (G, K 1 ) for every e ∈ E .
Furthermore, [5] contains a technique to describe all blocks of R R (G), also those of positive level, using the description of the Hecke algebra that we give in this paper. We know (see [3] ) that in complex case at every block of R C (G) we can associate a pair (J, λ), called a type, where J is a compact open subgroup of G and λ is an irreducible representation of J, such that the block is Morita equivalent to the C-algebra H C (G, λ) of endomorphisms of the compactly induced representation ind G J (λ). As said before, in [13] it is proved that this algebra is isomorphic to a tensor product of certain Iwahori-Hecke algebras. In the case of ℓ-modular representations, this construction of Morita equivalences does not hold and, as in the level-0 case, one of the problems that occurs is that the pro-order of J can be divisible by ℓ. So the idea is the following: using the theory of semisimple supertypes (see [11, 14] ) we can take a pair (J 1 , η) where J 1 is a compact open pro-p-subgroup of G and η is an irreducible representation of J 1 . Thus we can consider the direct sum of blocks of R R (G) associated to this pair and, similarly to the level-0 case, we can easily prove that this direct sum is Morita equivalent to the algebra H R (G, η) = End G (ind G J 1 (η)) (see 4.1 of [5] ). Moreover, we can associate to (J 1 , η) a group G ′ , which is of the same type of G (but in general with r > 1), and the pro-p-radical K ′1 of a maximal compact open subgroup of G ′ . Now, thanks to the explicit presentation by generators and relations of H R (G ′ , K ′1 ) presented in this paper, in order to construct a homomorphism between H R (G ′ , K ′1 ) and H R (G, η) we need only look for elements in H R (G, η) satisfying all relations defining H R (G ′ , K ′1 ) (see 3.4 of [5] ). Finally, using some properties of η, it is easy to prove that this homomorphism must be an isomorphism and so we have an equivalence of categories between any block of R R (G) with a certain level-0 block of R R (G ′ ), obtaining a complete description of R R (G).
We now give a brief summary of the contents of each section of this paper. In section 1 we present general results on the intertwining Hecke algebras for a generic group. In section 2 we introduce the algebra H (G, K 1 ): first we reduce its description to the case when r = 1, then we choose a list of generators (proposition 2.14), we find some relations among these elements (definition 2.21) and finally we prove that they give rise to a presentation of H (G, K 1 ) by generators and relations (corollary 2.31). In section 3 we prove that the level-0 subcategory of R R (G), where R is a unitary commutative ring such that p ∈ R × , is equivalent to the category of right modules over H R (G, K 1 ).
Notations
Throughout this paper we use the following notations: we denote by N the set of natural numbers and by N * the set of (strictly) positive integers. If X is a finite set we denote its cardinality by |X| ∈ N. We write for a disjoint union. If A is a unitary ring and n ∈ N * we denote by I n the identity matrix with coefficients in A and if a 1 , . . . , a m ∈ A we denote by diag(a 1 , . . . , a m ) the diagonal matrix with diagonal entries a 1 , . . . , a m .
Hecke algebras for a generic group
This section is written in much more generality than the remainder of this paper. We present general results on Hecke algebras for a generic multiplicative group. All results are contained in first chapter of [10] .
Let G be a multiplicative group and let H be a subgroup of G such that every H-double coset is a finite union of left H-cosets (or equivalently H ∩ gHg −1 is of finite index in H for every g ∈ G). Such a pair (G, H) is called Hecke pair and we can associate to it the following algebra.
for every h, h ′ ∈ H and g ∈ G and whose supports are a finite union of H-double cosets, endowed with convolution product
where x describes a system of representatives of G/H in G. This algebra is unitary and the identity element is the characteristic function of H.
We remark that the sum in (1.1) is finite since the support of Φ 1 is a finite union of H-double cosets and by hypothesis, every H-double coset is a finite union of left H-cosets. Moreover (1.1) is well defined because for every h ∈ H and x, g ∈ G we have
Remark 1.2. If R is any unitary commutative ring then there are a canonical isomorphism of algebras between H (G, H) ⊗ Z R and the R-algebra H R (G, H) of functions Φ : G −→ R such that Φ(hgh ′ ) = Φ(g) for every h, h ′ ∈ H and g ∈ G and whose support is a finite union of H-double cosets, endowed with convolution product (1.1).
For every x ∈ G we denote by f x : G −→ Z the characteristic function of the double coset HxH and we choose one times for all a set Ξ of representatives of H-double cosets of G. Thus the set {f x | x ∈ Ξ} is a basis of H (G, H) as Z-module and every element of the algebra can be written as x∈Ξ a x f x with a x ∈ Z for every x ∈ Ξ. To simplify notations from now on we denote f x f y = f x * f y for all x, y ∈ G.
Let x, y ∈ G. We have HxHyH = ξ∈Υxy HξH with Υ xy ⊂ Ξ and for every ξ ∈ Υ xy we have HxH ∩ ξHy −1 H = z∈Z ξ zH where Z ξ is a finite subset of G. By (1.1) we obtain that the support of f x f y is contained in HxHyH and
The support of f x f y is HxHyH and if x or y normalizes H then f x f y = f xy .
Proof. Let ξ ∈ Υ xy . In order to prove the first assertion we have to prove that |Z ξ | > 0. We have ξ = h 1 xh 2 yh 3 with h 1 , h 2 , h 3 ∈ H and then h 1 xH ⊂ HxH ∩ ξHy −1 H which implies |Z ξ | > 0. Now, if x or y normalizes H then HxHyH = HxyH, Υ xy = {ξ} with HξH = HxyH and |Zξ| = 1.
Hence we obtain f x f y = fξ = f xy .
Remark 1.4. Let K be any subgroup of G containing H and let g ∈ G such that K g = g −1 Kg = K. Then (K, H) and (K, H g ) are Hecke pairs and applying theorem 6.1 of [10] with ϕ : K → K given by k → g −1 kg for every k ∈ K, we obtain an isomorphism of algebras
Remark 1.5. Let r ∈ N * and let (G i , H i ) be an Hecke pair for every i ∈ {1, . . . , r}. Then
is an Hecke pair and the algebra
2 The algebra H (G, K
1

)
In this section we focus the study of the algebra H (G, H) in the case where G is a direct product of inner forms of general linear groups over non-archimedean locally compact fields.
Let r ∈ N * and p be a prime number. For every i ∈ {1, . . . , r}, let F i be a non-archimedean locally compact field of residue characteristic p and let D i be a central division algebra of finite dimension over F i whose reduced degree is d i ∈ N. Given m i ∈ N * for every i ∈ {1, . . . , r}, we denote
i -cosets and so we can use notations of section 1 with G = G i and H = K 1 i . In this section we want to study the algebra
Thanks to remark 1.5 this algebra is isomorphic to the tensor product
and so we can reduce to study the case when r = 1. So, from now on in this section, we consider r = 1 and we denote 
. This is what we assume from now on.
We recall that the identity element of H (G, K 1 ) is the characteristic function of K 1 . As in section 1 we denote by f x the characteristic function of the double coset K 1 xK 1 for every x ∈ G and we choose a set of representatives Ξ of K 1 -double cosets of G. We recall that for every x, y ∈ G the support of f x * f y = f x f y is K 1 xK 1 yK 1 = ξ∈Υxy K 1 yK 1 with Υ xy ⊂ Ξ. Furthermore, we have
and if x or y normalizes K 1 then f x f y = f xy .
Root system
In this paragraph we introduce the root system of a general linear group. The classical reference for general case is chapter VI of [2] (see also [12] ).
We denote by Φ = {α ij | 1 ≤ i = j ≤ m} the set of roots of GL m relative to torus of diagonal matrices. We consider the set of positive roots Φ + = {α ij | 1 ≤ i < j ≤ m}, the set of negative roots Φ − = −Φ + = {α ij | 1 ≤ j < i ≤ m} and the set of simple roots Σ = {α i,i+1 | 1 ≤ i ≤ m − 1} relative to Borel subgroup of upper triangular matrices.
For every α = α i,i+1 ∈ Σ we write s α = s i for the transposition (i, i + 1). Let W be the group generated by the s i which is the group of permutations of m elements and so the Weyl group of GL m . Let ℓ : W → N be the length function of W relative to s 1 , . . . , s m−1 , defined by ℓ(w) = min n ∈ N | w = s α 1 · · · s αn with α j ∈ Σ for every w ∈ W . Then we have ℓ(ws α ) − ℓ(w) ∈ {1, −1} for every w ∈ W and α ∈ Σ.
The group W acts on Φ by wα ij = α w(i)w(j) . We denote
for every w ∈ W and we remark that N (s α ) = {α} for every α ∈ Σ.
Lemma 2.1. For every w ∈ W and α ∈ Σ we have |N (
Proof. In the case wα ∈ Φ + we have N (ws α ) = s α N (w) ∪ {α}. Otherwise if wα ∈ Φ − we obtain N (ws α ) = s α (N (w) \ {α}).
Proof. Note that |N (1)| = ℓ(1) = 0. We prove N (w) ≤ ℓ(w) by induction on length of w ∈ W . Let w, w ′ ∈ W , n ∈ N and α ∈ Σ be such that ℓ(w) = n + 1, ℓ(w ′ ) = n and w = w ′ s α . By induction hypothesis and by lemma 2.1 we have
We prove ℓ(w) ≤ N (w) by induction on |N (w)|. Let w = 1 be in W and n ∈ N be such that |N (w)| = n + 1. By lemma 2.1 there exists α ∈ Σ such that |N (ws α )| = n otherwise wα ′ ∈ Φ + for every α ′ ∈ Σ that implies w(1) < w(2) < · · · < w(m − 1) and so w = 1. By induction hypothesis we obtain ℓ(w) ≤ ℓ(
Putting together lemma 2.1 with proposition 2.2, we obtain
for every w ∈ W and α ∈ Σ. Proof. In order to prove first assertion we fix α ∈ N (w 1 w 2 ). If w 2 α ∈ Φ − then α ∈ N (w 2 ) and if
To prove the second assertion, we suppose N (w 2 ) ⊂ N (w 1 w 2 ) and we take α ∈ w −1 2 N (w 1 ). We have w 1 w 2 α ∈ Φ − and so it remains to prove α ∈ Φ + . Since
2 N (w 1 ), α must be a positive root. Third assertion follows immediately from proposition 2.2.
In particular lemma 2.3 implies that ℓ(w 1 w 2 ) ≤ ℓ(w 1 ) + ℓ(w 2 ) for every w 1 , w 2 ∈ W .
Let P ⊂ Σ. We denote by Φ + P the set of positive roots generated by P , Φ
We denote by W P the subgroup of W generated by the s α with α ∈ P . We denote P = Σ − P , α = {α} and we observe that Φ
Proposition 2.4. Let P ⊂ Σ and w be an element of minimal length in wW P ∈ W/W P . Then wα ∈ Φ + for every α ∈ Φ + P .
Proof. By hypothesis, for every α ∈ P we have ℓ(ws α ) = ℓ(w) + 1 and so by (2.2) we have wα ∈ Φ + .
Lemma 2.5. Let P ⊂ Σ. If w is an element of minimal length in wW P ∈ W/W P then for every
Proof. Thanks to Lemma 2.3, in order to prove first assertion we need to show N (w ′ ) ⊂ N (ww ′ ). Let α ∈ N (w ′ ). Since w ′ ∈ W P then α must be in Φ + P and so w ′ α ∈ Φ − P . By proposition 2.4 we obtain ww ′ α ∈ wΦ − P ⊂ Φ − and then α ∈ N (ww ′ ). Lemma 2.5 implies that if P ⊂ Σ then in each class of W/W P there exists a unique element of minimal length. The same holds in each class of W P \W because if w is of minimal length in W P w ∈ W P \W then w −1 is of minimal length in w −1 W P ∈ W/W P . Proposition 2.6. Let P, Q ⊂ Σ, w be the element of minimal length in W P w ∈ W P \W and w ′ be the element of minimal length in wW Q ∈ W/W Q . Then w ′ is the element of minimal length in W P w ′ ∈ W P \W .
Proof. Since w ∈ w ′ W Q , there exists w ′′ ∈ W Q such that w = w ′ w ′′ and by lemma 2.5 we have ℓ(w) = ℓ(w ′ ) + ℓ(w ′′ ). We now suppose by contradiction that there exists α ∈ P such that
that contradicts the fact that w is of minimal length in W P w.
Generators
In this paragraph we look for a set of generators of the Z-algebra H (G, K 1 ) of the form f x with x ∈ G.
For every α = α i,i+1 ∈ Σ we consider the matrix
in G and we denote τ 0 = ̟I m and τ m = I m . Let ∆ be the commutative monoid generated by τ α with α ∈ Σ. Then we can write every element τ ∈ ∆ uniquely as τ = α∈Σ τ iα α with i α ∈ N and uniquely as τ = diag(1, ̟ a 1 , . . . , ̟ a m−1 ) with 0 ≤ a 1 ≤ · · · ≤ a m−1 . We denote P (τ ) = {α ∈ Σ | i α = 0} and if P ⊂ {0, . . . , m} or if P ⊂ Σ we write τ P in place of x∈P τ x . We remark that if P ⊂ Σ then P (τ P ) = P .
We denote Ω = K ∪ {τ 0 , τ
is a finite group. We want to prove that the algebra H (G, K 1 ) is generated by Ω.
In all this section we consider the following subgroups of K.
• For every α = α ij ∈ Φ we denote by U α the subgroup of matrices (a hk ) ∈ K with a hh = 1 for every h ∈ {1, . . . , m}, a ij ∈ O D and a hk = 0 if h = k and (h, k) = (i, j).
• For every P ⊂ Σ we denote by M P the intersections with K of the standard Levi subgroup associated to P and by U + P (resp. U − P ) the intersections with K of the unipotent radical of upper (resp. lower) standard parabolic subgroups with Levi factor the standard Levi subgroup associated to P . To simplify notations we denote by U = U ∅ (resp. U − = U − ∅ ) the subgroup of K of upper (resp. lower) unipotent matrices. Finally we denote M + P = M P ∩ U and M − P = M P ∩ U − . Thus we have
is a subgroup of U
• We know that there exists a unique multiplicative section of the surjection
Then we can canonically identify the group of diagonal matrices with coefficients in k × D to a subgroup T of the group of diagonal matrices with coefficients in O × D .
• We denote by I = K 1 T U the standard Iwahori subgroup of G and I 1 = K 1 U its pro-p-radical.
• We identify s α to an element of G for every α ∈ Σ and we identify W to a subgroup of G by permutation matrices.
Remark 2.7. The group K 1 is normal in K, W normalizes T , T normalizes every U α with α ∈ Φ, τ 0 centralizes W and it normalizes K 1 , T and every U α with α ∈ Φ and finally every τ ∈ ∆ centralizes W P (τ ) and it normalizes T , M P (τ ) and every U α ′ with α ′ ∈ Φ P (τ ) . Note that in the case when D = F the element τ 0 is in the centre of G and every τ ∈ ∆ centralizes M P (τ ) .
Remark 2.8. The group W acts on the set of U α with α ∈ Φ by wU α w −1 = U wα and so by proposition 2.2 we have
We now state a lemma that is the basis for following calculations and that heavily use the fact that we are in GL m (D) and not in an another linear group.
Furthermore, if τ = τ α with α ∈ Σ then these inclusions are equalities.
Proof. We start with second assertion. If α = α i,i+1 ∈ Σ then P (τ α ) = α and
For the general case we recall that U
U α ′ and we fix α ′ ∈ Ψ + P (τ ) . Since Ψ + P (τ ) = α∈ P (τ ) Ψ + α , there exists α ∈ P (τ ) such that α ′ ∈ Ψ + α and so there exists τ (α) ∈ ∆ such that τ = τ α τ (α) and such that τ (α) −1 (U
Lemma 2.11. The elements f τα with α ∈ Σ commute with each other and if τ = α∈Σ τ iα α ∈ ∆ then f τ = α∈Σ f iα τα . Proof. We proceed by induction on the natural number I(τ ) = α∈Σ i α . If I(τ ) = 0 then τ = 1 and the result holds. If I(τ ) > 0 let α ′ ∈ Σ be such that i α ′ > 0. We set τ = τ −1 α ′ τ ∈ ∆ and we observe that I( τ ) < I(τ ).
Lemma 2.12. For every element x in G there exist k 1 , k 2 ∈ K 1 , u 1 , u 2 ∈ U and unique t ∈ T , i ∈ Z, τ ∈ ∆, w 1 ∈ W and w 2 of minimal length in
where W denotes the group of monomial matrices with coefficients in k
Let us fix w ∈ W . Then there exist t ∈ T , w ∈ W and a j ∈ Z for every j ∈ {1, . . . , m} such that
and we can choose w 2 of minimal length in W P w 2 ∈ W P \W where P = {α j,j+1 ∈ Σ | a w 2 (j) = a w 2 (j+1) }. Thus we obtaiñ
If we set w 1 = ww −1 2 , i = a w 2 (1) ∈ Z and τ = τ a w 2 (h+1) −a w 2 (h) h ∈ ∆ we obtain P = P (τ ) and w = tτ i 0 w 1 τ w 2 . Then we have proved the existence of such a decomposition. We now supposẽ
2 of minimal length in W P (τ ) w 2 and w ′ 2 of minimal length in W P (τ ′ ) w ′ 2 . We have
and since the two matrices between brackets are diagonal, we obtain w 1 w 2 = w ′ 1 w ′ 2 and so 2 ∈ W P (τ ′ ) and so τ
Finally, since we have chosen w ′ 2 and w 2 of minimal length, we obtain w ′ 2 = w 2 by lemma 2.5.
Remark 2.13. Lemma 2.12 also shows that K = K 1 U T W U K 1 and that for every k ∈ K there exist k 1 , k 2 ∈ K 1 , u 1 , u 2 ∈ U and unique t ∈ T and w ∈ W such that k = k 1 u 1 twu 2 k 2 .
Proposition 2.14. The algebra H (G, K 1 ) is generated by Ω and the subalgebra H (K, K 1 ) is generated by f u , f t , f sα with u ∈ U , t ∈ T and α ∈ Σ.
Proof. By lemma 2.12 for every x ∈ G there exists a decomposition x = k 1 u 1 tτ i 0 w 1 τ w 2 u 2 k 2 with k 1 , k 2 ∈ K 1 , u 1 , u 2 ∈ U , t ∈ T , i ∈ Z, τ = τ iα α ∈ ∆ and w 1 , w 2 ∈ W . By lemma 1.3 and lemma 2.11 we have
which proves that Ω generates H (G, K 1 ). Second assertion follows form decomposition K = K 1 U T W U K 1 and lemma 1.3.
Relations
In this paragraph we look for some relations among generators of H (G, K 1 ) that we have defined in previous paragraph.
Proof. Elements u 1 and u 2 normalize K 1 and so by lemma 2.10(a) the support of f u 1 f τ and
2 K 1 )/K 1 = 1 and hence the result. For every α = α i,i+1 ∈ Σ and w ∈ W we consider the following sets:
• Q(w, α) = B(w, α) \ A(w, α).
We remark that τ P ′ (w,α) = τ P (w,α) because 0 / ∈ P ′ (w, α) and τ m = I m . Let α = α i,i+1 ∈ Σ, w ′ ∈ W and w of minimal length in w ′ W α ∈ W/W α . Then we have
We obtain wτ α w −1 = τ
. This equality suggest us to study the following product in H (G, K 1 ):
and its relation with f τ Q(w,α) .
Lemma 2.16. Let P ⊂ Σ. If w is of minimal length in W P w ∈ W P \W then P ∩ P (w, α) = ∅ for every α ∈ Σ.
Proof. We fix α = α i,i+1 ∈ Σ. The element w −1 is of minimal length in w −1 W P ∈ W/W P and then by proposition 2.4 we obtain w −1 Φ + P ⊂ Φ + . Moreover for every α k,k+1 ∈ P (w, α) we have w −1 (k) ≥ i + 1 > i ≥ w −1 (k + 1) and then w −1 α k,k+1 ∈ Φ − . This implies P ∩ P (w, α) = ∅. Remark 2.17. More generally, we are interested in studying the product f τ f w ′ f τα for every τ ∈ ∆, w ′ ∈ W and α ∈ Σ. By remark 2.7 we have f τ f w ′ f τα = f w 1 f τ f w f τα f w 2 with w 1 ∈ W P (τ ) , w 2 ∈ W α and w of minimal length in W P (τ ) w and in wW α such that w ′ = w 1 ww 2 . Lemma 2.16 implies that P (τ ) ∩ P (w, α) = ∅ and so there exists τ ′ ∈ ∆ such that f τ = f τ ′ f τ P (w,α) . Thus we obtain f τ f w ′ f τα = f w 1 f τ ′ (f τ P (w,α) f w f τα f w −1 )f ww 2 and so we have reduced the study of f τ f w ′ f τα to the study of (2.4). Now we state and prove two lemmas that allow us to compute the support of (2.4).
Lemma 2.18. Let α ∈ Σ, w ∈ W and P ⊂ Σ. Then
Proof. By lemma 2.10(c) we have
and so by remark 2.7 and lemma 2.9 if α ′ is in wΨ − α and not in Ψ
and hence the result.
Lemma 2.19. Let α = α i,i+1 ∈ Σ, w ∈ W and P = P (w, α). ∈ P (w, α) and so w(h), . . . , w(k) − 1 / ∈ P ′ (w, α). By construction, we have w(h) ∈ A(w, α) which implies w(h) ∈ B(w, α) and w(h) + 1 ∈ A(w, α). By induction we obtain w(k) ∈ A(w, α) which contradicts 1 ≤ k ≤ i. So we have proved that Φ We now have all the tools necessary to find the relation between (2.4) and f τ Q(w,α) . Proposition 2.20. Let α ∈ Σ and w be of minimal length in wW α ∈ W/W α . Then we have
where u describes a system of representatives of (U ∩ wU − w −1 )
Proof. We write P = P (w, α) and Q = Q(w, α). By lemmas 2.18 and 2.19 the support of
To simplify notations, we denote temporarily V = wU
We want to prove that this last intersection is equal to (U − ∩ V )K 1 . We consider the decomposition
Since w is of minimal length in wW α , by lemma 2.19(c) we have U − ∩ wU
by remark 2.8. Finally we remark that u f u where u describes a system of representatives of
for every u ∈ U ∩ wU − w −1 and hence the result.
Presentation by generators and relations
Now we want to prove that the list of relations that we have found in previous paragraph allows us to obtain a presentation of the algebra H (G, K 1 ). Definition 2.21. Let A be the Z-algebra generated by elements f ω with ω ∈ Ω which satisfy the following relations.
f τα for every t ∈ T and α ∈ Σ;
for every α ∈ Σ and w of minimal length in wW α ∈ W/W α and where u describes a system of representatives of
Remark 2.22. By relation 2 of definition 2.21 we have f τ
= 1 and so f τ 0 has a two-sides inverse. Moreover we have
Furthermore, if i is a negative integer we write
holds for every ω ∈ Ω and i ∈ Z.
and f τ 0 are in the centre of the algebra. Moreover for every α ∈ Σ the element f τα commutes with f t with t ∈ T and with f u where u ∈ U α ′ with α ′ ∈ Φ α . In order to simplify notation, from now on if τ = α∈Σ τ iα α ∈ ∆, where i α ∈ N for every α ∈ Σ, we write f τ = f iα τα ∈ A that is well defined by 8 of definition 2.21. Proposition 2.24. The map
is a surjective algebra homomorphism.
Proof. We only need to show that the f ω with ω ∈ Ω satisfy all relations of definition 2.21. Thanks to lemma 1.3 and to remark 2.7 we obtain relations 1 and 2 because K and τ 0 normalize K 1 , relation 3 because τ α normalizes T , relation 4 because τ α normalizes U α ′ with α ′ ∈ Φ α and relation 7 because τ α commute with s α ′ if α = α ′ . Furthermore, we obtain relations 5 and 6 by proposition 2.15, relation 8 by lemma 2.11 and relation 9 by proposition 2.20. Now, we want to prove that ϑ is an isomorphism constructing a surjective homomorphism of Z-modules ϑ ′ :
is well defined.
Proof. Let ω 1 , ω 2 ∈ Ω be such that
1 ω 2 ∈ K 1 and by relation 1 of definition 2.21 we have f ω 1 = f ω 2 . If ω 1 ∈ {τ 0 , τ
We want to extend (2.5) to a homomorphism of Z-modules ϑ ′ : H (G, K 1 ) −→ A . Since we can write every Φ ∈ H (G, K 1 ) uniquely as Φ = x∈Ξ α x f x with α x ∈ Z, it is sufficient to define the image of f x for every x ∈ Ξ. In order to do it we state and prove some lemmas. 
We want to prove that the map
Lemma 2.27. Let t ∈ T , i ∈ Z, τ ∈ ∆, w 1 ∈ W and w 2 be of minimal length in W P (τ ) w 2 . Then for every u 1 , u 2 ∈ U there exist u 1 ∈ w 1 U − w −1
Proof. By relation 1 of definition 2.21 and by remark 2.22 we obtain
We set P = P (τ ) and we consider the decomposition U = (w
Since w 2 is of minimal length in W P w 2 , then w 
1 ∩ U ) and we take u ′ 1 = u 1,1 u 1,2 u 1,3 according to this decomposition. By 1 of definition 2.21 and by lemma 2.26 we have
. Now, since by proposition 2.4 we have
2 U w 2 ∩ U we obtain the result.
Lemma 2.28. Let x ∈ G. There exist t ∈ T , i ∈ Z, τ ∈ ∆, w 1 ∈ W , w 2 of minimal length in
Moreover such a decomposition of f x is unique.
Proof. By formula (2.3) and by lemma 2.12, there exist u 1 , u 2 ∈ U and unique t ∈ T , i ∈ Z, τ ∈ ∆, w 1 ∈ W and w 2 of minimal length in W P (τ ) w 2 such that
. By lemma 2.27 we can choose u 1 ∈ w 1 U − w −1 1 ∩ U and u 2 ∈ w −1 2 U w 2 ∩ U and so we have proved the existence of such a decomposition. Now, let
. By lemma 1.3 we obtain
2 ∈ U . By remark 2.13 there existũ 1 ∈ U ,t ∈ T ,w ∈ W ,ũ 2 ∈ M + P andũ 3 ∈ U + P such that f u − = fũ 1 ftfwfũ 2 fũ 3 . By proposition 2.15 and lemma 1.3 we obtain f τ = fũ 1 ftfwfũ 2 fũ 3 f τ f u + = fũ 1 ftfwf τ f τ −1ũ 2 τ u + and thent =w = 1 by lemma 2.12. We obtain f u − = fũ 1ũ2ũ3 which implies
, hence the uniqueness of decomposition (2.6).
Let x ∈ Ξ and let f x = f u 1 f t f i τ 0 f w 1 f τ f w 2 f u 2 be the unique decomposition of f x of the form (2.6). We define ϑ ′ (f x ) = f u 1 f t f i τ 0 f w 1 f τ f w 2 f u 2 and the homomorphism of Z-modules
Now we want to prove that ϑ ′ is surjective.
So we have proved that ϑ ′ (f x )f sα is in the image of ϑ ′ for every α ∈ Σ.
• Let α ∈ Σ and u 2 = v 1 v 2 be according to the decomposition U = M 
If w is the element of minimal length in w 2 W α ∈ W/W α then by proposition 2.6 it is of minimal length also in W P (τ ) w. If we set P = P (w, α) and Q = Q(w, α) then by lemma 2.16 we obtain τ τ
By the above calculations, the element ϑ ′ (f u 1 f t f i τ 0 f w 1 f τ τ −1
α v 1 τα is in the image of ϑ ′ for every u ∈ U ∩ wU w −1 and so ϑ ′ (f x )f τα too.
So we can conclude that ϑ ′ is a surjective homomorphism of Z-modules.
We now have all the tools necessary to prove the main result.
Corollary 2.31. The algebras A and H (G, K 1 ) are isomorphic.
Proof. We have constructed a surjective homomorphism of algebras ϑ : A −→ H (G, K 1 ) and a surjective homomorphism of Z-modules ϑ ′ : H (G, K 1 ) −→ A such that ϑ(ϑ ′ (Φ)) = Φ for every Φ ∈ H (G, K 1 ). This implies ϑ ′ (ϑ(ϑ ′ (Φ))) = ϑ ′ (Φ) for every Φ ∈ H (G, K 1 ) and so ϑ ′ (ϑ(a)) = a for every a ∈ A Thus ϑ is an isomorphism of algebras whose inverse is ϑ ′ .
Level-0 representations
In this section we turn to the study of the category of smooth representations of a direct product of inner forms of general linear groups over non-archimedean locally compact fields. We prove that its level-0 subcategory is equivalent to the category of modules over the algebra described in the previous section.
Let us use notations of the beginning of section 2. We denote G = G 1 × · · · × G r and K 1 = K 1 1 × · · · × K 1 r . Let R be a unitary commutative ring such that p ∈ R × , let H R (G, K 1 ) = H (G, K 1 ) ⊗ Z R (see remark 1.2) and let R R (G) be the category of smooth representations of G over R. From now on all representations that we consider are smooth. If (π, V ) is a representation of G we denote by V K 1 the set {v ∈ V | π(k)v = v for every k ∈ K 1 } of K 1 -invariant vectors of V . Definition 3.1. A representation (π, V ) of G is called a level-0 representation if it is generated by its K 1 -invariant vectors. We denote by R 0 R (G) the full subcategory of R R (G) of level-0 representations, which we call level-0 subcategory of R R (G).
Since p is invertible in R we can choose an Haar measure dg on G with values in R such that K 1 dg = 1. Then we can define the global Hecke algebra H R (G) (see [15] I.3.1) as the R-algebra of locally constant and compactly supported functions f : G −→ R endowed with the convolution product given by (f 1 * f 2 )(x) = G f 1 (g)f 2 (g −1 x)dg for every x ∈ G. We recall that R R (G) is equivalent to the category of (left) modules over H R (G) (see [15] I.4.4).
Let us use section I.6 of [15] with A = H R (G) and e the characteristic function of K 1 . The algebra eAe is the algebra H R (G, K 1 ) and, thanks to equivalence of categories above, the functor V −→ eV becomes the functor inv K 1 of K 1 -invariants from R R (G) to the category of right modules over H R (G, K 1 ) defined by inv K 1 (V ) = V K 1 with Φ ∈ H R (G, K 1 ) acting on v ∈ V K 1 by x∈K 1 \G Φ(x)π(x −1 )v. Now, since H R (G) is an algebra with enough idempotents (see [15] I.3.2), hypothesis of I.6.6 are satisfied and then we obtain the following result. Theorem 3.2. If every non-zero subrepresentation W of any object V in R 0 R (G) verify W K 1 = 0 then inv K 1 is an equivalence between R 0 R (G) and the category of right modules over H R (G, K 1 ). By proposition 6.3 of [6] (see also [15] II.5 when R is a field) there exists a decomposition R R (G) = R 0 R (G) ⊕ R >0 R (G) that means that: • for every R-representation V of G there exist an object V 1 of R 0 R (G) and an object V 2 of R >0 R (G) such that V = V 1 ⊕ V 2 ;
• for every object V 1 of R 0 R (G) and every object V 2 of R >0 R (G) we have Hom G (V 1 , V 2 ) = 0. This fact implies that level-0 representations are exactly those whose all irreducible subquotients have non-zero K 1 -invariant vectors. Hence, if W is a subrepresentation of an object of R 0 R (G) then W K 1 must be non-zero and so theorem 3.2 implies the following. 
