Approximate Regularization Path for Nuclear Norm Based H2 Model
  Reduction by Blomberg, Niclas et al.
1Approximate Regularization Path for Nuclear Norm Based H2 Model
Reduction
Niclas Blomberg, Cristian R. Rojas, and Bo Wahlberg
Abstract— This paper concerns model reduction of dynamical
systems using the nuclear norm of the Hankel matrix to make
a trade-off between model fit and model complexity. This
results in a convex optimization problem where this trade-
off is determined by one crucial design parameter. The main
contribution is a methodology to approximately calculate all
solutions up to a certain tolerance to the model reduction
problem as a function of the design parameter. This is called the
regularization path in sparse estimation and is a very important
tool in order to find the appropriate balance between fit and
complexity. We extend this to the more complicated nuclear
norm case. The key idea is to determine when to exactly
calculate the optimal solution using an upper bound based on
the so-called duality gap. Hence, by solving a fixed number of
optimization problems the whole regularization path up to a
given tolerance can be efficiently computed. We illustrate this
approach on some numerical examples.
Index Terms— Regularization path, H2 model reduction,
nuclear norm minimization.
I. INTRODUCTION
The principle of parsimony states that the simplest of
two competing theories is to be preferred. In engineering
and science this translates into that a simple model that
is good enough for the intended application is preferred
compared to a more complex one. Model order reduction
concerns methods to find an approximate lower order model
of dynamical systems and corresponding error bounds. The
advantages of working with lower order models include
faster simulation, easier control design and more robust
implementations. See [1] and [10] for references.
Consider a stable scalar discrete dynamical system with
transfer function
Go(z) =
∞∑
k=1
go,kz
−k, (1)
where {go,k} is the impulse response sequence. The model
reduction problem is how to find a transfer function
G(z) =
∞∑
k=1
gkz
−k
of lower order n such that G ≈ Go.
Many approaches to the model order reduction problem
have been taken, e.g. balanced truncation [9], Hankel-norm
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model reduction [6], L2 model reduction [14], and H∞
model reduction [16].
However, a useful way to measure the approximation error
is to use the H2 norm
||G−Go||22 =
∞∑
k=1
[gk − go,k]2.
The corresponding H2 model reduction problem
min
G
||G−Go||2, subject to degree G = n
is notoriously difficult and many alternative schemes have
been proposed. For example, as in Chapter 8 of [13], we can
write the constraint as a rank constraint. Our problem will
then be a rank minimization problem.
The rank minimization problem is about finding a matrix
with minimum rank subject to a set of convex constraints.
It has recently been given more and more attention since it
appears in many areas, such as control, system identification,
and machine learning. However, these problems are in gen-
eral NP-hard [8], and many relaxations of them have been
explored.
One popular relaxation technique for the rank minimiza-
tion problem is the nuclear norm minimization heuristic, as
discussed in e.g. [11], [2]. It is a convex relaxation which
uses the fact that the rank of a matrix follows its nuclear
norm (which is defined as the sum of the singular values) in
the sense that minimizing the nuclear norm will correspond
to minimizing the rank.
Although the nuclear norm minimization problem has been
given much attention recently, there are still aspects of it
that have not yet been understood. One such aspect is to
distinguish cases when the heuristic works and when it does
not.
Another aspect concerns choosing the regularization pa-
rameter. Although the parameter can often be upper bounded
(see [12]), the particular choice is difficult and has great
impact on the trade-off between godness-of-fit and model
order. Hence, there is a need to study the impact of the
regularization parameter over the whole parameter space.
Following up on this issue we are here interested in
outlining the full regularization path in a computationally
inexpensive way. Inspired by [4] we suggest an ε-guaranteed
regularization path for a specific problem set-up: an H2
minimization problem with a nuclear norm constraint. The
idea is to define a certain duality gap that is an upper bound
on the approximation error inside which we can confine the
true regularization path with a tolerance level ε.
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2To map out the full regularization path is useful in many
applications. For example, it provides the user with informa-
tion upon which he/she can select model order. Another use
arises when we study iterative re-weighting of the nuclear
norm minimization problem, as studied in [8]. Then, the
parameter choice can be very tricky since the proper choice
can differ from iteration to iteration.
This paper is structured as follows: In Section II we
formulate our problem. In Section III we introduce a way to
approximate the solution to our problem and then establish a
bound on the duality gap, which makes it possible to confine
the true solution in an ε-approximate region below the ap-
proximation. In Section III we also suggest an algorithm for
implementation of our theory. Finally, we make simulation
examples and present our conclusion in Sections IV and V,
respectively.
II. PROBLEM FORMULATION
Consider a stable scalar discrete dynamical system transfer
function as in (1) but in a truncated version
Go(z) =
kmax∑
k=1
go,kz
−k, (2)
where kmax is assumed to be large enough for the truncated
impulse response coefficients to be negligible. Our aim is to
find a low-order approximation G of Go:
G(z) =
kmax∑
k=1
gkz
−k. (3)
We define the impulse response vectors corresponding to
(2) and (3), respectively:
go =
[
go,1 go,2 . . . go,kmax
]T
g =
[
g1 g2 . . . gkmax
]T . (4)
Consider the following linear operator which creates a
matrix with squared Hankel structure:
H(g) :=

g1 g2 · · · gn
g2 g3 · · · gn+1
...
...
. . .
...
gn gn+1 · · · gkmax
 , (5)
where kmax = 2n − 1 is chosen to be odd. Note that a
generalization, which we do not consider here for simplicity,
is to define an asymmetric n×m Hankel structure.
We know from linear system realization theory that for a
system with impulse response vector g the system order is
equivalent to the rank of H(g), [7]. This sheds some light on
why Hankel matrix rank minimization plays a central role in
model order reduction.
A common and often successful surrogate heuristic for
rank minimization is nuclear norm minimization. This is a
convex relaxation of the rank minimization problem. The
nuclear norm of a matrix X is defined as
‖X‖∗ =
∑
j
σj ,
where σj are the singular values of X .
A. Problem Statement
The regularized nuclear norm minimization problem has
been presented in various forms in the literature; the reader
can compare [3], [11], and [5]. The nuclear norm penalty
is often seen in the objective function but here we state an
equivalent version with a nuclear norm constraint.
Here we are interested in an H2 cost, since it is a useful
way to measure the approximation error. For go, g, and H(g)
as in (4) and (5) we formulate the following regularized H2
model reduction problem:
minimize
g
‖g − go‖22
subject to ‖H(g)‖∗ ≤ t,
(6)
where t is the regularization parameter. A sufficiently large
value of t will give a perfect fit, g = go, while small t give
lower rank of the system.
We comment here as a motivation for future work that
the cost in (6) may be extended to a weighted version.
With appropriate weights we could then use the maximum
likelihood approach for model reduction defined in [15].
In order to get rid of the regularization parameter in
the constraint we reformulate the problem in (6) to an
equivalent version. With go, g, and H(g) as in (4) and (5)
the reformulated version of Problem (6) is
minimize
g˜
‖tg˜ − go‖22
subject to ‖H(g˜)‖∗ ≤ 1,
(7)
where, again, t is the regularization parameter and g˜ = gt .
We also introduce the following notion of the objective
function:
ft(g˜) = ‖tg˜ − go‖22. (8)
III. METHOD
Our approach follows the one in [4], which we specialize
to our problem set-up.
Here is an outline of the idea: We want to solve
Problem (7) only for a sparse set of points along
the regularization path. We call these points t∗i , i =
1, . . . ,m, for some m. When we have solved Problem
(7) in one such point t∗ we decide to approximate
the solution in some region t > t∗. Eventually,
the approximation will diverge too far from the true
solution, so we decide to stop and re-solve Problem
(7).
The following approximation of ft(g˜) (defined in (8)) is
used in the region t > t∗:
ft(g˜
opt
t ) ≈ ft(g˜∗), (9)
where g˜∗ and g˜optt are optimal solutions to Problem (7) in
t = t∗ and t > t∗, respectively. This means that g˜∗ is kept
fixed and (8) is evaluated for t > t∗.
3A. The Duality Gap
The next issue is to decide at which point (when increasing
t) to stop approximating and instead re-solve Problem (7).
To do this will define an upper bound on the approximation
error. When this upper bound reaches a certain tolerance level
ε, we stop and recompute. In resemblance with [4] we can
call the upper bound the duality gap. It is an upper bound
on the approximation error.
To compute an upper bound on the approximation error
ft(g˜
∗)− ft(g˜optt ),
where g˜∗ and g˜optt are optimal solutions to Problem (7) in
t∗ < t and t, respectively, we need a lower bound on ft(g˜
opt
t ).
To this end, let
C =
{
min
g˜
‖g˜ − 1t go‖22
s.t. ‖H(g˜)‖∗ ≤ 1,
}
,
which corresponds to the optimal cost of Problem (7) divided
by t2.
Now, we try to relax the constraint. From the subdifferen-
tial of the nuclear norm (see [11]) we get that
‖H(g˜)‖∗ ≥ ‖H(g˜∗)‖∗+〈UV T +W,
∑
k
Hk(g˜k− g˜∗k)〉 (10)
where g˜∗ solves Problem (7) for a particular t = t∗, 〈·〉 is
the standard inner product, UΣV T = H(g˜∗) is a compact
singular value decomposition, W is any n×n-matrix obeying
‖W‖ ≤ 1 and UTW = WV = 0, and Hk is the Hankel
matrix (see (5)) of a vector with zeros everywhere except at
the kth element which is one.
We rewrite
〈UV T +W,
∑
k
Hk(g˜k − g˜∗k)〉 = hT (g˜ − g˜∗),
where we have defined the vector h with elements hk =
tr[Hk(UV T + W )]. Then, the constraint ‖H(g˜)‖∗ ≤ 1 can
be relaxed to
‖H(g˜∗)‖∗ + hT (g˜ − g˜∗) ≤ 1,
or
hT (g˜ − g˜∗) ≤ 0
since ‖H(g˜∗)‖∗ = 1 due to the optimality of g˜∗. This
relaxation gives
C ≥
{
min
g˜
‖g˜ − 1t go‖22
s.t. hT (g˜ − g˜∗) ≤ 0,
}
,
where the optimal solution to the right hand side can be
explicitly computed by the projection theorem: take g˜opt =
1
t go + αh, where α has to be chosen such that
hT
(
1
t
go + αh− g˜∗
)
= 0.
This gives
α = − 1‖h‖22
(
1
t
hT go − hT g˜∗
)
,
or
g˜opt =
1
t
go − 1‖h‖22
(
1
t
hT go − hT g˜∗
)
h
so that the lower bound on C becomes
C ≥ ‖g˜opt − 1
t
go‖22 =
1
‖h‖42
∥∥∥∥hhT (g˜∗ − 1t go
)∥∥∥∥2
2
.
We have now established that
ft(g˜
∗)− ft(g˜optt )
≤ ‖tg˜∗ − go‖22 −
t2
‖h‖42
∥∥∥∥hhT (g˜∗ − 1t go
)∥∥∥∥2
2
and we can define the following duality gap:
Definition 3.1: Let g˜∗ be the argument that solves Prob-
lem (7) in t∗. Then, for any t ≥ t∗ the duality gap is defined
as
dmaxt (g˜) :=
‖tg˜∗ − go‖22 −
1
‖h‖42
∥∥hhT (tg˜∗ − go)∥∥22 . (11)
Notice that the duality gap equals zero for t = t∗, since,
for that value of t, g˜∗ is the optimal solution to Problem (7),
which implies that the ’error vector’ t∗g˜∗− go is orthogonal
to the supporting hyperplane {g˜|hT g˜ = 0}. In other words,
(t∗g˜∗ − go)||h, which implies that
dmaxt∗ (g˜
∗) = ‖t∗g˜∗ − go‖22 −
1
‖h‖42
∥∥hhT (tg˜∗ − go)∥∥22
= ‖t∗g˜∗ − go‖22 −
∥∥∥∥∥ hhT‖h‖22 (tg˜∗ − go)
∥∥∥∥∥
2
2
= 0.
With the definition of the duality gap we have established
an upper bound on the approximation error. Indeed, we can
confine the optimal solution to Problem (7) at any t ≥ t∗ to
lie within the interval
[ft(g˜
∗)− dmaxt (g˜∗), ft(g˜∗)].
To confine the duality gap within a certain tolerance, we
introduce the notion of an ε-approximation as in [4].
Definition 3.2: Let ε > 0. Consider an argument g˜∗ that
solves Problem (7) for parameter value t∗. Then, for any
parameter value t > t∗, we call any g = tg˜ that is feasible
for Problem (6) an ε-approximation if it holds for the duality
gap that
dmaxt (g˜
∗) ≤ ε. (12)
B. Upper Bound on t
We here confine the parameter space for t to an interval
[0, tmax]. For a sufficiently large t the feasible set of Problem
(7) will contain g˜ = got and we get ft(
go
t ) = 0. tmax is the
smallest t that satisfies this, i.e.
tmax = ‖H(go)‖∗ . (13)
4We note that other bounds occur in other versions of the
nuclear norm minimization problem. There is unfortunately
no simple connection between these. In [12], where the
nuclear norm is a penalize term in the objective function,
the calculation of the bound involves the subdifferential of
the nuclear norm, giving a more involved derivation of the
parameter bound.
C. Algorithm
The above results give not only explicit bounds on the
approximation error, but also suggests a straightforward
implementation. Our algorithm is outlined in Algorithm 1.
We sketch the procedure as follows: Let i = 0, 1, . . . ,m,
where m is a yet unknown integer representing the number
of times we solve Problem (7) along the regularization path.
Consider a solution ft∗i (g˜
∗
i ) that solves Problem (7) in t
∗
i .
For each i, we record ft∗i (g˜
∗
i ) and Σi, which is the diagonal
singular value matrix of H(g∗i ), where g∗i = t∗i g˜∗i . We then
calculate the subsequent point t∗i+1 by solving (compare (12))
dmaxt∗i+1(g˜
∗
i ) = ε,
where the duality gap dmaxt (g˜
∗) is defined in (11). For this
subsequent point ti+1 we will again solve Problem (7). Next,
we approximate the solution path in the region t∗i < t < t
∗
i+1
using (9). The procedure iterates from t = 0 up to tmax, where
tmax is defined in (13).
Algorithm 1.
Input: ε, tmax, function ft(g˜) defined by (8)
Output: Consider i = 1, . . . ,m.
{ft∗i (g˜∗i )}: a set of exact solutions to Problem (7){ft(g˜∗i )}: approximate solutions in (t∗i−1, t∗i )
{Σi}: the singular values of H(g∗i )
i = 0
t∗i = 0
g˜∗i = 0
while t∗i ≤ tmax do
i = i+ 1
t∗i = solution to d
max
t∗i
(g˜∗i−1) = ε
g˜∗i = arg min
‖H(g˜)‖∗≤1
ft∗i (g˜)
Σi = singular values of H(g∗i )
for k = linspace(t∗i−1, t∗i ) do
evaluate fk(g˜i−1)
end for
end while
IV. SIMULATION RESULTS
In this section we show the results of implementing
Algorithm 1 for two different set-ups {go, kmax, ε}. In the
first case (see Figure 1) we have chosen a 6th order system
with four relatively small singular values, i.e. it can be
approximated by a 2nd order system. In the second case
(see Figure 2), we have chosen a 100th order system with
around ninety relatively small singular values, i.e. it can be
approximated by a 10th order system. In both cases, kmax is
chosen large enough for the truncated impulse responses to
be negligible. Throughout the simulations we have chosen
W = 0 in (10) for convenience.
Figures 1 (a) and 2 (a) show a shaded/green area enclosed
by ft(g˜∗) (the approximate path) from above and ft(g˜∗) −
dmaxt from below. (The notation here might be confusing since
g˜∗ is different for each subinterval (ti−1, ti), i = 1, . . . ,m
along the regularization path.) For the black, dashed lines
we have solved Problem (7) for a dense grid of t and it can
hence be said to represent the true regularization path. The
black vertical lines indicate the stopping points where we
have re-solved Problem (7).
The calculation of the duality gap suffers from some
numerical errors, which are most significant for very small
values of t; hence the t-axis does not start from zero. These
numerical errors result in that the gap is not always zero
in t∗i (the point where we solve Problem (7) exactly). They
can to some extent be explained by the division of t in (11).
Further, they are certainly explained by that we truncate the
matrices U and V defined in (10). The truncation is necessary
since otherwise U and V will always have full rank due to
numerical rounding and it can be verified that (10) does not
make sense.
Figures 1 (b) and 2 (b) plot singular values of H(g∗i ),
where g∗i = t
∗
i g˜
∗
i and i = 1, . . . ,m. We have included
only singular values that are of interest in our examples.
For example, for the system in Figure 1 (b), where we have
used a 6th order system which can be approximated by a
2nd order system, we include the 3rd to 6th singular values.
In Figure 2 (b) we have excluded singular values below σ6,
which are negligible.
In Figure 1 (b) we see that for t < 0.6 we get a system of
2nd order, since we have a drop there in σ3; the 3rd singular
value. In Figure 2 (b) we see several drops, and the user has
to decide on what model order is desired and when that is
achieved.
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Fig. 1. (a) Black dashed: true path, green/shaded area: approximation (up-
per edge), approximation minus duality gap (lower edge). (ε, kmax, tmax) =
(0.01, 31, 0.87) (b) Some relevant singular values of H(g∗i ) evaluated in
t∗i , i = 1, . . . , 5.
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Fig. 2. (a) Black dashed: true path, green/shaded area: approximation (up-
per edge), approximation minus duality gap (lower edge). (ε, kmax, tmax) =
(12, 51, 35.6) (b) Some relevant singular values of H(g∗i ) evaluated in
t∗i , i = 1, . . . , 8.
V. CONCLUSION
With this paper we have suggested a method to study
Problem (6) over the whole regularization parameter space,
inspired by the work in [4]. The simulation result is promis-
ing in showing a computationally cheap, approximate regu-
larization path.
This approximate path outlines the effect of the parameter
value. The user can then make efficient model order selec-
tion. The use of an approximate path also arises e.g. when
performing iteratively re-weighted nuclear norm minimiza-
tion. Then, the outlined path makes it possible to re-choose
parameter value in each iteration.
As for future scopes, we aim to explore other versions of
our cost function, possibly weighted versions of it. Another
extension can be to include input-output data in the problem
set-up, turning the problem into a subspace identification
problem.
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