Objective: To identify adults and children as under-(UR), acceptable (AR), or over-reporters (OR) of energy intake (EI) using energy expenditure measured by doubly labelled water (DLW) (EE DLW ), and to use this as a reference to determine the sensitivity and specificity of (i) EE measured by heart rate (EE HR ), and (ii) the Goldberg cut-off technique for classifying subjects into the same categories. Design: Retrospective analysis of a dataset comprising concurrent measurements of EE DLW , EE HR , basal metabolic rate (BMR), and EI by weighed record (EI WR ) on 14 adults and 36 children. EI by diet history (EI DH ) was also measured in the children only. EI WR :EE DLW provided the reference definition of subjects as UR, AR or OR. Three strategies for classifying mis-reporters based on EE HR and Goldberg cut-offs were then explored. Sensitivity and specificity were calculated respectively as the proportion of UR and non-UR correctly identified.
Introduction
The independent validation of energy intake (EI) data by doubly labelled water (DLW) measurements of energy expenditure (EE) has conclusively demonstrated that systematic under-reporting in dietary surveys, due to under-eating and=or under-recording, is pervasive and is evident across the entire range of energy expenditures (Schoeller, 1990; Black et al, 1993; Black, 1997 Black, , 1999 . However, while DLW measurements of EE have been paramount in highlighting the existence of bias in dietary surveys, the cost of the technique precludes its routine use in the screening of EI data, particularly in large epidemiological surveys.
Reported EI can also be evaluated against presumed energy requirements (Goldberg et al, 1991; Black, 2000a) . This procedure, known as the Goldberg cut-off technique, has demonstrated a widespread tendency to underestimation in large national dietary surveys from several countries as well as in many smaller surveys (Heywood et al, 1993; Fogelholm et al, 1996; Briefel et al, 1997; Lafay et al, 1997; Price et al, 1997; Pryer et al, 1997; Rothenberg et al, 1997; Voss et al, 1998) . However, this technique was devised to evaluate the overall bias towards under-reporting at the group level. Although its use has been extended to identify under-reporting at the individual level, the cut-off is limited by low sensitivity, as it only identifies about 50% of underreporters (Black, 2000b) . Furthermore, it can make no distinction between varying degrees of mis-reporting.
If the complex nature of biased reporting is to be unravelled, and its effects minimized in the analysis of dietary data, it is vital that individuals who have provided data of poor validity are identified. To improve sensitivity in the detection of mis-reporting in dietary surveys, some attempt should be made to establish values for EE, against which reported EI can be evaluated. To date, five studies have compared reported EI directly with values for EE derived from a variety of techniques other than EE DLW (Johnson et al, 1994; de Vries et al, 1994; Körtzinger et al, 1997; Charlton & Lambert, 1999; Goris & Westerterp, 1999) . Unfortunately, the sources of error and bias of these techniques, when used as validation tools for screening EI data, are unknown. If, as appears likely, researchers increasingly turn to these more feasible and cost-effective ways of measuring EE in dietary surveys, it is vital that their sensitivity and specificity for detecting dietary mis-reporting is established at the outset.
The present study examines data from two studies in adults (Livingstone et al, 1990a, b) and children (Livingstone et al, 1992a, b) in which EE was measured concurrently by both DLW and HR monitoring. In the same subjects, EI was measured by 7 day weighed record (WR; adults and children) and diet history (DH; children only). The present analysis uses the direct comparison of EI and DLW measurements of EE to classify individuals as acceptable, under-or overreporters (the reference definition). The sensitivity and specificity of two different strategies for placing individuals into the same categories were then explored: (i) EE measured by HR monitoring; and (ii) Goldberg cut-offs based on PALs for differing intensities of physical activity.
Subject and methods

The dataset
The dataset comprised individual data from four previously published studies of 14 free-living adults (Livingstone et al, 1990a, b) and 36 children aged 7, 9, 12, and 15 y (Livingstone et al, 1992a, b) . The adult subjects were a sub-sample from a large randomly selected community dietary survey, and the children were recruited through schools that were selected to represent the range of socio-economic status. The age distribution and physical characteristics of the subjects are presented in Table 1 . These studies were approved by the Queen's University Ethical Committee (Livingstone et al, 1990a, b) and by the Ethical Committee of the University of Ulster (Livingstone et al, 1992a, b) .
Energy intake
Weighed dietary record. All subjects kept a WR for 7 consecutive days of all individual items of food and fluid consumed, together with the weights of leftovers. Parents of the 7-and 9-y-old children reported the food intakes of their Mis-reporting of energy intake MBE Livingstone et al children while subjects aged 12 and 15 y took a greater responsibility for measurement of their own food intake in co-operation with their parents. Subjects were issued with dietary scales, a log book for recording foods and fluids eaten at home, or prepared at home for eating elsewhere, a pocket notebook for recording foods and fluids obtained and eaten away from home, and written instructions which included examples of completed forms. On the day before recording started, each subject was given a detailed explanation and demonstration of the cumulative weighing technique. Subjects were instructed to record brand names of foods and to provide a complete description of methods of food preparation and cooking and recipes for composite dishes. The records were used to adjust for losses during cooking. For foods and fluids eaten away from home, a description of the food, place of purchase and price were requested. Subjects were visited on a least four occasions during the weighing period and on the day after completion of weighing to monitor progress and to check log books for completeness and accuracy. The intake of metabolizable energy was calculated from food tables using a computerized data base.
Diet history. The usual food intake of the children only was also assessed by DH interview conducted with the child and=or parent. Potential carryover memory effects between reported EI by diet history (EI DH ) and weighed record (EI WR ) were minimized by conducting the DH interviews either 2 -4 weeks before or after the completion of the WR. To eliminate inter-interviewer bias and effects, all interviews were conducted by one investigator. Information was obtained on the usual meal and snack pattern of the subject, including place of consumption, usual foods consumed during the week and on weekends, and detailed descriptions of these foods including methods of preparation and portion size. Amounts of foods and fluids consumed were estimated by means of photographs of known portion weights of foods supplemented with the use of common household cups, glasses and dishes. School meal intakes were assessed by obtaining a typical week's menu with weights from the school meals staff and asking the child to indicate how much of these meals they usually ate. Self-service school cafeteria meals were assessed by asking the child which foods he or she usually selected and how much they normally ate. Typical portion sizes were subsequently obtained from the supervisory staff. Energy intakes were calculated as described above. Details of each dietary methodology are fully documented in the source references (Livingstone et al, 1990b (Livingstone et al, , 1992b ).
Total energy expenditure Doubly labelled water method. Total EE by the DLW method was measured over 15 days in the adults and over 10 -15 days in the children (Livingstone et al, 1990a (Livingstone et al, , b, 1992a . The DLW technique, together with methods of calculation, validation studies and estimates of potential errors, has been fully described elsewhere (International Dietary Energy Consultative Group, 1990; Speakman, 1997) . After collection of a predose urine sample, each subject was dosed orally with 0.05 g 2 H 2 O and 0.15 g (adults) or 0.125 g (children) H 2 18 O=kg body weight. Aliquot samples of urine were collected 5 h postdose and each day at a known time for 15 days in the adults and 10 -15 days in the children. Isotope analysis of postdose urine samples was made in duplicate, corrected for background amounts and carbon dioxide production rate calculated by using the multipoint method (Coward, 1988) . The mean respiratory quotient required to estimate EE from carbon dioxide production was calculated from food quotients measured by WR in the adults and DH in the children (Black et al, 1986) . Proporation of error analysis yielded an average standard error for the estimates of EE DLW of 6 AE 2.6% (adults) and 2.8 AE 1.0% (children).
Heart-rate monitoring. In all subjects, total EE by the Flex-HR method was measured over two to four separate days concurrently with the assessment of EE DLW . The procedures are described in detail in the source references (Livingstone et al, 1990a (Livingstone et al, , 1992a . Briefly, the estimation of EE HR involved measurements of basal metabolic rate (BMR), resting metabolic rate (RMR), individually determined heart rate (HR) -oxygen consumption (VO 2 ) regression lines, and minute-byminute daytime HR recordings in free-living conditions. To determine the individual HR -VO 2 regression line, five calibration points were obtained by simultaneous measurement of VO 2 and recording of HR under standardized conditions. Calibration points were obtained for the following activities carried out in sequence: supine, sitting quietly, standing quietly (resting activities) and two exercise activities. HR was monitored for two to four separate days in the freeliving situation with a cardiofrequency meter (Sport Tester PE3000; Polar Electro, Kempele, Finland). Daytime HR was recorded at 1 min intervals up to a maximum recording time of 16 h, at which time stored information was retrieved and the memory reprogrammed.
Twenty-four-hour EE from HR was calculated as follows. A FLEX HR was calculated as the mean of the highest HR for the resting activities and the lowest HR of the exercise activities. RMR was calculated as the mean of the VO 2 for the resting activities. EE for the 16 h of HR recording was determined as follows. For periods of the daytime when HR fell below FLEX HR, EE was calculated as RMR. For the remainder of the time, when HR was above FLEX HR, EE was derived from the minute-by-minute recorded HR by reference to the subject's regression line for the VO 2 corresponding to the HR. Twenty-four-hour EE was computed by summing the estimated EE by HR monitoring and EE at night. The latter was assumed to be equal to the measured BMR.
Basal metabolic rate. BMR was measured (BMR meas ) by indirect calorimetry using a ventilated hood apparatus (Datex Metabolic Monitor; Datex Instrumentation CorporaMis-reporting of energy intake MBE Livingstone et al tion, Helsinki, Finland). In the adult subjects, a classical BMR was measured in which subjects spent the previous night in a metabolic laboratory and BMR was measured at 1 min intervals for 30 -45 min under standardised conditions immediately upon waking and with minimal physical disturbance. Children were brought to the laboratory early in the morning in a fasted state and allowed to rest quietly for 20 min before BMR was measured. BMR was also estimated (BMR est ) for each subject from the appropriate Schofield equation based on height and weight (Schofield et al, 1985) .
Identifying dietary data of poor validity: reference definition Subjects were identified as acceptable reporters (AR), underreporters (UR), or over-reporters (OR) from their ratio of EI WR :EE DLW (adults and children) and EI DH :EE DLW (children only), according to whether the individual's EI:EE ratio was within, below or above the 95% confidence limits of agreement between the two measurements. The 95% confidence limits of agreement between EI WR or EI DH and EE DLW were calculated as
where d is the number of days of diet assessment and CV wEI and CV wEE are the pooled mean coefficients of variation in EI (by WR or DH) and EE DLW , respectively. The CV wEI in EI WR for the adults, for the children and for the total group was 27, 23 and 24%, respectively. For the purpose of this analysis, the EI data measured by DH were treated as 7 day records and assumed to have a pooled mean CV wEI of 23% (Bingham, 1987; Nelson et al, 1989) . The coefficient of variation (CV wEE ) for EE DLW was taken as 8.2% (Black & Cole, 2000) . This equation defined AR by WR as having an EI WR :EE DLW ratio within the range 0.74 -1.26 (adults), 0.76 -1.24 (children) and 0.75 -1.25 (total group). UR and OR were defined as having an EI WR :EE DLW ratio less than or greater than the minimum and maximum values of the appropriate ranges, respectively. AR by DH (children only) were defined as having an EI DH :EE DLW ratio in the range 0.76 -1.24, UR as < 0.76 and OR as > 1.24. Sensitivity and specificity The classification into ar, ur and or, according to the ratios defined above, provided the baseline or reference definition. Subjects were then classified as acceptable reporters (ar), under-reporters (ur), and over-reporters (or) according to three strategies described below. (Goldberg et al, 1991; Black, 2000a, b) . The revised factors to be used in the equation proposed by Black (2000a, b) were applied in calculating the cut-offs. 3 Each subject's value for EE HR was expressed as the PAL (EE HR :BMR meas ) and subjects were allocated to low, medium and high levels of activity as defined by the appropriate age -sex physical activity level (PAL) values from the WHO recommended energy requirements (FAO=WHO=UNU, 1985) . Upper and lower cut-offs were calculated for these individual PAL values using the Goldberg equation for n ¼ 1.
The sensitivity of each of these three strategies for detecting UR was calculated as the proportion of UR correctly identified, while the specificity was calculated as the proportion of non-UR correctly identified. The percentage of all subjects mis-classified by each strategy was also calculated.
Results
The Table 2) . Table 3 shows the sensitivity and specificity of the first strategy for evaluating reported EI, namely a direct compar- Figure 1 Energy intake assessed by seven day weighed record (WR EI) against energy expenditure measured by doubly labelled water (DLW EE) for the total group (n ¼ 50). Dotted lines indicate upper and lower 95% confidence limits of agreement between energy intake and energy expenditure. However, the specificity of EE HR for identifying non-UR by WR was good, with only one adult subject and none of the children being misclassified as a ur rather than an ar. On the other hand, the sensitivity and specificity of EE HR for identifying both UR and non-UR by DH (children only) were excellent. When cut-offs based on a blanket PAL of 1.55 were applied to the EI WR data, specificity also remained high (1.00 adults; 0.97 children) for cut-offs based on BMR est and was perfect (1.00) when based on BMR meas (Table 4 ). The sensitivity of this strategy in the adult subjects was similar to that of EE HR , with only 50% of subjects who under-reported by WR being correctly identified. However, sensitivity of the cut-offs was particularly poor when applied to the EI reports of the children. Only 25% of the children who under-reported by WR and none of the UR by DH were correctly identified using this strategy.
In the third strategy, the subjects were assigned to low, medium and high activity levels according to their own Mis-reporting of energy intake MBE Livingstone et al measured PAL (EE HR :BMR meas ). Table 5 presents the WHO PAL values for the three activity levels for each age -sex group and the boundaries selected for assigning subjects to each level (the midpoints between the WHO PAL values). Table 6 shows the effect of applying the upper and lower cutoffs based on these PAL values to scrutinize the EI data. Only data based on BMR est are presented, as the sensitivity and specificity were not improved by calculations based on BMR meas . Relative to the use of cut-offs based on a single measured PAL of 1.55, the application of cut-offs based on the PALs of the subjects did not alter the proportion of adults or children who were mis-classified. However, they were fully sensitive to the extent of under-reporting by WR in the adult subjects, albeit there was some loss of specificity. In contrast, while the cut-offs based on activity levels offered no improvement in sensitivity (0.25) when applied to the EI WR of the children, they were fully sensitive to correctly identifying UR by DH.
Discussion
At the outset it is acknowledged that the small study sample used in this analysis precludes any definitive conclusions concerning the efficacy of EE HR as an independent validity check on mis-reporting of EI data. Unfortunately, the expense and other problems of conducting such validation studies will inevitably constrain the numbers that can be studied, and hence, the generality of the conclusions for dietary surveys. The merit of this analysis lies in drawing attention to the possible pitfalls that could arise when applying validation techniques of unknown sensitivity and specificity for detecting mis-reporting of EI. With this caveat in mind, the results of this retrospective study on randomly selected subjects demonstrated that EE HR Mis-reporting of energy intake MBE Livingstone et al had only half the sensitivity of EE DLW for detecting UR by WR, although its specificity remained largely uncompromised. Relative to EE DLW , EE HR was equally effective for detecting UR and non-UR by the DH method (children only). The loss of sensitivity for screening EI WR can be largely attributed to the higher within-subject coefficient of variation in the measurements of EE by HR monitoring (13.3, 17.6, 11.2% for the total group, adults and children respectively) relative to DLW, which was taken as 8.2% (Black & Cole, 2000) . In the original studies (Livingstone et al, 1990a (Livingstone et al, , 1992a , EE HR and EE DLW showed good agreement at the group level, but individual estimates of EE HR ranged from 722 to þ 52% of corresponding EE DLW values. The reasons for these discrepancies have been discussed in detail in the source references (Livingstone et al, 1990a (Livingstone et al, , 1992a ) and include limited sampling periods for the estimation of HR EE , inappropriate Flex-HR definition and=or unrepresentative calibration data. In particular, it is most unlikely that 2 -4 days of EE HR , as was measured in these subjects, would provide a representative estimate of habitual EE HR . Undoubtedly, the CV wEE would be reduced and the sensitivity of the method enhanced, if the precision of HR monitoring could be improved. Inevitably, more lengthy periods of EE HR assessment would have practical and resource implications for researchers who intend to exploit this methodology as a validation tool. However, failure to extend the assessment periods would mean that EE HR would offer little advantage over the original Goldberg equation based on a blanket PAL of 1.55. Another constraint associated with estimating EE HR is the requirement for individual calibration of HR vs VO 2 , necessitating appropriate metabolic facilities for measuring respiratory gas exchange. Thus, assessment of EE HR for screening EI in large dietary surveys may simply not be a viable option. However, with the proviso that representative measures of EE HR must be obtained to maximize sensitivity, the method could prove an extremely effective validation tool in small studies where individual data have much greater influence on the results and conclusions .
An alternative application of HR monitoring, more suited to larger population samples, is to dispense with the assessment of EE HR in favour of simply defining patterns of physical activity as low, medium or high. In default, subjects in this analysis were classified into their respective activity levels based on a comparison of their measured EE HR :BMRmeas ratio with WHO PALs since this is a better measure of 'true' activity level as measured by HR. Overall, this strategy proved as sensitive for screening EI WR data as that based on individual measurements of EE HR and more sensitive than that based on a blanket PAL of 1.55. Nevertheless, it is apparent that cut-offs based on activity levels are of differential sensitivity, given that they identified all of the adult UR but 75% of the children who under-reported by WR went undetected. Clearly, the efficacy of this strategy hinges on being able to select a suitable PAL value for each activity level. Even then, differences in sensitivity will emerge depending on the extent to which a selected PAL at any one level is close to the true value. For example, the actual mean EE HR :BMR meas of the adult subjects assigned to each activity level were 1.42, 1.68 and 2.30 for the men and 1.56, 1.65 and 1.78 for women while the corresponding WHO PAL values used to derive the cut-offs were 1.55, 1.78 and 2.10 (men), and 1.56, 1.64 and 1.80 (women). Fortuitously, these cut-offs proved to be fully sensitive in the adult group but the penalty was a reduced specificity. Even if subjects can be correctly classified into their respective activity levels, the application of a single cut-off to encompass the range of EE within a given activity level will vary the probability between subjects that they will be (mis)classified as a UR, AR or OR. Consequently, while the cut-offs based on the physical activity levels clearly have more merit than those Mis-reporting of energy intake MBE Livingstone et al based on a blanket cut-off of 1.55, and should be used in preference, it is with the caveat that they are most unlikely to fulfill the criterion of full sensitivity as shown in this small sample of adults. The differential sensitivity of cut-offs is particularly well exemplified in the dietary reports of the children. Most attempts at identifying mis-reporting of EI by children have applied the same strategies as those used to scrutinize the EI data of adults. Intuitively this seems logical, but as the present analysis has shown, there are inherent problems in doing so. Of the strategies explored, EE HR was the most sensitive and specific indicator of mis-reporting by WR in children and it is reasonable to assume that the detection of UR would improve if due cognisance was taken of the need to obtain more representative estimates of EE HR . The use of cut-offs based on a blanket PAL of 1.55 and physical activity levels was much more problematic because application of each of these strategies was only sensitive to 25% of UR by EI WR , even though their specificity was perfect. It is perhaps not surprising that cut-offs based on a blanket PAL of 1.55 were so insensitive for evaluating the EI WR in a paediatric population. A PAL of 1.55 was originally devised to evaluate the overall bias to under-reporting in a sedentary adult population, although in theory the cut-off values for a sample size of n ¼ 1 can be used to identify UR at the individual level (Goldberg et al, 1991; Black, 2000a, b) . Consequently, its application for identifying individual mis-reporters in paediatric groups cannot be advocated. Of equal concern is that application of age-sex specific cut-offs based on three levels of physical activity did not improve the sensitivity of the technique, suggesting that the WHO recommended PAL levels for these age-sex-activity groups may be inappropriate for this purpose (Torun et al, 1996) . In the present state of knowledge, therefore, all cut-offs based on assumed PAL levels used for screening the EI data of children should be applied with caution and with full acknowledgement of the pitfalls involved.
There is some evidence from these data to suggest that EE HR and cut-offs based on physical activity levels may be more sensitive in detecting UR by EI DH . In marked contrast, a cut-off based on a PAL of 1.55 was totally insensitive to EI DH underreporting. However, EI DH was assessed only in the children and, as this analysis shows, the issue with these data was of over-reporting, not under-reporting. Therefore, no conclusions about the efficacy of these strategies for detecting UR by DH in this, or any other group, could be justified at present.
The final issue is whether sensitivity and specificity of cutoffs based on assumed PAL values would be improved if BMR was not estimated but measured directly. The data presented in Table 4 show no differences in the sensitivities based on BMR est or BMR meas , although the detection of non-UR was marginally improved. Therefore, any advantages of BMR meas , relative to the resource implications of making such measurements, do not justify inclusion of BMR meas in large epidemiological studies. However, BMR meas in small-scale studies could help to avoid misclassification of subjects .
The identification of mis-reporters of EI at the individual level must underpin any attempt to assess the causes and consequences of mis-reporting in dietary surveys. This is a formidable challenge which can only be addressed by direct comparison of EI with EE, or in default, by using cut-offs for EI:BMR based on the physical activity level of individual subjects. However, as this analysis has shown, currently available techniques such as EE HR may be able to identify only gross bias. The implications are salutary. Before any technique for estimating EE comes into common use for validating EI, its sensitivity and specificity for detecting misreporters needs to be carefully evaluated, not just assumed. Otherwise, indiscriminate use of instruments of unknown sensitivity and specificity will only generate more confusion in an already confused area.
