It is well known that Newton's method for a nonlinear system has quadratic convergence when the Jacobian is a nonsingular matrix in a neighborhood of the solution. Here we present a modification of this method for nonlinear systems whose Jacobian matrix is singular. We prove, under certain conditions, that this modified Newton's method has quadratic convergence. Moreover, different numerical tests confirm the theoretical results and allow us to compare this variant with the classical Newton's method.
Introduction
Let us consider the problem of finding a real zero of a function F : D ⊆ R n −→ R n , that is, a solution α ∈ D of the nonlinear system F(x) = 0. The most known iterative method is the classical Newton's method. For n = 1, this method converges quadratically if, between other conditions, the derivative is nonzero at the solution. Quadratic convergence can be reestablished for multiple roots by modifying the iteration function. If α is a zero of function F, with multiplicity m > 1, we can write F(x) = (x − α) m h(x), with h(α) = 0. In this case, the modified Newton's iteration
, k = 0, 1, . . . ,
converges quadratically under certain conditions. In recent papers (see [2, 5] ) methods for acceleration of iterative processes for solving a nonlinear equation with multiple roots have been presented. We will generalize the idea for nonlinear systems.
For n > 1 Newton's iteration is given by
where J F (x) is the Jacobian matrix of F. This method requires that the Jacobian matrix is nonsingular in a neighborhood of α, in order to get quadratic convergence. This condition restricts to some extent the application of Newton's method. For this reason, in [3, 8] the authors propose variants of Newton's method which converge quadratically in spite of the Jacobian matrix being singular in some iterations.
In this paper, we present a modified Newton's method for nonlinear systems F(x) = 0, allowing that the Jacobian matrix to be singular at the solution α. Now, we recall some notions about the convergence of an iterative method.
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Definition 1. Let {x (k)
} k≥0 be a sequence in R n convergent to α. Then, the convergence is said to be (a) linear, if there exists M, 0 < M < 1, and k 0 such that
Proposition 1 (See [7] ). Let α be a zero of the function F and suppose that x (k−1) , x (k) and x (k+1) are three consecutive iterations close to α. Then, the computational order of convergence ρ can be approximated using the formula
Since the iterative methods that we propose can be considered as iterative fixed point methods, we study their convergence by using the following result.
Theorem 1 ([6] The rest of the paper is structured as follows. In Section 2 we prove the quadratic convergence of the modified Newton's method for systems of a particular form. In Section 3 we extend the modified Newton's method for general nonlinear systems whose Jacobian matrix is singular at the solution. We prove that, under certain conditions, this method has quadratic convergence. The last section is devoted to the numerical results obtained by applying the described methods to several nonlinear systems. From this results we compare the different methods, confirming the theoretical results.
We denote by diag(d i ) the n × n diagonal matrix whose main diagonal entries are
A modification of Newton's method
The performance of Newton's method for a nonlinear system degrades if the Jacobian matrix is singular at the solution. Following the idea of the modified Newton's method for multiple roots in the scalar case (1), we replace the fixed point function
by the modified iteration function
where M is a diagonal matrix that allows to reestablish quadratic convergence, under some conditions.
In the following result we consider a particular case where the elements of matrix M can be determined analytically. Let us suppose that there exist integers p i ≥ 1 and real functions h i , i = 1, 2, . . . , n, such that the component functions of F can be expressed as
where ∈ S, the fixed point function G(x) given by (4), with
Proof. The Jacobian matrix J F (x) can be expressed as the product of two matrices
where
Obviously, matrix A(x) is invertible in the subset S 1 of D such that x i = α i , ∀i = 1, . . . , n, and matrix B(x) is invertible in a neighborhood S 2 of α since,
and so we get
So, by continuity B(x) is nonsingular in the neighborhood S 2 of α.
Consider the iteration function
where M = diag(m i ) has to be determined in order to get quadratic convergence. In these terms, we have
If B ij (x) represents the adjoint of the element (i, j) of matrix B(x), the inverse matrix has the expression
and substituting in (7) it can be concluded that the associated fixed point function
where we have taken H j (x) = m j B ji (x)h j (x)/|B(x)| in order to simplify the notation. Observe that g i (α) = α i since |B(α)| = 0 and so H j (α) is well defined.
By direct differentiation with respect to x i we get
Taking into account that H j (x) is a linear combination of functions with continuous derivatives in S, the last term is zero in
From expression of B(α), we deduce the form of the adjoint
By substituting in (8) and using (6) we have
By taking m i = p i we get
On the other hand, for all k = 1, 2, . . . , n, k = i
The last term is zero in α, as we have commented for getting (8) and
Therefore, by applying Theorem 1 the iterates
Theorem 2 states that for systems of the form (5) taking m i = p i , i = 1, 2, . . . , n, the iteration (4) converges at least quadratically.
The main diagonal entries of matrix M are called weights. If M is the identity matrix, the iteration (4) is Newton's method.
In addition, if we apply Newton's iteration function G(x) = (g 1 (x), . . . , g n (x))
T to a system of the form (5), the proof of Theorem 2 shows that
and, in this case, the weights are
The iterative method
can be applied to a general system F(x) = 0 by defining
We will refer to it as modified Newton's method (MN). Numerical examples from (c)-(f) show that the number of iterations used by modified Newton's method is smaller than that of Newton's method. Most papers trying to accelerate the convergence when approaching a singular root establish a connection between multiplicity and the rank of the Jacobian matrix (see, for example, [1] and [4] ). In our case for systems of the form (5) it is easy to observe that if p i > 1, i = 1, 2, . . . , n, then rank(J F (α)) = 0, and if the number of integers p i greater than 1 is m, then rank(J F (α)) = n − m.
A generalization of the method
In [3, 8] , the authors establish the following iterate method
in order to find a zero of a nonlinear system F(x) = 0, permitting the Jacobian matrix to be singular in some points. In this section we generalize this iteration for finding a root of a system with singular Jacobian at the solution. Given the nonlinear system
T for which F(α) = 0 and |J F (α)| = 0, let us consider a new system
where m i > 0, i = 1, 2, . . . , n are given by (10) and v i ∈ R, i = 1, 2, . . . , n are chosen in order to obtain |J F (α)| = 0. Notice that, for systems of the form (5), by taking v i = 0, i = 1, 2, . . . , n, the condition is satisfied.
Obviously, system (11) is equivalent to (12), so applying Newton's method to system (12) we have
The Jacobian matrix of F(x) can be written as follows
Then Newton's iteration yields
We will refer to this iteration formula as generalized Newton's method (GN). The modified Newton's method (4) is a particular case of (14), by taking v i = 0, i = 1, 2, . . . , n. The main difference between methods MN and GN is that GN allows a higher degree of freedom in parameters v i in order to obtain convergent iterates.
In the following theorem we study the convergence of method GN. We use in it the same notation for the n-dimensional case as for the one-dimensional case by simply interpreting the symbols appropriately.
Theorem 3. Under the above mentioned conditions, if
is chosen sufficiently close to the solution, then the method defined by (14) has quadratic convergence.
.
and replacing e (k)
Adding the term −α in both sides of (13) and using (15) we have
Therefore, by the nonsingularity of the Jacobian matrix in a neighborhood of α, we have the quadratic convergence of the 
Numerical results
In this section we check the effectiveness of the methods MN and GN compared with classical Newton's method. The considered systems present singular Jacobian at the solution. Examples (a) and (b) verify the hypothesis of Theorem 2, whereas examples from (c) to (f) are of a general form. In this case, the values of the weights m i are obtained from (10) by symbolic computation in MATLAB.
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