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Resumen
En este escrito se estudia, de manera simple, los tensores para proporcionar la idea de
me´tricas tensoriales que inducen naturalmente las Geome´trias de tipo diferenciables tales
como: Euclideana, Hiperbo´lica, Riemanniana, Semi-Riemanniana y Simple´ctica entre otras,
escogiendo un tensor apropiado para medir (me´trica) en cada uno de los tangentes de una
superﬁcie regular o de una variedad diferenciable.
1. Introduccio´n
Son muchas las razones que los matema´ticos tienen para estudiar los campos tensoriales o simple-
mente tensores; la versio´n del Teorema Fundamental del Ca´lculo sobre variedades de dimensio´n n
incluye tensores alternantes que en su forma elemental se conoce como Regla de Barrow-Newton
y se sintetiza en la fo´rmula. ∫ b
a
f ′(x)dx = f(b)− f(a).
De manera un poco mas general, recibe el nombre de teorema de Stokes, y en e´l los papeles
de f y f ′ esta´n representados por una forma diferencial (o tensor alternante) ω y su diferencial
exterior dω; los papeles del intervalo [a,b] y del par de puntos {a, b} son representados por un
subconjunto D de una variedad orientada con orientacio´n en el borde, ∂D, inducida por la de
D y se resume en la fo´rmula: ∫
∂D
ω =
∫
D
dω
Este resultado, adema´s de su intere´s en el ca´lculo, proporciona interpretaciones ilustrativas a
ciertos conceptos de la f´ısica, como, por ejemplo, la divergencia y el rotacional y forma parte de
los fundamentos para desarrollar las herramientas mas importantes de la Geometr´ıa Diferencial.
Tambie´n, el estudio de las derivadas de orden superior sobre objetos geome´tricos se puede realizar
con cierta facilidad usando la terminolog´ıa tensorial.
En este escrito nos limitaremos a estudiar los tensores para presentar algunas geometr´ıas, de
forma elemental y de tipo diferenciable, tales como: Euclideana, Hiperbo´lica, Riemanniana, Semi-
Riemanniana y Simple´ctica entre otras, escogiendo un tensor apropiado para medir (me´trica)
en cada uno de los tangentes de una superﬁcie regular o de una variedad diferenciable.
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2. Una nota sobre espacio dual
Sea V un espacio vectorial real. Como es usual V ∗ denotara´ el espacio vectorial dual de V, esto es,
el espacio vectorial formado por todas las transformaciones (o funcionales) lineales T : V → R.
Adema´s si e = {ei}i∈I es una base algebraica para V, es decir, cualquier elemento de V es
combinacio´n lineal ﬁnita de elementos de e = {ei}i∈I, entonces su base algebraica dual asociada
(de V ∗) es e∗ = {ej}j∈J es tal que
ej(ei) =
{
1, si i = j
0, si i = j.
En la teor´ıa de tensores los elementos con super´ındices siempre estara´n en el dual, por ejemplo
vi ∈ V ∗, uj ∈ U∗
Adema´s, obse´rvese que si v ∈ V, entonces
v =
n∑
i=1
ei(v)ei
y para cada α ∈ V ∗,
α =
n∑
i=1
α(ei)ei.
Empleando la convencio´n de la suma, en donde e´sta se invoca cuando un ı´ndice esta´ repetido
inferior y superiormente, estas expresiones se convierten en
v = ei(v)ei y α = α(ei)ei.
Se puede enviar V en V ∗∗ = L(V ∗,R) en donde a cada v ∈ V se le asocia v∗∗ ∈ V ∗∗, deﬁnido
por v∗∗(α) = α(v) para todo α ∈ V ∗. En el caso en que V tiene dimensio´n ﬁnita V ∗∗ y V tienen
la misma dimensio´n, as´ı, la funcio´n V → V ∗∗ es uno a uno y por lo tanto un isomorﬁsmo. En
dimensio´n inﬁnita, se dice que V es reflexivo cuando la funcio´n V → V ∗∗ es un isomorﬁsmo. Por
identiﬁcacio´n se tiene que
ej(ei) = e∗∗j (e
i) = ei(ej) =
{
1, si i = j
0, si i = j
3. Tensores en espacios vectoriales
Este tema tambie´n se puede consultar en [8] pa´gina 54. Si V1, · · · , Vn son espacios vectoriales
sobre un campo K, donde K = R o K = C, existen muchas funciones
t : V1 × · · · × Vn → K
con caracter´ısticas muy especiales y de gran utilidad en la Matema´tica segu´n el caso. En e´sta sec-
cio´n se estudiara´ el caso cuando t es una funcio´n multilineal, esto es, lineal en cada componente.
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En particular para n = 2, t debe satisfacer:
t(x1 + x2, y) = t(x1, y) + t(x2, y)
t(x, y1 + y2) = t(x, y1) + t(x, y2)
t(cx, y) = ct(x, y) = t(x, cy)
Para todo x, x1, x2 en V1 y todo y, y1, y2 en V2.
Por comodidad este estudio se presentara´ sobre R (es decir cuando K = R). El conjunto de
todas las funciones multilineales en V1 × · · · × Vn forman un espacio vectorial con la suma y el
producto por escalares deﬁnidas entre funciones como en Ca´lculo.
Definicio´n 3.1. Sean V, V1, · · · , Vn espacios vectoriales
(a) Un tensor sobre V1 × V2 × · · · × Vn es una funcio´n multilineal
t : V1 × · · · × Vn → R.
El espacio vectorial de todos los tensores definidos en V1 × · · · × Vn se denotan con V1 ⊗
· · · ⊗ Vn.
(b) En particular, sea T rs (V ) el subespacio vectorial de V1 ⊗ · · · ⊗ Vn formado por todos los
tensores de la forma
t : V ∗ × · · · × V ∗︸ ︷︷ ︸
r-copias
×V × · · · × V︸ ︷︷ ︸
s-copias
−→ R
Los elementos de T rs (V ) se llaman tensores de tipo
(r
s
)
sobre V, contravariante de orden r
y covariante de orden s.
Definicio´n 3.2 (Producto tensorial).
(a) Sean V1, · · · , Vn y W1, · · · , Wm espacios vectoriales y los tensores:
t1 : V1 × · · · × Vn → R
t2 : W1 × · · · ×Wm → R,
entonces el producto tensorial t1 ⊗ t2 es la funcio´n multilineal dada por
t1 ⊗ t2(v1, · · · , vn, w1, · · · , wm) = t1(v1, · · · , vn)t2(w1, · · · , wm)
con vi ∈ Vi, y wj ∈ Wj.
(b) En particular, si t1 ∈ T r1s1 (V ) y t2 ∈ T r2s2 (V ), el producto tensorial
t1 ⊗ t2 ∈ T r1+r2s1+s2 (V )
esta´ dado por
t1 ⊗ t2(β1, · · · , βr1, γ1, · · · , γr2, f1, · · · , fs1, g1, · · · , gs2)
= t1(β1, · · · , βr1, f1, · · · , fs1)t2(γ1, · · · , γr2, g1, · · · , gs2)
donde βj, γj ∈ V ∗ y f1, g2 ∈ V.
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Reemplazando R por un espacio F se obtiene T rs (V ;F ), el espacio tensorial con valores en F de
tipo
(
r
s
)
.
Ahora obse´rvese que el producto tensorial no es conmutativo y satisface las siguientes propiedades:
t1 ⊗ (t2 ⊗ t3) = (t1 ⊗ t2)⊗ t3,
(t1 + t2)⊗ t3 = t1 ⊗ t3 + t2 ⊗ t3,
t1 ⊗ (t2 + t3) = t1 ⊗ t2 + t1 ⊗ t3,
(ct1)⊗ t2 = c(t1 ⊗ t2) = t1 ⊗ (ct2)
para todo t1, t2, t3 tensores y c ∈ Rn. Adema´s,
(a) T 01 (V ) = V
∗,
(b) T 10 (V ) = V
∗∗,
(c) T 02 (V ) = L(V ; V
∗)
Por convencio´n se toma T 00 (V ;F ) = F.
Teorema 3.1. Sea v∗ = {vi}i∈I base algebraica para V ∗ dual de v = {vp}p∈P base dual
para V y w∗ = {wj}j∈J base algebraica para W ∗ dual de w = {wq}q∈Q base algebraica para W.
Entonces {
vi ⊗wj : i ∈ I j ∈ J}
es una base algebraica para V ⊗W.
Nota. El teorema tambie´n aﬁrma que si dimV = k y dimW = s, via isomorﬁsmo, el conjunto{
vp ⊗ wq : p = 1, · · · , q j = 1, · · · , p
}
representa una base de V ⊗W ya que espacios vectoriales de igual dimensio´n ﬁnita son isomorfos
y dimV ⊗W = ks.
Demostracio´n. Se debe demostrar que los elementos de la forma
vi ⊗wj
de V ⊗W son linealmente independientes y que generan a V ⊗W. Entonces, supo´ngase que
tijv
i ⊗ wj = 0.
Aplicando esto a (vi, wj) se tiene que tij = 0.
Para terminar, sea t ∈ V ⊗W,
t = tij (vi ⊗wj),
luego
tij = t(vi, wj),
entonces
t = t(vi, wj) vi ⊗ wj
Lo que termina la demostracio´n del teorema.
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Corolario 3.1.1. Sea V un espacio vectorial, {ei}i∈I una base algebraica para V, {ej}j∈J su
base algebraica dual para V ∗ y {e∗∗k }k∈K base algebraica de V ∗∗ dual de {ej}j∈J. Entonces una
base algebraica para T rs (V ) esta´ dada por{
e∗∗k1 ⊗ · · · ⊗ e∗∗kr ⊗ ej1 ⊗ · · · ⊗ ejs
∣∣ ki ∈ K, ji ∈ J} (1)
El espacio tensorial T rs (V ) tiene tambie´n la siguiente notacio´n importante:
V ∗ ⊗ . . .⊗ V ∗ ⊗ V ⊗ . . .⊗ V (2)
donde se presentan r copias de V ∗ y s copias de V.
Nota
(a) Si dimV = n, entonces la dimensio´n de T rs (V ) es nr+s. y cada e∗∗k se identiﬁca con ek
(b) El lector que tiene cierto conocimiento de Ana´lisis Funcional puede darse cuenta fa´cilmente
que si V es un espacio de Hilbert, o ma´s general un espacio de Banach reﬂexivo la base
dada en (1) se representa con{
ek1 ⊗ · · · ⊗ ekr ⊗ ej1 ⊗ · · · ⊗ ejs
∣∣ ki ∈ K, ji ∈ J} (3)
4. Ejemplos
Ejemplo 4.1. Sean
e1 = (1, 0, · · · , 0), e2 = (0, 1, 0, · · · , 0), · · · , en = (0, · · · , 0, 1)
los vectores de la base cano´nica de Rn y {ei, 1 ≤ i ≤ n} base para (Rn)∗ dual a {e1, · · · , en}.
Son
(
0
2
)
tensores sobre Rn :
t = e1 ⊗ en, t = e1 ⊗ e2 + 5e2 ⊗ en.
Un tensor de tipo
(
0
3
)
es
t = en ⊗ e2 ⊗ e3
Por u´ltimo un tensor de tipo
(
1
2
)
es
t = 2e1 ⊗ e1 ⊗ e2 + 4e2 ⊗ e1 ⊗ e1 + 6e3 ⊗ e2 ⊗ e3
Ejemplo 4.2.
(a) Si t es un
(0
2
)
tensor sobre V, entonces t tiene componentes
tij = t(ei, ej),
es decir, una matriz de taman˜o n×n. Esta es la forma usual de asociar una forma bilineal
con una matriz. Por ejemplo, en R2 la forma bilineal
t(x, y) = Ax1y1 + Bx1y2 + Cx2y1 + Dx2y2
(donde x = (x1, x2) y y = (y1, y2)) esta´ asociada a la matriz(
A B
C D
)
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(b) Si t es un
(0
2
)
tensor sobre R2, entonces tiene sentido decir que t es sime´trico si
t(e1, e2) = t(e2, e1),
lo que equivale a decir que la matriz tij es sime´trica. Un
(
0
2
)
tensor sime´trico se puede
recuperar de su forma cuadra´tica Q(e) = t(e, e) por
t(e1, e2) =
1
4
[
Q(e1 + e2)−Q(e1 − e2)
]
y t tiene como matriz asociada (
A B
B D
)
as´ı Q(x) = Ax21 + 2Bx1x2 + Dx
2
2
(c) En general, un
(0
s
)
tensor sime´trico se deﬁne con la condicio´n
t(v1, · · · , vs) = t(vσ(1), · · · , vσ(s))
para toda permutacio´n σ de {1, · · · , s}, y para todos los elementos v1, · · · , vs ∈ V. Se le
puede asociar a t un polinomio homoge´neo de grado k :
P (v) = t(v, · · · , v)
y como en el caso s = 2, P y t determina uno al otro. Tambie´n se puede hacer una deﬁnicio´n
similar para el caso de
(
r
0
)
tensores. Es claro que un tensor es sime´trico si y so´lo si todas
sus componentes en cualquier base son sime´tricas.
(d) Un producto interior 〈 , 〉 sobre V es un (02) tensor y su matriz se escribe generalmente con
gij = 〈 ei, ej 〉. As´ı gij es sime´trico y deﬁnido positivo. La matriz inversa se escribe con gij.
5. Propiedad universal
El siguiente teorema se conoce como Propiedad universal para el producto tensorial.
Teorema 5.1. Sean V y W espacios vectoriales y ⊗ la funcio´n multilineal de V ×W en V ⊗W
definida por ⊗(v, w) = v⊗w. Entonces para todo U espacio vectorial y h : V ×W → U una
funcio´n multilineal, existe una u´nica transformacio´n lineal h˜ : V ⊗W → U tal que el siguiente
diagrama
V ⊗W
V ×W U
⊗ hˆ
h
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conmuta, esto es h˜ ◦ ⊗ = h
El par 〈V ⊗W,⊗〉 se llama una solucio´n al Problema Universal Funcional para funciones
bilineales con dominio V ×W .
Demostracio´n. Bajo hipo´tesis se demostrara´ la existencia de h˜ usando el hecho de a´lgebra lineal
que aﬁrma: una transformacio´n lineal se conoce de manera u´nica al conocer su accio´n sobre una
base de su dominio. En efecto, sean {ei}i∈I , {wj}j∈J , bases algebraicas de V ∗ y W ∗ respecti-
vamente, duales de las bases algebraicas {ek}k∈K y {wp}p∈P , de V y W respectivamente. Si
h : V ×W → U es una funcio´n bilineal, entonces existe una u´nica transformacio´n lineal
h˜ : V ⊗W → U,
tal que h˜(ei ⊗ wj) = h(ei, wj).
Con lo que
h˜ ◦ ⊗ = h
Luego, para todo v = akek, w = bpwp elementos de V y W respectivamente, se tiene que
h(v, w) = h
(
akek, b
pwp
)
= akbp h(ek, wp)
= akbp h˜(ek ⊗wp)
= h˜(v ⊗w)
= h˜ ◦ ⊗(v, w)
As´ı, la funcio´n requerida h˜ existe y esta´ determinada de manera u´nica.
Corolario 5.1.1. Sean V y W espacios vectoriales, la propiedad universal caracteriza el producto
tensorial V ⊗W salvo isomorfismos, en el siguiente sentido: Si existe un espacio vectorial T y
una funcio´n multilineal θ : V ×W → T con la propiedad universal, entonces
V ⊗W ≈ T
Demostracio´n. Como los pares 〈V ⊗W,⊗〉 y 〈V ⊗W,⊗〉 son soluciones al problema universal
para funciones bilineales con dominio V ×W, entonces existen funciones u´nicas f : V ⊗W → T
y g : T → V ⊗W tales que el par de diagramas
V ⊗W
V ×W T
⊗ f
θ
T
V ×W V ⊗W
θ g
⊗
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conmutan,esto es θ = f ◦ ⊗, ⊗ = g ◦ θ.
S demuestra ahora que f es un isomorﬁsmo de V ⊗W sobre T.
(a) Como θ = (f ◦ g) ◦ θ, entonces la unicidad de la conmutacio´n del diagrama
T
V ×W T
θ i
θ
esto es θ = i ◦ θ, implica que f ◦ g = i.
(b) Como ⊗ = (g ◦ f) ◦ ⊗, entonces la unicidad de la conmutacio´n del diagrama
V ⊗W
V ×W V ⊗W
⊗ i
⊗
esto es ⊗ = i ◦ ⊗, implica que g ◦ f = i.
Ahora, (a) y (b) demuestran que f y g son transformaciones lineales biyectivas con g = f−1,
as´ı V ⊗W ≈ T.
6. Superficie regular
Es necesario observar que las representaciones parame´tricas diferenciables de clase C∞, como en
Ca´lculo de varias variables, puede solamente cubrir una parte de la superﬁcie que se desea estu-
diar y resultar´ıa excesivo restringirnos a considerar u´nicamente representaciones parame´tricas
que sean inyectivos, por tal efecto, se precisa este concepto en la siguiente deﬁnicio´n.
Definicio´n 6.1 (Carta Local). Sean U y M subconjuntos de Rk, U abierto, α : U → M , se
llama una carta local de clase C∞ en M si:
(a) α es de clase C∞
(b) α es un homeomorfismo. Esto es α es inyectiva, continua con inversa continua.
(c) dαp es 1− 1 en cada punto p ∈ U
α(U) recibe el nombre de vencidad coordenada y (α, U) una parametrizacio´n coordenada de
dimensio´n k.
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La condicio´n (c), en el caso bidimensional es decir k = 2, e inmersas en R3, es equivalente a que
αu × αv = 0 ∀(u, v) ∈ U.
Ya que para α : U ⊆ R2 → R3 con α = (x, y, z) la dαp es 1 − 1 equivale a que los vectores
columnas de
⎛⎝ ∂x∂u ∂x∂v∂y
∂u
∂y
∂v
∂z
∂u
∂z
∂v
⎞⎠ (4)
son linealmente independientes, equivalentemente, a que el producto vectorial:
∂α
∂u
× ∂α
∂v
= 0
Ejemplo 6.1. Sea f : U → R una funcio´n difernciable en un conjunto abierto U de R2, entonces
la gra´fica de f , es una superficie regular. En efecto, conside´rese la funcio´n. α : U → R3 definida
por:
α(u, v) = (u, v, f(u, v))
donde (u, v) ∈ U , la cual es una parametrizacio´n coordenada de la gra´fica de f. Adema´s su
vecindad coordenada cubre cualquier punto de f.
La condicio´n (a) de la definicio´n de superficie regular se satisface inmediatamente
La condicio´n (b) no es dif´ıcil ya que ∂(x,y)∂(u,v) = 1, pues x = u, y = v.
Finalmente α es 1 − 1, ya que si (u, v, z) esta´ en la gra´fica de f, entonces (u, v, z), con
z = f(u, v), es la u´nica ima´gen de (u, v) bajo α; y como α−1(u, v, f(u, v)) = (u, v) se tiene
que α−1 es continua.
Definicio´n 6.2. Se dice que un conjunto M ⊆ Rk es una k−superficie regular si cada punto de
p ∈M admite una carta local de clase C∞.
En el caso bidimensional es decir k = 2, e inmersas en R3, una carta local de clase C∞ se escribe
α(u, v) = (x(u, v), y(u, v), z(u, v)).
Cambio de para´metro. Es bien conocido que si (xα, Uα) y (xβ, Uβ) son parametrizaciones
coordenadas de una k−superﬁcie M con xα(Uα) ∩ xβ(Uβ) = W = φ, los conjuntos
x−1α (W ) y x
−1
β (W )
son conjuntos abiertos de Rk y que las funciones x−1β ◦ xα son funciones diferenciables (una
demostracio´n de esto usa el teorema de la funcio´n inversa en varias variables).
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De Ahora en adelante, cuando se indique una superﬁcie diferenciable de dimensio´n k o una
k−superﬁcie diferenciable M, se escribira´ simplemente una superﬁcie diferenciable Mk.
Ahora, se extiende la nocio´n de diferenciabilidad entre superﬁcies.
Dadas dos superﬁcies Mn1 y M
m
2 . Una funcio´n ϕ : M
n
1 → Mm2 es diferenciable en p ∈ M1 si dada
una parametrizacio´n y : V ⊆ Rm → M2 en ϕ(p) existe una parametrizacio´n x : U ⊆ Rn → M1
en p tal que ϕ(x(U)) ⊂ y(V ) y la funcio´n
y−1 ◦ ϕ ◦ x : U ⊆ Rn → Rm (5)
es diferenciable en x−1(p). ϕ es diferenciable en un abierto de M1 si es diferenciable en todos
los puntos del abierto. Es una aplicacio´n del cambio de parametro que la deﬁnicio´n dada no
depende de la escogencia de las parametrizaciones.
Si M es una superﬁcie diferenciable, entonces una funcio´n diferenciable α : (−ε, ε) → M se
llama una curva diferenciable. Supo´ngase adema´s que α(0) = p ∈ M, y sea D el conjunto de las
funciones de M en R diferenciables en p. El vector tangente a la curva α en t = 0 es la funcio´n
α′(0) : D → R deﬁnida con
α′(0)f =
d(f ◦ α)
dt
∣∣∣
t=0
, f ∈ D
luego, un vector tangente en p ∈M es el vector tangente en t = 0 de alguna curva α : (−ε, ε) →
M con α(0) = p. El conjunto de los vectores tangentes a M en p sera´ indicado con TpM.
Si se escoge una parametrizacio´n x : U → Mk en p = x(0), y denotando con( ∂
∂xi
)
0
el vector tangente en p a la curva
xi → x(0, · · · , xi, 0, · · · , 0)
entonces es bien conocido que el conjunto TpM, con las operaciones usuales de funciones, forma
un espacio vectorial de dimensio´n k, y al escoger una parametrizacio´n x : U → Mk se determina
una base asociada {( ∂
∂x1
)
0
, · · · ,
( ∂
∂xk
)
0
}
de TpM. El espacio TpM recibe el nombre de espacio tangente a M en p.
Campos vectoriales. Un campo vectorial X en una superﬁcie diferenciable Mk es una funcio´n
que asocia a cada punto p ∈ M un vector X(p) ∈ TpM. Al considerar una parametrizacio´n
x : U ⊆ Rk → M es posible escribir
X(p) =
k∑
i=1
ai(p)
∂
∂xi
, (6)
donde cada ai : U → R es una funcio´n deﬁnida en U y { ∂∂xi} es una base asociada a x, i =
1, · · · , k. Es claro que X es diferenciable si y so´lo si las funciones ai son diferenciables para
alguna parametrizacio´n (y por lo tanto, para cualquier).
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En muchos casos es conveniente usar (6) como un campo vectorial X : D → F donde D es el
conjunto de las funciones diferenciables en M y F el conjunto de las funciones en M, deﬁnidas
de la siguiente forma
(Xf)(p) =
k∑
i=1
ai(p)
∂f
∂xi
(p). (7)
7. Hacia las geometr´ıas desde los tensores
Para tal efecto, se observara´ la primera forma fundamental de una superﬁce bi-dimensional.
8. Primera Forma Fundamental y generacio´n de
geometr´ıas tensoriales
Sea Mk una superﬁcie diferenciable, se restringe el trabajo a una vecindad coordenada (x, U) de
M, con lo que se puede suponer, sin pe´rdida de generalidad, que x(U) = M. As´ı que M sera´ la
superﬁcie x(x1, x2) con (x1, x2) ∈ U ; y se considera la curva Γ sobre M deﬁnida por la imagen
bajo x de
x1 = x(t), x2 = x2(t).
A lo largo de la curva Γ, x es una funcio´n de t, es decir Γ es de la forma
x(t) = x(x1(t), x2(t)),
con t en un intervalo J.
La longitud de arco s esta´ relacionado con el para´metro t por la fo´rmula
s =
∫ t
t0
‖x′(t)‖dt,
entonces
ds2 =‖x′(t)‖2 = 〈x′(t), x′(t)〉
=
〈
∂x
∂x1
dx1
dt
+
∂x
∂x2
dx2
dt
,
∂x
∂x1
dx1
dt
+
∂x
∂x2
dx2
dt
〉
=
〈
∂
∂x1
dx1 +
∂
∂x2
dx2,
∂
∂x1
dx1 +
∂
∂x2
dx2
〉
=g11dx1dx1 + 2g12dx1dx2 + g22dx2dx2,
donde
g11 =
〈
∂
∂x1
,
∂
∂x1
〉
, g12 =
〈
∂
∂x1
,
∂
∂x2
〉
, g22 =
〈
∂
∂x2
,
∂
∂x2
〉
.
Escribiendo A2 = A ·A, se llega a:
I = ds2 = g11 dx21 + 2g12 dx1dx2 + g22 dx
2
2. (8)
I recibe el nombre de primera forma cuadra´tica fundamental.
Observaciones
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La primera forma cuadra´tica fundamental se puede escribir
I = ds2 = (dx1, dx2)
(
g11 g12
g12 g22
)(
dx1
dx2
)
,
donde
(gij) =
(
g11 g12
g12 g22
)
es la matriz asociada a I.
La primera forma cuadra´tica fundamental es deﬁnida positiva.
La primera forma cuadra´tica fundamental es
ds2 = (dx1 dx2)
(
g11 g12
g12 g22
)(
dx1
dx2
)
donde
A =
(
g11 g12
g12 g22
)
es la matriz de la forma cuadra´tica.
Como los puntos de la superﬁcie M son regulares entonces
g11 =
〈
∂
∂x1
,
∂
∂x1
〉
> 0, g22 =
〈
∂
∂x2
,
∂
∂x2
〉
> 0.
Por la identidad de Lagrange
|A| =g11g22 − g212
=
∥∥∥ ∂
∂x1
∥∥∥2∥∥∥ ∂
∂x1
∥∥∥2 −〈 ∂
∂x1
,
∂
∂x1
〉
=
∥∥∥ ∂
∂x1
× ∂
∂x1
∥∥∥2 > 0,
y el criterio de Sylvester asegura que la primera forma cuadra´tica fundamental I es deﬁnida
positiva1.
ds2 es invariante bajo un cambio de para´metro.
Es una aplicacio´n de la regla de la cadena en la forma cuadra´tica al hacer el cambio de
variable. En efecto, Sea M una superﬁcie bidimensional y r(u, v) un sistema de coordenadas
locales. Si se realiza el cambio de para´metros u = u(α, β), v = v(α, β), entonces la forma
cuadra´tica fundamental en los parametros α, β satisface (y para simpliﬁcar se denotara´ por
1Ver, por ejemplo, Hernandez E. A´lgebra y Geometr´ıa, Adisson-Wesley. 1994. pa´gina 542
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un momento A2 = 〈A,A〉):
ds2 =g˜11dα2 + 2g˜12dαdβ + g˜22dβ2
=
〈
∂r
∂α
dα +
∂r
∂β
dβ,
∂r
∂α
dα +
∂r
∂β
dβ
〉
=
〈
∂r
∂α
dα +
∂r
∂β
dβ,
∂r
∂α
dα +
∂r
∂β
dβ
〉
=
((
∂r
∂u
∂u
∂α
+
∂r
∂v
∂v
∂α
)
dα +
(
∂r
∂u
∂u
∂β
+
∂r
∂v
∂v
∂β
)
dβ
)2
=
(
∂r
∂u
(∂u
∂α
dα +
∂u
∂β
dβ
)
+
∂r
∂v
( ∂v
∂α
dα +
∂v
∂β
dβ
))2
=
(∂r
∂u
du+
∂r
∂v
dv
)2
=
〈
∂r
∂u
du +
∂r
∂v
dv,
∂r
∂u
du +
∂r
∂v
dv
〉
= g11du2 + 2g12dudv + g22dv2.
Esto demuestra que ds2 es invariante bajo cambio de para´metros.
Por el ejemplo 4.2, (gij) representa un
(
0
2
)−tensor covariante g, sime´trico, deﬁnido positivo
en el espacio tangente TpM que var´ıa diferenciablemente, en el sentido: Si x : U ⊆ R2 → M
es un sistema de coordenadas alrededor del punto p con x(x1, x2) = q ∈ x(U), entonces
gij(x1, x2) =
〈
∂
∂xi
(q),
∂
∂xj
(q)
〉
es una funcio´n diferenciable.
El ana´lisis anterior proporciona la idea para hacer la siguiente deﬁnicio´n. Consultar este tema
tambie´n en [2], [5], [4], [6] y [7]
Definicio´n 8.1. Sea Mk una superficie diferenciable de dimensio´n k, el par (M, g) se dice que
es una Geometr´ıa
(a) Riemanniana: si g = (gij) representa un
(
0
2
)−tensor covariante g tales que para todo par
de campos vectoriales diferenciables X, Y sobre M se tiene
(1) g(X, Y ) = g(Y,X), es decir, g es sime´trico,
(2) g(X, Y ) ≥ 0 y g(X,X) = 0 si y so´lo si X = 0, es decir, g es definido positivo no
degenerado en cada espacio tangente TpM
(3) g(X, Y ) var´ıa diferenciablemente, en el sentido: Si x : U ⊆ Rk → M es un sistema
de coordenadas locales alrededor del punto p con x(x1, · · · , xk) = q ∈ x(U) y ∂∂xi (q) =
dxq(0, · · · , 0, 1, 0, · · · , 0), entonces
gij(x1, · · · , xk) = g
( ∂
∂xi
(q),
∂
∂xj
(q)
)
es una funcio´n diferenciable.
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(b) Semi-Riemanniana: si g = (gij) representa un
(0
2
)−tensor covariante g sime´trico, dife-
renciable tales que si X, Y son campos vectoriales diferenciables y g(X, Y ) = 0 para todo
Y, entonces X = 0, esto es, g es no-degenerado.
(c) Simple´ctica si k = 2n; g = (gij) representa un
(0
2
)−tensor covariante g diferenciable,
no degenerado tales que si X, Y son campos vectoriales diferenciables sobre M, entonces
g(X, Y ) = −g(Y,X), es decir, g es anti-sime´trico.
Cuando {dxi} es la base dual de { ∂
∂xi
} en cada punto de la superﬁcie Mk el tensor me´trico g,
restringido a una vecindad coordenada (x, U) se representa (fa´cilmente de veriﬁcar) como:
g =
∑
ij
gijdx
i ⊗ dxj, o simplemente g =
∑
ij
gijdx
i dxj
9. Ejemplos: tipo Riemannianos
1. Geometr´ıa Eucl´ıdea. En el caso que M = Rk y
g = Ik =
⎛⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...
. . .
...
0 0 · · · 1
⎞⎟⎟⎟⎠
esto es, el tensor me´trico esta´ dado por
g =
k∑
i=1
dxi ⊗ dxi.
Y por lo tanto, la longitud cuadrada de un vector inﬁnitesimo cuyas componentes son
(dx1, · · · , dxi, · · · , dxk)
es
ds2 =(dx1, · · · , dxk)
⎛⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...
. . .
...
0 0 · · · 1
⎞⎟⎟⎟⎠
⎛⎜⎝dx
1
...
dxk
⎞⎟⎠
=(dx1)2 + · · ·+ (dxk)2
todo esto, proporciona naturalmente la Geometr´ıa Eucl´ıdea para Rk. Es decir, la Geometr´ıa
Eucl´ıdea es un caso particular de la Geometr´ıa Riemanniana.
2. Geometr´ıa Hiperbo´lica. Considere´rese el semi-espacio de Rk dado por
H
k = {(x1, · · · , xk) ∈ Rk; xk > 0}
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en cada uno de los planos tangentes se introduce el tensor me´trico representado con
g =
1
x2k
⎛⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...
. . .
...
0 0 · · · 1
⎞⎟⎟⎟⎠ (9)
esto es, el tensor me´trico esta´ dado por
g =
1
x2k
k∑
i=1
dxi ⊗ dxi
En este caso, la Geometr´ıa proporcionada por el par (Hk, g) es la Geometr´ıa Hiperbo´lica
de dimensio´n k. Las curvas minimizantes (geode´sicas) en este modelo son rectas perpen-
diculares al hiperplano xk = 0, y las semicircunferencias (en Hk) contenidas en los planos
perpendiculares al hiperplano xk = 0 y cuyos centros estan en este hiperplano. Tambie´n
la curvatura de Hk es −1. Ver [2] pa´g. 162, 163.
3. Esfera bi-dimensional o Geometr´ıa Esfe´rica bi-demensional. Conside´rese
S2 =
{
(x, y, z) : x2 + y2 + z2 = 1
}
y α(θ, φ) = (cos θ senφ, sen θ senφ, cosφ) sus coordenadas esfe´ricas. Se sabe que (α, U) es
una carta local de S2 si U = {(θ, φ) : 0 < θ < 2π, 0 < φ < π} .
Entonces
g11 =
〈
∂
∂θ
,
∂
∂θ
〉
= sen2 φ, g12 = g21 = 0, g22 =
〈
∂
∂φ
,
∂
∂φ
〉
= 1.
As´ı el tensor me´trico esta´ dado por
g = sen2 φ dθ ⊗ dθ + dφ⊗ dφ (10)
con lo que
ds2 = sen2 φ dθ2 + dφ2 (11)
proporciona una forma de calcular longitud de curvas sobre la esfera. Esto es, para una
curva sobre S2 que esta´ parametrizada (en coordenadas esfe´ricas) por
c(t) = (cos θ(t) senφ(t), sen θ(t) senφ(t), cosφ(t))
la longitud inﬁnitesimal es
(sen2 φ θ′2 + φ′2)1/2dt.
Por lo tanto, (S2, g) donde g = sen2 φ dθ⊗dθ+dφ⊗dφ se conce con el nombre de Geometr´ıa
esferica y sus geode´sicas son las circunferencias ma´ximas en S2 y su curvatura es 1, ver [2]
pa´g. 163.
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10. Ejemplos: Tipo Semi-Riemannianos y Simple´cticos
La idea es muy parecida a los ejemplos anteriores, pero con cierto cuidado,ver [6] cap´ıtulo 3, pa´g
58, tambie´n [4] pa´g. 191. Por tal motivo nos dedicaremos a dar ejemplos de productos tensoriales
Semi-Riemannianos y Simple´cticos en en espacios vectoriales de dimensio´n k.
(a) Caso: Semi-Riemanniano. Para cada entero v con 0 ≤ v ≤ k, se deﬁne en cada espacio
tangente TpRk ≈ Rk un tensor me´trico dado por
g(xp, yp) = 〈xp, yp〉 = −
v∑
i=1
xiyi +
k∑
j=v+1
xjyj
de indice v. El resultado es un espacio semi-euclideano o bien semi-Riemanniano Rkv . Para
k ≥ 2, Rk1 se llama n−espacio de Minkowski; si k = 4 es el ejemplo mas simple de un
espacio-tiempo relativista.
Al ﬁjar la notacio´n
εi =
{ −1 para 1 ≤ i ≤ v
+1 para v + 1 ≤ i ≤ k.
Entonces el tensor me´trico de Rkv se puede escribir (usando base dual) de la forma
g =
k∑
i=1
εidx
i ⊗ dxi
Si Mk es una superﬁcie diferenciable, entonces como en el caso Riemanniano la forma
cuadra´tica q asociada a un sistema de coordenadas locales es
q = ds2 =
∑
gijdx
idxj
donde,
gij =
〈
∂
∂xi
,
∂
∂xj
〉
y su me´trica en cada tangente TpM es
g =
∑
gijdx
i ⊗ dxj
(b) Caso: Simple´ctico. Conside´rese R2n, esto es, estamos en el caso k = 2n, entonces se in-
troducen las coordenadas x1, · · · , xn, y1, · · · , yn y se deﬁne un producto interior simple´ctico
para R2n por la fo´rmula
g(x, y) =
∑
i
xiy
′
i − x′iyi
donde
x = (x1, · · · , xn, x′1, · · · , x′n), y = (y1, · · · , yn, y′1, · · · , y′n).
As´ı el par (R2n, g), es una Geometr´ıa Simple´ctica para R2n. Ahora se puede proceder
como en el caso Riemanniano y Semi-Riemanniano para obtener me´tricas cano´nicas en
k−superﬁcies diferenciables, ver [3].
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