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Abstract
We investigate dimensions Indm (m is an integer  2 or m = ∞) introduced in [V.V. Fedorchuk, Weakly infinite-dimensional
spaces, Uspekhi Mat. Nauk 62 (2) (2007) 109–164]. These dimensions have intrinsic properties similar to those of the classical
transfinite dimension Ind = Ind2. In particular,
(1) IndmX <ω1 for every countable dimensional metrizable compactum X;
(2) every normal space X has a compactification bX with wbX =wX and Indm bX  IndmX.
Moreover, if IndX is defined (respectively IndX is finite), then IndmX is defined (respectively IndmX is finite) for every m.
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0. Introduction
In [10,11] there were introduced classes m–C (m is an integer  2 or m = ∞) of weakly infinite-dimensional
spaces which are intermediate between the class wid of all weakly infinite-dimensional spaces and the class C of
all C-spaces. In connection with an investigation of these classes new transfinite inductive dimensions Indm were
defined in [12]. The dimension Ind2 coincides with the classical dimension Ind introduced by Smirnov [20] in 1959
(Proposition 1.12), and dimension Ind∞ coincides with dimension Dind (Proposition 1.10) defined by Archangel’skij
(cf. [6]). It was proved in [12] that
(1) dimmX  IndmX
for an arbitrary normal space X, where dimm is a transfinite extension of the Lebesgue dimension (the invariants dim2
and dim∞ were introduced by Borst [2,3]). The inequality (1) and Theorem 4.21 from [12] imply that
(2) IndmX <∞ ⇒X ∈ S–m–C.
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result of Section 1 is Theorem 1.21 which states that
IndX = Ind2 X = Ind3 X = · · · = IndmX = · · · = Ind∞ X = DindX
for an arbitrary strongly hereditarily normal (in particular, perfectly normal) space X with IndX  ω0.
In Section 2 we show that dimensions Indm have the same properties as the dimension Ind has
(1) if X is a compactum with IndmX <∞ and wX = ωα , then IndmX < ωα+1 (Theorem 2.5);
(2) if X is a hereditarily normal compactum such that X =⋃{Xi : i ∈ ω} and IndmXi < ∞, then IndmX < ∞
(Theorem 2.9);
(3) if X is a countable dimensional metrizable compactum, then IndmX < ω1 (Theorem 2.11);
(4) if X is a metrizable space and IndmX <∞, then IndmX < ω1 (Theorem 2.15).
We also prove the sum Theorem 2.17. As a corollary, we get
(5) if IndX <∞, then IndmX  ω0 · IndX (Theorem 2.19).
Thus the dimension IndX of a normal space X is defined if and only if all dimensions IndmX are defined. Chatyrko
and Pasynkov proved [5] that IndX < ω0 ⇒ DindX < ω0. From this result we get that the dimension IndX of a
normal space X is finite iff all dimensions IndmX are finite (Theorem 2.22).
Besides, we prove that
(6) Indm Sα = α for all m and α, where Sα are Smirnov’s compacta (Theorem 2.24).
The main result of Section 3 is Theorem 3.1 which is a generalization of Pasynkov’s factorization theorem for Ind
from [19]. Also we prove that IndmX = Indm βX (Theorem 3.25). As a corollary of Theorems 3.1 and 3.25 we get
that every normal space X has a compactification bX with wbX =wX and Indm bX  IndmX (Theorem 3.26).
We also prove that in the class of all normal spaces X with IndmX  n and wX  τ there exists a universal
compactum Πmnτ (Theorem 3.28).
In Section 4 several questions are formulated. We also introduce dimensions Indwm and show that Indwm = Ind.
All spaces in consideration are normal, and all mappings are continuous. A compact Hausdorff space is called a
compactum. The closure and the cardinality of a set A we denote by [A] and |A| respectively. An indexed family
v = {V1, . . . , Vk} of sets is said to be a combinatorial refinement of an indexed family u = {U1, . . . ,Uk} of sets
(v combinatorially refines u) if Vj ⊂ Uj for each j = 1, . . . , k. We assume that the reader has a basic knowledge of
ordinal numbers. Ordinal number ωα is identified with cardinal number ℵα .
1. Definitions and coincidence results
1.1. For a topological space X, by cov(X) we denote the set of all open covers of X. For an integer m 2, we set
covm(X) =
{
u ∈ cov(X): |u|m}
and
cov∞(X) =
⋃{
covm(X): m = 2,3, . . .
}
.
A disjoint family Φ of closed subsets of a space X consisting of  m members is called an m-system in X. An
∞-system in X is any finite disjoint family of closed subsets of X. For an integer m 2 or m= ∞, we set
ϕm(X) = {Φ: Φ is an m-system in X}.
In what follows by m we mean an integer  2 or ∞. If Φ = {F1, . . . ,Fk} is an m-system in X, then a neighborhood
OΦ of the system Φ is any disjoint family {OF1, . . . ,OFk} of neighborhoods OFj of the sets Fj .
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in X if Fj ⊂ Uj for each j . If OΦ = {OF1, . . . ,OFk} is a neighborhood of Φ combinatorially refining u, then the
set P =X\⋃OΦ is called a partition of the m-covering pair (u,Φ). For m 2 or m = ∞, we set
mcp(X)= {(u,Φ): (u,Φ) is an m-covering pair in X}.
1.2. Definition. The large transfinite inductive dimension Indm in the class of all normal spaces is defined as follows:
(a) IndmX = −1 if and only if X = ∅;
(b) IndmX  α, where α is an ordinal, if for every pair (u,Φ) ∈ mcp(X), there exists a partition P of (u,Φ) such
that Indm P < α;
(c) IndmX = α if IndmX  α and the inequality IndmX  β holds for no β < α;
(d) IndmX = ∞ if the inequality IndmX  α holds for no ordinal α.
If IndmX is not equal to ∞, we say that X has transfinite dimension Indm; otherwise, we say that X does not have
transfinite dimension Indm or dimension Indm of X is not defined.
1.3. Proposition. For every closed subspace F of X we have Indm F  IndmX.
1.4. Proposition. If IndmX = α, then for each ordinal number β < α the space X contains a closed subspace Fβ
such that Indm Fβ = β .
1.5. Proposition. If X is the discrete union ⊕α Xα of subspaces Xα with IndmXα  n, then IndmX  n.
Now we give an equivalent definition of dimension Indm. If u = {U1, . . . ,Uk} ∈ covm(X) and v = {V1, . . . , Vk} is
a disjoint open family such that Vj ⊂Uj , j = 1, . . . , k, then the set
P =X\V1 ∪ · · · ∪ Vk
is called a partition of u.
1.6. Definition. Dimension Ind0m in the class of all normal spaces is defined by induction:
(a) Ind0mX = −1 if and only if X = ∅;
(b) Ind0mX  α  0 if for every u ∈ covm(X), there exists a partition P of u such that Ind0m P < α;
(c) Ind0mX = α if Ind0mX  α and the inequality Ind0mX  β holds for no β < α;
(d) Ind0mX = ∞ if Ind0mX  α holds for no ordinal number α.
We shall prove that Definition 1.6 is equivalent to Definition 1.2, i.e. Ind0m = Indm. To prove this equality we need
some preliminary statements.
1.7. Proposition. A set P is a partition of a cover u ∈ covm(X) if and only if P is a partition of an m-covering pair
(u,Φ), where m-system Φ consists of empty sets.
1.8. Lemma. Let u = {U1, . . . ,Uk}, Φ = {F1, . . . ,Fk} be an m-covering pair in X, OΦ = {OF1, . . . ,OFk} be a
neighborhood of Φ such that the family [OΦ] = {[OF1], . . . , [OFk]} is disjoint and combinatorially refines u, and
let u1 = {U11 , . . . ,U1k }, where
U1j =Uj\
⋃{[OFj ′ ]: j ′ 
= j}. (1.1)
Then u1 is a cover of X such that every partition P of u1 contains a partition P1 of (u,Φ).
Proof. Let P be a partition of u1. By definition there exists an open disjoint family v = {V1, . . . , Vk} such that
Vj ⊂U1j and P =X\V1 ∪ · · · ∪ Vk . From (1.1) we get
j1 
= j2 ⇒ Vj1 ∩OFj2 = ∅. (1.2)
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O1Fj =OFj ∪ Vj , j = 1, . . . , k.
The family O1Φ = {O1F1, . . . ,O1Fk} is disjoint according to (1.2). Hence O1Φ is a neighborhood of Φ which
combinatorially refines u. Consequently,
P1 =X\O1F1 ∪ · · · ∪O1Fk
is a partition of (u,Φ). Since Vj ⊂O1Fj , we have P1 ⊂ P . 
1.9. Theorem. For every normal space X we have
Ind0mX = IndmX.
Proof. To prove that Ind0mX  IndmX we apply induction with respect to IndmX and Proposition 1.7. As for the
inequality IndmX  Ind0mX we apply induction with respect to Ind0mX, Lemma 1.8, and Proposition 1.3. 
The definition of dimension Ind0∞ coincides with that of dimension Dind defined by Archangel’skij (cf. [6]). So
Theorem 1.9 yields
1.10. Proposition. For every normal space X we have Ind∞ X = DindX.
1.11. Lemma. Let Φ = {F1,F2} ∈ ϕ2(X), U1 = X\F2, U2 = X\F1, u = {U1,U2}. Then P is a partition of (u,Φ) if
and only if P is a partition between F1 and F2.
1.12. Proposition. For every normal space X we have IndX = Ind2 X.
Proof. To prove that IndX  Ind2 X we apply induction with respect to Ind2 X and Lemma 1.11. To prove that
Ind2 X  IndX we apply induction on IndX and Lemma 1.11. 
From Propositions 1.10, 1.12, and the evident inequality
IndmX  Indm+1 X (1.3)
we get
1.13. Proposition. For every normal space X we have
IndX = Ind2 X  Ind3 X  · · · IndmX  · · · Ind∞ X = DindX.
1.14. Partition Lemma. Let X be a normal space and(
u= {U1, . . . ,Uk}, Φ = {F1, . . . ,Fk}
) ∈ mcp(X).
Then for every open cover v = {V1, . . . , Vk} such that
Fj ⊂ Vj\
⋃{[Vj ′ ]: j ′ 
= j} and Vj ⊂Uj , j = 1, . . . , k,
there exists a partition P of (u,Φ) such that P ⊂ P1 ∪ · · · ∪ Pk , where Pj = BdVj .
Proof. We set
OF1 = V1 and OFj = Vj\
{[Vi]: i < j}.
It is easy to check that P =X\OF1 ∪ · · · ∪OFk is the required partition. 
1.15. Proposition. (See [15, Corollary 2].) Assume that finite sum theorem for Ind holds for closed subsets A of X
with IndX  n− 1. Then IndF = DindF for each closed set F ⊂X with IndF  n.
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1.16. Corollary. If IndX  1, then IndX = Ind∞ X.
1.17. Definition. A finite family {A1, . . . ,Ak} of subsets of X is called separated in X if
Aj ∩
(⋃{[Aj ′ ]: j ′ 
= j})= ∅
for any j = 1, . . . , k. If k = 2, then we say that sets A1 and A2 are separated in X.
1.18. Definition. (See [8].) A T1-space X is called strongly hereditarily normal if for every pair A,B of separated
subsets of X there exist open sets U,V ⊂ X such that A ⊂ U , B ⊂ V , U ∩ V = ∅, and both U and V can be
represented as the union of point-finite families of open Fσ -sets.
Obviously, every strongly hereditarily normal space is hereditarily normal; moreover, every subspace of a strongly
hereditarily normal space is strongly hereditarily normal, and every perfectly normal space is strongly hereditarily
normal.
1.19. Theorem. (See [8].) If a strongly hereditarily normal space X can be represented as the union of a sequence
F1,F2, . . . of closed subspaces such that IndFi  n for i = 1,2, . . . , then IndX  n.
1.20. Theorem. If X is a strongly hereditarily normal space with IndX  ω0, then Ind∞ X = IndX.
Proof. If IndX  n, then Ind∞ X  n according to Proposition 1.15 and Theorem 1.19. Let now IndX = ω0 and
(u,Φ) ∈ ∞cp(X). Then by Lemma 1.14 there exists a partition P of (u,Φ) such that
P ⊂ P1 ∪ · · · ∪ Pk
and IndPj < ω0. Let n = max{IndPj : j = 1, . . . , k}. Then IndP  n by Theorem 1.19. But we already proved that
in this case Indm P  n. Thus IndmX  ω0. 
1.21. Corollary. If X is a perfectly normal, in particular metrizable, space, with IndX  ω0, then
IndX = Ind2 X = Ind3 X = · · · = IndmX = · · · = Ind∞ X = DindX.
2. Basic properties
Let α = {A1, . . . ,Ak}, β = {B1, . . . ,Bk}, γ = {C1, . . . ,Ck}, δ = {D1, . . . ,Dk} be families of sets such that
Dj ⊂ Bj ⊂ Cj ⊂Aj , j = 1, . . . , k.
Then we say that pair (γ,β) separates (α, δ).
2.1. Definition. A family C ⊂ mcp(X) is called a separating family in mcp(X) if for each pair (u,Φ) ∈ mcp(X) there
is a pair (u0,Φ0) ∈ C such that (u0,Φ0) separates (u,Φ).
2.2. Proposition. If (u,Φ), (u0,Φ0) ∈ mcp(X), (u0,Φ0) separates (u,Φ), and P is a partition of (u0,Φ0), then P is
a partition of (u,Φ).
Recall that a family B of open subsets of X is said to be a big base of X if for every closed set F ⊂ X and its
neighborhood OF there exists a set B ∈ B such that F ⊂ B ⊂ [B] ⊂U .
A minimal cardinality of big bases of X is called a big weight of X and denoted by WX.
2.3. Lemma. For every normal space X there exists a separating family C ⊂ mcp(X) with |C|WX.
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will be called a B-pair if there exist sets Vj ∈ B such that Fj = [Vj ] and Vj ,Uj ∈ B, j = 1, . . . , k. Let C = C(B) is
the set of all B-pairs. It is clear that |C| |B|.
It remains to show that C is a separating family in mcp(X). Let (u,Φ) ∈ mcp(X), u = {U1, . . . ,Uk}, and Φ =
{F1, . . . ,Fk}. There are open sets U1j such that Fj ⊂ U1j ⊂ [U1j ] ⊂ Uj and u1 = {U11 , . . . ,U1k } is a cover of X. Take
a neighborhood OΦ = {OF1, . . . ,OFk} such that OFj ⊂ U1j . Since B is a big base, there are sets Vj , U0j ∈ B,
j = 1, . . . , k, such that Fj ⊂ Vj ⊂ [Vj ] ⊂ OFj and [U1j ] ⊂ U0j ⊂ Uj . Let u0 = {U01 , . . . ,U0k }, Φ0 = {[V1], . . . , [Vk]}.
Evidently, (u0,Φ0) separates (u,Φ). 
2.4. Proposition. If X is a normal space such that IndmX <∞ and WX  ωα , then IndmX < ωα+1.
Proof. Suppose that IndmX  ωα+1. According to Proposition 1.4 we may assume that IndmX = ωα+1. By
Lemma 2.3 there is a separating family C ⊂ mcp(X) with |C| = ωα . Let C = {(uγ ,Φγ ): γ ∈ ωα}. Since IndmX =
ωα+1, for each γ ∈ ωα there exists a partition Pγ of the pair (uγ ,Φγ ) such that
Indm Pγ = β(γ ) < ωα+1. (2.1)
Let β0 = sup{β(γ ): γ ∈ ωα}. Condition (2.1) implies that β0 <ωα+1.
Take an arbitrary (u,Φ) ∈ mcp(X). Since C is a separating family in mcp(X), there is a pair (uγ ,Φγ ) which
separates (u,Φ). By Proposition 2.2, Pγ is a partition of (u,Φ) with dimension Indm Pγ  β0. Consequently,
IndmX  β0 + 1 <ωα+1. We have a contradiction with IndmX = ωα+1. 
For m = 2 Proposition 2.4 was proved by Smirnov [19].
Since WX =wX for any compactum X, Proposition 2.4 yields
2.5. Theorem. If X is a compactum with IndmX <∞ and wX = ωα , then IndmX < ωα+1.
2.6. Lemma. If {A1, . . . ,Ak} is a separated family in a hereditarily normal space X, then there exists a pairwise
disjoint family {OA1, . . . ,OAk} of neighborhoods of Aj in X.
Proof. Induction with respect to k. For k = 2 the sets A1 and A2 are disjoint and open in A1 ∪A2. 
2.7. Lemma. Let X be a hereditarily normal space, (u,Φ) ∈ mcp(X), u = {U1, . . . ,Uk}, Φ = {F1, . . . ,Fk}, and let
OΦ = {OF1, . . . ,OFk} be a neighborhood of Φ such that [OFj1] = [OFj2] = ∅ for j1 
= j2. If X0 ⊂ X and P0 is a
partition in X0 of the pair (u|X0, Φ0|X0), where Φ0 = {[OF1], . . . , [OFk]}, then there exists a partition P in X of
(u,Φ) such that P ∩X0 ⊂ P0.
Proof. There are open in X0 pairwise disjoint sets V 0j , j = 1, . . . , k, such that
[OFj ] ∩X0 ⊂ V 0j ⊂Uj ∩X0
and
P0 =X0\V 01 ∪ · · · ∪ V ok .
It is easy to see that the family
V 01 ∪ F1, . . . , V 0k ∪ Fk
is separated in X. Applying Lemma 2.6 we can find pairwise disjoint open in X sets V 11 , . . . , V 1k such that V 0j ∪
Fj ⊂ V 1j . Setting Vj = V 1j ∩Uj and P =X\V1 ∪ · · · ∪ Vk we get the required partition. 
Lemma 2.7 implies
2.8. Lemma. Let Y be a non-empty subset of a hereditarily normal space X such that Indm Y = α. Then for an
arbitrary pair (u,Φ) ∈ mcp(X) there exists a partition P of (u,Φ) such that Indm(P ∩ Y) < α.
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IndmX <∞.
Proof. Suppose that IndmX = ∞. Then there exists a pair (u,Φ) ∈ mcp(X) such that Indm P = ∞ for any partition P
of (u,Φ). At the same time, by Lemma 2.8 there exists a partition P0 of (u,Φ) with Indm(P0 ∩ X0) < IndmX0.
Furthermore, by induction we construct a decreasing sequence of closed sets
P0 = P 10 ,P 20 , . . . ,P n0
whose dimensions Indm are not defined, but which satisfy the condition
Indm
(
P i+10 ∩X0
)
< Indm
(
P i0 ∩X0
)
.
Since a decreasing sequence of ordinal numbers is finite, for some n we have
Pn0 ∩X0 = ∅.
Let us set Pn0 = P1. Now, repeating this process with respect to the subsets X1,X2, . . . , we get a decreasing se-
quence Pi of closed subsets of X whose dimension Indm is not defined (in particular, Pi 
= ∅) and Pi+1 ∩ Xi = ∅.
Since X is a compactum, the intersection
⋂∞
i=1 Pi is non-empty, but at the same time
⋂∞
i=1 Pi ⊂ X\
⋂∞
i=1 Xi = ∅,
which is a contradiction. 
For m = 2 Theorem 2.9 was proved in [9].
Recall that a space X is said to be countable dimensional (0-countable dimensional) if X =⋃{Xi : i ∈ ω}, where
dimXi  i (dimXi = 0). For metrizable spaces these notions coincide. Corollary 1.16 and Theorem 2.9 imply
2.10. Theorem. If a hereditarily normal compactum X is 0-countable dimensional, then IndmX <∞.
From Theorems 2.5 and 2.10 we get
2.11. Theorem. If X is a countable dimensional metrizable compactum, then IndmX < ω1.
2.12. Lemma. If a hereditarily normal space X contains a subspace K such that IndmK  α, α  0, and Indm F < ω0
for each closed subspace F ⊂X disjoint from K , then IndmX  ω0 + α.
Proof. Induction with respect to α. Assume that α0 = 0 or α0 > 0 and Lemma 2.12 holds for all α < α0. We shall
show that it also holds for α = α0. Consider a pair (u,Φ) ∈ mcp(X), u = {U1, . . . ,Uk}, Φ = {F1, . . . ,Fk}, and enlarge
the sets Fj to open sets Vj ⊂X such that [Vj1 ]∩[Vj2] = ∅ for j1 
= j2 and [Vj ] ⊂Uj , j = 1, . . . , k. Take a partition P0
in K of the pair (u|K, Φ0|K), where Φ0 = {[V1], . . . , [Vk]}, with Indm P0 = α < α0.
Applying Lemma 2.7 we obtain a partition P in X of (u,Φ) such that K ∩ P ⊂ P0. If α0 = 0 we have P0 = ∅,
so that P is disjoint from K and thus Indm P < ω0. Hence IndmX  ω0 = ω0 + α0. Assume now that α0 > 0. Since
K ∩ P is closed in P0, we have Indm(K ∩ P)  α < α0. By the inductive assumption applied to the space P and
subspace K ∩ P we have Indm P  ω0 + α < ω0 + α0, so that IndmX  ω0 + α0. 
For a normal space X and n ∈ ω we let
In(X)=
⋃{
U ⊂X: U is open and Ind[U ] n}
and
S(X)=X\
⋃{
In(X): n ∈ ω
}
.
Clearly, the sets In(X) are open and S(X) is closed.
2.13. Proposition. (See [8, Theorem 7.1.23].) If a weakly paracompact strongly hereditarily normal space X has
transfinite dimension Ind, then the subspace S(X) of X is compact and IndF < ω0 for each closed subspace F ⊂ X
disjoint from S(X).
V.V. Fedorchuk / Topology and its Applications 155 (2008) 1888–1908 18952.14. Theorem. For a weakly paracompact strongly hereditarily normal space X dimension Indm is defined if and
only if X contains a compact subspace K such that IndmK < ∞ and Indm F < ω0 for each closed subspace F ⊂ X
disjoint from K .
Proof. Necessity is a corollary of Proposition 2.13 and Theorem 1.20. As for sufficiency, it follows from
Lemma 2.12. 
For m = 2 this theorem was proved by Engelking [8, Theorem 7.1.25].
From Theorems 2.14, 2.5 and Lemma 2.12 we get
2.15. Theorem. If a metrizable space X has dimension Indm, then IndmX < ω1.
For m = 2 Theorem 2.15 was proved by Smirnov [21].
2.16. Lemma. If a normal space X is the union of two subspaces X1 and X2, where X1 is closed, X2 is normal and
IndmX2  α, α  0, then for every pair (u,Φ) ∈ mcp(X) there exists a partition P of (u,Φ) which is the union of
two subspaces P1 and P2 such that Pi is a closed subspace of Xi , i = 1,2, and Indm P2 < α.
Proof. Let u = {U1, . . . ,Uk}, Φ = {F1, . . . ,Fk}. Take a neighborhood OΦ = {OF1, . . . ,OFk} such that [OFj ] ⊂Uj
and [OFj1] ∩ [OFj2] = ∅ for j1 
= j2. Consider a partition P2 in X2 of the pair (u|X2, Φ0|X2), where Φ0 ={[OF1], . . . , [OFk]}, with
Indm P2 < IndmX2  α.
Let V1, . . . , Vk be open subsets of X2 satisfying conditions
X2 ∩ [OFj ] ⊂ Vj ⊂Uj , Vj1 ∩ Vj2 = ∅ for j1 
= j2, and X2\P2 = V1 ∪ · · · ∪ Vk.
It is easy to check that the sets
Wj =OFj ∪
(
(X\X1)∩ Vj
)
, j = 1, . . . , k,
are open, pairwise disjoint, and satisfy the condition Wj ⊂Uj . Hence
P =X\W1 ∪ · · · ∪Wk = P1 ∪ P2,
where P1 =X1\OF1 ∪ · · · ∪OFk , is the required partition. 
2.17. Sum theorem. If a normal space X is the union of two closed subspaces X1 and X2 such that
IndmXi  αi = λi + ni,
where λi is a limit number and ni is a non-negative integer, i = 1,2, α1  α2, then
IndmX 
{
λ2 + n2 if λ1 < λ2,
λ2 + n2 + n1 + 1 if λ1 = λ2. (2.2)
Proof. Suppose that the theorem does not hold and consider the smallest α2 such that it is not valid for some α1  α2
and a normal space X. Taking the smallest possible α1 we obtain ordinal numbers β1, β2 such that the theorem holds
whenever α2 < β2 or α2 = β2 and α1 < β1, but there exists a normal space X =X1 ∪X2 with X1,X2 closed,
IndmXi  βi = λi + ni, β1  β2,
such that (2.2) does not hold.
Note first that β2  1. Take a pair (u,Φ) ∈ mcp(X). By Lemma 2.16 there exists a partition P = P1 ∪P2 of (u,Φ)
such that Pi is a closed subspace of Xi , i = 1,2, and
Indm P2  α′ = λ′ + n′ < β2,
where λ′ is a limit number and n′ is a non-negative integer. Clearly Indm P1  β1.
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Hence
Indm P < max{λ1, λ′} +ω0  λ2 = λ2 + n2.
If n2  1 we have α′  λ2 + (n2 − 1), so that
Indm P  λ2 + (n2 − 1) < λ2 + n2.
Thus, if λ1 < λ2 we have IndmX  λ2 + n2.
Assume now that λ1 = λ2. If n2 = 0 we have n1 = 0 and λ′ < λ2 = λ1. Hence
Indm P  λ1 + n1 = λ2 + n2 + n1.
If n2  1 we have α′  λ2 + (n2 − 1), so that
Indm P  λ2 + (n2 − 1)+ n1 + 1 = λ2 + n2 + n1.
Thus, if λ1 = λ2 we have IndmX  λ2 + n2 + n1 + 1.
It follows that (2.2) holds, that is, our supposition leads to a contradiction. 
For m = 2 Theorem 2.17 was proved by Hattori [13].
2.18. Corollary. If a normal space X can be represented as the union X1 ∪ · · · ∪ Xk of closed subspaces such that
IndmXi < λ, i = 1, . . . , k, where λ is a limit number, then IndmX < λ.
2.19. Theorem. If transfinite dimension IndX is defined, then IndmX  ω0 · IndX.
Proof. We shall show by transfinite induction that if IndX  α, then IndmX  ω0 ·α. For α = 0 the statement follows
from Corollary 1.16.
Assume that for every normal space Y with IndY < α  1 we have Indm Y  ω0 · IndY , and consider a normal
space X such that IndX = α. Let (u,Φ) ∈ mcp(X). By Lemma 1.7 there exists a partition P of (u,Φ) such that P ⊂
P1 ∪ · · ·∪Pk and IndPj < α, j = 1, . . . , k. Then by the inductive assumption we have Indm Pj  ω0 · IndPj < ω0 ·α.
Since ω0 · α is a limit number, according to Corollary 2.18, and Proposition 1.4 we have Indm P < ω0 · α, so that
IndmX  ω0 · α. 
2.20. Corollary. If IndX <ω1, then IndmX < ω1.
2.21. Theorem. (See [5, Theorem 3.2].) If IndX <ω0, then DindX <ω0.
From Proposition 1.13 and Theorem 2.21 we get
2.22. Theorem. If IndX <ω0, then IndmX < ω0.
2.23. Recall that Smirnov’s compacta S0, S1, . . . , Sα, . . . , α < ω1, are defined by a transfinite induction (see [20]):
S0 is a one-point space, Sα+1 = Sα × I , and for a limit ordinal α,Sα = {pα} ∪ (⋃β<α Sβ) is the Alexandroff com-
pactification of the discrete sum of all compacta Sβ,β < α, and pα is the compactification point. It is known that
IndSα = α.
2.24. Theorem. Indm Sα = α for all m.
Theorem 2.24 is a corollary of Theorem 6.12 from [12]. But a proof of this theorem is not yet published. So we
give a sketch of a proof of Theorem 2.24. For this we need some additional information.
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X = F ∪
(⋃
i∈ω
Ei
)
of X into disjoint closed sets is called A-special if Ei is clopen in X.
It is evident that if O is an open subset of the space X containing the set F then there is N such that X\O ⊂⋃N
i=1 Ei .
2.26. Lemma. Let X = F ∪ (⋃i∈ω Ei) be an A-special decomposition of a compact metrizable space X such that
dimF  n, where n is an integer  0, and DindEi < λ for each i, where λ is an infinite limit ordinal. Then DindX 
λ+ n.
Proof. Apply induction on n. The statement is evidently true if n = 0. Let n  1 and u = {U1, . . . ,Uk} a finite
open cover of X. Without any restriction we can assume that dim(F ∩ BdUj ) < n for any j and so dim(F ∩
(
⋃k
j=1 BdUj )) < n. It is clear that the set
⋃k
j=1 BdUj contains a partition P of u (see for example [5, Lemma 3.1]).
So applying an inductive assumption, we get DindP  λ+ (n− 1). 
Proof of Theorem 2.24. It suffices to show that DindSα  α. In view of Lemma 2.26 it remains to observe that for
any infinite countable ordinal number α the compactum Sα admits an A-special decomposition Sα = F ∪ (⋃i∈ω Ei)
such that dimF  n(α) and Ei is a compactum Sβi , where βi < λ(α) for each i. Here α = λ(α) + n(α) is a natural
decomposition of α into an integer n(α) and a limit number λ(α). 
3. Factorization theorem and compactifications
3.1. Factorization theorem. Let f : X → Z be a continuous mapping between compacta and F ⊂ X be a closed
subset with Indm F  α. Then there exist a compactum Y and continuous mappings g : X → Y and h : Y → Z such
that
(1) f = h ◦ g;
(2) wY wZ;
(3) Indm f (F ) α.
We start with auxiliary statements and constructions.
3.2. Lemma. Let S = {Xγ ,πγγ ,Γ } be an inverse system consisting of compacta and Cγ = {(uδ,Φδ): δ ∈ Dγ } be a
separating family in mcp(Xγ ). Then the family
C = {(π−1γ (uδ),π−1γ (Φδ)): δ ∈ Dγ , γ ∈ Γ }
is separating in mcp(X), where X = limS.
3.3. Lemma. (See [1, Appendix, Lemma 1].) Let f : X → Y be a continuous mapping from a normal space X into a
space Z with wZ  τ , τ  ω0. Assume that for a closed set F ⊂X there exist a Tychonoff space G with wG τ and
continuous mappings g′ : F → G and h′ : G → Z such that h′ ◦ g′ = f |F . Then there exist a Tychonoff space Y ⊃ G
with wY  τ and continuous mappings g : X → Y and h : Y →Z such that f = h ◦ g and g|F = g′, h|G = h′.
3.4. Definition. Let f :X →Z be a continuous mapping, F ⊂X be a closed set, (u,Φ) ∈ mcp(X), u= {U1, . . . ,Uk},
Φ = {F1, . . . ,Fk}, Ω = {O1, . . . ,Ok} be a neighborhood in F of Φ|F such that Ω refines u|F , and let P = F\O1 ∪
· · · ∪Ok . A triple (Y, g,h) is called an (F, (u,Φ),Ω)- factorization of f if g :X → Y and h : Y → Z are continuous
mappings such that
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(b) wY wZ;
(c) g(F )\g(P ) = V1 ∪ · · · ∪ Vk , Vj are open in g(F ); and
F ∩ Fj ⊂ F ∩ g−1Vj ⊂Oj .
3.5. Lemma. If X and Z are compacta with wZ  ω0, then there exists an (F, (u,Φ),Ω)-factorization of f .
Proof. In view of Lemma 3.3 it suffices to consider the case F =X. Let ϕ : X → I = [0;1] be a continuous function
such that
ϕ(P ) = 0, ϕ(F1 ∪ · · · ∪ Fk) = 1. (3.1)
Set
g1 = fϕ :X →Z × I, h1 = pr1 : Z × I → Z.
Then we have
h1 ◦ g1 = f (3.2)
and
g1(P )∩ g1(F1 ∪ · · · ∪ Fk)= ∅. (3.3)
Let
Aj = P ∪Oj , j = 1, . . . , k. (3.4)
Each Aj is a compactum because
Aj =X\
⋃
{Oj ′ : j ′ 
= j}.
Denote by p1 the projection Z × I × [1; k] → Z × I and set Bj = g1(Aj ),
T =
⋃{
Bj × {j}: 1 j  k
}⊂ Z × I × [1; k],
and p = p1|T .
Define a decomposition D of T as follows:
D = {p−1(y): y ∈ g1(P )}∪ {{t}: p(t) /∈ g1(P )}. (3.5)
The quotient space T/D we denote by Y . Let
g : T → Y = T/D
be the quotient mapping. Since the decomposition D refines the decomposition
Dp =
{
p−1(y): y ∈Z × I},
there is a unique mapping h2 : Y → Z × I such that
p = h2 ◦ q. (3.6)
Define a mapping g :X → Y setting
g(x) = h−12
(
g1(x)
)∩ q(Bj × {j}) for x ∈Aj . (3.7)
The mapping g is correctly defined. In fact, if x ∈ Aj1 ∩ Aj2 , then x ∈ P according to (3.4). So in view of (3.5) and
(3.6) we have∣∣h−12 (g1(x))∣∣= 1. (3.8)
Further, from (3.7) and (3.8) it follows that g is a single-valued mapping. Definition (3.7) implies also
h2 ◦ g = g1. (3.9)
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is continuous. Thus g is continuous.
Let us show that
j1 
= j2 ⇒ g(Oj1)∩ g(Oj2)\g(P ) = ∅. (3.10)
If xi ∈Oji , i = 1,2, and y = g(xj1) = g(xj2), then
y ∈ q(Bj1 × {j1})∩ q(Bj2 × {j2}) (3.11)
in accordance with (3.7). From (3.5), (3.9), and (3.11) we get y ∈ g(P ). Hence (3.10) holds.
From the equality Y\g(P ) = g#(O1 ∪ · · · ∪Ok) and condition (3.10) we have
Y\g(P ) = g#(O1)∪ · · · ∪ g#(Ok). (3.12)
Further, (3.3) and (3.10) imply
g(Fj ) ⊂ g#Oj , j = 1, . . . , k. (3.13)
Now put Vj = g#Oj and h = h1 ◦ h2. Then from (3.2) and (3.9) we get (a). Conditions T ⊂ Z × I × [1; k] and
Y = q(T ) yield (b). Finally, (3.12) and (3.13) imply (c). 
3.6. Lemma. Let S = {Xn,πn+1n ,ω} be an inverse system consisting of compacta, X = limS, (u,Φ) ∈ mcp(X), u =
{U1, . . . ,Uk}, Φ = {F1, . . . ,Fk}, B ⊂ A ⊂ X be closed sets. Assume that for each n ∈ ω there exist a compactum Tn,
continuous mappings gn :Xn+1 → Tn and hn : Tn → Xn such that
(a) πn+1n = hn ◦ gn;
(b) gnπn+1(A)\gnπn+1(B) = V n1 ∪ · · · ∪ V nk and the sets V nj are open in gnπn+1(A);
(c) the family {A∩ (⋃{π−1n+1g−1n (V nj ): n ∈ ω}): j = 1, . . . , k} is disjoint; and
(d) A∩ Fj ⊂ π−1n+1g−1n V nj ⊂Uj , j = 1, . . . , k.
Then B is a partition of pair (u|A,Φ|A).
Proof. The sets Oj = A ∩ (⋃{π−1n+1g−1n (V nj ): n ∈ ω}), j = 1, . . . , k, are open in A and pairwise disjoint by (c).
From (d) it follows that
A∩ Fj ⊂Oj ⊂Uj .
Hence, A\O1 ∪ · · · ∪Ok is a partition of (u|A,Φ|A). It remains to check that
A\O1 ∪ · · · ∪Ok = B.
From (b) and (c) we get
B ⊂A\O1 ∪ · · · ∪Ok.
Now let x ∈ A\B . Then there exists a number n such that πn(x) /∈ πn(B). From (a) and (b) it follows that gnπn+1(x) ∈
V1 ∪ · · · ∪ Vk . Consequently, x ∈O1 ∪ · · · ∪Ok . 
3.7. Let X be a topological space, F ⊂ X be a closed set with Indm F < ∞, and C = {(uγ ,Φγ ): γ ∈ Γ } ⊂
mcp(X). By ψ =ψ(F,C) we denote an arbitrary family of closed subsets of X,
Fγ0γ1...γs ≡ ΓCγ1...γs , s ∈ ω, γi ∈ Γ, i = 1, . . . , s,
such that
Fγ0 = FC = F ; (3.14)
if Fγ0...γs 
= ∅, then Fγ0...γsγs+1 is a partition in Fγ0...γs of pair (uγs+1 |Fγ0...γs ,Φγs+1 |Fγ0...γs )
satisfying condition Indm Fγ0...γsγs+1 < Indm Fγ0...γs ; and (3.15)
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Every family ψ(F,C) is called a complete separating system of (F,C). This family can easily be constructed by
induction on s.
3.8. For (uγ ,Φγ ) ∈ mcp(X), let uγ = {Uγ1 , . . . ,Uγk(γ )}, Φγ = {Fγ1 , . . . ,F γk(γ )}. If ψ = ψ(F,C), then by λ =
λ(ψ) we denote an arbitrary system of sets
Ojγ0...γsγs+1 , j = 1, . . . , k(γs+1),
which are open in Fϕ0...γs and defined whenever Fγ0...γs is defined. Besides, these sets satisfy the following conditions:
Oj1γ0...γsγs+1 ∩Oj2γ0...γsγs+1 = ∅ if j1 
= j2; (3.17)
Fγ0...γs\
⋃{
Ojγ0...γsγs+1 : j = 1, . . . , k(γs+1)
}= Fγ0...γsγs+1; and (3.18)
Fγ0...γs ∩ Fγs+1j ⊂Ojγ0...γsγs+1 ⊂U
γs+1
j . (3.19)
In other words, the family{
Ojγ0...γsγs+1 : j = 1, . . . , k(γs+1)
}
is a neighborhood in Fγ0...γs of the m-system Φγs+1 |Fγ0...γs refining the cover uγs+1 |Fγ0...γs .
3.9. For systems ψ and λ and γ 01 ∈ Γ , we shall denote by ψγ 01 and λγ 01 their subsystems {Fγ0γ 01 γ2...γs }, s  2, and
{Oj
γ0γ 01 γ2...γs
}, s  2, j = 1, . . . , k(γs), respectively.
It is clear that
ψγ 01
=ψ(Fγ0γ 01 ,C) and λγ 01 = λ(ψγ 01 ). (3.20)
3.10. Let C ⊂ D = {(vδ,Kδ): δ ∈ } ⊂ mcp(X). A system ψ(F,D) (respectively λ(ψ(F,D))) is said to be an
extension of the system ψ(F,C) (respectively of λ(ψ(F,C))) if the following conditions are fulfilled:
(FDδ1 ...δs ≡ Fδ0δ1...δs ) = (FCγ1...γs ≡ Fγ0γ1...γs ), (3.21)
respectively
O
j
δ0δ1...δs
=Ojγ0γ1...γs , (3.22)
for every collection of indices δi = γi , i = 1, . . . , s, such that one of the sets from (3.21) or (3.22) is defined.
Evidently, if C ⊂ D, then every system ψ(F,C) (respectively λ(ψ(F,C))) can be included into an extension
ψ(F,D) (respectively λ(ψ(F,D))).
3.11. Definition. Let f : X → Z be a continuous mapping and C = {(uγ ,Φγ ): γ ∈ Γ } ⊂ mcp(Z). By f−1C we
denote the family {(f−1uγ ,f−1Φγ ): γ ∈ Γ }.
Let F ⊂X be a closed set with Indm F <∞ and ψ =ψ(F,f−1C) = {Fγ0γ1...γs }, λ= λ(ψ)= {Ojγ0γ1...γs }.
A triple (Y, g,h), where Y is a space with wY max{wZ, |C|} and g : X → Y , h : Y → Z are continuous map-
pings, is said to be a (ψ,λ)-factorization of f if
f = h ◦ g (3.23)
and for every set Fγ0γ1...γs ∈ ψ , s  1, there exist a space Yγ1...γs and continuous mappings pγ1...γs : Y → Yγ1...γs and
hγ1...γs : Yγ1...γs → Z such that
h= hγ1...γs ◦ pγ1...γs ; and (3.24)
the triple (Yγ1...γs , pγ1...γs ◦ g,hγ1...γs ) is an (Fγ0γ1...γs−1 ,Ojγ0γ1...γs , f−1Fγsj )-factorization of f. (3.25)
3.12. Lemma. For every γ 01 ∈ Γ , if Fγ0γ 01 is defined, then every (ψ,λ)-factorization (Y, g,h) of f is a (ψγ 01 , λγ 01 )-factorization of f .
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Proof. If ψ = {Fγ0 ≡ F }, then put Y = Z, g = f , h = idZ .
Now let |ψ | 2. For every
Fγ0γ1...γs ∈ψ =ψ
(
F,f−1C
)
, s  1,
by Lemma 3.5 there exists an (Fγ0γ1...γs−1 ,O
j
γ0γ1...γs , f
−1Fγsj , j = 1, . . . , k(γs))-factorization of f consisting of a
space Yγ1...γs with
wYγ1...γs wZ
and continuous mappings
gγ1...γs :X → Yγ1...γs
and
hγ1...γs : Yγ1...γs →Z.
Consequently,
f = hγ1...γs ◦ gγ1...γs . (3.26)
By g we denote the diagonal product of mappings gγ1...γs and put
Y = g(X) ⊂Π =Π{Yγ1...γs : Fγ0γ1...γs ∈ψ}.
Let pγ1...γs : Y → Yγ1...γs be a restriction of the projection Π → Yγ1...γs . By definition we have
gγ1...γs = pγ1...γs ◦ g for every Fγ0γ1...γs ∈ ψ. (3.27)
Hence, according to (3.26) we have that
the mapping h = hγ1...γs ◦ pγ1...γs : Y → Z does not depend on γ1 . . . γs (3.24′)
and
f = h ◦ g. (3.23′)
Note, that |ψ | |C| and wYγ1...γs wZ for each Fγ0γ1...γs ∈ ψ .
Consequently,
wY max
{
wZ, |C|}. (3.28)
An existence of a (ψ,λ)-factorization (Y, g,h) of f is checked. 
3.14. Let S = {Yn,πn+1n ,ω} be an inverse system of compacta. Let fn : X → Yn be continuous mappings of a
compactum X such that
fn = πn+1n ◦ fn, n ∈ ω. (3.29)
Hence, there is a continuous mapping g : X → Y = limS satisfying conditions
fn = πn ◦ g, n ∈ ω, (3.30)
where πn : Y → Yn are limit projections of S.
Let Cn = {(uγ ,Φγ ): γ ∈ Γn} be a separating family in mcp(Yn) and(
πn+1n
)−1
Cn ⊂ Cn+1. (3.31)
Then (3.29) and (3.31) yield
f−1n Cn ⊂ f−1n+1Cn+1. (3.32)
1902 V.V. Fedorchuk / Topology and its Applications 155 (2008) 1888–19083.15. Lemma. Let F ⊂X be a closed set with Indm F = α. Let systems
ψn =ψ
(
F,f−1n Cn
)= {Fγ0γ1...γs }
and
λ(ψn)=
{
Ojγ0γ1...γs
}
, γi ∈ Γn, i = 1, . . . , s,
be such that
ψn+1 and λn+1 are extensions of ψn and λn respectively, n ∈ ω. (3.33)
Moreover, let(
Yn+1, fn+1,πn+1n
)
be a (ψn,λn)-factorization of fn, n ∈ ω. (3.34)
Then
Indm gF  α. (3.35)
Proof. Induction on α. Assume that the assertion of Lemma 3.15 holds for all α < β and let Indm F = β , β  0.
Consider a pair (u,Φ) ∈ mcp(gF ), where u = {U1, . . . ,Uk}, Φ = {F1, . . . ,Fk}.
By Lemma 3.2 the family
C =
⋃{
π−1n Cn: n ∈ ω
}
is separating in mcp(Y ). Consequently, there exist a number n= p and an index γ p ∈ Γp such that
Fj ⊂ π−1p
(
F
γp
j
)⊂ π−1p (Uγpj )⊂Uj , j = 1, . . . , k = k(γ p).
Since F = Fγ0 
= ∅, a member Fγ0γ p of ψp is defined. By definition (look at 3.7) we have
Indm Fγ0γ p = β ′ < β = Indm F.
According to the inductive assumption and (3.20), (3.33), (3.34), and Lemma 3.12 we get
Indm gFγ0γ p  β ′ < β.
It remains to show that gFγ0γ p is a partition in gF = gFγ0 of the pair (π−1p (uγ p )|gF,π−1p (Φγp)|gF).
To this end we are going to apply Lemma 3.6. Condition (a) of this lemma will coincide with (3.38).
From (3.31) it follows that for any n > p there is an index γ n ∈ Γn such that
F
γn
j =
(
πnp
)−1
Fγ
p
γ , U
γn
j =
(
πnp
)−1
U
γp
j . (3.36)
Condition (3.33) yields
(Fγ0γ n ≡ F(f−1n Cn)γ n) = (Fγ0γ p ≡ F(f−1p Cp)γ p ) and
O
j
γ0γ n
=Ojγ0γ p , j = 1, . . . , k = k
(
γ p
)= k(γ n), n p. (3.37)
According to (3.34) and (3.36) there exist spaces Tn and continuous mappings
gn : Yn+1 → Tn, hn : Tn → Yn
such that
πn+1n = hn ◦ gn, n p; (3.38)
gnfn+1F\gnfn+1Fγ0γ p = gnfn+1F\gnfn+1Fγ0γ p = V n1 ∪ · · · ∪ V nk , V nj are open in gnfn+1F ; (3.39)
F ∩ f−1n+1g−1n V nj ⊂Ojγ0γ n =O
j
γ0γ p
⊂ f−1p
(
U
γp
j
); (3.40)
F ∩ f−1p Fγ
p
j = F ∩ f−1n F γ
n
j ⊂ f−1n+1g−1n V nj , n p. (3.41)
From (3.30) and (3.39) it follows that the sets A ≡ gF and B ≡ gFγ0γ p satisfy condition (b) of Lemma 3.6.
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Wj =
⋃
np
π−1n+1g
−1
n V
n
j , j = 1, . . . , k. (3.42)
Conditions (3.30) and (3.40) imply that
F ∩ g−1Wj ⊂Ojγ0γ p , j = 1, . . . , k.
Consequently, (3.17) implies that j1 
= j2 ⇒ F ∩ (g−1Wj1 ∩ g−1Wj2) = ∅.
Hence
gF ∩ (Wj1 ∩Wj2) = ∅.
So property (c) of Lemma 3.6 holds.
Let us check that
gF ∩ π−1p Fγpj ⊂ gF ∩ π−1n+1g−1n V nj , n p. (3.43)
We have
gF ∩ π−1p Fγpj = gF ∩ gg−1π−1p F
γp
j = g
(
F ∩ g−1π−1p Fγpj
)= (according to (3.30))= g(F ∩ f−1p Fγpj )
⊂ (in view of (3.41))⊂ g(F ∩ f−1n+1g−1n V nj )= (by (3.33))= g(F ∩ g−1π−1n+1g−1n V nj )
= gF ∩ π−1n+1g−1n V nj .
Thus (3.43) holds. Further,
gF ∩ π−1n+1g−1n V nj = gF ∩ gg−1π−1n+1g−1n V nj = g
(
F ∩ g−1π−1n+1g−1n V nj
)= (according to (3.30))
= g(F ∩ f−1n+1g−1n V nj )⊂ (by (3.40))⊂ g(F ∩ f−1p (Uγpj ))= (in view of (3.30))
= g(F ∩ g−1π−1p (Uγpj ))= gF ∩ π−1p (Uγpj ).
So we proved that
gF ∩ π−1n+1g−1n V nj ⊂ π−1p
(
U
γp
j
)
. (3.44)
From (3.43) and (3.44) we get condition (d) of Lemma 3.6. 
Proof of Theorem 3.1. We shall apply Lemma 3.15. We have to construct an inverse sequence S = {Yn,πn+1n ,ω}
and mappings fn : X → Yn. Let Y0 = Z and f0 = f . By Lemma 2.3 in mcp(Y0) there exists a separating family C0
with |C0|wY0 =wZ. Construct systems
ψ0 =ψ
(
F,f−10 C0
)
and λ0 = λ(ψ0).
In accordance with Lemma 3.13 there exist a compactum Y1 and mappings f1 : X → Y1 and π10 : Y1 → Y0 which
are a (ψ0, λ0)-factorization of f0. Take a separating family C1 ⊂ mcp(Y1) such that |C1|  wY1  wY0 and C1 ⊃
(π10 )
−1C0. Construct in X systems ψ1 = ψ(F,f−11 C1) and λ1 = λ(ψ1) which are extensions of systems ψ0 and λ0
respectively and so on.
Hence, by induction we can construct an inverse system S satisfying conditions (3.29), (3.31), (3.33), and (3.34).
Let Y = limS and g = limfn :X → Y . Then g satisfies (3.30). Consequently,
f = f0 = π0 ◦ g = h ◦ g,
where h= π0 : limS → Y0. Thus by Lemma 3.15 we have Indm gF  Indm F . Besides,
wY w
∞∏
n=0
Yn wZ. 
Theorem 3.1 for m = 2 was proved by Pasynkov [19]. For m = ∞ and Indm F  n Theorem 3.1 was proved by
Parfenov [18].
Recall well-known properties of ˇCech–Stone compactifications. For details look, for example, at [1] or [7].
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3.17. Proposition. Let {F1, . . . ,Fk} be an arbitrary finite collections of closed subsets of a normal space X. Then
k⋂
i=1
[Fi]βX =
[
k⋂
i=1
Fi
]
βX
.
In particular, if {F1, . . . ,Fk} is a disjoint family, then the family {[F1]βX, . . . , [Fk]βX} also is disjoint.
For an open set U ⊂ X let OβU = βX\[X\U ]βX , in other words, OβU is the biggest open subset V of βX such
that U =X ∩ V . Proposition 3.17 yields
3.18. Proposition. If {U1, . . . ,Uk} is a finite collection of open subsets of a normal space X, then
Oβ(U1 ∪ · · · ∪Uk) =OβU1 ∪ · · · ∪OβUk,
Oβ(U1 ∩ · · · ∩Uk) =OβU1 ∩ · · · ∩OβUk.
In particular, if u= {U1, . . . ,Uk} ∈ cov∞(X), then Oβu= {OβU1, . . . ,OβUk} ∈ cov∞(βX).
For a finite collection Φ = {F1, . . . ,Fk} of closed subsets of X, the family {[F1]βX, . . . , [Fk]βX} we denote by βΦ .
From Propositions 3.17 and 3.18 we get
3.19. Proposition. If X is a normal space and (u,Φ) ∈ mcp(X), then (Oβu,βΦ) ∈ mcp(βX).
Propositions 3.18 and 3.19 imply
3.20. Proposition. If X is a normal space, (u,Φ) ∈ mcp(X), and P is a partition in X of (u,Φ), then [P ]βX is a
partition in βX of (Oβu,βΦ).
3.21. Lemma. If X is a normal space and O is an open subset of βX, then [O]βX = [O ∩X]βX .
From Lemma 3.21 we get
3.22. Proposition. If X is a normal space and A be a regular closed (respectively regular open) subset of βX, then
A= [A∩X]βX (respectively A =Oβ(A∩X)).
An m-covering pair (u,Φ) of a space X is said to regular if u consists of regular open sets and Φ consists of
regular closed sets.
3.23. Lemma. If X is a normal space and (u,Φ) ∈ mcp(X), then there exists a regular m-covering pair (u0,Φ0),
which separates (u,Φ).
Propositions 3.20 and 3.22 yield
3.24. Proposition. If (u,Φ) is a regular m-covering pair of βX and P is a partition in X of (u|X,Φ|X), then [P ]βX
is a partition in βX of (u,Φ).
3.25. Theorem. If X is a normal space, then
IndmX = Indm βX.
Proof. To begin we shall prove that IndmX  Indm βX. The inequality being obvious if Indm βX = ∞, we can sup-
pose that Indm βX <∞. We shall apply induction with respect to α = Indm βX. If Indm βX = −1, then βX = ∅ =X
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has dimension less than α  0 and consider a normal space X such that Indm βX = α. Let (u,Φ) ∈ mcp(X). Then
(Oβu,βΦ) ∈ mcp(βX) by Proposition 3.19. There exists a partition P in βX of (Oβu,βΦ) with Indm P < α. It is
clear that P0 = P ∩X is a partition of (Oβu|X, βΦ|X) and Oβu|X = u, βΦ|X = Φ . According to Proposition 3.16
we have
βP0 = [P0]βX ⊂ P.
Hence Indm P0 < α by the inductive assumption and Proposition 1.4. So IndmX  α = Indm βX.
Now, we shall prove that Indm βX  IndmX. As in first part of the proof, we shall suppose that IndmX < ∞ and
apply induction with respect to α = IndmX. Our inequality holds if IndmX = −1. Assume that it is proved for all
normal spaces whose dimension Indm is less than α  0 and consider a normal space X such that IndmX = α. Let
(u,Φ) ∈ mcp(βX). By Lemma 3.23 there exists a regular pair (u0,Φ0) ∈ mcp(βX), which separates (u,Φ). We have
(u0|X,Φ0|X) ∈ mcp(X). Since IndmX = α, there exists a partition P in X of (u0|X,Φ0|X) such that Indm P < α.
By the inductive assumption we have Indm βP < α. According to Proposition 3.24 the closure [P ]βX is a partition in
βX of (u0,Φ0). Since [P ]βX = βP , by Proposition 2.2 the set P0 = [P ]βX is a partition in βX of (u,Φ) such that
Indm P0 < α. Hence Indm βX  α. 
Theorem 3.25 for m = ∞ was proved by Kulpa [14].
As a corollary of Theorems 3.1 and 3.25 we have
3.26. Theorem. If X is a normal space with IndmX  α, then there exists a compactification bX such that
wbX =wX, Indm bX  α.
Theorem 3.26 for m = 2 was proved by Pasynkov [19].
3.27. Corollary. Every separable metrizable space X has a metrizable compactification bX such that
Indm bX  IndmX.
3.28. Theorem. If τ is a cardinal number  ω0, n ∈ ω,m is an integer  2 or m = ∞, then there exists a compactum
Πmnτ such that wΠmnτ = τ , IndmΠmnτ = n, and Πmnτ contains topologically each normal space X with wX  τ
and IndmX  n.
Proof. There is a set Xmnτ = {Xα: α ∈ A} of normal space Xα with wXα  τ and IndmXα  n such that every
normal space X with wX  τ and IndmX  n is homeomorphic to some Xα . Let
X =
⊕
{Xα: α ∈A}
be the discrete union of spaces Xα . Since Proposition 1.5, IndmX  n. By Theorem 3.25 we have Indm βX  n.
Since wXα  τ , there is a topological embedding fα : Xα → I τ . Let
f =
⊕
fα :X → I τ .
There exists a continuous extension f¯ : βX → I τ of the mapping f . By definition of f we have that f¯ |Xα = fα is a
topological embedding.
According to Theorem 3.1 there exist a compactum Πmnτ and continuous mappings g : βX → Πmnτ and h :
Πmnτ → I τ such that IndmΠmnτ  n, Πmnτ  τ , and f¯ = h ◦ g. Since f¯ |Xα is an embedding, g|Xα is an embedding
too. Finally, Xmnτ contains In and Dτ because of Corollaries 1.21 and 1.16. So IndΠmnτ = n and wΠmnτ = τ . 
Theorem 3.28 for m = 2 was proved by Pasynkov [19].
Since dim In = Indm In = n and dimX  indX  IndX  IndmX for every compactum X, Theorem 3.28 implies
3.29. Corollary. The compactum Πmnτ is a universal space in the class of all compacta X such that wX  τ and
dimX = indX = IndX = IndmX = n.
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proved that there is no universal space for the class of all separable metrizable spaces whose dimension Ind is not
larger than ω0.
4. Questions and concluding remarks
1. Question. Does the equality IndX = Ind∞ X hold for every (hereditarily) normal space X with IndX <ω0?
The answer is unknown for hereditarily normal compacta.
2. Question. Does there exist a (hereditarily) normal (compact) space X such that for some integer m 2,
IndmX < Indm+1 X <ω0?
The positive answer to Question 1 provides the negative answer to Question 2.
3. Question. Does the equality IndX = Ind∞ X hold for every (hereditarily) normal (compact) space X such that
IndX = Indm < ω0
for each integer m 2?
4. Question. Does Theorem 2.9 hold for compacta?
5. Question. Does the inequality IndmX < ω1 hold for every hereditarily normal compactum X such that X =⋃{Xi : i ∈ ω} and IndmXi < ω1?
The answer is unknown for m = 2 and IndXi = 0.
6. Question. Does the equality IndX = Ind∞ X hold for every metrizable compactum X?
Question 6 contains many subquestions. One of them is
7. Question. Let X be a metrizable compactum with IndX = ω0 + 1. Is it true that Ind3 X = ω0 + 1?
8. Question. Does there exist a metrizable compactum X such that for some integer m 2,
IndmX < Indm+1 X?
9. Question. Does the equality IndX = Ind∞ X hold for every metrizable compactum X such that
IndX = IndmX
for each integer m 2?
The simplest question on coincidence of large inductive dimensions is
10. Question. Does there exist a normal space X such that IndX < Ind∞ X?
4.1. Theorem. (See [8, Theorem 7.1.29].) If a weakly paracompact perfectly normal space X and a subspace M of X
both have large transfinite dimension, then IndM  IndX.
In connection with this theorem the next question arises.
11. Question. Does Theorem 4.1 hold for dimensions Indm, m 3?
V.V. Fedorchuk / Topology and its Applications 155 (2008) 1888–1908 1907The answer is unknown even for open subset M of metrizable compacta X. Question 11 has the positive answer
for finite-dimensional spaces according to the following statement.
4.2. Theorem. If X is a strongly hereditarily normal space with IndX <ω0, then IndmM  IndmX for every subspace
M ⊂X.
Theorem 4.2 is a corollary of a similar theorem for m = 2 [8, Theorem 2.3.6] and Theorem 1.13.
4.3. Theorem. (See [16].) For every subspace M of a metrizable space X satisfying the inequality IndM  α there
exists a Gδ-set M0 ⊂X such that M ⊂M0 and IndM0  α.
12. Question. Does Theorem 4.3 hold for dimensions Indm, m 3?
The answer is unknown even for metrizable compacta. Question 12 has the positive answer for finite-dimensional
subspaces M according to Theorem 1.21.
4.4. Let Φ = {F1, . . . ,Fk} be an m-system in X and OΦ = {OF1, . . . ,OFk} be its neighborhood. Recall that the
set P =X\OF1 ∪ · · · ∪OFk is said to be a partition of Φ .
If in Definition 1.2 we change partitions of m-covering pairs for partitions of m-systems, then we get definition of
transfinite dimension Indwm. But it is easy to see that
IndX = Indw2 X = · · · = IndwmX = · · · = Indw∞ X
for any normal space X.
The matter is that if OΦ = {OF1, . . . ,OFk} is a neighborhood of Φ , then P =⋃{BdOFj : j = 1, . . . , k} is a
partition of Φ . In fact, if we consider a new neighborhood O1Φ = {O1F1,OF2, . . . ,OFk}, where
O1F1 = OF1 ∪
(
X\[OF1] ∪ · · · ∪ [OFk]
)
,
then its complement coincides with P .
After that we prove inequality Indw∞ X  IndX by a transfinite induction with respect to IndX. If IndX  α,
then for given Φ = {F1, . . . ,Fk} ∈ ∞cp(X) we can take a neighborhood OF = {OF1, . . . ,OFk} such that a family
{[OF1], . . . , [OFk]} is disjoint and Ind BdOFj < α. Then P =⋃{BdOFj : j = 1, . . . , k} is a partition of Φ with
Indw∞ P < α.
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