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Abstract
In recent years, theoretical and practical research topics on networked control systems (NCSs) have gained
an increasing interest from many researchers in a variety of disciplines owing to the extensive applications of
NCSs in practice. In particular, an urgent need has arisen to understand the effects of communication processes on
system performances. Sampling and protocol are two fundamental aspects of a communication process which have
attracted a great deal of research attention. Most research focus has been on the analysis and control of dynamical
behaviors under certain sampling procedures and communication protocols. In this paper, we aim to survey some
recent advances on the analysis and synthesis issues of NCSs with different sampling procedures (time- and event-
driven sampling) and protocols (static and dynamic protocols). First, these sampling procedures and protocols are
introduced in details according to their engineering backgrounds as well as dynamic natures. Then, the developments
of the stabilization, control and filtering problems are systematically reviewed and discussed in great detail. Finally,
we conclude the paper by outlining future research challenges for analysis and synthesis problems of NCSs with
different communication processes.
Index Terms
Communication processes, sampling procedures, communication protocols, time-driven sampling, event-driven
sampling, Round-Robin protocol, Try-Once-Discard protocol.
I. INTRODUCTION
Over the last few decades, developments on networked control systems (NCSs) have led to a growth of attention
about the communication of NCSs. In the typical structure of NCSs, all components including sensors, controllers,
actuators and systems to be controlled can transmit information through a shared digital communication network.
There are a great deal of advantages of NCSs such as low cost, easy maintenance and high reliability. Due to the
application of digital communication network, the information is firstly sampled into the digital signal before it
transmitted over the network, and the communication between different components is implemented subject to the
certain protocol.
Sampling is a process of transforming a continuous signal into a discrete one. In practice, sampling is realized by
inputting the continuous signal to an analog-to-digital (A/D) converter which can output a sequence of digital signal.
Considering the different processes to generate the appropriate sampling intervals (e.g., time-driven sampling and
event-driven sampling), we can divide the communication processes of NCSs into two categories: time-driven
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communication and event-driven communication. In a time-driven communication, the signal is sampled at a
sequence of fixed time instants and then transmitted over the network. In an event-driven communication, the
signal is sampled only when a certain condition is satisfied. Different communication processes of NCSs can lead
to different effects to the closed-loop systems. Hence, it is of both theoretical significance and practical importance
to investigate the analysis and synthesis problems for NCSs subject to the time-driven communication and event-
driven communication. In this paper, we focus on the recent advances of NCSs with different sampling procedures
and communication protocols.
Time-driven communication is a conventional communication process in which the sampling instants are generated
dependent on time. Since the time-driven communication is easy to implement in engineering, NCSs with time-
driven communication is widely used in practical applications. Generally speaking, time-driven communication is
implemented based on three different sampling procedures: periodic sampling procedure, non-uniform sampling
procedure and stochastic sampling procedure. By applying the framework of sampled-data systems, the analysis
and synthesis issues have been developed for NCSs with time-driven sampling procedures. Based on the structure
of a sampled-data system, a NCS under consideration is divided into a continuous-time plant and a discrete-time
controller (or estimator/filter). A general configuration of NCSs with time-driven communication is shown in Fig.1.
With the development of digital implementations, sampled-data systems have played an ever-increasingly important
role in control engineering practice, see, for example, [7], [9], [24], [88] and the references therein.
Fig. 1. General configuration of NCSs with time-driven communication
Event-driven communication is an alternative communication process to time-driven communication aiming to
decrease the frequency of sampling and avoid the unnecessary waste of communication and computation resources.
In an event-driven communication, the sampling instant is determined as the performance of the system under
consideration is getting worse than the requirement (e.g., the system becomes unstable). Recently, the event-driven
communication has received increasing attention, see [15], [28], [30], [57], [58], [96]. There are two different
sampling schemes in the event-driven communication: event-triggered sampling and self-triggered sampling. General
configurations of NCSs with the event-triggered sampling and the self-triggered sampling are proposed in Fig. 2 and
Fig. 3, respectively. The difference between the event-triggered sampling scheme and the self-triggered sampling
scheme is that, in the former scheme, sampling is implemented based on the detection of the “event”, while in the
later scheme, sampling is implemented according to the prediction for the occurrence of the “event” based on the
system model and the current measurement (i.e., the “event” is produced by the prediction).
The focus of this paper is to provide a timely review on the recent theoretical developments of various sampling
procedures and communication protocols in time-driven communications and event-driven communications for
NCSs. The references discussed in this paper include, but are not limited to the following aspects: (1) NCSs with
time-driven sampling procedures; (2) NCSs with event-driven sampling procedures; (3) NCSs subject to different
communication protocols.
The rest of this paper is outlined as follows. In Section 2, the analysis and synthesis problems of NCSs with
time-driven sampling procedures are reviewed. Section 3 discusses the analysis and synthesis issues of NCSs with
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Fig. 2. General configuration of NCSs with event-triggered sampling
Fig. 3. General configuration of NCSs with self-triggered sampling
event-driven sampling procedures. Section 4 reviews the developments of NCSs with different communication
protocols. The conclusions and future work are given in Section 5.
II. TIME-DRIVEN SAMPLING PROCEDURES
In this section, we will recall the recent advances of NCSs with time-driven sampling procedures based on the
structure of sampled-data systems.
A. Periodic Sampling
Periodic sampling is to sample data with a single rate (i.e., the sampling interval is a constant). As one of the
most traditional sampling procedures, a great deal of attention has been paid to the analysis and synthesis problems
of linear systems, nonlinear systems, neural network, multi-agent systems and stochastic systems subject to periodic
sampling.
Stabilization is one of the most fundamental performances of sampled-data systems and has gained particular
concerns from many researchers. Based on a periodic sampling procedure, a considerable amount of literature has
been published on the stability analysis of sampled-data systems [7], [9], [32], [97]. For instance, in [9], the authors
have studied the Lp input-output stability of the continuous-time closed-loop system under periodic sampling. It has
been shown that the closed-loop system could keep Lp stable if the original system is Lp stable and the sampling
period is sufficiently small. Moreover, in [97], the Lp stability has been further extended to the globally Lipschitz
nonlinear systems with inputs under the periodic sampling procedure. In [32], the stability analysis and controller
design have been considered simultaneously for fuzzy systems subject to multi-rate sampling procedure in which
the sampling period was different from the control update period.
Considering the occurrence of incomplete information in NCSs, various attempts have been made to study the
control problem under periodic sampling subject to uncertainties [93], packet dropouts [95] and the phenomenon of
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missing input [100]. For example, in [93], the robust stabilization problem has been investigated for a sampled-data
system with nonlinear uncertainties where the periodic sampling setting, data packet dropout and communication
delays are involved together. In [95], the state feedback controller design problem has been dealt with for sampled-
data NCSs with network-induced delays and data packet dropouts by applying a new model of the NCSs. The
stabilization problem has been studied for sampled-data control systems with control inputs missing in [100] by
using a switched delay system method. Owing to the fact that time delays commonly reside in NCSs and constitute
a primary cause of performance degradation or even instability, the control problems and fault detection problems
of NCSs with time delays and periodic sampling procedure have been investigated in [27] and [99], respectively.
With respect to the H∞ control and filtering problems under the periodic sampling procedure, we mention some
representative work as follows. In [10], the H∞ and H2 control problems have been developed for sampled-data
systems concerning the case that the sampling period of sensors was different from the control update period.
In [94], the robust H∞ controllers have been developed for a class of uncertain NCSs with periodic sampling,
network-induced delays and packet dropouts based on a linear matrix inequality (LMI) approach.The global output
feedback stability method has been proposed in [17] for a class of upper-triangular sampled-data systems with
unknown nonlinearities. Backstepping technique is an important approach to designing stabilizing control for a
special class of nonlinear systems. In [86], the backstepping technique is employed to stabilize a class of nonlinear
systems under periodic sampling.
As a class of complex dynamical networks, neural networks (NNs) have gained particular research interests in
the past two decades. In [70], a stable NN-based adaptive control has been studied for a class of multi-input-
multi-output (MIMO) nonlinear systems under periodic sampling. Consensus is a significant kind of cooperative
behaviors which means that all agents reach an agreement on certain quantities of interest. So far, many efforts
have been made to study the consensus problem subject to the periodic sampling procedure [23], [49], [73], [89].
For example, the asynchronous consensus problem of second-order agent systems subject to a sampled-data setting
and time-varying topology has been investigated in [23]. In [49], the average consensus problem has been studied
for multi-agent systems where the logarithmic quantization and sampled-data setting are considered simultaneously
in communication. On the basis of a delayed-input approach, the average consensus of multi-agent studied in [49]
can be achieved with a sampling interval which is less than the maximal allowable one.
B. Non-uniform Sampling
Periodic sampling is convenient to implement in practical application by setting a constant frequency of A/D
converter. However, in the NCSs with a limited bandwidth, sampling with the time-varying period could perform
better than periodic sampling strategy [69]. For example, in the multi-sensor tracking task of a highly maneuvering
target, the faster sampling is desired during the maneuvering mode than the constant velocity mode. Hence, it is
natural that sampling with the time-varying period is more favorable than the system with a periodic sampling in
some practical applications. On the other hand, due to the time-varying nature of the channel load, the sampling
period might be changed inevitably subject to various reasons. As such, the analysis and synthesis issues for NCSs
have been proposed under the framework of non-uniform sampled-data systems in order to cope with the situation
that fluctuations in sampling period are existed and cannot be ignored.
The problem of stability and stabilization of non-uniform sampled-data systems has received a fast growing
research interest in recent years and some results have been reported in the literature, see, for example, [22], [56],
[69], [75] and the references therein. It is well worth mentioning that there are two main approaches for stability
analysis of sampled-data systems with time-varying sampling period. The first one is to model the systems under
the non-uniform sampling procedure as a continuous-time system with a delayed control input [19], [51]. It should
be mentioned that, the input delay approach has been revised and improved in [51] by applying the scaled small
gain theorem. The second approach is to model the closed-loop systems with non-uniform sampling as a hybrid
system [54] by taking the impulsive behavior of sampling procedure into consideration.
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The issues of H∞ control and filtering for NCSs have also received much research attention [31], [47], [60],
[71]. For example, in [71], the sampled-data H∞ control and filtering design approach have been addressed for
linear systems with a bounded sampling rate. In [47], the H∞ filtering problem has been studied for Itoˆ stochastic
systems with the quantized output measurement and non-uniform sampling. By applying a new type of time-
dependent Lyapunov function, less conservative results have been proposed in terms of LMIs. The fuzzy tracking
control problem of nonlinear systems has been investigated in [31] subject to non-uniform sampling and stochastic
actuator faults. Genetic regulatory networks (GRNs) play an important role in process of life and attract considerable
attention from many researchers in different disciplines. The H∞ filtering problem has been studied in [60] for a
class of stochastic GRNs subject to both extrinsic and intrinsic disturbances with the non-uniform sampling setting.
Concerning with the synchronization problem of complex networks, some results have also been derived with a
non-uniform sampling setting, see [20], [37], [42], [72].
In [24], [84], [88], the consensus problem for multi-agent systems has been concerned under non-uniform
sampling. For instance, the asynchronous consensus problem of continuous-time second-order agent systems has
been studied in [24] with fixed topology and time-varying delays subject to the assumption that every sampling
interval is bounded.
C. Stochastic Sampling
In practical engineering of NCSs, the sampling process is not always implemented in a deterministic way. Due to
the effect of networked environment, the sampling interval might change under some random abrupt changes (e.g.,
random sampler failures). This kind of phenomenon is characterized by stochastic sampling procedure. Stochastic
sampling procedure is the further extended phenomenon to the case of non-uniform sampling procedure. In a
stochastic sampling setting, there are several constant sampling intervals with known probability of the occurrence
of each sampling interval. By applying a transformation of the discrete time instants, the probabilistic sampling
system is transformed into a continuous time-delay system with stochastic parameters.
In the past decade, stochastic sampling procedure has been attracting increasing attention both on control problems
and filtering problems [21], [36], [41], [85], [87]. For example, the robust H∞ control problem has been concerned
in [21] for the linear system with parameter uncertainties and stochastic sampling. A Bernoulli distributed variable
has been employed to describe the occurrence of each sampling period. Furthermore, by using a delay system
approach, a new stochastic variable has been introduced to characterize the probability of time delay. The same
approach has been extended to the H∞ filtering problem [87] and H∞ output tracking control problem [85].
The distributed H∞ filtering problem for sensor networks has been investigated in [64] with a stochastic sampling
setting. By applying a transformation, the H∞ filtering problem for stochastic sampled-data system can be converted
into a stochastic nonlinear systems with multiple bounded time-delays. The same approach has been employed to
study the synchronization control problem for dynamical network with stochastic sampling [65]. The estimation
problem for neural networks with stochastic sampling has also been studied in [35]. With respect to the Markovian
jumping systems, we refer the readers to [8] where the exponential synchronization has been studied for a class
of delayed Markovian jumping neural networks with unknown transition probabilities, time-varying delays and
stochastic sampling. The state estimation problem for genetic regulatory networks has also been investigated in
[34] with a stochastic sampling setting and time-varying delays.
III. EVENT-DRIVEN SAMPLING PROCEDURES
A. Event-triggered Sampling
It is a fact that the communication bandwidth and computation resources are limited in practice application.
Therefore, it becomes necessary to improve the efficiency of communication channel by avoiding the unneces-
sary communication. In this case, event-triggered sampling has been widely applied as an alternative scheme to
time-driven sampling. Event-triggered scheme is a special sampling mechanism where the sampling instants are
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determined in a dynamic way. Different from time-driven sampling, the sampling instants are derived from the
“event” which is generated by an event generator. Based on the event-triggered sampling mechanism, signal is
sampled only when a so-called “event-triggered condition” is satisfied. In other words, the situation that whether
the “event” is occurred depends on the event-triggered condition. The event-triggered condition can be categorised
into two types: fixed threshold condition [25], [52], [55] and relative threshold condition [15], [58], [92], [96].
So far, the problems of event-triggered control and filtering have gained a great deal of research attention. There
are three representative theoretical frameworks (e.g., the Lyapunov stability theory [30], [58], [96], hybrid system
theory [15], [28] and input-to-state stability (ISS) theory [57], [59]) to analyze the control and filtering issues
with event-triggered sampling scheme. For instance, in [96], a novel event-triggered sampling scheme has been
proposed in which the minimum interval between triggered sampling instants is guaranteed. Furthermore, a delay
system method has been introduced to deal with the design of controllers of NCSs under such an event-triggered
sampling scheme. The same event-triggered sampling scheme and the delay system method has been extended
to the H∞ filtering problem of NCSs [30]. The co-design approach of event-triggered sampling scheme and H∞
control has been studied in [58] for NCSs in which the event-triggered condition and controller were designed
simultaneously. It can be found that the dynamic of the system under event-triggered sampling scheme would yield
the impulsive behavior when the “event” occurred. Therefore, the dynamic process of NCSs under event-triggered
sampling scheme can be analyzed based on the structure of the impulsive system, see [15]. In [28], the analysis
based on the impulsive system has been improved by transforming the impulsive system into piecewise linear
(PWL) model and less conservative results have been derived. In [57], the addressed system has been reformulated
as a continuous system with a bounded input which is produced by the event-triggered sampling scheme. Then,
the performance analysis and synthesis issues can be done based on the ISS theory.
Recently, the analysis and synthesis issues of neural network, sensor network and multi-agent systems have
been attracting increasing attention due to the advantage that event-triggered sampling scheme can reduce the
communication load of the communication channel. In [39], the event-triggered state estimation problem for a
class of delayed recurrent neural networks has been investigated by using a delayed-input approach. The distributed
state estimation problem and H∞ filtering problem have been solved, respectively, in [91] and [26]. With respect
to the control problem of multi-agent systems, we mention some representative work as follows.The consensus
problem for linear multi-agent systems has been investigated in [98] via an observer-based controller with the
event-triggered sampling scheme. Both centralized event-triggered control and distributed event-triggered control
have been developed based on the output-feedback control framework. In [18], the distributed control has been
designed for multi-agent systems to achieve rendezvous based on the event-triggered sampling scheme. In the
proposed framework, a new event-triggered sampling scheme has been proposed based on the convergence analysis.
B. Self-triggered Sampling
Event-triggered sampling scheme is implemented with the process of frequent detection of the output signal.
This process requires special hardware which may be realized by application-specific integrated circuits (ASIC)
or field-programmable gate array (FPGA) processors. As such, a sampling scheme named self-triggered sampling
scheme based on a software approach instead of special hardware has been proposed. The concept of self-triggered
has been introduced in [77]. In self-triggered sampling scheme, the sampling instant is computed by a function of
the data at the previously triggering instant and the dynamic process of the plant.
Self-triggered sampling scheme is developed with the hope to reduce network communication load as well as
event-triggered sampling scheme. The main difference between these two sampling schemes is that in an event-
triggered sampling scheme, the sampling is implemented based on the occurrence of the “event”, but in a self-
triggered sampling scheme, the sampling is implemented based on the prediction of the occurrence of “event”
through the data at the current triggering time and the system model. Some existing results have been reported
in [2], [3], [38], [77], [81], [82]. For instance, in [2], the behavior of the plant under the virtual event-triggered
sampling scheme has been firstly analyzed by applying the ISS theory. Then, the self-triggered sampling scheme for
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state-dependent homogeneous systems has been developed based on the virtual event-triggered sampling scheme
and dynamic analysis of the homogeneous systems. In [82], a self-triggered sampling scheme has been proposed to
guarantee the finite-gain L2 stability based on the assumption that the magnitude of the process noise is bounded by
a linear function of the norm of the system state. This result has been extended in [81] by relaxing the assumption
of the process noise in [82]. The stabilization problem for a class of stochastic systems described by Itoˆ differential
equation has been considered in [1] under the self-triggered sampling scheme. By applying Lyapunov approach,
the self-triggered sampling scheme has been designed. In [74], the control issue for perturbed nonlinearities subject
to bounded external disturbance and small time delay has been dealt with under a self-triggered sampling scheme.
For the control problem of the nonlinear systems with norm-bounded parameter uncertainties, disturbances, and
sensing/computation/actuation delays, we refer the readers to [6] in which the self-triggered sampling scheme has
been designed.
IV. COMMUNICATION PROTOCOLS
In traditional control systems, the data exchange between different components (e.g., controllers, sensors, actua-
tors) is implemented by the point-to-point communication. In the point-to-point communication, the components are
connected by their relative communication channels. In this case, the communications of all the components in the
control systems can be implemented at the same time. Compared with traditional control systems, the communication
in NCSs are implemented in a shared network and thereby leading to the communication constraints in commu-
nication channels. In a NCS, only one node can make access to the network and be allowed to transmit data per
transmission. As such, various communication protocols have been introduced to provide different communication
scheduling approaches among nodes.
A. Round-Robin and Try-Once-Discard protocols
The protocols of NCSs can be divided into two categories: static and dynamic protocols. One of the well-known
static protocols is Round-Robin protocol [33]. Round-Robin protocol is a class of periodic protocol in which the
transmission sequence of nodes is fixed by a predetermined order. In this case, nodes are given access to the network
periodically and all the nodes which need to transmit data via network can gain the opportunities to transmit their
packets according to a circular sequence. Compared with the static protocol, in dynamic protocols, the opportunities
of nodes to transmit data are determined by the states of systems. One of the dynamic protocols is Try-Once-Discard
protocol [79]. In the Try-Once-Discard protocol, the opportunity to transmit data is only assigned to the node with
the largest weighted discrepancy between the current and the most recently transmitted value of node’s signals [12].
B. Analysis and Control under communication protocols
For the purpose to analyze the stability of the NCSs subject to certain protocols, the hybrid system theory has been
proved to be an effective theory which can be used to deal with the NCSs with either static protocols or dynamic
protocols [4], [16], [29], [61], [68]. For instance, in [29], a new NCSs model has been developed including varying
transmission intervals, varying delays and communication constraints caused by protocols. Based on the Lyapunov
stability theory, the bounds of maximally allowable transmission interval (MATI) and the maximally allowable
delay (MAD) have been developed to ensure the stability of the NCSs. The stability of the nonlinear networked
control systems has been studied in [78] under a certain communication protocol. The exponential stability can be
guaranteed if the MATI satisfies some certain condition. In [16], the stability of NCSs subject to communication
constraints (caused by certain protocols), time-varying transmission intervals and time-varying delays has been
investigated by using a switched linear uncertain systems approach. It should be mentioned that a framework for
the observer design for NCSs with various static and dynamic protocols has been proposed in [61] via an emulation-
like approach. Considering the fact that various network induced phenomena would drastically degrade the system
performances, a unifying modelling framework has been developed in [76] subject to quantization effects, packet
SUBMITTED 8
dropouts, time-varying transmission intervals, time-varying transmission delays and communication protocols. The
ISS and l2-gain properties of the NCS under consideration have been analyzed based on the proposed modelling
framework.
It should be pointed out that, most reported results for NCSs with either static or dynamic protocols have been
mainly based on the structure of impulsive systems. This kind of framework might be difficult to deal with the
systems with non-uniform sampling and uncertain transmission delays. As such, a new framework has been studied
in [46] to investigate the stability problem of NCSs subject to periodic sampling, transmission delays and Round-
Robin protocol. The framework proposed in [46] was to reformulate the closed-loop system with Round-Robin
protocol into a switched system with multiple time-varying delays. This approach has been extended in [45] by
considering time-vary transmission delays and non-uniform sampling. Furthermore, L2-gain analysis has also been
studied in [45] based on a time-independent Lyapunov-Krasovskii functional. The stability analysis for NCSs with
packet dropouts has been proposed in [90]. The Round-Robin Protocol and packet dropouts are considered in both
two channels (e.g., sensor-to-controller channel and controller-to-actuator channel). Based on the lifting technique,
a necessary and sufficient condition of the exponential stability in mean-square has been developed. In [5], the
authors have proposed an observer-based output-feedback control subject to Round-Robin protocol, time-varying
transmission intervals and time-varying delays. It should be mentioned that, the observer structure in [5] is a
switched one instead of a fixed one.
C. The co-design issue under communication protocols
On another research front, the co-design problem of protocol and controller has also gained particular attentions.
In [12], the Try-Once-Discard protocol and the discrete-time controller have been designed simultaneously in terms
of matrix inequalities. In [102], the H∞ controller has been designed as well as the Try-Once-Discard protocol for
a class of NCSs with random time delay. Based on the Lyapunov function method and switched system theory, a
sufficient condition has been derived in [102] to guarantee the asymptotically stability of the closed-loop system
with the Try-Once-Discard protocol proposed. The co-design problem of protocol and observer has been studied
in [13] for a class of linear time-invariant systems. Sufficient conditions have been derived for the existence of
the proposed protocol and observer via matrix inequalities. In [68], the co-design issue for a class of NCSs with
communication protocols and periodic sampling scheme has been studied by applying a new compensation scheme
and discrete-time switched systems approach.
V. CONCLUSION AND FUTURE WORK
In this paper, we have reviewed some developments of the analysis and synthesis problems of NCSs subject to
different communication processes. According to different sampling procedures, we have divided the communication
processes into two categories: time-driven communication and event-driven communication. Based on this, various
stability analysis, control, filtering and protocol design issues have been surveyed in great detail. Based on the
literature review, some related topics for the future research work are listed as follows.
1) The problems of distributed control and filtering with a certain sampling approach and communication protocol
are of engineering significance. It would be an interesting research topic to analyze the dynamical behaviors
of sensor networks, neural networks and multi-agent systems subject to different kinds of communication
processes.
2) It would be meaningful to study the problems of control and filtering for time-varying systems subject to a
certain communication protocol over a finite time horizon.
3) For the analysis and synthesis issues subject to a given communication protocol, the systems under consider-
ation are continuous systems in most of the existing results. Consequently, it makes sense to investigate the
analysis and synthesis issues for nonlinear discrete-time systems subject to a given communication protocol.
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4) Since the transmission interval (fixed by the communication protocol) is always much smaller than the
sampling interval in practice applications, it is necessary to consider the dynamical behaviors with a “slow”
sampling scheme and a “fast” communication protocol.
5) A practical engineering application of the existing theories and methodologies would be the batch reactor
control system.
6) The existing results on time- and event-driven communication process for networked control systems can be
extended to more general systems such as complex systems and multi-agent systems with network-induced
problems [11], [14], [43], [48], [53], [62], [63], [66], [80], [83] by using more up-to-date algorithms [40],
[44], [50], [67], [101].
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