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Abstract
In this article we analyzed the convergence of the Schwarz waveform relaxation method for solving the forward–backward heat
equation. Numerical results are presented for a speciﬁc type of model problem.
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1. Introduction
In this article we study the numerical solution of the forward–backward parabolic boundary value problem deﬁned
over = (−1, 1) × (0, 1) given by
(x)ut = uxx + f (x, t), = {−1x1} × 0< t < 1,
u(x, 0) = u0(x), 0x1,
u(x, 1) = u1(x), −1x0,
u(1, t) = g1(t), 0 t1,
u(−1, t) = g−1(t), 0 t1, (1)
where the function (x) changes sign over  according to the sign of x. The class of problems given by (1) was ﬁrst
studied by Gevrey [9,10] who considered the case when (x) = xm, where m is an odd integer. The case for m = 1,
was studied by Baouendi and Girsvard [4]. Goldstein and Mazumdar [12] proved that model problems of this type are
well posed in a suitably deﬁned norm.
This type of model problem arises in various engineering applications such as boundary layer problems in ﬂuid
dynamics and steady state computation [15], it also arises in Plasma physics and in studies of the propagation of an
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electron beam through the solar corona [17]. In 1999 Aziz et al. [2] presented other possible physical applications of
this model problem.
Concerning the numerical solution methods of (1) we refer here to some of the research work in this area. In [14],
Jamet considered the use of ﬁnite difference approximation of the weak solution to a special class of elliptic boundary
value problem. The iterative method for the ﬁnite difference approximation of the problem has been intensively studied
by Vanaja in his PhD thesis [18], and other results from the solution of the forward-backward heat equation by an
iterative method are presented in the article by Vanaja and Kellog [19].
Aziz and Liu [3] transformed the second order (1) into a ﬁrst order system of symmetric positive deﬁnite type and
solved it using a weighted least-squares method. The ﬁnite element of the discontinuous Galerkin method for the time
discretization has been considered in [6].
The most recent work in this area is the article by Han and Yin [13]. In [13] Han and Yin solved the problem (1)
using a nonoverlapping domain decomposition method for the ﬁnite difference approximation and proved that the
convergence is of order O(h) where h is the uniform mesh spacing for the spatial variable x. Through the algorithm by
Han and Yin the problem is solved over nonoverlapping subdomains and the updating of the boundary conditions is
performed at each time interval using an iterative process.
In this work we will present an alternative iterative solution method for the model problem (1) over two subdomains
deﬁned in accordance to the sign of the variable x. The basic idea of the iterative method is conceptually similar to
the overlapping Schwarz waveform relaxation method which has been presented [11,7] to solve the parabolic PDE
with overlapped multi-subdomains. The method, on the continuous level, compute a solution on each subdomain in
space, over the whole time interval, or over speciﬁc time windows. Transmission conditions of differential or integral
type on the boundary then transmit the information to the neighboring subdomains at the end of the time interval.
These algorithms can be used with or without overlap, and thus the discretization can be made independently in the
subdomains.
The overlappingSchwarzwaveform relaxationmethod can be usedwith orwithout overlap, and thus the discretization
can be made independently in the subdomains. This allows for a large versatility: one can deal with large discontinuities
in the coefﬁcients, adapt the time step locally, use different numerical methods in different parts of the computational
domain, and even different equations and different codes.
In Section 2, we present the generic overlapping Schwarz waveform relaxation algorithm and its theoretical conver-
gence studies. The ﬁnite difference formulation of the problem and its adaptation to the overlapping Schwarz waveform
relaxation method are presented in Section 3. We end the article in Section 4 with conclusions and comments about
the solution of a speciﬁc model problem.
2. Overlapping Schwarz waveform relaxation method for forward–backward heat equation
The overlapping Schwarz waveform relaxation, these algorithms have been introduced in [11] and independently in
[7] for the solution of evolution problems in a parallel environment with slow communication links, since they permit
to solve over several time steps before communicating information to the neighboring subdomains and updating the
calculated interface boundary conditions for the overlapped domains.
This algorithms stand in contrast to the classical approach in domain decomposition for evolution problems, where
time is ﬁrst discretized uniformly using an implicit discretization and then at each time step a problem in space only is
solved using domain decomposition.
The method provides updating to the boundary conditions of the overlapping regions through simulation over the
whole time interval for one iteration step [11,7,8].
In this section we show how to construct the overlapping Schwarz waveform relaxation algorithm for problem (1),
with (x)=x (i.e., m=1). Firstly, the domainwill be partitioned into three subdomains− = (−1, ),0 = (−, ),
and + = (, 1), with 0< < . The subdomains are established in accordance to the sign of the spatial variable x and
a speciﬁc displacement  on both sides of the line x = 0.
For this type of heat equation the overlapping Schwarz waveform relaxation algorithm provides an accurate solution
algorithm for the model problem (1) over the subdomains −,+; the domain 0 enables updating of boundary
conditions at x =  and x = − as it will be demonstrated later.
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To solve (1), we construct a waveform relaxation algorithm for problem (1) over +, −, and 0. Firstly, we deﬁne
the following subproblems over+ and−, with nonlocal boundary condition deﬁned at x= and x=−, respectively;
(x)vt = vxx for <x < 1, 0< t < 1,
v(x, 0) = u0(x), 0<x < 1,
v(, t) = 1

[
v(, t) + (− )u(0, t)] , 0< t < 1,
v(1, t) = g1(t), 0< t < 1, (2)
(x)wt = wxx for − 1<x < − , 0< t < 1,
w(x, 1) = u1(x), 0<x < 1,
w(, t) = 1

[w(−, t) + (− )u(0, t)], 0< t < 1,
w(−1, t) = g−1(t), 0< t < 1, (3)
and at x = 0 the problem reduces to
uxx = uxx = 0 for 0< t < 1, (4)
where w(w = u|+), v(v = u|−), and u represent the solution over +, −, and 0, respectively.
To set up an update approximation for the boundary condition at x = 0, we shall consider Schwarz type of iteration
for the above subproblems to obtain the overlapping Schwarz waveform relaxation algorithm for the solution of (2)–(4).
The generic algorithm steps are given by
(x)vk+1t = vk+1xx for <x < 1, 0< t < 1,
vk+1(x, 0) = u0(x) for <x < 1,
vk+1(, t) = 1

[vk(, t) + (− )uk(0, t)], 0< t < 1,
vk+1(1, t) = g1(t), 0< t < 1, (5)
(x)wk+1t = wk+1xx for − 1<x < − , 0< t < 1,
wk+1(x, 1) = u1(x) for 1<x < − ,
wk+1(−, t) = 1

[wk(−, t) + (− )uk(0, t)], 0< t < 1,
wk+1(−1, t) = g−1(t), 0< t < 1 (6)
and we shall consider the approximation of (4) over 0 = [−, ] as follows:
uk+1(0, t) = 12 [vk(, t) + wk(−, t)], (7)
where  represents a speciﬁc displacement from the line x = 0 through + and −, which correspond to the size of
overlapping of0 =[−, ] with+ and−, and  is set to be the integral multiple of the regular spatial discretization
step.
The maximum principle theorem is the essential theorem in our analysis. In this work we shall consider the following
maximum principle theorem deﬁned over bounded time interval given in [16].
Lemma 1. Let  ∈ (C[0, 1] × [0, T ]⋂C2,1((0, 1) × (0, T ))) satisﬁes the following inequalities:
t − a(x, t)xx0,
(x, 0)0,
(0, t)0,
(L, t)0,
where a(x, t)> 0 for all x ∈ (0, 1) and t ∈ (0, T ). Then (x, t)0 for all x ∈ [0, 1], and t ∈ [0, T ].
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For the convergence of the solutions uk+1, vk+1, and Ek+1, we shall consider the convergence of the error occurring
through the iterative process by the overlapping Schwarz waveform relaxation algorithm, for each of the subproblems
(5)–(7) over the corresponding subdomains with (x) = x.
Let dk+1(x, t) = u(x, t) − vk+1(x, t), ek+1(x, t) = u(x, t) − wk+1(x, t) and Ek+1(x, t) = u(x, t) − uk+1(x, t) be
the errors from the solution over the subdomains+,−, and0, respectively, where u(x, t) is the exact solution over
the domain (−1, 1)× (0, 1). We considered uk+1(0, t) given by (7) to simplify the boundary conditions vk+1(, t) and
wk+1(−, t), such that
vk+1(, t) = 12
(
1 + 

)
vk(, t) + 12
(
1 − 

)
wk(−, t) (8)
and
wk+1(, t) = 12
(
1 − 

)
vk(, t) + 12
(
1 + 

)
wk (−, t) . (9)
The corresponding differential equations deﬁned by the errors dk+1(x, t), ek+1(x, t), and Ek+1(x, t) are given by
(x)dk+1t = dk+1xx for <x < 1, 0< t < 1,
dk+1(x, 0) = 0, <x < 1,
dk+1(, t) = 1
2
(
1 + 

)
dk(, t) + 1
2
(
1 − 

)
ek (−, t) , 0< t < 1,
dk+1(1, t) = 0, 0< t < 1, (10)
(x)ek+1t = ek+1xx for − 1<x < − , 0< t < 1,
ek+1(x, 0) = 0, −1<x < − ,
ek+1(−, t) = 1
2
(
1 − 

)
dk(, t) + 1
2
(
1 + 

)
ek (−, t) , 0< t < 1,
ek+1(1, t) = 0, 0< t < 1 (11)
and
Ek+1(0, t) = 12 [dk+1(, t) + ek+1(−, t)] for 0< t < 1. (12)
For the error analysis of the overlapping Schwarz waveform relaxation method, we shall consider the usual inﬁnity
norm given by
‖h(.)‖T = sup
0<t<T
|h(x, t)| (13)
considered over the time interval [0, 1]. The following theorem was set up to be the basic theorem for the proof of the
convergence analysis of the error dk+1, ek+1 andEk+1 corresponding to the solution vk+1,wk+1 and u¯k+1, respectively.
Theorem 2.1. Consider the following differential equation:
t = c(x)xx, <x < 1, 0< t < 1,
(x, 0) = 0, <x < 1,
(, t) = f (t), 0< t < 1,
(1, t) = 0, 0< t < 1, (14)
where 0<c(x), for x ∈ (0, 1) and c(x) = 1/(x), ((x) = x). Then the upper bound for (x, t), is given by
|(x, t)|(x, t), (15)
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where the function (x, t) is the solution of the following differential equation:
t = cxx, <x < 1, 0< t < 1,
(x, 0) = 0, <x < 1,
(, t) = |f (t)|, 0< t < 1,
(1, t) = 0, 0< t < 1
(16)
with
c = max
<x<1
|c(x)|.
Proof. Firstly, the solution of the differential (16) is explained in Cannon [5] to be
(x, t) =
∫ t
0
Kx(x − , t − 	)|f (t)| d	,
whereKx(x, t) = x2√
ct3/2 e−x
2/4t
√
c.
For the remaining part of the proof.
Let ˜(x, t) = (x, t) − (x, t), then ˜(x, t) satisﬁes the following differential equation:
˜t = cxx − c(x)xx for <x < 1, 0< t < 1
= cxx − c(x)xx + c(x)xx − c(x)xx ,
˜t = (c − c(x))xx + c(x)(xx − xx),
˜t = (c − c(x))xx + c(x)˜xx . (17)
Therefore
˜t − c(x)˜xx = (c − c(x))xx . (18)
For (18), since xx = 1/c t , then
˜t − c(x)˜xx =
(
c − c(x)
c
)
t .
Since 0 at x = 1 and at x = , then t (, t)0, therefore t0 for all x ∈ (, 1), and then by the monotonicity
property concluding that
˜t − c(x)˜xx0,
˜(x, 0) = 0,
˜(, t)0,
˜(1, t)0. (19)
By the maximum principle given by Lemma 1, ˜(x, t)0 for all <x < 1 and t ∈ (0, 1).
Therefore (x, t)(x, t). Also similar results holds when we consider
˜(x, t) = (x, t) + (x, t)0,
and hence we conclude that
|(x, t)|(x, t). 
Similar theorem will follow for subproblem (11).
In the proposed algorithm the problem (1) is solved over the subdomains+ and− independently using the initially
assumed boundary conditions. The boundary condition along the line x = 0 is then updated by the solution value at
x = ,− from the subdomains +, −, respectively.
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The error bound of the solution over the subdomains + and −, with the correction over 0, will be estimated
using Theorem 2.1, and it is given by the following theorem.
Theorem 2.2. Let d2k(x, t), e2k(x, t) and E2k be the error from the solution of problem (1) by overlapping Schwarz
waveform relaxation method given by (10)–(12) over the subdomains + −, and 0 respectively, then
‖d2k(, .)‖T 1/2[‖d0(, .)‖T + ‖e0(−, .)‖T ]erfc
(
k(− )√
cT
)
and
‖e2k(−, .)‖T 1/2[‖d0(, .)‖T + ‖e0(−, .)‖T ]erfc
(
k (− )√
cT
)
over [0, T ] such that c = max<x<1|c(x)| and c(x) = 1/(x)((x) = x).
Proof. In correspondence to the differential equation deﬁned by dk+1(x, t) and ek+1(x, t) as given by (10) and (11),
consider the following differential equations deﬁned by d˜k+1(x, t), and e˜k+1(x, t) over +, and −, respectively,
d˜k+1t = cd˜k+1xx for <x < 1, 0< t < 1,
d˜k+1(x, 0) = 0, <x < 1,
d˜k+1(, t) = 1
2
[(
1 + 

)
|dk(, t)| +
(
1 − 

)
|ek (−, t) |
]
, 0< t < 1,
d˜k+1(1, t) = 0, 0< t < 1, (20)
and
e˜k+1t = c˜ek+1xx for − 1<x < − , 0< t < 1,
e˜k+1(x, 0) = 0, −1<x < − ,
e˜k+1(−, t) = 1
2
[(
1 − 

)
|dk(, t)| +
(
1 + 

)
|ek(−, t)|
]
, 0< t < 1,
e˜k+1(−1, t) = 0, 0< t < 1. (21)
Then by Theorem 2.1, d˜k+1 and e˜k+1, are the upper bound for dk+1 and ek+1, respectively, therefore
|dk+1(x, t)| d˜k+1(x, t) =
∫ t
0
Kx(x − , t − 	)12 [|d
k(, 	)| + |ek(−, 	)|] d	 (22)
and
|ek+1(x, t)| e˜k+1(x, t) =
∫ t
0
Kx(x + , t − 	)12 [|d
k(, 	)| + |ek(−, 	)|] d	, (23)
where = (1 + /) and = (1 − /).
Evaluating ek(x, t) and dk(x, t) at x =  and −, and substituting in (22) and (23), respectively, leads to
|dk+1(x, t)| 1
2
∫ t
0
Kx(x − , t − 	)
{

∫ 	
0
Kx(− , t − 	1)12 [|d
k−1(, 	1)| + |ek−1(−, 	1)|]
+
∫ 	
0
|Kx(− , t − 	1)|12 [|d
k−1(, 	1)| + |ek−1(−, 	1)|]
}
d	1 d	.
Therefore at x = , dk+1(, t) is given by
|dk+1(, t)| 1
4
∫ t
0
Kx(− , t − 	)
∫ 	
0
Kx(− , 	− 	1)
× [(2 + 2)|dk−1(, 	1)| + 2|ek−1(−, 	1)|] d	1 d	. (24)
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Since <  then 14 (
2 + 2)< 1 and 12 ()< 1, then (24) is given by
|dk+1(, t)|
∫ t
0
Kx(− , t − 	)
∫ 	
0
Kx(− , 	− 	1)[|dk−1(, 	1)| + |ek−1(−, 	1)|] d	1 d	, (25)
and for 2k steps of iterations,
|d2k(, t)|
∫ t
0
Kx(− , t − 	1) . . .
∫ 	2k−1
0
Kx(− , 	2k−1 − 	2k)
× [|d0(, 	2k)| + |e0(−, 	2k)|] d	2k . . . d	1. (26)
Hence we can take [|d0(, .)| + |e0(−, .)|] out of the integral,
|d2k(, t)|[‖d0(, 	2k)‖t + ‖e0(−, 	2k)‖t ]
∫ t
0
Kx(− , t − 	1) . . .
∫ 	2k−1
0
Kx(− , 	2k−1 − 	2k)
d	2k . . . d	1, (27)
where ‖.‖t is given by (13).
Since the Laplace transform of a convolution is the product of the Laplace’s transform for the kernels, therefore the
Laplace transform of the kernelKx(− , t), in terms of 	, is∫ ∞
0
e	tKx(− , t) dt = e−((−)/2
√
c)
√
	
, (28)
therefore, the (2k) fold convolution of (28) is the 2k-times product of the exponential term in (27) [1, pp. 1020–1029],
e−2k((−)/2
√
c)
√
	
. (29)
Using back transformation for (29) and substitute in (27) we conclude that
|d2k(, t)|[‖d0(, .)‖t + ‖e0(−, .)‖t ]
∫ t
0
Kx(2k(− , t − 	)) d	. (30)
By applying the variable transformation x = k(− )/√c(t − 	) for the integral in (30), concluding that |d2k(, t)| is
bounded by
|d2k(, t)|[‖d0(, .)‖t + ‖e0(−, .)‖t ]erfc
(
k(− )√
ct
)
. (31)
Similarly for the error e2k over the domain − we obtain
|e2k(−, t)|[‖d0(, .)‖t + ‖e0(−, .)‖t ]erfc
(
k(− )√
ct
)
. (32)
Therefore the error E2k along the boundary line when x = 0 is given by
|E2k(0, t)| 1
2
[‖d2k(, .)‖t + ‖e2k(−, .)‖t ]erfc
(
k(− )√
ct
)
. 
Noting that the erfc(.) is decreasing for large value of (k( − )/√ct). Henceforth we will achieve more accurate
solution for large overlapping size (− ) of 0 and + and similarly for 0 and −.
Also the scalar c, as deﬁned earlier in Theorem 2.1, will contribute to the convergence such that more accurate
solution is achieved for small value of c (i.e., large value of ).
Theorem 2.2 shows that the error bound for the errors d2k and e2k depend on how far the space displacement ,
which considered to be the size of overlapping, is away from the line x = 0, in both adjacent subdomains + and −.
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Furthermore, Theorem 2.2 shows that the error decays superlinealry, and asymptotically it is given by
erfc(k) ∼ 1√

k
e−k22 ,
where = (− )/√ct , and it is faster than the convergence achieved in [13].
In the next section we shall set up the criteria on how to choose the displacement  through the ﬁnite difference
approximation of subproblems (5)–(7) in order to achieve a rapid convergence.
3. The ﬁnite difference approximations
In this section we shall construct the ﬁnite difference approximation for the model problem (1) over the partitioned
subdomains +, − and 0 of the domain .
To be precise, the space interval (−1, 1) is subdivided into 2M subintervals each of length h=1/M such that xi = ih
where −(M − 1)< i < (M − 1).
The time interval is subdivided into N subintervals of length t = 1/N such that tj = jt , for j = 0, 1, . . . , N − 1.
The nodal points for the subdomain + are denoted by xi = ih for i = 2, 3, . . . ,M − 1, and x1 is located at x1 = ,
similarly for the subdomain −, we have xi = ih for i = −2,−3, . . . , (1 − M), and x1 = −.
We considered the usual second order difference approximation for uxx(xi, tj ) given by
uxx(xi, tj ) = u(xi + h, tj ) − 2u(xi, tj ) + u(xi − h, tj )
h2
. (33)
Over the domain +,h and over each time subinterval [tj , tj+1], for j = 0, 1, . . . , N − 1, the model problem was
discretized by the backward Euler’s approximation to evaluate u at time level j + 1 advancing from time t = 0 through
the time interval (0, 1), so the discretization of (1) at (xi, tj ) is given by
ui,j+1 − ui,j
t
 h−2(ui+1,j+1 − 2ui,j+1 + ui−1,j+1), (34)
for i = 2, 3, . . . ,M − 1, and u(xi, 0) = u0(xi).
Over the domain−,h the forward Euler’s approximation was used, but with receding order from time t =1, through
the time interval (0, 1) to evaluate u at time level j − 1, given by
ui,j − ui,j−1
t
= h−2(ui+1,j−1 − 2ui,j−1 + ui−1,j−1), (35)
for i = −2,−3, . . . , 1 − M , over [tj , tj−1], j = N,N − 1, . . . , 1, and u(xi, 1) = u1(xi).
In the overlapping Schwarz waveform relaxation algorithm presented earlier in Section 2, we considered the use of
the speciﬁc displacement  from the line x = 0 in both subdomains +, and −. In this aspect the displacement  is
chosen as a multiple of the uniform spatial mesh spacing h = 1/M , (i.e., = mh)
The discretization of the model problem (1) at point x1 =  = mh, where m is any integer, by a second order ﬁnite
difference approximation for (uxx)(xi, tj ), is constructed using the points x = = x1 − (− ), x2 = x1 + h = + h,
and x3 = x1 + 2h = + 2h where x is the boundary for the subdomain +, then
(uxx)(x1, tj )  2u0 + 2u2 + 2u3 − 2(+ + )u1
(a2+ + 4)h2 + O(h
2), (36)
where a = ( − ),  = 3/a(1 + a)(2 + a),  = (2 − a)/(1 + a), and  = (1 − a)/(4 + 2a), and similarly for the
approximation of uxx at the point (x−1, tj ).
In this work we considered (x)=x, henceforth along the line x =0 the problem reduced to uxx =0, and the second
order difference approximation at x = 0 is given by
u(0, tj ) = 12 [u(x1, tj ) + u(x−1, tj )], (37)
where x1(=) ∈ + and x−1(=−) ∈ −; (37) will be considered to deﬁne the boundary condition for the subdomains
+ and − through the solution algorithm.
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By Theorem 2.2 we proved that the decay of the error depends on the displacement ± = ±mh from the line
x = 0 through x >  and x < − . Henceforth for more accurate solution by overlapping Schwarz waveform relaxation
algorithm we deﬁned the spatial derivative approximation uxx at the points (x1, tj ) and (x−1, tj ) using the displacement
 as given by (36). For the numerical solution of the model problem we used different values of m in order to visualize
the effect of the displacement  on the convergence of the algorithm.
4. Numerical results and discussion
In this section we discuss and comment on the numerical results from the solution of model problem (1), by the
overlapping Schwarz waveform relaxation algorithm presented in Section 2. For the sake of comparison we considered
the same model problem as solved in [13].
In the model’s deﬁnition we considered the deﬁnition of the function f (x, t), as follows:
f (x, t) = 2x(x2 − 1)t[(t − 1)2 − 4x2 + t (t − 1)] − 2t2[(t − 1)2 − 24x2 + 4] for x0,
f (x, t) = 2x(x2 − 1)(t − 1)(2t2 − t − 4x2) − 2(t − 1)2(t2 − 24x2 + 4) for x0
and the exact solution is given by
u(x, t) = (x2 − 1)t2[(t − 1)2 − 4x2] for x0, t ∈ [0, 1],
u(x, t) = (x2 − 1)(t2 − 4x2)(t − 1)2 for x0, t ∈ [0, 1]. (38)
The problem is solved using the backward and forward Euler’s method in advancing and receding manner in accordance
to the initial condition deﬁnitions, u(x, 0) = 0, u(x, 1) = 0, over +,−, respectively.
The boundary condition along the line x = 0 is initially set up (k = 0) using an arbitrary value for u0(0, t) for
t ∈ (0, 1).
For further iterative steps k = k + 1, the boundary condition uk(0, t) is then updated for all t ∈ (0, 1), using the most
recent solutions at (x1, t) and (x−1, t) from + and −, respectively.
For comparison purposes we considered different values for the ratio r = t/h2 and also different displacements
= mh, from the line x = 0, using different values of m.
In this work we measured the error as the difference between the exact and calculated values of the solution at each
nodal point along the subdomains. The number of iterations k required to achieve a preﬁxed accuracy tol = 1.0e − 10
for different values of m i.e., different displacement  = mh are shown in Tables 1 and 2. The data in Tables 1 and 2
show how the number of iterations are reduced as we increase the displacement (or increasing the value of m).
Figs. 1 and 2 show the superlinear convergence of the error for different values of (=mh). The ﬁgures are plotted
for h = 1/M , where M = 100, 200, for different r = t/h2 and for different values of m.
Themost interesting conclusion in this respect was that an increase in the values of , i.e., large value ofm, accelerates
the convergence of the method as stated by Theorem 2.2.
Table 1
The number of iterations k for different values of m, (= mh), for M = 200
r = 0.5 r = 0.8 r = 1.0
m 1 10 20 30 40 1 10 20 30 40 1 10 20 30 40
k 20 6 6 5 5 25 8 7 6 6 28 8 7 6 6
Table 2
The number of iterations k for different values of m, (= mh), for M = 100
r = 0.5 r = 0.8 r = 1.0
m 1 10 20 30 40 1 10 20 30 40 1 10 20 30 40
k 21 7 6 6 5 25 7 6 6 5 28 7 6 6 6
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Fig. 1. The superlinear convergence of error from the solution of the model problem using M = 100, for different values of m, and for r = 0.5 on
the left and r = 1 on the right.
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Fig. 2. The superlinear convergence of error from the solution of the model problem using M = 200, for different values of m, and for r = 0.5 on
the left and r = 1 on the right.
In [13] the same model problem is solved using small number of nodal mesh points M, (h= 1/M), i.e., large values
for the spatial spacing h = 1/M , the numerical results shows that for M = 32 it requires 100 iterations to provide the
solution with accuracy  2.42e − 4 [13]. But, in the presented work we considered the solution for M = 100 and 200
nodal points, and ﬁnd that the maximum number of iterations various between 20 and 28 for different r(r = t/h2)
values for ﬁxed accuracy 1.0e − 10, respectively.
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