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We present an approach to analyze the scalar integrals of any Feynman diagrams in detail here.
This method not only completely recovers some well-known results in the literature, but also
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I. INTRODUCTION
The discovery of the Higgs particle in the Large Hadron Collider (LHC) implies the
great success of the standard model (SM)[1, 2]. With the increasing of luminosity of the
collider, one of the targets for particle physics now is to test the SM precisely and to search
for new physics (NP) beyond the SM[3–5].
How to evaluate the scalar integrals exactly is an open problem to predict the electroweak
observables precisely in the SM. The author of literature [6] presents several methods to
evaluate those scalar integrals. Nevertheless each method mentioned in this literature has
its blemishes since it can only be applied to the Feynman diagrams with special topology
and kinematic invariants.
In dimensional regularization, any scalar integral can be expanded around ε = 0, here
the time-space dimension D = 4− 2ε. For example, the one-loop three-point function C0 is
expanded as
C0 = C
(0)
0
+
∞∑
i=1
C(i)
0
εi , (1)
around D = 4, and the well-known result of C(0)
0
is presented in the literature[7]. However,
evaluating C(i)
0
precisely is also necessary to obtain high order radiative corrections to the
amplitude self-consistently when the virtual interactions originate from the counter terms[8].
In addition, the vector and tensor coefficients C
i
, C00 , Cij , (i, j = 1, 2) adopted in the
paper [9] can be expressed by the one-point function A0 , the two-point function B0 , and the
three-point function C0 , respectively.
There are many analytical results on the scalar integral C0 already in the references. In
Ref. [10] the massless C0 function is presented as the linear combination of the fourth kind
Appell function F4 whose arguments are the dimensionless ratios among the external mo-
menta squared, and is simplified further as the linear combination of the Gauss function 2F1
through the quadratic transformation [11] in the literature [12]. With some special assump-
tions on the virtual masses, the analytic expressions of the scalar integral C0 are given by
the multiple hypergeometric functions in Ref. [13] through the corresponding Mellin-Barnes
representations. Taking the massless C
0
function as an example, the author of Ref [14]
presents an algorithm to evaluate the scalar integrals of one-loop vertex-type Feynman di-
agrams. Certainly, some analytic results of the C0 function can also be extracted from the
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expressions for the scalar integrals of one-loop massive N−point Feynman diagrams [15, 16].
In addition, the literature [17] also provides a geometrical interpretation of the analytic ex-
pressions of the scalar integrals from one-loop N−point Feynman diagrams. Using the
recurrence relations respecting the time-space dimension, the papers [18, 19] formulate one-
loop two-point function B
0
as the linear combination of the Gauss function 2F1, one-loop
three-point function C0 with arbitrary external momenta and virtual masses as the linear
combination of the Appell function F1 with two arguments, and one-loop four-point func-
tion D
0
with arbitrary external momenta and virtual masses as the linear combination of
the Lauricella-Saran function F
s
with three arguments, respectively. The expression for the
scalar integral C0 is convenient for analytic continuation and numerical evaluation because
continuation of the Appell functions has been analyzed thoroughly. Nevertheless, how to
perform continuation of the Lauricella-Saran function F
s
outside its convergent domain is
still a challenge. Basing on the hypergeometric system of linear partial differential equations
(PDEs), we present an approach to evaluate the scalar integral of arbitrary multiloop Feyn-
man diagram systematically. Actually the system of PDEs satisfied by the corresponding
scalar integral is a holonomic integrable system which can be transformed into the Pfaffian
system of PDEs [20] by the algebra decomposition. Then one can obtain the singularities
of the holonomic hypergeometric system and the number of independent solutions in cer-
tain parameter space. Together with the analytic expressions in some convergent regions,
the holonomic hypergeometric system provides a new way to understand the corresponding
scalar integral. Taking the C0 function as an example, we elucidate how to evaluate the
coefficient of arbitrary power of ε in the expansion of a scalar integral around D = 4. In
fact, the corresponding analytic results on the C0 function coincide with those well-known
results mentioned above. The evaluations of scalar integrals of any Feynman diagrams such
as that presented in Refs. [21–23] are given elsewhere.
A holonomic hypergeometric system of linear PDEs is given through the corresponding
Mellin-Barnes representation of the concerned scalar integral [24], where the system of lin-
ear PDEs is satisfied by the scalar integral in the whole parameter space of the independent
variables. The scalar integral is written as the multiple hypergeometric functions [25] of
the independent variables for some isolated singularities of the integrand by residue the-
orem [26]. In addition, the Horn’s study of convergence[27] predicts the absolutely and
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uniformly convergent regions of those derived hypergeometric functions exactly. Several
convergent regions of the hypergeometric functions compose a set in which each convergent
region does not intersect with the others. Additionally each convergent region of the set
either does not intersect with, or is a proper subset of other convergent regions which do
not belong to the set. Within each convergent region in the set, the scalar integral can be
written as the sum of those hypergeometric functions whose convergent regions contain the
concerned element entirely.
In view of mathematics, the most important point for a given multiple power series is
how to get its absolutely and uniformly convergent region, and how to continue it to the
whole parameter space. Fortunately, the continuation can be achieved by the system of
linear PDEs mentioned above. As stated in our previous work[28], an effective Hamiltonian
can be constructed if those linear PDEs are the stationary conditions of the corresponding
system. Then we can numerically continue the scalar integral to the entire parameter space
with the finite element method.
Our presentation is organized as follows. We briefly mention some typical results of
the massive C0 function in section II at first. Then we present in detail our analyses on
the massless C0 function in section III, the C0 function with one nonzero virtual mass in
section IV, and the C0 function with three equally virtual masses in section V, respectively.
In section VI, we recognize the system of linear PDEs as the stationary conditions of a
functional under some restrictions according to Hamilton’s principle, which is convenient
to numerically continue the scalar integral to the whole parameter space with the finite
element method. The conclusions are summarized in section VII and some tedious formulae
are presented in the appendixes.
II. SOME RESULTS OF THE C0 FUNCTION IN GENERAL CASE
The Mellin-Barnes representation of massive C0 function is generally written as
C0(p
2
1
, p2
2
, p2
3
, m2
1
, m2
2
, m2
3
)
=
∫
dDq
(2pi)D
1
(q2 −m2
3
)((q + p1)
2 −m2
2
)((q − p2)2 −m21)
= −i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2(2pii)5
∫ +i∞
−i∞
ds1
(
− m
2
1
p2
3
)s1
Γ(−s1)
∫ +i∞
−i∞
ds2
(
− m
2
2
p2
3
)s2
Γ(−s2)
4
×
∫ +i∞
−i∞
ds3
(
− m
2
3
p2
3
)s3
Γ(−s3)
∫ +i∞
−i∞
dz1
∫ +i∞
−i∞
dz2Γ(−z1)Γ(−z2)
×Γ(3− D
2
+ s1 + s2 + s3 + z1 + z2)
(p2
1
p2
3
)z1(p22
p2
3
)z2
×Γ(
D
2
− 2− s1 − s3 − z2)Γ(D2 − 2− s2 − s3 − z1)Γ(1 + s3 + z1 + z2)
Γ(D − 3− s1 − s2 − s3)
=
i(p2
3
)D/2−3
(4pi)D/2
F
p3
(ξ13 , ξ23 , ξ33, x13 , x23)
=
i(m2
3
)D/2−3
(4pi)D/2
F
m3
(η13 , η23 , η33 , y13 , y23) (2)
with p2
3
= (p1 + p2)
2, ξ
ij
= −m2
i
/p2
j
, η
ij
= −p2
i
/m2
j
= 1/ξ
ji
, x
ij
= p2
i
/p2
j
, and y
ij
=
m2
i
/m2
j
(i, j = 1, 2, 3), respectively. Here the dimensionless functions F
p3
, ξD/2−3
33
F
m3
comply
with the holonomic hypergeometric system of linear PDEs
{[
3− D
2
+
3∑
i=1
ϑˆ
ξ
i3
+
2∑
i=1
ϑˆ
x
i3
][
1 + ϑˆ
ξ33
+
2∑
i=1
ϑˆ
x
i3
][
4−D +
3∑
i=1
ϑˆ
ξ
i3
]
− 1
ξ33
ϑˆ
ξ33
3∏
i=1
[
2− D
2
+ ϑˆ
ξ
i3
+ ϑˆ
ξ33
+ ϑˆ
x
(3−i)3
]}
F
p3
= 0 ,
{[
3− D
2
+
3∑
i=1
ϑˆ
ξ
i3
+
2∑
i=1
ϑˆ
x
i3
][
4−D +
3∑
i=1
ϑˆ
ξ
i3
]
+
1
ξ
j3
ϑˆ
ξ
j3
[
2− D
2
+ ϑˆ
ξ33
+ ϑˆ
ξ
j3
+ ϑˆ
x
(3−j)3
]}
F
p3
= 0 ,
{[
3− D
2
+
3∑
i=1
ϑˆ
ξ
i3
+
2∑
i=1
ϑˆ
x
i3
][
1 + ϑˆ
ξ33
+
2∑
i=1
ϑˆ
x
i3
]
− 1
x
j3
ϑˆ
x
j3
[
2− D
2
+ ϑˆ
ξ33
+ ϑˆ
ξ
(3−j)3
+ ϑˆ
x
j3
]}
F
p3
= 0, (j = 1, 2) , (3)
with the Euler operator ϑˆ
x
= x∂/∂x etc. Or equivalently, the functions F
m3
, ηD/2−3
33
F
p3
satisfy the following holonomic system of linear PDEs
{[
3− D
2
+
2∑
i=1
ϑˆ
y
i3
+
3∑
i=1
ϑˆ
η
i3
] 2∏
i=1
[
1 + ϑˆ
η
i3
+ ϑˆ
η33
+ ϑˆ
y
(3−i)3
]
− 1
η33
ϑˆ
η33
[D
2
− 1 +
3∑
i=1
ϑˆ
η
i3
][
2− D
2
+
2∑
i=1
ϑˆ
y
i3
+ ϑˆ
η33
]}
F
m3
= 0 ,
{[
3− D
2
+
2∑
i=1
ϑˆ
y
i3
+
3∑
i=1
ϑˆ
η
i3
][
1 + ϑˆ
η
j3
+ ϑˆ
η33
+ ϑˆ
y
(3−j)3
]
+
1
η
j3
ϑˆ
η
j3
[D
2
− 1 +
3∑
i=1
ϑˆ
η
i3
]}
F
m3
= 0 ,
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{[
3− D
2
+
2∑
i=1
ϑˆ
y
i3
+
3∑
i=1
ϑˆ
η
i3
][
1 + ϑˆ
η
(3−j)3
+ ϑˆ
η33
+ ϑˆ
y
j3
]
− 1
y
j3
ϑˆ
y
j3
[
2− D
2
+
2∑
i=1
ϑˆ
y
i3
+ ϑˆ
η33
]}
F
m3
= 0 , (j = 1, 2) . (4)
Here we emphasize that the two systems in Eq.(3) and Eq.(4) are equivalent. Actually the
Mellin-Barnes representation presented here is equivalent to that of Eq. (3.4) in Ref. [15]. In
addition, the author of Ref. [15] also presents a single hypergeometric function originating
from the Mellin-Barnes representation in Eq. (3.6). With our notation, the corresponding
hypergeometric function is rewritten as
C
m3
(p2
1
, p2
2
, p2
3
, m2
1
, m2
2
, m2
3
) =
i(m2
3
)D/2−3
(4pi)D/2
∞∑
j1=0
∞∑
j2=0
∞∑
n1=0
∞∑
n2=0
∞∑
n3=0
× (−)
n1+n2+n3
j
1
!j
2
!n
1
!n
2
!n
3
!
[
1− y13
]j1 [
1− y23
]j2
ηn1
13
ηn2
23
ηn3
33
×
Γ(3 − D
2
+ j1 + j2 +
3∑
i=1
n
i
)Γ(1 + j1 + n2 + n3)
Γ(3 + j1 + j2 + 2
3∑
i=1
n
i
)
×Γ(1 + j2 + n1 + n3)Γ(1 + n1 + n2) , (5)
which obviously satisfies the holonomic hypergeometric systems in Eq.(3) and Eq.(4). Using
the adjacent ratios of the coefficients, we define
Φ
jk
(j1 , j2, n1 , n2 , n3) =
(j1 + j2 + n1 + n2 + n3)(jk + n3−k + n3)
j
k
(j1 + j2 + 2n1 + 2n2 + 2n3)
,
Φ
nk
(j
1
, j
2
, n
1
, n
2
, n
3
) =
(j1 + j2 + n1 + n2 + n3)(j3−k + nk + n3)(n1 + n2)
n
k
(j1 + j2 + 2n1 + 2n2 + 2n3)
2
,
Φ
n3
(j1 , j2 , n1, n2 , n3) =
(j1 + j2 + n1 + n2 + n3)
2∏
i=1
(j
3−i
+ n
i
+ n3)
n3(j1 + j2 + 2n1 + 2n2 + 2n3)
2
, (k = 1, 2). (6)
The Cartesian hypersurface of the multiple hypergeometric series in Eq.(5) is written as
r2
1
r3 − r1r2r3 + r23 − r1r23 − r1r2r4 + r22r4 − 2r3r4 + r1r3r4 + r2r3r4
+r2
4
− r
2
r2
4
+ r
1
r
2
r
5
− 2r
3
r
5
+ r
1
r
3
r
5
− 2r
4
r
5
+ r
2
r
4
r
5
+ r
3
r
4
r
5
+ r2
5
= 0 . (7)
with r
i
= |y
i3
− 1|, r
2+i
= |η
i3
|, (i = 1, 2), r5 = |η33 |, respectively. Correspondingly the
absolutely and uniformly convergent domain of the series is
Ω′,a
1
=

(η13 , η23 , η33 , y13, y23) :
∣∣∣∣∣∣∣
|η13 | < 4, |η23 | < 4, |η33| < 8,
|y13 − 1| < 1, |y23 − 1| < 1

 . (8)
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Through the recurrence relations with respect to the time-space dimension [18, 19], the
scalar integral C0 can also be presented by the linear combination of the first kind Appell
hypergeometric function F1 . Where the independent variables of the hypergeometric func-
tions are dimensionless ratios among the parameters r12 , r23 , r13 , r123 , and mi , (i = 1, 2, 3),
and the linear combination coefficients depend on the parameters λ
12
, λ
23
, λ
13
, and g
123
.
With our notation above, those parameters are expressed as
λ12 = κ
2(m2
1
, m2
2
, p2
3
), λ13 = κ
2(m2
1
, p2
2
, m2
3
),
λ23 = κ
2(p2
1
, m2
2
, m2
3
), g123 = −2κ2(p21 , p22 , p23),
λ123 = 8m
2
1
m2
2
m2
3
− 2m2
1
(m2
2
+m2
3
− p2
1
)2
−2m2
2
(m2
1
+m2
3
− p2
2
)2 − 2m2
3
(m2
1
+m2
2
− p2
3
)2
+2(m2
1
+m2
2
− p2
3
)(m2
1
+m2
3
− p2
2
)(m2
2
+m2
3
− p2
1
) ,
r12 = −
λ12
4p2
3
, r13 = −
λ13
4p2
2
, r23 = −
λ23
4p2
1
, r123 =
λ123
g
123
, (9)
with the Ka¨lle`n function squared
κ2(x, y, z) = 2xy + 2yz + 2zx− x2 − y2 − z2 . (10)
Using the preparation above, one can check that the analytic expression in Eq. (74) of
Ref. [19] complies with the holonomic hypergeometric systems in Eq.(3).
In order to apply the residue theorem, we should choose five Γ functions in the numerator
of the integrand to determine the poles because the Mellin-Barnes representation in Eq. (2)
is a five-fold contour integral. There are C59 = 126 different choices in all. When the poles
are determined by some specific choices of Γ functions, for example, Γ(−s3), Γ(−z1), Γ(−z2),
Γ(1+ s
3
+ z
1
+ z
2
), and Γ(3− D
2
+ s
1
+ s
2
+ s
3
+ z
1
+ z
2
), the Jacobian of the transformation
−s′
3
= −s3 ,
−s′
1
= 3− D
2
+ s1 + s2 + s3 + z1 + z2 ,
−s′
2
= 1 + s3 + z1 + z2 ,
−z′
1
= −z1 ,
−z′
2
= −z2 (11)
is zero. Correspondingly this special choice of poles in the numerator of the integrand does
not induce correction to the Feynman integral at all [26]. For other choices of poles that the
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Jacobian of the corresponding transformation is not zero, the Feynman integral is written
as a quintuple hypergeometric function.
In the hypergeometric function mentioned above, the coefficient of the power function of
independent variables is a fraction, whose numerator and denominator are both products of
several Γ functions. Where the independent variable of each Γ function is a linear combi-
nation of the time-space dimension and the summation indices, and the coefficients of the
summation indices are either positive or negative integers. Because of this reason, the hy-
pergeometric function is decomposed into the sum of several hypergeometric series, so that
the independent variables of all Γ functions of each ’new’ hypergeometric series have definite
signs at D = 4. After the transformation of summation indices, we obtain the absolutely
and uniformly convergent region of each ’new’ hypergeometric series with Horn’s study of
convergence [27]. The intersection of all convergent regions is the absolutely and uniformly
convergent region of the original hypergeometric function.
Some convergent regions of the quintuple hypergeometric functions compose a set, and
each convergent region does not intersect with the others in the set. Additionally each
convergent region in the set either does not intersect with, or is a proper subset of the other
convergent region which does not belong to the set. In each convergent region of the set,
the Feynman integral can be written as the sum of those hypergeometric functions whose
convergent regions contain the concerned region of the set entirely.
In order to shorten the length of text, we apply the approach to the Feynman integrals
of the C0 function with some special assumptions on the virtual masses.
III. THE SCALAR INTEGRAL OF MASSLESS C0 FUNCTION
Generally the Mellin-Barnes representation of massless C0 function is simplified as
C0(p
2
1
, p2
2
, p2
3
) =
∫ dDq
(2pi)D
1
q2(q + p1)
2(q − p2)2
=
i(−)D/2
(4pi)D/2Γ(D − 3)(2pii)2
∫ +i∞
−i∞
dz1
∫ +i∞
−i∞
dz2(p
2
1
)z1 (p2
2
)z2
×(p2
3
)D/2−3−z1−z2Γ(−z1)Γ(−z2)Γ(3−
D
2
+ z1 + z2)
×Γ(1 + z1 + z2)Γ(
D
2
− 2− z1)Γ(
D
2
− 2− z2) , (12)
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which coincides with Eq. (24) of Ref. [13] (i.e. Eq. (2.5) of Ref. [14]). The analytic expression
of the massless C0 function is obtained by summing over residues of the integrand, and the
corresponding results are enumerated as following.
• 1(a): After summing over the residues of Γ(−z1) and Γ(−z2), we obtain the double hyper-
geometric function as
C0,1a(p
2
1
, p2
2
, p2
3
) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2Γ(D − 3)
∞∑
n1=0
∞∑
n2=0
(−)n1+n2
n1 !n2 !
(p2
1
p2
3
)n1(p22
p2
3
)n2
×Γ(1 + n
1
+ n
2
)Γ(3− D
2
+ n
1
+ n
2
)Γ(
D
2
− 2− n
1
)
×Γ(D
2
− 2− n
2
)
=
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
∞∑
n1=0
∞∑
n2=0
×A(1a)
n1 ,n2
xn1
13
xn2
23
. (13)
The necessary condition |p2
3
| > max(|p2
1
|, |p2
2
|) (i.e. |x
i3
| < 1) should be satisfied to
guarantee the uniform absolute-convergence of the double series. Here the adjacent
ratios of the coefficients are
Φ′
1
(n1 , n2) =
A(1a)
1+n1 ,n2
A(1a)
n1 ,n2
=
(1 + n
1
+ n
2
)(3−D/2 + n
1
+ n
2
)
(1 + n1)(3−D/2 + n1)
,
Φ′
2
(n1 , n2) =
A(1a)
n1 ,1+n2
A(1a)
n1 ,n2
=
(1 + n1 + n2)(3−D/2 + n1 + n2)
(1 + n2)(3−D/2 + n2)
. (14)
In order to investigate the absolutely and uniformly convergent region of the double
series in Eq.(13), we define
Φ1(n1 , n2) = lim
λ→∞
Φ′
1
(λn1 , λn2) =
(n1 + n2)
2
n2
1
,
Φ
2
(n
1
, n
2
) = lim
λ→∞
Φ′
2
(λn
1
, λn
2
) =
(n1 + n2)
2
n2
2
. (15)
The Cartesian curve of the double power series in Eq.(13) is
√
r1 +
√
r2 = 1 , (16)
with r
i
= |x
i3
|. For convenience we denote the region surrounded by the coordinate
axes and the Cartesian curve in the positive quadrant of the plane Or
1
r
2
by C, and de-
note the rectangle by D in the positive quadrant of the plane Or1r2 bounded by the co-
ordinate axes and the straight lines parallel to the coordinate axes r1 = 1/Φ1(1, 0) = 1,
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and r2 = 1/Φ2(0, 1) = 1. According to Horn’s study of convergence of the hyperge-
ometric series [27], one finds the well-known conclusion [25] that the double power
series in Eq.(13) absolutely and uniformly converges in the intersection of the regions
C and D in the plane Or1r2. In other words, the absolutely and uniformly convergent
region of the double power series in Eq.(13) is written as
Ω′
1
=
{
(x13 , x23) :
∣∣∣∣ |x13 | < 1, |x23 | < 1,
√
|x13 |+
√
|x23 | < 1
}
. (17)
• 1(b): For the isolated singularities defined by the poles of Γ(−z
1
), Γ(D
2
− 2− z
2
), the corre-
sponding double hypergeometric function is written as
C
0,1b
(p2
1
, p2
2
, p2
3
) = −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) x
D/2−2
23
×
∞∑
n1=0
∞∑
n2=0
Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n1 !n2 !Γ(3− D2 + n1)Γ(D2 − 1 + n2)
xn1
13
xn2
23
. (18)
Similarly the condition |p2
3
| > max(|p2
1
|, |p2
2
|) should be satisfied to guarantee the
double series converging. Using Horn’s theory of convergence, one obtains that the
double hypergeometric series above is absolutely and uniformly convergent in the re-
gion Eq.(17).
• 1(c): For the isolated singularities defined by the poles of Γ(−z2), Γ(D2 − 2− z1), the corre-
sponding double hypergeometric function is written as
C0,1c(p
2
1
, p2
2
, p2
3
) = −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) x
D/2−2
13
×
∞∑
n1=0
∞∑
n2=0
Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n1 !n2 !Γ(
D
2
− 1 + n1)Γ(3− D2 + n2)
xn1
13
xn2
23
. (19)
Certainly the essential condition |p2
3
| > max(|p2
1
|, |p2
2
|) should be satisfied to guarantee
the convergence of the double series.
• 1(d): For the isolated singularities defined by the poles of Γ(D
2
− 2− z
1
), Γ(D
2
− 2− z
2
), the
corresponding double hypergeometric function is written as
C
0,1d
(p2
1
, p2
2
, p2
3
) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) (x13x23)
D/2−2
×
∞∑
n1=0
∞∑
n2=0
Γ(D − 3 + n1 + n2)Γ(D2 − 1 + n1 + n2)
n1 !n2 !Γ(
D
2
− 1 + n1)Γ(D2 − 1 + n2)
xn1
13
xn2
23
.(20)
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Correspondingly the necessary condition |p2
3
| > max(|p2
1
|, |p2
2
|) should be satisfied
to guarantee the convergence of the double series. The absolutely and uniformly
convergent region of Eq.(19) and Eq.(20) is also provided in Eq.(17) concretely.
• 2(a): For the isolated singularities defined by the poles of Γ(1 + z1 + z2), Γ(−z2), the corre-
sponding double hypergeometric function is written as
C0,2a(p
2
1
, p2
2
, p2
3
) = C0,1c(p3 → p1, x13 → x31 , x23 → x21) . (21)
The necessary condition |p2
1
| > max(|p2
2
|, |p2
3
|) should be satisfied to guarantee the
convergence of the double series.
• 2(b): For the isolated singularities defined by the poles of Γ(3 − D
2
+ z1 + z2), Γ(−z2), the
corresponding double hypergeometric function is written as
C
0,2b
(p2
1
, p2
2
, p2
3
) = C0,1a(p3 → p1 , x13 → x31 , x23 → x21) . (22)
• 2(c): For the isolated singularities defined by the poles of Γ(1 + z1 + z2), Γ(D2 − 2− z2), the
corresponding double hypergeometric function is written as
C
0,2c
(p2
1
, p2
2
, p2
3
) = C
0,1d
(p
3
→ p
1
, x
13
→ x
31
, x
23
→ x
21
) . (23)
• 2(d): For the isolated singularities defined by the poles of Γ(3− D
2
+ z
1
+ z
2
), Γ(D
2
− 2− z
2
),
the corresponding double hypergeometric function is written as
C
0,2d
(p2
1
, p2
2
, p2
3
) = C
0,1b
(p3 → p1, x13 → x31 , x23 → x21) . (24)
• 3(a): For the isolated singularities defined by the poles of Γ(−z1), and Γ(1 + z1 + z2), the
corresponding double hypergeometric function is written as
C0,3a(p
2
1
, p2
2
, p2
3
) = C
0,1b
(p3 → p2 , x13 → x12 , x23 → x32) . (25)
The condition |p2
2
| > max(|p2
1
|, |p2
3
|) is necessary to guarantee the double series uni-
formly converging.
• 3(b): For the isolated singularities defined by the poles of Γ(−z1), and Γ(3 − D2 + z1 + z2),
the corresponding double hypergeometric function is written as
C
0,3b
(p2
1
, p2
2
, p2
3
) = C0,1a(p3 → p2 , x13 → x12 , x23 → x32) . (26)
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• 3(c): For the isolated singularities defined by the poles of Γ(D
2
− 2− z1), and Γ(1+ z1 + z2),
the corresponding double hypergeometric function is written as
C0,3c(p
2
1
, p2
2
, p2
3
) = C
0,1d
(p3 → p2 , x13 → x12 , x23 → x32) . (27)
• 3(d): For the isolated singularities defined by the poles of Γ(D
2
−2−z1), and Γ(3−D2 +z1+z2),
the corresponding double hypergeometric function is written as
C
0,3d
(p2
1
, p2
2
, p2
3
) = C0,1c(p3 → p2 , x13 → x12 , x23 → x32) . (28)
Applying Horn’s study of convergence to Eq.(21), Eq.(22), Eq.(23), and Eq.(24), we
obtain the absolutely and uniformly convergent region of the double power series as
Ω′
2
= Ω′
1
(x13 → x31 , x23 → x21) . (29)
Similarly the absolutely and uniformly convergent region of the double power series in
Eq.(25), Eq.(26), Eq.(27), and Eq.(28) is described by
Ω′
3
= Ω′
1
(x13 → x12 , x23 → x32) . (30)
Obviously the intersection Ω′
i
⋂
Ω′
j
, i, j = 1, 2, 3, i 6= j is empty set, i.e.
Ω′
1
⋂
Ω′
2
= ∅, Ω′
1
⋂
Ω′
3
= ∅, Ω′
2
⋂
Ω′
3
= ∅ . (31)
Based on the above-mentioned analyses, the scalar integral C
0
in the convergent region
Ω′
1
is presented as
C0(p
2
1
, p2
2
, p2
3
) = C0,1a(p
2
1
, p2
2
, p2
3
) + C
0,1b
(p2
1
, p2
2
, p2
3
)
+C0,1c(p
2
1
, p2
2
, p2
3
) + C
0,1d
(p2
1
, p2
2
, p2
3
)
=
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) f(x13 , x23) , (32)
with
f(x, y) =
1
Γ(3− D
2
)
F4

 1, 3−
D
2
3− D
2
, 3− D
2
∣∣∣∣∣∣∣x, y


− y
D/2−2
Γ(3− D
2
)
F4

 1,
D
2
− 1
3− D
2
, D
2
− 1
∣∣∣∣∣∣∣x, y


12
− x
D/2−2
Γ(3− D
2
)
F4

 1,
D
2
− 1
D
2
− 1, 3− D
2
∣∣∣∣∣∣∣x, y


+
Γ(D − 3)
Γ(D
2
− 1)(xy)
D/2−2 F4

 D − 3,
D
2
− 1
D
2
− 1, D
2
− 1
∣∣∣∣∣∣∣x, y

 , (33)
which is consistent with the Eq. (7) of Ref. [10] exactly, where F4 denotes the Appell function.
Similarly in the convergent region Ω′
2
, the massless C0 function is given as
C0(p
2
1
, p2
2
, p2
3
) = C0,2a(p
2
1
, p2
2
, p2
3
) + C
0,2b
(p2
1
, p2
2
, p2
3
)
+C0,2c(p
2
1
, p2
2
, p2
3
) + C
0,2d
(p2
1
, p2
2
, p2
3
)
= Eq. (32)(p3 → p1 , x13 → x31 , x23 → x21) . (34)
In the parameter space Ω′
3
, the massless C0 function is presented as
C0(p
2
1
, p2
2
, p2
3
) = C0,3a(p
2
1
, p2
2
, p2
3
) + C
0,3b
(p2
1
, p2
2
, p2
3
)
+C0,3c(p
2
1
, p2
2
, p2
3
) + C
0,3d
(p2
1
, p2
2
, p2
3
)
= Eq. (32)(p3 → p2 , x13 → x12 , x23 → x32) . (35)
The emphasized point here is that the functions f(x13 , x23), x
D/2−3
13
f(x31 , x21), and
xD/2−3
23
f(x
12
, x
32
) all satisfy the system of PDEs[24, 29–31]
{
(
2∑
i=1
ϑˆ
x
i3
+ 1)(
2∑
i=1
ϑˆ
x
i3
+ 3− D
2
)− 1
x
j3
ϑˆ
x
j3
(ϑˆ
x
j3
+ 2− D
2
)
}
f = 0, (j = 1, 2). (36)
How to continue the solution to the whole parameter space has already been presented in
our previous work [28]. Actually the function f(x, y) can be written in term of the Gauss
function 2F1 [12] by the well-known reduction of the Appell function of the fourth kind [11],
then the massless scalar integral is analytic continued through the transformations of the
Gauss function. Continuation through the holonomic hypergeometric system of PDEs here
can be applied to evaluate the scalar integral of any multiloop Feynman diagram.
IV. THE C0 FUNCTION WITH ONE NONZERO VIRTUAL MASS
In this case, the Mellin-Barnes representation of the scalar integral is
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
∫
dDq
(2pi)D
1
(q2 −m2)(q + p
1
)2(q − p
2
)2
13
= − i(−)
D/2−3
(4pi)D/2(2pii)3
∫ +i∞
−i∞
ds(−m2)sΓ(−s)
×
∫ +i∞
−i∞
dz1(p
2
1
)z1Γ(−z1)
∫ +i∞
−i∞
dz2(p
2
2
)z2Γ(−z2)
×(p2
3
)D/2−3−s−z1−z2Γ(3− D
2
+ s+ z1 + z2)
×Γ(D
2
− 2− s− z2)Γ(
D
2
− 2− s− z1)
×Γ(1 + s+ z1 + z2)
Γ(D − 3− s) . (37)
which coincides with Eq. (26) of Ref. [13] (i.e. Eq. (4.3) of Ref. [15]). Applying the residue
theorem to the singularities of Γ functions in the numerator of integrand in the Mellin-
Barnes representation, we formulate the scalar integral as various hypergeometric functions
whose absolutely and uniformly convergent regions are analyzed through the Horn’s study
of convergence [27]. If the scalar integral is expressed as
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
F
a,p3
(ξ33 , x13 , x23) (38)
with ξ33 = −m2/p23 , then the dimensionless function Fa,p3 satisfies the holonomic hypergeo-
metric system of linear PDEs
{
(3− D
2
+ ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)(1 + ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)(4−D + ϑˆξ33 )
− 1
ξ33
ϑˆξ33
2∏
i=1
(2− D
2
+ ϑˆξ33 + ϑˆxi3 )
}
F
a,p3
= 0 ,
{
(3− D
2
+ ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)(1 + ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)
− 1
x
j3
ϑˆx
j3
(2− D
2
+ ϑˆξ33 + ϑˆxj3 )
}
F
a,p3
= 0 , (j = 1, 2) . (39)
Setting m
1
= m
2
= 0 in the corresponding system of linear PDEs of Eq. (3), we find the
first, fourth and fifth PDEs composing the system presented above. Now we present our
results in detail below.
A. The hypergeometric functions and their convergent regions
• 1: For the isolated singularities defined by the poles of Γ(−s), Γ(−z1), and Γ(−z2) in the
numerator of integrand of the Mellin-Barnes representation, the derived hypergeomet-
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ric function is written as
Ca
0,1
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
33
xn1
13
xn2
23
Γ(4−D + j)
j!n1 !n2 !
×Γ(3 −
D
2
+ j + n1 + n2)Γ(1 + j + n1 + n2)
Γ(3− D
2
+ j + n
1
)Γ(3− D
2
+ j + n
2
)
=
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
∞∑
n2=0
xn1
13
xn2
23
×Γ(3−
D
2
+ n1 + n2)Γ(1 + n1 + n2)
n
1
!n
2
!Γ(3− D
2
+ n
1
)Γ(3− D
2
+ n
2
)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
33
xn1
13
xn2
23
Γ(4−D + j)
j!n1 !n2 !
×Γ(3 −
D
2
+ j + n1 + n2)Γ(1 + j + n1 + n2)
Γ(3− D
2
+ j + n1)Γ(3− D2 + j + n2)
. (40)
The condition |p2
3
| > max(m2, |p2
1
|, |p2
2
|) is necessary to guarantee the convergence
of the hypergeometric series. In addition, D = 4 is the second order pole of the
first double hypergeometric function, and the first order pole of the second triple
hypergeometric function, respectively. Certainly the expression of Eq. (40) complies
with the system of the PDEs in Eq. (39) explicitly.
The absolutely and uniformly convergent region of the hypergeometric functions is
given by
Ωa
1
=

(ξ33 , x13 , x23) :
∣∣∣∣∣∣∣
√
|x13 |+
√
|x23 | < 1, |ξ33|+ |x13 | < 1,
|ξ33|+ |x23 | < 1

 . (41)
• 2: For the isolated singularities defined by the poles of Γ(−s), Γ(−z1), and Γ(D2 −2−s−z2)
in the numerator of integrand of the Mellin-Barnes representation, the corresponding
hypergeometric series is given as
Ca
0,2
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
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×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
33
xn1
13
xD/2−2−j+n2
23
Γ(4−D + j)
j!n1 !n2 !
× Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
Γ(3− D
2
+ j + n1)Γ(
D
2
− 1− j + n2)
= −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
∞∑
n2=1
xn1
13
xD/2−2+n2
23
×Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n
1
!n
2
!Γ(3− D
2
+ n
1
)Γ(D
2
− 1 + n
2
)
−i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n1=0
∞∑
j=1
∞∑
n2=1
ξj
33
xn1
13
xD/2−2+n2
23
Γ(4−D + j)
j!n1 !(j + n2)!
×Γ(1 + j + n1 + n2)Γ(
D
2
− 1 + j + n1 + n2)
Γ(3− D
2
+ j + n
1
)Γ(D
2
− 1 + n
2
)
−i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n1=0
∞∑
n2=0
∞∑
j=1
ξj+n2
33
xn1
13
xD/2−2−j
23
×(−)
jΓ(4−D + j + n2)Γ(2− D2 + j)
(j + n2)!n1 !n2 !
×Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
Γ(3− D
2
+ j + n1 + n2)
−i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n1=0
∞∑
j=1
ξj
33
xn1
13
xD/2−2
23
Γ(4−D + j)
(j!)2n1 !
×Γ(1 + j + n1)Γ(
D
2
− 1 + j + n1)
Γ(3− D
2
+ j + n1)
−i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
xn1
13
xD/2−2
23
Γ(D
2
− 1 + n1)
Γ(3− D
2
+ n
1
)
. (42)
The essential condition |p2
3
| > max(m2, |p2
1
|, |p2
2
|), |p2
2
| > m2 should be satisfied to
guarantee the hypergeometric series converging. In the above equation, one derives the
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first expression after applying the residue theorem to the Mellin-Barnes representa-
tion. The second expression decomposes the summation indices of the hypergeometric
function in the first expression, so that D = 4 is the pole of the same fixed order for
each term of every hypergeometric series in the second expression. Furthermore, we
can check the second expression satisfying the system of linear PDEs in Eq. (39) ex-
plicitly, this fact implies that the decomposition of summation indices above is correct
and reasonable.
Horn’s theory of convergence predicts the absolutely and uniformly convergent region
of the hypergeometric functions as
Ωa
2
=

(ξ33 , x13 , x23) :
∣∣∣∣∣∣∣
|ξ33 | < |x23 |,
√
|x13 |+
√
|x23 | < 1,
|ξ
33
|+ |x
13
| < 1, |ξ
33
|+ |x
23
| < 1

 . (43)
• 3: For the isolated singularities defined by the poles of Γ(−s), Γ(−z
1
), and Γ(1+s+z
1
+z
2
)
in the numerator of integrand of the Mellin-Barnes representation, the corresponding
power series is
Ca
0,3
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
33
xn1
13
x−1−j−n1−n2
23
(−)jΓ(4−D + j)
j!n1 !n2 !
×Γ(1 + j + n1 + n2)Γ(
D
2
− 1 + n
1
+ n
2
)
Γ(3− D
2
+ j + n1)Γ(
D
2
− 1 + n2)
= −i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
∞∑
n2=0
xn1
12
xD/2−2+n2
32
×Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n
1
!n
2
!Γ(3− D
2
+ n
1
)Γ(D
2
− 1 + n
2
)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
32
xn1
12
xD/2−2+n2
32
(−)jΓ(4−D + j)
j!n1 !n2 !
×Γ(1 + j + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
Γ(3− D
2
+ j + n1)Γ(
D
2
− 1 + n2)
. (44)
The necessary condition |p2
2
| > max(|p2
1
|, |p2
3
|, m2) should be satisfied to guarantee the
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power series converging. In addition, D = 4 is the second order pole of the first double
hypergeometric function, and the first order pole of the second triple hypergeometric
function, respectively. Certainly the expression of Eq. (44) complies with the system
of linear PDEs in Eq. (39) explicitly.
Through Horn’s study of convergence, the absolutely and uniformly convergent region
of the series is written as
Ωa
3
=
{
(ξ32 , x12 , x32) :
∣∣∣∣ |ξ32|+ |x32 | < 1,
√
|x12 |+
√
|x32 | < 1
}
. (45)
• 4: For the isolated singularities defined by the poles of Γ(−s), Γ(−z1), and Γ(3 − D2 +
s + z1 + z2) in the numerator of integrand of the Mellin-Barnes representation, the
corresponding hypergeometric function is written as
Ca
0,4
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
33
xn1
13
xD/2−3−j−n1−n2
23
(−)jΓ(4−D + j)
j!n1 !n2 !
×Γ(3−
D
2
+ j + n1 + n2)Γ(1 + n1 + n2)
Γ(3− D
2
+ j + n
1
)Γ(3− D
2
+ n
2
)
=
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
∞∑
n1=0
∞∑
n2=0
×xn1
12
xn2
32
Γ(3− D
2
+ n1 + n2)Γ(1 + n1 + n2)
n1 !n2 !Γ(3− D2 + n1)Γ(3− D2 + n2)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
×ξj
32
xn1
12
xn2
32
(−)jΓ(4−D + j)
j!n1 !n2 !
×Γ(3−
D
2
+ j + n1 + n2)Γ(1 + n1 + n2)
Γ(3− D
2
+ j + n1)Γ(3− D2 + n2)
. (46)
The necessary condition |p2
2
| > max(|p2
3
|, |p2
1
|, m2) should be satisfied to guarantee the
hypergeometric series converging. The convergent region of the term is consistent with
Ωa
3
in Eq.(45) exactly. Furthermore, D = 4 is the second order pole of the first double
hypergeometric function, and the first order pole of the second triple hypergeometric
function, respectively. Certainly the expression of Eq. (46) complies with the system
of linear PDEs in Eq. (39) explicitly.
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• 6: For the isolated singularities originating from the poles of Γ(−s), Γ(D
2
− 2 − s − z1),
and Γ(−z2) in the numerator of integrand of the Mellin-Barnes representation, the
corresponding hypergeometric series is
Ca
0,6
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,2
(x13 ↔ x23) . (47)
The condition |p2
3
| > max(m2, |p2
1
|, |p2
2
|), |p2
1
| > m2 should be met to guarantee the
hypergeometric functions converging. Applying Horn’s study of convergence, one gets
the absolutely and uniformly convergent region of the hypergeometric series as
Ωa
6
=

(ξ33 , x13 , x23) :
∣∣∣∣∣∣∣
|ξ33 | < |x13 |,
√
|x13 |+
√
|x23 | < 1,
|ξ33 |+ |x13 | < 1, |ξ33 |+ |x23 | < 1

 . (48)
• 7: For the isolated singularities defined by the poles of Γ(−s), Γ(D
2
− 2 − s − z1), and
Γ(D
2
− 2− s− z2) in the numerator of integrand of the Mellin-Barnes representation,
the corresponding hypergeometric series Ca
0,7
is presented in Eq. (A1), where the con-
dition |p2
3
| > max(|p2
1
|, |p2
2
|), min(|p2
1
|, |p2
2
|) > m2, |p2
1
p2
2
| > m2|p2
3
| should be met
to guarantee the power series converging. After implementing the residue theorem,
one derives the first expression in Eq. (A1). The second expression decomposes the
summation indices of the hypergeometric series in the first expression, so that D = 4
is the pole of the same fixed order for each term of every hypergeometric series in the
second expression. In addition, the second expression also satisfies the system of linear
PDEs in Eq. (39).
The absolutely and uniformly convergent region of the term is written as
Ωa
7
=


(ξ33, x13 , x23) :
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
√
|x13 |+
√
|x23 | < 1, |ξ33|+ |x13 | < 1,
|ξ33 |+ |x23 | < 1, |ξ33|(1 + |x23 |) < |x13x23 |,
|ξ33 |(1 + |x13 |) < |x13x23 |,
|ξ33 | < (|x13 − |ξ33)(|x23 | − |ξ33|)


. (49)
• 8: For the isolated singularities defined by the poles of Γ(−s), Γ(D
2
− 2 − s − z1), and
Γ(1 + s + z1 + z2) in the numerator of integrand of the Mellin-Barnes representation,
correspondingly the tedious hypergeometric series Ca
0,8
is given in Eq. (A2), where the
necessary condition |p2
2
| > max(|p2
1
|, |p2
3
|), |p2
1
| > m2 should be satisfied to guarantee
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the triple series converging. Applying the residue theorem, one derives the first ex-
pression of Eq. (A2). The second expression decomposes the summation indices of the
hypergeometric series in the first expression, so that D = 4 is the pole of the same
fixed order for each term of every hypergeometric series in the second expression. In
addition, the second expression also satisfies the system of linear PDEs in Eq. (39).
The absolutely and uniformly convergent region of the series is given by
Ωa
8
=


(ξ
32
, x
12
, x
32
) :
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
√
|x12 |+
√
|x32 | < 1, |ξ32|+ |x32 | < 1,
|ξ32|+ |x12 | < 1, |ξ32 |(1 + |x32 |) < |x12 |,
|ξ32|(|x12 |+ |x32 |) < |x12 |,
|ξ32x32 | < (|x12 | − |ξ32 |)(1− |ξ32|)


. (50)
• 9: For the isolated singularities defined by the poles of Γ(−s), Γ(D
2
− 2 − s − z1), and
Γ(3− D
2
+ s+ z1 + z2), the corresponding power series C
a
0,9
is given by Eq. (A3), where
the condition |p2
2
| > max(|p2
1
|, |p2
3
|), |p2
1
| > m2 should be satisfied to guarantee the
triple series converging. Applying the residue theorem, one derives the first expres-
sion of Eq. (A3). The second expression decomposes the summation indices of the
hypergeometric series in the first expression, so that D = 4 is the pole of the same
fixed order for each term of every hypergeometric series in the second expression. In
addition, the second expression also satisfies the system of linear PDEs in Eq. (39).
The convergent region of the series coincides with the region Ωa
8
in Eq.(50) exactly.
• 10: For the isolated singularities defined by the poles of Γ(−s), Γ(1 + s + z1 + z2), and
Γ(−z2), the corresponding hypergeometric series is
Ca
0,10
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,3
(p2 → p1 , ξ32 → ξ31 , x12 → x21 , x32 → x31) . (51)
The condition |p2
1
| > max(|p2
2
|, |p2
3
|, m2) should be satisfied to guarantee the hyper-
geometric series converging. Horn’s theory of convergence gives the absolutely and
uniformly convergent region of the series as
Ωa
10
=
{
(ξ31, x21 , x31) :
∣∣∣∣ |ξ31 |+ |x31 | < 1,
√
|x21 |+
√
|x31 | < 1
}
. (52)
AdditionallyD = 4 is the second order pole of the first double hypergeometric function,
and the first order pole of the second triple hypergeometric function, respectively.
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Certainly the expression of Eq. (46) also complies with the system of linear PDEs in
Eq. (39).
• 11: For the isolated singularities defined by the poles of Γ(−s), Γ(1 + s + z1 + z2), and
Γ(D
2
− 2− s− z2), the derived hypergeometric series Ca0,11 is
Ca
0,11
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,8
(p2 → p1 , ξ32 → ξ31 , x12 → x21 , x32 → x31) , (53)
where the condition |p2
1
| > max(|p2
2
|, |p2
3
|), |p2
2
| > m2 should be met to guarantee the
hypergeometric series converging. The absolutely and uniformly convergent region of
the hypergeometric series is given by
Ωa
11
=


(ξ31, x21 , x31) :
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
√
|x21 |+
√
|x31 | < 1, |ξ31|+ |x31 | < 1,
|ξ31 |+ |x21 | < 1, |ξ31|(1 + |x31 |) < |x21 |,
|ξ31 |(|x21 |+ |x31 |) < |x21 |,
|ξ31x31 | < (|x21 | − |ξ31|)(1− |ξ31 |)


. (54)
• 13: For the isolated singularities defined by the poles of Γ(−s), Γ(3− D
2
+ s+ z1 + z2), and
Γ(−z2), the induced hypergeometric series is
Ca
0,13
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,4
(p2 → p1 , ξ32 → ξ31 , x12 → x21 , x32 → x31) . (55)
The condition |p2
1
| > max(|p2
2
|, |p2
3
|, m2) should be met to guarantee the triple series
converging. The convergent region of this series is characterized by Eq.(52) also.
• 14: For the isolated singularities defined by the poles of Γ(−s), Γ(3− D
2
+ s+ z1 + z2), and
Γ(D
2
− 2− s− z2), the corresponding hypergeometric series Ca0,14 is
Ca
0,14
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,9
(p
2
→ p
1
, ξ
32
→ ξ
31
, x
12
→ x
21
, x
32
→ x
31
) , (56)
where the condition |p2
1
| > max(|p2
2
|, |p2
3
|), |p2
2
| > m2 should be satisfied to guarantee
the hypergeometric series converging. The convergent region of the series is also defined
by Ωa
11
in Eq.(54).
• 16: For the isolated singularities defined by the poles of Γ(−z1), Γ(−z2), and Γ(D2 −2−s−
z1), the scalar integral contains some unknown linear combining parameters originating
from the non-isolating singularities. The essential condition |p2
3
| > max(|p2
2
|, m2),
m2 > |p2
1
| should be satisfied to guarantee the corresponding hypergeometric series
converging.
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• 17: For the isolated singularities defined by the poles of Γ(−z1), Γ(−z2), and Γ(D2 − 2 −
s − z2), the corresponding hypergeometric function contains some unknown linear
combining parameters originating from the non-isolating singularities. The condition
|p2
3
| > max(|p2
1
|, m2), m2 > |p2
2
| should be satisfied to guarantee the derived hyperge-
ometric series converging.
• 18: For the isolated singularities defined by the poles of Γ(−z1), Γ(−z2), and Γ(1 + s +
z1 + z2), the hypergeometric series is
Ca
0,18
(p2
1
, p2
2
, p2
3
, m2) = −i(m
2)D/2−3ηD/2−2
33
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
(−)n1+n2
j!n
1
!n
2
!
ηj
33
ηn1
13
ηn2
23
Γ(
D
2
− 1 + j + n1)
×Γ(1 + j + n1 + n2)Γ(
D
2
− 1 + j + n2)
Γ(D − 2 + j + n1 + n2)Γ(D2 − 1 + j)
, (57)
the condition m2 > max(|p2
1
|, |p2
2
|, |p2
3
|) should be satisfied to guarantee the power
series converging. The absolutely and uniformly convergent region of the series of
Eq.(57) is written as
Ωa
18
=

(η13 , η23 , η33) :
∣∣∣∣∣∣∣
|η13 |+ |η33 | < 1, |η23 |+ |η33 | < 1,
|η33 | < (1− |η13 |)(1− |η23 |)

 . (58)
Certainly the scalar integral of Eq. (57) also satisfies the system of PDEs in Eq. (39).
• 19: For the isolated singularities defined by the poles of Γ(−z
1
), Γ(−z
2
), and Γ(3 − D
2
+
s+ z1 + z2), correspondingly the hypergeometric series is
Ca
0,19
(p2
1
, p2
2
, p2
3
, m2) =
i(m2)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
(−)n1+n2
j!n1 !n2 !
ηj
33
ηn1
13
ηn2
23
Γ(1 + j + n1)
×Γ(3−
D
2
+ j + n1 + n2)Γ(1 + j + n2)
Γ(D
2
+ j + n1 + n2)Γ(3− D2 + j)
. (59)
The convergent region of Eq.(59) totally coincides with Ωa
18
in Eq.(58).
• 20: For the isolated singularities defined by the poles of Γ(−z1), Γ(D2 − 2 − s − z1), and
Γ(D
2
− 2− s− z2), the derived hypergeometric function contains some unknown linear
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combination parameters originating from the non-isolated singularities. The condition
|p2
3
| > max(|p2
1
|, |p2
2
|, m2), |p2
2
| > m2, |p2
3
m2| > |p2
1
p2
2
| should be satisfied to guarantee
the corresponding triple series converging.
• 23: For the isolated singularities defined by the poles of Γ(−z1), Γ(D2 − 2 − s − z1), and
Γ(1 + s+ z
1
+ z
2
), the corresponding hypergeometric series is
Ca
0,23
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξD/2−2+j−n1
33
xn1
13
x1−D/2−j−n2
23
×(−)
j+n1Γ(D
2
− 1 + n
1
+ n
2
)Γ(D
2
− 1 + j + n
2
)
j!n1 !n2 !Γ(
D
2
− 1 + n2)
×Γ(2−
D
2
− j + n1)
Γ(D
2
− 1− j + n1)
=
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=0
∞∑
n1=1
∞∑
n2=0
ξD/2−2−n1
32
xj+n1
12
xD/2−2+n2
32
×(−)
n1Γ(D
2
− 1 + j + n1 + n2)Γ(D2 − 1 + j + n2)
j!(j + n1)!n2 !Γ(
D
2
− 1 + n2)
×Γ(2−
D
2
+ n1)
Γ(D
2
− 1 + n1)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
n1=0
∞∑
j=1
∞∑
n2=0
ξD/2−2+j
32
xn1
12
xD/2−2+n2
32
×(−)
jΓ(D
2
− 1 + n1 + n2)Γ(D2 − 1 + j + n1 + n2)
(j + n1)!n1 !n2 !Γ(
D
2
− 1 + n2)
×Γ(2−
D
2
+ j)
Γ(D
2
− 1 + j)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)
×
∞∑
j=0
∞∑
n2=0
ξD/2−2
32
xj
12
xD/2−2+n2
32
×Γ(
D
2
− 1 + j + n2)Γ(D2 − 1 + j + n2)
(j!)2n2 !Γ(
D
2
− 1 + n2)
. (60)
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The condition |p2
2
| > max(|p2
1
|, |p2
3
|, m2), m2 > |p2
1
| is essential to guarantee the
convergence of the hypergeometric series. By implementing the residue theorem, one
derives the first expression above. The second expression decomposes the summation
indices of the hypergeometric series in the first expression, so that D = 4 is the pole
of the same fixed order for each term of every hypergeometric series in the second
expression above. In addition, the second expression also satisfies the system of linear
PDEs in Eq. (39).
Correspondingly the convergent region of the series is given by
Ωa
23
=


(ξ32 , x12 , x32) :
∣∣∣∣∣∣∣∣∣∣
|x12 | < |ξ32|,
√
|x12 |+
√
|x32 | < 1,
|ξ32|+ |x32 | < 1, |ξ32 |+ |x12 | < 1,
|x12 |+ |ξ32x32 | < |ξ32|, |x12 |(1 + |ξ32 |) < |ξ32 |


. (61)
• 24: For the isolated singularities defined by the poles of Γ(−z1), Γ(D2 − 2 − s − z1), and
Γ(3− D
2
+ s + z1 + z2), the corresponding hypergeometric series is
Ca
0,24
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=0
∞∑
n1=1
∞∑
n2=0
ξD/2−2−n1
32
xj+n1
12
xn2
32
×(−)
n1Γ(1 + j + n1 + n2)Γ(1 + j + n2)
j!(j + n1)!n2 !Γ(3− D2 + n2)
×Γ(2−
D
2
+ n1)
Γ(D
2
− 1 + n1)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
n1=0
∞∑
j=1
∞∑
n2=0
ξD/2−2+j
32
xn1
12
xn2
32
×(−)
jΓ(1 + n
1
+ n
2
)Γ(1 + j + n
1
+ n
2
)
(j + n1)!n1 !n2 !Γ(3− D2 + n2)
×Γ(2−
D
2
+ j)
Γ(D
2
− 1 + j)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)
×
∞∑
j=0
∞∑
n2=0
ξD/2−2
32
xj
12
xn2
32
24
× Γ
2(1 + j + n2)
(j!)2n2 !Γ(3− D2 + n2)
. (62)
The condition |p2
2
| > max(|k2|, |p2
1
|, m2), m2 > |p2
1
| is essential to guarantee the
multiple power series converging. In addition, D = 4 is the first order pole of the first
two triple hypergeometric functions, and the second order pole of the third double
hypergeometric function, respectively. Certainly the expression satisfies the system of
linear PDEs in Eq. (39).
Applying Horn’s study of convergence, one finds that the absolutely and uniformly
convergent region of Eq.(62) is given by the domain Ωa
23
exactly.
• 26: For the isolated singularities defined by the poles of Γ(−z2), Γ(D2 − 2 − s − z1), and
Γ(D
2
− 2− s− z2), the derived hypergeometric function contains some unknown linear
combining parameters originating from the non-isolating singularities. The condition
|p2
3
| > max(|p2
1
|, |p2
2
|, m2), |p2
1
| > m2, |p2
3
m2| > |p2
1
p2
2
| is necessary to guarantee the
hypergeometric series converging.
• 29: For the isolated singularities defined by the poles of Γ(−z2), Γ(D2 − 2 − s − z2), and
Γ(1 + s+ z1 + z2), the corresponding hypergeometric series is written as
Ca
0,29
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,23
(p2 → p1, ξ32 → ξ31 , x12 → x21 , x32 → x31) . (63)
The convergent region of the series is similarly given by
Ωa
29
=


(ξ31 , x21 , x31) :
∣∣∣∣∣∣∣∣∣∣
|x21 | < |ξ31|,
√
|x21 |+
√
|x31 | < 1,
|ξ31|+ |x21 | < 1, |ξ31 |+ |x31 | < 1,
|ξ31x31 |+ |x21 | < |ξ31|, |x21 |(1 + |ξ31 |) < |ξ31 |


. (64)
• 30: When the isolated singularities are defined by the poles of Γ(−z2), Γ(D2 − 2− s− z2),
and Γ(3− D
2
+ s+ z1 + z2), the corresponding hypergeometric series is
Ca
0,30
(p2
1
, p2
2
, p2
3
, m2) = Ca
0,24
(p2 → p1, ξ32 → ξ31 , x12 → x21 , x32 → x31) . (65)
The necessary condition |p2
1
| > max(|p2
2
|, |p2
3
|, m2), m2 > |p2
2
| should be satisfied to
guarantee the multiple power series converging. The convergent region of this series
is also described by the region Ωa
29
in Eq.(64).
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• 32: For the isolated singularities defined by the poles of Γ(D
2
−2−s−z2 ), Γ(D2 −2−s−z2 ),
and Γ(1 + s+ z1 + z2), the corresponding analytic expression is zero,
Ca
0,32
(p2
1
, p2
2
, p2
3
, m2) ≡ 0 . (66)
• 33: For the isolated singularities defined by the poles of Γ(D
2
−2−s−z
2
), Γ(D
2
−2−s−z
2
),
and Γ(3− D
2
+ s+ z1 + z2), correspondingly the derived hypergeometric function is
Ca
0,33
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
×(−)
n1+n2
j!n1 !n2 !
ξD/2−1+j+n1+n2
33
x−1−j−n1
13
x−1−j−n2
23
×Γ(3 −
D
2
+ j + n1 + n2)Γ(1 + j + n1)Γ(1 + j + n2)
Γ(D
2
+ j + n
1
+ n
2
)Γ(3− D
2
+ j)
.(67)
The necessary condition m2 < min(|p2
1
|, |p2
2
|), |p2
3
|m2 < |p2
1
p2
2
| should be satisfied to
guarantee the triple series converging. The convergent region of Eq (67) is
Ωa
33
=


(ξ33 , x13 , x23) :
∣∣∣∣∣∣∣∣∣∣
|ξ33| < |x13x23 |, |ξ33 | < |x13 |, |ξ33| < |x23 |;
|ξ33|(1 + |x13 |) < |x13x23 |, |ξ33|(1 + |x23 |) < |x13x23 |,
|ξ33| < (|x13 | − |ξ33|)(|x23 | − |ξ33|)


.(68)
B. The scalar integral in different convergent regions
In order to pursue our analysis, we summarize the results presented above. The abso-
lutely and uniformly convergent domain of the hypergeometric function Ca
0,1
is the domain
Ωa
1
, that of the hypergeometric function Ca
0,2
is the domain Ωa
2
, that of the hypergeometric
functions Ca
0,3
, Ca
0,4
is the domain Ωa
3
, that of the hypergeometric function Ca
0,6
is the domain
Ωa
6
, that of the hypergeometric function Ca
0,7
is the domain Ωa
7
, that of the hypergeometric
functions Ca
0,8
and Ca
0,9
is the domain Ωa
8
, that of the hypergeometric functions Ca
0,10
and Ca
0,13
is the domain Ωa
10
, that of the hypergeometric functions Ca
0,11
and Ca
0,14
is the domain Ωa
11
,
that of the hypergeometric functions Ca
0,18
and Ca
0,19
is the domain Ωa
18
, that of the hypergeo-
metric functions Ca
0,23
and Ca
0,24
is the domain Ωa
23
, that of the hypergeometric functions Ca
0,29
and Ca
0,30
is the domain Ωa
29
, as well as that of the hypergeometric function Ca
0,33
is the do-
main Ωa
33
, respectively. The scalar integral of other parameter space contains some unknown
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linear combination parameters originating from the non-isolated singularities. Among those
convergent regions, the following domains compose a set
{
Ωa
7
, Ωa
8
, Ωa
11
, Ωa
18
, Ωa
23
, Ωa
29
}
, (69)
whose element satisfies the following constraints simultaneously,
Ωa
i
⋂
Ωa
j
= ∅, i, j = 7, 8, 11, 18, 23, 29, i 6= j. (70)
In addition, the relations between the elements of the set and those convergent regions which
do not belong to the set are
Ωa
7
⊂ Ωa
α1
, α1 = 1, 2, 6, 33; Ω
a
7
⋂
Ωa
β1
= ∅, β1 = 3, 10;
Ωa
11
⊂ Ωa
α2
, α2 = 10, 33; Ω
a
11
⋂
Ωa
β2
= ∅, β2 = 1, 2, 3, 6;
Ωa
29
⊂ Ωa
10
, Ωa
29
⋂
Ωa
β3
= ∅, β3 = 1, 2, 3, 6, 33;
Ωa
8
⊂ Ωa
α4
, α
4
= 3, 33; Ωa
8
⋂
Ωa
β4
= ∅, β
4
= 1, 2, 6, 10;
Ωa
23
⊂ Ωa
3
, Ωa
23
⋂
Ωa
β5
= ∅, β5 = 1, 2, 6, 10, 33;
Ωa
18
⋂
Ωa
β6
= ∅, β6 = 1, 2, 3, 6, 10, 33. (71)
With the preparation above the concrete expression of Ca
0
in different parameter space is
respectively presented as following.
• 1: In the convergent region Ωa
7
, the scalar integral Ca
0
is written as the sum
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Ca
0,1
+ Ca
0,2
+ Ca
0,6
+ Ca
0,7
+ Ca
0,33
}
(p2
1
, p2
2
, p2
3
, m2) . (72)
In the limit m2 → 0, the expression of Eq.(72) recovers that presented in Eq.(32). Fur-
thermore, we expand the hypergeometric functions Ca
0,i
, (i = 1, 2, 6, 7, 33) around
ε = 0, and find that D = 4 is the pole of the second order for each hypergeometric
function individually. Nevertheless the sum presented in Eq.(72) is an analytic func-
tion of the dimension in the neighborhood of D = 4 because those singularities are
canceled clearly, and the final result is given as
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
3
)D/2−3
(4pi)D/2
{
f
ε
(x13 , x23)
+2ε
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
33
xn1
13
xn2
23
A′(a)
j,n1 ,n2
(x13 , x23)
27
× Γ(j)Γ
2(1 + j + n1 + n2)
j!n1 !n2 !Γ(1 + j + n1)Γ(1 + j + n2)
+2ε
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
32
xn1
13
ξn2
33
B(a)
j,n1 ,n2
× Γ(j)Γ(j + n2)Γ
2(1 + n
1
+ n
2
)
n1 !n2 !Γ(1 + j + n1 + n2)Γ(1 + j + n2)
+2ε
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
31
ξn1
33
xn2
23
C(a)
j,n1 ,n2
× Γ(j)Γ(j + n1)Γ
2(1 + n1 + n2)
n1 !n2 !Γ(1 + j + n1 + n2)Γ(1 + j + n1)
+
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
( ξ33
x13x23
)j
ξn1
31
ξn2
32
×(−)
n1+n2Γ(j + n1 + n2)Γ(j + n1)Γ(j + n2)
n1 !n2 !Γ
2(j)Γ(1 + j + n1 + n2)
×
[
ψ(j + n
1
) + ψ(j + n
2
)− 2ψ(j)
− 1
j + n1 + n2
+ ln
ξ33
x13x23
+
ε
2
D(a)
j,n1 ,n2
]
+2ε
∞∑
j=1
∞∑
n1=1
∞∑
n2=0
ξj
31
ξn1
32
ξn2
33
× (−)
j+n1Γ(j)Γ(j + n
1
+ n
2
)Γ(n
1
)Γ2(1 + n
2
)
Γ(1 + j + n1 + n2)Γ(1 + n1 + n2)Γ(1 + j + n2)
+O(ε2)
}
. (73)
with
f
ε
(x, y) =
∞∑
n1=0
∞∑
n2=0
xn1yn2
Γ2(1 + n1 + n2)
n1 !n2 !Γ(1 + n1)Γ(1 + n2)
×
[
ln x ln y − 2 lnxψ(1 + n2)− 2 ln yψ(1 + n1)
+2 ln(xy)ψ(1 + n1 + n2) + 4ψ(1 + n1)ψ(1 + n2)
−4{ψ(1 + n1) + ψ(1 + n2)}ψ(1 + n1 + n2)
+4ψ2(1 + n1 + n2) + 2ψ
(1)(1 + n1 + n2)−
ε
2
A(a)
n1 ,n2
(x, y)
]
. (74)
Here the coefficients of ε above A(a)
n1 ,n2
(x, y), A′(a)
j,n1 ,n2
(x, y), B(a)
j,n1 ,n2
, C(a)
j,n1 ,n2
, and D(a)
j,n1 ,n2
can be found in Eq.(B1). The absolutely and uniformly converging region Ωa
7
is a
proper subset of the cube
Ξa
K
=
{
(ξ33 , x13 , x23) :
∣∣∣∣ |ξ33| < 1, |x13 | < 1, |x23 | < 1
}
. (75)
In order to continue the scalar integral Ca
0
from the region Ωa
7
to the whole cube Ξa
K
,
one can employ the system of linear PDEs in Eq.(39) with the finite element method.
We will consider this point in detail in section VI.
• 2(a): In the convergent region Ωa
11
, the scalar integral Ca
0
is written as the sum
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Ca
0,10
+ Ca
0,11
+ Ca
0,13
+ Ca
0,14
+ Ca
0,33
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(−)D/2(p2
1
)D/2−3
(4pi)D/2
Fa,p1 (ξ31 , x31 , x21) . (76)
In the limit m2 → 0, the expression of Eq.(76) recovers that presented in Eq.(34).
Additionally we expand the hypergeometric functions Ca
0,i
, (i = 10, 11, 13, 14, 33)
around ε = 0, and find that D = 4 is the pole of the second order for each hypergeo-
metric function individually. Nevertheless the sum presented in Eq.(76) is an analytic
function of the dimension in the neighborhood of D = 4, and expansion of Ca
0
around
ε = 0 is
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
1
)D/2−3
(4pi)D/2
{
f
ε
(x21 , x31)
+2ε
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
31
xn1
31
xn2
21
E(a)
j,n1 ,n2
× Γ(j)Γ(1 + j + n1 + n2)Γ(1 + n1 + n2)
Γ(1 + j)Γ(1 + j + n2)Γ
2(1 + n1)Γ(1 + n2)
−2ε
∞∑
j=1
∞∑
n1=1
∞∑
n2=0
ξj+n2
31
xj+n1
31
x−j
21
×(−)
n2Γ(j)Γ(1 + j + n1 + n2)Γ(j + n2)Γ(1 + n1)
Γ2(1 + j + n1)Γ(1 + j + n2)Γ(1 + n2)
×
(
ln x31 + ψ(1 + j + n1 + n2) + ψ(1 + n1)
)
+
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
31
xn1
31
x−j−n1
21
×(−)
j+n2Γ(j + n1 + n2)Γ(j + n1)Γ(1 + n1 + n2)
(j + n1 + n2)!n1 !n2 !Γ(j)Γ(1 + n1)
×
[( 1
j + n
1
+ n
2
− ψ(j + n1)− ψ(1 + n1 + n2)
+2ψ(1 + n1) + ln
x21
x
31
ξ
31
)
+
ε
2
G(a)
j,n1 ,n2
]
+O(ε2)
}
, (77)
where the coefficients of ε above E(a)
j,n1 ,n2
and G(a)
j,n1 ,n2
are given in Eq.(B2) also.
29
• 2(b): In the convergent region Ωa
29
, the scalar integral Ca
0
is formulated as
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Ca
0,10
+ Ca
0,13
+ Ca
0,29
+ Ca
0,30
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(−)D/2(p2
1
)D/2−3
(4pi)D/2
F ′a,p1 (ξ31 , x21 , x31) . (78)
In addition, D = 4 is the pole of the second order for each hypergeometric function
of Ca
0,i
(i = 10, 13, 29, 30) individually. Nevertheless the sum presented in Eq.(78) is
an analytic function of the dimension in the neighborhood of D = 4, and expansion
of Ca
0
around ε = 0 is
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
1
)D/2−3
(4pi)D/2
{
f
ε
(x21 , x31)
+
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
31
xn1
31
xn2
21
×(−)
jΓ(1 + n1 + n2)Γ(1 + j + n1 + n2)Γ(j)
j!n1 !n2 !Γ(1 + n1)Γ(1 + j + n2)
×
[
ψ(1 + j + n1 + n2) + ψ(1 + n1 + n2)
−2ψ(1 + n1) + ln y1 −
ε
2
H(a)
j,n1 ,n2
]
+
∞∑
j=0
∞∑
n1=0
∞∑
n2=1
ξ−n2
31
xj+n1+n2
31
xj+n2
21
×(−)
n2Γ(1 + j + n1 + n2)Γ(1 + j + n1)Γ(n2)
j!n1 !(j + n2)!Γ(1 + n2)Γ(1 + n1)
×
[
2ψ(1 + n1)− ψ(1 + j + n1 + n2)− ψ(1 + j + n1)
− ln y1 +
ε
2
P (a)
j,n1 ,n2
]
+O(ε2)
}
, (79)
where the coefficients of ε above H(a)
j,n1 ,n2
and P (a)
j,n1 ,n2
are presented in Eq.(B1). In
addition, the functions xD/2−3
13
Fa,p1 , x
D/2−3
13
F ′a,p1 both comply with the system of linear
PDEs in Eq (39). Or equivalently, the functions Fa,p1 , F
′
a,p1
satisfy the following
system of linear PDEs
{(
3− D
2
+ θˆξ31 + θˆx21 + θˆx31
)
(4−D + θˆξ31 )
+
1
ξ31
θˆξ31
(
2− D
2
+ θˆξ31 + θˆx21
)}
Fa,p1 (ξ31, x21 , x31) = 0 ,
{(
3− D
2
+ θˆξ31 + θˆx21 + θˆx31
)
(1 + θˆx21 + θˆx31 )
− 1
x21
θˆx21
(
2− D
2
+ θˆξ31 + θˆx21
)}
Fa,p1 (ξ31 , x21 , x31) = 0 ,
30
{(
3− D
2
+ θˆξ31 + θˆx21 + θˆx31
)
(1 + θˆx21 + θˆx31 )
− 1
x31
θˆx31
(
2− D
2
+ θˆx31
)}
Fa,p1 (ξ31 , x21 , x31) = 0 . (80)
Obviously the union of the regions Ωa
11
and Ωa
29
is a proper subset of the cube
Ξa
p1
=
{
(ξ31 , x21 , x31) :
∣∣∣∣ |ξ31| < 1, |x21 | < 1, |x31 | < 1
}
. (81)
In order to continue the scalar integral Ca
0
from the region Ωa
11
⋃
Ωa
29
to the whole cube
Ξa
p1
, one employs the system of linear PDEs of Eq. (80).
• 3(a): In the convergent region Ωa
8
, the scalar integral Ca
0
is
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Ca
0,3
+ Ca
0,4
+ Ca
0,8
+ Ca
0,9
+ Ca
0,33
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(p2
2
)D/2−3
(4pi)D/2
F
a,p2
(ξ32 , x12 , x32) . (82)
In the limit m2 → 0, the expression of Eq.(82) recovers that presented in Eq.(35), and
the expansion of Ca
0
around ε = 0 is
Ca
0
(p2
1
, p2
2
, p2
3
, m2) = Eq.(77)(p
1
→ p
2
, ξ
31
→ ξ
32
, x
21
→ x
12
, x
31
→ x
32
) . (83)
• 3(b): In the convergent region Ωa
23
, the scalar integral Ca
0
is written as
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Ca
0,3
+ Ca
0,4
+ Ca
0,23
+ Ca
0,24
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(p2
2
)D/2−3
(4pi)D/2
F ′
a,p2
(ξ32, x12 , x32) . (84)
Correspondingly the expansion of Ca
0
around ε = 0 is given by
Ca
0
(p2
1
, p2
2
, p2
3
, m2) = Eq.(79)(p1 → p2, ξ31 → ξ32, x21 → x12 , x31 → x32) . (85)
Additionally the functions xD/2−3
2
Fa,p2 , x
D/2−3
2
F ′a,p2 both comply with the system of
linear PDEs in Eq (39). Or equivalently, the functions Fa,p2 , F
′
a,p2
satisfy the system
which is obtained from Eq.(80) through the interchanging 1↔ 2.
Obviously the union of the regions Ωa
8
and Ωa
23
is a proper subset of the cube
Ξa
p2
=
{
(ξ32 , x12 , x32) :
∣∣∣∣ |ξ32| < 1, |x12 | < 1, |x32 | < 1
}
. (86)
In order to continue the scalar integral Ca
0
from the region Ωa
8
⋃
Ωa
23
to the whole
cube Ξa
p1
, one employs the correspondingly holonomic hypergeometric system of linear
PDEs.
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• 4: In the parameter space Ωa
18
, the scalar integral Ca
0
is written as
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Ca
0,18
+ Ca
0,19
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(m2)D/2−3
(4pi)D/2
F
a,m
(η13 , η23 , η33) . (87)
The function of Eq (87) is absolutely and uniformly convergent in the connect region
Ωa
18
. Except a convenient factor, the expression coincides with Eq (27) in the litera-
ture [13]. We expand the hypergeometric functions Ca
0,i
, (i = 18, 19) around ε = 0,
and find that D = 4 is the pole of the first order for each hypergeometric function
individually. Nevertheless the sum presented in Eq.(87) is an analytic function of the
dimension in the neighborhood of D = 4, and the expansion of C0 around ε = 0 is
Ca
0
(p2
1
, p2
2
, p2
3
, m2) =
i(m2)D/2−3
(4pi)D/2
{ ∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ηj
33
ηn1
13
ηn2
23
×(−)
n1+n2Γ(1 + j + n1 + n2)Γ(1 + j + n1)Γ(1 + j + n2)
j!n1 !n2 !Γ(2 + j + n1 + n2)Γ(1 + j)
×
[
2ψ(1 + j)− ψ(1 + j + n1)− ψ(1 + j + n2)
− ln η33 −
1
1 + j + n1 + n2
+
ε
2
Q(a)
j,n1 ,n2
]
+O(ε2)
}
, (88)
where the concrete expression of Q(a)
j,n1 ,n2
is presented in Eq.(B1). Additionally the
function xD/2−3
m
F
a,m
complies with the system of linear PDEs in Eq (39). Or equiva-
lently, the function F
a,m
satisfies the following system of linear PDEs
{(
3− D
2
+
3∑
i=1
θˆη
i3
)
(1 + θˆη33 + θˆη13 )(1 + θˆη33 + θˆη23 )
− 1
η33
θˆη33
(D
2
− 1 +
3∑
i=1
θˆη
i3
)(
2− D
2
+ θˆη33
)}
F
a,m
(η
13
, η
13
, η
23
) = 0 ,
{(
3− D
2
+
3∑
i=1
θˆη
i3
)
(1 + θˆη33 + θˆηj3 )
+
1
η
j3
θˆη
j3
(D
2
− 1 +
3∑
i=1
θˆη
i3
)}
F
a,m
(η13 , η13 , η23) = 0, (j = 1, 2). (89)
Obviously the absolutely and uniformly convergent region Ωa
18
is a proper subset of
the cube
Ξa
m
=
{
(η
13
, η
13
, η
23
) :
∣∣∣∣ |η13 | < 1, |η23 | < 1, |η33 | < 1
}
. (90)
In order to continue the scalar integral Ca
0
from the region Ωa
18
to the whole cube Ξa
m
,
one employs the system of PDEs in Eq. (89).
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V. THE C0 FUNCTION WITH THREE EQUAL MASSES
In this case, the Mellin-Barnes representation of the scalar integral is
Cb
0
(p2
1
, p2
2
, p2
3
, m2) =
∫
dDq
(2pi)D
1
[q2 −m2][(q + p1)2 −m2][(q − p2)2 −m2]
= − i(−)
D/2−3
(4pi)D/2(2pii)3
∫ +i∞
−i∞
ds(−m2)sΓ(−s)
×
∫ +i∞
−i∞
dz
1
(p2
1
)z1Γ(−z
1
)
∫ +i∞
−i∞
dz
2
(p2
2
)z2Γ(−z
2
)
×(p2
3
)D/2−3−s−z1−z2Γ(3− D
2
+ s+ z1 + z2)
×Γ(
D
2
− 2− s− z2)Γ(D2 − 2− s− z1)Γ(1 + z1 + z2)
Γ(D − 3− 2s) , (91)
which is equivalent to the representation of Eq. (36) of Ref. [13], and that of Eq. (4.5) of
Ref. [16]. Applying the residue theorem to the singularities of Γ functions in the numera-
tor of integrand, we formulate the Mellin-Barnes representation as various hypergeometric
functions whose absolutely and uniformly convergent regions are analyzed through Horn’s
study of convergence [27]. As the scalar integral is given by
Cb
0
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
F
b,k
(ξ
m3 , x13 , x23) , (92)
with ξ
mj
= ξ
ij
, (i, j = 1, 2, 3). In addition, the dimensionless function F
b,k
satisfies the
system of linear PDEs
{
(3− D
2
+ ϑˆξ
m3
+
2∑
i=1
ϑˆx
i3
)(5−D + 2ϑˆξ
m3
)(4−D + 2ϑˆξ
m3
)
− 1
ξ
m3
ϑˆξ
m3
2∏
i=1
(2− D
2
+ ϑˆξ
m3
+ ϑˆx
i3
)
}
F
b,p3
= 0 ,
{
(3− D
2
+ ϑˆξ
m3
+
2∑
i=1
ϑˆx
i3
)(1 +
2∑
i=1
ϑˆx
i3
)
− 1
x
j3
ϑˆx
j3
(2− D
2
+ ϑˆξ
m3
+ ϑˆx
j3
)
}
F
b,p3
= 0 , (j = 1, 2) . (93)
Now we present our results below in detail.
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A. The hypergeometric functions and their convergent regions
• 1: For the isolated singularities defined by the poles of Γ(−s), Γ(−z
1
), and Γ(−z
2
), the
corresponding hypergeometric series is written as:
Cb
0,1
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
∞∑
n2=0
xn1
13
xn2
23
Γ(3− D
2
+ n1 + n2)Γ(1 + n1 + n2)
n1 !n2 !Γ(3− D2 + n2)Γ(3− D2 + n1)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
m3
xn1
13
xn2
23
Γ(4−D + 2j)
× Γ(3−
D
2
+ j + n
1
+ n
2
)Γ(1 + n
1
+ n
2
)
j!n1 !n2 !Γ(3− D2 + j + n2)Γ(3− D2 + j + n1)
. (94)
Here the condition |p2
3
| > max(m2, |p2
1
|, |p2
2
|) should be satisfied to guarantee the
convergence of hypergeometric function. In addition, D = 4 is the second order pole
of the first double hypergeometric function, and the first order pole of the second triple
hypergeometric function, respectively. Certainly the expression of Eq. (94) complies
with the system of linear PDEs in Eq. (93).
The absolutely and uniformly convergent region of the hypergeometric function is
Ωb
1
=

(ξm3, x13 , x23) :
∣∣∣∣∣∣∣
|ξ
m3
| < 1/4,√
|x13 |+
√
|x23 | < 1

 . (95)
• 2: When the isolated singularities are defined by the poles of Γ(−s), Γ(−z1), and
Γ(D
2
−2−s−z2 ), the derived hypergeometric series Cb0,2 is given by Eq. (A4), where the
necessary condition |p2
3
| > max(m2, |p2
1
|, |p2
2
|), |p2
2
| > m2 should be met to guarantee
the hypergeometric series converging. By implementing the residue theorem to the
Mellin-Barnes representation, one derives the first expression. The second expression
decomposes the summation indices of the hypergeometric series in the original expres-
sion, so D = 4 is the pole of the same fixed order for each term of every hypergeometric
series of Eq. (A4). Furthermore, the decomposition of the summation indices is cor-
rect and reasonable because the second expression also satisfies the system of linear
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PDEs in Eq. (93). Horn’s study of convergence predicts the absolutely and uniformly
convergent region of the double hypergeometric functions as
Ωb
2
=

(ξm3 , x13 , x23) :
∣∣∣∣∣∣∣
|ξ
m3x13 | < |x23 |, |ξm3 | < |x23 |/4,√
|x13 |+
√
|x23 | < 1

 . (96)
• 3: For the isolated singularities defined by the poles of Γ(−s), Γ(−z1), and Γ(1+z1 +z2),
the corresponding hypergeometric series Cb
0,3
is
Cb
0,3
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,2
(p3 → p2 , ξm3 → ξm2 , x13 → x12 , x23 → x32) , (97)
where the condition |p2
2
| > max(m2, |p2
1
|, |p2
3
|), |p2
3
| > m2 is necessary to guarantee the
convergence of the hypergeometric functions. The absolutely and uniformly convergent
region of Eq.(97) is similarly given as
Ωb
3
=

(ξm2 , x12 , x32) :
∣∣∣∣∣∣∣
|ξ
m2x12 | < |x32 |, |ξm2 | < |x32 |/4,√
|x12 |+
√
|x32 | < 1

 . (98)
• 4: For the isolated singularities defined by the poles of Γ(−s), Γ(−z
1
), and Γ(3 − D
2
+
s+ z1 + z2), the corresponding hypergeometric series is
Cb
0,4
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,1
(p
3
→ p
2
, ξ
m3
→ ξ
m2
, x
13
→ x
12
, x
23
→ x
32
) . (99)
The condition |p2
2
| > max(m2, |p2
1
|, |p2
3
|) is necessary to guarantee the hypergeometric
functions converging. In addition, the absolutely and uniformly convergent region of
the term is
Ωb
4
=

(ξm2, x12 , x32) :
∣∣∣∣∣∣∣
|ξ
m2 | < 1/4,√
|x12 |+
√
|x32 | < 1

 . (100)
• 6: When the isolated singularities are produced by the poles of Γ(−s), Γ(−z2), and Γ(D2 −
2−s−z1), the corresponding hypergeometric series Cb0,6 is presented in Eq. (A5), where
the condition |p2
3
| > max(m2, |p2
1
|, |p2
2
|), |p2
1
| > m2 should be satisfied to guarantee
the convergence of the hypergeometric functions. Applying the residue theorem to
the Mellin-Barnes representation, one derives the first expression of Eq. (A5). The
second expression decomposes the summation indices of the hypergeometric series in
the original expression, so D = 4 is the pole of the same fixed order for each term
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of every hypergeometric series of the second equation in Eq. (A5). In addition, the
decomposition of the summation indices is correct and reasonable because the second
expression also complies with the system of linear PDEs in Eq. (93).
The concretely convergent region of the hypergeometric functions is given by
Ωb
6
=

(ξm3 , x13 , x23) :
∣∣∣∣∣∣∣
|ξ
m3
x
23
| < |x
13
|, |ξ
m3
| < |x
13
|/4,√
|x13 |+
√
|x23 | < 1

 . (101)
• 7: For the isolated singularities defined by the poles of Γ(−s), Γ(D
2
− 2 − s − z1), and
Γ(D
2
− 2− s− z2), the corresponding hypergeometric series Cb0,7 is written in Eq. (A6),
where the condition |p2
3
| > max(|p2
1
|, |p2
2
|), min(|p2
1
|, |p2
2
|) > m2, |p2
1
p2
2
| > |p2
3
|m2 is
essential to guarantee the convergence of the hypergeometric functions. Applying the
residue theorem to the Mellin-Barnes representation, one derives the first expression
of Eq. (A6). The second expression decomposes the summation indices of the hyper-
geometric series in the original expression, so D = 4 is the pole of the same fixed
order for each term of every hypergeometric series of the second equation in Eq. (A6).
In addition, the decomposition of the summation indices is correct and reasonable
because the subsequent expression also satisfies the system of linear PDEs in Eq. (93).
Correspondingly the absolutely and uniformly convergent region of this hypergeometric
function is concretely written as
Ωb
7
=


(ξ
m3
, x
13
, x
23
) :
∣∣∣∣∣∣∣∣∣∣
|ξ
m3x13 | < |x23 |, |ξm3x23 | < |x13 |,
|ξ
m3
| < |x
13
x
23
|, |ξ
m3
| < |x
13
|/4,
|ξ
m3| < |x23 |/4,
√
|x13 |+
√
|x23 | < 1


. (102)
• 8: For the isolated singularities defined by the poles of Γ(−s), Γ(D
2
− 2 − s − z1), and
Γ(1 + z1 + z2), the corresponding hypergeometric series C
b
0,8
is presented as
Cb
0,8
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,7
(p3 → p2 , ξm3 → ξm2 , x13 → x12 , x23 → x32) . (103)
Applying Horn’s study of convergence, we write the absolutely and uniformly conver-
gent region of the hypergeometric functions in Eq.(103) as
Ωb
8
=


(ξ
m2 , x12 , x32) :
∣∣∣∣∣∣∣∣∣∣
|ξ
m2| < |x12x32 |, |ξm2x32 | < |x12 |,
|ξ
m2x12 | < |x32 |, , |ξm2| < |x12 |/4,
|ξ
m2| < |x32 |/4,
√
|x12 |+
√
|x32 | < 1


. (104)
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• 9: For the isolated singularities defined by the poles of Γ(−s), Γ(D
2
− 2 − s − z1), and
Γ(3− D
2
+ s + z1 + z2), the corresponding hypergeometric series C
b
0,9
is
Cb
0,9
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,6
(p
3
→ p
2
, ξ
m3
→ ξ
m2
, x
13
→ x
12
, x
23
→ x
32
) . (105)
The convergent region of those hypergeometric functions is concretely written as
Ωb
9
=

(ξm2 , x12 , x32) :
∣∣∣∣∣∣∣
|ξ
m2x32 | < |x12 |, |ξm2 | < |x12 |/4,√
|x12 |+
√
|x32 | < 1

 . (106)
• 10: For the isolated singularities defined by the poles of Γ(−s), Γ(1+z1 +z2), and Γ(−z2),
correspondingly the hypergeometric function Cb
0,10
is written as
Cb
0,10
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,6
(p3 → p1 , ξm3 → ξm1 , x13 → x31 , x23 → x21) . (107)
where the necessary condition |p2
1
| > max(m2, |p2
2
|, |p2
3
|), |p2
3
| > m2 should be satis-
fied to guarantee the convergence of the hypergeometric functions. Additionally the
expression satisfies the system of linear PDEs in Eq. (93) also.
Through Horn’s study of convergence, the convergent region of the series is similarly
given by
Ωb
10
=

(ξm1 , x21 , x31) :
∣∣∣∣∣∣∣
|ξ
m1
x
21
| < |x
31
|, |ξ
m1
| < |x
31
|/4,√
|x21 |+
√
|x31 | < 1

 . (108)
• 11: For the isolated singularities defined by the poles of Γ(−s), Γ(1+ z1 + z2), and Γ(D2 −
2− s− z2), the hypergeometric function Cb0,11 is
Cb
0,11
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,7
(p
3
→ p
1
, ξ
m3
→ ξ
m1
, x
13
→ x
31
, x
23
→ x
21
) . (109)
Here the necessary condition |p2
1
| > max(|p2
2
|, |p2
3
|), |p2
2
p2
3
| > |p2
1
|m2 should be met
to guarantee the hypergeometric functions converging. Additionally the expression
complies with the system of linear PDEs in Eq. (93) also.
Using Horn’s study of convergence, one formulates the absolutely and uniformly con-
vergent region of Eq.(109) as
Ωb
11
=


(ξ
m1 , x21 , x31) :
∣∣∣∣∣∣∣∣∣∣
|ξ
m1 | < |x21x31 |, |ξm1x31 | < |x21 |,
|ξ
m1x21 | < |x31 |, |ξm1 | < |x21 |/4,
|ξ
m1 | < |x31 |/4,
√
|x21 |+
√
|x31 | < 1


. (110)
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• 13: For the isolated singularities defined by the poles of Γ(−s), Γ(−z2), and Γ(3 − D2 +
s+ z1 + z2), the corresponding hypergeometric series is given as
Cb
0,13
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,1
(p3 → p1 , ξm3 → ξm1 , x13 → x31 , x23 → x21) . (111)
Similarly the convergent region of the term is
Ωb
13
=
{
(ξ
m1 , x21 , x31) :
∣∣∣∣ |ξm1 | < 1/4,
√
|x21 |+
√
|x31 | < 1
}
. (112)
• 14: When the isolated singularities are produced by the poles of Γ(−s), Γ(D
2
− 2− s− z2),
and Γ(3− D
2
+ s+ z1 + z2), the corresponding hypergeometric series C
b
0,14
is presented
by
Cb
0,14
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,2
(p3 → p1 , ξm3 → ξm1 , x13 → x31 , x23 → x21) , (113)
where the necessary condition |p2
1
| > max(|p2
2
|, |p2
3
|), |p2
2
| > m2 should be satisfied to
guarantee the convergence of the hypergeometric functions. Similarly the absolutely
and uniformly convergent region of the series is concretely written as
Ωb
14
=

(ξm1 , x21 , x31) :
∣∣∣∣∣∣∣
|ξ
m1x31 | < |x21 |, |ξm1 | < |x21 |/4,√
|x21 |+
√
|x31 | < 1

 . (114)
• 16: For the singularities defined by the poles of Γ(−z1), Γ(−z2), and Γ(D2 − 2 − s − z1),
the scalar integral contains some unknown linear combination parameters originating
from the non-isolated singularities. The necessary condition |p2
3
| > max(|p2
1
|, |p2
2
|, m2),
m2 > |p2
1
| should be satisfied to guarantee the hypergeometric series converging.
• 17: For the singularities defined by the poles of Γ(−z
1
), Γ(−z
2
), and Γ(D
2
− 2 − s − z
2
),
the scalar integral contains some unknown linear combination parameters originating
from the non-isolated singularities. The condition |p2
3
| > max(|p2
1
|, |p2
2
|, m2),m2 > |p2
2
|
should be satisfied to guarantee the convergence of the hypergeometric series.
• 19: For the isolated singularities defined by the poles of Γ(−z1), Γ(−z2), and Γ(3 − D2 +
s+ z1 + z2), the corresponding hypergeometric series is given as
Cb
0,19
(p2
1
, p2
2
, p2
3
, m2) = −i(m
2)D/2−3
(4pi)D/2
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ηj
3m
ηn1
1m
ηn2
2m
38
×Γ(1 + j + n1)Γ(1 + j + n2)Γ(1 + n1 + n2)
j!n
1
!n
2
!
×Γ(3−
D
2
+ j + n
1
+ n
2
)
Γ(3 + 2j + 2n1 + 2n2)
. (115)
The necessary condition 4m2 > max(|p2
1
|, |p2
2
|, |p2
3
|) should be met to guarantee the
convergence of the triple series. In addition, D = 4 is the first order pole of the
hypergeometric function. Certainly the expression of Eq. (115) complies with the
system of linear PDEs in Eq. (93).
Correspondingly the convergent region of the term is
Ωb
19
=
{
(η1m , η2m , η3m) :
∣∣∣∣ |η1m | < 4, |η2m | < 4, |η3m | < 4
}
. (116)
• 20: For the singularities defined by the poles of Γ(−z1), Γ(D2 − 2− s− z2), and Γ(D2 − 2−
s−z1), the scalar integral contains some unknown linear combination parameters orig-
inating from the non-isolated singularities. The condition |p2
3
| > max(|p2
1
|, |p2
2
|, m2),
|p2
2
| > m2, |p2
3
|m2 > |p2
1
p2
2
| should be satisfied to guarantee the convergence of the
hypergeometric series.
• 21: When the isolated singularities are produced by the poles of Γ(−z
1
), Γ(D
2
−2−s−z
2
),
and Γ(1 + z1 + z2), the corresponding hypergeometric series is given as
Cb
0,21
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
3
)D/2−3
(4pi)D/2
{
Γ(2− D
2
)Γ(
D
2
− 1)
}ξD/2−1
m3
x23
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
xn1
13
x−n1−n2
23
Γ(1 + j + n1)
× (−)
n1Γ(1 + n1 + n2)Γ(2 + 2j + 2n1 + 2n2)
j!n1 !n2 !Γ(
D
2
+ j + n1 + n2)Γ(2 + j + 2n1 + n2)
(117)
The condition min(|p2
2
|, |p2
3
|) > m2, |p2
2
p2
3
| > |p2
1
|m2 is necessary to guarantee the
hypergeometric series converging. In addition, D = 4 is the first order pole of the
hypergeometric function. Certainly the expression of Eq. (117) satisfies the system of
linear PDEs in Eq. (93).
Correspondingly the convergent region of the series is
Ωb
21
=
{
(ξ
m3 , x13 , x23) :
∣∣∣∣ |ξm3| < 1/4, |ξm3x13 | < |x23 |, |ξm3 | < |x23 |/4
}
.(118)
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• 23: For the singularities defined by the poles of Γ(−z1), Γ(D2 −2−s−z1), and Γ(1+z1+z2),
the scalar integral contains some unknown linear combination parameters originating
from the non-isolated singularities. The condition |p2
3
| > max(|p2
2
|, m2), |p2
3
|2 > |p2
1
|m2,
|p2
3
|m2 > |p2
1
p2
2
| should be satisfied to guarantee the convergence of the hypergeometric
series.
• 24: For the singularities defined by the poles of Γ(−z1), Γ(D2 − 2 − s − z1), and
Γ(3 − D
2
+ s + z1 + z2), the scalar integral contains some unknown linear com-
bination parameters originating from the non-isolated singularities. The condition
|p2
2
| > max(|p2
1
|, |p2
3
|, m2), m2 > |p2
1
| should be satisfied to guarantee the convergence
of the hypergeometric series.
• 25: For the singularities defined by the poles of Γ(−z1), Γ(1 + z1 + z2), and Γ(3 −
D
2
+ s + z
1
+ z
2
), the scalar integral contains some unknown linear combination
parameters originating from the non-isolated singularities. The necessary condition
|p2
2
| > max(|p2
1
|, |p2
3
|, m2), m2 > |p2
3
| should be satisfied to guarantee the convergence
of the hypergeometric series.
• 26: For the singularities defined by the poles of Γ(−z2), Γ(D2 − 2− s− z1), and Γ(D2 − 2−
s−z2), the scalar integral contains some unknown linear combination parameters orig-
inating from the non-isolated singularities. The condition |p2
3
| > max(|p2
1
|, |p2
2
|, m2),
|p2
1
| > m2, |p2
3
|m2 > |p2
1
p2
2
| should be satisfied to guarantee the convergence of the
hypergeometric series.
• 27: For the isolated singularities defined by the pole of Γ(−z2), Γ(D2 − 2 − s − z1), and
Γ(1 + z1 + z2), the corresponding hypergeometric series is
Cb
0,27
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
3
)D/2−3
(4pi)D/2
{
Γ(2− D
2
)Γ(
D
2
− 1)
}ξD/2−1
m3
x
13
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
xn2
23
x−n1−n2
13
Γ(1 + j + n
2
)
× (−)
n2Γ(1 + n1 + n2)Γ(2 + 2j + 2n1 + 2n2)
j!n1 !n2 !Γ(
D
2
+ j + n1 + n2)Γ(2 + j + n1 + 2n2)
.(119)
The condition min(|p2
1
|, |p2
3
|) > m2, |p2
1
p2
3
| > |p2
2
|m2 should be satisfied to guarantee
the convergence of the hypergeometric series. In addition, D = 4 is the first order pole
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of the hypergeometric function. Certainly the expression of Eq. (119) complies with
the system of PDEs in Eq. (93).
Correspondingly the convergent region of the series is
Ωb
27
=
{
(ξ
m3 , x13 , x23) :
∣∣∣∣ |ξm3| < 1/4, |ξm3x23 | < |x13 |, |ξm3 | < |x13 |/4
}
.(120)
• 29: For the singularities defined by the poles of Γ(−z2), Γ(D2 −2−s−z2), and Γ(1+z1+z2),
the scalar integral contains some unknown linear combination parameters originating
from the non-isolated singularities. The essential condition |p2
3
| > max(|p2
1
|, m2),
|p2
3
|2 > |p2
2
|m2, |p2
3
|m2 > |p2
1
p2
2
| should be satisfied to guarantee the convergence of the
hypergeometric series.
• 30: For the singularities defined by the poles of Γ(−z2), Γ(D2 − 2 − s − z2), and
Γ(3 − D
2
+ s + z1 + z2), the scalar integral contains some unknown linear com-
bination parameters originating from the non-isolated singularities. The condition
|p2
1
| > max(|p2
2
|, |p2
3
|, m2), m2 > |p2
2
| should be satisfied to guarantee the convergence
of the hypergeometric series.
• 31: For the singularities defined by the poles of Γ(−z2), Γ(1+z1+z2), and Γ(3−D2 +s+z1+
z2), the scalar integral contains some unknown linear combination parameters origi-
nating from the non-isolated singularities. The condition |p2
1
| > max(|p2
2
|, |p2
3
|, m2),
m2 > |p2
3
| should be satisfied to guarantee the convergence of the hypergeometric
series.
• 32: For the singularities defined by the poles of Γ(D
2
− 2 − s − z1), Γ(D2 − 2 − s − z2),
and Γ(1 + z1 + z2), the scalar integral contains some unknown linear combination
parameters originating from the non-isolated singularities. The necessary condition
|p2
3
| > max(|p2
1
|, |p2
2
|, m2), |p2
1
p2
3
| > |p2
2
|m2, |p2
2
p2
3
| > |p2
1
|m2 |p2
3
|m2 > |p2
1
p2
2
| should be
satisfied to guarantee the convergence of the hypergeometric series.
• 33: When the isolated singularities are produced by the poles of Γ(D/2 − 2 − s − z
1
),
Γ(D/2 − 2 − s − z2), and Γ(3 − D2 + s + z1 + z2), the corresponding hypergeometric
series is given as
Cb
0,33
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
3
)D/2−3
(4pi)D/2
{
Γ(2− D
2
)Γ(
D
2
− 1)
}ξD/2−1
m3
x
13
x
23
41
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
x−j−n2
13
x−j−n1
23
Γ(1 + j + n1)
× (−)
jΓ(1 + j + n2)Γ(2 + 2j + 2n1 + 2n2)
j!n
1
!n
2
!Γ(D
2
+ j + n
1
+ n
2
)Γ(2 + 2j + n
1
+ n
2
)
.(121)
The necessary condition min(|p2
1
|, |p2
2
|) > m2, |p2
1
p2
2
| > |p2
3
|m2 should be met to guar-
antee the convergence of the hypergeometric series. In addition, D = 4 is the first order
pole of the hypergeometric function. Certainly the expression of Eq. (121) complies
with the system of linear PDEs in Eq. (93).
The convergent region is apparently written as
Ωb
33
=
{
(ξ
m3 , x13 , x23) :
∣∣∣∣ |ξm3| < |x13x23 |, |ξm3 | < |x13 |/4, |ξm3| < |x23 |/4
}
.(122)
• 34: For the singularities defined by the poles of Γ(D/2− 2 − s− z1), Γ(1 + z1 + z2), and
Γ(3− D
2
+ s+ z
1
+ z
2
), the scalar integral contains some undefined linear combination
parameters originating from the non-isolated singularities. The necessary condition
|p2
2
| > max(|p2
1
|, |p2
3
|, m2), |p2
1
p2
2
| > |p2
3
|m2, |p2
1
| > m2 should be satisfied to guarantee
the convergence of the hypergeometric series.
• 35: For the singularities defined by the poles of Γ(D/2− 2 − s− z2), Γ(1 + z1 + z2), and
Γ(3− D
2
+ s+ z1 + z2), the scalar integral contains some undefined linear combination
parameters originating from the non-isolated singularities. The necessary condition
|p2
1
| > max(|p2
2
|, |p2
3
|, m2), |p2
1
p2
2
| > |p2
3
|m2, |p2
2
| > m2 should be satisfied to guarantee
the convergence of the hypergeometric series.
B. The scalar integral in different convergent regions
The absolutely and uniformly convergent region of the hypergeometric function C0,α
is the domain Ωb
α
, α = 1, · · · , 4, 6, · · · , 11, 13, 14, 19, 21, 27, 33. The scalar integral
of other parameter space contains some unknown linear combination parameters originating
from the non-isolated singularities. Among those convergent regions, the following domains
compose a set
{
Ωb
7
, Ωb
8
, Ωb
11
, Ωb
19
}
, (123)
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whose element satisfies the following constraints simultaneously,
Ωb
i
⋂
Ωb
j
= ∅, i, j = 7, 8, 11, 19, i 6= j. (124)
Meanwhile, the relations between the elements of the set and those convergent regions which
do not belong to the set are
Ωb
7
⊂ Ωb
α1
, α1 = 1, 2, 6, 7, 21, 27, 33;
Ωb
7
⋂
Ωb
β1
= ∅, β
1
= 3, 4, 8, 9, 10, 11, 13, 14, 19;
Ωb
8
⊂ Ωb
α2
, α2 = 3, 4, 8, 9, 21, 27, 33;
Ωb
8
⋂
Ωb
β2
= ∅, β2 = 1, 2, 6, 7, 10, 11, 13, 14, 19;
Ωb
11
⊂ Ωb
α3
, α3 = 10, 11, 13, 14, 21, 27, 33;
Ωb
11
⋂
Ωb
β3
= ∅, β3 = 1, 2, 3, 4, 6, 7, 8, 9, 19;
Ωb
19
⋂
Ωb
β4
= ∅, β4 = 1, · · · , 4, 6, · · · , 11, 13, 14, 21, 27, 33. (125)
With the preparation above the concrete expression of C0 in different parameter space is
respectively presented as following.
• 1: In the convergent region Ωb
7
, the scalar integral Cb
0
is written as
Cb
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Cb
0,1
+ Cb
0,2
+ Cb
0,6
+ Cb
0,7
+ Cb
0,21
+Cb
0,27
+ Cb
0,33
}
(p2
1
, p2
2
, p2
3
, m2) (126)
In the limit m2 → 0, the expression of Eq.(126) recovers that presented in Eq.(32).
Furthermore, D = 4 is the pole of the second order for each hypergeometric function
individually in the above expression. Nevertheless the scalar integral presented in
Eq.(126) is an analytic function of the dimension in the neighborhood of D = 4
because those singularities are canceled clearly, and the final result is given as
Cb
0
(p2
1
, p2
2
, p2
3
, m2) =
i(p2
3
)D/2−3
(4pi)D/2
{
f
ε
(x13 , x23)
+2ε
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj
m3
xn1
13
xn2
23
A(b)
j,n1 ,n2
×Γ(2j)Γ(1 + j + n1 + n2)Γ(1 + n1 + n2)
j!n1 !n2 !Γ(1 + j + n1)Γ(1 + j + n2)
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+
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
xn1
13
x−j−n1
23
×(−)
n1Γ(1 + n
1
+ n
2
)Γ(2j + 2n
1
+ 2n
2
)Γ(j + n
1
)
(j + n1 + n2)!n1 !n2 !Γ(1 + j + 2n1 + n2)Γ(j)
×
[(
− 2ψ(2j + 2n1 + 2n2)− ψ(j + n1)
+ψ(1 + j + n1 + n2) + 2ψ(1 + j + 2n1 + n2) + ψ(1 + n1)
−ψ(1 + n
1
+ n
2
)− ln x13ξm3
x23
)
+
ε
2
B(b)
j,n1 ,n2
]
+
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
x−j−n2
13
xn2
23
×(−)
n2Γ(1 + n1 + n2)Γ(2j + 2n1 + 2n2)Γ(j + n2)
(j + n1 + n2)!n1 !n2 !Γ(1 + j + n1 + 2n2)Γ(j)
×
[(
− 2ψ(2j + 2n1 + 2n2)− ψ(j + n2)
+ψ(1 + j + n1 + n2) + 2ψ(1 + j + n1 + 2n2) + ψ(1 + n2)
−ψ(1 + n1 + n2)− ln
x23ξm3
x13
)
+
ε
2
C(b)
j,n1 ,n2
]
+
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
x−j−n2
13
x−j−n1
23
× (−)
jΓ(j + n2)Γ(j + n1)Γ(2j + 2n1 + 2n2)
Γ(j)n1 !n2 !Γ(1 + j + n1 + n2)Γ(2j + n1 + n2)
×
[(
2ψ(2j + 2n1 + 2n2)− 2ψ(2j + n1 + n2)− ψ(j)
+ψ(j + n1) + ψ(j + n2)− ψ(1 + j + n1 + n2)
− ln x13x23
ξ
m3
)
+
ε
2
D(b)
j,n1 ,n2
]
+
∞∑
j=1
∞∑
n1=1
∞∑
n2=1
ξj+n1+n2
m
x−j
13
x−n1
23
× Γ(2j + 2n1 + 2n2)Γ(1 + n2)Γ(j)Γ(n1)
(j + n1 + n2)!(n1 + n2)!(j + n2)!Γ(j + n1)
×
[
1 + ε
(
2ψ(2j + 2n1 + 2n2)− 2ψ(j + n1)
−ψ(1 + n2) + ψ(j) + ψ(n1)− ln(x13x23)
)]
−2ε
∞∑
j=1
∞∑
n1=1
∞∑
n2=0
ξj+n2
m
xj+n1
13
x−j
23
×Γ(2j + 2n2)Γ(j)Γ(1 + j + n1 + n2)Γ(1 + n1)
(2j + n1 + n2)!(j + n1)!(j + n2)!n2 !
×
(
ln x13 − ψ(1 + 2j + n1 + n2)− ψ(1 + j + n1)
44
+ψ(1 + j + n1 + n2) + ψ(1 + n2)
)
−2ε
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj+n2
m
x−j
13
xj+n2
23
×Γ(2j + 2n1)Γ(j)Γ(1 + j + n1 + n2)Γ(1 + n2)
(2j + n1 + n2)!(j + n1)!(j + n2)!n1 !
×
(
ln x23 − ψ(1 + 2j + n1 + n2)− ψ(1 + j + n2)
+ψ(1 + j + n1 + n2) + ψ(1 + n1)
)
+2ε
∞∑
j=0
∞∑
n1=1
ξj+n1
m3
xn1
13
x−n1
23
(−)n1Γ(2j + 2n1)Γ(n1)
n1 !j!Γ(1 + j + 2n1)
E(b)
j,n1
(x13)
+2ε
∞∑
j=0
∞∑
n2=1
ξj+n2
m3
x−n2
13
xn2
23
(−)n2Γ(2j + 2n2)Γ(n2)
n2 !j!Γ(1 + j + 2n2)
E(b)
j,n2
(x
23
)
+
∞∑
j=1
∞∑
n1=0
xj+n1
m
x−j
1
x−n1
2
Γ(2j + 2n1)Γ(j)Γ(n1)
j!n
1
!(j + n
1
)!Γ(j + n
1
)
×
[
1 +G(b)
j,n1
(x13x23)
]
+O(ε2)
}
, (127)
where the coefficients of ε above A(b)
j,n1 ,n2
, B(b)
j,n1 ,n2
, C(b)
j,n1 ,n2
, D(b)
j,n1 ,n2
, E(b)
j,n
(x), and G(b)
j,n
(x)
can be found in Eq.(B2). The absolutely and uniformly converging region Ωb
7
is a
proper subset of the cube
Ξb
K
=
{
(ξ
m3
, x
13
, x
23
) :
∣∣∣∣ |ξm3| < 1, |x13 | < 1, |x23 | < 1
}
. (128)
In order to continue the scalar integral Cb
0
from the region Ωb
7
to the cube Ξb
K
, one
employs the system of PDEs in Eq.(93) with the finite element method. We will
consider this in detail in section VI.
• 2: In the convergent region Ωb
8
, the scalar integral Cb
0
is
Cb
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Cb
0,3
+ Cb
0,4
+ Cb
0,8
+ Cb
0,9
+ Cb
0,21
+Cb
0,27
+ Cb
0,33
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(p2
2
)D/2−3
(4pi)D/2
F
b,p2
(ξ
m2 , x12 , x32) (129)
In the limit m2 → 0, the expression of Eq.(129) recovers that presented in Eq.(35)
exactly. The expansion of the scalar integral around ε = 0 is
Cb
0
= Eq.(127)(p
3
→ p
2
, ξ
m3
→ ξ
m2
, x
13
→ x
12
, x
23
→ x
32
) . (130)
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Furthermore, the function xD/2−3
23
F
b,p2
complies with the system of linear PDEs in
Eq (93). Or equivalently, the function F
b,p2
satisfies the holonomic hypergeometric
system of linear PDEs obtained through the interchanging 2↔ 3 in Eq.(93).
Obviously the absolutely and uniformly converging region Ωb
8
is a proper subset of the
cube
Ξb
p2
=
{
(ξ
m2 , x12 , x32) :
∣∣∣∣ |ξm2| < 1, |x12 | < 1, |x32 | < 1
}
. (131)
In order to continue the scalar integral Cb
0
from the region Ωb
8
to the cube Ξb
p2
, one
employs the corresponding system of linear PDEs.
• 3: In the parameter space Ωb
11
, the scalar integral Cb
0
is
Cb
0
(p2
1
, p2
2
, p2
3
, m2) =
{
Cb
0,10
+ Cb
0,11
+ Cb
0,13
+ Cb
0,14
+ Cb
0,21
+Cb
0,27
+ Cb
0,33
}
(p2
1
, p2
2
, p2
3
, m2)
=
i(p2
1
)D/2−3
(4pi)D/2
F
b,p1
(ξ
m1 , x21 , x31) (132)
In the limit m2 → 0, the expression of Eq.(132) recovers that presented in Eq.(34).
The expansion of the scalar integral around ε = 0 is
Cb
0
= Eq.(127)(p
3
→ p
1
, ξ
m3
→ x
m1
, x
13
→ x
31
, x
23
→ x
21
) . (133)
In addition, the function xD/2−3
13
F
b,p1
complies with the system of linear PDEs in
Eq (93). Or equivalently, the function F
b,p1
satisfies the holonomic hypergeometric
system of linear PDEs obtained through the interchanging 1↔ 3 in Eq.(93).
Obviously the absolutely and uniformly converging region Ωb
11
is a proper subset of
the cube
Ξb
p1
=
{
(ξ
m1
, x
21
, x
31
) :
∣∣∣∣ |ξm1| < 1, |x21 | < 1, |x31 | < 1
}
. (134)
In order to continue the scalar integral Cb
0
from the region Ωb
11
to the cube Ξb
p1
, one
employs the corresponding system of linear PDEs.
• 4: In the parameter space Ωb
19
, the scalar integral Cb
0
is written as
Cb
0
(p2
1
, p2
2
, p2
3
, m2) = Cb
0,19
(p2
1
, p2
2
, p2
3
, m2)
=
i(m2)D/2−3
(4pi)D/2
F
b,m
(η1m , η2m , η3m) . (135)
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Except a convenient factor, the expression coincides with Eq (37) of the literature [13]
exactly. We expand the hypergeometric functions Cb
0,19
around ε = 0 as
Cb
0
(p2
1
, p2
2
, p2
3
, m2) = −i(m
2)D/2−3
(4pi)D/2
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ηj
3m
ηn1
1m
ηn2
2m
×Γ(1 + j + n1)Γ(1 + j + n2)Γ(1 + n1 + n2)
j!n1 !n2 !
× Γ(1 + j + n1 + n2)
Γ(3 + 2j + 2n
1
+ 2n
2
)
[
1 + εψ(1 + j + n1 + n2)
+O(ε2)
]
. (136)
Additionally the function ξD/2−3
m3
F
b,m
complies with the system of linear PDEs in
Eq (93). Or equivalently, the function F
b,m
satisfies the following system of linear
PDEs
{(
3− D
2
+
3∑
j=1
θˆη
jm
) 3∏
j 6=i
(1 + θˆy
im
+ θˆy
jm
)
− 1
y
im
θˆy
im
(
1 + 2
3∑
j=1
θˆη
jm
)(
2 + 2
3∑
j=1
θˆη
jm
)}
F
b,m
= 0, (i = 1, 2, 3) . (137)
Obviously the cube
Ξb
m
=
{
(η1m , η2m , η3m) :
∣∣∣∣ |η1m | < 1, |η2m | < 1, |η3m | < 1
}
. (138)
is a proper subset of the absolutely and uniformly converging region Ωb
19
. In order to
continue the scalar integral Cb
0
from the region Ωb
19
to the relevant parameter space,
one employs the system of linear PDEs in Eq. (137).
VI. THE SYSTEM OF LINEAR PDES AS THE STATIONARY CONDITION OF
A FUNCTIONAL
As stated above, the C0 function of one nonzero mass is formulated through the hy-
pergeometric functions in some convergent regions of independent variables. Since there is
not the reduction formula for the hypergeometric functions, the scalar integral cannot be
analytically continued outside the convergent regions. Nevertheless the continuation of the
scalar integrals to the whole parameter space can be done numerically by the systems of
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linear PDEs in Eq.(39). In order to proceed with our analysis, we expand F
a,p3
around
time-space dimensions D = 4 as
F
a,p3
(ξ33 , x13 , x23) = F
(0)
a,p3
(ξ33 , x13 , x23) +
∞∑
i=1
εiF (i)
a,p3
(ξ33 , x13 , x23) , (139)
where the function F (n)
a,p3
(ξ33, x13 , x23) satisfies the system of PDEs
[
ξ33(1 + ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)2ϑˆξ33 −
2∏
i=1
(ϑˆξ33 + ϑˆxi3 )ϑˆξ33
]
F (n)
a,p3
+ f (n)
a,0
= 0 ,
[
x
j3
(1 + ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)2 − ϑˆx
j3
(ϑˆξ33 + ϑˆxj3 )
]
F (n)
a,p3
+ f (n)
a,j
= 0 , (j = 1, 2) , (140)
with
f (n)
a,0
(ξ
33
, x
13
, x
23
) =
[
ξ
33
(
2 + 5ϑˆξ33 + 4
2∑
i=1
ϑˆx
i3
+ (3ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)(ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)
)
−2ϑˆ2ξ33 − ϑˆξm3
2∑
i=1
ϑˆx
i3
]
F (n−1)
a,p3
(ξ33 , x13 , x23)
+
[
2ξ33(1 + ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)− ϑˆξ33
]
F (n−2)
a,p3
(ξ33, x13 , x23) ,
f (n)
a,j
(ξ33, x13 , x23) =
[
x
j3
(1 + ϑˆξ33 +
2∑
i=1
ϑˆx
i3
)− ϑˆx
j2
]
F (n−1)
a,p3
(ξ33 , x13 , x23), (j = 1, 2) .(141)
Through the transformation of variables
t
m
= ln ξ
33
,
t1 = lnx13 ,
t2 = lnx23 , (142)
the system of PDEs in Eq.(140) is recognized as stationary conditions of the modified func-
tional
Π∗(F (n)
a,p3
) = Π(
∂F (n)
a,p3
∂t
m
)
+
2∑
i=1
∫
Ω
χ
i
{
eti
(
1 +
∂
∂t
m
+
∂
∂t1
+
∂
∂t2
)2
F (n)
a,p3
− ∂
∂t
i
( ∂
∂t
m
+
∂
∂t
i
)
F (n)
a,p3
+ f (n)
a,i
}
dt
m
dt1dt2 . (143)
Here χ1(tm , t1 , t2), χ2(tm , t1 , t2) are Lagrange multipliers, Ω represents the parameter space
where the continuation of the solution is made numerically, and Π(
∂F
(n)
a,k
∂tm
) is the functional
of the first PDE in Eq.(141):
Π(
∂F (n)
a,p3
∂t
m
) =
∫
Ω
{
(etm − 1)
(∂2F (n)
a,p3
∂t2
m
)2
+ etm
(∂2F (n)
a,p3
∂t
m
∂t1
)2
+ etm
(∂2F (n)
a,p3
∂t
m
∂t2
)2
+
(
etm − 1
2
)∂2F (n)
a,p3
∂t2
m
∂2F (n)
a,p3
∂t
m
∂t1
+
(
etm − 1
2
)∂2F (n)
a,p3
∂t2
m
∂2F (n)
a,p3
∂t
m
∂t2
+
(
etm − 1
2
)∂2F (n)
a,p3
∂t
m
∂t
1
∂2F (n)
a,p3
∂t
m
∂t
2
+ etm
∂F (n)
a,p3
∂t
m
∂2F (n)
a,p3
∂t2
m
−f (n)
a,0
∂F (n)
a,p3
∂t
m
}
dt
m
dt1dt2 . (144)
Furthermore, the stationary condition of the second term of Eq.(143) is the second PDEs
in Eq.(141), that of the third term of Eq.(143) is the third PDEs in Eq.(141), which are
recognized as two restrictions of the system. Once the solutions F (i)
a,k
, (i ≤ n − 1, n ≥ 1)
are obtained numerically in the parameter space Ω, the solution F (n)
a,k
can be numerically
continued from the convergent region Ωa
7
to the concerned region Ω with the finite element
method [32].
The systems of linear PDEs of Eq. (39), Eq. (80), and Eq. (89) are compatible with each
other since they all originate from the Mellin-Barnes representation of Eq. (37). Correspond-
ingly a similar functional is constructed with the system of PDEs in Eq. (80). Expansion of
F
a,p1
around space-time dimensions D = 4 is
F
a,p1
(ξ31 , x21 , x31) = F
(0)
a,p1
(ξ31 , x21 , x31) +
∞∑
i=1
εiF (i)
a,p1
(ξ31 , x21 , x31) , (145)
the solution F (n)
a,p1
can be numerically continued from the convergent region Ωa
11
⋃
Ωa
29
to the
concerned region Ω with the finite element method. The compatibility between the systems
of linear PDEs of Eq. (39) and Eq. (80) implies
F (n)
a,p1
(ξ31 , x21 , x31) ≡
n∑
n′=0
(ln x13)
n′
n′!
F (n−n
′)
a,p3
(ξ33 , x13 , x23) , (146)
which can be used to check whether the numerical program runs correctly.
Similarly the C0 function of three equal masses is formulated through the hypergeometric
functions in some convergent regions, and the continuation of the scalar integrals to the whole
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parameter space can be made numerically with the systems of linear PDEs in Eq.(93). In
order to proceed with our analysis, we expand F
b,p3
around space-time dimensions D = 4 as
F
b,p3
(ξ
m3, x13 , x23) = F
(0)
b,p3
(ξ
m3 , x13 , x23) +
∞∑
i=1
εiF (i)
b,p3
(ξ
m3 , x13 , x23) , (147)
where the function F (n)
b,p3
(ξ
m3 , x13 , x23) satisfies the system of PDEs
[
2ξ
m3(1 + ϑˆξm3 +
2∑
i=1
ϑˆx
i3
)(1 + 2ϑˆξ
m3
)ϑˆξ
m3
−
2∏
i=1
(ϑˆξ
m3
+ ϑˆx
i3
)ϑˆξ
m3
]
F (n)
b,p3
+ f (n)
b,0
= 0 ,
[
x
j3
(1 + ϑˆξ
m3
+
2∑
i=1
ϑˆx
i3
)(1 +
2∑
i=1
ϑˆx
i3
)
−ϑˆx
j3
(ϑˆξ
m3
+ ϑˆx
j3
)
]
F (n)
b,p3
+ f (n)
b,j
= 0 , (j = 1, 2) , (148)
with
f (n)
b,0
(ξ
m3 , x13 , x23) =
[
2ξ
m3(1 + 6ϑˆξm3 + 4ϑˆξm3
2∑
i=1
ϑˆx
i3
+ 6ϑˆ2ξ
m3
)
−2ϑˆ2ξ
m3
− ϑˆξ
m3
2∑
i=1
ϑˆx
i3
]
F (n−1)
b,p3
(ξ
m3 , x13 , x23)
+
[
2ξ
m3
(3 + 6ϑˆξ
m3
+ 2
2∑
i=1
ϑˆx
i3
)− ϑˆξ
m3
]
F (n−2)
b,p3
(ξ
m3
, x
13
, x
23
)
+ξ
m3F
(n−3)
b,p3
(ξ
m3 , x13 , x23) ,
f (n)
b,j
(ξ
m3 , x13 , x23) =
[
x
j3
(1 +
2∑
i=1
ϑˆx
i3
)− ϑˆx
j3
]
F (n−1)
b,p3
(ξ
m3 , x13 , x23) , (j = 1, 2) .(149)
Through the transformation of variables in Eq. (142), the system of PDEs in Eq.(148) is
recognized as stationary conditions of the modified functional
Π∗(F (n)
b,p3
) = Π(
∂F (n)
b,p3
∂t
m
)
+
2∑
i=1
∫
Ω
χ
i
{
eti
(
1 +
∂
∂t
m
+
∂
∂t
1
+
∂
∂t
2
)(
1 +
∂
∂t
1
+
∂
∂t
2
)
F (n)
b,p3
− ∂
∂t
i
( ∂
∂t
m
+
∂
∂t
i
)
F (n)
b,p3
+ f (n)
b,i
}
dt
m
dt1dt2 . (150)
Here χ1(tm , t1 , t2), χ2(tm , t1 , t2) are Lagrange multipliers, Ω represents the parameter space
where the continuation of the solution is made numerically, and Π(
∂F
(n)
b,k
∂tm
) is the functional
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of the first PDE in Eq.(149):
Π(
∂F (n)
b,p3
∂t
m
) =
∫
Ω
{
(4etm − 1)
(∂2F (n)
b,p3
∂t2
m
)2
+
(
2etm − 1
2
)∂2F (n)
b,p3
∂t2
m
∂2F (n)
b,p3
∂t
m
∂t1
+
(
2etm − 1
2
)∂2F (n)
b,p3
∂t2
m
∂2F (n)
b,p3
∂t
m
∂t
2
− 1
2
∂2F (n)
b,p3
∂t
m
∂t
1
∂2F (n)
b,p3
∂t
m
∂t
2
−etm
(∂F (n)
b,p3
∂t
m
)2 − f (n)
0
∂F (n)
b,p3
∂t
m
}
dt
m
dt1dt2 . (151)
Furthermore, the stationary condition of the second term of Eq.(150) is the second PDEs
in Eq.(149), that of the third term of Eq.(143) is the third PDEs in Eq.(149), which are
recognised as two restrictions of the system. Once the solutions F (i)
k
(i ≤ n − 1, n ≥ 1)
are obtained numerically in the parameter region Ω, the solution F (n)
k
can be numerically
continued from the convergent region Ωb
7
to the concerned region Ω with the finite element
method [32].
The systems of linear PDEs of Eq. (93) and Eq. (137) are compatible with each other
since every one of them originates from the Mellin-Barnes representation of Eq. (91). Corre-
spondingly a similar functional is constructed with the holonomic hypergeometric system of
PDEs obtained through 1↔ 3 in Eq. (93). Expansion of F
b,p1
around space-time dimensions
D = 4 is
F
b,p1
(ξ
m1, x21 , x31) = F
(0)
b,p1
(ξ
m1 , x21 , x31) +
∞∑
i=1
εiF (i)
b,p1
(ξ
m1 , x21 , x31) , (152)
the solution F (n)
b,p1
can be numerically continued from the convergent region Ωb
11
to the con-
cerned region Ω with the finite element method. The compatibility between the holonomic
hypergeometric systems of linear PDEs implies
F (n)
b,p1
(ξ
m1 , x21 , x31) ≡
n∑
n′=0
(lnx13)
n′
n′!
F (n−n
′)
b,p3
(ξ
m3 , x13 , x23) , (153)
which can be used to check whether the numerical program runs correctly.
VII. SUMMARY
Using the α− or Feynman-parameterization, we express any scalar integral by its
Mellin-Barnes representation, and present the system of linear PDEs satisfied by the scalar
51
integral. Through the residue theorem and homology, those scalar integrals are written
as the multiple hypergeometric functions of the independent variables. Horn’s theory of
convergence predicts the absolutely and uniformly convergent region of each hypergeometric
functions. Several convergent regions of the hypergeometric functions compose a set, where
each definition domain does not intersect with the others in the set. Additionally each
convergent region of the set either does not intersect with, or is a proper subset of other
convergent region which does not belong to the set. In each definition domain of the set,
the scalar integral can be written as the sum of those hypergeometric functions whose
convergent regions contain the concerned element entirely. With the idea above, some well-
known results of Ref. [10, 13] are recovered. Taking the system of PDEs as stationary
conditions of a functional under some given restrictions, one continues the scalar integrals
to the whole parameter space numerically with the finite element methods.
The approach proposed here can be applied to evaluate any Feynman integral of one-
loop multiple point diagrams directly. In some connected regions of absolute and uniform
convergence, for example, the D0 function is formulated as the linear combination of the
nonuple hypergeometric functions. The corresponding system of PDEs is composed by nine
linear independent PDEs.
In order to apply the method to the scalar integrals of multi-loop diagrams, one intro-
duces some auxiliary parameters [21–23]. For example, the analysis on the scalar integral of
two-loop planar vertex introduces two auxiliary kinematic invariants which are linear com-
binations of p2
1
, p2
2
, and p2
3
, the analysis on the scalar integral of two-loop non-planar vertex
introduces five auxiliary kinematic invariants which are linear combinations of p2
1
, p2
2
, and
p2
3
, respectively. We will present our analyses elsewhere.
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Appendix A: Some derived hypergeometric functions
Ca
0,7
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
×ξj
33
xD/2−2−j+n1
13
xD/2−2−j+n2
23
Γ(4−D + j)
j!n1 !n2 !
×Γ(
D
2
− 1− j + n1 + n2)Γ(D − 3− j + n1 + n2)
Γ(D
2
− 1− j + n1)Γ(D2 − 1− j + n2)
=
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
∞∑
n2=0
xD/2−2+n1
13
xD/2−2+n2
23
×Γ(
D
2
− 1 + n1 + n2)Γ(D − 3 + n1 + n2)
n1 !n2 !Γ(
D
2
− 1 + n1)Γ(D2 − 1 + n2)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=1
∞∑
n2=0
ξj+n2
33
xD/2−2+n1
13
xD/2−2−j
23
×(−)
jΓ(4−D + j + n2)Γ(2− D2 + j)
(j + n2)!(j + n1 + n2)!n2 !
×Γ(
D
2
− 1 + n1 + n2)Γ(D − 3 + n1 + n2)
Γ(D
2
− 1 + n1)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=1
∞∑
n2=1
ξj
33
xD/2−2+n1
13
xD/2−2+n2
23
Γ(4−D + j)
× Γ(
D
2
− 1 + j + n
1
+ n
2
)Γ(D − 3 + j + n
1
+ n
2
)
j!(j + n1)!(j + n2)!Γ(
D
2
− 1 + n1)Γ(D2 − 1 + n2)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj+n1
33
xD/2−2−j
13
xD/2−2+n2
23
×(−)
jΓ(4−D + j + n
1
)Γ(2− D
2
+ j)
(j + n1)!n1 !(j + n1 + n2)!
×Γ(
D
2
− 1 + n
1
+ n
2
)Γ(D − 3 + n
1
+ n
2
)
Γ(D
2
− 1 + n2)
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+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
33
xD/2−2−j−n2
13
xD/2−2−j−n1
23
×(−)
n1+n2Γ(4−D + j + n1 + n2)Γ(2− D2 + j + n1)
(j + n1 + n2)!n1 !n2 !Γ(2− D2 + j)
×Γ(2−
D
2
+ j + n
2
)
Γ(4−D + j)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
1
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=1
∞∑
n2=1
ξj+n1+n2
33
xD/2−2−j
13
xD/2−2−n1
23
×(−)
j+n1Γ(D
2
− 1 + n2)Γ(D − 3 + n2)
(j + n1 + n2)!(n1 + n2)!(j + n2)!
×Γ(4−D + j + n1 + n2)Γ(2−
D
2
+ j)Γ(2− D
2
+ n1)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=1
ξj
33
xD/2−2+n1
13
xD/2−2
23
Γ(4−D + j)
(j!)2(j + n1)!
×Γ(
D
2
− 1 + j + n1)Γ(D − 3 + j + n1)
Γ(D
2
− 1 + n1)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)
Γ(D − 3)Γ(4−D)
×
∞∑
n1=1
∞∑
j=1
ξj+n1
33
xD/2−2−j
13
xD/2−2
23
(−)jΓ(4−D + j + n1)
((j + n1)!)
2n1 !
×Γ(D
2
− 1 + n1)Γ(D − 3 + n1)Γ(2−
D
2
+ j)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n2=1
ξj
33
xD/2−2
13
xD/2−2+n2
23
Γ(4−D + j)
(j!)2(j + n
2
)!
×Γ(
D
2
− 1 + j + n2)Γ(D − 3 + j + n2)
Γ(D
2
− 1 + n2)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)
Γ(D − 3)Γ(4−D)
∞∑
n2=1
∞∑
j=1
×ξj+n2
33
xD/2−2
13
xD/2−2−j
23
(−)jΓ(4−D + j + n2)
((j + n
2
)!)2n
2
!
54
×Γ(D
2
− 1 + n
2
)Γ(D − 3 + n
2
)Γ(2− D
2
+ j)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(D
2
− 1)
Γ(4−D)
∞∑
j=1
∞∑
n1=0
×ξj+n1
33
xD/2−2−j
13
xD/2−2−n1
23
(−)j+n1Γ(4−D + j + n1)
(j + n1)!n1 !j!
×Γ(2− D
2
+ j)Γ(2− D
2
+ n1)
+
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(4−D)
∞∑
j=1
ξj
33
xD/2−2
13
×xD/2−2−j
23
(−)jΓ(4−D + j)Γ(2− D
2
+ j)
(j!)2
. (A1)
Ca
0,8
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
× (−)
j
j!n
1
!n
2
!
ξj
33
xD/2−2−j+n1
13
x1−D/2−n1−n2
23
×Γ(D − 3− j + n1 + n2)Γ(
D
2
− 1 + n
1
+ n
2
)Γ(4−D + j)
Γ(D
2
− 1− j + n1)Γ(D2 − 1 + n2)
=
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n1=0
∞∑
n2=0
xD/2−2+n1
12
xD/2−2+n2
32
×Γ(D − 3 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n
1
!n
2
!Γ(D
2
− 1 + n
1
)Γ(D
2
− 1 + n
2
)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=1
∞∑
n2=0
ξj
32
xD/2−2+n1
12
xD/2−2+n2
32
×(−)
jΓ(D
2
− 1 + j + n1 + n2)Γ(4−D + j)
j!(j + n
1
)!n
2
!Γ(D
2
− 1 + n
2
)
×Γ(D − 3 + n1 + n2)
Γ(D
2
− 1 + n
1
)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj+n1
32
xD/2−2−j
12
xD/2−1+j+n2
32
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×(−)
n1Γ(D
2
− 1 + j + n1 + n2)Γ(4−D + j + n1)
(j + n1)!n1 !(j + n2)!Γ(
D
2
− 1 + j + n2)
×Γ(D − 3 + n2)Γ(2−
D
2
+ j)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
32
xD/2−2−j−n2
12
xD/2−2+n2
32
×(−)
j+n1Γ(D
2
− 1 + n1 + n2)Γ(4−D + j + n1 + n2)
(j + n1 + n2)!n1 !n2 !Γ(
D
2
− 1 + n2)
×Γ(2−
D
2
+ j + n2)
Γ(4−D + j)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(4−D)
×
∞∑
j=1
∞∑
n1=0
ξj+n1
32
xD/2−2−j
12
xD/2−2+j
32
×(−)
n1Γ(D
2
− 1 + j + n
1
)Γ(4−D + j + n
1
)
(j + n1)!n1 !j!Γ(
D
2
− 1 + j)
×Γ(2− D
2
+ j)
+
i(−)D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
j=1
∞∑
n2=0
ξj
32
xD/2−2
12
xD/2−2+n2
32
×(−)
jΓ(D
2
− 1 + j + n
2
)Γ(4−D + j)Γ(D − 3 + n
2
)
(j!)2n2 !Γ(
D
2
− 1 + n2)
. (A2)
Ca
0,9
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n2=0
∞∑
j=0
∞∑
n1=0
(−)j
j!n
1
!n
2
!
ξj
33
xD/2−2−j+n1
13
x−1−n1−n2
23
×Γ(1 + n1 + n2)Γ(4−D + j)Γ(
D
2
− 1− j + n1 + n2)
Γ(3− D
2
+ n2)Γ(
D
2
− 1− j + n1)
= −i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(3− D
2
)
∞∑
n1=0
xD/2−2+n1
12
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)Γ(3− D
2
)
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×
∞∑
j=1
∞∑
n1=0
ξj
32
xD/2−2−j+n1
12
(−)jΓ(4−D + j)
j!
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n2=1
∞∑
n1=0
∞∑
j=1
ξj+n1+n2
32
xD/2−2−j−n2
12
xn2
32
×(−)
j+n1Γ(1 + n1 + n2)Γ(4−D + j + n1 + n2)
(j + n1 + n2)!n1 !n2 !Γ(3− D2 + n2)
×Γ(2−
D
2
+ j + n2)
Γ(2− D
2
+ j)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n2=1
∞∑
n1=0
∞∑
j=1
ξj+n1
32
xD/2−2−j
12
xj+n2
32
×(−)
n1Γ(1 + j + n1 + n2)Γ(4−D + j + n1)
(j + n1)!n1 !(j + n2)!Γ(3− D2 + j + n2)
×Γ(D
2
− 1 + n2)Γ(2−
D
2
+ j)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n2=1
∞∑
j=1
∞∑
n1=1
ξj
32
xD/2−2+n1
12
xn2
32
×(−)
jΓ(1 + j + n1 + n2)Γ(4−D + j)Γ(D2 − 1 + n1 + n2)
j!(j + n1)!n2 !Γ(3− D2 + n2)Γ(D2 − 1 + n1)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)
×
∞∑
n2=1
∞∑
n1=1
xD/2−2+n1
12
xn2
32
×Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n
1
!n
2
!Γ(3− D
2
+ n
2
)Γ(D
2
− 1 + n
1
)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n2=1
∞∑
n1=1
ξn1
32
xD/2−2
12
xn2
32
×(−)
n1Γ(1 + n1 + n2)Γ(4−D + n1)Γ(D2 − 1 + n2)
(n
1
!)2n
2
!Γ(3− D
2
+ n
2
)
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−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)
×
∞∑
n2=1
xD/2−2
12
xn2
32
Γ(D
2
− 1 + n
2
)
Γ(3− D
2
+ n2)
−i(−)
D/2(p2
2
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D)
×
∞∑
n2=1
∞∑
n1=0
ξn1+n2
32
xD/2−2−n2
12
xn2
32
×(−)
n1Γ(4−D + n1 + n2)Γ(2− D2 + n2)
n1 !n2 !Γ(3− D2 + n2)
. (A3)
Cb
0,2
(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
23
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
m3
xn1
13
x−j+n2
23
Γ(4−D + 2j)
× Γ(1 + n1 + n2)Γ(
D
2
− 1− j + n
1
+ n
2
)
j!n1 !n2 !Γ(3− D2 + j + n1)Γ(D2 − 1− j + n2)
=
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) x
D/2−2
23
×
∞∑
n1=0
∞∑
n2=0
xn1
13
xn2
23
Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n1 !n2 !Γ(3− D2 + n1)Γ(D2 − 1 + n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
23
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj
m3
xn1
13
xn2
23
×Γ(1 + j + n1 + n2)Γ(4−D + 2j)Γ(
D
2
− 1 + n1 + n2)
j!n1 !(j + n2)!Γ(3− D2 + j + n1)Γ(D2 − 1 + n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)x
D/2−2
23
×
∞∑
j=1
∞∑
n2=0
∞∑
n1=1
ξj+n2
m3
xj+n1
13
x−j
23
Γ(2− D
2
+ j)Γ(
D
2
− 1 + n1)
× (−)
jΓ(1 + j + n1 + n2)Γ(4−D + 2j + 2n2)
(j + n2)!(j + n1)!n2 !Γ(3− D2 + 2j + n1 + n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
23
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
xn1
13
x−j−n1
23
Γ(2− D
2
+ j + n1)
Γ(2− D
2
+ j)
58
×(−)
n1Γ(1 + n1 + n2)Γ(4−D + 2j + 2n1 + 2n2)
(j + n
1
+ n
2
)!n
1
!n
2
!Γ(3− D
2
+ j + 2n
1
+ n
2
)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
23
×
∞∑
j=0
∞∑
n1=1
ξj+n1
m3
xn1
13
x−n1
23
×(−)
n1Γ(4−D + 2j + 2n1)Γ(2− D2 + n1)
n
1
!j!Γ(3− D
2
+ j + 2n
1
)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
23
×
∞∑
j=1
∞∑
n1=1
ξj
m3
xn1
13
Γ(1 + j + n1)Γ(4−D + 2j)
(j!)2n1 !Γ(3− D2 + j + n1)
×Γ(D
2
− 1 + n1)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
23
×
∞∑
j=1
ξj
m3
Γ(4−D + 2j)
j!Γ(3− D
2
+ j)
. (A4)
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(p2
1
, p2
2
, p2
3
, m2) =
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
13
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
m3
x−j+n1
13
xn2
23
×Γ(1 + n1 + n2)Γ(4−D + 2j)Γ(
D
2
− 1− j + n1 + n2)
j!n1 !n2 !Γ(3− D2 + j + n2)Γ(D2 − 1− j + n1)
=
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) x
D/2−2
13
×
∞∑
n1=0
∞∑
n2=0
xn1
13
xn2
23
Γ(1 + n1 + n2)Γ(
D
2
− 1 + n1 + n2)
n1 !n2 !Γ(
D
2
− 1 + n1)Γ(3− D2 + n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
13
×
∞∑
j=1
∞∑
n2=0
∞∑
n1=1
ξj
m3
xn1
13
xn2
23
×Γ(1 + j + n1 + n2)Γ(4−D + 2j)Γ(
D
2
− 1 + n1 + n2)
j!n2 !(j + n1)!Γ(3− D2 + j + n2)Γ(D2 − 1 + n1)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)x
D/2−2
13
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×
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj+n1
m3
x−j
13
xj+n2
23
Γ(2− D
2
+ j)Γ(
D
2
− 1 + n2)
× (−)
jΓ(1 + j + n1 + n2)Γ(4−D + 2j + 2n1)
(j + n
1
)!(j + n
2
)!n
1
!Γ(3− D
2
+ 2j + n
1
+ n
2
)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
13
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
x−j−n2
13
xn2
23
Γ(2− D
2
+ j + n
2
)
Γ(2− D
2
+ j)
×(−)
n2Γ(1 + n1 + n2)Γ(4−D + 2j + 2n1 + 2n2)
(j + n1 + n2)!n1 !n2 !Γ(3− D2 + j + n1 + 2n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
13
×
∞∑
j=0
∞∑
n2=1
ξj+n2
m3
x−n2
13
xn2
23
×(−)
n2Γ(4−D + 2j + 2n
2
)Γ(2− D
2
+ n
2
)
n2 !j!Γ(3− D2 + j + 2n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
13
×
∞∑
j=1
∞∑
n2=1
ξj
m3
xn2
23
×Γ(1 + j + n2)Γ(4−D + 2j)Γ(
D
2
− 1 + n
2
)
(j!)2n2!Γ(3− D2 + j + n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) x
D/2−2
13
×
∞∑
j=1
ξj
m3
Γ(4−D + 2j)
j!Γ(3− D
2
+ j)
. (A5)
Cb
0,7
(p2
1
, p2
2
, p2
3
, m2) = −i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=0
∞∑
n1=0
∞∑
n2=0
ξj
m3
x−j+n1
13
x−j+n2
23
Γ(4−D + 2j)
j!n1 !n2 !
×Γ(
D
2
− 1− j + n
1
+ n
2
)Γ(D − 3− 2j + n
1
+ n
2
)
Γ(D
2
− 1− j + n1)Γ(D2 − 1− j + n2)
= −i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3) (x13x23)
D/2−2
×
∞∑
n1=0
∞∑
n2=0
xn1
13
xn2
23
Γ(D
2
− 1 + n1 + n2)Γ(D − 3 + n1 + n2)
n1 !n2 !Γ(
D
2
− 1 + n1)Γ(D2 − 1 + n2)
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−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)(x13x23)
D/2−2
×
∞∑
j=1
∞∑
n2=0
∞∑
n1=1
ξj+n2
m3
xj+n1
13
x−j
23
(−)jΓ(4−D + 2j + 2n2)
(j + n2)!(2j + n1 + n2)!n2 !
×Γ(
D
2
− 1 + j + n1 + n2)Γ(D − 3 + n1)Γ(2− D2 + j)
Γ(D
2
− 1 + j + n1)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ2(D
2
− 1)
Γ(D − 3)Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=1
∞∑
n1=1
∞∑
n2=1
ξj
m3
xn1
13
xn2
23
Γ(4−D + 2j)
× Γ(
D
2
− 1 + j + n1 + n2)Γ(D − 3 + n1 + n2)
j!(j + n1)!(j + n2)!Γ(
D
2
− 1 + n1)Γ(D2 − 1 + n2)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D)(x13x23)
D/2−2
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj+n1
m3
x−j
13
xj+n2
23
(−)jΓ(4−D + 2j + 2n1)
(j + n1)!n1 !(2j + n1 + n2)!
×Γ(
D
2
− 1 + j + n1 + n2)Γ(D − 3 + n2)Γ(2− D2 + j)
Γ(D
2
− 1 + j + n
2
)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)(x
13
x
23
)D/2−2
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=1
ξj+n1+n2
m3
x−j−n2
13
xn2
23
Γ(D
2
− 1 + n
1
+ n
2
)
Γ(4−D + j)
×(−)
n2Γ(4−D + 2j + 2n1 + 2n2)Γ(2− D2 + j + n2)
(j + n1 + n2)!n1 !(j + n1 + 2n2)!Γ(
D
2
− 1 + n2)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)(x13x23)D/2−2
×
∞∑
j=1
∞∑
n1=0
∞∑
n2=0
ξj+n1+n2
m3
x−j−n2
13
x−j−n1
23
Γ(2− D
2
+ j + n1)
Γ(2− D
2
+ j)
×(−)
jΓ(4−D + 2j + 2n
1
+ 2n
2
)Γ(2− D
2
+ j + n
2
)
(j + n1 + n2)!n1 !n2 !Γ(4−D + 2j + n1 + n2)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
(x13x23)
D/2−2
×
∞∑
j=1
∞∑
n1=1
∞∑
n2=1
ξj+n1+n2
m3
x−j
13
x−n1
23
Γ(2− D
2
+ j)
Γ(4−D + j + n
1
)
×Γ(4−D + 2j + 2n1 + 2n2)Γ(
D
2
− 1 + n2)Γ(2− D2 + n1)
(j + n1 + n2)!(n1 + n2)!(j + n2)!
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−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)(x13x23)D/2−2
×
∞∑
j=1
∞∑
n2=0
∞∑
n1=1
ξj+n1+n2
m3
xn1
13
x−j−n1
23
Γ(2− D
2
+ j + n
1
)
Γ(4−D + j)
×(−)
n1Γ(4−D + 2j + 2n1 + 2n2)Γ(D2 − 1 + n1 + n2)
(j + n1 + n2)!(j + 2n1 + n2)!n2 !Γ(
D
2
− 1 + n1)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(
D
2
− 1)(x13x23)D/2−2
×
∞∑
j=1
∞∑
n1=0
ξj+n1
m3
x−j
13
x−n1
23
Γ(2− D
2
+ j)Γ(2− D
2
+ n1)
j!n1 !(j + n1)!
×Γ(4−D + 2j + 2n1)
Γ(4−D + j + n1)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=1
∞∑
n1=0
ξj+n1
m3
x−j
13
xj
23
Γ(4−D + 2j + 2n1)
× (−)
jΓ(D
2
− 1 + j + n
1
)Γ(2− D
2
+ j)
(j + n1)!n1 !Γ(1 + 2j + n1)Γ(
D
2
− 1 + j)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(D
2
− 1)
Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=0
∞∑
n1=1
ξj+n1
m3
xn1
13
x−n1
23
Γ(4−D + 2j + 2n1)
× (−)
n1Γ(D
2
− 1 + j + n
1
)Γ(2− D
2
+ n
1
)
(j + n1)!(j + 2n1)!Γ(1 + j)Γ(
D
2
− 1 + n1)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)(x13x23)
D/2−2
×
∞∑
j=1
∞∑
n1=1
ξj+n1
m3
x−j
13
Γ(4−D + 2j + 2n1)
×Γ(
D
2
− 1 + n
1
)Γ(2− D
2
+ j)
((j + n1)!)
2n1 !Γ(4−D + j)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=1
∞∑
n1=0
ξj
m3
xn1
13
Γ(4−D + 2j)
×Γ(
D
2
− 1 + j + n1)Γ(D − 3 + n1)
(j!)2(j + n1)!Γ(
D
2
− 1 + n1)
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−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)(x13x23)
D/2−2
×
∞∑
j=1
∞∑
n2=1
ξj+n2
m3
x−j
23
Γ(4−D + 2j + 2n2)
×Γ(
D
2
− 1 + n2)Γ(2− D2 + j)
((j + n
2
)!)2n
2
!Γ(4−D + j)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)Γ(D
2
− 1)
Γ(D − 3)Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=1
∞∑
n2=0
ξj
m3
xn2
23
Γ(4−D + 2j)
×Γ(
D
2
− 1 + j + n2)Γ(D − 3 + n2)
(j!)2(j + n2)!Γ(
D
2
− 1 + n2)
+
i(−)D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ2(2− D
2
)
Γ(4−D) (x13x23)
D/2−2
×
∞∑
j=1
ξj
m3
Γ(4−D + 2j)Γ(D
2
− 1 + j)
(j!)3
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)(x13x23)D/2−2
×
∞∑
j=1
ξj
m3
x−j
23
Γ(4−D + 2j)Γ(2− D
2
+ j)
(j!)2Γ(4−D + j)
−i(−)
D/2−3(p2
3
)D/2−3
(4pi)D/2
Γ(2− D
2
)Γ(
D
2
− 1)(x13x23)D/2−2
×
∞∑
j=1
ξj
m3
x−j
13
Γ(4−D + 2j)Γ(2− D
2
+ j)
(j!)2Γ(4−D + j) . (A6)
Appendix B: Some coefficients in ε expansions
A(a)
n1 ,n2
(x, y) = 4γ
E
ln x ln y + ln2 x ln y + ln x ln2 y + 8ψ3(1 + n1 + n2)
+8ψ2(1 + n1 + n2)
[
2γ
E
+ ln x+ ln y − ψ(1 + n2)
]
−8γ
E
ln xψ(1 + n
2
)− 2 ln2 xψ(1 + n
2
)− 2 lnx ln yψ(1 + n
2
)
+8γ
E
ψ′(1 + n1 + n2) + 4 lnxψ
′(1 + n1 + n2) + 4 ln yψ
′(1 + n1 + n2)
−4ψ(1 + n2)ψ′(1 + n1 + n2)− 2ψ(1 + n1)
[
4γ
E
ln y + ln x ln y
+ ln2 y + 4ψ(1 + n1 + n2)
2 + 2ψ(1 + n1 + n2)
(
4γ
E
+ ln x+ 2 ln y
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−2ψ(1 + n2)
)
− 2
(
4γ
E
+ ln x+ ln y
)
ψ(1 + n2) + 2ψ
′(1 + n1 + n2)
]
+2ψ(1 + n1 + n2)
[
4γ
E
ln x+ ln2 x+ 4γ
E
ln y + 3 ln x ln y + ln2 y
−2
(
4γ
E
+ 2 ln x+ ln y
)
ψ(1 + n2) + 6ψ
′(1 + n1 + n2)
]
+2ψ′′(1 + n
1
+ n
2
) ,
A′(a)
j,n1 ,n2
(x, y) = ln x ln y + 4ψ2(1 + j + n1 + n2)− ln xψ(1 + j + n2)− ln yψ(1 + n1)
+ψ(1 + j + n2)ψ(1 + n1) + 2ψ(1 + j + n1 + n2)
[
ln(xy)− ψ(1 + j + n2)
−ψ(1 + n1)− ψ(1 + n2)
]
− ln xψ(1 + n2) + ψ(1 + n1)ψ(1 + n2)
+ψ(1 + j + n
1
)
[
− ln y − 2ψ(1 + j + n
1
+ n
2
) + ψ(1 + j + n
2
)
+ψ(1 + n2)
]
+ 2ψ′(1 + j + n1 + n2) ,
B(a)
j,n1 ,n2
= − ln x13 + ψ(1 + j + n1 + n2) + ψ(1 + n1)− 2ψ(1 + n1 + n2) ,
C(a)
j,n1 ,n2
= − ln x23 + ψ(1 + j + n1 + n2) + ψ(1 + n2)− 2ψ(1 + n1 + n2) ,
D(a)
j,n1 ,n2
= ln2(x
13
x
23
)− ln2 ξ
33
+ 8ψ2(j) + ψ2(j + n
1
)
−ψ(j + n1 + n2)
[
4 ln(x13x23)− 2 ln ξ33 − 3ψ(j + n1 + n2)
]
+ψ(1 + j + n1 + n2)
[
2 ln ξ33 − 2ψ(j + n1 + n2)− ψ(1 + j + n1 + n2)
]
+2ψ(j)
[
3 ln(x13x23)− ln ξ33 − 3ψ(j + n1)− 5ψ(j + n1 + n2)
+ψ(1 + j + n
1
+ n
2
)− 3ψ(j + n
2
)
]
− 4ψ′(j) + 3ψ′(j + n
1
+ n
2
)
−2ψ(j + n1)
[
ln(x13x23)− 2ψ(j + n1 + n2)− ψ(j + n2)
]
−ψ(j + n2)
[
2 ln(x13x23)− 4ψ(j + n1 + n2)− ψ(j + n2)
]
+ψ′(j + n1) + ψ
′(1 + j + n1 + n2) + ψ
′(j + n2) ,
E(a)
j,n1 ,n2
= lnx
31
ln x
21
+ ψ2(1 + j + n
1
+ n
2
)− 2 lnx
21
ψ(1 + n
1
)
+ ln x31ψ(1 + n1 + n2) + ln x21ψ(1 + n1 + n2)
−2ψ(1 + n1)ψ(1 + n1 + n2) + ψ2(1 + n1 + n2)
−ψ(1 + j + n2)
[
ln x31 − 2ψ(1 + n1) + ψ(1 + n1 + n2)
]
+ψ(1 + j + n
1
+ n
2
)
[
ln(x
31
x
21
)− ψ(1 + j + n
2
)− 2ψ(1 + n
1
)
+2ψ(1 + n1 + n2)− ψ(1 + n2)
]
− ln x31ψ(1 + n2)
+2ψ(1 + n1)ψ(1 + n2)− ψ(1 + n1 + n2)ψ(1 + n2)
+ψ′(1 + j + n1 + n2) + ψ
′(1 + n1 + n2) ,
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G(a)
j,n1 ,n2
= 2pi2 + ln2 x31 + 2 lnx31 ln x21 − ln2 x21 + ln2 ξ31 + 2ψ2(j)− ψ2(j + n1)
−ψ(j + n1 + n2)
[
4 lnx31 − 4 lnx21 + 2 ln ξ31 + 3ψ(j + n1 + n2)
]
−ψ(1 + j + n
1
+ n
2
)
[
2 ln ξ
31
− 2ψ(j + n
1
+ n
2
)− ψ(1 + j + n
1
+ n
2
)
]
−2ψ(1 + n1)
[
ln x31 + 3 lnx21 − ln ξ31 − 5ψ(j + n1 + n2)
+ψ(1 + j + n1 + n2)
]
+ ψ(1 + n1 + n2)
[
2 ln(x31x21)− 4ψ(j + n1 + n2)
−2ψ(1 + n1) + ψ(1 + n1 + n2)
]
− 2ψ(j + n1)
[
ln(x31/x21)
+2ψ(j + n
1
+ n
2
)− 3ψ(1 + n
1
) + ψ(1 + n
1
+ n
2
)
]
+4ψ(j)
[
ln x31 − 2ψ(1 + n1) + ψ(1 + n1 + n2)
]
− 2ψ′(j)− ψ′(j + n1)
−3ψ′(j + n1 + n2)− ψ′(1 + j + n1 + n2) + ψ′(1 + n1 + n2) ,
H(a)
j,n1 ,n2
= ln x2
31
− 2 ln x31 ln ξ31 − ψ(1 + j + n1 + n2)
[
2 lnx31 + 2 ln ξ31 − 6ψ(1 + n1)
+3ψ(1 + j + n
1
+ n
2
)− 4ψ(1 + j + n
2
) + 2ψ(1 + n
1
+ n
2
)
]
+ψ(1 + n1)
[
4 ln ξ31 − 2 lnx31 − 8ψ(1 + j + n2)
]
+ 4 ln x31ψ(1 + j + n2)
+ψ(1 + n1 + n2)
[
2 lnx31 − 2 ln ξ31 + 4ψ(1 + j + n2)− 2ψ(1 + n1)
+ψ(1 + n1 + n2)
]
− 6ψ(j)
[
ln x31 + ψ(1 + j + n1 + n2)− 2ψ(1 + n1)
+ψ(1 + n
1
+ n
2
)
]
+ 2ψ(1 + j)
[
lnx
31
+ ψ(1 + j + n
1
+ n
2
)− 2ψ(1 + n
1
)
+ψ(1 + n1 + n2)
]
− 3ψ′(1 + j + n1 + n2) + ψ′(1 + n1 + n2) ,
P (a)
j,n1 ,n2
= ln x2
31
+ 2 lnx31 ln ξ31 + ψ
2(1 + j + n1) + ψ
2(1 + j + n1 + n2)
−2 ln x31ψ(1 + n1)− 4 ln ξ31ψ(1 + n1)− 2 lnx31ψ(n2) + 4ψ(1 + n1)ψ(n2)
+2ψ(1 + j + n
1
+ n
2
)
[
lnx
31
+ ln ξ
31
− ψ(1 + n
1
)− ψ(n
2
)− ψ(1 + n
2
)
]
+2ψ(1 + j + n1)
[
ln(x31ξ31) + ψ(1 + j + n1 + n2)− ψ(1 + n1)− ψ(n2)
−ψ(1 + n2)
]
− 2 ln x31ψ(1 + n2) + 4ψ(1 + n1)ψ(1 + n2)
+ψ′(1 + j + n1) + ψ
′(1 + j + n1 + n2) ,
Q(a)
j,n1 ,n2
= ln2 η
33
+ ψ2(1 + j + n
1
)− ψ2(1 + j + n
1
+ n
2
)− 4 ln η
33
ψ(2 + j + n
1
+ n
2
)
−2ψ(1 + j + n1 + n2)ψ(2 + j + n1 + n2) + 3ψ2(2 + j + n1 + n2)
+2 ln η33ψ(1 + j + n2)− 4ψ(2 + j + n1 + n2)ψ(1 + j + n2) + ψ2(1 + j + n2)
−2ψ(1 + j)
[
ln η33 + ψ(1 + j + n1)− ψ(1 + j + n1 + n2)
−3ψ(2 + j + n
1
+ n
2
) + ψ(1 + j + n
2
)
]
65
+2ψ(1 + j + n1)
[
ln η33 − 2ψ(2 + j + n1 + n2) + ψ(1 + j + n2)
]
+ψ′(1 + j + n1)− ψ′(1 + j + n1 + n2)− 3ψ′(2 + j + n1 + n2)
+ψ′(1 + j + n2) (B1)
A(b)
j,n1 ,n2
= ln x13 ln x23 + ψ
2(1 + j + n1 + n2)− ln x13ψ(1 + j + n2)
− ln x23ψ(1 + n1) + ψ(1 + j + n2)ψ(1 + n1) + ln x13ψ(1 + n1 + n2)
+ lnx23ψ(1 + n1 + n2)− ψ(1 + j + n2)ψ(1 + n1 + n2)
−ψ(1 + n
1
)ψ(1 + n
1
+ n
2
) + ψ2(1 + n
1
+ n
2
)− ψ(1 + j + n
1
)
[
ln x
23
+ψ(1 + j + n1 + n2)− ψ(1 + j + n2) + ψ(1 + n1 + n2)− ψ(1 + n2)
]
+ψ(1 + j + n1 + n2)
[
ln x13 + ln x23 − ψ(1 + j + n2)− ψ(1 + n1)
+2ψ(1 + n1 + n2)− ψ(1 + n2)
]
− ln x13ψ(1 + n2) + ψ(1 + n1)ψ(1 + n2)
−ψ(1 + n
1
+ n
2
)ψ(1 + n
2
) + ψ′(1 + j + n
1
+ n
2
) + ψ′(1 + n
1
+ n
2
) ,
B(b)
j,n1 ,n2
= 2pi2 + ln2 x13 + 2 lnx13 ln x23 − ln2 x23 + ln2 ξm3 + 2ψ2(j)− ψ2(j + n1)
−4 ln x13ψ(2j + 2n1 + 2n2) + 4 lnx23ψ(2j + 2n1 + 2n2)
−4ψ2(2j + 2n1 + 2n2)− 2 ln ξm3ψ(1 + j + n1 + n2) + ψ2(1 + j + n1 + n2)
−4 ln x
23
ψ(1 + j + 2n
1
+ n
2
) + 8ψ(2j + 2n
1
+ 2n
2
)ψ(1 + j + 2n
1
+ n
2
)
−2ψ2(1 + j + 2n1 + n2)− 2 lnx13ψ(1 + n1)− 2 lnx23ψ(1 + n1)
+4ψ(2j + 2n1 + 2n2)ψ(1 + n1) + ψ
2(1 + n1) + 2 ln x13ψ(1 + n1 + n2)
+2 lnx23ψ(1 + n1 + n2)− 4ψ(2j + 2n1 + 2n2)ψ(1 + n1 + n2)
−2ψ(1 + n
1
)ψ(1 + n
1
+ n
2
) + ψ2(1 + n
1
+ n
2
)− 2ψ(j + n
1
)
[
ln x
13
− ln x23 + 2ψ(2j + 2n1 + 2n2)− 2ψ(1 + j + 2n1 + n2)− ψ(1 + n1)
+ψ(1 + n1 + n2)
]
+ 4ψ(j)
[
ln x13 − ψ(1 + j + 2n1 + n2)− ψ(1 + n1)
+ψ(1 + n1 + n2)
]
− 2ψ′(j)− ψ′(j + n1)− 4ψ′(2j + 2n1 + 2n2)
−ψ′(1 + j + n
1
+ n
2
) + 2ψ′(1 + j + 2n
1
+ n
2
)− ψ′(1 + n
1
)
+ψ′(1 + n1 + n2) ,
C(b)
j,n1 ,n2
= B(b)
j,n2 ,n1
(x13 ↔ x23) ,
D(b)
j,n1 ,n2
= ln2(x13x23)− ln2 xm3 + 4ψ2(2j + n1 + n2) + ψ2(j)
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−2 ln x13ψ(j + n1)− 2 lnx23ψ(j + n1) + ψ2(j + n1)
−4 ln x13ψ(2j + 2n1 + 2n2)− 4 lnx23ψ(2j + 2n1 + 2n2)
+4ψ(j + n
1
)ψ(2j + 2n
1
+ 2n
2
) + 4ψ2(2j + 2n
1
+ 2n
2
)
+2 lnx
m3ψ(1 + j + n1 + n2)− ψ2(1 + j + n1 + n2)
+2ψ(j)
[
ln(x13x23)− ψ(j + n1)− 2ψ(2j + 2n1 + 2n2)− ψ(j + n2)
]
+4ψ(2j + n1 + n2)
[
ln(x13x23) + ψ(j)− ψ(j + n1)
−2ψ(2j + 2n
1
+ 2n
2
)− ψ(j + n
2
)
]
− 2 ln(x
13
x
23
)ψ(j + n
2
)
+2ψ(j + n1)ψ(j + n2) + 4ψ(2j + 2n1 + 2n2)ψ(j + n2) + ψ
2(j + n2)
−4ψ′(2j + n1 + n2)− ψ′(j) + ψ′(j + n1) + 4ψ′(2j + 2n1 + 2n2)
+ψ′(1 + j + n1 + n2) + ψ
′(j + n2) , ,
E(b)
j,n
(x) = γ
E
− ln x− ψ(1 + j + n) + ψ(1 + j + 2n) + ψ(1 + n) ,
G(b)
j,n
(x) = γ
E
− ln x+ ψ(j)− 2ψ(j + n) + 2ψ(2j + 2n) + ψ(n) . (B2)
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