The mail questionnaire is a primary method of data collection among tourism agencies. One of the criteria used to evaluate the legitimacy of findings emerging from these data is the survey response rate that is obtained. There appears to be wide acceptance that the higher the response rate, the lower the likelihood of response error. To increase the response rate, it has become common practice to adopt the general approach to mail surveys recommended by Dillman (1978) , a central feature of which is the sending of two follow-up questionnaires to nonrespondents.
Researchers always have doubts about response bias. The conventional response that has emerged in this field has been to alleviate these concerns by sending out follow-up questionnaires. In a perfect world in which researchers were given adequate resources to do their work following textbook procedures, all would probably opt for the extra wave strategy because it is likely to reduce some of the risk associated with nonresponse bias. However, in the pragmatic world, research funds are rarely adequate and their efficient use is paramount. In this context, there is growing awareness of the opportunity cost associated with subsequent waves, and this is emerging as a key parameter in researchers' decision making.
This study used data sets from 13 different surveys to examine the extent of variation from different waves of a mail survey. 1 The intent was to gain insight into the extent to which follow-up efforts are, or are not, needed in tourism research (Christensen 1982 ). An analysis of multiple data sets that addressed a wide array of tourism interests in different contexts was considered likely to illuminate discussions of nonresponse bias and enhance the generalizability of conclusions. The study offers an additional contribution by developing and testing a taxonomic framework designed to explain differences in mail survey wave response rates that have been reported in the literature.
There are competing views regarding the cost-effectiveness of using multiple waves in surveys. If one wave yielded statistically similar responses to those that emerged from three waves, then there would be little value in undertaking Waves 2 and 3. This would lead to substantial financial savings in postal charges, in printing costs, and in the costs of hiring coders to transform data and enter these into the computer. In addition, the study results could be made available sooner. Some proportion of these savings could be invested in undertaking a rigorous subsampling of those nonrespondents who did not respond to second and third waves, using an alternative interviewing mode, additional reminders, or substantial incentives. This procedure would identify the extent to which nonrespondents differed on key variables of interest from those who responded.
The Homogeneity Argument
There is a body of empirical literature that reports that the inclusion of respondents from second and third waves in samples drawn from tourists or professional interest populations as opposed to general populations does not significantly improve the accuracy of results. These two types of populations have been viewed by some researchers as being relatively homogeneous, and in these situations, it has been suggested that relatively low response rates may be acceptable (Wellman et al. 1980; Hammitt and McDonald 1982; Becker and Iliff 1983; Becker, Dottavio, and Mengak 1987) . This line of argument is intuitively appealing, for as Babbie (1995) noted, if the population is homogeneous in every dimension, then "one case would be sufficient as a sample to study characteristics of the whole population" (p. 190) .
The key to accepting this argument lies in the confidence with which an interest population can be characterized as homogeneous. In the literature, it has been suggested that homogeneous can be operationalized as those who are engaged in the same activity in the same resource setting (Becker, Dottavio, and Mengak 1987) . However, Brown et al. (1981) and Brown (1984) have argued that because respondents participate in the same activity is not prima facie evidence that they are homogeneous.
The ambiguity associated with this definition was exemplified in Goudy's (1978) study of 931 residents in five Iowa communities. Ostensibly, these data were derived from general populations rather than from specific activity interest populations. However, Goudy noted, "The small-town Iowa respondents represent a relatively homogeneous group" (p. 264). Goudy used four response waves and reported that only 2 of 36 correlations differed significantly (.05 level) when Wave 1 results were compared with the responses from all four waves. He concluded, Few statistical differences would have been evident if data collection had been discontinued after the first wave rather than obtaining replies from more than 90% of those eligible. . . . Indeed, for most variables examined in the mail questionnaire study, there is little need for moving beyond the initial contact and a postcard reminder if statistical return bias is to be minimized on individual variables and interrelationships. (P. 263) In the tourism and recreation literature, controversial debate on the need for multiple waves in the case of samples drawn from interest populations was initiated by the findings and recommendations of Wellman et al. (1980) . The landowners in their statewide sample located alongside Virginia's existing and proposed scenic rivers were classified into early, middle, and late respondents. The authors tested for significant differences between the three groups on 13 to 15 socioeconomic, demographic, behavioral, and attitudinal variables. They concluded that "three analytical approaches have demonstrated that there are negligible differences between early and late respondents" (p. 169). Wellman et al. suggested that "many outdoor recreation surveys sample rather homogeneous, middle-class populations" (p. 171). On the basis of their premise of homogeneity and the study's findings, they stated the following: "We are thus led to the tentative conclusion that in many mailed questionnaire surveys of outdoor recreation populations, repeated follow-ups may not be justified" (p. 171).
Further support for these findings was provided by Hammitt and McDonald (1982) in their study of inner-tube floaters on two southern Appalachian rivers. The authors compared mean responses from a sample of floaters returning a mail questionnaire with those recorded from an initial short contact instrument that was given to the entire sample and those received from a second wave that used a shortened version of the questionnaire. Among the first wave of floaters, 4 of 17 comparisons with the short contact instrument responses and 1 of 16 with the follow-up instrument differed significantly. On the second wave, the respective results were 1 of 8 and 1 of 16. Hammitt and McDonald concluded, A 30 percent return rate appears to be sufficient to represent our sample. Essentially none of the single variable relationships examined in the two-page mini-questionnaire revealed a significant change as response rate was increased from 30% to 50% of respondents. Only a few of the variable relationships varied as response rate was increased on to 75% of respondents. (P. 213) Like Hammitt and McDonald, Becker and Iliff (1983) compared responses from an on-site survey of 2,380 boaters on the Mississippi River with those reported by a subset of 242 who responded to a subsequent mail survey instrument. Of 31 study variables, 28 showed no significant difference (.05 level) between mail respondents and on-site respondents. The authors concluded, "The results of this study, with support from previous research, indicate that when dealing with homogeneous groups [people with a common interest] high response rates, and therefore extensive follow-ups, are not necessary to avoid non-response bias" (p. 258).
Becker, Dottavio, and Mengak (1987) adopted a similar approach in two surveys of visitors to Great Smoky Mountain National Park. Respondents were intercepted and asked to answer a short contact questionnaire (samples of 374 and 344). In addition, they were given a more detailed questionnaire and requested to return it in a preposted envelope. The mail response rates were 68.2% (n = 255) and 76.7% (n = 264), respectively. The researchers found no significant differences (.05 level) between the two sets of means on any of the 20 variables that they were able to compare relating to park use, geographic, and sociodemographic variables. The authors concluded, "Based upon the previously cited studies and our results, we believe engagement in a specific recreation activity at a specific location may be a sufficient criterion to anticipate a homogeneous population" (p. 139).
Findings from each of the studies cited to this point were drawn from one or two data sets, and their aggregate reported findings were from a total of six data sets. Dolsen and Machlis (1991) reached a similar conclusion from their analyses of four similar, but separate, national park visitor surveys that used on-site interviews and mail-back questionnaires. They analyzed and compared the response rates at four intervals: 35%, 50%, 65%, and the final total response, which averaged 86%. They concluded, "No substantive reason was found to reject results with a response rate of 65% compared to the final response rates. . . . Rejecting study results with response rates in the range of 35% to 50% may be justifiable" (p. 272). Thus, there is a substantive body of previous research suggesting that when dealing with interest group populations, fewer waves may be acceptable because fewer waves do not appear to adversely affect accuracy of data analysis.
The Continuum-of-Resistance Argument
In their conclusions, Hammit and McDonald (1982) reported, "The non-response analysis involving the on-site questionnaire and 100% of the sample resulted in few significant differences between respondents and non-respondents" (p. 213). This extends the issue of difference in responses between waves to the issue of differences between respondents and nonrespondents. The latter distinction was not a focus of this study but provides a rationale for undertaking JOURNAL OF TRAVEL RESEARCH 357 subsequent waves for researchers who believe that people responding to the third wave of a survey are likely to be more similar to nonrespondents than individuals who respond to earlier waves (Court and Lupton 1997; Jain, Pinson, and Ratchford 1982) .
This premise is then extended to assume that if there are no significant differences between responses to the third wave and previous waves, then there is likely to be no nonresponse bias. For some, the decision to undertake analysis for this purpose is the justification for their use of multiple waves. This approach to assessing nonresponse bias has been termed the "continuum-of-resistance" model (Filian 1976) . Its underlying justification is that people who require more contacts to elicit a response would have been nonrespondents if data collection had ceased at an earlier wave. Therefore, people who respond only after multiple contacts are "more like" nonrespondents than are people who respond after fewer contacts.
However, the practice of comparing responses across waves and extending results of those analyses to infer the extent of nonresponse bias has been challenged by scholars at the Human Dimensions Research Unit in the Department of Natural Resources at Cornell University, based on their experience with more than 40 mail surveys (e.g., Brown and Wilkens 1978; Brown et al. 1981; Brown 1984; Brown, Decker, and Connelly 1989) , and by others (e.g., Choi, Ditton, and Matlock 1992; Woodside and Ronkainen 1984) .
In a sample of 5,000 licensed anglers, for example, Brown and Wilkens (1978) reported major differences in the annual number of angler days between respondents to a mail survey with a mean of 26 days and a sample of nonrespondents to the mail questionnaire with a mean of 7.4 days. Failure to consider nonrespondents would have resulted in "a substantial over-estimate of the key variable of interest in the study" (p. 231). Brown et al. (1981) reaffirmed that their studies "have consistently indicated that nonrespondents typically differ from respondents" (p. 77) and challenged the notion of homogeneity within outdoor recreation populations by noting the following: "Our collective experience from some 30 outdoor recreation studies conducted over the past 10 years is that variances of participation, attitudes, and other key variables are frequently large" (p. 78). Brown (1984) rejected the contention that respondents participating in the same activity are sufficient evidence of a homogeneous population. He concluded, When all the evidence is compiled and examined, we can only conclude that for some recreation audiences mail survey respondents and non-respondents differ significantly (both statistically and in a policy implications sense) with respect to key variables, while for other audiences these differences do not exist. Thus, the objective of future related research should be to determine which types of recreation audiences are homogeneous and which are not. (P. 510)
FRAMEWORK OF THE STUDY
This study considered two dimensions of data sets, which the literature suggests may be influential in determining the extent of differences between mailing waves. They are type of variable and type of population. Figure 1 is the taxonomic model that was used to guide the study. The horizontal axis in Figure 1 reflects the literature reviewed in the previous section that suggests that extent of differences between response waves may vary according to the type of population. Surveys of homogeneous populations, such as tourism interest groups or types of user groups and tourism professionals, may exhibit a low number of changes in results with added waves of respondents. However, if the survey involves a general, relatively heterogeneous population, then significant differences in the results may be expected.
The vertical axis in Figure 1 suggests that the type of variable may be at least a partial explanation of the dissenting findings noted in the literature review with regard to apparently homogeneous populations. Evidence presented in the following paragraphs suggests that if the comparisons between early and late respondents and/or nonrespondents in specialist samples of tourist or professional interest groups are confined to sociodemographic/profile variables, then there is likely to be minimal difference between waves (Cells 1 and 2 in Figure 1 ). In contrast, if comparisons are made on the interest/behavior variables (Cells 4 and 5 in Figure 1 ), then differences between waves become more prominent.
In the tourism literature, Lankford et al. (1995) found no significant differences on six sociodemographic variables between early and late respondents who were visitors to the Columbia River Gorge. Similarly, Shaw and Ling (1992) , in their survey of travel agents, reported that in terms of "the organizational analogs" of sociodemographics, there were no significant differences between individuals who initially responded to a mail questionnaire and those who responded a month after the initial mailing to a telephone follow-up. Woodside and Ronkainen (1984) acknowledged the consistent finding of no significant differences in sociodemographics between mailing waves but stated, Care should be taken to compare more than demographics between the respondents of first and second mailings to inquiry samples, conversion rates and travel behavior patterns may differ substantially be-
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FIGURE 1 HYPOTHESIZED MATRIX OF WAVE DIFFERENCE MAGNITUDES
tween first, second and third mailing respondents. The real question to consider is not demographics or general psychographics but rather buying (visiting) behavior. (P. 36) These authors reported in an advertising conversion study that nonrespondents to the first wave mailing were substantially less likely to visit South Carolina than were respondents. Furthermore, when respondents from the second and third waves were compared with those from the first wave, it was found that those who actually visited South Carolina exhibited very different travel patterns. Woodside and Ronkainen (1984) concluded, "Estimates of conversion rates based on one questionnaire mailing are likely to be substantially higher than the true conversion rates if the results from the studies reported here are confirmed by additional research" (p. 35).
The notion that interest/behavior variables (Cells 4, 5, and 6 in Figure 1 ) may be subject to substantially greater variation between waves may at least partially reconcile some of the contradictory findings reported in the literature that were noted earlier. For example, Brown and Wilkens's (1978) finding relating to the differences in annual angler days, challenging the suggestion that a single mailing wave may suffice, referred to differences in interest/behavior variables. Similarly, Lankford et al. (1995) found no meaningful differences on sociodemographics, but there were a number of significant differences between early and late respondents on perceptions of tourism impacts. Likewise, Choi, Ditton, and Matlock (1992) reported that early and late respondents in three different mail surveys were generally homogeneous in gender and income, but there were significant differences between them on 4 of the 11 interest/behavior variablesparticipation, attitude, expenditures, and management preferences. These reported differences in responses to interest/behavior variables suggest that the statistical practice of comparing early and late waves of respondents' socioeconomic profiles and assuming them to be comparable may be inappropriate.
METHOD
The study was designed to address the following research questions:
Research Question 1: Do sociodemographic/profile variables differ significantly across mailing waves in samples of (a) tourist interest populations, (b) general populations, or (c) professional interest populations composed of agency or organization personnel? Research Question 2: Do responses on mail surveys to the interest/behavior variables differ significantly across mailing waves in samples of (a) tourist interest populations, (b) professional interest populations composed of agency or organization personnel, or (c) general populations?
Most insights and conclusions on the nonresponse bias issue offered in the literature to this point have been derived from the analysis of either single studies or two or three surveys undertaken in relatively homogeneous contexts addressing similar issues, rather than from an analysis of a substantial number of surveys like that which is undertaken in this article. Christensen (1982) noted, "It is far too early to generalize about the need for obtaining responses from reluctant respondents in recreation and tourism research. Such generalization awaits empirical accumulation of many more studies" (p. 264). Hammitt and McDonald (1982) concluded, "Only when several studies have been conducted, yielding consistent results, will we be able to answer the questions of acceptable response rates and the importance of extensive follow-up efforts" (p. 215). Similarly, Dolsen and Machlis (1991) , when reporting minimal impact of lower response rates on their results, noted, "Additional research, using more sites and different variables (such as attitudinal variables) is needed to verify this tentative conclusion" (p. 276).
Previous literature suggests that the extent of differences between mailing waves may be influenced by the type of population from which a sample is drawn. In this study, three types of populations were recognized-two specialized (which the literature reviews suggested were likely to be relatively homogeneous) and one general-and 13 data sets were classified into the three types. The first type of specialized sample consisted of tourist interest populations, which were drawn from seven sampling frames composed of visitors who had demonstrated an interest in the tourist activity that was the focus of the study. These samples were associated with state parks, museums, and festivals (Table 1 , Panel A). The second category of data sets reflected professional interest populations from agency or organization personnel who supplied services, rather than the visitors who used them. They were differentiated from tourist interest groups, because it has been suggested that respondents who are in organizational positions may feel some public or professional responsibility to respond beyond that of being an individual citizen or recreationist (Brown, Decker, and Connelly 1989) . The three data sets in this category consisted of personnel responsible for business relocation decisions, community economic development functions, and organizing festivals (Table 1, Panel B) .
The third category of data sets was drawn from general populations of residents or visitors to a community whose level of interest in the variable of interest in the study was unknown. Homogeneity has been operationalized in previous studies as those who engage in the same activity in the same setting. This definition was used to classify data sets into either tourist interest populations or general populations. Thus, Data Set 12 (Table 1, Panel C) was composed of respondents who were older than 55 and had relocated to the Texas Rio Grande Valley in the previous 12 months. Similarly, Data Set 11 was drawn from visitors to a city. The sampling frame excluded nonvisitors and in this sense could not be termed general. Following Goudy's (1978) reasoning, these features suggested that Samples 12 and 11 could be viewed as homogeneous on key characteristics. However, because the homogeneous variables were not tourism activities, and because the pattern of tourism behavior was the interest/behavior variable of interest in those studies, Data Sets 12 and 11 were classified into the general-population category. When interpreting the results of the study, it is important to recall how the general-population category of data sets was defined. 
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Data Collection Procedures
In the past few years, the senior author has undertaken 13 surveys that have used an approach adapted from Dillman (1978) , which involves distributing three waves of questionnaires. This data collection design has been widely adopted in the tourism field. A brief description of each data set is given in Table 1 (Panels A, B, and C). Respondents were either mailed or given a questionnaire on site and were requested to mail it back to the researchers (Wave 1). Two to 4 days later, they were mailed a reminder card reiterating the importance of the study and requesting the return of their questionnaire. Two weeks after the initial mailing, a replacement questionnaire with a follow-up letter was mailed to nonrespondents (Wave 2). Finally, a similar package with another replacement questionnaire was mailed 4 weeks after the initial contact to nonrespondents (Wave 3). Each response was coded by wave when it was returned. The two major departures from Dillman's recommended procedures were that no prenotice postcards or letters were sent to respondents in advance preparing them for receipt of the survey and that the Wave 3 letters were not sent out by certified mail.
In addition to these standardized procedures, all the data sets incorporated the following design features that have been recommended for maximizing response rates in mail surveys (Dillman 1978; Dillman, Clark, and Treat 1994; Heberlein and Baumgartner 1978; Brown et al. 1989; Fox, Crask, and Kim 1988) : (1) first-class postage was used on all mail-outs; (2) questionnaires were formatted in 7" × 8½" booklets with attractive cover design art work; (3) prepaid return envelopes were included in each wave; (4) cover letters included an inside address, were personalized, and were hand signed; (5) letters of endorsement and support from the sponsoring agency were used; (6) cover letters were on university letterhead; (7) there was a confidentiality statement in the cover letters; and (8) a benefits message was included in the cover letters indicating how respondents would gain from completing the questionnaire.
RESULTS
Research Question 1
Do sociodemographic/profile characteristics differ significantly across mailing waves in samples of (a) tourist interest and (b) general populations?
Among the 10 data sets composed of samples from tourist interest and general populations, the number of sociodemographic variables ranged from three to five. Table 2 identifies waves between which there were statistically significant differences (.05 level). All statistical tests were chi-squares, with the exception of the age variables in Data Sets 1, 2, and 3, where a two-tailed t-test was applied.
In four of the eight data sets on which the race variable appeared, there were significant differences in the racial profile of respondents between mailing Waves 1 and 2, 1 and 3, and/or 1 and 2 combined compared with Wave 3. In all four cases, there was no significant difference between Waves 2 and 3. The nature of the differences is shown in Table 3 . The proportion of wave responses coming from Anglo/White respondents was higher on the first wave than it was on the second and third waves. African Americans and Mexican Americans constituted a commensurably higher proportion of those responding to Waves 2 and 3. However, in all four data sets, the number of African Americans and Mexican Americans was so small that even after three waves, any meaningful analyses by race would be difficult.
There were significant differences between waves in the age profile in 5 of the 10 data sets (2, 3, 5, 7, and 13; Table 2) , and a reasonably clear pattern emerged among them. In Data Set 7, the significant difference between mailing Waves 2 and 3 was attributable to the large proportion of respondents in the age 26 to 35 cohort who responded to Wave 2, and there was no apparent reason for this. However, in Data Sets 2, 3, 5, and 13, there was a consistent tendency for a greater proportion of those in the older age groups, especially those in the above-65 cohort to respond to Wave 1, while they were commensurably underrepresented in Wave 3. Respondents in the below-25 cohort exhibited the reverse tendency on these data sets, being underrepresented in Wave 1 and overrepresented in Wave 3. No significant difference between waves emerged on the gender variable in any of the data sets, while on income only 2 of the 40 chi-square tests were significant. The education variable was included only in four data sets, which is probably too few from which to draw meaningful inferences. In Data Set 2, where significant differences were found in education, those with higher levels of education responded earlier.
Research Question 1c: Do profile variables of professional interest samples vary between waves?
Similar analyses of the profile variables used in the four professional interest samples are reported in Table 4 . In Cell 2 of Figure 1 , these profile variables were conceptualized as describing or characterizing the professional interest samples in a similar fashion to the way in which the sociodemographics, reported in Table 2 , described and profiled the 10 data sets composed of tourist interest and general populations. Significant differences between waves were found on two of the five organizational profile variables shown in Table 4 .
Research Question 2
Do responses to interest/behavior variables differ significantly across waves?
Research Question 2a: Tourist Interest Samples Table 5 reports the results of tests between waves on 176 interest/behavior variables from the seven samples of tourist interest populations. It shows that significant differences between waves emerged on 29 of them (16%). The summary results suggest that on six of the seven data sets, the secondwave respondents had little impact on the results since they changed the results on only 6 of the 176 analyses (two each in Data Sets 1, 3, and 4). The exception was Data Set 6. Similarly, the addition of Wave 3 to Wave 1 and 2 respondents changed the results on only 11 of the 176 variables (6%).
The 704 tests (176 × 4) revealed 46 (6.5%) that were significant. However, this is somewhat misleading since some overlap in test results could be expected. For example, if responses from Wave 1 and those from Wave 2 were significantly different from those received in Wave 3, then it is likely that responses in Waves 1 and 2 combined would be significantly different from those in Wave 3. Given the .05 JOURNAL OF TRAVEL RESEARCH 361 level of significance, it would be expected that 9 of the 176 tests undertaken to identify differences in response between each set of waves would have shown a significant difference by chance alone. Hence, the results suggest that the number of significant differences between Waves 2 and 3 was not meaningful, but the numbers between Waves 1 and 2, 1 and 3, and 1 and 2 combined and 3 were marginally greater than what might have been expected by chance.
Research Question 2b: Professional Interest Populations
There were significant differences on 7 of the 60 (12%) interest/behavior variables tested from the three samples of professional interest populations (Table 6 ). These results suggest that the risks of increased bias associated with not undertaking second-and third-wave follow-ups among professional interest samples are lower than if these procedures 362 MAY 2001 Note: Data Sets 1-7 are tourist interest samples, and 11-13 are general population samples.
are foregone with samples from tourist interest or general populations. However, the results do show that most of the increased bias that would occur if this strategy was pursued is likely to stem from the omission of the Wave 3 responses, because five of the seven significant differences reported in Table 6 were between Waves 1 and 3.
Research Question 2c: General Populations
A review of Table 7 reveals that a disproportionate number of the variables on which there were significant differences emerged from Data Set 13 (Residents of Galveston). In this data set, there were significant differences on 10 of the 44 variables (23% of the total), whereas on the other two general interest populations, the ratios were 18% and 11%.
DISCUSSION
Implications of Findings Pertaining to Demographic/Profile Variables
Among professional interest samples, the differences in organizational profiles of agencies responding to different waves ( Table 4 ) ostensibly indicate that follow-ups of this type of group are essential. However, the likelihood of obtaining different distributions among the interest/behavior variables by omitting Waves 2 and 3 (Table 6 ) was relatively low, suggesting that relatively small response rates and relatively large differences in organizational profile of professional interest samples do not lead to substantial changes in responses on interest/behavior variables. Thus, there may be relatively little gain from investment of resources in additional waves with professional interest samples.
The two patterns of significant wave differences that emerged among the socioeconomic variables in the tourist interest and general population samples were on age and race ( Table 2 ). The data suggested there was a tendency for older age-groups to respond more promptly to surveys and that without follow-up waves, the below-25 cohort may be underrpresented, while older age groups would be overrepresented. These findings were consistent with those reported by Dolsen and Machlis (1991) .
There was a consistent pattern of significant differences in half of the data sets containing the race variable (Table 3) . If analyses of the behaviors or views of African Americans and Mexican Americans were important goals in these studies, then the additional cases yielded by the second and third waves become critical because they were so underrepresented JOURNAL OF TRAVEL RESEARCH 363 in the Wave 1 responses. This pattern of responses may be a reflection of lower interest levels among these groups on issues addressed by the survey, since there is evidence indicating that early responses tend to come from those in the sample who are most interested in the subject area (Wellman et al. 1980) . In Data Set 1, for example, after the first wave, only 19 of the 1,792 respondents were African American (Table 3) . If it was important in setting a pricing policy to assess the willingness of African American state park visitors to pay proposed higher admission fees, then 19 cases are an inadequate sample on which to base conclusions. After three waves, 42 African Americans responded. This may still be regarded as a small sample, but it is substantially larger than that available after the first wave. Whereas the relatively large number of Anglos responding in each wave make it relatively likely that the responses of those in Waves 2 and 3 are unlikely to be different from those in Wave 1, the small number of African Americans in Wave 1 makes it highly probable that the addition of respondents from Waves 2 and 3 will lead to a different outcome.
TABLE 5 PERCENTAGE OF INTEREST/BEHAVIOR VARIABLES (IBVS) ON WHICH THERE WERE SIGNIFICANT DIFFERENCES (SDS) BETWEEN WAVES IN THE SEVEN SAMPLES FROM TOURIST INTEREST POPULATIONS
TABLE 6 PERCENTAGE OF INTEREST/BEHAVIOR VARIABLES (IBVS) ON WHICH THERE WERE SIGNIFICANT DIFFERENCES (SDS) BETWEEN WAVES IN THE FOUR SAMPLES FROM PROFESSIONAL INTEREST POPULATIONS
Relatively low response rates among African Americans to mail surveys have been consistently reported in the literature (Dillman, Sinclair, and Clark 1993; Krysan, Schuman, Scott, and Beatty 1994) . Since it is known that African Americans are likely to be substantially underrepresented in systematic or random samples, second and third waves are likely to be essential to generate a threshold number of cases on which to base an analysis. However, a more efficient alternative strategy would be to use a disproportionate stratified sample in which African Americans, Hispanics, or others thought likely to be underrepresented would be oversampled in anticipation of them having a lower response rate.
Differences between waves on the race variable do not necessarily provide justification for going beyond a single wave in mail surveys where interest is limited to profiling or describing a population. Rather, they illustrate (1) the importance of stratifying and oversampling groups that, it is thought, a priori are likely to be underrepresented or provide too few responses for meaningful analysis and (2) the need to consider alternative methods of data collection to solicit input from groups that traditionally do not respond well to mail surveys. If this strategy had been adopted in these data sets, then it is reasonable to hypothesize that the absence of second and third waves may have been less important, as they were in the case of most of the other sociodemographic variables.
Findings of the study suggest that if it is of central importance for a mail survey to obtain information from African Americans or Mexican Americans, or from age cohorts younger than 25, and if no stratified or alternative data collection strategy is available, then second and third waves are needed. However, socioeconomic parameters frequently are not the variables of major interest in a study, and if it is not important to identify the distinctive concerns of these two ethnic groups, then relatively little may be gained from investing resources in additional waves.
Implications of Findings Pertaining to Interest/Behavior Variables
Results of the tests on interest/behavior variables offered some useful insights. Among the tourist interest samples, there were significant differences between waves on 16% of the interest/behavior variables tested. Similarly, in the samples derived from general populations, 18% of interest/ behavior variables tested exhibited significant wave differences. However, a disproportionate number of these differences were in Data Set 13 derived from residents of Galveston. The relatively large number of significant differences on interest/behavior variables between waves in Data Set 13 indicated that in this case, three waves were probably necessary. In contrast, the results from Data Sets 11 and 12 resembled those derived from the tourist interest samples, suggesting that a population of travelers to an area should be viewed as being relatively homogeneous. The case for using three waves on such populations is less convincing than for using them in general-population contexts.
Conclusions
The summaries in Tables 2, 4 , 5, 6, and 7 show that out of the total of 389 variables on which tests were conducted, at least one significant difference between the four wave sequences reported in the tables was found on 68 of them (17%). The proportion on the socioeconomic/profile variables (Tables 2 and 4) was 13 out of 47 (28%). Among the interest/behavior variables (Tables 5, 6 , and 7), the proportion was much lower, with significant differences occurring on 52 out of the 327 variables (16%). The largest number of significant differences occurred between Waves 1 and 3. Indeed, on 30 of the 52 (29 + 7 + 16) variables on which significant differences emerged, such differences were found between Waves 1 and 3.
There was a consistent trend in the directionality of the significant differences between waves. In the case of 25 of the 29 interest/behavior variables in the tourist interest samples on which there were significant differences (Table 5) , the earlier wave respondents reported a more positive view toward the variable. Similarly, among the general interest samples, on 13 of the 16 interest/behavior variables on which significant differences between mailing waves emerged, earlier respondents had a more favorable view than later respondents (Table 7) . This trend was not observed among the professional interest samples, since earlier respondents were more positive than later respondents only on 3 of the 7 variables on which there were significant differences (Table 6 ). The findings from the tourist interest and general interest samples are consistent with those reported by others (Dalecki, Whitehead, and Blomquist 1993; Donald 1960; Ellerbrock 1981; Hunt and Dalton 1983; Kanuk and Berelson 1975; Woodside and Ronkainen 1984) . They appear to reinforce the case for tracking nonrespondents, since in those instances on which significant differences were found between waves, their directionality consistently indicated that the views of later respondents were more negative/less favorable than those of early respondents.
The authors were unaware of literature in this field that had considered the contribution of additional waves of a survey to a reduction in variances on variables of interest. Accordingly, analyses were undertaken to see the extent to which variance was reduced between Waves 1 and 2. A column in Tables 5, 6 , and 7 shows the percentage of variables on which the additional wave of responses reduced variance. On 10 of the 13 data sets shown in these tables, the proportion of variables on which variance was reduced ranged from JOURNAL OF TRAVEL RESEARCH 365 28% to 49%. Results on the remaining three data sets were 18%, 17%, and 22%, so it may be reasonable to regard them as outliers. Hence, it appears that variance declines somewhat with the accumulation of responses from subsequent waves. However, the authors were unable to ascertain any patterns in the variance data that related to the research questions.
The results suggested that the original conceptualization of likely outcomes described in Figure 1 was oversimplistic. A revised conceptualization that reflects the results of this study is shown in Figure 2 . The influence of type of variable appeared to be more prominent when wave comparisons were made on demographic/profile variables rather than on interest/behavior variables, but it was selectively confined primarily to those relating to race and age. The analyses did not show clear distinctions across type of population. Thus, patterns of significant differences were found on the race and age variables among both tourist interest and general population samples. The analysis of interest/behavior variables also did not reveal patterns associated with type of population. For example, on two of the three samples of general populations, fewer significant differences on interest/behavior variables between waves were reported than on some of the tourist interest samples.
The tourist interest group of seven studies could have been further subdivided on the basis of on-site samples (Data Sets 1, 3, 5, 6, and 7) and off-site samples (Data Sets 2 and 4). It may be hypothesized that the former group may exhibit a relatively high degree of homogeneity of interest/behavior since they were sampled while engaging in the activity. In contrast, it may be anticipated that the off-site samples that were drawn from lists of season pass holders or members may be less homogeneous in terms of their commitment or level of involvement with the facility or agency. People on these lists may range from some who purchase the pass or membership because they believe it fulfills a useful public purpose but have no real personal interest in it and rarely use the service offered; to those who visit three or four times a year, which is the minimum threshold level at which the season pass or membership becomes a superior financial investment to paying admission on each visit; to those who use the services offered 100 or more times a year. The analyses in this study did not identify differences between the on-site and off-site samples, but it is a taxonomy that others may find worthy of further exploration in future studies of the issue.
The analyses of these 13 data sets showed that on 82% of the variables tested, the addition of Waves 2 and 3 led to no change in the results. In these cases, analyses confined only to the first wave of data would have yielded the same information as was derived from the accumulated responses of three waves.
These data sets were generally successful in obtaining response rates that were sufficiently high to meet conventionally acceptable standards. However, there were two key limitations in them. First, the extent to which the sample respondents were representative of the "real" population was indeterminate because the profiles and interests/behaviors of the real population were unknown. In on-site field situations, strict probability sampling is very difficult to achieve. Thus, in addition to concern about the extent to which first-wave results differ from subsequent waves, there is concern about whether a 100% response rate from the combined waves would give an accurate reflection of the phenomenon or population under study.
A second obvious limitation of the data sets used in this study was their failure to include surveys of nonrespondents. It has frequently been asserted that people who respond in later waves are more similar to nonrespondents than those who respond to earlier waves (Court and Lupton 1997; Filian 1976; Jain, Pinson, and Ratchford 1982) . The findings reported in this study imply support for that position, in that among interest/behavior variables on which there were significant differences, earlier wave respondents tended to be more positive and have a more favorable view than later wave respondents. This premise is intuitively appealing, and it does have some empirical support beyond inference (Hammitt and McDonald 1982) , but it is tenuous and there is a body of empirical evidence that suggests this premise is often likely to be fallacious. Thus, Brown and Wilkens (1978) reported, "Our studies show that considerable nonresponse bias can exist, even with a 'good' return rate of 70 percent of deliverable questionnaires" (p. 231). Others have subsequently reinforced their findings (Carson 1991; Dalecki, Whitehead, and Blomquist 1993; Mitchell and Carson 1989; Whitehead, Groothuis, and Blomquist 1993) .
In studies concerned with visitation to natural resource attractions, differences in interest/behavior variables between respondents and nonrespondents frequently have been reported. Thus, Edwards and Anderson (1987) found that nonrespondents were less likely to use a natural resource for recreation than respondents, even though sociodemographic characteristics were similar. Dalecki, Whitehead, and Blomquist (1993) and Whitehead, Groothuis, and Blomquist (1993) found significant differences between respondents and nonrespondents among a general population of Kentucky residents on both sociodemographics (Cell 3, Figure 1) and wetlands knowledge that was their interest variable (Cell 6, Figure 1) . Whitehead et al. (1994) used a general population in North Carolina to assess willingness to pay for water quality and wildlife habitat. They simulated three 366 MAY 2001 
FIGURE 2 MATRIX OF WAVE DIFFERENCE MAGNITUDES REPORTED IN THE STUDY
