Abstract. In a recent paper, Agranovich, Denk and Faierman dealt with a priori estimates, completeness, Abel-Lidskii summability, and eigenvalue asymptotics for scalar elliptic boundary eigenvalue problems involving discontinuous weights. Here we extend these results to the matrix valued case with a diagonal discontinuous weight matrix. The given region is subdivided into subregions on which the weights are continuous. Whereas in the scalar case the usual ellipticity conditions suffice to obtain a priori estimates, a counterexample shows that here transmission conditions at the boundaries of the subregions are also needed.
Introduction
The object of this paper is to extend the results of [6] for a scalar boundary problem involving a discontinuous weight function to that for a system. Accordingly, we shall be concerned here with the boundary problem AE ¢ ½ matrix functions defined in ª, Ì denotes transpose, the ´Üµ are scalar functions defined on , ´Ü µ is an AE ¢ AE matrix operator whose entries non-empty subregions of ª whose closures are also contained in ª and pairwise disjoint. Furthermore, if we let ª ¼ ªÒ Ë AE¼ Ö ½ ª Ö , then we suppose that for each Ö, ¼ Ö AE ¼ , the ´Üµ are continuous in ª Ö and extend by continuity to continuous non-vanishing functions in ª Ö . Thus we allow ´Üµ to have discontinuities at the boundaries Ö of the ª Ö , Ö ½ AE ¼ .
Under our given assumptions we shall proceed as in [6] . Firstly we shall establish our basic theorem, Theorem 2.4, concerning the existence and uniqueness of and a priori estimates for solutions of the boundary problem (1.1), (1.2) in an Ä Ô Sobolev space setting´½ Ô ½µ. Then turning to the spectral problem associated with (1.1), (1.2), we let Ô denote the operator induced in Ä Ô´ª µ AE by (1.1) and the boundary conditions (1.2) with the ¼ , let Î Ô denote the operator of multiplication induced in Ä Ô´ª µ AE by ´Üµ, and interpret the spectral problem We have just seen that all the results derived here concerning the spectral properties of the problem (1.1), (1.2) depend upon our basic theorem, Theorem 2.4. However, with regards to Theorem 2.4, certain differences arise between the scalar case considered in [6] and the matrix case considered here. To indicate these differences let us mention some of the conditions required for the validity of Theorem ´Üµ on in the sense that Condition 2 of Definition 2.3 is satisfied. Then apart from certain smoothness assumptions concerning the operators and boundaries involved, these two conditions suffice for the validity of Theorem 2.4 in the scalar case, but not for the matrix case considered here. To clarify this statement, let us mention again that in this work we treat the problem (1.1), (1.2) in a Sobolev space setting, namely in the space Ù ¾ Ï ¾Ñ Ô´ª µ AE . Hence, because of the discontinuities of ´Üµ at the boundaries Ö , the boundary problem (1.1), (1.2) is in fact to be interpreted as the boundary problem: (1.1a) (which is obtained from ( To indicate a further difference between the scalar problem considered in [6] and the matrix problem considered here, let us point out that in this work only limited smoothness assumptions are made at first concerning the operators and boundaries involved (see Condition (a) of Definition 2.2). These smoothness conditions, together with the conditions cited above, ensure the validity of our basic theorem. However the basic theorem alone does not suffice in allowing us to arrive at the eigenvalue asymptotics for the problem (1.1), (1.2) . Indeed, in order to achieve this end, we will employ the method of [6] for obtaining eigenvalue asymptotics under limited smoothness assumptions. However this method requires not only the validity of Theorem 2.4, but requires as well that the boundary problem formally adjoint to (1.1), (1. is well defined and that the analogue of Theorem 2.4 for the problem (1.5), (1.6) holds also. Here ¼´Ü µ is the formal adjoint of ´Ü µ and ¼ ´Ü µ, ½ ÑAE, is a ½ ¢AE matrix operator whose entries are linear differential operators defined on of order not exceeding Ñ ¼ ¾Ñ (see Proposition A.6). Thus in this paper we shall impose further conditions (see Condition (b) of Definition 2.2) which will ensure that the problem (1.5), (1.6) is well defined and that ¼´Ü µ and the ¼ ´Ü µ satisfy the same smoothness assumptions as do ´Ü µ and the ´Ü µ (see Proposition A.6). Then turning to the validity of the basic theorem for (1.5), (1.6), it is clear that the first two conditions cited above for the problem (1.1), (1.2) imply their analogues for the problem (1.5), (1.6) . The third condition that we require is that the system of boundary operators (1.4) covers the operator ¼´Ü µ ´Üµ on Ö for Ö ½ AE ¼ . For the scalar problem considered in [6] this condition is redundant since the boundary operators (1.4) are absolutely elliptic, while for the problem considered here this condition appears to impose a further restriction upon the ´Ü µ and ´Üµ which can be dealt with according to our theory. However we shall show in Appendix A (see Proposition A.5) that this is not the case. Indeed, we shall prove that if the system of boundary operators (1.4) covers the operator ´Ü µ ´Üµ on Ö´½ Ö AE ¼ µ, then it also covers the operator ¼´Ü µ ´Üµ on Ö . It is precisely here where the further difference between the scalar and matrix problems appear; for in proving this result we require stronger smoothness assumptions concerning the Ö than those supposed in [6] (see the first paragraph of Subsection 8.1 of [6] ).
It is of interest to compare our problem to a similar one considered by Sango [17] , [18] wherein the spectral properties of the boundary problem (1.1a), (1.2), (1.4) have been investigated. By appealing to the results of [6] , Sango derives information concerning this problem similar to those cited above for our problem. However, there are points in [18] , and in particular, one which pertains to the treatment of the adjoint problem (the significance of which has already been pointed out in the previous paragraph), which are questionable. Let us fix our attention now upon this last point. Assuming only smoothness assumptions which are sufficient to establish the basic theorem (Theorem 2.4) for the system (1.1), (1.2), but certainly not sufficient to even construct the formal adjoint ¼´Ü µ of ´Ü µ, Sango deals with the adjoint problem by introducing the Assumption £, which consists of two parts. In the first part he requires that the boundary operators ´Ü µ ÑAE ½ are normal (see [9] , [13, Definition 1.4.3, p.50], [16] ). However we shall show in the sequel that Sangos' earlier assumptions imply normality, and hence this first part is redundant. In the second part Sango requires that the boundary problem formally adjoint to (1.1a), (1.2), (1.4): (1.5a) (which is obtained from (1.5) by replacing ª by AE ª), (1.6), (1.4) is well defined and satisfies at least those smoothness assumptions as were imposed upon the problem (1.1), (1.2) to ensure the validity of the basic theorem. Then he states that the boundary operators (1.4) are not the adjoint boundary operators for the Ö appearing in the formal adjoint problem of (1.1a), (1.2), (1.4), but claims that if one approaches the problem from local considerations, then they are (of course this does not make sense unless we take it that he means that the two systems of boundary operators are equivalent in the sense of [15, p.121] ). Sango gives no proof of this claim, but states that it is proved in [9] . However, we find all of the second part of Assumption £ unacceptable for the following reasons. Firstly, Sango gives no indication at all of the smoothness assumptions required for the validity of the basic theorem for the adjoint problem (1.5), (1.6). Secondly, and most importantly, Sango's assertion that his claim is proved in [9] is false since the result referred to there deals only with boundary operators whose orders do not exceed Ñ ½, while the boundary operators Sango has to deal with have orders up to ¾Ñ ½. Thus, in light of this unproved claim and from a scrutiny of the proofs of his various theorems, one is left in doubt as to whether Sangos' results concerning the eigenvalue asymptotics are correct.
Finally, in Section 2 of this paper we introduce those assumptions and definitions which we require for our work as well as prove the basic theorem, Theorem 2.4. In Section 3 we prove those results cited above concerning completeness, Abel-Lidskii summability, and the angular distribution of the eigenvalues. Section 4 is devoted to the eigenvalue asymptotics, and in Appendix A we prove the various assertions that have been made above.
Preliminaries
In this section we are going to introduce some assumptions and definitions which we require for our work as well as prove the basic theorem, Theorem 2.4. Hence to begin with, we let Ü Ǘ ½ Ü Ò µ Ǘ ¼ Ü Ò µ denote a generic point in Ê Ò and use the notation 
where ¡ ¼ Ô denotes the norm in Ä Ô´ µ.
At times in the sequel we should have to deal with the space Ï × We now come to our basic theorem. Á is said to be parameter-elliptic in Ä if
The boundary problem´ ´ µ Á ´ µµ is said to be parameter-elliptic in Ä if (2.8) holds and if the boundary problem on the half-line and 
(1) ¼ AE Ì´ µ is the identity operator in
(2) if we denote by and Ù the components of and Ì´ µ , respectively, then
where the constant does not depend upon and .
The key step for the proof of Theorem 2.4 is the continuity of the pseudodifferential operator given by the matrix Ï . More precisely, we have the following result.
Lemma 2.7. Let the boundary problem´
Then the mapping Proof. We observe from the definition that ´ µ is a pseudodifferential operator in Ê Ò ½ depending upon the parameter Ü Ò . Then in order to prove our assertion concerning ´ µ let us put
where Ì´ µ is the extension operator of Lemma 2.6. Following [21] let us fix an « with « ¾ Ñ and write
We have to estimate the Ä Ô´Ê Ò · µ AE -norm of Ù ½ and Ù ¾ . Starting with Ù ½ , we write
Thus we have to estimate the Ä Ô´Ê Ò ½ µ AE -norm in the last expression. This norm
where we have set
We will apply Michlin's multiplier theorem in Ê Ò ½ to Ï . By definition of Ï (see Lemma 2.5), we have
where we have used the homogeneity of the expressions concerned. Since the set of 
holds. Applying Michlin's theorem (see e. g. [20, p. 166] ) to Ï , we get
with some constant . Substituting this into the last integral in (2.12), we see that
with some constant ½ . Here we used the continuity of the Hilbert transform in Ä Ô´Ê µ, applied to the function
By definition of and continuity of the extension operator Ì´ µ, we obtain
with some constants ¾ , ¿ . Analogously we get the same estimate for Ù ¾ in (2.11) and for
this finishes the proof of the lemma. Ù Ø Proof of Theorem 2.4. As the proof follows a standard approach in elliptic theory using localization (freezing the coefficients) and can be established to a large extent in a similar way as the corresponding proof in [6] , we only concentrate on the model problems. The general result for operators with variable coefficients in a bounded domain then can be obtained exactly in the same way as in [6] . In the following, all Sobolev spaces are endowed with the parameter-dependent norms, and continuity of a family of parameter-dependent operators has to be understood in the sense that these operators are bounded, and their norm with respect to the parameter-dependent Sobolev spaces can be estimated by a constant independent of the parameter. and of ´ µ (see Lemma 2.7). Here the continuity of ´ µ (with respect to the parameter-dependent norms) was shown in [6, Section 2] . From this we see that for Ù defined by (2.15) the a priori estimate
holds, where the constant does not depend upon , , and . That this solution is the unique solution in Ï ¾Ñ Ô´Ê Ò · µ AE of (2.13), (2.14) is an immediate consequence of Lemma 2.5 and our parameter-ellipticity assumption.
(iii) In the third step we consider the model problem obtained after localization at a point Ü ¼ ¾ Ö for some Ö ¾ ½ AE ¼ , still assuming ´Üµ Á. Now we get a transmission problem of the forḿ
Ò µ and define the boundary operator ´ µ as the block matrix
We obtain a boundary value problem in Ê Ò · which satisfies the condition of parameter-ellipticity by Definition 2.3. Therefore, we can apply the results of part (ii) and get unique solvability of (2.16)-(2.18) in the analogous Sobolev space setting and the a priori estimate The following four results, which were presented in [6] for the scalar problem considered there, carry over directly to the matrix problem under consideration here (see [2] 
Eigenvalue asymptotics
Throughout this section it will be supposed that the boundary problem (1.1), (1.2) is weakly smooth and elliptic with parameter in Ä. The first assertion of the theorem is an immediate consequence of this last inequality (see [5] ). Furthermore, it is shown in [5] Proof. We shall prove the proposition by again appealing to the results of [12] , [13] as we did in the proof of Proposition A. [16] . Since the ¼ ´Ü µ of (1.6) are precisely the rows of the Ì Ö in the first summation of (A.18) and the last AE Ò rows of those Ì Ñ in the second summation for which Ò AE (if any), it is clear from the definitions of the terms involved that the boundary problem (1.5), (1.6) satisfies the conditions of minimal smoothness. Finally, since it is also clear that the analogues of Conditions 1 and 2 of Definition 2.3 hold for the problem (1.5), (1.6), while the analogue of Condition 3 follows from Proposition A.5, the proof of the proposition is complete. Ù Ø
