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CˇECH COHOMOLOGY OF SEMIRING SCHEMES
JAIUNG JUN
Abstract. A semiring scheme generalizes a scheme in such a way that the
underlying algebra is that of semirings. We generalize Cˇech cohomology theory
and invertible sheaves to semiring schemes. In particular, when X = PnM , a
projective space over a totally ordered idempotent semifield M , we show that
Hˇ
m
(X,OX ) is in agreement with the classical computation for all m. Finally,
we classify all invertible sheaves on X = PnM by computing Pic(X) explicitly.
1. Introduction
In this paper, our main interest is Cˇech cohomology theory of a semiring scheme which is a
generalization of a scheme based on commutative semirings. A notion of semiring schemes
has been known in relation to F1-geometry (cf. [3], [13]), however there are very few results
on semiring schemes. In particular, sheaves and homological methods on semiring schemes
have been never considered.
In [1], J.Giansiracusa and N.Giansiracusa proved that one can associate a semiring scheme
X to a tropical variety Y in such a way that Y can be identified with X(Rmax), the set of
‘Rmax-rational points’ of X, where Rmax = (R∪{−∞},max,+) is a tropical semifield with a
maximum convention (also, see [2] for the further development in connection to the Berkovich
analytification). This opens the door to approach tropical geometry by means of semiring
schemes and, to this end, one needs to better comprehend semiring schemes in perspective
of both F1-geometry and tropical geometry. This paper is organized as follows:
In §2, we quickly review basic properties of semiring schemes and then in §3 we use a tensor
product of semimodules defined by B.Pareigis and H.Rohrl in [14] to confirm that a construc-
tion of Picard groups can be generalized to semiring schemes. Finally, in §4, we generalize
Cˇech cohomology theory to semiring schemes by appealing to the framework of A.Patchkoria
in [15]. The basic idea is to replace a coboundary map with a pair of coboundary maps. The
following is the main result of the paper.
Theorem. (cf. Propositions 4.5, 4.9, 4.25, Theorem 4.19, Corollary 4.29)
Let X be a semiring scheme. Then the following hold.
(1) Γ(X,OX) ≃ Hˇ
0
(X,OX ).
(2) Pic(X) ≃ Hˇ
1
(X,O∗X ).
(3) Let X be a projective space PnM over a totally ordered idempotent semifield M . Then,
for the standard open covering U := {D(x0), ...,D(xn)} of X, we have
Hˇ
0
(X,OX ) ≃M, Hˇ
p
(X,U ,OX ) = 0 ∀p ≥ 1, Pic(X) ≃ Z.
In particular, any invertible sheaf on X is isomorphic to OX(m) for some m ∈ Z.
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2. Review: Construction of semiring schemes
Throughout the paper, all semirings are assumed to be commutative. A (multiplicatively)
cancellative semiring M is a semiring such that: ∀x, y, z ∈ M , xy = xz implies y = z if
x 6= 0M . Note that this is different from M having no (multiplicative) zero-divisor due to
the absence of additive inverses. For an idempotent semiring M , one has a canonical partial
order arising from an addition as follows:
x ≤ y ⇐⇒ x+ y = y, x, y ∈M. (1)
By a totally ordered idempotent semiring we always mean an idempotent semiring such that
a canonical partial order (1) is totally ordered. For an introduction to semiring theory, we
refer the reader to [3] (also, see Appendix A for the basic definitions).
Recall that for a semiring M , by a prime ideal p of M we mean an ideal p of a semiring M
such that if xy ∈ p, then x ∈ p or y ∈ p. The set X = SpecM is a topological space equipped
with Zariski topology. Then, as in the classical case, we can implement the structure sheaf
OX of X to obtain a semiring scheme. The following is well known in the theory of semiring
schemes (cf. [13], [17]).
Proposition 2.1. Let M be a semiring and X = SpecM be an affine semiring scheme.
(1) For a non-zero element f ∈ M , we have Mf ≃ OX(D(f)). In particular, M ≃
OX(X).
(2) For p ∈ X = SpecM , the stalk OX,p of the sheaf OX is isomorphic to the local
semiring Mp.
(3) The opposite category of affine semiring schemes is equivalent to the category of semir-
ings.
Remark 2.2. In the papers, [8], [9], [10], P.Lescot considered a topological space of prime
congruences instead of prime ideals. Let M be a semiring. A congruence on M is an equiva-
lence relation preserving operations of M . More precisely, if x ∼ y and a ∼ b, then xa ∼ yb
and x+ a ∼ y + b ∀x, y, a, b ∈M . A prime congruence is a congruence ∼ which satisfies the
following condition: if xy ∼ 0, then x ∼ 0 or y ∼ 0. In the theory of commutative rings,
there is a one to one correspondence between congruences on a commutative ring A and ideals
of A. However, such a correspondence no longer holds for semirings. In general, one only
obtains an ideal from a congruence as follows:
I∼ := {a ∈M | a ∼ 0}. (2)
The main advantage of a congruence over an ideal is that in the theory of semirings a quotient
by an ideal does not behave well, however, a quotient by a congruence behaves well.
Similar to the construction of a prime spectrum SpecM , one can define the set X of prime
congruences and impose Zariski topology on X. Each ideal I∼ arises from a congruence ∼
as in (2) is called a saturated ideal. In his papers, Lescot had not considered a structure
sheaf on the topological space X. However, one can mimic the construction of a structure
sheaf on semiring schemes by using saturated prime ideals to construct a structure sheaf for
a topological space of congruence spectra. This might give a notion of a congruence semiring
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scheme (X,OX ). It appears, however, that a semiring OX(X) of global sections of an ‘affine
congruence semiring scheme (X,OX )’ might not be isomorphic to a semiring M since a
naive generalization of Hilbert’s Nullstellensatz (which is the main ingredient in the proof of
the classical case) does not hold in the case of congruences. If every ideal of a semiring M is
saturated, then an affine semiring scheme induced from M and an affine congruence semiring
scheme induced from M are isomorphic as locally semiringed spaces. For example, this is the
case when M is a commutative ring. Finally, we remark that a different version of tropical
Nullstellensatz has been studied by D.Joo´ and K.Mincheva in [5].
3. Picard group of a semiring scheme
For a given semiring scheme X, one defines a sheaf of OX -semimodules to be a sheaf F of
sets on X such that F(U) is an OX(U)-semimodule, and restriction maps F(U) −→ F(V )
and OX(U) −→ OX(V ) are compatible for open sets V ⊆ U of X. A morphism of sheaves
of OX -semimodules is also defined as in the classical case. In particular, we call a sheaf L of
OX -semimodules invertible if L is locally isomorphic to OX .
Example 3.1. Clearly, a structure sheaf OX is a sheaf of OX -semimodules. Furthermore,
let F ,G be sheaves of OX-semimodules. Then, as in the classical case, the sheaf Hom(F ,G)
becomes a sheaf of OX -semimodules.
Example 3.2. Let X = PnM be an n-dimensional projective space over a semifield M ; one
may consider X as ProjM [x0, ..., xn] or equivalently, as the semiring scheme with (n + 1)
open affine charts Ui := SpecM [
x0
xi
, ...xi
xi
, ..., xn
xi
] for i = 0, ..., n as in the classical case. Let
S = M [x0, ..., xn] and S(m) be the degree m-part of S (which is a graded S-semimodule).
Then, one can easily generalize the classical construction of OX(m) := S˜(m) and check
from the similar argument (for example, see [4, Proposition 5.12, §2.5] ) that OX(m) is an
invertible sheaf on X.
Next, we construct the tensor product F ⊗OX G of sheaves of OX -semimodules. Note that
when we define a tensor product of semimodules, we need to be careful. There are several
ways one can generalize the classical construction of a tensor product to semimodules, and
some generalizations might not work well. For example, the generalization as in the Golan’s
book [3] is not a proper generalization. In fact, if we follow the generalization of a tensor
product in [3], for a semiring A and an A-semimodule M , we have
A⊗A M ≃ (M/ ∼), (3)
where ∼ is a congruence relation on M such that a ∼ b if and only if ∃ c ∈ M such that
a+ c = b+ c. When A is an idempotent semiring (in which our main interest lies), the tensor
product of [3] badly behaves. For example, we have Zmax ⊗Zmax Rmax ≃ {0}. Furthermore,
we have
{0} = Hom(Zmax ⊗Zmax Zmax,Zmax) 6= Hom(Zmax,Hom(Zmax,Zmax)) = Zmax.
This implies that we can not have the Hom-Tensor duality at the level of sheaves of OX -
semimodules with the Golan’s notion. Therefore, one can not generalize directly the construc-
tion of Picard groups. To this end, we use the definition of a tensor product which is proposed
in [14]. Then we recover usual isomorphisms which one can expect from a tensor product. In
particular, we have R⊗RM ≃M ⊗R R ≃M and Hom(M ⊗RN,P ) ≃ Hom(M,Hom(N,P ))
for a semiring R and R-semimodules, M,N,P . By appealing to such results, we define the
Picard group Pic(X) of a semiring scheme X.
Definition 3.3. Let X be a semiring scheme and F ,G be sheaves of OX -semimodules. We
define F ⊗OX G to be the sheafification of the presheaf H, where H(U) = F(U)⊗OX(U) G(U)
for each open set U of X and the tensor product is as in [14].
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Remark 3.4. One can easily observe that F ⊗OX G is indeed a sheaf of OX -semimodules.
The following are statements which can be directly generalized from the classical statements
(mainly due to the fact that the existence of additive inverses is not used in the classical
proofs).
Lemma 3.5. Let X be a semiring scheme. Let F ,G be sheaves of OX-semimodules and L
be an invertible sheaf of OX-semimodules on X.
(1)
(F ⊗OX G)p ≃ Fp ⊗OX,p Gp, ∀p ∈ X
(2)
HomOX (L,OX)⊗OX L ≃ HomOX (L,L).
(3)
HomOX (OX ,OX ) ≃ OX .
(4)
HomOX (L,L) ≃ OX .
(5) The sheaf HomOX (L,OX) is also an invertible sheaf of OX -semimodules. Further-
more, we have the following isomorphism:
HomOX (L,OX )⊗OX L ≃ OX . (4)
Remark 3.6. It follows from Lemma 3.5 that the set Pic(X) of isomorphism classes of
invertible sheaves (of OX -semimodules) on a semiring scheme X is indeed a group with a
group operation ⊗OX as in the classical case. In other words, in a monoid of sheaves (with
a binary operation given by a tensor product) of OX -semimodules, the group of invertible
elements are indeed sheaves which are locally isomorphic to OX . This justifies our term
of an invertible sheaf on a semiring scheme. In the next section, we will construct Cˇech
cohomology theory for a semiring scheme X, and derive the following classical result:
Pic(X) ≃ Hˇ
1
(X,O∗X ).
4. Cˇech cohomology
In [15], A.Patchkoria generalized the notion of a chain complex of modules to semimodules
by realizing that an alternating sum can be written as the sum of two sums in such a way
that one stands for a positive sum and the other a negative sum. In this section, we use this
idea to define Cˇech cohomology with values in sheaves of semimodules. Then we compute
the simple case of a projective space PnM over a totally ordered idempotent semifield M .
Remark 4.1. One might be also interested in developing the sheaf cohomology for semiring
schemes via derived functors. In [6], we proved that an idempotent semimodule (as well as
a sheaf of idempotent semimodules on a semiring scheme) has a (properly defined) injective
resolution. However, different from the classical case, the global section functor is not left ex-
act. Moreover, it is unclear whether any two injective resolutions are homotopic (in a suitable
sense) or not. There is some evidence that the derived functors approach to the sheaf coho-
mology might not be a good direction to pursue. More precisely, in [12], Lorscheid computed
the sheaf cohomology of the projective line P1F1 over F1 via an injective resolution and found
that the computation is not in accordance with the classical result. For example, H1(P1F1 ,OP1F1
)
is an infinite-dimensional F1-vector space whereas classically, we have H
1(P1,OP1) = 0. Al-
though this is the case of a monoid scheme, this suggests that one might have to look for other
possible approaches.
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Definition 4.2. (cf. [15, Definition 1.10])
(1) Let R be a semiring. A cochain complex (of R-semimodules) X = {Xn, ∂+n , ∂
−
n }n∈Z
consists of R-semimodules Xn and R-homomorphisms ∂+n , ∂
−
n as follows:
X : · · ·
∂−n−2
//
∂+n−2
//
Xn−1
∂−n−1
//
∂+n−1
//
Xn
∂−n
//
∂+n
//
Xn+1
∂−n+1
//
∂+n+1
//
· · · , n ∈ Z,
which satisfies the following condition:
∂+n+1 ◦ ∂
+
n + ∂
−
n+1 ◦ ∂
−
n = ∂
−
n+1 ◦ ∂
+
n + ∂
+
n+1 ◦ ∂
−
n , n ∈ Z. (5)
(2) For a cochain complex X, one defines the following R-semimodule:
Zn(X) := {x ∈ Xn | ∂+n (x) = ∂
−
n (x)}
as n-cocycles, and the n-th cohomology as an R-semimodule
Hn(X) := Zn(X)/ρn,
where ρn is a congruence relation on Zn(X) such that xρny if and only if
x+ ∂+n−1(u) + ∂
−
n−1(v) = y + ∂
+
n−1(v) + ∂
−
n−1(u) for some u, v ∈ X
n−1. (6)
Suppose that X = {Xn, d+n , d
−
n } and Y = {Y
n, ∂+n , ∂
−
n } are cochain complexes of semimod-
ules. Then, by a ±-morphism from X to Y one means a collection f = {fn} of homomor-
phisms of semimodules which satisfies the following condition:
fn+1 ◦ d+n = ∂
+
n ◦ f
n, fn+1 ◦ d−n = ∂
−
n ◦ f
n. (7)
In [15], it is proven that a±-morphism f = {fn} fromX = {Xn, d+n , d
−
n } to Y = {Y
n, ∂+n , ∂
−
n }
induces a canonical homomorphism Hn(f) of cohomology semimodules as follows:
Hn(f) : Hn(X) −→ Hn(Y ), [x] 7→ [fn(x)], n ∈ Z, (8)
where [x] is the equivalence class of x ∈ Zn(X) in Hn(X).
Remark 4.3. As pointed out in [15], a sequence G = {Gn, d+n , d
−
n } of modules is a cochain
complex in the sense of Definition 4.2 if and only if G′ = {Gn, ∂n := d+n − d
−
n } is a cochain
complex of modules in the classical sense. Clearly, in this case, the cohomology semimodules
of G as in Definition 4.2 is the cohomology modules of G′ in the classical sense.
Remark 4.4. Since differential maps of many (co)homology theories are defined by alternat-
ing sums (simplicial methods), it seems that many of those theories can be directly generalized
by using the above framework. For example, if k is a semifield, then Hochschild homology can
be computed via the above framework and the result is same as classical case, i.e. HH0(k) = k
and HHn(k) = 0 for all n > 0.
By means of Definition 4.2, we introduce Cˇech cohomology with values in sheaves of semi-
modules which generalizes the classical construction. Let R be a semiring, X be a topological
space, and F be a sheaf of R-semimodules on X. Suppose that U = {Ui}i∈I is an open cov-
ering of X, where I is a totally ordered set. Let Ui0i1···ip := Ui0 ∩ ... ∩ Uip . We define the
following set:
Cn = Cn(U ,F) :=
∏
i0<...<in
F(Ui0i1···in), n ∈ N. (9)
Let xi0···in be the coordinate of x ∈ C
n in F(Ui0i1···in). The differentials are given as follows:
(d+n (x))i0i1···in+1 =
n+1∑
k=0,k=even
xi0···iˆk ···in+1 |Ui0i1···in+1 , (10)
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(d−n (x))i0i1···in+1 =
n+1∑
k=0,k=odd
xi0···iˆk···in+1 |Ui0i1···in+1 , (11)
where the notation iˆk means that we omit that index. One can directly use the classical
computation to show that C = {Cn, d+n , d
−
n } is a cochain complex in the sense of Definition
4.2. We denote the n-th cohomology semimodule (with respect to an open covering U) of C
by Hˇn(X,U ,F) and denote by Hˇn(U ,F) when there is no possible confusion of X.
Proposition 4.5. Let R be a semiring, X be a topological space, and F be a sheaf of R-
semimodules on X. Let U be an open covering of X. Then we have
Hˇ
0
(U ,F) = F(X).
Proof. By the definition, we have Hˇ0(U ,F) := Z0(U ,F)/ρ0. Moreover, xρ0y ⇐⇒ x+d+
−1(u)+
d−
−1(v) = y+d
+
−1(v)+d
−
−1(u) for some u, v ∈ C
−1. Since C−1 := 0, we have xρ0y ⇐⇒ x = y.
It follows that Hˇ0(U ,F) = Z0(U ,F). Consider the following:
C0 =
∏
i∈I F(Ui)
d−0
//
d+0
//
C1 =
∏
i<j∈I F(Uij) ,
where d+0 is the product of maps F(Uj) −→ F(Uij) induced by the inclusion Uij −→ Uj and
d−0 is the product of maps F(Ui) −→ F(Uij) induced by the inclusion Uij −→ Ui. Clearly, we
have Z0(U ,F) ⊆ C0. It follows from the inclusion Ui →֒ X that we have a homomorphism
ri : F(X) −→ F(Ui), hence the following homomorphism:
r = (ri) : F(X) −→ C
0.
Since F is a sheaf, we have Img(r) ⊆ Z0(U ,F). Conversely, suppose that
y = (yi) ∈ Z
0(U ,F) = {y ∈ C0 =
∏
i∈I
F(Ui) | d
+
0 (y) = d
−
0 (y)}.
Then we have yi|Uij = yj|Uij . It follows that there exists a unique global section yX ∈ F(X)
such that (yX)|Ui = yi. Consider the following map:
s : Z0(U ,F) −→ F(X), y 7→ yX .
Then s is clearly an R-homomorphism. Furthermore, r ◦ s and s ◦ r are identity maps. This
shows that Hˇ0(U ,F) = F(X) for an open covering U of X. 
Proposition 4.6. Let R be a semiring, X be a topological space, and F be a sheaf of R-
semimodules on X. Let U be an open covering of X which consists of n proper open subsets
of X. Then Hˇ
m
(U ,F) = 0 ∀m ≥ n.
Proof. The proof is identical to that of the classical case since Cm = 0 for m ≥ n. 
Recall that a covering V = {Vj}j∈J of a topological space X is a refinement of a covering
U = {Ui}i∈I if there exists a map σ : J −→ I such that Vj ⊆ Uσ(j) for each j ∈ J .
Suppose that Xn := Cn(U ,F) and Y n := Cn(V,F). Then the map σ induces the following
±-morphism:
σn : Xn −→ Y n, σn(x)j0···jn = xσ(j0)···σ(jn)|Vj0···jn . (12)
In fact, let X = {Xn, d+n , d
−
n } and Y = {Y
n, ∂+n , ∂
−
n }. We have
(σn+1 ◦ d+n (x))j0···jn+1 = (d
+
n (x))σ(j0)···σ(jn+1)|Vj0···jn+1
= (
n+1∑
k=0,k=even
x
σ(j0)··· ˆσ(jk)···σ(jn+1)
|Uσ(j0)···σ(jn+1))|Vj0···jn+1
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= (
n+1∑
k=0,k=even
x
σ(j0)··· ˆσ(jk)···σ(jn+1)
)|Vj0···jn+1 =
n+1∑
k=0,k=even
σn(x)j0···jˆk···jn+1 |Vj0···jn+1
= (∂+n ◦ σ
n(x))j0···jn+1 .
Hence, we obtain σn+1 ◦ d+n = ∂
+
n ◦ σ
n. Similarly one can prove that σn+1 ◦ d−n = ∂
−
n ◦ σ
n.
The ±-morphism σ = {σn} induces a homomorphism, Hˇn(U ,F) −→ Hˇn(V,F).
The collection of open coverings of a topological space X becomes a directed system (with
a refinement as a partial order). Since (co)limits exist in the category of semimodules, the
following is well defined.
Definition 4.7. Let R be a semiring. Let X be a topological space and F be a sheaf of
R-semimodules on X. We define the n-th Cˇech cohomology of X with values in F as follows:
Hˇ
n
(X,F) := lim
−→
U
Hˇ
n
(U ,F).
Note that from Proposition 4.5, we have Hˇ0(X,F) = F(X).
Example 4.8. Consider the projective line X = P1M over an idempotent semifield M . More
precisely, we consider X as the semiring scheme with two open affine charts U0 := SpecM [T ]
and U1 := SpecM [
1
T
] glued along T 7→ 1
T
. As in the classical case, one observes that
OX(X) = M . From Proposition 4.5, we have Hˇ
0
(X,OX ) = M . Furthermore, since X
has the open covering U = {U0, U1} which consists of two proper open subsets of X, we
have Hˇ
n
(U ,OX ) = 0 for n ≥ 2 from Proposition 4.6. Finally, with respect to the covering
U = {U0, U1}, we have
C : M [T ]⊕M [ 1
T
]
d−0
//
d+0
//
M [T, 1
T
]
d−1
//
d+1
//
0 ,
where d+0 (a, b) = b and d
−
0 (a, b) = a. It follows that Z
1(U ,OX) = M [T,
1
T
]. Let x, y ∈
Z1(U ,OX). Then, we can write x = x0 + x1, y = y0 + y1, where x0, y0 ∈ M [T ] and x1, y1 ∈
M [ 1
T
]. Let u = (x0, y1), v = (y0, x1). Then, we have
x+ d+0 (u) + d
−
0 (v) = y + d
+
0 (v) + d
−
0 (u).
It follows that xρ1y and hence Hˇ
1
(U ,OX) = 0. However, since this computation depends
on the specific covering U , we do not know yet whether Hˇ
n
(X,OX ) = Hˇ
n
(U ,OX ) or not for
n ≥ 1.
In fact, we have the following.
Proposition 4.9. Let X = PnM be an n-dimensional projective space over an idempotent
semifield M . Then:
Hˇ
0
(X,OX ) ≃M, Hˇ
m
(X,U ,OX ) = 0 for all m ≥ 1,
where U is the standard open covering which consists of principal open affine sets D(xi).
Proof. From Propositions 4.5 and 4.6, we only have to show that Hˇ
r
(X,U ,OX ) = 0 for all
1 ≤ r ≤ m − 1. Let’s fix r. It is enough to show that for t ∈ Zr(U ,OX), there exist
u, v ∈ Cr−1(U ,OX ) such that
t+ d+r−1(u) + d
−
r−1(v) = d
+
r−1(v) + d
−
r−1(u). (13)
Let t = (tl), where l is an ordered (r + 1)-tuple in {0, 1, . . . ,m}
(r+1). With the covering U ,
we can write tl =
∑
i tli , where tli is an element of C
r−1(X). We define u = (uJ) as follows:
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uJ =
∑
l
∑
li=J
tli and let v = u. Then, since M is an idempotent, we have for each ordered
(r + 1)-tuple l that
tl + (d
+
r−1(u))l + (d
−
r−1(v))l = (d
+
r−1(u))l + (d
−
r−1(v))l = (d
+
r−1(v))l + (d
−
r−1(u))l
This implies (13) as we desired. 
Remark 4.10. One can easily observe that from the similar argument as in Proposition 4.9,
when F is a flasque sheaf of semimodules on a semiring scheme X, we have the classical
vanishing result for F .
Next, we prove that the Picard group Pic(X) of a semiring scheme X is isomorphic to the
first Cˇech cohomology group of the sheaf O∗X . The proof is not much different from the
classical case, but we include the proof for completeness. Note that O∗X is the sheaf such
that O∗X(U) = {a ∈ OX(U) | ab = 1 for some b ∈ OX(U)} for an open subset U of X. Even
though OX is a sheaf of semirings, O
∗
X is a sheaf of (multiplicative) abelian groups. Hence,
Hˇ1(U ,O∗X) is an abelian group. We use the multiplicative notation for O
∗
X .
In what follows, let X be a semiring scheme, L be an invertible sheaf of OX -semimodules on
X, and U = {Ui}i∈I be a covering of X such that ϕi : OX |Ui ≃ L|Ui ∀i ∈ I. Let ei ∈ L(Ui)
be the image of 1 ∈ OX(Ui) under ϕi(Ui). Through the following lemmas, we define a
corresponding cocyle in Hˇ1(X,O∗X ) for an invertible sheaf L on X.
Lemma 4.11. For i < j ∈ I and Uij = Ui ∩ Uj , there exists fij ∈ O
∗
X(Uij) such that
ei|Uij = (ej |Uij )fij.
Proof. This is clear since ei|Uij and ej |Uij are invertible elements in O
∗
X(Uij). 
We fix fij in Lemma 4.11. We have the following:
Lemma 4.12. Let f := (fij) ∈ C
1(U ,O∗X ). Then we have d
+
1 (f) = d
−
1 (f) and hence
f ∈ Z1(U ,O∗X ). In particular, f has a canonical image in Hˇ
1
(U ,O∗X ).
Proof. For i < j < k, we have ei|Uij = (ej |Uij )fij , ej |Ujk = (ek|Ujk)fjk. Thus we have
ei|Uijk = (ej |Uijk)(fij)|Uijk = (ek|Uijk)(fjk)|Uijk(fij)|Uijk = ek|Uijk(fik)|Uijk .
This implies that (fjk)|Uijk(fij)|Uijk = (fik)|Uijk . It follows that (d
+
1 (f))ijk = (d
−
1 (f))|ijk and
hence f = (fij) ∈ Z
1(U ,O∗X). Therefore, f has a canonical image in Hˇ
1(U ,O∗X ). 
Lemma 4.13. The canonical image of f ∈ C1(U ,O∗X ) in Hˇ
1
(U ,O∗X ) as in Lemma 4.12 does
not depend on the choice of ei.
Proof. Let {e′i}i∈I be another choice with {f
′
ij}. We can take {gi}i∈I , where gi ∈ O
∗
X(Ui) such
that e′i = giei. Then, we have ei|Uij = fijej |Uij , e
′
i|Uij = f
′
ije
′
j |Uij . It follows that gi|Uijei|Uij =
f ′ije
′
j |Uij = f
′
ijgj |Uijej |Uij and gi|Uijei|Uij = gi|Uijfijej |Uij . Therefore, fijgi|Uij = f
′
ijgj |Uij .
This implies that f · d−0 (g) = f
′ · d+0 (g). In other words, f and f
′ give the same canonical
image in Hˇ1(U ,O∗X ). 
We denote the canonical image of f ∈ C1(U ,O∗X ) in Hˇ
1(U ,O∗X) by φU (L). Let U = {Ui}i∈I
and U ′ = {Vj}j∈J be two open coverings of X such that L|Ui ≃ OX |Ui and L|Vj ≃ OX |Vj
∀i ∈ I, j ∈ J . We define a new covering U ∩ U ′ := {Ui ∩ Vj}(i,j)∈I×J of X. Then, clearly
U ∩ U ′ is a refinement of U . It follows that φU (L) has a canonical image in Hˇ
1
(U ∩ U ′,O∗X).
Lemma 4.14. Let U = {Ui}i∈I and U
′ = {Vj}j∈J be two open coverings of X such that
L|Ui ≃ OX |Ui and L|Vj ≃ OX |Vj ∀i ∈ I, j ∈ J . Let f ∈ C
1(U ,O∗X) and f
′ ∈ C1(U ′,O∗X ) (as
in Lemma 4.12). Then the canonical images of f and f ′ are same in Hˇ
1
(U ∩ U ′,O∗X). In
particular, each invertible sheaf L determines a unique element φ(L) in Hˇ
1
(X,O∗X ).
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Proof. Let {ei}i∈I , {fij}i,j∈I for U and {e
′
j}j∈J , {f
′
kl}k,l∈J for U
′ as in Lemma 4.11. We
claim that the images of φU (L) and φU ′(L) in Hˇ
1(U ∩ U ′,O∗X) are equal. Indeed, we
can find gik ∈ O
∗
X(Ui ∩ Vk) such that e
′
k|Ui∩Vk = (gik)ei|Ui∩Vk . Hence, from the relation
e′k|Uij∩Vkl = (f
′
kl)|Uij∩Vkl · e
′
l|Uij∩Vkl , we have that (gik)|Uij∩Vkl · ei|Uij∩Vkl = (f
′
kl)|Uij∩Vkl ·
e′l|Uij∩Vkl = (f
′
kl)|Uij∩Vkl · (gjl)|Uij∩Vkl · ej |Uij∩Vkl . It follows that
(gik)|Uij∩Vkl · (fij)|Uij∩Vkl = (f
′
kl)|Uij∩Vkl · (gjl)|Uij∩Vkl . (14)
Let g = (gik) for i ∈ I, k ∈ J . Then, we have g ∈ C
0(U ∩ U ′,O∗X). Give the set I × J a
dictionary order. Then we have
(d+0 (g))|(i,k)×(j,l) = gjl|Uij∩Vkl and (d
−
0 (g))|(i,k)×(j,l) = gik|Uij∩Vkl . (15)
Let α : Z1(U ,O∗X ) −→ Z
1(U ∩ U ′,O∗X) be the ±-morphism as in (12). Then α induces the
map αˆ :Hˇ1(U ,O∗X) −→Hˇ
1(U ∩ U ′,O∗X). Similarly, for U
′, we obtain
β : Z1(U ′,O∗X) −→ Z
1(U ∩ U ′,O∗X), βˆ : Hˇ
1
(U ′,O∗X) −→ Hˇ
1
(U ∩ U ′,O∗X).
In particular, if φU (L) = [f ], then αˆ([f ]) = [α(f)], where [f ] is the equivalence class of
f ∈ Z1(U ,O∗X ) in Hˇ
1(U ,O∗X ). To complete the proof, we have to show that [α(f)] = [β(f
′)].
We know that α(f)(i,k)×(j,l) = fij|Uij∩Vkl and β(f
′)(i,k)×(j,l) = f
′
kl|Uij∩Vkl . It follows from (14)
and (15) that
(α(f) · d−0 (g))|Uij∩Vkl = (β(f
′) · d+0 (g))|Uij∩Vkl .
This proves that [α(f)] = [β(f ′)]. Thus, f and f ′ have the same image in Hˇ1(X,O∗X ). We
denote this image by φ(L). 
Consider the following map:
φ : Pic(X) −→ Hˇ
1
(X,O∗X ), [L] 7→ φ(L), (16)
where [L] is the isomorphism class of L in Pic(X).
Lemma 4.15. φ is well defined.
Proof. Suppose that L ≃ L′. We have to show that φ(L) = φ(L′). Let us fix an isomorphism
ϕ : L −→ L′. We can find an open covering U = {Ui}i∈I of X such that on Ui both L and
L′ are isomorphic to OX . Let {ei} and {fij} be as in Lemma 4.11 for L. Then we have
ϕUij (ei)|Uij = fij · ϕUij (ej)|Uij . Since φ(L
′) does not depend on the choice of {e′i}, we let
e′i = ϕUi(ei) as in Lemma 4.11 for L
′. Then the desired property follows. 
Lemma 4.16. φ is a group homomorphism.
Proof. Suppose that L and L′ are invertible sheaves of OX -semimodules. Then so is L⊗OX L
′
(this directly follows from Lemma 3.5). Therefore, we can find an affine open covering
U = {Ui = SpecRi}i∈I of X such that (L ⊗OX L
′)(Ui) ≃ OX(Ui) ≃ L(Ui) ≃ L
′(Ui) ≃ Ri.
In particular, we have (L ⊗OX L
′)(Ui) ≃ (L(Ui) ⊗OX L
′(Ui)). Let {ei}i∈I , {fij}i,j∈I for L
and {e′j}j∈J , {f
′
kl}k,l∈J for L
′ as in Lemma 4.11 on the open covering U . Then we can take
{ei⊗e
′
i} as a basis for (L⊗OX L
′)(Ui) and the corresponding transition map is F = (fij ·f
′
ij).
It follows that φ(L ⊗OX L
′) = φ(L)φ(L′). 
Lemma 4.17. φ([L]) = 1 if and only if [L] is the isomorphism class of OX . In particular,
φ is injective.
Proof. Suppose that φ(L) = 1. Let U = {Ui}i∈I be an open covering of X such that L|Ui ≃
OX |Ui ∀i ∈ I and let f and ei be as in Lemma 4.11. Since the canonical image of f does
not depend on the choice of an open covering U , we may assume that [f ] = [1] ∈Hˇ1(U ,O∗X).
This implies that there exists g ∈ C0(U ,O∗X ) such that d
+
0 (g) = f ·d
−
0 (g). Hence, (d
+
0 (g))ij =
9
(f · d−0 (g))ij and fij · gi|Uij = gj|Uij . It follows that (giei)|Uij = gi|Uijei|Uij = gi|Uijfijej |Uij =
gj |Uijej |Uij = (gjej)|Uij . Thus, eigi and ejgj agree on Uij and hence we can glue them to
obtain the global isomorphism ϕ : L −→ OX . Conversely, if L ≃ OX , then clearly φ(L) = 1.
In fact, one can take ei = e|Ui , where e is the identity in OX(X). 
Lemma 4.18. φ is surjective.
Proof. Notice that α ∈Hˇ1(X,O∗X ) comes from [f ] ∈Hˇ
1(U ,O∗X) for an open covering U =
{Ui}i∈I of X. Let Li := OX |Ui for each i ∈ I. Let f = (fij) ∈ Z
1(U ,O∗X). Then, for i < j,
each fij defines the following isomorphism:
φij : Li|Uij −→ Lj|Uij , s 7→ fij · s.
We define φii := id. Since f ∈ Z
1(U ,O∗X ), we have d
+
1 (f) = d
−
1 (f). It follows that
(d+1 (f))ijk = fjk · fij = (d
−
1 (f))ijk = fik, and fij · fjk = fik. This implies that φik = φjk ◦ φij
and therefore one can glue Li to obtain the invertible sheaf L. Let ei be the image of 1 under
the isomorphism OX(Ui) ≃ L(Ui). Then we obtain the corresponding f = (fij). This implies
that φ([L]) = α, hence φ is surjective. 
Finally, we conclude the following theorem via the isomorphism φ.
Theorem 4.19. Pic(X) ≃Hˇ1(X,O∗X ) for a semiring scheme (X,OX ).
Next, we compute the Picard group of a projective space PnM over a totally ordered idempotent
semifield M .
Lemma 4.20. Let M be a totally ordered idempotent semifield. Fix a monomial g ∈
M [x0, ..., xr]. Let A := M [x0, ..., xr]g, X = SpecA, and U = {D(fi)} be a finite covering of
X which consists of principal open subsets. Then Hˇn(U ,O∗X ) = 0 for all n ≥ 1.
Proof. First, it follows from Hilbert’s Nullstellensatz of semirings (see [3], §6) that
1 =
∑
i∈I
hifi for some hi ∈ A. (17)
Suppose that hi =
ai
gmi
and fi =
bi
gni
, where ai, bi ∈ M [x0, ..., xr ] and mi, ni ∈ N. Then (17)
implies that there exist l1, l2 ∈ N such that
gl1 = gl2
∑
i∈I
aibi. (18)
However, since M is a totally ordered idempotent semifield and g is a monomial, (18) implies
that aibi = g
t for some t ∈ N and i ∈ I. Hence hifi ∈ A
∗ for some i ∈ I. In particular, fi is
a unit in A. We fix this i ∈ I. Then D(fi) = X and for any {i0, ..., im} ⊆ I, we have
O∗X(D(fi) ∩D(fi0) ∩ · · · ∩D(fim)) = O
∗
X(D(fi0) ∩ · · · ∩D(fim)). (19)
Next, we note that since O∗X is a sheaf of abelian groups, from Remark 4.3, Cˇech cohomology
groups of X can be also computed by using unordered cochains as follows:
Cn = Cn(U ,O∗X ) :=
∏
(i0,...,in)∈In+1
O∗X(Ui0i1···in), n ∈ N.
We also note that in this case Cˇech cohomology groups can be computed by using the usual
way as we mentioned in Remark 4.3. We use the notation ⊙ for the (multiplicative) group
operation of O∗X .
Now, take any y = (yi0···in) ∈ Z
n(U ,O∗X). Since we have d
n(y)ii0···in = 1, it follows that
yi0···in ⊙
(⊙
k
(yii0···iˆk···in)
(−1)k+1
)
= 1. (20)
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Equivalently, we have
yi0···in =
⊙
k
(yii0···iˆk···in)
(−1)k . (21)
Let x = (xi0···in−1) ∈ C
n−1(U ,O∗X), where xi0···in−1 = yii0···in−1 . Note that this is possible
from (19) since O∗X(D(fi) ∩ D(fi0) ∩ · · · ∩ D(fin−1)) = O
∗
X(D(fi0) ∩ · · · ∩ D(fin−1)). This
implies that
(dn−1(x))i0···in =
⊙
k
(x
i0···iˆk···in
)(−1)
k
=
⊙
k
(y
ii0···iˆk···in
)(−1)
k
= yi0···in .
Therefore we have dn−1(x) = y and Hˇn(U ,O∗X) = 0 for all n ≥ 1. 
Next, let us recall the following well-known theorem.
Theorem 4.21 ( [16], The´ore`me 1 of n◦ 29). Let X be a topological space, U = {Ui}i∈I a
covering of X, F a sheaf of abelian groups on X. Assume that there exists a family (U j)j∈J
of coverings of X, cofinal in the family of coverings of X, such that Hˇp(U ja,F|Ua) = 0 for all
j ∈ J , a ∈ In+1, n ≥ 0, and p ≥ 1. Then,
Hˇ
n
(U ,F) ≃ Hˇ
n
(X,F).
Corollary 4.22. Let X be an affine semiring scheme and F be a quasi-coherent sheaf of
OX -semimodules which is in fact a sheaf of abelian groups. Then, Hˇ
n(X,F) = 0 for all
n ≥ 1.
Proof. One can easily generalize the classical proof (for example, see [11]) to show that for
any finite covering U = {Ui}i∈I of X by principal open sets Ui = D(gi), Hˇ
n(U ,F) = 0 for all
n ≥ 1. This is essentially due to Hilbert’s Nullstellensatz of semirings (see [3], §6). Then, by
applying Theorem 4.21, we obtain the desired result. 
Corollary 4.23. Let X be an affine semiring scheme as in Lemma 4.20. Then Hˇn(X,O∗X ) =
0 for n ≥ 1.
Proof. This directly follows from Theorem 4.21, Remark 4.3, and Lemma 4.20 since the family
of coverings by principal open subsets is cofinal. 
Corollary 4.24. Let X = PnM be a projective space over a totally ordered idempotent semifield
M . Let U = {D(x0), ...,D(xn)} be the standard affine open covering of X. Then, we have
Hˇ
m
(U ,O∗X ) ≃ Hˇ
m
(X,O∗X ), m ≥ 0.
Proof. This directly follows from Corollary 4.23 and Leray’s acyclicity theorem since in this
case U is a Leray’s cover. 
Proposition 4.25. Let X = PnM be a projective space over a totally ordered idempotent
semifield M . Then we have
Pic(X) ≃ Hˇ
1
(X,O∗X ) ≃ Z. (22)
Proof. From Corollary 4.24, it is enough to consider the standard covering U = {D(x0), ...,D(xn)}.
Let Ui = D(xi). Then we have O
∗
X(Ui) = M
∗. Let Mi := M
∗ for all i = 0, ..., n. As in the
classical case, one can easily see that
O∗X(Uij) = {qx
n
j x
−n
i | q ∈M
∗, n ∈ Z}, O∗X(Uijk) = {qx
ni
i x
nj
j x
nk
k | q ∈M
∗, ni+nj+nk = 0}.
Let Mij := O
∗
X(Uij) and Mijk := O
∗
X(Uijk). We have the following Cˇech complex:
C : C0 =
∏
iMi
d−0
//
d+0
//
C1 =
∏
i<jMij
d−1
//
d+1
//
C2 =
∏
i<j<kMijk
d−2
//
d+2
//
· · ·
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Then 1-cocyle is
Z1(U ,O∗X) = {x = (aij) | d
+
1 (x) = d
−
1 (x)} = {x = (aij) | aik|Uijk = ajk|Uijk · aij |Uijk}. (23)
If aij = qijx
nij
j x
−nij
i then (23) implies that
qik = qij · qjk, nik = nij, nik = njk, and nij = njk ∀i < j < k. (24)
It follows that once n01 is fixed then the other nij will be determined by (24). Furthermore,
we claim that for x = (qijx
nij
j x
−nij
i ) and y = (q
′
ijx
n′ij
j x
−n′ij
i ) in Z
1(U ,O∗X),
xρ1y ⇐⇒ nij = n
′
ij ∀i < j.
Indeed, if xρ1y, then clearly nij = n
′
ij. Conversely, we want to find elements u = (ui), v = (vi)
in C0 =
∏
iMi such that
x · d+0 (u) · d
−
0 (v) = y · d
+
0 (v) · d
−
0 (u).
Equivalently, for each i < j,
qij · x
nij
j · x
−nij
i · ui · vj = q
′
ij · x
nij
j · x
−nij
i · vj · ui.
Since O∗X is a sheaf of abelian groups we may assume that q
′
ij = 1. Thus, it reduces to finding
u = (ui), v = (vi) such that
qij · ui · vj = uj · vi ∀i < j (25)
However, the existence of such u and v in C0 =
∏
iMi easily follows from induction on n. 
Remark 4.26. Note that in the proof of Proposition 4.25 we did not use the assumption that
M is totally ordered and idempotent to compute Hˇ
1
(U ,O∗X). Such assumption is only used to
prove that Hˇ
1
(U ,O∗X) = Hˇ
1
(X,O∗X ) so that we can reduce the computation to the standard
open cover.
Remark 4.27. We remark that the same calculation can be done by using a reduced model
of a projective space as follows. Let M = Rmax. Note that, different from the classical case,
Rmax[T ] is not multiplicatively cancellative. Therefore the canonical map, S
−1 : Rmax[T ] −→
S−1Rmax[T ] does not have to be injective. In tropical geometry, rather than working directly
with Rmax[T ], one works with the semiring Rmax[T ] := Rmax[T ]/ ∼, where ∼ is a congruence
relation such that f(T ) ∼ g(T ) ⇐⇒ f(x) = g(x) ∀x ∈ Rmax. Let B := Rmax[T ]. If f(T ) ∈
B is multiplicatively invertible, then there exists g(T ) such that f(T )⊙ g(T ) = 1B = 0.
However, for l ∈ Rmax, the set l consists of a single element l. It follows that f(T )⊙g(T ) = 0.
One can check that this implies that f(T ) ∈ R and hence B∗ = R. Let S = {1, T , T
2
, ...}
be a multiplicative subset of B, and A := S−1B. Since B is multiplicatively cancellative
(see [7, §3.2]), B is canonically embedded into A. Moreover, similar to Proposition 4.25, one
can observe that A∗ = {qT
n
| q ∈ R, n ∈ Z}.
Suppose that the reduced model X := P1 of a projective line over Rmax is the semiring scheme
such that two affine semiring schemes SpecRmax[T ] and SpecRmax[
1
T
] are glued along SpecA.
The exact same argument as in the proof of Proposition 4.25 shows the following:
Hˇ
1
(X,O∗X ) = Z.
Finally, we classify all invertible sheaves on a projective space over a totally ordered idem-
potent semifield.
Lemma 4.28. Let X = PnM be a projective space over a totally ordered idempotent semifield
M . Then for each m ∈ Z, via the isomorphisms (16) (Theorem 4.19) and (22) (Proposition
4.25), we have the isomorphism Pic(X) −→ Z sending the equivalence class of OX(m) to m.
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Proof. Let U = {D(x0), ...,D(xn)} be the standard open cover of X. Let Ui := D(xi). Then,
as in the classical case, one can easily observe that the map ϕi : OX(m)|Ui −→ OX |Ui induced
by ψi : OX(Ui) −→ OX(m)(Ui), a 7→ ax
m
i is an isomorphism. Then, the transition map fij
as in Lemma 4.11 is given by
xmi
xmj
and these fij determine an element f ∈ Z
1(U ,O∗X). It
follows from Lemmas 4.12 and 4.13 that this, in turn, determines and element of Hˇ1(U ,O∗X).
On the other hand, the isomorphism (22) sends the equivalence class [f = (
xmi
xmj
)] to m. 
Corollary 4.29. Let X = PnM be a projective space over a totally ordered idempotent semifield
M . Then
(1) OX(l)⊗OX OX(m) ≃ OX(l +m) ∀l,m ∈ Z.
(2) Any invertible sheaf L on X is isomorphic to OX(m) for some m ∈ Z.
Proof. This is clear from Lemma 4.28 since the equivalence class of OX(1) in Pic(X) maps
to 1 ∈ Z under the isomorphism. 
Appendix A. Basic definitions of semirings
In this section, we provide the basic definitions of semirings which are frequently used in the
paper.
Definition A.1. A set T equipped with a binary operation · is called a monoid if for a, b, c ∈
T , we have (a · b) · c = a · (b · c) and there exists 1 ∈ T such that 1 · a = a · 1 = a. When
a · b = b · a ∀a, b ∈ T , we say that T is a commutative monoid. When T does not have 1, T
is called a semigroup.
Definition A.2. A semiring (M,+, ·) is a non-empty set M endowed with an addition +
and a multiplication · such that
(1) (M,+) is a commutative monoid with the neutral element 0.
(2) (M, ·) is a monoid with the identity 1.
(3) r(s+ t) = rs+ rt and (s + t)r = sr + tr ∀r, s, t ∈M.
(4) r · 0 = 0 · r = 0 ∀r ∈M.
(5) 0 6= 1.
If (M, ·) is a commutative monoid, then we call M a commutative semiring. If (M\{0}, ·) is
a group, then a semiring M is called a semifield.
Definition A.3. (cf. [3]) Let M1, M2 be semirings. A map f : M1 −→ M2 is a homomor-
phism of semirings if f satisfies the following conditions:
f(a+ b) = f(a) + f(b), f(ab) = f(a)f(b), f(0) = 0, f(1) = 1 ∀a, b ∈M1.
Definition A.4. Let M be a commutative semiring and T be a commutative monoid. We
say that T is a M -semimodule if there exists a map ϕ : M × T −→ T which satisfies the
following properties: ∀m,m1,m2 ∈M , ∀t, t1, t2 ∈ T ,
(1) ϕ(1, t) = t.
(2) If t = 0 or m = 0, then ϕ(m, t) = 0.
(3) ϕ(m1 +m2, t) = ϕ(m1, t) + ϕ(m2, t), ϕ(m, t1 + t2) = ϕ(m, t1) + ϕ(m, t2).
(4) ϕ(m1m2, t) = ϕ(m1, ϕ(m2, t)), ϕ(m, t1t2) = ϕ(m, t2)t2.
By an idempotent semiring, we mean a semiring M such that x+ x = x ∀x ∈M .
Example A.5. Let B := {0, 1}. We define an addition as: 1+1 = 1, 1+0 = 0+1 = 1, and
0 + 0 = 0. A multiplication is defined by 1 · 1 = 1, 1 · 0 = 0, and 0 · 0 = 0. Then, B becomes
the initial object in the category of idempotent semirings.
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Example A.6. The tropical semifield Rmax is R∪{−∞} as a set. An addition ⊕ is given by:
a⊕b := max{a, b} ∀a, b ∈ Rmax, where −∞ ≤ a ∀a ∈ Rmax. A multiplication ⊙ is defined as
the usual addition of R as follows: a⊙b := a+b ∀a, b ∈ R and (−∞)⊙a = a⊙(−∞) = (−∞)
∀a ∈ Rmax. We denote by Qmax, Zmax the sub-semifields of Rmax with the underlying sets
Q ∪ {−∞}, Z ∪ {−∞} respectively.
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