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NON-HOMOGENEOUS SQUARE FUNCTIONS ON GENERAL SETS:
SUPPRESSION AND BIG PIECES METHODS
HENRI MARTIKAINEN, MIHALIS MOURGOGLOU, AND EMIL VUORINEN
ABSTRACT. We aim to showcase the wide applicability and power of the big
pieces and suppression methods in the theory of local Tb theorems. The setting
is new: we consider conical square functions with cones
{
x ∈ Rn \ E : |x − y| <
2 dist(x,E)
}
, y ∈ E, defined on general closed subsets E ⊂ Rn supporting a
non-homogeneous measure µ. We obtain boundedness criteria in this generality
in terms of weak type testing of measures on regular balls B ⊂ E, which are
doubling and of small boundary. Due to the general set E we use metric space
methods. Therefore, we also demonstrate the recent techniques from the metric
space point of view, and show that they yield the most general known local Tb
theorems even with assumptions formulated using balls rather than the abstract
dyadic metric cubes.
1. INTRODUCTION
Square functions are important objects in harmonic analysis and in the theory
of PDEs. For example, think of the characterisation of classical Hardy spaces
in terms of vertical and conical square function estimates for Littlewood-Paley
operators [19], or the characterisation of the uniformly rectifiable sets in terms
of square function estimates of the double gradient of the single layer potential
associated with the Laplace operator [6]. We also consider them important from
the framework point of view: they aid in developing novel techniques that work
for singular integrals. In this paper we are interested in a new setup, but also in
analysing the very latest methods of proof and characterisations of the boundedness
of square functions (or singular integrals) in the context of non-homogeneous
analysis.
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For us characterisations of boundedness means various types of sophisticated
Tb theorems – mainly of local and also of the so called big pieces type. The latter
big pieces type is not equally well-known, but has featured prominently in many
recent important articles, for example in connection with the breakthroughs re-
lated to the rectifiability of the harmonic measure [5]. Such a big pieces Tb was
first proved by Nazarov, Treil and Volberg [17] (for Cauchy integral type opera-
tors) in connection with Vitushkin’s conjecture. Their point is roughly the follow-
ing: the assumptions are much weaker than in the usual Tb theorems, but so are
the conclusions in that one only gets the boundedness of the given operator on
some big piece. These theorems have lately become more and more important,
and there is also a highly useful connection between them and the local Tb theo-
rems, as observed by us in [15]. For a relatively detailed account of the entangled
history of the local Tb theorems we refer to [15].
Lowering the integrability of the appearing test functions is the key problem
in local Tb theorems, see e.g. [1], [3], [4], [8], [11], [14], [15]. Related to this and
other issues, we developed in [15] a new method to prove local Tb theorems via
the big pieces and good lambda methods. Let us explain the main steps of our
method later. What it allows, however, is weak type (1, 1) testing conditions and
improving known results – both doubling and non-doubling – in other ways.
The method is important regarding Calderón–Zygmund operators too, see [14]
for the best known integrability exponents related to Hofmann’s problem. A
major technical convenience of the method is that the difficult core Tb argument
can be carried out in the big pieces Tb part, and is hence of L2 nature even if the
original test functions are not.
In this paper we give the full technical execution of our method in the novel
setting of conical square functions defined on general closed subsets E ⊂ Rn sup-
porting a non-homogeneous measure µ. This is the first time non-homogeneous
analysis is being carried out in this particular context. It is an interesting setting
with new difficulties of its own, but also provides us an opportunity to show a
full breakdown of the required components in a very general, essentially met-
ric in nature, setting. The setup includes two measures: one on E and one on
the complement Rn \ E. Related Ahlfors–David regular theory has been devel-
oped in e.g. [9] by Hofmann, Mitrea, Mitrea and Morris and in [7] by one of us
and A. Herran. Our methods are completely different, not only because of the
non-homogeneous setting, but also because we prove more advanced local Tb
theorems using the latest methods of [15]. In this paper the measure µ living on
E can be non-doubling, but the measure used to integrate over the complement
Rn \E is just an appropriately weighted Lebesgue measure. For the exact setting
see Section 1.1.
Let us still highlight an additional benefit of our method that surfaces from
this paper. It is the following technical aspect related especially to the metric
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space theory of local Tb theorems. With the most general possible local Tb theo-
rems (particularly with Calderón–Zygmund operators, general integrability ex-
ponents or non-homogeneous measures) the passage between having the test
functions bQ on some (completely abstract) metric dyadic cubes Q or having the
test functions bB on metric balls B does not appear to be straightforward, see e.g.
the paper by Auscher–Routin [3]. The reasons are technical: the operator testing
condition does not always seem to be trivial to transfer (from balls to cubes) with
general Lp integrability exponents. This is because the Hardy inequality might
not be available due to some irregular underlying metric measure space, or even
if it is, it is not useful with certain exponent (which is called the super-dual case,
see e.g. [3]). Even the accretivity condition is a problem with non-homogeneous
measures. But the old proofs seem to require the existence of bQ on dyadic cubes
(this is required to build some dyadic martingales). For these reasons some of
these theorems have been previously formulated involving these rather abstract
cubes even in the statements. A point we like to make is that these new methods
are flexible enough in that we can easily state and prove our extremely general
local Tb having the existence of the test functions bB only on very regular ballsB.
1.1. The setting. Let E be a closed subset of Rn and S : Rn \ E × E → C be a
kernel, which, for some fixed α, β ∈ (0, 1], m > 0, and K1, K2 > 0, satisfies the
size estimate
(1.1) |S(x, y)| ≤ K1
1
|x− y|m+α
,
for all (x, y) ∈ Rn \ E × E, and the y-Hölder estimate
(1.2) |S(x, y)− S(x, y′)| ≤ K2
|y − y′|β
|x− y|m+α+β
,
where x ∈ Rn \ E, y, y′ ∈ E and |y − y′| ≤ |x−y|
2
. If µ is a non-negative finite
measure with support in E, or if µ is a measure of order m in E (see definition
below), we define the integral operator Tµ on
⋃
p∈[1,∞]L
p(µ) by
Tµf(x) :=
ˆ
E
S(x, z)f(z) dµ(z), x ∈ Rn \ E.
Note that the integral is absolutely convergent. Let σ be a measure inRn\E given
by
σ(A) :=
ˆ
A
dmn(x)
d(x, E)n
,
where A ⊂ Rn \ E is any Lebesgue measurable set. Here d(x, E) stands for the
distance of the point x to E and mn is the Lebesgue measure in Rn. For a point
y ∈ E, we denote the cone Γ(y) at y by
Γ(y) :=
{
x ∈ Rn \ E : |x− y| < 2d(x, E)
}
.
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We can now define the conical square function Cµ on
⋃
p∈[1,∞]L
p(µ) by setting
Cµf(y) :=
(ˆ
Γ(y)
|Tµf(x)|
2d(x, E)2α dσ(x)
) 1
2
, y ∈ E.
Note that we will also use square functions with other measures than µ. IfM(E)
is the set of complex measures with support in E, then for ν ∈M(E), x ∈ Rn \E
and y ∈ E we define
Tν(x) :=
ˆ
E
S(x, z) dν(z)
and
Cν(y) :=
(ˆ
Γ(y)
|Tν(x)|2d(x, E)2α dσ(x)
) 1
2
.
Wewill need to use various truncated versions of the square function. For any
t > 0 and y ∈ E define the truncated cones
Γt(y) := {x ∈ Γ(y) : d(x, E) > t} and Γt(y) := {x ∈ Γ(y) : d(x, E) ≤ t}.
If 0 < s < t we set Γts(y) := Γs(y) ∩ Γ
t(y). The corresponding truncated square
functions, defined with integration over the truncated cones only, are denoted for
instance by Ct or Ctµ,s, depending on the situation. As an example we have
Ctµf(y) :=
(ˆ
Γt(y)
|Tµf(x)|
2d(x, E)2α dσ(x)
) 1
2
, y ∈ E.
Before going any further, let us introduce some notation which is necessary for
the statement of our main theorem.
1.2. Notation and key definitions. An open ball in Rn with center x ∈ Rn and
radius r > 0 is denoted by B(x, r), while an open ball in E with center y ∈ E
and radius r > 0 is defined as BE(y, r) := B(y, r) ∩ E. Often, when there is no
danger of confusion, we may drop the subscript E. We write B¯(x, r) and B¯E(y, r)
for the corresponding closed balls and r(B) for the radius of the ball B. If we
talk about a ball without specifying whether it is open or closed, then it should
be understood that it can be either one.
For two constants A,B ≥ 0 the notation A . B means that there exists an
absolute constant C > 0 such that A ≤ CB. We write A .α,β,... B to indicate the
dependence of the constant C on α, β, etc. Two sided estimates A . B . A are
abbreviated as A ∼ B.
If ν ∈ M(E), then |ν| denotes its total variation. We say that a measure µ is of
orderm in E if µ is non-negative, sptµ ⊂ E and
(1.3) µ(B(y, r)) . rm
holds for all y ∈ E and r > 0. If µ is a non-negative Borel measure or a complex
Borel measure in Rn and F ⊂ Rn is a Borel set, then µ⌊F is a measure defined by
µ⌊F (G) = µ(F ∩G), where G is any Borel set.
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Let a, b ≥ 1, κ > 0 and suppose µ is a non-negative Borel measure in Rn. A ball
B(x0, r) is said to be (a, b)-doubling (with respect to µ) if
(1.4) µ(B(x0, ar)) ≤ bµ(B(x0, r)).
The ball B(x0, r) is said to have κ-small boundary if for all s ∈ [0, 1] there holds
that
(1.5) µ
(
{x ∈ Rn : r(1− s) < |x− x0| < r(1 + s)}
)
≤ κs µ(B(x0, 3r)).
We say that a ball BE(y, r) is (a, b)-doubling or that it has κ-small boundary if
B(y, r) has the corresponding property. These concepts are defined similarly
with closed balls just by replacing the open balls in (1.4) and (1.5) with closed
balls (the left hand side of (1.5) stays the same).
1.3. Statement of the main theorem and further discussion. We will next for-
mulate our main local Tb theorem for Cµ. First, for experts and non-experts alike
let us try to identify the main points:
• A testing measure νB is given on each regular (i.e. doubling and of small
boundary) surface ball B ⊂ E.
• The testing measure (or somewhat less generally the testing function) νB
is required to be supported on B and accretive (normalised to the condi-
tion νB(B) = µ(B)). What is important is that it need not satisfy strong
estimates, only the L1 type condition |νB|(B) ≤ C1µ(B) and some rather
weak quantified absolute continuity assumption (assumption 4) below).
For example, the latter technical condition is automatically satisfied by
Hölder’s inequality should the measure be a function νB = bB dµ satisfy-
ing a slightly stronger L1+ǫ type condition. That is why it does not appear
in more classical formulations.
• The testing condition on the operator side is completely decoupled from
the regularity assumption on νB . We only require the weak type estimate
supλ>0 λ
sµ
(
{y ∈ B : Cr(B)νB(y) > λ}
)
≤ C2|νB|(B) for some s > 0 (e.g.
s = 1). In fact, we may only require this estimate outside some small
enough exceptional set UB ⊂ B.
• Using weak type testing is also in line with keeping the condition nec-
essary for the boundedness: L2 boundedness implies such a condition
with s = 1 using the boundedness of C from the set of finite measures to
L1,∞(µ).
1.6. Theorem. Suppose µ is a measure of order m in E. Let b, κ > 0 be big enough
constants depending only on the dimension n, and let ε0 ∈ (0, 1) and C1 > 0 be given
constants. Assume that for every (10, b)-doubling closed ball B in E with a κ-small
boundary (with respect to µ) there exists a complex measure νB ∈ M(E) with the fol-
lowing properties:
(1) spt νB ⊂ B;
(2) νB(B) = µ(B);
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(3) |νB|(B) ≤ C1µ(B);
(4) If A ⊂ B is a Borel set with µ(A) ≤ ε0µ(B), then |νB|(A) ≤
1
16C1
|νB|(B).
Furthermore, assume that we are given constants s, C2 > 0, and in every ball B as
above a set UB ⊂ B, so that
a) |νB|(UB) ≤
1
16C1
|νB|(B);
b) supλ>0 λ
sµ
(
{y ∈ B \ UB : C
r(B)νB(y) > λ}
)
≤ C2|νB|(B).
Under these assumptions the square function Cµ is bounded in L
p(µ) for every p ∈
(1,∞) with norm depending on p and the preceding constants.
1.7. Remark. When diam(E) <∞ one can restrict the testing surface balls to have
radius r ∈ (0, diam(E)]. But then one needs to interpret E to be one of the balls
so that νE exists.
Such a theorem was obtained in [15] for vertical square functions in the up-
per half space Rn+1+ and in [14] for maximal truncations of Calderón-Zygmund
operators. Although the method is the same, to prove Theorem 1.6 in this gen-
erality, one has to overcome non-trivial issues stemming from the geometrically
complicated environment on which our objects are defined.
It is not completely evident which measure σ one should or could use on the
complement Rn \E to define the integration over the cones Γ(y) ⊂ Rn \E, y ∈ E.
In [13] we used σ = µ × dt/tm+1 with conical square functions in the upper half-
space Rk+1+ and with a measure µ of order m supported in Rk (this is essentially
the setting n = k + 1 and E = Rk × {0}). A key requirement is that σ ought
to be a measure on Rn \ E that assigns a bounded measure to Whitney regions
associated with E (like the measure σ = µ×dt/tm+1 in the upper-half space does:
σ(B × (r(B)/2, r(B)) . µ(B)/r(B)m . 1). For some parts of the theory there is
another important aspect in play: we also need to be able to exploit the fact that
nearby cones have some geometric cancellation and then see this appropriately
on the σ measure side (this also works with σ = µ × dt/tm+1 in the upper half-
space because of the appropriate Lebesgue part). For this latter reasonwe use just
the Lebesgue measure weighted with d(x, E)−n here i.e. for us σ = d(x, E)−n dmn
like defined above. As is apparent from the upper half-space situation, in some
scenarios multiple other natural choices also work. Further investigation on this
issue could be appropriate – but for us the main thing was to remove regularity
assumptions on µ. Compare also to [9] where two different ADR measures are
used.
1.4. Outline of the method and proof. The key steps of our method are as fol-
lows:
(1) The non-homogeneous good lambda method by Tolsa [20]. This can sim-
ply be thought of as a highly flexible way to glue some local results in to
the desired global result. It says that it is enough to find in every (10, b)-
doubling closed ball B in E with a κ-small boundary a subset GB ⊂ B
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with µ(GB) & µ(B), where
C : M(E)→ L1,∞(µ⌊GB)
is bounded with a constant C that is independent ofB, that is, the inequal-
ity
µ
(
{y ∈ GB : Cν(y) > λ}
)
≤
C
λ
|ν|(E)
holds for all λ > 0 and ν ∈ M(E). We give a proof in our context in
Section 5.
(2) Prove a big pieces global Tb: Theorem 6.1. This is interesting on its own
right but is also the key step in proving the required local result needed
to apply the non-homogeneous good lambda method. The theorem says
that given a closed ball B, a finite measure µ with support in B and a
function b ∈ L∞(µ), then under certain very weak assumptions one finds a
subset G ⊂ B with µ(G) & µ(B) so that the square function Cµ is bounded
in L2(µ⌊GB). The proof relies on the idea of suppression – an amazing
technique of Nazarov–Treil–Volberg designed to cook up an operator that
behaves significantly better than the original one but also agrees with the
original one on a large enough set. In this paper we show how to suppress
these conical square functions.
(3) The third step is to prove that the assumptions of the non-homogeneous
good lambda method hold in our situation. This is Proposition 3.1. So
we take an arbitrary closed (10, b)-doubling ball B in E with a κ-small
boundary. Then, by assumption, we have the test measure νB . By writing
the polar decomposition νB = b|νB|, where |b(y)| = 1 for all y ∈ B, we
have
CνB = C|νB|b.
Next, we want to use the big pieces global Tb theorem with the measure
|νB| and the bounded function b. Using stopping times we can do this, and
we get a set GB where C|νB| is bounded in L
2(|νB|⌊GB). This will be done
in such a way that |νB|⌊GB = ϕµ⌊GB for some function ϕ ∼ 1, whence
we can come back to the measure µ and derive the desired result that Cµ
is bounded in L2(µ⌊GB). A weak (1, 1) argument is required to conclude
that the assumptions of the good lambda theorem hold.
We also need various preliminaries (Section 2). Some geometric considerations
related to cones are presented in Section 4. Certain technical details are also given
in the Appendixes. We use metric dyadic cubes and their randomisation purely
as a technical tool (the cubes do not appear in the statement of the main theorem).
This is needed for the Tb argument in the big pieces Tb theorem. The randomisa-
tion originates from the paper by Hytönen–Martikainen [10] but we use the latest
version from Auscher–Hytönen [2] with some further modifications.
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2. PRELIMINARIES
We begin by collecting here some notation and basic estimates that will be
used in the later sections. We shall use maximal functions on the set E. Let µ be
a non-negative locally finite Borel measure in E. The centred Hardy-Littlewood
maximal operator is defined for any non-negative locally finite Borel measure ν
with support in E by
Mµν(y) := sup
r>0
ν(B(y, r))
µ(B(y, r))
, y ∈ E,
and the radial one by
Mmν(y) := sup
r>0
ν(B(y, r))
rm
, y ∈ E.
If ν ∈ M(E), we set Mµν := Mµ|ν| and Mmν := Mm|ν|. If f ∈ L1loc(µ) we write
Mµf := Mµ(|f |µ).
A basic property ofMµ is that it is bounded fromM(E) into L1,∞(µ) and from
Lp(µ) into Lp(µ), p ∈ (1,∞). If µ is of orderm there holds thatMmν(y) .Mµν(y)
for every y and ν ∈ M(E), and therefore the boundedness properties of Mµ
transfer toMm.
2.1. Lemma. Let y ∈ E, r > 0 and suppose µ is a non-negative Borel measure with
sptµ ⊂ E. If f ∈ L1loc(µ), thenˆ
E
|f(z)| dµ(z)
(r + |z − y|)m+α
. r−αMm(|f |µ)(y),
where the implicit constant is independent of r and y.
The proof of Lemma 2.1 is a standard calculation dividing the integration area
as
E =
(
BE(y, r)
)
∪
∞⋃
k=0
(
BE(y, 2
k+1r) \BE(y, 2
kr)
)
.
The next lemma is a simple geometric observation:
2.2. Lemma. Let y, z ∈ E and x ∈ Γ(y). Then
|x− z| ∼ |x− y|+ |y − z|.
Proof. If |y − z| ≥ 2|x− y|, then
|x− z| ≥ |y − z| − |x− y| ∼ |y − z| + |x− y|.
On the other hand if |y − z| < 2|x− y|, then
|x− z| ≥ d(x, E) >
1
2
|x− y| ∼ |x− y|+ |y − z|.

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2.3. Lemma. For every y ∈ E and t > s > 0 there holds that
σ
(
Γts(y)
)
.
(
t
s
)n
.
Proof. Fix some y ∈ E and t > s > 0. If x ∈ Γts(y), then we have
|x− y| < 2d(x, E) ≤ 2t.
Also, x satisfies d(x, E) ≥ s. From these we directly get that
σ
(
Γts(y)
)
=
ˆ
Γts(y)
dmn(x)
d(x, E)n
≤
mn(B(y, 2t))
sn
∼
(
t
s
)n
.

From Lemma 2.3 we get the following two lemmas:
2.4. Lemma. Let s, t > 0. Then for every y ∈ E and r > 0 there holds thatˆ
Γ(y)
d(x, E)s
(d(x, E) + r)s+t
dσ(x) .s,t r
−t.
Proof. Fix some y ∈ E and r > 0. Thenˆ
Γr(y)
d(x, E)s
(d(x, E) + r)s+t
dσ(x) ≤
∞∑
k=0
σ
(
Γ2
−kr
2−k−1r(y)
)(2−kr)s
rs+t
.s
1
rt
and ˆ
Γr(y)
d(x, E)s
(d(x, E) + r)s+t
dσ(x) ≤
∞∑
k=0
σ
(
Γ2
k+1r
2kr (y)
) 1
(2kr)t
.t
1
rt
.

2.5. Lemma. Suppose µ is a measure of order m in E. For every t > s > 0 and
p ∈ (1,∞) the truncated square function Ctµ,s is bounded in L
p(µ).
Proof. Fix some numbers 0 < s < t and p ∈ (1,∞), and suppose f ∈ Lp(µ). If
y ∈ E and x ∈ Γ(y), then Lemmas 2.1 and 2.2 give
|Tµf(x)| .
ˆ
E
|f(z)|
|x− z|m+α
dµ(z) ∼
ˆ
E
|f(z)|
(|x− y|+ |y − z|)m+α
dµ(z)
. |x− y|−αMm(|f |µ)(y)
. |x− y|−αMµf(y).
(2.6)
Combining this with Lemma 2.3 yields
Ctµ,sf(y) =
(ˆ
Γts(y)
|Tµf(x)|
2d(x, E)2α dσ(x)
) 1
2
. σ(Γts(y))
1
2Mµf(y)
.s,t Mµf(y).
Thus Ctµ,sf is pointwise dominated byMµ, and the claim follows from bound-
edness ofMµ in Lp(µ). 
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Random dyadic cubes. In the big piece global Tb theorem and in the Whit-
ney decomposition related to the good lambda method we shall use systems of
dyadic cubes in E. Even though we are in Rn, the existence of these is a metric
space argument, because there is no direct way of building dyadic systems in ar-
bitrary closed subsets of Rn. The specific construction we use is from [2], and we
elaborate here on how we use it.
Let x ∈ E be a fixed point. The construction of dyadic cubes begins by choos-
ing a set of reference dyadic points. Write δ = 1
1000
. Set X0 to be any maximal
1-separated subset of E so that x ∈ X0. Let K ∈ Z, K ≥ 0, and assume that the
sets Xk and X−k have been chosen for k ∈ {0, . . . , K}. Define XK+1 to be any
maximal δK+1-separated subset of E such that XK ⊂ XK+1, and X−K−1 to be
any maximal δ−K−1-separated subset of X−K so that x ∈ X−K−1. Continue this
way to get the collections Xk for k ∈ Z. Then X :=
⋃
k Xk is the set of reference
dyadic points. A point in X is denoted by xkα, where k indicates that x
k
α ∈ Xk,
and α indexes the different points in Xk. This is precisely as in [2], except that
here we require that x ∈ Xk for every k. The role of this fixed point will be
explained below.
The rest of the construction we take directly as in [2]. We have a probablity
space Ω = ({0, . . . , L} × {1, . . . ,M})Z, where the numbers L and M are related
to the properties of E as a geometrically doubling space. That E is geometrically
doubling means that there exists a constant N such that every ball B in E with
radius r contains at most N points whose distances from each other are at least
r/2. The setΩ is equippedwith the natural σ-algebra and the probability measure
P so that the coordinate mappings
ω 7→ ω(k) ∈ {0, . . . , L} × {1, . . . ,M},
where k ∈ Z, are independent and uniformly distributed over the finite set
{0, . . . , L} × {1, . . . ,M}.
With every ω ∈ Ω there is associated a set {zkα(ω)}k,α of slightly shifted refer-
ence dyadic points. To every zkα(ω) corresponds a dyadic cube Q
k
α(ω) ⊂ E, and
Dk(ω) is the collection all cubes Qkα(ω) with the fixed generation k. The dyadic
lattice D(ω) is
⋃
k∈ZDk(ω). To be precise, in [2] certain open and closed dyadic
cubes are constructed, and from these we form our cubes using finite unions and
intersections as is done in [10], Theorem 4.4.
We list a few relevant properties of the dyadic systems and introduce some
notation that will be used later. Let ω ∈ Ω.
• Every dyadic cube Qkα(ω) is a measurable subset of E such that
(2.7) BE(zkα(ω),
δk
6
) ⊂ Qkα(ω) ⊂ BE(z
k
α(ω), 6δ
k).
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We call the point zkα(ω) the center of Q
k
α(ω), and we set ℓ(Q
k
α(ω)) := δ
k to
be the “sidelength” of Qkα(ω). Also, the original reference points satisfy
(2.8) BE(xkα,
δk
8
) ⊂ Qkα(ω) ⊂ BE(x
k
α, 8δ
k).
• The cubes in a given generation are pairwise disjoint and cover the whole
set E, that is, Qkα(ω) ∩ Q
k
β(ω) = ∅ if α 6= β and E =
⋃
αQ
k
α(ω) for every
k ∈ Z.
• The dyadic cubes are nested in the sense that for any two cubesQkα(ω) and
Qlβ(ω) one of the following holds: Q
k
α(ω) ∩ Q
l
β(ω) = ∅, Q
k
α(ω) ⊂ Q
l
β(ω) or
Qlβ(ω) ⊂ Q
k
α(ω).
• If Qkα(ω) ∈ D(ω) we denote by ch(Q
k
α(ω)) the collection of cubes Q
k+1
β ∈
Dk+1(ω) such that Qk+1β (ω) ⊂ Q
k
α(ω). These are called children of Q
k
α(ω).
• Q̂kα(ω) denotes the unique cube in Dk−1(ω) that contains Q
k
α(ω).
• In the rest of the paper we usually writeQ in place ofQkα(ω). Nevertheless,
one should keep in mind that this is only a short hand, and there is always
the specified generation k such that Q ∈ Dk(ω). This is important because
it may happen that Qkα(ω) = Q
l
β(ω) as sets in E even if k 6= l. In the
summations over dyadic cubes below, we are always summing over pairs
(k, α). If Q = Qkα(ω), then its center z
k
α(ω)will be denoted by cQ.
• Let B be a ball in E with center y ∈ E and radius r. Construct the random
dyadic systems D(ω) in E with the initial requirement that y ∈
⋂
k∈Z Xk.
For any k ∈ Z there exists α(k) so that y = xkα(k). Specify k0 ∈ Z by the
condition r < δ
k0
8
≤ δ−1r. Then define
QB(ω) := Q
k0
α(k0)
(ω)
and
(2.9) DB(ω) :=
{
Qlβ(ω) ∈ D(ω) : l ≥ k0, Q
l
β(ω) ⊂ QB(ω)
}
.
With these definitions we have B ⊂ QB(ω) by (2.8).
We shall also use a variant of the notion of good dyadic cubes introduced first
by Nazarov, Treil, and Volberg [18], and then used in the metric space setting for
instance in [10]. Let again B be some ball in E. Using the center of B as the
fixed reference dyadic point construct the dyadic systems DB(ω) ⊂ D(ω), ω ∈ Ω,
as described above. Fix some ω0 ∈ Ω. Let γ = α2(m+α) and r ∈ Z, r > 0. A
cube R ∈ D(ω0) =: D0 is said to be DB(ω)-good (with parameters (γ, r)) if for all
Q ∈ DB(ω)with ℓ(Q) ≥ δ−rℓ(R) there holds that
(2.10) max
(
d(R,Q), d(R,E \Q)
)
≥ ℓ(R)γℓ(Q)1−γ.
Otherwise R is said to be DB(ω)-bad. Note that the systems D0 and D(w) depend
on the ball B, but later when we use these systems it should be clear what the
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ball is. Also, with our definition, every cube R ∈ D0 with ℓ(R) ≥ δrℓ(QB(ω0)) is
automatically DB(ω)-good.
A key property of these good and bad cubes is that under a random choice of
ω ∈ Ω a cube R ∈ D0 has a small probability of being DB(ω)-bad. The version
of this fact that we will use is formulated in the following lemma. For every
k, l ∈ Z, k ≤ l, define
Ωlk = {ω ∈ Ω : ω(m) = ω0(m) ifm < k or m > l}.
We equip Ωlk again with the natural probability measure with which the co-
ordinates ω(m), k ≤ m ≤ l, are independent and uniformly distributed over
{0, . . . , L} × {1, . . . ,M}. Note that this is a finite probability space.
2.11. Lemma. There exist two constants C = C(L,M) > 0 and η ∈ (0, 1] so that the
following holds. Fix some big enough (depending on γ) goodness parameter r. Suppose
B ⊂ E is a ball in E and let D0 = D(ω0) and DB(ω) ⊂ D(ω) be the dyadic lattices
related to this ball as described above. Assume k0 ∈ Z is such that ℓ(QB(ω)) = δ
k0 for
some, and hence for every, ω ∈ Ω. Let k1 ∈ Z be any number such that k1 ≥ k0 + r.
Then, for every cube R ∈ D0 with ℓ(R) ≥ δ
k1 it holds that
(2.12) P
(
{ω ∈ Ωk1k0 : R is DB(ω)-bad}
)
≤ Cδγrη.
The point in the reduction to these finite spaces Ωk1k0 is a certain technical prob-
lem related to measurability in the big piece global Tb theorem. If one replaces
Ωk1k0 with Ω in (2.12), then the inequality would follow from [10], Theorem 10.2.
In a similar way as in [10] Inequality (2.12) is also essentially proved in [2], The-
orem 2.11. In Appendix A we sketch the proof of Lemma 2.11 just by repeating
arguments in [2] and noticing that it is enough to use Ωk1k0 instead of the whole Ω.
3. PROOF OF THE MAIN THEOREM
Assuming the non-homogeneous good lambda method (Theorem 5.7) and the
big pieces global Tb theorem (Theorem 6.1), we give the proof of our main theo-
rem, Theorem 1.6, here. The following proposition is the main ingredient:
3.1. Proposition. Let C1, C2 ≥ 1 and ε0 ∈ (0, 1) be given constants. Let B be a closed
ball with radius r in E. Suppose µ is a measure of order m in E and that there exists a
complex measure ν ∈M(E) such that
(1) spt ν ⊂ B;
(2) ν(B) = µ(B);
(3) |ν|(B) ≤ C1µ(B);
(4) If A ⊂ B is a subset so that µ(A) ≤ ε0µ(B), then |ν|(A) ≤
1
16C1
|ν|(B).
Assume further that there exists some s > 0 and a Borel set U ⊂ B so that
a) |ν|(U) ≤ 1
16C1
|ν|(B);
b) supλ>0 λ
sµ({y ∈ B \ U : Crν(y) > λ}) ≤ C2|ν|(B).
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Then there exists a set G ⊂ B \ U with µ(G) > ε0µ(B) so that
‖1GCµf‖L2(µ) . ‖f‖L2(µ)
holds for all f ∈ L2(µ) with {y ∈ E : f(y) 6= 0} ⊂ G.
Proof. We may assume that µ(E \ B) = 0, because once we prove this with such
measures then in the general case we may apply it with µ⌊B.
Let y ∈ B. Then
Crν(y) . |ν|(B)
(ˆ
Γr(y)
d(x, E)−2m dσ(x)
) 1
2
.
|ν|(B)
rm
≤ C1
µ(B)
rm
. 1,
where we used a similar estimate as in the proof of Lemma 2.4 in the second step.
Hence
sup
λ>0
λsµ
(
{y ∈ B \ U : Crν(y) > λ}
)
. µ(B) ≤ |ν|(B),
and this combined with the weak type assumption b) shows that
(3.2) sup
λ>0
λsµ({y ∈ B \ U : Cν(y) > λ}) ≤ C ′2|ν|(B)
holds for some constant C ′2.
Let b be a function such that |b(y)| = 1 for all y ∈ B and ν = b|ν|. Note that
Cν(y) = C(b|ν|)(y) = C|ν|b(y)
for all y ∈ E. The idea is to use the big piece global Tb theorem 6.1 with the mea-
sure |ν| and the bounded function b. Hence we have to verify the corresponding
assumptions listed in the statement of Theorem 6.1. Also, to come back to the
measure µ, we will show that |ν| and µ are comparable in a big piece of B.
To begin, recall the dyadic latticesDB(ω) related to the ballB. Fix some random
parameter ω ∈ Ω and let Aω be the collection of the maximal dyadic cubes R ∈
DB(ω) such that ∣∣∣ ˆ
R
b d|ν|
∣∣∣ ≤ η|ν|(R),
where η ∈ (0, 1) is a small number to be specified. Set Tω :=
⋃
R∈Aω
R. First
estimate ˆ
QB(ω)
b d|ν| = ν(QB(ω)) = µ(B) ≥
1
C1
|ν|(QB(ω)).
Using this we get
1
C1
|ν|(QB(ω)) ≤
ˆ
QB(ω)
b d|ν| =
ˆ
QB(ω)\Tω
b d|ν|+
∑
R∈Aω
ˆ
R
b d|ν|
≤ |ν|(QB(ω) \ Tω) + η|ν|(Tω)
= |ν|(QB(ω)) + (η − 1)|ν|(Tω),
which can be written as
|ν|(Tω) ≤
C1 − 1
C1(1− η)
|ν|(QB(ω)).
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If η = η(C1) is chosen suitably, then
C1 − 1
C1(1− η)
= 1−
1
2C1
< 1.
Next, define
H0 := {y ∈ E : M
mν(y) > p0},
where p0 > 0 will be fixed. For every y ∈ H0 set
r(y) := sup
{
r > 0 :
|ν|
(
B(y, r)
)
rm
> p0
}
.
If y ∈ H0 and z ∈ B(y, r(y)), then
|ν|
(
B(z, 2r(y))
)
(2r(y))m
≥ 2−m
|ν|
(
B(y, r(y))
)
r(y)m
≥ 2−mp0.
Hence, if we define
H1 :=
⋃
y∈H0
B(y, r(y)),
we see that H1 ⊂ {y ∈ E : Mmν(y) ≥ 2−mp0}.
Because of the weak (1, 1) boundedness of the maximal function and the as-
sumption (3), we have
µ(H1) ≤ µ({y ∈ E : M
mν(y) ≥ 2−mp0}) ≤ C
2m
p0
|ν|(B) ≤ C
2m
p0
C1µ(B).
Set p0 := C2mC1ε−10 , whence the assumption (4) gives |ν|(H1) ≤
1
16C1
|ν|(B).
Now we prove the comparability of the measures µ and |ν| in a subset of B.
Define F1 to be the set of maximal cubes R ∈ DB(ω) such that
|ν|(R) ≤
1
16C1
µ(R),
and F2 to be the set of maximal cubes R ∈ DB(ω) such that
|ν|(R) ≥
C1
ε0
µ(R).
As an immediate consequence of the definition of F1 we get
|ν|
( ⋃
R∈F1
R
)
=
∑
R∈F1
|ν|(R) ≤
1
16C1
∑
R∈F1
µ(R)
≤
1
16C1
µ(QB(ω))
≤
1
16C1
|ν|(B).
Also, it holds that∑
R∈F2
µ(R) ≤
∑
R∈F2
ε0
C1
|ν|(R) ≤
ε0
C1
|ν|(B) ≤ ε0µ(B),
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and accordingly
|ν|
( ⋃
R∈F2
R
)
≤
1
16C1
|ν|(B)
by assumption (4) again. Hence the set
H2 :=
⋃
R∈F1∪F2
R
satisfies
|ν|(H2) ≤
1
8C1
|ν|(B).
If Q ∈ DB(ω) is such that Q 6⊂ H2, then
(3.3)
1
16C1
µ(Q) ≤ |ν|(Q) ≤
C1
ε0
µ(Q).
From this we can conclude (using a dyadic variant of Lemma 2.13 of [16]) that for
all Borel sets A ⊂ Rn there holds that
1
16C1
µ(A ∩ (B \H2)) ≤ |ν|(A ∩ (B \H2)) ≤
C1
ε0
µ(A ∩ (B \H2)).
In particular, we have that |ν|⌊(B \H2)≪ µ⌊(B \H2). Radon–Nikodym theorem
gives us a Borel function ϕ ≥ 0 so that
|ν|(A) =
ˆ
A
ϕ dµ
and
(3.4)
1
16C1
≤ ϕ(y) ≤
C1
ε0
hold for all Borel sets A ⊂ B \H2 and µ-a.e. y ∈ B \H2.
Now we have constructed all the necessary sets. Define H := H1 ∪ H2 ∪ U . If
|ν|(B(y, r)) > p0r
m, then B(y, r) ⊂ H , and
|ν|(Tω ∪H) ≤ |ν|(Tω) + |ν|(H1) ∪ |ν|(H2) ∪ |ν|(U)
≤
(
1−
1
2C1
+
1
16C1
+
1
8C1
+
1
16C1
)
|ν|(B) =
(
1−
1
4C1
)
|ν|(B).
Furthermore, the weak type condition (3.2) and Equation (3.4) give
sup
λ>0
λs|ν|
(
{y ∈ B \H : C|ν|b > λ}
)
. sup
λ>0
λsµ
(
{y ∈ B \ U : Cν(y) > λ}
)
≤ C ′2|ν|(B).
Since the assumptions of the big piece global Tb theorem 6.1 are verified, we
may apply it to give a set G ⊂ B \H with
(3.5) |ν|(G) ≥
1− (1− 1
4C1
)
3
|ν|(B) =
1
12C1
|ν|(B)
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such that
‖1GC|ν|f‖L2(|ν|) .C1,C2,ε0 ‖f‖L2(|ν|)
holds for every f ∈ L2(|ν|). Note that it must be that µ(G) > ε0µ(B), because
otherwise (3.5) would be contradicted by the assumption (4).
Suppose now f ∈ L2(µ) with {y ∈ E : f(y) 6= 0} ⊂ G and define the function
g := f/ϕ, which is understood to be zero in {y ∈ E : f(y) = 0}. Remember that
|ν|⌊(B \H2) = ϕµ⌊(B \H2) and ϕ ∼ 1 for |ν|- and µ- a.e. y ∈ B \H . Then
‖1GCµf‖L2(µ) = ‖1GC|ν|g‖L2(µ) ∼ ‖1GC|ν|g‖L2(|ν|) . ‖g‖L2(|ν|)
= ‖f/ϕ‖L2(|ν|)
∼ ‖f‖L2(µ).
This concludes the proof.

With this proposition we can easily prove the main theorem:
Proof of Theorem 1.6. Let B be a closed (10, b)-doubling ball in E with a κ-small
boundary. Then there exists by assumption a measure νB related to the ball B as
in Proposition 3.1. Thus, an application of that proposition gives a set GB ⊂ B
with µ(GB) > ε0µ(B) such that
‖1GBCµf‖L2(µ) . ‖f‖L2(µ)
holds for all f ∈ L2(µ) with {y ∈ E : f(y) 6= 0} ⊂ GB .
Since this happens in every closed (10, b)-doubling ball with a κ-small bound-
ary, the good lambda theorem 5.7 and Remark 5.8 following it imply that Cµ is
bounded in Lp(µ) for every p ∈ (1,∞). 
4. A GEOMETRIC PROBLEM RELATED TO CONES
Before going to the good lambdamethod and the big pieces global Tb theorem,
we consider a certain geometric problem related to cones. Namely, we want to
estimate the σ-measure of two truncated cones that are close to each other. Com-
pared to the upper half-space case, the difficulty here is that a cone defined with
respect to a general set E does not have such a simple form. This estimate will be
needed to have certain continuity for a truncated square function.
4.1. Lemma. Let t ≥ 10. Then for all r > 0 and y, y′ ∈ E with |y− y′| < r it holds that
(4.2) σ
(
Γtr(y)∆Γtr(y
′)
)
.
1
t
,
where Γtr(y)∆Γtr(y
′) := Γtr(y) \ Γtr(y
′) ∪ Γtr(y
′) \ Γtr(y).
Proof. Let x ∈ Γtr(y) \ Γtr(y′). The crucial observation is that then
(4.3) |x− y| < 2d(x, E) ≤ |x− y′| < |x− y|+ r,
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so x is at a quite specific distance to E. Hence there exists y˜x ∈ E so that
|x− y˜x| <
|x− y|+ r
2
,
and for all y˜ ∈ E there holds that
|x− y˜| >
|x− y|
2
.
For every y˜ ∈ E define the sets
(4.4) B¯y˜ :=
{
x ∈ Rn : |x− y˜| ≤
|x− y|
2
}
(B¯ indicates that it will turn out to be a closed ball) and
(4.5) Gy˜ :=
{
x ∈ Rn : |x− y˜| <
|x− y|+ r
2
}
.
The above considerations show that
Γtr(y) \ Γtr(y
′) ⊂
[ ⋃
y˜∈E
Gy˜ \
⋃
y˜∈E
B¯y˜
]
∩ Γtr(y).
Since every Gy˜ is open, there is a countable collection {yi}i∈I˜ ⊂ E so that⋃
i∈I˜ Gyi =
⋃
y˜∈E Gy˜. Then, we can find a finite subcollection I ⊂ I˜ so that
σ
([ ⋃
y˜∈E
Gy˜ \
⋃
y˜∈E
B¯y˜
]
∩ Γtr(y)
)
≤ 2σ
([⋃
i∈I
Gyi \
⋃
y˜∈E
B¯y˜
]
∩ Γtr(y)
)
≤ 2σ
([⋃
i∈I
Gyi \
⋃
i∈I
B¯yi
]
∩ Γtr(y)
)
.
We can clearly assume that yi 6= yj , for all i, j ∈ I, i 6= j. For every k ∈ {0, 1, 2, . . . }
let Ik ⊂ I be the set of those indices i such that Gyi ∩ Γ
2k+1tr
2ktr (y) 6= ∅, whence
σ
([⋃
i∈I
Gyi \
⋃
i∈I
B¯yi
]
∩ Γtr(y)
)
=
∞∑
k=0
σ
([ ⋃
i∈Ik
Gyi \
⋃
i∈Ik
B¯yi
]
∩ Γ2
k+1tr
2ktr (y)
)
.(4.6)
Now we fix some k for the rest of the proof and show that
(4.7) mn
( ⋃
i∈Ik
Gyi \
⋃
i∈Ik
B¯yi
)
. (2ktr)n−1r,
wheremn is the n-dimensional Lebesgue measure. Using this we may infer from
(4.6) that
σ
([⋃
i∈I
Gyi \
⋃
i∈I
B¯yi
]
∩ Γtr(y)
)
.
∞∑
k=0
(2ktr)n−1r
(2ktr)n
∼
1
t
,
which proves the lemma.
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B¯yi is a ball. Let i ∈ Ik. First we’ll show that B¯yi is a closed ball. We write a
general point x ∈ Rn with coordinates as x = (x(1), . . . , x(n)). The condition
|x− yi| ≤
|x−y|
2
can be written as
n∑
m=1
(
x(m)− yi(m)
)2
≤
1
4
n∑
m=1
(
x(m)− y(m)
)2
,
and further as
n∑
m=1
(
x(m)− (
4
3
yi(m)−
1
3
y(m))
)2
≤
4
9
n∑
m=1
(
y(m)− yi(m)
)2
.
From here we see that
(4.8) B¯yi = B¯
(4
3
yi −
1
3
y,
2
3
|y − yi|
)
.
The centers of the balls B¯yi and B¯yj are different if i 6= j.
Consider still the fixed i ∈ Ik. By definition there exists a point x ∈ Gyi ∩
Γ2
k+1tr
2ktr
(y). The distance |y − yi| can be estimated as
|y − yi| ≤ |y − x| + |x− yi| < |y − x|+
|y − x| + r
2
≤ 2|x− y|,
because |y − x| > 10r. On the other hand
|y − yi| ≥ |x− y| − |x− yi| > |x− y| −
|x− y|+ r
2
≥
|x− y|
3
.
Combining these we get
(4.9) r(B¯yi) =
2
3
|y − yi| ∼ |x− y| ∼ 2
ktr.
Also, from (4.9) and the fact∣∣∣(4
3
yi −
1
3
y
)
− y
∣∣∣ = 4
3
|y − yi| ∼ 2
ktr
it follows that there exists an absolute constant C such that
(4.10) B¯yi ⊂ B(y, C2
ktr).
. Re-index the balls {B¯yi}i∈Ik as B¯1 = B¯(x1, r1), . . . , B¯K = B¯(xK , rK) for some
K ∈ N, and write correspondingly G1, . . . , GK . Then, set
A1 := ∂
( K⋃
j=1
B¯j
)
∩ ∂B¯1,
and for every i ∈ {2, . . . , K} define
Ai :=
{
x ∈ ∂
( K⋃
j=1
B¯j
)
: x ∈ ∂B¯i \
( i−1⋃
j=1
∂B¯j
)}
.
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The sets Ai are pairwise disjoint and
⋃K
i=1Ai = ∂
(⋃K
j=1 B¯j
)
. With the sets Ai we
still define
Vi =
{
x ∈ Rn : x = (1− λ)xi + λa for some a ∈ Ai and λ ∈ [0, 1]
}
.
In other words, Vi is the set of points that are on a segment whose one end is xi
and the other is on Ai.
The sets Vi are pairwise disjoint. We claim that Vi ∩ Vj = ∅ if i 6= j. To get a
contradiction, suppose that there exist ai ∈ Ai, aj ∈ Aj and λi, λj ∈ [0, 1] such
that
(4.11) x = (1− λi)xi + λiai = (1− λj)xj + λjaj ,
where i, j ∈ {1, . . . , K} and i 6= j. Assume first |x− aj| > |x− ai| and notice that
by (4.11),
ai ∈ B(x, |x− aj|) ⊂ B(xj , |xj − aj |) ⊂ int
( K⋃
l=1
B¯l
)
,
which is a contradiction because ai is supposed to be on the boundary. The case
|x− ai| > |x− aj | is handled similarly. Thus, we can only have that
(4.12) |x− ai| = |x− aj |.
Without loss of generality assume that
(4.13) |xi − ai| ≥ |xj − aj |.
Suppose first λi 6= 0. Then
aj ∈ B¯(x, |x− aj |) = B¯(x, |x− ai|) ⊂ B(xi, |xi − ai|) ∪ {ai},
which is a contradiction. Indeed, we have aj 6∈ B(xi, |xi − ai|) because aj is a
boundary point, and ai 6= aj since the sets Ai are pairwise disjoint.
Suppose then λi = 0, which implies that x = xi. This combined with (4.11),
(4.12) and (4.13) implies that λj = 0, since
|x− aj | = |x− ai| = |xi − ai| ≥ |xj − aj|.
This gives xj = x = xi. This is again a contradiction because xi 6= xj (as noted
after (4.8)). Thus we have shown that Vi ∩ Vj = ∅ if i 6= j.
Proof of (4.7). Let x ∈
⋃K
j=1Gj \
⋃K
j=1 B¯j , and suppose i ∈ {1, . . . , K} and a ∈ Ai
are such that
(4.14) |x− a| = d
(
x,
K⋃
j=1
Aj
)
= d
(
x,
K⋃
j=1
B¯j
)
.
Then, because a minimizes the distance of x to the ball B¯(xi, ri), x has to be on
the same line with a and xi. Otherwise there would be a point x′ ∈ B¯i with
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|x− x′| < |x− a|, which contradicts (4.14). From the definitions (4.4) and (4.5) of
the sets B¯i and Gi it follows that |x− a| ≤ r. Thus
(4.15)
K⋃
i=1
Gi \
K⋃
i=1
B¯i ⊂
K⋃
i=1
Fi,
where
Fi :=
{
xi + t(a− xi) : t ∈
(
1, 1 + r/ri
]
, a ∈ Ai
}
.
Fix some i for themoment and recall the set Vi from above. Wewant to compare
the Lebesgue measures of Fi and Vi. Note that the set (Vi−xi)\{0¯} can be written
as a disjoint union
(Vi − xi) \ {0¯} =
∞⋃
k=1
( ri
ri + r
)k
(Fi − xi).
Hence
mn(Vi) =
∞∑
k=1
( ri
ri + r
)nk
mn(Fi) =
rni
(ri + r)n − rni
mn(Fi).
Using the mean value theorem and the fact that ri ∼ 2ktr we have
rni
(ri + r)n − rni
∼
ri
r
∼ 2kt,
and thus mn(Vi) ∼ 2kt ·mn(Fi).
Remember that the sets Vi ⊂ B¯i are pairwise disjoint and that B¯i ⊂ B(y, C2ktr)
for every i ∈ {1, . . . , K}, as stated in (4.10). Now we can estimate
K∑
i=1
mn(Fi) ∼
1
2kt
K∑
i=1
mn(Vi) ≤
mn(B(y, C2
ktr))
2kt
∼ (2ktr)n−1r,
which in view of (4.15) completes the proof of (4.7). The proof of Lemma 4.1 is
complete.

5. THE NON-HOMOGENEOUS GOOD LAMBDA METHOD
In this section we prove the non-homogeneous good lambda method of Tolsa
[20] in our setting. For this, we shall need the geometric considerations from
Section 4.
In the proof of the good lambda inequality we shall use the following Whitney
type argument, Lemma 5.2, which allows the use of regular balls only. This is
a version of Lemma 2.23 in [20] adapted to our situation, with some additional
arguments from [14] related to small boundaries and the usage of balls.
First, we record the following fact from [17] (see also [20] and [21]).
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5.1. Lemma. Let µ be a Radon measure in Rn and let κ be a big enough constant de-
pending only on the dimension n. Suppose B(x, r) is a ball (open or closed) in Rn. Then
there exists R ∈ [r, 1.2r] so that the ball B(x,R) has a κ-small boundary.
If B = B(x, r) is a ball in E or in Rn and s > 0, we define sB := sB(x, r) :=
B(x, sr), and similarly with closed balls.
5.2. Lemma. Let µ be a Borel measure with sptµ ⊂ E. Suppose U ( E is a relatively
open set with µ(U) < ∞. Assume a ≥ 3, ρ ≥ 16a and let b be a big enough constant
depending on ρ and the dimension n. Let also κ be a big enough constant depending only
on the dimension n. Recall the constant δ = 1
1000
related to dyadic lattices in E. Define
C1 :=
ρ
8
≥ 6 and C2 :=
(12+ρ)δ−1
6
≥ 10000. Then there exist a constant D0 = D0(ρ, n)
and a finite collection of closed balls {Bi}i∈I in E with the following properties:
• Bi ∩Bj = ∅ if i 6= j.
• For every i ∈ I there exist at mostD0 indices j ∈ I so that
C1
2
Bi ∩
C1
2
Bj 6= ∅.
• For every i ∈ I it holds that C1Bi ⊂ U and C2Bi ∩ (E \ U) 6= ∅.
• The balls Bi are (a, b)-doubling and have κ-small boundary.
• µ
(⋃
i∈I Bi
)
≥ 1
2b
µ(U).
Proof. Let D be any dyadic lattice in E as described in Section 2. Consider the
maximal dyadic cubes Q ∈ D such that
(5.3) d(Q,E \ U) ≥ ρℓ(Q).
That Q is a maximal cube such that (5.3) holds means that there does not exist
a cube R ∈ D satisfying (5.3) so that R ⊃ Q and ℓ(R) > ℓ(Q). Let {Qi}i∈K ⊂ D
be the collection of these maximal cubes. Then U =
⋃
i∈KQi and the cubes in
{Qi}i∈K are pairwise disjoint.
Suppose i ∈ K. Recall that if Q ∈ D then Q̂ ∈ D is the unique cube with ℓ(Q̂) =
δ−1ℓ(Q) that contains Q. By construction we know that d(Q̂i, E \ U) < ρℓ(Q̂i).
Hence
d(cQi, E \ U) ≤ diam(Q̂i) + d(Q̂i, E \ U)
< 12ℓ(Q̂i) + ρℓ(Q̂i)
= (12 + ρ)δ−1ℓ(Qi) = C(ρ)ℓ(Qi),
where C(ρ) := (12 + ρ)δ−1. Hence, it holds for all i ∈ K that
(5.4) ρℓ(Qi) ≤ d(cQi, E \ U) < C(ρ)ℓ(Qi).
Next we prove the existence of the constant D0. Suppose i, j ∈ K so that
B¯E(cQi,
ρ
2
ℓ(Qi)) ∩ B¯E(cQj ,
ρ
2
ℓ(Qj)) 6= ∅,
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and suppose ℓ(Qj) = δkℓ(Qi) for some k ∈ Z, k ≥ 0. Then
d(cQi, E \ U) ≤ |cQi − cQj |+ d(cQj , E \ U)
≤
ρ
2
ℓ(Qi) +
ρ
2
ℓ(Qj) + C(ρ)ℓ(Qj)
= (
ρ
2
+
ρ
2
δk + C(ρ)δk)ℓ(Qi).
Thus, because of (5.4), we see that there exists k0 ∈ Z depending on ρ such that
k ≤ k0.
Fix now some ball B¯E(cQi,
ρ
2
ℓ(Qi)) and let Ki be the set of those indices j such
that B¯E(cQi,
ρ
2
ℓ(Qi)) ∩ B¯E(cQj ,
ρ
2
ℓ(Qj)) 6= ∅. Then for all j ∈ Ki it holds that
δk0ℓ(Qj) ≤ ℓ(Qi) ≤ δ
−k0ℓ(Qj).
Hence
(5.5) cQj ∈ B¯E
(
cQi,
ρ
2
(1 + δ−k0)ℓ(Qi)
)
for all j ∈ Ki.
Also, if j, j′ ∈ Ki, j 6= j′, then because the cubes Qi, i ∈ K, are pairwise disjoint,
we have
(5.6) |cQj − cQj′ | ≥ max
(1
6
ℓ(Qj),
1
6
ℓ(Qj′)
)
≥
1
6
δk0ℓ(Qi).
Equations (5.5) and (5.6) combined imply that the number of indices in Ki is
bounded by a constant D0 that depends only on ρ and n.
. Now we start forming the collection we are after. Suppose i ∈ K and consider
the ball B¯E(cQi, 6ℓ(Qi)). Let Bi := B¯E(cQi, ri) be a ball with a κ-small boundary
and radius ri ∈ [6ℓ(Qi), 1.2 · 6ℓ(Qi)] given by Lemma 5.1. Since Qi ⊂ Bi ⊂ U we
have
U =
⋃
i∈K
Bi.
Also, since 1.2 ·6 · C1
2
= 1.2 ·6 · ρ
16
≤ ρ
2
, for every i ∈ I there exist at mostD0 indices
j ∈ I so that C1
2
Bi ∩
C1
2
Bj 6= ∅.
Let S ⊂ K be the set of indices such that the balls Bi are (a, b)-doubling with
respect to µ. Then, since 1.2 · 6a ≤ ρ
2
, we have
µ(
⋃
i∈K\S
Bi) ≤
∑
i∈K\S
µ(Bi)
≤ b−1
∑
i∈I\S
µ(aBi)
≤
D0
b
µ(U).
So, if b is big enough, then
µ
(⋃
i∈S
Bi
)
≥
2
3
µ(U),
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and choosing a sufficiently big finite subcolletion S1 ⊂ S, we get
µ
( ⋃
i∈S1
Bi
)
≥
1
2
µ(U).
Finally, using the 3r-covering theorem, choose a subcollection I ⊂ S1 so that
the balls Bi, i ∈ I, are pairwise disjoint and⋃
i∈S1
Bi ⊂
⋃
i∈I
3Bi.
Then, since a ≥ 3, we have∑
i∈I
µ(Bi) ≥ b
−1
∑
i∈I
µ(3Bi)
≥ b−1µ
( ⋃
i∈S1
Bi
)
≥
1
2b
µ(U).
The collection {Bi}i∈I satisfies all the desired properties.

5.7. Theorem. Let µ be a measure of order m in E. Let also b, κ > 0 be big enough
constants depending only on n, and assume θ ∈ (0, 1). Suppose for each closed (10, b)-
doubling ball B in E with a κ-small boundary there exists a subset GB ⊂ B with
µ(GB) ≥ θµ(B) so that C : M(E) → L
1,∞(µ⌊GB) is bounded with a uniform con-
stant independent of B. Then Cµ is bounded in L
p(µ) for all p ∈ (1,∞) with a constant
depending on p and the preceding constants.
5.8. Remark. In Theorem 5.7 the assumption that C : M(E) → L1,∞(µ⌊GB) is
bounded can be replaced by the assumption that Cµ : L2(µ⌊GB) → L2(µ⌊GB) is
bounded, because the latter implies the former using standard reasoning. This is
proved in Appendix B.
Proof of Theorem 5.7. Fix an exponent p ∈ (1,∞). Since for any f ∈ Lp(µ) it holds
that
Ctµ,sf(y) =
(ˆ
Γts(y)
|Tµf(x)|
2d(x, E)2α dσ(x)
) 1
2
ր Cµf(y),
as s → 0 and t → ∞, it is enough to bound the operators Ctµ,s uniformly for
s ∈ (0, 1) and t > 1.
Note that every Ctµ,s is a priori bounded in L
p(µ) by Lemma 2.5. Hence, it suf-
fices to prove that
‖Ctµ,sf‖Lp(µ) . ‖f‖Lp(µ)
holds uniformly for bounded and boundedly supported functions f . From now
on such a function f is fixed.
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Note that the mapping
y 7→ Ctµ,sf(y), y ∈ E,
is continuous, and hence the sets {Ctµ,sf > λ} are open in E for every λ > 0.
Indeed, if y, y′ ∈ E, then
|Ctµ,sf(y)− C
t
µ,sf(y
′)|
≤
(ˆ
Rn\E
|1Γts(y)Tµf(x)− 1Γts(y′)Tµf(x)|
2d(x, E)2α dσ(x)
) 1
2
.
‖f‖L1(µ)
sm
σ
(
Γts(y)∆Γ
t
s(y
′)
) 1
2 .
(5.9)
When |y − y′| is so small that 10|y − y′| < s, then from (4.2) it follows that
σ
(
Γts(y)∆Γ
t
s(y
′)
)
≤ σ
(
Γs(y)∆Γs(y
′)
)
.
|y − y′|
s
,
which converges to zero as y′ → y.
The main thing to prove in the good lambda method is the good lambda inequal-
ity (5.10). It says that for every ε > 0 there exists δ > 0 such that the following
holds. If λ > 0, then
(5.10) µ
(
{y ∈ E : Ctµ,sf(y) > (1+ ε)λ;Mµf(y) ≤ δλ}
)
≤
(
1−
θ
4b
)
µ
(
{Cts,µf > λ}
)
.
That Ctµ,s is bounded follows from this inequality and the boundedness ofMµ in
a standard manner.
Fix λ, ε > 0 and let δ > 0 be some number to be specified during the proof.
We would like to begin the proof of (5.10) by applying the Whitney type lemma
5.2 to the relatively open set {Ctµ,sf > λ} =: Ωλ, and for this reason we need that
Ωλ ( E.
Suppose diam(E) =∞. If y 6∈ spt f , then
Ctµ,sf(y)
2 =
ˆ
Γts(y)
|Tµf(x)|
2d(x, E)2α dσ(x) .
‖f‖2L1(µ)
d(x, spt f)2m
σ
(
Γts(y)
)
.s,t
‖f‖2L1(µ)
d(y, spt f)2m
→ 0,
as d(y, spt f) → ∞. Hence in this case {Ctµ,sf > λ} ( E holds. And actually we
see that Ωλ is always a bounded set.
The case diam(E) <∞. Suppose diam(E) <∞, whence µ(E) <∞, and assume
also Ωλ = E. To have something to prove in (5.10), we may suppose that the left
hand side there is non-zero. Then there exists y0 ∈ E such that Mµf(y0) ≤ δλ.
By assumption (by the same interpretation as in Remark 1.7) there exists a set
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GE ⊂ E with µ(GE) ≥ θµ(E)where Ctµ,s : M(E)→ L
1,∞(µ⌊GE) is bounded. Thus
µ
(
{y ∈ E : Ctµ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
≤ µ
(
E \GE) + µ
(
{y ∈ GE : C
t
µ,sf(y) > (1 + ε)λ}
)
≤ (1− θ)µ(E) +
C
(1 + ε)λ
‖f‖L1(µ)
= (1− θ)µ(E) +
Cµ(E)
(1 + ε)λ
‖f‖L1(µ)
µ(E)
≤ (1− θ)µ(E) +
Cµ(E)
(1 + ε)λ
δλ
≤
(
1−
θ
4b
)
µ(E) =
(
1−
θ
4b
)
µ(Ωλ)
if δ > 0 is small enough.
We have shown that if diamE < ∞, then Inequality (5.10) holds for those λ
such that Ωλ = E.
. So in any case wemay assume that Ωλ ( E. As we noted above Ωλ is a bounded
set, and thus µ(Ωλ) is finite. Apply Lemma 5.2 with parameters a = 10, ρ = 160, b
and κ to the open set Ωλ. This choice gives C1 = 20 and C2 = 860003 . Let {Bi}i∈I be
the resulting set of balls in E, and let ri be the radius of Bi.
Since the balls Bi are closed, (10, b)-doubling and have a κ-small boundary,
there exists for every i a set Gi ⊂ Bi as in the assumptions. Hence
µ
(
{y ∈ E : Ctµ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
≤ µ
(
Ωλ \
⋃
i∈I
Bi
)
+
∑
i∈I
µ
(
Bi \Gi
)
+
∑
i∈I
µ
(
{y ∈ Gi : C
t
µ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
≤
(
1−
θ
2b
)
µ(Ωλ) +
∑
i∈I
µ
(
{y ∈ Gi : C
t
µ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
.
(5.11)
It remains to consider the last sum above.
Step I. Fix some i ∈ I. Suppose y ∈ Gi is such that Ctµ,sf(y) > (1 + ε)λ and
Mµf(y) ≤ δλ. First we will show that then
Ctµ,s(12Bif)(y) >
ε
2
λ
if δ(ε) is small enough. Since
Ctµ,s(12Bif)(y) ≥ C
t
µ,sf(y)− C
t
µ,s(1(2Bi)cf)(y),
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this follows from showing that
(5.12) Ctµ,s(1(2Bi)cf)(y) ≤
(
1 +
ε
2
)
λ.
Assume for the moment that s ≤ 20C2ri ≤ t. For x ∈ Γ(y) we have by Lemma
(2.2) that
|Tµ(1(2Bi)cf)(x)| .
ˆ
E\2Bi
|f(z)|
|x− z|m+α
dµ(z) .
ˆ
E\2Bi
|f(z)|
|y − z|m+α
dµ(z)
.
ˆ
E
|f(z)|
(ri + |y − z|)m+α
dµ(z)
. r−αi Mµf(y) ≤ r
−α
i δλ.
Hence
C20C2riµ,s (1(2Bi)cf)(y) . r
−α
i δλ
(ˆ
Γ20C2ri(y)
d(x, E)2αdσ(x)
) 1
2
. r−αi δλ(20C2ri)
α ∼ δλ,
(5.13)
where in the second step we used a similar estimate as in the proof of Lemma 2.4.
Because of theWhitney properties of the ballsBi there exists a point y′ ∈ C2Bi∩
E \ Ωλ, whence by definition Ctµ,sf(y
′) ≤ λ. Thus, we can estimate
Ctµ,s(1(2Bi)cf)(y) ≤ C
20C2ri
µ,s (1(2Bi)cf)(y) + C
t
µ,20C2ri
(1(2Bi)cf)(y)
≤ Cδλ+
∣∣Ctµ,20C2ri(1(2Bi)cf)(y)− Ctµ,20C2ri(1(2Bi)cf)(y′)∣∣
+ Ctµ,20C2ri(1(2Bi)cf)(y
′),
(5.14)
where further
Ctµ,20C2ri(1(2Bi)cf)(y
′) ≤ Ctµ,sf(y
′) + Ctµ,20C2ri(12Bif)(y
′)
≤ λ+ Ctµ,20C2ri(12Bif)(y
′).
(5.15)
We continue with estimating the difference in (5.14). Suppose x ∈ Γ20C2ri(y
′).
Then because |y − y′| < 20−1d(x, E), every z ∈ E satisfies
|x− z| ∼ d(x, E) + |y′ − z| ∼ d(x, E) + |y − z|.
This gives |Tµ(1(2Bi)cf)(x)| . d(x, E)
−αMµf(y) by Lemma 2.1. Since the same
estimate holds for all x ∈ Γ(y), we have
|Ctµ,20C2ri(1(2Bi)cf)(y)− C
t
µ,20C2ri
(1(2Bi)cf)(y
′)|
≤
(ˆ
Γ20C2ri(y)∆Γ20C2ri(y
′)
|Tµ(1(2Bi)cf)(x)|
2d(x, E)2α dσ(x)
) 1
2
. δλσ
(
Γ20C2ri(y)∆Γ20C2ri(y
′)
) 1
2
. δλ,
(5.16)
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where we used Lemma 4.1 to estimate the measure of the symmetric difference
of the cones.
Now we take care of the last term in (5.15). Note that
|Tµ(12Bif)(x)| . d(x, E)
−m−α‖12Bif‖L1(µ)
holds for every x ∈ Rn \ E. Hence
Ctµ,20C2ri(12Bif)(y
′) . ‖12Bif‖L1(µ)
(ˆ
Γ20C2ri(y
′)
d(x, E)−2m dσ(x)
) 1
2
.
‖12Bif‖L1(µ)
(20C2ri)m
.Mµf(y) ≤ δλ.
Combining the above estimates with (5.14), we have shown that there exists an
absolute constant C such that
Ctµ,s(1(2Bi)cf)(y) ≤ (Cδ + 1)λ.
If δ(ε) is small enough, then this gives (5.12).
The cases 20C2ri > t and 20C2ri < s need only parts of the above estimates.
Indeed, if 20C2ri > t, then as in (5.13) we have
Ctµ,s(1(2Bi)cf)(y) ≤ C
20C2ri
µ,s (1(2Bi)cf)(y) . δλ,
which is clearly less than (1 + ε
2
)λ for small δ. If on the other hand 20C2ri < s,
then with the same estimates as above we get
Ctµ,s(1(2Bi)cf)(y) ≤
∣∣Ctµ,s(1(2Bi)cf)(y)− Ctµ,s(1(2Bi)cf)(y′)∣∣+ Ctµ,s(1(2Bi)cf)(y′)
≤ Cδλ+ Ctµ,sf(y
′) + Ctµ,s(12Bif)(y
′)
≤ Cδλ+ λ+ Cδλ,
and this again is less than (1 + ε
2
)λ for small δ. Hence (5.12) holds in any case.
Step II. Fix again some i ∈ I and consider the term
µ
(
{y ∈ Gi : C
t
µ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
.
We may assume that there exists a point y0 in Gi such that Ctµ,sf(y0) > (1 + ε)λ
and Mµf(y0) ≤ δλ. Step I and the weak (1, 1)-boundedness of Ctµ,s : M(E) →
L1,∞(µ⌊Gi) give
µ
(
{y ∈ Gi : C
t
µ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
≤ µ
(
{y ∈ Gi : C
t
µ,s(12Bif)(y) >
ε
2
λ}
)
.
1
ελ
‖12Bif‖L1(µ)
≤
µ(5Bi)
ελ
Mµf(y0) ≤ µ(5Bi)
δ
ε
.
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Step III. Finally we can finish the estimate (5.11). Recall that the balls 5Bi, i ∈ I,
have bounded overlap. With Step II we have∑
i∈I
µ
(
{y ∈ Gi : C
t
µ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
.
δ
ε
∑
i∈I
µ(5Bi)
.
δ
ε
µ(Ωλ).
Combining this with Equation (5.11), we see that again if δ(ε) is small enough,
then
µ
(
{y ∈ E : Ctµ,sf(y) > (1 + ε)λ;Mµf(y) ≤ δλ}
)
≤
(
1−
θ
4b
)
µ(Ωλ).
This concludes the proof. 
6. THE BIG PIECES GLOBAL Tb THEOREM
6.1. Theorem. Let B ⊂ E be a closed ball in E and assume µ is a finite Borel measure
with support in B. Let DB(ω), ω ∈ Ω, be a family of dyadic lattices related to the ball B
as explained in Section 2. Assume b ∈ L∞(µ). Suppose cacc > 0 and for any ω ∈ Ω let
Tω be the union of the maximal cubes R ∈ DB(ω) that satisfy∣∣∣ ˆ
R
b dµ
∣∣∣ < caccµ(R).
Furthermore, we assume that there exists a Borel setH , an exponent s > 0 and constants
δ0 ∈ (0, 1) and C0, C1 > 0 so that the following conditions hold:
(1) µ(Tω ∪H) ≤ δ0µ(B) for all ω ∈ Ω.
(2) If Br is a closed ball of radius r in E and µ(Br) ≥ C0r
m, then Br ⊂ H .
(3) supλ>0 λ
sµ
(
{y ∈ B \H : Cµb(y) > λ}
)
≤ C1µ(B).
Under these assumptions there exists a set G ⊂ B with µ(G) ≥ 1−δ0
3
µ(B) such that
(6.2) ‖1GCµf‖L2(µ) . ‖f‖L2(µ)
holds for all f ∈ L2(µ).
Before the proof we recall the b–adapted martingales. Suppose we are in the set-
up of Theorem 6.1 and let ω ∈ Ω. A cube Q ∈ DB(ω) is said to be (ω-) transit
if Q 6⊂ Tω ∪ H . Denote the collection of transit cubes by DtrB (ω). If g is locally
µ-integrable and Q ∈ DB(ω)we denote the average of g over Q by
〈g〉Q :=
1
µ(Q)
ˆ
Q
g dµ
with the understanding that if µ(Q) = 0 then 〈g〉Q = 0.
Let f ∈ L2(µ). For the top cube QB(ω) define
EQB(ω)f :=
〈f〉QB(ω)
〈b〉QB(ω)
b1QB(ω).
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For any cube Q ∈ DtrB (ω) define
∆Qf :=
∑
Q′∈ch(Q)
AQ′1Q′,
where
AQ′ :=


(
〈f〉Q′
〈b〉Q′
−
〈f〉Q
〈b〉Q
)
b, if Q′ ∈ DtrB (ω),
f −
〈f〉Q
〈b〉Q
b, if Q′ 6∈ DtrB (ω).
Here all the averages are defined with respect to the measure µ.
With these the L2(µ)-norm of f can be estimated as
(6.3) ‖f‖L2(µ) ∼
(
‖EQB(ω)f‖
2
L2(µ) +
∑
Q∈DtrB (ω)
‖∆Qf‖
2
L2(µ)
) 1
2
,
and the function f can be represented as
f = EQB(ω)f +
∑
Q∈DtrB (ω)
∆Qf,
where convergence takes place unconditionally in L2(µ). Also, for every Q ∈
DtrB (ω) it holds that ˆ
Q
∆Qf dµ = 0.
For a proof of these facts see Tolsa’s book [20], Section 5.4.4. Notice that therein
the proofs are given for the standard dyadic cubes in the plane, but the same
arguments can be carried out in our setting.
Recall that the dyadic lattices DB(ω) are subcollections of dyadic lattices D(ω)
in E, see Section 2. Fix some ω0 ∈ Ω and write D0 := D(ω0). A cube R ∈ D0
is called ω-transit if R 6⊂ Tω ∪ H . Denote the collection of transit cubes in D0 by
Dtr0 . So the definition of transit cubes inD0 depends on ω, but later it will be clear
what the ω is.
In the Tb-argument we use the following lemma, whose proof is again essen-
tially given in [20, Lemma 5.16].
6.4. Lemma. Suppose ω ∈ Ω and s > 0. Let Dtr0 be the collection of ω-transit cubes in
D0. For R ∈ D
tr
0 and Q ∈ D
tr
B (ω) define the numbers
AsQ,R :=
ℓ(Q)
s
2 ℓ(R)
s
2
D(Q,R)m+s
µ(Q)
1
2µ(R)
1
2 ,
whereD(Q,R) := ℓ(Q)+ℓ(R)+d(Q,R). Then the matrix {AsQ,R}Q∈DtrB (ω),R∈Dtr0 defines
a bounded linear operator in ℓ2, that is, for any two sets {xQ}Q∈DtrB (ω), {yR}R∈Dtr0 of non-
negative real numbers we have the estimate∑
Q∈DtrB (ω),R∈D
tr
0
AsQ,RxQyR .
( ∑
Q∈DtrB (ω)
x2Q
) 1
2
( ∑
R∈Dtr0
y2R
) 1
2
.
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Now we move on to the proof of Theorem 6.1.
Proof of Theorem 6.1. Let us first give an overview of the argument. The proof
is based on the idea of suppression. First, we suppress the square function and
denote it by C˜µ, so that C˜µb ∈ L∞(µ) and C˜µf(y) = Cµf(y) for every f ∈ L2(µ)
and y in a set G with µ(G) & µ(B). Moreover, this set G will be in a suitable
(probabilistic) way outside of the sets Tω ∪ H , in the complement of which µ is
of order m and b is accretive. The nice properties of the set G combined with
C˜µb ∈ L
∞(µ) allow us to run a Tb argument and show that
‖1G C˜µf‖L2(µ) . ‖f‖L2(µ), f ∈ L
2(µ).
Since C˜µf = Cµf in G, we find the set we were after.
Next we present the details of the proof and divide the argument into a few
steps.
Suppression. Let λ0 > 0 be a big enough number to be specified later, and con-
sider the set
S0 := {y ∈ B : Cµb(y) > λ0}.
For every y ∈ B define the numbers
t(y) := sup{t > 0 : Cµ,tb(y) > λ0}
and
r(y) := sup{r > 0 : µ(B(y, r)) ≥ 11mC0 r
m},
with the convention that supremum over the empty set is zero. Since
Cµ,tb(y) . ‖b‖L1(µ)
(ˆ
Γt(y)
d(x, E)−2m dσ(x)
) 1
2
→ 0,
as t→∞, it is clear that t(y) is finite for every y ∈ B. Notice also that r(y) is finite
because µ is finite.
Suppose y ∈ S0 is such that t(y) ≥ r(y). By definition we have
Cµ,t(y)/2b(y) > λ0.
We claim that
Cµ,100t(y)b(y) > λ0/2
if λ0 is big enough, which follows from showing that
C
100t(y)
µ,t(y)/2b(y) . 1.
If x ∈ Γt(y)/2(y), then
|Tµb(x)| .
ˆ
E
|b(z)|
|x− z|m+α
dµ(z) .
ˆ
E
dµ(z)
(d(x, E) + |y − z|)m+α
.
∞∑
k=0
µ
(
B(y, 2kd(x, E))
)
(2kd(x, E))m+α
. d(x, E)−α.
(6.5)
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In the last step it was important to observe that d(x, E) ≥ t(y)/2 ≥ r(y)/2 and
µ(B(y, r)) . C0r
m
holds for all r ≥ r(y)
2
. Therefore Lemma 2.3 gives that
C
100t(y)
µ,t(y)/2b(y) . σ
(
Γ
100t(y)
t(y)/2 (y)
) 1
2 . 1.
Consider again some y ∈ S0 such that t(y) ≥ r(y), and let y′ ∈ BE(y, 10t(y)). If
x ∈ Γ100t(y)(y
′), then
|Tµb(x)| .
ˆ
E
dµ(z)
(d(x, E) + |y′ − z|)m+α
∼
ˆ
E
dµ(z)
(d(x, E) + |y − z|)m+α
. d(x, E)−α
by Equation (6.5). Thus
|Cµ,100t(y)b(y
′)− Cµ,100t(y)b(y)|
2 . σ
(
Γ100t(y)(y
′)∆Γ100t(y)(y)
)
. 1
by Lemma 4.1. Hence we have shown that if λ0 is large enough, then
(6.6) BE(y, 10t(y)) ⊂ {y ∈ E : Cµb(y) > λ0/4}
holds for all y ∈ S0 with t(y) ≥ r(y).
Suppose then y ∈ B and r(y) > 0, and let y′ ∈ BE(y, 10r(y)). Then it holds that
µ
(
BE(y
′, 11r(y))
)
(11r(y))m
≥ 11−m
µ
(
BE(y, r(y))
)
r(y)m
≥ C0,
which shows that BE(y, 10r(y)) ⊂ H .
Now we define the suppression. Let y ∈ S0. If t(y) ≥ r(y), we define
Ay := {x ∈ Γ(y) : d(x, E) < 2t(y)},
and if t(y) < r(y), we define
Ay := {x ∈ Γ(y) : d(x, E) < r(y)}.
We also set
A :=
⋃
y∈S0
Ay.
Since everyAy is open, we see thatA is open and hence a Borel measurable subset
of Rn \ E. The suppressed kernel S˜ is defined as
S˜(x, y) := S(x, y)1Rn\A(x).
This is clearly a square function kernel satisfying the same size and y-Hölder
conditions, and with it we define the corresponding operators T˜µ and C˜µ. From
the definition it follows that
(6.7) C˜µf(y) =
(ˆ
Γ(y)\A
|Tµf(x)|
2d(x, E)2α dσ(x)
) 1
2
for all f ∈
⋃
p∈[1,∞]L
p(µ) and y ∈ E.
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Next we verify the relevant properties of the suppressed operator. To this end,
define the exceptional set
S :=
⋃
y∈S0
BE
(
y, 10max(t(y), r(y))
)
.
Because BE(y, 10r(y)) ⊂ H for every y such that r(y) > 0, it holds that
S \H =
⋃
y∈S0
t(y)≥r(y)
BE(y, 10t(y)) \H ⊂ {y ∈ E \H : Cµb(y) > λ0/4}
by Equation (6.6). This implies by the weak type assumption (3) in Theorem 6.1
that
µ(S \H) ≤
C14
s
λs0
µ(B) ≤
1− δ0
2
µ(B)
if λ0 is again big enough. We now fix a λ0 that satisfies all the above properties,
whence
(6.8) µ(H ∪ Tω ∪ S) ≤ µ(Tω ∪H) + µ(S \H) ≤
1 + δ0
2
µ(B).
We claim that
(6.9) C˜µb(y) ≤ λ0, y ∈ B.
Indeed, it is clear from (6.7) that
C˜µf(y) ≤ Cµf(y)
for every f ∈
⋃
p∈[1,∞]L
p(µ) and y ∈ B. Thus, by the definition of S0 we have
C˜µb(y) ≤ λ0 for every y ∈ B \ S0, while, if y ∈ S0,
C˜µb(y) ≤
( ˆ
Γ(y)\Ay
|Tµb(x)|
2d(x, E)2α dσ(x)
) 1
2
≤ λ0
by the definitions of Ay and t(y).
We shall now prove that for every f we have
(6.10) C˜µf(y) = Cµf(y), y ∈ B \ S.
This follows from showing that Γ(y) ∩ A = ∅ for every y ∈ B \ S. To get a
contradiction, suppose there exist y ∈ B \ S and x ∈ Γ(y) ∩ A. Thus, there is
y′ ∈ S0 so that x ∈ Ay′ . Suppose first t(y′) ≥ r(y′). Then the definition of Ay′
implies that
|y − y′| ≤ |y − x| + |x− y′| ≤ 4d(x, E) < 8t(y′),
which is a contradiction because y 6∈ BE(y′, 10t(y′)). Similarly we arrive at a
contradiction in the case t(y′) < r(y′). Hence we have shown that (6.10) holds.
We remark here that (6.9) and (6.10) are still valid if we replace C˜µ by C˜tµ,s and
Cµ by Ctµ,s, 0 < s < t.
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The set G. Fix two numbers k, l ∈ Z, k < l, and write s = δl, t = δk. Assume l is
so big that s := δl < ℓ(QB(ω)) for every ω ∈ Ω. We consider the truncated square
function Ctµ,s and prove the required estimate (6.2) for this truncated operator
with a bound that is independent on s and t. This will then finish the proof. Now
that the parameter s is fixed, we alsowe fix the probability spaceΩllogδ ℓ(QB(ω)) =: Ω˜
(see Section 2).
For every y ∈ B define
p0(y) := P
(
{ω ∈ Ω˜ : y ∈ B \ (H ∪ Tω ∪ S)}
)
.
The set G that we are after is defined as
G := {y ∈ B : p0(y) > τ}
with some τ > 0 that will be specified soon. In other words, the set G consists
of those points in B that have quantitatively big probability of being outside the
sets H ∪ Tω ∪ S.
Note that since the probability space Ω˜ consists of only finitely many points,
there is no problem with measurability when defining p0 and G.
To estimate from below the measure of G, note that by Fubini and (6.8),ˆ
B
p0(y) dµ(y) =
ˆ
B
ˆ
Ω˜
1{(ω,y)∈Ω˜×E : y∈B\(H∪Tω∪S)}(y, ω) dP(ω) dµ(y)
=
ˆ
Ω˜
ˆ
B
1{(ω,y)∈Ω˜×E : y∈B\(H∪Tω∪S)}(y, ω) dµ(y) dP(ω)
=
ˆ
Ω˜
µ(B \ (H ∪ Tω ∪ S)) dP(ω)
≥
1− δ0
2
µ(B).
On the other hand, ˆ
B\G
p0(y) dµ(y) ≤ τµ(B).
Therefore, since p0(y) ≤ 1 for all y ∈ B, we have that
1− δ0
2
µ(B) ≤
ˆ
B
p0(y) dµ(y) ≤ τµ(B) + µ(G).
If we set τ := 1−δ0
6
we infer that 1−δ0
3
µ(B) ≤ µ(G).
Notice also that if h : E → [0,∞) is a Borel function, thenˆ
G
h(y) dµ(y) ≤ τ−1
ˆ
G
h(y)p0(y) dµ(y)
= τ−1
ˆ
Ω˜
ˆ
G\(H∪Tω∪S)
h(y) dµ(y) dP(ω)
= τ−1Eω
ˆ
G\(H∪Tω∪S)
h(y) dµ(y),
(6.11)
34 HENRI MARTIKAINEN, MIHALIS MOURGOGLOU, AND EMIL VUORINEN
where in the last line we just denoted the integral over Ω˜ by Eω.
Moreover, since G ⊂ B \ S, it holds that
‖1G C
t
µ,sf‖
2
L2(µ) = ‖1G C˜
t
µ,sf‖
2
L2(µ)
for all f ∈ L2(µ). For the rest of the proof we fix a function f ∈ L2(µ) and show
that
‖1G C˜
t
µ,sf‖L2(µ) . ‖f‖L2(µ).
Let ω ∈ Ω˜ and note that QB(ω) must be a transit cube because Tω ∪ H ( B ⊂
QB(ω). Hence∣∣∣〈f〉QB(ω)
〈b〉QB(ω)
∣∣∣∥∥1GC˜µ(b1QB(ω))∥∥L2(µ) . |〈f〉QB(ω)|µ(B) 12 . ‖f‖L2(µ),
where we used the fact that C˜µb ∈ L∞(µ). Thus, when we represent the function
f with martingale differences below, we may suppose that
´
f dµ = 0.
A probabilistic reduction. Here we make a certain probabilistic argument that
corresponds to the reduction into goodWhitney regions in [12]. Let ω ∈ Ω˜. Using
(6.11) we have
‖1GC˜
t
µ,sf(y)‖
2
L2(µ)
≤ τ−1Eω
ˆ
G\(H∪Tω∪S)
∑
R∈D0
s<ℓ(R)≤t
1R(y)
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2d(x, E)2α dσ(x) dµ(y).
(6.12)
Consider some big enough goodness parameter r as in Lemma 2.11, and recall
the bound δγrη for the probability of badness. The sum over the dyadic cubes R
in (6.12) may be divided into DB(ω)-good and -bad cubes. The corresponding
term with bad cubes only satisfies
Eω
ˆ
G\(H∪Tω∪S)
∑
R∈D0
s<ℓ(R)≤t
R is DB(ω)-bad
1R(y)
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2d(x, E)2α dσ(x) dµ(y)
≤
ˆ
G
∑
R∈D0
s<ℓ(R)≤t
Eω1{ω∈Ω˜ : R is DB(ω)-bad}(ω)1R(y)
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2d(x, E)2α dσ(x) dµ(y)
. δγrη
ˆ
G
∑
R∈D0
s<ℓ(R)≤t
1R(y)
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2d(x, E)2α dσ(x) dµ(y)
= δγrη‖1GC˜
t
µ,sf‖
2
L2(µ).
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Hence, letting the goodness parameter r to be big enough, we get
‖1GC˜
t
µ,sf‖
2
L2(µ)
. Eω
ˆ
G\(H∪Tω∪S)
∑
R∈D0
s<ℓ(R)≤t
R is DB(ω)-good
1R(y)
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2d(x, E)2α dσ(x) dµ(y)
≤ Eω
ˆ
B
∑
R∈D0
s<ℓ(R)≤t
R is DB(ω)-good
R6⊂Tω∪H
1R(y)
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2d(x, E)2α dσ(x) dµ(y).
(6.13)
A Tb-argument. Fix some random parameter ω ∈ Ω˜. Now that ω is fixed, we
denote by Dtr0 the collection of ω-transit cubes in D0. By (6.13) it is enough prove
(6.14)
(ˆ
B
∑
R∈Dtr0
s<ℓ(R)≤t
R is DB(ω)-good
1R(y)ℓ(R)
2α
ˆ
Γ
ℓ(R)
ℓ(R)δ
(y)
|T˜µf(x)|
2 dσ(x) dµ(y)
) 1
2
. ‖f‖L2(µ),
where we noticed that d(x, E) ∼ ℓ(R) for every x ∈ Γℓ(R)ℓ(R)δ(y).
Let us abbreviate
D′ := {R ∈ Dtr0 : s < ℓ(R) ≤ t, R ∩B 6= ∅, R is DB(ω)-good},
whence wemay replace the sum over the cubesR in (6.14) with the sum overR ∈
D′. Using martingale differences we split the function f as f =
∑
Q∈DtrB (ω)
∆Qf .
Then the estimate (6.14) is split into four pieces according to the relative positions
of the cubes Q and R. For R ∈ D′ define the following collections:
(1) D1(R) := {Q ∈ DtrB (ω) : ℓ(Q) < δℓ(R)};
(2) D2(R) := {Q ∈ DtrB (ω) : ℓ(Q) ≥ δℓ(R) and d(Q,R) > ℓ(R)
γℓ(Q)1−γ};
(3) D3(R) := {Q ∈ DtrB (ω) : δℓ(R) ≤ ℓ(Q) ≤ δ
−rℓ(R) and d(Q,R) ≤ ℓ(R)γℓ(Q)1−γ};
(4) D4(R) := {Q ∈ DtrB (ω) : ℓ(Q) > δ
−rℓ(R) and d(Q,R) ≤ ℓ(R)γℓ(Q)1−γ}.
Next, we record with proof a few preliminary (and completely standard) esti-
mates related to these collections. For these, recall the coefficients AsQ,R from
Lemma 6.4.
6.15. Lemma. If R ∈ D′ and Q ∈ D1(R), then for y ∈ R and x ∈ Γ
ℓ(R)
δℓ(R)(y) we have
ℓ(R)α
∣∣T˜µ∆Qf(x)∣∣ . AβQ,Rµ(R)− 12‖∆Qf‖L2(µ).
Proof. Note that in this case it holds that
d(x,Q) ≥ d(x, E) ≥ δℓ(R) > 24ℓ(Q) ≥ 2 diam(Q).
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Since ∆Qf has integral zero, we can estimate
ℓ(R)α
∣∣T˜µ∆Qf(x)∣∣ = ℓ(R)α∣∣∣ ˆ
Q
(
S˜(x, z)− S˜(x, cQ)
)
∆Qf(z) dµ(z)
∣∣∣
. ℓ(R)α
diam(Q)β
d(x,Q)m+α+β
‖∆Qf‖L1(µ)
∼
ℓ(R)αℓ(Q)β(
|x− y|+ d(y,Q)
)m+α+β ‖∆Qf‖L1(µ)
.
ℓ(Q)
β
2 ℓ(R)
β
2(
ℓ(Q) + ℓ(R) + d(Q,R)
)m+β µ(Q) 12‖∆Qf‖L2(µ).

6.16. Lemma. If R ∈ D′ and Q ∈ D2(R), then for y ∈ R and x ∈ Γ
ℓ(R)
δℓ(R)(y) we have
ℓ(R)α
∣∣T˜µ∆Qf(x)∣∣ . AαQ,Rµ(R)− 12‖∆Qf‖L2(µ).
Proof. First do the direct estimate
ℓ(R)α
∣∣T˜µ∆Qf(x)∣∣ . ℓ(R)α‖∆Qf‖L1(µ)
d(x,Q)m+α
.
ℓ(R)α‖∆Qf‖L1(µ)(
ℓ(R) + d(Q,R)
)m+α .
If ℓ(Q) < d(Q,R), then d(Q,R) ∼ D(Q,R), and accordingly
ℓ(R)α(
ℓ(R) + d(Q,R)
)m+α . ℓ(Q)
α
2 ℓ(R)
α
2
D(Q,R)m+α
.
On the other hand if ℓ(Q) ≥ d(Q,R), then
ℓ(R)α(
ℓ(R) + d(Q,R)
)m+α ≤ ℓ(R)α(
ℓ(R)γℓ(Q)1−γ
)m+α = ℓ(R)α−γ(m+α)ℓ(Q)γ(m+α)ℓ(Q)m+α
∼
ℓ(R)
α
2 ℓ(Q)
α
2
D(Q,R)m+α
,
where we took into account that γ(m+α) = α
2
. Combining these estimates proves
the claim. 
The proof of the next lemma is just a direct application of the kernel size esti-
mate.
6.17. Lemma. If R ∈ D′ and Q ∈ D3(R), then for any y ∈ E and x ∈ Γ
ℓ(R)
δℓ(R)(y) there
holds that
ℓ(R)α
∣∣T˜µ∆Qf(x)∣∣ . µ(Q) 12‖∆Qf‖L2(µ)
ℓ(R)m
∼ AαQ,Rµ(R)
− 1
2‖∆Qf‖L2(µ).
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Using the four collections the left hand side of (6.14) satisfies LHS(6.14) ≤∑4
i=1 Λi, where
Λi :=
(ˆ
B
∑
R∈D′
1R(y)ℓ(R)
2α
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣T˜µ ∑
Q∈Di(R)
∆Qf(x)
∣∣2 dσ(x) dµ(y))12 .
Since σ
(
Γ
ℓ(R)
δℓ(R)(y)
)
. 1 for every y ∈ E and R ∈ D′, from the lemmas above it is
seen that
Λ1 + Λ2 + Λ3 .
( ∑
R∈D′
[ ∑
Q∈DtrB (ω)
AβQ,R‖∆Qf‖L2(µ)
]2) 1
2
+
( ∑
R∈D′
[ ∑
Q∈DtrB (ω)
AαQ,R‖∆Qf‖L2(µ)
]2) 1
2
. ‖f‖L2(µ),
where we applied Lemma 6.4 and Equation (6.3) in the last step.
It only remains to estimate Λ4. Suppose R ∈ D′ and k ∈ Z, k ≥ r, are such
that δ−kℓ(R) ≤ ℓ(QB(ω)). Since R ∩ QB(ω) 6= ∅ (as R ∩ B 6= ∅ by the definition of
D′), there exists a cube Q ∈ DB(ω) with ℓ(Q) = δ−kℓ(R) so that R ∩ Q 6= ∅. Then,
because R is DB(ω)-good, k ≥ r and d(R,Q) = 0 ≤ ℓ(R)γℓ(Q)1−γ , it must be that
d(R,E \Q) > ℓ(R)γℓ(Q)1−γ , and in particular R ⊂ Q. We denote this unique cube
Q ∈ DB(ω) by Q(R, k). Notice that Q(R, k) is transit, since R is.
Note that D4(R) can be non-empty only for those R ∈ D′ such that ℓ(R) <
δrℓ(QB(ω)), and that in this case we have (using the fact that R is good)
(6.18) D4(R) =
{
Q(R, k) : r < k ≤ logδ
ℓ(R)
ℓ(QB(ω))
}
.
If R ∈ D′ and Q ∈ D4(R), then Q = Q(R, k) for some k > r. For notational
convenience, we denote QR = Q(R, k− 1) (which exists since k− 1 ≥ r). In other
words, QR is the unique child Q′ ∈ ch(Q) that still contains R.
6.19. Lemma. Let R ∈ D′ and Q ∈ D4(R). Then for y ∈ R and x ∈ Γ
ℓ(R)
δℓ(R)(y) we have
ℓ(R)α
∣∣T˜µ(1Q\QR∆Qf)(x)∣∣ . AαQ,Rµ(R)− 12‖∆Qf‖L2(µ).
Proof. Because R is good it holds that
d(x,Q \QR) & d(y,Q \QR) ≥ ℓ(R)
γℓ(QR)
1−γ ,
and so (since ℓ(QR) ∼ ℓ(Q) + ℓ(R) and d(Q,R) = 0) we have
ℓ(R)α
∣∣T˜µ(1Q\QR∆Qf)(x)∣∣ . ℓ(R)α‖∆Qf‖L1(µ)d(x,Q \QR)m+α
.
ℓ(R)α−γ(m+α)ℓ(QR)
γ(m+α)
ℓ(QR)m+α
µ(Q)
1
2‖∆Qf‖L2(µ)
.
ℓ(R)
α
2 ℓ(Q)
α
2
D(Q,R)m+α
µ(Q)
1
2‖∆Qf‖L2(µ).
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
Using Lemma 6.19 we see that(ˆ
B
∑
R∈D′
1R(y)ℓ(R)
2α
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣T˜µ ∑
Q∈D4(R)
1Q\QR∆Qf(x)
∣∣2 dσ(x) dµ(y))12
.
( ∑
R∈D′
[ ∑
Q∈DtrB (ω)
AαQ,R‖∆Qf‖L2(µ)
]2) 1
2
. ‖f‖L2(µ),
where Lemma 6.4 was applied in the last step. Therefore, it remains to bound
(6.20)
( ˆ
B
∑
R∈D′
1R(y)ℓ(R)
2α
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣T˜µ ∑
Q∈D4(R)
1QR∆Qf(x)
∣∣2 dσ(x) dµ(y))12 .
Fix for the moment some R ∈ D′ and Q ∈ D4(R). Recall that the cube QR is
transit. Hence we can write
1QR∆Qf = BQ,Rb− BQ,Rb1E\QR,
where
BQ,R :=
〈f〉QR
〈b〉QR
−
〈f〉Q
〈b〉Q
.
Let y ∈ R and x ∈ Γℓ(R)δℓ(R)(y), and look at the term
∣∣BQ,RT˜µ(b1E\QR)(x)∣∣. For every
z ∈ E \QR we have
|x− z| & |y − z| & ℓ(R)γℓ(QR)
1−γ + |y − z|,
where the fact that R is good was used. Hence
∣∣T˜µ(b1E\QR)(x)∣∣ .
ˆ
E\QR
|b(z)|
|x− z|m+α
dµ(z) .
ˆ
E
dµ(z)
(ℓ(R)γℓ(QR)1−γ + |y − z|)m+α
. (ℓ(R)γℓ(QR)
1−γ)−α,
where the last estimate follows from the usual calculations as in (6.5), but it is
important to use the facts that R is transit, y ∈ R and ℓ(R)γℓ(QR)1−γ ≥ ℓ(R).
Because QR is transit there holds that
|BQ,R| .
∣∣∣BQ,R 1
µ(QR)
ˆ
QR
b dµ
∣∣∣ = ∣∣〈∆Qf〉QR∣∣ ≤ 1
µ(QR)
1
2
.‖1QR∆Qf‖L2(µ).
A combination of these estimates gives
(6.21) ℓ(R)α
∣∣T˜µ(1E\QRBQ,Rb)(x)∣∣ . ℓ(R)α(1−γ)ℓ(QR)α(1−γ)
‖1QR∆Qf‖L2(µ)
µ(QR)
1
2
.
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Applying (6.21) we have
ˆ
B
∑
R∈D′
1R(y)ℓ(R)
2α
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣ ∑
Q∈D4(R)
BQ,RT˜µ(1E\QRb)(x)
∣∣2 dσ(x) dµ(y)
.
∑
R∈D′
µ(R)
[ ∑
Q∈D4(R)
ℓ(R)α(1−γ)
ℓ(QR)α(1−γ)
‖1QR∆Qf‖L2(µ)
µ(QR)
1
2
]2
.
(6.22)
Since
∑
Q∈D4(R)
ℓ(R)α(1−γ)
ℓ(QR)α(1−γ)
. 1
by (6.18), we can continue with Jensen’s inequality as
RHS(6.22) .
∑
R∈D′
µ(R)
∑
Q∈D4(R)
ℓ(R)α(1−γ)
ℓ(QR)α(1−γ)
‖1QR∆Qf‖
2
L2(µ)
µ(QR)
=
∞∑
k=r
δkα(1−γ)
∑
Q∈DtrB (ω)
Q 6=QB(ω)
‖1Q∆Q̂f‖
2
L2(µ)
µ(Q)
∑
R∈D′
Q(R,k)=Q
µ(R)
≤
∞∑
k=r
δkα(1−γ)
∑
Q∈DtrB (ω)
Q 6=QB(ω)
‖1Q∆Q̂f‖
2
L2(µ) . ‖f‖
2
L2(µ).
Combining this with (6.20) we see that the last term to be estimated is
(6.23) I :=
ˆ
B
∑
R∈D′
1R(y)ℓ(R)
2α
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣ ∑
Q∈D4(R)
BQ,RT˜µb(x)
∣∣2 dσ(x) dµ(y).
So far we have used only the properties of the kernel S, but in this part we finally
apply the fact that C˜µb ∈ L∞(µ).
Suppose R ∈ D′ is such that ℓ(R) < δrℓ(QB(ω)) (i.e. the case D4(R) 6= ∅). Then
∣∣∣ ∑
Q∈D4(R)
BQ,R
∣∣∣ = ∣∣∣ ∑
Q∈DtrB (ω)
Q)Q(R,r)
(〈f〉QR
〈b〉QR
−
〈f〉Q
〈b〉Q
)∣∣∣ = ∣∣∣〈f〉Q(R,r)
〈b〉Q(R,r)
−
〈f〉QB(ω)
〈b〉QB(ω)
∣∣∣
. |〈f〉Q(R,r)|,
(6.24)
because the cubes Q(R, k), k ≥ r, are transit and 〈f〉QB(ω) = 0.
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Using (6.24) we have
I =
ˆ
B
∑
R∈D′
ℓ(R)<δrℓ(QB(ω))
1R(y)ℓ(R)
2α
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣∣〈f〉Q(R,r)
〈b〉Q(R,r)
T˜µb(x)
∣∣∣2 dσ(x) dµ(y)
.
ˆ
B
∑
Q∈DtrB (ω)
|〈f〉Q|
2
∑
R∈D′
Q(R,r)=Q
1R(y)
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣T˜µb(x)∣∣2d(x, E)2α dσ(x) dµ(y)
≤
∑
Q∈DtrB (ω)
∣∣〈f〉Q∣∣2aQ,
where
aQ :=
ˆ
B
∑
R∈D′
Q(R,r)=Q
1R(y)
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣T˜µb(x)∣∣2d(x, E)2α dσ(x) dµ(y).
The last remaining thing is to verify the dyadic Carleson condition for the num-
bers aQ. Luckily, this is straightforward because of our strong testing condition
T˜µb ∈ L
∞(µ). Indeed, fix some Q0 ∈ DB(ω). Then∑
Q∈DtrB (ω)
Q⊂Q0
aQ ≤
ˆ
B
∑
R∈D′
R⊂Q0
1R(y)
ˆ
Γ
l(R)
l(R)δ
(y)
∣∣T˜µb(x)∣∣2d(x, E)2α dσ(x) dµ(y)
≤
ˆ
Q0
C˜µb(y)
2 dµ(y) . µ(Q0).
Because the Carleson condition holds, we have∑
Q∈DtrB (ω)
∣∣〈f〉Q∣∣2aQ . ‖f‖2L2(µ).
This was the last piece in the Tb argument and concludes the proof of Theorem
6.1. 
APPENDIX A. A SKETCH OF THE PROOF OF LEMMA 2.11
Here we sketch the proof of Lemma 2.11 following the arguments in [2], The-
orem 2.11. The constants M and L in the statement of Lemma A.1 are related to
properties of E as a geometrically doubling space, and are used in the construc-
tion of random dyadic cubes.
A.1. Lemma. There exist two constants C = C(M,L) > 0 and η ∈ (0, 1] so that the
following holds. Fix some big enough (depending on γ) goodness parameter r. Suppose
B ⊂ E is a ball in E and construct the dyadic lattices D(ω), ω ∈ Ω, in E using the
center of B as the fixed reference dyadic point, see Section 2. For some fixed ω0 ∈ Ω write
D0 = D(ω0) and recall the lattices DB(ω) ⊂ D(ω).
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Assume k0 ∈ Z is such that ℓ(QB(ω)) = δ
k0 for some, and hence for every, ω ∈ Ω. Let
k1 ∈ Z be any number such that k1 ≥ k0 + r. With the fixed ω0 define the probability
space
Ωk1k0 := {ω ∈ Ω: ω(m) = ω0(m) if m < k0 orm > k1}
equipped with the natural probability measure such that the coordinatesm 7→ ω(m), k0 ≤
m ≤ k1, are independent and uniformly distributed over {0, . . . , L} × {1, . . . ,M}.
Then, for every cube R ∈ D0 with ℓ(R) ≥ δ
k1 it holds that
(A.2) P
(
{ω ∈ Ωk1k0 : R is DB(ω)-bad}
)
≤ Cδγrη.
Before the proof define for ε > 0 the ε-boundary ∂εQ of a cube Q ∈ D(ω) by
∂εQ := {y ∈ Q : d(y, E \Q) < εℓ(Q)}.
Proof of Lemma A.1. Let R ∈ D0 be such that ℓ(R) = δm, where k0 + r ≤ m ≤ k1
(if m < k0 + r, then R is automatically good by definition). Fix some ω ∈ Ωk1k0 for
the moment. First we show that if R is DB(ω)-bad, then there exists l ∈ Z, k0 ≤
l ≤ m − r, and Q ∈ Dl(ω) so that cR ∈ ∂7ℓ(R)γ/ℓ(Q)γQ. Indeed, let k0 ≤ l ≤ m − r
and suppose Q ∈ Dl(ω) is such that cR ∈ Q. If cR 6∈ ∂7ℓ(R)γ/ℓ(Q)γQ, then because
R ⊂ B(cR, 6ℓ(R)) by (2.7), it is seen that
d(R,E \Q) ≥ ℓ(R)γℓ(Q)1−γ .
In particular, we have
max
(
d(R,Q′), d(R,E \Q′)
)
≥ ℓ(R)γℓ(Q′)1−γ
for allQ′ ∈ DB(ω)with ℓ(Q′) = δl. If this happens for all l such that k0 ≤ l ≤ m−r,
then the cube R is DB(ω)-good. We have shown that
(A.3)
P
(
{ω ∈ Ωk1k0 : R is DB(ω)-bad}
)
≤
m−r∑
l=k0
P
(
{ω ∈ Ωk1k0 : cR ∈
⋃
Q∈Dl(ω)
∂7ℓ(R)γ/ℓ(Q)γQ}
)
.
Next we fix some l ∈ {k0, . . . , m − r} and estimate the corresponding term in
the right hand side of (A.3). Following the argument in [2], if ω(p) has a certain
value for some p ≥ l such that δp ≥ 49δmγδl(1−γ), then
(A.4) cR 6∈
⋃
Q∈Dl(ω)
∂7ℓ(R)γ/ℓ(Q)γQ.
This part of the argument is short, but to state it we would need to introduce
more of the construction of the random dyadic cubes. We refer the reader to [2].
The requirement δl ≥ δp ≥ 49δmγδl(1−γ) amounts to
(A.5) l ≤ p ≤ logδ 49 +mγ + l(1− γ).
Note that in particular every such p satisfies k0 ≤ p ≤ k1. For (A.5) to make sense
we demand r to be so big that rγ > 2, say, whence
(A.6) logδ 49 +mγ + l(1− γ)− l ≥ (m− l)γ − 1 > 1.
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Denote by ⌊logδ 49 + (m− l)γ⌋ the smallest integer less than or equal to logδ 49 +
(m− l)γ.
For every p ∈ Z the variable ω(p) has the probability τ := 1
M(L+1)
of getting a
given value. Hence, by (A.4), we have
P
(
{ω ∈ Ωk1k0 : cR ∈
⋃
Q∈Dl(ω)
∂7δ(m−l)γQ}
)
≤ (1− τ)⌊logδ 49+(m−l)γ⌋ ≤ C(1− τ)(m−l)γ .
Combining this with (A.3) we get
P
(
{ω ∈ Ωk1k0 : R is DB(ω)-bad}
)
≤ C
m−r∑
l=k0
(1− τ)(m−l)γ ∼ (1− τ)rγ ,
and we can rewrite the bound as
(1− τ)rγ = δrγ logδ(1−τ).
This gives the required conclusion because logδ(1− τ) ∈ (0, 1). 
APPENDIX B. L2 BOUNDEDNESS IMPLIES WEAK (1, 1) BOUNDEDNESS
We verify here that if µ is a measure of orderm inE and Cµ is bounded in L2(µ),
then
C : M(E)→ L1,∞(µ)
boundedly. The proof of this follows the standard steps using the Calderón-
Zygmund decomposition, but we check the details because of our unusual set-
up.
First we record a few lemmas, and beginwith the non-homogeneous Calderón-
Zygmund decomposition whose proof can be found for example in [20]. We say
that a collection {Bi}i of balls in Rn has bounded overlap if there exists a constant
C such that ∑
i
1Bi(x) ≤ C
for every x ∈ Rn.
B.1. Lemma. Let µ be a Radon measure in Rn and suppose ν is a complex measure in
Rn with compact support. Let λ > 2n+1 |ν|(R
n)
µ(Rn)
.
There exists a countable family {Bi}i∈I of closed balls with bounded overlap and with
centers in spt ν, and a function f ∈ L1(µ) with ‖f‖L∞(µ) ≤ λ so that
|ν|(Bi) > 2
−n−1λµ(2Bi) for all i,(B.2)
|ν|(ηBi) ≤ 2
−n−1λµ(2ηBi) for all i and η > 2,(B.3)
1Rn\
⋃
iBi
ν = fµ.(B.4)
For every i ∈ I suppose Ri is (6, 6
m+1)-doubling ball (with respect to µ) concentric
with Bi and r(Ri) > 4r(Bi). Define the functions wi :=
1Bi∑
j 1Bj
. Then there exists
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a family {ϕi}i∈I of functions such that each function is of the form ϕi = αihi, where
αi ∈ C and hi is a non-negative function, and this family satisfies the properties
sptϕi ⊂ Ri,(B.5) ˆ
ϕi dµ =
ˆ
wi dν,(B.6) ∑
i∈I
|ϕi| ≤ C1λ,(B.7)
‖ϕi‖L∞(µ)µ(Ri) ≤ c|ν|(Bi).(B.8)
Here C1 is a constant depending onm and n, and c is an absolute constant.
The next two simple lemmas can also be found for example in [20].
B.9. Lemma. Suppose µ is a measure of orderm in Rn. Let b > am. If B is a ball in Rn,
then there exists s > 1 such that the ball sB is (a, b)-doubling.
B.10. Lemma. Suppose µ is a Radon measure in Rn. Let b > am, a > 1. Suppose B1
and B2 are two balls in R
n with center x and B1 ⊂ B2. Assume none of the balls a
kB1 is
(a, b)-doubling for those k ∈ Z such that B1 ( a
kB1 ⊂ B2. Thenˆ
B2\B1
1
|y − x|m
dµ(y) .a,b,m
µ(B2)
r(B2)m
.
B.11. Theorem. Let µ be a measure of order m in E. Suppose that Cµ is bounded in
L2(µ). Then
C : M(E)→ L1,∞(µ)
is bounded with a constant depending on the kernel parameters, the dimension n and the
L2(µ) norm of Cµ.
Proof. Let ν ∈M(E) and λ > 0. We want to show that
µ
(
{y ∈ E : Cν(y) > λ}
)
.
1
λ
|ν|(E).
We may assume that λ > 2n+1 |ν|(E)
µ(E)
, since otherwise we have nothing to prove.
Suppose first that ν is compactly supported. We apply Lemma B.1 with λ to
the measures ν and µ to get a function f and an almost disjoint collection {Bi} of
closed balls with centers in E such that (B.2), (B.3) and (B.4) hold. For each i, let
Ri ) 4Bi be the smallest (8, 8m+1)-doubling closed ball concentric with Bi, which
exists by Lemma B.9. We apply Lemma B.1 with the balls Ri to get a collection
{ϕi} of functions such that (B.5), (B.6), (B.7) and (B.8) hold.
Using the balls Bi and the functions ϕi we can write the measure ν as
ν = 1Rn\
⋃
iBi
ν + 1⋃
iBi
ν = fµ+
∑
i
wiν
=
(
f +
∑
i
ϕi)µ+
∑
i
(wiν − ϕiµ).
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Write g = f +
∑
i ϕi and b =
∑
i bi =
∑
i(wiν − ϕiµ). Then we have
(B.12) µ
(
{y ∈ E : Cν(y) > λ}
)
≤ µ
(
{y ∈ E : Cµg >
λ
2
}
)
+ µ
(
{y ∈ E : Cb >
λ
2
}
)
.
The L2(µ)-boundedness of Cµ and the fact that ‖f +
∑
i ϕi‖L∞(µ) . λ by (B.7)
give
µ
(
{y ∈ E : Cµg >
λ
2
}
)
.
1
λ2
‖f +
∑
i
ϕi‖
2
L2(µ) .
1
λ
‖f +
∑
i
ϕi‖L1(µ).
Using Equations (B.4), (B.5), (B.8) and the bounded overlapping property of {Bi}
we get
‖f +
∑
i
ϕi‖L1(µ) ≤
ˆ
|f | dµ+
∑
i
ˆ
|ϕi| dµ ≤ |ν|(R
n) +
∑
i
‖ϕi‖L∞(µ)µ(Ri)
. |ν|(Rn) +
∑
i
|ν|(Bi)
. |ν|(Rn).
Next, we consider the second term on the right hand side of (B.12). Note that
µ
(⋃
i
2Bi
)
≤
∑
i
µ(2Bi) ≤
2n+1
λ
∑
i
|ν|(Bi) .
1
λ
|ν|(Rn).
Hence we need to show that
µ
(
{y ∈ E \
⋃
i
2Bi : Cb >
λ
2
}
)
.
1
λ
|ν|(Rn).
First estimate as
µ
(
{y ∈ E \
⋃
i
2Bi : Cb >
λ
2
}
)
≤
2
λ
ˆ
E\
⋃
i 2Bi
Cb dµ
≤
2
λ
∑
i
ˆ
E\2Bi
Cbi dµ.
We will prove that
(B.13)
ˆ
E\2Bi
Cbi dµ . |ν|(Bi)
holds for every i, which then concludes the proof because
∑
i |ν|(Bi) . |ν|(R
n).
Fix some i, and recall the ball Ri related to the ball Bi. We begin the proof of
(B.13) by writingˆ
E\2Bi
Cbi dµ =
ˆ
E\8Ri
Cbi dµ+
ˆ
8Ri\2Bi
Cbi dµ =: I + II.
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We consider the term I first. Let y ∈ E \ 8Ri and x ∈ Γ(y). Let cRi be the center of
Ri, whence it follows that |x− cRi | ≥ 2r(Ri). Since spt bi ⊂ Ri and bi(Ri) = 0, we
may apply the y-continuity (1.2) of the square function kernel to get
|Tbi(x)| .
r(Ri)
β
|x− cRi |
m+α+β
|bi|(Ri) ∼
r(Ri)
β
(|x− y|+ |y − cRi|)
m+α+β
|bi|(Ri).
Also
|bi|(Ri) = |wiν − ϕiµ|(Ri) ≤
ˆ
Ri
wi d|ν|+
ˆ
Ri
|ϕi| dµ
≤ |ν|(Bi) + ‖ϕi‖L∞(µ)µ(Ri) . |ν|(Bi).
Thus
Cbi(y)
2 .
ˆ
Γ(y)
r(Ri)
2βd(x, E)2α
(|x− y|+ |y − cRi |)
2(m+α+β)
dσ(x)|bi|(Ri)
2
.
r(Ri)
2β
|y − cRi |
2(m+β)
|ν|(Bi)
2,
where we applied Lemma 2.4 in the second step. Because µ is of order mwe get
I =
ˆ
E\8Ri
Cbi dµ .
ˆ
E\8Ri
r(Bi)
β
|y − cRi |
m+β
dµ(y)|ν|(Bi)
. |ν|(Bi)|.
It remains to consider the term II . Since bi = wiν − ϕiµwe have
II =
ˆ
8Ri\2Bi
Cbi dµ ≤
ˆ
8Ri\2Bi
C(wiν) dµ+
ˆ
8Ri\2Bi
Cµϕi dµ =: II1 + II2.
The L2(µ)-boundedness of Cµ gives
II2 ≤ µ(8Ri)
1
2‖Cµϕi‖L2(µ) . µ(Ri)
1
2‖ϕi‖L2(µ) ≤ ‖ϕi‖L∞(µ)µ(Ri) . |ν|(Bi),
where we used the fact that Ri is (8, 8m+1)-doubling and the properties (B.5) and
(B.8) of the function ϕi.
Finally, we consider the term II1. Suppose y ∈ 8Ri \ 2Bi and x ∈ Γ(y). Then,
by Lemma 2.2,
|T (wiν)(x)| .
ˆ
Bi
d|ν|(z)
|x− z|m+α
∼
|ν|(Bi)
(|x− y|+ |y − cBi |)
m+α
,
and hence
C(wiν)(y) .
( ˆ
Γ(y)
d(x, E)2α
(|x− y|+ |y − cBi |)
2(m+α)
dσ(x)
) 1
2
|ν|(Bi)
.
1
|y − cBi |
m
|ν|(Bi).
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Integrating this over 8Ri \ 2Bi gives
II1 =
ˆ
8Ri\2Bi
C(wiν) dµ .
ˆ
8Ri\Ri
1
|y − cBi |
m
dµ(y)|ν|(Bi)
+
ˆ
Ri\2Bi
1
|y − cBi |
m
dµ(y)|ν|(Bi)
. |ν|(Bi),
where we used Lemma B.10 to estimate the integral over Ri \ 2Bi. This finishes
the proof (B.13), and hence also the proof Theorem B.11 in the case when ν is
compactly supported.
Suppose then ν is not compactly supported but µ is compactly supported. Sup-
poseM > 0 is such that sptµ ⊂ B(0,M/2). Write ν˜ := ν⌊(E \B(0,M)). Then for
any y ∈ sptµ and x ∈ Γ(y)we have
∣∣T ν˜(x)∣∣ . ˆ
E\B(0,M)
d|ν|(z)
(|x− y|+ |y − z|)m+α
≤
|ν|(Rn)(
|x− y|+ d(y, E \B(0,M))
)m+α ,
and this gives by Lemma 2.4 that
Cν˜(y) .
(ˆ
Γ(y)
d(x, E)2α(
|x− y|+ d(y, E \B(0,M))
)2(m+α) dσ(x)) 12 |ν|(Rn)
.
1
d(y, E \B(0,M))m
|ν|(Rn).
Hence, ifM is big enough, we get
µ
(
{y ∈ E : Cν(y) > λ}
)
≤ µ
(
{y ∈ E : C
(
ν⌊B(0,M)
)
(y) >
λ
2
}
)
.
1
λ
|ν|
(
B(0,M)
)
≤
1
λ
|ν|(Rn),
where the second inequality holds because ν⌊B(0,M) is compactly supported.
Suppose finally that neither ν nor µ is compactly supported. Then for every
M > 0 it holds that
µ⌊B(0,M)
(
{y ∈ E : Cν(y) > λ}
)
.
1
λ
|ν|(Rn),
because µ⌊B(0,M) is compactly supported. LettingM tend to infinity concludes
the proof.

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