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Abstract 
 
This thesis addresses the study of evolutionary methods for the synthesis of neural 
network controllers. Chapter 1 introduces the research area, reviews the state of the art, 
discusses promising research directions, and presents the two major scientific objectives 
of the thesis. The first objective, which is covered in Chapter 2, is to verify the efficacy 
of some of the most promising neuro-evolutionary methods proposed in the literature, 
including two new methods that I elaborated. This has been made by designing 
extended version of the double-pole balancing problem, which can be used to more 
properly benchmark alternative algorithms, by studying the effect of critical parameters, 
and by conducting several series of comparative experiments. The obtained results 
indicate that some methods perform better with respect to all the considered criteria, i.e. 
performance, robustness to environmental variations and capability to scale-up to more 
complex problems. The second objective, which is targeted in Chapter 3, consists in the 
design of a new hybrid algorithm that combines evolution and learning by 
demonstration. The combination of these two processes is appealing since it potentially 
allows the adaptive agent to exploit a richer training feedback constituted by both a 
scalar performance objective (reinforcement signal or fitness measure) and a detailed 
description of a suitable behaviour (demonstration). The proposed method has been 
successfully evaluated on two qualitatively different robotic problems. Chapter 4 
summarizes the results obtained and describes the major contributions of the thesis. 
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Chapter 1. Neuroevolution 
 
Introduction 
 
1.1. Neuroevolution 
 
The term neuroevolution refers to the evolution of neural networks selected for the 
ability to solve a given problem (Yao, 1999). More specifically, neuroevolution is a 
biologically-inspired machine learning technique for evolving the characteristics of a 
neural network (i.e., weights, topologies, neuron’s transfer functions, learning rules, 
etc.) in order to learn a specific task (Miikkulainen, 2010). “Neuroevolution applies 
evolutionary algorithms to construct artificial neural networks, taking inspiration from 
the evolution of biological nervous systems in nature” (Lehmann and Miikkulainen, 
2013). 
Research in neuroevolution was primarily motivated by the attempt to reproduce, 
and thus better understand the evolution of biological nervous systems. In this sense, 
neuroevolution can be seen as a tool for investigating evolution in nature. Consequently, 
“neuroevolution applies abstractions of natural evolution (i.e. evolutionary algorithms) 
to construct abstractions of biological neural networks (i.e. artificial neural networks)” 
(Lehmann and Miikkulainen, 2013). From an engineering point of view, instead, 
neuroevolution aims at evolving artificial neural networks displaying complex 
behaviours and able to solve non-trivial tasks. In this respect, neuroevolution represents 
a practical method to synthesize networks capable of performing desired tasks. 
Neuroevolution received considerable attention in the last two decades, and several 
approaches have been applied. They will be reviewed in detail in section 1.2 
 
1.1.1. Basic algorithm 
 
In the classic framework of neuroevolution, a population of genetic encodings of 
neural networks (the individuals) is evolved in order to find a network able to 
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effectively perform a given task. Each encoding in the population (referred as genotype) 
is decoded into the corresponding controller/neural network (termed phenotype). The 
neural network is evaluated for the ability to perform a certain task. Depending on how 
well the network carries out the task, a fitness value is associated to the corresponding 
genotype. The fitness measures the network's ability in solving the task. After all 
members of the population have been evaluated, selection takes place, and a new 
population is created for the next generation by means of genetic operators. More 
specifically, the genotypes with highest fitness values are mutated and/or crossed over 
with each other, and the resulting offspring replace the genotypes with the lowest fitness 
values in the population (as in the case of natural evolution, therefore, evolving 
individuals are subjected to competitive selection and reproduction with variation). The 
whole process is repeated until a network with a sufficiently high fitness is found or a 
stopping criterion is met (e.g., a predefined maximum number of evaluations are 
exceeded). 
 
1.1.2. Advantages and disadvantages of neuroevolution 
 
Neuroevolution constitutes a general and effective method that can be applied to a 
wide range of problems. It presents several advantages with respect to alternative 
training methods for neural networks, like supervised learning (e.g., back-propagation 
algorithm, see Rumhelart, Hinton and Williams, 1986) and reinforcement learning 
(Sutton and Barto, 1998). First of all, neuroevolution is highly general. Unlike 
supervised neural network learning algorithms that require labelled input-output pairs, 
neuroevolution allows learning without such explicit targets, with only sparse feedback. 
In particular, since it does not depend on gradient information, it can be applied to 
problems in which this information is unavailable, too noisy, or too costly to be 
obtained. As described in section 1.1, by operating simply on the basis of a scalar 
fitness value that rates the extent to which the network solves the given problem, it can 
be applied to any problem. Neuroevolution is suitable for domains, like game playing, 
vehicle control and robotics, in which the optimal actions at each point in time are not 
always known. In these scenarios, only after performing a sequence of actions, it is 
possible to observe how well the sequence worked. Neuroevolution permits to discover 
neural networks displaying effective behaviours given only sparse feedback (i.e., a 
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fitness value). Moreover, unlike other learning algorithms, neuroevolution can be 
applied to any type of neural network independently of the architecture and the neuron’s 
transfer function. In addition, differently from most neural learning methods that change 
only the strengths of neural connections (i.e., connection weights), neuroevolution can 
be applied to any type of neural network and can be used to adapt all the characteristics 
of the network including the connection weights, the architecture/topology of the 
network, the transfer function of the neurons (i.e., the type of computation performed by 
individual neurons), and the characteristics of the system (if any) in which the network 
is embedded (see for example Wieland, 1991; Floreano and Mondada, 1996; Moriarty 
and Miikkulainen, 1996 and 1997; Gomez and Miikkulainen, 1997; Floreano and 
Urzelai, 2000 and 2001; Stanley and Miikkulainen, 2002; Igel, 2003; Durr, Mattiussi 
and Floreano, 2006; Gomez, Schmidhuber and Miikkulainen, 2008; Khan, Khan and 
Miller, 2010; Turner and Miller, 2013 and 2014). Neuroevolution can also be combined 
with learning and used to evolve the learning rules that are used to change the 
connection weights of the network (see for example Belew, McInerney and 
Schraudolph, 1991; Floreano and Mondada, 1996; Floreano and Urzelai, 2000 and 
2001). Neuroevolution is also effective in partially observable domains since, unlike 
most Reinforcement Learning methods, does not rely on the Markov assumption. 
Finally, neuroevolution can be used to generate a population of diverse solutions.  
Disadvantages include computational cost: neuroevolution is generally 
computationally more expensive than alternative methods. For learning tasks in which 
input-output pairs or labelled data are available, neuroevolution tend to be less effective 
than supervised learning algorithms. Another drawback is related to the speed of 
evolutionary algorithms, which may require a lot of evaluations before finding a 
solution for a given task. The types of solutions that will be developed by 
neuroevolution are hard to predict (Risi and Togelius, 2017). This might represent an 
advantage when the experimenter is unable to identify in details how the problem can 
be solved, while it might be a disadvantage in other cases. Finally, designing a good 
fitness function can be challenging.  
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1.1.3. Applications domains 
 
Continuous control constitutes an ideal application domain for neuroevolution since 
controllers can be conveniently realized with neural networks and since the feedback 
information that can be used to drive the adaptive process is typically sparse. Indeed, in 
this domain elaborating metrics for measuring how well an agent is doing is relatively 
straightforward. On the contrary, identifying the actions that the agent should perform 
in any possible situation in order to carry out a certain function is typically extremely 
hard. As a consequence, the large majority of evolutionary robotics experiments 
concerning the evolution of physical robots rely on neuro-evolution. Examples of 
problems in this domain of application include wheeled and legged robots displaying 
locomotion/navigation capabilities (Nolfi, Miglino and Parisi, 1994; Floreano and 
Mondada 1996; Nolfi and Parisi, 1997; Stanley, Bryant and Miikkulainen, 2003; 
Valsalam and Miikkulainen, 2008; Bongard, 2011) or collecting objects/garbage 
(Calabretta, Nolfi, Parisi and Wagner, 2001), swarm of robots displaying coordinated 
activities (Sperati, Trianni and Nolfi, 2008; Gomes, Urbano and Christensen, 2013), 
humanoid robots displaying reaching and grasping capabilities (Savastano and Nolfi, 
2012; Tikhanoff, Pattacini, Natale and Metta, 2013; Leitner, Frank, Forster and 
Schmidhuber, 2014), predator and prey robots displaying pursuing and escaping 
behaviours (Nolfi and Floreano, 1998; Stanley and Miikkulainen, 2004). 
In some works within this area, the evolution of the agents’ neural controllers has 
been combined with the evolution of the morphological characteristics of the agents 
(Cliff, Husbands and Harvey, 1993; Harvey, Husbands and Cliff, 1994; Sims, 1994; 
Bongard and Pfeifer, 2001; Endo, Yamasaki, Maeno and Kitano, 2002; Bongard, 2011). 
Another important application domain is constituted by computer games. For a 
detailed review of other research about neuroevolution in games, see Risi and Togelius 
(2017). Problems considered include continuous problems in which the agent operates 
on the basis of continuous information and control actions that are continuous, and 
games which rather involve agents capable of choosing actions within a finite set. An 
example of the first category is car racing, see for example Cardamone, Loiacono and 
Lanzi, 2009a, 2009b, 2010a and 2010b;  Muñoz, Gutierrez and Sanchis, 2009 and 2010; 
Koutnik, Cuccu, Schmidhuber and Gomez, 2013; Pan, You, Wang and Lu, 2017. 
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Examples of the second type include Chess (Fogel, Hays, Hahn and Quon, 2004), 
Checkers (Chellapilla and Fogel, 1999; Hughes, 2003; Schaeffer, Burch, Bjӧrnsson, 
Kishimoto, Müller, Lake, Lu and Sutphen, 2007) and Othello (Moriarty and 
Miikkulainen, 1994 and 1995; Fogel, 2001; Chung, Tan and White, 2005; Lucas and 
Runarsson, 2006; Runarsson and Lucas, 2014).  
However, neuroevolution can be successfully applied also to classification or 
regression problems (Schmidhuber, Wierstra and Gomez, 2005; Chandra and Yao, 
2006; Chen and Alahakoon, 2006; Schmidhuber, Wierstra, Gagliolo and Gomez, 2007; 
Verbancsics and Harguess, 2015; Cerecedo-Cordoba, Gonzalez Barbosa, Teran-
Villanueva, Frausto-Solis and Martinez Flores, 2017; Dale, 2018).  
 
 
1.2.  Research topics in neuroevolution 
 
After the first pioneering works that set up the basis of the methodology (Whitley, 
Starkweather and Bogart, 1990; Parisi, Cecconi and Nolfi, 1990; Belew, McInerney and 
Schraudolph, 1990; Yao, 1994; Ackley and Littmann, 1991), the research in 
neuroevolution addressed different aspects that will be reviewed in the following 
subsections. 
 
1.2.1. Fitness function 
 
As pointed out in section 1.1, neuroevolution is the application of evolutionary 
algorithms to neural networks. Furthermore, neuroevolution has the appealing property 
of requiring only sparse feedback, in the form a fitness value, to work efficiently. It is 
worth noting that, in order to evolve neural networks, several design choices must be 
taken, involving the fitness function, the evolutionary algorithm used, the type of 
network and how to represent the characteristics of the network. A critical issue for the 
success of neuroevolution is the choice of the fitness function, which has two key roles: 
(i) defines the goal and (ii) drives the search process (Doncieux and Mouret, 2014). 
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Therefore, designing an effective fitness function is a far from trivial task (Lima, 
Gracias, Pereira and Rosa, 1996; Nolfi and Floreano, 2001; Nelson, Barlow and 
Doitsidis, 2009; Doncieux, Mouret, Bredeche and Padois, 2011; Bongard, 2013; 
Doncieux and Mouret, 2014; Trianni, 2016).  
Fitness functions have been classified according to different criteria (see Nolfi and 
Floreano, 2001; Nelson, Barlow and Doitsidis, 2009). Nolfi and Floreano (2001) 
described the different ways in which a fitness function can be designed by introducing 
a notion of fitness space characterized by the following dimensions: (i) the functional-
behavioural dimension, that specifies whether the fitness function measures to what 
extent the problem has been solved versus the way in which the problem is solved; (ii) 
the explicit-implicit dimension, which indicates whether the fitness function rates only a 
single general criterion or also specifies several sub-criteria that have to be satisfied; 
(iii) the external-internal dimension, that indicates whether or not the information used 
to calculate the fitness function is accessible to the evolving agent. Nelson, Barlow and 
Doitsidis (2009) proposed a classification based on the level of a priori knowledge used 
for the definition of the fitness function. Depending on the amount of information 
included in the fitness function, they defined the following classes: (i) training data 
fitness functions, that require a great amount of prior knowledge (Nelson, Grant and 
Lee, 2002; Dima, Hebert and Stentz, 2004); (ii) behavioural fitness functions, i.e. task-
specific hand-crafted functions evaluating several aspects of the controller's behaviour 
and requiring a high level of prior knowledge of the task. Typically, these functions 
include implicit/explicit clues about the behaviour required to solve the given task 
(Floreano and Mondada, 1996; Lund and Miglino, 1996); (iii) aggregate fitness 
functions, that require very little knowledge about the domain. In particular, they 
reward controllers for their ability to solve a task independently of how it is completed; 
(iv) competitive fitness functions, exploiting competition between members of an 
evolving population so that the behaviour of one controller influences the behaviour, 
and therefore the fitness measure, of the other(s) (see Nelson, Grant, Barlow and White, 
2003; Nelson and Grant, 2006); (v) co-competitive fitness functions, typically used in 
situations in which two different populations compete against each other within the 
same environment, like in prey-predator scenarios (see Nolfi and Floreano, 1998), and 
the fitness of one population affects the fitness of the other one; (vi) incremental fitness 
functions in which the complexity of desired function is progressively increased and 
Chapter 1. Neuroevolution  
8 
 
(vii) environmental incremental fitness functions in which the complexity of the 
environment is progressively increased (see Harvey, Husbands and Cliff, 1994; Gomez 
and Miikkulainen, 1997; Bongard, 2011).  
Doncieux and Mouret (2014) focused instead on the selective pressures that drive 
the evolutionary process, rather than classifying fitness functions. The authors identified 
two classes of selective pressures: (i) goal refiners and (ii) process helpers. Goal refiners 
aim to change the optimum of the fitness function, hence alter the search space (e.g., the 
addition of noise, see Jakobi, Husbands and Harvey, 1995; Jakobi, 1997). Conversely, 
process helpers alter the search process without modifying the optimum of the fitness 
function (e.g., behavioural diversity, see Mouret and Doncieux, 2009 and 2012). The 
former addresses the reality gap issue (i.e., the problem observed when transferring 
evolved controllers from simulation to reality, see Jakobi, Husbands and Harvey, 1995; 
Jakobi, 1997 and 1998; Zagal, Ruiz del Solar and Vallejos, 2004; Koos, Mouret and 
Doncieux, 2010 and 2013). The latter addresses the premature convergence or bootstrap 
problem (Nolfi, 1998; Mouret and Doncieux, 2009; Israel and Moshaiov, 2012; Silva, 
Duarte, Correia, Moura Oliveira and Christensen, 2016), i.e. the issue of being trapped 
into local optima solutions that prevent the discovery of the global optimum. Both goal 
refiners and process helpers mitigate the problem of crafting the fitness function. The 
authors also split the two categories according on whether they incorporate some 
knowledge on how to solve the task (task-specific) or not (task-agnostic).  
Incremental evolution refers to approaches in which the neural network is evolved 
for the ability to first solve a simple version of the problem and then progressively more 
complex versions. As stated above, this can be performed by varying the fitness 
function and/or the environmental conditions during the course of the evolutionary 
process. Harvey, Husbands and Cliff (1994) introduced incremental evolution in their 
seminal work in which robots must develop the ability to move towards a white triangle 
on a dark background, but not towards a white rectangle of similar size. Gomez and 
Miikkulainen (1997) utilized incremental evolution to evolve controllers for both prey 
capture and double-pole balancing tasks. Bongard (2011) applied incremental evolution 
to simulated robots that undergo morphological changes during evolution. 
Often fitness functions include different fitness components that are used to reward 
agents for the ability to achieve different goals or for the ability to obtain sub-goals that 
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are instrumental for the achievement of the agents’ general goal. For example, reaching 
can be instrumental for grasping and consequently agents evolved for the ability to 
grasp objects can receive a small reward when they manage to reach the object to be 
grasped and a larger reward when they succeed in grasping the object (Bianco and 
Nolfi, 2004; Massera, Ferrauto, Gigliotta and Nolfi, 2014). Similarly, robots evolved for 
the ability to clean an arena from objects might receive a smaller reward for picking up 
an object and a larger reward for releasing the object outside the arena (Nolfi, 1997), 
etc. Usually the scores gained for each sub-goal are then combined in a single scalar 
value by using a weighted sum. An alternative approach is multi-objective optimization. 
Multi-objective optimization refers to the process of trying to optimize simultaneously 
many objectives, most of which are typically in conflict (Fonseca and Fleming, 1995; 
Van Veldhuizen and Lamont, 2000; Konak, Coit and Smith, 2006). Differently from 
single-optimization problems, in a multi-objective optimization problem it is difficult to 
identify a single solution and the best strategies usually represent good compromises 
between the different objectives. In this domain, the Pareto optimality measure 
(Edgeworth, 1881; Pareto, 1896) is adopted. More specifically, a solution for the multi-
objective optimization problem is Pareto optimal if "there are no other solutions which 
would decrease one criterion without simultaneously increasing in at least one other 
criterion". Put more formally, a solution for the multi-objective optimization problem is 
said to be Pareto optimal if and only if the two following criteria are met: (i) the 
solution is not worse than the other candidate solutions with respect to all of the 
considered objectives, and (ii) the solution is strictly better than the others in at least one 
objective (Deb, 2011). 
Solteiro Pires, Tenreiro Machado and de Moura Oliveira (2004) employed multi-
objective optimization for robot trajectory planning. Castillo and Trujillo (2005) utilized 
genetic algorithms for multi-objective robot path planning. A similar work is the one of 
Castillo, Trujillo and Melin (2006). Gong, Zhang and Zhang (2011) applied particle 
swarm optimization (Eberhart and Kennedy, 1995) for multi-objective robot path 
planning. Mouret and Doncieux (2008) combined incremental evolution and multi-
objective optimization for evolving controllers for a robot that must detect a light 
source. Israel and Moshaiov (2012) used multi-objective optimization in a robot soccer 
game scenario. For a review on multi-objective optimization, see Fonseca and Fleming, 
1995; Coello Coello, 1999; Van Veldhuizen and Lamont, 2000; Zitzler, Laumanns and 
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Bleuler, 2004; Coello Coello, 2006; Konak, Coit and Smith, 2006; Trianni and Lopez-
Ibanez, 2014). 
An alternative approach to the use of objective fitness functions that recently 
received considerable attention among the research community is the so-called novelty 
search (Lehman and Stanley, 2008) that consists in selecting individuals that differ with 
respect to previously selected ones rather than for their capability of performing the 
specific task. The advantage of novelty search is that it is less sensitive to the issue of 
getting trapped into local minima (Mouret and Doncieux, 2009; Israel and Moshaiov, 
2012; Silva, Duarte, Correia, Moura Oliveira and Christensen, 2016). When the space 
of possible solutions is very large and/or infinite, however, the chance to discover high 
quality solutions by simply selecting solutions that are novel is limited. Moreover, the 
cost for verifying whether a solution is novel increases exponentially across 
generations. For a review of the critical factors for novelty search, see Kistemaker and 
Whiteson (2011). Novelty search has been applied successfully in different robotic 
domains, including maze navigation (Lehman and Stanley, 2008, 2010 and 2011; Risi, 
Vanderbleek, Hughes and Stanley, 2009; Risi, Hughes and Stanley, 2010; Gomes, 
Mariano and Christensen, 2015), artificial ant (Lehman and Stanley, 2010), foraging 
(Risi, Hughes and Stanley, 2010), biped locomotion (Lehman and Stanley, 2011) and 
swarm robotics (Gomes, Urbano and Christensen, 2013). 
 
1.2.2. Evolutionary algorithms 
 
Evolutionary algorithms (EAs) are a “class of direct, probabilistic search and 
optimization algorithms gleaned from the model of organic evolution” (Back, 1996). 
Evolutionary algorithms were introduced in 60s with the aim at attempting to reproduce 
the human brain’s capability of solving problems. They are based on Darwinian’s 
theory of evolution, which states that adaptive changes occur as result of natural 
selection, according to the principle of “survival of the fittest”.  
Most of the evolutionary algorithms developed within the evolutionary 
computation community have been applied to evolve neural networks. Moreover, some 
specially designed algorithms have been developed. 
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General-purpose algorithms can be grouped into three mainstreams: genetic 
algorithms (Holland, 1975) evolutionary strategies (Rechenberg, 1973; Schwefel, 1977; 
Hansen and Ostermeier, 2001; Igel, 2003; Wierstra, Schaul, Peters and Schmidhuber, 
2008), and evolutionary/genetic programming algorithms (Koza, 1992; Miller and 
Thomson, 2000).  
Genetic algorithms were firstly introduced by Holland (1975), whose aim was to 
study the phenomenon of adaptation as it occurs in nature and transfer it into computer 
programmes (Mitchell, 1998). In Holland’s genetic algorithm, a population of strings 
with fixed length (each one representing a candidate solution to the problem) was 
evolved for a certain number of generations according to Darwin’s theory of evolution 
by means of selection and genetic recombination. Selection depends on the fitness of 
the candidate solutions, i.e. fitter individuals are more likely to be selected for 
reproduction. Genetic recombination consists in combining parts of two strings in order 
to generate offspring strings, i.e. candidate solutions for the next generation.  
Evolutionary strategies (ESs) are optimization methods belonging to the class of 
evolutionary algorithms, which apply mutation, recombination and selection to a 
population of candidate solutions in order to evolve more effective solutions (Beyer, 
2007). Evolutionary strategies were simultaneously developed in middle 70s by 
Rechenberg (1973) and Schwefel (1977), and then extended by other authors (Hansen 
and Ostermeier, 2001; Igel, 2003; Wierstra, Schaul, Peters and Schmidhuber, 2008). 
Harvey (2001) and Whitley (2001) claimed the superiority of evolutionary strategy 
methods (that use small populations, steady state selection, and that rely primarily on 
mutations to generate variations) over genetic algorithms (that use large populations, 
generational selection, and that rely primarily on recombination to generate variations). 
This can be explained by considering that, in the context of neuroevolution, any 
phenotype (i.e. any network computing a given function) can be generated by a large 
number of alternative genotypes. Consequently, evolution can keep exploring the search 
space and improving the fitness of the population over the long term even when the 
population is genetically converged (Harvey, 2001).  
Genetic programming is a technique in which computer programmes are evolved 
for a given number of generations/evaluations in order to solve a task. In genetic 
programming, computer programmes are encoded as set of genes that are modified by 
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operators of mutation and crossover. Cartesian genetic programming (Miller and 
Thomson, 2000) is an extension of genetic programming whereby individuals are 
encoded in strings of integers representing graphs of nodes connected by links. Each 
node is defined by three integers specifying the inputs to the node and the function 
computed by the node.  
As stated above, all these methods can be used and have been used to evolve neural 
networks. Moreover, some evolutionary methods have been designed specifically for 
the evolution of neural networks (see for example Nolfi, Miglino and Parisi, 1994; 
Husbands, Harvey, Cliff and Miller, 1994; Stanley and Miikkulainen, 2002; Durr, 
Mattiussi and Floreano, 2006; Khan, Khan and Miller, 2010). An advantage of these 
methods is that they can be used to evolve both the topology and the connection weights 
of the neural network.  
NeuroEvolution of Augmenting Topology (NEAT) method (Stanley and 
Miikkulainen, 2002) represents one of the first attempts to evolve both the connection 
weights and the architecture of a neural network. In particular, it is characterized by the 
development of progressively more complex topologies from simple networks including 
only sensory and motor neurons. Another relevant feature concerns the utilization of 
innovation numbers associated to genes that permit to cross over networks with varying 
topologies. Finally, NEAT makes use of speciation and fitness sharing (Goldberg and 
Richardson, 1987) to preserve innovations. The initial population is composed of 
genotypes of equal length. Each gene contains four numbers encoding the ID number of 
the neurons that send and receive the connection, the weight of the connection, and the 
history marker constituted by a progressive innovation number.  
Offspring are generated on the basis of the following genetic operators: (i) a 
crossing-over operator that uses the innovation numbers to identify the genes encoding 
the same structure in the two reproducing parents, (ii) an add-node genetic operator that 
replaces an existing connection gene with two new connection genes that connect the 
original input neuron to a new internal neuron with a weight of 1.0 and the new internal 
neuron to the original output neuron with a weight equal to the weight of the original 
connection, (iii) a mutate-weight genetic operator that perturbs the weight of each 
connection with a given probability, and (iv) an add-connection operator that adds a 
connection between two pre-existing neurons. Extended versions of NEAT have been 
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later proposed by Gauci and Stanley (2007) and by Stanley, D’Ambrosio and Gauci 
(2009). 
Another family of methods dedicated to the evolution of neural network is 
constituted by cooperative algorithms that operate by evolving solution components 
instead of full solutions. In this manner, the overall problem of finding a solution 
network is broken into several smaller sub-problems. Moriarty and Miikkulainen (1996 
and 1997) introduced Symbiotic Adaptive NeuroEvolution (SANE), a method that 
evolves neurons with associated connection weights in order to form a neural network 
able to solve a task. Gomez and Miikkulainen (1997) extended SANE approach by 
dividing neurons in subpopulations with a method called Enforced Sub-Populations 
(ESP). Gomez and Schmidhuber (2005) extended ESP in HESP (Hierarchical ESP), a 
neuroevolutionary algorithm that simultaneously evolves networks at level of both 
neurons and full networks. Gomez, Schmidhuber and Miikkulainen (2008) proposed the 
Neural Evolution through Cooperatively Coevolved Synapses (CoSyNE), a method that 
uses cooperative co-evolution at the level of synaptic weights. More specifically, for 
each connection weight, there is a separate subpopulation consisting of real valued 
weights. CoSyNE has been applied to the double-pole balancing task. A detailed 
description of CoSyNE is provided in subsection 2.1.3. 
 
1.2.3. Evolution and learning 
 
Another advantage of neuroevolution consists in the possibility to combine 
evolution and learning. As explained in Floreano, Husbands and Nolfi (2008), 
“Evolution and learning (or phylogenetic and ontogenetic adaptation) are two forms of 
biological adaptation that differ in space and time. Evolution is a process of selective 
reproduction and substitution based on the existence of a population of individuals 
displaying variability at the genetic level. Learning, instead, is a set of modifications 
taking place within each single individual during its own lifetime. Evolution and 
learning operate on different time scales. Evolution is a form of adaptation capable of 
capturing relatively slow environmental changes that might encompass several 
generations (e.g., the perceptual characteristics of food sources for a given species). 
Learning, instead, allows an individual to adapt to environmental modifications that are 
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unpredictable at the generational level. Learning might include a variety of mechanisms 
that produce adaptive changes in an individual during its lifetime, such as physical 
development, neural maturation, variation of the connectivity between neurons, and 
synaptic plasticity. Finally, whereas evolution operates on the genotype, learning affects 
only the phenotype and phenotypic modifications cannot directly modify the genotype”. 
In general, adaptation in natural organisms typically involves multiple 
adaptive/learning processes. Indeed, many natural organisms adapt both 
phylogenetically, as a result of natural evolution, and ontogenetically, as a result of 
learning. Moreover, humans frequently learn by using a combination of demonstration 
and trial and error. “When learning to play tennis, for instance, an instructor will 
repeatedly demonstrate the sequence of motions that form an orthodox forehand stroke. 
Students subsequently imitate this behaviour, but still need hours of practice to 
successfully return balls to a precise location on the opponent’s court” (Kober, Bagnell 
and Peters, 2013, p. 1257). 
Research on evolution and learning has focused on two aspects: (i) analysing the 
benefits, in terms of performance, of combining these two adaptation techniques, and 
(ii) understanding the role of the interaction between evolution and learning in natural 
organisms (Nolfi and Floreano, 1999). In this framework, learning displays several 
adaptive functions: (i) it might help and guide evolution by channelling evolutionary 
search towards the most promising directions of the search space; (ii) it permits to 
evolve individuals that adapt on the fly to fast environmental variations; (iii) it might 
allow evolution to discover more effective solutions and sophisticated behaviours; (iv) 
it could permit to scale up to more complex problems involving large search spaces 
(Nolfi, 2000). However, learning has also costs (Mayley, 1997). In particular, learned 
skills strongly depend on learning experiences. Consequently, when conditions are not 
favourable, learning might fail to discover the required capabilities (Nolfi, 2000). 
A pioneering work about the effect of learning on evolution is the one of Hinton 
and Nowlan (1987). The authors considered an experimental setting in which there is a 
one-to-one mapping from genotype to phenotype. The genotype is a string of bits, while 
the phenotype is a neural network. Given a genotype, a 1-bit corresponds to the 
presence of a particular connection in the network. Conversely, a 0-bit means that the 
corresponding connection is absent. In this abstract task only a specific combination of 
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genes (i.e., a genotype with all 1-bits) gets a fitness score of 1, whereas all other 
genotypes receive a fitness score of 0. In this extreme case, finding a solution is highly 
problematic since the fitness surface looks like a flat area with a spike in 
correspondence of the good combination. In such a scenario, evolution and random 
search have the same chance to discover the solution. To study the effect of the 
combination of evolution and learning, the author considered a control situation in 
which the alleles could also assume a “*” value and learning operates by simply 
assigning random values to these alleles. The addition of learning changes the shape of 
the fitness function. More specifically, the area around the good combination is 
enlarged and smoothened. The collected results demonstrated how indeed the 
combination of learning and evolution permits to find the solution of the problem, while 
the utilization of learning or evolution alone fails. To date, however, this method has 
not been successfully applied to realistic problems, for example the evolution of robots 
selected for the capability to solve a problem that cannot be solved by using evolution 
alone. Other limitations of Hinton and Nowlan’s model are: 1) there is no distinction 
between genotype and phenotype, 2) learning is modelled as a random process and 3) 
there is no distinction between learning task and evolutionary task. 
The seminal work of Hinton and Nowlan has been a source of inspiration for many 
other works and several researchers used neuroevolution as a tool for investigating the 
combination of evolution and learning (Belew, McInerney and Schraudolph, 1990; 
Ackley and Littman, 1991; Nolfi, Elman and Parisi, 1994; Floreano and Mondada 1996; 
Sasaki and Tokoro, 1997; Floreano and Urzelai 2001). Some studies stated that the 
combination of evolution and learning is advantageous over the application of the single 
approaches alone (Fontanari and Meir, 1990; Ackley and Littman, 1991; Gruau and 
Whitley, 1993; Nolfi, Elman and Parisi, 1994; Whitley, Gordon and Mathias, 1994; 
Nolfi and Parisi, 1997; Nolfi and Floreano, 1999; Borenstein and Ruppin, 2003; Mery 
and Kawecki, 2004; Schembri, Mirolli and Baldassarre, 2007; Suzuki and Arita, 2007; 
Paenke, Jin and Branke, 2009; Lande, 2009; Liu and Iba, 2011; Wund, 2012; Suzuki 
and Arita, 2013), while others showed that learning actually decelerates evolution 
(Anderson, 1995; Ancel, 2000; Dopazo, Gordon, Perazzo and Risau-Gusman, 2001; 
Borenstein, Meilijson and Ruppin, 2006; Paenke, Sendhoff, Rowe and Fernando, 2007; 
Paenke, Sendhoff and Kawecki, 2009; Gajer, 2009 and 2012; Handzel, 2013; Saito, 
Ishihara and Kaneko, 2013). Moreover, other works focused on the analysis of benefits 
Chapter 1. Neuroevolution  
16 
 
and limitations of plasticity/learning or on the analysis of the conditions under which 
learning accelerates/decelerates evolution (Mayley, 1996a, 1996b and 1997; DeWitt, 
Sih and Wilson, 1998; Price, Qvarnström and Irwin, 2003; Pigliucci, 2005; Wiles, 
Watson, Tonkes and Deacon, 2005; Paenke, Sendhoff and Kawecki, 2007). For a 
review of this research, see Richards (2008) and Sznajder, Sabelis, and Egas (2012). 
The picture emerging from these works is that the combination of evolution and 
learning can be advantageous when the task/environmental conditions vary during the 
operation of the network (Nolfi and Parisi, 1996; Floreano and Nolfi, 1997). 
Nevertheless, there are not clear evidences that methods combining evolution and 
learning outperform methods operating on the basis of evolution only when the 
characteristics of the adaptive problem are stable, at least when the computational cost 
is kept constant. Besides, other research demonstrated how the ability to adapt to 
varying environmental conditions can also be obtained through other methods, namely 
by evolving networks with recurrent connections (Yamauchi and Beer, 1994; Tuci, 
Quinn and Harvey, 2002) and/or by evolving networks including regulatory 
mechanisms (Philippides, Husbands, Smith and O’Shea, 2005; Petrosino, Parisi and 
Nolfi, 2013). 
An alternative approach that received considerable attention in the last two decades 
consists in the combination of learning by experience and learning by demonstration 
(Rosenstein and Barto, 2004; Judah, Roy, Fern and Dietterich, 2010; Kober, Bagnell 
and Peters, 2013). This approach exploits orthogonal properties from two different 
types of learning, i.e. imitating a human demonstration and refining a strategy through 
trial-and-error. Moreover, it can be easily used along with an evolutionary algorithm 
(i.e., evolutionary strategy or genetic algorithm) to evolve controllers (i.e., neural 
networks) able to display sophisticated behaviours that are similar, but not identical, to 
the learned strategies. Research in this area has been primarily driven by what happens 
in humans. Indeed, children often see their parents or other adults perform a specific 
behaviour and try to reproduce it. Both adults and children may learn a particular task 
by repeatedly executing it until a certain level of performance is reached. These two 
forms of learning might be used together in order to accelerate the learning process. 
Many researchers proposed different approaches, each one addressing the issue of 
whether and how learning by experience and learning by demonstration can be 
effectively combined. A detailed description is provided in chapter 3. 
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1.3.  Scientific objective of the thesis 
 
The first objective of this thesis is to verify the efficacy of some of the most 
promising neuro-evolutionary methods, including two new methods that I elaborated.  
As in previous comparative studies (Moriarty and Miikkulainen, 1996; Gomez and 
Miikkulainen, 1997; Stanley and Miikkulainen, 2002; Gomez, Schmidhuber and 
Miikkulainen, 2008; Wierstra, Schaul, Glasmachers, Sun, Peters and Schmidhuber, 
2014), I decided to use the double-pole problem (Wieland, 1991) as a testbed in 
consideration of the fact that it involves fundamental aspects of agent’s control (e.g., 
situatedness, non-linearity, temporal credit assignment [Sutton, 1984]), it is intuitive 
and easy to understand, it requires a low computational cost, and it has become an 
universally recognized benchmark in the area of continuous control. However, given 
that the classic version of this problem is too limited to study the evolution of solutions 
that are robust with respect to environmental variations and to study the capacity of 
alternative methods to scale-up to more complex problems, I designed and used also 
three complexified versions of the problem that involve the capability to balance the 
pole from different initial conditions, the capability to solve a complexified version of 
the problem in which the response of the sensors include a time delay, the capability to 
solve a harder version of the problem in which the length and the mass of the second 
pole are increased. 
The evolutionary methods chosen for the comparisons are: NeuroEvolution of 
Augmenting Topologies (NEAT, see Stanley and Miikkulainen, 2002), Neural 
Evolution through Cooperatively Coevolved Synapses (CoSyNE, see Gomez, 
Schmidhuber and Miikkulainen, 2008), Cartesian Genetic Programming of Artificial 
Neural Network (CGPANN, see Miller and Thomson, 2000; Khan, Khan and Miller, 
2010; Khan, Armad, Khan, and Miller, 2013; Turner and Miller, 2014), Exponential 
Natural Evolution Strategies (xNES, see Wierstra, Schaul, Peters and Schmidhuber, 
2008; Glasmachers, Schaul, Sun, Wierstra and Schmidhuber, 2010; Wierstra, 
Glasmachers, Schaul, Sun and Schmidhuber, 2014). In addition to these methods, I 
tested a (𝜇 + 𝜇)  evolutionary strategy named Stochastic Steady State (SSS) which 
includes a parameter that can be used to regulate the selective pressure and a more 
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complex evolutionary strategy named Parallel Stochastic Hill Climber (PSHC) which is 
constituted by a combination of a (μ + μ) and a (1 + 1) evolutionary strategy.  
The results indicate that, in the extended version of the problem, the best results are 
obtained by using relatively simple evolutionary strategies and extended versions of 
evolutionary strategy that estimate the local gradient and use this information to direct 
the evolutionary search toward the most promising direction. Widely used methods such 
as NEAT (Stanley and Miikkulainen, 2002) are not really competitive with the best 
methods identified by my analysis with respect to all criteria considered (i.e. robustness 
to environmental variations, speed, and capability to scale up to more complex 
problems). 
Moreover, the analysis performed indicates that the methods proposed to date that 
permit to adapt also the topology of the network have a lower adaptive power than the 
methods that operate with fixed topology, at least in the considered problem domain.   
This study is reported in Chapter 2. 
The second objective of the thesis has been that to investigate the possibility to 
combine complementary evolutionary and learning processes. Namely, a standard 
evolutionary process that performs a form of adaption based on trials and errors and a 
learning by demonstration that represents a form of supervised learning.  
From a machine learning perspective, the combined use of learning by 
demonstration (Argall, Chernova, Veloso, and Browning, 2009; Billard, Callinon, 
Dillmann, and Schaal, 2008) and learning by experience (Kober, Bagnell and Peters, 
2013; Nolfi and Floreano, 2000; Sutton and Barto, 1998) provides important potential 
advantages. Indeed, it potentially allows the adaptive agent to exploit a richer training 
feedback constituted by both a scalar performance objective (reinforcement signal or 
fitness measure) and a detailed description of a suitable behaviour (demonstration). 
Moreover, it potentially permits to combine the complementary strengths of the two 
different learning modes. Indeed, the possibility to observe proper behaviours frees the 
agent learning by demonstration from the need to find out the behavioural strategy that 
can be used to solve the task and, consequently, narrows down the goal of the learning 
process only to the discovery of how the demonstrated behaviour can be re-produced. 
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To investigate this issue, I devised a new algorithm that operates by estimating the 
local gradient of the current candidate solution with respect to an objective performance 
measure and by exploring preferentially variations that reduce the differences between 
the robot and the demonstrated behaviour. 
The results obtained on two qualitatively different tasks (a robotic exploration 
problem and a robotic navigation problem) demonstrate how the algorithm is able to 
synthesize effective solutions. Such solutions are qualitatively similar to the 
demonstrated behaviour with respect to the characteristics that are functionally 
appropriate, while deviate from the demonstration with respect to other characteristics. 
This study is reported in Chapter 3. 
Finally, in Chapter 4 I draw my conclusions.  
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Chapter 2. A Systematic Comparison of 
Promising Evolutionary Methods 
 
Introduction 
 
After the pioneering research carried out in the early 90s, research in neuroevolution 
kept expanding over the years (for reviews see Yao, 1999; Floreano, Dürr, and 
Mattiussi, 2008; Lehman and Miikkulainen, 2013). This has led to the development of 
many alternative methods that I briefly reviewed in the first chapter. The analysis and 
the data reported in the literature to date, however, do not enable to evaluate in an 
objective manner which are the most effective methods and which are the strengths and 
weaknesses of alternative methods. Progressing the understanding of these aspects is 
essential for successfully applying this methodology to concrete problems and for 
developing better methods. 
In this chapter I carry on a systematic comparison of the adaptive power of some of 
the most promising methods described in the literature including two new methods 
designed by myself and by my colleagues. With the term adaptive power I mean the 
ability to discover solutions that are robust to variations of the environment and the 
ability to scale-up to more complex versions of the problem. This is made by: (i) using 
in a consistent manner a widely recognized benchmark problem known as the double-
pole balancing problem (Wieland, 1991), (ii) identifying and using extended versions of 
the problem that highlight differences in both the performance and the ability to scale 
up to harder problems, and (iii) verifying the possibility to evolve agents able to 
effectively operate in varying environmental conditions.  
The results obtained indicate that widely used methods such as NEAT (Stanley and 
Miikkulainen, 2002) are not really competitive with the best methods identified by this 
analysis with respect to all considered criteria (i.e. robustness to environmental 
variations, speed, and capability to scale up to more complex problems).  
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Moreover, the performed analysis indicates that the methods proposed to date that 
permit to adapt also the topology of the network have a lower adaptive power than the 
methods that operate with fixed topology, at least in the considered problem domain.   
Finally, I demonstrate how environmental variations and the addition of a moderate 
level of noise in the fitness function facilitate the evolution of better solutions. 
 
2.1. Method 
 
In this section the classic double-pole balancing problem and the complexified versions 
of the problem used to carry out this analysis are presented. Then, there is a description 
of the six neuroevolutionary methods that have been compared, namely: 
NeuroEvolution of Augmenting Topologies (NEAT, see Stanley and Miikkulainen, 
2002), Neural Evolution through Cooperatively Coevolved Synapses (CoSyNE, see 
Gomez, Schmidhuber and Miikkulainen, 2008), Cartesian Genetic Programming of 
Artificial Neural Network (CGPANN, see Miller and Thomson, 2000; Khan, Khan and 
Miller, 2010; Khan, Armad, Khan, and Miller, 2013; Turner and Miller, 2014), 
Exponential Natural Evolutionary Strategy (xNES, see Wierstra, Schaul, Peters and 
Schmidhuber, 2008; Glasmachers, Schaul, Sun, Wierstra and Schmidhuber, 2010; 
Wierstra, Glasmachers, Schaul, Sun and Schmidhuber, 2014), and two novel developed 
methods. The former four methods have been selected based on results of previous 
comparative analyses. 
 
2.1.1. The double-pole balancing problem 
 
The pole balancing problem, introduced by Wieland (1991), consists in controlling a 
mobile cart with one or two poles attached through passive hinge joints on the top of the 
cart for the ability to keep the poles balanced (Figure 2.1). 
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Figure 2.1. The double pole balancing problem 
 
The cart has a mass of 1 Kg. The long pole and the short pole have a mass of 0.5 and 
0.05 Kg and a length of 1.0 and 0.1 m, respectively. The cart can move along one 
dimension within a track of 4.8 m. In this thesis only the non-Markovian version of the 
problem has been considered, in which the cart is provided with three sensors encoding 
the current position of the cart on the track (𝑥), and the current angle of the two poles 
(θ  and θ ). The motor controls the force applied to the cart along the x axis. The goal 
is to control the force applied to the cart so to maintain the angle of the poles and the 
position of the cart within a viable range (details provided below).  
The following equations (Wieland, 1991) are used to compute: the effective mass 
of the poles (1), the acceleration of the poles (2), the acceleration of the cart (3), the 
effective force on each pole (4), the next angle of poles (5), the next velocity of the 
poles (6), the next position of the cart (7), and the next velocity of the cart (8), 
respectively: 
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 𝑥[𝑡 + 1] =  𝑥[𝑡] +  𝜏?̇?[𝑡] 
 
(5) 
 ?̇?[𝑡 + 1] =  ?̇?[𝑡] +  𝜏?̈?[𝑡] 
 
(6) 
 θ[𝑡 + 1] =  θ[𝑡] +  𝜏θ̇[𝑡] 
 
(7) 
 θ̇[𝑡 + 1] =  θ̇[𝑡] +  𝜏θ̈[𝑡] 
 
(8) 
 
 
where 𝑥 is the position of the cart on the track that varies in the range [-2.4, 2.4] m, ?̇? is 
the velocity of the cart, θ  and θ  are the angular positions of the poles in rad, θ̇  and θ̇  
are the angular velocities of the poles in rad/s. The dynamics of the system was 
simulated by using the Runge-Kutta fourth-order method and a step size of 0.01 s. 
The controller of the agent is constituted by a neural network with three sensory 
neurons and one motor neuron. The sensory neurons encode the position of the cart (𝑥), 
and the angular positions of the two poles (θ  and θ ). The state of the 𝑥 ,  θ  and 
θ  sensors are normalized in the [-0.5, 0.5] m, [-
.
, 
.
] rad and [-
.
, 
.
] rad ranges, 
respectively. The activation state of the motor neuron is normalized in the range [-10.0, 
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10.0] N and is used to set the force applied to the cart. The state of the sensors, the 
activation of the neural network, the force applied to the cart, and the position and 
velocity of the cart and of the poles are updated every 0.02 s.  
To promote the evolution of solutions that are robust with respect to the initial 
position and velocity of the cart and of the poles, I evaluated each controller for 8 trials 
that varied with respect to the initial state of the system. In a first experimental 
condition (Fixed Initial States condition) I used the initial states reported in Table 2.1. 
In a second experimental condition (Randomly Varying Initial States condition) the 
initial states were set randomly during each trial in the range described in Table 2.2. 
 
Trial 𝑥 ?̇? θ  θ  θ̇  θ̇  
1 -1.944 0 0 0 0 0 
2 1.944 0 0 0 0 0 
3 0 -1.215 0 0 0 0 
4 0 1.215 0 0 0 0 
5 0 0 -0.10472 0 0 0 
6 0 0 0.10472 0 0 0 
7 0 0 0 -0.135088 0 0 
8 0 0 0 0.135088 0 0 
Table 2.1. Initial states used during different trials carried out in the Fixed Initial States 
condition. 
 
 min max 
𝑥 -1.944 1.944 
?̇? -1.215 1.215 
θ  -0.10472 0.10472 
θ  -0.135088 0.135088 
θ̇  -0.10472 0.10472 
θ̇  -0.135088 0.135088 
Table 2.2. Range of the states used to set the initial state in the Randomly Varying 
Initial States condition.  
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Trials terminate after 1000 steps or when the angular position of one of the two 
poles exceeded the range [- , ] rad or the position of the cart exceed the range [-2.4, 
2.4] m. In the case of the classic double-pole problem, trials terminate after 100,000 
steps.  
The fitness of the agent corresponds to the fraction of time steps in which the agent 
maintains the cart and the poles within the allowed position and orientation ranges and 
is calculated on the basis of the following equations:  
 
 
𝑓 =  
𝑡
1000
 
 
(9) 
 
𝐹 =  
∑ 𝑓
8
 
 
(10) 
 
where t is the time step in which the cart or the pole exceeded the allowed range or 1000 
in case they are maintained in the range until the end of the trial,  𝑓  is the fitness of a 
trial, and F is the total fitness. 
In the majority of the previous studies, the networks were evaluated for a single 
trial. I decided to use multiple trials since this forces the evolutionary process to find 
solutions that are robust with respect to variations of the initial state. Furthermore, some 
of the previous studies were carried out by using the fitness function devised by Gruau, 
Whitley, and Pyeatt (1996), usually referred with the term damping fitness, which 
includes an additional fitness component that is maximized by minimizing the value of 
𝑥 , ?̇? , θ , and θ̇ . This additional component has been introduced to facilitate the 
evolution of networks capable of estimating the current velocity of the cart on the basis 
of the available sensor information. I did not use this additional fitness component since 
I did not want to reduce the complexity of the problem. Some authors claimed that this 
additional component prevents the discovery of brittle solutions exploiting rapid 
oscillations of the cart. This type of solutions, however, never occurs in experiments in 
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which the agents are evaluated for multiple trials that vary with respect to the initial 
state of the cart (see S1-S6 figures at http://laral.istc.cnr.it/res/neuroevolution/). Finally, 
in previous studies, the generalization ability of the evolved networks have been tested 
by post-evaluating them for 625 trials during which the initial state of the 𝑥, ?̇?, θ  and 
θ̇ variables was varied systematically within the following values (-1.944, -1.08, 0.0, 
1.08, 1.944) m, (-1.215, -0.675, 0.0, 0.675, 1.215) m/s, (0.056548, -0.031416, 0.0, 
0.031416, 0.056548) rad, (-0.135088, -0.075049, 0.0, 0.075049, 0.135088) rad/s, 
respectively. The state of  θ  and θ̇  variables was initialized to 0.0. I rather decided to 
post-evaluate the network on 1000 trials with initial state randomly generated in the 
interval described in Table 2.2. This permits to verify the generalization ability of the 
network in a wider range of conditions.  
Finally, in order to increase the complexity of the problem even further, I also used 
two complexified versions of the problem. In the delayed double-pole balancing 
problem, the agent needs to determine the state of the motor on the basis of the state that 
the cart had 0.02 s before (i.e., I take into account the fact that, in hardware, sensors 
would take time to extract information from the environment). In the long double-pole 
balancing problem, instead, the length and the mass of the second pole is set to 0.5 m 
and 0.25 Kg, respectively, instead than to 0.1m and 0.05 Kg. The elongation of the short 
pole makes the problem significantly more challenging. Indeed, as pointed out by 
Wieland (1991), the longer the second pole is, the higher the complexity of the problem 
becomes.  
In the next subsections I describe the neuroevolutionary methods that I tested. 
Some of the methods operate on fixed network topologies while others permit to evolve 
both the connection weights and the architecture of the neural controller. In all cases the 
neural network controller includes 3 sensory neurons and 1 motor neuron, as described 
above.  
 
2.1.2. The NeuroEvolution of Augmenting Topologies (NEAT) method 
 
Neuroevolution of augmenting topologies (NEAT) is a method that permits the 
evolution of both the weights and the topology of the neural network (Stanley and 
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Miikkulainen, 2002). As described in section 1.2.2, it is characterized by (i) the 
development of progressively more complex topologies from simple networks including 
only sensory and motor neurons, (ii) the utilization of innovation numbers associated to 
genes that permit to cross over networks with varying topologies, and (iii) the utilization 
of speciation and fitness sharing (Goldberg and Richardson, 1987) to preserve 
innovations.  
The initial population is composed of a vector of µ genotypes of equal length. In 
the case of the double-pole problem each genotype includes four genes that encode four 
corresponding connections from the three sensory neurons and the bias to the motor 
neuron. 
The description of the operation of the algorithm (i.e., the information encoded in 
the genes, the genetic operators, etc.) is provided in section 1.2.2. For more details, see 
Stanley and Miikkulainen (2002). The authors later proposed new extended methods 
such as HyperNEAT (Stanley, D’Ambrosio and Gauci, 2009; D’Ambrosio, Gauci, 
Stanley, 2014) that, however, is targeted to the evolution of large neural networks and 
thus has not been tested on the double-pole balancing problem.  
NEAT includes many parameters: crossing-over rate, add-neuron rate, add-
connection rate, perturbe-weight rate, interspecies migration rate, etc. (see Stanley and 
Miikkulainen, 2002). The data reported in this thesis have been collected by using the 
author’s source code freely available from http://nn.cs.utexas.edu/keyword?neat-c and 
the parameters used from the authors to solve the double-pole balancing problem. The 
experiments were repeated by varying the size of the population in the range [20, 100, 
500, 1000] and the add-neuron rate in the range [1%, 10%]. The modifications 
introduced in the source code to evaluate the evolving agents for 8 trials on the basis of 
the fitness function described in subsection 2.1.1 are described in 
http://laral.istc.cnr.it/res/neuroevolution/NEATmodifications.txt. 
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2.1.3. Neural Evolution through Cooperatively Coevolved Synapses 
(CoSyNE) 
 
The neural evolution through cooperatively coevolved synapses (CoSyNE) is a 
method that operates by evolving solution components instead of full solutions. More 
precisely, instead of a population of complete neural networks, a population of network 
fragments is evolved (Gomez, Schmidhuber and Miikkulainen, 2008). Each fragment 
(connection weight) is evaluated as one part of a full network. The fitness of a fragment 
indicates how well it cooperates with other fragments of the solutions it contributes to 
compose.  
The method operates by using θ sub-populations each containing m real numbers, 
where θ is equal to the number of connection weights and biases of the neural network 
and m is the number of alternative candidate solutions for each weight or bias. The 
population therefore consists of a matrix with θ rows and m columns, where each row 
corresponds to a sub-population. During each generation the algorithm: (i) generates m 
complete networks on the basis of the value contained in each column of the matrix, (ii) 
evaluates the networks, (iii) uses the top quarter networks to generate a pool of 
offspring that are sorted by fitness and used to replace the least fit weights of the 
corresponding sub-populations, and (iv) permutes the positions of the weight values in 
each sub-population so to ensure that the complete networks formed during the next 
generation are constituted by different combination of weights. For more details, see 
Gomez, Schmidhuber and Miikkulainen (2008).  
The data reported in this thesis have been collected by using the authors’ source 
code freely available from http://www.idsia.ch/~tino/CoSyNE-1.2.tar.gz (Gomez, 
Schmidhuber and Miikkulainen, 2008). I systematically varied the mutation rate and the 
number of sub-populations in the following ranges [1%, 2%, 5%, 10%, 20%, 40%] and 
[15, 30, 60], respectively. The modifications of the source code introduced to evaluate 
evolving agents for 8 trials on the basis of the fitness function described in Section 2.1.1 
are described on http://laral.istc.cnr.it/res/neuroevolution/CoSyNEmodifications.txt.  
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2.1.4. Cartesian Genetic Programming of Artificial Neural Network 
(CGPANN) 
 
Cartesian Genetic Programming is an evolutionary method developed by Miller and 
Thomson (2000) which has been widely used for the evolution of digital circuits and 
that has been recently applied also to the evolution of neural networks (see Khan, Khan 
and Miller 2010; Khan, Armad, Khan, and Miller, 2013; Turner and Miller, 2014). It is 
a graph-based form of Genetic Programming that can be used to evolve the weights and 
the topology of neural networks.  
The genotype of individuals is constituted by a list of blocks encoding the property 
of the internal neurons of the network. More specifically, each block encodes, with 
integer numbers, the ID index of the input and/or internal neurons from which the 
current neuron receives connections and, with real numbers, the corresponding 
connection weight. Moreover, the genotype includes additional blocks that encode the 
ID indexes of the internal neurons that are used to produce the output of the network. 
The length of the genotype and consequently the number of neurons and the number of 
incoming connections per neuron is fixed. In the initial population the integer and the 
real numbers contained into blocks are generated randomly within the appropriate 
range.  
The evolutionary process is realized on the basis of (1 + λ) evolutionary strategy 
that uses a population composed of a single individual. During each generation the 
algorithm: generates λ offspring, evaluates the parent and the offspring, and selects the 
best individual between the parent and the offspring as the new parent.  
Offspring are generated by creating a copy of the genotype of the parent and by 
subjecting each number contained in each block to mutations with a MutRate 
probability. Mutations are performed by replacing the real numbers, encoding the 
connection weights, with a new randomly generated real number on the same range or 
by replacing integer numbers, encoding the index of neurons projecting and receiving 
connections, with a new integer number generated randomly in the appropriate range. 
The RecurrentConnectionsProbability parameter is used to determine the probability 
with which the index of the incoming connection is replaced with a number selected in 
the range that includes either sensory neurons or internal neurons. 
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As suggested by the authors (Khan, Armad, Khan, and Miller, 2013; Turner and 
Miller, 2014), the number of offspring was set to 4 and the probability to generate 
recurrent connections was set to 20%. The number of internal neurons was set to 10. 
The mutation rate was varied systematically within the interval [1%, 3%, 5%, 7%, 10% 
and 20%]. The number of incoming connections was varied within the interval [4-12]. 
In one of their studies, the authors have applied this method to the double-pole 
balancing task (see Khan, Armad, Khan, and Miller, 2013). In this work, however, they 
introduced a series of modifications that facilitate the problem. More specifically: (i) 
they added a new input unit that provides a function of the state of the motor neuron at 
time t-1, (ii) they used a motor neuron that encodes only two alternative torque forces 
(i.e. -10 N or 10 N) instead of a force varying continuously within these two values, and 
(iii) they used a restricted version of the algorithm that is able to synthesize feed-
forward network topologies only. For these reasons I decided to use the CGPANN 
model described in Turner and Miller (2014) that allows the evolution of recurrent 
neural network and I maintained the characteristics of the problem consistent with those 
used in other studies.  
The experiments performed with this method can be replicated by downloading and 
installing FARSA (Massera, Ferrauto, Gigliotta and Nolfi, 2013, 2014) from 
“https://sourceforge.net/projects/farsa/” and the 
http://laral.istc.cnr.it/res/neuroevolution/CGPANN.zip experimental plugin.  
 
2.1.5. The Exponential Natural Evolution Strategies (xNES) method 
 
The Exponential Natural Evolution Strategies (xNES) was proposed by Wierstra, 
Schaul, Peters and Schmidhuber (2008) as an extension of the Evolutionary Strategy 
method originally proposed by Rechenberg (1973) and Schwefel (1977), see also Igel 
(2003). xNES operates on the basis of a single candidate solution, which consists of a 
vector of θ real numbers, and on the basis of a θ x θ co-variance matrix encoding the 
correlation between the variation of the fitness and the variation of the θ parameters. 
The genes of the candidate solutions are initialized randomly. The co-variance matrix is 
initialized with all zero values. 
Chapter 2. A Systematic Comparison of Promising Evolutionary Methods   
31 
 
During each generation the algorithm: (i) generates the variation vectors that are 
constituted by λ vectors of θ real numbers generated randomly with a Gaussian 
distribution, (ii) generates λ varied candidate solutions that are obtained by adding to 
the candidate solution the variation vectors multiplied by the exponential of the co-
variance matrix, (iii) evaluates the varied candidate solutions, (iv) estimates the local 
gradient of the candidate solutions on the basis of the fitness of the varied candidate 
solutions and uses the gradient to update the covariance matrix, and (v) modifies the 
current candidate solution in the direction of the estimated local gradient for a given 
length or learning rate. The number of candidate solutions is a constant proportional to 
the number of parameters to be adapted and is set to 19 in the case of the presented 
experiments which involve 151 parameters. For more details, see Wierstra, Schaul, 
Peters and Schmidhuber (2008). 
The only parameter of the method is the learning rate that, according to the authors, 
should be set to 1.0 (see Wierstra, Schaul, Peters and Schmidhuber, 2008). By 
systematically varying the learning rate with the following values [0.1, 0.2, 0.25, 0.5, 
1.0], however, I observed that the best results are obtained with values included in the 
following range [0.1, 0.5], see below.  
The experiments performed with this method can be replicated by downloading and 
installing FARSA from “https://sourceforge.net/projects/farsa/” and the 
http://laral.istc.cnr.it/res/neuroevolution/xNES.zip experimental plugin.  
 
2.1.6. The Stochastic Steady State (SSS) method 
 
The Stochastic Steady State (SSS) is a (µ + µ) evolutionary strategy (Rechenberg, 
1973) that operates on the basis of populations formed by µ parents. During each 
generation each parent generates one offspring, the parent and the offspring are 
evaluated, and the best µ individuals are selected as new parents (see the pseudo-code 
below). It is a method that I developed that belongs to the class of methods proposed by 
Harvey (2001) and Whitley (2001).  The novelty with respect to previous related 
methods consists in the introduction of the Stochasticity parameter that permits to 
regulate the selective pressure. This is obtained by adding to the fitness of individuals a 
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value randomly selected in the range [-Stochasticity*MaxFitness, 
Stochasticity*MaxFitness] with a uniform distribution. When this parameter is set to 
0.0, only the best µ individuals are allowed to reproduce. The higher the value of the 
parameter is, the higher the probability that other individuals reproduce is. For a 
discussion of evolutionary optimization in uncertain environments and in the presence 
of a noisy fitness function, see Jin and Branke (2005). 
 
SSS Method: 
 
1: NEvaluations<- 0 
// the genotype of the parents of the first generation is initialized randomly 
2: for p <- 0 to NParents do 
3:     for g <- 0 to NGenes do 
4:         genome[p][g] <- rand(-8.0, 8.0) 
5:     Fitness[p] <- evaluate (p) 
6:     NEvaluations <- NEvaluations + NTrials 
     // evolution is continued until a maximum number of evaluation trials is performed 
7: while (NEvaluations < MaxEvaluations) do 
8:     for p <- 0 to NParents do 
            // in the randomly varying experimental condition parents are re-evaluated 
9:         if (RandomlyVaryingInitialCondition) then 
10:           Fitness[p] <- evaluate (p) 
11:           NEvaluations <- NEvaluations +NTrials 
12:       genome[p + NParents] <- genome[p]          // create a copy of parents’ genome 
13:       mutate-genome(p + NParents)                     // mutate the genotype of the offspring 
14:       Fitness[p + Nparents] <- evaluate[p + NParents] 
15:       NEvaluations <- NEvaluations + NTrials 
            // noise ensures that parents are replaced by less fit offspring with a low probability 
16:    NoiseFitness[p] <- Fitness[p] * (1.0 + rand(-Stochasticity * MaxFit, Stochasticity * 
MaxFit)) 
17:       NoiseFitness[p + NParents] <- Fitness[p + NParents] * (1.0 + rand(-
Stochasticity * MaxFit, Stochasticity * MaxFit)) 
        // the best among parents and offspring become the new parents 
18:   rank genome[NParents * 2] for NoiseFitness[NParents* 2]  
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In the experiment reported in this thesis the connection weights are evolved and the 
topology of the network is kept fixed. The initial population is encoded in a matrix of µ 
x θ real numbers that are initialized randomly with a uniform distribution in the range [-
8.0, 8.0], where µ corresponds to the number of parents and θ corresponds to the total 
number of weights and biases. Offspring are generated by creating a copy of the 
genotype of the parent and by subjecting each gene to mutation with a MutRate 
probability. Mutations are performed by replacing or perturbing a gene value with equal 
probability. Replacements consist in substituting the gene with a new real number 
randomly generated within the range [-8.0, 8.0] with a uniform distribution.  
Perturbations are performed by adding to the current value of a gene a real number 
randomly selected with a Gaussian distribution with a standard deviation of 1.0 and a 
mean of 0.0. Values outside the [-8.0, 8.0] range after perturbations are truncated in the 
range. 
This method requires setting two parameters: MutRate and Stochasticity. To 
identify the optimal values of the parameters I systematically varied MutRate in the 
range [1%, 3%, 5%, 7%, 10%, 15% and 20%] and Stochasticity in the range [0%, 10%, 
20%, 30%, 40%, 50%, 70%, and 100%]. Population size was set to 20. To enhance the 
ability of the method to refine the evolved candidate solutions, I reduced the mutation 
rate to 1% and I set the Stochasticity to 0% during the last 1/20 period of the 
evolutionary process.  
The experiments performed with this method can be replicated by downloading and 
installing FARSA from “https://sourceforge.net/projects/farsa/” and the 
http://laral.istc.cnr.it/res/neuroevolution/SSS.zip experimental plugin. 
 
2.1.7. Parallel Stochastic Hill Climber (PSHC and PSHC*) 
 
The Parallel Stochastic Hill Climber (PSHC) is a new method that I developed that 
consists of a combination of a (µ + µ) and a (1 + 1) evolutionary strategy. The novelty 
of this method consists in the utilization of a stochastic hill climber method operating on 
single individuals that maximizes exploration at the risk of retaining maladaptive 
variations combined with an evolutionary strategy operating on a population of 
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stochastically hill climbing individuals which ensures the retention of acquired adaptive 
traits.  
The initial population is composed by a matrix of µ x θ real numbers that are 
initialized randomly with a uniform distribution in the range [-8.0, 8.0], where μ 
corresponds to the number of parents and θ corresponds to the total number of weights 
and biases. Varied individuals are generated by creating a copy of the genotype of the 
original individual and by subjecting each gene to mutation with a MutRate probability. 
Mutations are performed by replacing or perturbing a real number with equal 
probability. Replacements consist in substituting the gene with a new real number 
randomly generated within the range [-8.0, 8.0] with a uniform distribution.  
Perturbations are performed by adding to the gene a real number randomly selected 
with a Gaussian distribution with a standard deviation of 1.0 and a mean of 0.0. Values 
outside the [-8.0, 8.0] range after perturbations are truncated in the range. 
Each generation involves an adaptation phase, during which each individual is 
adapted for a certain number of Variations through a (1 + 1) evolutionary strategy and a 
selection phase in which part of the adapted individuals are used to compose the new 
population. 
During the adaptation phase, for each individual of the population, a sequence of N 
varied individuals is created and evaluated during N corresponding variation steps. The 
first varied individual is generated by creating a mutated copy of the original individual. 
The other varied individuals are generated by creating a mutated copy of the last varied 
individual that matched or outperformed the original individual (or by creating a 
mutated copy of the original individual when none of the previous varied individuals 
matched or outperformed the original individual). During this phase, the fitness of the 
individuals is perturbed through the addition of a value randomly selected in the range 
[-Stochasticity*MaxFitness, Stochasticity*MaxFitness] with a uniform distribution. 
During the selection phase, for each individual of the population, the best of its 
variations is selected for the new population. Moreover, the best selected variation of all 
individuals is used to replace the worst selected variation with an Interbreeding 
probability. Contrary to the adaptation phase, the selection phase is performed on the 
basis of the actual fitness (i.e. the fitness without the addition of noise). The pseudo-
code of the method is included below. 
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PSHC Method: 
 
1:  NEvaluations<- 0 
      // the genotype of the parents of the first generation is initialized randomly 
2:  for p <- 0 to NParents do 
3:      for g <- 0 to NGenes do 
4:           Genome[p][g] <- rand(-8.0, 8.0) 
5:       Fitness[p] <- evaluate (p) 
6:       NEvaluations <- NEvaluations + NTrials 
      // evolution is continued until a maximum number of evaluation trials is 
performed 
7:  while (NEvaluations < MaxEvaluations) do 
8:      for p <- 0 to NParents do 
             // each individual is adapted through a (1 + 1) ES  
9:          VariedGenome[0] <- Genome[p] 
10:        VFitness[0] <- evaluate (VariedGenome[0]) 
11:        NEvaluations <- NEvaluations + NTrials 
12:        for v <- 0 to NVariations do 
13:            VariedGenome[v + 1] <- VariedGenome[v]  
14:            mutate-genome(VariedGenome[v + 1]); 
15:            VFitness[v + 1] <- evaluate(VariedGenome[v + 1]) 
16:            NEvaluations<- NEvaluations + NTrials 
                 // maladaptive variations are discarded 
                 // noise ensure that occasionally maladaptive variations are retained  
17:          if (Vfitness[v + 1] * (1.0 + rand(-Stochasticity * MaxFit, Stochasticity * 
MaxFit)) < VFitness[v] * (1.0 + rand(-Stochasticity * MaxFit, Stochasticity * MaxFit)) 
then 
18:                VariedGenome[v + 1] <- VariedGenome[v] 
             // the best varied genotype is selected  
20:        rank VariedGenotype[NVariations] for fitness[NVariations] 
             // the original genotype is replaced with its best variation 
21:        Genome[p] <- VariedGenotype[p] 
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22:          Fitness[p] <- VFitness[p] 
               // the worse individual of the population is occasionally replaced with the 
best individual  
23:     rank Genome[NParents] for Fitness[NParents] 
24:     if (rand(0.0,1.0) > Interbreeding) and (Fitness[0] >= Fitness[Nparents - 1]) 
then 
25:         Genome[NParents - 1] <- Genome[0] 
 
The PSHC* method is a variation of the PSHC method that permits to evolve also 
the topology of the network. The difference only concerns the mutation operator. In the 
case of the PSHC* method mutations are performed by setting connection weights to a 
null value (i.e., by eliminating weights) with EliminateConnection probability and by 
replacing or perturbing the connection weight as usual with the remaining probability. 
Mutations of connections with null weight value produce the creation of new 
connections or the re-establishment of previously eliminated connections.  
The PSHC method requires setting three parameters: MutRate, Stochasticity and 
Interbreeding. To identify the optimal values of the parameters I systematically varied 
MutRate in the range [1%, 3%, 5%, 7%, and 10%] and Stochasticity in the range [0%, 
10%, 20%, 30%, 40%, 50%, 70%, and 100%]. The Interbreeding parameter was set to 
10%.  
To enhance the ability of the method to refine the evolved candidate solutions, I 
reduced the mutation rate to 1% and I set the Stochasticity to 0% during the last 1/20 
period of the evolutionary process. The population size was set to 20.  
The experiments performed with this method can be replicated by downloading and 
installing FARSA from “https://sourceforge.net/projects/farsa/” and the experimental 
plugins from http://laral.istc.cnr.it/res/neuroevolution/PSHC.zip experimental plugin.  
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2.2. Results 
 
Table 2.3 displays the results obtained on the classic non-markovian version of the 
double-pole balancing problem used in previous comparisons.  In these experiments 
agents were evaluated for a single trial and the initial state of the cart and of the poles 
was set to [𝑥 = 0 , ?̇?  = 0, θ = 4° , θ = 0,  0̇ = 0, θ̇ = 0]. The table displays the 
results obtained with the best parameters, i.e. the parameters that enable to minimize the 
number of evaluations required to solve the problem and to find a solution in all 
replications (see the caption of Table 2.3).  
As can be seen, all methods manage to solve the problem in all replications. The 
results obtained with NEAT, CoSyNE and xNES are in line with those published in 
(Gomez, Schmidhuber and Miikkulainen, 2008; Wierstra, Schaul, Peters and 
Schmidhuber, 2008). The CGPANN method was tested previously only on a simplified 
version of the problem (see subsection 2.1.4). The performance statistically differs in all 
cases (Mann-Whitney U test, p-value < 0.05 with Bonferroni correction) with the 
exception of the performance of SSS versus CoSyNE (Mann-Whitney U test, p-value > 
0.05 with Bonferroni correction) and of NEAT versus CGPANN (Mann-Whitney U 
test, p-value > 0.05 with Bonferroni correction) that do not differ among them. 
Consequently, xNES results the fastest method followed by PSHC, followed by 
CoSyNE and SSS, followed by CGPANN and NEAT.  
 
 
Classic Double-Pole  
Evaluations 
xNES 395 
PSHC 563 
CoSyNE 1257 
SSS 1557 
CGPANN 6885 
NEAT 7743 
Table 2.3. Evaluations required to solve the problem averaged over 30 replications of 
the experiments and percentage of replications that successfully solved the problem (i.e. 
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that found a network capable of balancing the pole until the end of the trial). In the 
methods with fixed topologies, I used full recurrent architectures. The data reported in 
the table are those obtained with the best combination of parameters: xNES (fixed 
positions: LearningRate 0.5, NumHiddens 0), PSHC (MutRate 50%, Stochasticity 10%, 
Interbreeding 10%, NumHiddens 1), CoSyNE (MutRate 90%, SubPopulations 5, 
NumHiddens 1), SSS (fixed positions: MutRate 50%, Stochasticity 20%, NunHiddens 
1), CGPANN (MutRate 3%; NumIncomingConnections 8, NumHiddens 2), and NEAT 
(popSize 100, NumHiddens 1.8, see Stanley and Miikkulainen [2002] for the other 
parameters). In the case of NEAT, the number of hidden neurons indicates the average 
number of internal neurons possessed by first solution obtained in each replication. The 
network of the fastest replication included 1 hidden neuron. 
 
 
I now report the results obtained in the three extended versions of the double pole 
balancing problem (i.e. the standard, the delayed, and the long double-pole balancing 
problems). For each experiment I report the results obtained in the Fixed and Randomly 
Varying Initial States conditions. In the case of the long double-pole balancing problem 
I tested only the methods that produced good performance on the first two problems.  
In the case of the methods that operate with fixed topology, the agents are provided 
with a three layers neural network with 10 internal neurons and recurrent connections. 
In all cases evolution is terminated after 16 million of evaluations (i.e. after a total of 16 
million of trials were performed). 
The performance and generalization abilities of the evolved agents are reported in 
Table 2.4 and Table 2.5. The Fixed Initial States condition refers to the experiments in 
which the state of the cart at the beginning of each trial is set in a deterministic manner 
(see Table 2.1). The Randomly Varying Initial States condition, instead, refers to the 
experiments in which the initial state of the cart is set randomly within the range 
indicated in Table 2.2. Performance indicates the fitness obtained by the best evolved 
agents evaluated from the same initial states that they experienced during evolution. 
Generalization indicates the fitness obtained by the best evolved agents post-evaluated 
for 1000 trials during which the initial state of the cart was set randomly within the 
Chapter 2. A Systematic Comparison of Promising Evolutionary Methods   
39 
 
ranges indicated in Table 2.2. The way in which performance varies during the course 
of the evolutionary process is reported in Figure 2.2 and Figure 2.3. In the case of 
NEAT, the neural network of evolved agents include 6.6 and 6.4 internal neurons, on 
the average in the case of the standard double-pole (fixed and randomly varying initial 
states) and 9.5 and 8.9 neurons, on the average in the case of the delayed double-pole.  
 
 
Standard 
Double-Pole 
Fixed Initial States Randomly Varying Initial States 
Performance Generalization Performance Generalization 
NEAT 0.879 0.397 [322] 0.696 0.710 [656] 
CoSyNE 0.971 0.701 [609] 0.911 0.699 [594] 
CGPANN 0.967 0.693 [622] 0.824 0.613 [506] 
xNES 1.0 0.717 [696] 0.889 0.897 [884] 
SSS 1.0 0.821 [791] 1.0 0.906 [893] 
PSHC 1.0 0.785 [746] 1.0 0.807 [788] 
Table 2.4. Performance and generalization ability of neural network controllers evolved 
with different methods on the double-pole balancing problem. Each number indicates 
the average performance obtained during 30 replications of the experiment. 
Generalization refers to the average performance obtained by post-evaluating the 
evolved networks on 1000 trials during which the initial states of the cart have been set 
randomly. The numbers in square brackets indicate the number of trials in which the 
agents manage to maintain the poles balanced for the entire duration of the trial during 
the post-evaluation test. The data reported in the table are those obtained with the best 
combination of parameters: NEAT (fixed positions: Population 1000; varying positions: 
Population 1000, for the other parameters see Stanley and Miikkulainen, 2002), 
CoSyNE (fixed positions: MutRate 5%, SubPopulation 60; varying positions: MutRate 
10%, SubPopulation 60), CGPANN (fixed positions: MutRate 20%, Incoming 
Connections 8); varying positions: MutRate 1%, Incoming Connections 4), xNES (fixed 
positions: LearningRate 0.2; varying positions: LearningRate 0.1), SSS (fixed positions: 
MutRate 7%, Stochasticity 10%; varying positions: MutRate 3%, Stochasticity 10%), 
PSHC (fixed positions: MutRate 7%, Stochasticity 50%, Interbreeding 10%; varying 
positions: MutRate 7%, Stochasticity 0%, Interbreeding 10%). 
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Delayed 
Double-Pole 
Fixed Initial States 
 
Randomly Varying Initial States 
Performance Generalization Performance Generalization 
NEAT 0.292 0.038 [0] 0.300 0.037 [0] 
CoSyNE 0.589 0.453 [380] 0.642 0.434 [360] 
CGPANN 0.206 0.077 [40] 0.367 0.284 [171] 
xNES 0.943 0.692 [679] 0.992 0.911 [903] 
SSS 0.996 0.756 [731] 1.0 0.873 [854] 
PSHC 1.0 0.685 [635] 1.0 0.755 [722] 
Table 2.5. Performance and generalization ability of neural network controllers evolved 
with different methods on the delayed double-pole balancing problem. Each number 
indicates the average performance obtained during 30 replications of the experiment. 
Generalization refers to the average performance obtained by post-evaluating the 
evolved networks on 1000 trials during which the initial states of the cart have been set 
randomly. The numbers in square brackets indicate the number of trials in which the 
agents manage to maintain the poles balanced for the entire duration of the trial during 
the post-evaluation test. The best performance is indicated in bold. The data reported in 
the table are those obtained with the best combination of parameters: NEAT (fixed 
positions: Population 1000; varying positions, Population 1000, for the other parameters 
see Stanley and Miikkulainen, 2002),  CoSyNE (fixed positions: MutRate 10%, 
Subpopulations 60; varying positions: MutRate 5%, Subpopulations 60), CGPANN 
(fixed positions: MutRate 20%, Incoming Connections 8; varying positions: MutRate 
1%, Incoming Connections 5), xNES (fixed positions: LearningRate 0.2; varying 
positions: LearningRate 0.1), SSS (fixed positions: MutRate 3%, Stochasticity 100%; 
varying positions: MutRate 7%, Stochasticity 70%), PSHC (fixed positions: MutRate 
7%, Stochasticity 50%; Interbreeding10%, varying positions: MutRate 3%, 
Stochasticity 0%, Interbreeding 10%). 
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As can be seen the SSS, xNES and PSHC methods outperform the NEAT, CGPANN 
and CoSyNE methods in the case of the standard and delayed double pole problems 
(Table 2.4 and Table 2.5). The performance of the former three methods are 
significantly better than the performance of the latter three methods (Mann-Whitney U 
test, p-value < 0.05 with Bonferroni correction in all cases) with the exception of the 
performance of xNES and CoSyNE methods in the random initial states condition 
which do not differ statistically among themselves (Mann-Whitney U test, p-value > 
0.05 with Bonferroni correction). Given the clear superiority of the former methods, I 
did not test the latter methods on the long double-pole balancing problem.  
The agents evolved with the SSS and PSHC methods also generalize better than the 
agents evolved with the NEAT, CGPANN and CoSyNE methods in all cases (Table 2.4 
and Table 2.5, Mann-Whitney U test, p-value < 0.05 with Bonferroni correction). The 
xNES method generalizes better than the NEAT, CGPANN and CoSyNE methods in all 
cases with the exception of the fixed initial states condition (Mann-Whitney U test, p-
value > 0.05 with Bonferroni correction). 
To analyse the speed with which the different methods find a close-to-optimal solution, 
I compared the number of evaluations required to reach a fitness equal or greater than 
0.9 for methods that reached this threshold in at least 15 out of 30 replications (see 
Table 2.6 and Figure 2.2). In the case of the Standard Double-Pole problem, the SSS 
method is significantly faster than xNES and CGPANN methods (Median test, p-value 
< 0.05 with Bonferroni correction) and does not differ from the NEAT, CoSyNE and 
PSHC methods (Median test, p-value > 0.05 with Bonferroni correction). NEAT is 
significantly faster than xNES, CGPANN and PSHC methods (Median test, p-value < 
0.05 with Bonferroni correction) and does not statistically differ from CoSyNE (Median 
test, p-value > 0.05 with Bonferroni correction). The CGPANN, NEAT, CoSyNE and 
PSHC methods do not differ among themselves (Median test, p-value > 0.05 with 
Bonferroni correction). In the case of the Delayed Double-Pole problem, only the agents 
evolved with the xNES, PSHC and SSS method reach a fitness of 0.9 in 15 out of 30 
replications.  The speed with which they reach sufficiently good performance does not 
statistically differ (Median test, p-value > 0.05 with Bonferroni correction in all cases). 
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Fixed Initial States condition Standard Double-Pole Delayed Double-Pole 
NEAT 234,666.6 * 
CoSyNE 256,000.0 * 
CGPANN 2,389,333.3 * 
xNES 490,666.6 1,450,666.6 
SSS 192,000.0 3,989,333.3 
PSHC 405,333.3 1,902,933.3 
Table 2.6. Average number of evaluations required to reach a fitness equal or greater 
than 0.9 for the first time. Asterisks indicate the conditions that failed to reach this 
threshold in more than 15 out of 30 replications. 
 
 
An additional advantage of the SSS, xNES and PSHC methods is constituted by the fact 
that they require to set few parameters and tend to produce good solutions for a wide 
range of parameters’ values, especially in the Randomly Varying Initial State 
conditions. The SSS method, for example, requires setting only two parameters (the 
mutation rate and the stochasticity range) and displays rather high performance for most 
combinations of parameters’ value (see Table 2.7). Data for the other methods and for 
the other experimental conditions are available in the supporting information (see S1-S5 
Tables). 
 
 
Double-
Pole 
MutRate1
% 
MutRate3
% 
MutRate5
% 
MutRate7
% 
MutRate10
% 
Stochasticit
y 0% 
1.0 [0.901] 1.0 [0.899] 1.0 [0.894] 1.0 [0.890] 1.0 [0.888] 
Stochasticit
y 10% 
1.0 [0.897] 1.0 [0.906] 1.0 [0.897] 1.0 [0.894] 1.0 [0.888] 
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Stochasticit
y 20% 
0.996 
[0.896] 
1.0 [0.896] 1.0 [0.895] 0.998 
[0.881] 
1.0 [0.880] 
Stochasticit
y 30% 
1.0 [0.894] 1.0 [0.895] 1.0 [0.881] 1.0 [0.883] 1.0 [0.881] 
Stochasticit
y 40% 
0.989 
[0.870] 
1.0 [0.893] 1.0 [0.875] 1.0 [0.874] 1.0 [0.875] 
Stochasticit
y 50% 
1.0 [0.887] 0.998 
[0.880] 
0.999 
[0.870] 
1.0 [0.882] 1.0 [0.872] 
Delayed 
Double-
pole 
MutRate1
% 
MutRate3
% 
MutRate5
% 
MutRate7
% 
MutRate10
% 
Stochasticit
y 0% 
0.917 
[0.744] 
0.956 
[0.806] 
0.957 
[0.818] 
0.962 
[0.809] 
0.972 [0.805] 
Stochasticit
y 10% 
0.894 
[0.743] 
0.909 
[0.748] 
0.977 
[0.820] 
0.960 
[0.836] 
0.988 [0.847] 
Stochasticit
y 20% 
0.952 
[0.780] 
0.993 
[0.829] 
0.994 
[0.844] 
0.969 
[0.818] 
0.971 [0.827] 
Stochasticit
y 30% 
0.965 
[0.812] 
0.983 
[0.839] 
0.969 
[0.831] 
0.963 
[0.826] 
0.966 [0.822] 
Stochasticit
y 40% 
0.942 
[0.789] 
0.989 
[0.852] 
0.983 
[0.852] 
1.0 [0.862] 0.994 [0.863] 
Stochasticit
y 50% 
0.982 
[0.835] 
0.986 
[0.836] 
0.993 
[0.856] 
0.993 
[0.856] 
0.980 [0.823] 
Stochasticit
y 70% 
1.0 [0.847] 1.0 [0.862] 0.994 
[0.862] 
1.0 [0.873] 1.0 [0.869] 
Stochasticit
y 100% 
0.988 
[0.834] 
0.996 
[0.845] 
1.0 [0.867] 0.818 
[0.700] 
0.350 [0.250] 
Table 2.7. Performance and generalization ability of neural network controllers evolved 
withthe SSS method on the standard and delayed double-pole balancing problem in the 
Varying Initial States experimental condition in experiment carried out with different 
combination of parameters. Each number indicates the average performance obtained 
during 30 replications of the experiment. Generalization refers to the average 
performance obtained by post-evaluating the evolved networks on 1000 trials during 
Chapter 2. A Systematic Comparison of Promising Evolutionary Methods   
44 
 
which the initial states of the cart have been set randomly. The numbers in square 
brackets indicate the number of trials in which the agents manage to maintain the poles 
balanced for the entire duration of the trial during the post-evaluation test.  
 
 
 
Figure 2.2. Performance of the best agents evolved through different methods during 
the evolutionary process. The top and bottom pictures display that data of the standard 
and delayed double-pole problems, respectively. The left and right pictures display the 
data of the experiment carried out in the Fixed and Randomly varying initial conditions, 
respectively. Each curve displays the average result of the best 30 networks evolved in 
the 30 corresponding replications of each experiment. Data refer to the best individual 
of the population.  
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The differences in performance and generalization among the SSS, xNES, and PSHC 
methods are less marked. In the case of the long double-pole balancing problem (see 
Table 2.8 and Figure 2.3), that turned out to be much harder than the other two 
problems, the best performance in the Fixed Initial States condition are achieved by the 
xNES method (Mann-Whitney U test, p-value < 0.05 with Bonferroni correction). The 
performance of the SSS and the PSHC methods do not vary statistically among 
themselves (Mann-Whitney U test, p-value > 0.05 with Bonferroni correction). In the 
case of the Randomly Varying Initial States condition, the best performance is achieved 
by the SSS and PSHC methods that differ statistically from the xNES method (Mann-
Whitney U test, p-value < 0.05 with Bonferroni correction) and do not differ among 
themselves (Mann-Whitney U test, p-value > 0.05 with Bonferroni correction). The 
xNES method generalizes significantly better than the SSS and PSHC method in the 
case of the Randomly Varying Initial States condition (Mann-Whitney U test, p-value < 
0.05 with Bonferroni correction). In the case of the Fixed Initial States condition, 
instead, the generalization performance of the xNES method does not statistically differ 
from those of the SSS method (Mann-Whitney U test, p-value > 0.05 with Bonferroni 
correction). 
 
 
Long 
double-pole 
Fixed Initial States Randomly Varying Initial States 
Performance Generalization Performance Generalization 
xNES 0.842 0.220 [190] 0.502 0.520 [493] 
SSS 0.802 0.247 [197] 0.664 0.431 [394] 
PSHC 0.799 0.209 [142] 0.693 0.312 [245] 
PSHC* 0.715 0.238[179] 0.602 0.335 [261] 
Table 2.8. Performance and generalization ability of neural network controllers evolved 
with different methods on the long double-pole balancing problem. Each number 
indicates the average performance obtained during 30 replications of the experiment. 
Generalization refers to the average performance obtained by post-evaluating the 
evolved networks on 1000 trials during which the initial states of the cart has been set 
randomly. The best performances are indicated in bold. The numbers in square brackets 
indicate the number of trials in which the agents manage to maintain the poles balanced 
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for the entire duration of the trial during the post-evaluation test. The data reported in 
the table are those obtained with the best combination of parameters: xNES (fixed 
positions: LearningRate 0.5; varying positions: LearningRate 0.1), SSS (fixed positions: 
MutRate 20%, Stochasticity 30%; varying positions: MutRate 3%, Stochasticity 0%), 
PSHC (fixed positions: MutRate 7%, Stochasticity 50%, Interbreeding10%; varying 
positions: MutRate 3%, Stochasticity 0%, Interbreeding 10%), PHSC* (fixed positions: 
MutRate 7%, EliminateConnection 40%, Stochasticity 70%, Interbreeding 10%; 
varying positions: MutRate 1%, EliminateConnection 15%, Stochasticity 50%, 
Interbreeding 10%). 
 
 
 
Figure 2.3. Long double-pole problem. Performance of the best agents during the 
course of the evolutionary process. The left and right pictures display the data of the 
experiment carried out in the Fixed and Randomly varying initial conditions, 
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respectively. Each curve displays the average result of the best 30 networks evolved in 
the 30 corresponding replications of each experiment. Data refer to the best individual 
of the population.  
 
 
The results of the PSHC* reported in Table 2.8 and Figure 2.3 refer to the experiments 
carried out with the variation of the Parallel Stochastic Hill Climber method that 
permits to adapt also the topology of the neural network. In consideration of the fact 
that the networks produced by the PSHC* method are not fully connected, I set the 
number of internal neurons to 15 instead of 10, as in the other experiments. In the case 
of the Randomly Varying Initial States condition, the performance and generalization 
capabilities obtained with this method do not differ statistically from those obtained 
with the standard PSHC method that operates with a fixed network topology (Mann-
Whitney U test, p-value > 0.05). In the case of the Fixed Initial States condition, 
instead, the PSHC* method produces worse performance (Mann-Whitney U test, p-
value < 0.05) and better generalization (Mann-Whitney U test, p-value > 0.05) than the 
standard PSHC method. The percentage of connections present in the evolved networks 
matches very closely the value of the EliminateConnection parameter. In other words, 
the average rate of connectivity of evolved networks is determined by setting the 
parameter while the specific connections that are present or absent are determined by 
the evolutionary process. By systematically varying the EliminateConnection parameter 
I observed that the best results are obtained by setting this parameter to 40% and 15% in 
the case of the experiments carried out in the Fixed and Randomly Varying Initial States 
experimental conditions, respectively.  
I now discuss the relationship between the variability of the environmental 
conditions in which the agents are evaluated during the course of the evolutionary 
process and the performance and generalization capabilities of the evolved agents.  
An advantage of evaluating the agents in randomly varying environmental 
conditions is that it fosters the selection of solutions that are robust with respect to these 
variations, i.e. solutions that generalize. The fact that the environmental conditions vary, 
on the other hand, implies that the fitness measure of individuals can be over or under-
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estimated. The fitness is over-estimated when the individual happens to be evaluated in 
easier than average environmental conditions and under-estimated when the individual 
happens to be evaluated in more complex than average conditions. The effect of this 
over or under-estimation is analogous to the effect of adding noise to the fitness. The 
addition of noise to the fitness (within limits) does not reduce the efficacy of evolution 
but rather promotes the evolution of better solutions (see Table 2.9). Consequently, the 
utilization of randomly varying conditions for the evaluation of the evolving agents is 
expected to produce better results than the utilization of fixed environmental condition.  
 
 
Standard double-pole Stochasticity = 0.0 Stochasticity>0 
SSS 1.0  1.0  
PSHC 1.0  1.0  
Delayed double-pole Stochasticity = 0.0 Stochasticity>0 
SSS 0.867  0.996  
PSHC 0.823  1.0  
Long double-pole Stochasticity = 0.0 Stochasticity>0 
SSS 0.760  0.802  
PSHC 0.479  0.799  
Table 2.9. Performance and generalization ability of the agents evolved with the PSHC 
and the SSS method in the Fixed Initial States condition in the experiments carried out 
with or without stochasticity. The numbers refer to the data obtained with the best 
combination of parameters, i.e. with the best mutation rate in the case of the data 
reported in the second column, and with the best mutation rate and stochasticity level in 
the case of the data reported in the third column.  
 
 
This hypothesis is confirmed by the comparison of the results obtained in the Fixed and 
in the Randomly Varying Experimental condition (see Table 2.10). As expected, in fact, 
the agents evolved in the Randomly Varying Initial States condition generalize better 
than the agents evolved in the Fixed State Initial States condition in all cases. The 
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performance in the two conditions are not comparable since the agents evolved in fixed 
environmental conditions tend to select solutions that are particularly effective for those 
conditions while agents evolved in randomly varying initial conditions cannot produce 
this type of over-fitting. 
 
 
 Fixed Initial States Randomly Varying 
Initial States 
Mann-Whitney U test, 
p-value 
Standard double-pole    
SSS 0.821 [791] 0.906 [893] < 0.05 
xNES 0.717 [696] 0.897 [884] < 0.05 
PSHC 0.785 [746] 0.807 [788] < 0.05 
Delayed double-pole    
SSS 0.756 [731] 0.873 [854] < 0.05 
xNES 0.692 [679] 0.911 [904] < 0.05 
PSHC 0.685 [635] 0.755 [722] < 0.05 
Long double-pole    
SSS 0.247 [197] 0.431 [394] < 0.05 
xNES 0.220 [190] 0.520 [493] < 0.05 
PSHC 0.209 [142] 0.312 [245] < 0.05 
Table 2.10. Statistical difference between the generalization performance obtained in 
the Fixed and Randomly Varying Initial States conditions for the experiment carried 
with the xNES, SSS and PSHC methods. Data collected on the experiments carried with 
the best parameters (see Table 2.4, Table 2.5 and Table 2.8). Each number indicates the 
average performance obtained during 30 replications of the experiment. Generalization 
refers to the average performance obtained by post-evaluating the evolved networks on 
1000 trials during which the initial states of the cart have been set randomly. The 
numbers in square brackets indicate the number of trials in which the agents manage to 
maintain the poles balanced for the entire duration of the trial during the post-evaluation 
test. 
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The other aspect that strongly affects the performance of the evolving agents is the 
number of the trials used, i.e. the number of different conditions in which the agents are 
evaluated (see Table 2.11). The comparison of the results obtained by varying 
systematically the number of trials indicates that the best performance and 
generalization abilities are achieved by using a relatively small number of trials (i.e. 4-8 
trials).   
This can be explained by considering that increasing the number of trials has both 
costs and benefits. The computational cost increases linearly with the number of trials. 
Consequently when the computational cost is maintained constant, as in the case of my 
experiments, the utilization of a larger number of trials leads to a reduction of the 
number of generations that impact negatively on performance. The utilization of 
additional trials, on the other hand, facilitates the selection of robust solutions and 
permits to reduce the level of noise in the fitness estimation (which constitutes an 
advantage when the fitness is too noisy as a consequence of the fact that the fitness of 
the agent is evaluated on few trials). 
 
 
N. Trials Double-Pole Delayed Double-
Pole 
Long Double-Pole  
1 1.0 [0.826] 1.0 [0.818] 0.180 [0.075] 
2 1.0 [0.863] 1.0 [0.870] 0.458 [0.182] 
4 1.0 [0.882] 1.0 [0.865] 0.779 [0.384] 
8 1.0 [0.906] 1.0 [0.873] 0.664 [0.431] 
16 0.990[0.907] 0.969 [0.867] 0.683 [0.421] 
32 0.968 [0.905] 0.903 [0.821] 0.493 [0.353] 
64 0.917 [0.885] 0.855 [0.810] 0.325 [0.261] 
Table 2.11. Performance and generalization capabilities of neural network controllers 
evolved with the SSS method in the Randomly Varying Initial States condition by using 
a variable number of trials. Data collected by using the best parameters. The numbers in 
square brackets indicate the average performance obtained by post-evaluating the 
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corresponding 30 best evolved agents for 1000 trials during which the initial state of the 
cart have been set randomly within the range shown in Table 2.2. Each number 
indicates the average performance obtained during 30 replications of the corresponding 
experiment. 
 
 
2.3. Discussion 
 
Neuroevolution represents a convenient technique that can be potentially applied to any 
type of problem, since it requires only a scalar value indicating the ability of the neural 
network to deal with the given task. Nonetheless, its efficacy depends on the possibility 
to improve candidate solutions for prolonged periods of time without entering in 
stagnation phases caused by the preliminary convergence into sub-optimal solutions or 
by the inability to keep generating and/or retaining better solutions. 
The interest in this technique has led to the development of several alternative 
methods that I briefly reviewed. In this chapter, I analysed the adaptive power of some 
of the most promising methods described in the literature, including two new methods 
that I developed, in the context of the double-pole balancing problem. By adaptive 
power, I mean the capacity of a method to discover solutions that are robust to 
variations of the environment and the capacity to scale-up to more complex versions of 
the problem. Consequently, differently from previous related works (Stanley and 
Miikkulainen, 2002; Igel, 2003; Durr, Mattiussi and Floreano, 2006; Gomez, 
Schmidhuber and Miikkulainen, 2008; Wierstra, Schaul, Peters and Schmidhuber, 2008; 
Khan, Khan and Miller, 2010) that investigated the speed with which alternative method 
discover sufficiently good solutions, I compared alternative methods for the ability to: 
(i) generate high performing solutions, (ii) generate solutions that generalize in varying 
environmental conditions, (iii) scale up to complexified versions of the double-pole 
problem (i.e. a problem in which the agent needs to act on the basis of the state of the 
world at time t-1 and a problem in which the length and the mass of the shorter pole is 
increased from  to  the length and the mass of the long pole). 
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The obtained results indicate that the two new introduced methods, namely the 
Stochastic Steady State (SSS) and the Parallel Stochastic Hill Climber (PSHC) methods, 
and the Exponential Natural Evolution Strategies (xNES) method proposed by Wierstra, 
Schaul, Peters and Schmidhuber (2008) (see also Wierstra, Schaul, Glasmachers, Sun, 
Peters and Schmidhuber, 2014) largely outperform the other methods considered, 
namely the NeuroEvolution of Augmenting Topologies method (NEAT), the Cartesian 
Genetic Programming of Artificial Neural Network (CGPANN), and the Neural 
Evolution through Cooperatively Coevolved Synapses (CoSyNE) methods with respect 
to all criteria. Indeed, the first three methods are able to generate solutions displaying 
significantly better performance and generalization capabilities than the other three 
methods. The fact that the offset in performance between the former and the latter 
methods is greater in the delayed double-pole balancing problem than in the standard 
double-pole balancing problem demonstrates how the former method also scale-up 
better to more complex problems. Finally, the fact that best three methods quickly 
outperform the other methods indicates that the advantage in term of adaptive power is 
not gained at a cost of a reduced adaptive speed.  
I minimized the effect of parameter setting by varying systematically the most 
important parameters and by considering the performance achieved with the best 
combination of parameters. This was possible only in part in the case of NEAT, since it  
requires setting many parameters. Consequently, clearly NEAT could produce better 
performance with different parameter values.  
I hypothesise that the efficacy of the SSS and PSHC methods is due to their 
capacity to effectively retain adaptive traits, thanks to the utilization of a steady state 
selection, and to keep exploring new portions of the search space, thanks to the 
utilization of an effective method for regulating the selective pressure. The ability to 
avoid losing previously discovered adaptive traits is probably particularly important in 
hard problems that involve a high-dimensional search space and that require the 
accumulation and the preservation of many adaptive changes. 
The high performance of the xNES could be explained by its ability to estimate and 
use local gradient information and by its tendency to explore promising directions of the 
search space. This could represent a disadvantage in problems affected by strong local 
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minima. For an analysis of the performance of this method on the optimization of 
standard benchmark functions, see Wierstra, Schaul, Peters and Schmidhuber (2008). 
The comparison among the three best methods does not highlight a clear winner. 
The fact that the SSS and the xNES methods outperform the PSHC method in the case 
of the long double-pole problem indicates that they have a greater ability to scale-up to 
more complex problems than the PSHC. An advantage of the SSS method with respect 
to the xNES method consists in the fact that it is simpler. On the other hand, the ability 
to estimate the local fitness gradient might enable the xNES method to outperform the 
SSS method in certain domains. This aspect that should be investigated in future 
research.  
I also demonstrated that the utilization of randomly varying environmental 
conditions promotes the evolution of robust solutions and that the performance and the 
generalization abilities of the evolved agents are strongly influenced by the number of 
trials used for evaluating evolving individuals.  
Finally, my results demonstrate that the methods that permit to evolve the topology 
and the connection weights of the network (i.e. NEAT and CGPANN) are outperformed 
by methods that operate with fixed topologies (i.e. PSHC, SSS, and xNES), at least in 
the case of the double-pole balancing problem domain. The PSHC* method introduced 
in this thesis, instead, achieved performance that are comparable with those obtained by 
the best methods operating with fixed topology (i.e. PSHC, SSS, and xNES). Overall 
this indicates that whether or not the possibility to co-adapt the topology of the network 
can increase the adaptive power of neuroevolution still represents an open question. 
Future research in this area should clarify the characteristics of the domains in which 
the possibility to co-adapt the topology of the network can represent an advantage and 
should identify the way in which such advantage can be maximized.  
Other areas that deserve farther research include the study of the characteristics of 
the evolving networks and the role of the environmental variations. The possibility to 
evolve network with heterogeneous neurons and topology (see for example Stanley, 
2007; Turner and Miller, 2014) and/or networks provided with regulatory mechanisms 
(see for example Philippides, Husbands, Smith and O’Shea, 2005) represent promising 
research lines. Further research is required to verify whether these techniques can be 
embedded in methods that are competitive with respect to the state of the art. With 
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regard to the role of environmental variations, I demonstrated the advantage of 
evaluating evolving agents in randomly varying environmental conditions and the 
advantage of exposing evolving agents to a limited number of variable conditions. 
Further research should investigate the effect of the rate of variations of the 
environmental conditions throughout generations and the effect of spatial versus 
temporal variations of the environmental conditions. 
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Chapter 3. Integrating Learning by 
Experience and Demonstration in 
Autonomous Robots 
 
Introduction 
 
Humans frequently learn by using a combination of demonstration and trial and 
error. For example, children often learn tasks by first observing other adults executing 
them and then attempting to re-produce the demonstrated behaviours several times until 
a certain level of performance is achieved. Similarly, students usually observe their 
teachers/masters performing actions and then try to replicate what they saw for many 
hours before obtaining a similar degree of precision/quality (as in the example of 
learning to play tennis provided in Kober, Bagnell and Peters, 2013). 
From a machine learning perspective, the combined use of learning by 
demonstration (Billard, Callinon, Dillmann, and Schaal, 2008; Argall, Chernova, 
Veloso, and Browning, 2009) and learning by experience (Sutton and Barto, 1998; 
Nolfi and Floreano, 2000; Kober, Bagnell and Peters, 2013) provides advantages and 
disadvantages. As already debated in section 1.3, benefits include the exploitation of a 
richer/larger training feedback (i.e., a quantitative reward of the obtained performance 
and a qualitative measure in the form of a demonstration) and the possibility to observe 
suitable behaviours, which reduces the search space to those behaviours that re-produce 
the demonstration. Another advantage concerns the fact that the possibility to rely on 
the objective scalar measure evaluating the functionality of the overall robot’s 
behaviour enables the learning robots to both select variations that represent real 
progresses and exploit properties that emerge from the agent/environmental 
interactions. 
On the other hand, the two learning modes have also drawbacks. Indeed, in learning 
by demonstration, the attempt to solve the task by approximating a demonstrated 
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solution, rather than directly optimising performance, exposes learning agents to the 
problems caused by the fact that minor differences between the demonstrated and 
reproduced behaviours might cumulate over time eventually causing huge undesired 
effects. In learning by experience, the selection of variations that represent genuine 
advance with respect to the current capabilities of the agent might drive the learning 
process toward local minima that might then prevent the discovery of better solutions. 
Furthermore, the combination of these two learning modes has potential shortcomings 
as well. In effect, channelling the learning process through demonstrated solutions is 
likely to be beneficial only when the demonstrated behaviour does represent a solution 
that is effective and learnable from the point of view of the learning agent. This is not 
necessarily the case when the learning agent is a robot and the demonstrator is a human, 
i.e. when the demonstrator and the learning agent have different body structures and 
different cognitive capabilities. Finally, the combined effects of two different learning 
methods can drive the learning process toward the synthesis of intermediate solutions, 
representing a sort of compromise between the changes driven by the two learning 
modes, which are not necessarily functionally effective. 
Over the last few years, several researchers have proposed hybrid learning by 
demonstration and experience methods for robot training. In particular, Rosenstein and 
Barto (2004) extended an actor critic reinforcement learning algorithm (Sutton and 
Barto, 1998) with a supervisor agent that co-determines, together with the learning 
agent, the actions to be executed at each time step. These actions are generated by 
performing a weighted sum of the actions proposed by the supervisor and the learning 
agent. The parameter that trades off between the two actions is varied by taking into 
account the estimated efficacy of both the supervisor and the agent in specific 
circumstances and the need to progressively increase the autonomy of the agent during 
the learning process. Overall, the results obtained in a series of case studies demonstrate 
that the combination of the two learning modes can provide advantages. Nonetheless, 
the strategy of averaging the actions suggested by the supervisor and the agent might 
limit the efficacy of the algorithm to domains in which the negative effects caused by 
the summation of incongruent actions are negligible. In a related work Judah, Roy, Fern 
and Dietterich (2010) incorporated user advice into a Reinforcement Learning 
algorithm. More specifically, learners alternate between practice (i.e., experience) and 
end-user critique, where advice is gathered. The user analyses the behaviour of the 
Chapter 3. Integrating Learning by Experience and Demonstration in Autonomous Robots
  
57 
 
learners and marks subset of actions as good or bad. The policy is optimised through a 
linear combination of practice and critique data. Results obtained in a series of 
experiments demonstrate that the approach significantly outperformed pure 
reinforcement learning. However, the study revealed usability issues related to the 
amount of practice and advice needed to achieve successful performance. 
Kober and Peters (2009) investigated how a special kind of pre-structured 
parameterised policies called motor primitives (Ijspeert, Nakanishi and Schaal, 2003; 
Schaal, Mohajerian and Ijspeert, 2007) can be subjected to a combined learning by 
demonstration and experience training (see also Daniel, Neumann and Peters, 2012; 
Paraschos, Daniel, Peters and Neumann, 2013). Motor primitives are constituted by two 
coupled parametrical differential equations. The equations are hand-designed, while the 
equation parameters are learned. Learning occurs in two phases: first, the parameters are 
subjected to a learning by demonstration process; then, the parameters are refined on the 
basis of a reinforcement learning process. This method has been successfully applied to 
a series of distal rewarded tasks that could not be solved through learning by 
demonstration by itself. However, it operates appropriately only when the amount of 
deviation from the demonstrated trajectories is actively limited (Kober and Peters, 2009; 
Kober, Bagnell and Peters, 2013; Valenti, 2013).  As a result, the method can only be 
successful when the learning by demonstration phase enables the learning robot to 
acquire a close-to-optimal strategy that only requires subsequent fine-tuning.  
Argall, Browning and Veloso (2008) proposed a method for enriching the 
demonstration data set with advice produced by the human demonstrator during the 
observation of the behaviour exhibited by the learning robot. Advice consists in 
required modifications such as “turn less/more tightly” or “use a smoother translational 
speed” that can be easily identified by a human observer and can be used to 
automatically generate additional demonstration data obtained through a corrected 
version of the behaviour displayed by the learning robot. The collected results indicate 
that this technique can outperform standard learning by demonstration methods. 
Consequently, as hypothesised, personalising the demonstration depending on the 
characteristics of the learning robot can improve the outcome of the learning process. 
Nevertheless, this method only operates by attempting to reduce the discrepancy 
between the actual and the demonstrated behaviour and does not combine this with a 
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learning by experience method driven by a direct measure of performance. Therefore, it 
does not provide a way to overcome the problem caused by the fact that minor 
inevitable differences between the demonstrated and the reproduced behaviour can lead 
to large negative consequences over time.  
Other related works are those of Abbeel and Ng (2005), Cetina (2007), Chernova 
and Veloso (2007) and Knox and Stone (2009, 2010). Abbeel and Ng (2005) 
demonstrated the advantage of initialising the state-action pairs of a Reinforcement 
Learning algorithm based on a learning by demonstration method. Cetina (2007) 
implemented an algorithm in which the advice of the user is used to restrict the set of 
possible actions explored by the Reinforcement Learning algorithm. Chernova and 
Veloso (2007) proposed a Learning by Demonstration approach in which the learning 
agent can progressively increase its autonomy by reducing the number of 
demonstrations required from the teacher. Knox and Stone (2009) proposed a 
Reinforcement Learning method that operates on the basis of short-term rewards 
provided by human trainers that predict the expected long-term effect of single actions 
or short sequence of actions.  
A still unanswered question of all the presented approaches concerns how different 
training feedbacks can be effectively integrated. Indeed, the different learning modes 
(i.e., learning by experience and learning by demonstration) often drive the learning 
agents toward different outcomes, whose effect is not necessarily additive. For example, 
the combination of the two processes in sequence, that can be obtained by first 
subjecting the robot to a learning by demonstration phase and then to a learning by 
experience phase, might cause the washing out of the capabilities acquired during the 
first phase at the beginning of the second phase (Kober, Bagnell and Peters, 2013; 
Valenti, 2013). Similarly, a combination achieved by summing up the effects of the two 
processes might lead to un-desirable consequences. 
In this chapter, I introduce a new method that integrates the learning by 
demonstration and by experience in a single algorithm. This algorithm operates by 
estimating the local gradient of the current candidate solution with respect to an 
objective performance measure and exploring preferentially variations that reduce the 
differences between the robot and the demonstrated behaviour.  
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The results obtained on two qualitatively different tasks demonstrate how the 
algorithm is able to synthesize effective solutions. Such solutions are qualitatively 
similar to the demonstrated behaviour with respect to the characteristics that are 
functionally appropriate, while deviate from the demonstration with respect to other 
characteristics.  
In section 3 I illustrate the first experimental setting and the learning algorithm. In 
section 3.2, the obtained results will be described. The second experimental setting and 
the corresponding obtained results are described in sections 3.3 and 3.4. Finally, in 
section 3.5 I discuss the implications of the results obtained. 
 
3.1. Exploration experiment 
 
In a first experiment a simulated Khepera robot (Mondada, Frenzi and Ienne, 1994) has 
been trained for the ability to explore an arena surrounded by walls that contains 
cylindrical obstacles located in randomly varying positions (Figure 3.1). With the term 
explore I mean “to visit the highest possible number of environmental locations”. To 
verify the advantages and disadvantages of different learning modes and of their 
combination I carried out three series of experiments in which the robot has been 
trained through a learning by experience, a learning by demonstration, and an integrated 
learning by experience and demonstration algorithm. The three algorithms are described 
in subsections 3.1.1, 3.1.2 and 3.1.3. 
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Figure 3.1. Exploration Experiment. The robot and the environment. 
 
The robot is provided with 6 infrared sensors located in its front side that allow it to 
detect nearby obstacles and two motors controlling the desired speed of the two wheels. 
The robot’s controller consists of a three-layer feed-forward neural network with 6 
sensory neurons, which encode the state of the six corresponding infrared sensors, 6 
internal neurons, and 2 motor neurons, which encode the desired speed of the two 
wheels. The activation of the infrared sensors is normalised in the range [0.0, 1.0]. The 
activation of the internal and motor neurons is computed based on the logistic function. 
The activation of the motor neurons is normalised in the range [-10.4, 10.4] cm/s. 
Internal and motor neurons are provided with biases.  
The environment consists of a flat arena of 1.0x1.0m, surrounded by walls, 
containing five cylinders with a diameter of 2.5cm located in randomly varying 
positions. The robot and the environment have been simulated by using FARSA 
(Massera, Ferrauto, Gigliotta and Nolfi, 2013 and 2014), an open software tool that has 
been used to successfully transfer results obtained in simulation to hardware for several 
similar experimental settings (e.g. Sperati, Trianni and Nolfi, 2008; De Greef and Nolfi, 
2010). 
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The performance of the robot, i.e. the ability to visit all environmental locations, is 
computed by dividing the environment into 100 cells of 10x10cm and counting the 
number of cells that have been visited at least once over a period of 75s during which 
the robot is allowed to interact with the environment. To select robots able to carry out 
the task in variable environmental conditions, the robot’s performance is evaluated 
during 25 trials, each lasting 75s. The position and the orientation of the robot and the 
position of the obstacles are randomly initialised at the beginning of each trial. The 
overall performance is calculated by averaging the performances obtained during the 
different trials. It is worth noting that the optimal performance is unknown since the 
time for exploration is limited and some of the cells are occupied by obstacles. 
The 48 connection weights of the neural network and the 8 biases are the free 
parameters that are initially set randomly and then learned by using the algorithms 
described in the next sections. The values of these parameters determine the control 
policy of the robot, i.e. how the robot reacts to the experienced sensory states. 
 
3.1.1. Learning by experience 
 
In learning by experience methods the learning robot discovers either the behaviour 
through which the task can be solved, or the control rules that, in interaction with the 
environment, lead to the production of the selected behaviour. The learning process is 
driven by a scalar measure of performance that rates the extent to which the robot is 
able to accomplish the task. The utilisation of a performance measure that does not 
specify how the problem should be solved potentially enables the learning robot to find 
effective solutions that are often simpler and more robust than those identifiable by 
human designers (Argall, Browning and Veloso, 2010; Coates, Abbeel and Ng, 2008; 
Taylor, Suey and Chernova, 2011). On the other hand, the use of such an implicit 
training feedback, that constraints only loosely the course of the adaptive process, can 
initially drive the learning process toward the synthesis of sub-optimal behavioural 
solutions that constitutes local minima (i.e., that cannot be progressively transformed 
into better solutions without producing performance drops). 
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A first way to achieve a learning of this kind consists in using a Stochastic Hill 
Climber algorithm (Russell and Norvig, 2009), in which the free parameters of the 
robot’s controller are randomly modified and the variations are retained or discarded 
depending on whether or not they produce an improvement of the robot’s performance.  
A second option consists in using a Reinforcement Learning algorithm (Sutton and 
Barto, 1998) that operates by calculating the estimated utility of possible alternative 
actions on the basis of received rewards and using this acquired information to 
preferentially select the actions with the highest expected utilities. 
A third way entails the use of an evolutionary algorithm (Holland, 1975; Schwefel, 
1995; Nolfi and Floreano, 2000) that operates on a population of candidate solutions. 
These solutions are selected based on their relative performance and varied through the 
production of offspring, i.e. copies modified through genetic operators such as mutation 
and crossing over. 
Finally, a fourth option is provided by Natural Evolution Strategies (NES) 
(Wierstra, Schaul, Peters and Schmidhuber, 2008; see also Rechenberg, 1973; 
Schwefel, 1977) that operate by sampling the local gradient of the candidate solution 
(i.e., the correlation between variations of the free parameters and variation of 
performance) and modifying the candidate solution toward the most promising 
directions of the multi-dimensional parameter space. Samples are generated by creating 
varied copies of the candidate solution. 
In my experiments I used the xNES algorithm (Glasmachers, Schaul, Sun, Wierstra 
and Schimdhuber, 2010), i.e. an algorithm of the latter type since, as I will see, it can be 
easily extended to incorporate also learning-by-demonstration feedbacks. The xNES 
algorithm has already been successfully tested on a series of domains including 
autonomous robot learning (Glasmachers, Schaul, Sun, Wierstra and Schimdhuber, 
2010).  
More specifically, the xNES algorithm works as described in Algorithm 1. The 
notation used differs from (Glasmachers, Schaul, Sun, Wierstra and Schimdhuber, 
2010) in order to allow the reader to easily understand all the steps of the algorithm with 
plenty of details.  
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Algorithm 1: the xNES algorithm 
initialise:  
the candidate solution (ind) by selecting the best over 100 parameters’ sets 
generated by using eq. 1 
the number of offspring (λ), see eq. 2 
the covariance matrix (covMat) with zeroed values. The covariance matrix 
encodes the correlation between free parameters of high utility samples. The 
utility of a sample is the relative performance advantage with respect to the 
other generated samples.   
the learning rate used to update the individual (ηind). I use ηind=1.0.  
the update rate of the covariance matrix (ηcovM), see eq. 3 
    repeat 
 for k = 1… λ do 
generate random variation vectors with a Gaussian distribution  
sk∼π (• │θ )  
generate samples by adding the product of the variation vectors by the 
exponential of the covariance matrix to the candidate solution 
z k= ind +e
covMat∼sk  
evaluate the fitness of the samples 
f k = F ( zk )  
 end 
 sort zk with respect to their performance fk 
  ranking= z1, ... , z λ , F (z 1)∼...∼F ( z λ)  
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 calculate the utility of the samples uk 
   uk , see eq. 4 
 sum-up variations weighted by utilities 
  
∇ ind=∑ k uk∼sk
 
 calculate the estimated local gradient 
 
 ∇ covM = ∑ k uk∼(sk∼sk
T − I )
, where I is the identity matrix, and T 
superscript represents the matrix transposition operation 
 move the candidate solution depending on the local gradient with the given 
learning rate 
  ind= ind +ηind∼e
covMat∼ ∇ ind  
update the covariance matrix based on the estimated local gradient with the 
given update rate 
  covMat = covMat +ηcovM∼∇ covM  
for 500 iterations 
 
ind∼ π (• │ θ)   (1) 
where π is a Gaussian distribution with parameters θ = (μ,σ). μ represents the mean of 
the Gaussian distribution and it is set to 0.0. σ stands for the standard deviation of the 
Gaussian distribution and it is set to 1.0. 
 
λ= 4 +floor (3∼log ( p))   (2) 
where p is the number of free parameters, and floor indicates the inferior integer part of 
the number. 
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ηcovM = 0.5∼max (0.25,
1
λ
)
  (3) 
where λ is the number of offspring. 
 
uk=
max(log(λ2 +1)− log (k ))
∑ max(log(λ2 +1)− log ( j ))
  (4) 
where λ is the number of offspring and k is the index of the k-th offspring. 
 
3.1.2. Learning by demonstration  
 
In learning by demonstration the control policy is learned from examples or 
demonstrations provided by a teacher (Argall, Chernova, Veloso and Browning, 2009; 
Schaal, 1997). The objective of the learning process is therefore to reproduce the 
demonstrated behaviour. In particular, the learning algorithm should allow the 
discovery of the control mechanisms that, in interaction with the environment, yield the 
demonstrated behaviour (Billard, Calinon and Guenter, 2006). The examples can be 
defined either as the sequences of sensory-motor pairs that are extracted from the 
teacher demonstration (offline demonstration learning) (Hayes and Demiris, 1995), or 
as the sequences of the desired action specifications that the teacher provides to the 
learning robot while it is acting (online demonstration learning) (Rosenstein and Barto, 
2004). 
In general terms, the availability of the demonstration reduces the complexity of the 
learning task and permits the use of potentially more powerful supervised learning 
techniques. On the other hand, the behaviour demonstrated by the teacher might be 
impossible to learn from the robot’s point of view (i.e., the demonstrator might be 
unable to identify behaviours learnable by the robot). Besides, the acquisition of an 
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ability to produce a behaviour that is very similar but not identical to the demonstration 
does not guarantee the achievement of good performances since small differences might 
cumulate over time leading to significant differences.  
In my experiment I generated the demonstrations automatically through a 
demonstration robot provided with a hand-designed controller. This allowed to generate 
a large number of demonstrations and to use exactly the same kind of demonstration in 
all experiments. The hand-designed controller of the demonstrator: (i) moves the robot 
straight at the highest possible speed when the infrared sensors are not activated, (ii) 
makes the robot turn left or right when the two right or the two left infrared sensors are 
activated respectively, and (iii) makes the robot turn left when both the two left and the 
two right infrared sensors are activated. This is made by setting by default the desired 
speed of the two wheels to the highest positive value and by proportionally reducing the 
speed of one wheel according to the average activation of the two opposite infrared 
sensors. It is worth noting that the optimal relation between the activation of the 
infrared sensors and the speed of the wheels, with respect to the ability of the robot to 
explore the arena, is not necessarily proportional and homogeneous for the two sensors 
located on either side. Nevertheless, since there is no clear way for determining this 
relation, I used a simple proportional and homogeneous relation.  
The fact that certain characteristics are hard to optimise from the point of view of 
an external designer constitutes one of the reasons that explain why combining learning 
by demonstration and experience can be beneficial. Indeed, as I will see, the integrated 
learning by experience and demonstration algorithm can find solutions that are better 
optimised in this respect.  
In the offline demonstration mode, the sequence of sensory-motor pairs 
experienced by the demonstrator robot, while it operates in the environment for several 
trials, are used to train the neural network controller of the learning robot. The training 
is performed by using the demonstrations as training set and learning the weights of the 
robot’s neural controller through back-propagation (Rumelhart, Hinton and Williams, 
1986). More specifically, the sensory states experienced by the demonstrator robot and 
the motor actions produced by the demonstrator robot every 50 ms are used to set the 
sensory state and the teaching input of the learning robot. Conversely, in the online 
demonstration mode, the learning robot is situated in the environment and can operate 
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based on its own motor neurons. To generate the teaching input, the demonstrator robot 
is virtually placed in the same location (i.e., position and orientation) of the learning 
robot at each time step. The output actions produced by the demonstrator robot in this 
situation are used to set the teaching input of the learning robot. 
In both cases, a learning rate of 0.2 was used and the learning process was 
continued for 1.875 * 107 time steps of 50 ms. This number was chosen in order to keep 
the overall period of evaluation constant with respect to the previous algorithm.  
 
3.1.3. Integrated learning by experience and by demonstration 
 
Here I propose a new algorithm that enables the realisation of an integrated learning by 
experience and demonstration. The algorithm is designed so that the two learning 
modes can operate simultaneously by driving the learning process toward solutions that 
are functionally effective and similar to the demonstrated behaviour. The combination 
of the effects of the two learning modes is not realised at the level of the actions, as in 
the case of Rosenstein and Barto (2004), but rather at the level of the variations of the 
free parameters. In other words, the algorithm operates by combining variations that are 
expected to produce progress in objective performance with variations that are likely to 
increase the similarity with the demonstrated behaviour. As a whole, this implies that 
the algorithm tries to steer the learning by experience process toward solutions that 
resemble the demonstrated behaviour.  
To obtain such an integrated algorithm, I designed an extended version of the xNES 
algorithm, described in section 3.1.1, that operates by iteratively estimating and 
exploiting both the local performance and the demonstration landscape. This has been 
made by training the current candidate solution for a limited time (i.e. 25 trials as in the 
case of the learning by experience algorithm) based on the demonstrated behaviour. 
More precisely, the integrated algorithm works as described in Algorithm 2: 
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Algorithm 2: the integrated learning by experience and demonstration algorithm 
initialise: 
the candidate solution (ind) by selecting the best over 100 parameters’ sets 
generated by using eq. 1 
the number of offspring (λ), see eq. 2 
the covariance matrix (covMat) with zeroed values 
the learning rate used to vary the individual (ηind). I use ηind=1.0.  
the update rate of the covariance matrix (ηcovM), see eq. 3 
repeat 
 for k = 1… λ do 
  generate random variation vectors with a Gaussian distribution  
sk∼π (• │θ )   
generate a special sample <Sd> by training the candidate solution ind for 
25 trials  
for 25 trials do 
 w= w+backprop(ind )  
end 
〈 S d 〉= ind +w  
where the update of the free parameters (w) is computed by means of the 
back-propagation algorithm. In particular, the batch mode described in section 
2.2 has been used 
generate samples by adding the product of the variation vectors by the 
exponential of the covariance matrix to the candidate solution 
z k= ind +e
covMat∼sk  
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  evaluate the fitness of the samples 
f k = F ( zk )  
 end 
 
 sort zk with respect to their performance fk 
 ranking= z1, ... , z λ , F (z 1)∼...∼F ( z λ)  
 calculate the utility of the samples uk, <Sd> is always ranked as second (the aim 
is at taking into consideration both the performance and the demonstration 
feedback) 
   uk  see eq. 4 
 sum-up variations weighted by utilities 
  
∇ ind=∑ k uk∼sk
 
 calculate the estimated local gradient 
  
 ∇ covM = ∑ k uk∼(sk∼sk
T − I )
, where I is the identity matrix, and T 
superscript represents the matrix transposition operation 
 move the candidate solution depending on the local gradient with the given 
learning rate 
  ind= ind +ηind∼e
covMat∼ ∇ ind
 
 update the covariance matrix based on the estimated local gradient with the 
given update rate 
  covMat = covMat +ηcovM∼∇ covM  
for 500 iterations 
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Readers might replicate these experiments and the experiments described in section 4 
by downloading and installing FARSA from https://sourceforge.net/projects/farsa/ and 
using the experimental plugins named KheperaExplorationExperiment e 
RobotBallApproachExperiment, respectively. 
 
3.2. Results for the exploration experiment 
 
In this section I report the results obtained in three series of experiments performed by 
using the three algorithms described above. For each experiment, I ran 10 replications 
starting with different randomly generated candidate solutions.  
The performance displayed by the best robots at the end of the training process 
(Figure 3.2) shows that the robots trained with the integrated learning by experience and 
demonstration algorithm (E&D) outperform both the robots trained the learning by 
demonstration (D) algorithm (Mann-Whitney test, df = 10, p < 0.01) and the robots 
trained with the learning by experience (E) algorithm (Mann-Whitney test, df = 10, p < 
0.01).  
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Figure 3.2. Boxplots of performance obtained, in the learning by experience (E), 
learning by demonstration (D) and integrated learning by experience and demonstration 
(E&D) experimental conditions. Each boxplot displays the performance obtained by 
post-evaluating the best 10 robots of each replication for 500 trials in environments 
including 5 obstacles. Boxes represent the inter-quartile range of the data, while the 
horizontal lines inside the boxes mark the median values. The whiskers extend to the 
most extreme data points within 1.5 times the inter-quartile range from the box. For the 
(D) condition I only report the result obtained in the offline mode that yielded better 
results than the online mode.  
 
By analysing the behaviour displayed by the robots trained through the three learning 
algorithms (Figure 3.3) and the percentage of times these robots avoid obstacles by 
turning toward they preferred direction (Table 3.1) I can see that, as expected, the robot 
trained in the (D) and (E&D) conditions display a behaviour similar to the 
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demonstration. The robots trained in the (E) condition, instead, exhibit a behaviour that 
differs qualitatively from the demonstration. In particular, they avoid the obstacles by 
turning always, or almost always, in the same direction. This qualitative difference 
plays a functional role with respect to the exploration task: indeed, avoiding obstacles 
by mostly turning in the same direction increases the probability to end up in previously 
explored locations of the environment compared to avoiding obstacles by turning in 
both directions.  
The fact that the robots trained in the (E) experimental condition initially develop 
the ability to avoid obstacles by always turning in the same direction is not surprising. 
This simple strategy permits the robots to improve their performance with regard to the 
initial phase in which they are still unable to avoid obstacles. Yet, the acquisition of this 
strategy and its further refinement then blocks the learning process into a local 
minimum, i.e. a situation in which it is not possible to change the obstacle avoidance 
strategy without impacting negatively on performance.  
The integrated learning by experience and demonstration algorithm (E&D) 
overcomes this local minima problem thanks to its ability to drive the learning process 
toward solutions that are similar to the demonstration, i.e. toward solutions that avoid 
obstacles by turning either left, or right, depending on the relative position of the 
obstacle. 
The behaviour of the robot trained in the (E&D) condition is similar to the 
demonstrated behaviour concerning the direction, but not with regard to the trajectory 
followed to avoid obstacles (Figure 3.3). This trajectory depends on the relative 
reduction of the speed of the left or right wheel when the right or left infrared sensors 
are activated. In the case of the demonstrator robot, this relative reduction is 
proportional to the activation of the two left or of the two right infrared sensors. 
However, as you might remember, this relation is not optimised. It has been chosen 
simply because I, as the demonstrator designer, was unable to identify the best relation. 
The robots trained in the (E&D) experimental condition perform better than the 
demonstration in this respect (i.e. avoid the obstacles with a trajectory that maximise the 
exploration ability). Consequently, not only do they outperform the robots trained in the 
(E) condition, but they also have a more effective behaviour than the robots trained in 
the (D) condition (Figure 3.2). 
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Overall, this implies that the (E&D) algorithm leads the learning robots toward 
solutions that incorporate the functionally effective characteristics of the demonstrated 
behaviour, while deviate from the characteristics of the demonstrated behaviour that are 
not functional. 
 
Figure 3.3. Trajectories displayed by the best robots of the three experimental 
conditions and by the demonstrator robot during a typical trial. To ensure that the trials 
shown are representative, they have been selected among the trials that produced a 
performance similar to the average performance obtained in each condition. The blue 
circle indicates the position of the robot at the end of the trial. The red circles indicate 
the position of the obstacles. 
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Best robot Performance Turns in the preferred direction (%) 
E 60.65 100.0 
D 51.36 2.4 
E&D 61.90 0.8 
Best 10 robots Performance Turns in the preferred direction (%) 
E 55.09 90.94 
D 44.25 11.72 
E&D 61.28 0.88 
Table 3.1. Performance and percentage of times the best robots turn in their preferred 
direction in the three experimental conditions. Some trained robots turn preferentially 
left, others preferentially right. Others turn both left and right, depending on the 
circumstances. These latter robots do not have a preferred direction, they turn left and 
right with similar probabilities. Top part: data for the best robot of all replications. 
Bottom part: average results of the 10 best robots of each replication. 
 
 
3.3. Spatial positioning with heading experiment 
 
In this section I report the results of a series of experiments carried out in a more 
complex scenario in which a robot should reach a 2D planar target position with a given 
target orientation (i.e. a position and orientation from which the red cylinder could be 
pushed toward the blue cylinder by simply moving forward, see Figure 3.4). 
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Figure 3.4. Spatial positioning with heading experiment. Top: The robot and the 
environment. The black arrow indicates the relative position and orientation that the 
robot should reach (i.e. the robot should reach the target with a relative position and 
orientation that could enable it to push the red object toward the blue object). Bottom: 
Exemplification of how the position of both the robot and the red cylinder varies among 
trials. The top circle indicates the blue cylinder. The intermediate and bottom rectangles 
indicate the areas in which the red cylinder and the robot are placed, respectively. The 
exact position of the red cylinder and of the robot is randomly chosen inside the 
selected rectangular area.  
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More specifically, the experiment concerns a simulated marXbot robot (see Bonani, 
Longchamp, Magnenat, Rétornaz, Burnier, Roulet and Mondada, 2010) placed in an 
arena containing a red and a blue cylindrical object. I used a different robotic platform 
in this second set of experiments since the marXbot is provided with an omnidirectional 
colour camera that enables it to detect the relative position of the two cylinders.  
The robot is equipped with 24 infrared sensors evenly spaced around the robot 
body, an omni-directional camera, and two motors controlling the desired speed of the 
two wheels. The camera image is pre-processed by calculating the fraction of red and 
blue pixels present in each of the 12 30o-sectors of a circular stripe portion of the image.  
The robot’s controller consists of a three-layer feed-forward neural network with 32 
sensory neurons, 6 internal neurons, and 2 motor neurons. In particular, 8 sensory 
neurons encode the average activation state of 8 groups of 3 adjacent infrared sensors 
and 24 sensory neurons encode the percentage of red and blue pixels detected in the 12 
sectors of the perceived image. The 2 motor neurons encode the desired speed of the 
two wheels. The activation of the sensors is normalised in the range [0.0, 1.0]. The 
activation of internal and motor neurons is computed on the basis of the logistic 
function. The activation of the motor neurons, i.e. the desired speed of the two wheels, 
is normalised in the range [-27, 27] cm/s. Internal and motor neurons are provided with 
biases. 
The environment consists of a flat arena of 5.0x5.0m containing a red and a blue 
cylinder with a diameter of 12 and 17 cm respectively, randomly placed within 3 x 3 
rectangular portion of the arena shown in Figure 3.4, bottom. In particular, the robot is 
initially placed within one of three possible rectangular portions (Figure 3.4 bottom, 
circles in the bottom rectangular areas). Similarly, the red cylinder occupies one of three 
possible rectangular portions (Figure 3.4 bottom, circles in the central rectangular 
areas). The initial location of the blue cylinder has been kept fixed over all the 
simulations (Figure 3.4 bottom, top circle). As in the case of the previous experiment, 
the robot and the environment are simulated by using FARSA (Massera, Ferrauto, 
Gigliotta and Nolfi, 2013 and 2014). 
The performance of the robot is calculated by taking into account the offset 
between the target position and orientation of the robot and the actual position and 
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orientation of the robot when it first touches the cylinder, or at the end of the trial. The 
target spatial parameters are defined as follows: 
 the target position is located on the straight line passing over the centres of the 
bases of red and blue objects, outside the segment connecting these two points 
on the side of the red object, at a distance equal to the sum of the robot and red 
cylinder radius; 
 the target orientation is given by the relative angle between the red and the blue 
cylinder. 
More precisely, the fitness is calculated by averaging the product of the inverse of 
the position offset and the inverse of the angular offset, normalised in the range [0.0, 
1.0], over trials: 
 
Fitness=
∑
t=1…nt
[(1− ΔPt)∼(1− ΔOt)]
nt  
 
where ΔPt is the position offset normalised in the range [0.0, 1.0], ΔOt is the 
angular offset normalised in the range [0.0, 1.0], t is the trial index, and nt is the number 
of trials. 
To select robots able to carry out the task in varying environmental conditions, I 
evaluated each robot for 9 trials each lasting up to 50 s (trials end either when the robot 
touches the red cylinder, or after 50 s). In the case of the Integrated Learning by 
Experience and Demonstration Algorithm (E&D), the back-propagation training has 
been also carried out for 9 trials during each iteration. At the beginning of each trial the 
red cylinder and the robot are in random locations selected within one of the 3x3 
rectangular areas shown in (Figure 3.4, bottom), that are respectively at a distance of 
approximately 0.75 and 1.5 m from the blue cylinder. 
As for the previous experiment, a demonstrator robot that operates on the basis of a 
hand-designed controller is used to generate demonstration data. The controller works 
by calculating, at each time step, a destination point situated along the straight line (l) 
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connecting red and blue cylinders. The distance between the destination point and the 
red cylinder is directly proportional to the offset between the current robot position and 
l: 
 
distance=K∼d l  
 
where K is a constant set to 2.5 and dl is the distance in metres between the robot 
and l line. This is due to the fact that the time required for the robot to reach the target 
location depends on the initial angular offset between the robot orientation and the 
target orientation.  
In particular, the coordinates of the destination point over planar surface are 
calculated according to the following equation: 
 
     sincos  distance,distance=ndestinatio  
 
where α represents the relative angle between the red and the blue cylinder. 
The action to be performed by the demonstration robot at each time step is selected 
in order to reduce both the distance between the robot and the destination point, and the 
offset between the current and the target orientation of the robot. In more detail, the 
desired speed of the robots’ wheels is set on the basis of the following equations: 
 
speedLeftWheel={
vmax
2
if − 180≤ θ≤ 0
vmin
2
∼( θ180)+
vmax
2
∼(1−( θ180))if 0<θ≤ 180}
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speedRightWheel={
vmax
2
∼( θ180)−
vmin
2
∼(1+( θ180))if − 180≤ θ<0
v max
2
if 0≤ θ≤ 180 }
 
 
where θ is the turning angle normalised in the range [-180°,180°]. θ is positive or 
negative depending on whether the destination point is located on the right or on the left 
of the robot’s front. 
This strategy enables the demonstrator robot to solve the task with a relative good 
performance. However, as for the previous experiment, the demonstration strategy is 
non-optimal. Indeed, in certain cases the robot might reach the destination point with a 
partially wrong orientation. Furthermore, in other cases it might spend an unnecessary 
amount of energy and time to reach the target position and orientation. Besides, I should 
consider that the learning robot might be unable to produce behaviours that match 
perfectly, or almost perfectly, the demonstrations as a consequence of limited precision 
of the robot sensory system. The control system of the demonstrator robot is not 
affected by this limitation since it operates on the basis of precise distance and angular 
measures extracted from the robot/environmental simulation.  
The 212 connection weights and biases of the neural network are initially set 
randomly and then learned by means of the algorithms described above. 
 
 
3.4. Results for the spatial positioning with heading experiment 
 
Here I report the results obtained in three series of experiments in which the robots have 
been trained by using the algorithms described in subsections 3.1.1-3.1.3. Each 
experiment was replicated 10 times.  
By analysing the performance displayed at the end of the training process I can see 
how, as for the exploration experiment, the robots trained in the integrated learning by 
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experience and demonstration condition (E&D) outperform the robots trained in the 
learning by experience (E) and learning by demonstration (D) conditions (Mann-
Whitney test, df = 10, p < 0.01). The difference between (E) and (D) conditions is also 
statistically significant (Mann-Whitney test, df = 10, p < 0.01). To verify robots’ 
generalisation capabilities, I post-evaluated the best robots for 180 trials during which 
the distance between the robot and the blue cylinder was systematically varied in the 
range [62.5, 300] cm (see Figure 3.5). Also in this case the robots trained in the 
integrated learning by experience and demonstration condition (E&D) outperform the 
robots trained in the learning by experience (E) and learning by demonstration (D) 
conditions (Mann-Whitney test, df = 10, p < 0.01). The robots trained in the learning by 
experience (E) outperform the robot trained in the learning by demonstration (D) 
condition (Mann-Whitney test, df = 10, p < 0.05). The best (E&D) robots outperform 
the hand-designed demonstrator robot as well (Mann-Whitney test, df = 10, p < 0.01). 
The fact that the difference in performance between the (E&D) condition and the (D) 
and (E) conditions is more marked in the case of this second and more complex 
experiment might indicate that the (E&D) algorithm scale better with respect to the 
complexity of the task.  
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Figure 3.5. The boxplots display the performance carried out by the robots at the end of 
the training process in the learning by experience (E), learning by demonstration (D) 
and integrated learning by experience and demonstration (E&D). Boxes represent the 
inter-quartile range of the data, while the horizontal lines inside the boxes mark the 
median values. The whiskers extend to the most extreme data points within 1.5 times 
the inter-quartile range from the box. Data obtained by post-evaluating the best 10 
robots of the 10 replications of each experimental condition for 180 trials. For the D 
condition I only report the result obtained in the online mode that yielded better results 
with respect to the offline mode. 
 
To analyse the similarity between the behaviour displayed by trained robots and by the 
hand-designed demonstrator robot, I calculated the summed square error between the 
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actions suggested by the demonstrator and the actions actually produced by the best 
robots trained in the three experimental conditions (see Figure 3.6). As expected, the 
difference between the behaviour of the robots and the demonstration is larger in the (E) 
condition than in the (D) and (E&D) conditions. Surprisingly, the differences with 
respect to the demonstration behaviour are greater in the (D) condition, in which the 
robots are trained for the ability to reproduce the demonstrated behaviour only, than in 
the (E&D) condition, in which the robots are also trained for the ability to maximise 
performance. This could be explained by the fact that the local minima affecting the 
outcome of the demonstration learning, that operates by minimising the offset between 
the demonstrated and the reproduced actions, play a minor role when the learning 
process is driven primarily by the attempt to maximise the long term effect of actions 
(i.e. the ability to reach the target with the appropriate position and orientation).  
 
 
Figure 3.6. Average difference between the actions produced by the best robot trained 
in the three experimental conditions (E, D, and E&D) and the actions that would be 
produced by the demonstrator robot in the same robot/environmental conditions. Data 
are calculated by averaging the summed square difference between the actual and 
desired speeds of the two wheels, normalised in the range [0.0, 1.0], during 180 trials.  
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Figure 3.7. Trajectories displayed by the best robots obtained in the learning by 
experience (top-right), learning by demonstration (bottom-left) and learning by 
experience and demonstration condition (bottom-right) in a trial in which they start 
from the same initial position and orientation and in which the red cylinder is placed in 
the same position. The top-left picture shows the trajectory produced by the 
demonstrator robot. The red and blue circles represent the position of red and blue 
cylinder. 
 
 
Figure 3.7 shows the typical trajectories displayed by the three best robots obtained in 
the three corresponding experimental conditions. 
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Not surprisingly the best (D) robot displays a behaviour that is qualitatively similar 
to the demonstration: the robot always approaches the red cylinder from the appropriate 
direction by producing a single curvilinear trajectory (Figure 3.7, left). Yet, the 
curvature of the trajectory of the (D) robot often differs significantly with respect to the 
curvature produced by the demonstrator robot, despite the learning error at the end of 
the training is very low (0.0042). This difference can be explained by considering that, 
as I mentioned above, small differences between the produced and the demonstrated 
behaviour tend to cumulate by producing significant differences over time. The other 
robots obtained in the remaining nine replications of the experiment display 
qualitatively similar behaviours (results not shown). The fact that the performance of 
the (D) robots are relatively low (Figure 3.5) can thus be explained by considering that 
the significant differences, that originate from the cumulative effect of small differences 
over time, have an effect on both the similarity with respect to the demonstrated 
behaviour and the performance. In some replications the functional effect of the 
difference is small, while in other cases it is large (Figure 3.5). The analysis of the 
relation between learning error and performance demonstrates that these two measures 
are lowly correlated. In other words, the robots with the highest performance are not 
necessarily those with the lower residual learning by demonstration error. This can be 
explained by considering that, in learning by demonstration, performance does not play 
any role. The minimisation of the error with respect to the demonstration, therefore, 
does not guarantee a maximisation of performance.  
The behaviour produced by the best (E) robot is better than the one produced by the 
best (D) robot and differs widely from the demonstration (see Figure 3.6 and Figure 
3.7). Indeed, it produces a series of curvilinear trajectories followed by sudden changes 
of directions until the robot manages to reach a relative position and orientation from 
which it is able to consistently move toward the red cylinder. Since the number of back-
and-forth movements is highly variable and dependent on the circumstances, in some 
cases the robot is unable to reach the target destination in time. The robots of the other 
replications of the experiment show qualitatively similar behaviours (results not 
shown). 
The best (E&D) robots approach the target by producing single curvilinear 
trajectories that are qualitatively similar to that displayed by the demonstrator robot (see 
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Figure 3.6 and Figure 3.7). Furthermore, their behaviours are even more similar to the 
demonstration than those shown by the (D) robots (Figure 3.6). Nonetheless, they 
manage to control the curvature of the trajectory in a way that enables them to achieve 
high performance and even outperform the demonstrator robot (the average 
performance of the demonstrator robot calculated over 500 trials is 0.79). Apparently, 
this is achieved by producing longer trajectories, with respect to the demonstrator, that 
allow the robot to reach the target destination with an orientation that matches better the 
target orientation. Overall, this implies that, also in this case, the (E&D) robots manage 
to find solutions that are qualitatively similar to the demonstrated behaviour, but deviate 
from the demonstration with respect to the aspects that are functionally sub-optimal.  
 
 
3.5. Discussion  
 
Standard learning methods rely on a single type of learning feedback and simply 
discard all other relevant information. For example, reinforcement learning methods are 
based on reward signals that indicate how well the agent is performing, but neglect 
other relevant cues such as: (i) perceived states that provide indications on why the 
current exhibited behaviour had only partial success (e.g. the kicked ball went too far or 
too left with respect to the target), (ii) advice provided by other agents (e.g. “more 
slowly”), and (iii) demonstrations of effective behaviours. Since the quality of the 
training feedback strongly affects the outcome of the learning process, the development 
of new learning methods capable of exploiting richer training feedbacks can potentially 
lead to significantly more powerful training techniques.  
Although this research direction has started to be explored in the last few years, 
how different training feedbacks can be integrated in an effective manner still largely 
represents an open question.  
As I stated at the beginning of this chapter, in order to appreciate the complexity of 
the problem, it is worth noting that different learning modes (e.g. learning by experience 
and learning by demonstration) often drive the learning agents toward different 
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outcomes and that their effect is not necessarily additive. This entails that identifying an 
effective way to combine heterogeneous learning modes is far from trivial. 
In this thesis I proposed a new method that allows to combine learning by 
demonstration and learning by experience feedbacks. The algorithm is shaped in a way 
ensuring that the learning process is constantly driven by both an objective performance 
measure, which estimates the overall ability of the robot to perform the task, and a 
learning by demonstration feedback used to steer the learning process toward solutions 
similar to the demonstration.   
The analysis of the results obtained by testing this method on two qualitatively 
different problems indicates that my new integrated algorithm is indeed able to 
synthesise solutions that are (i) functionally better than those obtainable by using a 
single mode only, and (ii) qualitatively similar to the demonstrated behaviour. Besides, 
the integrated learning algorithm succeeds in synthesising solutions that incorporate the 
aspects of the demonstration that are functionally useful, whereas deviate with respect 
to other non-functional aspects. 
In future works I plan to investigate the efficacy of the proposed method in task 
involving significant larger search space (i.e. a greater number of parameters to be set) 
that are particularly hard to tackle through learning by experience only. 
 
87 
 
Chapter 4. Conclusions 
 
Conclusions 
  
The overall objective of this thesis is to identify efficient ways to evolve neural network 
controllers. This general objective has been articulated in two sub-objectives 
concerning: (i) the comparison of alternative evolutionary algorithms, and (ii) the 
development of a hybrid algorithm that combines evolution and learning by 
demonstration. The state-of-the-art of research in these sub-areas has been reviewed in 
section 1.2 and 1.2.3, respectively. The research work carried out has been reported in 
Chapter 2 and 3, respectively. 
The first objective of the work described in this thesis concerned the analysis of the 
efficacy of some of the most promising evolutionary methods in the context of 
neuroevolution, including two new algorithms that I developed. The selected techniques 
have been evaluated on the double-pole balancing task, a widely recognized benchmark 
problem in this area, and on extended versions of the problem. Previous comparative 
studies focused the analysis on the time required by evolution to find out sufficiently 
good solutions for the standard version of the problem. In this thesis, instead, I analysed 
what I called the adaptive power of alternative methods, namely the maximum fitness 
achieved by alternative methods, the ability to scale up to more complex versions of the 
problem, and the ability to generate solutions that are robust with respect to variations 
of the environmental conditions. For these reasons, instead of comparing the number of 
evaluations required to reach a given fitness threshold, I compared the fitness of the best 
solutions. Moreover, I designed two extended versions of the problem and I evaluated 
the evolving agents to solve the balancing problem from randomly different 
environmental conditions during multiple evaluation trials in which the initial 
conditions of the agents varied randomly. 
The second objective of the thesis was to investigate the possibility to integrate two 
complementary processes, i.e. evolution and learning, so to exploit the combined effect 
of different kinds of feedbacks to drive the adaptive process. In particular, I considered 
a standard evolutionary process that realizes a form of adaptation through a trial-and-
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error mechanism and a learning by demonstration technique that represents a form of 
supervised learning. More specifically, I designed and implemented an integrated 
evolutionary algorithm that operates by estimating the local gradient of the current 
candidate solution with respect to an objective performance measure and by exploring 
preferentially variations that reduce the differences between the robot and the 
demonstrated behaviour. The combination of these two processes is appealing since it 
potentially allows the adaptive agent to exploit a richer training feedback constituted by 
both a scalar performance objective (reinforcement signal or fitness measure) and a 
detailed description of a suitable behaviour (demonstration). Another potential 
advantage consists in the possibility of observing proper behaviours (the 
demonstration), which frees the learning agent from the burden of identifying the 
behavioural strategy suitable for the task. Consequently, the aim of the learning process 
is limited to the discovery of how the demonstrated behaviour can be re-produced. The 
method proposed has been successfully evaluated on two qualitatively different robotic 
problems. 
Overall, the results of the comparison of state-of-the-art evolutionary methods indicate 
that the xNES (Wierstra, Schaul, Peters and Schmidhuber, 2008; Wierstra, Schaul, 
Glasmachers, Sun, Peters and Schmidhuber, 2014) and the SSS methods outperform the 
other methods in the considered domain with respect to all the considered criteria, i.e. 
performance, robustness to environmental variations and capability to scale-up to more 
complex problems. The higher performance is not gained at cost of reduced speed, i.e. 
the best methods require few evaluations to discover sufficient good solutions. 
Furthermore, the higher the complexity of the task is, the higher the offset in 
performance between the different methods becomes. This implies that techniques that 
proved to be more effective are also more scalable. 
The major innovation of the SSS method introduced in this thesis consists in the 
application of a variable quantity of noise to the performance measure that increases the 
probability of retaining less fit solutions. This, in turn, reduces the sensitivity to the 
issue of local minima. The analysis confirms my hypothesis about the importance of 
regulating the selective pressure for the evolution of efficient neural networks. 
Nonetheless, these results are limited to the family of pole balancing problems. In future 
research, these algorithms should be applied to different, and even more challenging, 
domains like evolutionary robotics. 
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With respect to the combination of evolution and learning, the algorithm that I proposed 
permits to achieve better performance than the two constituting algorithms used in 
isolation. By looking at the characteristics of the discovered solutions, the integrated 
algorithm finds out strategies that are (i) functionally better than those obtainable by 
using a single algorithm only, and (ii) qualitatively similar to the demonstrated 
behaviour. In other words, the algorithm is able to synthesise solutions that incorporate 
functionally useful aspects of the demonstrated behaviour but that do not necessarily 
replicate all aspects of it, hence leaving the learning agents free to discover their 
preferred way to solve the problem. This is important since demonstrations could be 
sub-optimal and/or the demonstrator might produce behaviours that cannot be replicated 
exactly by the learning agent (as a consequence of physical differences and/or 
limitations). Nonetheless, future research should clarify the importance of exposing 
agents to ineffective demonstrations (e.g., behaviours that do not allow solving the task 
or lead to poor results). Besides, the integrated algorithm should be evaluated on 
different domains, which require larger search space and are difficult to solve with a 
learning by experience approach. 
 
4.1. Contribution to knowledge 
 
Summarising the contributions to knowledge provided by this thesis, it is possible to 
underline the following points: 
 
 design of new variations of the double-pole problems that can be used to more 
properly benchmark alternative algorithms; 
 development of new methods for neuroevolution displaying state-of-the-art 
performance;  
 discussion of suitable criteria for benchmarking in the context of neuro-
evolution; 
 detailed comparison of some of the most promising neuroevolutionary methods 
including the new methods introduced in this thesis;  
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 development of a new hybrid method which combines evolution and learning by 
demonstration; 
 validation of such hybrid method on two qualitatively different robotic 
problems.
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