Abstract. In this paper, the support vector machine (SVM) is applied for the early warning of financial crisis of listed companies, financial early-warning indexes and quantitative methods are analyzed, the early-warning ability of SVM model is verified by combining with the financial data of listed companies, and the real evidence has proved the feasibility of SVM model used for financial early-warning, finally, the possibility of using multi-mode classification to identify the alert degree of financial early-warning.
Introduction
Economic cycle theory is the precondition of the problems of financial early-warning, and the changes in the economic cycle can produce periodic financial risks to enterprises. As an enterprise, the accumulated risks in the long-term operating process can continue to conduct and influence the enterprise's financial information and finally form a financial crisis. Through collecting this kind of financial information and using certain methods for classification, identification and evaluation, the enterprise's financial risks could be pre-warned, which can assist the enterprise to avoid and scatter financial risks effectively [1] . This paper uses the binary discrimination model of support vector machine (SVM) and selects appropriate early-warning indexes to obtain the known early-warning information of the alert situation company to identify the new early-warning samples of the unknown alert situation. The research shows that on the accuracy of early-warning and the forward early-warning ability, SVM model is better than traditional early-warning methods [2] .
SVM model
The model of a nonlinear support vector machine can be established through the following quadratic programming [3] .
The corresponding classification function is:
In the above function, xi is the support vector, xj is the unknown vector, a is the optimal solution, and b is the classification threshold. Select Gaussion RBF kernel function as the inner product function of modeling, and the form of Gaussion RBF kernel function is:
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Sample collection
In order to improve the accuracy and representation of the model, the samples in this paper are limited to the manufacturing industry, and total 84 listed companies of Shanghai and Shenzhen under special treatment in 2002 and 2003 as well as the companies with normal finance at the same time. The sample data is in table 1. 
Index selection
This paper chooses 4 categories of 17 financial indexes including profitability, debt paying ability, asset management ability and ascending ability as alternative variables, and the specific indicator is as table 2. The result of Wilcoxon rank test shows that the sample data approximately meets the assumption of normal distribution and T assumption checking can be used for screening financial indexes [4] . Through the analysis of the T test results (table 3) of the difference among the financial ratio indexes of ST and non-ST companies, this paper has eliminated six indexes including number of times interest earned, Rate of stock turnover, turnover of account receivable, year-on-year growth rate of earnings per share, year-on-year growth of net income, and year-on-year growth rate of net assets, and the rest 11 indexes are remained as the modeling variables. The null hypothesis is: there's no difference between the financial indexes of ST companies and the financial indexes of non-ST companies in the significance level of 0.05.
Training evaluation of the early-warning model
In the phase of training evaluation of the early-warning model, it is mainly to train the acquired sample data and determine the model parameter C and  [5] . In this paper, libsvm software tool has been used to automatically realize the whole process.
Determination of model parameters
In order to test the classification of the model itself, the training and the test samples in this paper use the same data. 84 companies' financial data samples have been taken as the training and evaluation samples, which include isometric ST samples and non-ST samples, and LIBSVM tool is used to automatically conduct the training evaluation of the samples. The training phase includes that: train the input training samples to get the initial value of the model; and then use the above algorithm to extract the effective and relevant data for key training to get the final model; the task of the input phase of training parameters is mainly to determine the parameter c and  of SVM model. After the test of parameter training, C=arclg(C)=8192.0 ,  = ) lg( gamma arc =0.125，and CV rate =92.5%. Input the known and classified training samples into the model for inspection as the test samples, in the 84 samples, 83 of them have been classified correctly, and the accuracy has reached, from which we can see that this model has a good classification ability in financial early warning.
Analysis of the model of early warning
After the parameters of the early-warning model have been determined, 32 sample companies' financial data has been chosen as the test samples in this paper, and the companies' financial data in the year of T, T+1, T+2 and T+3 have been respectively input into the model test. And the results are in table 4. We can see from table 4 that the classification accuracy in the year of T, namely the year when the financial crisis happens, is 100%, and the reason is that the data in the year of T comes from one part of the determined samples of model parameters. The earlier the year is, the gradually lower the classification accuracy is, which is because the data of the model comes from the year of T, and the earlier the year is, the difference between the financial crisis information included in the test of sample data and the sample information data of the model training will be widened, eventually, the classification accuracy will reduce. In order to improve the early-warning classification accuracy of medium and long-term financial crisis, the training sample appropriately including the data of the previous years of the crisis can obviously increase the medium and long-term classification accuracy.
Conclusion
SVM has good fitting precision and generalization ability, and it is widely used in the aspect of pattern classification and regression analysis. In this paper, SVM model's two types of classification of financial early warning are discussed and SVM supports multi-class classification, which have provided technical support to us for the establishment of recognition of alert degree. The problems of how to select financial indexes and how to identify training samples when setting up recognition of alert degree deserve further researches.
