Texture analysis is a technique used for the quantification of image texture. It has been successfully used in many fields, and in the past years it has been applied in magnetic resonance imaging (MRI) as a computer-aided diagnostic tool. Quantification of the intrinsic heterogeneity of different tissues and lesions is necessary as they are usually imperceptible to the human eye. In the present chapter, we describe texture analysis as a process consisting of six steps: MRI acquisition, region of interest (ROI) definition, ROI preprocessing, feature extraction, feature selection, and classification. There is a great variety of methods and techniques to be chosen at each step and all of them can somehow affect the outcome of the texture analysis application. We reviewed the literature regarding texture analysis in clinical MRI focusing on the important considerations to be taken at each step of the process in order to obtain maximum benefits and to avoid misleading results.
Introduction
Magnetic resonance imaging (MRI) has become a powerful diagnostic tool by providing high quality images, thanks to new advances in technology. MRI offers excellent anatomic details due to its high soft-tissue contrast and the possibility to enhance different types of tissues using different acquisition protocols. However, diagnosis of some pathologies remains difficult due to the restricted ability of the human eye to detect intrinsic, heterogeneous characteristics of certain tissues. For example, the visual appearance on MRI of a metastatic brain tumor can be very similar to one of a radionecrosis lesion (Figure 1) , and a wrong diagnosis can lead to improper patient treatment. In these particular cases, histopathology remains the gold standard diagnostic technique. In an effort to avoid this invasive diagnostic approach, and considering that additional imaging modalities are costly and not as widely available as conventional MRI, great interest exists in identifying reliable imaging features from routine MRI scans that would help differentiate certain lesions [1] . Figure 1 . T1-weighted MRI with contrast enhancement of a brain metastatic lesion (a), and a radionecrosis lesion (b). Discrimination of these different entities is crucial for patient treatment but it is visually non-feasible. Texture analysis has demonstrated to be a useful tool for this purpose [1, 19] .
Computer-aided diagnostic tools assist the radiologist in the diagnosis by providing quantitative measures of morphology, function, and other biomarkers in different tissues. In the past years, texture analysis has gained attention in medical applications and has been proved to be a significant computer-aided diagnostic tool [2] . There is not a strict definition of an image texture but it can be described as the spatial arrangement of patterns that provides the visual appearance of coarseness, randomness, smoothness, etc. [3] . Texture analysis describes a wide range of techniques for quantification of gray-level patterns and pixel inter-relationships within an image providing a measure of heterogeneity. It has been shown that different image areas exhibit different textural patterns that are sometimes imperceptible to the human eye [2] .
Applications of texture analysis in medical imaging include classification and segmentation of tissues and lesions. A search of papers containing the keywords "texture" and "MRI" in the title was performed in SciVerse Scopus 1 retrieving 200 papers on January 19 th 2016, of which 140 were original studies dealing with texture analysis in clinical MRI. The distribution of these studies per organ is shown in Figure 2 . It is clear that there is an increased interest in texture analysis in recent years, and that the major attention has been paid to neurological applications. Some brain applications include discrimination between different types of tumors [4, 5] , classification of diseases like Alzheimer's [6] or Friedreich ataxia [7] , and brain segmentation [8, 9] . Following brain studies, we found applications in liver, breast, and prostate [10] [11] [12] , and cardiac MRI for detection of scarred myocardium and classification of patients with low and high risk of arrhythmias [13, 14] . This work is presented as a literature review of the most relevant publications regarding texture analysis in MRI. Rather than providing a detailed summary of the state of the art found in the literature search, we focused this work on the process of texture analysis considering papers that compared different methods so we can have an idea of the best approaches for certain applications.
Texture analysis process
Texture analysis applications involve a process that consists of six steps: MRI acquisition, region of interest (ROI) definition, ROI preprocessing, feature extraction, feature selection, and classification (Figure 3) . None of these steps is specific, and the methods have to be chosen according to the application. The texture outcome can be considerably affected depending on the methodology used throughout the process. Herein, we present a condensed description of each step of the texture analysis process focusing on applications that compared different scenarios or methods. 
MRI acquisition
Magnetic resonance imaging is widely used nowadays because of its high soft-tissue contrast and the possibility to enhance specific tissues by varying the acquisition sequence parameters. In this respect, the outcome of texture analysis strongly relies on the image acquisition protocols, and these should be carefully selected in order to obtain maximum accuracy and reproducibility. Different measuring techniques produce different patterns in texture and these may vary among centers and manufacturers [15] . Texture analysis can be used reliably at one center with a specific imaging protocol but this does not mean that the same methodology can be directly applied to images acquired at different centers with different protocols [16] .
Sequences
Three relevant MRI tissue parameters can be measured in a typical spin echo (SE) sequence: spin density (ρ), spin-lattice relaxation time (T1), and spin-spin relaxation time (T2); each of them showing different image contrast and texture. Examples of MR images weighted in these three parameters are shown in Figure 4 . Other imaging techniques, like the gradient echo (GE) fast low angle shot (FLASH), introduce significant effects on image texture due to their own measuring characteristics [17] . Repetition time (TR), bandwidth/echo time (BW/TE), and flip angle are the properties that are most likely altered in a clinical setting. Repetition time had the biggest impact when comparing different foam phantoms using clinical breast MRI protocols, whereby better texture discrimination was elicited at higher TR [18] .
The choice of the MRI sequence for texture analysis depends on the application. Contrastenhanced T1-weighted images is the current standard MRI protocol used by clinicians to assess brain tumors and was used for texture analysis in [1, 4] . Some studies compared different modalities obtaining diverse results. In the study of Tiwari et al. [19] , contrast-enhanced T1weighted images provided better performance over T2-weighted and fluid-attenuated inversion recovery (FLAIR) images for discrimination of recurrent brain tumors from radiation-induced lesions. T1-weighted MRI was also notably better than FLAIR images for dementia classification [20] . T2-weigthed images were more suitable for differentiation between benign and malignant tumors [21, 22] , and for discrimination of posterior fossa tumors in children [23] . Texture analysis applied to diffusion-weighted images also proved to be efficient for brain tumor classification [24] [25] [26] . Texture features used in these studies differ from each other, so a definite assumption of which MRI sequence is better cannot be made. 
Influence of spatial resolution and signal-to-noise ratio
Spatial resolution and signal-to-noise ratio (SNR) have been reported to be the most influential factors for texture analysis [15, 27, 28] . Image resolution is defined by slice thickness, field of view (FOV), and matrix size. Signal-to-noise ratio is defined as the coefficient between the mean signal over a homogeneous region of a tissue of interest and the standard deviation of the background noise. Texture discrimination improves with higher levels of SNR and it has been reported that a SNR > 4 is necessary to measure the real textural behavior of the human brain [17] . Discrimination based on texture analysis also improves with higher spatial resolution, as shown by Jirak et al. [29] , who found the best separation of three different phantoms at a pixel resolution of 0.45 × 0.45 mm 2 (good separation was also found at 0.77 × 0.90 mm 2 , whereas the worst discrimination was for the lowest tested resolution of 1.53 × 1.80 mm 2 ). Texture analysis fails if the image resolution is insufficient since the finest textural details cannot be spotted. Texture features from higher spatial resolution images are more sensitive to variations in the acquisition parameters. In [28] , it was found that the least influenced resolution was at 0.8 × 0.8 mm 2 .
Although current routine MRI scanners can produce high-resolution images, these are susceptible to motion artifacts, given the long scan times and are not widespread in clinical practice. In [30] , they found a strong correlation between 3D structural indices and 3D texture features in trabecular bone in osteoporosis using routine, low-resolution images (0.7 mm), indicating that these can be used to quantify the bone architecture without the need of higher resolution images. These previous results indicate that even if high-resolution images provide better texture discrimination, its application in clinical practice is far complicated as no good reproducibility among centers is expected. Apparently the slice thickness does not influence significantly the outcome of 2D texture analysis according to Savio et al. [31] , who found only moderate differences between 1 mm and 3 mm thickness for separation of white matter tissue and multiple sclerosis plaques.
Influence of field strength
One important difference among MRI scanners is the field strength of the magnet, the most common values in clinical routine nowadays being those of 1.5T and 3T. Scanners with higher field strength provide more SNR, thus increasing spatial and temporal resolution. In counterpart, artifacts resulting from breathing or any other type of body motion are more prominent on 3T than on 1.5T scanners, but these are generally compensated using some techniques offered by manufacturers [32] . Better texture-based discrimination is expected on the higher quality images acquired on 3T scanners as it was reported for liver fibrosis [33] and breast cancer classification [34] . In [22] , they found significant differences between 1.5T and 3T when squamous cell carcinoma tumors on head and neck were compared. However, their results are in contrast with previous evidence [33, 34] since benign versus malignant tumor discrimination was better on 1.5T. In the study performed by Waugh et al. [18] , texture discrimination of foam phantoms using different clinical breast MRI protocols was in general improved when a 3T scanner was used, but changes in the imaging parameters at 1.5T had less influence on the texture outcome.
Multicenter studies
Few multicenter studies regarding the application of texture analysis in MRI have been published. In [21] , they concluded that texture analysis on MRI can discriminate between different brain tissues obtained in routine procedures at three different centers. In [16] , they compared the classification performance to discriminate between bone marrow and fat tissue on T1-weighted MRI of knees from 63 patients obtained from three centers with two different field strength MRI scanners: two centers at 1T and one at 3T. Texture information was extracted from two centers and was used to predict tissue using data from the third center, concluding that feature sets from one center may be used for tissue discrimination in data from other centers. Pixel size was found to be the parameter that mostly influences the texture outcome. In a very large multicenter study, Karimaghaloo et al. [8] analyzed 2380 scans from 247 different centers for segmentation of multiple sclerosis lesions achieving an overall sensitivity of 95% on a separate dataset of 120 scans from 24 centers. The promising results of this study may be the consequence of extracting texture features from different MRI protocols (T1, T2, proton density, and FLAIR) and using them in combination when modeling the classifier. It should also be noted that images were corrected for nonuniformity effects and were normalized into a common spatial and intensity space, thus reducing the possible differences among multicenter scans. Opposite conclusions were reached by Fruehwald-Pallamar et al. [22] , as they stated that texture analysis is useful for discrimination of benign and malignant tumors when using one scanner with the same protocol, but it is not recommended for multicenter studies. However, they did not mention any image normalization or inhomogeneity correction that could somehow have affected their results, as we discuss in Section 2.3.
Region of interest definition
Texture features are computed inside a predefined region of interest (ROI), or volume or interest (VOI) in the case of 3D texture analysis, and are usually placed over a homogeneous tissue or lesion area. Manual definition of ROIs is still considered the gold standard in many applications, and it is the chosen option over automatic methods [35] [36] [37] [38] . Different approaches have been used to define ROIs that are also extended to 3D texture analysis. One approach for ROI definition is the positioning of squares [39] or circles [40] of predefined sizes over the tissue to be analyzed. Using this approach, only information of the underlying tissue is captured but some texture details can be lost because the ROI does not cover the entire area of interest. Another alternative is to use a bounding box defined as the smallest enclosing rectangular area of the tissue of interest [41, 42] . The latter approach has the advantage that it covers the entire tissue or lesion, however it also includes information from adjacent parts that can affect texture quantification. Although delineation of the entire tissue or lesion can be tedious, it is a better approach since the whole area of interest is included [23, 43] . In [44] , they studied the effect of lesion segmentation on the diagnostic accuracy to discriminate benign and malignant breast lesions. They concluded that for both 2D and 3D texture analysis, delineation of the entire lesion provides better accuracy than the bounding box approach. Figure 5 shows examples of the three aforementioned ROI definition approaches. Figure 5 . Approaches for defining a region of interest (ROI) over a brain tumor. The use of a bounding box that covers the entire lesion (a), or a small square inside the tumor (b) can be defined quickly and easily, but the delineation of the entire lesion (c) is preferred in order to capture the maximum texture information only within the area of interest.
Size of the region of interest
The size of the ROI should be sufficiently large to capture the texture information thereby eliciting statistical significance [45] . In [46] , they studied the effect of ROI size on various texture features extracted from circular ROIs of 10 different sizes on brain MRI of healthy adults. They concluded that the effect of size becomes insignificant when large ROIs are used. In general, texture features were highly affected at ROI areas smaller than 80 × 80 pixels and became unaffected at ROI areas of around 180 × 180 pixels. These results are in general true for certain texture features but they can vary among the extensive range of available texture analysis methods. In Section 2.4 we discuss the texture analysis methods mostly applied in MRI. It is also important to notice that the ROI size might depend on the MRI acquisition parameters. It is not the same to use a ROI of 180 × 180 pixels area over an image region of 1.5 × 1.5 mm 2 resolution than over an image of 0.5 × 0.5 mm 2 . The MR images used by Sikiö et al. [46] had a pixel size of 0.5 × 0.7 mm 2 with a slice thickness of 4.0 mm. A good methodology to avoid possible influences of ROI size might be the use of squares and circles of the same size among all the studied samples but as we mentioned before, complete delineation of the ROI might offer better results. We recommend the use of the ROI delineation approach when the range of lesion sizes among samples is not significantly broad and when the employed texture features are not affected between this range, otherwise ROIs of the same size might be a better approach.
Feature maps
Texture feature maps can be computed by defining ROIs as sliding blocks of n × n pixels centered at each pixel on the image, so for each pixel a specific texture feature value is computed including its surrounding neighborhood. The block size should be large enough to capture sufficient texture information from each pixel neighborhood, but small enough to capture more local characteristics allowing finer detection of regions [45] . Figure 6 shows examples of texture maps computed for sliding blocks of different sizes. Texture maps can reveal some characteristics that are not visible on the original image and are mainly used for segmentation tasks [47] . Computing features over texture maps can lead to better results than using the original MR images [48] . 
Region of interest preprocessing
It is clear from Section 2.1 that MRI acquisition protocols are relevant for texture analysis. Several preprocessing techniques have been proposed in order to minimize the effects of acquisition protocols and are especially important when dealing with multicenter studies. The main purpose of these preprocessing techniques is to put all ROIs in the same condition, so features extracted from them represent essentially the texture being examined. Some preprocessing methods also aim to improve the texture discrimination. For example, Assefa et al. [49] extracted texture features from a power map computed from the localized Hartley transform of the image, and Chen et al. [50] computed features from ROIs defined over texture maps.
Interpolation
Image spatial resolution is one of the most influential factors in texture analysis, and it was demonstrated that higher resolutions tend to improve texture-based classification, but highresolution images are not usually available in clinical routine [29, 30] . Image interpolation is an option to enhance images with a low spatial resolution. The effect of image interpolation on texture features was analyzed by Mayerhoefer et al. [51] comparing three interpolation methods applied on T2-weighted images acquired at five different resolutions. They concluded that MR image interpolation has the potential to improve the results of texture-based classification, recommending a maximum interpolation factor of four. In their study, the most considerable improvements were found when images with an original resolution of 0.94 × 0.94 mm 2 and 0.47 × 0.47 mm 2 , respectively, were interpolated by factors of two or four using the zero-fill interpolation technique at the k-space level. Image interpolation is of special interest when dealing with 3D texture analysis because in most MRI sequences the slice thickness is larger than the in-plane resolution. Re-slicing all images to obtain isotropic image resolution is required for computing textures feature to ensure the conservation of scales and directions in all three dimensions [52] .
Normalization
It was demonstrated that some features are not only dependent on texture, but also on other ROI properties, such as the mean intensity and variance [53] . To avoid the influence of such factors, ROI normalization is a recommended preprocessing step (Figure 7) . In [54] , they studied the effects of ROI normalization on texture classification of T2-weighted images and demonstrated that classification errors were dependent on the MR acquisition protocols if no normalization was applied. They compared three methods, and the one that yielded the best results is known as the "±3σ" normalization. In this method, image intensities are normalized between µ ± 3σ, where µ is the mean value of gray-levels inside the ROI, and σ is the standard deviation, so that gray-levels located outside the range [µ -3σ, µ + 3σ] are not considered for further analysis. Enhancement of the variations in gray-levels between neighbors is a favorable factor for improving the classification performance. The "±3σ" normalization technique has become the most popular and preferred choice in most publications [1, [55] [56] [57] . In another study, Loizou et al. [58] compared six MRI normalization methods applied to T2-weighted MR images from patients with multiple sclerosis and healthy volunteers. They concluded that a method based on normalization of the whole brain, in which the original histogram is stretched and shifted in order to cover a wider dynamic range, is the most appropriate for the assessment of multiple sclerosis brain lesions by means of texture analysis. 
Inhomogeneity correction
There is still another residual effect that is not eliminated by ROI normalization, which is the variation of intensity present in MR images mainly caused by static magnetic field inhomogeneity and imperfections of the radiofrequency coils [17] . Figure 8 shows examples of liver MRI affected by nonuniformity artifacts. Texture features depend on local average image intensity and are therefore affected by image inhomogeneity. Correction of nonuniformity artifacts in MRI is recommended as a preprocessing step prior to ROI normalization and especially for large ROIs [59] . A review of methods for MRI inhomogeneity correction is available in [60] , the most popular method found in texture literature [61] [62] [63] [64] being the socalled N3 algorithm [65] . 
Quantization of gray-levels
Texture analysis methods based on matrix computation, e.g., co-occurrence and run-length matrices, require the quantization of gray-levels. A typical MR image is represented by 10 or 12 bits per pixel, that is, 1024 or 4096 levels of gray. So, in MRI texture analysis, quantization will refer to the reduction of levels of gray used to represent the image. Typical numbers of gray-levels used for texture feature computation are 16, 32, 64, 128, and 256 . Reducing the number of gray-levels improves SNR and the counting statistics inherent in the matrix-based texture analysis method at the expense of discriminatory power [66] . Some studies reported that no significant effects were found when a different number of gray levels were tested [55, 67] while in the study of Chen et al. [44] , a gray-level number of 32 was reported to be an optimal choice for breast MRI. A specific study regarding the impact of the number of graylevels on co-occurrence matrix texture features was carried out by Mahmoud-Ghoneim et al. [68] . They concluded that the number of gray levels, or dynamic range, has a significant influence on the classification of brain white matter, obtaining an optimal number of 128 levels for both 2D and 3D texture analysis approaches. It is recommended to optimize the number of gray levels for each specific application.
Feature extraction
Feature extraction is the main and specific step in the texture analysis process and implies the computation of texture features from predefined ROIs. Many approaches have been proposed in order to quantify the texture of an image allowing the computation of numerous features. In this section, we briefly describe the most popular texture analysis methods that were successfully used to characterize MRI tissues. A review of existing feature extraction methods can be found in [69, 70] . Although methods based on the first order statistics (histogram features) are normally used in combination with other methods, as they may improve the texture-based classification or segmentation [10, [71] [72] [73] , they are not presented here as they do not really describe the actual texture of the image or ROI being analyzed [70] .
Statistical methods
Statistical methods represent the texture by considering the distributions and relationships between the gray-levels of an image. Hereby we briefly describe a method based on secondorder statistics, the co-occurrence matrix, a method based on higher-order statistics, namely the run-length matrix, and a method that combines the statistical approach with the structural properties of the image known as local binary patterns (LBP).
Co-occurrence matrix
The co-occurrence matrix allows extraction of statistical information regarding the distribution of pixel pairs in the image. Pairs of pixels separated by a predefined distance and direction are counted and the resulting values are allocated in the co-occurrence matrix. The count is based on the number of pairs of pixels that have the same distribution of gray-level values [3] . Normally, co-occurrence matrices are computed in four directions (horizontal, vertical, 45°, 135°) for 2D, and in 13 directions for 3D approaches [52] , using different pixel or voxel separations. Features originally proposed by Haralick et al. [74, 75] are then computed for each co-occurrence matrix. Figure 9 shows an example of computation of the co-occurrence matrix.
The pixel distance has to be chosen according to the application: a larger distance will allow detection of coarse areas but care must be taken not to overstep the size of the ROIs. Figure 9 . Computation of a co-occurrence matrix for a given 4 × 4 pixel image (a) with three gray-levels (b). In this example, the matrix is computed in horizontal direction for one pixel separation. The number of transitions of graylevels is counted and allocated in the co-occurrence matrix (c). The circled values indicate that there are three transitions from one to two gray levels and this count is allocated in the corresponding position in the co-occurrence matrix.
One main concern about matrix-based texture features is their dependence on direction, so different values may be obtained if the image is rotated. This is unacceptable for texture characterization on MRI since images from different patients may have different orientations. Rotation-invariant features can be achieved by averaging each matrix value over all directions [44, 49] or by averaging the statistical features derived from the co-occurrence matrices [47] . Texture features based on co-occurrence matrices have become the most popular method and have been proven to be useful for classification of tissues and lesions in MRI [76] [77] [78] [79] [80] [81] .
Run-length matrix
Run-length matrices consider higher-order statistical information in comparison with cooccurrence matrices. Runs of a specific gray-level are counted for a chosen direction. For example, three consecutive pixels with the same gray-level value along the horizontal direction constitutes one run of length three. Computation of a simple run-length matrix is shown in Figure 10 . Fine textures will be dominated by short runs whereas coarse textures will include longer runs [69] . The features originally proposed by Galloway [82] are usually computed for ROI characterization. Rotation invariance can be achieved by averaging over all directions, as previously mentioned for the co-occurrence matrix method.
There is one important consideration about run-length matrix features. As demonstrated by Sikiö et al. [46] , the features run-length nonuniformity (RLN) and gray-level nonuniformity (GLN) were linearly dependent on the ROI size. The linear behavior of these nonuniform features is due to the original mathematical definition, which squares the number of graylevels (N g ) for each run length (Eq. (1)) or the number of run-lengths (N r ) for each gray-level (Eq. (2)). Thus, for a larger ROI there will be more runs. The normalization factor C (Eq. (3)) is correlated with the number of pixels and not its square. Using the square of the normalization factor C, as proposed by Loh et al. [83] , is a recommended approach in order to reduce the dependence on ROI size. The number of runs for each gray-level is allocated in the run-length matrix (c). For example, there are two runs of size two for the gray-level of three (circled values).
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Local binary patterns
The local binary pattern (LBP) is a texture descriptor introduced by Ojala et al. [84] and it became very popular, thanks to its simplicity and high-discriminative power. The LBP descriptor labels each pixel in an image by comparing its gray-level with the surrounding pixels and then assigning a binary number. A value of unity is assigned to the surrounding neighbors with gray-level greater than the central pixel in a predefined patch and a value of zero otherwise. A binary number is then obtained and assigned to the central pixel. The original LBP operator considers a 3 × 3 patch, so the surrounding pixels form a binary number of 8 digits. After labeling all pixels in an image, a LBP feature map is obtained as well as a histogram that consists of 256 bins when considering 3 × 3 patch. Figure 11 summarizes the described steps. The LBP histogram can be used as feature vector for classification where each bin represents one feature. Another approach is to compute new features from the LBP map as carried out by Oppedal et al. [20] and Sheethal et al. [85] . Uniform LBPs have been proposed to reduce the length of the feature histogram. A LBP binary code is uniform if it contains at most two transitions from 0 to 1 or vice-versa. Examples of uniform patterns are: 0000000 (no transitions), 00001111 (one transition), and 10001111 (two transitions). Patterns with more than two transitions are labeled as nonuniform, and distinct labels are assigned to each uniform pattern. For a 3 × 3 patch, the number of bins on the uniform histogram is reduced to 59 instead of the original 256. Uniform LBP patterns function as templates for microstructures, such as spots, edges, corners, etc. Figure 11 . Computation of a basic local binary pattern (LBP) image. For each pixel in the original image, its gray-level is compared to the surrounding pixels. A value of unity is assigned to the pixels with gray-level greater than the central pixel, and a value of zero otherwise. Then a binary number is obtained and this value is assigned to the central pixel.
The original LBP descriptor defined for a 3 × 3 patch was extended to include more neighbors by adding two parameters: parameter P that defines the number of neighbors, and radius R that determines the spatial resolution. Quantification at different resolutions can be obtained by varying these two parameters. Enhancement of the discriminatory power of the LBP descriptor can be obtained by adding an image contrast measure that calculates the local variance in the pixel neighborhood. The contrast measure is the difference between the average gray-level of those pixels that have unity value and those with zero value [20, 14] . Rotation invariance is achieved by performing a bit-wise shift operation on the binary pattern P-1 times and assigning the LBP value that is the smallest. It has been shown by Unay et al. [86] that rotation-invariant LBP is robust against some common MRI artifacts. Their results show that LBP is robust to image inhomogeneity even at 40% of intensity variations. An extension of the LBP operator on three orthogonal planes, known as LBP-TOP, was proposed by Zhao et al. [87] and successfully applied to the entire brain for 3D texture classification of attention-deficit/ hyperactivity disorders [88] .
Model-based methods
Texture methods based in models attempt to represent texture by the use of a generative image model (fractals), or a stochastic model. Parameters of the model are then calculated and used for texture analysis. The computational complexity involved in the estimation of features based in models make them less popular than the previously described methods [70] .
Autoregressive models
The autoregressive models assume a local interaction between the image pixels by considering the pixel gray-level as a weighted sum of its neighbors. Using the autoregressive model involves identifying the model parameters for a given image region and then using them for texture classification [89] . In the study by Holli et al. [40] , significant differences were found especially for features derived from the autoregressive model when comparing brain hemispheres in controls and patients with mild traumatic injury. Application of the autoregressive model in different MRI organs was also found beneficial when used in combination with features derived from other methods [4, 64, 90, 91 ].
Fractal models
Fractal models describe objects that have high degree of irregularity. The central concept of fractal models is the property of self-similarity, which is the property of an object to be decomposed into smaller similar copies of itself. Fractal analysis methods provide a statistical measure that reflects pattern changes as a function scale by defining a parameter called fractal dimension. The fractal dimension describes the disorder of an object numerically; the higher the dimension, the more complicated the object. The fractal dimension is often estimated by box counting, a procedure that overlays the image with grids of decreasing size in order to capture the contour of relevant texture. Another approach treats the image as a textured surface by plotting the gray-levels at each x and y position in the z plane [69, 89, 92] . Fractal models have been successfully used especially for segmentation of brain tissues and lesions [72, 93] , and for prostate tissue classification in combinations with other methods [26, 94] . For brain tumor evaluation, Yang et al. [63] achieved slightly better results using fractals in comparison with other methods such as LBP, the co-occurrence matrix, and the run-length matrix.
Transform methods
Methods based on image transformation produce an image in a space whose coordinate system is related to texture characteristics, such as frequency content or spatial resolution. Gabor filters provide better spatial localization compared to the Fourier transform, but their usefulness is limited in practice because there is no single filter resolution at which a spatial structure can be localized [70] . In [93] , they implemented Gabor features for brain tumor segmentation but the performance was poorer than obtained with fractals and intensity methods, and even combining Gabor features with other methods did not improve the performance. In [95] , the co-occurrence matrix features outperformed the Gabor features for 3D classification of brain tumors.
The wavelet transform method
The wavelet transform is a technique that analyzes the frequency content of an image within different scales and frequency directions. The frequency is directly proportional to the graylevel variations within the image. Wavelet coefficients corresponding to different frequency scales and directions can be obtained to describe a given image. Wavelet coefficients are associated to each pixel in an image to characterize the frequency content at that point over different scales [3, 89] . Figure 12 shows an example of a wavelet transform applied to an image at different scales. Wavelet transform methods are popular because they offer some advantages, such as: variation of the spatial resolution to represent textures at the most appropriate scale, and the wide range of choices for the wavelet function that can be adjusted for specific applications [70] . Waveletderived texture features have high discriminatory power and usually provide better classification than other methods as has been shown for assessment of mild traumatic brain injury [40] , knee tissue discrimination [16] , and for classification of foam phantoms [18] . It was also demonstrated that wavelet texture features are less sensitive to changes in the MRI acquisition protocol [18] . In some studies the wavelet transform has been used as a preprocessing method to enhance texture appearance by selecting the sub-band with the maximum variance [96, 97] .
Features derived from other methods can be extracted from these preprocessed images. Other approaches applied the wavelet transform over previously computed texture maps [10, 85] .
3D texture analysis
Feature extraction methods were first proposed for 2D texture analysis. The advantage of the volumetric nature of MRI datasets can be obtained by extending the original methods to 3D. A simple approach to capture volumetric information is to compute 2D features in all MRI slices and then average these values, as done by Assefa et al. [49] , but in this case the gray-level distributions in the third dimension are not taken into account. Nevertheless, it has been shown that even this simple averaging method outperforms the typical 2D approach where only one slice is analyzed [98] . The extension of 2D approaches to 3D is not straightforward as factors such as translation and scaling become more complex. A review of 3D feature extraction methods is presented in [52] . Compared with 2D texture analysis, 3D approaches increase the dimensionality and the information captured from the image, thus improving the discrimination power [44, [99] [100] [101] . Implementation of 4D texture analysis is possible by including the temporal dimension available in some MRI datasets. Notable results were observed for discrimination of benign and malignant breast lesions [102] and for localization and segmentation of the heart [103] using the 4D spatio-temporal approach.
Feature extraction tools
The widely used software package MaZda (Institute of Electronics, Technical University of Lodz, Lodz, Poland) [104] is freely available and allows computation of texture features based on co-occurrence matrix, run-length matrix, gradient matrix, autoregressive model, and the Haar wavelet transform. MATLAB (MathWorks Inc., Natick, MA) toolboxes can also be found for texture feature extraction, like the one provided by Vallières et al. [55] 2 that allows computation of features based on four matrix methods, and the implementation of the local binary pattern operator provided by Ojala et al. [84] 3 .
Feature selection
The vast variety of feature extraction methods for texture analysis allows us to obtain a myriad of features. This generates a problem, because the more features we have, the more complex the classification model becomes. The computed features have different discrimination power depending on the application. Redundant or irrelevant features hinder the classification performance and can yield issues of dimensionality. This phenomenon arises when dealing with a high-dimensional feature space. The classification performance decreases when more features are added to the model. Feature selection is the process to choose the most relevant features for a specific application. Reducing the number of features speeds up the testing of new data and makes the classification problem easier to understand, but the main benefit is the increase of classification performance [105, 106] . While methods like principal component analysis (PCA) or linear discriminant analysis (LDA) are used for feature reduction [23, 56] , they are not considered as feature selection methods since they still require computation of all the original features [107] .
Filter methods
A straightforward approach to find the most discriminative features, or the combination of features that yields the best classification, is to perform an exhaustive search as done by [26, 33, 108] . In the exhaustive search method, all possible combinations of features are tested as input to a classifier and those that yield the best discrimination are selected. The problem with this method is that it becomes tremendously expensive to compute when the feature space is very high. Filter feature selection methods make use of a certain parameter to measure the discriminatory power. For example, typical statistical methods, such as the Mann-Whitney Utest, can be used to find and select features with statistical significance [64] . The Fisher coefficient defines the ratio of between-class variances to within-class variances and it is a popular filter method found in the literature [21, 40, 47, [109] [110] [111] . However, it was claimed that the Fisher technique generates highly correlated features with the same discriminatory power. Another method that relies on both the probability of classification error (POE) and the average correlation coefficient (ACC) was reported to perform better than the Fisher method for classification of knee joint tissues [16] . Filter methods rank the features according to the measuring parameter and usually a predefined number of features is selected, e.g. 5 or 10, for future classification. The Fisher and POE/ACC feature selection methods are implemented in the B11 module which is part of the MaZda software (Institute of Electronics, Technical University of Lodz, Lodz, Poland) [104] .
Wrapper methods
The main drawback of the filter methods is that feature selection is based on the intrinsic information of the training data and does not consider the predictive capability of a certain subset of features. Wrapper methods take advantage of a classification algorithm and search the subset of features that provides optimal classification performance. The quality of the selected subset of features depends fundamentally on the search algorithm used. We men-tioned earlier that an exhaustive search is not feasible for high dimensional datasets, so an algorithm that uses some type of search strategy has to be chosen. Genetic search algorithms have been effectively applied for brain tumor classification [95, 97] and mammogram lesions [98] . Another search algorithm, the recursive feature elimination (RFE), ranks the features by recursively training a classifier and removing the feature with the smallest ranking score and selecting the subset of features that yields the best classification. Any classifier can be used in conjunction with the RFE to compute the feature scores. The feature selection technique known as recursive feature elimination-support vector machine (RFE-SVM), first proposed for gene selection in cancer classification [112] , has gained major attention for selecting texture features due to its good performance over other methods [113] , and in MRI was particularly used for brain tumor classification [1, 4] .
Classification
The main goal in texture analysis applications is the classification of different tissues and lesions to automate or aid the diagnosis decision. The results of a texture-based classification method can be later used to partition new images into regions, an approach known as texturebased segmentation [70] . Simple statistical methods can be used to determine the texture features with statistical significance for discrimination of two or more classes. However, following the feature selection step described in the previous section, we focus on more complex classification algorithms that make use of proper combination of features to achieve the highest discrimination. The feature selection and classification steps are not specific for texture analysis, so instead of providing a full description of the existing methods, we briefly describe the two classifiers mostly used in MRI texture analysis applications, which are artificial neural networks (ANN) and support vector machines (SVM).
Artificial neural networks
Artificial neural networks (ANN) simulate the way the human brain processes information by implementing nodes and inter-connections. The ANN discrimination power depends on the density and complexity of these interconnections [114] . Applications of ANNs in MRI texture analysis include classification of: brain tumors [23, 115] , multiple sclerosis lesions [109] , Alzheimer's disease [111] , and breast [102] and knee lesions [16] . While ANNs perform well in most applications, their popularity decreased in the past years due to the introduction of the support vector machine (SVM), which is computationally cheaper and provides similar or even better performance than ANNs [114] .
Support vector machines
The SVM maps the input space to a higher dimension via a kernel function to find a hyperplane that will result in maximal discrimination. Here, a kernel is a matrix that encodes the similarities between samples that can be used to achieve discrimination between classes that are not linearly separable [114] . In [4] , they demonstrated better performance of the SVM classifier over ANN for differentiation of benign and malignant brain tumors. SVMs were also applied for brain tumor classification in [1, 116] . Other applications of SVMs include the staging of liver fibrosis [33] , detection of prostate [26] , assessment of osteoarthritis [117] , classification of cervical cancer [118] , mammogram lesions [98] , and Parkinson disease [73] .
Classification results
Important considerations have to be made when reporting classification results. To avoid overestimated values, it is always recommended to separate the data into training and validation sets so that results on new data can be reported. When the dataset is sparse, resampling approaches like cross-validation or bootstrapping are recommended. For unbalanced data, i.e., data containing more normal than abnormal tissues, it is suggested to report results using the area under the curve (AUC) of the receiver operating characteristic (ROC) instead of the overall accuracy or misclassification rate [114] . Feature vector standardization is recommended and required for some classification methods to work accurately and to improve accuracy in some cases [16] .
Summary
In this chapter, we reviewed the literature regarding the application of texture analysis in MRI. This chapter was organized and focused on the six steps that define the texture analysis process: MRI acquisition, ROI definition, ROI preprocessing, feature extraction, feature selection, and classification. Our main goal was to provide a condensed reference of the state of the art and especially to make readers aware about important considerations to be made for future applications in order to implement MRI texture analysis into clinical practice. Since many parameters can vary in each step, it is impossible to give a definite guideline of what needs to be used, while each choice has to be made in view of the specific application. The clinical applicability relies on the reproducibility of the methods regarding the scanner and acquisition parameters. Therefore, it is necessary to execute more multicenter studies combining different acquisition protocols and applying appropriate preprocessing steps to ensure that texture features describe the actual image characteristics and are not biased by other factors. Regarding the ROI definition step, it is recommended to carry out studies using automatic methods to guarantee user independence. Finally, we suggest to compute as many texture features as possible and to take advantage of powerful feature selection and classification techniques to achieve the highest performance. ed by grant FPU12/01140 from the Spanish Ministerio de Educación, Cultura y Deporte (MECD). 
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