Let S be a set of points on the plane in general position such that its elements are colored red or blue. We study the following problem: Find a largest subset S of S which can be enclosed by the union two, not necessarily disjoint, isothetic rectangles R and B such that R (resp. B) contains only red (resp. blue) points. We prove that this problem can be solved in O(n 2 log n) time and O(n) space. Our approach is based on a reduction of the problem to solving some instances of the maximum-sum consecutive subsequence problem. We also introduce the first data structure known to us to maintain dynamically the optimal solution to Bentley's maximum-sum consecutive subsequence problem. Some variants of our problem are also studied.
Introduction
In Data Mining and Classification problems, a natural method to analyze data, is to select prototypes representing different classes of data. A standard technique to achieve this, is to perform cluster analysis on the training data [8, 11] . The clustering can be obtained by using simple geometric shapes such as circles or boxes. In [2, 9] circles and parallel-axis boxes respectively, are considered for the selection. In [2] , the following problem is studied: given a bicolored point set, find a ball that contains the maximum number of red points without containing any blue point inside it. This type of classification is asymmetric in the way the problem treats blue and red points; the goal is to separate "the red class" from " the blue class". In this paper we are interested in a generalization to a symmetric two class problem, in which we are finding a witness set for each color.
In some cases, as in Medical Data Analysis [10] , methods can produce slanted classifications due to the fact that some data may be defective or contain values out of reasonable ranges. In other cases, we may obtain data hard to classify due to relatively small similarities between different classes.
A possible way to find a better classification for the former problem is to remove some data-points from the input. Culling the minimum number of such points can be a suitable criterium to lose as less information as possible. Thus, in this paper we study the following problem, which we call The Empty Intersection Enclosing Boxes Problem, for short the EIEB-problem:
The EIEB-Problem: Let S be a bi-chromatic point set on the plane in general position such that its elements are colored red or blue. Find a largest subset S of S which can be enclosed by the union two, not necessarily disjoint, isothetic rectangles R and B such that R (resp. B) contains only red (resp. blue) points.
Observe that R and B may intersect, however any point of S in R ∩ B has to be removed from S.
For example, the solution to the EIEB-problem for the point set S illustrated in Figure 1 is n − 2 (where n is the cardinal of the original point set). By removing from S points r 1 and b 1 we can obtain two rectangles R and B, each of them containing only the red and blue poits of S − {r 1 , b 1 } respectively. Notice that an asymmetric separation approach as in [2] does not give a solution and, we must design a procedure by considering both boxes at the same time. In [5] another two-boxes covering problem using a different mini-max criteria is studied. The EIEB-problem was first introduced in [6] , where an O(n 3 )-time and space algorithm to solve it was presented. In this paper we prove that the EIEB-problem can be solved in O(n 2 log n) time and O(n) space. We extend our results to solve other variants of the problem. We propose a new data structure to solve dynamically Bentley's [3] well known Maximum Consecutive Subsequence Problem and other variants that have applications, for instance, in sequence analysis in Bioinformatics [7] .
The outline of this paper is as follows. In Section 2, and for the sake of clarity, we present a simple discretization of the EIEB-problem which yields an O(n 4 )-time and O(n 2 )-space algorithm to solve it is presented. In Section 3 we introduce a data structure MCS-Tree to maintain dynamically an optimal solution to the Maximum Consecutive Subsequence Problem. In Section 4 we present our main result, an O(n 2 log n) algorithm to compute a solution for the EIEB-problem. In Section 5 we show how to solve the following related problem: Let S be a point set in general position such that its elements are colored red, blue, or green. Find three disjoint boxes B, R, and G such that the number of blue, red and green points contained in B, R, and G respectively is maximized.
Preliminary Results
Let S be a bicolored set of points, and assume that we have a pair of closed rectangles R and B, and a subset S of S that form an optimal solution to the EIEB-problem for S. Recall that R and B may intersect (e.g. see Figure 1 ), however since each of R and B contain respectively only red and blue points of S , any element of S that belongs to R ∩ B does not belong to S .
Up to symmetry there are three possible types of relative positions of R with respect to B as follows: A pair of rectangles R and B is called a corner type pair if R contains exactly one corner of B (Figure 2a) ), a sandwich type pair if R intersects only two parallel sides of B (Figure 2b )), and a disjoint type pair if R and B are disjoint (Figure 2c) ). A fourth possibility could exist, that depicted in Figure 2d ), however it is easy to see that such case can be reduced to a disjoint pair of rectangles as shown in the same figure. In the rest of the paper we will be mainly concerned with the solution of the corner type case. The remaining cases can be solved in a similar way, accordingly from now on (R, B) will denote a corner type pair of rectangles. Furthermore we will assume that R always contains the topmost right corner of B as in Figure 3 a).
Some definitions will be needed. Given X ⊂ R 2 , let Red(X) (resp. Blue(X)) denote the subset of red (resp. blue) points of S that belong to X. Proposition 1 Let S be a bicolored point set. Then if S has an optimal corner type solution to the EIEB-problem, then there is an optimal solution to the EIEB-problem formed by a corner type pair of quadrants (Q R , Q B ).
Proof. Suppose that (R, B) is a corner type pair of rectangles that forms an optimal corner type solution. Let Q R be the North-West quadrant whose apex is the the lower left corner point of R and Q B to be the North-East quadrant whose apex is the top-left corner of B, see Figure 3 . Clearly (Q R , Q B ) forms an optimal solution to the EIEB-problem.
2
Let (Q R , Q B ) be corner type pair of quadrants that provide an optimal solution to the EIEBproblem. Observe that the subset S we are seeking, is the set of red points of S in Q R − Q B together with the blue points of S in Q B − Q R .
Displace now Q B upwards in the vertical direction until it hits a red point in Q R . In a similar way displace Q B downwards in the vertical direction until it hits a blue element in Q R . Performing similar horizontal displacement on Q R and Q B towards the left and the right respectively we obtain the following:
Proposition 2 There is an optimal corner type pair of quadrants (Q R , Q B ) such that each of the semilines bounding Q R (resp. Q B ) contain at least one blue point (resp. a red point). Moreover these red and blue points lie on the boundary of the rectangle determined by
For the sake of clarity, we include here a first approximation to our techniques by using a simple method to compute a corner type solution in O(n 4 ) time and O(n 2 ) space. Observe that the size of the set S we are seeking will be equal to |Red(
Consider the orthogonal grid G generated by drawing horizontal and vertical lines through all the elements of S. By using range search techniques [4] , it is possible to perform a quadratic preprocessing on the nodes of G such that for each node p ∈ G we store the numbers |Red(SW (p))|,
Let (Q R , Q B ) be a corner type pair of quadrants on the grid and denote by I 1 , I 2 , I 3 and I 4 the vertices of the rectangle determined by Q R ∩ Q B as in Figure 4 . However since:
it follows that the size of S can be calculated in constant time. This yields a O(n 4 ) time O(n 2 ) space algorithm to solve the EIEB-problem.
The Maximum Consecutive Subsequence
In this section we describe the main tool that allows us to solve the EIEB-problem in O(n 2 log n).
We will show later that our technique can be applied to other variants of the problem. The key idea to solve more efficiently the EIEB-problem is that, for all of the cases (corner, sandwich and disjoint type pair of quadrants) we can reduce the two-dimensional problem to some instances of the following one-dimensional problem [3] : Figure 4 : Looking for a corner solution in O(n 4 ) time.
Maximum Consecutive Subsequence (MCS): Given a sequence x 1 , x 2 , ..., x n and a weight function w over its elements such that w(x i ) ∈ {−1, 0, 1}, compute the subsequence x i , x i+1 , ..., x j of consecutive elements such that w(
The M CS problem can be solved in linear time.
For our purposes, we will also solve the problem of finding the set x i , x i+1 , ..., x j that maximizes
Next, we obtain an O(n)-space data structure, the Maximum Consecutive Subsequence Tree, MCSTree, that dynamically solves the maximum-sum subsequence. Assume for clarity that n is a power of two, otherwise add a few elements with negative weights at the end of x 1 , . . . , x n until we get a list 2 k elements, 2 k < 2n. The MCS-Tree stores some values at each of its vertices, one of which is the weight of the maximum weight consecutive subsequence contained in the subsequence of x 1 , . . . , x n defined by the descendants of a node. In the root vertex of the MCS-Tree we will have the solution to Bentley's problem. When the weight of an element in the MCS-Tree x i is updated, the weight of the maximum weight consecutive subsequence is recalculated in O(log n) time. Our structure also allows us to obtain in O(log n) time the optimal weight sum subsequence that includes a specific element x k . By using both versions of the MCS-Tree, we will solve the Empty Intersection Enclosing Boxes problem in O(n 2 log n) time and O(n) space.
The MCS-Tree
A MCS-Tree is a balanced binary tree with n leaves that represents the sequence x 1 , x 2 , ..., x n as follows: the kth leaf from left to right represents x k and each internal node represents the subsequence of x i , . . . , x j formed by the descendants of the node (see Figure 5 ).
Each node u stores the following intervals, as well as their weights (the sum of its elements):
The interval formed by the descendants of u (If u is a leaf representing
L(u):
The interval of maximum positive weight sum contained in I(u) and containing the leftmost element of I(u). If all the intervals in I(u) containing the leftmost element of I(u) have negative weight, set L(u) = ∅, and its weight to 0. If x i is a leaf of the M CS − tree with negative weight w i , then L(
Using these values for the leafs of our M CS − tree, and a standard bottom up traversal, we can in linear time calculate L(u), R(u), and M (u) for all the nodes of our tree. Furthermore if the the weight of a leaf x i changes, our M CS − tree can be updated in a traversal from x i to the root of our tree.
Proposition 4 Given the sequence of n values X = {x 1 , x 2 , . . . , x n } with a weight function w over its elements, the MCS-Tree can be built in O(n) time and when some w(x i ) is updated, the interval of maximum weight sum of consecutive elements can be calculated in O(log n). The data structure also permits to compute in O(log n) time the interval of maximum weight sum of consecutive elements that includes a specific element x k .
The algorithms
We now show how to find the optimal corner type pair (R, B) for the EIEB-problem in O(n 2 log n) time. Consider the orthogonal grid G. Clearly the EIEB-problem can be reduced to solve O(n 2 ) instances of the Horizontal Strip Problem. We now show how to solve these instances by dynamically solving O(n 2 ) instances of the Maximum Consecutive Subsequence problem.
Consider an initial horizontal strip H as above, and assume w.l.o.g. that r lies to the left of the vertical line by b. Let I 1 and I 2 be respectively, the bottom-left and top right vertices of Box(r, b).
Consider an initial candidate solution to the horizontal strip problem for H formed by red and blue quadrants Q R = N E(I 1 ) and Q B = SW (I 2 ), and let S 0 be the initial set of red and blue points in Q R − Q B or and Q B − Q R respectively.
If we displace Q R to the right, each time it meets blue points below H b , these points enter Q R , and the size of S increases by one. Each time Q R meets a red point in H this point no longer belongs to Q R − Q B , and the size of S 0 decreases by one. A similar process arises when we displace Q R to the left. Once the weights have been assigned, we observe that if we have the elements of S sorted by abscissa giving the weighted sequence X S , the points in S that indicate where to move v r and v b to obtain the optimal value of |Red(Q R \ Q B )| + |Blue(Q B \ Q R )| correspond to the beginning and the end of the interval of consecutive elements in X S that has maximum weight sum and contains the elements in Box(r, b). This problem is equivalent to finding the interval with maximum weight in X S ending at r and the interval of maximum weight in X S starting at b.
CHECK this with detail!
A small technical detail, suppose that we insist in giving to all red points in H within Box(r, b) and to its right weight −1, and to all the blue elements of H within Box(r, b) and to its left weight −1. Then if we assign to r a weight equal to the number of red plus the number of blue elements of H in Box(r, b), then our problem transforms to the problem of finding v r and v b becomes the problem of finding the beginning and the end
Observe now that if we displace h r stopping at each point p of S it meets, the weight of p will change according to its color, and if it enters S 3 or S 4 , that is only the weight of the point h r changes while the rest remain unchanged. This immediately suggest us to use the dynamic version of the maximum weight interval on X S . Thus by using MCS-Tree, the interval of maximum weight sum containing the current H b is computed in O(log n) time per stop point of h r .
For each blue point p, we now set h b to be the blue line trough p and h r to be the horizontal trough the highest red point below p. We initialize in linear time a MCS-Tree, and proceed to slide down h r , stopping at each point in S we meet. At each point we change the weight assigned to it as we described above, updating our MCS-Tree in log n time. We stop when we arrive to the bottom most red point. It is easy to see now that the whole process per blue point takes O(n log n) time, and can be implemented in linear space. It now follows that the optimal corner type solution can be found in O(n 2 log n) time and O(n) space. Now, we briefly describe how to compute a Sandwich solution. The method is similar to the corner solution. First, we can state similar properties:
Proposition 5 There exists a sandwich solution (R, B) to the EIEB-problem if and only if there exists a pair of isothetic strips (S R , S B ), one vertical and the other horizontal, that maximizes the sum |Red(S R \ S B )| + |Blue(S B \ S R )|.
Proposition 6 Let (S R , S B ) be a pair of isothetic strips, one vertical and the other horizontal. Then, it is possible to find another pair of isothetic strips (Ŝ R ,Ŝ B ), one vertical and the other horizontal, such thatŜ R \Ŝ B (resp.Ŝ B \Ŝ R ) contains at least |Red(S R \ S B )| red points (resp. |Blue(S B \ S R )| blue points) and the sides ofŜ R (resp.Ŝ B ) go through red (resp. blue) points.
Therefore, we can proceed in a similar way to one used for the corner solution. For each pair of blue lines h b 1 and h b 2 (see Figure 7 a), we consider the blue strip S B bounded by them, and a starting red strip consisting of the the vertical red line passing trough the topmost blue point H b 1 of H. They form a candidate sandwich solution SS with value |Blue(S B )|. As we widen S r by displacing two vertical lines v r 1 and v r 2 to the left and right of b 1 the solution given by SS will change according to the following weights given to the elements of S, where S 1 , S 2 and S 3 are as depicted in Figure 7 b) :
• Blue points in S 1 , S 2 , and S 3 have weight 0, −1 and 0 respectively.
• Red points in S 1 , S 2 , and S 3 have weight 1, 0, and 1 respectively.
As we did for the corner type solution, we now use a MCS-Tree to obtain the optimal positions of v r 1 and v r 2 , and dynamically maintain our MCS-Tree as we slide h b 2 down. Computing a disjoint-type solution is straightforward. It can be solved in O(n log n) time. We omit the details. We then have:
Theorem 4.1 A solution for the EIEB-problem can be found in O(n 2 log n) time and O(n) space.
The 3-chromatic planar case with three disjoint boxes
In this section we study the following problem as an extension of EIEB-Problem:
The Disjoint 3-Chromatic Enclosing Boxes (DTEB-Problem): Let S be a point set on the plane in general position such that its elements are colored red, blue or green. Find three isothetic pairwise disjoint rectangles B, R and G such that |Blue(B)| + |Red(R)| + |Green(G)| is maximum.
In this section we prove:
Theorem 5.1 A Solution to the DTEB-Problem can be found in O(n log n) time and O(n) space.
We observe first that given any three disjoint isothetic rectangles B, R and G we can always find two isothetic lines l 1 and l 2 such that for any pair of elements of {R, B, G} at least one of l 1 or l 2 separates them. Moreover l 1 and l 2 are parallel or perpendicular, see Figure 8 . We solve the two cases separately.
Case 1:
We show first how to solve the first case by reducing it to the longest increasing subsequence problem [12] , that is given a sequence {x 1 , . . . , x n } of numbers find a largest subset of indexes
It is well known that this problem can be solved in O(n log n) time, in fact the instance we have to solve here can be solved in linear time, as it involves a sequence whose elements have value 1, 2, or 3. Suppose first that l 1 and l 2 are vertical and that B, R, and G form an optimal solution. We have to consider 3 cases for the relative positions of B, R, and G with respect to l 1 and l 2 . Suppose that B is to the left of l 1 , R lies between l 1 and l 2 , and G is to the right of l 2 as shown in Figure 8 b) , the remaining two cases are solved in a similar way.
Assign to all points colored blue weight 1, to those colored red weight 2, and to all the green points weight 3. Project al the points in S to the x-axis obtaining a sequence Σ of 1's, 2's and 3's. Observe that all the blue, red and green elements contained in R, B, and G respectively when projected to the x-axis will induce an increasing subsequence of Σ, and thus our result follows.
Case 2: Suppose again without loss of generality that the relative positions of l 1 , l 2 , R, B, and G are as shown in 8 b). We now show how to solve this case using dynamic binary trees.
Suppose that we have a balanced binary tree T such that its set of leaves S = {x 1 , . . . , x n } are colored red, blue, and black. Given an index i, 1 ≤ i ≤ n, let R(i) (resp. B(i)) be the number of red elements x j with j ≤ i (resp. blue x j 's with j ≥ i). Our objective is to store information on the vertices of T such that the following problem, which we call the Maximim Sum Problem, for short the M S − problem can be solved dynamically in O(log n) time:
MS-problem: Find an index i that maximizes R(i) + B(i).
At each point in time, a red or blue point can change color to black.
As we did in Section 3.1, for every internal node p of T let I(p) = [x lp , . . . , x up ] be the interval of S formed by the descendants of p in T . If p = x j for some j, I p = [x j ]. For an index i, l p ≤ i ≤ u p , let R p (i) and B p (i) be respectively the number of red x j 's such that l p ≤ j ≤ i, and the number of blue points x k with i ≤ k ≤ u p . We define I R (p) and I B (p) to be the number of red and blue points in I(p).
At every node p of T we will store the following information:
If w is an internal node of T whose left and right children are p and q respectively, it is easy to see that i w is either i p or i q according to the following criteria: If
It follows immediately that using a bottom up traversal of T , we can calculate the values I R (p), I B (p), i p , R(i p ), and B(i p ) for all nodes of T in linear time. Moreover it is straightforward to see that if a red or blue point x i of T is re-colored black, then we can update T in log n time by traversing a path from x i to the root of T , and that if root is the root vertex of T , R(i root )+B(i root ) is the solution the M S − problem.
We are now ready to solve Case 2.
Suppose that the elements of S are {x 1 , . . . , x n } such that if i < j, the y-coordinate of x i is smaller than that of x j . Take a copy S of S and re-color all the green elements of S black.
Construct a binary tree T as described above such that the elements of S are the leafs of T . R(i root ) + B(i root ) is the optimal solution for which the green box contains no points.
We now perform a plane sweep of l 1 from left to right such that initially all the elements of S are to the right of l 1 , at the end all the elements of S are to the left of l 1 . Each time l 1 meets a point in S we change the color of its corresponding copy in S to black. We now update T , and calculate the number of green, red and blue points enclosed in the corresponding boxes G, R, and B, keeping the maximum value attained thus far. For any position of l 1 during our line sweep, the optimal position of l 2 is now given by the index i root of T . Theorem 5.1 follows.
Conclusions and open problems
We have shown that the EIEB-problem for bicolored point sets on the plane can be solved in O(n 2 log n) time, and linear space. To solve it, we developed a dynamic data structure that allows us to maintain the solution to Bentley's maximum consecutive sum problem in O(log n) each time an element of the sequence changes value. The data structure can be obtained in linear time.
It is relatively east to see that the generalization of the EIEB-problem in IR 3 can be reduced to O(n 2 ) instances of the EIEB-problem on the plane by using projections of the bicolored point set on the plane, e.g. see Figure 9 , thus obtaining an O(n 4 log n) and O(n) space algorithm . It would be interesting to try to improve on this solution. 
