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IPTV や Video On Demand、ライブ配信などインターネットを利用した動画配信サービス
が普及し、様々な動画を視聴できる環境が整ってきている。Cisco による年次予測では、イン
ターネットトラヒックに占める動画の割合は 2020 年には 82%に達すると予測されている[1]。
動画トラヒックの増加は、上で述べた動画配信サービスの普及による動画視聴者数や視聴回
数の増加や、動画自体の高解像度化といった品質向上が要因として挙げられる。 
また動画配信に利用される技術も変化してきており、従来は Real-time Transport Protocol
と Real-time Transport Control Protocol を利用したストリーミングが主に使われていたが、




動画ファイルに分割され、各セグメントを Contents Delivery Network (CDN)のキャッシュ
サーバへコピーし、ユーザは最寄りのキャッシュサーバから動画を受信することによって配
信サーバの負荷分散や動画再生の遅延を削減することができる。HTTP を利用した ABR 
streaming の規格としては、Apple が開発した HTTP Live Streaming (HLS)と国際標準規格
である MPEG-DASH (Dynamic Adaptive Streaming over HTTP)が主に利用されている。 
インターネットを利用した動画視聴の普及や動画配信技術の進歩に加え、Social 









Media Synchronization (IDMS)と呼ぶ[2]。 
IDMS を実現させるための取り組みも多く行われている。文献[3]では標準化組織である
IETF において、RTCP を用いた IDMS の実現方法の標準化を提唱している。これはユーザ
の視聴位置等の情報を同期サーバに伝える RTCP XR IDMS Report Block と同期サーバから
ユーザへ、同期の基準となるタイムスタンプを通知する IDMS Settings Packet の規格を示
し、これらを利用したユーザ間の同期手順を提案するものである。この他にも RTP/RTCP を
対象とした研究は多くある[4][5][6]。しかし現在の動画配信サービスでは HTTP を利用した


















したものであり、結果としては 2 秒ずれがあると 8 割程度にユーザが気付き、また 4 秒ずれ




をもとにずれの基準値を 4 秒として設定する。 









結果を示す。第 4 章では再生同期を行う提案方式を示し、第 5 章でシミュレーションによる
評価実験の方法及び結果を示す。そして第 6 章で結論を述べる。  
3 
第2章	 ライブ配信環境の概要 









ァイルを生成し、ビットレートの情報を Manifest File に記録しておく。動画の再生クライア
ントでははじめに Manifest File をダウンロードし、その中から適切なビットレートを選択
して動画をリクエストし、動画再生を開始する。その後クライアントは動画リクエストの
Round Trip Time (RTT)や受信データのバッファ容量等を見ることで、ユーザの視聴環境の
変化を監視し、適切なビットレートの選択を繰り返していく。 
HTTP を利用した ABR streaming の規格である HLS や MPEG-DASH では、複数のビッ
トレートに変換された動画ファイルを、さらにセグメントと呼ばれる数秒単位の動画ファイ
ルに分割する。HLS や MPEG-DASH での Manifest File はビットレートの種類や各セグメ
ントにアクセスするための URL、1 セグメントあたりの再生時間等が記録されている。再生
クライントは Manifest File を参照して 1 セグメントごとに HTTP リクエストを送信し、動
画ファイルを繰り返しダウンロードしていくような形で動画再生を行っていく。また HLS や
MPEG-DASH は Web ブラウザの標準としてサポートされているため、専用のアプリケーシ
ョンやプラグイン等を利用せず、HTML 5 の video 要素を利用して動画を再生することが可
能である。 
 
2.1.1 ライブ配信における ABR streaming 
VOD のように既に動画コンテンツが存在している場合であれば、動画の変換やセグメント
分割は一度行えばよい。したがって Manifest File にも変更はなく、再生クライアントは最初
にダウンロードした Manifest File を参照して動画の最後まで再生し続けることが可能であ
る。しかしライブ配信の場合、常に新しいセグメントが生成されていき、また古いセグメン
トは必要無くなっていくため、Manifest File も新しいセグメントの情報を追加し、古いセグ
メントの情報を削除していく。したがって再生クライアントも最初に Manifest File をダウ
ンロードするだけではなく、その後も定期的に Manifest File をダウンロードし、新しいセグ
メントが追加されているかを確認する必要がある。 
 







































説する。その後実験 1、実験 2 の条件及び結果を述べる。 
3.1 実験方法 
実験環境の概要を図 1に示す。計測は動画配信サービスであるYouTube Liveを利用した。
YouTube Live は YouTube が運営しているライブ配信サービスであり、MPEG-DASH を用い
て動画配信をしている。そして通信環境や地理的位置がそれぞれ異なる複数ユーザが、再生
クライアントを利用して同一のライブストリーミングを視聴した際の再生状況を計測する。
また実験にあたってユーザから YouTube Live への通信経路やキャッシュサーバ等の利用状
況は不明であるものとして計測を行った。 
 
図 1. 計測実験環境 
3.2 計測システム 
図 2 に計測実験に使用した計測システム及び、計測の流れを示す。ユーザは Web ブラウ
ザを動画再生のクライアントとして利用している状況であり、計測システムはユーザブラウ
ザにインストールする計測ツールと、計測ツールが取得した再生状況を収集・保存する収集
サーバによって構成される。計測ツールは Google Chrome の拡張機能として実装したため、












図 2 計測システムの構成と計測の流れ 
 
3.2.1 計測ツール 
計測実験では実際のライブ配信サービスとして YouTube Live を利用するため、動画配信
サーバの情報やネットワーク情報は取得できない。また動画の再生ページに計測のための機
能を追加することもできない。そのため配信側のページを変更することなくユーザの再生状
況を取得する必要があり、今回は Google Chrome の拡張機能として計測ツールを実装した。 
計測ツールは再生ページにアクセスしたときに有効になり、再生ページから video 要素を
探索する。video 要素が見つかった場合、その video 要素に対して timeupdate イベントが発





画に関する情報は video 要素から取得し、リクエストの RTT や発着 IP アドレス等のネット
ワークに関する情報は Chrome 拡張機能の API を利用して取得した。また計測実験 1 では動








表 1. 計測ツールで取得する再生情報 
情報 取得元 (情報名) 備考 
動画の再生位置 video 要素 (currentTime)  
再生情報の取得時刻 JavaScript (Date.now())  
バッファリング範囲 
(先頭・末尾) 
video 要素 (buffered start/end) 実験 2 
のみ取得 




API (chrome.devtools.network.onRequestFinished) 実験 2 
のみ取得 
リクエストの 
発着 IP アドレス 
API (chrome.webRequest.onCompeleted) 実験 2 
のみ取得 
 
3.3 実験 1 
3.3.1 実験条件 
通信環境や地理的位置が異なる 5 種類のクライアントを利用して YouTube Live の同一の
ライブストリーミングを視聴した際の再生情報を 2 日間(2015/11/9 ~ 2015/11/11)計測した。






表 2. 実験 1 での計測クライアント 
No. 通信環境 計測場所 
1 有線 (学内ネットワーク) 筑波大学 
2 有線 (家庭用ネットワーク) つくば 
3 有線 (家庭用ネットワーク) 東京 
4 無線 (家庭用ネットワーク) 東京 
5 モバイルルータ 東京 
 
3.3.2 実験結果 
図 3 に 2 日間の再生位置のずれの変化を示す。ここでの再生位置のずれとは、同時に視聴
しているユーザのうち最も進んでいる(最新に近い)ユーザの再生位置と最も遅れているユー
ザの再生位置の差を示したものである。破線が再生同期の基準値である 4 秒を示しており、




ユーザ間にずれが生じた時点での様子を図 4、図 5、図 6 に示す。これらの図はユーザ間の
ずれが発生した時点の前後 1 分半(計 3 分間)のユーザの再生位置の推移であり、1 本の実線が
１人のユーザを示している。図 4 はユーザ 1 とユーザ 5 が同時に視聴している状況であり、
最初に時点では、ほぼずれが無い状態である。しかし 29 分 20 秒あたりでユーザ 5 の再生が
停止し、その状態が 1 分程度続いた後再生が再開された。そのため停止せずに動画が再生さ
れていたユーザ 1 との間に約 1 分の差ができてしまうという状況が確認できた。また図 5 も
再生が停止したことによって再生位置のずれが発生する状況であるが、どのユーザも再生の
停止と再開を繰り返しており、頻繁に差の拡大・縮小が起きていることがわかる。図 6 では
ユーザ 1 とユーザ 4 が再生している状況で、新たにユーザ 2 が視聴を開始するという状況で





図 3. 計測実験 1 における再生位置のずれ 
 
3.3.3 まとめ 











図 4. 実験 1: 再生位置のずれ 発生時の様子(1) 
 
 




図 6. 実験 1: 再生位置のずれ 発生時の様子(3) 
 
3.4 実験 2 
3.4.1 実験条件 
実験 2 では再生停止時のより詳細な状況を調査するため、表 1 に示した通り、取得する情








5 日間の計測において 193 個の相異なる発 IP アドレスを取得した。これは YouTube Live
が CDN を利用して動画を配信しており、これらの CDN のキャッシュサーバのうち 193 個
に接続した状況であると推定できる。また GeoIP[16]によってそれぞれの IP アドレスを検索
した結果(表 3)、これらのキャッシュサーバのうち、そのほとんどが Google 管理下のアドレ
スであることがわかり、その中でも IP アドレスによって 4 グループに分けられることがわ
かった。またその他の IP アドレスとしては学術情報ネットワークである SINET[17]の IP ア
ドレスのものが一つ、フランスの原子力・代替エネルギー庁の IP アドレスが 2 つ確認でき
11 
た。このことから YouTube Live では Google が運用している CDN を利用していることが考
えられる。また表 4 に示す各ユーザの接続サーバの比率から、筑波大学、立命館大学、京都
大学、広島大学では SINET の IP アドレスへの接続比率が 99%以上であり、またそれ以外の
場合、日本では Google のグループ 1 にあたる IP アドレスからの配信が 7 割以上となってお
り次いでグループ 2、グループ 4 の比率が高くなっている。フランスでは原子力・代替エネ
ルギー庁管理下からの配信が 6 割、グループ 2 からの配信が 3 割であることがわかった。 
 
表 3. 取得 IP アドレスの内訳 
No. 管理者 IP アドレス取得数 
1 Google(グループ 1: 173.194.0.0/16) 126 
2 Google(グループ 2: 74.125.0.0/16) 98 
3 Google(グループ 3: 208.117.0.0/16) 49 
4 Google(グループ 4: 209.85.0.0/16) 10 
5 情報・システム研究機構(SINET) 1 
6 原子力・代替エネルギー庁(フランス) 2 
7 不明 7 
 
 
表 4.	 接続サーバの比率 
クライアント 1 位 2 位 3 位 
つくば グループ 1 (70.6%) グループ 2 (24.8%) グループ 4 (4.6%) 
筑波大学 SINET (99.3%) グループ 1 (0.7%) グループ 2 (0.0%) 
東京 
(家庭) グループ 1 (88.9%) グループ 2 (9.4%) グループ 4 (1.7%) 
東京 
(モバイル) グループ 1 (76.7%) グループ 4 (11.9%) グループ 2 (11.4%) 
立命館大学 SINET (99.0%) グループ 2 (0.8%) グループ 1 (0.2%) 
京都大学 SINET (99.0%) グループ 2 (0.9%) グループ 1 (0.0%) 
広島大学 SINET (99.1%) グループ 2 (0.9%) グループ 1 (0.0%) 
フランス 原子力・代替 
エネルギー庁 (62.5%) グループ 2 (31.0%) グループ 1 (6.5%) 
 
キャッシュサーバへの接続について 












の様子を図 7、図 8 に示す。この図は 5 分間の様子であり、再生位置とバッファリングの終
端位置(バッファ位置)、リクエストの RTT を示している。正常時の場合、再生位置とバッフ
ァ位置の間に常に余裕があり RTT も低くなっている。対して停止時の場合は、56 分程から





表 5.  バッファ不足による再生停止の比率 
計測位置 再生停止回数 バッファ不足回数 比率[%] 
つくば 25 24 96 
筑波大学 16 16 100 
東京 
(家庭) 10 10 100 
東京 
(モバイル) 15 14 93.33 
立命館大学 35 25 71.4 
京都大学 24 23 95.83 
広島大学 23 21 91.30 
フランス 31 31 100 
 
 









状況が以下の 2 パターンであることを確認した。 
 
 1. 停止したクライアントが全て同一のキャッシュサーバに接続している場合 
 2. 停止したクライアントがそれぞれ異なるキャッシュサーバに接続している場合 
 











図 9. 再生停止の発生時刻と接続ミラーサーバ 
 
 









































































況とサーバの負荷を考慮したコスト式を用いて選択する。コスト式を以下に示す。 cost = 𝛼𝑈𝑚𝑎𝑥 𝐶, 𝑆. + 𝛽𝑅𝑒𝑞𝑢𝑒𝑠𝑡 𝑆.  
ここで C は切り替えを行うクライアントを示し、Si は切り替え候補となるキャッシュサー
バを示している。そして Umax(C, Si)はサーバ Si からクライアント C への最短経路上の最大
リンク使用率を示している。また Request(Si)はサーバ Si の負荷率を示しており、 
























1. 5 秒間の平均リンク使用率が 80%超えるリンクが存在 
または 
5 秒間の平均受信リクエスト数をもとに計算した負荷率が 80%を超えるサーバが存在 
2. 前回サーバを起動してから 5 秒以上経過している 
起動するキャッシュサーバは以下のようにして決定する 
1. 全てのコアルータ間リンクを調査し、以下の値が最も大きくなるリンクを探索する 
l 上り側のルータのサーバが起動している場合:  
	 	 0. 5	×リンク使用率 + 0.5×サーバ負荷率 




























l クライアントの再生位置 – 同期グループの平均再生位置 > 2 秒: 
同期グループ内において、再生位置が進んでいるため、再生速度を 0.9 倍にする 
l クライアントの再生位置 – 同期グループの平均再生位置 < −2 秒: 
同期グループ内において、再生位置が遅れているため、再生速度を 1.1 倍にする 
l 既に再生速度が変更されている場合: 










レーションを行った。シミュレーションに使用したトポロジである Palmetto を図 12 に示
す。このトポロジは米国の ISP である Spirit Communications によって実際に運用されてい




図 12. Palmetto 
その他のシミュレーション条件を表 6 に示す。ユーザのバッファサイズやリクエストのタ
イムアウト時間、1 セグメントあたりの再生時間やファイル容量は YouTube Live での計測で
取得した値をもとにシミュレーション規模に合わせてスケーリングしたものである。また、
サーバのリクエスト処理能力及びリクエストキュー長は実際にラップトップ上で Web サー
バとして Apache httpd を起動し、ベンチマークを行った結果をもとに設定している。 
 
表 6. シミュレーション条件 
条件名 値 
シミュレーション時間 100 秒 
コアルータ間リンクのリンク帯域 100Mbps 
コアルータの送信キュー長 1000 パケット 
ユーザ数 2250 (１コアルータあたり 50 ユーザ) 
20 
ユーザの再生開始時間 シミュレーション開始後 10-20 秒(ランダム) 
1 グループあたりのユーザ数 10 ユーザ 
グループ数 67 (全ユーザの 3 割がグループに所属) 
ユーザがバッファするセグメント数 最大 3 セグメント 
リクエストのタイムアウト時間 4 秒 
1 セグメントの再生時間 4 秒 
1 セグメントのファイル容量 100k Byte 
1 セグメントのパケット数 68 パケット(1 パケット 1500Byte) 
サーバのリクエスト処理能力 200 リクエスト / 秒 
サーバのリクエストキュー長 100 リクエスト 
コントローラの情報取得間隔 1 秒 
コーディネータの情報取得間隔 1 秒 
 
また、シミュレーションでは動画配信以外のネットワーク負荷を模擬するために背景負荷
を設定した。背景負荷は正弦波によるモデルとして、以下のように求めた。 𝑇𝑟𝑎𝑓𝑓𝑖𝑐 = 𝐵 + 𝑉×sin	(𝑡 + 𝜃.) 
ここで B は基準となるトラヒック容量であり、V が変動するトラヒック容量を示す。そし








5.2 実験 1: サーバの動的切り替え 
実験 1 ではネットワーク制御としてサーバの動的切り替えのみを行う場合の評価をする。
実験はサーバ切り替えを行なわない場合と行った場合との結果を比較する。サーバの起動数
は 5 台とし、ランダムで選択した。図 13 にサーバの配置を示す。ランダム選択の結果、9, 
16, 19, 24, 26 のサーバが起動されるノードとして選択された。また各リンクの太さはユーザ
が最短ホップ数のサーバに接続した場合に通ると推測されるトラヒック量をおおまかに示し
たものであり、線が太くなるほど、多くのトラヒックが通過することを示す。背景負荷とし
ては基準トラフィック容量を 20Mbps、変動トラフィック容量を 20Mbps とし、各リンクの
初期位相をランダムで設定した。また実験結果は、定常状態になってからの情報を見るため
に、シミュレーション開始後 30 秒から 100 秒までのデータのみを対象とする。 
シミュレーション終了時のクライアントごとの総再送回数を、切り替え無しの場合を図 14
に、有りの場合を図 15 に示す。結果より、全体の総再送回数は切り替え無しで 7223 回なの
に対し、切り替え有りでは 1357 回と大幅に再送回数を削減することができた。また、再送が




図 13. サーバ配置(実験 1) 
 
図 14. クライアント別 総再送回数(サーバ切り替え無し) 
 







































































































































































































































































































































































































































































































図 16. 接続サーバごとの累積再送回数 (切り替え無し) 
 
 












































18)の場合、9 – 5 リンクと 16 – 14 リンクにおいて、リンク使用率が長期間 100%近くになっ
ており、この輻輳リンクでパケットドロップが発生するため、コアルータ 9 及びコアルータ
16 に設置されているサーバの再送回数が高くなったと考えられる。また、コアルータ 26 に
設置されているサーバに関しては、26 – 12 リンクと 26 – 31 リンクの二方向から同程度のリ
クエストをしていたため、パケットドロップが発生するようなリンク輻輳が発生せず、再送
回数が少なくなったと考えられる。次に切り替え有りの場合のリンク使用率の推移を図 19
に示す。切り替え無しの場合で長時間輻輳していた 9 – 5 リンク及び 16 – 14 リンクは 100%
に達することはあるが、長時間の輻輳は見られなかった。また、切り替え無しの場合では輻
輳していなかった 0 – 1 リンクの輻輳が確認できた。これは、コアルータ 9 の近くにいるユ




図 18. 輻輳リンクのリンク使用率 (切り替え無し) 
 
図 19. 輻輳リンクのリンク使用率 (切り替え有り) 
最後にユーザ間の再生同期について、グループごとの再生位置の差を、切り替え無しの場



































































図 20. グループ内の再生位置の差 (切り替え無し) 
 
 































































がある。実験 2 では、実験 1 とは異なるサーバ配置によってサーバ切り替えのみでは再生状
況が改善できないことを示し、その後サーバ起動制御によって、再生状況が改善されること
を示す。 
実験 2 での初期サーバ配置を図 22 に示す。実験 1 でのサーバ配置(図 13)はサーバ同士が
比較的分散して配置されていたのに対し、実験 2 でのサーバ配置はコアルータ 11, 23, 24, 25, 
31 とサーバ同士が近くに集中している配置となっている。 
 
図 22. サーバ配置(実験 2) 
また、実験 1 と同様に背景負荷としては基準トラフィック容量を 20Mbps、変動トラフィ
ック容量を 20Mbps とし、各リンクの初期位相をランダムで設定した。またシミュレーショ
ン開始後 30 秒経過するまではサーバ起動は行われないものとした。 
サーバ切り替えのみでのシミュレーション結果として、クライアントごとの総再送回数を
図 23 に、接続サーバごとの再送回数の推移を図 24 に示す。全再送回数は 13637 回で、再
送が発生したクライアントの平均再送回数は 8.7 回であった。図 24 より、シミュレーショ
ン終了時まで、常に再送が発生し、サーバ切り替えによって負荷が軽減できていないことが




図 23. クライアントごとの総再送回数 (サーバ起動無し) 
 
 
図 24. 接続サーバごとの累積再送回数 (サーバ起動無し) 
 




































































































































































































































































































を図 26 に示す。全再送回数は 5321 回であり、サーバ起動無しの場合の約 4 割まで減少し
た。また再送が発生したクライアントの平均再送回数は 3.8 回であった。次にリンク使用率





図 26. クライアントごとの総再送回数 (サーバ起動有り) 
 



























































































































































































































































































表 7. サーバ起動/停止の様子 
シミュレーション時間 起動サーバ 停止サーバ 
30 12 25 
35 1 12 
40 6 1 
45 5 11 
50 13 23 
55 0 6 
60 34 0 
68 33 34 
76 11 33 
83 34 11 
88 35 34 
97 0 35 
 
 











図 29. グループ内の再生位置の差 (サーバ起動無し) 
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