A class of exact solutions of the Navier-Stokes equations is derived. Each of them represents the velocity field v = U + u of a thin vortical layer (a planar jet) under a uniform strain velocity field U in three-dimensional infinite space, and provides a simple flow model in which nonlinear coupling between small eddies plays a key role in small-scale vortex dynamics. The small-scale structure of the velocity field is studied by numerically analysing the Fourier spectrum of u. It is shown that the Fourier spectrum of u falls off exponentially with wavenumber k for large k. The Taylor expansion in powers of the coordinate (say y) in the direction perpendicular to the vortical layer suggests that the solution may be well approximated by a function with certain poles in the complex y-plane. The Fourier spectrum based on the singularities is in good agreement with that obtained numerically, where the exponential decay rate is given by the distance of the poles from the real axis of y.
Introduction
In various flows, the vorticity is often confined to thin vortical layers. In order to get some insight into the fine-scale structure of such layers, let us consider the velocity field of an incompressible fluid of unit density under a uniform strain represented by v(x, y, z, t) = (ax, by, cz) + u(x, y, t), (1.1)
where a, b and c are constants satisfying a + b + c = 0 and the z-component of u is zero, i.e. u = (u, v, 0) , so that the vorticity is given by ω ≡ rotv = (0, 0, ω(x, y, t) ).
In terms of the stream function ψ and the vorticity ω = −∆ψ, the Navier-Stokes equations may be casted into the form It is not difficult to derive exact steady solutions of (1.2) for a = b < 0 or a < 0, b = 0 (or a = 0, b < 0)(see e.g. Saffman 1992 ). The axisymmetric solution for a = b < 0 is sometimes referred as Burgers vortex tube, and the one-dimensional one, i.e. ω = ω(x) (ω = ω(y)) for a < 0, b = 0 (a = 0, b < 0), as Burgers vortex layer. Turbulence models in an infinite space. In § 2, we reduce (1.2) to a one-dimensional ordinary differential equation, which is nonlinear and can be characterized by the ratioĉ = c/|b|. In § 3, it is shown numerically that for each value ofĉ, there exist a solution which represents a well-localized vortical layer (a thin planar jet). Here we use the term 'well-localized' to express the solutions whose vorticities decay as fast as exponentially for |y| 1. The Fourier spectra of the solutions are shown in § 4 to fall off exponentially with the wavenumber k for large k, in contrast to (1.4). Regarding exponential spectra, the relationship between singularities off the real time axis and exponential frequency spectra in model equations has been identified by Frisch & Morf (1981) . The analysis in § 5 clarifies the relation between singularities off the real y-axis and exponential wavenumber spectra of the steady solution of the Navier-Stokes equation. The evolution of a perturbation to the steady planar jet solution and a nonlinear coupling between a vortex layer and a planar jet are solved numerically in § 6. It is suggested that the stability depends on the imposed strain rates through the ratioĉ, and shown that the spectrum of the time-dependent nonlinearly coupled vortex layer falls off exponentially with respect to the wavenumber k for large k, while that of uncoupled vortex layer falls off like Gaussian for large k. Section 7 is devoted to the conclusions and discussion.
Reduced equations representing thin vortical layers
We consider here a thin vortical layer represented by (1.1). We assume that the layer is being kept thin in the y-direction under the balance between the diffusion of vorticity and the convection of the vortex lines towards the y = 0 plane as well as the stretching in the z-direction by the imposed strain; this convection and stretching imply b < 0 and c > 0 in (1.2), respectively. Note that in this case, the rate of strain in the third (x)-direction is compressive for c/|b|(≡ĉ) > 1, while it is stretching for c < 1. (Figure 1) In terms of the non-dimensional variables defined by x = (ν/|b|) 1/2x , y = (ν/|b|) 1/2ŷ , t = (1/|b|)t, ψ(x, y, t) = νψ (x,ŷ,t) and ω(x, y, t) = |b|ω(x,ŷ,t),
(1.2) may be written in the following non-dimensional form:
1) where∆ = (∂/∂x) 2 + (∂/∂ŷ) 2 and we have used b < 0 andâ +ĉ ≡ a/|b| + c/|b| = −b/|b| = 1. We shall omit the hats in the following for the ease of writing.
If the characteristic length scale in the x-direction is much larger than that in the y-direction, then it is tempting to expand the stream function in powers of x as ψ(x, y, t) = g(y, t) + xf(y, t) + · · · , (2.2) which gives ω(x, y, t) = −g (y, t) − xf (y, t) + · · · .
Here the prime denotes the differentiation with respect to y. The boundary conditions for g and f are to be set by taking into account the flow condition at the outer edge of the vortical layer. We require here that the flow tends to ((1 − c)x, −y, cz) (i.e. (ax, by, cz) in the dimensional form) at the outer edge of the layer, i.e.
4) as |y| → ∞, which respectively imply
as |y| → ∞ with |x| being finite. Note that condition (2.4) admits not only solutions for which |v| = O(|y| 0 ) for large |y| but also solutions for which |v| is smaller in amplitude than the linear imposed strain but unbounded for large |y|. It is possible to exclude such unbounded or non-localized solutions by imposing exponential decay of |f | as |y| → ∞, instead of (2.4). In fact, it will be shown in § 3 that such a well-localized solution may be found for each value of c (> 0).
A class of exact solutions of (2.1) satisfying the above boundary conditions can be obtained by retaining only the g-and f-terms and discarding the other terms in (2.2). In fact, it is shown that (2.1) is satisfied by (2.2) with only the g-and f-terms retained, provided that
and
The simplest class of exact solutions in the context of using the expansion (2.2) is obtained by substituting f = 0, which is a solution of (2.6), into (2.5). For a steady state, it gives (yg ) + (c − 1)g + g iv = 0. (2.7) This equation can be solved analytically, and the solution may be in general expressed in terms of confluent hypergeometric functions. For c = 1, the solution is particularly simple, and under the boundary condition (2.3) it represents the Burgers vortex layer:
where ω 0 is an arbitrary constant. This solution incorporates three fundamental features of vortex dynamics, i.e. stretching, convection and viscous diffusion of vorticity. However, (2.7) is linear in g, and its solution cannot represent the nonlinear selfinteraction between the small eddies. It is also shown from (2.7) that the spectrum defined by
at high |k|. Thus the solution of (2.7) cannot explain the exponential fall off of the energy spectrum at high |k|, and it is necessary to keep the f-term in (2.2) for deriving solutions that can represent the nonlinear self-interaction between small eddies. A simple class of exact solutions that represent the nonlinear interaction may be derived by retaining only the f-term instead of g-term in (2.2), i.e. by putting ψ(y, t) = xf(y, t), (2.8) which gives u = xf (y, t), v = −f(y, t) and ω = −xf (y). Equation (2.6) is independent of g, and in the following we analyse the solution of (2.6) subject to the boundary condition (2.4). The solutions obtained by retaining the g-term as well as f-term will be discussed in § 6.
In terms of F defined by F(y, t) = −y − f(y, t), (2.6) and (2.4) may be written as
(2.10) Integrating (2.9) once with respect to y gives (2.11) where the integration constant has been determined by the boundary condition at y → ±∞. The steady exact solutions F(y) may be therefore obtained from It may be worthwhile to note that when c = 0, (2.12) is reduced to the equation first derived by Falkner & Skan (1931) in the study of boundary layer equations. The equation with c = 0 is also known to represent steady two-dimensional flow towards a stagnation point on a rigid boundary placed at y = 0 (see e.g. Batchelor 1967 ).
Steady solution representing a planar jet in a strain field
The solution of (2.12) satisfying the boundary condition (2.10) may be obtained numerically by using a shooting method regarding F(0), F (0) and F (0) as adjustable parameters; they are to be adjusted in such a way that F satisfies F(y) → −y as |y| → ∞. In this section, we confine ourselves to the antisymmetric, i.e. odd, solutions satisfying F(−y) = −F(y), for the sake of simplicity. It is readily shown that the antisymmetry is compatible with (2.12). Since F(0) = F (0) = 0 for any odd function F, the only remaining parameter to be determined is F (0). For the numerical integration of (2.12), we used a fourth-order Runge-Kutta method with ∆y = 0.001, and in practice, we used the criterion that the boundary condition (2.10) may be regarded to be satisfied if |F (20.0) − (−1)| < 1. In table 1, the values of F (0) thus obtained for = 10 −7 are listed for each value of c. (The reason why the number of significant figures is not the same in the table will be given at the end of this section.) Our experience in the numerical computation suggests (i) the value of F (0) for which the above criterion is met depends on c almost linearly (as will be seen in figure 8), (ii) for a fixed c, the dependence of F (20.0) on F (0) also looks almost linear, when the value of F (0) is close to the one listed in table 1. We can therefore obtain the values of F (0) in table 1 in a systematic way. Further detailed computations suggest that this is also the case for values of less than 10 −7 . Since (1.1), (1.3) and (2.8) give u(x, y) = (u, v, 0) = (xf (y), −f(y), 0) and ω(x, y) = −xf (y), the plots of the numerical solutions, (a) −f(y), (b) f (y) and (c) −f (y), in figure 2 give the profiles of (a) v, (b) u/x and (c) ω/x as functions of y, respectively. Remember that f(y) is assumed to be an odd function of y so that f and f are even and odd functions, respectively. The vorticity ω(x, y) under consideration therefore has the following symmetry:
The solution, therefore, represents a vortex quadrapole in the linear imposed strain. As shown in figure 2(b), the flow field is an outward planar jet for c > 1.5 and an inward jet for c < 1.5 superposed on the linear strain field for each c (see also figure 1 ). Figure 2(b) and 2(c) suggest that the vorticities are well-localized and that u and ω have finite supports in y outside which they are negligibly small. In order to see this point more clearly and to clarify the relation between the boundary condition (2.10) and the criterion with the different values of ( 1), we study the asymptotic nature of the exact solutions for |y| → ∞ in some detail below.
Asymptotic behaviour of the solution for large |y| According to the boundary condition (2.4), the asymptotic behaviour of the solution of (2.6) for large y at steady state is determined by the following linear equation:
It is readily shown that f = Ae
where A is a constant and λ = 2c − 3. The solution of ( of the steady solution of (2.6).
3) dominates the behaviour of f for large y, so that f ∝ y 2−2c for large y and (2.4) is not satisfied for c < 1. The algebraic growth of |f | for large y contradicts (2.10). On the other hand, however, when A 2 = 0, not only (2.4) but also the boundary condition which requires f to decay exponentially as |y| → ∞, can be satisfied irrespectively of c (provided that such a solution exists). The solution for which A 2 = 0 and f (−y) = f (y) represents a well-localized planar jet or a vortex quadrapole well-localized in a layer.
In order to find the well-localized solution, we perform numerical computations in the following by using a fourth-order Runge-Kutta algorithm with ∆y = 0.000 01 in 31-digits arithmetic. (As a check to confirm that the results are not affected by the particular choice of the solution method, we also used a Bulirsch-Stoer method (in Press et al. 1988) for the integration; there was no significant difference between the results by the two solution methods.) Figure 3 shows the dependence of the numerical solutions for c = 2 on the value of F (0), where we have used the values of F (0) such that (i) the criteria |F (20) − (−1)| < with = 10 −7 , 10 −12 and 10 −17 are respectively satisfied, (ii) the resulting f (y) are everywhere positive as shown in figure 2(b), and (iii) if each of the last numbers of the significant digits of the F (0) is increased by 1 (e.g. when −1.710 258 is used instead of −1.710 259), then f (y) changes its sign as y increases. By utilizing these properties, we can add significant digits to F (0) systematically. It can be observed in figure 3 that each f with slightly different F (0) behaves like a Gaussian for small y and behaves like |f | ∼ Ay µ for large y, where A is a constant depending on F (0) and µ ≈ 2 − 2c (= −2.0 for c = 2.0), in good agreement with (3.3) with A 2 = 0. It is observed in the figure that the value of A (> 0) is of order used in (i) mentioned above, and also that A is smaller and the range of y where f behaves like a Gaussian is wider for F (0) with more significant digits. Note that the solutions show a good agreement with each other for small |y| where each f behaves like a Gaussian and also that in that region the asymptotic form of f for large y is well approximated by The results show that the behaviour of the numerical solutions for large y is consistent with (3.3). They also suggest that by determining the value of F (0) precisely, we can find for each c a unique (at least locally in the F (0)-space) solution which behaves like (3.3) with A 2 = 0 for large y. Recently an equation similar to (2.12) has been studied in detail by Phillips (1996) in the context of unsteady boundary layers, and it has been shown that to ensure uniqueness, not only must exponential decay be imposed but also whether the flow may or may not reverse must be specified (see also discussion in Brown & Stewartson 1965 and Buckmaster 1973) . For the present problem, as suggested by the process of reducing A 2 , the solution with F(0) = F (0) = 0 seems to be uniquely determined, if we impose exponential decay as boundary condition instead of (2.10) upon the solution of (2.12) for c > 1. In the following section, we shall mainly focus on the solution with well-localized vorticity, obtained by using the specific value of F (0) for each c ∈ (0, 3), and in practice we shall regard the numerical solutions obtained by using e.g. F (0) listed in table 1 as approximations for such 'well-localized' solutions.
Fourier spectrum of the steady velocity field
In this section, we study the fine scale structure of u = (u, v, 0) by analysing its Fourier spectrum. In terms of f or F, we have
where F(y) ∼ −y for large |y|. Since u(x, y)/x does not depend on x, in the rest of this paper we regard u(x, y)/x as u(y).
Let us consider the Fourier transform of u(y)
and writeû asû 2Y -periodic function can be expanded in a Fourier series:
where We have two types of spectrumû(k): one is obtained for 0 < c < 1.5 and the other for c > 1.5. The latter type is rather simpler in behaviour than the former and as will be seen in § 6 the range of c of most interest in this paper is c > 1.5. We therefore begin with the numerical analysis of the latter spectrum.
It can be observed in figure 4 that for large k, say 4 < k (< K), the spectrum falls off exponentially with respect to k. Here K depends on c; e.g. K ≈ 21 for c = 2.0. As shown in § 3, the numerical solutions for c > 1 behave like u(y) ∼ Ay µ for large y, where µ = 2 − 2c and A is a constant whose magnitude is restricted by the criterion specifying the magnitude of u at y = 20, so that R in (4.4) is evaluated to be R(Y , k) ≈ A(2 − 2c)Y 1−2c /k 2 for large k, which may explain the behaviour of the values of ln|û(k)| for k > K in figure 4 .
If we assume that |û(k)| = k γ e −αk+β , α, β and γ can be determined (as functions of k) by solving a system of linear equations, ln|û(k)| = −αk + β + γlnk, with (Y /π)k = p − 1, p, p + 1 for each p = 2, 3, · · ·. Figure 5(a) suggests that the value of α for each c tends asymptotically to a certain constant as k becomes large. The values of α as well as its asymptotic values are smaller for larger c. This fact implies that the small scales are more excited for large c. Note that c is the normalized strain rate in the direction of the vorticity. The asymptotic value of α will be shown in the next section to be closely related to the smallest distance of the singularities of the solution from the real y-axes in the complex y-plane. Figure 5 (b) suggests that the dependence of γ on c becomes weak for large k and that the value of γ tends to a constant asymptotically.
It is seen in figure 6 that the spectrum decays exponentially with an oscillation with respect to k for large k (< K). (It can be observed that value of K for c = 1.0 is especially larger than those for the other values of c. The reason may be because the truncation error R(Y , k) is exactly zero for c = 1; the values of f (y) for c = 1.0 are observed to settle down to a constant for large y, showing a good agreement with the result of the simple analysis for asymptotic behaviour of the solution for large y in § 3, i.e. algebraic decay rate µ = 2 − 2c = 0 for c = 1.) Note that exponential decay rates of the spectra for c ∈ (0, 1.5) show no significant dependence on c. Note also that the spacings between the successive minima are almost the same in each of the wavy curves and that they are larger for larger c within the range (0, 1.5). The behaviour of the above wavy spectra for c ∈ (0, 1.5) as well as that for c ∈ (1.5, 3.0) will be interpreted well in the next section in terms of the singularities of the solution.
Singularities in the complex y-plane
In the previous section, it has been shown that solutions of (1.2) have smallscale structure characterized by the exponential fall-off of the Fourier spectrum with wavenumber k for large k. We investigate in this section the analytic structure of the solution of (2.12) in the complex y-plane. For that purpose, we analyse the Taylor series expansions at y = 0 of the solutions, and study the nature of the singularities which are the nearest to y = 0 in the complex y-plane. We then discuss the relation between the singularities and the Fourier spectrum.
Let the solution of (2.12) be expressed in a Taylor series expansion: Then substitution into (2.12) leads to the following relation among the Taylor coefficients:
n(n − 1)(n − 2)a n = −2c(n − 2)a n−2 + n−3 j=0 (j + 2)(j + 1)a n−j−3 a j+2
The coefficients a n for n > 3 may be determined recursively by (5.2) from any given a 0 , a 1 and a 2 . Since the solutions discussed in §3 are odd functions in y, we put here a 0 = a 2 = 0 and a 1 = F (0), where we use the value of F (0) listed in table 1 for each c. Figure 7 shows the comparison of F (y) obtained in § 3 for c = 2 with that of
a n y n , with N = 50, 100, 150 or 200, where a n are numerical solutions of (5.2) with c = 2 and a 0 = a 2 = 0, a 1 = −1.710 259. It can be observed that the numerical solutions agree well for |y| < A (N) , in spite of the difference of the solution method, where A
is the value of y at which |F (y) (N) | shows a rapid growth. The N-dependence of A (N) observed in figure 7 suggest that there exists a limit A (∞) . This implies that A (∞) , which depends on c, gives the radius of convergence of Taylor series expansion (5.1) and there exist singularities on the circle defined by |y| = A (∞) in the complex y-plane. The singularities, which are expected to be on the circle of convergence, may be characterized by numerically analysing the dependence of a n on n. The analysis suggests that for large j, (i) |a 2j−1 | ∼ e −pj+q , irrespectively of c, where p and q may be estimated by using a least-square fitting to the data ln|a 2j−1 |,
(ii) (−1) j a 2j−1 /e −pj+q ∼ 1 for c > 1.5 and (−1) j a 2j−1 /e −pj+q ≈ C cos(2Θj) for 0 < c < 1.5 with C and Θ being constants. (As readily shown inductively from (5.2), a 2j for j > 1 are all zeros if a 0 = a 2 = 0, which confirms that F is an odd function of y when F(0) = F (0) = 0.) It may be interesting to note that the remarkable change of the behaviour of the Taylor coefficients as well as that of Fourier spectrum observed in the previous section occurs at c = 1.5. Since the behaviour of the Taylor coefficients as mentioned above suggests that F(y) has poles of order 1 at y = ±ie p/2 for c ∈ (1.5, 3.0), and at y = ±ξ, ±ξ * for c ∈ (0, 1.5), respectively, where ξ ≡ e p/2 e i(π/2−Θ) and asterisk denotes the complex conjugate. These singularities, i.e. poles of order 1, are consistent with the following simple analysis based on (2.12). Let us assume that a solution of (2.12) can be expressed locally as F(y) ∼ B(y − y 0 ) λ (5.5) near a singularity y = y 0 , where Re(λ) < 0 and B are constants to be determined. Substituting (5.5) into (2.12) and keeping only the dominant terms near y = y 0 gives λ = −1 and B = −6, and shows that −F and FF − F 2 balance each other there. The location y 0 of the singularity is to be determined by the equation and the boundary condition. Note that the balance of the terms −F and FF − F 2 in (2.12) can be regarded as the balance of the viscosity and the nonlinear terms in (1.2).
From (5.3) and (5.4), e p/2 may be understood as the radius of convergence of the corresponding Taylor series. It follows that the distances (from the real y-axes) of the poles which are nearest to y = 0 are e p/2 for c > 1.5 and e p/2 cos Θ for 0 < c < 1.5. The value of Θ may be easily estimated numerically by substituting y = e p/2 e iθ into e.g. |F(y) respectively, where ϕ a (y) and ϕ b (y) may be regarded as the terms due to nondominant singularities. By evaluating the residue of u(y)e −iky at the singularities that are in Im(y) < 0 and given by (5.6) and (5.7), we obtain the following asymptotic spectra for k 1:
for c > 1.5û
where ξ = e p/2 e i(π/2−Θ) with 0 < Θ < π/2. In § 4, we assumed thatû(k) = βk γ exp(−αk) for c ∈ (1.5, 3.0) and estimated α and γ by using the data plotted in figure 4. Spectrum (5.8) for c ∈ (1.5, 3.0) implies (i) α is given by e p/2 , which is the distance of the dominant singularities from the real y-axes in the complex y-plane, and (ii) γ → 1 as k → ∞ irrespectively of the value of c. In figure 5 (a), we also plot the values of e p/2 listed in table 2. It is seen from the figure that the asymptotic values of α for large k obtained in § 4 agree well with the corresponding values of e p/2 . In addition, the fact that the values of γ tend to a constant (≈ 1) independent of the values of c, which was observed in figure 5(b), is consistent with (ii). It may be understood that (5.8) gives an asymptotic form of the spectrumû(k) for large k.
The wavy nature of the spectrum observed in figure 6 may be understood well by (5.9). According to (5.9), the exponential decay rate of the spectrum for c ∈ (0, 1.5) is given by Im(ξ) = e p/2 cos Θ and the spacings ∆k between the minima of the wavy spectrum observed in figure 6 by π/Re(ξ). The spectrum (5.9), which is based on the Taylor series expansions, can be obtained by using the values of ξ listed in table 2, q obtained by a least-square fitting as mentioned before and C ≈ 2.0 which is estimated from the plot of (−1) j a 2j−1 /e −pj+q vs. j (omitted). The two curves for each value of c in figure 6 show a good agreement especially for large k (< 18). For the values of c less than about 0.5, there are discrepancies between the two curves. This suggests that for these cases the singularities detected by the Taylor expansion about y = 0 no longer dominate the asymptotic behaviour ofû(k) for large k, but the other ones which are nearer to the real y-axes dominate it. In fact, by using Taylor expansions with centre shifted from y = 0, we found other singularities which are nearer to the real y-axes than those listed for c = 0.2 and 0.4 in table 2. (The Taylor expansions about y = y 0 may be obtained by solving (5.2) with a 0 = F(y 0 ), a 1 = F (y 0 ) and a 2 = F (y 0 )/2, whose values are obtained by using the expansion about y = 0.)
Time-dependent planar jet and vortex layer solutions
The planar jet solution, whose small-scale structure is analysed in the previous sections, is derived on the basis of the assumption that the characteristic length scale in the x-direction is much larger than that in y, as implied in the expansion of the stream function as in (2.2), or the assumption ψ(x, y, t) = g(y, t) + xf (y, t) . In this section, on the basis of the same assumption, we study the properties of the time-dependent solutions of (2.5) and (2.6) numerically, by considering a particular kind of initial conditions. First, in order to get some idea of the stability of the steady solutions of (2.6), we assume g = 0 and consider the following initial conditions: where the first terms on the right-hand sides are the steady solutions, f (steady) [c](y) (the well-localized planar jet solution for each c) and 0 (trivial solution), and the second terms are the disturbances with being a constant representing their amplitudes. Next, in order to see a nonlinear coupling between g and f, we consider the initial conditions, (6.2) and
which respectively may be regarded as a localized planer jet and a localized vortex layer. The initial conditions (6.1), (6.2) and (6.3) satisfy the symmetries f (−y) = f (y) and g (−y) = g (y) and equations (2.5) and (2.6) are compatible with these symmetries so that the solutions for t > 0 also satisfy them. In order to solve (2.5) and (2.6) numerically, it is convenient to introduce the rescaled variables η, J and H defined by y = tan η, J(η, t) = −g (tan η, t) = −g (y, t) and H(η, t) = −1 − f (tan η, t) = −1 − f (y, t). Then the infinite domain (−∞, ∞) of y reduces to the finite domain (−π/2, π/2) of η, and (2.5) and (2.6) can be written as
respectively, where the prime denotes differentiation with respect to η. The boundary conditions (2.3) and (2.4) can be read as J(±π/2, t) = 0 and H(±π/2, t) = −1. We discretize the η-space uniformly, and use the forward and the central difference approximations for time and spatial (η) derivatives, respectively, and trapezoidal quadrature for integrals in (6.4) and (6.5). The values of H(η,
at the mesh point in η-space can be evaluated by using a cubic-spline interpolation, in which we use the approximate values of f (steady) [c](y) only in the range where f behaves like a Gaussian (see § 3) and f (steady) [c](±∞) = 0. In the computation, we fix the values of J and H at η = ±π/2 to 0 and −1, respectively, and impose no other conditions on J and H except for their initial symmetries. Note that the well-localized solution f (steady) [c](y) which behaves like |f | ∼ Ae 
Numerical results Stability of the planar jet solution
The numerical solutions of (2.6) subject to the initial condition (6.1) behave as follows:
(i) for 0 < c < 1.5, the solution with = 0.1 converges asymptotically to f = 0, while the solution with = −0.1 grows exponentially in the negative f -direction;
(ii) for 1.5 < c < 3.0, both the solutions with = 0.1 and −0.1 converge to a steady state whose value of F (0) = −1 − f (0) is in good agreement with the one listed in table 1.
The solutions subject to (6.2) behave as (iii) for 0 < c < 1.5, both the solutions with = 0.1 and −0.1 converge asymptotically to f = 0; (iv) for 1.5 < c < 3.0, the solution with = 0.1 converges to a steady state as described in (ii), while the solution with = −0.1 grows exponentially in the negative f -direction.
The numerical solution for c = 2 with = 0.1 at its steady state described in (iv) is plotted in figure 3 , which shows that the asymptotic solution for large t is in good agreement with the well-localized planar jet obtained in § 3. The Fourier spectrum of the converged solution described in (iv) behaves as |f (k)| ∝ k exp(−αk) for large k, where α was confirmed to agree well with the value of e p/2 listed for each c ∈ (1.5, 3.0) in table 2.
The above results suggest that the inward planar jets, f (steady) [c] for 0 < c < 1.5, are unstable and the outward ones for 1.5 < c (< 3.0) are stable to the disturbances as in (6.1), while the trivial solution with no vorticities is stable for 0 < c < 1.5 and unstable for 1.5 < c (< 3.0). The latter can also be shown by a linear analysis (see the Appendix). The results in this subsection can be summarized by a kind of 'bifurcation diagram' as shown in figure 8.
Coupling between g (vortex layer) and f (planar jet)
Since the existence of g does not affect (2.6), we have the same results regarding f as in (iii) and (iv) discussed above. On the other hand, the existence of f (planar jet) may affect the evolution of g (vortex layer) through a nonlinear coupling on the right-hand side of (2.5). To see the effect of the nonlinear coupling with f, we first assume f = 0 and consider the stability of the trivial solution −g = 0 to the perturbation given by (6.3) with 1, and then proceed to the case of f = 0. Substituting f = 0 into (2.5) and putting G = −g , we have
Denoting the eigenvalue of M by µ, we have
Note that (6.7) is of the same form as (A 3). The general solution of (6.7) is therefore also a linear combination of u e and u o defined by (A 5) provided that σ (= λ/2+3/2−c) in (A 5) is replaced by σ = (µ + 1 − c)/2. Since the perturbation under consideration satisfies g (−y) = g (y) and |g | = O(|y| 0 ) as y → ±∞, the solution of (6.7) is required to satisfy G(−y) = G(y) and G(y) = o(|y| −1 ) for |y| → ∞ as the boundary condition. As shown in the Appendix, these requirements lead to the inequality, Re(µ)+1−c < 0. This inequality implies that for c < 1 all the eigenvalues are negative so that G ≡ 0 is stable for c < 1, but positive eigenvalues may occur for c > 1. In fact, when f = 0, the behaviour of the numerical solution of (2.5) subject to the initial condition (6.3) with = 0.1 is consistent with the linear analysis and the results are summarized as follows:
(v) for 0 < c < 1, the vortex layer whose vorticity distribution is initially given by (6.3) converges to −g = 0;
(vi) for c > 1, the vortex layer (−g ) grows exponentially in time.
Together with the results regarding f, it can be concluded that −g = 0 and f = 0 are stable asymptotic solutions of (2.6) and (2.5) for c < 1. The behaviour of the numerical solutions subject to (6.3) and (6.2) with = 0.1 is summarized as follows:
(I) for 0 < c < 1, both the vortex layer (−g ) and the vortex quadrapole (−xf ) converge to −g = −xf = 0; (II) for 1 < c < 1.5, −g grows exponentially in time while −xf converges to −xf = 0; (III) for c > 1.5, −g grows exponentially in time while −xf converges to −xf (steady) [c] .
The results (I)-(III) are consistent with (i)-(vi). Regarding the results (v) and (I), it should be noted that when c < 1 the rate of strain in the x-direction is stretching. The effect of the nonlinear coupling between f and g can be found in the spectrum of −g of the solutions in (III). It is shown in figure 9 that the spectra of −g for t > 0 decay exponentially with k for large k. Note that when f ≡ 0, (2.5) has a solution which grows exponentially in time and whose spectrum is Gaussian-like all the time. The result implies that once the dynamics of the vortex layer (−g ) couples with that of the planar jet (f ), −g obeys a nonlinear equation and inherits the fine-scale structure of f . It is clear that the origin of the small-scale structure in −g is the nonlinear coupling with f .
Conclusions and discussion
A class of exact solutions of the Navier-Stokes equations is derived. Each of them provides a simple model of a thin vortical layer (a planar jet) under a uniform strain field U = (ax, by, cz) in three-dimensional infinite space. Unlike the well-known Burgers vortex layer or tube models, the nonlinear coupling between small eddies plays a key role in the dynamics governing the small-scale vortex structure in the model.
The thin vortical layer is represented as u(x, y) = (u, v, 0), so that the vorticity is parallel to the z-axes. It is assumed that b < 0 and c > 0, where b < 0 implies convection of the vortex lines towards the y = 0 plane and c > 0 vortex stretching in the z-direction ( figure 1) . In the present model, the thin vortical layer is expressed in terms of a stream function given by ψ(x, y) = xf(y). This form reflects a scale separation of the velocity field, and may be justified when the characteristic scale in x is much larger than that in y. It is shown numerically that for each value of c ≡ c/|b| > 0, there exists a steady solution which represents a well-localized planar jet under the uniform strain field. The small-scale structure of the flow field represented by the solution is studied by numerically analysing (i) the Fourier spectrumû(k) of the velocity field u(y) = u(x, y)/x = f (y) in § 4, (ii) the analytic structure of u(y) in the complex y-plane in § 5, and (iii) the stability of the exact solutions (including a trivial solution f = 0) in § 6. The results of (i)-(iii) may be classified according to the value ofĉ and summarized as follows:
I. For 0 <ĉ < 1.5 (i) Fourier spectrumû(k) for large k: exponential fall-off with an oscillation (figure 6);
(ii) analytic structure of u(y): dominated by four poles of order 2 at y = ±a 1 ± b 1 i; (iii) stability: unstable (trivial one = stable).
II. Forĉ > 1.5 (i) Fourier spectrumû(k) for large k: exponential fall-off (figure 4); (ii) analytic structure of u(y): dominated by two poles of order 2 at y = ±b 2 i; (iii) stability: stable (trivial one = unstable). The values a 1 + b 1 i (= ξ) for 0 <ĉ < 1.5 and b 2 i (= e p/2 i) forĉ > 1.5 are listed in table 2.
A simple analysis of the equation for F(y) = −y − f(y) shows that the balance between the nonlinear and viscosity terms in the equation determines the dominant behaviour of F as −6/(y−y 0 ) near a singularity at y = y 0 . This is consistent with those in (ii), which are obtained by analysing the Taylor expansion of F(y) = −y − f(y) at y = 0. It is shown for case II that a function with singularities −6/(y ± b 2 i) approximates well the function F(y) near y = 0. Based on the singularity analysis in (ii), we have obtained asymptotic forms of the Fourier spectrumû(k) for large k as in (5.9) for case I and (5.8) for case II, where the exponential decay rates are given by b 1 and b 2 , respectively. The spectra (5.9) and (5.8) show good agreement with those in I (i) and II (i), respectively. It is seen from these facts that nonlinearity plays a key role in the dynamics governing fine-scale structures characterized by the exponential decay of the spectrum of the velocity. Note that when ψ = g(y), the equation for g(y) is linear and the spectrum of the solution, such as Burgers vortex layer, is Gaussian-like as shown in § 2. The result II (iii) implies that the structure represented by the exact solution forĉ > 1.5 may be realized as an asymptotic state of the time-dependent solution expressed in terms of the stream function given by ψ(x, y, t) = xf (y, t) .
The present vortical layer model is based on the assumption that the characteristic length scale in the x-direction is much larger than that in y, as implied in the expansion of the stream function ψ as in (2.2), or the approximation ψ(x, y, t) = g(y, t) + xf (y, t) . When the flow field is independent of x, then f = 0, i.e. ψ = g, and the governing equation, which is linear in ψ = g, has solutions which represent a vortex layer and such that forĉ > 1.0, the amplitude of the vorticity |g (y, t)| grows exponentially in time while keeping a Gaussian-like spectrum for t > 0. However, the flow field in general depends on x, so that f is not zero. The governing equations for ψ = g + xf are then nonlinear in g and f, but the equation for f is independent of g. Numerical computations in § 6 for the evolution of a vortex layer (−g ) coupled nonlinearly with a vortex quadrapole (−xf ) show that forĉ > 1.5, the vortex layer grows exponentially in time while the vortex quadrapole tends to the steady state as in II (iii). The vorticity −g − xf for finite x is therefore dominated by the term −g and the f-term itself does not much contribute to the vorticity distribution, as compared to the g-term. However, it is also shown that the spectrum of such a coupled vortex layer −g (y, t), which is initially set to be Gaussian, starts to fall off only exponentially with k for large k. This fact implies that the existence of f, however small it may be, is crucial in the determination of fine-scale vortical structures. Once the x-dependence appears, the system becomes nonlinear, and the g-term, which dominates the total vorticity, inherits the fine-scale structure represented by the steady exact solutions of f studied in this paper. The results in § 6 suggest that the exact solutions as well as the fine-scale structures given in this paper are expected to arise where there is a scale separation in the distribution of vorticities under a certain strain field corresponding toĉ > 1.5.
As mentioned above, when g = 0 andĉ > 1.0, the vorticity grows exponentially in time. This is essentially due to the assumption that the background linear velocity field occupies an infinite space, and therefore the fine-scale structures represented by the present model are to be understood as local and transient ones (see the discussion in Monin & Yaglom, 1975, § 22.3) . In this sense, the model provides one of the simplest prototypical local vortical structures which may occur in real turbulence, where not only the strain rates, the orientation of the vorticity and the rotational effect of the background velocity field, but also the configuration of the localized vortex sheets, tubes, etc., may vary randomly in time and space. It would be interesting to derive statistical quantities such as the energy spectrum of turbulence taking into account these factors and the model dynamics presented in this paper as one of the fundamental processes.
In order that u e satisfies (A 2), it is necessary that 2σ − 1 < −1, which gives an inequality for the eigenvalue λ:
Re(λ)/2 + 3/2 − c < 0. This inequality implies that for c < 3/2, Re(λ) is negative, and for c > 3/2, Re(λ) may be positive. This suggests that F (y) ≡ −1 is stable for c < 3/2. (This does not claim that F (y) ≡ −1 is stable in the dynamics obeying the Navier-Stokes equation rather than the reduced equation (2.9), i.e. it does not exclude the possibility that there may exist modes that are unstable in the Navier-Stokes dynamics, but stable in the reduced dynamics represented by (2.9).)
