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Resumo 
Apresentamos uma teoria linearizada para o estudo da dinâmica de pe~ 
quenas perturbações de alguns sistemas com simetria cilíndrica em relativi~ 
dade geral. 
A primeira parte refere~ se a cordas cósmicas estáticas retilíneas, de espes~ 
sura finita na teoria de calibre U(I) acoplada às equações de Einstein. Inici-
almente, são desenvolvidos métodos numéricos específicos para a solução do 
sistema de equaçêles diferenciais ordinárias que descreve este tipo de corda, 
incorporando informações sobre o comportamento assintótico da solução e 
certas identidades integrais que esta deve satisfazer. Um método baseado 
em colocação com splines quínticas mostra-se bastante eficiente, permitindo 
refinar os valores publicados para o déficit angular e a densidade linear de 
energia da corda. As equações de campo são então linearizada.s em torno da 
solução para uma corda estática, assumindo que as perturbações têm simetria 
cilíndrica. Empregando o método dos modos normais, o problema é reduzido 
a um sistema de equações diferenciais ordinárias para a estrutura espacial dos 
modos normais. Empregando algoritmos para a solução numérica de proble~ 
mas generalizados de autovalores, encontra-se evidência de que a corda em 
questão é estável frente a perturbações radiais. Mostra-se que a corda admite 
um espectro continuo de modos neutros em que as perturbações da métrica 
e dos campos que compõe a corda comportam~se como ondas estacionárias. 
O espectro pode ser dividido em regiões de freqüência alta, intermediária e 
baixa; o número de modos normais independentes por freqüência ( degene-
rescência) é diferente em cada região. Soluções numéricas para os modos 
neutros são obtidas pelo método de Runge~Kutta, empregando as soluções 
estáticas previamente obtidas em termos de splines para a computação dos 
coeficientes nas equações para as perturbações. Argumenta~se que os concei~ 
tos de modos quase~normais e de modos complexos que se propagam para 
o exterior, comumente usados na literatura sobre modelos estelares, não são 
particularmente títeis na descrição das perturbações de cordas C(l). 
Na segunda paxte do trabalho, é introduzida uma nova classe de soluções 
estacionárias das equações de Einstein, representando vórtices auto-gravi~ 
tantes compostos por um gás ideal relativístico com temperatura uniforme 
e uma distribuição arbitrária de velocidades angulares em torno do eixo de 
simetria. Exemplos deste tipo de soluções são determinadas numericamente 
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por um método de shooting. Com a suposição de temperatura uniforme, é 
possível deduzir uma expressão integral para a densidade linear do vórtice, 
onde as contribuições devidas à rotação aparecem explicitamente; além disso, 
mostra-se que o problema de valores de contorno não-linear que define o 
vórtice é invariante sob certas mudanças de escala das coordenadas e cam-
pos. No estudo de perturbações radiais destes sistemas, restringe-se a atenção 
ao caso mais simples de um politropo sem rotação. Com o au:a1io da me-
todologia já empregada para a:o cordas U(l), obtém-se evidência de que o 
politropo estático é estável frente às perturbações consideradas. A estrutura 
do espectro de modos neutros é bem mais simples do que no caso da corda 
U(l), com apenas um modo por freqüência; cada modo é composto por on-
das gravitacionais e acústicas estacionárias acopladas. Curvas de amplitude 
e fase assintóticas da componente gravitacional do modo normal normalizado 
em função da freqUência mostram características normalmente associadas à 
presença de um espectro discreto de modos complexos que se propagam para 
o exterior; entretanto, argumenta-se que não existem modos em que tanto as 
perturbações gravitacionais quanto as acústicas se propagam para o exterior. 
Uma limitação da teoria linearizada desenvolvida neste trabalho é sua ina-
bilidade para descrever a evolução final de uma perturbação que se propaga 
para o exterior; esta limitação é explicada pela formação de ondas de choque 
(um fenômeno nào--linear) nas camadas mais rarefeitas do politropo. 
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Abstract 
A linearized theory of the dynamics of small perturbations of certain cylin-
drically symmetric systems in general relativity is presented. 
Firstly, we deal with straight, static cosmic strings of finite thickness in 
the U(l) gauge theory coupled to the Einstein equations. Taking into ac-
count the asymptotic bebavior of the solution and certain integral identities, 
we develop specific numerical methods to solve the system of ordinary dif-
ferential equations which describes this type of string. A methocl based on 
quintic spline collocation turns out to be very effective, allowing us to refine 
the published values for the string angular deficit and linear energ:y density. 
Assuming tbat the perturbations have cylindrical symmetry, the field equa-
tions are then linearized about the static string solution. Using the method 
of normal modes, the problem is reduced to a system of ordinary differential 
equations for the spatial structure of the normal modes. Algorithms for the 
numerical solution of generalized eigenvalue problems provide e...-idence that 
the string is stable against radial perturbations. We show that the string has 
a continuous spectrum of neutral modes, in which the perturbations of the 
metric and the fields which make up the string behave as stationary waves. 
The spectrum may be divided in regions of high, intermediate and low fre-
quencies; the nurnber of independent normal modes per frequency is different 
in each region. Employing the static solutions previously obtained in terms 
of splines for the computation of the coefficients in the perturbation equati-
ons, we obtain numerical solutions for the neutra! modes by the Runge--Kutta 
method. It is argued that the concepts of quasi-norrnal modes and cornplex 
outgoing modes. commonly used in the literature on stellar rnodels, are not 
particularly useful in the description of the perturbations of U ( 1) strings. 
In the second part of this work, we introduce a new class of stationary 
solutions of the Einstein equations, which represent self-gravitating vortices 
in an ideal relativistic gas with an uniforrn temperature distribution and 
ao arbitrary distribution of angular velocities about the axis of symmetry. 
Examples of such solutions are determined numerically by a shooting rnethod. 
With the assumption of uniform temperature, it is possible to derive an inte-
gral expression for the the linear density of the vortex, wherein the rotation 
contributions appea.r explicitly. Furthermore, we show that the non·linear 
boundary-value problem which defines the vortex is invariant under a cer-
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tain scaling of the coordinates and fields. In the study of radial perturbations 
o f these systems1 we restrict our attention to the simplest case, namely a non-
rotating polytrope. Performing an analysis which is analogous to the one for 
U(l) strings, we find numerical evidence that the static polytrope is sta-
ble with respect to radial perturbations. The structure of the spectrum of 
neutral modes is much simpler than that of the U(l) string, consisting of a 
single mode per frequency; each mode exhibits coupled stationary gravitati-
onal and acoustic waves. The curves of asymptotic amplitude and phase of 
the gravitational component of the normalized normal mode as a function 
of frequency display characteristics which are normally associated with the 
existence of a discrete spectrum of complex outgoing modes; however, it is 
a.rgued that there are no modes in which both the acoustic and the gravitati-
onal perturbations are outgoing. A limitation of the present linearized theory 
is its inability to describe the final evolution of a perturbation which propa-
gates outwards; this limitation is explained by the formation of shock waves 
(a non-linear phenomenon) in the outer, rarefied layers of the polytrope. 
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Capítulo 1 
-INTRODUÇAO 
O uso de Teorias de Calibre para descrever transições de fase no Universo 
primitivo tem moti\·ado, nos últimos anos, um grande número de estudos 
sobre estruturas de vácuo (texturas, monopolos, paredes e cordas cósmicas), 
cuja formação ocorreria por quebra espontânea de simetria. Em particular, 
as cordas cósmicas têm sido consideradas como possíveis agentes geradores 
das perturbações de densidade que eventualmente evoluíram para as galáxias 
atuais [1]; além disso, as cordas podem agir como lentes gravitacionais [2]. 
Inicialmente, soluções representando cordas estáticas retilíneas na teo-
ria de calibre U(l) foram determinadas numericamente [3], assumindo um 
espaço-tempo de :\linkowski. Estas soluções têm simetria cilíndríca, e o ten-
sor de energia-momentum apresenta tensões anisotrópicas; a tensão ao longo 
do eixo da corda é igual à. densidade de energia, enquanto que as tensões 
nas demais direções são de menor intensidade. Posteriormente, Vilenkin [2] 
procurou incluir 0$ efeitos gravitacionais da corda assumindo que a métrica 
difere pouco da métrica de Minkowski (aproximação de campo fraco) e que 
o tensor de energia-momentum pode ser descrito por uma função delta de 
Dirac com suporte no eixo da corda (aproximação de espessura zero); admi-
lO 
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tindo ainda que as tensões nas direções radial e azimutal se anulam. Vilenkin 
concluiu que o campo gravitacional da corda é descrito pela "métrica de 
Minkowski com déficit angular", 
onde (r,(), z, t) são coordenadas cilíndricas e a constante 1:10 é o déficit angular 
da métrica. Com estas aproximações, o déficit angular é proporcional à 
densidade linear de energia (!1-) da corda: 
flO = 81rfl. 
Assim, à diferença das soluções anteriormente obtidas no contexto da relati-
vidade especial, a s-olução de Vilenkin [2] não provém de nenhuma teoria de 
campo específica; o tensor de energia-momentum é simplesmente prescrito a 
priori, e a métrica é determinada pela solução das equações de Einstein. 
Ainda que a aproximação de espessura zero possa ser justificada nas 
aplicações de cordas em astrofísica [4] (onde apenas interessam os efeitos 
da corda a distâncias muito maiores do que o seu diâmetro), há processos 
(corno a interação entre duas cordas [5]) onde é importante considerar a 
espessura finita da corda. Além disso, outra limitação da aproximação de 
espessura zero é a dificuldade de empregar distribuições em uma teoria não-
linear corno a relatividade geral [4-]. Estes argumentos motivaram alguns 
autores a considerar o problema não-linear completo, em que as equações de 
Einstein são acopladas a um tensor de energia-momentum derivado de uma 
teoria de campo definida. Garfinkle [6] formulou o problema de valores de 
contorno correspondente a uma corda estática retilínea na teoria Ü(l), ado-
tando um potencial para o campo escalar em forma de "sombrero". Como 
no caso de uma corda 0(1) em um espaço-tempo sem curvatura, a corda de 
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espessura finita em relatividade geral apresenta tensões em geral não-nulas 
nas direções radial e azimutal, e tensão na direção axial igual à densidade 
de energia. Garfinkle mostrou que o espaço-tempo da corda aproxima-se 
assintoticamente da métrica de Minkowski com déficit angular dado por 
/',.B ~ 8,-1'(1 +li), 
onde b é um termo de correção que pode ser expresso como uma integral 
envolvendo os coeficientes métricos. Para cordas de interesse astrofísico 
(J.t .-.... 10-6 ), soluções numéricas [7] indicam que 5 «:: 1, de modo que a 
expressão inicial de Vilenkin é aproximadamente válida. A energias extre-
mamente altas, ocorre uma transição na forma assintótica do espaço-tempo, 
que muda da forma minkowskiana para uma análoga ao espaço-tempo de 
Kasner quando /',.B ~ 2,- [8]. 
A relação entre estas soluções auto-consistentes para cordas cósmicas e 
as soluções aproximadas obtidas inicialmente por Vilenkin foi investigada em 
detalhe por Futamase e Garfinkle [4]. Usando as propriedades de invariância 
das soluções auto-consistentes por transformações de escala das coordenadas 
e campos, estes autores mostraram que é possível considerar o limite de 
cordas de espessura zero, mantendo-se fixos os valores da escala de energia 
de quebra de simetria e da razão entre as massas dos campos es<:alar e de 
calibre. Observando que as quantidades p., !!::..(} e b ficam invariantes em tal 
processo de limite, concluiu-se que a expressão obtida por Vilenkin para o 
déficit angular da corda não corresponde ao limite de espessura zero da teoria 
não-linear completa. Esta discrepância ocorre porque as tensões radiais e 
azimutais (que são desprezadas no modelo de Vilenkin) permanecem no limite 
de espessura zero [4]. 
Apesar do grande número de trabalhos que discutem as propriedades 
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de cordas retilíneas estáticas, o estudo de perturbações das configurações 
estáticas tem recebido pouca atenção. Bogornol'nyi e Vainshtein [3] argu-
mentaram que as cordas U(l) de circulação unitária em um espaço-tempo 
sem curvatura são estáveis, considerando que a configuração estática mini-
miza a energia em relação a perturbações independentes do tempo; entre-
tanto, uma teoria de perturbações dependentes do tempo parece não ter 
sido desenvolvida. Neste trabalho, apresentaremos um primeiro passo em 
direção a uma teoria de perturbações das cordas U(l) de espessura finita com 
campo gravitacional, em que apenas perturbações com simetria cilíndrica são 
consideradas. Uma vez que os procedimentos empregados na obtenção das 
soluções estáticas publicadas [7] não foram discutidos em detalhe, iniciamos 
por desenvolver independentemente métodos numéricos independentes para 
determinar as configurações estáticas (Cap. 2). Dentre estes, o método mais 
preciso é baseado no uso de colocação com splines quíntica.s, o qual incor-
pora informações detalhadas sobre o comportamento assintótico da solução e 
identidades integrais exatas que esta satisfaz (por exemplo, a expressão para 
o déficit angular mencionada anteriormente). Este método permitiu confir-
mar, e em alguns casos refinar os valores publicados para a densidade linear 
e o déficit angular da corda. A seguir, as equações de campo foram linea-
rizadas em torno da solução representando uma corda estática (Cap. 3), e 
o caráter das perturbações (instáveis, assintoticamente estáveis ou neutras) 
foi estudado atraYés do método dos modos normais [9, 10]. Neste estudo, 
adotou-se o ponto de vista da teoria da estabilidade hidrodinâmica, onde se 
exige que as funções que descrevem a estrutura espacial dos modos normais 
sejam limitadas; modos quase-normais, em uso na literatura sobre modelos 
estelares em relati\·idade geral [11, 12, 13], não foram enfatizados por não 
permitirem a descrição de perturbações arbitrárias [12]. Métodos numéricos 
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distintos foram empregados na determinação de modos com freqüências reais 
e não-reais: no primeiro caso, o espectro de perturbações é contínuo, e as 
equações diferenciais que descrevem a estrutura radial dos modos normais 
podem ser integradas por métodos de Runge-Kutta, enquanto que no se-
gundo caso o espectro deve ser discreto, e métodos globais foram utilizados 
para determinar simultaneamente diversas autofunções. Os resultados destas 
análises indicaram que 1 corno esperado, a corda U(l) é estável frente a per-
turbações com simetria cilíndrica, e permitiram uma descrição razoavelmente 
detalhada das oscilações neutras. 
A fim de comparar as oscilações radiais de uma corda U(l) (cuja densi-
dade newtoniana equivalente é nula) com as oscilações de uma distribuição 
de massa com geometria semelhante, consideramos na segunda parte do tra-
balho modelos relativísticos de vórtices cilíndricos compostos por gases ideais 
com temperatura uniforme (Cap. 4). Devido a esta última suposição, tais 
modelos de vórtices diferem dos modelos estelares usuais pela ausência de 
uma "superfície" definida (onde a pressão se anula); assim, nos modelos aqui 
considerados não é preciso considerar condições de junção entre a região con-
tendo matéria e o vácuo exterior. Além disso, os vórtices com temperatura 
uniforme possuem propriedades interessantes de invariância por mudanças de 
escala das coordenadas e campos. Uma expressão exata em forma integral 
foi derivada para a densidade linear do vórtice, na qual os efeitos da rotação 
aparecem como correções ao valor da densidade correspondente a um cilin-
dro de gás ideal sem rotação. Esta expressão foi incorporada a um método 
numérico para a determinação da solução correspondente a um vórtice com 
perfil de velocidade angular arbitrário. 
Por simplicidade, o estudo de perturbações das soluções obtidas no Cap. 
4 restringiu-se ao caso de um politropo isotérmico sem rotação (Cap. 5). O 
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problema relacionado das perturbações radiais de politropos sem rotação e 
com perfil de densidade adiabático foi analisado recentemente por Scheel et al. 
[14]. A metodologia utilizada anteriormente para a análise das perturbações 
de cordas U(l) indicou neste caso que os politropos são também estáveis 
frente a perturbações radiais. Finalmente, o Cap. 6 apresenta as conclusões 
e possíveis extensões deste trabalho. 
Capítulo 2 
CORDAS ESTÁTICAS U{l) 
COM CAMPO 
GRAVITACIONAL 
2.1 Introdução 
Como discutido anteriormente, quando os efeitos gravitacionais das cor-
das são levados em conta, o espaço-tempo longe da corda aproxima-se de um 
~•espaço de Minko,.,.·ski com déficit angular11 , cuja métrica é [7] 
( 6.0)' ds2 ~ -di2 + dz' + dp2 + I- 2K /dO'; (2.1) 
aqui p, ()e z são coordenadas cilíndricas e a constante tJ.() representa o déficit 
angular do espaço-tempo. 
A métrica (2.1) representa o espaço-tempo de uma corda retilínea na 
aproximação de espessura zero [2], cujo tensor de energia-momentum apre-
senta apenas densidade e tensão paralela à corda. Quando se usa ainda a 
aproximação de campo fraco, o déficit angular resultante é proporcional à 
densidade linear Jl da corda: t18 = 81rp. (em unidades onde c= G = 1). 
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Para uma corda de espessura finita, a métrica (2.1) é válida somente no 
limite p ___,. oo; perto da corda, existem também tensões nas direções radial e 
azimutal. Além disso, a relação entre 1::1() e Jt é não-linear [6, 15, 4]. 
Como um primeiro passo para o estudo da estabilidade de cordas U ( 1) 
com campo gravitacional, desenvolvemos métodos numéricos para a solução 
do sistema de equações diferenciais ordinárias que descreve este tipo de corda. 
Como no caso de uma corda U(l) em um espaço-tempo de Minkowski (3], 
condições de contorno são impostas sobre os campos escalar e de calibre, 
no eixo da corda e a grandes distâncias da mesma. Entretanto, sobre as 
componentes da métrica somente são impostas condições no eixo da corda. 
Este problema misto de valores iniciais e de contorno foi resolvido numerica-
mente por Laguna-Castillo e Matzner [7] empregando algoritmos separados 
para as equações de Einstein (resolvidas por um método de Runge-Kutta) e 
para as equações que governam os campos escalar e de calibre (resolvidas por 
um método de diferenças finitas); os dois algoritmos trocavam informações 
iterativamente. 
Nos métodos aqui apresentados, o comportamento assintótico da solução 
longe do eixo da corda é empregado para. efetivamente converter o problema 
misto em um problema de valores de contorno, que pode então ser resolvido 
por métodos similares aos empregados no caso de uma corda sem campo 
gravitacional. Esta transformação é realizada à custa da introdução de certos 
parâmetros assintóticos da solução, os quais não são conhecidos a priori. 
Isto por sua vez requer a introdução de equações adicionais no sistema de 
equações discretizadas que representa o problema de valores de contorno. As 
equações escolhidas para completar o sistema discretizado são certas equações 
integrais satisfeitas pela solução procurada, as quais podem ser deduzidas de 
uma identidade demonstrada por Garfinkle [6]. 
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Inicialmente, desenvolveu-se um código de diferenças finitas para a solu-
ção do problema de valores de contorno, com o qual verificou-se parte dos 
resultados numéricos de Laguna-Castillo e Matzner [7]; entretanto, a fim de 
verificar a correção de todos os dígitos significativos apresentados em [7], 
seria necessário empregar uma grade numérica com mais de 0(103 ) pontos. 
A fim de evitar o uso de grades excessivamente grandes, procurou-se então 
refinar a solução em diferenças finitas, empregando-se o método de "correção 
iterada de defeitos" [16]. Este método envolve a interpolação da solução em 
diferenças finitas por uma função polinomial por partes, seguida de um dos 
seguintes procedimentos: (a) resolução de um sistema de equações diferen-
ciais para o erro de discretização ou ( b) resolução por diferenças finitas do 
sistema de equações original, perturbado por um termo que envolve a solução 
interpolada. Após algumas experiências insatisfatórias com esta metodolo-
gia, na qual a função interpoladora era tomada como uma spline de ordem 
superior (graus 5 e 7), resolveu-se abandonar os métodos de refinamento da 
solução em diferenças finitas em favor de métodos de colocação com splines 
(veja, por exemplo, [17, 18]). O método aqui discutido emprega colocação 
com splines quínticas, e permitiu na maioria dos casos ultrapassar o número 
de dígitos significativos apresentados nos resultados de [7] (algumas correções 
à Tabela I desta referência foram det.edadas). Nestes cákulos1 empregou-se 
em todos os casos grades computacionais com menos de 100 pontos. 
2.2 Equações de campo 
Considera-se aqui o modelo de corda auto-gravitante apresentado por 
Laguna.-Castillo e Matzner [7], que consiste de um campo escalar complexo 
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o acoplado a um campo de calibre U(l) A~i o lagrangiano do modelo é 
(2.2) 
onde 
L.\t 
R é o escalar de Ricci (que representa o campo gravitacional), Dp. = V ~<+ieAt< 
(t: é a carga do campo A;~), F~'"= V~'A'- V"A", e V é o potencial efetivo, 
dado por 
V(lfil = l-\(lfl'- ~')' 
(TJ é a escala de energia de quebra de simetria). 
As equações de campo derivadas do lagrangiano acima sã.o 
D.D"~ ôV 2 àf• =o. (2.3) 
\I'" F 
"" 
+ (ie/2)[f(D.f)'- f'(D.·P)] =o, (2.4) 
Gf.'V 81rTJ,lln (2.5) 
onde o tensor de energia-momentum é dado por 
Para uma corda estática retilínea, infinitamente longa, com simetria ci-
líndrica, a métrica do espaço-tempo tem a forma (em coordenadas cilíndricas 
r"= (p,B,z,t)) 
(2.6) 
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onde A e C dependem apenas de p. Os campos escalar e de calibre têm a 
forma particular 
(1/e)(U -1)V .o, 
onde Q e U dependem apenas de p. 
(2.7) 
(2.8) 
Introduzindo a coordenada radial r :::: ../Iryp, as equações de campo 
reduzem-se ao sistema de equações diferenciais ordinárias 
(KX')' 
2Aij2 
X[lK(X2 -1) +e f( ], (2.9) 
e2AU' ae2A X2[! (-)' f( (2.10) f( 
(I< A')' -47rry 2[lK(X2 - 1)2 - Ze'~~')'], (2.11) 
f(" 2A ( U')' 
-47rry 2[lK(X2 - 1) 2 + ef( (2X2 U2 ---;:;- )], (2.12) 
onde X~ Qjry, f{~ .,;J.ryeA+C/2 , a~ e2 j). e'~ djdr. 
O tensor de energia-momentum associado aos campos {2. 7) e (2.8) e à 
métrica (2.6) é dado na base ortonormal (i, i, p, Ô) por 
onde 
p, 
2A (U')' 
'[( Y') 2 + '( Y2 -1) 2 + ~( Y2 U2 + --)] 1- 4' J<2- a' 
2A (U')' )[(X')'- f( X'- 1) 2 - e1., (X
2U2 - --)], 
\ Q 
2A (U')' 
-l[(X')2 + f(X 2 - 1)2 - e
1
., (X 2U2 + --)]. 
\ a 
(2.13) 
(2.14) 
(2.15) 
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Para uma corda isolada, os campos escalar e de calibre satisfazem as 
condições de contorno [6] 
X(O) =O, 
U(O) = 1, 
lim X( r)= 1, 
,_00 
lim U(r) =O 
,_00 
e a métrica satisfaz as condições iniciais 
K(O) =O, 
A( O) =O, 
K'(O) = 1, 
A'(O) =O. 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
2.3 Comportamento das soluções quando r---> 
00 
Urna vez que esperamos que o espaço-tempo da corda seja assintotica-
mente o espaço de ~linkowski com déficit angular, devemos ter para r grande 
limA( r)= a0 , K- kr, 
>-00 
(2.20) 
onde a0 e k são constantes. 
A fim de determinar o comportamento assintótico das soluções de (2.9)-
(2.12), é conveniente começar pela segunda equação do sistema; com o auxilio 
de (2.16), esta equação pode ser escrita aproximadamente para r grande como 
U"- ~U' - cxU =O. 
T 
A solução desta equação que tende a zero quando r ---+ oo é 1 
1 Note--se que o fator r 112 foi omitido na expressão correspondente em [7]. 
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onde K1 denota uma função de Bessel modificada de ordem 1 [19]. Introdu-
zindo a nova variável Y = 1- X, a forma aproximada de (2.9) para r grande 
torna-se 
1 e2aop2 e-2for 
Y" + -Y'- Y = ---0 ---
r k2 r (2.21) 
A solução da equação homogênea associada com (2.21) que tende a zero 
quando r---+ oo é K 0 (r), que é O(r-112 e-r) para r grandej o termo no lado 
direito de (2.21) introduzirá uma solução particular que pode ser tomada 
O(e-2for /r). Portanto, se a> t, a solução particular será desprezível em 
comparação com a solução da equação homogênea, 
enquanto que o oposto ocorrerá se a < t: 
e-2\l"(>r 
y,...,c' . 
o r ' 
(2.22) 
neste último caso, substituindo-se (2.22) em (2.21) obtém-se o valor de c~: 
Finalmente, para a = t é fácil ver que Y deve comportar-se como 
y""" c"e-zfor. 
o ' 
substituindo-se esta forma assintótica em (2.21), resulta que 
Observamos que a expressão assintótica dada em [7], 
X"' 1- ce-r, 
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somente será válida no caso particular em que a = t· 
Em vista dos resultados acima, as equações de Einstein (2.11) e (2.12) 
podem ser escritas aproximadamente para r grande como 
A"+ ~A' 
r 
e2aop2 e-2.,;ãr 
-8IT~ 2(Y2 -T r ), (2.23) 
2ao 2 -4IT~2(3krY2 +e /'e-2.;;;;'). K" (2.24) 
Se n > 1, os termos proporcionais a e-'l,for no lado direito das equações 
acima são desprezíveis em comparação com os termos em Y2 ; (2.23) e (2.24) 
podem então ser simplificadas como 
A"+ ~A' 
r 
K" 
As soluções destas equações que são compatíveis com (2.20) tem o compor-
tamento assintótico 
Para a < 1, os resultados sobre o comportamento de Y(r) indicam que 
os termos em e-'l,fCCr são dominantes no lado direito de (2.23) e (2.24); pros-
seguindo como no caso anterior, obtemos neste caso 
No caso a:::: 1, é conhecido que a solução para a corda apresenta A= O [7]. 
De fato, a análise anterior mostra que a diferença A - a0 é assintoticamente 
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positiva para a < 1 e negativa para a > 1; isto sugere que A = a0 para 
C<= 1. Substituindo A"' O no sistema (2.9)-(2.12), obtém-se 
(KX')' U' X[!K(X2 -1) + f(], (2.25) 
( U' )' X'U (2.26) 
f( K' 
2(U')2 tK(X' -1)2, (2.27) 
f( 
f{" -4~~'[if((X' -1)' + 2X'U'I; (U')\ (2.28) 
Para mostrar a consistência do sistema acima, começamos por reescrever 
(2.27) como 
U' = tK(X'- 1); 
substituição em (2.26) fornece então 
KX' =XU. 
As duas últimas equações permitem reescrever (2.25) como 
(XU)' = X[U' + ~], 
que é claramente equivalente a (2.29). Finalmente, (2.28) reduz-se a 
K" -4~~'[2X;U' + lK(X'- 1)'] 
-47rry 2[2UXX' + (X 2 -1)U'J 
-47rry 2[(X2 - l)U]'. 
Integrando esta relação e usando as condições (2.16)-(2.18), obtém-se 
K' = 1- 4~ry2 [1 + U(X'- 1)]. 
(2.29) 
(2.30) 
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No limite r --..... oo. temos K "' kr, X --+ 1, U --+ O; portanto, a equaçao 
acima implica que para a = 1 temos 
O comportamento assintótico de X e U já foi determinado no caso geral, 
Portanto, a forma assintótica das soluções de (2.30) é 
De (2.29), obtemos ainda a relação 
K~xu_Por 
X ' ' co 
que implica que 
2.4 Redução a um problema de valores de 
contorno 
No processo de obtenção de soluções numéricas, sera conveniente re-
escrever as equaçõe5 em termos dos desvios entre as variáveis ongmais e 
seus limites assintóticos determinados acima. Este procedimento permite 
obter soluções numf-ricas que reproduzem mais fielmente o comportamento 
assintótico da solução exata para r grande. Por exemplo, vimos na seção 
anterior que Y = 1 - X tende a zero monotonicamente para r grande. Ex-
perimentos numéricos com modelos de cordas sem campo gravitacional mos-
traram que a solução numérica exibe este comportamento se as equações são 
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escritas em termos de Y; entretanto, empregando a variável original X, que 
tende a 1, erros de discretização podem produzir valores de X maiores e 
menores do que 1 para r suficientemente grande. Claramente, este compor-
tamento está associado à perda de precisão no cá.lculo da diferença 1 - X 
para r grande, usando um número finito de dígitos significativos. 
A análise assintótica anterior indica que podemos escolher as \-ariáveis 
Y = I -X, U, Â = a0 - A, k = kr + k0 - K. 
Claramente, os parâmetros a0 , k e k0 que aparecem nesta transformação 
não são conhecidos a priori 2 e devem ser determinados durante a solução 
numérica do problema. 
Em termos das novas variáveis, o sistema (2.9)-(2.12) pode ser escrito 
como 
Y" + (k ~ k) Y' +(I- Y)(;~' - tY(2- Y)) =O, 
U"- [(k ~i(')+ 2Â')U'- a(! - Y)'U =O, 
Â" + (k- k') Â'- 4rr 2['Y2(2- Y)'- 2e'A(U')') =O 
K 'I 2 aK2 ' 
(2 31) 
(2.32) 
(2.33) 
. e2A (U') 2 
K"- 4rrry2ftKY2(2- Y)' + !( (2(1- Y) 2U2 ---;;- )] = 0.(2.34) 
onde K :::: kr + k0 - k e A = a0 - Â. As condições em r = O tornam-se 
Y(O) U(O) =I, Â(O) = a0 , k(O) = ko, 
.4'(0) o, k'(o) = k- 1. (2.35) 
Veremos mais adiante (Sec. 2.6) que a condiç.io Â'(O) :::: O n.io é indepen-
dente, podendo ser deduzida de A(O) = O e da regularidade de A quando 
r ----~> O. 
2 No caso especial Q = 1, k e a. 0 são conhecidos de antemão. 
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Os resultados assintóticos mostram que Y, U, Â e k tendem a zero ex-
ponencialmente com r -J. oo. Entretanto, no processo de solução numérica 
adotaremos condições de contorno assintóticas em um raio r = rm.a..J: suficien-
temente grande [20]. Em vista dos resultados da seção anterior, as condições 
assintóticas são 
Y' { -Y a>l (2.36) ~ • 
-2foY a<l 
-. 
U' ~ -foU (2.37) 
Â' { -2A a>1 (2.38) ~ 
-2foÂ a~ 1 
k' { -2K " > 1 (2.39) ~ 
-2yí:>Íi a:Sl. 
Em conclusão, o problema original, que incluía condições iniciais e de 
contorno, foi efetivamente reduzido a um problema de valores de contorno. 
Entretanto, a introdução dos parâmetros k, ko e a0 causa certas dificuldades 
para o uso de um método simples de diferenças finitas. De fato, considere-
mos que o problema é discretizado em uma grade de tamanho ]1," + 1, com 
espaçamento h: ri = ih, O :::; i :::; N. Empregando as condições de contorno 
independentes em (2.35) e (2.36)-(2.39), podemos reduzir as incógnitas do 
sistema de equações discretizadas ao conjunto de 4N ~ 2 variáveis 
Y; Y(ih), U; = U(íh), Â, = Â(ih), (1 Si S N- 11 
Íi:; - Íi:(ih), (2 Si S N- 1), k, k0 , a0 
(a variável k 1 pode ser expressa em termos de k e k0 pela condição k'(O) = 
k~ 1). Por outro lado, escrevendo em forma discreta as equações (2.31 )-(2.34) 
em r== Ti, 1 Si S N- 1, obtemos apenas 4N- 4 equações. Duas equações 
adicionais devem portanto ser acrescentadas ao sistema que representará o 
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problema de valores de contorno. Uma escolha possível para estas duas 
equações é apresentada na próxima seção. 
2.5 Identidades integrais 
Garfinkle [6] mostrou que a solução do problema em consideração satisfaz 
a identidade 
A'(K'- !KA') = s~~'KP, (2.40) 
onde Pp é a pressão na direção radial definida em (2.14).3 Com o auxilio 
desta identidade, Garfinkle obteve uma expressão para o déficit angular da 
corda, 
1',8 = 8~p + ": foo e-AK(A') 2dr, 
2 lo 
onde J.L, a densidade linear de energia da corda, é dada por 
J.L = 27r1f2100 e-A I< (Tdr. 
(2.41) 
Por outro lado, é fácil ver que o déficit angular é dado em termos dos 
parâmetros assintóticos da métrica por 
lim dd (e-AK)] 
r-+oo r 
lim e-A(K'- KA')J 
'~00 
(2.42) 
Uma forma mais conveniente para (2.41) é obtida integrando por partes 
e usando a equação de campo (2.11): 
3 Pode-se mostrar facilmente que esta identidade corresponde à componente crr -
81rT"r = O das equações de Einstein. O método empregado por Garfinkle em sua dedução 
é consideravelmente mais complicado, empregando as identidades de Bianchi (conservação 
de energia-momentum) e as condições de contorno sobre o eixo-z. 
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87rf1.- ~[KA'e-Aioo- {oo e-A{KA')'drj 
2 o lo 
roo roo 2e2A(U')' 
l67r21]2 lo e-A KfYdr- 27r2TJ2 lo e-A[tK(Xz- 1)2- aK ]dr. 
Empregando (2.42) e (2.13) na expressâ.D acima, obtemos a identidade 
1- e-""k 2n:ry 2100 {2Ke-A[{X') 2 + !(X2 -1)2] 
+ eA [2X2U2 + ~(U') 2])dr, (2.43) 
K a 
que pode ser incluida no processo de solução numérica. 
Uma segunda identidade, independente de (2.43), pode ser deduzida in-
tegrando (2.40) diretameote, e usando (2.11) e (2.12): 
Strr/ foco K Ppdr 
fooo A'(K' -jK A')dr 
- A(K' -lKA')i;" -laoo A[K"- HKA')']dr 
{oo e'A (U')' 
a0 k + 4n:ry2 lo A[~K{X' -1) 2 + K (2X 2 U2 + ~)Jdr. 
Inserindo a expressão (2.14} para PP, obtém-se a identidade procurada: 
aok = 4n:ry 2k00 {K[(X') 2 - H2 + 3A)(X2 -1) 2] + 
e'A [(Z- A) (U')'- (1 + 2A)X2U2 ])dr. (2.44) 
K 2a 
2.6 Comportamento da solução perto de r = 
o 
Com o auxílio de um programa de computação algébrica, mostra-se por 
substituição direta que a.s séries de Maclaurin de X e [( contêm apenas 
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potências ímpares de r, enquanto que as séries de U e A contêm apenas 
potências pares: 
X 
u 
A 
f( 
Nas expansões acima, apenas c1 e p2 são independentes; as demais constantes 
são funções não-lineares de c1 e p2 (e também de a e TJ). 
2. 7 Um método de diferenças finitas 
Com a inclusão de (2.43) e (2.44), o problema a ser discretizado assume 
a forma 
y' " . k k
1 f'(r,y ,y ;/3,), j = 1,2,3,4 (2.45) 
f.o(/3,) fooo </Ja.(r,yi,yi';/3:;) dr, a= 1,2 (2.46) 
yl(Q) ?Ó(/3.), j=1,2,3,4 (2.47) 
y''(o) /lr - I (2.48) 
yi' ~ 
-Cjlf\ r -----t oo, j = 1,2,3,4 (2.49) 
onde yi = (Y,U,Â,k), f3s = (k,ko,ao) e as funções jl, f.a, 4>a e 16 são 
determinada;; por (2.31)-(2.34), (2.35), (2.43) e (2.44). 
O método mais simples de discretização de (2.45)-(2.49) em uma grade 
ri= ih, O :Si::; .~.V, consiste em: 
• Escrever as equações diferenciais em r = r;, 1 S: i S: N -1, substituindo 
y''(r.) por (yi';_ 1 - y;_,)J2h e y'"(r;) por (yi';_,- 2yf + yf_ 1)/h', onde 
Ytk = yk(ri}. 
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• Os valores de y~ e y'Jv são eliminados das equações aplicando as condi-
ções em r= O e as condições assintóticas em r= TN = Nh: 
(assume-se que h« 1/ck); a condição (2.48) é empregada para eliminar 
Y4. !• 
y{ ""-fi,+ (fi, -I )h. 
• As identidades integrais são discretizadas utilizando a. aproximação an-
terior para as derivadas yk'(r1), e aplicando uma regra de quadratura 
composta do tipo Newton-Cotes no intervalo O :S r :S TN-l• 
N-1 j j 
t (fi ) h '<' ~ ( i Yi+l - Yi-1. fi) 
'>a s = ~ Wi<f'a r;, Y , 2h , s , 
•==1 
(2.50) 
onde wi são os pesos associados com a regra escolhida. O termo i = O foi 
omitido na soma.tória acima, uma vez que o comportamento das funções 
incógnitas para r pequeno implica que os integrandos de (2.43) e (2.44) 
devem se anular em r = O. A contribuição do intervalo r 2: TN _ 1 
às integrais foi também omitida; na prática1 tomando-se r.v = Nh 
suficientemente grande, sempre foi possível tornar esta contribuição 
desprezível em comparação com outras fontes de erro. 
Como mencionado na Sec. 4.1.3 1 obtém-se do algoritmo acima um con-
junto de 4N - 2 equações não-lineares em 4N - 2 incógnitas. Devido à 
complexidade destas equações 1 decidiu-se efetuar a solução numérica do sis-
tema através de um método quase-Newton 1 que dispensa o fornecimento de 
expressões para o jacobiano. Com esta finalidade 1 a rotina C05NBF da 
biblioteca NAG [21] foi empregada. 
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Após a determinação da solução numérica para as funções incógnitas nos 
pontos de grade (yf) e os parâmetros f3:n pode-se determinar a densidade li-
near de energia da corda através de regras de quadratura numérica, como des-
crito acima. As constantes arbitrárias que aparecem nas formas assintóticas 
das funções incógnitas (como p0 e eo) podem ser estimadas a partir dos \·alores 
de Y.t; por exemplo, 
po ~ t(z · 
rN e-forN 
Foram realizados experimentos numéricos com o método acima descrito, 
procurando reproduzir os resultados de Laguna-Castillo e Matzner [I] para 
o intervalo de parâmetros 10-3 $ 1} ::; 10-1 , fi :::; a $ 64. Os valores de N 
\(l.fiara.m entre 25 e 200 e os de rN entre 7 e 30. Três regras de quadratura, 
em ordem crescente de precisão, foram testadas para o cálculo de (2.50) [22]: 
Regra trapezoidal: 
Regra de Simpson: 
Wj = 1 
' W;= { ' l 
" Regra de Boole: w; = * { "' 
" 
" 
i ímpar 
z par 
i ímpar 
i=2 (mod4) 
i=O (mod4) 
Os resultados obtidos com cada uma das regras acima são bastante pró-
>.-imos dos de [7] {diferenças geralmente menores que 015%), e como esperado 
são insensíveis ao \"alor preciso de rN 1 contanto que este seja suficientemente 
grande. Verificou-se que na maioria dos casos o uso das regras de maior pre-
cisão aumentava significativamente a rapldez de convergência. Entretanto, 
para N $ 200, o algoritmo desta seção geralmente não permitiu reprodu-
zir mais de 3 dígitos significativos dos resultados de [7]. Por exemplo, os 
\olores de t:J.(J determinados para a corda com 'f/ = 10- 1 , cr = t quando se 
usa a regra de Boole, rN = 10 e N = 50, 100 e 200 foram respectivamente 
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52, 504°, 52, .}77° e 52, 598°; o valor publicado é 52, 61°. 
2.8 Refinamento da solução em diferenças 
finitas 
A fim de evitar o uso de grades excessivamente finas, com o correspon-
dente aumento de uso de memória e tempo de processamento, resolveu-se 
tentar implementar métodos de refinamento da solução em diferenças finita.s. 
O método de refinamento mais simples é a extrapolação de Richardson [23], 
no qual a solução numérica é recalculada em uma grade mais fina do que a 
original (normalmente com um múltiplo inteiro do número de pontos usado 
inicialmente); entretanto, a solução refinada é obtida apenas para a grade 
original. Assumindo (como esperado) que o erro de discretização do método 
da. seção anterior é O(h2), a extrapolação de Richardson produz resultados 
razoavelmente satisfatórios. Como um exemplo, consideremos nm:amente a 
corda com 'I= 10-1 , o:= ~· Aplicando a extrapolação aos resultados obtidos 
com N = 50 e 100, obtemos a estimativa refinada (.6..8)ruch. = 52. 602°; os 
resultados com N = 100 e 200 produzem (.6..8)ruch. = 52,605°. 
Um método de refinamento mais complexo, e que não recorre ao uso de 
uma grade mais fina do que a original, é a "correção iterada de defeitos" [16]. 
Em uma das versões do método, a solução numérica é interpolada com uma 
função polinomial por partes; esta função é usada para construir "pequenas 
perturbações" às equações e condições de contorno originais, de tal forma 
que a função interpoladora se torne a solução exata do problema perturbado. 
Este último problema é então resolvido numericamente pelo mesmo método 
e com a mesma grade usados para o problema original. A diferença entre 
as soluções numéricas dos problemas original e perturbado é então tomada 
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como uma estimativa do erro de discretização da solução numérica original. 
Escolhendo a função interpoladora adequadamente, o processo pode ser ite-
rado, produzindo estimativas melhores para o erro de discretização (v. [16] 
para detalhes). 
Se denotarmos por t/(r) a função que interpola a solução em diferenças 
finitas do problema (2.45)-(2.49), e por ~s os valores obtidos numericamente 
para f3s, podemos escrever o problema perturbado na forma 
j k k'. -i" j -k -k'. -f (r,y ,y ,;3,)+y -f (r,y ,y ,;3,), (2.51) 
Ç.(J,) fooo ,P.(r, yij; ;3,)dr +Ç.(/J,) 
fooo ,P.(r,)/,!/;/J,)dr, (2.52) 
com expressões análogas para as condições de contorno. Note-se que se f/ 
está próximo da solução exata, espera-se que os termos perturbadores na 
equação acima sejam "pequenos". 
Em outra versão do método, o erro de discretização é determinado através 
da solução numérica de certas equações diferenciais. No caso do problema 
(2.45)-(2.49), escrevendo 
y' ~!i'+ óy', (3, ~ !J, + 8;3, 
onde byk e 8(33 são os erros de discretização, obtém-se por substituição nas 
equações originais as seguintes equações para os erros: 
óy' " 
~.(/J, + li;J,) 
· k k k' k1 - -u f'(r,y +óy ,y +8y ;;3,+8;3,)-y', 
fooo ,P.(r,[/+8yi,yl +8yl;,B,+8;3,) dr; 
(2.53) 
(2.54) 
condições de contorno para. óyk podem também ser deduzidas. Frank [16] 
sugere que se linearize as equações para byi, 6{3.., uma vez que se espera 
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que os erros na solução original sejam pequenos. No caso em consideração, 
entretanto, esta estratégia não é possível devido à. presença da singularidade 
nas equações em r = O. 
Ambas as versões (2.51)-(2.52) e (2.53)-(2.54) foram implementadas nu-
mericamente, utilizando splines polinomiais corno funções interpoladoras. 
Frank [16] argumenta que o uso de splines cúbicas não produz um refina-
mento significativo da solução, e recomenda o uso de splines de ordem supe-
nor. Adotou-se então a interpolação com splines de grau l 2:: 5 [24], 
N+l 
i/(r) =L; c!N'+'(~- i+ I+ 1), O-<: r-<: Nh, 
i=l 
onde Nl+1 é a B-spline 
e 
ç'={ç'ç:;,o 
+ o ç <o. 
(2 .. 55) 
Os coeficientes c{ são determinados por um sistema de equações lineares que 
inclui as condições de interpolação e certas condições de contorno impostas 
em r= O e r= Nh. 
Os resultados fornecidos pelas duas versões do método de correção iterada 
de defeitos para uma mesma função interpoladora foram geralmente muito 
próximos. Entretanto, certas correções (particularmenteó,82 , 8,83 , óy3 e 6y 4 ) 
eram bastante sensíveis à escolha do grau l da spline interpoladora. Desta 
forma, os resultados "refinados" não eram suficientemente confiáveis, e este 
método de refinamento foi abandonado. 
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2.9 Colocação com splines 
O método de colocação com splines (v., por exemplo, [17, 18]), no qual a. 
solução aproximada é procurada como uma combinação linear de B-splines, 
tem a propriedade conveniente de permitir a aproximação da função incógnita 
e de algumas de suas derivadas sobre todo o intervalo de integração, e não 
apenas nos pontos de grade. Além disso, a precisão do método de colocação 
aumenta com o grau da spline [25], o que permite construir de maneira uni-
forme uma hierarquia de métodos de precisão crescente. Por outro lado, não 
existe um processo geral simples para a produção de esquemas de diferenças 
finitas de ordem superior (v., por exemplo, [26, 27]). 
Um método de colocação com splines de grau I = 5 foi implementado 
para o problema (2.45)~(2.49): procuramos combinações lineares (2.55) (com 
l = 5) e constantes !3s que satisfaçam o sistema aproximadamente em algum 
sentido. O problema discretizado terá portanto as 4N + 23 incógnitas d;, 1 :::; 
j :::; 4, 1 :S: i :::; N + 5, f3s, s = 1, 2, 3. Substituindo (2.55) nas equações 
diferenciais (2.45), e exigindo que estas sejam satisfeitas em r= h, 2h, ... , Nh, 
obtém-se 4N equações para o sistema discretizado. As condições de contorno 
em r = O e r = Nh fornecem 9 equações; a inclusão das duas identidades 
integrais (2.40) e (2.41) (calculadas pela regra de Boole em uma grade com 
passo menor que h, para maior precisão) fornece até agora um conjunto de 
4N + 11 equações. Uma possível escolha para as 12 equações que restam 
consiste em: 
• Impor as condições seguintes sobre as derivadas das funções incógnitas 
em r =O, em conformidade com os resultados da Sec. 4.1.5: 
Y"(OJ = U'(OJ = Â'(OJ = k"(o) = yl'•l(o) = 
CORDAS ESTÁTICAS U(l) 37 
• Impor as condições assintóticas yi' ,....., -ciyi também em r = ( N - 1 )h. 
Experimentos numéricos com este método de colocação (onde o sistema 
de equações não-lineares é resolvido pela rotina quase-Newton C05NBF da 
biblioteca NAG [21]) mostraram que sua convergência é muito mais rápida 
do que a do método de diferenças finitas apresentado anteriormente. Além 
disso, o método de colocação fornece resultados de boa qualidade mesmo 
com grades muito grosseiras; para a corda com TJ = 10-1 , a= t considerada 
previamente, uma grade com N = 5 e TN = 7 fornece 1:18 = 52,623°, que 
está mais próximo do resultado de Laguna-Castillo e Matzner [7] (52, 61 °) do 
que a solução em diferenças finitas com N = 100, TN = 10 (52,577°). C ma 
ilustração mais completa da rápida convergência do método de colocação é 
apresentada na Tabela 2.1, onde são comparados alguns resultados para a 
corda considerada acima, obtidos com (N = 30, TN = 10) e (N = 90, r,v = 
15). 
Em alguns casos testados, o método de colocação permitiu detectar al-
gumas pequenas correções que devem ser aplicadas à Tabela I de [7], e em 
outros casos refinar os valores ali apresentados. Por exemplo, a Tabela 2.2 
mostra os os déficits angulares e densidades lineares de energia calculados 
para a corda com 1J = 10-1 , a= ~ usando várias discretizações. Para com-
paração, a Tabela I de [7] fornece ó..f) = 97,56°, pjrrr?' = 2,1470, que diferem 
ligeiramente (da ordem de 0,1%) dos resultados da Tabela 2.2. Para a corda 
com 1J = 10-1 , a = t, os resultados obtidos pelo método de colocação (Ta-
bela 2.3) contêm um ou dois dígitos significativos além dos apresentados em 
[7].' 
4Note que o valor apresentado em [7] para a densidade linear de energia ( l, 1163) contêm 
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a e a .. T b l 2 1 
N -30, rN-10 N- 90, rN- 15 
il.O(graus) 52,60462 52,60486 
~/Jrry' 1,162727 1,162730 
k 0,8451220 0,8451211 
ko 0,220726 0,220642 
ao -0,01030481 -0,01030465 
Co 3,527 3,509 
Po 1,47ii 1,477 
X(r= l) 0,6605203 0,6605191 
U(r =i) 0,7280599 0,7280548 
A( r=;) -0,00549321 -0,00549492 
K(r= l) 1,442667 1,442654 
<7(r=l) 0,177957;)_ 0,1779.572 
F,( r= l) -0,01138705 -0,01138730 
Pa(r = l) 0,00836406 0,00836531 
a e a .. T b l 2 2 
N rN il.O(graus) I' I"~' 
40 30 97,358 2,14478 
55 25 97,372 2,14502 
55 35 97,363 2,14490 
74 37 97,365 2,14496 
Algumas soluções numéricas para cordas com Tf = 10- 1 , obtidas por co-
locação com splines quínticas, são apresentadas na Fig. 2.1. 
provavelmente um erro de impressão; analogamente, para TJ = 10- 3 , a= !, a densidade 
linear dada em [7] (1.1157) deve ser corrigida para 1,157. 
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e a .. Tab I 23 
N rN L'.O(graus) jif1rq' 
30 10 52,60462 1,162727 
40 10 52,60472 1,162727 
50 10 52,60475 1,162728 
50 15 52,60477 1,162730 
90 15 52,60486 1,162730 
Capítulo 3 
PERTURBAÇOES RADIAIS 
DE CORDAS U(l) 
3.1 Introdução 
Uma teoria linearizada foi desenvolvida para o estudo de pequenas per-
turbações da corda estática retilínea U( 1) com campo gravitacional, estudada 
no capítulo anterior. A análise segue o espírito da teoria de estabilidade hi-
drodinâmica [9], e se baseia na determinação de modos normais, os quais 
apresentam dependência temporal da forma é..,t, onde a freqüência w pode 
ser complexa. Em geral, se algum modo tem lm w < O, o sistema é instávelj 
se todos os modos tem Im w 2: O, o sistema é estável na aproximação linear, 
ainda que possa ser instável no regime não-linear (Um exemplo deste tipo de 
comportamento foi observado recentemente por Zhou e Straumann [28]). 
As perturbações mais simples que podem ser consideradas para a corda. 
retilínea. tem simetria cilíndrica. Os modos normais correspondentes são des-
critos pela freqüência w e pela estrutura radial das perturbações da métrica e 
dos campos escalar e de calibre. O sistema de equações diferenciais ordinárias 
que determina a estrutura radial dos modos com simetria cilíndrica divide-se 
40 
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em dois subsistemas desacoplados. O primeiro (que denominaremos Subsis-
tema I) descreve oscilações da componente goz da métrica e da componente 
z do campo de calibre, enquanto o segundo (que denominaremos Subsistema 
II) descreve oscilações das componentes diagonais da métrica e da compo-
nente gtr, da componente (} do campo de calibre e do campo escalar. As 
equações que compõem o Subsistema II não são todas independentes; foram 
determinadas certas relações entre as equações, semelhantes às relações que 
se pode deduzir entre as equações de Einstein exatas pelo uso das identidades 
de Biancbi. Uma vez reduzido a um conjunto de equações independentes, o 
Subsistema II não fica totalmente determinado (há mais incógnitas do que 
equações); esta liberdade reflete a possibilidade de efetuar mudanças de coor-
denadas envolvendo somente as coordenadas temporal e radial. Neste estudo, 
esta liberdade foi eliminada escolhendo sistemas de coordenadas que são em 
certo sentido mais "naturais" para a observação dos modos normais. 
As condições de contorno para os modos normais foram deduzidas assu-
mindo que (a) todas as componentes das perturbações são funções regulares 
em r = O, (b) a métrica perturbada não apresenta singularidades cônicas 
em r = O, e (c) as componentes físicas [29] das perturbações tendem a zero 
quando r ~ oo. Os comportamentos assintóticos dos modos normais quando 
lm w = O e Im w =f. O são bastante diferentes. No primeiro caso, a estru-
tura radial das perturbações é oscilatória, com amplitudes que geralmente 
decrescem como r- 112 ; no segundo caso, as perturbações devem decair ex-
ponencialmente com r. Para freqüências reais, as condições de contorno no 
infinito são geralmente satisfeitas em um subespaço não-trivial de soluções 
das equações de estrutura radial, que inclui soluções regulares em r =O. As-
sim, os modos neutros ((..r.,' real) formam um espectro contínuo. Para Im w f O 
(modos instáveis ou amortecidos), as equações que governam as perturbações 
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admitirão soluções que crescem exponencialmente quando r ---t oo. Por analo-
gia com outros problemas de estabilidade hidrodinâmica, espera-se que neste 
caso os modos instáveis e amortecidos formem (se existirem) um espectro 
discreto. 
Para o Subsistema I, é possível mostrar usando identidades integrais que 
qualquer modo instável ou amortecido terá necessariamente Re w =O. Uma 
dedução similar para o Subsistema II não permite obter informações a priori 
sobre as freqüências dos modos normais. Um estudo numérico foi então rea-
lizado para verificar a possível existência de modos instáveis ou amortecidos. 
Neste estudo, as equações de estrutura radial foram discretizadas empre-
gando colocação com splines cúbicas, e o problema diferencial de autovalores 
foi convertido em um problema algébrico generalizado de autovalores [30]. 
Este último problema pode ser resolvido pelo algoritmo QZ [31], produzindo 
aproximações para um subconjunto finito dos autovalores e autofunções. Os 
modos neutros são excluídos deste estudo numérico devido às condições de 
contorno diferentes que satisfazem no infinito ( cf parágrafo anterior). Não 
foram encontrados modos instáveis ou amortecidos para os valores típicos dos 
parâmetros que definem a corda estática, considerados no capítulo anterior. 
Passou-se então a um estudo dos modos neutros, que podem ser deter-
minados para cada. freqüência real w integrando numericamente as equações 
de estrutura radial a partir de r = O com condições iniciais diferentes para 
cada modo normal. Uma vez que as equações diferenciais envolvidas são 
singulares em r = O, é preciso começar a integração em um raio "pequeno" 
r = rm.b onde as condições iniciais podem ser obtidas de uma expansão de 
Maclaurin truncada do modo normal. Analisando a forma desta expansão, 
e o comportamento das soluções quando r --+ oo, determinou-se o número 
de modos normais por freqüência em cada subsistema. O estudo numérico 
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incluiu também a determinação da amplitude e fase dos modos normais em 
função da freqüência w. 
3.2 Perturbações com simetria cilíndrica 
As perturbações mais simples que podem ser superpostas à corda estática 
discutida acima têm simetria cilíndrica. Podemos escrever os campos per-
turbados como 
X= X0 (r) + X1 (r, t), 
(1/e)[U0 (r) -1]11"0 + A~'l(r, t), 
g~~(r) + g~;)(r, t), 
onde X0 , U0 , g~~) referem-se à corda estática (v. equaçoes (2.6)-(2.8)) e 
X11 A~1 l, g1~ referem-se às perturbações. Se considerarmos apenas per-
turbações com a forma particular 
Ai') 
- (0, O, A~1 l, A~1 l), 
" 
(3.1) 
(1) 
9tt 
(I) g,, o o 
(1) g~~) o o gi') g,, 
"" o o I') (I) 9oe g,, 
(3.2) 
o o I 1) g,, g~~) 
então GJ.l" e TJ..<v terão as mesmas componentes não-nulas que 9J-<u• 
Será conveniente para a análise seguinte definir uma notação alternativa 
para as perturbações da métrica e do campo de calibre: 
I 1) 
9tt 
(1/e)U,(r,t), 
(1/e)W,(r,t), 
-2eA1• (r, t )/ >.~', 
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(1) g,, eAfJ1 (r, t)/ >.~', 
giii , 2P,(r,t)f),ry1, 
(1) g" 2K2e-2AQ1 (r, t )/ Àry1, 
(1) g,, eAíl, (r, t)j>.ry1, 
gll) 
'' 
2eA Z1 (r, t )/ Àry2, 
onde K(r) e A( r) definem a métrica da corda estática. A parametrização de 
g~~) requer alguma explicação. Uma vez que K"' r e A___,. O quando r___,. O, 
teremos g~~) = O(r 2 ) se Q1 -+ const. quando r ----r O; esta é uma condição 
necessária para a regularidade do espaço-tempo no eixo da corda. Assim, 
assumiremos que as funções r 1 , /31 , etc. são regulares em r= O. 
3.3 Equações para a estrutura radial dos mo-
dos normais 
Modos normais da corda U(l} discutida no capítulo anterior são soluções 
da.s equações de campo linearizadas em torno da solução estática, com de-
pendência temporal eiwt. Há vários tipos de modos normais em uso na lite-
ratura sobre oscilações de estrelas e buracos negros, os quais diferem pelas 
condições de contorno em r --+ oo. Nesta seção, apresentamos as equações 
diferenciais que descrevem a estrutura radial dos modos normais; a discussão 
de condições de contorno é deixada para as duas seções seguintes. 
Assumindo que as perturbações têm uma dependência temporal da forma 
onde xh [rl) etc. dependem apenas de r, e linearizando as equações de 
campo (2.3)-(2.5) em torno da solução estática, obtém-se o seguinte conjunto 
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de equações para a estrutura radial das perturbações: 1 
1. Equação para o campo escalar: 
"Pl = x·" + K' X'+ X'(''+ Z' + Q.'- F') 
L X - 1 K 1 o J.lt 1 1 l 
'AU.' 2 '"'X {}, [ z~A t( ')e']~ e oou·-+ w e + , 1 - 3X0 - K' X1 - K' 1 
2 2AX U.' 2 2AU,2 
e o o Q. -X [(X' - 1) e o ]F =o 
+[{2 1 oo +/{2 1 (3.3) 
2. Equações para o campo de calibre: 2 
ç(1) -
'"'U = 
S(1) = w -
tr + (2A' _ K')u' + u.'(,'' + z'- Q., -F') 1 I< 1 o t-'1 1 1 1 
~ 2 -A 2 A 2 A 
-2aXoUoX1 + (w e - aX0 )U1 - 2aX0 UoP1 =O, (3.4) 
K' 3AU' 
W" + (-- A')W'- "----"-!1' + (w'e-A- aX')W =O (3.5) 1/{ tf{2 t ot 
3. Equações de Einstein: 3 
S" -(l) = 
S " -(I) = 
2Aijl F' K' Z" + Q." + 81rn 2(X' X' + ~{!') + ___:_z, +(LA'- -)F' t t ., o 1 aK2 1 K 1 2 K 1 
2[(' ' A' 2 [ z 2e2AUJ] • 
+( K -iA )Q1 + 4rrry Xo (X0 -1) + K' }ú 
2AX'fl 2A("')' 2e o o A [ '(e u, ( ')') 
+8rrry K' U1 + Srrry aK' + X0 
, , 4!\' 1• 2 e
2A((U~) 2 2 ') • 
+iA (3A - K ) P1 - Srrry K' --;;- + X 0 U0 Q1 =O, (3.6) 
2A(j,l c.'l 
A A 2 A e 0 • li A z; + Q; + Srrry (X~X1 + ----;;,:U1) +(IA'- -1_ )P1 frl\ \ 
1 As equações apresentadas foram obtidas através de computação simbólica, e foram 
simplificadas eliminando as segundas derivadas de X o, Uo, A e K com o auxílio de (2.9)-
(2.12). Alguma simplificação adicional foi conseguida empregando (2.40) para eliminar o 
fator (XÕ- 1) 2 . 
2 SJl e .':t~l são proporcionais às versões linearizadas das componentes O e z de (2.4). 
3 Para cada p, v fixos, sr:; é proporcional à. perturbação de primeira ordem da ex-
pressão C~'" - 811'T~'". 
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(3.7) 
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Nas equações acima introduzimos a quantidade 
(3.12) 
onde ~1 é uma função tal que 
(3.13) 
As equações de estrutura radial (3.3)-(3.11) podem ser divididas em dois 
grupos não-acoplados: 
• Subsistema 1: composto por (3.5) e (3.10), que envolvem apenas per-
turbações em Az e 9ez; 
• Subsistema li: composto pelas demais equações de estrutura radial, que 
envolvem perturbações em t/>, Ae, 9tt 1 9tr 1 9rr, 9oe e 9zz· 
Os dois subsistemas descrevem modos normais independentes admitidos pela 
corda estática. 
O Subsistema 11 pode ser consideravelmente simplificado. Inicialmente, 
observamos que (3.11) pode ser substituída pela equação mais simples 
S·., S" S"' z'" '"+K'(z'' '') z-A(P.+Q') O (314) {l) = (1) - (1) = 1 - fLt f{ l - llt - W e I 1 = · · 
Além disso, nem todas as equações do Subsistema Il são independentes; as 
seguintes relações podem ser verificadas empregando (3.3), (3.4), (3.6)-(3.9) 
e (3.14) e eliminando a.s segundas derivada.s de X0 , U0 , A e f{ com o auxílio 
de (2.9)-(2.12): 
c" 
"'(I) 
d c;rr 
dr ._(I) 
d str !{' çtr 
dr (I)+ K "(I)' (3.15) 
K' K' 
+ S" A'St~ 2 -AS'" + (A' ) çoo K (I) - (t)- w e (1) - K .._ (l) 
+•A'S·,. 8 '( l('SIII e'AU6 <;I <I) O 1 (t) + 1r1] • o X + aK2 .__ u = · (3.16) 
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Portanto, podemos eliminar (3.6) e uma dentre a.s equações (3.3), (3.4), (3.9), 
(3.14) do Subsistema li (Devido à presença dos termos (d/ dr )S(;) e (d/ dr )Sí~l 
em (3.15) e (3.16), a.s equações (3.7) e (3.8) não podem ser eliminadas do 
sistema sem a consideração de condições de contorno). Por simplicidade, es-
colhemos manter as equações (3. 3), (3.4 ), (3. 7), (3.8), (3.14) no Subsistema li. 
A independência destas últimas equações pode ser evidenciada pela análise do 
comportamento assintótico de suas soluções, apresentada na próxima seção. 
Em conclusão, o Subsistema II consiste de 5 equações diferenciais nas 
7 incógnitas XI, Út, 'Yt, fi~, Pl. Ql, zl. Duas das incógnitas podem portanto 
ser prescritas arbitrariamente. Esta liberdade expressa o fato geométrico de 
que uma mudança de coordenadas envolvendo apenas t e r pode sempre ser 
efetuada de modo que as componentes 9tt. 9tr, 9rr satisfaçam duas relações 
prescritas [32]. Em outras palavras, a análise anterior ainda não determinou 
completamente o sistema de coordenadas em que as perturbações da corda 
estática são observadas. Uma vez que esta escolha de sistema de coordenadas 
não é única, e claramente o conceito de "modos normais" não é invariante sob 
mudanças de coordenadas envolvendo a coordenada temporal, é necessário 
adotar um sistema de coordenadas "convencional" para a descrição dos mo-
dos normais. As escolhas mais naturais correspondem a sistemas que são 
em algum sentido "semelhantes" àquele empregado na descrição da corda 
estática, como por exemplo um sistema onde 
(3.17) 
Em termos das perturbações, este sistema corresponde a tomar fh = P1 = O. 
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3.4 Condições de contorno assintóticas para 
os modos normais 
Nesta seção 1 discutimos as condições de contorno a serem satisfeitas pelos 
modos normais longe do eixo da corda. Antes de analisar o comportamento 
assintótico das soluções das equações de estrutura radial da seção anterior, 
é conveniente revisar os tipos de modos normais usualmente empregados em 
relatividade geral e teoria da estabilidade hidrodinâmica. A maioria dos es-
tudos de perturbações em relatividade geral refere-se a sistemas com simetria 
esférica, como estrelas e buracos negros. A fim de facilitar a comparação dos 
resultados deste trabalho com os de tais estudos de perturbações, apresenta-
mos a seguir uma pequena revisão da terminologia empregada na descrição 
de modos normais. 
Na literatura sobre oscilações não~ radiais de modelos estelares e buracos 
negros [11, 12, 13, 33, 34], aparecem três tipos de modos, introduzidos por 
Thorne [13]' 
l. Modos de onda estacionária. Estes modos têm freqüências reais, e ge-
ralmente formam um espectro contínuo. As perturbações têm a forma. 
(3.18) 
onde (/Jw(r) pode ser tomado real para todo r; tipicamente, esta função 
Comporta-se assintoticamente como 
• A., ~·w(r)-- cos[wR(r) + Dw]. 
r" 
onde Aw não depende de r, n é uma constante positiva, R( r)"' r para r 
grande e 8w é a fase do modo normal. O fator r-n está associado ao de-
caimento da amplitude de urna onda esférica com a distância da fonte. 
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Os modos desta categoria representam uma superposição de uma onda 
gravitacional gerada em r= oo com uma onda de igual amplitude que 
se propaga para longe da estrela, resultando em um padrão de onda 
estacionária. ~o estudo de pulsações não-radiais de estrelas, o inte-
resse geralmente se concentra no estudo da evolução de perturbações 
iniciadas no interior da estrela, e que emitem ondas gravitacionais. 
Ainda que um modo de onda estacionária tomado isoladamente não 
possa descrever este tipo de perturbação, superposições destes modos 
(através de integrais de Fourier) podem ser empregadas para construir 
perturbações mais realistas. 
2. Modos complaos que se propagam para o exterior. Os modos desta 
categoria têm freqüências complexas w = cr + ifr, com T > O, cor-
respondendo perturbações que decaem exponencialmente no tempo, 
de maneira oscilatória, para r fixado. As perturbações têm a forma 
(3.18), com ~·_,(r) complexo (de fato, com argumento não-constante), e 
assintoticamente correspondem a perturbações que se propagam para 
o exterior: 
,P(r, t) ~ Aw exp{iw[t- R( r)]}, 
r" 
onde Aw é urna constante complexa, n >O é uma constante e R( r)'""' r 
para r grande. A exigência de que as perturbações se propaguem para 
o exterior, que define esta categoria de modos, restringe os valores de w 
a certos valores complexos discretos w = w,., k = 1, 2, ... Uma vez que 
r > O, vê-se da expressão acima que a amplitude das oscilações cresce 
exponencialmente quando r --+ oo com t fixo. Por esta razão, ainda 
que apresentem perturbações que se propagam para o exterior (o que se 
espera de perturbações iniciadas no interior da estrela após um tempo 
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suficientemente longo) 1 os modos deste tipo não podem representar 
pulsações realisticas de um modelo estelar. 
3. Modos quase-normais. Estes não são modos normais no sentido próprio 
(uma vez que não têm dependência temporal da forma eiwt), sendo cons~ 
truídos como superposição dos modos de onda estacionária. com um 
espectro que é dominado por um pico estreito em torno da freqüência 
w = O'k correspondente a um dos modos complexos que se propagam 
para o exterior. Por exemplo, a superposição mais simples com o com-
portamento desejado tem a forma [11] 
,P( ) =R [00 ,f,w(r)e'w'dw 
r,t elo (w-<T,) 2 +(1fr,) 2 . 
(A forma do espectro na integral de Fourier acima não é única; outras 
possibilidades, que diferem nos detalhes do pacote de onda e na pre-
sença ou ausência de descontinuidades na frente de onda são discutidas 
por Price e Thorne [12]). A evolução temporal das perturbações descri-
tas por um modo quase-normal pode ser descrita qualitativamente da 
seguinte maneira (cf. a Fig. 1 em [12]): um pacote de ondas gravitaci-
onais incide sobre a estrela, a qual começa a oscilar e finalmente emite 
um pacote de ondas idêntico; este pacote de ondas tem uma frente de 
onda nítida, que se propaga para o exterior com a velocidade da luz; 
atrás da frente de onda, as perturbações são descritas aproximadamente 
pelo modo complexo com w = w~,:, enquanto que adiante da frente de 
onda o espaço-tempo permanece essencialmente não-perturbado. Desta 
forma, através da construção de pacotes de onda de forma conveniente é 
possível interpretar fisicamente os modos complexos que se propagam 
para o exterior, evitando a ocorrência de perturbações exponencial-
mente grandes para r -----+ oo. Os modos quase-normais representam 
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assim um tipo bastante particular de perturbações, que podem ser usa-
dos como modelos de pulsações estelares realistas. 
Em teoria da estabilidade hidrodinâmica [9, 10], a ênfase reside em de-
tectar a existência de modos instáveis (para os quais Im w < 0), assintotica-
mente estáveis (ou amortecidos, para os quais Im w > O) e neutros (modos 
com freqüência reaL que correspondem aos modos de onda estacionária discu-
tidos acima). A fim de que possa representar uma perturbação inicial fisica-
mente realizável, um modo instável ou amortecido deve ter estrutura espacial 
descrita por funçê)es limitadas (ou mais precisamente, tais que as componen-
tes físicas [29] das perturbações dos campos sejam limitadas). Em sistemas 
relativísticos, a existência de modos instáveis ou amortecidos não está neces-
sariamente ligada à existência de modos complexos que se propagam para o 
exterior (c f. parágrafo anterior). Como uma ilustração, consideremos o re-
cente diagnóstico de instabilidade da solução de Bartnik-McKinnon [35] das 
equaçõesde Einstein-Yang-Mills com simetria esférica, realizado por Strau-
mann e Zhou [36]. ~esta análise, que considerou apenas perturbações com 
simetria esférica, foi encontrado pelo menos um modo instável, de freqüência 
imaginária pura, cuja função de estrutura radial é limitada em toda parte e 
decai exponencialmente quando r ---+ oo. 
No presente estudo, adotaremos o ponto de vista da teoria da estabili-
dade hidrodinâmica, tanto no estudo de modos neutros quanto no diagnóstico 
de possíveis instabilidades das cordas estáticas U(l). O mesmo ponto de 
vista será empregado no Cap. 5 no estudo das perturbações de politropos 
cilíndricos. O ponto de vista dos modos quase-normais não será enfatizado, 
uma vez que (a) estes constituem perturbações bastante particulares, cons-
truídas a partir dos modos de onda estacionária, e ( b) veremos mais adiante 
que, no estudo de perturbações radiais de cordas U(l}, o conceito de modos 
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quase-normais parece não ser de grande utilidade. 
Passemos agora à determinação das condições de contorno assintóticas 
para os modos normais de oscilação radial de uma corda estática U(l). 
Quando r ---+ oo, o comportamento assintótico da solução estática (descrito 
no capítulo anterior) permite aproximar as equações que compõem os Sub-
sistemas I e li como 4 
Y' X" + \ X' ( 2 -oo )X (3.19) I K • 1 + w e - 1 1 = Et, 
rr I K' U' ( 2 -oo )U K 1 + w e -a 1 = c::2, (3.20) 
Y' }i."' \ ' 2 ~ (3.21) I + K W{ + (w e-ao- a)W1 = t 3 , 
i' . [{' . (3.22) + Q~ + ]( Ql = f4 1 I 
K' ("' K 71 + .i~)+ w2 e-a0 (Zt + Qt) = Es, (3.23) 
Z" K' A ' ,, (Z' '') 2 -aoQ (3.24) 
' 
lt + K 1 - lt - w e t = é6, 
Ô." [{'A 2 " (3.25) I K O~+ w e-"ofh = t 1 , 
onde as funções Ej são combinações lineares das perturbações com coeficientes 
que decaem exponencialmente quando r ---+ oo, e ao = limr~oo A( r"). Como 
K(r) rv kr + ko+ termos exponencialmente pequenos, podemos aproximar o 
coeficiente I<1 f/{ que aparece nas equações acima pela série assintótica 
I<' 1 [ ko ko 2 ] 
- ~ - 1 - - + (-) -
K r kr kr (3.26) 
As equações (3.19), (3.20), (3.21) e (3.25) são essencialmente equações de 
Bessel; suas soluções podem portanto ser escritas como 
(3.27) 
4 Usamos aqui o sistema de coordenadas onde (3.17) é válida; note que neste caso 
teremos J, = Ê\ = o, fJ 1 = t 1 . 
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Ut ,.._, h3rl/2ei,qr + h4rlf2e-i,.Ar + [r[Pl, 
~VI ,....., hsr-lf2é•Ar + h6r-lf2e-i"'Ar + Wt)' 
nl "-' h;T1/2é.;gr + hsr1/2e-it>gT + ôip\ 
onde os hj são constantes, 
•• ..Jw2e 11-o- 1, 
KA ../w2e a.o -a, 
., we-a0 f2 
' 
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(3.28) 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
e x;"l, [!,IPI, \V,IPI, {l(PI são soluções particulares de (3.19), (3.20), (3.21) e 
(3.25). 
Consideremos inicialmente o Subsistema II no caso em que 
lm w ~O, lwl > e"'/2 max{1, fo}, (3.34) 
para o qual K4>, KA são ambos reais. Adotemos provisoriamente a hipótese 
(a ser justificada mais adiante) de que em uma solução genérica de (3.19)-
(3.24) todas as perturbações são O( r") para algum n. Em conseqüência, as 
funções e1 serão exponencialmente pequenas quando r ~ OOj podemos tomar 
.. ;\:"Y) e Ô}P) exponencialmente pequenas para r grande. Assim, .X1 e Ô1 têm 
comportamento oscilatório quando r ~ oo. 5 
A determinação do comportamento assintótico das perturbações da mé-
trica requer um pouco mais de análise. Inicialmente, vamos deduzir urna 
única equação para Z1 , desprezando termos exponencialmente pequenos e os 
5 A amplitude das oscilações de rlt cresce com r 112 quando r --> co, o que parece 
contradizer a hipótese de "pequenas perturbações." Entretanto, este efeito é um arte-
fato do sistema de coordenadas cilíndricas: a componente física [29] do campo de calibre 
correspondente a l\ é A~11 ;/lfj = O((ftfr) = O(r- 112), que tende a zero com r_,. oo. 
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termos de ordem superior em (3.26). Diferenciando (3.23), obtemos 
~(i;' +i-;')- ~(i;+ i;)+ w'e-'"(i; + Q;) =O; 
r r 
com o auxilio de (3.22), esta expressão torna-se 
(., + z'")- ~('' + z'')- ' _,Q· -o 1'1 1 '"h 1 w e 1 ~ · 
r 
Adicionando (3.24) à. expressão anterior, obtém-se 
2Z~'- ~-%- 2w2e-aoQ1 =O. 
r 
Finalmente, usando (3.23), obtém-se uma equação de Bessel para 2'1 ; 
"n 1·, 2' 
zl + -Z1 + ",zl =o. 
r 
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Portanto, Z1 terá um comportamento oscilatório para r grande. ~!ais rigo-
rosamente, podemos determinar o comportamento assintótico de 2'1 , Q1 e 1'1 
subsitituindo as expansões 6 
oo I 
zl ~ """"'-. -~-[aj sin(<gr) + bj cos(<,r)], L... rl+l 2 j=O 
oo I 
/t "' L rHtfz [c i sin( KgT) + di cos( Kgr )] , 
j=O 
oo I Í: J+l/Z[eisin(~~:9 r) + ficos(tt9r)], 
j=O r 
(3.35) 
(3.36) 
( 3.37) 
em (3.22)-(3.24) e desprezando apenas os termos exponencialmente pequenos. 
Após alguma álgebra, mostra-se que os primeiros termos nestas expansões são 
i, ~ r;!, [aosin(<,r) + bo cos(•,r)] + · .. , (3.38) 
I . (3.39) 'h ~ r;, r 3 l 2 [bo sm( o'l:gr) - a0 cos( o'l:gr )] + · · · , 
g 
Q, I . (3 40) ~ - r,1,[aosm(K9r) + bocos(<,r)] + ·· ·, 
6 Não confundir o coeficiente ao Que aparece nestas expansões com a constante a0 = 
\im,._ 00 A( r). 
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onde agora apenas a0 e b0 são constantes arbitrárias. As expressões aóma não 
descrevem todos os comportamentos assintóticos possíveis das perturbações 
da métrica. Usando o fato de que K" é exponencialmente pequeno quando 
r --t oo (cf. capítulo anterior), verifica-se que as expressões 
(3.41) 
satisfazem (3.22)-(3.24) assintoticamente. Assim, determinamos expressões 
assintóticas dependendo de 8 parâmetros ( h1 , ... , h4 , a0 , bo, m0 , m 1 ) para as 
soluções do Subsistema 11. Como este subsistema é composto por três equa-
ções de segunda ordem e duas equações de primeira ordem, claramente as 
expressões obtidas correspondem à solução geral do sistema. Além disso, 
nenhuma perturbação cresce mais rapidamente do que r quando r ----+ oo, em 
acordo com a hipótese adotada inicialmente. 
Assim, quando w satisfaz (3.34), somente a componente assintótica pro-
porcional a m 1 terá perturbações cujas componentes físicas podem divergir 
quando r ----+ oo. Portanto, esta componente deverá estar ausente em um 
modo normal neutro. A presença da constante arbitrária m 0 em (3.41) cor-
responde ao fato de as equações diferenciais para as perturbações serem in-
dependentes de ')·1 . Esta componente não corresponde a perturbações físicas, 
podendo ser removida por uma transformação de escala infinitesimal da co-
ordenada temporal. Em um modo normal, assumiremos sem perda de gene-
ralidade que m 0 = O. 
Quando w não satisfaz (3.34), é mais difícil obter informações sobre a 
solução geral, devido à existência de soluções que divergem exponencialmente 
para r grande. Vamos portanto nos restringir ao estudo do comportamento 
de soluções para as quais todas as componentes físicas das perturbações são 
limitadas quando r ----+ oo; estas soluções claramente incluem os modos nor-
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mais quando estes existirem. Consideremos os seguintes casos: 
1. a < 1, Im w = O, eao/2fo < lwl < eu.o/2 . Neste caso, Kq, é ima-
ginário puro; uma das soluções da versão homogênea de (3.19) cresce 
exponencialmente, enquanto a outra decresce. Uma vez que estamos 
considerando somente soluções em que todas as componentes físicas das 
perturbações são limitadas para r grande, o termo E1 será exponenci-
almente pequeno; podemos tomar _X~P) também exponencialmente pe-
queno. Para que a solução seja aceitável, o coeficiente da solução que 
cresce exponencialmente deve portanto ser zero. Assim, X1 será decairá 
exponencialmente quando r -----). oo. Os argumentos apresentados ante-
riormente sobre o comportamento das perturbações da componente O 
do campo de calibre e da métrica ainda são válidos neste caso; estas 
perturbações serão oscilatórias. 
2. a > 1, Im w = O, ea.o/2 < [wl < ea.o/7.fo. Este caso é semelhante 
ao anterior; pode-se mostrar facilmente que Ú1 será exponencialmente 
pequeno para r grande, enquanto as demais perturbaçõesseguem o com-
portamento oscilatório descrito anteriormente. 
3. Im w =O, lwl < ea.o/2 min{l, fo}. Neste caso K.p e r;; A são ambos ima-
ginários puros; o argumento dos itens anteriores pode ser modificado 
para mostrar que as perturbações em 1> e Ao serão exponencialmente 
pequenas para r grande, enquanto as perturbações da métrica terão o 
comportamento descrito nos itens anteriores. 
4. Im w -=f O. Neste caso, K,p 1 "'A e Kg são todos complexos; como nos ca-
sos acima, uma das soluções das versões homogêneas de (3.19) e (3.20) 
cresce exponencialmente, enquanto a outra decai exponencialmente. A 
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única possibilidade para uma. solução fisicamente aceitável é que X1 
e U1 tendam a zero exponencialmente para r grande. A análise das 
três equações de Einstein (3.22)-(3.24) pode ser modificada para mos-
trar que a.s perturbações da métrica também serão exponencialmente 
pequenas quando r -t oo. 
A análise do comportamento assintótico do Subsistema I é consideravel-
mente mais simples, e pode ser efetuada por métodos análogos aos emprega-
dos para o Subsistema li. Os resultados são: 
1. Para Im w = O, ]wl > eaol2fo, a solução genérica tem comporta-
mento oscilatório, dado por (3.29) e (3.30) 7 (as soluções particulares 
que aparecem nestas expressões podem ser tomadas exponencialmente 
pequenas). 
2. Para Im w = O, lwl < ea.of2 ...(õ, as soluções em que as componentes 
físicas das perturbações são limitadas para r grande têm wl expo-
nencialmente pequeno e fh com comportamento oscilatório, dado por 
(3.30). 
3. Para Im w f O, as soluções em que as componentes físicas das per-
turbações são limitadas para r - (X) têm wt' Ôt exponencialmente 
pequenos. 
7 A amplitude das oscila ões de Ó1 cresce com r 112 ; entretanto, a componente física 
associada a Ô1 é g1;1; g~~lg~~) = O(Ô. 1/r) = O(r- 112), que tende a zero quando r- oo. 
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3.5 Comportamento dos modos normais pa-
ra r pequeno 
Uma vez que as equações de estrutura radial tornam-se singulares em 
r = O, é necessário estudar o comportamento para r pequeno das soluções 
regulares (as únicas em que estamos interessados). Este estudo fornecerá 
condições de contorno para a determinação dos modos normais. Substituindo 
séries de Maclaurin para cada uma das perturbações nos Subsistemas I e II, 
e expandindo os coeficientes das perturbações com o auxílio dos resultados 
(c f. Sec. 2.6) 
X o 
Uo 
A 
K 
3 
c1r + c3r + · · ·, 
1 + ]J2r2 + P4r4 + ... ' 
2 4 
a2r + a4r + · · ·, 
r+ d3 r 3 + · · ·. 
pode-se mostrar que para r pequeno as perturbações comportam-se como 8 
x, x 1r + x3r3 + O(r5 ), (3.42) 
(;, u2r2 + u4r4 + O(r6 ), (3.43) 
w, w0 + w2r 2 + w4 r 4 + O(r6 ), (3.44) 
t, Z1 + ..Yt = go + g2r2 + g4 r4 + O(r6 ), (3.45) 
A, Z1- ·h =lo+ fsw 2q2r4 + O(r6 ), (346) 
Q, q2r 2 + q4r 4 + O(r6 ), (3.47) 
{!, tv2r 2 + w 4r'1 +O( r 6 ). (3.48) 
8 Estes resultp.dos ~oram obtidos através de computação simbólica, adotando a condição 
(3.17), ou seja, fh = Pt =O. ExpressÕes para alguns coeficientes de ordem superior foram 
determinadas para posterior uso no estudo numérico dos modos normais (Seção 3.7). 
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As únicas constantes arbitrárias nas expansões acima são x1 , u 2 , g0 , [0 , w0 e 
::v2 • Os coeficientes nas expansões das variáveis do Subsistema I são funções 
lineares de w0 e r:v2 , enquanto que os coeficientes nas expansões das variáveis 
do Subsistema Il são funções de x 1 , u 2 , g0 , !0 • Os coeficientes nas expansões 
acima dependem ainda de w e dos coeficientes nas séries de Maclaurin de 
X 0 , U0 , A e J{. As expressões para estes coeficientes são bastante extensas, 
e serão por esta razão omitidas. Com vistas a aplicações numéricas, notamos 
aqui que na computação de x3 , u4 , etc. todas as derivadas de ordem superior 
de X 0 , U0 , A e I< em r = O podem ser expressas em função de c1 = X~(O) 
e p2 = -}U~(O) (omitimos as expressões por brevidade); estes últimos coefici-
entes podem ser obtidos com grande precisão a partir da solução numérica 
para X0 , U0 , A e [{ em termos de splines quínticas (c f. Cap. 2). 
Os resultados acima mostram que o subespaço de soluções regulares em 
r = O tem dimensão 2 no caso do Subsistema I e 4 no caso do Subsistema II. 
Além da regularidade das soluções em r = O, devemos exigir que o espaço-
tempo seja livre de singularidades cônicas sobre o eixo-z, o que é equivalente 
a ex1gu que 
lim !!!!___ = 1. 
r--+0 r29rr 
Uma vez que estamos adotando a condição (3.17) e em vista de (3.47) temos 
gW = 2K2c 2AQ1 = O(r4 ) para r--+ O, a condição acima estará automati-
camente satisfeita para qualquer solução regular do Subsistema II. 
3.5.1 Considerações de estabilidade a priori 
Mostramos nesta seção que a partir das equações de estrutura radial 
das perturbações é possível obter certas identidades integrais envolvendo 
a freqüência w, as quais fornecem alguma informação sobre a estabilidade 
PERTURBAÇÕES DE CORDAS U(l) 61 
da corda estática frente às perturbações com simetria cilíndrica que temos 
considerado. Técnicas similares são comumente empregadas em análises de 
estabilidade hidrodinâmica [9]. 
Consideremos inicialmente o Subsistema I. É fácil verificar que as equa-
çoes 
{3.49) 
{3.50) 
são equivalentes a {3.5) e {3.10). Multiplicando {3.49) por Wt e integrando 
por partes sobre o eixo-r, obtemos 
2AU,' 
+ (aX.i- w 2e-A)]W1 ]2] + e K 0 ô; Wt')dr 
Ke-AW;W;I:. {3.51) 
Para um modo instável ou amortecido (Im w =J. 0), a análise apresentada 
nas duas seções anteriores mostra que as perturbações devem tender a zero 
exponencialmente quando r --t oo, enquanto que para r --+O teremos 
Portanto, os termos de contorno na equação acima se anulam para um modo 
com Im w =J. O. 
Analogamente, multiplicando (3.50) por Ôi' e integrando por partes, ob-
temos 
100 e3A 1-(JÔ' I' o /{ l 
3A 00 
:_Õ*!l' K I 1 
o 
(3.52) 
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onde os termos de contorno se anulam para um modo instável ou amortecido. 
A equação acima pode ser simplificada integrando por partes e empregando 
(2.10); o resultado é 
(3 53) 
onde os termos de contorno novamente se anulam. Finalmente, combinando 
(3.51) e (3.53), obtemos a identidade 
(3.54) 
Portanto, qualquer modo com Im w # O terá w2 real, i.e., sua freqüência 
será imaginária pura. Note-se que a expressão no lado direito de (3.54) não 
é positiva definida, de modo que não se pode excluir a priori a possibilidade 
de modos instáveis ou amortecidos. Isto é consistente com a análise da.s dua.s 
seções anteriores: uma vez que há duas soluções regulares independentes 
para o Subsistema I em r = O, e para w complexo existem duas soluções que 
divergem quando r___,. oo ( cf. (3.29)-{3.30)), é em princípio possível que para 
valores discretos de w existam soluções que são regulares em toda parte. 
Devido à maior complexidade do Subsistema li, a dedução de uma iden-
tidade análoga a (3.54) para este sistema torna-se consideravelmente mais 
trabalhosa. Antes de tratar o problema completo, é conveniente considerar o 
caso mais simples em que os efeitos gravitacionais da corda são desprezados. 
Nesta aproximação, a métrica não-perturbada corresponde ao espaço de Min-
kowski (A= O, K =r), e todas as perturbações da métrica se anulamj não 
é necessário satisfazer as equações de Einstein, de modo que o Subsistema 
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11 reduz-se a (3.3) e (3.4). Um cálculo análogo ao apresentado acima para o 
Subsistema I fornece a identidade 
w' roo(riXd' + IÚd' )dr = lo or 
foo {r li; I'+ 1ú;1' + ['r(3X' - 1) + ug JIXd' + xg IUd' 
Jo OT 2 0 r r 
+ 4XoU0 Re{X;Ú!))dr. (3.55) 
r 
que será válida para modos com Im w :f O. À semelhança de (3.54), esta 
expressão diz apenas que modos instáveis ou amortecidos terão freqüências 
imaginárias puras, não excluindo a possibilidade de sua existência. 
Consideremos agora o Subsistema li propriamente dito, assumindo um 
sistema de coordenadas onde (3.17) é válida. Mostraremos mais abaixo que 
o Subsistema li pode ser escrito na forma 
(!ly')' + ylliy' + y1 21y + w'Dy =O, (3.56) 
onde y = (X1 ,Ú1,Z1,7,Q1)T, e !!(r), Vi11(r), yl21(r) e D(r) ,ão matrize' 
5 x 5 que não dependem de w, com 8 e D diagonais. Pode-se provar usando 
integração por partes que um sisten1a linear genérico da forma (3.56) satisfaz 
a identidade integral 9 
100 yTsy•dr- fo= yT AY.dr 
_ [y'r:::y• + ~yT(sC'I _ Ai'i)y·J:, (3.57) 
( 1 5 1
1 5')T s A onde Y = y , ... , y , y , , .. , y , e são respectivamente as partes 
simétrica e anti-simétrica. de 
( 
! yllJ'- Vi' I 
V= 2 !V(t) 
' 
9 A demonstração deste resultado será omitida por brevidade. 
I 
(3.58) 
I 
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e s(ll e A( 1l são as partes simétrica. e anti-simétrica de y(ll. Claramente, 
a primeira integral à direita em (3.57) é real, enquanto que a segunda é 
imaginária pura. Basicamente, a identidade (3 .. 57) pode ser empregada para 
decidir (a) se os modos normais terão ou não w 2 real, e (b) se para um modo 
normal a parte real de w2 terá ou nã-0 um sinal definido a priori. Para 
responder a questã.o (a) afirmativamente, é preciso mostrar que o sistema 
de equações em estudo pode ser escrito na forma (3.56) de maneira que' 
A= O ou. equivalentemente, que y(l) seja anti-simétrica e } V(l)'- y(2l seja 
simétrica. A questão ( b) terá uma resposta afirmativa se a primeira integral 
no lado direito for positiva definida. Pode-se mostrar que se os elementos da 
diagonal de D forem todos positivos 1 então uma condição suficiente para isto 
é que a matriz S seja positiva definida. 
Verifica~se por cálculo direto que a forma (3.56) pode ser obtida reescre-
vendo o Subsistema Il na forma equivalente 
8JrT{2 f{ s_~p FY'S'' O \-o(tJ= (3.59) 
e'A s~ry'-s 1 '1 o (3.60) r u a' 
tK(S({J + see + srr AI str o (1) (I)- (1) = (3.61) 
ti<(S(tl + Sí{l - S(fl)- (K'- tK A')S/{1 ~O (3.62) 
K[Sit1 + HSi!1 + sí;1- s(Dll- (K'- KA')s(;1 ~o. (3.63) 
Esta maneira de escrever o Subsistema II na forma (3.56) não é única. Além 
de multiplicar as equações por funções arbitrárias, pode~se adicionar a cada 
uma das equações múltiplos arbitrários de 5(~) ::::: O sem alterar a forma 
(3.56). Quando o Subsistema II é escrito como (3.59)-(3.63), os coeficientes 
em (3.56) sãD 
-.::. = 
e'A diag(S~ry' K, S~ry' aK, K,-K, K) 
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<A 
D d" (8 'I< -A 8 ' F -A o F -A) 1ag 7rTJ e , 7fT] a/(, \e , , \e 
o o o 81r1} 2 A. X~ o 
o o 2~'2Aur 2 ~l.{U' 2e2Au• 87r'? ~ 81fT]~ -81f1] :..........::.. oK 
yll) o 2e•Au' o !.}\" 4' o -81f1] ~ ' . 
-81r11 2 K X~ o -lKA' 
' 
K'- I\ A' KA'- I\' 
o 2e2AU' 871"Tf ~ o K'-KA' o 
(a expressão para V(2l será omitida por brevidade). Ainda que a maioria dos 
elementos de y(ll satisfaça. v;j1l = -~~~~~a matriz não é anti-simétrica; além 
disso, é fácil ver que os únicos elementos não-nulos de sua parte simétrica não 
podem ser eliminados utilizando a liberdade mencionada acima. Portanto, 
não é possível responder afirmativamente à questão (a) formulada anterior-
mente. A questão (b) não foi investigada em detalhe; entretanto, acreditamos 
que sua resposta seria negativa, uma vez que mesmo no caso mais simples 
em que os efeitos gravitacionais da corda são desprezados o sinal de Re w 2 
não é definido a priori. 
Outro argumento a favor da inexistência de modos instáveis ou amorte-
cidos para o Subsistema II provém da análise das duas seções anteriores. O 
comportamento assintótico de uma solução arbitrária. do Subsistema II para 
w complexo ( cf. Sec. 3.4) inclui 5 componentes que não devem estar presen-
tes em um modo normal (três componentes que divergem exponencialmente, 
e as componentes proporcionais a m0 e m1); entretanto, há apenas 4 soluções 
regulares independentes em r = O. Assim, provavelmente para nenhum va-
lor de ...: será possível satisfazer as condições de contorno correspondentes 
a um modo instável ou amortecido. Note-se que este argumento também 
mostra que não devem existir modos complexos em que todos os campos se 
propagam para o exterior. 
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3.6 Estudo numérico dos modos normais 
3.6.1 Modos instáveis e amortecidos 
Uma vez que as identidades integrais derivadas na seçã.o anterior nào 
resolveram definitivamente a questão da existência de modos instáveis ou 
amortecidos, realizamos um estudo numérico para determinar estes modos, 
caso existam. Para isto, é necessário resolver os problemas de autovalores 
associados aos Subsistemas I e li com condições de contorno de regulari-
dade das perturbações em r = O e de decaimento exponencial das mesmas 
para r -+ oo. Os métodos para a solução numérica deste tipo de problema 
dividem-se em duas classes [30]: métodos de valor inicial ( shooting e suas va-
riantes) e métodos globais (nos quais o problema discretizado é considerado 
como um problema algébrico de autovalores, permitindo a determinação de 
várias autofunções simultaneamente). Neste estudo, empregamos um método 
de colocação com splines cúbicas (um método globalL já que temos pouca 
informação a priori sobre o espectro de autovalores, especialmente no caso 
do Subsistema II. 
Para maior flexibilidade, construímos um programa que é capaz de tratar 
problemas da forma geral 
(3.64) 
onde y = (y1 , ... , yq)T, E, y(t), y(z), V(3} são matrizes q x q, com E = 
diag(t:1 , ..• , Eq), Ei =O ou 1, e E é o autovalor (no caso em estudo E = w2 ). 
O Subsistema I tem a forma (3.64) com q = 2, y; = (lf·h fh) e t:1 = t:2 = 1. 
Introduzindo as variáveis 
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e assumindo um sistema de coordenadas onde (3.17) é Yâ.lida, o Subsistema 
11 pode ser escrito na forma (3.64) com q = 5, y' = (,Y1 .1\, A1 , I\, Q1 ), '' = 
(1, 1, 1,0,0). 
No método de colocaçã.o com splines cúbicas, as autofunções são aproxi-
madas sobre um intervalo finito O :S r :S r ma.x = N h por uma combinaçào 
linear de B-splines cúbicas [24], 
N+3 _ r 
yi(r) =L c,'N4(-;;-k+4), 
k=1 
j = l, ... ,q, onde 
e [(] denota a. parte inteira de Ç. Exige-se que as soluções aproximadas 
satisfaçam as equações diferenciais (3.56) em r = h, 2h, ... , Nh (devido á 
singularidade das equações em r = O, não exigimos que as equações sejam 
satisfeitas neste ponto), além de condições de contorno em r= O e r= Nh. 
A discretizaçâo dac; equações diferenciais fornece o conjunto de Nq equações 
3 
h-2"' D 2 ; E; L_. k Cm+k q 3 + L LIV,)2l(mh)D,0- h- 1 11,)1 l(mh)D,1 )cm~k 
k=l j=l k=l 
q 3 
w2 L L Vi}3)(mh )Dkocm~k' 
j=l k=l 
onde 
. diN4 1 
D,' = d'i . 
,., ~=k 
Uma vez que há (N + 3)q incógnitas c/, é necessário especificar 3q condições 
de contorno. O problema de valores de contorno pode ser então representado 
em forma discreta por um problema algébrico generalizado de autovalores, 
Ac= EBc, (3.65) 
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d ( 1 1 2 2 q q )T A B - t . on e c= c1 , ... ,cN+3,c1, ... ,cN+3, ... ,c1 , . .. ,cN+3 e , saoma nzes 
(N + 3)q x (N + 3)q. O problema (3.65) pode ser resolvido numericamente 
através do algoritmo QZ [31, 21]. 
Em gera.!, muitas das a.utofunçôes produzidas por um método numérico 
global não correspondem a autofunções do problema original [30L dando ori-
gem a modos espúrios que podem ser identificados resolvendo o problema 
(3.65) para duas grades com espaçamentos contrastantes. Os autovalores e 
autofunções espúrios são muito sensíveis às condições de discretização, en-
quanto os autovalores e auto funções verdadeiros devem convergir para limites 
definidos quando h -+ O. 
No caso dos Subsistemas I e II, as condições de contorno foram escolhidas 
da seguinte maneira: 
L Condições em r= rmax = Nh. Uma vez que é difícil obter informações 
detalhadas sobre as taxas de decaimento exponencial das perturba-
ções em um modo normal com Im w =f O, foi necessário substituir 
as condições assintóticas empregadas anteriormente na determinação 
da solução estática pela condição mais grosseira yi (r max) = O, onde 
r m.ax é tomado muito maior do que as escalas radiais características dos 
campos da corda estática. 
2. Condições em r= O. Estas condições são determinadas a partir das ex-
pansões de Maclaurin (3.42)-(3.48). Uma vez que as splines cúbicas são 
funções de classe C 2 , somente é possível utilizar condições de contorno 
envolvendo derivadas até a segunda ordem. Um conjunto de condições 
que pode ser empregado é 
X{'(O) = U!(O) = U;(O) = W{(O) = f'{(O) = Á{(O) 
Â~(O) = Q1(0) = Q{(O) = Ô,(O) = ô;(o) =O, 
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l w;'(oJ 
~t~1(0) 
w,(H11 (0), )!'!~(O)), 
g,()Ü;'(O), f1 (0), Â1 (O)), 
onde as funções w2 e g2 foram definidas na Seção 3.5. 
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No estudo numérico, foram consideradas cordas estáticas com parâmetros 
nos intervalos 10-3 ::; 17 :$ 10- 1 , k S a :$ 8; as soluções estáticas correspon-
dentes podem ser obtidas pelos métodos descritos no capítulo anterior. Os 
coeficientes nas equações de estrutura radial das perturbações, que envolvem 
X o, U0 , A, [{e suas primeiras derivadas, podem então ser calculados para 
qualquer valor de r através de suas expressões em termos de splines quínticas. 
Para cada (17, a) fixos, o problema de autovalores discretizado (3.65) foi re-
solvido com várias combinações de h e rmax = Nh. A análise dos resultados 
indicou que, como esperado, os Subsistemas I e II não possuem modos com 
Im w =f:. O. Assim, a corda estática é estável em relação a perturbações com 
simetria cilíndrica. Esta conclusão também é válida para o Subsistema II 
quando os efeitos gravitacionais são ignorados. 
3.6.2 Modos neutros 
Subsistema I. Consideremos inicialmente o caso em que Im w =O, lwl > 
eaol2foi vimos na seção 3.4 que as componentes físicas das perturbações 
tendem a zero quando r -----+ co para qualquer solução do subsistema. Logo, 
qualquer solução que é regular em r = O será automaticamente um modo 
normal. Como a freqüência w é arbitrária, os modos neutros do Subsistema I 
formam um espectro contínuo. Além disso, como o subespaço formado pelas 
soluções regulares em r= O é bidimensional (cf. seção 3.5), há dois modos 
normais para cada freqüência w tal que lwl > eaof2 fo_. 
I 
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Os dois modos neutros podem ser determinados numericamente inte--
grando o Subsistema I (empregando um método de Runge-Kutta, por exem-
plo) a partir de r = O com duas condições de contorno linearmente inde-
pendentes correspondentes a soluções regulares. Na prática, devido à sin-
gularidade das equações em r = O, é preciso iniciar a integração em algum 
raio positivo pequeno r = rinic empregando condições iniciais derivadas das 
séries de Maclaurin truncadas (3.44) e (3.48). Os dois modos normais são 
normalizados pelos valores das constantes arbitrárias u·0 e w 2 que aparecem 
nestas expansões: 
Modo 1: w0 = 1, W2 =O 
Modo 2: w0 =O, tv2 = 1 
A Fig. 3.1 mostra exemplos de soluções numéricas para estes dois modos 
para uma corda com TJ = 10-1 , a= ~· 
No caso em que Im w =O, lwl < eaof2...jii, uma das soluções em (3.29) 
diverge exponencialmente. A fim de eliminar esta solução, sempre é possível 
tomar uma combinação linear conveniente das duas soluções regulares em 
r = O. Assim, neste intervalo do espectro haverá apenas um modo neutro 
por freqUência, que normalizaremos como o modo 1 acima. Este modo terá 
perturbações em Az que decaem exponencialmente, sem oscilação, para r 
grande. Este modo normal pode ser determinado numericamente integrando 
o Subsistema I sobre um intervalo rinic::; r S rmax, com condições iniciais de-
rivadas das séries de Maclaurin truncadas apresentadas na seção 3.5. O raio 
r max é tomado suficientemente grande para que a componente exponencial-
mente pequena na perturbação W1 seja desprezível em relação à componente 
que cresce exponencialmente. O modo normal procurado é então aproximado 
por uma combinação linear das soluções regulares tal que ~V1 (r max) = O, nor-
malizada adequadamente. A Fig. 3.2 mostra um exemplo deste tipo de modo 
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neutro para a corda com 1J = 10-1 , o = ~· 
Em vista de (3.29)-(3.30), o comportamento assintótico dos modos neu-
tros na porção de "alta freqüência'' do espectro (lwl > fao/2 y'Q) é dado por 
H1t Awr-112 cos(rt:Ar + áw ), 
Ô1 ,....., Anr112 cos(x:9r + óo), 
(3.66) 
(3.67) 
enquanto que na porção de "baixa freqüência" ( lwl < eao/ 2 vÍa), vimos que 
existe apenas um modo com o comportamento (3.66) e 9Bz exponencialmente 
pequeno. As figuras 3.3 e 3.4 mostram as amplitudes (Aw, Ao) e fases 
( 6w, 6o) dos modos normais nas duas regiões do espectro, para dois valores 
da razão entre as massas dos campos escalar e de calibre. Na região de alta 
freqüência, as amplitudes e fases variam monotonicamente com a freqüencia; 
na região de baixa freqüência, a amplitude de nl para o único modo passa 
por um mínimo em uma certa freqüência w0 , na vizinhança da qual a fase 
varia rapidamente de 180°. Na teoria de oscilações de modelos estelares, estas 
duas características estão normalmente associadas à existência de um modo 
complexo que se propaga para o exterior, cuja freqüência está situada perto 
do eixo real [13]. No presente caso, provavelmente existirá uma freqüência 
complexa w = wo +i/To (To > O) para a qual é possível construir uma solução 
regular em r = O, com as seguintes propriedades: (1) as perturbações em 
goz propagam-se para o exterior, e (2) a.s perturbações em Az tendem a zero 
exponencialmente para r grande, propagando-se em direção ao eixo-z. Desta 
forma, não existe uma analogia completa desta solução com um modo que se 
propaga para o exterior em um modelo estelar. 10 
10Como discutido na Sec. 3.6, é possível em princípio que existam modos complexos nos 
quais as perturbações em g(Jz e A2 se propagam para o exterior; entretanto, não procurou-
se encontrá-los numericamente. 
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Subsistema I!. Adotando a condição (3.17), vimos na seçã.o 3.5 que exis-
tem 4 soluções independentes que são regulares em r = O. Em termos das 
constantes arbitrárias x1 , u2 do, lo que aparecem em (3.42), (3.43), (3.45), 
(3.46) e (3.47), estas soluções podem ser escolhidas da seguinte forma: 
Solução l:x 1 =1, u 2 =O, 9o =O, 10 =O 
Solução 2: x 1 = O, u 2 =O, 9o = 1, 10 =I 
Solução 3: x 1 =O, u 2 =O, 9o = 1, 10 =-I 
Solução 4: x 1 =O, uz = 1, 9o =O, lo= O 
Observamos inicialmente que a solução 3 corresponde à solução exata 
trivial em que 1'1 ::: 1 e todas as demais perturbações se anulam; esta é uma 
solução porque as equações do Subsistema li não dependem explicitamente 
de 'Yt· 
Se lwl > e"'0 / 2 max{l, fo}, vimos na seçao 3.4 que para uma solução 
genérica do Subsistema II a perturbação 'h comporta-se como 
(3.68) 
quando r ---t co, enquanto que as demais perturbações decaem com com-
portamento oscilatório. Portanto, a fim de construir um modo normal (i.e., 
urna solução regular tal que ,.:Y1 -4 O quando r -4 x ), podemos eliminar 
a componente assintótica m 1r + m 0 de cada urna dentre as soluções 1 e 2 
adicionando múltiplos adequados das soluções 3 e 4. Claramente, este pro-
cedimento permite construir dois modos normais independentes para cada 
freqüência (temos novamente um espectro contínuo). A normalização ado-
tada para os modos é 
Modo 1: x;(o) =I 
Modo 2: Z1 (O) = I. 
Para determinar numericamente os modos neutros do Subsistema II, 
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começamos por reescrever o sistema na forma 
y' = f(y, r), (3.69) 
onde y = (X1 ,[11 ,Â 1 ,f' 1 ,Q 1 ,Xf,Ü{,Â~). As primeiras três componentes de 
(3.69) são simplesmente 
A equação para y4' pode ser obtida resolvendo S[{J = O para f'~; a equação 
para y 5' pode ser obtida resolvendo St;) = O para Q~ e eliminando fi com 
o auxílio da equação para y4'. Finalmente, as equações para y6', y7 ' e y8' 
· d ç(ll o sl'l o s·" o t. t provem e ._ x = , u = e (l) = , respec .Jvamen e. 
O sistema de primeira ordem (3.69) é então integrado numericamente 
sobre um intervalo rink .:::; r :S r max' com condições iniciais derivadas das 
séries de Madaurin truncadas apresentadas na seção 3.5; desta maneira, são 
produzidas aproximações numéricas para as soluções 1, 2 e 4 discutidas acima. 
O raio rm.ax é tomado suficientemente grande para que a perturbação i'1 siga 
com boa aproximação o comportamento assintótico (3.68) em algum intervalo 
r1 s;: r s;: Tmax tal que (rma.x- r1) :;}> 21r)Kq,, 21f/KA, 21f/K9 (em outras 
palavras, o intervalo r1 :::; r :::; r max deve conter vários comprimentos de onda 
de cada perturbação). A seguir, os parâmetros assintóticos m0 e m1 são 
estimados para cada urna das soluções 1, 2 e 4 ajustando-se pelo método dos 
quadrados mínimos urna equação da forma (3.68) à solução numérica para 
i'1 • Finalmente, os modos 1 e 2 são construídos corno combinações lineares 
das soluções 1, 3, 4 e 2, 3, 4, respectivamenh:~. A Fig. 3.5 mostra exemplos 
de soluções numéricas para os modos de "alta freqüência" do Subsistema Il 
para a corda com 'Tf = 10-1 , a = ~· 
Consideremos agora os modos com freqüências que não satisfazem (3.34): 
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1. Se 
(3.70) 
existirá uma solução em que ~\"1 diverge exponencia.lmente para r grande 
(c f. Sec. 3.4). Se esta componente for removida das soluções 1 e 2 com-
binando convenientemente cada uma destas soluções com a solução 
4, então para cada uma das soluções 1 e 2 modificadac; a função -)-1 
comportar-se-á como em (3.68). Combinando as soluções modificadas 1 
e 2 com a solução 3, é então possível remover a componente assintótica 
m1r + m0 , obtendo-se assim um único modo normal por freqüência, 
que terá perturbações exponencialmente pequenas em X1 (Este modo 
será normalizado como o modo 2 definido anteriormente.). Numeri-
camente, pode-se utilizar um procedimento similar a.o descrito para o 
Subsistema I na região de baixa freqüência, seguido de um método de 
quadrados mínimos como descrito no caso anterior para o Subsistema 
II. Um exemplo de modo normal com freqüência que satisfaz (3.70) é 
mostrado na Fig. 3.6. 
2. Se 
(3.71) 
a situação é completamente análoga ao caso anterior, com a diferença 
de que o modo norma.! terá 01 (e não X1 ) exponencialmente pequeno 
(Novamente, o modo será normalizado como o modo 2 acima.). Um 
exemplo de modo normal cuja freqüência satisfaz (3.71) é mostrado na 
Fig. 3. 7. 
3. Se 
(3.72) 
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então haverá duas componentes assintótica..:; que divergem exponenci-
almente (uma associada com X1 e outra com [lt). Combinando con-
venientemente as soluções 1, 2, 3 e 4 é possível eliminar estas com-
ponentes, juntamente com a componente constante m 0 que aparece 
na perturbação 1'1 . Em geral, a combinação resultante ainda possuirá 
a componente linear indesejada m 1r; entretanto, é possível que esta 
componente se anulasse para certos valores discretos de w, que corres-
ponderiam a modos neutros. Determinando m 1 numericamente para 
várias freqüências no intervalo (3. 72) com métodos similares aos em-
pregados nos casos anteriores (Fig. 3.8), verifica-se que m 1 possui zeros 
reais em alguns casos (como a corda com o = 2, Tf = O, 1 L mas não em 
outros (como a corda com o= t, Tf = 0,1). 
As Figs. 3.9 e 3.10 mostram as amplitudes e fases assintóticas dos modos 
normais discutidos acima, para dois valores da razão entre as massas dos 
campos escalar e de calibre (a= h 2). As amplitudes e fases são definidas 
pelos comportamentos assintóticos 
'/1 ~ k.,.,-312 cos("u' + ó...,.L (3. 73) 
x, ~ Axr-112 cos(~<Jl' + óx ), (3.74) 
ú, ~ Aur112 cos(x:Ar + óu). (3. 75) 
As amplitudes e fases dos modos variam de maneira geralmente monótona, 
não exibindo mínimos de amplitude nem variações bruscas de fase; isto su-
gere que, em concordância com a expectativa inicial, não existem para o 
Subsistema II soluções análogas aos modos complexos que se propagam para 
o exterior em modelos estelares. 
Capítulo 4 
VÓRTICES POLITRÓPICOS 
I 
CILINDRICOS 
4.1 Introdução 
As cordas cósmicas discutidas nos capítulos anteriores tinham densidade 
newtoniana aproximadamente nula (devido à equação de estado CT = - P~ 
e às desigualdades IPol, IPrl « IPzl), e o espaço-tempo correspondente 
aproximava-se assintoticamente do espaço de Minkowski com déficit angu-
lar. Neste capítulo, introduzimos uma nova classe de modelos estacionários 
com simetria cilíndrica, representando vórtices auto-graYitantes em um gás 
ideal relativístico com temperatura uniforme. A densidade newtoniana de 
um tal sistema é obviamente positiva, de modo que o limite assintótico da 
métrica corresponde à solução de Levi-Civita [14]. Na construção de um 
modelo de vórtice, há a liberdade de especificar uma função arbitrária que 
descreve o perfil de velocidades angulares do fluido em torno do eixo de si-
metria. A suposição de um perfil isotérmico implica que o modelo de vórtice 
terá algumas propriedades interessantes, como a ausência de uma superfície 
exterior onde é necessário considerar condições de junção para a métrica, a 
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possibilidade de obter novas soluções por transformações de t:>-Scala das co-
ordenadas e campos, e a existência de expressões simples para a densidade 
linear do vórtice, onde os efeitos da rotação aparecem claramente. No caso 
sem rotação (correspondente a urna coluna estática de gás ideal). estas propri-
edades permitem descrever completamente a variedade de modelos possíveis: 
no caso geral somente é possível estudar perfis particulares de velocidade an-
gular. Os métodos numéricos mais convenientes para a determinação destas 
soluções baseiam-se na integração numérica das equaçêoes de Einstein a partir 
do eixo de simetria, escolhendo as condições iniciais de modo que a solução 
tenha o comportamento assintótico desejado para r grande (em outras pa-
lavras, são métodos de shooting). Uma vez que as soluções numéricas para 
vórtices tendem a ser bastante sensíveis às condições iniciais sobre o eixo de 
simetria, as expressões acima mencionadas para a densidade linear do vórtice 
são empregadas em um método de refinamento que é efetivo contanto que 
as velocidades tangenciais do fluido não sejam excessivamente próximas da 
velocidade da luz. 
4.2 Equações de campo para um vórtice ci-
líndrico 
Nesta seção, derivamos equações de campo que podem descrever um 
vórtice cilíndrico estacionário de fluido perfeito. Assumiremos que o vórtice 
é infinitamente longo, e estudaremos o caso particular em que o fluido é um 
gás ideal com temperatura uniforme. 
A métrica de um espaço-tempo estacionário com simetria cilíndrica pode 
r 
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ser escrita como 
ds 2 = -e2Adt2 + dr 2 + I\ 2(e-•A- I<' B 2)d02 + zeA !( 2 BdtdO + e'(4+C)dz 2, 
( 4.1) 
onde (t, r,(), z) são coordenadas cilíndricas e as funções k B, C e]{ depen-
dem apenas de r. Esta parametrizaçào da métrica é escolhida de forma que 
o determinante da. métrica tenha a forma. particularmente simples 
No limite r ------>O, assumiremos que a métrica tende à forma não-singular 
(4.2) 
onde Bc = B(O) é uma constante. Verifica-se por cálculo direto que os 
invariantes de curvatura desta métrica são finitos em r = O; além disso. 
veremos mais adiante que a forma ( 4.2) é consistente com as equações de 
Einstein correspondentes à métrica ( 4.1) no limite r -----J. O. 
O tensor de energia-momentum de um gá.s ideal é [37] 
(4.3) 
onde 
p = Po + np ( 4.4) 
é a densidade total de energia, p0 é a densida.de de repouso, p é a pressão, n 
é o índice adiabático1 e ul-l é a quadrivelocidade, normalizada na forma usual 
( 4.5) 
10 índice adiabático é uma função do parâmetro r.:::; mo/kBT, onde mo é a massa de 
repouso das moléculas do gás, kB é a constante de Boltzmann e T é a temperatura [38). 
Para um gás ideal no limite clássico (x: ::? 1), n -+ 1/('y- 1), onde r= cp/cv é a razão 
entre os calores específicos a pressão e a volume constante. No limite relativístico extremo 
(•-<: 1), n ~ 3. 
, , , 
VORTICES POLITROPICOS CILINDRICOS 79 
A equação de estado de um gás ideal relativístico é [38] 
p = poRT, 
onde T é a temperatura e R= kB/mo é a constante do gás. Assumiremos 
aqui que o gás tem temperatura uniforme, de modo que 
Po = 1\p, (4.6) 
onde 1\ = 1/ RT é uma constante. 
No caso de um vórtice cilíndrico estacionário, p0 , p eu~' dependem apenas 
de r, e é possível escolher o sistema de coordenadas de forma que a quadrive-
locidade tenha somente as componentes u1 e u 0 • A condição de normalização 
(4.5) torna-se então 
e2A( u')'- 2eA K' Bu'u' - K 2(e-4A - K' B')( u8 ) 2 = I. 
A fim de simplificar as expressões envolvendo a quadrivelocidade, é conve-
niente parametrizar a solução geral da condição de normalização acima em 
termos de uma só função arbitrária. Uma parametrização relativamente sim-
ples é dada por 
onde v é uma função arbitrária. 
e'A 
' u = K v, ( 4. 7) 
A métrica e os campos p0 , p e u~< devem satisfazer as equações de campo 
de Einstein 
SJ.lll = G1-1v + 81rTj.lv = O, 
as equações de "conservação de energia-momentum" 
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(que são uma conseqüência das equaç.ões de Einstein) e a equação de conti-
nuidade 
Para o vórtice em consideração, é fácil ver que esta última equação é auto-
maticamente satisfeita. Por cálculo direto, verifica-se que as únicas equações 
de Einstein não-triviais são 
e que as equações de comcrva.çâo têm somente a. componente radial (equação 
hidrostática), que pode ser escrita como 
( 4.8) 
onde'= djdr e 
Tf = "'+ n. (4.9) 
Assumindo que (4.8} é válida, verifica-se através das identidades de Bi-
anchi que as equações de Einstein satisfazem a relação 
e portanto somente quatro das cinco equações serão independentes. A e-
quação srr = o envolve apenas derivadas de primeira ordem da métricaj as 
demais equações de Einstein envolvem (linearmente) as derivadas A'' 1 B", C" 
e !(''. Uma simplificação considerável é obtida resolvendo--se estas quatro 
equações para as derivadas segundas; omitindo os detalhes do cálculo, os 
resultados são 
A" + 3Q + ~[3(A')' + 3A'C'- K' C1 
2 K 
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= 4~p[(~+2)+2(~+ 1)<-2] (4.10) 
B" + QB+(4A'+C'+3~_')B' 
5 F' K' + -[C'-' - A'(C' + 5A'- 6-)]B 
2 K K 
-2A 
_ 4~p{4(~+1)eJ( vv'i+V'-B[(~+6)+2(~+1)v2]}(4.11) 
K' C" - 4Q + C'(C' + K) = -8~ph +!)(!+v') (4.12) 
3 K' I 
K" + QK + zA'(3A' +C'- 2 K )K- zK'C' 
- 4~Kp[(~ + 4) + 2(~ + l)v 2], (4.13) 
onde 
6A 
Q = ;f(, [(e-A K2 B)'] 2. 
Em termos da quantidade Q, a equação srr = O pode ser escrita como 
1 K' C'K' Q = zA'(3A' +C'- 2 K)- ZK + 4~p. (4.14) 
Eliminando Q da.s equações ( 4.10)·(4.13) com o auxílio de ( 4.14), obtemos 
JC K' A" + 3A'(2A' +C'--)- 2C'-
K K 
- 4r.p[(~-1)+2(~+1)v2] (4.15) 
K' 
B" + (4A'+C'+3-)B' K 
+ [2C'~- A'(llA' + 2C'- 14 ~ )]B 
e-2A 
- 4~p{4(~ + l)Kvv'1 + v2 - E[(~+ 7) + 2(~ + 1)v2]} (4.16) 
C" + C'(C' + 3~)- 2A'(3A' +C'- 2~) 
- -8~p[(~-1)+(~+1)v2] (4.17) 
K" - C' I<'+ 2A'(3A' +C'- 2](' )I< 
I< 
- 4~J<p[(~ + 3) + 2(~ + l)v2]. (4.18) 
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Em conclusâo, temos cinco equações independentes e s~C"is incógnitas A, B. 
C, H, p e v, de modo que uma das incógnitas pode ser prescrita arbitraria-
mente. Ao construir modelos de vórtices, parece-nos mais natural prescrever 
o perfil de "velocidade" v( r). Entretanto, v é proporcional à u8 = d()jds, de 
modo que no limite v -+ oo o fluido move-se próximo à velocidade da luz. 
Uma medida mais conveniente para a velocidade tangencial do fluido é dada 
por 
t. _ =d_,.e f"'d_t _ 
- (dO(dt)m=' 
onde d() Jdt = u8 fut é uma medida da velocidade angular do fluido e 
K(l + e2A J( B) 
é a velocidade angular correspondente a uma partícula com velocidade tan-
gencial igual à velocidade da luz. 2 Note-se que 6. varia entre O e 1. Com o 
auxílio de ( 4. 7), obtemos 
L'> = (I + e2A J( B)v 
v'!+ v2 + e2AJ(Bu· ( 4.19) 
No estudo numérico dos modelos de vórtices (Sec. 3), a função .ó.(r) será 
prescrita arbitrariamentej em vista de ( 4.19), v pode ser expresso em termos 
de ll como 
"' v= =--,--oc;-o;c=:-~=-~~ {[! + e2AJ(B(l- !'>)]'- 1'>')'/2" (4.20) 
2Note-se que dBfdt é uma quantidade que depende da escolha do sistema de 
coordenadas. 
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4.3 Condições de contorno para um vórtice 
isolado 
4.3.1 Condições sobre o eixo-z 
Procuraremos construir vórtices em que a os campos de pressão, densi-
dade e velocidade sejam regulares sobre o eixo-z. Devido à simetria cilíndrica 
do problema, a velocidade tangencial dew se anular em r = 0: 
v(O) =O. ( 4.21) 
Além disso, adotando a forma limite ( 4.2) para a métrica, não haverá singu-
laridades cônicas sobre o eixo-z. Comparando (4.2) com (4.1), obtém-se as 
condições de contorno 
A(O) 
K'(O) 
C(O) = A'(O) = C'(O) = K(O) =O, 
1, B(O) = B,. 
(4.22) 
(4.23) 
Note-se que os valores de Bc e da pressão central Pc não são conhecidos a 
prwn. 
Com o auxílio de um programa de computação simbólica, pode-se mostrar 
que o comportamento das soluções de (4.8) e (4.15)-(4.18) que satisfazem as 
condições de contorno acima para r pequeno é dado por 
A 
B 
c 
K 
p 
c2r2 + c4r4 + · · · 
r+ k3r3 + · · · 
Pc + p'lr2 + ... 
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onde assumimos que a função prescrita Ll(r) tem o comportamento 
Nas expansões aCima, somente os parâmetros Pc e Bc são arbitrários; os 
demais coeficientes podem ser expressos como funções não--lineares destes (as 
expressões são omitidas por brevidade). 
4.3.2 Condições assintóticas 
Esperamos que a densidade, a pressão e a velocidade decaiam rapida-
mente com a distância; assim: no limite r ---+ oo a métrica deverá aproximar-se 
da métrica de Levi-Civita [14], que representa uma distribuição de massa con-
centrada ao longo do eixo-z, com densidade linear constante k. Esta métrica 
é usualmente dada na forma 
ds2 = -(R/ Ro)"II+Zkl(dt 2 - dR') + J{f,(R/ Ro)'+"ae' +(R/ Rot"dz2 , 
onde Ro é um fator de escala. A relação entre a coordenada radial R e a 
coordenada r introduzida anteriormente é dada por 
onde 
À=l+2k(l+2k) ( 4.24) 
e To = Ro/ À. Em termos de r, a métrica de Levi-Civita pode ser reescrita 
como 
ds 2 = -(rjr0 )"(1+2k)f'dt 2 + dr2 + ,\2ri(rjr0 )('+4k)f'dB2 + (rfr0 )-4kf'dz 2 • 
( 4.25) 
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As funçOCs A, B, C e]{ correspondentes à m6trica acima são 
A ( 1 - ±) In r + In c~ 
B o 
c 4!c(l+ k) -). lnr+lnc1 
J( (1+6k+Sk2)/>. c2r , 
onde os Cj são constantes positivas. 
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( 4.26) 
(4.27) 
( 4.28) 
( 4.29) 
A métrica de Levi-Civita (4.25) é uma solução exata de (4.15)-(4.18) com 
p = O e p =O. Portanto, a métrica do vórtice somente poderá se aproximar 
de ( 4.25) se os campos de pressão, densidade e velocidade decai rem com 
suficiente rapidez quando r --t oo. A seguir, determinamos algumas condições 
para as quais isto ocorre. Por simplicidade, assumiremos que o perfil prescrito 
de "velocidade" ll(r) decai exponencialmente para r grande; em vista de 
(4.20), o mesmo ocorrerá com v( r). Neste caso, se a função A( r) tem a 
forma assintótica (4.26), a equação hidrostática (4.8) pode ser aproximada 
para r grande como 
que tem soluções da forma 
( 4.30) 
onde 
( 4.31) 
Consideremos agora as equações ( 4.15 ), ( 4.17) e ( 4.18), nas quais a função B 
não aparece. Se a métrica do vórtice se aproxima assintoticamente da métrica 
de Levi-Civita, a razão entre o lado direito de cada uma destas equações e 
um termo qualquer no lado esquerdo será assintoticamente O(r2p). Assim. 
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para que seja permissível desprezar os termos proporcionais a p em primeira 
aproximação é necessário que 
lim r2p(r) =O. 
•-oo 
( 4.32) 
Mostraremos mais adiante (secão 4.4) que no caso sem rotação (v= B = 0). 
k (e portanto q) é uma função do parâmetro.,.,, tal que q > 2 para Tf > 1 
(esta desigualdade é sempre satisfeita nos casos fisicamente relevantes, porque 
K > O e n > 1 [37]). Assim, ( 4.32) será automaticamente satisfeita no caso 
sem rotação. Se v, B J:- O, veremos que o valor de k deve ser modificado 
por correções que dependem do perfil de velocidade v(r) e do coeficiente 
métrico g1, .. No limite clássico, estas correções são sempre positivas, o que 
contribui para o aumento do valor de q dado por ( 4.31). No caso relativístico, 
o sinal das correções não é conhecido a priori; nos exemplos numéricos que 
consideraremos (seção 4.5) as correções à densidade são sempre positivas, de 
modo que q > 2 e é consistente assumir que A, C, ]{ e p aproximam-se 
assintoticamente de seus valores correspondentes à solução de Levi-Civita. 
Resta ainda considerar o comportamento assintótico detalhado de B( r) 
quando r .--.-4 oo. Uma vez que o coeficiente de B no lado esquerdo de (4.16) 
é O(r-2 ) para r grande, e o lado direito da equação é O(pB} <t: B Jr2 , o lado 
direito pode ser desprezado em primeira aproximação. A equa.ção reduz-se 
então a 
B' B 
B" + (36k 2 + 22k + 3), + 20k(12k3 + 16k2 + 7k + 1)- =O, Ar ).ZrZ 
que tem soluções da forma 
onde 
B -a+ L-fi ,....., ar lfr , 
a= (10kf.\)(1 + 2k), fJ = (2/.\)(1 +2k)(1 + 3k). 
( 4.33) 
(4.31) 
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Como a c f3 são ambos positivos) B -----+ O quando r --+ x. Isto compkta 
a verificação de que a métrica pode se aproximar da soluç-ão de Levi-Civita 
para r grande. 
4.3.3 Propriedades de similaridade 
A solução do problema composto pelas equações (4.8), (4.14), (4.15)-
(4.18) e pelas condições de contorno (4.22), (4.23) e 
p(O) = Pco B(O) = B, 
possui a seguinte propriedade de mudança de escala: se Ã(r), B(r), ê(r). 
k(r),p(r) satisfazem as equações e condições anteriores com um perfil de 
"velocidade" prescrito .Ó.( r), então para qualquer t > O as funções 
A( r) Ã(tr), B(r) =di( <r), 
C(r) C(cr), I -I<(r) = -I<(cr), 
' p(r) c2p( cr) 
satisfazem as mesmas equações diferenciais e condições de contorno, mas com 
os valores de Pc e Bc mudados para 
e o perfil de velocidade mudado para 
Ll(r) =Li( <r). 
Note-se que o parâmetro assintótico k (massa por unidade de comprimento) 
não muda pela transformação de escala acima. 
Algumas conseqüências desta propriedade são as seguintes: 
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1. No ca..qo sem rotação (v = B = 0), se c-onhecemos a solução do problema 
para um certo valor da pressão central Pc 1 podemos obter a solução para 
qualquer outra pressão central por uma simples mudança nas escalas 
das variáveis. O único parâmetro essencial do problema será a quanti-
dade 17 definida em ( 4.9). Assim, por exemplo, a massa por unidade de 
comprimento k será uma função apenas de TJ, e não dependerá de p,. 
2. No caso geral do vórtice, se consideramos uma famllia de perfis de 
"velocidade)) da forma 
L'.(r) = L'.of(r/1), ( 4.35) 
com parâmetros livres 6.o e l, é suficiente determinar os vórtices pos-
síveis apenas para um valor fixo qualquer de !; as soluções correspon-
dentes a outros valores de I serão obtidas por mudanças de escala das 
variáveis. Assim, para perfis de "forma" fixa (especificada pela função 
f), os parâmetros essenciais do problema da determinação de modelos 
de vórtices são a "amplitude de velocidade" ~01 a quantidade ry e os 
valores de p e B sobre o eixo-z. Note-se que neste caso, fixando-se a 
função f e a escala l, a massa por unidade de comprimento k será uma 
função dos quatro parâmetros essenciais citados. 3 
4.4 Expressões para a densidade linear do 
vórtice 
Empregando as equações de Einstein e o comportamento das soluções 
em r = O e no limite r ---> oo, é possível obter expressões para a massa por 
3De fato, veremos mais adiante (Sec. 4.5.2) que B., não é um parâmetro independente, 
podendo ser determinado a partir dos outros três. 
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unidade de comprimento k do vórt-ice cilíndrú:·o. Por simplicidade, conside-
remos inicialmente o caso sem rotação (t· = B = 0). Combinando (4.14) com 
cada uma das equações (4.15), (4.17) e (4.18), podemos reescrevê-las como 
A" 
K' 
+ (C'+ K )A'= 4~(~ + 3)p 
C" + (C'+~ )C'= -8rr(~ + l)p 
I<" + C'K' = 4rr(~ + 7)A'p. 
Estas equações podem ainda ser colocadas na forma mais compacta 
(é KA')' 
[K(é)'j' 
(e° K')' 
4rr(~ + 3)e° Kp 
-Sr.(~+ l)e° Kp 
4rr(~ + 7)e° Kp. 
Somando (4.37) e (4.38), obtemos ainda 
( 4.36) 
( 4.37) 
(4.38) 
( 4.39) 
Integrando as equações (4.36), (4.38) e (4.39), e usando as condições (4.22)· 
(4.23) e a forma assintótica (4.26)-(4.29), encontramos 
onde 
ec J(A'I: 
eCK/1: 
(e° K)'j: 
(1- ~) c1c2 = (ry + 3)P 
(1 + Gk + Sk') c~, -I=(~+ 7)P 
c1c2 -I = -(ry- 5)P, 
P = 4r. 1= ec Kp dr. 
Subtraindo ( 4.41) de ( 4.42), resulta que 
4k(l+k)c~, =2(~+l)P; 
(4.40) 
(4.41) 
( 4.42) 
(4.43) 
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combinando esta expressão com (4.40), concluímos quC' 
!.P 2k(1+k) J.-1 
c,c:2 Tf+l 11+3 
Finalmente, resolvendo a equação acima para a densidade linear k, obtemos 
o resultado simples 
2 k=--. 
~- 1 
Em vista de (4.31), a pressão decai como r- 11 , onde 
= 4(~+1)(~+3) >2 
q (~+1)'+12 
(4.44) 
( 4.45) 
para T} > 1 (v. Fig. 4.1). Note que no limite clássico (,o;:= 1/RT---+ oc) 
temos k ,...._, 2/K = O(T) e q--+ 4; no limite relativístico extremo (K-----+ O) 
temos"' ,...._, n ---+ 3, de modo que k --+ 1 e q-+ ?f. 
O argumento acima pode ser facilmente modificado para tratar o caso ge-
ral de um vórtice: combinando como antes (4.14) com cada uma das equaçê>es 
(4.15), (4.17) e (4.18), obtemos 
(é KA')' 
[K(ecJ']' 
(e c K')' 
4~.0 Kp[(~ + 3) + 2(~ + 1)v2]- 4ec KQ 
-8~(~ + l)ec Kp(1 +v')+ 4ec KQ 
4~ec Kp[(~ + 7) + 2(~ + 1)v2]- 4ec I<Q. 
( 4.46) 
( 4.47) 
(4.48) 
Somando (4.47) e (4.48), obtemos novamente (4.39), exatamente como no 
caso sem rotação. Subtraindo (4.46) de (4.48), resulta que 
(4.49) 
note-se que esta equação também é válida no caso sem rotaçã.o. Integrando 
( 4.39) e ( 4.49) como antes, obtemos as expressões 
c1c2 - 1 
[1 + 4k(1 + k)] c~,- 1 
-(~- 5)P 
4P, 
, 
( 4.50) 
( 4.51) 
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nas quais os efeitos da rotação nã.o aparecPm explicitamente. Estas equaç~ 
podem ser resolvidas para c1 c2 e P 1 com o resultado 
4 [1+ ~(~- 5) (1+ ';)] ( 4.52) 
p !· ( 4.53) 
Integrando ( 4.46), obtemos 
onde 
(4.55! 
(4.561 
Inserindo (4.52) e (4.53) em (4.54) e rearranjando a e).-pressào resultante. 
mostra-se finalmente que 
onde 
( 4.58 i 
Esta expressão pode ser resolvida para a densidade linear kj o resultado é 
1 (~-!)I (~-!)/ (~-!)2/ _ k=(~-l) !+2(1-I}+ (1+2(1-J}) + 4(1-I} . (4.09 ' { [ 2 ] 1/2} 
Manipulando as equações (4.52)-(4..54), pode-se também mostrar que 
1 = 4kc1 c2 (k __ 2_). 
.\ ~-! (4.60) 
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Assim, o sinal de I indica se a rotação se traduz em aumento ou decréscimo 
de massa em relação ao caso sem rotação com o mesmo \·alor de Tf· 
É interessante comparar as expressões relativísticas acima para a densi-
dade linear do vórtice com as expressões correspondentes em mecânica new-
toniana. r m vórtice com as características que ternos considerado seria então 
descrito pela equação de Poisson 
I ( '')' 
- íÇJ = 47rp = 47rKp 
r 
(4.61) 
e pela equação hidrostática 
' p' vz p' v2 
<P ~--+-~--+-
p r Kp r 
( 4.62) 
onde f é o potencial gravitacional. Podemos escolher~ de modo que f( O) = 
q)'(O) = 0: para r grande, t:P deve se aproximar do potencial de uma distri-
buição de massa concentrada no eixo-z, i.e., 
~- 2klnr. 
Integrando ( 4.61 ), obtemos 
( 4.63) 
onde 
PNewt. = 411" ioo rp dr. 
Multiplicando a equação de Poisson por r 2 c/>', e usando a equação hidrostática 
( 4.62), obtemos 
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Integrando a expressão a.cima1 resulta que 
(4.64) 
onde 
(4.65) 
Combinando (4.63) e (4 .. 64), obtemos finalmente o análogo newtoniana de 
( 4.57), 
k 2 L~ewL =-+--. 
' 4k 
( 4.66) 
Verifica-se imediatamente que ( 4.57) reduz-se a ( 4.66) no limite clássico em 
que TJ"' K A> 1, k ....--tO, B, C-----+ O, ]{-;r. Note-se ainda de (4.62) que 
no caso sem rotaçào (v = O) a pressão p decairá como r- 2""- = r-\ no limite 
'T)--+ oo, a expressão (4.45) mostra que q é de fat.o ligeiramente maior do que 
4 (Fig. 4.1). 
4.5 Soluções numéricas 
4.5.1 Politropos estáticos 
No caso sem rotação (v = B = 0), vimos na Sec. 4.3.3 que para cada 
'rJ fixado é suficiente obter a solução para um valor fixado qualquer de Pc· 
Verifica-se por experimentação numérica com um método do tipo Runge-
Kutta que para. qualquer ry >I a solução de (4.8), (4.15). (4.17) e (4.18) com 
as condições em r = O apresentadas na Sec. 4.3.1 estará definida para todo 
r, aproximando-se da solução de Levi-Civita quando r -----t oo. A variedade 
de modelos sem rotação é apresentada na Fig. 4.2 (todas as soluções sâo 
normalizadas por Pc = 1). As soluções numéricas obtida.5 verificam (4.44) e 
(4.45) com precisão satisfatória (da ordem de 0,05%). 
, 
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4.5.2 Vórtices politrópicos 
Mostramos na seção 4.3.3 que os possíveis vórticC"S com perfil de "'w•--
locidade.,.. da forma (4.35) sao caracterizados pelos parâmetros essenciais 
ry 1 ~0 , Pc e Bc (A função arbitrária f que define a forma do perfil é mantida 
fixa.). Nesta seç,ão, descreveremos alguns resultados numéricos obtidos para 
o perfil particular 
( 4.67) 
sem perda de generalidade, assumimos que a escala radial do perfil ( l) é 
igual a 1. O perfil acima tem um máximo em r = L onde .6.(r) = 6.0 : 
assim, .6.0 varia entre O e 1. Assumimos que Ll(r) decai exponencialmente 
para r grande a fim de que a análise assintótica simplificada da seção 4.3.2 
seja válida. Acreditamos que o perfil adotado sirva para ilustrar as principais 
caracteríslicas qualitativas da classe de vórtices politrópicos em consideração. 
Inicialmente, realizamos integrações de (4.8), (4.15)-(-1.18) com TJ, ~o e Pc 
fixados, e diversos valores de Bc (as integrações de fato são iniciadas em um 
raio "pequeno" Tin.ic, no qual a.s condições iniciais são derivadas das expansões 
de Maclaurin apresentadas na seção 4.3.1). Verificamos que para todos os 
valores de Bc testados, a solução do problema de valor inicial não está definida 
pa.ra todo r, tornando-se singular em um certo raio rma.x; fixados os demais 
parâmetros, este raio será uma função de Bc. O comportamento desta função 
(Fig. 4.3) indica que para um certo valor Bc = B; (o qual dependerá de 
7] 1 ~o e p,), teremos rmax = oo, i. e., a solução estará definida para todo r. 
Esta solução será um modelo aceitável de vórtice se a métrica e as variáveis 
hidrodinãmicas tiverem o comportamento assintótico descrito na seção 4.3.2. 
O método gráfico esboçado acima permite obter uma aproximação ra-
zoável para B~: por exemplo, na Fig. 4.3 podemos estimar que B~ = 
' ' ' VORTICES POLITROPICOS CILINDR/COS 95 
-0,098254 ±O, 000234, o que representa um erro relativo de 0,24%. En-
tretanto, é difícil obter graficamente estimativas mais refinadas."' A razão 
disto é o rápido aumento de r max à medida que nos aproximamos de B;. 
o qual é acompanhado pela deterioração da precisão do valor estimado de 
Tmax· Esta dificuldade pode ser efetivamente contornada com o auxílio dos 
resultados da seção 4.4, que mostram que para um vórtice isolado a integral 
imprópria h definida em ( 4.56) é convergente. Em geraL para um valor de 
Bc próximo de B;, a integral 
estabiliza-se rapidamente com o aumento de r, mas e\"entualrnente começa 
a variar mais rapidamente, terminando por divergir quando r ---4 r max· O 
término da região de estabilização pode ser detectado por inspeção visual de 
uma tabela de valores numéricos da integral, e em geral ocorre em raios muito 
menores do que rmax· Esta observação sugeriu o uso de um esquema de oti-
mização para refinar o valor de Bc, no qual se procura maximizar a extensão 
da região de estabilização da integral I 2 (r). Ainda que um tal processo possa 
em princípio ser automatizado,5 preferimos realizá-lo "manualmente" empre-
gando um processo de bissecção, estimando o intervalo inicial que contém E; 
através do método gráfico anterior. Em cada passo, determina-se um inter-
valo [Bmin, Brnax] que contém E~; o ponto médio do intervalo é tomado como 
a aproximação corrente de E~. Um exemplo do uso deste algoritmo é mos-
trado na Tabela 4.1, onde a estimativa de E~ obtida da Fig. 4.3 é refinada 
4 Valores mais precisos para B; são de fato necessários, uma vez que a solução numérica. 
para o vórtice (e em particular a função E( r)) é bastante sensível ao valor de B,. 
5 Note-se que o conceito de "extensão da região de estabilização" precisaria ser defi-
nido quantltativamente para que o processo pudesse ser realizado automaticamente. Uma 
possível definição poderia ser o valor de r onde o integrando de I2(r) atinge seu valor 
mímmo. 
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Tabela 4 J· .. 
passo Bmin (B;)aprox. Ema): 
I -0,098488 -0,098254 -0,098020 
2 -0,098254 -0,098137 -0,098020 
3 -0,098196 -0,098137 -0,098079 
4 -0,098166 -0,098137 -0,098108 
5 -0,098152 -0,098137 -0,098123 
6 -0,098144 -0,098137 -0,098130 
para B; = -0,098137 ±O, 000007, que tem um erro relativo de 0,007%. 
A Fig. 4.4 mostra soluções para vórtices com 1J = 10, Pc =O, 01 e o perfil 
de "velocidader, ( 4.67), determinadas pela metodologia discutida acima. A 
dependência de B; e da densidade linear k em relação à amplitude L.\0 do 
perfil de "'velocidade" é ilustrada na Fig. 4.5. O valor de IB;I aumenta 
rapidamente com ó.o; o algoritmo para determinação de s; falha para Ó.o 
suficientemente grande, o que sugere que exista um valor crítico ( D.a)cr. além 
do qual não haja soluções para vórtices (B; divergiria quando .6.0 ---t (.6.o)cr.)· 
A rotação se traduz em aumento na densidade linear k em relação ao 
caso sem rotação (Fig. 4.5b); além disso, k aumenta com .6.0 . Note-se na 
Fig. 4.5b que, para os mesmos valores de 1J e D.0 , o acréscimo de massa é 
maior para Pc = O, 01 do que para Pc = 1. Isto pode ser explicado qualita-
tivamente considerando que (a) as distribuições de densidade e pressão dos 
vórtices não diferem muito daquelas do caso sem rotação; ao menos para bai-
xas velocidades de rotação, a densidade linear do vórtice é independente de 
Pc (depende apenas de TJ); (b) pela propriedade de similaridade no caso sem 
rotação (seção 4.3.3), o diâmetro efetivo do politropo é proporcional a p-;; 112 ; 
a Fig. 4.2a implica que no caso considerado na Fig. 4.5 (17 = 10) os vórtices 
terão diâmetros efetivos de aproximadamente 0,1 (Pc = 1) e 1 (Pc = 0,01); 
(c) uma vez que a escala radial do perfil ( 4.61) é 1, claramente o vórtice com 
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Pc = 01 01 terá mais massa distribuída na região de maiores velocidades de 
rotaçào1 e por conseguinte, o maior acréscimo de massa. 
Capítulo 5 
-PERTURBAÇOES RADIAIS 
DE POLITROPOS 
, , 
CILINDRICOS ESTATICOS 
5.1 Introdução 
Neste capítulo, apresentamos um estudo da dinâmica de pequenas per-
turbações radiais das soluções determinadas no capítulo anterior, no caso par-
ticular de um poli trapo sem rotação (v = 0). Ainda que este não seja o caso 
mais interessante (um vórtice poderia exibir instabilidades hidrodinâmica.s. 
dependendo de seu perfil de velocidade angular [10]), resolvemos considerá-
lo aqui por sua relativa simplicidade, deixando os casos mais gerais para 
um trabalho posterior. A metodologia empregada neste capítulo segue de 
perto aquela desenvolvida no cap. 3. Assim, estudando o comportamento 
das soluções das equações de estrutura radial em r = O e no limite r --+ oc. 
encontramos uma estrutura simples para o espectro de perturbações radi-
ais, cujos modos normais são neutros e consistem de ondas gravitacionais e 
acústicas acopladas. 
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5.2 Perturbações com simetria cilíndrica 
As perturbações da métrica. que consideraremos neste capítulo são aná-
logas às perturbações do Subsistema li discutido no cap. 3. Assim, a métrica 
perturbada terá a forma 
(5.1) 
onde gt~) corresponde à solução para um politropo sem rotação discutida no 
capítulo anterior e as únicas componentes não-nulas de bgj.J-., são 6gt 1, bgtr· 
bgrr, Dg9& e bgzz· Como na análise do cap. 3, será conYeniente empregar as 
componente físicas 6[} ... .., das perturbações da métrica, definidas por 
Ógtt e2A69tt 
Ógtr Ats-e 9tr 
bgrr Ó§rr 
ógeg K2 -4A5-e 9(}0 
flgzz 2(A+C)óg e zz, 
onde A(r), C(r) e K(r) definem a métrica do politropo não-perturbado. 
Como no caso das perturbações da corda U(l) (sec. 3.2), a regularidade do 
espaço-tempo sobre o eixo-z requer que todas as funções b9JJv sejam regulares 
em r =O. 
As Yariáveis hidrodinâmicas perturbadas podem ser escriia.s como 
p ji(r)+8p(r,t) 
Po iio(r) + 8po(r, t) = Kp(r) + 8p0(r. t) 
u~'- üJJ(r) + buJJ(r, t) = e-Ab/ + buj.l(r, t), 
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onde as \·ariáveis com uma barra correspondem à configuração não-pertur-
bada. A fim de manter a simetria cilíndrica do problema, consideraremos 
apenas deslocamentos radiais das partículas de fluido: 
8u" = (8u',8u',O,O). 
Será também conveniente introduzir as componentes físicas bü~'das pertur-
bações da velocidade, 
Linearizando a condição de normalização u~-'ul-' = -1, resulta que 
'·t ,. 
vu = tv9tt, (5.2) 
de modo que em primeira ordem a perturbação em ut é determinada apenas 
pelas perturbações da métrica. 
5.3 Equações de estrutura radial das per-
turbações 
Assumindo que as perturbações têm dependência temporal exponencial, 
onde bflr~- bfltn etc. dependem apenas de r, e linearizando as equações de 
campo (seção 4.2) em torno da configuração estática, obtém-se as seguintes 
equações para a estrutura radial das perturbaçôes: 1 
1 Estas equações foram obtidas através de computação simbólica, empregando ( 4.8), 
(4.15), (4.17) e (4.18) para eliminar as derivadas de ordem mais alta da solução estática; 
(5.2) foi utilizada para eliminar as perturbações em ut. 
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1. Equação de continuidade: 
óm i/+ [C'+ L- (ry + 1)A'Jú 
+ ,-A [ ;; + l(óg., + óiJoe + óg,)l = 0. (5.3) 
2. Equações dt "conservação .. '? 
óF1 i/+ (C'+ L- ryA')it 
-A [• • • • Ópo + nóp]-
+ e ,(óg.,+óg,+óg,)+ (ry+ 1)jj -0, (5.4) 
óF' ófi'+A'[(n+1)Ep+ópo] 
(ry + 1)fi[tX + w2e-A(Óg,, + ú)j = 0. (5.5) 
3. Equações de Einsfein? 
óS" ó'" + 8'" +(A'- C'- L)8'' 9eo 9n 9rr 
+ (C'+ 2L- 3A')E§;, + (2C' + L)8§;, 
+ 16K(ryp8g., + Óp0 + nóp) =O, (.5.6) 
óS" 8§;, + 8§;, +(A'- C'- L)8g., +(L- 3A')ógoe 
+ C'b!Jzz ~ 16?r("l + l)f:Apu = ol 
éS" (2A' + C')8§;, +(L- A')8§;, +(A'- C'- L)x 
16?r(póg., + 8p) + w2 e-A[2(A'- C'- L)ó!J1, 
+ ,-·'(ó§oo + 8§,)] =O, 
óS08 ó'" - ., - (2A' + C')ó'' + (3 4' + ·JC')ó'' 9zz X 9rr ., ~ 9zz 
(3A' + C')x- 16K(p8g, + óp)- w2e-A[2o§;, 
(5. 7) 
(5.8) 
2 óF1 e tFr são proporcionais às perturbações de primeira ordem das expressões yt~P 
e r~ .. , respectivamente. 
3 Para cada J.L, v fixos, bSiJV é proporcional à perturbação de primeira ordem da ex-
pressão CP.'' + 81rTilv. 
I 
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+ 2(2A' + C')ófj,,- e-A(ófj .. + 6g,)} =O, 
65" 6§;,- \'+(A'- L)6§;, + (2L- 3A')óg;,- Li_ 
16rr(p6fj .. + 6p)- w 2e-A[26§;, + 2(L- A')6g,. 
e-A(ói; .. + 6g.,)] =O. 
Nas equações acima, introduzimos as notações 
]{' 
L A (A/ A (A .. = ]{' x=ugtt, u=vu. 
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(5.9) 
(5.10) 
As equações de estrutura radial podem ser ligeiramente simplificadas in-
troduzindo as combinações 
6F (~ + l)p(6F'- óm) 
(~ + 1)"4'pu- ,-A (n: 1 ópo- nó fi) =O, (5.11) 
que no limite clássico se reduz à conservação da entropia das partículas do 
fluido, e 
óS 65"- 6500 
ó'" - 6'" - (3A' + 2C')ó'' + (2L- 3A')ó'' 9eo Yzz Y::z 9efJ 
+ (3A' +C'- L)(69;, + x + 2w2 e-Aóg,,) 
2 -2A('' c• ) 0 + W e 09fH!- 09zz = , 
que depende apenas das perturbações da métrica. 
(5.12) 
Como no caso das perturbações da corda U(l) (seção 3.3), as equações 
de estrutura radial não são todas independentes: empregando (4.8), (4.15), 
(4.17) e (4.18) para eliminar as derivadas de ordem mais alta da solução 
estática, pode-se mostrar por cálculo direto que 
65" = (65'")' +(C'+ L)6S'" + 16r.eA[(~ + l)p6m + 6F] 
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(óS")' A'óS" +(C'+ L)óS" + (2A'- L)óS" 
(A'+ C')óS" - w2e-'AóS'' + 16NóF' = O. 
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Assim. um conjunto de equações independentes é composto pelas 6 equações 
óm = st = óF' = óS'' = óS" = ss =o, (5.13) 
que envolvem as 8 variáveis D(Jt~, bflrn bfloe, Eflzz, \·, ú, bfi. f.Po- A indetermina-
ção do sistema pode ser removida fixando-se um sistema de coordenadas onde 
(por exemplo) 
Ófltr = hfJrr = O. 
Além disso, note-se que (5.8) e (5.11) definf'm ;\:e óPo como função das demais 
perturbações; este fato pode ser utilizado para eliminar estas duas variáveis 
das equações de estrutura radiaL Obtém-se assim o seguinte sistema, que 
será empregado nas análises seguintes: 
. ' u + 
+ 
6f/ + 
+ 
r' + 
. ~" + 
[c'+L- n(~+l) A'] u 
n+l 
e-A ('t+-n~Óp) =0 
:> n + 1 p ' 
[(n+l+~)A'+ 8"(~+l)p ]sp 
n +I (L+ C'- A') 
•(~ +I) eA(A')'pu -l(ry + l)p(11 Â' + o2Í'') n +I 
w'(~ + l)e-Ap [2(L :~,f'- A')+ u] =O, 
l(L- 3A' + C')Í' + l(L- 3A'- C')Â 
l61r(~ + l)eApú =O, 
l(1,Â' + 1,Í'')- 16,-1,6fi + w'e-'A(Â + 11Í') =O . 
(.5.14) 
(5.15) 
(5.16) 
( 5.17) 
I 
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Nas equações anteriores introduzimos as notações 
t 6!Joo + 6g,, (5.18) 
Â 
-
6!Joo - 6g,, (5.19) 
,P,(r) 3A' +C'- L (5.20) 
L+C'- A'' 
o,(r) A'+ C' +L (5.21) L+C'-A'' 
o3 (r) 3[3(A')' +(C')'+ L']+ 2[2A'(C'- 2L) +C' L] (5.22) L+C'-A' 
<;>,(r) 9(A')'- (C')'+ L'- 6A'L (5.23) 
L+C'-A' 
5.4 Condições de contorno assintóticas 
Nesta seção, analisaremos o comportamento assintótico das soluções de 
(5.14 )-(5.17), e determinaremos condições de contorno para os modos normais 
longe do eixo-z. Como na análise correspondente para cordas U(l) (seção 
3.4), procuraremos soluções limitadas das equações de estrutura radial. 
Os resultados da seção 4.3.2 sobre o comportamento assintótico da solução 
estática (A, C, I<,p) permitem aproximar (5.3)-(5.17) no limite r-----+ oo como 
., [ n(~ + 1)(.\- I)] ú I ( n . .) 
u + I- (n+l).\ ;:+ eor1 11' n+l"'+if ~o, 
Í'' + 
•(.\ -I) ciJ 4•eo(~ + l)k'(l + 2k)' il 7-'--.,--;ccé- + -=7---'--;~-'--'-(n+l).\r (n+l).\' r1+11' 
lh + 1}[(1 + 4k + 8k')Í''- (I+ 4k)Â1 
w'(~ +I) (u + _.\_r11'r) ~o, 
cori t/\ 2eo 
-
1
-[(1- 4k- 8k2}f +(I+ 4k}Â]- I fi~(~+ I}CoPoo Ú ~O 
2,\r r'~(I If-\) • 
Â" + - 1-[3(1 + 4k + 8k2)Â' +(I+ 4k)(l- 4k- 8k2)f''] 
2.\r 
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onde 
e 
P= = lim r'p(r). 
·~= 
Uma forma mais conveniente para a análise assintótica das equações acima 
é obtida introduzindo a coordenada radial (cf. sec. 4 .. 3.:?) R= r 1 f)..: 
dú 
dR 
d.:. 
dR 
+ +- n~ry:/) (1- ±)] ~ + ~ (n: 1 ;i,+ tf) = 0,(524) 
2~k(l + 2k) wR' + l(ry +I)(!+ 4k)Â 
n+l 
.\(ry :l)w' (u + 2~ Rf) =O, (5.25) 
dt 2~[(1 - 4k- 8k2)f +(I + 4k )Â] dR + 
16~(ry + 1).\eop=, 
R4[1+4/(rr I)] u = O, (5.26) 
2~[(3 + Bk + 16k2 ) ~~+(I+ 4k)(l- 4k- Bk') ~~] d'.\ dR' + 
16~(1 + 4k)),'P=. w2.\' • . • 
+ R4[1+4/(' l)] w + T[A - (I+ 4k >r] =o. (5.27) 
Inicialmente, procuremos soluções em que as equações de Einstein (5.26)-
(5.27) se desacoplam das equações hidrodinâmicas (5.24)-(5.25). O com-
portamento destas soluções pode ser determinado substituindo as expansões 
assintóticas 
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(onde o. K 9 , aj, bh Cj, d1 são parâmetros a determinar4 ) em (5.26)-(5.27), e 
desprezando os termos proporcionais a tV e U. Após alguma álgebra, resulta 
que 
.\w 
O=!, Kg =-
Co 
e 
(5.28) 
(5.29) 
onde a0 e b0 são constantes arbitrárias. A fim de justificar a suposição ini-
cial de desacoplamento entre as equações, pode-se agora observar que (a) em 
vista d05 resultados acima, as soluções de (5.24)-(-5.2.5) para :_., U correspon-
dentes aos termos inomogêneos em Â e r podem ser tomadas O(R- 1 12 e±i~<gR), 
e ( b) por sua vez, os termos em tb, U representam termos inomogêneos 
O(W"<±.i<oR) em (5.26)-(5.27), onde v= 4[1 + 4/(ry -1)] + l > j; a soluçãv 
para A. f correspondente a estes termos inomogêneos pode ser tomada 
O(R-"' t;;;;l"'gR), que claramente pode ser desprezada em primeira aproximação 
em comparação com os termos retidos em (.5.28)-(.5.29). 
A seguir, consideremos soluções onde as equações hidrodinâmicas se de-
sacoplarn assintoticamente da.s equações de Einst.ein (correspondentes a per-
turbações acústicas). Inserindo a.s expansões 
u - ~o ( u0 + ~ + · · ·) cos(K,R) +~o (vo+ ~ + · .. ) sin(<,R), 
"' ~O (Po + ~ + · · ) cos(<,R) + ~B ( q0 + ~ + · · ) sin(K,R), 
(onde 3. K~, Uj, Vj, PJ, qj são parâmetros a determinar) e desprezando os 
4Nâo confundir a consCante Co aqui introduzida com co;:;:; lim~-oo r~~~í\ (sec. 4.3.2). 
PERTURBAÇÕES RADIAIS DE POLITROPOS 107 
termos proporcionais às perturbações da métrica, pode--st" most-rar que 
!3 = - (~ + _s_) < o, 
2 ry - 1 
,, = n(17 + 1) Àw' 
( ) 
7/2 
n+1 eo 
e 
u - Rl~l[u0 cos(•,R) + Vosin(K,R)], (5.30) 
(
(n + 1)(ry + 1)) 11' . 
w n Rl81[u0 sm(<,R)- •·ows(•,R)], (5.31) 
onde u0 e v0 são constantes arbitrárias. O desacoplamento assintótico en-
tre as equações pode ser justificado por um argumento similar ao empre-
gado anteriormente. Os termos em 6 e U em (.5.26H.S.27) induzem per-
turbações Â, f = O(R-~J.e±i,..,R), onde 11 = ~ + 8/('l- 1) > ~; por sua 
vez, estas perturbações da métrica induzem, através de (5.24)-(5.25), per-
turbações 6, U = O(R1 -~-'e±i",R), que claramente podem ser desprezadas em 
comparação com os termos retidos em (5.30)-(5.31). 
Os resultados acima indicam que a amplitude das oscilações acústicas em 
U e W =E f> f fi cresce com R, ao invés de decrescer, como poder-se-ía esperar 
intuitivamente. Este comportamento da amplitude pode ser explicado qua-
litativamente considerando que a densidade (e portanto a inércia do meio) 
cai rapidamente com R. Assim, um pacote de ondas acústicas de energia 
finita é capaz de induzir acelerações e velocidades cada wz maiores no fluido 
à medida que se propaga para o exterior, mesmo levando-se em conta que a 
energia do pacote se distribui sobre superfícies cilíndricas cada vez maiores. 
Por outro lado, é evidente que o crescimento de U e i; eventualmente leva a 
uma situação onde a teoria linearizada aqui empregada não é mais aplicável: 
por exemplo, a teoria linear prevê que eventualmente teremos 6 = bft/P > 1, 
o que corresponderia à presença de tensões em certas partes do gás; espe-
ramos que na teoria não-linear (sem aproximação) existam mecanismos que 
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evitem o surgimento de pressoes negativas (tensões). Assim, na presente 
teoria linearizada será necessário aceitar perturbações em ú e tV cujas am-
plitudes crescem como Rl.61 quando R -+ oo; entretanto, será necessário ter 
em mente que a teoria linear é incapaz de prever a evolução final de uma 
perturbação que se propaga para o exterior. 
Uma comparação entre as previsões das teorias linear e não-linear no 
limite clássico (com gravidade newtoniana) é ilustrada na. Fig. 5.1. O per-
fil básico de pressão, densidade é dado por fi =fi/li = p00 r- 4 ; a. equação 
de equihbrio hidrostático então implica que o potencial gravitacional não-
perturbado satisfaz ~' = -p'fp = (4/K)r-1. Considerando apenas per-
turbaçôe5 radiais de pressão, densidade e velocidade radial,5 podemos es-
crever as equações de continuida.de, de momentum radial e a condição de que 
as perturbações sejam adiabáticas como 
ÓP,t + 
I 
-(rpu ),, =O 
,. 
U,t + UU r = - P,r - ;j/ 
' p . 
íP Óp,, + up,,- -(óp,, + up,,) =O, 
p 
(5.32) 
(5.33) 
(5.34) 
onde "f é a razão entre os calores específicos do gás a pressão e volume cons-
tante. Com o auxílio de (5.32), podemos reescrever (5.34) como 
íP Óp,t + up,, + -(ru),, =O. 
r 
( 5.35) 
A Fig .. ).1 mostra soluções numéricas (obtidas por um método simples de 
diferenças finitas) do sistema de equações de evoluçiíD (5.32), (5.33) e (5.35) 
5 A análise anterior mostra que as perturbações do campo gravitacional associadas com 
as perturbações acústicas decaem rapidamente com r, de modo que podem ser ignoradas 
em primeira aproximação. 
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e de sua Yersão linearizada 
I 
8p,, + ~(rpu),, =O (5.36) 
I -
"·' 
+ -,(8p,, + ~'6p) =o (5.37) p 
6p_, + up' + 'YP (ru),, =O, 
r 
(5.38) 
com condições iniciais correspondentes a uma região de rarefação localizada. 
A solução das equações linearizada exibe o crescimento de amplitude em u e 
bpjp encontrado na análise assintótica anterior (Fig. 5.1a); o mesmo ocorre 
inicialmente para a solução das equações não-lineares (Fig. 5.1.b), mas even-
tualmente o pulso que se propaga para o exterior desem·olve descontinuidades 
de pressão, densidade e velocidade (i.e., um choque). A partir deste estágio, 
efeitos dissipativos na superfície de descontinuidade (não descritos pelo mo-
delo empregado) provavelmente impediriam a continuação do crescimento 
das perturbações de pressão, densidade e velocidade. 
Voltando à. análise do comportamento assintótico das soluções das equa-
ções de estrutura radial das perturbações no caso relativístico, obtivemos 
até agora soluções assintóticas que dependem de 4 constantes arbitrárias 
(a01 bo, uo. v0 ). já que o sistema em questão consiste de uma equação de 
segunda ordem e 3 equações de primeira ordem, resta ainda determinar o 
comportamento assintótico de uma solução independente das anteriores. As-
sumindo provisoriamente que para esta solução as equações de Einstein se 
desacoplarn assintoticamente das equações hidrodinâmicas, e substituindo as 
expansoes 
. 1 ( r1 ) r~- fo+-+"' R' R ' - I ( \1 ) A~- Ao+-· +· .. R' R 
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em (5.26)-(5.27), obtém-se imediatamente que f=,\ e 
t~~_ro Â-(1+4k/0 , R·\ - r ' r 
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(5.39) 
onde r 0 é uma constante arbitrária. A fim de justificar a suposição de desa-
coplamento, notamos que as perturbações da métrica que acabamos de obter 
induzem (através de (5.24 )-( 5.25)) perturbações com u, & = O( R1-' ); estas 
por sua vez induzem, através de (5.26)-(5.27), perturba.çôes da métrica com 
f, Â =O( R-<), onde ( = .\ + 2 + 16/(~- 1) > .\ + 2, que sàD desprezíveis 
em comparação com os termos retidos em (5.39). A solução (5.39) é análoga 
à componente assintótica )'1 ,...., m 1r presente nas soluções das equações de 
estrutura radial das perturbações da corda U(l) (seção 3.4). Estudando a 
forma assintótica de (5.8), pode-se mostrar que esta solução está associada 
a perturbações O( r) no coeficiente métrico gtti assim, a componente (5.39) 
deve ser removida das soluções representando modos normais. 
5.5 Comportamento dos modos normais pa-
ra r pequeno 
Corno mencionado na seção 5.2, as componentes físicas das perturbações 
da métrica (e também das variáveis hidrodinâmicas) devem ser funções regu-
lares em r = O. Além disso, é evidente que a velocidade radial deve se anular 
em r = O. Por cálculo direto, pode-se então mostrar que a solução mais 
geral de (5.14)-(5.17) que satisfaz as condições de regularidade anteriores 
comporta-se como 
r 
A 
!ip 
9o + g2 r 2 + O(r4 ) 
-g0 + 12r 2 + O(r4) 
Po + p,r' + O(r4 ) 
(5.40) 
(5.41) 
(5.42) 
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(5.43) 
para r pequeno.6 Nas expansões acima, há somente dois parâmetros livresl 
por exemplo Po e g0 . Em vista da análise assintótica da seção anterior, isto 
implica que 
1. Para freqüências reais, a componente assintótica indesejável ( 5.39) pode 
ser eliminada combinando convenientemente as duas soluções que são 
regulares em r = O. O resultado é um espectro contínuo, com um modo 
normal de onda estacionária por freqüência. 
2. Para freqüências complexas (Im w =1- O), além de (5.39) haverá duas 
componentes assintóticas que crescem exponencialmente com R (uma 
associada com perturbações da métrica e outra com perturbações das 
variáveis hidrodinâmicas)i portanto, não deve ser possível remover to-
das as componentes indesejáveis de modo a obter uma solução regular 
para todo R. Assim, não devem existir modos instáveis ou estáveis de 
freqüência complexa; também não devem existir modos em que todas 
as perturbações propagam-se para o exterior. 
5.6 Propriedades de similaridade 
O sistema de equações (5.14)-(5.17) possui uma propriedade de similari-
dade similar à discutida para a solução estática (seção 4.3.3). Suponha que 
b§~~)(r), l'§1~l(r),bp(0)(r), U(0>(r) satisfazem o sistema com autovalor w(0 l, 
com a solução estática dada por Ai01(r), Ci 01(r), ]{1°1(r), p1°l(r). Então, 
6 Note-se que ó[m = (1/2)(f +Á) = O(r2 ) de modo que não há singularidade cônica 
em r= O. 
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para todo t > O as funções 
8g,(r) 
8g,,(r) 
8p(1') 
u(r) 
satisfazem (5.14)-(5.17) com autovalor 
c·IO)( ) ug0g tr 1 
8g;~1(cr), 
c'Jj;IOI(cr), 
I •(O)( ) 
-u. fT 
' 
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e com a solução estática transformada como indicado na seção 4.3.3 (Os 
parâmetros K e n que aparecem nas equações de estrutura radial não são 
alterados na transformação). 
As condições de contorno de regularidade em r = O e em r ___,. oo sao 
preservadas pela transformação de similaridade acima. Assim, e suficiente 
estudar as perturbações de politropos com um valor fixado de Pc. com dife-
rentes valores para "' e n. 
5. 7 Estudo numérico dos modos normais 
5. 7.1 Modos instáveis e amortecidos 
Como mencionado na seção 5.5, espera-se a priori que todos os modos 
normais tenham freqüências reais. Empregando a metodologia discutida na 
seção 3. 7.1, obtivemos resultados numéricos que são consistentes com a ine-
xistência de modos instáveis ou amortecidos. 
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5.7.2 Modos neutros 
A determinação numérica do modo neutro correspondente a uma dada 
freqüência w pode ser realizada por um procedimento análogo ao discutido 
na seção 3.7.2. Inicialmente, um método de Runge-Kutta é empregado para 
produzir aproximações das duas soluções independentes de (5.14)-(5.17) que 
são regulares em r = O. A fim de evitar a singularidade das equações em 
r = O, as integra.ç.ões começam em um raio "pequeno" riniCJ e se estendem 
até um raio rmax tal que f siga com boa aproximação o comportamento 
assintótico7 
(5.44) 
em algum intervalo r1 ::; r S Tma.x, com (r:f:X- r~ 1 >..) :::â> 27rjK9 . A segmr. 
os parâmetros assintóticos r J são determinados para cada uma das soluções 
regulares ajustando-se pelo método dos quadrados mínimos uma equação da 
forma (5.44) às soluções numéricas obtidas anteriormente. O modo normal 
é então construído como uma combinação linear das soluções regulares em 
r= O, de modo a. eliminar a componente f,...._, f o/r; adotamos para os modos 
normais a normalização f'(O) = 1. Um exemplo de modo normal para o 
politropo com n = 2, K = 8, Pc = Ú1 01 é mostrado na Fig. 5.2. Para o mesmo 
politropo, a Fig. 5.3 mostra a variação da fase e da amplitude assintóticas 
das perturbações que compõem o modo normal; estas são definidas por 
• Ar r ~ R'i' cos (K,R + 6r) 
u ~ A"RI81 cos (K,R + 6"). 
7 0s termos correspondentes às perturbações da métrica induzidos por perturbações 
acústicas não precisam ser incluídos em primeira aproximação (c f. seção 5.4). 
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As curvas correspondentes às perturbações da métrica apresentam mínimos 
de amplitude a intervalos regulares de freqüência; estes mínimos são acom-
panhados por variações bruscas da fase em 180°. Em modelos este lares com 
superfície externa definida, i. e., tais que p =O para r suficientemente grande, 
estas características estão associadas à presença de modos complexos que se 
propagam para o exterior [11, 14]. No presente modelo, onde a matéria se 
estende por todo o espaço, a analogia com os modos complexos usuais não 
é completa, uma vez que as curvas de amplitude e fase das perturbações hi-
drodinâmicas não apresentam mínimos de amplitude nem variações bruscas 
de fase (Fig. 5.3). 
f 
Capítulo 6 
, 
COMENTARIOS FINAIS 
Neste trabalho, iniciou-se o estudo da dinâmica de pequenas perturbações 
de alguns sistemas com simetria cilíndrica (cordas na teoria de calibre U(l) 
com campo gravitacional e politropos compostos por um gás ideal com tem-
peratura uniforme), através do método dos modos normais. Uma vez que as 
configurações estáticas são conhecidas apenas através de soluções numéricas, 
diversos métodos para sua determinação foram expostos em detalhe; sem-
pre que possível, os métodos numéricos incorporaram resultados analíticos e 
assintóticos a respeito das soluções estáticas procuradas. No caso da corda 
U (1 ), identidades integrais satisfeitas pela solução e uma análise detalhada do 
comportamento assintótico dos campos foram utilizadas na construção de um 
método numérico rapidamente convergente baseado em colocação com spli-
nes quínticas. Este método permitiu verificar com boa precisão (da ordem 
de 0,1%) as soluções numéricas previamente publicadas [/L refinando-as em 
vá.rios casos e corrigindo alguns erros de impressão. O método de colocação 
é bastante versátil, podendo ser usado na determinação numérica de soluções 
de outros problemas de valores de contorno unidimensionais em relatividade 
e teorias de campo; por exemplo, o problema de valores de contorno relativo 
115 
COMENTÁRIOS FINAIS 116 
a cordas na teoria de calibre SU(2) em um espaço-tempo de Minkowski foi 
formulado e analisado assintoticamente [39} 1 podendo ser resolvido numeri-
camente por uma variante do método de colocação aqui apresentado. Em 
vista de considerações recentes de Vachaspati e Barriola [40], espera-se que 
cordas sejam bastante comuns em teorias de calibre com grupos de simetria 
maiores do que o grupo U(l). 
A obtenção de soluções representando um politropo estático composto de 
um gás ideal com temperatura uniforme (Cap. 4) é em geral muito mais sim-
ples do que o problema correspondente para cordas cósmicas, podendo ser 
resolvido como um problema de valores iniciais. No modelo com temperatura 
uniforme, o gás estende-se por todo o espaço, não sendo necessário considerar 
condições de junção em uma "superfície" onde a pressão se anula. Ainda que 
a presença de uma superfície definida em uma massa de gás seja pouco rea-
lista, tais modelos são freqüentemente utilizados no estudo de pulsações de es-
trelas [11] e em modelos de politropos cilíndricos com perfil básico isentrópico 
[14]. Outra característica interessante do modelo isotérmico aqui estudado 
é a existência de uma propriedade de similaridade, que permite descrever 
toda a variedade de possÍveis soluções com apenas um parâmetro essencial. 
Uma expressão analítica simples foi deduzida para a densidade linear do po-
litropo, empregando técnicas similares às usadas na dedução da expressão 
integral para o déficit angular de uma corda U(l) [6]. Examinando o pro-
cesso de dedução desta identidade, nota-se claramente que a obtenção de 
uma expressão para a densidade linear depende crucialmente da suposição 
de um perfil isotérmico (p0 = Kp); em um modelo mais geral, uma expressão 
simples para a densidade linear provavelmente não existiria. 
Considerou-se também uma nova classe de modelos de vórtices esta-
cionários auto-gravitantes, que se reduzem aos politropos isotérmicos an-
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teriormente estudados no limite de velocidade angular nula. Estes vórtices 
também possuem propriedades de similaridade, que redt1zem o número de 
parâmetros necessários para descrever uma solução (o perfil de velocidade 
angular em torno do eixo é urna função arbitrária). Mostrou-se que os efei-
tos da rotação sobre a densidade linear do vórtice podem ser representados 
em forma integral, como no caso de um vórtice similar em gravitação newto-
niana. Nesta última teoria, a rotação sempre implica em aumento de densi-
dade linear em rela.ção ao politropo correspondente sem rotaçãoj claramente, 
isto se deve a efeitos centrífugos. No caso relativístico geral, as correções à 
densidade linear são dadas por uma expressão que não é positiva definida; 
entretanto, em todos os casos estudados numericamente. a correção foi posi-
tiva e uma função crescente das velocidades angulares presentes no vórtice. 
O processo numérico adotado para a determinação das soluções para vórtice 
segue o espírito dos métodos de shooting. Assim, as equações de Einstein são 
integradas a partir de r = O com diferentes condições iniciais, na tentativa 
de obter uma solução que tenha o comportamento desejado para r ~ oo. 
Métodos de colocação não foram aqui empregados porque o comportamento 
assintótico das soluções procuradas não era conhecido a priori com tanto 
detalhe quanto as soluções para cordas U(l). Devido à grande sensibilidade 
da solução para o vórtice em relação às condições iniciais sobre o eixo-z1 foi 
necessário empregar a expressãü integral para a densidade linear do vórtice 
em um processo iterativo de refinamento das condições iniciais. 
Devido à grande complexidade das equações que governam pequenas per-
turbações arbitrárias dos sistemas estudados, restringiu-se a atenção a per-
turbações com simetria cilíndrica. Da mesma forma, somente considerou-se 
perturbações de politropos estáticos, deixando o caso geral com rotação para 
um trabalho posterior. A análise em termos de modos normais seguiu o pro-
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cedimento usual da teoria da estabilidade hidrodinâmica, onde a estrutura 
e.-.;pacial dos modos normais deve ser descrita por funções limitadas. A análise 
assintótica das equações que governam as perturbações mostrou que para a 
corda 0(1) é possível construir modos com esta propriedade, enquanto que 
para o poli trapo isotérmico é preciso aceitar perturbações das variáveis hi-
drodinâmicas cuja amplitude cresce como uma potência de r quando r ---t oc. 
Este comportamento foi identificado como uma indicação da inabilidade da 
teoria linear em descrever a evolução final de uma perturbação que se pro-
paga em direção ao exterior, propagando-se através de camadas cada vez 
mais rarefeitas de gás. 
A inexistência de modos com freqüências não-reais (modos instáveis e as-
sintoticamente estáveis) foi evidenciada com o auxílio de identidades integrais 
e métodos numéricos. Considerou-se então em detalhe os modos neutros, que 
formam um espectro contínuo de freqüências reais. O politropo isotérmico 
apresenta um modo normal por freqüência, que consiste de uma onda gra.vi-
tacional estacionária acoplada a uma outra com perturbações acústicas. A 
estrutura do espectro de modos neutros é bem mais complexa no caso da 
corda U(l); em uma classe de perturbações envolvendo as componentes di-
agonais da métrica, o campo escalar e a componente azimutal do campo de 
calibre, mostrou-se que há três intervalos espectrais distintos: no intervalo de 
alta freqüência, há dois modos distintos compostos por ondas estacionárias, 
no intervalo de freqüência intermediária há apenas um, no qual o campo 
escalar ou de calibre decai exponencialmente com r, e finalmente nã.o há 
modos normais no intervalo de baixas freqüências. Em ambos os modelos 
(corda e politropo ), a ausência de uma superfície exterior nítida permite que 
os campos não-gravitacionais se propaguem para fora. Neste aspecto, os mo-
dos normais aqui considerados diferem daqueles usualmente considerados na 
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literatura para modelos est.elares ou de politropos cilíndricos com fronteiras 
nítidas [11 1 33, 14], onde apenas as perturbações da métrica podem se pro-
pa.gar indefinidamente para o exterior. Em tais modelos, grande ênfase é 
dada aos modos quase-normais, construídos como superposições dos modo5 
de onda estacionária, e que servem como modelos bastante particulares de 
perturbações em que o sistema emite ondas graYitacionais. Nos modelos aqui 
estudados, devido à propagação de ondas não-gravitacionais para o exterior 
nà.o é possível construir modos em que todas as perturbações propagam-se 
para o exterior. Assim, o conceito de modos quase-normais não é aqui tão 
relevante quanto nos modelos usualmente considerados na literatura. Ape-
sar disto, encontrou-se evidência de que o politropo isotérmico admite um 
espectro discreto de freqüências complexas para as quais as perturbações gra-
vitacionais propagam-se para o exterior (enquanto que o mesmo não ocorre 
com as perturbaçõesde pressão e velocidade). 
Finalmente, entre as possíveis generalizações do presente trabalho po-
deríamos citar: 
1. O estudo da dinâmica de perturbações mais gerais (dependentes de () e 
z) da corda U (1 ), verificando sua estabilidade; 
2. O estudo de perturbações de cordas com circulações n > 1, que pode-
riam exibir instabilidades associadas a seu decaimento para n cordas 
de circulação unitária [3]; 
3. O estudo de perturbações dos vórtices politrópicos aqui estudados. I\ o 
caso mais simples, seriam consideradas perturbações dependentes de 
(r, e, t ), que podem exibir instabilidades de caráter predominantemente 
hidrodinâmico, modificadas pelos efeitos gravitacionais e pela estrati-
ficação do fluido. Uma vez que o problema relativístico é bastante 
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complexo, o problema correspondente em gravitação newtoniana pode-
ria ser usa.do como um guia para o estudo do problema geral; 
4. O estudo numérico da evoluçào de perturbações iniciais de amplitude 
finita de cordas e vórtices, empregando algoritmos de integraçào numé-
rica das equações não-lineares completas; este estudo poderia incluir 
uma comparação entre as respostas linear e não-linear dos diferentes 
sistemas, particularmente em relação à evolução final das perturbações 
(instabilidades, ondas de choque, etc.). 
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Apêndice A 
FIGURAS 
Fig. 2.1 Exemplo de solucões estáticas para cordas U(l) com 1} = 
O, 1. (a) Campo escalar, (b) Componente azirnutal do campo de calibre, (c)-
( d) funções que definem a métrica, (e) densidade de energia, (f) pressão na 
direção radial, (g) pressão na direção azimutal. 
Fig. 3.1 Exemplo de modos normais de alta freqüência (w = 5) corres-
pondentes ao Subsistema I para uma corda estática com a-= !, 1} = O, 1. (a) 
modo I, (b) modo2. 
Fig. 3.2 Exemplo de modo normal de baixa freqüência (w = O, 4) cor-
respondente ao Subsistema I para uma corda estática com a = ~. Tf =O, 1. 
Fig. 3.3 Amplitudes e fases assintóticas dos modos normais correspon-
dentes ao Subsistema I para uma corda estática com a = t, 1} = O, 1. As 
amplitudes e fases referentes às perturbações W1 e flt são indicadas por li-
nhas cheias e tracejadas, respectivamente. A linha vertical em w = O, 703-5 
marca a divisão entre as regiões de alta e baixa freqüência do espectro. Para 
w > O, i"0:35, as linhas finas correspondem ao modo 1 e as linhas grossas ao 
126 
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modo 2. 
Fig. 3.4 O mesmo que a Fig. 3.3, mas para uma corda estática com 
a= 2, TJ =O, 1 A freqüência w = 1,4194 separa as regiôes de alta e baixa 
freqüência. 
Fig. 3.5 Exemplo de modos normais de alta freqüência (w = 5) corres-
pondentes ao Subsistema II para uma corda estática com a = }, Tf = O, l. 
(a)-(b) modo I, (b)-(d) modo 2. 
Fig. 3.6 Exemplo de modo normal de freqüência intermediária (w =O, 8) 
correspondente ao Subsistema li para uma corda estática com a = t, 17 = 
O, L 
Fig. 3. 7 Exemplo de modo normal de freqüência intermediária (w = 1, 2) 
correspondente ao Subsistema II para uma corda estática com a = 2, 'rJ = 
o, 1. 
Fig. 3.8 Parâmetro assintótico m1 para a solução do Subsistema 11 
que é regular em r = O e para a qual .Ít. 01 -+ O quando r --+ oo (esta 
solução somente está definida na região de baixa freqüência do espectro). A 
linha tracejada corresponde a a = h 'fJ = O, 1, e a linha cheia corresponde 
a o = 2. 'I} = O, 1. A linha cheia vertical em w = O, 7035 marca o limite 
superior da região de baixa freqüência quando o = 4-; para o = 2, o limite 
superior é w = 1, 0037. A linha pontilhada vertical marca uma singularidade 
de m 1 . 
Fig. 3.9 Amplitudes e fases assintóticas dos modos normais correspon-
dentes ao Subsistema li para uma corda estática com a = h 11 = O, 1. As 
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amplitudes e fases referentes à.s perturbações 'h, D1 e ~X"1 são indicadas por 
linhas cheias, pontilhadas e tracejadas, respectivamente. As linhas verti-
cais em u.J = O, 7035 e w = O, 9949 marcam as divisões entre as regiões de 
freqliência.s baixas, intermediárias e altas do espectro. Para. w > O, 9949, as 
linhas finas correspondem a.o modo 1 e as linhas grossas ao modo 2. 
Fig. 3.10 O mesmo que a Fig. 3.9, mas para uma corda estática com 
o = 2, 7] = O, 1 As freqüências w = 1, 0037 e w = 1, 4194 separam diferente~ 
regiões do espectro. 
Fig. 4.1 Parâmetro de massa de Levi-Civita (k) e expoente de decai-
mento da pressão( q) para o politropo sem rotação. 
Fig. 4.2 Modelos para um politropo sem rotação, normalizados por 
p, =I. (a) p(r), (b) A(r), (c) C(r), (d) K(r). As soluções correspondem a 
17 = 1, 1 (linha cheia fina), 1,5 (linha pontilhada), 3 (linha com traços longos). 
5 (linha com traços curtos), 10 (linha com pontos e traços) e 50 (linha cheia 
grossa). 
Fig. 4.3 Determinação gráfica aproximada do valor de Bc correspondente 
a um modelo de vórtice com Pc = O, 01, ~o= O, 1, 1J = 10. 
Fig. 4.4 Exemplos de modelos de vórtices politrópicos com 7] = 10, Pc = 
O, 01 e perfil de "velocidade" .ó.( r) = .6..0re1-r. Este perfil tem um máximo em 
r= l. As curvas mostradas correspondem a .6.0 = O (linha cheia), 0,1 (linha 
pontilhada), 0,3 (linha com traços longos) e 0,5 (linha com traços curtos). 
(a) p(r), (b) B(r), (c) A( r), (d) C(r), (e) K(r). 
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Fig. 4.5 Dependência. de Bc e do parâmetro de massa de Levi-Civita (k) 
em relacao à amplitude do perfil de "velocidade11 (6.0 ), que é tomado como 
na figura anterior. São mostrados os valores de k calculados pela expressão 
( 4.-57) (denotados por k(I, 7] )) e os determinados a partir do comportamento 
assintótico da solução numérica (denotados por kmun.)-
Fig. 5.1 Comparação entre a evolução linear (a) e não-linear (b) de 
uma perturbação de amplitude finita em um modelo clássico simplificado do 
politropo tratado no texto. O perfil estático de pressão e densidade tem 
parâmetros 1 = 1,5, K = 4 e P= = 105 • As condições iniciais são 8p = 
-0,006e-(r-so) 2/ 25 , 8p = -0,022e-(r-So)2/ 25 , u =O em t =O (linha cheia). 
Os estágios mostrados na figura correspondem a t = 8 (linha pontilhada), 
t = 16 (linha com traços longos), t = 24 (linha com traços curtos) e t = 32 
(linha com pontos e traços). A solução não-linear para t = 32 é afetada por 
ruído numérico na região em que uma onda de choque está se formando. 
Fig. 5.2 Exemplo de modo normal de um politropo sem rotação com 
K = 8, 1 = 1,5, Pc = 0,01. A freqüência é w = 5. 
Fig. 5.3 Amplitudes e fases assintóticas do modo normal do politropo 
sem rotação com K = 8, f= 1,5, Pc =O, 01. As linhas cheias e tracejada.s 
correspondem às perturbações r eu, respectivamente. 
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Apêndice B 
PROGRAMAS PARA A 
-DETERMINAÇAO DE 
SOLUÇÕES ESTÁTICAS E 
MODOS NORMAIS 
Este apêndice reúne alguns programas em Fortran 77, que podem ser usa-
dos para determinar soluções estáticas para cordas e vórtices, e para. calcular 
os modos normais neutros de cordas e politropos sem rotação. 
U1Eins15 Este programa calcula a solução estática para uma corda 
U(l) auto-gravitante, quando o parâmetro a (v. Cap. 2) está entre 1/4 
e 1. Os coeficientes da expansão da solução estática em splines quínticas 
são armazenados no arquivo coeff. dat, e a solução propriamente dita pode 
ser impressa na tela ou redirecionada para um arquivo. Informações sobre 
os parâmetros assintóticos da solução e a densidade linear de energia são 
também produzidas. Este programa deve ser compilado juntamente com as 
rotinas FCN, spline, dspline, dN6, interp (incluídas com o programa. 
principal), x02aaf, c05nbf e f04atf (pertencentes à biblioteca NAG [21]). 
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U1Eins16 Similar a U1Eins15 1 para o caso a > 1. As rotinas auxiliares 
são as mesmas de U1Eins15 1 mas uma versão diferente de FCN (incluída com 
U1Eins16) deve ser usada. 
U1Eins20 Similar a U1Eins15, para o caso o: < 1/4. As rotinas auxiliares 
são as mesmas de U1Eins15, mas uma versão diferente de FCN (incluída com 
U1Eins20) deve ser usada. 
lambda6 Este programa calcula a estrutura radial dos dois modos neu-
tros admitidos pela corda estática U(l) (Subsistema II) no caso em que 
w > eao/2 max{l, y'a} (v. Cap. 3). O programa lê os dados de entrada no 
arquivo lambda6. ins, que deve ser criado pelo usuário; é necessário especifi-
car um arquivo contendo os coeficientes na expansão da solução estática em 
splines quínticas (este arquivo pode ser gerado por U1Eins15, U1Eins16 ou 
U1Eins20). A estrutura radial dos modos normais é escrita em dois arquivos 
diferentes; informações sobre a amplitude e fase assintóticas dos modos são 
armazenadas em um terceiro arquivo. Este programa deve ser compilado jun-
tamente com as rotinas argu. phi, phiX. F, spline5, dspline5, dN6 
(incluídas com o programa principal), dode (documentada no livro Compu-
ter Solution of Ordinary Di.fferential Equations, por L.F. Shampine e M.K. 
Gordon) e f04atf (pertencente à biblioteca NAG [21]). 
lambda7 Análogo a lambda6, para o caso em que n < 1, Vo < wcao/ 2 < 
I (v. Cap. 3). 
lambda8 Análogo a lambda6, para o caso em que o: > 1, 1 < we-ao/2 < 
.,fo (v. Cap. 3). 
PROGRAMAS 159 
lambda9 Este programa determina o parâmetro assintótico m 1 (v. seçao 
3.4) para a solução das equações de estrutura radial (Subsistema Il) que 
é regular em T = Ü e tem X1 1 [!1 --+ Ü quando T --+ 001 DO caso em que 
O< w < eao/2 min{l, fo}. São produzidos um arquivo contendo o valor de 
m1 e outro contendo a solução regular. As rotinas auxiliares são as mesmas 
de lambda6. 
lambdalO Este programa determina a estrutura radial dos dois modos 
neutros admitidos pela corda estática U(l) (Subsistema I) no caso em que 
uJ > e"012 fo (v. Cap. 3). Os procedimentos de entrada e saída são análogos 
aos de lambda6; as rotinas auxiliares são as mesmas, mas uma versão dife-
rente de F (incluída com o programa principal) deve ser usada. 
lambdall Análogo a lambda10, para o caso em que O< w < erJo/2 fo. 
v8 Este programa resolve as equações de Einstein para um vórtice po-
litrópico a partir de valores dados de Pc e Bc (v. cap. 4). Os dados de entrada 
são lidos em um arquivo chamado v8. ins, que deve ser criado pelo usuário. 
Dois arquivos de saída são produzidos, um contendo a solução numérica e 
outro contendo estimativas dos parâmetros assintóticos da solução e os va-
lores da integral I 2(r) (v. seção 4.5.2). O programa deve ser compilado 
juntamente com as rotinas F (incluída com o programa principal) e dode (já 
discutida). 
v6 Similar a v8. mas trata o caso particular de um politropo sem rotação 
(v = B = 0). Os dados de entrada são lidos em um arquivo chamado v6. ins, 
que deve ser criado pelo usuário. A saída deste programa é um arquivo que 
ê lido por interp ( u. adiante). 
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interp Este programa calcula os coeficientes na expansao da solução 
nwnérica encontrada por v6 em termos de splines quínticas. A solução 
estática deve estar em um arquivo chamado stat .dat, e a saída é arma-
zenada no arquivo coeff .dat. O programa deve ser compilado juntamente 
com a rotina Gauss (incluída com o programa principal). 
neutr Este programa calcula a estrutura radial de modos neutros de um 
politropo sem rotação (v. cap. 5). Os dados de entrada são lidos em um 
arquivo chamado neutr. ins, que deve ser criado pelo usuário. É necessário 
especificar o nome de um arquivo contendo os coeficientes da expansão da 
solução estática em termos de splines quínticas (este arquivo pode ser gerado 
por interp). Dois arquivos de saída são produzidos, um contendo a estrutura 
radial do modo normal e outro contendo a amplitude e fase assintóticas do 
modo. Este programa deve ser compilado juntamente com as rotinas phi. 
phiu, F (incluídas com o programa principal), dode (já discutida) e f04atf 
(pertencente à biblioteca NAG [21]). 
1) Programa U1Eins15: 
progr,.. U1Eins15 
c :Jolution of static Ein:Jtein-U(l) string equations for 
;; 1/4 ( alpha ( 1 
;; Integrals co•puted by composite Boole's rule 
c Th01 appro:d•ate .aolution i11 taken "" a quintic epline 
' i.,plicit r<Oal•S (a-h,o-z} 
integer D 
c n<UObllr of nod<111 
pa.ruet&r{la60 ,15.,1+5, 152,.2•15 ,ISJ.aJ•IS, 154=4•15 ,11"'154+3, 
• Lva=ll•(3•11+13}/2,14a4•1,1subM10) 
dimansion c(ll),fyec(ll),va(Lva),Sig(O:I4), 
• Prad(O:I4) ,Ptllii(O: 14) ,u.d(O:I4) ,ct (207) ,c2(207), 
• c3(207) ,c4(207) , D(S ,O :4) ,dan(O :4), Rgt {15) ,AA (15, 
• 15) , vtd (16) , 11b2(16) ,blat (15 ,16), 11 (14-2) 
co-on h ,h2, alpha ,r a. ,parl ,parl, par3,par4 
u:tern11l FCI 
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data D /1,26,66, 26,1 , 1, 10, O, -10,-1 ,1, 2,-6, 2,1, 1,-2 ,0, 2, 
• -1,1,-4,6,-4,1/ ,den /120. ,24. ,6. ,2. ,1./ 
c radial coordinate: iradins"'l ->r, iradins = 2 -> lexp(-A) 
iradius"'l 
ifail:O 
pi:4.dO•datan(1.dO) 
c physical para.eters 
alpha:O.S 
eta=l.d-2 
ra"'<<.sqrt(alpha) 
<:: step-size 
:ma.x:tS. 
xsup=20. 
h=x..ax/1 
h2:h•h 
Jmu=xsup/h 
c co1111.on para~~eters 
parl=l.-h 
par2=1. -ra•h 
par3=1.-2.•ra•h 
par4-'-2 .•pi•eta•eta 
c starting values 
c(JS4+1)=0.99 
c(l54+2)=1.d-3 
c(ll)=-l.d-4 
u(J4-4)=c(I54T1) 
u(l4-3l=c(J54+2) 
n (14-2 )"'c (li) 
do 1 k=l,J-1 
x=k•h 
ct1=dexp(-2•x/u(l4-3)) 
u(k)=dexp(-x) 
u(l-1+k)=ra•x•s18adf(ra•x,ifail) 
u(2•(J-l)+k)=2.•ra•x•s18adf(2.•ra•x,ifail)•u(l4-2) 
if (k .eq. 1) tlten 
u(l-1+k)=(1.-u(l-1+k))/h2 
u (2•(1-l)+k)'>'(u(2• (1-l)+k) -u(l4-2) J /h2 
goto 1 
endit 
u(J• (1-i)+k-1 l ::1: • (u (14-4) •x+u(l4-3) )•ct 1/ ( 1. +cU) 
continue 
call interp(l4-2,u,l5,cl,c2,c3,c4,Aaat,Rgt,AA,vkel,vke2) 
do 11 k=i ,15 
c(k)"'cl(t) 
c(IS•tl=c2(k) 
c(l52+k)•c3(k) 
11 c(IS3•k)•c4(k) 
c tolarllltca 
tol•deqrt(x02aaf(O O)) 
ifll.il•O 
call cOSnb:f(FCI, D ,c ,:hac, to1, wa ,Lwa, ifail) 
c nor.. of tlle reaiduah 
fno.-.sfOSabf(fvac ,11) 
c etoraga ot aplina çoatfidanta 
do 15 i•l ,15 
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cl{k)=cÜ:) 
c2(k)=c(l5+1t) 
c3(k)=c(JS2+t) 
15 c4(k)=c{I53+k) 
c dete1111ination of arbi:rary consta.nts 
ctt:dsqrt(x..u:) 
cO=spline(xaax/h,IS,c1)•ct1/dexp(-x.~) 
p0=spline(xmu:/h,IS,c2l/(ct1*dexp(-ra•xmax)) 
ct 2=pi • (dexp (c (0) ) •et a *}>O) .. 2/ a.lpha 
b0=2.•ct2/c(l54+ll••2 
dO=ct2/c(JS4+1) 
c output of spline coetficients, etc. 
open (2 ,file= 'coeff .dat' ,status= >nev') 
write(2,•) l,h,c(J54+1),c(J54+2),c(II) 
vrite(2,•) cO,pO,bO,dO 
do 3 k=i,IS 
3 vrite(2,+) c1(U,c2(k),c3(k),c4(k) 
close(2) 
c stress-enerSl' co•p<>nelO:ts a.nd linear energy density 
dYO=O. 
d2PO=O. 
do 5 j=1,5 
jj=6-j 
dYO=dYO+cl (j l•D(jj ,1) /(denÜ )•h) 
5 d2PO=d2PO+c2(jl•D(jj,2)/(den(2)*h2) 
strl=d2PO•d2PO/(:.•alpha) 
Sig(O)=dYO*dlO+l./8 +str1 
Prad(O)=strl-1./!. 
Ptan(Ol-Prad (O) 
rad(O)~. 
do 6 k=1,14 
xi"'k/4. 
x=xi•h 
Xc"1. -spline (xi ,15 ,c1) 
Pc='spline(:ü ,n .c2) 
ctl=doxp(c(ll)-splina(xi,l5,c3ll/(c(J54+1)ex+c(l54+2)-
• spline(xi,JS,c4)) 
ct2=(Xc•Xc-1. l-2/4. 
ct3-dspline(xi.IS,c1)/h 
ct3=ct3•ct3 
ct4 .. (ctl•Xc•Pcl-*2 
ct5=(ctl•dspli~(xi,IS,c2)/h)••2/alpha 
if (iradius .eq. 1) then 
rad(k)"x 
alse 
rad(k) .. t./ctl 
andi:t 
Sig(kl•.S•(ct~t4+ct2+ct5) 
Pr &d (k) • . s• ( ct.J-ct4-ct2+ct 5) 
6 Pt&ll (k)"'. S•( -ct3+ct4-ct2+ct5) 
c co•posite Boole's rul• 
<!JaU=O. 
do 7 k.,l ,Jsub•J 
vht=32. 
if (•od(k,4) .~. 2) vht•12. 
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H {mod(k,4) .eq. 0) vht"'14. 
xi=(k+O.)/Isub 
x:xi•h 
Xc=l.-spline(xi,JS,cl) 
Ac=c(IJ)-spline(xi,IS,c3) 
Pc=spline(xi,JS,c2) 
lc=c(J54+1)•x+c{l54+2)-spline(xi,IS,c4) 
dXdr2=(dspline(xi ,15 ,d) /hl••2 
dPdr2=(dspline(xi,IS,c2)/h)•*2 
ctl=. S•(dXdr2+Cic•Xc-1.) ••214 .+ (deip(Ac) /lc )•*2•{ (Xc+Pc) .. 2+ 
• dPdr2/alpha.)) 
7 emu"'ell.u+2. •vht•dexp( -A c) •lc*ct1 
emu=2.•h•eau/(4S.•Isub) 
c output o f r e sul ts 
do 10 k=O,J4 
Xi=k/4. 
x=xi•h 
10 print 100,rad{k),t.-spline(xi,JS,cl),spline(xi,l5,c2),c(ll)-
* spline(xi,IS,c3),c(l54+1)•x+c(l54+2)-spline(xi,IS,c4), 
• Sig(k) ,Pnd(k) ,Ptan(k) 
do 2 k=14+1, 4•1mu 
x=k*h/4. 
if (iradius .eq. 1) tben 
r=x 
•3lse 
r=(c(J54+1l•x+e(l54+2})•dexp(-c{ll)) 
endif 
ct1=dsqrt(x) 
ct2=dexp(-raex) 
Ct3=ct2•ct2 
ct4= (pO/ c (154+1 ) J .. 2• {dexp (2•c (li) ) !x) •ct3 
2 print 100,r,1.-cO•dexp(-x)/ct1,pO*ctlect2,c(ll)+bO•ct3/ 
• x ,c(l54+1) u+c (154+2) -dO•ct3 ,ct4 ,o. , ct4 
print llO,fnon.,ifillil 
print 120, co, pO, c(J54+1), c(J54+2), dO, c(ll), bO 
print 130,360.•(1.-dexp(-c(ll))*c(l54+l)),eMU 
100 ~crmet((F8 4,7E16.7)) 
110 :fcn~~at(//,' Jcn. o:f re11iduel11 
120 format(/,' cO" ',E16.7,' pO" 
• /,' kO"' •,E16.7,' dO 
* /,' bO = ',E16.7) 
',E1S.S,/,' Fail"" ',13) 
',E16.7,' k2" ',E16.7, 
',E16 7 ' aO= •,E16.7, 
130 fon~~at(/,' 11.1\gular de:l'idt (degrau): ',E16.7, 
• f,' linear energy den11ity/pi eu.••2 ., ',E16 7) 
"' 
subroutine FCJ(II,c,fvec,i:l'lag) 
i~aplidt reel•S (a-h,o-.o:) 
integer D 
reel•S lc 
conuaon h ,h2, alphe ,re,perl ,per2 ,par3, per4 
dimen11ion c(IJ) , fvec{lll ,cl (207), c2(207) ,c3(207) , c4(207) , 
• yb(4,0:2,0:300),0(5,0:4),den(0:4) 
data D /1, 26,66,'16,1 ,1, 10,0,-10,-1 ,1, 2,-6,2,1 ,1 ,-2 ,O, 2, 
• -1,1 ,-4,6,-4,1/ ,den /120. ,24. ,6. ,2. ,1./ 
l•ub•tO 
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JS=(H-3)/4 
152"2*15 
153=3•15 
154=4•15 
1=15-5 
12"'2*1 
13==3•1 
14=4•1 
fvec(IS4+2)=0. 
fvec(Hl=O. 
c splitting of coefficieat array 
do 3 k=l ,15 
c1(k)=c(k) 
c2(k)=c(J5+k) 
c3(k)=c(l52+k) 
3 c4(k)=c(l53+k) 
c stora.ge of fnnction n.lu<!s and derivativas 
do 18 k=O,I 
do 19 i=l ,4 
do 20 1"0,2 
20 yb(i,l,k)=O. 
19 continue 
do 21 j=k+1 ,k+S 
jj=k-j+6 
do 22 1=0,2 
cte=D(jj,l)/(den(l)•h••l) 
yb(l,l,kl:yb(l,l,k)+cte•cl(j) 
yb(2,l,k)=yb(2,l,k)+cte•c2(j) 
yb(3,l,kl:yb(3,1,k)+cte•c3(j) 
22 yb( 4,1 ,k)=yb(4 ,1 ,k)+cte•c4(j) 
21 continue 
18 continue 
de 4 i=1,4 
4 fvec(J4+9+i)=O. 
d<> 5 j=i,S 
jj=6-j 
cte=D(jj,3l/(d~(3)•h••3l 
:fvec ( 14+11) ..-fTeC (14+ 11) +cte•c2 ( j) 
fvec(J4+12):fvec(J4+12l+cte•c3(j) 
cte=D(jj,4)/(dea(4)•h••4) 
fvec(I4+10)~Tec(l4+10)+cte•c1(j) 
5 fvec{l4+13):.-f•e<:(l4+13)+cte•c4{j) 
c di:f:ferentia.l .. que.tio~ at r=h,2h, ... ,lh 
do 1 k"'l,l 
lc•c(IS4+1 )•hlo.., {154+2) -yb(4 ,O ,k) 
ctl"'{c(l54+1l-yb{4,1,k))/lc 
ct2,.dnp{2. •<c {Dl-yb(J ,O ,k)) )/lc 
ct3•ct2/Kc 
ct4~b(l,O,k)•(l.-yb(l,O,k)) 
ctS>~ct4•ct4 
ct6"'yb(2, 1 ,k)n"l/a.lphe. 
fvec(k)"'Jb(l,2,k)+ctl•yb(l,l,k)+(l.-yb(l,O,k))•(ct3• 
• yb('l,O,k)U2-ct4)2.) 
fvec (J+k)"yb(2 ,l,k)-(cU +2. •yb(J, 1 ,k)) •yb(2, 1 , k) -a.lpho.• 
e (l.-ybÚ,0,k))U2•yb(2,0,k) 
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fVec(l2+k)=yb(3, 2 ,k)+ctt•yb(3, 1 ,k)-2. •par4• (ctS/2 -2. • 
• ct3•ct6) 
1 fvec(J3+k)=yb(4,2,k)-2.+par4+(3.•lc•<:tS/4 +ct2•(2 •((1.-
* yb(1,0,k))•yb(2,0,k)) .. 2-ct6)) 
c boundary/initial conditions at r=O 
fvec(J4+1)=yb(l,O,O)-t. 
fvec{J4+2)=yb(2,0,0)-1. 
fvec(l4+3)=yb(3,0,0)-c(ll) 
fvec(l4+4):yb(4 ,o ,O) -c (154+2) 
fvec(J4+5)=yb(t,2,0) 
fvec(l4+6)=yb(2,1,0) 
fvec(l4+7)=yb(3,1,0) 
fvec(J4+8)=yb(4,1,0)-c(IS4+1)+1. 
fvec(J4+9)=yb(4,2,0) 
c boundary conditione at r=(l-l)h,lh 
do 7 k=l-1 ,I 
fvec(l3+15+k)=yb(l,l,k)+yb(l,O,k) 
tvec(l3+17+k)=yb(2,1,k)+ra•yb(2,0,k) 
rvec(l3+19+k)=yb(3,1,k)+2.•ra•yb{3,0,k) 
7 fvec(J3+21+k)=yb(4,1,k)+2.•ra•yb(4,0,k) 
c coropoeite Hoole's rule 
• 
• 
hl:h/lsub 
do 6 k=l ,Jsubtl 
vht:32. 
if (mod(k,4) .eq. 2) vht:t2. 
if (mod(k,4) .eq. 0) vht"'14. 
J:i:(k+O.)/Isub 
x:xi•h 
(c:c(IS4+1l•x+c(l54+2)-spline(xi,l5,c4) 
Acmc(ll)-spline(xi,IS,c3) 
Yc=spline (xi ,15 ,c1) 
dldr2:~~(dspline(xi, 15, c1) /h)**2 
Pc=spline(xi,l5,c2) 
dPdr2=(dspline (xi ,IS ,<02) /h)u2 
cti=dexp(Ac) /l<O 
<Ot2=( ( 1. -Jd •Pc)u2 
ct3:(Y<0•(2.-Yc)J••2 
fvec(l54+2):fvec(J54+2)+vht•(lc•(2 •dXdr2-.25•(2.+3.•ic)• 
ct3)+(dexp(2 .•Ac) /ld • ((2. -k) *<11'dr2/a.lpha-2, • 
(1.+2.•Ac)•ct2)) 
6 :tvec (11)...-fve<O(II)+IIhtt( (2 ./ct1)t(dldr2+ct3/8. )+ct1•(2 t<;t2+ 
• 3.•dPdr2/alpha)) 
fvec(l54+2l~c(JI)•c(l54+1)-2.•hi•par4tfvec(I54+2)/4S. 
fvec(lll=dexp(-c(lll)•c(JS4+1)-1.+2.•hl•par4•:tve<;(II)/4S. 
return 
.,. 
real•B :tun<Otion spline(xi,n,c) 
c ngorithlll 5.24 fro111 L. Sch1111aller, Spline Functiona: Buic Theory, 
c llilay' 1981. 
i•pli<Oit real•B (a-h,o-z) 
paraaeter(m•6,~120l 
dilll&llsion c(207) ,ex(•) 
l•idint(xi+6.) 
xdh•li-1+• 
165 
PROGRAMAS 
do 1 j=l,• 
cx(jl=cCj+l-•l 
do 2 j=2,11 
do 3 i=m,j.-1 
3 cx(i)=(xdh+oo-i)•cx(i)+(i -j+l-xdh)•cx (i -1) 
2 continue 
spliM=cx (,.)j-f 
return 
"' 
real*8 ~unction dspline(xi,n,c) 
i11plicit real•S (a-h,o-z) 
di11ension c(207) 
l=idint(xi+6 ) 
dspliM~. 
do 1 j=l-5,1 
1 dspline=dspline+c(j) •di6(:xi- j+G) 
return 
"' 
reah8 function dl6(xi) 
i11plicit r~al•S (a-h,o-z) 
dimansion a(0:6) 
data a /1.,-6.,15.,-20.,15.,-6.,1./ 
j=idint(xi) 
dJS;O. 
do 1 k=O,j 
1 di6=dJ6+a(kl•Cxi-tl••4 
dl6=di6/24. 
return 
'"' 
subroutine interp( .. ,u,IS,c1,c2,c3,c4,Amat,agt,AA,wksl,wks2) 
i11plicit real•S (a-h,o-z) 
integer D 
common h ,h2, alpha, r a ,parl , par2 ,par3 ,par4 
dimension n (li) ,c1 (207) ,c2(207) ,c3(207) ,c4(207) , D(S ,O: 4), 
* .laat (15, 15), Rgt (15) , wksl(JS) , llk52(1S) , A.A(I5, 15) 
data D /1, 26,66,16,1 ,1 ,10,0,-10,-1 ,1 ,2,-6,2, 1,1 ,-2 ,0, 2, 
.. -1,1,-4,6,-4,1/ 
ifail::O 
I=IS-S 
11•1-1 
12=2•11 
13"'3•11 
14•4•11 
do 4 i•l ,IS 
do s j•l ,15 
5 Aaat(i,j)aQ. 
4 continue 
do 6 k=O,I 
do 7 j•k+l,k+S 
7 Aaat(k+3,j)~D(k-j+6,0)/120. 
6 continu• 
!Lgt(l)•O. 
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Rgt(2)=0. 
Rgt(l-i-4)=0. 
Rgt(15)=0. 
c interpolation of YCrl 
do8j~1,5 
Amat(1,jl=D(6-j,2) 
8 Amat(2,j)=D(6-j,4) 
do 9 j=l+l ,15 
jj=J-j+6 
Amat(l+4,j)=S.•D(jj,1)+b•D(jj,Ol 
9 Amat(J+S,j)=20.•D(jj,2)-h2*D(jj,O) 
Rgt(3)=1. 
do 10 k"'l,ll 
10 Rgt(k+3)=u(k) 
Rgt(1+3)=parl•u(l1) 
call F04ATF(Amat ,15 ,Rg1: ,15 ,cl ,li ,15, wk.sl, llks2, ifail) 
c interpolation of P(r} 
do 11 j=l,S 
Amat(l,j)=D(6-j,1) 
11 Amat(2,j)=D(6-j,3) 
do 12 j=l+l,IS 
jj=l-j+6 
Amat(l+4,jl=S.•DCjj,ll+h•ra•D(jj,Ol 
12 Amat (1+5 ,j )oo2Q. •D(jj, 2)-h2•alphuD(jj ,0) 
Rgt(4)=1.-u(J)•h2 
do 13 t:2,11 
13 Rgt(k+3)=u(J1+k) 
Rgt(1+3l=par2tu(l2) 
call F04ATF(Amat ,15 ,Rgt ,15 ,c2 ,U. ,IS, vks1 ,wks2 ,if:ail) 
c interpolation of Ah(r) 
do 14 j=hl,IS 
jj~l-j+6 
.tmat (1+4 ,j )=5. •D(jj, 1 )+2 .•h•n•D(jj ,0) 
14 Amat(I•S,j)=20.•D(jj,2)-4.th2•alpha•D(jj,O) 
Rgt(3)=u(D) 
Rgt(4)=u(II)+o(J2+1)•h2 
do 15 k"'2 ,11 
15 Rgt(k+3)=u(l2+k) 
Rgt(J+3)=par3tu(J3) 
call F04ATF(Amat ,15 ,Rgt ,15 ,c3 ,J.J., 15, wks1, wks2, ifa.il) 
c interpolation o"f lh(r) 
do 16 j"'i,S 
16 Amat(2,j)•D(6-j,V 
Rgt(t)•24.•h•(u(l4)-1. 
Rgt (3) .. u(l4+1) 
Rgt(4)~u(l4+1)+(u{l4)-l.)•h 
do 17 lt•2,11 
17 Rgt(k+3)~u(l3+k-1) 
Rgt(1+3)=par3•u{l4-1) 
call F04ATF(Aaoat ,15, llgt ,15 ,c4, U ,IS, wltlli ,wke2, i:tail) 
return 
.,, 
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2) Programa U1Einsl6: 
program U1Eins16 
c solution of static Einstein-U(i) string equation:s for 
c a.lpha > 1 
' 
c lntegrals computed by co•posite Boole's rule 
' 
c The approximate solution is taken as a quintic spline 
' implicit rea1•8 (a-h,o-z) 
integer D 
real•8 lc 
c number of nodes 
paramet e r (J:JO ,15=1+5 , 152"2* 15 , 153=3•15 , 154=-4•15 , 11=154+3, 
• Lva=JI•(3•II+13)/2,14=4•1,1sub=10) 
dimension c(ll) ,hec(JI) ,va(Lva) ,Sig(0:14), 
• Prad(O:J4l,Ptan(0:14l,rad(0:14),c1(207),c2(207), 
• 
• 
c3(207) ,c4(207) , O(S ,O :4) ,den(O :4) , Rgt (15) ,U (15, 
IS),vks1(15),vks2(15),Amat(15,15),u(J4-2) 
cc111111.on h, h2, a.lpha,ra ,pari ,par2, par3, pa:r4 
externai FCI 
data D /1,26,66,26,1,1,10,0,-10,-1,1,2,-6,2,1,1,-2,0,2, 
• -1,1,-4,6,-4,1/ ,den /120. ,24. ,6. ,2. ,1./ 
c radial coordinate: iradius=l ->r, iradius = 2 -> lexp(-A) 
iradius"'1 
ifail=O 
pi=4.dO•datan{l dO) 
c physical parameters 
alpha=4. 
eta."'l.d-1 
ra"'dsqrt (lllpha) 
c stap-si:l:e 
xmax=lO. 
xsup=ll. 
h=u11u/l 
h2:h•h 
lmu:=xsup/h 
c common parameters 
parl"l.-h 
par2=1. -ra•h 
par3~1.-2.•ra•h 
par4=2.*pi+ata•ata 
c :;~tarting values 
c(l54+1)"0.9 
c(l54+2)•1.d-1 
c(ll)•l.d-2 
u(l4-4l•c(l54+1) 
u(l4-3)"e (154+2) 
u(J4-2)•.:;(11) 
do 1 k•1 ,1-1 
X"'k*h 
ctl•dexp(-2•x/u(l4-3)) 
u(k),.dexp(-xl 
u (1-1 +k)•ra•x•sl6i!.d!(n•x, itail) 
u(2• (1-1 )+k)"2. •n•ud8ad:t(2. •u•:r, i:tdll •u(l4-2) 
168 
PROGRAMAS 
if (k .eq. 1) then 
u(J-1+k)=(1.-u(J-1+k))/h2 
u ( 2• (I -1 J +kl = ( u (2• (1-1 )+k) -u (14-2 J ) /h2 
goto 1 
endif 
u (3• (1-1 )+k-1) =2 . • ( u (14-4) •x+u (14-3) ) •ctl/ (1. +ctl) 
1 continue 
call interp(J4-2,u,IS,cl,c2,c3,c4,Amat,Rgt,AA,vks1,vks2) 
do 11 k=l ,15 
c(tl=d(k) 
c(J5+k)~c2(k) 
c(l52+k)=c3(k) 
11 c(l53+k)=c4(k) 
c tolerance 
tol:dsqrtü:02aaf(O 0)) 
ifail=O 
call c05nbf{FCJ, 11 ,<: ,fvec, tol, v a, Lva, ifail) 
c nono. of the residua.ls 
fnorm~OSabf(fvec,JI) 
c storage of spline coefficients 
do 15 k=l ,15 
cl(k)=c(kl 
c2(k)=c(l5+k) 
c3(k)=ç(JS2+k) 
15 c4(kl=c(l53+k) 
c deter111.ination of ubitrary constante 
ctl=dsqrt (Xllla.xl 
cO=spline(~ax/h,IS,cl)•ctl/dexp(-raa.x) 
pO=spline(xmax{b,JS,c2)/(ctl•dexp(-ra•xma.x)) 
bO=-par4•çO•cO 
dQ:-1 . S•bO•c (154-+1) 
c output of spline coefficients, etc. 
open(2 ,file= 'coeffi. dat', status= 'ne'll') 
'llrite(2,•) l,h,c(IS4-+1),c(IS4-+2),c(ll) 
'llrite(2,•l <:O,pO,b(),dO 
do 3 k"'1 ,IS 
3 vrite(2,•l c1(1tl,<:2(k),ç3(k),<:4(k) 
<:lose(2l 
c stress-energy co•ponents and linear en<~rgy density 
dYO=O. 
d2PO=O. 
do 5 j 111,5 
jj=6-j 
dYO~dYO+çt(jl•D(jj,1)/(den(1)•h) 
5 d2PO=d2P0+<:2(jl•D(jj,2l/(den(2)•h2) 
e t rt "d2PO•d2PO/ ( 2 . •alpha.) 
Sig(O)"dYO•dYO+t./8 -+etrl 
Prad(O) .. etrl-1 ./8. 
Ptan(O) .. Prad(O) 
ra.d(Ol=O. 
do 6 k"1,14 
J:i .. k/4. 
x11xi•h 
l<:•t.-~pline(xi,IS,c1) 
P<:11epline(xi,IS,c2) 
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ctt=dexp(c(JI)-spline(xi,IS,c3))/(c(J54+1)+x+c(J54+2)-
* spline(xi,IS,c4)) 
ct2=(Xc•Xc-1.)••2/4. 
ct3=dspline(xi,15,c1)/h 
ct3=ct3•ct3 
ct4"'(C"tl*Xc+Pç) .. 2 
ct5=(ctt•dspline(xi,IS,c2)/h)++2/alpha 
if (iradius ... q. 1) then 
rad(k)=x 
else 
ra.d(l<)=l ./ct1 
endif 
Sig(k)=.S•(ct3+ct4+ct2+ctS} 
Prad (k) = . 5+ ( ct3-ct4-c t2+ct 5) 
6 Ptan(k)=. 5+( -ct3+ct4-ct2+ct5) 
c composite Boole's rule 
emu=O. 
do 7 k"l,Jsub+l 
ght=32. 
if (•od(k,4) .eq. 2) llht=12. 
if (llod(k,4) .eq. O) llht"14. 
xi=(k.O.)/Isub 
x=xi•h 
Xc~t.-spline(xi,JS,cl) 
Ac=c(JJ)-~pline(xi,IS,c3) 
Pc=spline{xi,JS,c2) 
Xc=c(l54+1)+~c(IS4+2)-spline(xi,IS,c4) 
dXdr2=(dspline(xi,IS,c1)/h)++2 
dPdr2=(dspline(xi,IS,c2)/h)++2 
ct1=.S•(dXdr2+(Xc•Xc-1.)••2/4.+(dexp(Ac)/~c)••2•((Xc•Pc)••2+ 
• dPdr2/alpha)) 
7 emu::.,•u+2. •whUd.,xp( -A c) •Xc•ctl 
emu'"'2. •h•-u/(45. •l11ubl 
c output of resulte 
do 10 k=O,I4 
Xi'"'k/4. 
x=xi•h 
10 print tOO,rad(k),1.-Bpline(xi,l5,c1),spline(xi,IS,c2),c(IJ)-
• splina (xi ,15 ,c3) , c (154-tt)•:~-tc(l54-t2) -Bpline(xi ,15, c4) , 
• Sig(k),Prad(k),Ptan(k) 
do 2 k=14-t1,4•r.ax 
x=k•h/4. 
if (ira.dius .&q. 1) then 
, .. 
alee 
r•(c(l54+l)•x-tc(l54+2))•dexp(-c(ll)) 
"ndif 
ct1"'<1sqrt(x) 
ct2=dexp(-n.•x) 
ct3=d.,xp(-2.•x) 
ct4•cO•cO•ct3/x 
2 print lOO,r,l.-cO•d.,xp(-x)/ctl,pO*ctl•ct2,c(ll)+bO•ct3/ 
• x, c (154+1) •x+c (154-+2) -dO•ct3 ,ct4 ,0. , -ct4 
print ttO,tnora,ifail 
print 120,cO,pO,c(l54+1),c(l54-+2),d0,c(ll),bO 
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print 130,360.•(1.-dexp(-c(ll))•c(IS4+1)),~u 
100 format((F8.4,7E20.11)) 
110 :for:mat(//,' Jor:m of residuals"' ',!':15.5,/,' 
120 for.at(/,' cO ',E20.l1,' pO = ',E20.11,' 
* /,' kO = •,E20.11,' dO= ',1':20.11,' 
• I'' bO"' ',E20.11) 
Fail = ',13) 
k2 ',E20.11, 
aO"' ',E20.11, 
130 forw.at(/,' angular deficit (degrees}: ',E20.11, 
• I'' linear energy density/pi eta••2 = •,E20.11) 
'"' 
subrout in e FCI(D, c, fvec, iflagl 
i~plicit real•S (a-h,o-z) 
integer D 
real•S lc 
common h,h2,alpha,ra,parl,par2,par3,par4 
dimension c(D) ,hedlll ,d(207) ,c2(207) ,c3(207) ,c4(207), 
• yb(4,0:2,0:300),D(S,0:4),den(0:4) 
data D /1 ,26,66,26,1 ,1 ,10,0,-10,-1 ,1, 2,-6, 2,1 ,1 ,-2 ,o, 2, 
* -1 ,1,-4,6,-4,1/ ,den /120. ,24. ,6. ,2. ,1./ 
Jsu~10 
IS=(JJ-3)/4 
152=2•15 
153"3•15 
154=4•15 
1=15-S 
12=2•1 
13=3•1 
14=4•1 
fvec(IS4+2)=0. 
fvec(II)=O. 
c splitting of coef"ficient uray 
do 3 k=1 ,IS 
cl(k) .. c(k) 
c2(kl=c(IS+k) 
c3(k)=cC"IS2+kl 
3 c4(kl=c(IS3+k) 
c storage of function y!IJ.ues and derivativas 
do 18 k"'O,I 
do 19 i"'1 ,4 
do 20 1..0,2 
20 yb(i,l,t):O. 
19 continue 
do 21 j=k+l,k+S 
jjotk-j+6 
do 22 12Q,2 
cte=D(jj ,1) /(den Cll•h .. l) 
yb(1,l,kl-,b(l,l,kl+cte•c1(j) 
yb(2,l,kl•yb(2,l,kl+cte•c2(j) 
yb(3,l,k)~b(3.l,k)+ctetc3(j) 
22 yb(4,l,k)~b(4,l,k)+cte•c4(j) 
21 continue 
18 continue 
do 4 i•1,4 
4 fvec(l4+9+i).O. 
do 5 j•t,S 
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jj=6-j 
cte=D(jj,3)/(den(3)•h**3) 
~vec(J4+11)=fvec(J4+11)+cte•c2(jl 
:fvec (14+12) ='fvec(J4+12) +ct e•c3( j ) 
cte=D(jj,4)/{den(4)•h••4) 
fvec(J4+10)=fvec(J4+10)+cte•c1(j) 
5 fvec{J4+13)=fvec(l4+13)+cte•c4(j) 
c differential equations at r=h,2h, ... ,Ih 
do 1 k=l,l 
~c=c(IS4+1)•k•h+c(l54+2)-yb(4,0,k) 
ctl"'(c(I54+1J-yb(4 ,1 ,k)) /lr; 
ct2=dexp(2.•(c(ll)-yb(3,0,k)))/lc 
ct3=ct2/Ic 
ct4=yb(l,O,k)•(2.-yb(1,0,k)) 
ct5=ct4•ct4 
ct6=yb(2,t,kl••2/alpha 
fvec(k)=yb(1,2,k)+ct1•yb(1,1,k)+(1.-yb(1,0,k))•(ct3• 
• yb(2 ,O ,k) .. 2-ct4/2 .) 
fvec(l+k)=yb(2,2,k)-(ct1+2.•yb(3,1,k))•yb(2,1,k)-alpha• 
* (1.-yb(l,O,k))••2•yb(2,0,k) 
fvec (12+k)=yb(3, 2, k)Tct1•yb(3, 1 ,k)-2. •par4• (ctS/2. -2. • 
• ct3+ct6) 
1 fvec(l3~k)=yb(4,2,k)-2.+par4*(3.*1c•ct5/4 ~ct2•(2.•((1.-
• yb(l,O,k))eyb(2,0,k))u2-ct6)) 
c boundary/initial conditions at .-=0 
fvec(l4~1)=yb(l,0,0)-1. 
fvêc(l4~2)=yb(2,0,0)-1. 
fvec(l4~3)=yb(3,0,0)-c(JI) 
fvec(l4•4)=yb(4,0,0)-c(l54~2) 
fvec (14+5)=yb(1, 2 ,0) 
fvec(l4+6)=yb(2,1,0) 
fvêc(l4~7)=yb(3,1,0) 
fvec(l4+8)=yb(4,1,0)-c(l54+1)+1. 
fvec(l4+9)=yb(4,2,0) 
c boundary conditions at r=(l-l)h,lh 
do 7 k=l-1,1 
fVêC(I3+15+k)=yb(1,1,k)+yb(1,0,k) 
fvêc(l3+17+k)=yb(2,1,k)+ra•yb(2,0,k) 
fvec(l3+19+kl=yb(3,1,k)+2.•yb(3,0,k) 
7 fvec(l3+21+k)~yb(4,1,k)+2.•yb(4,0,k) 
c composite Boole'a rule 
hl=h/IBub 
do 6 k=l,leub•l 
llht=32. 
ii' (•od(k,4) .eq. 2) "ht=12. 
if (•od(k,4) .eq. 0) "ht"'14. 
:d .. (k.f.O.) /lsub 
x•xi•h 
lc•c (154+1 )ex+c (154+2)-spline(xi ,15 ,c4) 
Ac•c(ll)-spline(xi,IS,c3) 
Yc•apline(xi,IS,cl) 
dldr2•(dsplina(xi,15,c1)/h)•+2 
Pc•apline(xi ,IS ,c2) 
dPdr2•(daplina(xi ,15, c2) !h>••l 
ct i•d•xp(.lc) /I c 
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ct2=((1.-Ycl•Pc)••2 
ct3=(Yc* (2. -Yc) )u2 
fvec(J54+2);fvec(J54+2)+vht•Clc•{2.•dXdr2-.25•(2.+3.•Acl• 
• ct3)+(dexp(2. •A c) /I c)* ( (2. -A c) •dPdr2/alpha-2. • 
• (1.+2.*Ac)•ct2)) 
6 fvec(lll=fvec(lll+vht•CC2./ctl)*(dXdr2+ct3/8.)+çt1•(2.•ct2+ 
• 3. •dPdr2/alpha.)) 
fvec(l54-t-2)=c(D) •c (I54:H) -2 .•hl•par4":fvec (154+2)/45. 
fvec(II)=dexp(-c(IJ))•c(I54+1)-1.+2.*hl*par4•fvec(ll)/45. 
return 
'"' 
3) Programa U1Eins20: 
program U1Eins20 
c solution of static Einstein-U(1) string equations for 
ç alpha < 1/4 
' c Integrais computed by composite Boole's rule, 
c vith tail corrections 
' 
c The approJ;imate solution is taien 11.11 a quintic spline 
' izplicit real•S (a-h,o-z) 
integer D 
real•S lc 
c number of nodes 
parameter(l;75 ,15"'1+5 ,152=2•15 ,153"'3*15 ,154=4•15 ,11=154+3, 
• Lva=II•(3•1I+13)/2,14=4•I,I~u~12) 
dimension c(II),TYec(II),wa(Lva),Sig(O:I4), 
* Prad(0:14J,Ptan(O:I4),rad(0:14),c1(207),c2(207), 
• c3(207),c4(207),D(5,0:4),den(0:4),Rgt(15),AA(I5, 
• 15) , vksl (15) , vks2(15) ,A.Jaat (15, 16), u(I4-2) 
common h,h2,alpha,ra,par1,par2,par3,par4,xmax 
•u::ternal FCI 
data O /1 ,26,66,26,1 ,1 ,10,0,-10,-1 ,1 ,2 ,-6, 2,1 ,1 ,-2 ,0,2, 
• -1,1,-4,6,-4,1/,den /120.,24.,6.,2 ,1./ 
c radial coordinat&: iradius=l ->r, iradius = 2 -:> lexp(-A) 
iradiu11=l 
if!!.il"'Ú 
pi"4. dO•datan(l.dO) 
c physical par11.10eters 
alpha"'l./32. 
eta=l.d-1 
ra><daqrt (alpha) 
c step-siza 
x•a.x•35. 
u.up•36. 
h•:x•ai/1 
h2"'h•h 
l•ua:uup/11 
c co~on paramaters 
parl•l.-h 
par2•1. -ra•h 
par3•1.-2.•ra•h 
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par4=2.•pi•eta•eta 
c starting values 
c{l54+1)=0.66 
c(l54+2)::0. 944 
c(JJ)=-l.d-1 
u(l4-4)=c(J54+1) 
u(J4-3)=c (154-1-2) 
u(I4-2)=c(II) 
do 1 k=l,I-1 
x=ll:•h 
ctl=dexp( -2•x/u(l4-3)) 
u(k)=dexp(-Jt) 
u(J-1+k)=ra•x•s1Sadf(ra•x,ifail) 
u (2• (1-1 )+k)=2 . .-ra•x•s18adf(2. •ra•x ,ifail) •u(l4-2) 
if (k .eq. 1) then 
u (1-1 +k)=(l. -n(l-1 +k)) /h2 
u(2•(J-1)+k)=(a{2•(I-1)+k)-u(l4-2))/h2 
goto 1 
endif 
u(3•(J-1)+k-1)=2 •(u(J4-4)•x+u(l4-3))•ct1/(1.+ct1) 
1 continue 
call interp{14-2, u,IS ,c!, c2 ,c3 ,c4 ,Amat, Rgt ,AA, vkst, vks2) 
do 11 11:=1,15 
c(k)~ct(k) 
ç(J5+k)=c2(k) 
c(J52+k)=c3(k) 
11 c(l53+k)=c4(k) 
c tolerance 
tol=dsqrt(x02aat(O.O)) 
i:fail=O 
call c05nb:f(FCI ,n ,c ,fvec, tol,va,Lva, ifail) 
c norm of the residuais 
fnorm=f05abf(fyoc,JI) 
c storage of spline coefficients 
do 15 k"'1,15 
c1 Od=c(k) 
c2(k)=c(l5+k) 
c3(k)=c(l52+k) 
15 c4(k):c(l53+k) 
c determination of arbitr&ry constiU\t.!l 
ct 1.,dsqrt CX!IIax) 
pO=spl in e ( XJiax/h , IS , c2) I ( ct l•daxp ( -n.•xmu) ) 
c t 2=pi • ( dexp (c (li) l •ot a•po) • •2/lllph& 
cO:(daxp(c(JI))•pO/c(l54+1ll••2/(1.-4.•alpha) 
b0•2.•ct2/c(l54+1l••2 
d0"'Ct2/c(l54+1) 
c output of spline coefficients, etc. 
open(2,file•'coef.d&t' ,statua•'nov') 
"rite(2,•) l,h,c(l54.+1) ,c(l54.+2),c(ll) 
vrite(2,•) cO,pO,bO,dO 
do 3 k"'l ,15 
3 vrite(2,•l c10::),c2(k),c3(kl,c4.{k) 
duae('V 
c stress-energy co•poneats and linear energy denaity 
dYO•O. 
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d2PQ-:;Q. 
do 5 j=1,5 
jJ=6-j 
dYO=dYO+cl(jl•D(jj,t)/(den(l)*h) 
5 d2PO=d2PO+c2(j )•D(jj, 2) I (den(2)•h2) 
strl=d2PO•d2P0/(2.•alpha) 
Sig(O)=dYO•dYO+l ./8. +strl 
Prad(Ol=strt-1./8. 
Ptan(O)=Prad(O) 
rad(O)"'O. 
do 6 k=1,14 
xi=k/4. 
x=xi•h 
Xc=t.-spline(xi,IS,cl) 
Pc=spline(xi,l5,c2) 
ct1=dexp(c(JI)-spline(xi,J5,c3))/(c(l54+1)•x+c(l54+2)-
* spline(xi,IS,c4)) 
ct2=(Xc•Xc-1.}••2/4. 
ct3=dspline(xi, 15, cl) /h 
ct3=ct3•ct3 
ct4=(ct1•Xc•Pc) **2 
ctS=(ct t•dspline(xi ,15 ,<::2) /h) ••2/alpha 
i f ( iradiu:~ . eq. 1) then 
rad(k)=x 
else 
rad(k)::l./ctl 
endif 
Sig(k):.s•(ct3+ct4+ct2+ct5) 
Prad(k)=.S•Cct3·ct4-ct2+ct5) 
6 Pta.n (k)~. 5•( -ct3+<::t4-ct2+ct5) 
c composite Boole's rule 
emu"'O. 
Jdiv=lsub•J 
do 7 k::t,ldiv 
vht~32. 
if (mod(k,4) .~q. 2) vht=12. 
if (rnod(k,4) .êq. 0) vht=14. 
i f (k .eq. ldiv) vhtg7. 
:r:i=(k+O. )/lsub 
x=xi•h 
Xç=l.-spline(xi,l5,cl) 
Acsc(ll)-splin~(xi,l5,c3) 
Pc~spline(xi,l5,c2) 
lc~c(l54+1l•x+c(l54+2)-spline(xi,l5,c4) 
dldr2=(dspline(xi,15,c1)/h)tt2 
dPdr2z(dspline(xi,l5,c2)/hl••2 
ct 1•. 5• (dldr2+(lc•lc-1. ) .. 2/4. +(dup(.lc) /lc )••2• ( (lc•Pc) ••2+ 
• dPdr2/!llpha.)) 
7 ernu~ernu+2.•vht•dexp(-.lc)tlc•ct1 
ornu•2 •h•e•u/(45 ... sub) 
c ta.il corroction 
e111u•ernu+d..xp (c (11)-2. •ra.•u.u)•pO•pO/ Cu.•c(l54+1)) 
c output o:t resulta 
do 10 k•O ,14 
xi'"k/4. 
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x~xi•h 
10 print 100,rad(k),1.-spline(xi,l5,c1),spline(xi,IS,c2),c(IJ)-
• spline (xi ,15 ,c3) , c(l54+1) ,.,:+c (154+2) -spline (xi ,15 ,c4) , 
• Sig(k) ,Prad(k) ,Pta.n(k) 
do 2 k=14+1,4•Jmax 
x=k•h/4. 
if (iradius .eq. 1) then 
r=x 
else 
r=(c(IS4+1)•x+c(J54+2))•dexp(-c(ll)) 
endif 
ctl=dsqrt(x) 
ct2=dexp(-ra•x) 
ct3=ct2•ct2 
ct4: ( pO/ c (154+1) ) **2• (dexp ( 2•c (li) ) /:r.) •c t3 
2 print 100, r, 1. -cO•ct3/x ,pO•ctHct2 ,c(IJ)+bO•ct3/ 
• x,c(J54+1l•x+c{l54+2)-dO•ct3,ct4,0. ,ct4 
print UO,fnorm,ifail 
print 120,cO,pO,c(l54+1),c(l54+2),d0,c(ll),bO 
print 130,360. • (1. -dexp( -c (IJ) l•c(l54+1)) , a.u 
100 for.at((F8.4,7E16.7)) 
110 for..at(/ /,' lorm of residuals = 
120 foi'll.at(/,' cO ',E16.7,' pO 
• /,' kO = ',E16.7,' dO= 
• /,' bO = •,E16.7) 
',E15.5,/,' Fail = ',13) 
',E16 7,• kZ ',E16.7, 
',E16 7,' aO= ',E16.7, 
130 fonaa.t(/,' angular defidt (degr<~el!): ',E16.7, 
+ I,' linear enargy dansity/pi ata.+*2 = ',E16 7) 
.. , 
subroutine FCI(II, c, fvec, iflag) 
impUcit na.l+8 (a-h,o-z) 
integer D 
r"al+8 lc 
common h,b2,alpha,ra,parl,par2,par3,pa.r4,xmax 
dim.,nsion c(ll),fvec(ll),c1(207),c2(207),c3(207),c4(207), 
• yb(4,0:2,0:300),0(S,0:4),den(0:4) 
data D /1,26,66, 26,1, 1 , 10 ,O, -10,-1,1, 2,-6, 2,1 ,1 , -2 ,o, 2, 
• -1,1,-4,6,-4,1/,den /120. ,24. ,6.,2. ,1./ 
lsub=12 
IS=(II-3)/4 
152"'2*15 
153=3+15 
154"'-4+15 
1=15-5 
12=2•1 
13"3+1 
14•4+1 
fvec(IS4.+2)"0. 
fvec<n>-o. 
c splitting of coefficient array 
do 3 k"l ,15 
cl{k),.c(k) 
c2(k)•c(IS+k) 
c3(k)•c(IS2+k) 
3 c4(k)•c(l53+k) 
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c storage of function va.lues and derivativas 
do 18 k~O,J 
do 19 i=1 ,4 
do 20 1=0,2 
20 yb(i,l,k)=O. 
19 continue 
do 21 j=k+1,k+á 
jj=k-j+6 
do 22 1=0,2 
cte=D(jj,l)/(den(l)•h••ll 
yb(1, 1 ,k)=yb(l, 1 ,k)•cte•ct(j) 
yb(2,l,k)=yb(2,l,k)+cte•c2(j) 
yb(3, 1 ,k)=yb(3 ,1 ,k)+cte•c3(j) 
22 yb(4,l,k)=yb(4,l,k)+cte•c4(jl 
21 continue 
18 continue 
do 4 i=1,4 
4 fvec(l4+9+i)~. 
do 5 j=1,5 
jj=6-j 
cte=D(jj,3)/(den(3)•h••3) 
f v o;~ c (14+11 ) =fvec (14+11) +cte• c2 ( j ) 
fvec (14+12) =fvec (14+ 12) +cte•c3(j ) 
cte=D(jj,4l/(den(4l•h••4l 
fvec ( 14+1 O) =fvec (14+ 10) +cte•ct ( j ) 
5 fvec(J4+13)=fvec(I4+13)+cte•c4(j) 
c differential equations at r=h,2h, ... ,Ih 
do 1 k=l,l 
lc=c(J54+1)•k•h+c(I54+2)-yb(4,0,k) 
ctl=(c(J54+1)-yb(4,1,k))/lc 
ct2=dexp(2.•(c(ll)-yb(3,0,k)))/lc 
ct3=ct2/lc 
ct4=yb(1,0,k)•(2.-yb(1,0,k)) 
ct5=ct4•ct4 
ct6=yb(2,1,kl••2/alpha 
fvec(k)=yb(1,2,k)~ct1•yb(1,1,k)~(1.-yb(1,0,k))•(ct3• 
• yb(2,0,k) .. 2-ct4/2.) 
fvac(l~k)=yb(2,2,k)-(ct1+2.•yb(3,1,k))eyb{2,1,k)-alpha• 
• (1.-yb(l,O,k))••2+yb(2,0,k) 
fvec(l2+k) =yb(3, 2 ,lt)+ctt•yb(3, 1 ,k) -2. •par4•(ctS/2, -2. • 
• ct3•ct6) 
1 fvec(l3+k)=yb(4,2,k)-2.•par4•(3.•Kc•ct5/4 +ct2•(2 •((1.-
• yb(l,O,kll•yb(2,0,tll••2-ct6)) 
c boundary/initial conditiona at r•O 
fvec(l4+1)=yb(t,0,0)-1. 
fvec(l4+2)•yb(2,0,0)-t. 
fvec(l4+3)•yb(3,0,0)-c(ll) 
fvac (14+4) •yb( 4 , O , O) -c ( 154+2) 
fvec(l4+5)•yb(1,2,0) 
fvec(l4+6l•yb(2,1 ,0) 
fvedl4+7 )•yb(3, 1 ,0) 
fvec(I4+8)Qyb(4,1,0)-c(l54+1)+1. 
fvec(l4+9)•yb(4,2,0) 
c boundary conditione at r•(l-l)h,lh 
do 7 k•l-1,1 
PROGRAMAS 
fveç(J3+15+k)=yb(1,l,k)+2.•ra•yb(l,O,k) 
fvec(J3+17+k)=yb(2,1,k)+ra•yb(2,0,k) 
fvec(J3+19+k)=yb(3,1,k)+2.•ra•yb(3,0,k) 
7 fvec(J3+21+k)=yb(4,1,k)+2.•ra•yb(4,0,k) 
c ccmposite Boole's rule 
hl=h/lsub 
ldiv=lsub•J 
do 6 k=1 ,ldiY 
llht=32. 
i:f (mod(k,4) .eq. 2) vht=12. 
if (mod(k,4) .eq. 0) vht=14. 
if (k .aq. Jdiv) llht=7. 
xi=(k+O.) /I sub 
x::xi•h 
lc"'c (154+1 hx+c (154+2)-spline Cxi ,15 ,c4) 
Ac:c(ll) -spline(xi ,15, c3) 
Yc=spline(xi,JS,cl) 
dldr2=(dspline (xi, 15, c i) /h) .. 2 
Pc=spline(xi,J5,c2) 
dPdr2~(dspline(xi,IS,c2)/h)••2 
ctl"'dexp(J.c)/lc 
ct2=((1.-Yc)•Pc)••2 
ct3=(Yc• (2 .-Yc) ) .. 2 
chec(l54+2)=:fvec(l54+2)+vhU(.Ic• (2. *dldrl-. 25• (2. +3. •Ac)* 
• ct3)+(deJ:p(2. •A c) /Ic)•((2. -.lc) •dPdr2/ alpha-2. • 
• (1.+2.•Acl•ct2)) 
6 fyec(II)~vec(IJ)+vht•((2./ctl)•(dXdr2+ct3/8.)+ct1•(2.•ct2+ 
• 3.•dPdr2/alpha)) 
fvec(l54+2)=c{IJ)•c(l54+1)-2.•h1•par4•fvec(l54+2)/45. 
fvec(ll)=dexp(-c(II))•c(IS4+1)-1.+2.•h1•par4•fvec(IJ)/45. 
c tail correctiona 
pú=spline(xaax/h,l5,c2)/(daqrt(xmax)•dexp(-ra•xmax)) 
ct1=5. •pO•pO•dexp(c (0)-2 . .,ra•xmax)/ (2. •ra*"<: (154+1)) 
ct2=-c(ll).,dexp(c(ll)).,ct1 
fvec (154+2)=t'vec (154+2) -par4•ct2 
fvec(ll)~vec(ll)+par4•ct1 
return 
••• 
4) Programa lambda6: 
prograa L8..111.bda6 
c Detenünation of neutral •odu of the U(i) string. 
c It is aUil.MIId that o11111ga > e-(a0/2)•max{1 ,sqrt(a.l.pha)}. 
c The DODE routina ia e111ployad. 
c Oacillations of tha 111atric co111ponants gtt, gthth, gzz, scalar fiald 
c 8.lld Atheta. 
c COORDIIATE COIDITIOIS Pi•O, betat•O (•ui • g-1) 
c Variablea, l,U,Lalllbda,Ga.a,Q. (AUO 19, 1993) 
c A•plitudea 8.lld phases of nor111al modas ara co111p11.ted (loY. 24., 1993). 
i!lplicit rn.l•8 (a-h,or.-.J 
real•810,k0a,ki,LO 
charactu·•84 arq,arql,a:rq2 
externai F 
c n11111be:r of nodea at~d d•p•nd•nt variabl•a 
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paraMeter(Jeq•S,iv=100+21•1eq,lf=6,r.in=2.d-3) 
di11ension ~:<:1 (207) , cc2(207) , cc3(207) , cc4(207) ,A (lf, I f) , 
• AA(Jf,Jf),y(leq),vork(ivl,ivork(S),sol(3,5,2000),Rgt(lf), 
• wkel (I f) , vlu!2(1:f) , dope(3) ,pr(lf) ,gsin(3) ,gco,. (3) , 
• erql(2),scons(3J,._ps(2,3),Ampc(2,3),ph(2,3),A~p(2,3) 
common cc1,cc2,cc3,cc4,cl,v2,a2,d3,v4,c3,a4,he,freq2, 
• alpha,ra,par,kOs,ks,aOs,cOs,pOs, 
• bOs,dOs,J~ 
pi=4.DO•datan(1.DO) 
c input data 
open(4, file=' lambda6. ins' , status"' 'old ') 
read(4,•) Jtask 
do 75 itask=1 ,Jtask 
vrite(•,•J '>>>>»>»> TASI ••,itask 
read(4,•) alpha,eta,freq 
read(4,•) rmax,J,rinit,~r 
read(4,t) relerr,abserr 
read(4,'(A)') arq 
do 20 lr.=l,2 
20 read(4,'(A)>) arq1(k) 
read(4,'(A)') arq2 
c physical parameters 
ra>=dsqrt (a.lpha) 
par=S. •pi•eta•eta 
freq2~req•freq 
c step-size 
h>=(rmax-rini tl /1 
h2>=h*h 
c input of spline coefficients of the static solution 
open(l,file>=arq,status>='old') 
read(l,•) ls,hs,ks,kOs,aOs 
read(l,•) cOs,pOs,bOs,dOs 
ISs>=ls+S 
do 1 k"'1,15s 
1 read(l ,•) ccl(k) ,cc2(k) ,cc3(k) ,cc4(k) 
close (1, status"'' keep') 
writeC•,•J 'Static solution read' 
c initial cc.nditions at 'r"'O' 
c=pa.r/8. 
alfa:alpha 
v2=(cc2(1)+2.•cc2(2)-6.•cc2(3)+2.•cc2(4)+cc2(S))/(12.•hs•hs) 
cl=-(cc1(5}+10.•cc1(4)-10.•ccl(2)-cc1(1))/(24.*hs) 
a2=-0 S• (cc3 (1 )+2 .*cc3 (2) -6. •cc3(3)+2 .•cc3(4)+cc3(5) )/ (6. •hs•hs) 
d3=(1./6.)•(cc4(1)-2.•cc4(2)+2.•cc4(4)-cc4(5))/(2.•hs••3) 
v4=(1./24 J•{cc2(1)-4.•cc2(2)+6.•cc2(3)-4.•cc2(4)+cc2(5))/hs••4 
c3=(1./6.)•(cc1(1)-2.•cc1(2)+2.•cc1(4)-cc1(5))/(2.•hs••3) 
a4=-(1./24.)•(cc3(1)-4.•cc3(2)+6.•cc3(3)-4.•cc3(4)+cc3(5))/hs••4 
csq=c•c 
c1sq=c1•c1 
v2sq=-v2•v2 
v2cb=v2sq•v2 
alfa2=alfa•alfa 
alfa3=alfa2•alfa 
alfa4=alfa2~alfa2 
freq4=freq2•freq2 
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do 12 k•1,3 
uite(•,•) 'Regular .11alution I' ,k 
xt~o. 
u2=0. 
GO>oO. 
LO=O. 
if (k .eq. 1) then 
c solution :t4 in the report 
u2=1. 
ebeif (k .eq. 2) then 
c soluthm 11 in the report 
xlcl. 
else 
c solution 12 in the report 
GO=l. 
LO=l. 
endif 
13-'(64. •C•Ct•V2•U2+96. •C•X1•ALFhC1SQ+6. •C•Xl•ALFi+ 
32.eC•I1*V2SQ+l2.eC1*ALFA*U2+CleALFA•GO•FREQ2+Cl• 
ALFA•LO•F!I.EQ2+12. *X1•V2•U.FA-6. eXhALFhFREQ2-3. •11 
•ALFA)/(48.eALFA) 
U4=( -32. •c•Cl•XhV2HLFA-16. •C•ALFhU2•ClSQ+6 .*C* 
ALFA •U2-480 • •C.U2•V2SQ+6 • •Cl.X 1* ALF A2+4 . •V2•ALF A•GO 
. •FJI.EQ 2+4 . * V2•ALF .hLO•FREQ2-3. •ALF A•U2•FBEQ2) / ( 24 * 
ALFA) 
G2=(64.•C•V2•U2-ALFA*GO•FREQ2-ALFA•LO•FREQ2)/(4.• 
ALFA) 
G4= ( 192 , •C•Ct• X h V2• ALF A2+1õ . •C•Cl *Xl*FREQ2•AL.F A2+ 
4B.•C•CleX1eALFA2-128.eC•V2•ALFA*U2•FREQ2+192.•C• 
ALFA •GO•FREQ2* V2SQ+192 . •C•ALF A •LO•FAEQ2•V2SQ+96 . •C• 
U2*C1SQ+ALFA2-6.•C•GO•FREQ2•C1SQ•ALFA2-8.+C+GO+ 
FllEQ2• ALFA 2-8 . *C+LOtFilEQ2•C1SQ •ALF A2-8 . •C•LO*FREQ2* 
ALFA2+fi12.•Cl•Xt•ALFA•CSQ•V2SQ-32.•Cl•Xl•CSQ•ALFA2+ 
512.•V2+ALFA+U2•CSQ+C1SQ+640.+V2•ALFA+U2tCSQ-14336.t 
V2•U2•CSQ•V2SQ+GO•FREQ4•ALFA2+LO*FREQ4•ALFA2)/(96 • 
ALFA2} 
Q2= (-32 . •C+ C h X h llF A-128 . tC•V2tU2+ALF.hGO•FREQ2+ 
ALFA•LO*FREQ2)/(12.•ALFA) 
Q4=(-4608.•C•Cl*Il+V2+ALFA2+288.+C•C1•l1*FREQ2•ALFA2 
+288.•C•C1•X1•ALFA2+1728.•C•V2•ALFA•U2•FREQ2-1472.+ 
Ct ALFA •GO* FREQ2•V2SQ-1472 , +C• ALF A*LO•FREQ2•V2SQ-
2304 . •c•U2•C1SQ• ALF A2+64 . •C•GO•FREQ2+C1 SQ+ALF A 2-+36 . • 
C•GO+FREQ2•ALFA2+64.•C•LO•FREQ2•C1SQ•ALFA2+36.•C•LO 
• FREQ2 • ALFA 2-17 408 . ooCt•X l•ALF A •CSQ•V2SQ-11264 . •Ct• 
Il•CSQ•Ct SQ•ALF A 2-576 . •Cl•xt•CSQ•ALF A2-17 408 _ •V 2• 
ALF A•U2•CSQ•C1SQ-5760 . •V2•ALF A*U2*CSq+133120 , +V 2*U2 
•esQ• V2SQ-9 . *GO*FREQ4• ALF A2 -9 . •LO•FREQ4•ALF A2) I ( 
1440.d.LFA2) 
r=rinit 
y(1)=xl•r+x3•r••3 
y(2)=u2•r•r+u4•r••4 
y(3)=LO+(freq2/16.)•q2*r**4 
y(4)=GO+G2+r+r+G4•r••4 
y ( 5) =q2• r+r+q4 • r+ •4 
y(6)=x1+3.+x3•r•r 
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y(7)•2. •u2•r+-4. +u4+r .. 3 
y(8J~{freq2/4.)•q2•r••3 
sol(k,l,O+l)-y(l) 
sol(k,2,0+1l~y(2)/r 
sol(k,3,0+1)=(y(J)+y(4))/2. 
sol(k,4,0+1)•(y(4)-y(3))/2. 
sol (k, 5, 0+1)"')'(5) 
ifh.g=l 
c 11olution loop 
d03JI=l,l 
rout=rinit+m+h 
call dode(f, leq, y, r, rout , relerr, abserr, itlag, vork, ivork) 
if (iflag .ne. 2) stop 
sol(k,l,m+l)=y(l) 
1101 (k, 2 .•+1)=y(2) I (rinit~•hl 
sol {k ,3 ,m+1 )"'(y (3)+y(4}) /2. 
sol (k ,4 ,m+l )=(y( 4) -y(3)) /2. 
3 sol(k,S,m+l)=y(S) 
write(•,•l ' Solution loop completed' 
c least squares fit for gamma(il=sol(k,4,i+1). 
IIUilÍil"niii/h 
vvn=freq+dexp(-aOs/2.) 
do 2 Í"l,lf 
do 4 j=l,lf 
J.(i,j)=O. 
do 6 m=main,ll 
r=rinit+Jo•h 
6 A (i ,j ),A(i, j )+phi (j, r, vn) •phi (i ,r ,vvn) 
4 continue 
2 continue 
do 8 i=1 ,Jf 
Rgt(U=O. 
d<> 9 m=mmin,l 
r"'rinit+m*h 
9 Rgt(i)=Rgt(i)+phi(i,r,vvn)•sol(k,4,m+1) 
8 continue 
ifail"'O 
call F04ATF(A,If,Rgt,lf,pr,!A,If,~ks1,~ks2,ifail) 
write(•,•l' Least squares :fit completed (gamma)' 
gsin(k)"'pr(3) 
gcos(k)=pr(4) 
slope(t)=pr(l) 
12 scons(k)=pr(2) 
c removal o:f mO component 
do 23 k=l ,3 
do 24 m=t ,1+1 
24 sol (k, 4 ,m)=sol(k ,4 ,m) -scons (k) 
23 continu" 
vrite(•,•) ' 
c construction of 2 
do 13 k=2 ,3 
Constant co•ponent removed' 
regular mnd"s 
vrite(• ,•) ' !lemoval of linear trend: mode ',k-1 
gsin (k) =gsin(k)-slop!!(k) •gsin(l) /slop" (1) 
gcos(k)=gcos(k)-slope(k)•gcos(1)/slope(1) 
do 14 j=l,5 
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do 15 •=1 ,1+1 
15 aol(k,j,~)asol(k,j,•)-alope(k)+aol(l,j,M)/slope(l) 
14 çontinue 
13 continue 
do 25 jjz1,2 
write(+,+) 'Calculating upl. a phaao of •ode ',jj 
c ~plitude Rnd phaae of gammal 
A~pa(jj,l)=gsin(jj+l) 
t.pc{jj,l)=gcos(jj+l) 
A•p(jj,t)cdsqrt(~ps(jj,1)++2+Ampc(jj,1)++2) 
ph(jj,t)z-argu(Ampc(jj,l),Amps(jj,l)) 
c lea8t 11qnares fit of Ui/r 
vvn=dsqrt (freq2+dexp( -aOs)-alpha) 
do 26 i=l,lf 
do 27 j=l ,l:f 
J.{i,j)=O. 
do 28 m=mmin ,J 
r"'rinit+m+h 
28 A(i,jl=A(i,j)+phiX(j,r,vvn)+phiX(i,r,vvn) 
27 continue 
26 <.:ontinue 
do 29 i=l ,J:f 
R.gt(i)>-0. 
do 30 rn=mmin,l 
r=rinit+m•h 
30 Rgt { D=Rgt (i}+phiX( i ,r, 11vn) +solCjj+l, 2 ,J1+1) 
29 continue 
ifail=O 
call F04ATF(A,If,Rgt,lf,pr,AA,If,vka1,vks2,ifail) 
Amp:s (jj, 2)=pr(1) 
Ampc (jj, 2)=pr(2) 
Amp (j j, 2) =dsqrt (Amps (jj, 2) u2+Ampc (jj, 2) u2) 
ph(jj,2)=-argu(Ampc(jj,2),Amps(jj,2)) 
c least squares fi t o f Xt 
vvn=dsqrt (:t'nq2•dexp( -aOs)-1. ) 
do 31 i=1 ,I:f 
do 32 j=i,Jf 
A(i,j)=O. 
do 33 m=mmin ,I 
r=rinit+m•h 
33 A(i,jl=A(i,jl+phiiCj,r,vvnl•phiX(i,r,vvn) 
32 continue 
31 continue 
do 34 i:1 ,Jf 
Rgt(il=O. 
do J5 m=mmin,J 
r:rinit""m•h 
35 Rgt(il=Rgt(i)+phiX(i,r,vvn)•sol(jj+l,l,m+l) 
34 continue 
ifail=O 
call F04ATF(A,Jf,Rgt,J:f,pr,AA,Jf,wksl,vks2,ifaill 
Amps(jj ,3)=pr(1) 
Ampc(jj ,3)=pr(2) 
Amp(jj,3l=dsqrt(Amps(jj,3J••2+Ampc(jj,3l••2l 
ph(jj,3)=-argu(Ampc(jj,3),Amps(jj,3)) 
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25 continue 
c output of a.plitucl•u• and pha11es 
open ( 1 , fih"'a.rq2, status"' 'nev ') 
vrite(1,105) alpha,eta,freq 
v ri te( 1, 110) AJnp(l, 1) ,AIIIp (2, 1) ,bp(l , 2) ,Ainp(2 ,2) ,Amp(l ,3}, Amp(2 ,3) 
vri te( 1 , 110) ph (1 ,1) ,ph(2, 1) ,ph(t , 2) , ph(2, 2) , ph(l, 3) ,ph(2 ,3) 
close ( 1 , status"' 'keep') 
105 format (31112. 5) 
110 fonoat(6E12.5) 
c output Qf resulta 
do 21 t:t,2 
21 open (k, file=arql (k), status='new') 
c columns of output: r,Xl,U1/r,Zl,ga..al,Q1 
do 16 1<=2 ,3 
z=o. 
if (k .eq. 3) z=l. 
aco=-scons(k)+slope(kl•Bcons(l)/slope(l) 
vrite(k-1 ,100) O. ,0. ,0. ,z,sco,O. 
do 5 •=1,1 
5 vri te(k-1 , 100) m•h+rini t ,sol (k, 1 ,.-+1) ,sol (k, 2 ,m+l) , 
• sol (k ,3 ,m+l) ,eol(k ,4 ,.,...1) , sol (k, 5 ,•+0 
16 continue 
do 17 k:t,2 
17 close(k,status='keep') 
75 continue 
close(4,status='keep') 
100 format(F9.6,5E17.7) 
'"' 
real•S function a.rgu(x,y) 
implicit real•S (a-h,o-z) 
hpi=2.dO•datan(l.d0) 
if (y eq. 0.) then 
i:f (x .ge. 0.} then 
argu:O. 
else 
argu=2.•hpi 
endif 
elseif (y . gt. O.) then 
argu=hpi -da.tan (x/y) 
else 
argu=-hpi-datan(x/y) 
endif 
return 
'"' 
real•8 function phi (k, r, wvn) 
implicit real•S (a-h,o-z) 
s=dsin(vvn•r)/r••1.5 
c=dcos(wvn•r)/r••1.5 
i:f (lt .eq. 1) then 
phi=r 
elseif (k .eq. 2) then 
phi=i.dO 
elsei:f (k .eq. J) then 
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phi=s 
ebeif (k . aq. 
" 
then 
phi•c 
ebeif (k .eq. 
" 
then 
phi=s/r 
olBe 
phi-c/r 
endif 
return 
""' 
J;"eal•B function phiX(k,r,vvn) 
implicit real•8 {e-h,o-z) 
s=dsinCwvn•r )/dsqrt (r) 
c=dcos Cwvn•r )/dsqrt (r) 
H (k . eq. 1) then 
phil"'ll 
dseif (k .eq. 2) then 
phiX=c 
elsei1' ,, .eq. 
" 
then 
phiX=s/r 
elsei:f 
" 
.eq. 
" 
then 
phiX=c/r 
elseif ,, .eq. 
" 
then 
phil'"s/ (r• r) 
else 
phil=c/(r•r) 
endi:f 
return 
""' 
subroutine F(t,y,yp) 
implicit real•B (a-h,o-z) 
real•B ~O,kOs,ks,Lh 
parameter(Ieq=8,rmin=2.d-3) 
dimension cc1 (207) ,cc2 (207), cc3(207) , cc4 (207) ,y <•eq) ,ypaeq) 
common ccl,cc2,cc3,cc4,c1,v2,a2,d3,v4,c3,a4,hs,freq2, 
• alpha,ra,par,kOs,ks,aOs,cOs,pOs, 
• bOs,dOs,ls 
c computation of coefficients in perturbation equations 
xi=t/hs 
if (xi .gt. Js) then 
ct1:dsqrt(tl 
ct2'"dexp(-ra•tl 
ct3'"ct2•ct2 
ct4:(p0s/ks) u2•(dexp(2 •aOs) /t) •ct3 
XO=l. -cOs•dexp( -t) /ctl 
diO=cOs•dexp(-t)/ct1 
UO=p0s•ct1•ct2 
dUO=-ra•Uo 
AO=a0s+b0s•ct3/t 
dA0=-2. •ra•bOs•ct3/t 
lO=ks•t+tOs-dOs•ct3 
dlO=ks+2.•ra•dOs•ct3 
elseif (t .gt. Illlin) then 
I 
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10.1.-spline5(xi,ccl) 
dl0=-dspline5(xi,cc1)/hs 
UO=spline6(xi,cc2) 
dUOzdepline5(xi,cc2)/hs 
AO=a0e-epline5(xi, ccJ) 
dAO=-dspline5(xi,cc3)/hs 
Jo-ks+t+kOs-spline5(xi,cc4) 
diQ11kll-dspline5 Cxi, cc4) /hs 
else 
p' 
lO=r•(c1+c3+r+r) 
dl0=c1+3.•c3•r*r 
00=1. +v2•r•r+v4•r .. 4 
dU0=2.ev2•r+4.•v4•r••3 
AO=a2•r•r+a4••••4 
dA0=2.+a2+r+4.+a4trtt3 
IQ=r+d3•r••3 
di0=1.+3.+d3tr+r 
endi:f 
ctl=d.IW/10 
ct2=dA0/2. -c ti 
ct3=dexp(-AO) 
ct4=da:xp(2 .•J.O) 
ct5:ct4• (UO/lO) ++2 
ct6=ct4•XO+UO+UO/ (10+10) 
ct7=ct4+dUO/(alpha+IO+l0) 
ct8=ct4+dUO•dUO/ ( alpha•IO.IO) 
ct~ar/dJ.O 
ctlO=lO+((XO+XQ-1.)+2.+ct5) 
ct11=ct4+lO+XO+U0/(10+10) 
ct12=ct4+(XOtUO/lO)t+2 
ct13=ct4+XO+UO/(IO+l0) 
Xh=-yCt) 
Uh=y(2) 
Lh=y(3) 
Gh=y(4) 
Qh=y(5) 
dlh=y(6) 
dUh=y(7) 
d.Lh=oy<a> 
dGh=par• ( dJ:O,.dXh+ct7•dUh )+dJ.O•dLh/2 . • par• (d.lO•dXO-ct 10/2 . ) •Ih+ 
,. par*(ct7*dA.O-ct11l*Uh-freq2*ct3*(Lh+Gh)/2.+(d.lO•(ct1-3.* 
• d.l0/2. )+par•(ct12-ct8) -freq2•ct3) •llh 
dGh=dGh/(ctl-dAO) 
dQh=- (dLh+dGh) /2 . -part ( diO•lh+ct7•Uhl + (3 •dA.0/2 . -ct 1) •Qh 
yp(l)=dlh 
yp(2)=dUh 
yp(3)=dLh 
yp(4)=dGh 
yp(SJ=d[jh 
yp (6) =-ct t•dXh -dXO• ( d Clh+dQh) - (freq2*ct3+ (1 -3 . •XO•Xo) I 
• 2. -ctS) •Xh+2. •c t13*Uh-2 .•ct6•[jh 
yp(7l=(ct1-2.•dAO)•dUh-dUO•(dGh-dQhl+2 *alpha•IO•UO•Xh-
• (freq2•ct3-alpha•XO•IO)•Uh 
yp(8)=-ct1•dLh+freq2•ct3•Qh 
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return 
"' 
real•8 tunction splineSCxi,c) 
c Algorith• 5.24 fro~ L. Schuaaker, Spline Functions· Basic Theory, 
ç lliley, 1981. 
implicit nah8 (a-h,c-z) 
parameter(.=6,f=120) 
dimension c(207) ,çx(ll) 
lcidint (::ti+6.) 
xdh=d~l+• 
do 1 J"l,• 
1 cx(j):c(j+l-m) 
do 2 j==2,m 
do 3 i,.,.,j,-1 
3 cx(il=(xdh~-i)•cx(i)+(i-j+l-xdh)•cx(i-1) 
2 <:ontinne 
splineS=cx(m) /f 
return 
""' 
real•S function dsplineS(xi,c) 
implicit real•S (a-h,o-z) 
di111ension c(207) 
l=idint(xi+6.) 
dsplineS=O. 
do 1 j=l-5,1 
1 dsplineS=dspline5+c(j)•dJ6(xi-j+6) 
return 
""' 
real•S function dl6(xi) 
implicit real•8 (a-h,o-z) 
diménsion a(7) 
data a /1. ,-6. ,15. ,-20. ,15. ,-tL ,1./ 
j=idint(xi) 
dl6=0. 
do 1 k=O,j 
1 dl&=dl6+a(k+ll•(xi-kl••4 
di6=dJ6/24. 
return 
""' 
5) Programa lambda7: 
progra. Lambda7 
c n .. ter111.ination oT neutral aodes of the U(1) string. 
c It is assu.ed tha.t alpha < 1, e"(a0/2)aJ.pha~(1/2) < <>mega < e-(a0/2). 
c The DODE routine is employed. 
c Dscillat ion,; o f the aetric coaponent,; gtt , gthth, gzz, ,;calar field 
c and Atheta. 
c COORDIIATE COJDJTIOIS Pl=O, betal=O (mut = gam~~~al) 
c Variables, X,U,La.~~bda,G~a,Q. (AUG 19, 1993) 
c Amplitud<>s a.nd phases of no:noal •ode is computed (Jov. 25, 1993). 
implicit real•S (a-h,o-z) 
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real•8 IO,kOe,ks,LO 
character•64 arq,arq1,arq2 
eJCternal F 
c nuMber of nodes and dependent variable5 
par-,..8 ter(leq=8, i'1=100+21•hq ,lf=6 ,r.in=2 d-3) 
dilaension cd (207) , cc2 (207}, cc3(207) , cc4(207) ,A(Jf ,lf) , 
• .U. (I f, Jf) , y{leq) , vork (iw) , ivork (5) , sol(3, 5, 2000) , Rgt (I f), 
• vk51 (I f) , vks2(1f) , i!lop<O (3) ,pr(Jf) ,g,;in(3) ,gcos (3) , 
• scons (3) , Amps(2 ,3) ,.lllpc (2 ,3) ,pll (2 ,3) ,Amp(2 ,3) 
common cc1,cc2,cc3,cc4,cl,v2,e2,d3,v~.c3,e4,hs,freq2, 
• alpha, nt, par ,tos ,ks ,aOs, cOa ,pOs, 
• bOs,dOs,ls 
pi"'4 DO•datllll(l.DO) 
c input data 
open (4, file"'' 1WIIbda7. ins' ,8tatue=' <>ld 1 ) 
read(4,•) Jtask 
do 75 itask=1 ,Jtask 
vrite(•,•l '>>>>>>>>>> TASI ••,itask 
read(4,•) alpha,eta,freq 
read(4,•) r.ax,J,rinit,r.r 
read(4,*) relerr,abserr 
read(4,'(A)') arq 
read(4,'(A)') arql 
read(4, '(A)') arq2 
c physic;al parUieters 
ra='dsqrt{alpha) 
par"'8. +pi+eta•eta 
freq2=freq•freq 
c step-size 
h~{rmax-rinit)/1 
h2=h+h 
c; input of spline c;oefficients of the static solution 
open( 1 ,file:arq, status= 'old') 
read(t,•l ls,hs,ks,kOs,aOs 
read(l,•) cOs,pOs,bOs,dOs 
ISs:Js+S 
do 1 k=l,ISs 
1 read(l ,•) ceiO:) ,cc2(k) ,cc3(k) ,cc4Ü) 
close (1, status= 'keep') 
vrite(•,•l •Static solution raad' 
c initial conditions at 'r=O' 
C"'f'ar/8. 
alfa=alpha 
v2:(cc2(1)+2.*cc;2(2)-6.•cc2(3)+2.*cc2(4)+cc2(5))j{12.*hs*hsl 
cl=-(ccl(S)+lO.•ccl(4)-10.*cc1(2)-cc;1(1))/(24.•hs) 
a2=-0.S•(cc3(1)+2.+cc;3(2)-6.•cc3(3)+2.+cc3(4)+cc3(5))/(6.•hs•hs) 
d3=(1 ./6.) • (cc4(1 )-2. +cc;4(2)+2. +cc4( 4l-cc4(5)) I (2. •hs•+3) 
v4=(1./24.)•(cc2(1)-4.+c;c2(2)+6.•cc2(3)-4.•cc2(4)+cc2(5))/hs••4 
c3=(1./6. )+ (ccl (1 )-2 .•ccl (2)+2. +c;c;l ( 4)-ccl (5)) f (2. •hs .. 3) 
a4=-(1./24.)•(cc3(1)-4.+cc3(2)+6.•cc3{3)-4.+cc3{4)+cc3(5))/bs••4 
csq=c+c; 
ctsq:ct+cl 
v2sq=v2•v2 
v2cb='v2sq*V2 
ali'a2=alfa+ali'a 
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alfa3•alfa2•&lfa 
alfa4•alfa2•alfa2 
freq4z-freq2•fuq2 
do 12 k•1,3 
vrite(•,•) 1R.egular solution 1 1 ,k 
:1<1=0. 
u2.,0. 
GO=O. 
LO=O. 
if (k .eq. 1) then 
c solution 14 in the report 
u2=1. 
ebeif (k .eq. 2) then 
c solution U in the report 
Il=l. 
else 
c solution 12 in the report 
GO=t. 
L0=1. 
endif 
X3= ( 64 . •C*C1•V2•U2<t-9tl. •C• Xl• ALF ,hC1SQ+6 . •C .X l*ALF A+ 
32.•C•Xl•V2SQ+12.•Cl•ALFA•U2+Cl•ALFA•GO•FREQ2+Cl• 
ALFA•LO•FREQ2+12.•X1•V2•ALFA-6.•X1•ALFA•FREQ2-3.•X1 
•ALFA)/(48.•ALFA) 
U4=(-32.•C•C1•Xl•V2•ALFA-16.•C•ALFA*U2•C1SQ+6.•C• 
!LFA•U2-480.•C•U2•V2SQ+6.*Cl*Xl*ALFA2+4.*V2+ALFA•GO 
•FREQ2+4. •V2H.LFA•LO•rREQ2-3. •ALFhU2•FREQ2) /(24 • 
ALrA) 
G2=(64.•C•V2•U2-ALFA•GO•FREQ2-ALFA•LO•FREQ2}/(4.• 
. ALFA) 
G4= (192. •C*Cl*Xl•V2•ALFA2+16. *C•Cl•Xt•FREQ2•ALFA.2+ 
48. •C•C1•Xh.A.LF.A.2-128. •C•V2•ALFhl1'h·FREQ2+192. •C• 
ALFA •GO•FREQ2•V2SQ+l92 . •C• .A.l.FA •LO•FREQ2 • V2SQ+96 . •C• 
l12•C1 SQ • ALF A2 -8 . •C•GO•FREQ2 •Cl SQ• ALF !2 ·8. •C•GO* 
FREQ2* ALF .A.2-8 • •C•LO•FREQ2•C1SQ•ALFA2-8 . *C*LO•FREQ2 • 
ALFA2+512. •Chll+ALFA•CSQ•V2SQ·32. *C1•Xl•CSQ•ALFA2+ 
512.•V2•ALFA•U2•CSQ•C1SQ+640.•V2•ALF.A.•U2•CSQ-14336.• 
Y2•U2•CSQ • V2SQ+GO•FREQ4* ALF A2+LO*F"REQ4•ALF A 2) / ( 96 • * 
ALFA2) 
Q2-( -32. •C•Cl•X1•ALFA·128. •C•V2•U2+ALFh·GO•FREQ2+ 
JLFA•LO*FREQ2)/(12.*ALFA) 
Q4=(-4608.•C•C1•Xl•V2•ALF.A.2+288.*C*Ct•It•FREQ2•ALFA2 
+288.•C•C1•X1•ALF.A.2+1728.•C•V2•ALFA•U2•FREQ2-1472.• 
C•ALF hGO•FREQ2 + V2SQ-1472 . •C•ALF hLO•FREQ2•V2SQ-
2304.•C•U2*C1SQt.A.LF.A.2+84.•C.CO•FREQ2•C1SQ•ALF.A.2+36.• 
C*GO*FREQ2* ALFA 2+54 . •C•LO•F"REQ2•C1SQ •ALFA2+ 36 . •C.• LO 
•FREQ2•ALF.A.2-17408.tCl•I1•ALFA•CSQ•V2SQ-11264.•C1• 
Xl•CSQ•C1SQ•ALFA2-S76.•Cl•Xl•CSQ+ALF.A.2-17408.•V2• 
A.LFA+U2*CSQ•C1SQ-5760.•V2*1LfA*U2•CsQ+133120.*V2*U2 
•CSQ•V2SQ-9.•GO•FREQ4•ALFA2-9.•LO•FREQ4•ALFA2)/( 
1440.*ALFA2) 
r=rinit 
y(I)=x1•r+~•r••3 
y (2) =u2•r•r+u4t r .. 4 
y(3)=LO+ (freq2/16. )•q2*r**4 
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y(1 )-GO+Q2•r•r+G4•r .. 4 
y ( S) E:q2 • r•r+q4• r**4 
y(6):~1+3.•x3•r•r 
y(7)z2.•u2•r+4.•u4•r••3 
y(S)o:(freq2/4. l•q2•ru3 
sol(k,l,O+l)=y(l) 
sol(t., 2, 0+1 )=y{2) /r 
so1(k,3,0+1)z(y(3)+y(4))/2. 
sol (k ,4, Q+1)=(y(4) -y (3)) /2. 
sol(k,5,0+1)=y(S) 
iflag=l 
c llolution loop 
do 3 m=l,l 
rout=rini t+!D•h 
ca.ll dode c r ,l<>q' '!'r ,re>ut 'relerr ,abserr 'iflag. oork 'ivork) 
it: (iflag .ne. 2) stop 
sol(k,1,m+il=y(1) 
sol (k, 2 ,m+1) =y(2) I (rinit+m•h) 
sol(k,3,m+ll=(y(3)+y(4))/2. 
sol(k,4,m+l}={y(4)-y(3))/2. 
3 sol(k,5,m+1)=y(5) 
vriteC•,•l ' 
12 continue 
Solution loop completed' 
c remoTa.l of exponential divergence in X=sol(k, 1 ,i+1) 
do 39 t.=2,3 
fctr=sol(k,1,1+1)/sol(l,l,l+1) 
do 40 }"1 ,6 
do 41 m=l,J+l 
41 sol (k, j ,11-l=sol (k, j ,m)-fctr•sol { 1, j ,m) 
40 continue 
39 continue 
c le~U~t squar-es Tit :for gamrna(i)~sol(k,4,i+1). 
do 42 k 00 2,3 
-in~nnr/h 
VTn=Treq•dexp(-aOs/2. 
do 2 i~1 ,11' 
do 4 j~1,11' 
A(i,j)~o. 
do 6 m=mmin,J 
.-~rinit+rn*h 
6 A(i,j)~A(i,j)+phi(j,r,~vn)•phi(i,r,~vn) 
4 continue 
2 çontinue 
do 8 i~1,11' 
agt(i)=O. 
do 9 m=mmin,l 
r=rinit+rn•h 
9 Rgt (i)=Rgt (i)+phi (i ,r, vvn)*sol (k ,4 ,m+1) 
8 continue 
iTail=Q 
call F04ATF(A,JT,Rgt,lf,pr,AA,Jf,vks1,vks2,i1'ail) 
vrite(• ,•) ' Least squares fit completed Cg11111111a)' 
gsin(k)=pr(3) 
gcos(ll:)=pr(4) 
slopeOd=prÜ) 
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42 acons(t)=pr(2) 
c re•oval of mO componont 
do 23 k"'2,3 
do 14 m•l,l+l 
24 .ol(k,4,m)~aol(k,4,•)-scona(k) 
23 contiJnte 
11rite(•,•J ' Constant component removed' 
c construction of regular mode 
vrite<•,•J ' Removal of linear trend' 
fctr=slope(3)/slope(2) 
gsinf3l=gsin(3)-fctr•gsin(2) 
gcos (3) =gcos (3)-fctr•gcos (2) 
do H j=1,5 
do 15 m=l,J+l 
15 aol {3, j ,m)=sol(3, j ,m)-fctr•sol (2, j ,•) 
14 conti.rtue 
vrite(•,•) 'Calculating ampl. t phase of •ode 
c a.plitude and phase of gammal 
jj=2 
A.ps(jj,1l=gsin(jj+1) 
t.pcfjj,l)=gcos(jj+l) 
bp(j j , 1) "'<isqrt (J.mps (jj ,1) u2.j-J.mpc (jj ,1) u2) 
ph(jj,l)=-argu(Ampc(jj,ll,Aaps(jj,l)) 
c least sq.a.res fit of Ul/r 
VTa=dsqrt ( :freq2 •dexp (-aOs) -al pha) 
do 26 i"'l,lf 
do 27 j=1 ,lf 
!(i,j)=O. 
do 28 m=mmin,l 
r"rinit+m•h 
28 A(i,jl=A(i,j)+phiX(j,r,~nl•phiX(i,r,gyn) 
27 continue 
26 continue 
do 29 i=1,If 
lgt(i)=O. 
do 30 m.~in,I 
r=;rinit+m•h 
30 Rgt ( i>=Rgt (i)+phiX(i, r, "vn) •sol (j j+l, 2 ,m+l) 
29 coatinue 
ifail'"'O 
call F04ATF(A ,lf ,Rgt ,If ,pr ,AA ,If ,,.ks1 ,,.ks2 ,ifail) 
i.ps(jj,2)=pr(1) 
~(jj,2l=pr(2) 
.t.p(jj,2l=dsqrt(Amps(jj,2)••2+Ampc(jj,2J••2l 
pb(jj,2)=-argu(Ampc(jj,2),Amps(jj,2)) 
c output of amplitudes and phases 
opea( 1 , fil<l=arq2, status='ne'll') 
"rite(1,10S) alpha,eta,freq 
"rite(1 ,110) A.mp(2,1) ,Anrp(2,2) 
writeCl,UO) ph(2,1),ph(2,2) 
close (1 , status=' keep') 
105 foraat(3E14.5) 
110 for.at(2E14.5) 
c output of results 
ope11.(1, file=arql, status~ 'ne"') 
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c col_..8 <Jf output: r,X1,U1/r,Zl,gUIIIIOd,Q1 
do 5 IIEQ,I 
5 ~rite(l,lOO) m•h+rinit,sol(3,1,•+1),sol(3,2,111+1), 
• sol(3,3, .. 1),sol(3,4,•+1),sol(3,5,m+1) 
cloae (1, I! tatua'" 'kellp') 
75 continue 
close(4,statue='keep') 
100 format(F9.6,5E17.7) 
"' 
6) Programa 1ambda8: 
pn>grwn Laabda8 
c Detennination of neutral mades uf the U(l) string. 
c It is assu10ed that alpha) 1, .,~(a0/2) <omega< e-(a0/2)alpha-(1/2). 
c The DDDE routine is eroployed. 
c Oscillations of the metric components gtt, gthth, gzz, scalar field 
c and Atheta. 
c CDOR.l>li.I.TE COJDITIOIS Pl=O, betal=O (ll.ul = gamma1) 
c Variables, X,U,Lambda,Gilllllla,Q. (AUG 19, 1993) 
c Amplitude and phase of nor~~~al 11.ode is co11.puted (lov. 25, 1993). 
implicit real*8 (a-h,o-z) 
real•8 !O,kOs,ks,LO 
charader•64 arq, arql, arq2 
externai F 
c nu.ber of nodes and dependent variables 
parameter(Jeq"-S, i1r-100+2Hieq, lf=6 ,l'lllin=2 d-3) 
dimension cc1(207),cc2(207),cc3(207),cc4(207),A(I~,I~), 
• AA(If,l~),y(laq),uork(iu),iuork(5),sol(3,5,2000),Rgt(lf), 
• uks1 (Jf) , uks2(Jf) ,dope (3) ,pr(l~) ,gsin(3) ,gcos (3) , 
• scons(3) , Amps(2 ,3) ,Mpc (2 ,3) , ph(2 ,3) ,Amp(2 ,3) 
common cc1,cc2,cc3,cc4,c1,v2,a2,d3,v4,c3,a4,hs,freq2, 
• alpha ,r a ,par ,kOs ,ks ,aOs, cOs ,pOs, 
• bOs ,dOs ,Js 
pi=4.DO•datan(1.DO) 
c input data 
open (4, ~ile= 'l!UIIbda8. ins' , status= 'old') 
.-ead(4,•) lta8k 
do 75 i task=l, Jtask 
vdte(•,•l •>»>»»» TASII: l',itask 
read(4,•J alpha,eta,freq 
read(4,•) :nnax,J,rinit,nar 
read(4,•) relerr,abserr 
read(4,'(A)') a.-q 
read(4,>(A)') a.-qi 
:read(4,'(A)') arq2 
c physical pa.r...,.eters 
.-a=dsqn(aJ.pha) 
par=8. *pi•eta•eta 
freq2-'Treq•f.-eq 
c step-size 
h=(rmax-rini t) /1 
h2=h•h 
c input of spline coefficients of the static solution 
open (1 , ~ile=arq,status= 'old') 
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read(l,•l ls,hs,ks,kOe,aOs 
raad(l,•) cOs,pOs,bOs,dOs 
1Ss~<I8+S 
do 1 k•1,158 
read(l ,•) çci(k) ,cc2(k) ,cc3(k) ,cc4(k) 
close(l,status~'keep') 
write(e,a) 'Stfltic .11olution read' 
c inith.l conditions at 'r=O' 
c•par/8. 
alfa.=alplu• 
v2c(cc2(1)+2.•cc2{2)-6.+cc2(3)+2.*CC2(4)+cc2{5))/(12.+hs•hs) 
ct~-Ccci(S)+lO.•ccl(4)-10.acc1(2)-cc1(1))/(24.•hs) 
a2:-0.S+(cc3(1)+2.•cc3(2)-6.+cc3(3)+2.•cc3(4)+cc3(S))/(6.•hs•hsl 
d3=(1./6.l•(cc4(1)-2.•cc4(2)+2.•cc4(4)-cc4(5))/(2.*hs••3l 
v4=(1./24.l•(cc2{1)-4.•cc2(2)+6.•cc2(3)-4.•cc2(4)+cc2(S))/hs••4 
c3=(1./6.)a(ccl{1)-2.•cc1(2)+2.•cc1(4)-ccl(5))/(2.•hs••3l 
a4=-(1./24.)•(cc3(1)-4.acc3(2)+6.•cc3(3)-4.+cc3(4)+cc3(5))/hs••4 
csq=c•c 
c1sq=c1•c1 
v25q=v2•v2 
v2cb=v2sq•v2 
alfa2=alfa•al:fa 
alfa3=alfa2•alfa 
alfa4"'alfa2•alfa2 
:freq4=freq2•freq2 
do 12 k=1 ,3 
vrite(•,•) 'ReS"lar s<>luti<>n l',k 
11=0. 
u2><0. 
GO=O. 
LO=O. 
if (k .eq. 1) then 
c s<>luti<>n t4 in the report 
u2=1. 
elseif (k .eq. 2) then 
c s<>lution ti in the rep<>rt 
x1=1. 
else 
c soluti<>n •2 in the report 
GO=l. 
LO::t. 
endif 
X3=(64.*C+Cl•V2•U2+96.•C•X1•ALFA•ClSQ+6.•C•X1*ALFA+ 
32 . •C+ 11• V2SQ+12 . •Cl•ALF A •U2+C1-.I.LF hGO•FREQ2+C1• 
• ALFA•LO•FREQ2+12 .*Xl•V2•ALFA-6. •Xl•ALFA*FR.EQ2-3. •Xl 
•ALFA)/(48.•ALFA) 
U4-'( -32. •C.C1•X1•V2•ALFA-16. •C•ALFA•U2•C1SQ+6. +C• 
ALFA+U2-480. •C+U2*V2SQ+6. •Cl•Xl•ALFA2+4. •V2•ALFA•GO 
•FREQ2H.•V2•ALFULO•FREQ2-3 HLF.hU2•FREQ2)/(24 * 
ALFA) 
G2=(64.•C•V2•02-ALFA•GO•FREQ2-ALFA•LO•FREQ2)/(4.* 
• ALFA) 
G4= ( 192 . *C*Cl•Xl •V2* ALF A2+ 16 . •C•Cl•X 1•FB.Etl2*ALF A 2+ 
48 . •C•Cl* Xl•ALF A2-1 28 . •C• V2 •ALFA•U2 * FREQ2+192 . •C. 
ALFA •GO• FREQ2•V2 SQ+192 . •C•ALF A*LO•FREQ2•V2SQ~6 • •C• 
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U2•Cl SQ•ALF 12 ·8 . •C•GO•F&EQ2•C 1 SQ * ALFA2-6 . *C•GO* 
Fll&Q2•ALFA2-S.•C•LO•FkEQ2•C1SQ•ALFA2-8 . .C•LO•FREQ2* 
1LFA2•512.•C1*X1•ALFA•CSQ•V2SQ-32.*C1•Xt•CSQ•ALFA2+ 
512.•V2•ALFA•U2•CSQ•C1SQ+640.•V2•ALFA•U2•CSQ-14336.• 
Y2•U2•CSQ • V2SQ+GO• FREQ4• AE.F A2+ l.O• FREQ4•A.I.FA 2) / ( 96 . * 
ALFJ.2) 
Q2~(-32.•C•C1•Xl•ALFA-128.*C•V2•U2+ALFA•GO•FREQ2+ 
. 1LFA•LO•FREQ2)/(12.•ALFA} 
~(-4608.•C•Ct•X1•Y2•ALFA2+288.•C•C1*Xl*FREQ2•ALFA2 
+288.•C•Cl•Xl•ALFA2+1728.•C•Y2•ALFA•U2•FREQ2-1472.• 
C•J.LFA•GO•FREQ2•V2SQ-1472.*C*ALFA•LO•FREQ2•V2SQ-
2304. •C•U2•C1SQ•ALFA2+64 . .C•GO•FREQ2•C1SQ•ALFA2+36. • 
e-GO• FREQ2• ALFA 2+64 . •C•LO•F'REQ2•C lSQ*ALf A 2+36. *C* LO 
•Fli.E112•ALF 12-17408. •C1d1HLFA•CSQ•V2SQ-11264. •Cl* 
ll•CSQ•Cl SQ • AI.F A 2-576 . •Cl •I t•CSQ•ALF A2-17 408 . • V2• 
.I.LF A • U2•CSQ •ClSQ-5 760 . • V2 •ALF A *U2•CSQ-t 133120 •V2•U2 
•CSQ• V2SQ-9 . •GO•FREQ4• ALF A2-9 . •LO•FREQ4•ALF A2) / ( 
1440.•U.FA2) 
r=rinit 
y(l)=x1*r+x3•r••3 
y(2)=u2•r•r+u4•r••4 
y(3)=LO+(fnq2/16.) •q2•r .... 4 
y(4)=GO+G2•r•r+G4*r**4 
y(S )"'q2•r•r+q4•r••4 
y(6)=x1+3.•x3*r*r 
y(7)=2.•u2*r+4.•u4•r••3 
y(8):(freq2/4. l•q2•r**3 
sol(k,1,0+1)=y(1) 
sol(k,2,0+1)=y(2)/r 
sol(k,3,0+1)=(y(3)+y(4))/2. 
sol(k,4,0+1)=(y(4)-y(3))/2. 
sol(k,5,0+1):y(5) 
iflag=l 
ç solution loop 
do 3 m=l,l 
rout=rinit-tm•h 
call dode(F,Ieq,y,r,rcut,relerr,abserr,iflag,acrk,ivork) 
if (iflag .ne. 2) stcp 
sol(k,1,m+1)=y(1) 
sol(k,2,m+l)=y(2)/(rinit+m•h) 
sol (k ,3 ,m+1)=(y(3)+y(4)) /2. 
sol(k,4,m+1)=(y(4.)-y(3))/2. 
3 sol(k,5,m-t-O=y(5) 
vrite(•,•) ' 
12 çontinue 
Solution loop co•pleted' 
c remo .... o.l of "xponential divergence in U/r=sol(k,2,i+l) 
do 39 k=2,3 
fctr=sol(k,2,1+1)/sol(l,2,1-t-1) 
do 4.0 j=i ,5 
do 41 m=<l , J+l 
41 sol (k, j ,m) =sol (k ,j .•)-fctr•sol (1 ,j ,•) 
4.0 continue 
39 continue 
c least squares fit for gaJJU~~a(i)=sol(k,4,i+t). 
do 42 k=2,3 
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-in•.-.r/h 
vvn~raq•dexp(-aOs/2. 
do 2 i~l.lf 
do 4 j•i,lf 
!(i ,j)KQ, 
do 6 •-in,J 
r=rinit+111•h 
6 A(i,j)=A(i,jl+phi(j,r,vvnl•phi(i,r,wvn) 
4 continue 
2 cantinue 
do 8 i•l ,Jf 
Rgt(i)=Q. 
do 9 a=mmin, I 
r=rinit~•h 
9 B.gt (i) cftgt ( i)+phi (i, r, wvn) •sol (k, 4 ,ra+l) 
8 c<>ntinue 
i:fail=O 
call F04ATF(i ,Jf ,Jlgt ,lf ,pr,H,If ,vks1,wh2 ,ifail) 
vri te ( •, •) ' Lea.st squares fi t completed (g..-a) ' 
gsin(k)=pr(3) 
gcos(k)=pr(4) 
slope(k)=pr(l) 
42 scons(k)=pr(2) 
c removal of lltO co•ponent 
do 23 k=2 ,3 
do 24 •=1,1+1 
24 sol (k ,4 ,•) =sol(k ,4 ,Rt)-scons (k) 
23 continue 
Constant component re111oved' 
c construction of regular •ode 
write(•,•) ' Re111oval of linear trend' 
fctr=slope(3)/slope(2) 
gs in (3) =gsin (3) -f ct r•gs in { 2) 
gcos(3)=gcos(3)-fctr•gcos(2) 
do 14 j=l ,5 
do 15 111=1 ,11+1 
15 sol(3,j,m)=sol(3,j,•)-fçtr•sol(2,j,m) 
14 continuG 
lirite(•,•) •Calcula:ting ampl. l. pha.se of 111ode 
c amplitude and phase of ga..a1 
jj=2 
Amps(jj,1)=gsin(jj+1) 
Ampc(jj,1)=gcos(jj+1) 
Amp(jj,l)~sqrt(Amps(jj,1)••2+Ampc(jj,1)••2) 
ph (jj ,1 )=-argu (Ampc(jj ,1) ,Amps (jj , 1)) 
c least squa.res fit of X 
vm=dsqrt (freq2*dexp( -aOs) -1.) 
do 26 i=i ,ll:f 
do 27 j'-l,lf 
A(i,j)=<O. 
do 28 m=mmin ,I 
r-rinit+m*h 
28 A {i ,j )=A (i ,j )-+-phiX (j ,r, lfVn)>OphiX(i ,r, lfVn) 
27 continue 
26 continue 
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do 29 i""'l ,Jf 
l«t(i)"O. 
do 30-in,l 
rzrinit1-fl•h 
30 Igt(i)~Rgt(i)+phiX(i,r,vvn)•sol(jj+l,l,a+l) 
29 continue 
ifail=O 
call F04ATF(A,If,Rgt,Jf,pr,AA,If,vks1,vks2,ifail) 
~s(jj,3l=pr(l) 
A~c(jj,3)zpr(2) 
A.p(jj,3) .. dsqrt(Amps(jj,3)••2+Ampc(jj,3)••2) 
ph(jj,3)=-argu(~pc(jj,3),Amps(jj,3)) 
c output of ...,plitudes and phases 
open (1, file=arq2 ,status= 'nev ') 
vrite(1,105) alpha,eta,freq 
vrite(1,110) Amp(2,1),Amp(2,3) 
vrite(1,110) ph(2,1),ph(2,3) 
close(l ,status='keep') 
105 for.at(3E14.5) 
110 for.at(2E14.5) 
c output of results 
open( 1 , cfile=arql, status= 'new ') 
c columns o"f output: r ,11 ,Ul/r,Zl ,g!lllllllal ,Ql 
do 5 .,o,t 
5 vrite(l,lOO) •*h+:dnit,so1(3,1,a+l),s.,l(3,2,m+1), 
• sol (3 ,3 ,111+1) ,sol(3 ,4 ,m+l) ,sol (3, 5 ,a+1) 
close (1 ,status= 'keep') 
75 continue 
close (4, status:='keep') 
100 fonaat(F9.6,5E17.7) 
'"' 
7) Programa lambda9: 
progr,.. La!llbda9 
c Search for isolated neutral modes of the U(i) string. 
c It is asswned that o•ega < e~(a0/2) •in {alpha~(l/2),1}. 
c "I"he DODE routine is e•ployo:td. 
c Dscillations of the •etric components gtt, gthth, gzz, sca.lar f"ield 
c and Atheta. 
c CDDRDIIA.TE COIDITIDIS Pl"'O, beta.l"'() (lllu1 = gallll!a1) 
c Variables, I,U,Lambda,G!IIIIIIIa,Q. (AUG 19, 1993) 
c (lov. 25, 1993). 
implicit real•S (a-h,o-z) 
real•S lO,kOs,ks,LO 
character•64 arq,arq1,arq2 
external F 
c nurnber of nodes and dependent variablee 
pa.raaeter(leq=8, iF100+21•1eq, lf=6,I11lin=2. d-3) 
di•ension cc1 (207) , cc2(207) ,cc3(207) , cc4 (207) • .H•f" ,lf") , 
• AA(If,Jf),y(leq),work(iw),iwork(5),sol(3,5,2000),Rgt(If), 
• vks1 (I f) , vks2(1f) , slope(3) ,pr(lf) ,gsin {3) , gcos (3) , 
• scons(3),.t.ps(2,3),AIIIpc(2,3),ph(2,3),Asp(2,3) 
co-on ccl ,cc2 ,cc3, cc4, cl , v2 ,a2 ,d3, v4 ,c3 ,a4, hs, freq2, 
• alpha ,r a ,par, kOs ,ks ,aOs, cOs ,pOs, 
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e bOa ,dOs,b 
pi-t .OO•datUl(l.OO) 
c input data 
o peJO (4, file• •l,..bd•9 in a' , status"' old ') 
read(4,e) Jtuk 
do 75 itask•l,ltask 
wl"ite(•,•) '>>>»»>» TASI I' ,it11.11k 
read(4,e) alpha,eta,freq 
read(<l.,e) I"'lax,J,rinit,nor 
read(4,e) relerr,abserr 
read(4,'(A)') arq 
read(4,'(A)') arql 
read(4,'(A) 1 ) arq2 
c physical parameters 
ra:=.dsqrt (alpha) 
par=S.epi•eta•eta 
freq2=f:n'lq•freq 
c step~size 
h=(rmax-rini t) /1 
h2=h•h 
c input of spline coefficients of the static solution 
open (1 ,file"'a.rq,status= 'old') 
read(t,e) Js,hs,ks,kOs,aOs 
read(1,e) cos,pOs,bOs,dOs 
15s=Js+S 
do 1 k"'i ,15s 
1 read(l ,•-) ccl(k) ,cc2(k) ,cc3(k) ,cc4(k) 
close(1 , status= 'k<~ep 1 ) 
vrite(e,•) 'Static solution read' 
c initia.l conditions at 'r=O' 
r;:=par/8. 
al:fa:alpha 
v2=(cc2(1)+2.•cc2(2)-6.*cc2(3)+2.•cc2(4)+cc2(5))/(12.•hs•hs) 
c1=-(cc1(5)+10.•cc1(4)-10.•cc1(2)-cc1(1))1(24.•hs) 
a2=-0 s• Ccc3(1 )+2. •cc3(2) -6. •cc3(3)+2. •cc3C4l+cc3(5) lI (6 .•hs•h.sl 
d3= (1. 16. )•(cc4(1)-2. •cc4(2)+2. •cc4(4 )-cc4(S) )I (2. •hsn3) 
T4= (1. 124.) •Ccc2 ( 1)-4. •cc2(2)+6. "cc2 (3)-4. •cc2(4) +cc2(5)) lhsu4 
c3= (1. 16. )• (cc1 (1 )-2 .•cc1 (2)+2. •cc1 (4)-ccl (5)) I (2. •hsu3) 
a4=- (1. 124.) • (cc3(1)-4 •cc3(2)+6. •cc3(3)-4 .•cc3(4)+cc3(5)) /hs•*-4 
csq=c•c 
c1sq=c1•c1 
T2sq=v2•v2 
v2cb=v2sq•v2 
a.1:f a2=a.l.:fa•al:fa 
al~a3=al~a2•alfa 
a.1:fa4=a.lf a2• a.l:fa2 
freq4=freq2•freq2 
do 12 k=i ,3 
vriteC•,•l 'Regular solution l'',k 
"1=0. 
o2=0. 
GO=O. 
LO=O. 
i :f (k . eq. 1) then 
c solution 1'4 in tbe report 
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112"'1. 
duif (k .eq. 2) then 
ç Bolution ll in the report 
:.1=1. 
else 
c solution J2 in the report 
00=1. 
, 
LO><l. 
endif 
X3~{64.•C•Ct•V2•U2+96 •C•Xl•ALFA•CtSQ~ •C•Xt•ALFA+ 
32. •C•X1•V25~12. •Cl•ALFA•U2+Cl•ALFA*GOtfREQ2+Cl• 
ALFA•LO•FREQ2+12. eX1•V2tALFA-6. •I1•ALFA•FR.EQ2-3. •11 
•ALfA) /( 48. •ALFA> 
U4=(-32.•C•CleX1•V2•ALFA-16.•C•ALFAeU2*C1SQ+6.*C* 
ALFA •U2 -480 . •C•U2* V2SQ+e . •Ct• XI•ALF A2+4. . • V2• ALF hGO 
• •FREQ2+4. eV2•ALFA•LOooFREQ2-3. •ALFA•U2*FREQ2) /(24. • 
• ALFA) 
02=(64. eçeV2eU2-ALFA•GO*FREQ2-ALFA•LO•Fil&Q2) f (4. • 
ALFA) 
G4= ( 192 • •C•Cl• Xl* V2•ALF A2+16 . •C•C1•X 1•Fil&Q2•ALFA 2+ 
48 . •C•Cl• X 1 d.LF A 2-128 . •C*V2*ALF A•U2• FllEQ2+192 . •C• 
ALFA•GO•FREQ2*V2SQ+192.•C•ALFA•LO•FREQ2•V2SQ+96.•C• 
U2•C1SQ• ALF A2-8 . eçeGO• FREQ2•Ct SQ•ALF A2 -8. •C•GO• 
FII.EQ2• ALF A2-8 • •C•LO•FREQ2•ClSQ •ALFA 2-8 . oo<:•LO•FREQ2• 
ALFA2+512.•C1•X1•ALFA•CSQ•V2SQ-32.•C1•l1•CSQ•ALFA2+ 
512. •V2•ALFA•tr.!•CSQ•C1SQ+640. •V2•JLFA•U2•CSQ-14336. • 
V2•U2•CSQ•V2SQ+GO•FREQ4•ALFA2+LO•FREQ4•ALFA2)/(96.• 
ALFA2) 
Q2~(-32.•C.Ci•X1•ALFA-128.•C•V2•U2+ALFA•Go•FREQ2+ 
ALFA•LO•FREQ2) I (12. U.LFA) 
Q4:o( -4608 .•C•Cl•Xt•V2•ALFA2+288. •C•CltX1•FREQ2•ALFA2 
+288.•C•C1•Xt•ALFA2+1728.•C•V2•ALFA•U2•FREQ2-1472.• 
C•ALFA•GO•FREQ2•V2SQ-1472.•C•ALFA•LO•FREQ2•V2SQ-
2304.•C•U2•C1SQ•ALFA2+64.•C•GO•FREQ2•C1SQ•ALFA2+36.• 
C•GO•FREQ2• JLF A 2+64 . •C•LO•FREQ2•C1SQ•ALF A 2+36. •C• LO 
•FREQ2•ALFA2-17408.•C1•X1+ALFA•CSQ•V2SQ-11264.•C1• 
X1 •CSQ,.C1SQ•ALF A 2-576 . •Cl•X 1•CSQ• ALF A2-17 408 . + V2• 
ALFA•U2•CSQ•C1SQ-5760.•V2•ALFA•U2•CSQ+133120.•V2•U2 
•CSQ+V2SQ-9. •Go•FREI}hALFA2-9. •to•FREQ4dLFA2) 1 < 
1440.•ALFA2) 
r=rinit 
y(t):xl•r+x3•r••3 
y ( 2) "'U2•r•r+u4•ru4 
y(3):oLO+(freq2/16.) •q2+r••4 
y ( 4) -GO+G2•r•r+<l4•rn4 
y(5)=q2•r•r+q4•r••4 
y(6)-x1+3.•x3•r•r 
y(7)"'2. •u2•r+4. •u4•r••3 
y(8):o(freq2l4.) •q2•rn3 
sol(k,l,O+i)=y(i) 
sol (k, 2 ,0+1)'")'(2) /r 
sol(k,3,0+1):o(y(3)+y(4))12. 
s~l (k ,4 ,0+1)=(y(4) -y(3)) /2. 
sol(k,S,O+l)=y(S) 
iflag=l 
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c solution loop 
do3•=1,1 
rout"'rinit+wl*h 
call dode (F, leq, y, r, rout ,relerr, e.bserr, iflag, 110rk, ivork) 
i:t (iflag .ne. 2) etop 
sol(k,1,•+1)"'y(1) 
•ol(k,2,a+ll~y(2)/(rinit+.•h) 
solCk, 3 ,ll+l)"'(y (3)+y( 4)) /2. 
•ol(k,4,•+1)=(y(4)-y(3))/2. 
3 sol(k,5,~+1)=y(5) 
vrite(+,t) > Solution loop cornpleted' 
12 continue 
c removal of exponentiel diverg•mce in X"'sol(k,l,i+l) 
do 39 k><2,3 
fctr:sol(k,1,1+1)/sol(1,1,1+1) 
do 40 j=1,5 
do 41 m=l,I+l 
41 sol(k,j,ml=sol(k,j,ml-fctr•sol(l,j,m) 
40 continue 
39 continue 
c removal of exponential divergence in U/r=sol<k,2,i·H) 
k=3 
fctr=sol(k,2,1+1)/sol(2,2,1+1) 
do 42 j=l ,S 
do 43 m:t,J+1 
43 sol (k, j ,•)=sol (k, j ,e)-fctr+sol (2 ,j ,11.) 
42 continue 
c least sqnares fit f()r gamma(il=sol(3,4,i+1). 
k=3 
-in=rmr/h 
VV11=-freq•dexp( -aOs/2. 
do 2 i=1 ,J:f 
do 4 j=1 ,lf 
A(i,j)=O. 
do 6 •=--in ,I 
r=rinit+m•h 
6 A(i,j)=A(i,j)+phi(j,r,vvn)*phi(i,r,vvn) 
4 continue 
2 continue 
do 8 i=1 ,J:f 
llgt(i)=O. 
do 9 •=no.in,l 
r=rinit+m•h 
9 Rgt(i)=Rgt(i)+phi(i,r,vvnl•sol(k,4,m+1) 
8 continue 
i:fail=O 
call F04ATF(A,J:f,Rgt,l:f,pr,AA,J:f,vks1,vks2,i:fail) 
vrite(•,•l ' Least squares :fit co•pleted (gamma)' 
gsin(k)=pr(3) 
gcos(kl=pr(4) 
slope(k)=pr(1) 
scons(k)=pr(2) 
c removal of mO co.,ponent 
do 23 k=2,3 
do 24 111=1,1+1 
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24 eol(k,4,m)=sol(k,4,•)-scons(k) 
23 continue 
c output Qf .. plitudos ud phans 
open ( 1 , fil&•arq2 ,statu11,. 'nell ') 
write(1,105) alpha,eta,~req 
lll'ite(1,110) slope(3) 
elos e( 1 , 11tatus= 'keep') 
lOS foraat(3E14.5) 
110 foraat(E14.5) 
c output o'! results 
open( 1, file=arql, status= 'nev') 
c columns of output: r,;U,U1/r,Z1,gam:m.a1,Q1 
do s .-0,1 
S vrite(1,100) m•h+rinit,sol(3,1,~l),sol(3,2,m+1), 
• sol (3 ,3 ,m+l), sol (3, 4,m+1) , sol (3, 5, 111+1) 
close(t,status='keep') 
75 çontiuue 
close ( 4, stattu~= •taep') 
100 foraat(F9_6,5E17.7) 
"' 
8) Programa lambda!O: 
prograJO L!ll0ixla10 
c Determination of neutral modes of tbe U(1) string. 
c 1t is as11umed that o•ega > a·(a0/2)alpha•(lj2). 
c Ihe DDDE routine is e•ployed. 
c Oscillations of the .lz, gtheta.z block. 
c Amplitudes and modes of normal modes are computed (lo-v. 26, 1993) 
i~plicit real•8 (a-h,o-~) 
real•S kOs ,ks 
character•64 arq,arql,arq2 
externai F 
c number o-f nodes and dependent variables 
para.eter(Je~4,iv=100+21•1eq,rain=2.d-3,Jf=4) 
di•ension cc1 {207) , cc2 (207), cc3(207) ,cc4(207) ,arq1 (2) , A(lf, lf) , 
• AA(If ,I f) ,y(Jeq) ,.,ork( i") ,i.,ork(S), sol (2, 2 ,3000} ,Rgt (lf), 
• vks1{1f),vks2(1f),pr(Jf),Amps(2,2),Ampc(2,2),Amp(2,2),ph(2,2) 
co .... o-n cc1,cc2,cc3,cc4,c1,v2,a2,d3,v4,c3,a4, 
• hs,freq2,alpha,ra,par,kOs,ks,aOs,cOs,pOs, 
,. bús ,dOs ,ls 
pi=4 .DO•datan(l. 00) 
c input data 
o-pen(4, file= 'l,.bda10 ins' ,status: 'old') 
read(4,•) Jtask 
do 75 itask:1,1task 
vrite(•,•l •;.:>>»>>> TASJ: ••,itask 
read(4,•) alpha,eta,freq 
read(4,•) rmax,l,rinit,nor 
read(4,•) relerr,abserr 
read{4, '(A)>) arq 
do 20 k=1,2 
20 read(4,'(A)') arq1Ck) 
read(4,'(A)') arq2 
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c phyeical paraaatera 
ra"dsqrt(alpha) 
par"'8. •pi •"ta•eta 
freq2-z-treq•freq 
c step-si.:l:" 
ha(~-rinit)/1 
h2=h•h 
c input o'f spline coefficienta of the static solution 
open(l ,fileaarq,status•'old') 
read(l,•) Js,hs,ks,kOs,aOs 
read(l,•) cOs,pOs,bOs,dOs 
15s=Jst5 
do 1 &al ,15s 
read(l ,•) cc1(k) ,o;;c2(k) ,cc3(k) ,cc4(k) 
close(l ,status=''keep') 
c initial conditions at •r~o• 
c=par/8. 
alfa"'&lpha 
v2=(cc2(1)+2.•cc2(2)-6.•cc2(3)+2.•cc2(4)+cc2(5))/(12.•hs•hs) 
cl=-(cc1(5)+10.•ccl(4)-10.•cc1(2)-cc1(1))/(24 •hs) 
a2"'-Q. s• (cc3(1 )+2 .•cc3(2)-6. •c;c;3(3)+2. •cc3(4)+cc3(5)) I (6. •hs•hs) 
d3=( 1 ./6. l• (cc4(1 )-2. •cc4(2)+2. •cc4( 4)-cc4(5)) I (2. •hsu3) 
v4=( 1 . /24.) •(cc2 (1 )-4. •cc2(2)+6. •cc2 (3) -4 •cc2(4) +cc2 (5) )/hs .. 4 
c3==(1 ./6. )• (cc1(1 )-2. •cc1(2)+2. •ccl ( 4)-ccl (5)) /(2. •hs .. 3) 
a4~- ( 1 ./24. ) +(cc3(1) -4. +cc3(2)-+-ti +cc3(3) -4. tcc3(4)+cc3(5)) /hsu4 
csq:c•c 
cbq=cttcl 
V2Sq;T2•v2 
v2cb=v2sqtv2 
alf:a2=alfa•a.l:fa 
al:fa3=alfa2.•al:fa 
alfa.4=a.lfa.2+alf:a.2. 
:f .-eq4---:freq2 •fraq2. 
do 2 k=1,2 
Rrite(•,•) >ll..,gula.r soluti<>n S',k 
iflag=1 
i:f (k .eq. 1) then 
c IDade 11ith lHO) 1 
-1. 
02~. 
else 
c mode 'llith Dmega(O) 
vO=O. 
02~.5 
endif 
R2=(4.*V2•02-WO•FREQ2)/4. 
R4=(-192.•C•V2tALFA•VO•C1SQ+64.•CtV2•ALFA•D2•C1SQ+ 
48 . •C• V2•ALF A •112.-1280 . •C• V2•112•V2SQ-16 . •C•ALF A• WO• 
FREQ2 tC1SQ -6 . •C+ALF A•WO•FREQ2+224 . •C•WO•FREQ2t V2SQ-
24.•V2•ALFA•02•FREQ2+3.•ALFAtVO•FREQ2••2+12.•V0tC1SQ 
ULFA2+12. t02•C1SQ•ALFA2) /(192. •ALFA) 
04=(4B.•CtV2•WO•FREQ2-48.•C•ALFA•VO•C1SQ-16.tC•ALFA 
•02•C1SQ+12. •C•ALFA•02-448. •C•02•V2Sq-3. •ALF!•02+ 
FREQ2)/(24.•ALFAl 
r=rinit 
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y(l)~+v2•r•r+v4•r••4 
y(2)=02trtr+D4tr$t4 
y(3)"'2. •v2•r+4 .•v4•J0••3 
y(4)•2.•D2•r+4.•04•r••3 
eol<k,l,O-y(t) 
sol(k,2,1)-y(2)/r 
c 8olution loop 
do3••1,1 
rout ... •h+rinit 
ca.11 doda(F ,laq ,y, r ,rout ,relerr, abserr, ifl&g, vork, ivork) 
if (iflag .ne. 2) stop 
eol(k,l,a+l):y(l) 
3 sol(k,2,m+l)=y(2)/(mth+rinit) 
vrite (•,•) 
2 çontiuue 
do 25 jj:1,2 
Solution loop coropleted' 
vrite(•,•) 'Cillculating ""'Pl. 1: phase of •ode >,jj 
c loast squares fit of W=sol(jj,I,!IrH) 
vvn~sqrt(freq2•dexp(-a0s)-alpha) 
do 26 i=l ,lf 
do 27 j=l ,lf 
A(i,j)=O. 
do 28 m"llll!lin,l 
r=rinit+mth 
28 A(i,j)=A(i,j)+phiX(j,r,vvn)•phiX(i,r,vvn) 
27 continue 
26 çQntinue 
do 29 i=l ,Jf 
1st(i)=O. 
do 30 m=lllfllin ,I 
r=rinit+mth 
30 Bgt(i)=Rgt(i)+phil(i,r,'llvn)•sol(jj,1,•+1) 
29 continue 
i:fa.il:O 
call F04ATF(A ,I f ,Rgt ,l:f, pr ,AA ,I f, wks1, wks2, ifa.il) 
J..ps(jj, 1 )'9>r(1) 
b.pdjj, 1 )"'}>r(2) 
J..p(jj,1):dsqrt(Amps(jj,1J••2+Ampc(jj,1)••2) 
ph (jj , 1 )=-argu (.blpc(j j, 1) ,btps(jj, 1)) 
c least squares :fit of Umega/r=sol(jj,2,m+1) 
nn=-:freq•dexp( -aOs/2. ) 
do 31 i=l,"lf 
do 32 j=l,lf 
J.(i,j)=O. 
do 33 JD."''IIIIIin ,I 
r=rinit+m•h 
33 J.(i,j):A(i,j)+phiX(j,r,~n)•phiX(i,r,~n) 
32 continue 
31 continue 
do 34 i=l,l:f 
lgt(i)::O. 
do 35 m=mmin ,I 
r=rinit+m*h 
3& Rgt (i)=Rgt (i )+phil{ i, r ,llvn)*sol (jj , 2 .~1) 
34 continue 
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ifail=O 
call F04ATF(A ,I f ,Rgt ,Jf, pr ,U ,I f ,vll.s1 , llh2, ifail) 
A.pa(jj,2)-pr(1) 
Updjj ,2l-pr(2) 
A.p(jj,2)•dsqrt(~ps(jj,2)•+2+Ampc(jj,2)ee2) 
ph(jj,2)•-argu(Ampc(jj,2l,Aaps(jj,2)) 
25 cnntinae 
c output of .. plitudes and phases 
opan(1,file~arq2,status~•nev•) 
vrite(l,lOS) alpha,eta,freq 
vrite(l ,110) Aap(l ,1) ,Alnp(2,1) ,Amp(i ,2) ,Amp(2,2) 
vrite(1,110) phÜ ,1) ,ph(2,1) ,ph(l ,2) ,ph(2,2) 
clo10e( 1 , status= 'keep') 
105 for.at(3E12.S) 
110 format(4E12.5) 
c GUtput of resulta 
dn21k=1,2 
21 open (k, file=arql (k) ,,tatus"' 'nev') 
do 4 11:"'1,2 
do 5 •=0,1 
5 vrite (k, 100) ••h+rini t ,sol 0;, 1 ,10+1) ,sol(k, 2 ,.-+1) 
4 continue 
close(1, status='keep') 
close(2, status='keep') 
100 foraat(F9.6,2E17.7) 
75 conti.nne 
cloae (4 ,status='keep ') 
'"' 
subroutine F(t,y,yp) 
implicit real•8 {a-h,o-z) 
real•S IO,kOs,ks 
par-eter{Jeq=4, nün=2. d-3) 
di•ension cc1(207) ,cc2(207) ,cc3(207) ,cc4(207), 
* y(Jeq),yp(Jeq) 
coa.on ccl,cc2,cc3,cc4,cl,v2,a2,d3,v4,c3,a4, 
* hs, freq2, alpha, r a, par ,kOs ,ks, aOs, cOs ,pOs, 
* bOs,dOs,Js 
c computation of coefficients in perturbation equations 
xi=t/hs 
i f (xi .gt. Js) then 
cti=dsqrt(t) 
ct2=dexp ( -ra•t) 
ct3=ct2•ct2 
ct4=(pOs/ks)••2•(dexp(2.•aOs)/t)•ct3 
XO=l. -cOs•dexp ( -t) /ctl 
dlO=cOs•dexp(-t)/ctl 
UO=p0s•ct1•ct2 
dUO=-ra•UO 
AO:a0s+bOs•ct3/t 
dA0=-2. •ra*b05•ct3/t 
IO:ks •t+kOs-dOs •ct3 
dl0=ks+2. •ra•dOs•ct3 
elseif (t .gt. r:min) then 
10=1.-spline5(xi,cc1) 
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dlOS-dsplineS(xi,cc1l/hs 
00><11plineS (xi ,cc2) 
dOO .. dsplineS(xi, cc2) /hs 
AO:a0s-spline5(xi,cc3) 
dAO>o-dsplineS (~<i ,cc3) /he 
lO:kaet+kOs-splineS(~i,cc4) 
dl0~ks-dapline5(xi,cc4)/hs 
else 
~· xo-~e(c1+c3•r•r) 
diO=c1 +3. •c3sr•r 
tJO"'i.+v2•r•r+v4•r••4 
~0=2. •v2•r+4. •v4•:r••3 
10=a2•r•r+ahr••4 
dA0=2 .•a2•r+4 .•a4•r••3 
l0=r+d3•r••3 
di0=1.+3.•d3•r•r 
endif 
cti=-dl0/1:0 
ct2=dA0/2. -c ti 
ct3=-daxp( -AO) 
ct~exp(2.•AO) 
ctS=ct4•(UO/lOJ••2 
ct6=ct4•XOeUO+UO/(lO•IO) 
ct7=dexp(3.•AO)•dUO/(lO•lO) 
ct8=partct 4•dUOedUO/ (al pha•W•IO) 
c"t10:XO• ( (XO•X0-1. )"'"2 .•ct5) 
Wh:y(1) 
Ollh=y(2) 
dVh:=y(3) 
d!lllh=y(4) 
yp(l)=dllh 
yp(2)=d0mh 
yp (3) = (dA O-c t 1 ) *d'ilh+çt7 +dOIIh+al pha•XO...XOellh-
* freq2Sct3SIIh 
yp ( 4) = ( ct 1 -3 . *dAO) •dOIIlh-2 . eparS<:t3• (dUO•dllh/ a1 pha + 
* J:Ou·2•UO•IIh)-7req2•ct3•n.h 
return 
••• 
9} Programa lambdall: 
program Lambda11 
c Determina:tion of neutral •odes of the U(i) string. 
c It is assumed tllat omega.; .,-(a0/2)alpha-(1/2). 
c The nom;: routine is employed. 
c Oscillations o:f the h, gthetaz block. 
c Amplitude and phase of nor~~al 111ode are <:omputed (Jov. 26, 1993) 
:i01plicit real•8 (a-h,o-z) 
rea.1•8 kOs,ks 
character•64 arq,arq1,arq2 
eJ:ternal F 
c number of nodes and dependent variables 
par-eter(Jeq~4, iw=100+21•Jeq ,noin=2 .d-3 ,Jf=4) 
dimension cc1 (207) ,<:c2(207), cç3(207) , cc4(207) ,A(Jf ,Jf) , 
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• U (I f ,Jf) 01 (leq) ,llork(iv) , ivork(S) ,sol (2, 2 ,3000) ,JI.gt (lf) , 
• vks1(1f),vks2(1f),pr(lf),Aaps(2,2),Ampc(2,2),AMp(2,2),ph(2,2) 
conmon ccl,cc2,cc3,cc4,c1,v2,a2,d3,v4,c3,a4, 
• ha,freq2,alpha,ra,par,kOs,ks,aOs,cOs,p08, 
' bOa,dOs,ls 
pi=4.DOtdatan(l.DO) 
c input data 
open (4, file• 'lambda11. in&' ,A tatu&"' cld ') 
read(4,•) Jtuk 
do 75 itask"'i ,Jtask 
vrite(t,•) '>>>>>»> TASl•',itiUik 
read(4,•) •lpha,eta,freq 
read(4,•) nnax,J,rinit,nar 
read(4,t) relerr,abserr 
;read(4, '(A) •) arq 
read(4,>(J.)') arql 
nad{4,>(J.)>) arq2 
c physical parameters 
ra"'dsqrt {alpha) 
par=8. •pi•~tta•eta 
freq2=fraq•freq 
c step-si"e 
h=(nnax-rini t) /1 
h2=h•h 
ç input o:f spline coe:fficient" of the static solution 
open(l, file=arq, status=' old') 
read(l,•) Js,hs,ks,kOs,aOs 
read(i,•l cOs,pOs,bOs,dOs 
15s=Js+5 
do 1 k=l ,J5s 
1 read(1 ,•) ccl(k) ,cc2(k) ,cc3(k) ,cc4(k) 
close (1, status= >)<eep') 
c initial conditions at •r=O' 
c=par/8. 
alfa"alpha 
v2=(cc2(1)+2.•cc2(2)-6.•cc2(3)+2.•cc2(4)+cc2(5))/(12.•hs•hs) 
c1=-(cc1(5)+10.•cc1(4)-10.•ccl(2)-ccl(l))/(24.•hs) 
a2=-0.5•(cc3(1)+2.•cc3(2)-6.•cc3(3)+2.•cc3(4)+cc3(5))/(6.•hs*hs) 
d3=C1./6. )•(cc4(1 )-2. •cc4(2)+2. •cc4(4)-cc4(5)) /( 2. •hsn3) 
v4=(1./24.)•(cc2(1)-4.•cc2(2)+6.•cc2(3)-4.•cc2(4)+çc2(5))/hs••4 
c3=(1./6. )• (cci(l)-2. •cc1C2)+2. •ccl ( 4)-çcl (5)) /(2. •hsn3) 
a4=-(1./24.)•(cc3(1)-4.•cc3(2)+6.•cc3(3)-4 •cc3(4)+cc3{5))/hs••4 
csq=ç•c 
c1sq=cl•c1 
v2sq"'v2•v2 
v2cb=v2sq•v2 
al:fa2=alfa•al:fa 
alfa3=alfa2•alfa 
alf a4::alf a2hl fa2 
freq4=i'req2*freq2 
do 2 1<=1,2 
"llrite(•,•) 'Regular solution '' ,k 
iflag=l 
if (k .eq. 1) then 
c .ode "llith W{O) = 1 
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v0•1. 
02~. 
el"e 
c aoda 'llitll O•ega.(O) • r·2 + 
vo-o. 
02m0,6 
endif 
u2•(4.•Y2+02-WO•FREQ2)/4. 
a4= ( -192 . eCeV2•ALFA+IIO•C1 SQ+M . *C• V2ULF A• D2+C1 SQ+ 
48.•C•V2•ALFA•02-1280 . .CeV2•D2eY2SQ-16.•CeALFA+WOt 
FllEQ2•C 1 SQ-6. eCU.l.F A•IIO•FREQ2+224 . •C•IIO•FREIP• V2SQ-
24 . •Y2+ALFA e02e FREQ2+ 3 . e ALF A•IIO•FREQ:h •2-t12 • •wo•Cl SQ 
•ALF.\2+12. •D2•C1SQ•ALFA2) /(192. Ut.FA) 
04=(48.eC•V2•WO•FREQ2-48.•C•ALFA•IIO•C1SQ-16.•C•ALFA 
•0 2 •CiSQ+12 . •C•ALF A•D:l-448 . •C• 02* V2SQ-3 . +ALF h 02• 
FRE~/2) /(24. •ALFA) 
r=rinit 
y(t)~wO+v2•r•r+w4•r••4 
y(2)=02•r•r+D4•r••4 
y(3)=2.•v2•r+4.•v4•r••3 
y( 4):2. •D2•r+4. •04•rn3 
sol(k,1,1)=y(1) 
sol(k,2,1)-y(2)/r 
c solution loop 
do3a"'1,1 
rout=m•h+rinit 
call dode (F ,Jeq ,y ,r ,rout, relerr ,abserr, iflag, vork, ivort) 
if (iflag .ne. 2) 5top 
sol (k ,1 ,111+1 )=y(1) 
3 !>Ol(k, 2, m-0-1 )=y (2)/ <••h+rini t) 
vrit<! (•,•) ' Solution loop co•pleted' 
2 continue 
c reaooval of eJ:ponential divergence of ll"'sol(k,1,m+1) 
fctr=sol(1,1,1+1)/sol(2,1,1+1) 
do40j:1,2 
do 41 m=-0,1 
41 sol (1 , j ,m+D=sol(1, j ,II!+O-tctr•sol(2, j ,m+l) 
40 continue 
vrite(•,•) 'Calculating aJDpl. • phase o:f •ode' 
jj=1 
c least squares fit o:f O!llega/r:solÜ,2,a+1) 
~=freq•dexp( -aOs/2.) 
do 31 i"'1 ,lf 
do 32 j=t ,Jf 
J.(i,j)-"0. 
do 33 m-mmin,l 
r=rinit+m•h 
33 J.(i, j )=ACi, j )+phiX(j ,r, nrn)•phiX (i ,r, vvn) 
32 continue 
31 continue 
do 34 i"'l ,lf 
R~(i)-"0. 
do 35 •=-in,l 
r=rinit+m•h 
35 ll.f>1: (i)=ll.f>1: (i)+phiX(i ,r ,vvn) •sol (jj ,2 ,m+l) 
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34 continue 
ifail•O 
c:all F04ATF(A, Jf, Rgt , lf, pr ,AA ,I f ,11ksl ,wb2 ,ifa.il) 
Amps(jj ,2)'"pr(1) 
Ampdjj ,2)•pr(2) 
Amp(jj,2)•deqrt(Amps(jj,2)$•2+Ampc(jj,2)••2) 
ph(jj,2)•-argu(Ampc(jj,2),Amps(jj,2)) 
2& continue 
c output of amplitudes and phas&s 
opan( 1 , file•arq2, 8tatus• 'nell ') 
vrite(l,105) alpha,eta,freq 
write(1,110) Amp(1,2) 
uite(1,110) ph(1,2) 
elo se (1, status= ')l;eep') 
105 form.at(3E12.5) 
110 format(E12.5) 
c output of results 
open(l,file=arql,status='new') 
k=1 
do 5m=O,J 
6 write(k,lOO) m•h+rinit,sol(k,t,m+t),sol(k,2,m+l) 
4 continu& 
close(l ,ste.tus•'keep') 
close(2,status='keep') 
100 format(F9.6,2E17.7) 
75 continue 
close ( 4, status"'' keep ') 
,,, 
10) Programa v8: 
pre>grwn v8 
c solntion of Einstein 
c Isoth~rmal id~al gas 
c Th~ v~locity profil~ 
c betveen O and 1. The 
c computod numorically 
equations for 
llith equation 
cylindrical static vortex. 
' 
oÍ state 
is prescribed in terms 
integrais appearing in 
by Bool~'s rule. 
c The DDDE routine ie employed. 
' 
c Latest revision: Jov. 6, 1993 
' implicit real+8 (a-h,o-z) 
real*8 k3,kappa 
character•64 arq,arq2 
externa! F 
c numb~r of nodes and dependent variablee 
par~ater(leq=9,iv=100+21•1eq) 
rho_rest : kappa p 
of Delta{r), vhich varies 
the mass formula are 
dimension y(leq) , vork(ili) , ivork (5) ,sol(9 ,5000) 
common par, pi ,g:m ,con, an ,dtaO, rv 
pi=4.DO•datan(1.DO) 
e=dexp(t.dO) 
par=8. •pi 
c input data 
open (1, file= 'v8. ins' , status" 'old') 
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read(l,•l gm,con,dtaO,rv,pO,bO 
read(1,•) r•u:,J,rir'lit 
read(l,*) relo.ll:r,ab:~er-r 
read(l,'(A)') arq 
readÜ,'O.l') arq2 
close(1,status='keep') 
c physical parameters 
an=l./(gnd.l 
v1=e•dta0/rv 
v2=-vt•(b0+1 ./rv) 
c step-si;o:e 
h=' ( rmax-rini t) /J 
h2=h*h 
c initial conditions at 'r=O' 
rhc=con•pO 
rhrO=rhc 
kappa=con 
pisq=pi•pi 
ansg=an•an 
bOsq=bO•bO 
pOsq=pO•pO 
vlsq=vl•vl 
rhcsq=rhrO•rhrO 
a2=(3. +an l•pi•pO+p:i •rhc -bO•b0/2. 
b2=1.5•b0••3-pi•rhc•(3.*b0-2.•v1)-13 •pi•bO*pO-pi•an•pO• 
• (3.•b0-2.•gm•v1) 
b3=(16./15.)•pi•v2•(rhc+an•gm•pO) 
c2=bO•b0/2.-2.•pi+rhc-2.*pi•gm•an•pO 
k3=-bO•b0/2.+4.•pi•rhc/3.+4.•pi•Can+4.)•p0/3. 
c b1:=0$ k2:=0$ 
c a2:=(3+nl•pi•pO+pi•rhr0-b0-2/2$ 
c c2: =b0-2/2-2•pi•rhr0-2• (1 +n )*pi•pO$ 
c b2: =(3/2) *b0-3-pi•rhrO• (3•b0-2tv1) -13•pi •bO•pO-pi•n•pO• (3*b0-2•grn•l: l $ 
c rhr1: =O$ p1 :=O$ c3: =O$ a3: =O$ 
c k4:=0$ b3:=(16/15)•pi•v2•(rhrO+n•gm•pO)$ 
c k3:=(4•pi/3)•((n+4l•pO+rhrO)-b0-2/2$ 
c The follo,.ing coe:f:ficients asstl.l!le that rhr = kappa • p 
c rhr2"kappa•p2$ 
p2=( - 2•ansq•Php0sq - 8•an•PJtp0sq - 4*an*PitPO•RIIRO + 
* 2*an•GII*BO•PO•V1 + an•G!I•PO•visq + a.n•bOsq•PO - S•PI•pOsq 
• 8tPI•PO•RHR0- 2tPJ*-rhcsq + bOsq•PO + bOsq•RHRO + 
• 2•BO•RHRO•V1 + RHRO•visql/2. 
a4" - 6tann3•pisq•p0sq - 6•ansq•pisq•posq•KAPPA - 38•a.nsq•pisq-
* pOsq- 12•ansq•pisq•PO•RHRO + S•ansqtP!•GII•BO•PO•Yl + 3•a.nsq• 
* PI•GII*PO•vlsq + 3•ansq•PI•bOsq*PO - 24•a.n•pisq•pOsq•XJ.PPA 
• - 98•an•pisqtp0sq - 12•an•pisq*PO•RHRO•IíAPPA - 52*an•pisq•P'C>-
* RHRO - 6•an•pisq•rhcsq + 6•a.n•PhGII•BO•PO•V1•IAPPA- 6tan•Pl•GJII 
* tBO•POtV1 + 3•an•PI•GII•PO•v1sq*KAPPA + 2han•PI•GII•PO•v1sq + 3• 
* an*PI,.hOsq•PO•KAPPA + 16•an•PhbOsqtPO + 3tan•PhbOsqtRHRO 
a4=(a4 + 6*an*PhBO•RHRO*V1 + 3•an•PI•RHRO•v1sq -
• 18*pisq•pOsq*KAPPA - 114•pisq*p0sq - 24*pisq•PO•RHRO•U.PPA -
• BO•pisq•PO•RHRO - 6•pisq*rhcsq•KAPPA - 14•pisq•rhcsq + 
* 3+Pl•bOsq*PO*!APPA + 61•PI•b0sq*PO + 3•Phb0sq•RIIR0•IAPPA + 
• 13•Phb0sq•IUIRO + 6•PhBO•RHRO•V1•KAPPA- 6•PI•BO•RHRO•V1 + 
• 3•PI*RHRO•vlsq•I\APPA + 21•PI•RHRO•v1sq- 6•BOn4)/24. 
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b4"'- 48•an .. ·3•pisq•GM•pOsq•Vt + 42•anuJ•püq•BO•pOsq - 640•ansq• 
• pisq•GI'I•pOsq•Vl - 96•ansq•pisq•GI'I•PO+R.HRO•V1 + 42•ansq•pisq* 
• BO•pOsq+!APP.I. + 702•ansq•pisq•BO•p0sq + 84•ansq•pisq•BO 
• •PO•RifRO- 48•ansq•pisq•p0sq•Vt•U.PP.I. + 48•ansq•PI•GJ11u2•BO• 
• PO•vtsq + 24•ansq•PI•GI'Iu2•PO•Vl**3 - tB•ans<:r*PI•GIIobOsq•PO• 
• Vl - 21•ansq•PI•GII•BO•PO•vtsq - 21+ansq•PI•BOU3*P0 - 1936•an• 
• pisq•GI'I*pOsq•Vl - 640•an•pisq•GI'I•PO•RHRO•V1 
M.=b4 - 4B•an•pisq•GII•rhcsq•V1 + 168•an•pisq•BO•pOsq•tAPPA + 
• 4038•an•pisq•BO•pOsq + S•han•pisq•BO•PO•RHRO•UPPA + 
• 1236•an•pisq•BO•PO•RHRO + 41•an•pisq•BO•rhcsq-
• 192.,n•pisq•p0sq•Vt•UPPA- 96•an•pisq•PO•RHRO•V1•lAPPA 
* 448•an*pisq•PO•RHRO•V1 - 42•an•PI•GK•b0sq•PO•V1•UPPA + 
• t86+an•PI•GI~+b0sq+PO•Vl + 24•an•PIOGK•bOsq•RHRO•V1 + 
o 2Ha.n•PI•GK•BO•POh1sq•UPPA - 195+an•PI+GII•BO+PO+v1sq 
b4:=b4 + 48•an+PI•GP!•BO•RHRO•v1sq + 24+an•PI•GII•PO•V1**3•KAPPA + 
o 24+an+PJ•GK+POoV1••3 + 24•an+PI+GMoRHRO+Vt••3 -
o 2toan+PI•B0••3•PO•RAPPA - 516•an•PI•B0••3•PO -
o 21+anoPioB0••3•RHRO + 24oanoPI+bOsqoPO•V1•KAPPA 
o 42•an•PI•b0sq•RHRO•Vl - 21•an•PI•BO•RHRO•v1sq + 126*pisq•BO• 
o pOsq+RAPPA + 7698•pisq•BO•pOsq + t68•pisq•BO•PO•RHRO•KAPPA 
o + 3912*pisq•BO•PO•RHRO + 42•pisqoBOorhcsqolAPPA 
b4:=(b4 + 534•pisq•BO•r-hcsq - 144+pisq•pOsqoVt•KAPPA 
• 192•pisq•PO•RHRO•Vt•UPPA - 1792+pisq+PO•RRRO•Vl 
• 48•pisq*rhcsq•V1•KAPPA - 448,.pisq•-rhcsq•Vl -
• 21•PHBOn30PO+KAPPA- 2007•PI•B0 .. 3•PO -210PI•B0**3•RHRO*KAPPA 
• - 495•PloB0••3•RHRO + 24oPI+b0sq+PO+V1oKAPPA -
o t8oPI*bOsq•RHRO*Vl*KAPPA + 162•PI•bOsqoRHRO•Vl + 27• 
• PJ+BO•RHRO•vtsq•KAPPA - 19S•PitBO•RHRO•v1sq + 24+PI•RHRO+Vl'* 
o 3+KAPPA + 24•PI•RHRO•V1 .. 3 + 135+80 .. 5}/72. 
c4=6•an .. 3•pisq•pOsq + 6•ansq*pisqopOsq•KAPPA + 26tansq•pisq• 
• pOsq + 12•ansqopisqoPO•RHRO - 6eansq•PI•CI'I•BO•POoV1 - 3•ansq* 
* PltGI'I•PO+vlsq - 3+ansq•PI+b0sq•PO + 24•an•pisq•pOsq•KAPPA + 
• 58•an•pisq•p0sq + 12•an•pisq•PO•RHRO•KAPPA + 28oanopisq•PO• 
o RHRO + 6•an•pisq*rhcsq - 6•an•PI,.GK•BOoPO•V1,.KAPPA + 6•an•PI•Cl'l 
* oBO•PO•V1 - 3•an•PI+GII•PO•v1sqoKAPPA - 9•an•PI*Gl'I+PO•v1sq 
* - 3•an•PI•bOsq•PO•KAPPA- B•an•PI•bOsq*PO - 3•anoPI•bOsq•R.HRO 
c4:=(c4 - 6•an•PI•BO•RHRO•V1- 3*an•PI+RHRO•v1sq + 
• 18*pisq*p0sq•KAPPA + 38+pisqopOsq + 24*pisq•PO•RHRO•KAPPA + 
• 40•pisq•PO•Rl!RO + 6•pisq•rhcsq•KAPPA + 2•pisqorhcsq -
o 3tPitbOsq•PO•KAPPA - 29*PI+b0sq•PO - 3•PI•bOsq•RRRO•KAPPA -
• SoPIObOsq•RHRO - 6•PI•BOoRHRO•V1•IAPPA + 6•PhBO*RHROOV1 
* 3•PJ•RHRO•v1sq•KAPPA- 9•PI•RHRO•v1sq + 3•B0,..4)/12. 
r=rinit 
y ( 1 )"'a2•r•r+a4•r••4 
y { 2) =bO+b2* r• r+b3•r••3+b4 • r**4 
y (3)"'c2•r•r+c4•ro•4 
y(4}=r+k3•r••3 
y(5)=pO+p2•r•r 
y(6)=2. •a2•r+4 •a4•r••3 
y(7 )=2. •b2+r+3 •b3+r+r+4. •b4•r .. 3 
y(8)=2.•c2•r+4.•c4+r+•3 
y(9)=1.+3.•k3•r•r 
c soHi,llt+i); i=1: A, 2: B, 3: C, 4: lli, 5: p, 6· Srr/(!'C'/2K>, 
c 7: g_thetatheta, 8, 9: integrais in '"ass formula 
sol(1,0+1)=y(1} 
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8olf2,0•1l=y{2) 
sol(3,0+I)"'y(3) 
~ol(4,0+1)=y(4) 
sol<5,0+1l=y(5) 
so1(6 ,O+ I)= (0 .12S+dexp ( 4. •y( 1 l l •(y (4) •y(7)+2 •y (2) •y(9 )-
• y(4l+y(6l•y(2))u2-D.S•y(6)+(3 •y(6J+y(8)-
• 2. •y(9l /y c 4l l +y C9 l •y CBJ I (2. •y < 4J l -4. •pi•y Cs l lI 
• (y(9J•y(8)/(2.+y(4))) 
so1(7,0+1l=y(4)•y(4)+(dexp(-4.+y(1))-y(4)+y(4)•y(2)+y(2)) 
so1(8,0+t)=O. 
8ol<9,0+1)=0. 
iflag"'l 
c solution loop 
do3..,=1,J 
rout=m•h 
call dode(F,Ieq,y,r,rout,relerr,abserr,iflag,work,ivork) 
if (i'flag .ne. 2) goto 57 
sol (1 , rn+l) :y(l) 
sol(2,m+l)ry(2) 
sol(3,..,+tl:y0l 
sol (4 ,m+-1 ):y(4) 
sol(S,m+O=y(S) 
sol(6,m+1)=(0.!25+dexp(4.+y(1))+(y(4)•y(7)+2.+y(2)+y(9)-
* y ( 4) +y(6) +y(2)) u2-0. 5+y(6) • (3. +y(6)+y (8)-
* 2. *Y (9) /y C 41 l +y(9l •y (8) I (2. •y C4l J-4. •pi•yC5l) I 
• (y(9)•y(8)/(2.•y(4))) 
sol(7.m+1)=y(4J•y(4)•{dexp(-4.•y(l))-y(4l•y(4)•y(2)•y(2)) 
dta=dt aO• ( r/rv) •dexp(l. -r/rv) 
r-dta/dsqrt( (1 . +y(4) •y(2 l•dexp(2. •y(i) )• (1 . -dta)) ••2-dta•dta) 
vht=64 ./45 
i:f Cmod(,.,4) .eq. 2) vht"'24./45. 
if (l!lod(m,4) .eq. O) wht=28./'ÕS. 
sol (8 ,m+l )=sol (8 ,lll)+t.•vhuv•v•y (S) •y( 4) •dexp(y(3)) 
3 sol(9,m+l)=sol(9,m)+h•vht•y('Õ)•dexp(4.•y(1)+y(3))•(y('Õl•y(7)+ 
• 2.•y(9l•y(2)-y(6)•y(4J•y(2ll••2 
c output of ;results 
57 open ( 1 , file=arq, status= 'ne"') 
vrite (1 , 100) rinit, (sol( i, 1) , i=l, 7) 
do 5 JD=l ,I 
S vrite(l,lOO) m•h,(sol(i,m+ll,i=1,7) 
close ( 1, status=' keep 1) 
ç asymptotic t>ehavioi" o:f solution 
open (2, file=ar-q2, status=' nev') 
cte=-1./(kappa+gm•an) 
do 6 m=O ,1-1 
r-m•h 
al=dlog(1. +h/r) 
c output: r, lim A/ln r, lim ln B/ln r, lim C/ln r, lim ln K/ln r, 
c -Ckappa + n s=al·C-1) lim ln p/ln r, int(v·2 pIe-e), 
c int{e-(6A+C) [{e·(-AlK-2 B) ']-2 /K) 
cti=O. 
ct2"'0. 
ct3=0 
if Csol(2,.,+1)•sol(2,m+2) .gt. 0.) cti=dlog(sol(2,m+2)/ 
• sol(2,D+1))/al 
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if <soH5,m•1l•sol(5,..-+2) gt O. ct2.,ct&•dlog(sol(5,m+2l/ 
• sol(5,m+t))/al 
if (sol(4,mo!-1)-.soH4,1J!+2) .gt. O ct3=dlog(~ol(4,m+2)/ 
• ~o1(4,m+1))/al 
ct4~(sol(1,m-1-2)-sol{l,m+l))/al 
cHi" (sol (3 ,m•2l -aol (3 ,m+l)) /al 
6 wri te (2, 110) r, ct4, ct 1 , ctfi ,ct3, ct2, (sol (i ,m+1) , i=S ,9) 
close ( 2, status=' keep') 
100 format(E14.5,7Ei6.6) 
110 format(E14.5,6El6 6,E18.8) 
ood 
subroutine F(r,y,yp) 
implicit real+B (a-h,o-z) 
real•8 U,!íc 
P"'""'""t"r (Ieq"'9) 
dimension y(leq) ,yp(leq) 
conuoon par,pi,gm,con,an,dtaO,rv 
c velocity profile 
dta=dtaO• (r /rv J•dexp( 1 . -r/J:v J 
A=y(1) 
B=y(2l 
C"'y(3) 
lc=y(4) 
pp=y(S) 
v=dta/dsqrt ( (1 +Kc•B•dexp(2. *A) • (1 . -dta) )•+2-dt a•dta) 
c isoth<!rmal ideal gas 
rhO=con•pp 
ctl=(rhO+gm•an•pp)•v•v 
dA=y(6) 
dB=y(7) 
dC=y(S) 
dK=y(9) 
LK=dK/Kc 
yp(1l=dA 
yp(2)=<!B 
yp(3)=dC 
yp(<!)=dl 
c hydrostatic equation 
yp(S)=- (rhO+an•glll•pp) • (dA• (1. +3. •v•v )-
* LK•v•v+Kc.edexp (2. •A) •v•dsqrt (1. -+-v•v) •C 
• B*dA-2.•LK•B-dB)) 
c second-ord~r Einstêin equations 
yp(G):o-3. •dA*(2. •d.A+dC-LK)+2. •dC•LK-1-par• ((r h (}lo 
• (an-t.J•pp)/2.+ctll 
yp(7)"-dB•(4.•dA+dC+3.•LX)+B•dA•Clt.•d.A+2.*dC-
* 14 . .eLK) -2. •B•dC•LK+par• (2. •de:<p( -2. •A) * 
• v•dsqrt ( 1. +v• v )• (rh(}l-gm•an•pp) /Kc-B• ( (rh0+(an+7. 
• )•pp)/2 +cti)) 
yp(8)=-dC*(dC+3.•LI)+2.•dA*(3.•dA+dC-2 •LKJ-
* par• ( rhO+(an-1 . ) •pp+ctll 
yp ( 9) =dK •dC-dA * ( 6 . * Kc•dA+ 2 . H c •dC-4 . •d.K) +par•Kc• ( 
• (rh0+(an+3.)•ppl/2.+ct1) 
return 
ood 
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11) Programa v6: 
prograa v6 
c solution of Einstein equations for cylindrical static polytrope. 
c Isotheraal ideal gas vith equation of state :rho_re5t = kappa p 
' 
c This progra110 generates " file to be used a~ input for interp for 
' 
c Tlu> DODE routine is employed 
' 
c Latest revision: lov 1, 1993 
" implicit real•B (a-h,o-z) 
real•8 )<3,kappa,lamb 
character•64 arq 
externai F 
c; number r;,f nodes and dependent variables 
paraaeter(leq=9,iv=100+21•Jeql 
di,.ension y(leq) , ,.ork( ü,) , i'1orld5) ,sol (6 ,400) 
com.on par,pi,gm,con,an,vl,rv 
pi=4 _ DO•datan( 1 . DO) 
par=8 .•pi 
c input data 
open ( 1 , file"' 'v6. ins' ,status"' 'old 1 ) 
read(1 ,•l gm,con,pO 
read(l,•) rmax,J,rinit 
readll,•) relerr,abserr 
read(1, >(,!.) >) arq 
elos e (1, status= 'keep ') 
c physica1 parameters 
an=1 ./ (gm-1. ) 
eta=con+an 
lamh=l. +4. * ( eta+3.) I (eta-1 . ) **2 
bO=O 
rv"l 
v1=0 
v2=0. 
c step-size 
h=noax/I 
h2=h•h 
c initial ce>nditions at 'r=O' 
rhc=con+pO 
rhrO=rhc 
kappa=con 
pisq=pi•pi 
ansq=an+an 
bOsq=bO•bO 
pOsq=pO•pO 
vlsq=v1•v1 
rhcsq=rhrO•rhrO 
a2= ( 3. +an) +pi•pO+pi*rhc-hO•b0/2. 
b2=l.S+b0++3-pi+rhc+(3.+b0-2.+v1)-13.+pi•bO+pO-pi+an*p0+ 
• (3.+b0-2.+gm+vl) 
b3=(16./1S.)+pi+v2+(~hc+an+gm•pO) 
c2=bO+b0/2.-2.+pi+rhc-2.+pi+gm+an+pO 
k3=- bO+b0/2. +4. +pi+rhc/3 +4. +pi+ (an+4.) +p0/3. 
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c bt :•0$ 11.2.:0$ 
c a::>.:= (3+n) •pi •pO+pi+:rhrO-b0"2/2$ 
c c2 '=b0"2/2-2+pi+rhr0-2•( 1 +n )+pi•pO$ 
c b2.=(3/2)•b0"3-pi+:rhr0+(3•b0-2•v1)-13•pi•bO•pO-pi•n•p0•(3•b0-2•~•Til$ 
c rhr1:"'0$ pt·=O$ c3:=0$ aJ:cO$ 
c k4:""0$ b3:"'(16/15l+pi+v2•(rhrO+n•grn•pOl$ 
c k3:=(4•pi/3)•((n+4)+p~rhr0)-b0"2/2$ 
c The Yolloving coefficients assume that rhr = kappa • p 
c rhr2=kappa•p2$ 
p2=( - 2+ansq•PI•p0sq- 8hn•PI•pOsq - 4•an•PitPO+RHRO + 
* 2•a.n•GPI+BO•PO•V1 + an•GII•PO+vtsq + an•bOsq•PO - 6•PI•pOsq 
* 8tPI•POt!lKRO - 2•PI+rhcsq + bOsq•PO + bOsq•RHRO + 
• 2•BO•RHRO•Vt + RHRO+vtsq)/2. 
a4= - 6•antt3•pisq•p0sq - 6•ansqtpisq•pOsq•lAPPA - 38•ansq•pisq-
• pO"q - 12+ansq+pisq•I'O•RRRO + 6+ansq•PI+GII•BO•PO•Vl + 3tansq• 
* PI•GI'I•PO*vlsq + 3tansq*PI•bOsq•PO - 2<l*an•pisq•pOsq•UPPA. 
* - 98•an•pisq•pOsq - 12tanotpisqtPOtRHR0tUPPA - 52tantpisqti"()); 
* RHRO - 6tan•pisq•r-hcsq + 6•an*PI•GII•BO•PO•Vl•KA.PPA - 6•an•PI•GII 
t •BO•PO•Vl + 3tan•PI•GII•PO•v1sq•U.PPA + 21•an•PI•GP!tPOtv1sq + 3* 
• an•PJ•bOsq•PO•KAPPA + 16•a.n•PI•b0sq•PO + 3ta.n•Pitb0sq•RHRO 
a4=(a4 + 6•an•PI•BO•RHRO•V1 + 3•an•PI•RHRO*v1sq -
* 18tpisq*p0sq•V.PPA - 114tpisqtp0sq - 24tpisqtPO•RHRO•U.PPA -
• SO•pisq•PO•RHRO - 6tpisq•rhcsq*KAPPA - H•pisqnhcsq + 
t 3tPI•bOsqtPO•KAPPA + 61•PitbOsq•PO + 3tPI•bOsq•RHRO•KAPPA + 
* 13•PI•bOsq•RHRO + 6•PitBOtRHRO•V1•UPPA- 6tPJtBO•RHROtV1 + 
t 3•PI•RHROtv1sq•UPPA + 21•PI•RHRO•v1sq- 6tBOn4)/24. 
b4=- 48•an**3*pisq•GII•pOsq•Vl + 42*an**3•pisq•BO•pOsq - 640•ansq• 
* pisq•GII*p0sq•V1 - 96tansq*pisq•OII•PO•RHRO•V1 + 42tansq•pisq• 
t BO•pOsqtKAPPA + 702tansqtpisqtBO•pOsq + 84tansq•pisqtBO 
• tPO•RHRO- 48•ansqtpisq•p0sq•V1•KAPPA + 48tansq•PI•GII**2•BO• 
* PO•vlsq + 24•ansq•PI•GI'I**2*POtV1**3- 18•ansq•PitGII•bOsq•PO• 
* Vi - 21•ansq•PitGPI•BO•POtv1sq - 21*ansqtPI•BOu3•PO - 1936taDt 
* pisq•GII•p0sq•V1 - 640•an*pisq•OII•PO•RHRO•V1 
M=b4 - 48•an•pisq•GIItrhcsq•V1 + 168•an•pisq•BO•pOsq•lAPPA + 
* 4038•an•pisq•BO•p0sq + 84•antpisq•BO•PO•RHRO•KAPPA + 
* 1236•an•pisq•BO•PO•RHRO + 42•an•pisq•BO•rhcsq-
t 192tantpisqtp.OsqtV1tUPPA - 96tan•pisq•POtRHROtV1tKAPPA 
* 448•an•pisq•PO•RHRO•V1 - 42•antPI•GM•bOsq•PO•V1ti.APPA + 
t 186•an•PHGII•bOsq*PO•Vl + 24•an•PitGII•bOsq•RHRO•Vl + 
* 27*an*PI•GIItBOtPO•v1sqtllPPA - 195•an•PI*GPI•BO•PO*vlsq 
b<l~b4 + 48tan•Pl•OII•BO•RHRO•visq + 24•an•PI•GII*PO•V1••3•UPPA + 
t 24•antPl•GPitPOtV1**3 + 24tantPiotGI!•IUIRO•V1**3 -
• 21•an•PI•B0••3•PO•KA.PPA- 516tan•PI•BOtt3tPO-
• 21•an•PI•B0••3•RHRO + 24•an•PI+b0sq•PO*Vl•KAPPA 
t 42tantPhbOsqtRHRO•V1 - 21tantPhBO•RHROtvlsq t 126tpisqtBOt 
* pOsq•I!:APPA + 7698•pisq•BO*p0sq + 168•pisq•BO•PO•RHRO•KAPPA 
• + 3912•pisqtBO•PO•RHRO + 42tpisq•BOtrhcsq•U.PPA 
b4-(b4 + 534•pisq•llO•rhcsq- 144•pisq•p0sq•V1•KAPPA-
t 192tpisqtPOtRHRO+V1•KAPPA - 1792*pisqtPO•RHROtV1 -
• 48•pisq•rhcsq•V1tKAPPA - 448*pisq•rhcsq•V1 -
t 21tPI•B0••3•PO•KAPPA - 2007+PI•B0••3•PO -21•PI•B0••3•RHRO•lJPPA 
t - 49StPitBOn3•RHRO + 24•PitbOsqtPO•V1tKAPPA -
• 18•PltbOsq•RHRO•V1•lAPPA + 162•Phb0sq•RHRO•V1 + 27t 
* PltBO•RHROtvlsq•KA.PPA - 195•PI•BO•RHRO•vlsq + 24tPl•RHRO•V1•• 
* 3*KAPPA + 24•PltRHRO•V1u3 t 135tBOu5)/72. 
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c4=6•an .. 3•pisqtpOsq + 6+ansq+pil;q+p0sq•UPPA + :26+ansq+pi~:~q• 
• pOsq + 12+ansq+pisq•PO•RHRO - 6+ansq+PI+GM+BO+PO+Vt - 3+ansqo 
• PhGJII+PO•v1sq - 3+ansq•Pl+b0s.q+PO + 24+an•pi!!.q•p0sq+IAPPA + 
+ SB+an+pisq+pOsq + 12+an+pisq+P0+RHRO+JI:APPA + 28tan+pisq*PO* 
• RHII.O + 6•an•pisq•.-hcsq- 6•an•PI•CM+BO+PO+Vt,.lAPPA + 6+an+PhGII 
+ +BO+PO+Vl - J•an+PI+GJII+PO+vlsq•U.PPA - 9+1Ul+PI+GJII•PO•v1sq 
• - 3+an+PI+bOsq+PO+lAPPA - 8+an+PI+b0sq+PO - 3+an+PI+b0sq+RHRO 
c4"(c4 - 6+an+PI+BO+IUIRO+V1 - J+an+PI+RHRO•vtsq + 
• 18•pisq+p0sq+ltAPPA + 38+pisq+p0sq + 24+pisq+PO•RHRO+JI:APPA + 
+ 40+pisq+PO+RHRO + 6+pisq+rhcsq•UPPA + 2+pisq+rhcsq -
+ 3+PI+bOsq+POtU.PPA - 29+PI•bOsq+PO- 3+Phb0sq•RKRO+KAPPA-
+ 5+PI+b0sq+RHRO- 6+PI+BO+RHRO•Vt•lAPPA + 6•PI•BO•RHRO•V1 
* 3*PI•RHRO•vlsq•PiAPPA- 9•PI•RHRO•v1sq + 3•80••41/12. 
r=rinit 
y(t)=a2•r•r+a4•r••4 
y(2)=bO+b2•r•r+b3•r••3+b4•r••4 
y(3) =c2•r•r+c4•r••4 
y(4)=r+k3•r••3 
y(5)=pO+p2•r•r 
y(6)=2.•a2•r+4.•a4•r••3 
y(7)=2.•b2•r+3 •b3•r•r+4.•b4•r••3 
y(8)=2.•c2•r+4.•c4•r••3 
y(9)=1.+3.•k3•r•r 
ç sol(i,m+O; i=l: A', :.L C', 3 !!:', 4: A, 5; I, 6: p 
sol(l,Q+l)=O. 
sol(2,0+1)=0 
sol(3,0+1)=l. 
sol (4, 0-1-1 ):Q_ 
sol(5,0+1l-o. 
sol (6 ,0+1 ):pO 
if"lag-=1 
ç solution loop 
do3m=l,l 
rout~•h 
call dode (F, Jeq ,y, r, r ou-.: ,relerr, abserr, i:flag, work, i"i•ork) 
i:f (i:flag .ne. 2) goto 57 
sol ( 1 ,m+i )=y(6) 
sol (2 ,m+l l:y(8) 
sol(3,.,+1):y(9) 
soH4,m+ll=y(1) 
sol (5 ,m+l )=y(4) 
lfri te( •, '(2E18 .8) ') r ,dexp(y( 1)) /r-u (1. -1 ./la~~~b) 
3 sol(6,m+ll=y(5) 
c output o:f results 
57 open (1, :file=arq, status= 'ne"') 
"rite<l,•l J,h 
do 5 m=O,J 
5 lfri te(l, 100) I"* h, sol (1 ,m+l), sol (2 , .. +1) ,sol (3,m-+1) , 
• sol(4,m+1) ,sol(S,m+l) ,sol(6,m+t) 
close(1,status=1keep') 
100 format(F12.6,6E17.7) 
••d 
2J:l 
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12) Programa int.erp: 
progruo interp 
c Quintic "Pl ine int~rpolation of static solution for the polytrope 
' implicit ree1•8 (a-h,o-z) 
real•S u; 
di10.ension 0(5, 5) , p(220) ,dC(220) ,A (220) , H (220) , cp(:220) , 
• d(220) ,cdC(220) ,cU(220), 
* Alllat(220,220),Rgt(220) 
vriteC•,•l 'I=' 
read(•,•l I 
15=1+5 
11"'1-1 
12=2•11 
13=3•11 
14=4•11 
DC1,1l=1.d0 
D<2,1l=2.6di 
D(3,ll=6.6dl 
D(4,0=2.6d1 
D(6,1>><1.d0 
0(1 ,2):t.d0 
D(2, 2)=1 .di 
DC3,2)=0.d0 
0(4,2)=-1 di 
0(5,2)"-l.dO 
D(1,3l=Ld0 
D(2 ,3)=2 .dO 
D(3,3):=-6.d0 
0(4,3)=2 dO 
D(5,3)=1.d0 
0(1,4)=1 dO 
D(2,4),.-2.d0 
0(3 ,4)=0 dO 
D(4,4l=2.d0 
D(5,4)"'-1.d0 
D(1 ,5)=1 dO 
D(2,5),-4.d0 
D(3,5)=6.d0 
DC4,5)=-4.d0 
D(S,S)=t.dO 
pi=l. dO•dat an( 1. dO) 
c physical parameters 
eta=10. 
pc:=O. 01 
ç input oT static sclution 
open (1 , file= 'stat .dat' , status~' old') 
read(i,•) lfake,h 
h2=h•h 
do 1 k=1,1+1 
1 read(l ,•) rfake ,dA,dC(k) ,dK,ACk) ,KK(k) ,p(k) 
close(t,status='keep') 
ifail=O 
do 4 i"l ,15 
do 5 j=1 ,15 
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5 A•at(i,j)•O. 
4 continue 
do 6 k=O,I 
do 7 j"')t.j.j ,1<+5 
7 A.at(k+3,j)~D(k-j+6,0+1)/120 
6 continue 
ç interpolaticn of p(r) 
' 
Rgt(ll=O. 
Rgt (21=0 
Rgt(1+4l"'O. 
Rgt(J+4J=-(eta+l.)•p(J+t)•dA 
Rgt(J5)"'0. 
do 11 j=l ,5 
Amat(1,j)=D(6-j,1+1) 
11 Amat(2,jl=D(6-j,3+1) 
do 12 j=l+l ,15 
jj=J-j+6 
A.mat (1+4, j l •N j j, 1 +1) /(24. th l 
12 ~at(I+S,jl=D(jj,2+1) 
do 13 k=O,I 
13 Rgt(k+3)=p(k+1} 
call Gauss (15 ,Amat , Rgt , cpl 
llrite(•,•l ' Interp. of p(r) c01opleted' 
c interpolaticn of dC(r) 
do 34 i•l ,15 
do 35 j=1,15 
35 Aaat(i,j)=O. 
34 continue 
do 36 kooO,I 
do 37 j=k+l ,1<1-S 
37 Asat(k+J,j)=D(k-j+G,O+l)/120. 
36 continue 
Rgt ( 1 l=-4. tpi • (eta+l . )tpc 
Rgt(2)=0. 
Rgt(1+4)=-8 tpit(eta+l.)tp(J+1)-dC(I+1)•(dC(I+1)+di/KK(J+1)) 
Rgt(IS)=O. 
do 8 j=1,5 
Amat(1,j)=D(6-j,1+1)/(24.•h) 
8 Amat(2,jl=D(6-j,2-l-1)/(6.•h2) 
do S j=l+l ,15 
jj=l-j-1-6 
Amat(J+4,j)=D(jj,1+1)/(24.•h) 
9 Amat(I+5,j)=D(jj,2+1) 
do 10 k=O,I 
10 Rgt(k+3)=dC(k+l) 
call Gauss(I5,Amat,Rgt,cdC) 
"rit<o(•,•) ' lnterp o-f dC/dr cO!!>pl<oted' 
c interpolation of A(r) 
do 44 i=1,15 
do 45 j=l ,15 
45 Amat(i,j)=O. 
44 continue 
do 46 k=O,I 
do 47 j=k+i ,k+S 
47 Amat(k+3,j)=D(k-j+6,0+1)/120. 
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46 continue 
flgt ( 11 =O. 
Rgt(2J"'O. 
Rst(l+4)cd.l. 
Rgt(J5)=4 •pi+(eta+3.l•p(l+t)-dA•(dC(I+1)+dl/lfl(l+t)) 
do 21 j"t,S 
Aaat (1' j )=0(6-j '1+1) 
21 A.at(2,jl=D(6-j,3+1) 
do 14 j=I+!,IS 
jj='J- j+6 
A.at(l+4.jl=D(jj,1+1)/(24.+h) 
14 .bat(J+S,j)"O(jj,2+t)/(6.+h2) 
do 15 k=O,J 
15 ll.g1Ji<+3)=A(k+t) 
call Gauss(IS,.I.mat,Rgt,c.l) 
vritef•,•l ' Interp. of A(r) completed' 
c interpolation of Hrl 
do 54 i=t,IS 
do 55 j:i,JS 
55 !aat(i,j):O. 
54 contioue 
" 
do 56 k"O,I 
do 57 j=k+l ,k+S 
Aaat(k+3,jl=D(k-j+6,0+1)/120. 
56 continue 
16 
J.gt(I)=l. 
Rgt(2)=0. 
RsJ: (1+4)"d! 
llgt (15 )=4. +pi+ (eta+7.) +U (1+1) +p(I+l) -dC(I+l) +dK 
do 16 j=1,5 
Aaat(l,j):D(6-j,1+1)/(24 +h) 
bat (2, j )=0(6- j, 2+1) 
do 17 k=O,I 
17 Rgt(k+3)=ll(k+1) 
call Gauss(IS,Ainat,Rgt,c!!) 
write(•,•) ' Interp o-f K(r) çolltpleted' 
c output of spline coeí'ficients 
open ( 1 , file= 1 coeff. dat 1 ,status" 1 nell 1 ) 
write(l,•) l,h 
da 22 1<"1 ,15 
22 ..ri te (i ,100) cdC(k) ,cA(k) ,cU:(k) ,cp(k) 
100 far.at(4E18.8l 
close ( 1 ,status= 'keep') 
""' 
subront in e Gauss(J, D ,X, T) 
aplicit real•8 (a-h,o-z;) 
integer P,Q 
daension D(220 ,220) ,P(220) ,Q(220), !(220), 
' X(220) 
do 10 i=l ,I 
P(i)=O 
10 Q(il=O 
do 1 m=i,l 
vrite(•,•l Linha no. ',111,' de ',1 
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= 
do2i•1,1 
if (P(i) .eq. 1) goto 2 
do 3 j=t,l 
i:f (~(j) .eq. 1) goto 3 
if (dabs(D(i,j)) .gt. r) then 
i1=i 
j 1" j 
r=dabs(D(i,jl) 
endi:f 
3 contil\ue 
2 coutinue 
P(i1)=1 
Qljl)=t 
s=D(it ,jll 
do 4 j=l,J 
4 DCii,jl=D(il,jl/s 
Hil)=X(i1)/s 
doSi"'1,1 
if (i .eq. il) goto S 
s=D(i ,j1) 
do 6 j=l,l 
6 D(i,j)=D(i,j)-s•D(it,jl 
J:( i) =X (i) -s•X (i!) 
5 continue 
continue 
da 7 i=l,I 
do 8 j=l,ll 
if (dabs(D(i,j)) .gt. 5) T(j)=X(i) 
a continue 
7 continue 
return 
•od 
13) Programa neutr: 
program neutr 
c Deteraination of neutral modes of the static polytrope 
c The DODE routine is employed 
c Oscillations of the metric components gthth, gzz, pressure and radial 
c velocity 
' 
c CODRDIIATE CIIIDITIOI dgtr=dtgrr=O. Variables, dtp,dtur,Gamma,Lubda. 
c The radial variable in the output is R= r~(i/lambda) 
c The pressure variable in the output is \varpi = (deHa pl/p. 
' 
c Latest revision: Jov. 29, 1993. 
i•plicit real•S (a-h,o-z) 
real•S kappa,LO,L2,lamb 
character•64 arq, arql , arq2 
external F 
c nu111ber o:f nodes and dependent Yariables 
parameter (leq=5, i"II=100+21•Jeq ,J:f:3 ,Jfu=2) 
di..,nsion cdC(300) ,cA(300) ,cU:(300) ,cp(300) ,!(Jf ,J:f), 
• y(Jeq) , "llork( iw) , i"llork (5) ,sol (2 ,4 ,310) ,Rgt (J:f) ,pr(H) , 
~li 
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• 
• 
• 
vk~l (10 ,vks2(Jf) ,slope(2) ,U(If ,Jf) ,gsin(2) ,gcos(2), 
.l.u (Ifu ,Jfu) , Rgtu (Jfu) , pru (lfu) , wkstu(lfu) , wkll2u (Jfu) , 
AAu(lfu,lfu) 
co_.,n cdC, cA , c!!, cp, h11. , :freq2, pftr, gm, an, ltappa ,e til, ls 
pi>«< OO*datan(l.!>O) 
c input data 
ope10 I 4, file= 'neu t r ins' , status= 'old') 
rl!ad'4,•l Jta.ak 
do 75 itask=1,1task 
writ.,(• ,•l '»>»>> '!ASJ:. •• ,itask 
read'4,•l ~,kappa,pc,cO,freq 
reaCf4,•l rmax,l,rinit,rmr 
reod,. 4. ,•) relerr ,abserr 
rea-!14,'(.1.)') arq 
read f 4, '(A)') arq1 
read I 4, '(A)') arq2 
c physical par~eters 
an=l I Cgm-1 , J 
f!ta=kappa+an 
laab=l , +4. • (eta+3.) I (eta-1 . ) u2 
par=S. •pi 
fr~2:cfreq•freq 
C step-siz" 
h= (r:-.u-rini t) /I 
h2=§.•h 
c input e-f spliiH! coefficients of the static solution 
ope& ( 1 , file=arq ,status= 'old') 
rea.C.fl,t) Js,hs 
JSs,.Js+5 
do l k=l ,J5s 
r .. ad(l ,•) cdC(kl ,cA(k) ,cKK(k) ,cp(k) 
clos~(l,status='keep') 
"llri:e(•,•l 'Static solution read' 
c initia1 cond:itions at 'r=O' 
do 12 k=1,2 
=ite(•,•l 'Regular solution J' ,k 
d<szzO=O. 
dJopc=O. 
if (k .eq. 1) then 
dtpc=l. 
else 
dtgzz0=1. 
U>dif 
~dtgzzO 
Gê'=- (par* (5 *eta+5 . -gm) •dtpc+freq2tgmtdtgz.z0) / (12. *gm) 
LC=-dtg.zzO 
L?:- (par• (5. •gm-gta-1.} •dtpc-5. •freq2*SJII*dtgzz0) f (12. *gml 
p::=-dtpç* (4. *pi•pc• (2. *kappa• (eta+t . )+an•g•n-gm•(6 +kappa+2. •an) + 
t kappat(an+3.•gm+3.))+freq2t(eta+1.))/(4 •gm) 
Q.l=-dtg.z.z0/4. -dtpc/(2 -•grn•pc) 
r=rinit 
c y(i)=L-bda, y(2)=Ga=a, y(3)=dtp, y(4)=dtur, y(S)=Lambda' 
J\.1l=LO+L2•r•r 
J l2) =GO+G2*r*r 
y<.3) =dtpc+p2•r•r 
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y('ll=ut•r 
y(5!=2.•L2•r 
sol 0; ,1 ,0+1) ry(i) 
sol r); , 2 ,0+1) =y (2) 
sol(k,3,0+1)=y(3) 
aol(k,4,0+1)~(4) 
iflag"l 
c aolution loop 
do 3 m=l,l 
rout=rinit+m•h 
call dode(F,Ieq,y,r,rout,relerr,abserr,iflag,oork,ioork) 
1f (iflag ne 2) then 
11riteC•,•J 'Problems vith dode: iflag=',iflag,'rout=',root 
stop 
endif' 
sol(k,1,m+1l=y(1) 
sol(k,2,m+1)=y(2) 
aol(k,3,m+1)=y(3) 
3 sol(k,4,m+1J=y{4) 
vrite(•,•) ' Solution loop completed' 
c least squares fit for- Gamrna(i)=sol(k,2,i+O. 
-in=rmr/h 
vTD=lamb•freq/cO 
do 2 i=l,lf 
do 4 j=l ,lf 
A(i,j)=O. 
do 6 m=!t'tlllin,l 
r"'rinit+n,•h 
6 A(i,j)=A(i,j)+phi(j,r,ovn,lamb)•phi(i,r,wvn,larob) 
4 continue 
2 continue 
de 8 Í"l ,lf 
J.gt(i)=O. 
do 9 "'=mmin,l 
r=rinit+m•h 
9 Rgt(i)=Rgt(i)+phi(i,r,wvn,lamb)•sol(k,2,.+1) 
8 continue 
ifail=O 
call F04ATF(A,If,Rgt,If,pr,AA,If,vks1,vks2,ifaill 
gsin(k)=pr(2) 
gcos(k.)=pr(3) 
12 slope(k)=pr(l) 
ç constrn<:tion of regular mode 
fctr=slope (2) /slope (1) 
gsin (2) :ogsin(2) -fctr•gsin(1) 
g<:os(2)=gcos(2)-fctr•gcos(2) 
do 14 j=1 ,4 
do 15 m=1,1+1 
15 sol (2, j ,ml "'5oH2 ,j ,ml -fctr•sol (1, j ,m) 
14 continue 
c 1U11plit. 1: phase of Gamrna 
A•pG=-dsqrt (gsin(2) U2tgcos (2) .. 2) 
phG=-argu (gcos (2) ,gsin(2)) 
c least sqnares fit of a.constic 11ave (dtur=~o1(2,4,or+l)) 
llvn=lamb•freq•dsqrt((eta+1.)/gm)/c0 
219 
PROGRAMAS 
" • 
~po= 11 am.b+an- ( lamb-1 . ) • (kappa+eta•an)) I (2. • (an+l . ) ) 
m~~in"rzu/h 
do 42 i=1, Jfn 
do 44 jz1 ,Ji'u 
Au(i,j)=O. 
do 46 m=mrnin, I 
r=rinit+m•h 
Au (i, j) :,\u( i, j) 'l"phiu (j , r, lfvn, lamb, xpn) •phi u (i , r, vvn , 
h.mb ,xpo) 
44 c<.~ntinue 
42 çnntinue 
do 48 i=i,l:fu 
l!.gtu(i)=O. 
do 49 m~in,l 
r=rinit+m•h 
49 Rgtu(il=Rgtu(i)+phiu(i,r.vvn,lamb,xpol•sol(2,4,m+1) 
48 continue 
ifail=O 
call F04A TF(Au, Jfu ,Rgtu ,lfu, pru ,H.u, Jfu, 11ksl u, vl<s2u, ifaill 
llrite(•,•l' Least squares t:it completed (dtur)> 
A.Dpu=dsqrt (pd 1) u2+pr(2) u2) 
phu=-argu(pr(2),pr(1)) 
c output of amplit. l phase 
open ( 1 , file=a.-.-q2, status='"""') 
vrite(1,105) gm,eta,pc,freq 
vrite(1,110) ampG,am.pu 
write(l,110) phG,phu 
105 fon.at(4E14.5) 
110 for.at(2E14.5) 
close(l,status='keep>) 
ç output o~ results 
open ( 1 , file=arql, status=' nev ') 
k=2 
do 5 rn=O,J 
r=~~~•h4-rinit 
xi=r/hs 
p=spl ineS(xi ,çp) 
Rll.=r .. (1./lamb) 
5 "rite(1,100) RR,sol(k,1,m4-il,sol(k,2,m4-1), 
• sol(k ,3 ,m4-l) /p, sol (k ,4 ,m+l) 
close(l,status='keep') 
100 foraat(F9.6,4E17.7) 
75 çontinue 
close(4,status='keep>) 
'"' 
rea.J.•8 í'unction phi (k, r, wvn, lamb) 
i~aplicit real•S (a-h,o-;>:) 
real•S lamb 
R.R=r .. (l./llllnb) 
s=-ds in( wvn•RR) /RRU1. 5 
ç~ços(wvn•RR)/RR••1.5 
i~ (k .eq. 1) then 
phi=t./r 
elseif (k .eq. 2) then 
:?:\) 
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~h i"'" 
eleeif (k .eq 3) then 
phi"'c 
el...,if (k .eq. 4) then 
phl=l /(r+RR) 
elst>if (k eq. 5) then 
phi=,./RR 
else 
phi"'c/I!.R 
<.mdif 
~eturn 
'"' 
real•8 function phiu(k,r,~vn,lamb,xpo) 
i~plicit real•8 (a-h,o-z) 
real•8 l=b 
RR=ru(t./lamb) 
s=dsin(~vn•RRl/RR••xpo 
c=dcos(vvn•RR)/RR••xpo 
if (k .eq. 1) then 
phin=s 
eleeif' (); .eq. :Z) then 
phiu=c 
elsei:t (I< .eq. 3) then 
phiu=s/llfl 
else 
phiu=c/RR 
endif 
return 
.. , 
subroutine F(r,y,yp) 
iO>plidt real•B (a-h,o-z) 
real•B I~,L,LK,kappa 
para..eter(leq=Sl 
dimension cdG(300),cA(300),cKX(300),çp(300),y(leq),yp(leq) 
ço1111110n cdC, c A, c!l, cp ,hs, :freq2, par-, S"', an, kappa, e ta ,ls 
c compntation of coef"ficients in perturbation equations 
xi=r/hs 
if (xi .gt. Js) then 
stop 
else 
dC=splineS(xi,cdC) 
&~splineS(xi,cA) 
dA~dsplineS(xi,ci)/h3 
ll~spline5(xi,cK!) 
d!l=-dspline5 (.ü ,cll) /hs 
p=spline5(xi,cp) 
endif 
Ll:dll/ll 
cti=U+dC-dA 
phil= (3. • (3. •dA•dA+dC•dC+LK•UJ +2. •(2. •dhdC-4 •dA•U:+dC•Ll) J I ctl 
phi2:(9tdA•dA-dCtdC+LI•U-6.•dA•LKJ/ctl 
phi3~(3 tdA+dC-Ll)/cti 
phi4=(dA+dC+L!)/ct1 
221 
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L"'y(tl 
G=y(2) 
dtp"'y(3) 
dtur=y(4) 
dL=y(S) 
yp(D"'dL 
yp(2 )=-O S• (t.:K+dC-3. •di) •G-0 5* (U-3. •dA-dC) •L+2. •par• 
• dexp(A)•(ata+l.l•p•dtur 
:rp (3 1~- ( an+l . +kappa/gml •dA•dtp-ka.ppa* (eta+l. ) •dellp(A.) •dA+dA •p•dtur 
• I ( an+! )+O. 25• (eta+l . J•p• ( phi3•dL+phi4•yp(2) l-par•( eta+l. hp• 
• dtp/ ct 1 +freq2• (eta+1 ) •p•dexpl-A) * {0. S•de:xp( -A) *G/ctl +dtur) 
yp ( 4)=- (dC+Ll-an• (eta+l . ) •dA/ (an+! . l hdtur-dexp{ -A) •dtp/ (gm•pl-
• O.S•dexp(-A}•G 
yp(S J =-o. S•phi t•y(S) -o. 5•phi 2•yp{2 1+2 •rar•phi3*dtp-freq2* 
* dexp(-2•A)•(phi3•G+L) 
return 
"' 
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