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Mixing between two different miscible fluids with a mutual interface must be initiated by fluid
transporting across this fluid interface, caused for example by applying an unsteady velocity ag-
itation. In general, there is no necessity for this physical flow barrier between the fluids to be
associated with extremal or exponential attraction as might be revealed by applying Lagrangian
coherent structures, finite-time Lyapunov exponents or other methods on the fluid velocity. It is
shown that streaklines are key to understanding the breaking of the interface under velocity agita-
tions, and a theory for locating the relevant streaklines is presented. Simulations of streaklines in a
cross-channel mixer and a perturbed Kirchhoff’s elliptic vortex are quantitatively compared to the
theoretical results. A methodology for quantifying the unsteady advective transport between the
two fluids using streaklines is presented.
PACS numbers: 47.10.Fg, 47.51.+a, 47.55.N-, 47.32.Ff, 47.27nd, 47.32.cb
I. INTRODUCTION
If present in a steady nonchaotic flow, coherent blobs
of two miscible fluids separated by a streamline will tend
to mix together via the typically inefficient mechanism of
diffusion. This is a common situation in microfluidics, in
which a sample and a reagent are to be mixed in order
to achieve a biochemical reaction in, say, a DNA synthe-
sis experiment, and in which low Reynolds numbers are
inevitable due to spatial dimensions and typical velocity
scales. Accelerating the mixing can be achieved by intro-
ducing unsteady velocity agitations to impart advective
transport across the flow interface. If this process results
in fluid filamentation across/near the interface, it will
enhance diffusive mixing in addition to causing advective
intermingling between the two fluids. Understanding this
process, and being able to quantify resulting fluid mix-
ing, is important in flows ranging from geophysical to
microfluidic, for example in assessing how an introduced
pollutant blob mixes with exterior fluid in the ocean, or
how a sample and a reagent can be mixed together effec-
tively in micro- or nano-level bioreactors.
The role of Lagrangian ‘unsteady flow barriers’ in sepa-
rating regions of fluid which move coherently is now well-
established [1–3]. Ideas for these arose from the concepts
of stable and unstable manifolds for stagnation points
in steady flows, which in many models can be shown
to explicitly demarcate regions which have different La-
grangian flow characteristics (see Fig. 1 in each of [3–6],
for steady examples; these arguments have been shown
to work in unsteady flows as well [7].). Thus, for ex-
ample, the outer boundary of an oceanic eddy in such
a model would contain one or more stagnation points,
each of whose stable manifolds connects up as the unsta-
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ble manifold of another (or the same) stagnation point.
This is necessary to ensure a different flow topology in-
side the eddy/vortex from the outside. When a stable
manifold coincides with an unstable manifold it is called
a heteroclinic manifold [8]. These entities satisfy a vari-
ety of other interesting characteristics, including (i) be-
ing associated with curves/surfaces of maximal attrac-
tion or repulsion, (ii) blobs on them eventually expand-
ing exponentially in some directions while contracting
exponentially in complementary directions, and (iii) be-
ing transport barriers in the sense that the fluid on the
two sides remains ‘almost’ coherent under the flow. By
targetting exactly these characteristics in unsteady flows
defined only for finite times, obtained either from numer-
ical solutions of governing equations or directly from ex-
perimental/observational velocity data, researchers from
many fields attempt to determine unsteady flow barri-
ers. For the three characteristics mentioned, the relevant
methods are respectively (i) hyperbolic Lagrangian co-
herent structures [1, 7, 9–11], (ii) finite-time Lyapunov
exponent ridges [12–18], and (iii) eigenvectors associated
with the Perron-Frobenius (transfer) operator [19–21].
(It must be noted that the term ‘Lagrangian Coherent
Structures’ is often used for all these techniques, and
many more, to highlight the fact that these are based
on Lagrangian evolution of particles; the idea is to de-
termine entities which separate fluid blobs which move
in some coherent fashion in a velocity field.) Direct sta-
ble/unstable manifold definitions for unsteady flows can
also be used by appropriately extending to infinite times
[18, 22, 23]. These methods all identify the flow barri-
ers purely by examining the velocity field, i.e., they de-
termine curves/surfaces arising from analysis of the La-
grangian flow equation x˙ = u(x, t), where u(x, t) is the
(potentially unsteady) velocity field, known either explic-
itly or from discrete data.
This rich suite of methods continues to grow [24–30],
2and improvements to existing methods continue to be re-
ported [2, 10, 11, 15, 31–33]. However, given that these
are all based directly on the velocity, they ignore actual
flow interfaces between two fluids. Thus, they are gener-
ally inapplicable for two-phase flows of miscible fluids, as
highlighted by simple examples in Fig. 1. In the upper
panel, two different fluids enter a microchannel from the
left, each entering perhaps from syringes or tubes (not
pictured) positioned on the upper and lower sides of the
channel. Since these fluids could for example be a sam-
ple and a reagent in a microfluidic bioreactor, there is
no necessity for the two fluids to be needed in the same
proportion. This results in the fluids flowing to the right
in a laminar fashion, with their mutual fluid interface
not along the centerline of the channel. Attempting to
identify the flow interface purely from the fluid velocity is
futile; there is absolutely nothing distinguished about the
streamline along the flow interface (in magenta) in com-
parison to other streamlines. It is not even the stream-
line of maximum speed, which (if assuming the classical
parabolic velocity profile) is at the centerline [34]. All
methods describe above will therefore fail in this simple
example. The flow interface is something physical, and
not derivable from the velocity field. The lower panel
of Fig. 1 shows a situation in which an anomalous fluid
(a pollutant, nutrient, chemical, plume of higher tem-
perature, etc) has intruded into the center of a vortex.
The flow interface between the interior and exterior flu-
ids here is a streamline, but once again there is nothing
distinguished about this streamline based on the velocity
field. There are closed streamlines both inside and out-
side this particular interface which distinguishes between
the inside and outside fluids. It is such flow interfaces be-
tween miscible fluids, and determining transport across
them under the introduction of velocity agitations, that
is the focus of this article.
All methods based purely on the velocity field (such
as finite-time Lyapunov exponents, curves of extremal
attraction, transfer operators, or stable/unstable mani-
folds) fail in identifying this physical flow interface, even
in these simple steady examples. If attempting to deter-
mine transport between the fluids, one numerical method
which would work is to think of evolving the fluid density
of each of the fluids according to an advection-diffusion
(convection-diffusion) equation [5, 23, 35–38] or other rel-
evant dynamics [36, 37, 39, 40]. Rather than limiting
attention to the fluid velocity and resulting Lagrangian
trajectories, the trick would be to consider the two evolv-
ing fluid density fields. One might define the flow inter-
face as a front of one of these density fields, and under
the operation of advection and diffusion (assuming that
there is a known way to parametrize the Pe´clet number
which characterizes the strength of the diffusion), one
might be able to computationally make progress on this
issue. However, this will not help in obtaining a broader
conceptual understanding of the process. How does the
fluid interface evolve? Is it possible to characterize how
‘complicated’ it gets? How can the interchange of fluid be
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1
2
1
2
a = b
FIG. 1. Two situations in which a steady flow interface cannot
be characterized in terms of a distinguished entity of x˙ =
u (x), but is rather the interface (magenta) between fluids 1
and 2.
quantified? Is there an optimal velocity agitation to max-
imize cross-interface transport? Having a theory would
give the ability to analyze questions such as these, with
the longer term goal of being able to maximize or limit
transport [41–48] according to our wishes.
Studying interfaces between two miscible fluids is not
new, and includes much recent work [36, 37, 39, 40, 49–
52]. The approach followed here, in which the Lagrangian
particle evolution is directly used in conjunction with
techniques inspired by dynamical systems theory, is how-
ever a novel approach, which moreover provides tools for
answering the questions posed above. The key to pro-
ceeding is in determining how one might identify the flow
interface under unsteady velocity agitations. It will be
argued that the concept of a streakline is the most ap-
propriate to use, under the condition that the velocity
agitation is confined to a certain region. (The streaklines
used here are not associated with stable/unstable man-
ifolds, as might be the case if considering the interface
between a fluid and a bluff body [53–56].) Briefly, this is
because if the agitation is confined to being downstream
of a in the top panel of Fig. 1, then the streakline passing
through a will demarcate the boundary between the two
fluids, as fluids arriving from upstream on the two sides
of a are different.
This paper is organized as follows. Section II will
develop the theory for the streaklines—the ‘nominal’
flow interfaces when the weak velocity agitations are
considered—and their evolution with time. Explicit an-
alytical expressions are obtained by utilizing dynami-
cal systems methods, and are valid for general time-
dependence in the velocity agitation, and also allow for
compressibility in the fluid. Section III provides a valida-
tion of these expressions in comparison to numerical sim-
ulations of streaklines, in two examples which are loosely
3based on Fig. 1. Specifically, the first example consid-
ers the impact on the flow interface as a result of intro-
ducing flow in cross-channels (a so-called cross-channel
micromixer [5, 57–61]), while the second concerns the
impact on the ‘boundary’ of Kirchhoff’s elliptic vortex
[62–66] due to weak external strain. In Section IV, a
theory for quantifying the transport between the two flu-
ids as a result of the agitation is developed. Of particular
interest here is the question of ‘transport across what?’
since when the flow is unsteady, there is ambiguity in
defining the fluid interface. If the interface is thought
of in terms of a timeline (i.e., particles seeded on the
interface, and evolved with time), since the timeline is
a material surface, there can be no transport across it.
Therefore, an appropriate way of defining a ‘nominal’
flow barrier, which respects the streakline ideas, needs to
be formulated. An explicit approximation for the trans-
port between the two fluids is obtained; this shall be
useful in future work in, for example, determining forms
of velocity agitations which maximize transport (as in
the similar developments for heteroclinic situations [46–
48, 67]). The theory is once again validated by numerical
simulations of the same two examples in Section V. The
second of these offers a novel way of examining the oft-
studied problem of vortices in an external straining field
[23, 38, 68–74]; here, the Lagrangian fluid interchange
between the interior and exterior fluids caused by weak
external strain is quantified. Finally, directions of future
work are outlined in Section VI.
II. UPSTREAM AND DOWNSTREAM
STREAKLINES
Consider a steady two-dimensional flow in which there
is a persistent (one-dimensional) flow interface between
two different miscible fluids. The persistence of this en-
tity is annoying from the perspective of mixing the two
fluids together, and hence the goal is to understand how
an unsteady velocity agitation affects this flow interface,
and how the resulting advective transport between the
fluids can be quantified. Firstly, to introduce notation,
consider the steady flow
x˙ = u (x) , x ∈ R2 . (1)
Incompressibility is not assumed for the fluids, but u is
assumed to be smooth. Now, a flow interface Γ that per-
sists in the steady flow (1) must have no fluid velocity
perpendicular to Γ. Thus, the velocity u is tangential to
Γ, which can be characterized as part of a streamline of
the initial steady flow. Since the velocity is steady, this
can be thought of as a streamline, streakline, or path-
line, but as shall be seen shortly, when an unsteady ve-
locity agitation is applied, thinking of the flow barrier
as a streakline is the correct approach. Let Γ be such
a streakline. A velocity agitation will be applied to the
part of Γ which lies between the points a and b only,
and this restricted part of Γ shall be denoted Γ˜. Thus,
a =xHpuL
b =xHpdL
G
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FIG. 2. The generic steady streakline Γ (dashed), and its
restriction Γ˜ (solid) to between a and b, which is parametrized
in the form x¯(p), with p ∈ [pu, pd].
Γ˜ is a curve which starts at the upstream anchor point
a, and connects along the streamline emanating from a
and progressing to the downstream anchor point b. Two
generic situations are possible: (i) a 6= b, in which case
Γ˜ is an open curve, and (ii) a = b, in which case Γ˜ is a
closed curve. These two situations are exactly analogous
to those shown in Fig. 1; however, there is no necessity
for the streaklines to be as uniform as those pictured
here. The streakline Γ is the extension of Γ˜ along the
streaklines passing through a and b; it is clear that in
the open case Γ extends beyond Γ˜. In the closed case,
the streakline Γ can be thought of as retracing the closed
loop Γ˜ repeatedly, as will happen if dyed particles are
continually ejected at a = b.
There are two assumptions on the flow interface. The
first is that Γ˜ be a simple (non self-intersecting) curve.
The second—which is crucial—is that u 6= 0 on Γ. If
u = 0 at some points on Γ, then Γ will consist of
parts of heteroclinic manifolds, and established theory
for locating these [3, 4, 75], and the resulting transport
time-periodic [68, 76, 77], aperiodic [78] or impulsive
[79] situations, applies. Moreover, standard diagnostic
tools such as finite-time Lyapunov exponents or curves
of maximal attraction are viable candidates for numer-
ically determining the flow barriers. Therefore, stagna-
tion points will be explicitly precluded on Γ; it shall be
non-heteroclinic.
The streakline Γ is easily defined as a curve in R2, via
a parametrization x¯(p) as shown in Fig. 2. Here x¯(p) is
a solution to (1)—where the parameter p can be thought
of as time—which obeys x¯(pu) = a and x¯(pd) = b. The
superscript u is to be identified with ‘upstream,’ and d
with ‘downstream’ throughout this article. The restric-
tion p ∈ [pu, pd] identifies Γ˜, the part lying between a and
b, to which the velocity agitation will be confined. If Γ˜
is closed, then the velocity agitation will occur through-
out Γ (the periodic repetition of Γ˜, except at the anchor
point a = b. Indeed, x¯(p) is a periodic function of p in
this instance, but the restriction to Γ˜ acheived by setting
p ∈ [pu, pd] implies that x¯(pu) = a but that pd is the
4next instance in which x¯(p) reaches a, which is of course
b. In either the open or closed situation, of interest is
the fact that the upstream streakline emanating from a
is identical to the downstream streakline emanating from
b in this steady situation, and moreover these are each
identical to Γ.
In preparation for introducing time-dependence in the
velocity, it pays to understand how the upstream streak-
line evolves with time. The time-variation of this up-
stream streakline can be quantified by the definition
Γu0 (t) :=
⋃
p∈R
{
xu0 (p, t) which solves (1)with
condition xu0 (p, t− p+ p
u) = a
}
. (2)
The p above provides a parametrization of the upstream
streakline at each fixed time instance t, where the p can
be thought of as identifying a particle. The particle which
is at the location x¯(p) at time t is the one which passed
through a at time t−p+pu (i.e., a time pu−p prior to t).
Note that the upstream streakline here is not restricted
to Γ˜, since the p-values go beyond [pu, pd]. This therefore
incorporates parts of Γ before a (these are particles which
will go through a in the future), and beyond b (these
have gone through a in the past) shown by the dashed
curve in Fig. 2. The upstream streakline encapsulates
all trajectories that will go through a, in their entirety.
Analogously, the downstream streakline
Γd0(t) :=
⋃
p∈R
{
xd0(p, t) which solves (1)with
condition xd0(p, t− p+ p
d) = b
}
(3)
identifies all particles which go through the downstream
location b at some time. For closed Γ˜, since a = b, the
upstream and downstream streaklines coincide. Thus, in
this case, it suffices to simply use one of the definitions.
The parametrization above—with p being a fixed
particle along the streakline and t the time at which the
streakline is being observed—shall be retained when the
flow is subject to an unsteady velocity agitation in the
form
x˙ = u (x) + v (x, t) . (4)
The agitation velocity on Γ shall be confined to be be-
tween a and b only. This shall specifically be stated as
v(x¯(p), t) =

 0 for p ≤ p
u or p ≥ pd (open Γ˜)
0 when x¯(p) = a (closed Γ˜)
(5)
For open Γ˜ this means that the unsteady agitation v is
zero up to (and including) the point a, which enables the
understanding that the a continues to be at the interface
of the two fluids, as they come in towards a. Thus, a
continues to be an anchor point on the flow interface in
forward time. Similarly, b would be an anchor point on
GΕ
uHtL
GΕ
dHtL
a
b
GxHpL
xΕ
uHp,tL
FIG. 3. The unsteady upstream (Γuε (t), in red) and down-
stream (Γdε(t), in green) streaklines at an instance in time t,
defined according to (6) and (7).
the interface in backward time. For closed Γ˜, a = b, and
x¯(p) periodically traverses Γ˜. Thus, once going ‘beyond’
b on Γ˜, one returns to points in which a velocity agitation
continues to exist, and it cannot be ‘turned off’ as in the
open situation. To enable an anchor point on the flow
interface to continue to be defined under the agitation,
it is necessary to fix the agitation to be zero at a, which
shall be the release point of the streakline. Moreover—
in representing this as an agitation on a dominant steady
flow—it shall be assumed that
|v (x, t)| ≤ ε |u (x)| forx ∈ Γ and t ∈ R ,
where ε ≪ 1, and v is smooth in x. Note however that
v is otherwise arbitrary for the theory to follow: it may
satisfy∇ ·v 6= 0, possess aperiodic time-dependence, etc.
Now, exactly analogous to the definitions of the steady
upstream and downstream streaklines, the unsteady ones
associated with (4) can be defined by
Γuε (t) :=
⋃
p∈[−P,P ]
{
xuε (p, t) which solves (4)with
condition xuε (p, t− p+ p
u) = a
}
(6)
and
Γdε(t) :=
⋃
p∈[−P,P ]
{
xdε(p, t) which solves (4)with
condition xdε(p, t− p+ p
d) = b
}
. (7)
A mild technicality in comparison with the steady streak-
line definitions is the replacement of the ∞ by P , which
is any finite positive number. This because it is not pos-
sible to maintain control for all time for particles which
have gone through the velocity agitation region, but this
can only be accomplished for finite times, as large as re-
quired.
These streaklines at a fixed time t are shown in
Fig. 3, to be viewed in conjunction with the steady (non-
agitated) streakline picture of Fig. 2. The steady Γ of
5Γ˜ open Γ˜ closed
pu+ min
{
p, pd
}
p
pu− p
u −P
pd− max {p, p
u} p
pd+ p
d P
TABLE I. Definitions of pu,d± for use in Theorems 1 and 2.
Fig. 3 is shown by the thick curves: it consists of the thick
red curve upstream of a, the thick dashed black curve be-
tween a and b (i.e., Γ˜), and the thick green curve down-
stream of b. The unsteady upstream steakline Γuε (t) is
shown in red, and consists of a thick part which coincides
with Γ (upstream a), and then the extension which need
not. Similarly, Γdε(t), shown in green, coincides with Γ
downstream of b (shown by the thick green curve), while
not necessarily so upstream of b. As time progresses,
(the thin portions of) Γu,dε (t) will wiggle around due to
the velocity agitation. They may even intersect in var-
ious ways. Since the upstream and downstream streak-
lines are not necessarily coincident, the previously clear
flow interface Γ between the two fluids has broken. Fluid
arriving towards a on the two sides of Γ, and then subse-
quently advecting in forward time, are separated by the
upstream streakline Γuε . On the other hand, fluid which
is ‘separated’ by the part of Γ downstream of b is sepa-
rated by Γdε in backward time. The intermingling of Γ
u
ε
and Γdε results in fluid which was separated in backward
time not being identical to the fluid which is separated
in forward time. Transport is achieved between the two
fluids as a result of this, and shall be explored in more
detail in Section IV. At this point, the focus shall be on
determining the time-varying locations of the upstream
and downstream streaklines.
In preparation for stating the characterization of the
unsteady streaklines, the notation
J :=
(
0 −1
1 0
)
, IT (t) :=
{
1 if t ∈ T
0 if t 6= T
,
will be useful. Notice that J rotates vectors by +π/2,
and from Fig. 2,
nˆ(p) :=
Ju (x¯(p))
|u (x¯(p))|
(8)
is a unit normal vector to Γ at the parametric location p.
The unsteady modifications to the upstream and down-
stream streaklines in this normal direction can now be
quantified:
Theorem 1 (Upstream streakline) Under the defi-
nitions of Table I, the parametric representation xuε (p, t)
of Γuε (t) satisfies
[xuε (p, t)− x¯(p)] · nˆ(p) =
Mu(p, t)
|u (x¯(p))|
+O(ε2) (9)
where
Mu(p, t) := I[pu
−
,P ](p)
∫ pu+
pu
exp
[∫ p
τ
[∇ · u] (x¯(ξ)) dξ
]
[Ju (x¯(τ))] · v (x¯(τ), τ + t− p) dτ . (10)
For the proof, the reader is referred to Appendix A.
The crux of this theorem is in characterizing the normal
displacement from x¯(p) to a point xuε (p, t) on Γ
u
ε (p, t), as
indicated by the arrow in Fig. 3. This is therefore given
for p ∈ [−P, P ] by
xuε (p, t) = x¯(p) +
Mu(p, t)
|u (x¯(p))|
nˆ(p) +O(ε2) (11)
if the tangential displacement is ignored [80]. This allows
for the streakline to be located and tracked theoretically
to O(ε), since Muε = O(ε) due to the presence of v in the
integral (10).
The prefactor in (10) simply ensures that the displace-
ment is zero upstream of a if Γ˜ is open, but if Γ˜ is closed,
‘upstream of a’ is once again in the velocity agitation re-
gion and thus the displacement incurred is not zero. The
subtlety in the upper limit pu+ is because in the open sit-
uation, once a particle has gone beyond b (i.e., beyond
x¯(pd)), there is no longer any velocity agitation applying.
Hence there will be no additional (leading-order) change
in each particle’s position, and so pu+ will be set to p
d
as shown in Table I. Before arriving at b, it will be p;
hence the expression min
{
p, pd
}
. If Γ˜ is closed, when a
particle approaches x¯(pd) it has once again arrived at a,
and it will experience the velocity agitation once again
as it repeatedly traverses a path which is O(ε) close to
Γ˜. Hence the setting of pu+ = p. There is no necessity for
Γuε (t) to consist of a closed loop, however, since when a
streakline arrives back to near a, it will generically not
be at a. This streakline will then wrap around repeat-
edly. In computing the displacement of the streakline
in the closed Γ˜ situation, the terms in (10) involving u
will therefore periodically repeat, but the presence of the
general time-dependence in v in (10) ensures that the
normal displacement is not generally periodic in p or t.
If only interested in forward time, i.e., the time-varying
curve which separates the two different fluids arriving
at a and progressing beyond, then the upstream streak-
6line is what is needed. However, the downstream streak-
line is relevant to understanding the origins of the fluid
which are separated beyond b. The separating curve is
the streakline passing through b, i.e., the downstream
streakline. As will be seen in Section IV, the downstream
streakline also becomes important when attempting to
quantify the transport across the (now broken) fluid in-
terface. A similar quantification of the modification, in
the direction normal to Γ, of the downstream streakline
is possible:
Theorem 2 (Downstream streakline) Under the
definitions of Table I, the parametric representation
xdε(p, t) of Γ
d
ε(t) satisfies
[
xdε(p, t)− x¯(p)
]
· nˆ(p) =
Md(p, t)
|u (x¯(p))|
+O(ε2) (12)
where
Md(p, t) := −I[−P,pd
+
](p)
∫ pd
pd
−
exp
[∫ p
τ
[∇ · u] (x¯(ξ)) dξ
]
[Ju (x¯(τ))] · v (x¯(τ), τ + t− p) dτ . (13)
The proof for Theorem 2 is similar to that of Theo-
rem 1, and shall be skipped. The use of this theorem is
the possibility of representing Γdε(t) parametrically by
xdε(p, t) = x¯(p) +
Md(p, t)
|u (x¯(p))|
nˆ(p) +O(ε2) (14)
for p ∈ [−P, P ]. A point which is perhaps not obvious is
that when drawn at a time t, an upstream streakline may
intersect a downstream streakline, in either a transverse
or tangential fashion. This is because such intersections
correspond to fluid particles which went through a in the
past, and will go through b in the future. This is in con-
strast to ‘standard’ streakline approaches which might
consider releasing particles from both points continuously
in time, and viewing the resulting evolving curves for-
ward in time; in this case, intersections are prohibited
unless the streakline through a has at some intermediate
time gone through b.
III. STREAKLINE VALIDATION
In this section, streaklines will be obtained by numeri-
cal simulation, and compared with the theoretical expres-
sions of derived previously, in two examples: two fluids
in a channel, and an anomalous fluid inside an elliptic
vortex. These same examples will be examined subse-
quently, in Section V, in computing the associated fluid
transport.
A. Two fluids in a microchannel
As the first example, consider two incompressible flu-
ids travelling along a straight channel. At the microflu-
idic level, it is well-known that these will tend not to
mix across their flow interface, and sloshing fluid in the
direction normal to this interface via cross-channels is a
standard strategy which is used [5, 57–61]. This interface
is shown by the dashed curve in Fig. 4, which need not
1 2 3 n
2 d1 2 d2 2 d3 2 dn
xHp1L xHp2L xHp3L xHpnL
a bU
FIG. 4. Channel flow with cross-channels.
be centered since the volume flow rates of the upper and
lower fluids need not be the same. For well-developed
steady flow (with no flow in the cross-channels), fluid
along the interface will at a constant speed, U . The
steady streakline is therefore x¯(τ) = (x(τ), 0) = (Uτ, 0).
To account for the many possibilities which are avail-
able in the literature, a general geometry consisting of n
cross-channels shall be assumed. The jth cross-channel
is centered at the x location x(pj), and is assumed to
have width 2dj , where for consistency it is necessary that
x(pj) + dj < x(pj+1) − dj+1. In this case, x(pj) = Upj,
and the upstream point can be taken to be any point
upstream of (Up1− d1, 0) and the downstream point any
point downstream of (Upn+dn, 0). Thus, p
u ≤ p1−d1/U
and pd ≥ pn + dn/U . Experimental evidence [48, 59–61]
suggests that the flow in the cross-channels takes on a
parabolic profile, which can be modeled by
vj(x, y, t) =
vj
d2j
[
(x−Upj)
2
−d2j
]
cos (ωt+ φj) jˆ , (15)
for Upj − dj ≤ x ≤ Upj + dj , where vj > 0 is a velocity
scale representing the speed at the center of the cross-
channel, ω > 0 is the frequency of fluid sloshing, and φj
enables the specification of how the cross-channels are
operating in relation to one another. For example, if all
cross-channels are in phase, then φj ≡ 0, and if adjacent
ones are exactly out of phase, then φj = jπ. Therefore,
the geometry and velocity specification can account for
7very general cross-channel configurations. It is assumed
that ε = maxj |vj | /U ≪ 1.
The observations |u| = U , ∇ ·u = 0 and Ju = U jˆ are
useful in computing the upstream streakline as given in
(11). Thus, to leading-order
xuε (p, t) = Up iˆ+
Muc (p, t)
U
jˆ , (16)
where, from (10),
Muc (p, t)=I[p1−d1/U,P ](p)
∫ min{p,pn+dn/U}
p1−d1/U
n∑
j=1
I[pj−dj/U,pj+dj/U ](τ)U
vj
d2j
[
U2 (τ−pj)
2
−d2j
]
cos [ω (τ+t−p)+φj] dτ .
(17)
(The subscript c is used for ‘channel,’ to contrast with
the vortex example to be presented subsequently.) For
given parameter values, the integral above can be ex-
plicitly computed, thereby providing the time-variation
of the upstream streakline via an explicit expression
for this general geometry. To compare with numerics,
choose a situation where U = 1, ω = 4, ε = 0.1 and
n = 5, with channels specified by {pj} = {1, 2, 3, 4, 5},
{vj} = ε {1, 0.5, 1, 1, 1}, {dj} = {0.1, 0.1, 0.1, 0.3, 0.1}
and {φj} = {π, 2π, 3π, 4π, 7π/2}. Thus, the second cross-
channel has a smaller maximum speed than the others,
the fourth is triple the width of the others, and the fifth
has a phase which is at odds with the exactly-out-of-
phase nature of the other channels. Initially, y = 0 is
taken to be the fluid interface. Numerical simulations
with red dye released at a = (0.5, 0) (upstream of ve-
locity agitations) on the interface at time 0 are shown
in Fig. 5 at several instances in time. The black curves
illustrate the instantaneous velocities in the cross direc-
tions, scaled so that they fit into this picture. It should
be noted that beyond (5.1, 0) (the final point at which
the velocity agitation applies with these parameter val-
ues, the streakline is not simply along y = 0. The curves
in the streakline caused by the velocity agitations will
be swept along, with no additional agitation. A video
of the upstream streakline (i.e., unsteady fluid interface)
evolution is provided with the Supplementary Materials.
In Fig. 6, the identical parameter and time values as-
sociated with the numerical streakline calculations were
used, but now the theoretical leading-order upstream
streakline (expressions (16) and (17)) is plotted. The
agreement between Figs. 5 and 6 is excellent. One slight
difference is that in the theoretical streakline as shown in
Fig. 6, the streakline extends all the way across. This is
because the theoretical streakline has been computed by
considering fluid particles going through a = (0.5, 0) at
all times in the past. In contrast, the numerical streak-
lines shown in Fig. 5 were obtained by synthetically re-
leasing red dye at a from time 0 onwards. While making
a decision of this sort is inevitable in a numerical simula-
tion, the theoretical expressions enable the full streakline,
associated with particles released at a in the distant past,
to be obtained.
To compare the differences in more detail, Fig. 7 shows
the numerical simulations (red dots) and the explicit ap-
proximation (blue curve) in one plot, at the time corre-
sponding to the last panel in Figs. 5 and 6. This is five
times the period 2π/ω of the flow (allowing for the nu-
merically simulated streakline to approach the right-end
of the figure), and indeed it should be noted that the
streakline xuε (p, t) must also be periodic in t with exactly
this period. In general, however, the theory of the pre-
vious section does not require such periodicity. The red
dots are virtually on top of the blue curve, while it should
be noted that ε = 0.1 is of moderate size. The error is
further investigated in Fig. 8, in which the square-sum
(L2) error along the streakline, E, between the numeri-
cal and explicit streaklines is computed at t = 10π/ω for
different values of ε, and shown by the dots. The lin-
ear fit in the log-log plot indicates that the error goes as
ε2.9, which is consistent with the O(ε2) prediction of the
theory.
B. Anomalous fluid in a vortex
For this example, the attitude adopted by Turner [72]
of modeling the interaction of a coherent vortex with its
surroundings (consisting possibly of many other vortices
distant to it, and also the effect of boundaries) by using a
weak external strain field is adopted. While it would be
convenient to use a line or Gaussian vortex with circular
streamlines (on which particles flow at a constant speed)
as the base flow, the utility of the method will be illus-
trated by using the more complicated Kirchhoff’s classi-
cal elliptic vortex [62–66] as the prototype. In nondimen-
sional coordinates in 2D, this has the flow given by
x˙ = −2y/m2
y˙ = 2x/l2

 , (18)
with m, l > 0, which consists of nested elliptical stream-
lines centered at the origin. Suppose there are two dif-
ferent fluids inside and outside the elliptic streamline Γ
defined by
x2
l2
+
y2
m2
= 1 ,
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FIG. 5. Evolution of upstream streakline for channel flow,
with dye released on the fluid interface at (0.5, 0) from time 0
onwards. The evolving streakline, representing the perturbed
fluid interface, is shown in red, with the instantaneous cross-
velocity (with channel configuration as described in the text)
shown by the black curves.
as shown in Fig. 9, and take a = (l, 0). Another ra-
tionalization for the choice of this particular streamline
could be that it is associated with a critical angular mo-
mentum value as dictated by an outer flow [72], thereby
defining the ‘boundary’ of the vortex; however, the ‘two-
fluid’ paradigm as illustrated in Fig. 9 will be the main
motivation which drives the analysis to follow. Before
introducing an external strain field as an unsteady ve-
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FIG. 6. The upstream streakline computed using (16) and
(17), for exactly the same parameters and times associated
with the numerically obtained Fig. 5.
locity agitation, a useful parametrization shall be pre-
sented. If θ is the standard polar angle, then the ellipse
has a parametrization x¯(θ) = (x¯, y¯) = (l cos θ,m sin θ)
with θ = 0 being a. So θ will be used instead of p to
identify location/particle along the streakline. Therefore
|u(x¯(θ)| =
√
4y¯2
m4
+
4x¯2
l4
=
2
ml
√
l2 sin2 θ+m2 cos2 θ .
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FIG. 7. Upstream streakline computed using (17) at t =
10pi/ω (blue curve), compared with the streakline computed
using direct numerical simulation (red dots), for the cross-
channel flow with channel configuration as specified in the
text.
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FIG. 8. The variation of the L2-error between the numerically
simulated and the explicit approximation with ε (dots) for the
cross-channel micromixer, in a log-log plot.
The rotation is anticlockwise around Γ, and thus the rel-
evant normal unit vector is
nˆ(θ) :=
Ju (x¯(θ))
|u(x¯(θ)|
=
−1√
l2sin2 θ+m2cos2 θ
(
m cos θ
l sin θ
)
which points ‘inwards’ as shown in Fig. 9. If τ is the time
variation as a particle traverses Γ, then
|u(x¯(θ)| dτ =
√
x¯2(θ) + y¯2(θ) dθ ,
G
a
Θ
n
`
HΘL
xHΘL
FIG. 9. Kirchhoff’s elliptic vortex with a different fluid inside
the streakline Γ (magenta).
and so the relationship between the time τ and the polar
location is
τ(θ) =
ml
2
∫ θ
0
√
m2 tan2 α+ l2
l2 tan2 α+m2
dα (19)
where the choice τ = 0 when θ = 0 (i.e., at a) has been
made.
Now, following a commonly modeled idea [23, 38, 68–
74], suppose the vortex is placed in an unsteady strain
field. Here, this is modeled by the inclusion of a weak
unsteady velocity agitation v added to (18), subject to
the constraint that v(a, t) = 0 for all t. Then, Theorem 1
gives the fact that the unsteady streakline at a location θ
and time t perturbs in the direction nˆ(θ) by an amount
Muv (θ, t)/ |u (x¯(θ))| (see also Fig. 9). The v subscript
used here is for ‘vortex,’ to distinguish Mu from that of
the previous example. Thus, the x- and y-coordinates of
the unsteady streakline to leading-order obey
xuε (θ, t) = l cos θ
[
1−
Muv (θ, t)m
2
2
(
l2 sin2 θ +m2 cos2 θ
)
]
(20)
and
yuε (θ, t) = m sin θ
[
1−
Muv (θ, t)l
2
2
(
l2 sin2 θ +m2 cos2 θ
)
]
. (21)
The value of Muv (θ, t) can be obtained from (10), with p
now identified with θ, and by recasting the integral with
respect to the polar angle as opposed to τ using (19):
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Muv (θ, t) = −
∫ θ
0
(m cosα, l sinα) ·v

l cosα,m sinα, t+ ml
2
∫ α
θ
√
m2 tan2 β+l2
l2 tan2 β+m2
dβ




√
m2 tan2 α+l2
l2 tan2 α+m2
dα

 . (22)
In obtaining (22), several factors such as the incompress-
ibility of the flow in (18), and the rewriting using (19)
of τ(α)− τ(θ) in the temporal argument of v, have been
used. There should be a term I[−P,P ](p) in (10) which
multiplies the above expression (but has not been ex-
plicitly stated), where P is any large number; this sim-
ply means that (29) is valid for any finite θ, but not for
θ = ±∞.
Next, the theoretical flow interface, as characterized by
the unsteady streakline expression above, shall be verified
for a particular choice of unsteady velocity agitation v.
Suppose that, conforming with v(a, t) = 0 for all t,
v(x, y, t) = ε sin (x− l)
(
0
1
)
tanh (t− 5) (23)
is chosen, where |ε| is small. This represents an agitation
in the y-direction which is modulated periodically in x,
but aperiodically in time. Thus, the expressions in (20)
and (21) will be the expressions for the streakline, with
error O(ε2). The general expression (22) becomes in this
situation
Muv (θ, t) = −εl
∫ θ
0
sinα sin [l(cosα− 1)] tanh

t− 5 + ml
2
∫ α
θ
√
m2 tan2 β+l2
l2 tan2 β+m2
dβ


√
m2 tan2 α+l2
l2 tan2 α+m2
dα . (24)
Numerical simulations of the streakline passing through
(l, 0) are shown in Fig. 10, where l = 2, m = 1, with red
dye is released from time 0 onwards. To accentuate the
variation displayed, the relatively large value of ε = 0.2
is used. It should be noted that as t increases, the streak-
lines shown are not simple retracings and extensions of
previous curves; the previous curves are themselves mov-
ing. The velocity agitation (23) considered here is purely
in the y-direction, and displays a transition at t = 5 be-
tween two (almost) stationary states; this is displayed
by the black dashed curve (scaled in the y-direction to
be visible in this plot). A movie of the streakline evolu-
tion is provided with the Supplementary Materials. As
the streakline wraps around, in this case the inner parts
of the streakline accummulate towards an almost ellip-
tic trajectory. The analytical expressions given by (20),
(21) and (22) are used to generate Fig. 11. By choos-
ing the range of θ, the analytical streakline can be com-
puted beyond the lead point of the figures in Fig. 10
(representing dye released from (l, 0) before t = 0), and
also backwards from the point (l, 0) (representing points
which will go through (l, 0) in the future). However, in
producing Fig. 11, a θ range which is approximately that
displayed in Fig. 10 has been used to enable compari-
son. The agreement between the theoretical and numer-
ical streaklines is good even at this value of ε. However,
as the streakline wraps around, the analytical expres-
sion loses its ability to match the simulation. The reason
for this is that in the analytical expression, the leading-
order velocity on Γ is what is being used, even as it wraps
around. In reality, however, after wrapping around once,
the streakline would have ventured into a different loca-
tion. This is still O(ε)-close which means the analytical
expression is rigorous, but the O(ε2) error term, which
is valid for p ∈ [−P, P ] in terms of the definition of the
upstream streakline (6), now kicks in. In terms of θ,
this means that the error can increase outside a domain
θ ∈ [−Θ,Θ]. This fact is being displayed in Fig. 11, with
the error clearly increasing at large θ. The matching be-
tween the curves when restricted to wrapping around just
once is very good, and smaller ε values (not pictured),
have greater accuracy (even for several wraps around).
Furtunately, as shall be seen in Section IV, restricting to
wrapping around less than once is sufficient in evaluating
transport of fluid.
IV. TRANSPORT QUANTIFICATION
Previous sections outlined theory and examples in de-
termining the upstream and downstream streaklines un-
der a velocity agitation. Before the agitation, these coin-
cided, and ran along the flow interface between the two
fluids. Thus, in that situation, there was no transport
across the flow interface. The issue now is to attempt
to quantify the transport ‘across the flow interface’ after
the agitation. But what exactly is the flow interface after
applying the agitation? Does it make sense to compute
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FIG. 10. Evolution of streakline, with dye released on the
fluid interface at (2, 0) from time 0 onwards. The evolv-
ing streakline, representing the perturbed fluid interface, is
shown in red, with the instantaneous velocity agitation (23)’s
y-component variation shown by the black dashed curves.
a flux across a stationary (Eulerian) curve? How can a
flux in a Lagrangian sense be defined?
The difficulties here are familiar in a different situation:
when the interface consisted of a coincident stable and
unstable manifold (a so-called heteroclinic manifold) be-
fore perturbation. After the agitation, it would split into
stable and unstable manifolds which are not coincident,
and which moreover move with time. In this case, the
concept of lobe dynamics [68, 76] can be applied when the
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FIG. 11. The streakline computed using (20), (21) and (22),
for exactly the same parameters and times associated with
the numerically obtained Fig. 10.
agitation is time-periodic in a specific way, or for more
general perturbations it is possible to define an instanta-
neous transport [32, 78]. However, the current situation
is different: the original flow interface is not a hetero-
clinic manifold. Nevertheless, the ideas from [3, 32, 78]
can be adapted to this situation.
Suppose that, before perturbation, the flow interface
was unequivocally defined by Γ, as shown in Fig. 2. Now,
when the velocity agitation is included, at each time t
there will be an upstream streakline going through a,
and a downstream streakline going through b, as shown
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FIG. 12. Construction of the pseudo-streakline for transport
assessment, from the configuration in Fig. 3.
in Fig. 3. Consider fluid arriving near to a from up-
stream. The fluid on either side of the upstream streak-
line is different, and therefore will continue to be different
as time progresses forward. In other words, the upstream
streakline can be considered a flow interface between the
two fluids in forward time. On the other hand, consider
fluid on the two sides of the downstream streakline to
downstream of b. Had there been no velocity agitation,
the downstream streakline would separate the two fluids
as one progresses downstream from b. But the presence
of the velocity agitation means that this separation has
been disturbed, and the relative positioning of the up-
stream and downstream streaklines, and their movement
with time, affects the transfer of fluid. How can this
transfer be assessed, bearing in mind that the streaklines
shown in Fig. 3 are wiggling around with time, and may
(or may not) intersect in various ways in the agitation
region?
The trick to computing a transfer, specifically as an
instantaneous flux of fluid, is to use the idea of a gate
which was originally suggested by Poje and Haller [81]
(and used elsewhere [82]) as a strategy for flux determi-
nation across numerically determined stable and unsta-
ble manfolds, but later adapted by Balasuriya to obtain a
flux for a broken heteroclinic situation in time-aperiodic
flows [3, 78]. Consider a time t. Take a parameter value
p ∈ [pu, pd], and consider the point x¯(p) on Γ˜, i.e., a point
on the original steady streakline but within the agitation
region. Draw a normal line to Γ˜ at this point, extend-
ing far enough out to intersect both the upstream Γuε (t)
and the downstream streakline Γdε(t). The intersections
occur at the points xuε (p, t) and x
d
ε(p, t) respectively, and
these must be O(ε) near to x¯(p). This construction is
shown in Fig. 12, based on the streakline configuration
in Fig. 3. This line between xuε (p, t) and x
d
ε(p, t) is the
gate G(p, t). Now define the pseudo-streakline to be the
three connected curves (i) the upstream streakline until
it hits G(p, t), (ii) the gate G(p, t), and (iii) the down-
stream streakline continuing on from that point. This is
the collection of solid curves in Fig. 12.
The pseudo-streakline is a method for trying to iden-
tify a ‘nominal’ flow interface, in this unsteady instance
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FIG. 13. Transport across the pseudo-streakline (magenta),
reflecting fluid exhange across the flow interface.
in which there actually is no impermeable barrier (since
transport occurs between the two fluids). Moreover, since
it is defined using segments of Γu,dε (t), it specifically in-
corporates the Lagrangian nature of the flow, which is
essential in determining transport. To see how trans-
port can be quantified, refer to Fig. 13, which retains
the pseudo-streakline as constructed in Fig. 12. Suppose
the fluid upstream of a is labeled 1 and 2; the upstream
streakline Γuε (t) separates these two fluids in forwards
time. On the other hand, suppose the fluids downstream
of b were labeled 1′ and 2′. In the absence of a veloc-
ity agitation, the upstream and downstream streaklines
would coincide, and lie exactly along Γ. Thus, fluid from
region 1 will go to 1′, and 2 to (2′), with no intermin-
gling; Γ is in this steady instance an unequivocal flow
interface. The agitation has broken this interface into
two entities (the upstreak and downstream streaklines),
which are both moving with time, leading to difficulty in
defining an interface. The pseudo-streakline incorporates
information from both these entities. The transport of
fluid across the pseudo-streakline will help define a fluid
transport, as follows.
The wish is to quantify how fluid 1 transfers to 2′, and
how 2 transfers to 1′; these were both zero when there
was no unsteady agitation. Now, examining Fig. 13, the
transfer of fluid 2 to 1′, across the pseudo-streakline, at
this instance in time, only occurs by fluid crossing G(p, t).
This is because portions of Γu,dε (t) which are also part of
the pseudo-streakline cannot be crossed since these are
flow separators. Therefore, the transport of fluid across
the gate explicitly characterizes the transfer of fluid from
2 to 1′ in the situation pictured. In this case, note that
the transfer, in relation to the unperturbed Γ, is in the
direction of the normal vector nˆ(p) across Γ. If the up-
stream and downstream streaklines were positioned in
the opposite orientation (i.e., xdε(p, t) was above x
u
ε (p, t)
along G(p, t) in Fig. 13), then the transfer of fluid across
the pseudo-streakline would be associated with fluid 1
going to 2′. This is in the direction −nˆ(p) across Γ. In
either case, this is clearly an exchange of fluid.
Suppose the gate is parametrized in terms of the ar-
clength ℓ along it. Let U⊥(ℓ, t) be the normal component
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of the full velocity field across the gate at each location,
i.e., the component of the velocity in the direction of
−Jnˆ(p). Then, the instantaneous flux across the pseudo-
streakline is by definition
φ(p, t) =
∫
G(p,t)
U⊥(ℓ, t)dℓ . (25)
Note that the velocity normal to G in general includes
contributions from both the steady (u) and unsteady (v)
terms, and moreover is not the same value at all points
on G. The φ above is a explicitly a flux in the sense
that it is an area of fluid per unit time which crosses
the pseudo-streakline instantaneously. If in the positive
nˆ(p) direction (as in Fig. 13), φ will be positive. In the
upstream/downstream streaklines have the opposite ori-
entation along the normal vector, then it will be negative.
When thinking of a time-varying flux, it is best to think
of p as fixed, corresponding to fixing the location of the
gate. As time t varies, however, φ(p, t) will change, since
the locations xu,dε (p, t) will vary along the normal vector.
At some instances in time, xuε (p, t) and x
d
ε(p, t) can inter-
change their relative positions. If so, these points will ‘go
through each other’ on the gate, at that instance in time.
The instantaneous flux at this time will be zero. How-
ever, once they have gone through one another, there will
be flux in the opposite direction. The continuing time-
variation of φ(p, t) will indicate how fluid continued to go
back and forth.
If Γ˜ were closed, the pseudo-streakline would be a
closed curve consisting of parts of the upstream and
downstream streaklines going through a, capped by a
gate. (Think of glueing a to b in Figs. 13 and 12, and
throwing away the parts upstream of a and downstream
of b.) This is a nominal flow barrier between the interior
and exterior fluids. Moreover, the upstream and down-
stream streaklines must connect smoothly at a, since ad-
jacent points are associated with dye particles which went
though a a moment ago (on the upstream streakline),
and which will go through a in a moment (on the down-
stream streakline). Since a remains indubitably on the
flow interface, one might consider that the streakline (up-
stream and downstream) passing through a is the flow in-
terface. However, in general these do not coincide as one
wraps around Γ˜, and there will have to be a gate of finite
size which connects them at the location x¯(p). Trans-
port between the interior and exterior fluids—crossing
the nominal flow interface—will in general occur by fluid
crossing the gate.
Thus in either the open or closed situation, (25) gives
the instananeous flux across the nominal flow interface.
A simple leading-order expression for φ is possible:
Theorem 3 (Instantaneous transport) Consider a
pseudo-streakline at time t as defined in Fig. 13, with
the gate drawn at the location x¯(p). The instantaneous
flux φ(p, t) across the pseudo-streakline is
φ(p, t) = M(p, t) +O(ε2) (26)
where
M(p, t) :=
∫ pd
pu
exp
[∫ p
τ
[∇ · u] (x¯(ξ)) dξ
]
[Ju (x¯(τ))] · v (x¯(τ), τ + t− p) dτ . (27)
For the proof, the reader is referred to Appendix B.
The power of Theorem 3 is that, unlike in the definition
(25), the instantaneous flux can be represented in terms
of known quantities from the steady flow, and the un-
steady velocity. Unsteady trajectories (and in particular
the unsteady streaklines) are not needed.
A question that might arise is the effect of the location
of the gate on the transport quantification. This depen-
dence occurs precisely because a genuine flow interface
does not exist after velocity agitation, and therefore a
choice needs to be made in demarcating such a inter-
face. This is almost exactly the same issue pondered by
Rom-Kedar and collaborators [68, 76] in the freedom of
deciding on a ‘pseudo-separatrix’ associated with trans-
port across a heteroclinic manifold in an specifically time-
periodic vortical flow. While the current problem is nei-
ther heteroclinic nor time-periodic, having to make such
a choice is inevitable in the absence of a genuine flow in-
terface. However, if the flow is incompressible, it turns
out that this freedom for choosing the location of the
gate is actually a spurious freedom. This is because if
one takes (27) under the hypothesis that ∇ · u = 0, it
is clear that p and t do not appear independently in the
instantaneous flux M(p, t), but together in the combi-
nation (t − p). Thus, a shifting of p (corresponding to
choosing a different location for the gate) merely shifts
the time-variation of the flux.
V. TRANSPORT VALIDATION
The two examples examined in Section III are now
re-examined. Here, the focus is on determining the ad-
vective transport resulting from the interface streakline
separating into upstream and downstream streaklines, as
outlined in the previous section.
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A. Two fluids in a microchannel
Consider two fluids in a microchannel, with exactly
the velocity agitation and parameter values as used in
Section III. Suppose the gate is to be drawn at the value
x¯(p) = (3.5, 0), i.e., at the choice p = 3.5. To numerically
simulate the upstream pseudo-streakline at some instance
in time t, it is therefore necessary to release particles from
a = (0.5, 0) at times prior to t, and allow the streakline to
evolve until it intersects a vertical line drawn at x = 3.5.
To plot the downstream streakline at the same instance
in time, particles must be released synthetically from b,
which was unspecified in Section III beyond the fact that
it must be downstream of (5.1, 0). Here, let us take b =
(6.5, 0) to have the gate be symmetrically between a and
b. However, particles need to be released from b after the
time t, and evolved backwards in time until the gate is
intersected. This means that, in general, using numerical
simulations to determine the pseudo-streakline—which
contains simultaneous snapshots of the upstream and the
downstream streakline, ending exactly on the gate—may
not be easy. It may not be clear at what instance in time
to release particles at a and at b such that the streakline
evolving from these points precisely intersects the gate
at the same specified instance in time t. Fortunately, for
this particular example, since the velocity agitation is in
the y-direction, and the steady velocity is a constant U
in the x-direction, this can be determined.
Fig. 14 shows the pseudo-streaklines obtained by this
process at four different times. At t = −1, the flow
through the gate indicates that fluid will get transported
from the lower to the upper fluid. Since this is in the
direction of nˆ, this represents a positive instantaneous
flux. At t = 1, the flux is negative (fluid transports from
the upper to the lower fluid through the gate), while it
is positive once again at t = 2. There is a value between
these, near t = 1.62, at which the upstream and down-
stream streaklines interchange their relative positions on
the gate. This is shown in the third panel of Fig. 14; the
red and green curves meet on the gate. This is a situ-
ation at which the instantaneous flux is zero. As time
progresses, repeated interchanges of relative positioning
along the gate implies that fluid sloshes back and forth
across the gate (and hence across the pseudo-streakline),
causing advective transport between the two fluids. The
flux (25) in this case is easily obtained by multiplying the
length of the gate by the horizontal speed U , since the
normal velocity to the gate at all points on the gate is
the same value. In doing this calculation, the length of
the gate should be considered a signed quantity, to reflect
the correct direction of transport.
Next, this shall be compared to the analytical expres-
sion in Theorem 3. Before writing the instantaneous flux
expression for this specific configuration, it can be writ-
ten for a general channel configuration as described in
Section III by
Mc(p, t)=
∫ pn+dn/U
p1−d1/U
n∑
j=1
I[pj−dj/U,pj+dj/U ](τ)U
vj
d2j
[
U2 (τ−pj)
2−d2j
]
cos [ω (τ+t−p)+φj ] dτ , (28)
where p1 − d1/U < p < pn + dn/U , and x¯(p) denotes
the location of the gate. For a fixed p, it is clear that
the flux is periodic in t with period 2π/ω. This is easily
computed for the given parameter values. Now, for the
specific channel configuration and parameter values as
examined in Section III, the analytical expression is com-
pared with that obtained by the direct numerical simula-
tions inserted into the flux definition (25) in Fig. 15. The
top panel shows ε = 0.1, the particular value used in Sec-
tion III, with the red being the numerics and the blue the
analytics. The curves are indistinguishable. The lower
panel shows the comparison performed now with ε = 1
(but everything else kept identical), showing that indeed
the theory loses predictive ability when the agitation is
comparable in size to the main flow. Having said that,
the theorerical blue curve, obtained using perturbative
methods in ε, still does an excellent job of following the
trend of the flux, even for non-small velocity agitations.
B. Anomalous fluid in a vortex
Unlike in the previous example, the flow on Γ˜ is not
of a constant speed, Γ˜ is curved, and the velocity ag-
itation is not always perpendicular to Γ˜. Determining
the pseudo-streakline at a general time t will therefore
be more complicated. Take a = (l, 0) as before, and let
b be the identical point but after the vortical flow has
taken the particle released from a one round around the
vortex. Thus, when using θ instead of p as a parame-
ter, a corresponds to θ = 0 and b to 2π. Choose the
gate to be drawn at θ = π. Since the flow at x¯(π) is in
the −y-direction, the gate occurs along the x-axis at this
point. Note that nˆ points into the vortex; positive in-
stantaneous flux will therefore entrain exterior fluid into
the fluid in the interior, whereas negative flux indicates
that at that instance in time the interior fluid is escaping.
The fact that the gate is chosen such that the pseudo-
streakline consists of parts of streaklines which wrap
around the vortex less than once is immediately com-
forting. This avoids having to deal with accummulated
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FIG. 14. Pseudo-streaklines for the channel flow obtained by numerical simulation, at several instances in time. The color-
coding of the pseudo-streakline is consistent with Fig. 12, showing the upstream streakline (red), gate (blue) and downstream
streakline (green).
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FIG. 15. Transport from the lower to upper fluid in the chan-
nel using numerical simulation (red) and the analytical ex-
pression (28), for the agitation and parameter values as spec-
ified in Section III (top), and with ε changed to 1 (bottom).
errors when streaklines wrap around more than once, as
seen in Section III.
Numerically determining the pseudo-streakline at an
instance in time t entails first releasing particles from a at
some time instance in the past, and then allowing the up-
stream streakline to evolve until it crosses the gate G(π, t)
on the −x-axis. The time one needs to start releasing
particles is therefore only implicitly defined, which lends
some difficulty in the computation. Similarly, particles
need to be released from b at some time instance in the
future of t, and evolved backwards in time until G(π, t)
is intersected at exactly time t. In performing numeri-
cal simulations, an overestimate for the time before t for
the upstream streakline (or after t for the downstream)
is estimated first to be 1.2τ(π) from (19), since in the
absence of a velocity agitation the time would be exactly
τ(π). Then the upstream streakline is evolved up to this
time beyond t, and portions which extrude across G(π, t)
are then clipped. By following the same idea, the down-
stream streakline can be obtained, and the gate drawn
in between these. Using exactly the parameter values
as in Section III, the pseudo-streaklines were obtained
using this procedure at different times t, and are pic-
tured in Fig. 16 by the solid curves. The dashed curves
are obtained from the analytical approximation (24) and
the corresponding expression (not shown) for the down-
stream streakline. The instantaneous flux is going out of
the vortex at all instances pictured, with a large value at
t = 5, smaller at t = 3, and very small at t = 8. Numer-
ical simulations at many other time values (not shown)
indicate that the flux is always negative (i.e., outward),
but becomes vanishingly small as |t− 5| gets large. Can
an insight to this be obtained from the theoretical trans-
port measure?
In calculating this, the first observation is that the
downstream quantity Mdv (θ, t) for a general incompress-
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ible velocity agitation is almost the same as (22), ex-
cepting for the absence of the leading negative sign, and
the fact that the limits are from θ to π. Thus, the in-
stantaneous flux function Mv(θ, t) = M
u
v (θ, t)−M
d
v (θ, t)
becomes
Mv(θ, t) = −
∫ 2pi
0
(m cosα, l sinα) · v

l cosα,m sinα, t+ ml
2
∫ α
θ
√
m2 tan2 β+l2
l2 tan2 β+m2
dβ




√
m2 tan2 α+l2
l2 tan2 α+m2
dα

 .
(29)
For the specific velocity perturbation considered in Sec- tion III, and with the gate chosen to be at θ = π, the
instantaneous flux becomes
Mv(π, t) = −εl
∫ 2pi
0
sinα sin [l(cosα− 1)] tanh

t− 5 + ml
2
∫ α
pi
√
m2 tan2 β+l2
l2 tan2 β+m2
dβ


√
m2 tan2 α+l2
l2 tan2 α+m2
dα . (30)
This is shown by the blue curve in the top panel of Fig. 17
for the same parameter values used for the numerical
simulation. The theoretical flux is always negative, has a
time-dependence which is symmetric about t = 5 (reflect-
ing the term tanh(t−5) chosen in the velocity agitation),
and decays to zero. The implication is that the fluid
which was in the interior of the elliptic vortex continues
to leak out at all times, though the leakage is largest near
t = 5 and becomes vanishingly small as |t− 5| gets large.
This will be visible as a tendril or filament of the inner
fluid escaping to the outer one, with the tendril wrapping
around in the anti-clockwise direction. It is interesting
that this new approach reveals exactly the qualitative
behavior that is well-documented for vortices in exter-
nal shear flows [6, 38, 73]. From the mixing perspective,
diffusion would then act on the tendril, causing the in-
ner fluid to becomes dispersed in the outer one. The
effect of diffusion is not explicit in the theory here, which
focusses specifically on the advective (Lagrangian) flow.
However, in reality this advective process promotes fluid
mixing through advection-driven diffusion.
The red curve in Fig. 17 is obtained from numerical
simulations, using the definition (25), for the same pa-
rameter values as the theoretical blue curve. At this
relatively high value of ε, there is some difference be-
tween the curves. Taking smaller ε values would make
the curves approach one another.
A minor point which must be made is the connection to
imcompressibility, which is satisfied for the velocity con-
ditions chosen in this example. Does the fact that there
is a flux exiting the vortex for all time contradict incom-
pressibility? The answer is no, since the closed pseodo-
streakline—the purported flow interface under the un-
steady conditions—compensates for the expelled fluid by
becoming smaller. This is indeed visible by comparing
the areas enclosed within the closed pseudo-streaklines in
Fig. 16; these get smaller as t increases. Indeed, the rate
of change of the area enclosed by the pseudo-streakline
is precisely the definition of the instantaneous flux, when
Γ˜ is closed.
VI. CONCLUDING REMARKS
The concepts of stable and unstable manifolds—and
various finite-time analogues such as finite-time Lya-
punov exponent ridges [12–18, 33], curves of extremal
attraction/repulsion [1, 7, 9–11], partitions based on
Perron-Frobenius operators [19–21], time-clipped mani-
folds [22, 32], fronts associated with averaged flow quan-
tities [29, 30] and other Lagrangian Coherent Structure
type approaches [24–28]—are important in demarcating
flow barriers in single phase unsteady flows. Here, the fo-
cus is on two-phase flows, in which such entities derived
purely by examining the velocity field do not distinguish
the flow barrier. In the steady, as-yet-unmixed situa-
tion, the flow barrier is the interface between the two
fluids, which is identified physically as opposed to from
characteristics of the fluid velocity. This article has fo-
cussed on determining the flow interface, and the trans-
port across it, when an unsteady velocity agitation is
introduced. The relevance of streaklines has been high-
lighted, and their usage in defining a nominal interface
(a pseudo-streakline), and quantifying an instantaneous
transport across this has been elucidated. Under the con-
dition that the velocity agitation is weak (i.e., has speeds
significantly smaller than that of the base steady veloc-
ities), a theory for determining the streaklines, and the
transport flux, has been developed. Validations of the
method in comparison to numerically computed streak-
lines was performed for the open (two fluids flowing along
a channel) and closed (a blob of one fluid inside a vortex)
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FIG. 17. Transport into the elliptic vortex using numerical
simulation (red) and the analytical expression (29), for the
agitation conditions specified in Section III and with ε = 0.2.
flow interfaces situations.
The method for quantifying the transport across the
flow interface developed in this paper depends on the ve-
locity agitation being small in comparison to the base
flow, which is steady. However, the method does not
require incompressibility, or a particular form of time-
dependence, and is thus fairly general. Indeed, it is likely
that recent work [79] which characterizes the effect of an
impulsive velocity (such as obtained by tapping a fluidic
device, say) on stable/unstable manifolds, can be modi-
fied to determine the streaklines and transport associated
with a non-heteroclinic flow interface, consonant for ex-
ample with the impulsively strained vortex numerics of
[73].
The presence of a theoretical approximation for the
transport offers scope in being able to optimize it. Such
has been done in the case where the flow barrier was
a heteroclinic manifold (coincident stable and unstable
manifold) in the situation where a sinusoidally vary-
ing velocity agitation was applied [46–48, 67]. Given
that the transport expression (27) obtained in this non-
heteroclinic instance shares some similarities with the
heteroclinic theory of [46–48, 67], there is obvious scope
in being able to adapt those ideas to this situation. Since
there are also analytical expressions (11) and (14) for the
streaklines, another possibility is being able to quantify
how complicated these entities get due to advection, as a
measure of eventual diffusive transport. There is consid-
erable evidence of the presence of an optimal frequency of
a velocity agitation in order to maximize mixing [48, 83–
91]; would it be possible to determine this in, for example,
configurations such as that of the channel examined here?
Alternatively, can one obtain insight into the best posi-
tioning of cross-channels to effect the best mixing across
the flow interface? Questions such as these are under
investigation, and will be reported on in follow-up work.
It is interesting that streaklines have also been sug-
gested as having importance in evaluating transport, in-
dependently by Karrasch in a recently accepted article
[92] discovered by the author just before initial submis-
sion of the present paper. The differential topology and
donating region viewpoints of that article [92] do not have
an obvious connection to the present paper, which fo-
cusses on fluid interchange between two miscible fluids
across their interface. Nevertheless, further investigation
of a possible relationship will be pursued.
The approach presented here offers a different view-
point on the oft-examined vortex-in-an-external-strain
problem [23, 38, 65, 66, 68–73], in the sense that it per-
mits a direct computation of the fluid flux into, or out
of, the vortex as a function of time, for a given weak ex-
ternal strain field. In this sense, it captures Lagrangian
transport, as opposed to standard methods which, for
example, picture the time evolution of the frozen-time
(Eulerian) vorticity field [72, 73]. There are of course
connections between the Lagrangian and Eulerian view-
points, but in cases where the transport is important, the
current approach may provide new insights.
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The closed flow interface situation appears to be of
particular interest in modeling how a blob of fluid (an
oil/pollutant/nutrient/plankton/chemical patch) which
is placed in an anomalous fluid mixes in with its sur-
roundings. Once again, ‘standard’ methods for detecting
coherent structure boundaries directly from the velocity
field are not necessarily applicable, since the flow inter-
face is a physical boundary between two fluids as opposed
to an entity derivable from the velocity field. The meth-
ods outlined in this article are a first step towards under-
standing the Lagrangian transport associated with this
from a theoretical perspective. The trick is trying to iden-
tifying the flow interface in the presence of an unsteady
velocity, which can be done here if there is an anchor
point on the interface at which the unsteady component
of the velocity is zero. If not, there is a difficulty in decid-
ing where to release particles for the streakline determi-
nation. How one might figure out the pseudo-streakline
(i.e., the relevant unsteady flow interface) when there is
no such anchor point is not clear. Note that the process
of evolving particles on the closed steady flow interface
(i.e., examining the timeline) is not effective in assessing
transport, since this closed loop simply remains a closed
loop under unsteady velocity agitations, and therefore a
transport between the interior and exterior across this is
zero. This is of course true for any material curve, which
precludes their usage for transport assessment. A nom-
inal flow interface across which there is transport needs
to be enunciated. The ability to do so using streaklines
when there is at least one anchor point, as outlined here,
can hopefully be build on, in the situation of weak strain
which is never zero on the interface.
Appendix A: Proof of Theorem 1 [Upstream
streakline]
The proof here is in the spirit of the proof of Theo-
rem 2.1 in [75], in which an unstable manifold’s displace-
ment is characterized. However, this situation is differ-
ent, since it is the upstream streakline that is required.
Imagine fixing the time t, and also the particle p in this
time-slice which is at the location x¯(p) in the steady flow
(1). Due to the action of the unsteady velocity agitation
v, this particle will be at a nearby location, O(ε) away, at
a location xuε (p, t). Thinking of (p, t) as fixed, but with
τ as the time-variable, define
Muε (p, τ)=[Ju(x¯(τ−t+p))]·[x
u
ε (p, τ)−x¯(τ−t+p)] . (A1)
From (2), it is clear that x¯(τ − t + p) = xu0 (p, τ), the
steady streakline at location p; this passed through a a
time p − pu prior to τ . For the unsteady flow streakline
as defined through (6), xuε (p, τ) represents the location
of the same particle, and thus xuε (p, τ) − x¯(τ − t+p) is
the difference occurring as the result of including v. This
difference is O(ε) since v is O(ε), and then so isMuε (p, τ).
Note moreover that
Muε (p, t)
|u (x¯(p))|
=
Ju (x¯(p))
|u (x¯(p))|
· [xuε (p, t)− x¯(p)] (A2)
is the projection of the displacement of the streakline in
the direction normal to Γ at x¯(p). Hence, the goal is
to determine Muε (p, t) in terms of known quantities from
the steady flow. To do this, it is necessary to differentiate
(A1) with respect to τ at fixed (p, t). Fortunately, it turns
out that this part of the calculation is identical to that in
the proof of Theorem 2.1 in [75], and hence by inspection
of equation (3.6) of [75] it is possible to write
∂Muε
∂τ
− [∇ · u] (x¯(τ − t+ p))Muε
= [Ju (x¯(τ − t+ p))] · v (x¯(τ − t+ p), τ) , (A3)
where O(ε2) terms have been discarded. Next, (A3) will
be multiplied by the integrating factor
µ(τ) := exp
[
−
∫ τ
0
[∇ · u] (x¯(ξ − t+ p)) dξ
]
,
and integrated from τ = t+ pu − p to t+ pu+ − p. Before
proceeding, these limits will require some explanation.
The lower limit arises since when inserted into (A1) this
yields
Muε (p, t+p
u−p) = [Ju(x¯(pu))] · [xuε (p, t+p
u−p)− x¯(pu)]
= [Ju(x¯(pu))] · [a− a] = 0 ,
by using the streakline property (6). Intuitively, this is
because the particle from the steady streakline, and that
from the unsteady streakline, share the property that
they both emanated from the point a. Next, consider
the upper limit t + pu+ − p. If Γ˜ is open, using Table I
in the situation where p < pd (i.e., the streakline has not
yet reached b), then t + pu+ − p = t. Inserting this will
give Muε (p, t), which according to (A2) is the correct en-
tity sought in the time-slice t. If, however, the streakline
is beyond b, it no longer experiences a velocity agitation.
That is, v = 0 for p > pd. In this case the upper limit
becomes t + pu+ − p = t + p
d − p, thereby switching off
the v term when it is not present. On the other hand, if
Γ˜ is closed, Table I implies that t + pu+ − p = t directly,
leading to the quantity Muε (p, t). As the streakline re-
peatedly traverses an O(ε)-close path to Γ˜, it continually
accumulates modifications due to the velocity agitation.
Thus, multiplying (A3) by the integrating factor and in-
tegrating from τ = t+ pu − p to t+ pu+ − p yields
Muε (p, t) =
∫ t+pu+−p
t+pu−p
exp
[∫ t
τ
[∇ · u] (x¯(ξ − t+ p)) dξ
]
[Ju (x¯(τ − t+ p))] · v (x¯(τ − t+ p), τ) dτ . (A4)
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Next, a change of variables η = τ − t+ p is applied, and
the integral above becomes exactly (10). However, there
is an additional prefactor I[pu
−
,P ](p) in (10). This simply
‘turns on’ the function for p values above pu− (all the way
up to P , where P can be large). To understand this,
consider first open Γ˜, in which case according to Table I,
pu− = p
u. If p < pu, the understanding of the streakline,
according to (6) would be points which in the future pass
through pu. Since there is no velocity agitation before
particles reach x¯(pu) = a, there is no correction to the
steady streakline in this case. Hence, the correction term,
encoded in Mpε , must be set to zero if p < p
u, which
is what is accomplished by the prefactor. Next, if Γ˜ is
closed, particles which arrive at a are already arriving
from a region in which the velocity agitation applies, and
thus will incur displacements from the steady streakline.
Therefore, Muε should not be set to zero for values of p <
pu, which is accomplished by setting pu− = −P . (Recall
that the definitions for the upstream (6) and downstream
(7) streaklines were only legitimate for p ∈ [−P, P ], for P
any finite value.) This completes the derivation of (10).
The interpretation (11), as being the projection in the
normal direction to Γ, arises because of (A2).
Appendix B: Proof of Theorem 3 [Instantaneous
transport]
The proof is based on two observations. First, the dis-
placement from the downstream to the upstream streak-
line, measured along the gate, is from Theorems 1 and
2 simply
[
Mu(p, t)−Md(p, t)
]
/ |u (x¯(p))| to leading-
order. If this is positive, it means that the upstream
streakline is situated in a positive direction in compari-
son to the downstream one when considering the direc-
tion nˆ(p) along G(t). This enables the determination of
whether the gate provides a channel for instantaneous
flux from fluid 2 to 1′ (if positive), or from 1 to 2′ (if
negative), as is clear from Fig. 13. Second, the fluid ve-
locity at all points on G(t), in the normal direction, is
to leading-order |u (x¯(p))|. This is because in the ab-
sence of a velocity agitation the velocity at x¯(p), on G,
is u (x¯(p)), and points normal to G, and moreover both
G(t) and the unsteady velocity agitation have size O(ε).
Multiplying the velocity across G(t) by the length of G(t)
therefore gives the instantaneous flux across it; to leading
order this is therefore Mu(p, t)−Md(p, t). Thus,
φ(p, t) = Mu(p, t)−Md(p, t) +O(ε2)
However, p ∈ [pu, pd] in this situation, and so pu+ = p
and pd− = p, whether Γ˜ is open or closed. Moreover, by
taking P large, it is clear that the indicator function
appearing outside the integrals in (10) and (13) is always
unity. Therefore, Mu has an integral from pu to p,
whereas Md has negative an integral from pd to p. Since
the integrand is identical, this simply transforms to
an integral from pu to pd, which gives the expression (27).
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