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SOLVING EQUATIONS IN CLASS 2 NILPOTENT GROUPS
ALEX LEVINE
Abstract. We construct an algorithm to decide if in a class 2 nilpotent group an equation ω = 1
that contains a variable X such that the exponent sum of X within ω is non-zero admits a solution.
Besides the existence of such an X in ω, there are no restrictions on any other variables. We do this
by associating the equation to a system of integer equations and congruences equivalent to it, and
give an algorithm to solve this system. We also construct an algorithm to decide if any equation in
a group that is virtually the Heisenberg group admits a solution.
1. Introduction
Since the 1960s, many papers have discussed algorithms to decide whether or not equations in a
variety of different classes of groups admit solutions. An equation with the variable set X in a
group G has the form, ω = 1, for some word ω ∈ (G ∪ X ∪ X−1)∗. A first major positive result in
this area is due to Makanin, during the 1980s, when in a series of papers including [11], [12] and
[13], he proved that it is decidable whether a finite system of equations in a free group is satisfiable.
Since then, Makanin’s work has been extended to show the decidability of solving equations in
hyperbolic groups, limit groups, right-angled Artin groups and more.
Our primary focus in this paper will be single equations in finitely generated class 2 nilpotent
groups. In [7], Duchin, Liang and Shapiro proved that in finitely generated class 2 nilpotent groups
with virtually cyclic commutator subgroup it is decidable whether or not single equations admit
solutions. Our main result will be to relax the condition on the commutator subgroup of class 2
nilpotent groups from [7], subject to a constraint on the type of equation, and prove decidability
without relying on difficult number theoretic techniques.
Roman’kov began the study of equations in nilpotent groups, when in [17], he gave an example
of a class 4, rank 6 nilpotent group in which it is undecidable whether finite systems of equations
admit a solution. Following this, Repin proved in [14] that there is a finitely presented nilpotent
group such that single equations with one variable are undecidable, and, in [15], improved this by
showing that a group of nilpotency class 3 exists such that single equations with one variable are
undecidable. These results constrast with the fact that the conjugacy problem, which is a specific
example of a one-variable equation, is decidable in nilpotent groups. Repin also showed in [15] that
single equations with one variable in non-abelian free nilpotent groups of class at least 1020 are
undecidable.
In the positive direction, Repin proved in [15] that single equations with one variable are decidable
in N(2, r) for any rank r, where N(c, r) denotes the free nilpotent group of class c and rank r.
In [20], Truss showed that single equations in two variables in N(2, 2) (the Heisenberg group) are
decidable, and also single equations in N(3, ∞) are undecidable. In [1], Burke and Truss proved it
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is decidable in N(2, r) if an equation ω = 1 admits a solution if ω is not a product of commutators;
that is it doesn’t represent an element of the commutator subgroup free nilpotent group of the
same class as G, on G and the variables of the equation.
Additional results for decidability of systems of equations can be found in [7], and previous results
in Roman’kov’s survey [16]. A number of results about systems of equations in random nilpotent
groups can be found in [10]. They also showed that it is undecidable whether systems of equations
admit solutions in N(c, r) for c ≥ 3, and r sufficiently large.
In [18], Roman’kov gave an example of a finitely generated class 2 nilpotent group where it is
undecidable whether equations of the form [ω1, ω2] = g, where g is a constant, admit solutions.
Our main result shows that although commutator equations are not always decidable, most other
equations are ‘easier’, and we give an algorithm to determine the satisfiability of these equations.
Given a word w, and a letter a, we use #a(w) to denote the number of occurences of a in w. If a
has an ‘inverse’ letter a−1, we define expsuma(w) = #a(w)−#a−1(w). Note that the condition on
the equation ω = 1 in the following theorem is existential only; at least one variable must satisfy
the condition, but the remaining variables do not have to.
Theorem 5.9. For every finitely generated class 2 nilpotent group, there is an algorithm that
accepts as input an equation ω = 1 that contains a variable X such that expsumX(ω) 6= 0, and
outputs yes if ω = 1 admits a solution, and no otherwise.
We prove this using a similar method to the method used in [7]; by converting an equation in a class
2 nilpotent group into an equivalent system of linear and quadratic equations and congruences over
Z, for which we then construct an algorithm to decide if they admit a solution. Unlike [7], we do
not use the work of Siegel [19] that shows that it is decidable whether a single quadratic equation
in the ring of the integers admits a solution. Instead, we observe that these systems of equations
and congruences over Z are of such a type that only linear equations, quadratic congruences and
‘easy’ divisibility conditions need to be solved in order to decide whether or not there is a solution.
We also look at equations in virtually Heisenberg groups. A group G has a decidable single equation
problem if there is an algorithm that determines if single equations in G admit solutions. It is
currently unknown that a group that is virtually a group with a decidable single equation problem
necessarily has a decidable single equation problem. In this proof, we do use the result of Siegel
[19], in a similar manner to the method of Duchin, Liang and Shapiro [7].
Theorem 6.6. The single equation problem in a virtually Heisenberg group is decidable.
In Section 2, we define a group equation and solution, and give some background on nilpotent
groups. Section 3 covers the Mal’cev normal form of a class 2 nilpotent group, which is a key tool
in the proofs of Theorem 5.9 and Theorem 6.6. In Section 4, we use the Mal’cev normal form to
transform an equation in a class 2 nilpotent group into a system of linear and quadratic equations
and congruences over the ring Z. Section 5 proves that these systems are decidable if the original
equation is of the easy type stated in Theorem 5.9. In Section 6, we prove that it is decidable
whether a single equation in a group that is virtually the Heisenberg group admits a solution. We
conclude with a few further questions in Section 7.
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2. Preliminaries
Group equations. We start with the definition and some examples of equations in groups.
Definition 2.1. Let G be a finitely generated group, X be a finite set and F (X) be the free group
on X. An equation in G is an identity ω = 1, where ω ∈ G ∗ F (X). A solution to ω = 1 is a
homomorphism φ : G ∗ F (X) → G that fixes elements of G, such that φ(ω) = 1. The elements of
X are called the variables of the equation. A system of equations in G is a finite set of equations
in G, and a solution to a system is a homomorphism that is a solution to every equation in the
system.
We say two systems of equations in G are equivalent if they have the same set of solutions.
The single equation problem in G is the decidability question as to whether there is an algorithm
that accepts as input an equation ω = 1 in G, where the elements of G within ω = 1 are represented
by words over a finite generating set, and returns yes if ω = 1 admits a solution and no otherwise.
Example 2.2. Equations in the group Z are linear equations in integers, and thus elementary
linear algebra is sufficient to show that the single equation problem in Z is decidable. A similar
argument works for any finitely generated abelian group.
Remark 2.3. We will often abuse notation, and consider a solution to an equation in a group G to
be a tuple of elements (g1, . . . , gn), rather than a homomorphism from G∗F ({X1, . . . , Xn})→ G,
as we can recover such a homomorphism φ from a tuple by φ(g) = g if g ∈ G and φ(Xi) = gi, and
the action of φ on the remaining elements is now determined as it is a homomorphism.
Nilpotent groups. Below we give the definition of a nilpotent group, along with an elementary
lemma about commutators we will use later on.
Definition 2.4. Let G be a group. Define γi(G) for all i ∈ N\{0} inductively as follows.
γ1(G) = G
γi(G) = [G, γi−1(G)] for i > 1.
The subnormal series (γi(G)) is called the lower central series of G. We call G nilpotent of class c
if γc(G) is trivial.
Lemma 2.5. Let G be a class 2 nilpotent group, and g, h ∈ G. Then
1. [g−1, h−1] = [g, h],
2. [g−1, h] = [g, h]−1.
Proof. For 1., since commutators are central,
[g−1, h−1] = ghg−1h−1 = ghg−1h−1ghh−1g−1 = gh[g, h]h−1g−1 = [g, h]ghh−1g−1 = [g, h].
Similarly, for 2., we have
[g−1, h] = gh−1g−1h = gh−1g−1hgg−1 = g[g, h]−1g−1 = gg−1[g, h]−1 = [g, h]−1.

Definition 2.6. The free nilpotent group N(c, r) of class c and rank r is the group with the
presentation
N(c, r) = 〈a1, . . . , ar | {[ai1 , [ai2 , . . . , [aic−1 , aic ] · · · ]] = 1 | i1, . . . , ic ∈ {1, . . . , r}〉.
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Particular focus is often given to the Heisenberg group N(2, 2), which is frequently viewed by the
following presentation
N(2, 2) = 〈a1, a2, c | c = [a1, a2], [a1, c] = [a2, c] = 1〉.
Note that as the Heisenberg group has a single commutator generator c1, we usually omit the
subscript, and call it c, as written above.
3. Mal’cev generators
This section covers the normal form we will be using in order to prove our main results. This is
used in [7], and we include the proof of uniqueness and existence for completeness.
Example 3.1. The Heisenberg group possesses a normal form; every element can be written
uniquely in the form ai1a
j
2c
k, where i, j, k ∈ Z. To transform any word ω into an equivalent word
in this form, first note that c is central, so ω is equal to νck, where ν ∈ {a1, a2, a
−1
1 , a
−1
2 }
∗, and
k ∈ Z, which is obtained by pushing all cs and c−1s in ω to the right. We can then look for any a2s
or a−12 s before a1s and a
−1
1 s, and use the following rules to ‘swap’ them, by adding a commutator,
in which we use Lemma 2.5.
a2a1 = a1a2a
−1
2 a
−1
1 a2a1 = a1a2c
a2a
−1
1 = a
−1
1 a2a
−1
2 a1a2a
−1
1 = a1a2c
−1
a−12 a1 = a1a
−1
2 a2a
−1
1 a
−1
2 a1 = a1a
−1
2 c
−1
a−12 a
−1
1 = a
−1
1 a
−1
2 a2a1a
−1
2 a
−1
1 = a
−1
1 a
−1
2 c.
After doing these swaps, we can push the ‘new’ cs and c−1s to the back, to assume our word remains
within {a1, a2, a
−1
1 , a
−1
2 }
∗ck, for some k ∈ Z. By repeating this process, we will eventually have no
more a1s or a
−1
1 s occuring after any a2 or a
−1
2 , and so will be in the form a
i
1a
j
2c
k, where i, j, k ∈ Z.
This normal form is called the Mal’cev normal form, and can be generalised to any class 2 nilpotent
group. It will be our main tool for constructing equivalent systems of equations and congruences
over Z from an equation in a class 2 nilpotent group. We explore throughout this section, and
prove its existence and uniqueness in Lemma 3.4.
Lemma 3.2. Let G be a class 2 nilpotent group. Then G has a generating set
{a1, . . . , an, b1, . . . , br, c1, . . . , cs, d1, . . . , dt},
where n, r, s, t ∈ N\{0}, such that the dis have finite order, the cis and dis are central, for each
bi, there exists li ∈ N\{0}, such that b
li
i ∈ [G, G], and [G, G] = 〈c1, · · · , cs, d1, . . . , dt〉.
Proof. Using the fundamental theorem for finitely generated abelian groups, the short exact se-
quence {1} → [G, G]→ G→ Gupslope[G, G]→ {1} becomes
{1} −→ Zs ⊕ (Zk1 ⊕ · · · ⊕ Zkt) −→ G −→ Z
n ⊕ (Zl1 ⊕ · · · ⊕ Zlr) −→ {1},
where n, r, s, t ∈ N\{0}. Let a1, . . . , an be lifts in G of standard generators for Z, b1, . . . , br
be lifts of generators of Zl1 , . . . , Zlr , respectively. Let c1, . . . , cs be a generating set for Z
s, and
d1, . . . , dt be generators of Zk1 , . . . , Zkt , respectively. Then using our short exact sequence, it
follows that {a1, . . . , an, b1, . . . , br, c1, . . . , cs, d1, . . . , dt} generates G. We have that d
ki
i = 1,
for all i. As {c1, . . . , cs, d1, . . . , dt} generates [G, G], the result follows. 
Definition 3.3. A generating set defined as in Lemma 3.2 is called a Mal’cev generating set.
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Lemma 3.4. Let G be a class 2 nilpotent group and
{a1, . . . , an, b1, . . . , br, c1, . . . , cs, d1, . . . , dt},
be a Mal’cev generating set for G, where again, li is minimal (and exists) such that b
li
i ∈ [G, G],
and the order of di is ki. Then every element of G can be expressed uniquely as an element of the
set
{ai11 · · · a
in
n b
j1
1 · · · b
jr
r c
p1
1 · · · c
ps
s d
q1
1 · · · d
qt
t | i1, . . . , in, p1, . . . , ps ∈ Z,(1)
jx ∈ {0, . . . , lx − 1}, qx ∈ {0, . . . , kx − 1} for each x}.
Proof. Existence: Let g ∈ G, and w be a word over our generating set that represents g. As
all cis and dis are central, we can push them to the back of w, and into the desired order. As
[ai, aj ], [bi, bj ], and [ai, bj ] can be written as expressions using the cis and dis, for all i and j,
we have that reordering the ais and bis to the desired form simply creates expressions using the cis
and dis, which can then be pushed to the back of w, and into the stated order. Let i ∈ {1, . . . , r}.
By definition, [G, G]blii = [G, G], so we can reduce bi modulo li by creating an expression over the
cis and dis, which, again, can be pushed to the back and into the desired form. Since the dis have
finite order, we can reduce their exponents modulo these orders.
Uniqueness: It suffices to show that any expression of this form is non-trivial whenever at least one
of the exponents is non-zero. So let i1, . . . , in+r+s+t ∈ Z be such that
ai11 · · · a
in
n b
in+1
1 · · · b
in+r
r c
in+r+1
1 · · · c
in+r+s
s d
in+r+s+1
1 · · · d
in+r+s+t
t = 1.
If φ : G→ Gupslope[G, G] is the quotient map, then applying this to the above expression gives
(φ(a1))
i1 · · · (φ(an))
in(φ(b1))
in+1 · · · (φ(br))
in+r = 1.
As the ais and bis are lifts to G of generators of the corresponding cyclic groups, we have that the
above expression of φ(ai)s and φ(bi)s is in the (standard) normal form for Z
n ⊕ (Zl1 ⊕ · · · ⊕ Zlr),
and so i1 = · · · = in+r = 0. It follows that
c
in+r+1
1 · · · c
in+r+s
s d
in+r+s+1
1 · · · d
in+r+s+t
t = 1.
But this expression is in the normal form for Zs⊕(Zk1⊕· · ·⊕Zkt), and so in+r+1 = · · · = in+r+s+t =
0. 
Definition 3.5. The normal form defined in Lemma 3.4 is called the Mal’cev normal form.
Notation 3.6. We define a number of integers for a group G with the Mal’cev generating set
{a1, . . . , an, b1, . . . , br, c1, . . . , cs, d1, . . . , dt},
where again, li is minimal (and exists) such that b
li
i ∈ [G, G] and the order of di is ki.
1. From Lemma 3.2, we have that [ai, aj], [bi, bj], [ai, bj] ∈ c
∗
1 · · · c
∗
sd
∗
1 · · · d
∗
t , for all i, j, with
i < j in the first two expressions. For all such i and j, k ∈ {1, . . . , s}, and l ∈ {1, . . . , t},
we can therefore define πijk, τijk, υijk, αijl, βijl and γijl to be the unique integers satisfying
the following normal form expressions in [G, G]:
[aj , ai] = c
πij1
1 · · · c
πijs
s d
αij1
1 · · · d
αijt
t , (i < j)
[bj , bi] = c
τij1
1 · · · c
τijs
s d
βij1
1 · · · d
βijt
t , (i < j)
[ai, bj] = c
υij1
1 · · · c
υijs
s d
γij1
1 · · · d
γijt
t .
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2. Since blii ∈ [G, G], we can define ξik and ηil for all i ∈ {1, . . . , r}, k ∈ {1, . . . , s} and
l ∈ {1, . . . , t}, to be the unique integers such that
blii = c
ξi1
1 · · · c
ξis
s d
ηi1
1 · · · d
ηit
t .
4. Transforming equations in nilpotent groups into equations over Z
This section aims to prove that a single equation E in a class 2 nilpotent group is equivalent
to a system SE over the ring Z of quadratic equations and congruences that may also contain
‘floor terms’. The idea of the proof is to to replace each variable in E with a word representing
a potential solution, and then convert the resulting word into Mal’cev normal form. The linear
equations in SE occur by equating the exponent of each generator ai to 0, and the linear congruences,
quadratic equations and quadratic congruences occur when the same is done for the bis, cis and
dis, respectively. One key aspect of the proof that the resulting system is decidable when E is of
the type stated in Theorem 5.9, that is a subset of the variables only appear in linear terms, which
we demonstrate in Example 4.1.
Example 4.1. We will transform the equation XYX = 1 in the Heisenberg group into a system
over the integers. Using the Mal’cev normal form we can write X = aX11 a
X2
2 c
X3 and Y = aY11 a
Y2
2 c
Y3
for variables X1, X2, X3, Y1, Y2, Y3 over the integers. Replacing X and Y in XY X = 1 in these
expressions gives
aX11 a
X2
2 c
X3aY11 a
Y2
2 c
Y3aX11 a
X2
2 c
X3 = 1.(2)
After manipulating this into Mal’cev normal form, we obtain
a2X1+Y11 a
2X2+Y2
2 c
2X3+Y3+X1Y2+X1X2+Y1X2 = 1.(3)
As this normal form word is trivial if and only if the exponents of a1, a2 and c are all equal to 0,
we obtain the following system over Z:
2X1 + Y1 = 0(4)
2X2 + Y2 = 0
2X3 + Y3 +X1Y2 +X1X2 + Y1X2 = 0.
Note that the variables corresponding to the exponent of c in X and Y , namely X3 and Y3, only
appear in linear terms in the above system.
In this specific example it is not hard to enumerate the solutions in a somewhat reasonable manner.
We can start by replacing occurences of Y1 and Y2 in the third equation of (4) with −2X1 and
−2X2, respectively, to give that (4) is equivalent to
Y1 = −2X1
Y2 = −2X2
2X3 + Y3 − 2X1X2 +X1X2 − 2X1X2 = 0.
This simplifies to
Y1 = −2X1
Y2 = −2X2
2X3 + Y3 = 3X1X2.
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We can now enumerate all values of (X1, X2, X3) (across Z), and each such choice will fix the
values of Y1, Y2 and Y3, for which there will always exist a solution. Using this method, we have
that the solution set to (4) is equal to
{(x1, x2, x3, −2x1, −2x2, 3x1x2 − 2x3) | x1, x2, x3 ∈ Z}.
Translating this back into the language of the Heisenberg group give that the solution set to
XYX = 1 is
{(ax11 a
x2
2 c
x3 , a−2x11 a
−2x2
2 c
3x1x2−2x3) | x1, x2, x3 ∈ Z}.
Example 4.2. Let G be the class 2 nilpotent group with the presentation
〈a1, a2, b, c, d | c = [a1, a2], d = [a1, b] = [a2, b], b
2 = c, d2 = 1,
[a1, c] = [a1, d] = [a2, c] = [a2, d] = [b, c] = [b, d] = 1〉.
Consider the equation
Xba1cXa2c
−3a1X = 1(5)
We first convert the constants into Mal’cev normal form, and push the commutators to the right
to obtain
Xa1bXa1a2Xc
−3d−1 = 1.
Using the fact that d2 = 1 gives that this is equivalent to
Xa1bXa1a2Xc
−3d = 1.(6)
As in Example 4.1, we set X = aX11 a
X2
2 b
X3cX4dX5 using our Mal’cev normal form, for new variables
X1, . . . , X5 over Z. Plugging this into (6) gives
aX11 a
X2
2 b
X3cX4dX5a1ba
X1
1 a
X2
2 b
X3cX4dX5a1a2a
X1
1 a
X2
2 b
X3cX4dX5c−3d = 1.(7)
We can the transform this into Mal’cev normal form, to (first) obtain
a3X1+21 a
3X2+1
2 b
3X3+1c3X4+X1(1+X2+X2)+X1X2−3(8)
d3X5+X2(X3+1+X3)+X1(X3+1+X3)+(X3+1+X3)+(X3+1+X3)+X2(1+X3)+X1(1+X3)+X3+2+1 = 1.
Simplifying this gives
a3X1+21 a
3X2+1
2 b
3X3+1c3X1X2+X1+3X4−3d3X1X3+3X2X3+4X1+4X2+5X3+3X5+5 = 1.(9)
Using the relations b2 = c and d2 = 1, we can conclude
a3X1+21 a
3X2+1
2 b
(X3+1)mod 2c
3X1X2+X1+3X4−3+
⌊
X3+1
2
⌋
+X3
d(X1X3+X2X3+X3+X5+1)mod 2 = 1.(10)
This results in the following system of equations over (the ring) Z
3X1 + 2 = 0(11)
3X2 + 1 = 0
X3 + 1 ≡ 0 mod 2
3X1X2 +X1 +X3 +
⌊
X3 + 1
2
⌋
+ 3X4 − 3 = 0
X1X3 +X2X3 +X3 +X5 + 1 ≡ 0 mod 2.
As 3X1 + 2 = 0 admits no integer solutions, we can conclude that (5) does not admit a solution.
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Notation 4.3. Let G be a class 2 nilpotent group, X1, . . . , XN be variables, where N ∈ N\{0},
and
(12) Xǫ1p1 · · ·X
ǫK
pK
= 1
be an equation over G with no constants, where ǫ1, . . . , ǫK ∈ {−1, 1}. We will use the notation
introduced in Lemma 3.2 for the generators, and (ν1, . . . , νN ) will be a potential solution to (12),
with each νz expressed as a word in Mal’cev normal form. For each Mal’cev generator a, define
νz,a = expsuma(νz).
We denote these in bold in order to make clear these represent variables (or at least potential
solutions to variables) as opposed to the constants that appear from the choice of G.
The following lemma converts an equation of the form of (12) into a system of equations and
congruences over Z. This is done by expressing the variables as expressions in Mal’cev normal
form, plugging these expressions back into the equation, and then converting the resulting word
into Mal’cev normal form. After doing this, the exponents of the generators can the be equated to
0 or set congruent to 0, which yields the system stated.
Lemma 4.4. The words ν1, . . . , νN form a solution to (12) in G if and only if the following
equations and congruences hold:
K∑
z=1
ǫzνpz,am = 0, for all m ∈ {1, . . . , n},
(13)
K∑
z=1
ǫzνpz,bm ≡ 0 mod lm, for all m ∈ {1, . . . , r},
(14)
K∑
z=1
ǫzνz,cm +
K∑
u<z=1
n∑
i<j=1
πijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
υijmǫzǫuνpz,aiνpu,bj
(15)
+
K∑
u<z=1
r∑
i<j=1
τijmǫzǫuνpz ,biνpi,bj +
K∑
z=1
r∑
i=1
ξim
⌊
ǫzνpz,bi
li
⌋
= 0, for all m ∈ {1, . . . , s},
K∑
z=1
νz,dm +
K∑
u<z=1
n∑
i<j=1
αijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
γijmǫzǫuνpz ,aiνpu,bj
(16)
+
K∑
u<z=1
r∑
i<j=1
βijmǫzǫuνpz,biνpu,bj +
K∑
z=1
r∑
i=1
ηim
⌊
ǫzνpz,bi
li
⌋
≡ 0 mod km, for all m ∈ {1, . . . , t},
where the πijks, τijks, υijks, αijks, βijks, and γijks are defined as in Notation 3.6 and represent
constants. The ǫzs are defined as in Notation 4.3, and represent constants. The potential solutions
for the variables are the νz,as, for a generator a and are defined in Notation 4.3.
Proof. Consider (12) with the potential solution (ν1, . . . , νN ) plugged in. We obtain
ν
ǫ1
p1
· · · νǫKpK = 1.
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As νz = a
νz,a1
1 · · · a
νz ,an
n b
νz,b1
1 · · · b
νz,br
r c
νz,c1
1 · · · c
νz,cs
s d
νz,d1
1 · · · d
νz,dt
t , replacing these in the above
equation gives
(a
νp1,a1
1 · · · a
νp1,an
n b
νp1,b1
1 · · · b
νp1,br
r c
νp1,c1
1 · · · c
νp1,cs
s d
νp1,d1
1 · · · d
νp1,dt
t )
ǫ1 · · ·(17)
(a
νpK,a1
1 · · · a
νpK,an
n b
νpK,b1
1 · · · b
νpK,br
r c
νpK,c1
1 · · · c
νpK,cs
s d
νpK,d1
1 · · · d
νpK,dt
t )
ǫK = 1.
We now convert the left hand side of (17) into Mal’cev normal form. This is done from (2) to (3)
in Example 4.1, and from (7) to (10) in Example 4.2. We start by pushing all commutators to the
right, which gives that (17) is equivalent to
(a
νp1,a1
1 · · · a
νp1,an
n b
νp1,b1
1 · · · b
νp1,br
r )
ǫ1 · · · (a
νpK,a1
1 · · · a
νpK,an
n b
νpK,b1
1 · · · b
νpK,br
r )
ǫK
s∏
m=1
c
K∑
z=1
ǫzνpz,cm
m
t∏
m=1
d
K∑
z=1
ǫzνpz,dm
m = 1.
Using Notation 3.6, if i < j, then ajai = aiaj [aj , ai] = aiajc
πij1
1 · · · c
πijs
s d
αij1
1 · · · d
αijt
t and bjbi =
bibjc
τij1
1 · · · c
τijs
s d
βij1
1 · · · d
βijt
t . Similarly, for any i and j, bjai = aibjc
υij1
1 · · · c
υijs
s d
γij1
1 · · · d
γijt
t . We
will use this to reorder all of the subwords (a
νpz,a1
1 · · · a
νpz,an
n b
νpz,b1
1 · · · b
νpz,br
r )ǫz into a word within
(a±1 )
∗ · · · (a±n )
∗(b±1 )
∗ · · · (b±r )
∗(c±1 )
∗ · · · (c±s )
∗(d±1 )
∗ · · · (d±t )
∗, subject to ‘creating’ some additional com-
mutators, which are then pushed to the right. Note that if ǫz = 1, then the word is already in the
desired form, so consider when ǫz = −1. Let w be such a subword. Then
w = b
−νpz,br
r · · · b
−νpz,b1
1 a
−νpz,an
n · · · a
−νpz,a1
1 .
We will start at the right, and push terms to the left. We have that the a1s will have to be pushed
past everything (except each other), the a2s will need to be pushed past everything except the a1s,
and so on up to the br−1s, which will only need to be pushed past the brs, and the brs which will
not need to be pushed past anything, as they will now be in the correct place. Thus
w =a
−νpz,a1
1 · · · a
−νpz,an
n b
−νpz,b1
1 · · · b
−νpz,br
r
s∏
m=1
c
n∑
i<j=1
πijmνpz,aiνpz,aj +
n∑
i=1
r∑
j=1
υijmνpz,aiνpz ,bj +
r∑
i<j=1
τijmνpz ,biνpz,bj
m
t∏
m=1
d
n∑
i<j=1
αijmνpz ,aiνpz,aj +
n∑
i=1
r∑
j=1
γijmνpz,aiνpz,bj +
r∑
i<j=1
βijmνpz,biνpz ,bj
m .
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Now consider the general case for ǫz ∈ {−1, 1}. Let δi = 1 if i = −1 and δi = 0 otherwise. We
have
w =a
ǫzνpz,a1
1 · · · a
ǫzνpz,an
n b
ǫzνpz,b1
1 · · · b
ǫzνpz,br
r
s∏
m=1
c
δǫz

 n∑
i<j=1
πijmνpz,aiνpz,aj +
n∑
i=1
r∑
j=1
υijmνpz,aiνpz ,bj +
r∑
i<j=1
τijmνpz ,biνpz,bj


m
t∏
m=1
d
δǫz

 n∑
i<j=1
αijmνpz ,aiνpz,aj +
n∑
i=1
r∑
j=1
γijmνpz,aiνpz,bj +
r∑
i<j=1
βijmνpz ,biνpz,bj


m .
We now use the rules ajai = aiaj [aj , ai] = aiajc
πij1
1 · · · c
πijs
s d
αij1
1 · · · d
αijt
t , for i < j and bjai =
aibjc
υij1
1 · · · c
υijs
s d
γij1
1 · · · d
γijt
t , for any i and j to push all of the ais to the left, ordered from a1 to an,
and push all commutators ‘created’ by this action to the right, to obtain that (17) is equivalent to
1 = a
K∑
z=1
ǫzνpz,a1
1 · · · a
K∑
z=1
ǫνpz ,an
n b
ǫ1νp1,b1
1 · · · b
ǫ1νp1,br
r · · · b
ǫzνpz ,b1
1 · · · b
ǫzνpz ,br
r
s∏
m=1
c
K∑
z=1
ǫzνpz,cm +
K∑
z=1
δǫz

 n∑
i<j=1
πijmνpz,aiνpz ,aj +
n∑
i=1
r∑
j=1
υijmνpz ,aiνpz,bj +
r∑
i<j=1
τijmνpz,biνpz,bj


m
+
K∑
u<z=1
n∑
i<j=1
πijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
υijmǫzǫuνpz,aiνpu,bj
t∏
m=1
d
K∑
z=1
ǫzνpz,dm + δǫz

 n∑
i<j=1
αijmνpz ,aiνpz,aj +
n∑
i=1
r∑
j=1
γijmνpz,aiνpz ,bj +
r∑
i<j=1
βijmνpz,biνpz ,bj


m
+
K∑
u<z=1
n∑
i<j=1
αijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
γijmǫzǫuνz,aiνu,bj
.
We now reorder the bis. Again, we use Notation 3.6 to say bjbi = bibjc
τij1
1 · · · c
τijs
s d
βij1
1 · · · d
βijt
t for
i < j. Reordering the bis, and pushing all commutators to the right, gives that (17) is equivalent
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to
1 = a
K∑
z=1
ǫzνpz,a1
1 · · · a
K∑
z=1
ǫνpz ,an
n b
K∑
z=1
ǫzνpz ,b1
1 · · · b
K∑
z=1
ǫνpz,br
r
s∏
m=1
c
K∑
z=1
ǫzνpz,cm +
K∑
z=1
δǫz

 n∑
i<j=1
πijmνpz,aiνpz ,aj +
n∑
i=1
r∑
j=1
υijmνpz ,aiνpz,bj +
r∑
i<j=1
τijmνpz,biνpz,bj


m
+
K∑
u<z=1
n∑
i<j=1
πijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
υijmǫzǫuνpz,aiνpu,bj +
K∑
u<z=1
r∑
i<j=1
τijmǫzǫuνpz,biνpu,bj
t∏
m=1
d
K∑
z=1
ǫzνpz,dm + δǫz

 n∑
i<j=1
αijmνpz ,aiνpz,aj +
n∑
i=1
r∑
j=1
γijmνpz,aiνpz ,bj +
r∑
i<j=1
βijmνpz,biνpz ,bj


m
+
K∑
u<z=1
n∑
i<j=1
αijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
γijmǫzǫuνpz,aiνpu,bj +
K∑
u<z=1
r∑
i<j=1
βijmǫzǫuνpz,biνpu,bj
.
Next, we reduce each bi modulo li, as in (9) to (10) in Example 4.2. We have from Notation 3.6
that blii = c
ξi1
1 · · · c
ξis
s d
ηi1
1 · · · d
ηit
t . Doing this, then pushing all commutators to the right implies that
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(17) is equivalent to
1 = a
K∑
z=1
ǫzνpz,a1
1 · · · a
K∑
z=1
ǫνpz ,an
n b
(
K∑
z=1
ǫzνpz ,b1
)
mod l1
1 · · · b
(
K∑
z=1
ǫνpz,br
)
mod lr
r
s∏
m=1
c
K∑
z=1
ǫzνpz,cm +
K∑
z=1
δǫz

 n∑
i<j=1
πijmνpz,aiνpz ,aj +
n∑
i=1
r∑
j=1
υijmνpz ,aiνpz,bj +
r∑
i<j=1
τijmνpz,biνpz,bj


m
+
K∑
u<z=1
n∑
i<j=1
πijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
υijmǫzǫuνpz,aiνpu,bj +
K∑
u<z=1
r∑
i<j=1
τijmǫzǫuνpz,biνpu,bj
+
K∑
z=1
r∑
i=1
ξim
⌊
ǫzνpz ,bi
li
⌋
t∏
m=1
d
K∑
z=1
ǫzνpz,dm + δǫz

 n∑
i<j=1
αijmνpz ,aiνpz,aj +
n∑
i=1
r∑
j=1
γijmνpz,aiνpz ,bj +
r∑
i<j=1
βijmνpz,biνpz ,bj


m
+
K∑
u<z=1
n∑
i<j=1
αijmǫzǫuνpz,aiνpu,aj +
K∑
u<z=1
n∑
i=1
r∑
j=1
γijmǫzǫuνpz,aiνpu,bj +
K∑
u<z=1
r∑
i<j=1
βijmǫzǫuνpz,biνpu,bj
+
K∑
z=1
r∑
i=1
ηim
⌊
ǫzνpz,bi
li
⌋
.
The right hand side of the identity above is in normal form, excepting the fact that the exponents
of the dis are not necessarily reduced with respect to their modularities. It follows that this identity
is satisfied if and only if the exponents of the ais, bis, and cis all equal zero, and the exponent of
each di is congruent to 0 modulo ki. Thus (ν1, . . . , νN ) is a solution if and only if the exponents
satisfy these conditions, and the result follows. 
Definition 4.5. If ω = 1 is an equation in a class 2 nilpotent group, consider the system of
equations over the integers defined by taking each variable V , and viewing it in Mal’cev normal
form by introducing new variables: V = aW11 · · · a
Wn
n b
X1
1 · · · b
Xr
r c
Y1
1 · · · c
Ys
s d
Z1
1 · · · d
Zt
n , where the Wis,
Xis, Yis and Zis take values in Z. The resulting system of equations and congruences over Z
obtained by setting the expressions in the exponents equal to zero is called the Z-system of ω = 1.
The following example demonstrates the method used in the proof of Lemma 4.7; that is that any
equation in G is equivalent to a system of equations that consists of one equation with no constants,
and finitely many equations of the form X = g, for some variable X, and a constant g ∈ G.
Example 4.6. Let G be a group, and consider the equation
X2gY −1XhZ = 1,(18)
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where g, h ∈ G. Then (18) is equivalent to the system
X2W1Y
−1XW2Z = 1
W1 = g
W2 = h.
To so this, notice that we can obtain (18) from the above system by substituting W1 and W2 for g
and h, respectively.
Lemma 4.7. The Z-system of any equation in a class 2 nilpotent group is equivalent to a system
of the form of Lemma 4.4, together with finitely many (additional) linear equations and linear
congruences.
Proof. We have that any equation in a class 2 nilpotent group G is equivalent to a system of
comprising one equation Xǫ1p1 · · ·X
ǫK
pK
= 1 with no constants, and equations of the form Xz = g, for
some variable Xz and g ∈ G. Let g ∈ G, and Xz be a variable. We have that g is represented by a
word
g = a
ga1
1 · · · a
gan
n b
gb1
1 · · · b
gbr
r c
gc1
1 · · · c
gcs
s d
gd1
1 · · · d
gdt
t
in Mal’cev normal form, where gµ ∈ Z for any generator µ. Then the Z-system of Xz = g is
Xz,ai = gai for each i ∈ {1, . . . , n}
Xz,bi ≡ gbi mod li for each i ∈ {1, . . . , r}
Xz,ci = gci for each i ∈ {1, . . . , s}
Xz,di ≡ gdi mod ki for each i ∈ {1, . . . , n},
These equations and congruences are linear, as required. 
5. Solutions to single equations
In order to prove Theorem 5.9, it suffices to show that there is an algorithm that determines if a
system of the form stated in Lemma 4.7 admits a solution, whenever the original equation is of
stated form. This section proves that this is the case. The method takes advantage of the presence
of ‘free’ variables in these systems.
Definition 5.1. A quadratic function from Zn to Z, where n ∈ N\{0}, is a function f : Zn → Z
such that there exist a00, . . . , ann, b1, . . . , bn, c ∈ Z, such that for all (x1, . . . , xn) ∈ Z
n,
f(x1, . . . , xn) =
n∑
i=1
n∑
j=1
aijxixj +
m∑
i=1
bixi + c.
We start by restating Lemma 4.7 up to grouping constants, and renaming constants and variables.
We also add new constants κji and χji, which any system of the form of Lemma 4.7 will have
as 0, however, after ‘plugging’ linear equations back into these equations, these constants will not
necessarily be 0. We also note that if there is a variable X in the equation ω = 1, such that
expsumX(ω) 6= 0, then the coefficient in of νX,cm in the exponent of cm will be non-zero for all m.
This follows as this coefficient equals expsumX(ω).
Lemma 5.2. The Z-system of a single equation ω = 1 in a class 2 nilpotent group is equivalent to
a finite system of linear equations and congruences in Z, together with the following equations and
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congruences for finitely many j and k:
n∑
i=1
−αjiYji + fj(X1, . . . , Xm) +
m∑
i=1
ǫji
⌊
βjiXi + κji
γji
⌋
= 0,(19)
gk(X1, . . . , Xm) +
m∑
i=1
ζki
⌊
µkiXi + χki
λki
⌋
≡ 0 mod δk,(20)
where the values with Greek alphabet names are all constants, easily computed from the class 2
nilpotent group and the single equation, X1, . . . , Xm are variables which appear in the linear
equations and congruences, Yj1, . . . , Yjn are variables which do not appear in any of the linear
equations and congruences, for each j and the fjs and gks are quadratic functions.
Moreover, if there is a variable X such that expsumX(ω) 6= 0, then there exists i such that αji 6= 0
for all j.
Definition 5.3. A system of equations E inm variables with solution set AE , is called sub-equivalent
to a system of equations F in n variables, with solution set AF , where m ≤ n, if there is a subset
{i1, . . . , im} ⊆ {1, . . . , n} of cardinality m, such that
AE = {(ai1 , . . . , aim) | (a1, . . . an) ∈ AF}.
By adding in some new variables, which we will call Zj , we can create a system that will admit a
solution if and only if the corresponding system from Lemma 5.2 does. We will then construct an
algorithm to decide if a system of this form admits a solution, when the original equation is of the
stated form, which will complete the proof.
Remark 5.4. In the following lemma, some of the variables Xi will have a bound on their solution:
those represnting exponents of the bis and dis.
Lemma 5.5. The Z-system of a single equation in a class 2 nilpotent group is sub-equivalent to a
finite system of linear equations and congruences in Z, together with the following equations and
congruences for finitely many j and k
fj(X1, . . . , Xm) +
m∑
i=1
ǫji
⌊
βjiXi + κji
γji
⌋
≡ 0 mod ηj ,(21)
ηjZj =
n∑
i=1
αjiYji,(22)
fj(X1, . . . , Xm) +
∑m
i=1
⌊
βjiXi+κji
γji
⌋
ηj
= Zj ,(23)
where the Greek letters are all constants, X1, . . . , Xm are variables which appear in the linear
equations and congruences, Yj1, . . . , Yjn are variables which do not appear in any of the linear
equations and congruences for all j, the fjs are quadratic functions, and ηj = gcd(αj1, . . . , αjn)
is a new variable for all j.
Moreover, if there is a variable X such that expsumX(ω) 6= 0, then there exists i such that αji 6= 0
for all j.
Proof. Take the system from Lemma 5.2, and define ηj = gcd(αj1, . . . , αjn). Then define a new
variable Zj for each j, and add the equation ηjZj =
∑n
i=1 αjiYji, which gives us 22. Since the
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variables Zj are new, this does not alter the solution set of the original variables. We can then plug
the Zjs into 19, using 22 to obtain for every j:
(24) ηjZj = fj(X1, . . . , Xm) +
m∑
i=1
ǫji
⌊
βjiXi + κji
γji
⌋
.
As this will only give a solution when the right hand side of each of these equations is a multiple
of ηj, we have that adding the equation
fj(X1, . . . , Xm) +
m∑
i=1
ǫji
⌊
βjiXi + κji
γji
⌋
≡ 0 mod ηj
for every j does not alter the solution set. We can then transform 24 into 23 by dividing through.
The linear equations and congruences and 20 are all unchanged. Since the equation (20) is the
same as (21) up to changing constants, we can group these together, up to changing the number
of js, and renaming some constants. 
We introduce the term ‘periodicity’, which we use in the next two lemmas to show that systems of
quadratic and linear congruences (with the floor terms included), from Lemma 5.5, are decidable.
Definition 5.6. A function g : Zn → Z, where n ∈ N\{0}, is called periodic if there exist
p1, . . . , pn ∈ N\{0}, such that for all (x1, . . . , xn) ∈ Z
n,
g(x1, . . . , xn) = g(x1+p1, x2, . . . , xn) = g(x1, x2+p2, . . . , xn) = · · · = g(x1, x2, . . . xn−1, xn+pn).
A period of the ith coordinate is a value pi such that the above holds.
We use the following lemma in our proof that systems of the form stated in Lemma 5.5 are decidable.
This can be used to show that if a solution to an equation of the form (21) exists, then one exists
within a prescribed bound.
Lemma 5.7. Let f : Zm → Z be quadratic, where m ∈ N\{0}. Define
g : Zm → Z
(x1, . . . , xm) 7→
(
f(x1, . . . , xm) +
m∑
i=1
ǫi
⌊
βixi + κi
γi
⌋)
mod η,
where β1, . . . , βm, ǫ1, . . . , ǫm, κ1, . . . , κn ∈ Z, η, γ1, . . . , γm ∈ N\{0}. Then there are sets
A1 ⊆ {0, 1, . . . , ηγ1− 1}, . . . , Am ⊆ {0, . . . , ηγm− 1}, such that the solution set to the equation
f(X1, . . . , Xm) = 0 is of the form:⋃
(a1, ..., am)∈A1×···×Am
{(q1ηγ1 + a1, . . . , qmηγm + am) | (q1, . . . , qm) ∈ Z
m}.
Proof. As mod η is a ring homomorphism from Z to ZupslopeηZ, we can consider the terms in g indi-
vidually. As the ring homomorphism is also multiplicative, the function f will be periodic in each
coordinate, with period η. In addition, each of the terms ǫi
⌊
βixi+κi
γi
⌋
mod η will be periodic with
period γiη. It follows that the function g is periodic. 
Lemma 5.8. It is decidable whether a system of equations of the form (21) from Lemma 5.5 admit
a solution.
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Proof. By Lemma 5.7, the solution sets to each equation of type (21) are periodic in each variable,
and we can explicitly compute the periods in each coordinate from the system of equations (in
the statement of Lemma 5.7, the period of the ith coordinate is ηγi, so the ‘overall’ period of the
system will be the product of these periods for each equation).
A solution to this system will exist, if and only if a solution exists that is reduced modulo the period
in each coordinate. This follows as subtracting the period from any coordinate does not change the
fact that the left hand side of each equation will equal zero after the solution is plugged in. Thus if
(x1, . . . , xm) is a solution, and p is the period we have calculated, then (x1−q1p, . . . , xm−qmp) =
(x1mod p, . . . , xmmod p) will also be a solution, where qi is the quotient of xi when divided by p.
It therefore suffices to check if a solution exists whose coordinates are all smaller than the period.
As this is a finite set of tuples to check, and the ‘overall’ periods is computable from the original
system, the result follows. 
In the proof of the following theorem, we do not use the result of Siegel [19] that states that it is
decidable if a quadratic equation admits an integer solution. Instead, we rely on the fact the the Yjis
are ‘free’ variables; that is given any choice of a potential solution for the remaining variables, we
can always come up with a choice of values for the Yjis to make a solution, subject to certain ‘easy’
conditions being met. Moreover, due to the constraints on the type of equation, these variables
will always occur with a non-zero coefficient.
In the following theorem, we only require that ω = 1 has at least one variable X satisfying the
stated condition; the remaining ones can have an exponent sum of 0.
Theorem 5.9. For every finitely generated class 2 nilpotent group, there is an algorithm that
accepts as input an equation ω = 1 that contains a variable X such that expsumX(ω) 6= 0, and
outputs yes if ω = 1 admits a solution, and no otherwise.
Proof. It suffices to show that there is an algorithm that determines whether a system of the
form stated in Lemma 5.5 admits a solution. Recall that this system comprises linear equations
and congruences and quadratic equations and congruences, where the quadratic identities can also
have the ‘floor terms’. Since plugging linear functions into variables in a quadratic function yields a
quadratic function, we can take the linear equations and congruences, and plug the linear equations
and congruences into the equations (21), (22) and (23), to yield a system comprising equations in
the form of these three, which may require multiplying these equations through by a constant. Note
that this cannot change the fact that there exists i such that αji 6= 0 for all j, as there is a variable
X in ω = 1 such that expsumX(ω) 6= 0, and so this is not one of the variables that will be involved
in any of the linear equations associated with adding constants, as in the proof of Lemma 4.7, and
according to the statement of Lemma 5.5, the variables corresponding to the exponents of the cms
(the Yjis) are not present in any of the other linear equations.
Note that the Yjis and Zis do not occur in the linear equations and congruences, so will remain
unchanged. It is decidable whether the equations of the form (21) admit solutions by Lemma 5.8.
Given a solution to (21), there will always exist a solution for each Zj in (23). Given each of these
Zjs, we can use the Euclidean algorithm to compute solutions to each of the Yjis in (22), which
will always exist as ηj = gcd(αj1, . . . , αjn) 6= 0 for all j. 
Remark 5.10. The method used to prove Theorem 5.9 gives some idea as to how one might
compute the solution set in a somewhat reasonable form. As done in Example 4.1 one can use this
method to compute the Z-system, and instead of using the proof of Theorem 5.9 to determine if the
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equation (21) admits a solution, we can use the fact that the solution set is periodic to enumerate
it. We can then plug these solutions into (23) to compute the corresponding values of the Zjs, and
it remains to solve a linear system of equations for each value in this enumeration to compute the
potential values of the Yjis using (22). A priori, this could be difficult, however, the periodic nature
of the solutions to (21) is ‘nice’, and so all of this linear equations could be solved in parallel using
a parametrisation of the solutions to (21).
6. Equations in virtually Heisenberg groups
Within this section, we look at how equations behave when passing to a finite index overgroup.
From [7], we know that the single equation problem is decidable in any class 2 nilpotent group with
a virtually cyclic commutator subgroup. Whilst we do not prove that the decidability of equations
in any such group is preserved by finite extensions, we show that in the case of the Heisenberg group
it is, which is due to the straightforward nature of its automorphisms. Throughout this section, we
will use the following presentation for the Heisenberg group H(Z):
H(Z) = 〈a1, a2, c | [a1, a2] = c〉.
Lemma 6.1 ([8], Proposition 4.4.3). Let θ be any automorphism of the Heisenberg group. Then
there exist linear functions f, g : Z2 → Z, a quadratic function h : Z2 → Z and α ∈ Z such that
θ(ai1a
j
2c
k) = a
f(i, j)
1 a
g(i, j)
2 c
αk+h(i, j).(25)
Moreover, f , g, h and k can be computed from the action of φ on the generators a1, a2 and c.
Remark 6.2. In the statement of [8], Proposition 4.4.3, the fact that f , g, h and k can be
computed from the action of θ on the generators is not mentioned within the statement of the
proposition. However, the proof explicitly calculates them from a matrix representative of the
image of θ within the outer automorphism group, together with an inner automorphism, both of
which can be computed from the action of θ on the generators, which gives the required statement.
Definition 6.3. Let G be a finitely generated group and X be a finite set. A twisted equation in
G is an identity ω = 1, where ω ∈ G∗ (F (X)×Aut(G)). Elements of X are called variables. Define
the function
p : G×Aut(G)→ G
(g, φ) 7→ φ(g).
If ψ : F (X) → G is a homomorphism, let ψ¯ denote the homomorphism from F (X) × Aut(G) →
G×Aut(G), defined by ψ¯(g, φ) = (ψ(g), φ). A solution to ω = 1 is a homomorphism ψ : F (X)→ G,
such that p(ψ¯(ω)) = 1G.
The single twisted equation problem in G is the decidability question as to whether there is a
terminating algorithm that accepts a twisted equation ω = 1 as input, returns yes if ω = 1 admits
a solution and no otherwise, where elements of G within ω are represented by words over a finite
generating set, and automorphisms are represented by their action on the finite generating set.
The following lemma is widely known, although often not stated explicitly. Variations of it have
been used to show systems of equations in virtually free groups, or virtually abelian groups are
decidable, or to describe the structure of solution sets (see for example [4], [5] or [6]). We include
a proof for completeness.
Lemma 6.4. Let G be a group with a finite index normal subgroup H, such that H has decidable
single twisted equation problem. Then G has decidable single equation problem.
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Proof. Let T be a (finite) transversal for H. consider an equation ω = 1 in G. We can express
every element in G in the form ht for h ∈ H and t ∈ T . Thus we can write ω = 1 as
h1t1X
ǫ1
i1
· · · hKtKX
ǫK
iK
= 1,(26)
where hj ∈ H, tj ∈ T , and ǫj ∈ {−1, 1}, for all j, and X1, . . . , XN are the variables of ω = 1. If
(g1, . . . , gN ) is a solution, then each gj can be expressed in the normal subgroup-transversal form,
and so by applying this fact to our variables, (26) admits a solution if and only if the following
equation does:
h1t1(Yi1Zi1)
ǫ1 · · · hKtK(YKZK)
ǫK = 1,(27)
where Xj = YjZj , Yj is a variable over H, and Zj is a variable over T , for all j. For each g ∈ G,
define ψg : G → G by hψg = ghg
−1. As H is normal, these automorphisms fix H. We will abuse
notation, and extend this notation to define ψZ1 , . . . , ψZN . Let
δj =
{
0 ǫj = 1
1 ǫj = −1.
Thus (27) is equivalent to
(Y ǫ1i1 ψ
δ1
Zi1
)Zǫ1i1 h1t1 · · · (Y
ǫK
iK
ψ
δK
ZiK
)ZǫKiK hKtK = 1.
By pushing all Yjs and hjs to the left, we obtain
(Y ǫ1i1 ψ
δ1
Zi1
)(h1ψ
ǫ1
Zi1
) · · · (Y ǫKiK ψ
δK
ZiK
ψtK−1ψ
ǫK−1
ZiK−1
· · ·ψt1ψ
ǫ1
Zi1
)(hKψ
ǫK
ZiK
ψtK−1 · · ·ψt1ψ
ǫ1
Zi1
)Zǫ1i1 t1 · · ·Z
ǫK
iK
tK = 1.
(28)
We have that a necessary condition for a potential solution (y1z1, . . . , yNzN ) to (28) to be a
solution is that t1zi1 · · · tKziK ∈ H. Let A be the set of tuples (z1, . . . , zN ) of transversal elements
such that t1zi1 · · · tKziK ∈ H. As T is finite, so is A, and so the solution set to (28) is equal to the
finite union across (z1, . . . , zN ) ∈ A of the following twisted equations in H:
(Y ǫ1i1 ψ
δ1
zi1
)(h1ψ
ǫ1
zi1
) · · · (Y ǫKiK ψ
δK
ziK
ψtK−1ψ
ǫK−1
ziK−1
· · ·ψt1ψ
ǫ1
zi1
)(hKψ
ǫK
ziK
ψtK−1 · · ·ψt1ψ
ǫ1
zi1
)zǫ1i1 t1 · · · z
ǫK
iK
tK = 1
Since the twisted single equation problem in H is decidable, and we can check if each of these
equations admit solutions, noting there are finitely many of them. If any of them admit as solution,
then ω = 1 does. If none do, then neither does ω = 1. 
Now that we have Lemma 6.4, the following is (almost) all that is required to prove that single
equations in virtually Heisenberg groups are decidable.
Lemma 6.5. The single twisted equation problem in the Heisenberg group is decidable.
Proof. Let the functions f , g and h, and the integer k be defined as in Lemma 6.1. Let ω = 1 be
a twisted equation in the Heisenberg group. We first convert this into a Z-system as in Section 4.
Doing so will yield the system from Lemma 4.4, except νz,a1 , νz, a2 and νz, c will be replaced with
f(νz,a1 , νz,a2), g(νz,a1 , νz,a2) and h(νz,a1 , νz,a2)+kνz,c, respectively. Let αf , αg, βf , βg, γf , γg ∈
Z be such that
f(i, j) = αf i+ βfj + γf and g(i, j) = αgi+ βgj + γg.
SOLVING EQUATIONS IN CLASS 2 NILPOTENT GROUPS 19
Applying these to an equation with no constants, as in Lemma 4.4, gives that the associated
Z-system of ω = 1 with the potential solutions ν1, . . . , νN plugged in, is
K∑
z=1
(αf ǫzνpz,a1 + βf ǫzνpz ,a2 + γf ) = 0,(29)
K∑
z=1
(αgǫzνpz,a1 + βgǫzνpz,a2 + γg) = 0,
K∑
z=1
h(ǫzνpz,a1 , ǫzνpz ,a2) + kǫzνpz ,c +
N∑
u<z=1
f(ǫzνpz,a1 , ǫzνpz ,a2)g(ǫuνpu,a1 , ǫuνpu,a2) = 0,
with the addition of finitely many linear equations and congruences, by Lemma 4.7. Here, as we
only have one commutator generator, c = c1, the constant π12 is defined to be π121, as defined in
Lemma 4.4 and Notation 3.6. By rearranging and renaming constants and variables, it follows that
(29) is equivalent to
2N∑
i=1
δiXi + λ = 0,
2N∑
i=1
ηiXi + µ = 0,
φ(X1, . . . , X2N ) =
N∑
i=1
ξiYi,
As the first two equations are linear, these can be plugged back into the third equation to obtain
another equation, which will still be quadratic, that will admit a solution if and only if the above
system does. We can use the algorithm of Siegel [19] to determine if this single quadratic equation
admits a solution. 
Theorem 6.6. The single equation problem in a virtually Heisenberg group is decidable.
Proof. This follows by Lemmas 6.4 and 6.5, together with the fact that every virtually Heisenberg
group has a finite index normal Heisenberg group subgroup, a proof of which can be found in [8],
Lemma 4.5.2. 
Remark 6.7. The use of Siegel’s algorithm [19] in the proof of Theorem 6.6 does not give much
insight as to the structure of the solution set. However, if any equation in a virtually Heisenberg
group yields a twisted equation in the Heisenberg group, whose Z-system that is of the form that
Theorem 5.9 solves, then the method mentioned in Remark 5.10 could be used.
7. Further questions
Recently, there have been several attempts to discuss the ‘language complexity’ of solution sets to
equations in groups. In [2], Ciobanu, Elder and Diekert prove that the solution set to a system
of equations in a free group forms an EDT0L language, with respect to the normal form of freely
reduced words. To express this, the solution (g1, . . . , gn) is expressed as a (unique) word over
the standard generating set with its inverses and a new letter # as w1# · · ·#wn, where wi is the
normal form representative of gi. This has been generalised to virtually free groups in [6] and to
hyperbolic groups in [3] and show to be true for virtually abelian groups in [9]. We will call this
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language the solution language. This leads to the following questions for single equations in class
2 nilpotent groups, which the author will address in further work.
Question 7.1. Is the solution language to a single equation of the form stated in Theorem 5.9 in
a class 2 nilpotent group an EDT0L language with respect to the Mal’cev normal form?
Question 7.2. Does there exist a normal form for class 2 nilpotent groups for which the solution
language to any single equation of the form stated in Theorem 5.9 is EDT0L?
The above two questions could be also modified to ask about the whether the solution language to
any equation in a class 2 nilpotent group with virtually cyclic commutator subgroup is EDT0L.
As discussed in Section 6, the question as to whether there exists a group with undecidable single
equation problem that is virtually a group with decidable equation problem remains open. A
natural ‘easier’ version of this question, would be whether Theorem 6.6 can be generalised to any
virtually class 2 nilpotent group with virtually cyclic commutator subgroup.
Question 7.3. Is the single equation problem decidable in any group that is virtually a class 2
nilpotent group with virtually cyclic commutator subgroup?
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