Appendix B Field Classification

B.1 Overview and Data 3
Our field classification starts by classifying articles into one of 17 "initial fields," using each article's Journal of Economic Literature (JEL) classification codes reported in EconLit. Many papers have multiple JEL codes. We therefore use machine learning to assign a single initial field to papers with more than one code. The second field classification step uses each paper's initial field classification and the initial field of the papers each paper cites to form 9 clusters. These clusters, constructed using the k-means algorithm, become our "final fields".
We classify EconLit papers published in journals on the economics journal list in the period 1970-2015. The sample for field (and style) classification is limited to papers matched to the Web of Science database because our analysis relies on the citation network unique to Web of Science.
EconLit provides bibliographic information, JEL codes, keywords, and abstracts for most of these papers. Our copy of Econlit indexes 214,868 articles published between 1886 and 2016. Restricting this file to papers published in journals on our economics journal list from 1970-2015 leaves a database containing 145,680 papers.
Information on cited papers comes from the Web of Science. The potential Web of Science sample includes 192,091 articles published in journals on our journal list published from 1970-2015. This is a larger set of papers than the set found in EconLit for the same journals and years because Web of Science indexes a wider variety of document types. For example, Web of Science indexes each book review separately, while EconLit largely ignores these. Other documents found only in Web of Science are editor's notes, conference announcements and notes, and econometric problems and solutions. Since most of these missing publications rarely cite or are cited by other articles, their omission is unlikely to matter. 4 There is no unique identifier common to Web of Science and EconLit. We therefore started by matching each article's journal issn, publication year, volume, issue, start page number, and end page number. This generates 127,484 matches. An additional 8,474 papers are matched on title and author (after removing capitalization, punctuation, common speech articles and author first names). Finally we execute a Stata reclink fuzzy merge using issn, year, volume, issue, start page, end page, and author last names. We evaluate these fuzzy matches manually based on the match score and title.
The final matched sample contains 138,079 papers, or 94.7% of potential EconLit matches.
We omit articles that do not contain at least one JEL code, since this feature is used to classify fields. Almost all of the articles without any JEL codes were published in 1990, a year in which only 75% of articles published in 1990 have codes (this probably resulted from the transition to a new JEL system). The final classification sample for fields and styles contains 137,162 articles.
B.2 Classification into Initial Fields
Our 17 initial fields are microeconomics, macroeconomics, public finance, labor, industrial organization, development, urban economics, environmental, econometrics, finance, international, experimental (lab), economic history, political economy, productivity, law and economics, and other. Each JEL code is mapped to one of these fields using the scheme in Ellison (2002) . Each article is then assigned a unique initial field using machine learning as described below.
B.2.1 Training Data
We assembled a training dataset that exploits the fact that before 2004, JEL codes typically appear in EconLit in order of importance rather than alphabetically. We therefore assigned fields using the first JEL code for papers published in these years. Our machine learning algorithm treats fields assigned in this manner as a dependent variable, to be predicted using the full set of up to 7 (unordered) JEL codes as well as article titles and keywords.
These training data are supplemented with a set of field assignments for articles in widely recognized field journals (like the Journal of Labor Economics). Regardless of the JEL codes listed for these articles, the field journal's field becomes the dependent variable for articles in these journals.
Articles with a single JEL code were omitted from the training data because our scheme makes the set of JEL codes for these articles perfectly informative about fields. Training data with these articles included over-represents the prevalence of single-code fields, generating a misleadingly high success rate. Although single-JEL papers are not in the training data, they were classified by the machine learning model. The machine learning algorithm reclassified a few of these papers using information in titles and keywords.
B.2.2 Development and Political Economy Training Supplement
Fields that have shifted research focus since the 1970s and 1980s proved hard to classify. We especially struggled with development and political economy; many recent development papers were initially classified as labor or public finance, while our machine learning routine classified many studies that are now considered political economy as macroeconomics or public finance. We believe this problem arises from the evolution of topics within these fields. Development economics has moved from studying growth and institutions in developing countries to a much broader set of topics. Modern development authors cite earlier development papers little, instead citing methodologically similar studies in labor and public finance. Development authors today often assign JEL codes from these other fields as well.
Political economy has also seen a sea change towards empirical papers that are often disconnected from earlier work in the field. We therefore supplemented the training data with 481 articles that were randomly selected from the set of papers that had at least one development or political economy JEL code published after 1990.
The random sampling procedure for this purpose weighted papers based on the share of AER citations that the article's journal received in the publishing year. Papers in top journals therefore make up the bulk of this training supplement. These papers were hand classified into fields by trained research assistants and added to the training dataset. Although these papers contained at least one development or political economy JEL code, most of them were classified in other fields, with development and political economy classifications given to 18% and 20% of the supplement respectively.
B.2.3 Field Classification Algorithm
The training dataset was used to train a random forest classifier for multi-JEL papers (Breiman, 2001) .
Predictors include (up to 7) fields for (up to 7) JEL codes, dummies for words occurring in the title, and dummies for keywords. 5 Words occurring in the titles and keywords of more than 50% of articles or fewer than .5% of articles were excluded. Titles were preprocessed using standard procedures in the Python Natural Language Toolkit (NLTK) (Bird, Klein and Loper, 2009) , including stemming words (e.g. "regressing" is reduced to "regress"). Geopolitical entities were tagged and numbers were replaced by a word indicating their type (e.g. year, decimal, fraction, percentage, integer). Finally we marked papers that had the name of a non-OECD country in the title to further address the challenge of identifying modern development papers. 5 Classification and coding uses the Python "Scikit-learn" package (Pedregosa et al., 2011) .
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We classified papers into fields using a random forest algorithm because this worked well in crossvalidation comparisons with other schemes. 6 Our classifier consists of 500 trees with 30% of covariates sampled for each tree, with each tree trained to classify a sample of articles drawn randomly (with replacement) from the training dataset. The number of covariates per tree was chosen to minimize classification error in a 90-10 split-sample test. Also in a 90-10 split sample test, the algorithm with these parameters classified 78.7% of training articles correctly.
B.3 Clustering into Final Fields
Nine final fields were constructed by clustering the 17 initial fields using a k-means algorithm that looks at each paper's initial field and the initial fields of the papers it cites 7 . This process allows us to focus on larger fields and moves papers partly on the basis of articles authors choose to cite 8 .
Our application of k-means uses a weighting scheme to balance the influence of papers' own initial field and the initial fields of cited articles. Specifically, each article, i, is assigned dummies for initial field, denoted D f i for field f , and 17 variables that count the number of cited articles on article i's reference list for each field, denoted N f i for field f . We then weight these variables as follows.
First, a reference list weight is defined:
where x i is the percentage of reference list citations that were classified using EconLit data. Since our classified set of papers covers only 70 journals and 45 years, many reference list papers are not classified.
We down-weight the influence of reference list fields for papers that have a low percentage of classified references. We found that the reference list fields were more informative for papers published in later decades, so we increased the weights linearly across years. The weights w a and w b were preselected after inspection of a range of values; we used w b = 0.3 and a year specific w a = 0.635 + year−1970 1000 . Next we define the own-field weight:
6 See Morales (2017) for more on relative algorithm performance in the task of economics field classification. https://www.dropbox.com/s/vqhg84r2w6fb42x/Classification Summary Morales.pdf 7 See Bishop (2006) for more on kmeans, a Matlab package used for this purpose 8 For example, Kamenica and Gentzkow (2011) develop a model of persuasion with applications to litigators, lobbyists, and salespeople. This paper gets law and economics as an initial field by virtue of the paper's JEL codes and microeconomics as a final field by virtue of the fact that 72% of the papers it cites are initially classified as microeconomics.
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Finally, we create 17 variables own f i and 17 variables refr f i
where share f i = N f i g N gi is the fraction of articles in field f on article i's reference list, and share f is the average over all articles for field f . The variables own f i and refr f i are used as features in the k-means clustering algorithm. A set of 16,887 articles with no references to other papers in our merged sample are manually assigned to clusters using their initial own-field classification.
Appendix C Style Classification
Economics articles were classified into three styles: empirical, theoretical, and econometrics. Papers were first classified as empirical. Among those not classified as empirical, those not in the econometrics field were classified theoretical. As with classification into fields, style classification used supervised machine learning. Specifically, style classification used logistic ridge regression with inputs (explanatory variables) derived from article titles, journal identifiers, initial fields, keywords, publication decade, and abstracts (where available). Also as in the field classification procedure, this algorithm was chosen after comparing several alternatives. 9
Roughly 30% of articles to be classified have no abstract. Not surprisingly, classification is more accurate with an abstract. We therefore first classified the full sample without using abstracts, then separately classified the subset of papers with abstracts using information from abstracts as additional features. The final classification gives precedence to the with-abstract classification result where available.
C.1 Training Data
The training sample for style classification contains 5,469 hand-classified articles over-representing top journals. The training data include:
1. Articles originally classified as empirical or theoretical by Ellison (2002) . These papers are from top-6 economics journals and published from 1971-1998: 1,503 articles 2. Articles from entire issues of the AER, JPE, and Econometrica, as follows , 1992 -2004 : 485 articles • Econometrica, 1998 -2013 : 822 articles • JPE, 1987 -2014 3. Fifteen randomly chosen articles from each journal in our economics list published 1980-1989: 678 articles 4. Fifteen randomly selected articles per economics journal per decade (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) for top-20 journals based on cites from the AER. Five randomly selected articles per journal per decade for all other journals: 1,050 articles
C.2 Text Processing
We pre-processed the text contained in titles, keywords, and abstracts to produce informative features for machine learning. This reduces dimensionality of text data and takes advantage of semantic similarities between documents.
The title and keywords are turned into a word-document matrix, where the rows represent documents and the columns represent unique words. The entries of this matrix count word frequency in a document. We dropped words that occur in less than .001% or more than 50% of articles. We then fit a topic model to these title and keyword data using Latent Dirichlet Allocation (LDA) (Blei, Ng and Jordan, 2003) . This step reduces dimensionality by forming topics containing groups of words that commonly appear in the same documents. Each document is then represented as a distribution over topics. Since titles contain only 10-15 words drawn from a vocabulary of about 20,000, they are highly sparse, and many informative words never appear in the training data. LDA is a popular dimension-reduction tool used in this scenario to capture similarity between documents (in this case, titles). We fit a model of 10, 30, 50, 70, 90, 110, 130, and 200 topics, following past work in the natural language processing literature on the classification of short text (Chen, Jin and Shen, 2011) .
The resulting topic dataset was used in classification both with and without abstracts.
We process words in abstracts (where available) using term-frequency minus inverse-documentfrequency (TF-IDF). Here, we restrict the word-document matrix to words appearing in .1 − 50% of abstracts. TF-IDF is a metric computed by dividing the number of times a word appears in a specific document by the number of times that same word appears in all documents to be classified 8 (Wu et al., 2008) . This process puts more weight on words that are unique to papers, causing the machine learning procedure to respond to the most informative text. 10
C.3 Classification
The full set of features used for style classification are the LDA and TF-IDF weights described above, an indicator for titles containing a question mark, fields assigned by the field classification procedure, journal names, and journal-decade interactions.
Using these predictors, articles were classified as empirical using ridge logistic regression, with regularization parameter λ = .0013 for classification with abstract data (respectively λ = .0015 without abstract data). The regularization parameter was chosen to maximize accuracy in a 90-10 split sample; the split was repeated 5 times for each potential choice of regularization parameter λ. In split-sample tests, classification accuracy was 81.7% without abstracts and 87.5% with abstracts.
As noted in the text, two raters classified fields and styles in a random sample of 100 papers. Rater styles agree with machine learning styles about 80% of the type and with each other 82% of the time.
Inter-rater and machine learning agreement are both lower for fields than for styles, at 76% and 74%, respectively.
Appendix D Decomposition of the Increase in Empirical Citation
Shares
We document a steady increase over time of the share of weighted citations from economics that go to empirical papers, as shown in Figure 14 . The AER-weighted empirical share increases from 0.33 in 1990 to 0.52 in 2015, a total change of 19 percentage points. This shift could be driven by three factors:
1. The share of papers published that are empirical is increasing 2. The share of citations from all papers to empirical work is increasing 3. The length of the reference lists in empirical papers is increasing relative to theoretical papers We decompose the empirical share increase into these three components, and find that roughly half of the increase is due to an increase in empirical publications, half due to an increasing share of citations to empirical work from both theoretical and empirical papers, and a negligible contribution from any differential change in reference list length. Propositions 1 and 2 describe the calculation.
Definition 1 Define the share of references in economics journals which are to empirical papers as
where j indexes journals, w t j is the weight of journal j, and s t je is the share of identified references in journal j in year t which are references to empirical papers.
For each paper i published in journal j(i) in year t, define the individual paper weight w i ≡ w t j(i) /N t j where N t j is the number of papers published in journal j in year t. Define the average number of matched references for papers in journal j as r t j = R t j /N t j where R t j is the total number of references in journal j for which we can identify the style of the referenced paper. Write r i for the number of references of paper i for which we can identify the style of the referenced paper. Write s ie for the fraction of the references in article i which are empirical (as a fraction of all references for which we can identify the style.)
Proposition 1 We can write the share empirical as a weighted average of the share of empirical references in papers of each style s,
where w t s is a measure of the fraction of year t papers which are of style s, r t s is a measure of the length of the reference lists in papers of style s relative to the average for papers in the same journal, and s t se is a measure of the fraction of references in papers of style s which are empirical. Specifically, the above formula holds with 
Each term is labeled with the calculation from the data. This shows that there is a 9 percentage point change in the number of empirical papers, a 10 percentage point change in the share of references going to empirical papers, and no change in the relative length of the reference lists between theoretical and empirical papers. The proofs of both propositions are provided below.
Proof of Proposition 1
Substituting in the definitions for the terms on the right side we get
Proof of Proposition 2
Expanding the three terms on the right side of the decompistion with the distributive property the sum becomes
The first term cancels with the sixth. The fourth term cancels with the fifth. This leaves just the second and third terms, which are the left hand side of the expression in the proposition.
QED
Appendix E Additional Tables and Figures
This appendix provides supplementary materials including alternate style and centrality plots, full journal list, and alternate economics article leaderboards.
Figures A1 and A2 replicate the styles publication ( Figure 13 ) and citation ( Figure 14) plots, but split the empirical papers into marginally empirical and clearly empirical. Marginally empirical papers are defined as papers that score between 50 and 75 in the logistic ridge classifier defined in the text. Figure A3 replicates Figure 22 in the main text, but plots the centrality rank of each journal against the citation rates from the business, math, and other science groups. Table A1 lists the leading professional association journals that are used as trunk journals to define the disciplines. Note: This figure shows publication shares of economics papers in each style. Unweighted shares are presented in the left panel, and shares weighted by the importance of the publishing journal are plotted in the center (AER weights) and right panels (Top-6 weights). Papers labeled "Empirical-" have empirical style confidence scores between 50-74. Papers labeled "Empirical+" have empirical style confidence scores between 75-100. Plots are smoothed with five-year moving averages. Shares for each group appear in italics. Note: This figure shows weighted citation shares of economics papers to economics styles. Citations are weighted by importance of the citing journal in the left (AER weights) and right panels (Top-6 weights). Papers cited were published between 1970 and 2015. Papers labeled "Empirical-" have empirical style confidence scores between 50-74. Papers labeled "Empirical+" have empirical style confidence scores between 75-100. Plots are smoothed with five-year moving averages. Shares for each group appear in italics. Eigenvector Centrality Rank
Other and Economics
Note: This figure plots the trunk-weighted share of citations from non-social science disciplines to economics journals. Economics citation rates are plotted with hollow markers. Extramural discipline citation rates are plotted with filled markers. The journals are sorted by centrality within the economics citation network as described in the text. The citing papers used to calculate the citation shares were published between 2010 and 2015. Note: The anthropology trunk journal is American Anthropologist. Note: The computer science trunk journal is Journal of the ACM. Note: The finance trunk journal is Journal of Finance. Note: The physics trunk journal is Physical Review Letters. Note: The political science trunk journal is American Political Science Review. Note: The sociology trunk journal is American Sociological Review. Note: The statistics trunk journal is Journal of the American Statistical Association. 
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Table W2: Highly Cited Economics Papers by Field and Style -Extramural Citations from Discipline Group Economics Citations
Note: This table lists the 10 most cited papers among those published in each decade based on AER weighted citation rates. Weighted citation rates (reported here as percentages) can be interpreted as the average across post-publication years of the weighted share of all citations from the journals on our economics journal list to each paper. Columns 5 and Note: This table lists the 10 econ articles published each decade that were most cited by Social Science disciplines based on trunk weighted citation rates. Weighted citation rates (reported here as percentages) can be interpreted as the average across post-publication years of the weighted share of all citations from the journals in another discipline group to each paper. Columns 5 and 6 show each article's field and style classification. Column 7 shows a measure of style classification confidence between 50 and 100, with higher numbers indicating increasing confidence. Column 8 shows the raw citation count to papers on the list. Note: This table lists the 10 econ articles published each decade that were most cited by Business disciplines based on trunk weighted citation rates. Weighted citation rates (reported here as percentages) can be interpreted as the average across post-publication years of the weighted share of all citations from the journals in another discipline group to each paper. Columns 5 and 6 show each article's field and style classification. Column 7 shows a measure of style classification confidence between 50 and 100, with higher numbers indicating increasing confidence. Column 8 shows the raw citation count to papers on the list. Note: This table lists the 10 econ articles published each decade that were most cited by other disciplines based on trunk weighted citation rates. Weighted citation rates (reported here as percentages) can be interpreted as the average across post-publication years of the weighted share of all citations from the journals in another discipline group to each paper.
Columns 5 and 6 show each article's field and style classification. Column 7 shows a measure of style classification confidence between 50 and 100, with higher numbers indicating increasing confidence. Column 8 shows the raw citation count to papers on the list.
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