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A ROOT PARAMETRIZED DIFFERENTIAL EQUATION FOR
THE SPECIAL LINEAR GROUP
MATTHIAS SEISS
Abstract. Let C〈t〉 be the differential field generated by l differential inde-
terminates t = (t1, . . . , tl) over an algebraically closed field C of characteristic
zero. In this article we present an explicit linear parameter differential equation
over C〈t〉 with differential Galois group SLl+1(C) and show that it is a generic
equation in the following sense: If F is an algebraically closed differential field
with constants C and E/F is a Picard-Vessiot extension with differential Ga-
lois group H(C) ⊆ SLl+1(C), then a specialization of our equation defines a
Picard-Vessiot extension differentially isomorphic to E/F .
1. Introduction
For a differential field F of characteristic zero with algebraically closed field of
constants C and a linear algebraic group G over C the so-called inverse problem in
differential Galois theory asks whether the group G can be realized as a differential
Galois group of a Picard-Vessiot extension E/F for a linear differential equation
over F . A solution to the inverse problem is known for the field of rational functions
C(z) with standard derivation d
dz
and was proved by J. Hartmann ([5]) in 2002. In
the years before important partial successes in this setting were achieved by several
researchers. In 1994, M. Singer showed in [17] that a large class of groups can
be realized as differential Galois groups over C(z) carrying over results from the
classical setting when C is the field of complex numbers. A constructive approach
uses the Lie algebra of the group. With the strategy to choose an appropriate
element in the Lie algebra for the definition of a linear differential equation, A.
Magid obtained first results at the end of [11]. In [13] C. Mitschi and M. Singer
used bound criteria for the differential Galois group and showed that all connected
groups occur as differential Galois groups over C(z).
In this article we present a method for the realization of the classical groups as
differential Galois groups over the differential field C〈t1, . . . , tl〉 where C〈t1, . . . , tl〉 is
the differential field which is differentially generated by l differential indeterminates
t = (t1, . . . , tl) over C and l denotes the Lie rank of the group. We explain how our
method uses the geometric structure of the Lie group and we exhibit exemplarily
the proofs for the special linear group SLl+1. Our method is constructive and yields
explicit linear parameter differential equations. The main results of this article are
Theorem 1.1 which contains the linear parameter differential equation for SLl+1 and
Theorem 1.3 which states that this equation is a quasi-generic differential equation.
Nice parameter differential equations for the groups of type Bl, Cl, Dl and G2
(l = 2) can be found in the last section.
Theorem 1.1. The linear parameter differential equation
L(y, t) = y(l+1) −
∑l
i=1
tiy
(i−1) = 0
has SLl+1(C) as differential Galois group over C〈t〉.
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Let G be one of the classical groups. The key tools for a realization of G are the
Lie algebra g and bound criteria for the differential Galois group. More precisely,
the idea is to choose an appropriate element A(t) from the Lie algebra g(C〈t〉) for
the definition of a matrix differential equation ∂(y) = A(t)y such that we have
enough information to show that the differential Galois group can not be smaller or
larger than G(C). The strategy is to construct an A(t) such that it represents well
the geometric structure of G. Given a root space decomposition of g, we choose
A(t) such that is has non-zero constant components in the root spaces belonging
to the negative of the simple roots and such that the differential indeterminates
t1, . . . , tl parameterize l root spaces which correspond to l specific positive roots of
height equal to the exponents of the root sytem. We can then apply bound criteria
for the differential Galois group of ∂(y) = A(t)y and using structure theory, we can
show that the upper and lower bound coincide in G(C) for our choice of A(t).
Let G be a linear algebraic group over C and let C〈s1, . . . , sn〉 be the differential
field which is generated by n differential indeterminates s = (s1, . . . , sn) over C.
The generic inverse problem asks whether G can be realized over C〈s〉 in such a
way that every Picard-Vessiot extension with differential Galois group G(C) over
a differential field F with constants C can be obtained be specializing the indeter-
minates to elements of F . In the literature there are three main approaches for a
solution to the generic inverse problem ([4], [12] and [7]) with different definitions
of genericity. In [4] Goldman uses ideas similar to E. Noether’s for polynomial
equations in classical Galois theory to compute generic equations for some specific
groups G ⊂ GLn including SLl+1. He starts with a differential field generated
by n differential indeterminates y1, . . . , yn and considers then the fixed field under
the action of G(C) which is induced by matrix multiplication on the Wronskian
W(y1, . . . , yn). Goldman’s construction yields a differential equation L(y,u) where
the coefficients are elements of the fixed field C〈u〉 which is generated by n differ-
entially independent elements u = (u1, . . . , un). He shows that such an equation
for a group G satisfies the following property: If E/F is a Picard-Vessiot extension
for a linear differential equation L(y) with differential Galois group a subgroup
of G over any differential field F with constants C, then there is a specialization
σ : u 7→ f such that L(y, σ(u)) = L(y) where f = (f1, . . . , fn) with fi ∈ F . Gold-
man’s definition of a generic equation (see [4]) is more general than Definition 1.2
below. It does not require any additional property of the differential field F and
the extensions are obtained directly. In 1970, J. Miller studied in [12] differentially
Hilbertian differential fields and solved the generic inverse problem for some specific
groups. In [7] L. Juan and A. Ledet pursued another method for the determination
of generic equations. Their method is based on Kolchin’s Structure Theorem which
describes all possible Picard-Vessiot extensions as function fields of irreducible G-
torsors. In the case of SOn their method is well applicable and yields a generic
matrix differential equation with 12 (n+ 2)(n− 1) parameters.
We will show that the linear parameter differential equation in Theorem 1.1 for
SLl+1(C) satisfies the following definition of a quasi-generic equation.
Definition 1.2. Let G be a linear algebraic group over C and let L(y, s) be a linear
parameter differential equation over C〈s〉. The linear differential equation L(y, s)
will be called a quasi-generic differential equation for G, if the following conditions
are satisfied:
(1) The differential Galois group of L(y, s) over C〈s〉 is G(C).
(2) If F is an algebraically closed differential field with constants C and E/F
is a Picard-Vessiot extension with differential Galois group H(C) ⊆ G(C),
then there is a specialization σ : s 7→ f such that L(y, σ(s)) defines a
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Picard-Vessiot extension which is differentially isomorphic to E/F where
f = (f1, . . . , fn) with fi ∈ F .
(3) For a differential field F with constants C and any specialization σ : s 7→ f
the differential Galois group of a Picard-Vessiot extension for L(y, σ(s)) is
a subgroup of G(C) where f = (f1, . . . , fn) with fi ∈ F .
Theorem 1.3. The equation in Theorem 1.1 is a quasi-generic differential equation
for SLl+1(C)
Thus, Theorem 1.3 gives a differential analogue for the group SLl+1(C) of the
Kummer equations for regular cyclic extensions in classical Galois theory. In partic-
ular, our equations for SLl+1(C) are relatively simple differential equations which
become generic after a suitable algebraic extension.
2. Bounds for the differential Galois group
We recall some basic definitions from differential Galois theory. Let F be an
ordinary differential field of characteristic zero with an algebraically closed field of
constants C and derivation ∂. A linear differential equation over F is an equation
of the form ∂(y) = Ay where A ∈ Mn(F ). Here, Mn(F ) denotes the set of all
n×n-matrix with coefficients in F . A Picard-Vessiot ring R for a linear differential
equation ∂(y) = Ay over F is a differential ring which satisfies the following three
properties:
(1) The ring R is a simple differential ring, that is R has no non-trivial differ-
ential ideals (ideals which are stable under the derivation).
(2) There exists Y ∈ GLn(R) such that ∂(Y ) = AY .
(3) The ring R is generated as a ring by the entries Yij of Y and det(Y )
−1 over
F .
The matrix Y in (2) is called a fundamental solution matrix for ∂(y) = Ay. A
Picard-Vessiot field for ∂(y) = Ay over F is a differential field E which is the field
of fractions of a Picard-Vessiot ring for the equation. The differential Galois group
G of a linear differential equation ∂(y) = Ay over F is the group of all differential
F -automorphisms of E and it has a representation as a linear algebraic group. For
a detailed introduction to differential Galois theory, we refer to the books [2], [11]
and [14]. Throughout this article C denotes an algebraically closed field of charac-
teristic zero.
Let G be one of the classical groups of Lie rank l over C and let F be a differential
field with constants C. The main idea for the realization of G(C) is the definition
of an appropriate differential structure on a finite dimensional F -vector space M
such that the differential Galois group in a sense to be defined by M can not be
larger or smaller than G(C). The differential structure onM is defined by a matrix
differential equation ∂(y) = Ay where A ∈ Mn(F ) and n is the dimension of a
representation of G(C). As in [13] we apply an upper and lower bound criterion
to A and choose A ∈Mn(F ) such that both bounds coincide. The main ingredient
for a successful choice of A is the Lie algebra g of G.
An upper bound criterion for the differential Galois group is given by the following
Proposition (see [14], Proposition 1.31, (1)) which was first proven by Kovacic.
Proposition 2.1. Let H be a connected linear algebraic group over C and let
A ∈ h(F ). Then the differential Galois group G(C) of the differential equation
∂(y) = Ay is contained (up to conjugation) in H(C).
4 MATTHIAS SEISS
Let R be a Picard-Vessiot ring for ∂(y) = Ay with Galois group G. Then the
affine group scheme Spec(R) = Z over F is a G-torsor (see [14], Theorem 1.28). If
Z has an F -rational point, that is Z is the trivial torsor, then Proposition 2.1 has
a partial converse.
Proposition 2.2. Let R be a Picard-Vessiot ring for ∂(y) = Ay over F with
connected differential Galois group G(C) and let Z be the associated torsor. Let
H(C) ⊃ G(C) be a connected linear algebraic group with A ∈ h(F ). If Z is the
trivial torsor, then there exists B ∈ H(F ) such that ∂(B)B−1 + BAB−1 is an
element of g(F ).
For a proof see [14], Corollary 1.32.
The condition Z being the trivial torsor in Proposition 2.2 is automatically satis-
fied if the cohomological dimension of F is at most one (see [15], Chapter III, 2.4).
From [15], Chapter II, 3.3 b), we know that this is true for F2 := C(z), i.e. the
function field with standard derivation d
dz
. In this setting C. Mitschi and M. Singer
found a way in [13] to apply successfully Proposition 2.1 and 2.2 for a realization
of a connected semisimple group G(C).
In our situation, i.e. for the differential field F1 := C〈t1, . . . , tl〉, we have no in-
formation about whether the condition of Proposition 2.2 is satisfied or not and
we can therefore not use it as a lower bound criterion. But we can apply it in
an indirect way. To this purpose denote by C{t} the differential ring which is
differentially generated by the l differential indeterminates t = (t1, . . . , tl) over
C and let ∂(y) = A(t)y be a matrix differential equation with defining matrix
A(t) ∈ C{t}n×n. We consider now a surjective specialization σ : R1 → R2, where
R1, R2 are the differential subrings R1 := C{t} ⊂ F1 and R2 := C[z] ⊂ F2.
Then σ yields a new differential equation ∂(y) = A(σ(t))y over F2. Intuitively,
we would now expect that the differential Galois group of the specialized equa-
tion ∂(y) = A(σ(t))y is contained in the differential Galois group of the original
equation. Indeed, we introduce the so-called specialization bound.
Theorem 2.3. Suppose the defining matrix A(t) satisfies A(t) ∈ Rn×n1 . Then the
differential Galois group of the specialized equation ∂(y) = A(σ(t))y over F2 is a
subgroup of the differential Galois group for A(t) over F1.
Our proof of Theorem 2.3 is quite involved and is given in [16], Theorem 4.3.
3. The method and results from the theory of algebraic groups
In this section, we describe the choice of the defining matrix A(t) in g(R1) and
the strategy to show that the upper and lower bound coincide for it. We recall
some structure theory about semisimple linear algebraic groups.
Let Φ be the root system of g(C) and denote by ∆ = {α1, . . . , αl} a basis of Φ.
We write Φ+ for the set of positive roots of Φ and Φ− for the negative roots,
respectively. Let
g(C) = h(C) ⊕
⊕
α∈Φ
gα(C)
be a Cartan decomposition for g(C) with Cartan algebra h(C) in diagonal form and
one-dimensional root spaces gα(C) for the roots α ∈ Φ. Let us denote byHα ∈ h the
co-root for a root α ∈ Φ, meaning that Hα is given by Hα = 2α/(α, α), where α on
the right-hand side is identified with an element of h by the relation α(H) = (α,H)
for all H ∈ h and (·, ·) denotes the Killing form. Then, we can choose elements
Xα ∈ gα for each root α ∈ Φ which satisfy the following properties:
[Xα, X−α] = Hα,
[Xα, Xβ] = ±(r + 1) Xα+β,
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where for α, β ∈ Φ the integer r is the largest such that β − rα is a root. The
elements
{Xα, Hαi | α ∈ Φ, αi ∈ ∆}
form a so-called Chevalley basis associated to the above Cartan decomposition for
g(C). We fix such a basis for g(C). Note that the co-roots Hαi corresponding to
the simple roots generate the Cartan algebra h(C) and for α ∈ Φ the element Xα
clearly forms a basis of the root space gα(C). We denote in the following by n
+ =∑
α∈Φ+ gα the maximal nilpotent subalgebra of g and by n
− the maximal nilpotent
subalgebra defined by the negative roots, respectively. We write further b+ (resp.
b−) for the maximal solvable subalgebra of g with the property b+ = h+ n+ (resp.
b− = h+ n−) and we denote by B+ (resp. B−) the Borel subgroup of G with Lie
algebra b+ (resp. b−). Finally, let X ∈ g and let s be a subspace of g. Then we
call the affine subspace X + s a plane of g.
In the following, we describe our method for the realization of a classical group
G as a differential Galois group. We explain the choice of the defining matrix
A(t). For the simple roots αi ∈ ∆, we define the matrix A
−
∆ :=
∑
αi∈∆
X−αi and
A+∆ :=
∑
αi∈∆
Xαi accordingly. It is then possible to show that there are l roots
γi ∈ Φ
+ (1 ≤ i ≤ l), which are of height equal to the l exponents of the root system
of G and whose choice depends on further properties of Φ, such that the matrix
A(t) := A−∆ +
l∑
i=1
tiXγi ∈ g(R1)
does not lie in any subalgebra of g(F1) and covers by specialization a wide range
of gauge-equivalent matrices (see below). In addition, the differential equation
∂(y) = A(t)y has a canonical cyclic vector which induces easily a linear parameter
equation of a nice shape. We want to mention that we may interchange the role of
the positive and negative roots in the definition of A(t) to obtain a more convenient
shape of the defining matrix.
For a successful application of the specialization bound, we need a differential
equation ∂(y) = A¯y over F2 which is a specialization of the parameter equation
∂(y) = A(t)y and has a known differential Galois group. Unfortunately, we have
no information about the Picard-Vessiot extensions defined by the equations which
are directly available as specializations of A(t). As a solution we consider matrices
which are gauge-equivalent to specializations of A(t). Here, two matrices A and A˜
are called gauge-equivalent over a differential field F if
BAB−1 + ∂(B)B−1 = A˜
for some B ∈ GLn(F ). It is possible to describe a sufficiently large set of equations
which are gauge-equivalent to specializations of A(t) using the geometric structure
of G and the choice of the roots in the definition of A(t). To be more precise, we
can show that every element A in the plane
(1) A ∈ A+∆ + b
−(F )
is gauge-equivalent to a specialization of A(t). To this purpose let us consider the
adjoint action
Ad(B) : g→ g, X 7→ BXB−1 for B ∈ G(C)
and the logarithmic derivative lδ, which is defined by
lδ : GLn(F )→ gln(F ), X 7→ ∂F (X)X
−1.
Obviously, we can decompose the gauge transformation of A into the sum of the
two maps Ad(B)(A) and lδ(B), i.e. we have
BAB−1 + ∂(B)B−1 = Ad(B)(A) + lδ(B).
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In order to get a better grasp of the gauge transformation, we need more information
about the images of the two maps. To begin with we study the adjoint action. For
X ∈ g we denote by ad(X) : g → g the endomorphism of g defined by sending
Y ∈ g to ad(X)(Y ) = [X,Y ]. Then, for X ∈ g nilpotent the exponential of ad(X),
exp(ad(X)) =
∑
j≥0
1
j!
ad(X)j ,
is an automorphism of g. In fact, for β ∈ Φ and x ∈ F , x ad(Xβ) is a nilpotent
endomorphism and the effect of the automorphism x exp(ad(Xβ)) on elements of
a Chevalley basis can be described by the root system. Now let
exp : gβ → Uβ , Xβ 7→
∑
j≥0
1
j!
Xjβ
be the exponential map from the root space gβ to the root group Uβ of G. Then
the relation
Ad(exp(xXβ)) = exp(x ad(Xβ))
shows that it is possible to describe the adjoint action of a root group element
uβ(x) = exp(xXβ) on a Chevalley basis by the root system. The explicit formulae
are given in the following remark.
Remark 1. For α, β ∈ Φ linearly independent let α− rβ, . . . , α+ qβ, for r, q ∈ N,
be the β-string through α and let 〈α, β〉 be the Cartan integer. We define cβ,α,0 := 1
and cβ,α,i := ±
(
r+i
i
)
. Then, we have
Ad(uβ(x))(Xα) =
∑q
i=0
cβ,α,ix
iXα+iβ ,
Ad(uβ(x))(Hα) = Hα − 〈α, β〉Xβ ,
Ad(uβ(x))(X−β) = X−β + xHβ − x
2Xβ.
Finally, we look at the logarithmic derivative. Remark 2 below allows us to de-
scribe the image of the elements of the root groups under the logarithmic derivative
during the differential transformation of A in terms of the roots.
Remark 2. Let G ⊂ GLn be a linear algebraic group. Then the restriction of lδ
to G maps G(F ) to its Lie algebra g(F ), i.e. we have
lδ |G: G(F )→ g(F ).
A proof can be found in [9].
At this point, we want to note that N. Elkies refers in [3] exactly to the subspace
in (1). More precisely, he uses the subspace A−∆ + b
+ to define a subvariety X of
the flag manifold G/B+ and proposes it as a differential analogue of the Deligne-
Lusztig variety.
For a successful application of Theorem 2.3, we need a matrix differential equation
∂(y) = A¯y over R2 which has G(C) as differential Galois group and which satisfies
A¯ ∈ A−∆ + b
+(R2). Such an equation yields a variant of a result from C. Mitschi
and M. Singer which can be found in [13]. The difference of the original version to
Proposition 3.1 below is that we modified the choice of the matrix A0.
Proposition 3.1. Let G be a connected semisimple linear algebraic group and set
A0 =
∑
αi∈∆
(Xαi +X−αi). Then there exists A1 ∈ h(C) such that the differential
equation ∂(y) = (A0 +A1z)y over C(z) has G as differential Galois group.
Proof. The strategy of the proof is to show that we can choose A1 ∈ h(C) such
that the differential Galois group G′ of ∂(y) = (A0 + A1z)y is a subgroup of G
and such that G′ is not equal to any proper subgroup of G. The first property
is guaranteed by Proposition 2.2. Since the defining matrix (A0 + A1z) is for any
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choice A1 ∈ h(C) an element of the Lie algebra g, Proposition 2.2 implies that G′
is a subgroup of G.
To show the second property more work is needed. A key ingredient to prove
that G′ is not a proper subgroup of G is a Chevalley module. This is a faithful
representation ρ : G → GL(W ) with the property that ρ(G) leaves no line in W
invariant, but any proper connected closed subgroup of ρ(G) has an invariant one-
dimensional subspace in W . Thus, a Chevalley module helps us to distinguish the
group G from its connected closed proper subgroups. From [14], Lemma 11.32 we
obtain that the differential Galois group G′ is connected and Lemma 11.34 in [14]
guarantees that for a connected semisimple linear algebraic group G a Chevalley
module W exists.
Let ρ : G → GL(W ) be now a Chevalley module for G. Then there is an induced
injective morphism of Lie algebras dρ : g(C) → End(W ), where we omit in the
following the symbols ρ (resp. dρ ) when we mean the action of G (resp. g) on
W . From the action of h on W , we obtain a decomposition of W =
⊕
λ∈ΛWλ into
finitely many weight spaces Wλ for a finite number of weights λ ∈ Λ ⊂ h∗, where
h∗ denotes the dual space of h. Let us denote by ∆± the set of all simple roots and
their negatives, that is ∆± = ∆ ∪ {−αi | αi ∈ ∆}. We choose now A1 ∈ h such
that it satisfies the following three properties:
(a) The α(A1) are non-zero and distinct for the roots α ∈ ∆±.
(b) The λ(A1) are non-zero and distinct for the non-zero weights λ of the
representation dρ.
(c) All eigenvalues of
∑
α∈∆±
1
α(A1)
X−αXα which lie in Z are zero.
The roots and the weights are linear combinations of the basis elements H∗αi of h
∗,
the dual basis for the basis {Hαi | 1 ≤ i ≤ l} of h. Let Cˆ be a finite extension of Q
containing these coefficients. Since C is algebraically closed, there is an infinite Cˆ-
basis of C and we can choose the entries of A1 to be distinct basis elements. Then
A1 satisfies the first two conditions. If A1 does not yet fulfill the third property,
then a suitable multiple does.
Let λ ∈ Λ be an arbitrary weight. Then e := λ(A1) is an eigenvalue of A1 with
eigenspace We. We can now write each element w ∈ W as a sum w =
∑
we of
eigenvectors we ∈ We for different eigenvalues e. For α ∈ ∆± and an eigenspace
We with eigenvalue e we obtain from [6], Lemma 20.1, that XαWe ⊂ Wα(A1)+e.
Then the distinct values α(A1) for the roots α ∈ ∆± imply that
A0We ⊂
⊕
d 6=e
Wd.
Let us assume that G′ is a proper subgroup of G. Since W is a Chevalley module,
G′ fixes then a line 〈w〉C(z) with w ∈W , w 6= 0 in W and this line is also stabilized
by g′. Further, Proposition 2.2 yields that there exists B ∈ G(C(z)) such that
(2) A˜ := B(A0 +A1z)B
−1 + (
d
dz
B)B−1 ∈ g′(C(z))
and in combination with the above we conclude that A˜ satisfies A˜w = cw for a
suitable c ∈ C(z). For w˜ := B−1w ∈ C(z) ⊗W and A := (A0 + A1z) we compute
with (2) and the relation d
dz
B−1 = −B−1( d
dz
B)B−1 the following:
Aw˜ = B−1BAB−1w = B−1(A˜− (
d
dz
B)B−1)w
= B−1A˜w −B−1(
d
dz
B)B−1w = cB−1w + (
d
dz
B−1)w = cw˜ +
d
dz
w˜.
The derivation d
dz
on C(z)⊗W is defined by d
dz
(f⊗v) = ( d
dz
f)⊗v. If w˜ /∈ C[z]⊗W
we can multiply w by the common denominator of the entries in w˜ and we can
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therefore assume without loss of generality that w˜ ∈ C[z] ⊗W . We obtain with
suitable c0, c1 ∈ C the equation
(3)
(
(A0 +A1z)−
d
dz
)
w˜ = (c0 + c1z)w˜.
Let w˜ = wmz
m + ... + w1z + w0 with wi ∈ W and wm 6= 0. Comparing the
coefficients of zm+1, zm, zm−1 in Equation (3) we get
A1wm = c1wm,(4)
A0wm +A1wm−1 = c0wm + c1wm−1,(5)
A0wm−1 +A1wm−2 −mwm = c0wm−1 + c1wm−2.(6)
In the following, for a vector v ∈ W and an eigenvalue d, we denote by (v)(d)
the component of v in the eigenspace Wd. Equation (4) implies that wm is an
eigenvector of A1 with eigenvalue e := c1 and lies in the eigenspace We. With this
notation Equation (5) is equivalent to
(7) A0wm + (A1 − e)wm−1 = c0wm ∈We.
The relations A0wm ⊂
⊕
d 6=eWd and ((A1 − e)wm−1)
(e) = 0 show that the left
hand side of (7) has no component in the eigenspace We and, therefore, we have
that c0 = 0. This leaves us with the following equation:
(8)
∑
d 6=e
(e−A1)(wm−1)
(d) =
∑
d 6=e
(A0wm)
(d).
Using Equation (8) we compute
wm−1 =
∑
d
(wm−1)
(d) = (wm−1)
(e) +
∑
d 6=e
1
e− d
(A0wm)
(d)
= (wm−1)
(e) +
∑
d 6=e
1
e− d
(
∑
α∈∆±
Xαwm)
(d).
For α ∈ ∆± the relation XαWe ⊂Wα(A1)+e shows that
(
∑
α∈∆±
Xαwm)
(d) = 0
for all α(A1)+e 6= d and, therefore, the above expression for wm−1 can be simplified
to
(9) wm−1 = (wm−1)
(e) −
∑
α∈∆±
1
α(A1)
Xαwm.
Using the result that c0 = 0, Equation (6) can be rewritten into
(10) (e−A1)wm−2 = A0wm−1 −mwm.
Since the left-hand side of (10) is contained in the subspace
⊕
d 6=eWd, we obtain
that
(11) (A0wm−1 −mwm)
(e) = 0.
Now, we substitute wm−1 in (11) by the right-hand side of Equation (9). In order
to distinguish between the roots, we write A0 =
∑
α′∈∆± Xα′ . We get
0 =
(
A0(
∑
α∈∆±
1
α(A1)
Xαwm)
)(e)
+ (A0w
(e)
m−1)
(e) −mwm
=
∑
α∈∆±
1
α(A1)
( ∑
α′∈∆±
Xα′Xαwm
)(e)
+ (
∑
α′∈∆±
Xα′w
(e)
m−1)
(e) −mwm.
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Since Xα′Xαwm ∈ We+α+α′ and Xα′w
(e)
m−1 ∈
⊕
d 6=eWd, the above expression re-
duces to
(
∑
α∈∆±
1
α(A1)
X−αXα)wm −mwm = 0.
We conclude that wm is an eigenvector of the operator
∑
α∈∆±
1
α(A1)
X−αXα with
eigenvalue −m. Then by Condition (3) we have that m = 0 and w = w0 ∈ W .
This leaves us with the equation
(12) (A0 + zA1)w0 = c1zw0.
Comparing the coefficients in Equation (12) yields A1w0 = c1w0 and A0w0 = 0.
Thus, the one-dimensional subspace 〈w0〉C is invariant under A0 and A1. Therefore,
it is also invariant under scalar multiples, sums and bracket products of A0 and A1.
In the last step, we show that A0 and A1 generate the whole Lie algebra g. To this
purpose we construct, for each α ∈ ∆, polynomials Pα(T ), P−α(T ) ∈ C[T ] such
that
P±α(adA1)(A0) = X±α.
To simplify the notation, we denote the negative simple roots by
αl+1 := −α1, . . . , α2l = −αl.
For i ∈ {1, ..., 2l} we will show that there exist solutions pi,j ∈ C such that
(13) Xαi =
2l∑
j=1
pi,jad
j(A1)(A0).
Equation (13) is equivalent to
Xαi =
2l∑
j=1
2l∑
k=1
pi,jαk(A1)
jXαk =
2l∑
k=1

 2l∑
j=1
pi,jαk(A1)
j

Xαk .
This is equivalent to show that for 1 ≤ i ≤ 2l there exist solutions of the following
linear systems of equations:
(14)


α1(A1) α1(A1)
2 · · · α1(A1)2l
α2(A1) α2(A1)
2 · · · α2(A1)
2l
...
...
α2l(A1) α2l(A1)
2 · · · α2l(A1)2l

 ·


pi,1
pi,2
...
pi,2l

 = ei
where ei denotes the i-th unit vector. Since by Condition (a) all αi(A1) 6= 0, the
determinant of the matrix in (14) is non-zero if and only if the well-known Van-
dermonde determinant for αi(A1) (1 ≤ i ≤ 2l) is non-zero. Thus by Condition
(a) the determinant of the matrix in (14) is non-zero and, therefore, there exist
solutions pij ∈ C such that Equation (13) holds. Thus, we can express the matrices
X±α (α ∈ ∆) in terms of linear combinations of powers of bracket products in A0
and A1. Since the matrices {X±α}α∈∆ generate g, we obtain that A0 and A1 also
generate g.
The line 〈w0〉C is left invariant by A0 and A1 and, therefore, g leaves this line
invariant. Since G is connected, we conclude that G has also 〈w0〉C as an invari-
ant one-dimensional subspace. But this contradicts the properties of a Chevalley
module. 
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4. A linear parameter differential equation for SLl+1(C)
In the previous section, we have seen that a key ingredient for the realization
of a classical group G by our method is its geometric structure. For this reason,
the proofs for the different classical groups are very similar and we present in this
section exemplarily the proof for the group G of type Al, i.e. the special linear
group SLl+1(C).
An important object for the realization of one of the classical groups by our method
is its root system. It is well-known that the root system of SLl+1(C) is of type Al.
Let ǫ1, . . . , ǫl+1 be the standard orthonormal basis of R
l+1 with respect to the usual
inner product (·, ·) and denote by I the Z-span of this basis elements. Let I ′ = I∩E,
where E is the subspace of Rl+1 orthogonal to the vector ǫ1 + · · ·+ ǫl+1. Then the
root system Φ of type Al consists of the vectors α ∈ I ′ with (α, α) = 2, i.e. we have
Φ = {ǫi − ǫj | 1 ≤ i, j ≤ l + 1}.
The elements αi = ǫi − ǫi+1 (1 ≤ i ≤ l) are obviously independent and if i < j we
can write ǫi − ǫj as ǫi − ǫj = αi + · · ·+ αj−1. This shows that ∆ = {α1, . . . , αl} is
a basis of Φ and we conclude that with respect to ∆ the positive roots are
Φ+ = {αs + . . .+ αt | 1 ≤ s ≤ t ≤ l},
from which we obtain the negative roots Φ− = {−α | α ∈ Φ+} by simply changing
all signs. We want to note that for the following it is helpful to keep the shapes of
the roots in mind.
The Dynkin diagram for Al shows that we can decompose Φ for 1 ≤ k ≤ l in
subsystems Φk of type Ak with basis
∆k = {αl−k+1, . . . , αl}.
Since Φk is now a root system of type Ak, it has a unique root of maximal height
(see [6], 10.4, Lemma A). We denote this root by γk. Then for 0 ≤ k ≤ l − 1, we
define
Γk := {γi | γi is the maximal root of Φ
+
i for k + 1 ≤ i ≤ l}
as the set of maximal roots of the descending chain of subsystems Φ = Φl ⊇ · · · ⊇
Φk+1. To complete the definition of Γk for all 0 ≤ k ≤ l we define Γl := ∅ and we
write shortly Γ for Γ0.
Remark 3. From the shapes of the roots in Φ+, we deduce that for k ∈ {1, . . . , l}
the set Φ+k \ Φ
+
k−1 consists of the roots
Φ+k \ Φ
+
k−1 = {αl−k+1 + · · ·+ αl−k+m | 1 ≤ m ≤ k}
and that Φ+ is the disjoint union of all Φ+k \ Φ
+
k−1, where Φ
+
0 is defined as the
empty set. We conclude that for any element m of {1, . . . , k} there is a unique
root α ∈ Φ+k \ Φ
+
k−1 such that ht(α) = m. A formal proof uses two inductions, i.e.
an induction on the subsystems Φk and an inner induction on the height m of the
roots in Φ+k \ Φ
+
k−1.
Remark 4. Suppose k ∈ {1, . . . , l} and m ∈ {1, . . . , k}. Then Remark 3 implies
that for a root α ∈ Φ+k \ (Φ
+
k−1 ∪{γk}) with ht(α) = m there exists a unique simple
root αs ∈ ∆ such that β := α + αs ∈ Φ
+
k \ Φ
+
k−1. In particular, if β − αt is a root
for some αt ∈ ∆, then either β − αt = α or β − αt ∈ Φ
+
k−1.
For the determination of the linear differential equation in Theorem 1.1, we
need an explicit Cartan decomposition of sll+1, the Lie Algebra of SLl+1, and a
Chevalley basis according to this decomposition. It is well-known that sll+1 is
the set of all (l + 1) × (l + 1)-matrices with trace zero. Let h ⊂ sll+1 be the
subalgebra of all diagonal matrices. Then h is a Cartan algebra of sll+1. Now let
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H = (h1, . . . , hl+1) ∈ h and denote by Ei,j the (l+1)× (l+1)-matrix with entry 1
at position (i, j) and 0 elsewhere. Then the equation
[H,Ei,j ] = (hi − hj)Ei,j
shows that the matrix Ei,j generates the root space slǫi−ǫj . Note that for 1 ≤ i <
j ≤ l+ 1, the root ǫi − ǫj is positive with corresponding root space slǫi−ǫj = 〈Ei,j〉
and that the root space corresponding to the negative of ǫi − ǫj is generated by its
transpose Eti,j = Ej,i. Summarizing our results, we obtain that
sll+1 = h+
∑
1≤i<j≤l+1
〈Xǫi−ǫj 〉+ 〈Xǫj−ǫi〉
is a Cartan decomposition for sll+1, where we write Xǫi−ǫj for the matrix Ei,j
(i 6= j). Next, we determine the co-roots. For 1 ≤ i < j ≤ l+ 1 let the matrix Hi,j
be defined by the relation
Hi,j = [Ei,j , Ej,i] = Ei,i − Ej,j ∈ h.
Then, it follows from [Hi,j , Ei,j ] = 2Ei,j that Hi,j is the co-root for ǫi − ǫj . In the
following, we denote a co-root which corresponds to a root space for a simple root
αi ∈ ∆ by Hi (1 ≤ i ≤ l). To complete the determination of a Chevalley basis, we
consider the map
φ : sll+1 → sll+1, X 7→ −X
tr
which is obviously an automorphism of sll+1 with the property that φ(Xα) = −X−α
for α = ǫi − ǫj ∈ Φ. For α, β ∈ Φ, let the integer nα,β be defined by the relation
[Xα, Xβ ] = nα,βXα+β . If we apply φ to both sides of [Xα, Xβ] = nα,βXα+β ,
we obtain [X−α, X−β] = −nα,βX−α−β from which it follows that n−α,−β = −nα,β.
Since by [1], Theorem 4.1.2, nα,βn−α,−β = −(r+1)2, we have that nα,β = ±(r+1).
Thus, the set {Xα, Hi | α ∈ Φ, 1 ≤ i ≤ l} is a Chevalley basis for sll+1.
The next step is an appropriate choice of the defining matrix A(t) ∈ sll+1(R1) for
our parameter equation. To this purpose let A+∆ :=
∑
αi∈∆
Xαi be defined as in
the previous section with the explicit matrices Xαi from above. We set
A(t) := A+∆ +
∑
γi∈Γ
tiX−γi ∈ sll+1(R1).
The choice of the above Chevalley basis yields that the matrix A(t) has the shape
of a companion matrix, i.e. we have
A(t) =


0 1 0 . . . 0
0 0 1
...
. . .
0 . . . 0 1
t1 t2 . . . tl 0

 ,
and induces therefore the simple and nice linear differential equation of Theorem 1.1.
We want to mention that for similar choices of A(t) for the groups of type Bl, Cl,
Dl and G2 the equation ∂(y) = A(t)y has also a canonical cyclic vector although
A(t) is not a companion matrix anymore. To complete the proof for SLl+1(C), we
need to show that the two bounds for A(t) coincide.
Since we intend to apply Theorem 2.3, we need a differential equation ∂(y) =
A¯y which has SLl+1(C) as differential Galois group and whose defining matrix A¯
satisfies A¯ ∈ sll+1(R2) and A¯ = σ(A(t)) for a specialization σ : R1 → R2. The
following proposition shows that we have access to a large class of equations.
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Proposition 4.1. Suppose the matrix A is element of the plane A ∈ A−∆ + b
+(F ).
Then A is gauge-equivalent to a matrix in the plane
A−∆ +
∑
γi∈Γ
slγi(F ).
A proof of Proposition 4.1 uses Lemma 4.2 and 4.3 from below.
Lemma 4.2. Suppose the matrix A satisfies A ∈ A−∆ + b
+(F ). Then A is gauge-
equivalent to a matrix in the plane A−∆ + n
+.
Proof. The plane A−∆ + b
+(F ) writes as
A−∆ + h(F ) + n
+(F ).
Thus, we need to show that we can delete by a gauge transformation the components
of A which lie in the Cartan subalgebra h(F ). For j ∈ {1, . . . , l + 1} we denote by
Aj a matrix of the plane
Aj ∈ A
−
∆ +
∑
j≤i≤l
hi + n
+(F ),
where hi = 〈Hi〉. Note that we have A1 ∈ A
−
∆+b
+(F ) and Al+1 ∈ A
−
∆+n
+(F ). We
prove now the following assertion: Any matrix Aj is gauge-equivalent to a matrix
Aj+1 of the corresponding plane for 1 ≤ j ≤ l. To this purpose let a matrix Aj be
given by
Aj = A
−
∆ +
∑
j≤i≤l
hiHi +
∑
α∈Φ+
Zα
with hi ∈ F and Zα ∈ gα. We compute the gauge transformation of Aj by a
parametrized root group element uαj(x) = exp(xXαj ) and show that we can choose
x ∈ F such that the coefficient of Hj in
Ad(uαj (x))(Aj) + lδ(uαj(x))
vanishes. First, we compute the image of Aj under the adjoint action and af-
terwards, we determine the image of exp(xX−αj ) under the logarithmic derivate.
Since the adjoint action is linear, we can consider each summand of Aj sepa-
rately. We start with the computation of Ad(u−αj (x))(A
−
∆). Remark 1 yields
that Ad(uαj (x))(X−αj ) = X−αj +xHj−x
2Xαj and Ad(uαj (x))(X−αi ) = X−αi for
1 ≤ i ≤ l and i 6= j. Summing up, we obtain
Ad(uαj (x))(A
−
∆) =
l∑
i=1
Ad(uαj (x))(Xαi ) ∈ A
−
∆ + xHj + slαj (F ).
By Remark 1, we have that Ad(uαj (x))(Hi) = Hi − 〈αj , αi〉Xαj for j ≤ i ≤ l from
which we deduce that
Ad(uαj (x))(
∑
j≤i≤l
hiHi) ∈
∑
j≤i≤l
hiHi + slαj (F ).
Since the subspace n+ is stabilized by Ad(uαj (x)), we obtain that
Ad(uαj (x))(
∑
α∈Φ+
Zα) ∈ n
+.
Finally, Remark 2 implies that lδ(uαj (x)) ∈ slαj (F ). Summing up our results, we
get that
Ad(uαj (x))(Aj) + lδ(uαj(x)) ∈ A
−
∆ + (x+ hj)Hj +
∑
j+1≤i≤l
hiHi +
∑
α∈Φ+
Z˜α
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with suitable Z˜α ∈ slα(F ). It follows that Aj is gauge-equivalent to matrix of shape
Aj+1 for x = −hj .
We show now by induction that for all j ∈ {1, . . . , l} the following assertion holds:
The matrix A is gauge-equivalent to a matrix
Aj+1 ∈ A
−
∆ +
∑
j+1≤i≤l
hi + n
+(F ).
The above argument shows that A is gauge equivalent to a matrix A2 of the required
shape, i.e. the assumption is shown for j = 1. Assume j > 1. Then the induction
assumption yields that A is gauge-equivalent to
Aj ∈ A
−
∆ +
∑
j≤i≤l
hi + n
+(F ).
But then the above argument applied to Aj shows that Aj is gauge-equivalent to a
matrix Aj+1 in the required plane. Thus, A is gauge-equivalent to the matrix Aj+1
and the induction assumption holds for all j ∈ {1, . . . , l}.
The assertion of the lemma follows now from the case j = l. 
Lemma 4.3. Let k ∈ {1, . . . , l} and suppose the matrix A satisfies
A ∈ A−∆ +
∑
γi∈Γk
slγi(F ) +
∑
α∈Φ+
k
slα(F ).
Then A is gauge-equivalent to a matrix in the plane
A−∆ +
∑
γi∈Γk−1
slγi(F ) +
∑
α∈Φ+
k−1
slα(F ),
where we recall that Φ+0 is the empty set and Γ0 = Γ.
Proof. For 1 ≤ j ≤ k we denote in the following by Φk,j the set of all roots α ∈ Φ+
which satisfy α ∈ Φ+k \Φ
+
k−1 and ht(α) ≥ j. Since Φk,1 = Φ
+
k \Φ
+
k−1, we obtain by
Remark 3 that
A−∆ +
∑
γi∈Γk
slγi +
∑
α∈Φ+
k
slα(F ) = A
−
∆ +
∑
γi∈Γk
slγi +
∑
α∈Φk,1
slα(F ) +
∑
α∈Φ+
k−1
slα(F ).
We will prove inductively that we can delete by a gauge transformation the com-
ponents of A which lie in the root spaces slα(F ) for all α ∈ Φk,1 except for that
α ∈ Φk,1 which satisfies ht(α) = k. Then, since α ∈ Φk,1 with ht(α) = k is the root
γk and Γk−1 \ Γk = {γk}, the assertion of the lemma follows if we rearrange the
summads in the above equation accordingly.
In the following, we denote for j ∈ {1, . . . , k − 1} by Aj a matrix of the plane
Aj ∈ A
−
∆ +
∑
γi∈Γk
slγi +
∑
α∈Φk,j
slα +
∑
α∈Φ+
k−1
slα.
We show the following assertion: For j ∈ {1, . . . , k − 1} a matrix Aj is gauge-
equivalent to a matrix
Aj+1 ∈ A
−
∆ +
∑
γi∈Γk
slγi +
∑
α∈Φk,j+1
slα +
∑
α∈Φ+
k−1
slα.
Let
Aj = A
−
∆ +
∑
γi∈Γk
Zγi +
∑
α∈Φk,j
Zα +
∑
α∈Φ+
k−1
Zα,
where for α ∈ Φ+, Zα denotes an element of the root space slα(F ). The gauge
transformation of Aj will be done with a root group element uβ(x) = exp(xXβ) and,
as in Lemma 4.2, we compute the images Ad(uβ(x))(Aj) and lδ(uβ(x)) separately.
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We have to show that we can remove the component Zα of A where α satisfies
α ∈ Φk,j and ht(α) = j. By Remark 4 a root with this property is unique and we
denote it by α¯. From Remark 4 we also know that there is a unique simple root
αs ∈ ∆ such that α¯+αs ∈ Φ
+
k \Φ
+
k−1. Thus, for β := α¯+αs we obtain β−αs = α¯
and if for αt ∈ ∆ with αt 6= αs the sum β − αt is a root, then β − αt is an element
of Φ+k−1. These arguments and Remark 1 show that
Ad(uβ(x))(X−αs ) = X−αs + x cβ,−αs,1Xα¯
and Ad(uβ(x))(X−αi) ∈
∑
α∈Φ+
k−1
slα(F ) for 1 ≤ i ≤ l and i 6= s. Hence, we obtain
Ad(uβ(x))(A
−
∆) ∈ A
−
∆ + x cβ,−αs,1Xα¯ +
∑
α∈Φ+
k−1
slα(F ).
Next, we compute the image of
∑
γi∈Γk
Zγi under Ad(uβ(x)). Since γi is the max-
imal root of Φ+i for k + 1 ≤ i ≤ l, at least one of the coefficients in γi + qβ must
be greater than 1 for q ∈ N \ {0} and, therefore, γi + qβ can not be a root of
Φ. This shows that the subspace
∑
γi∈Γk
slγi(F ) is invariant under Ad(uβ(x)). In
other words we have
Ad(uβ(x))(
∑
γi∈Γk
Zγi) =
∑
γi∈Γk
Zγi .
A similar argumentation yields
Ad(uβ(x))(
∑
α∈Φk,j
Zα) = Zα¯ +
∑
α∈Φk,j+1
Zα = cα¯Xα¯ +
∑
α∈Φk,j+1
Zα,
where cα¯ ∈ F such that Zα¯ = cα¯Xα¯.
We determine now the image Ad(uβ(x))(Zα) for α ∈ Φ
+
k−1. If for q ∈ N \ {0} the
sum α + qβ is a root of Φ, then it is an element of Φk,j+2, since β ∈ Φk,j+1 and
ht(β) = j + 1. We conclude by Remark 1 that
Ad(uβ(x))(
∑
α∈Φ+
k−1
Zα) ∈
∑
α∈Φ+
k−1
Zα +
∑
α∈Φk,j+2
slα(F ).
Finally, the logarithmic derivate of uβ(x) lies in the root space slβ(F ) by Remark 2.
If we sum up everything from above, we get for suitable Z˜α ∈ slα(F ) that
Ad(uβ(x))(A) + lδ(uβ(x)) =
A−∆ + (cβ,−αs,1x+ cα¯)Xα¯ +
∑
γi∈Γk
Zγi +
∑
α∈Φk,j+1
Z˜α +
∑
α∈Φ+
k−1
Z˜α.
Choosing x = −cα¯c
−1
β,−αs,1
, we obtain that Aj is gauge-equivalent to a matrix of
shape Aj+1.
We show now inductively on j ∈ {1, . . . , k−1} that the matrix A is gauge-equivalent
to a matrix
Aj+1 = A
−
∆ +
∑
γi∈Γk
Zγi +
∑
α∈Φk,j+1
Zα +
∑
α∈Φ+
k−1
Zα.
If j = 1, then A is clearly gauge-equivalent to a matrix A2 by the above argumen-
tation what shows the case j = 1. For j > 1 we obtain by the induction assumption
that A is gauge-equivalent to
Aj = A
−
∆ +
∑
γi∈Γk
Zγi +
∑
α∈Φk,j
Zα +
∑
α∈Φ+
k−1
Zα.
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Again, the above argument applied to Aj yields that Aj is gauge-equivalent to a
matrix of form Aj+1 and, therefore, A is gauge-equivalent to Aj+1. Finally, the
induction yields for j = k − 1 that A is gauge-equivalent to
Ak = A
−
∆ +
∑
γi∈Γk
Zγi +
∑
α∈Φk,k
Z˜α +
∑
α∈Φ+
k−1
Z˜α,
where Φk,k consists of the single element γk. Hence, after rearranging the summands
in the above equation, the assertion of the lemma follows. 
Proof of Proposition 4.1: Let A ∈ A−∆ + b
+(F ). Then Lemma 4.2 implies that
A is gauge-equivalent to a matrix A1 in the plane
A−∆ +
∑
α∈Φ+
slα(F ) = A
−
∆ +
∑
γi∈Γl
slγi(F ) +
∑
α∈Φ+
l
slα(F ).
Note that Γl = ∅ and Φ
+
l = Φ
+ and, therefore, equality between the two planes
holds. We make now the following inductive assumption on the integer j ∈ {1, . . . , l−
1}: The matrix A1 is gauge-equivalent to a matrix
Aj+1 ∈ A
−
∆ +
∑
γi∈Γl−j
slγi(F ) +
∑
α∈Φ+
l−j
slα(F ).
If we choose k = l in Lemma 4.3, we obtain that A1 is gauge-equivalent to a matrix
A2 of the required shape. Thus, the induction assumption is shown in case of
j = 1. Now let j > 1. From the induction assumption for j − 1 we obtain that A1
is gauge-equivalent to
Aj ∈ A
−
∆ +
∑
γi∈Γl−j+1
slγi(F ) +
∑
α∈Φ+
l−j+1
slα(F ).
Then, the assertion of Lemma 4.3 for k = l−j+1 yields that Aj is gauge-equivalent
to a matrix of shape Aj+1. This proves the induction assumption.
Thus, for j = l−1 we get a gauge equivalence between A and a matrix in the plane
A−∆ +
∑
γi∈Γ1
slγi(F ) +
∑
α∈Φ+
1
slα(F ) = A
−
∆ +
∑
γi∈Γ
slγi(F ),
where the equality follows from the fact that Φ+1 = {αl} and Γ \ Γ1 = {αl}.
Proof of Theorem 1.1: We define a differential equation ∂(y) = A(t)y by
A(t) = A+∆ +
∑
γi∈Γ
tiX−γi ∈ sl(R1).
Since A(t) ∈ sl(R1), Proposition 2.1 shows that the differential Galois group G(C)
of ∂(y) = A(t)y is a subgroup of SLl+1(C). On the other hand, by Corollary 3.1
there exists A1 ∈ h(C) such that the differential Galois group of ∂(y) = (A0+zA1)y
over F2 is SLl+1(C), where A0 is as in Proposition 3.1, and (A0 + zA1) is by its
construction an element of the plane A+∆ + b
−. Now, if we interchange the role of
the positive and negative roots in Proposition 4.1, we obtain that (A0 + zA1) is
gauge-equivalent to a matrix A¯ in the plane
A+∆ +
∑
γi∈Γ
sl−γi(R2).
For the specialization σ : R1 → R2, t 7→ (f1, . . . , fl), where fi ∈ F such that
A¯ = A∆ +
∑
−γi∈Γ−
fiX−γi ,
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we get that the differential Galois group of ∂(y) = A(σ(t))y over F2 is SLl+1(C).
Then by Theorem 2.3 we have SLl+1(C) ⊆ G(C) and in combination with the above
relation we obtain that G(C) = SLl+1(C).
The matrix A(t) is a companion matrix with trace zero. It follows that ∂(y) = A(t)y
is equivalent to the linear differential equation in Theorem 1.1.
5. Generic properties of the parameter equation for SLl+1
The following proposition is a refined version of Theorem 1.3 from the introduc-
tion. For a proof of Theorem 1.3 see Remark 5 at the end of this section.
Proposition 5.1. Let F be a differential field with field of constants C and suppose
F satisfies the following property: For all f ∈ F , F contains all (l + 1)-roots of f .
Let E/F be a Picard-Vessiot extension with defining matrix A ∈ Ml+1(F ) and
differential Galois group H(C) ⊆ SLl+1(C). Then there exists a specialization
σ : R1 → F such that
L(y, σ(t)) = y(l+1) −
∑l
i=1
σ(ti)y
(i−1) = 0
defines a Picard-Vessiot extension which is differentially isomorphic to E/F .
Proof. By the Cyclic Vector Theorem (see for instance [10], page 3), we can assume
that the defining matrix A is a companion matrix, i.e. for ai ∈ F , A has shape
A =


0 1 0 . . . 0
0 0 1
...
. . .
0 . . . 0 1
a1 a2 . . . al+1

 .
Then a fundamental solution matrix for the equation ∂(y) = Ay is a Wronskian
matrix W (y1, . . . , yl+1) =: Y ∈ GLl+1(E) and an inductive argument shows that
the coefficient al+1 of A satisfies
al+1 =
∂(det(Y ))
det(Y )
.
Now, for C ∈ H(C) ⊆ SLl+1(C) it follows that det(Y C) = det(Y ), meaning that
det(Y ) is invariant under the action of the differential Galois group. We conclude
that det(Y ) =: f is an element of F .
We show that the equation ∂(y) = Ay is gauge-equivalent to a differential equation
∂(y) = A¯y with defining matrix
A¯ =


0 1 0 . . . 0
0 0 1
...
. . .
0 . . . 0 1
f1 f2 . . . fl 0

 .
The first step is to show that A¯ is gauge-equivalent to an element of the Lie algebra
of SLl+1(F ). To this purpose, let B1 be the diagonal matrix B1 := diag(1, . . . , 1,
1
f
).
Simple matrix multiplications show that
Ad(B1)(A) + lδ(B1) =


0 1 0 . . . 0
0 0
. . .
... 1 0
0 . . . 0 f
a1
f
a2
f
. . . al
f
0


:= A1 ∈ sll+1(F ).
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Note that until now we did not need any additional assumptions on the differential
field F . We conclude that for every differential field F and every Picard-Vessiot
ring R/F with differential Galois group SLl+1(C) the corresponding torsor Z has
an F -rational point.
The next step is a gauge transformation of A1 by the diagonal matrix
B2 := diag((
1
f
)
1
l+1 , . . . , (
1
f
)
1
l+1 , (
1
f
)−
l
l+1 )
where we assumed that the differential field F contains an (l + 1)-root of f . We
obtain
Ad(B2)(A1) + lδ(B2) =


− ∂(f)(l+1)f 1 0 . . . 0
0 − ∂(f)(l+1)f
. . .
... 1 0
0 . . . − ∂(f)(l+1)f 1
a1 a2 . . . al
l ∂(f)
(l+1)f


=: A2.
Since A2 is an element of the plane
A+∆ + h(F ) +
∑
α∈Φ−
slα(F ),
we can apply Proposition 4.1. It yields that there exists a matrix B3 ∈ SLl+1(F )
such that
Ad(B3)(A2) + lδ(B3) =


0 1 0 . . . 0
0 0 1
...
. . .
0 . . . 0 1
f1 f2 . . . fl 0

 =: A¯.
Hence, the matrix B3B2B1 ∈ GLl+1(F ) defines a differential isomorphism from
E/F to a Picard-Vessiot extension E˜/F for the differential equation ∂(y) = A¯y
and the map σ : (t1, . . . , tl) 7→ (f1, . . . , fl) is the required specialization. 
Remark 5. Note that an algebraically closed differential field F¯ with field of
constants C satisfies automatically the condition in Proposition 5.1. Further, if F is
an arbitrary differential field with constants C and σ : R1 → F is any specialization
of the parameters, then by Proposition 2.1 the differential Galois group of a Picard-
Vessiot extension for L(y, σ(t)) is a subgroup of SLl+1(C). This proves Theorem
1.3 from the introduction.
6. Further results and conclusions
As outlined in the Section 2 and 3, it is possible to apply our method to the
remaining classical groups. For example, for the groups of type Bl, Cl, Dl and
G2 (here l = 2) we proved in [16] that similar nice linear parameter differential
equations can be computed. The results for these groups are summarized in the
following theorem.
Theorem 6.1. The linear parameter differential equation
(1) L(y, t) = y(l+1) −
∑l
i=1
tiy
(i−1) = 0 has SLl+1(C) as differential Galois
group over F1.
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(2) L(y, t) = y(2l) −
∑l
i=1
(−1)i−1(tiy
(l−i))(l−i) = 0 has SP2l(C) as differen-
tial Galois group over F1.
(3) L(y, t) = y(2l+1) −
∑l
i=1
(−1)i−1((tiy
(l+1−i))(l−i) + (tiy
(l−i))(l+1−i)) = 0
has SO2l+1(C) as differential Galois group over F1.
(4) L(y, t) = y(2l) − 2
∑l
i=3
(−1)i((tiy
(l−i))(l+2−i) + (tiy
(l+1−i))(l+1−i))−
(t2y
(l−2) + t1y)
(l) − ((−1)lt1z1 + z2)−
∑l−2
i=0
(tl−2−i2 z1)
(i) = 0 has SO2l(C)
as differential Galois group over F1.
(5) L(y, t) = y(7) + 2t1y
′ + 2(t1y)
′ + 2(t2y
(4))′ + (t2y
′)(4) − 2(t2(t2y
′)′)′ = 0
has G2(C) as differential Galois group over F1.
The substitutions z1 and z2 in (4) are given by
z1 := y
(l) − t2y
(l−2) − t1y
z2 :=
(t
(l−2)
2 + (−1)
l−2t1)
(1)
t
(l−2)
2 + (−1)
l−2t1
·
(
y(2l−1) − (t2y
(l−2) + t1y)
(l−1)
−2
l∑
i=3
(−1)i((tiy
(l−i))(l+1−i) + (tiy
(l+1−i))(l−i))−
l−3∑
i=0
(t
(l−3−i)
2 z1)
(i)
)
.
The parameter differential equations in Theorem 6.1 define large families of linear
differential equations. By construction they represent well the geometric structure
of the underlying Lie groups (see [8] for an interesting connection) and they seem
to be very general. So far we do not know which types of Picard-Vessiot extensions
E/F can be obtained by specializations of the parameters. Since the defining
matrices are elements in the Lie algebras of the corresponding groups, we have to
restrict this question to Picard-Vessiot extensions which are function fields of the
trivial torsor. The best we can hope for is that our equations are quasi-generic
equations.
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