A framework for comparing normal population means in the presence of heteroscedasticity and outliers is provided. A single number called the weighted effect size summarizes the differences in population means after weighting each according to the difficulty of estimating their respective means, whether the difficulty is due to unknown population variances, unequal sample sizes or the presence of outliers. For an ANOVA weighted for unequal variances, we find interval estimates for the weighted effect size. In addition, the weighted effect size is shown to be a monotone function of a suitably defined weighted coefficient of determination, which means that interval estimates of the former are readily transformed into interval estimates of the latter. Extensive simulations demonstrate the accuracy of the nominal 95% coverage of these intervals for a wide range of parameters.
Introduction
When heteroscedasticity is present, the reliability of the classical ANOVA is undermined, so Cochran (1937) , Welch (1951) and James (1951) suggested weighting the terms appearing in the F statistic to account for the different population variances. The Welch F-test for equal population means is available on some statistical packages, and a reliable estimate of its power under alternatives can now be found in Kulinskaya, Staudte, and Gao (2003) .
Our purpose here is to estimate the weighted effect size u, defined in (2) below. This is a rescaled version of the non-centrality parameter arising under alternatives to the null hypothesis of equal means in a weighted ANOVA, an approach advocated by Steiger and Fouladi (1997) . First we formulate a more general setting which allows one to choose a measure of location (other than the mean) for each population. In this setting we take weights to be inversely proportional to the respective variances of our estimates of population locations. Then the weighted effect size is shown to be a simple monotone the sample mean and variance of the ith population by y i ¼ P n i j¼1 y ij =n i and s 2 i ¼ P n i j¼1 {y ij 2 y i } 2 =ðn i 2 1Þ, and denote the overall sample size and mean by N ¼ P I i¼1 n i and y ¼ P I i¼1 n i y i À Á =N. Let w i . 0 be a weight assigned to the ith population. For definiteness the reader can keep in mind the classical weights w i ¼ n i , or the Cochran-Welch-James weights w i ¼ n i =s 2 i ; a further choice will be suggested below. Define the overall weighted mean by P I i¼1 w i m i P I i¼1 w i
and the weighted effect size by
We call u the weighted effect size to distinguish it from other definitions of effect size in the literature. In particular, for the special case of equal variances s 2 , Cohen (1988, p. 274) 
. For other specific examples of effects, see Oakes (1986) , Hedges and Olkin (1985) and Steiger and Fouladi (1997) . We have included the factor 1/N because typically the weights are proportional to the population sizes and we do not want the weighted effect size to be unbounded, but rather to be a fixed parameter or at least converging to a finite parameter with increasing sample sizes.
Hereafter we fix proportions 0 , q i , 1, for i ¼ 1; : : : ; I, which can be regarded as the limiting relative samples sizes; they are known parameters which are part of the model. They are possibly chosen in advance of sampling on the basis of partial prior knowledge of the relative population variances or theoretical considerations. The total sample of size N available is apportioned into respective approximate sample sizes n i < Nq i so that P q i ¼ 1. In other contexts the data analyst is presented with samples whose sizes are already determined; in such cases define q i ; n i /N. Then for the Cochran-Welch-James weights we may write
It turns out that l ¼ Nu is the non-centrality parameter in the asymptotic distribution of the weighted sum of squares explained; see Section 3.1.
A weighted coefficient of determination
For each i introduce the probabilities p i ¼ w i = P I i¼1 w i . Suppose population X is selected at random according to this distribution; then given X ¼ i, an observation Y i is drawn independently of X from this ith population. By the well-known conditioning equation for expectations we find that Y X has expected value equal to the overall weighted mean m:
Similarly, the standard equation for the variance in terms of conditional means and variances shows that the variance of Y X can be decomposed into the variance of a randomly chosen population mean and the mean of a randomly chosen population variance:
We can now define the weighted population coefficient of determination corresponding to the weights w 1 , : : : , w I , by
This coefficient of determination is the proportion of the variance in Y X which is explained by the means m X ; that is, by the classification into I groups. Note that r 2 is a simple function of Var½m X =E½s 2 X . And the latter quantity reduces to u defined in (3) whenever the weights are proportional to n i =s 2 i , as they will be in what follows. For such weights r 2 ¼ u=ð1 þ uÞ is a monotone increasing function of u, with u ¼ r 2 =ð1 2 r 2 ). This means that both are measuring weighted effect size, but on different scales. As a consequence, interval estimates for u which are derived in Section 3 can easily be transformed into interval estimates for r 2 . We do not use r by itself in this paper; but note that it is the correlation coefficient of (m X , Y X ). Further, if Y X and Y Ã X represent two independently chosen members of the randomly chosen Xth population, then r is also the correlation coefficient of (Y X , Y Ã X Þ; therefore we call r the weighted intraclass correlation coefficient.
We also remark that the randomization (of populations chosen according to their weights) was introduced at the beginning of this section so we could apply the conditional equations (4) and (5) for expectations and variances. The weighted sum of squares could be partitioned algebraically without this randomization, but we think it helps clarify the partitioning. The (randomly chosen) fixed effects m X are not to be confused with random effects.
Motivation for choice of weights
Next consider three choices for weights, corresponding to distinct contexts.
Normal distributions with equal variances
In this classical case w i ; n i , the weighted mean is m ¼ P i q i m i and the weighted effect is u ¼ P i q i ½ðm i 2 mÞ=s 2 , where s 2 is the common population variance. For the special case of only two populations we may write
The quantity (m 2 2 m 1 )/s appearing in (7) is sometimes called Cohen's d or the standardized effect in the applied statistics literature; see Cohen (1988) and Kirk (1996) for discussion of a variety of such measures. Hedges and Olkin (1985, p. 77) give an equation for r 2 in terms of Cohen's d which is essentially r 2 ¼ u=ð1 þ uÞ. One might object to the weighted effect given in (7) because different researchers using different sample proportions q 1 ¼ n 1 =N from exactly the same populations would be estimating different weighted effects. But this is as it should be, because for the same total sample sizes the weighted effect accounts for the differing amounts of information obtained in the two studies. The weighted effect u approaches 0 if the relative size of either sample approaches 0, and is maximized for fixed m 1 , m 2 and s by taking n 1 ¼ n 2 .
It is important to the development of our theory that had we begun with the weights w i ; n i /s 2 (the inverse of the variance of y i ), the resulting p i s would be the same, and the population parameters u and r 2 would be the same. The point is that the population weights are inversely proportional to our ability to estimate the population means, as measured by the variances of the respective estimators. We continue with this theme in what follows.
Normal distributions with unequal variances
In this heteroscedastic case, let w i ; n i =s
The weighted coefficient of determination again depends on u via r 2 ¼ u=ð1 þ uÞ, where, when there are two populations, u reduces to
Thus a natural generalization of the standardized effect size (m 2 2 m 1 )/s for two populations to the heteroscedastic case does not appear possible without taking into account the relative sample sizes q 1 , q 2 . One can further show that 
This may be a guide to maximizing weighted effect (for fixed but unknown population parameters), when the relative sizes of the population standard deviations can be estimated prior to sampling -that is, based on a pilot study.
We think that the above considerations in the two-sample problem support the definition of weighted effect u given in (2). Another justification follows: in order to put the distances jm i 2 cj on the same scale, whatever the choice of c, so that we can compare them, we divide the ith one by the statistical unit s i = ffiffiffiffi ffi n i p , not just s i , because the way we compare the populations is through j y i 2 cj, that is, through a comparison of the populations of y i . The sum of the ffiffiffiffi ffi n i p ðm i 2 mÞ=s i squared (the resealed distances Interval estimates of weighted effect sizessquared) divided by the total sample size N yields a quantity which accurately reflects the differences in populations being compared. It depends on the sample size only through their relative sizes.
Normal distributions, unequal variances and outliers present
So far we have been assuming that we are in the ideal situation where there are no outliers in the data, and we have estimated the mean m i and variance s 2 i of the ith population by y i and s 2 i . These are the estimators which will form the basis for our interval estimates in the rest of this paper. However, it is well known that the sample mean and variance are easily undermined by outliers. Simulation studies by Tan and Tabatabai (1986) and Wilcox (see references in Wilcox, 1998 Wilcox, , 2001 ) demonstrate that robust estimators are needed and useful in this context. We therefore suggest development of the theory for dealing with outliers as follows.
Letm i be an alternative estimator to y i for estimating m i and assume that m i is asymptotically unbiased for m i and normally distributed in the sense that n , where E, the asymptotic relative efficiency of y i to m i , is greater than 1 and free of i. The reader can verify that the probabilities p i are unchanged from the non-robust case of Section 2.2.2. Hence the overall mean m, the parameter u and the weighted coefficient of determination r 2 ¼ u/(1 þ u) remain unchanged from the non-robust case. For research in this direction, see Kulinskaya and Gao (2002). 3. Interval estimates for u and r 2 Throughout the rest of this paper we will study the heteroscedastic case described in Section 2.2.2. First we define the appropriate statistics, and then we describe a threeparameter approximation to the weighted sum of squares explained. This is used to obtain interval estimates for our parameters of interest u and r 2 .
Statistics for estimating u
The estimated weights are simply the respective inverse sample variancesŵ i ; n i =s 2 i . The weighted population mean m is estimated by the weighted sample mean with estimated weights:
The weighted sum of squares explained q w ¼ P i w i ðm i 2 mÞ 2 is similarly estimated by
E. Kulinskaya and R. G. Staudte Kulinskaya et al. (2003) show that the non-null distribution of qŵ is well approximated by a resealed and shifted central x 2 of the form cx 
Setting these cumulants equal and solving leads to:
In applications the unknown parameters appearing in (13) will be estimated using the sample means and variances, leading to estimatesb;ĉ andf. While the above methodology may seem complicated, it is perhaps worth remarking that the non-null distribution of qŵ is highly skewed and does not converge rapidly enough to the (non-central) chi-squared distribution of q w for the latter to be of assistance in forming interval estimates of u; see Kulinskaya et al. (2003) for a thorough investigation.
Methodology and examples
Confidence intervals are often derived from pivotal quantities or families of hypothesis tests, but so far we have not been successful in finding a pivotal quantity that uses our shifted and resealed chi-squared approximation to the unknown distribution of qŵ. And each null hypothesis u ¼ u 0 is composite in terms of population means and variances, so finding a level-a test for each u ¼ u 0 against u -u 0 also seems to be a formidable task. Therefore we tried using a tolerance interval as a confidence interval for u, and the results are very encouraging.
From (12), E½qŵ < I 2 1 þ l þ 2A þ 2B, so an interval estimate with approximate 95% coverage for u ¼ l=N is found as follows. First, use the sample means and variances to estimate the constants l, A, B, D and E, and then the cumulants of qŵ and finally b, c and f. Second, find the 0.025 and 0.975 quantiles of the approximating distribution, namelyb þĉx 2 f ð0:025Þ andb þĉx 2 f ð0:975Þ. These two numbers define an interval that Interval estimates of weighted effect sizescontains 95% of approximating distribution, in the spirit of tolerance intervals. We use it, however, to obtain an interval estimate for u as follows: in view of the above equation for E½qŵ, subtract the terms I 2 1 þ 2A þ 2B from both ends of this interval, and divide by N. If the lower limit is less than 0, set it equal to 0. While we do not have a confidence interval statement regarding this interval, we find by simulation further below that it does indeed have 95% empirical coverage over a wide range of sample sizes and parameter values.
3.2.1. Example 1. Performance measure for therapy sessions These data originally appeared in the study by Wheeler, Fadel, and D'Aunno (1992) . They are described in Pagano and Gauvreau (2000, p. 299) , as follows:
A study was conducted to assess the performance of outpatient substance abuse treatment centers. Three different types of units were evaluated: private for-profit (FP), private not-forprofit (NFP) and public. Among the performance measures considered were minutes of individual therapy per session and minutes of group therapy per session. Samples were selected from each type of treatment center: : :
For the group therapy sessions FP has n 1 ¼ (14) and (12) . These examples were chosen to demonstrate the methodology. In the next section we will determine for which configurations of model parameters and sample sizes the procedures can be relied upon.
Simulation studies
Each simulation result reported below is based on 5000 samples from the respective normal populations, so the estimates of coverage probabilities for nominal 95% interval estimates of u have standard errors 0.003. The MINITAB programs for carrying out the simulations are available from the authors upon request.
The homoscedastic two-sample case
We wish to know how well our procedure works in the classical case of equal variances, even though we do not assume equal variances and thus estimate the population standard deviations separately, as though they were different. For two samples a very thorough comparative analysis of four different estimators of d ¼ ðm 2 2 m 1 Þ=s is given in Chapter 5, Section A.6 of Hedges and Olkin (1985) . In Section B the same authors discuss the common asymptotic distribution of these four estimators, which is normal with mean d and asymptotic variance
which we have converted into our notation using (7). They then provide results (their Table 4 ) which demonstrate the coverage accuracy of nominal 1 2 a asymptotic confidence intervals of the formd^z a sd for the case of equal sample sizes of size at least n 1 ¼ n 2 ¼ 10 and d equal to 0.25, 0.5, 1.0 and 1.5, and several values of a. They state that these values of d cover a wide range of their applications, and it should be mentioned that Cohen (1988) has labelled d ¼ 0:2, 0.5 and 0.8, respectively, as 'small', 'medium' and 'large' for effects he has encountered. In our simulations we take d ¼ 0:5, d ¼ 1, d ¼ 1:5 and d ¼ 2, because in our applications we are mainly interested in intervals for moderate to large effects. For equal sample sizes these correspond to u ¼ 1=16, u ¼ 1=4, u ¼ 9=16 and u ¼ 1. For d . 0 and N ¼ n 1 þ n 2 sufficiently large, the confidence interval for d studied by Hedges and Olkin (1985) will lie to the right of 0 and then is easily converted into one for u ¼ q 1d 2 by simply squaring the endpoints and multiplying by q l q 2 . (Alternatively, one can use a Taylor series expansion to find the asymptotic mean and variance ofû from those ofd; the resulting normal interval is the same.) The interval so derived then has approximate expected length E½L
. This interval will lie to the right of 0 when its half-length is less than u, which means, for 95% confidence intervals, that N . 8 þ 16/u. For such cases the expected length of the interval is shown in parentheses in Tables 1 and 2 for comparison with the empirical lengths found for our intervals, which we emphasize do not assume equality of variances.
In columns 2 and 3 of Table 1 we present the results for equal sample sizes and d ¼ 0:5 for which the weighted effect is u ¼ 0:0625 and r 2 ¼ 0:059. The intervals are overly conservative for the smaller sample sizes and this effect size.
In columns 4 and 5 of Table 1 are similar results for d ¼ 1 for which u ¼ 0:25 and r 2 ¼ 0:2. In this case the coverage percentages are reliable for sample sizes of 25 or more. And the empirical average lengths of these intervals are not much larger than those expected using methods which assume equal variances. For example, when n 1 ¼ n 2 ¼ 50, the empirical length is 0:44, while the expected length is 0.42.
To summarize, in the case of equal variances and equal sample sizes the interval estimates for u are reliable in terms of coverage for all values of the parameters considered, but they are overly conservative for small sample sizes unless the effects are large. Therefore we only consider minimum sample sizes of 25 in what follows.
Next we look at the same values d ¼ 0:5, 1.0, 1.5 and 2.0 of Cohen's d but with the total sample size split in the ratio 2:1 rather than evenly. This changes the values of weighted effect measured by u to 0.056, 0.11, 0.5 and 0.89. We caution, however, that the case of unequal sample sizes is not treated by Hedges and Olkin (1985) in terms of simulations, so we do not know whether the coverage probabilities are equal to the nominal 95%. Thus the expected lengths of intervals we derived from their results, and shown in parentheses in Table 2 for the sake of comparison, may not actually correspond to intervals with that coverage. The results in Table 2 are parallel to those in Table 1 ; the use of unequal sample sizes does not change the result that the intervals proposed here, which do not assume equal variances, have the same coverage probabilities and have average lengths which are not much larger than intervals derived from classical results which do assume equal variances, at least when the minimum sample size is at least 25.
The heteroscedastic two-sample case
First we tried transforming the Welch (1947) t-intervals for m 2 2 m 1 (which have reliable coverage probability) into intervals for u given by (9) by squaring both ends of the Welch t-interval and then dividing each of them by N½s 2 1 =n 1 þ s 2 2 =n 2 . Unfortunately the resulting intervals are very unreliable in terms of coverage probability, so we do not have a gold standard with which to compare our results.
Throughout this section we use s 2 ¼ s 1 =2. The four cases we consider are, as in the previous section, (m 2 2 m 1 Þ=s 1 ¼ 0:5, 1.0, 1.5 and 2.0. Here, however, s 2 ¼ s 1 =2, so the values of u are different than before, 0.1, 0.4, 0.9 and 1.6. Table 3 shows that in the balanced case with each sample size of at least 25 the empirical percentages are very close to 95% for this range of u-values.
Next we consider the case where the large sample corresponds to the larger standard deviation in that s 2 ¼ s 1 =2 and n 2 ¼ n 1 =2. The results shown in Table 4 demonstrate that for a minimum sample size of 25, the coverage percentages are generally reliable when 0.1 # u # 1.8.
Finally, we repeated the previous simulation experiment in which s 2 ¼ s 1 =2, but this time took the larger sample from the population with the smaller variance. Such a choice is not recommended, of course, but it could happen in cases where no prior information regarding relative population variances is available. The weighted effects Table 5 . Because of location invariance and scale equivariance, a shift of all populations by the same amount or a rescaling of each by the same factor will render the same values of u and same interval estimates.
In the above experiment we took population variances in the ratio 4:1:1. In the next series of experiments considered here we take the variances to be in the ratio 2:1:8. If we knew nothing in advance about the population parameters, we would try equal sample sizes. For samples of equal size n i ¼ 10, 25 and 50 respectively from normal populations with parameters (m 1 ; s 1 Þ ¼ ð0; 1Þ, (m 2 ; s 2 Þ ¼ ð1; 0:707Þ and (m 3 ; s 3 Þ ¼ ðm 3 ; 2), we again tried m 3 ¼ 1, 2, 3 and 4. The results are in Table 6 and for the most part the coverage probabilities are as advertised. However, for equal sample sizes of 10 the coverage is inadequate for u near 1.
In the last simulation experiment we repeat the choices for normal parameters ðm 1 ; s 1 Þ ¼ ð0; 1Þ, ðm 2 ; s 2 Þ ¼ ð1; 0:707Þ and ðm 3 ; s 3 Þ ¼ ðm 3 ; 2Þ, where m 3 ¼ 1, 2, 3 and 4, which were the basis for the results in Table 6 . However, this time we apportion the total sample sizes roughly according to the sizes of the standard deviations 1 : ffiffiffi 2 p =2 : 2. This assumes some prior information on the standard deviations was available. The resulting weighted effects u are larger for three of the four cases, but smaller in the first case, indicating that the means must also be taken into account to uniformly maximize the values of u. In any case, the coverage probabilities and lengths of the resulting intervals shown in Table 7 are very similar to those in Table 6 .
For small u and smaller samples than those tabled here simulation studies suggest that the coverage probabilities are conservative; that is, the proposed intervals are larger than necessary.
More simulations have also been carried out for I ¼ 3 normal populations. In particular, for the 27 combinations of means, variances and sample sizes obtained by choosing a set of means from ½m 1 ; m 2 ; m 3 ¼ ½2; 10; 15; ½2; 4; 6; ½0:5; 1; 2, a set of 2; 2 and a set of sample sizes ½n 1 ; n 2 ; n 3 ¼ ½25; 38; 50; ½50; 100; 150; ½250; 500; 750, the empirical coverage probabilities of the intervals for u were all between 94.0 and 95.8% When the null case ½m 1 ; m 2 ; m 3 ¼ ½1; 1; 1 was similarly examined for the nine combinations of variances and sample sizes determined by the choices above, the intervals were found to be conservative with empirical coverages ranging from 98 to 99%.
The worst cases are illustrated in the two-sample problem. Generally speaking, if the smallest sample size is at least 50, then the actual coverage is equal to the nominal value, for u ranging from 0.1 to 2.5. In the homoscedastic case, much lower sample sizes will achieve the nominal coverage.
Recall from Section 2.2.2 that in the case of two samples the weighted effect can be maximized by taking q i proportional to s i , so if prior information is available, one can choose the sample sizes accordingly. However, for three samples or more the relative sample sizes which maximize u depend in a complicated way (unresolved by us) on both the unknown relative distances between the population means and the relative sizes of their variances.
Summary
We recommend that the weights in an ANOVA reflect the accuracy with which the population means can be estimated. Then the weighted coefficient of determination r 2 is a monotone function of the weighted effect u. Thus there is only need for inference regarding u; all results are easily translated into similar results for r 2 , which generalizes another measure of effect size in the research literature. And the researcher can choose the parameter/concept of preference, depending on the context and audience. The weighted effect u is merely the non-centrality parameter which arises in the nonnull distribution of Welch's F-test divided by the total sample size. It generalizes the square of Cohen's d to the heteroscedastic case, and can be further extended to allow for consistent and robust estimation of the same weighted effect.
A shifted and rescaled central chi-squared distribution can be used to find 95% interval estimates of the weighted effect for a wide range of parameters and sample sizes. Our simulations show that the interval estimates are surprisingly reliable in terms of the nominal coverages, except for very small sample sizes. When effects are small, these intervals have coverage probability exceeding the nominal value.
Extensions to robust interval estimates of the weighted effect are under investigation; as we have shown, no new concepts are required because robust methods lie within the same framework for weighting populations. Extension of these ideas to the two-way ANOVA appears feasible, and is a topic for further research.
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