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Abstract 
We study random walks and electrical resistances between pairs of vertices in products of 
graphs. Among the results we prove are the following. ( 1) In a graph G x P, where P is a path 
with endvertices x and y, and G is any graph, with vertices n and b, the resistance between 
vertices (a,~) and (b,c) is maximised at c’ = y. (2) In a graph G x K,,, for vertices x and J’ 
of the complete graph K, and a. b of the graph G, the probability that a random walk. starting 
from ((1.x) reaches (b,.~) before (b, J‘) is at least l/2. 
1. Introduction 
There are a number of processes that take place in a graph starting from a single 
vertex. These include various percolation processes starting from a vertex, a simple 
random walk starting from a vertex, and the flow of electrical current from a vertex. 
There are sometimes explicit relationships between these processes, but even when this 
is not the case, there is the intuition that they behave somehow similarly. 
Our intention is to study the behaviour of such processes in product graphs G x H. 
The vertex set of this product is V(G) x V(H), and two vertices (a,.~) and (h.11) are 
adjacent if either cr = b and xy E E(H) or x = y and ab E E(G). We use the term 
“H-edges at c”, for instance, to mean cdgcs of G x H of the form (c,x)(c, y) with 
XJJ F E(H). Vertices of G will tend to be labelled a, h, c,d,. ; vertices of H will be 
X, y, z, 11, 21, . . Throughout, all graphs will be simple. 
The simplest product graphs we are interested in are graphs G x K2 with, say, 
V(Kz ) = {x, v}. A mong other results, we would like to justify the intuitively obvious 
“fact” that a vertex (a,~) is “no further” from (b.x) than from (b, y), where a. b t 
V(G), in the sense that a process started at (a,~) is more likely than not to reach (h,x) 
“before” (b,_v). In this note, we shall study this type of question for random walks 
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and electrical resistances; at the end, we shall state some similar unsolved problems 
concerning first passage percolation - in particular, Richardson processes. 
All our results extend to more general products than just G x K2. For the most part, 
we shall consider G to be an arbitrary connected graph, and H to be a specific simple 
graph, such as a path, cycle, or complete graph. 
Throughout, we shall freely identify graphs with electrical networks, where, unless 
explicitly stated otherwise, each edge has unit resistance. For vertices u and u of a 
graph G, let R[u, v] denote the (effective) resistance between u and v. 
2. Resistance 
We begin by considering resistance in product graphs. Our aim is to prove the 
following intuitively obvious results. 
Theorem 1. Let P, be an n-vertex path with endpoints x and y. Let G be a graph, 
and let a and b be any two distinct vertices of G. Consider the graph G x P,. The 
resistance R[(a,x), (6, v)] is maximised over vertices v of P, at v = y. 
Theorem 2. Let K, denote the complete graph with n vertices, and let x, y be two 
distinct vertices of K,, Let a and b be distinct vertices of a graph G, and consider 
G x K,. Then R[(a,x), (&x)1 G R[(w), (b, y)l. 
Theorem 3. Let C,, be a cycle on n vertices. Let x, y,z be three distinct vertices oj 
C,, with d(x,z) = [n/21, the maximum distance. Let a and b be distinct vertices of a 
graph G, and consider G x C,. Then R[(a,x),(b, y)] < R[(a,x),(b,z)]. 
Theorem 4. Let H be an arbitrary product of paths, complete graphs and cycles. Let 
x and y be two vertices at maximum distance in H. Let a and b be distinct vertices 
of a graph G, and consider G x H. Then R[(a,x),(b,v)] is maximised over vertices v 
ofH at v= y. 
(Note that Theorem 4 contains all of Theorems l-3 as special cases.) 
Theorem 5. Let H be an arbitrary product of complete graphs, and let x be a vertex 
in H. Let a and b be distinct vertices of a graph G, and consider G x H. Then 
R[(a,x), (b, v)] is minimised over vertices v of H at v = n. 
There are some obvious omissions from the above list of results. Firstly one might 
think that, if P is a path and x is an endpoint, then R[(a,x), (b, v)] in G x P is always 
minimised at v = x. However, it turns out that this is not true in general. Consider for 
instance the graph P3 x P3, shown in Fig. 1. The two flows shown correspond to electric 
currents of value 24 flowing between (a,x) and (b,x) and between (a,x) and (b, y). 
In the first case, the potential difference between source and sink is 30; in the second 
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Fig. I. Flow of electric current in P3 x P3 
it is 29. Thus R[(a,x), (b,x)] = 30/24 and R[(a,x), (b, JJ)] = 29/24. The obvious feature 
that seems to produce this behaviour is that the degree of x in P3 is less than that of y. 
Our result on cycles is not completely satisfactory either. With the notation of 
Theorem 3, one would expect, at least, that R[(a,x), (b,x)] < R[(a,x), (b, y)]. Indeed, 
this result follows from the work of Russell [4], carried out after the original version 
of this paper was produced. Indeed, Russell’s results have the following consequence. 
Theorem A (Russell). Let C, be a cycle on n vertices. Let x, y,z be three vertices of 
C,, with d(x, y) < d(x,z). Let a and b he vertices of a gruph G, and consider G x C,,. 
Then R[(a,x),(b, ~11 d R[(w),(kz)l. 
Before proving Theorems 1-5, let us recall a result characterising the electrical flow 
in a network; see, for instance, [I]. 
Theorem B. Let G be u connected graph with vertices s and t, with each edge havim] 
unit resistance. The eflective conductance of G between s and t is given by! 
where the injmum is taken over all sequences ( VX)xEl,(o) with K = 1 and G; = 0. 
Furthermore, if an electric current flows in the gruph so that the potential is 1 ut s 
and 0 at t, and no current enters or leaves the network anywhere except at s and t, 
then the potential at each vertex x is the (unique) value V, attaining the above 
infimum. 
The quantity CxVEE(Gj(K - Vy12 is called the energy’ associated with the 
potentials (v,). ’ 
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Theorems l-3 will be proved with the aid of the following lemma, which indeed 
proves similar results for a somewhat larger class of graphs. We say a graph H is 
orderable if there is an order xl,. .,x, (which we shall call a potential ordering) of 
its vertices such that, for any sequence of real numbers al d a2 < . . , d a,,, and any 
permutation 0 of [n], 
The way to think of this is that we wish to assign potentials at,. . , a, to the vertices of 
H so as to minimise the energy. The graph H is orderable if the “optimal” assignment 
of the numbers al , . . . , a,, to vertices of H depends only on the order of the ai and not 
on their precise values. Complete graphs and paths are obviously orderable, and we 
shall see shortly that cycles are orderable. 
Lemma 6. Given any two sequences al < a2 < . . < a,, and bl < b2 < . . 6 b, of 
real numbers, and any permutation g of [n], 
$!Jai - bi)2 < &(ai - b,i)‘. 
i=l i=l 
Proof. This is an immediate consequence of the standard inequality stating that 
Cy’t a&g, is maximised by the identity permutation - see, for instance, [3, 
Theorem 2681. 0 
Theorem 7. Let H be a connected orderable graph, and let XI,. . ,x,, be a potential 
ordering of its vertices. Let G be any connected graph, with distinct vertices a and b, 
and consider Gx H. Then R[(a,xl),(b, y)] is maximised over vertices y E H by setting 
y =xn. 
Proof. Let y be any vertex of H, and consider the potentials in G x H associated 
with a flow of electric current from (a,xl), at potential 0, to (6, y), at potential 1. 
The energy associated with these potentials is thus the effective conductance between 
(a,xr ) and (b, y). Our aim is to construct a system of potentials of no greater energy, 
with (a,~]) at potential 0 and (b,x,) at potential 1. This will imply the result. 
Note first that every potential lies in the range [0, 11. For each vertex c of G, consider 
the n potentials V,, I ,< V’,2 < . . . < V,,, associated with vertices (c, y) of the product. 
We construct our new system by rearranging these potentials so that vertex (c,xi) 
has potential VC,i, for each c E V(G) and i = 1,. . , n. Certainly we have (a,xt ) at 
potential 0 and (b, x,) at potential 1. We claim that this system has no greater energy 
than before. 
We partition the edge set of G x H as follows. For each vertex c of G, we consider 
all the H-edges at c together. For each edge cd of G, we consider all the edges 
(c, y)(d, y) of the product “parallel” to cd together. This accounts for all the edges of 
the product. 
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For each vertex c of G, the energy arising from the H-edges at c has not increased, 
since we have rearranged the potentials according to the given potential ordering, and so 
by definition we have achieved the minimum possible energy from this set of potentials. 
For each edge cd of G, the energy arising from the edges parallel to cd is also no 
greater than before, by Lemma 6, since the orders of the potentials of vertices (c,.u,) 
and the potentials of vertices (d,x,) coincide. 
Thus the total energy of the system is not increased, as required. [7 
Theorems 1 and 2 follow immediately, since the standard ordering of the vertices of 
a path is clearly a potential ordering, as is any ordering of the vertices of a complete 
graph. Theorem 3 follows from the next result. 
Lemma 8. Lrt C,, be the cycle ~1x2.. .x,x1 on n arrticrs. Thr order 
XI* &, x2. .x,7-17 x3, &~2,“~,q,+l.2] 
is u potmtiul order qf the wrtices of’ C,,. 
Proof. The assertion is equivalent to the following. Let ai d a2 < < a, be real 
numbers, considered as points on the line. A cycle through these points minimising the 
sum of the squares of the edge-lengths is the one with edges al, ~2, a,,_,a,, and a;a,_z 
for i= l,...,n-2. 
In proving this, it is easy to see that we may assume that all the ai are distinct. Note 
next that any other cycle has one of the following features: (a) for some i > 1. a, 
is adjacent to two vertices aj,ak with i < j, k; (b) for some i < n, a, is adjacent to 
two vertices a,, ah with i > j, k; or (c) for some i < j < k < 1, aia/ and a,ak are 
both edges of the cycle. Indeed, if neither (a) nor (b) holds, then the cycle can be 
decomposed into two monotone paths from ai to a,, and if either path “jumps” over 
more than one vertex, then all the vertices inside the jump are picked up by the other 
path, giving case (c). It remains to be seen that (a)-(c) all give non-optimal cycles. 
In case (a), there must be some edge of the cycle ala,, with 1 < i < m. We now 
change the cycle by replacing edge ala,, by the path a/a+z,,,, and replacing the path 
a,a;ak by the edge ajak. Clearly, both changes decrease the sum of the squares of the 
edge-lengths. Case (b) is symmetric. 
In case (c), deleting the edges aiaf and ajak from the cycle forms two paths. These 
can be reconnected to form a cycle either by adding edges aia,, and aka/ or by adding 
edges aiak and a,al. Either change decreases the sum of the squares of the edge-lengths, 
by Lemma 6. This completes the proof. 0 
In addition to paths, cycles and complete graphs, there are many other orderable 
graphs. For example, any graph generated by substituting complete graphs at every 
vertex of a path is orderable, provided that there is an automorphism of the resulting 
graph exchanging the ends of the path. Similarly, there are various ways of substituting 
cycles into paths to obtain orderable graphs. 
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Note that the 3-dimensional cube is not orderable: it is easy to construct sequences 
where it is best to put the lowest four numbers on one face, and where it is best to put 
the lowest four numbers on to one vertex and its neighbours. However, Theorem 4, 
which we now prove, shows that the analogue of Theorems l-3 is nevertheless true 
for the cube. 
Proof of Theorem 4. Let H = HI x HZ x. . . x Hk be a product of paths, cycles, and com- 
plete graphs. Let x = (xl,. . . ,xk) and y = (~1,. . . , _vk) be vertices at maximum distance 
in H. Note that xi and yi are at maximum distance in Hi, for all i. Let v = (VI,. . . , uk) 
beanyvertexofH.Forj=O,..., k,letvibethevertex(yt ,..., yi,vj+l,..., vk),sothat 
u” = v and vk = y. We claim that, for each j, R[(a,x),(b, vj-‘)I < R[(a,x),(b,vj)]. 
This clearly implies that R[(a,x),(b,v)] 6 R[(a,x),(b, y)], which is the desired result. 
Note that the only co-ordinate in which the vertices (b, vi-‘) and (b, vj) differ is 
that corresponding to Hi. Thus we may regard the graph G x H as the product (G x 
HI X ..‘Hj-l x HI+, X ’ . . ffk) x Hi, and apply Theorem 1,2 or 3, as appropriate, to 
establish the claim. 0 
The proof of Theorem 5 is just the same. 
Before leaving resistances, we turn our attention to a related question. For a given H 
with vertices x, y, how is the resistance between a and b in G related to the resistance 
between (a,~) and (b,y) in G x H? We have the following result. 
Theorem 9. Let H be a graph with distinct vertices x and y, and let G be a graph 
with distinct vertices a and b. Then 
Both inequalities are best possible for each jixed H,x, y. 
Our proof of Theorem 9 makes use of the following result, which is an analogue of 
Theorem B for current flows. Again, see [l]. 
Theorem C. Let G be a connected graph with vertices and t, with each edge having 
unit resistance. The effective resistance of G between s and t is given by 
inf {c XY E E(G)w&} , 
where the injimum is taken over all flows wxy in G with flow 1 entering the graph 
at s and leaving at t. Furthermore, if electric current of value 1 jaws from s to t 
through G, then the current in each edge xy is the (unique) value wxY attaining the 
above inJmum. 
The quantity CxyEECGj wzY is called the energy associated with the flow w. 
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Proof of Theorem 9. We begin with the lower bound. By shorting out all the H-edges 
in G x H, we obtain a copy of G in which each edge is replaced by (V(H)] edges. 
The resistance between c1 and b in this graph is l/l V(H)1 times the resistance between 
a and b in G, so we have 
as claimed. 
To see that this result is best possible for each fixed H, take a and b to be the 
endpoints of a sufficiently long path P,. We can define a unit flow from (a,~) to 
(b,y) in P,, x H by sending flow l/IV(H)1 through each G-edge, and whatever flow 
is necessary through the copies of H corresponding to the two endpoints of the path. 
The energy of this flow is (n - l)/jV(H)I pl us a fixed constant depending only on H. 
By Theorem C, the resistance in the product is at most this energy. Since Re,[a, b] = 
n - 1, we have 
$daJ)&Y)l d 1 
RE, [a, bl IV(H)] + O(l) 
as n-+x. 
Now we turn to the upper bound; again we use Theorem C. Consider the flow 
of current (w~~)~~~E(G) in G giving unit flow of current from a to 6. The effective 
resistance RG[a, b] is then equal to the energy 4 = CcdEE(oj VV$ of this current flow. 
Our aim is to construct a current flow in G x H from (a,x) to (b, y) with energy 
at most &(I + ~RH[x, y]). If ab E E(G), we consider the current w,b in that edge 
separately. Consider the energy arising from the edges incident with a other than ah, 
and the energy arising from the edges incident with b other than ab. One of these, 
without loss of generality the former, is at most (4 - wih)/2. Thus we have 
Now we consider the flow of current (z,r)&E(H) in H giving unit flow of current 
from x to y. Then R~[x,y] = ~uc.EEcHj~,,.. 2 We are now ready to define our current 
flow in G x H. 
For each neighbour c of a other than b, send a current of value w,,. from (a,.~) 
to (c, x). Then, for each edge ut’ of H, send a current of value w,,z,,,, from (c, U) to 
(c, c). The net effect of this is to have a flow of value w,, from (a,x) to (c. y), for 
each neighbour c of a other than b. For each edge de of G not incident with a, we 
send a flow of value W& from (d,y) to (e,y). The net effect of all our assignments 
so far is a flow of value 1 - w,b from (a,~) to (b, y). We split the remaining flow of 
w,b into two, sending half of it via (a, y) and along the edge to (6, y) and the other 
half along the edge to (b,x) and then through the copy of H at 6. To be more precise, 
we send a flow of value w&/2 through the edges (a,x)(b,x) and (a, y)(b, y) and, for 
each edge uv of H, we send a Bow of value w,I,z,,/~ through the edges (a, u)(a, r) and 
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(b,u)(b,ti). We now have a unit flow from (a,.~) to (b,y). The energy of this flow is 
given by 
=c 
drtE(G) 
+ c WC& +!$b 
2 
yL7J 
2 
1 
as required. 
To see that the upper bound is best possible, consider a graph G, formed by joining 
each of n independent vertices to both a and b. The resistance between a and b in 
this graph is 2/n. By symmetry, for each vertex u of H, all the n vertices (c,u), for 
c # a, b, are at the same potential when current flows from (a,x) to (b,y). So the 
network G, x H is equivalent to P3 x H, where each edge has resistance l/n except the 
vertical edges at a and b, which have unit resistance. (We denote the middle vertex of 
the P3 by c.) As n ---) co, the effect of the edges of unit resistance becomes negligible, 
and the resistance of the network PJ x H is then asymptotically l/n( 1 + RH[x, y] + 1 ), 
where the first term is the resistance from (a,.~) to (c, x), the second is the resistance 
in the copy of H between (c, x) and (c, y), and the third is the resistance from (c, y) 
to (b,y). Thus we have 
RG,,xH[(asx)2 (6 ~11 
RG,, [a, bl 
i 1 + RHb>Yl 
2 
as M + co, as required. 0 
As a concrete example, consider H = Kz, with endpoints x and y. Then we have 
A < RGxK2[(a,x),(b,y)l < 3
2‘ & [a, bl ’ 2’ 
with both constants the best possible. 
3. Random walks 
Most of the results of the previous section have interpretations in terms of random 
walks in the product graph, since the effective conductance of an electrical network 
of unit resistors between vertices a and b is given by d(a)P,,,(a + b), where d(u) is 
the degree of a and P&a + b) denotes the escape probability: the probability that 
a random walk, starting at a, visits b before returning to a. For instance, Theorem 2 
tells us that, in G x K,,, a random walk starting at (a,~) is no less likely to escape to 
(b,x) than to any other vertex (b,y). 
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The results we prove in this section include, for instance, that in G x K,, the prob- 
ability that a random walk from (a,~) reaches (b,x) before (b, y) is at least l/2. 
We start with a counterexample, just to show that not everything will go as smoothly 
as we would wish. Consider the graph P3 x K 2, with the path P3 being ach and the 
vertices of K2 .X and y. Consider a random walk starting from (a,,~). One might hope 
that, for every t, the probability that our random walk visits (h,x) on or before the tth 
step is at least the corresponding probability for (b,~,). However, this is easily seen 
to be false for t = 3. Indeed, the probability that the random walk reaches (h,.u) by 
the third step is the probability that the first two steps are to (c. X) and then to (a,s), 
which is equal to l/6. On the other hand, there are three possible three-step routes to 
(b, y), and their combined probability is 21’9. 
Our positive results in this section will follow from the following result - see [ 11. 
Theorem D. Let H be a connected graph with certices s und t. Consider a rarniom 
walk starting at vertex u of’ G, and let V,, be the probability that s is reuched before t. 
Then ( Vrr)aEt~(o) is the system of’potentiuls ussociatrd with a,flow of’ electrical current 
in G ,from t to s \rYth V, = 1 and c/; = 0. 
Scaling up, we see that, to test whether a random walk starting from a is more likely 
to hit s before t than vice versa, we should put s at potential 1, t at potential -1, and 
look to see whether V, is positive or negative. In general, this is quite complex, but, 
as we shall see, product graphs often have a particularly pleasant structure that helps 
us decide the sign of V, quite easily. We illustrate what we mean with the examples 
of H a complete graph or a cycle, but hopefully it will be evident that the techniques 
can be applied a little more generally. 
Theorem 10. Let G be a connected graph with distinct certices u and b. Consider 
the complete graph K,, btlith distinct t‘ertices x und J’. The probability thut a random 
Ivulk in G x K,,, starting from (a,x), rruclzes (b,x) before (b,y) is at leust 112. 
Proof. Consider the flow of electric current from (b,x) to (b, y), with the vertices being 
at absolute potential -1 and 1 respectively. Let (V (c._j) be the system of potentials 
thus generated. There are now two ways to generate the system of potentials ( W,c,l,) 
associated with setting the potential of (b,x) to 1 and (b, y) to - 1; by the uniqueness 
of electrical current flow these must give the same result. 
Firstly, it is clear that Wcc,zJ = - Vc,.z) for every vertex (c, z) of the product. One may 
check this, for instance, by noting that -V satisfies Kirchoff’s potential law. Secondly, 
note that the product graph has an automorphism exchanging (c, x) and (c, y) for every 
c E V(G), and leaving (c, z) fixed for every z # x, y. Thus we have that IV,, ,I) = Vci~,, , 
for every c, while Wcc,z) = VC~,~) for every c and every z # x, y. 
Equating the two expressions for W, we have that V,,.,,) = - V((,.,,., for every c, 
while Vcc,r) = 0 for z # x,y. We now claim that all values Vcc,X) are non-positive, 
while the Vcc,,,, are non-negative. One way to see this would be to use the methods 
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of Theorem 7. Another is to note that interchanging all positive potentials V(C,x) with 
the corresponding negative F’c~,~) does not increase the energy. Yet a third way is to 
think of the midpoint of each edge (c, x)(c, y) as being an extra node of the electrical 
network at potential 0; then removing all vertices at potential 0 from the network 
disconnects the graph; now every vertex in the component of (c, x) is at negative 
potential, as required. 
The result now follows from Theorem D. 0 
Theorem 11. Let G be a connected graph with distinct vertices a and b. Consider 
the cycle C,, with distinct vertices x, y and z. Suppose that dc,,(x, y) < dc,,(x,z). The 
probability that a random walk in G x C,, starting from (a,x), reaches (b, y) before 
(b,z) is at least l/2. 
Proof. The proof here is exactly as in Theorem 10. Again by using symmetry we 
may conclude that vertices and midpoints of edges at the same distance from (b, y) 
as from (b,z) are at potential 0. Removing these points breaks the product graph into 
two pieces, and the condition implies that (a,x) is either in the component of (b, y), 
or is at potential 0. 0 
4. Open problems 
None of the results in this note is in any way surprising or deep. However there 
are several other equally innocent-looking problems concerning random processes in 
product graphs that we have been unable to solve. 
We gave an example earlier of a graph G with vertices a and b, and a time t, such 
that P’(Hc,,,(b,x) d t) < P(Hc,,,(b, y) d t), for a simple random walk on G x K2. 
Here, H,(v) denotes the hitting time of v, starting from U. This example relied heavily 
on the discrete nature of the random walk process. Perhaps the usual continuous time 
random walk, with steps taken at random times generated by a Poisson process, behaves 
better in this respect. 
Conjecture 1. Let G be any connected graph with vertices a,b, and t any positive 
real. Consider a continuous time random walk on G x K2, starting at (a,x). The prob- 
ability that the walk has reached vertex (b,x) by time t is at least the corresponding 
probability for (b, y). 
One of our original motivations for studying such problems was the following conjec- 
ture of Fill and Pemantle [2]. The Richardson process is defined by assigning weights, 
distributed as independent Poisson random variables with mean 1, to each edge of 
the graph, and defining the hitting time T,(v) of a vertex v, for a process starting at 
vertex x, to be the minimum, over all paths from x to v, of the sum of the weights of 
the edges of the path. 
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Conjecture 2 (Fill and Pemantle). Consider a Richardson process on a graph G x Kl. 
where V(K2) = {x, y}, starting at a vertex (a. x). Let b be any vertex of G, and let t 
be any positive real number. Then 
P(T(,.,,((b,x)) d t>> WTa,x,((b, Y)> d t ). 
The following conjecture appears fairly similar - perhaps misleadingly so. 
Conjecture 3. Consider a Richardson process on a graph G x K2, where V(K2) = 
{x, y}, starting at u vertex (a, x). Let b be any vertex of G. Then 
One might wish to consider processes more general than the Richardson process. 
For instance, one might drop the condition that the weights of the edges are Poisson 
random variables, and demand simply that the weights are iid. However, if we do this, 
the analogue of Conjecture 2 is false - consider for instance Kl x K2, with t = 2 and 
the weight of each edge taking the value 1 with probability 9/l 0, and 3 otherwise. 
Maybe Conjecture 3 is true even in this more general setting. 
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