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Abstract1
This paper is a continuation of the research reported in [7] on the usage of strong collapses to2
accelerate the computation of persistent homology (PH). We show that further decisive progress3
can be obtained if one restricts the family of simplicial complexes to flag complexes. The resulting4
method is simple and extremely efficient.5
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In this article, we address the problem of computing the Persistent Homology (PH) of a7
given sequence of simplicial complexes in an efficient way. It is known that computing8
persistence can be done in O(nω) time, where n is the total number of simplices and ω ≤ 2.49
is the matrix multiplication exponent [36, 30]. In practice, when dealing with massive and10
high-dimensional datasets, n can be very large (of order of billions) and computing PH is11
then very slow and memory intensive. Improving the performance of PH computation is12
therefore of utmost importance.13
Much progress has been accomplished in the recent years in two directions. First, a14
number of clever implementations and optimizations have led to a new generation of software15
for PH computation [31, 45, 5, 38]. Secondly, a complementary direction has been explored16
to reduce the size of the complexes in the sequence while preserving or approximating in a17
controlled way the persistent homology of the sequence. Examples are the work of Mischaikow18
and Nanda [37] who use Morse theory to reduce the size of a filtration, and the work of Dłotko19
and Wagner who use simple collapses [25]. Both methods compute the exact PH of the input20
sequence. Approximations can also be computed with theoretical guarantees. Approaches21
like interleaving with smaller and easily computable simplicial complexes, or sub-sampling22
the point sample work well upto certain approximation factors [14, 9, 43, 34, 16, 23].23
This paper is a continuation of the research reported in [7] on the usage of strong collapses24
to accelerate the computation of the persistent homology of a sequence of simplicial complexes.25
∗ This research has received funding from the European Research Council (ERC) under the European
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The basic idea is to simplify the complexes of the input sequence by using strong collapses,26
as introduced by J. Barmak and E. Miniam [3], and to compute the PH of an induced27
sequence of reduced simplicial complexes that has the same PH as the initial one. A crucial28
advantage of the method is that it only needs to store the maximal simplices of the complex,29
not the full set of the simplices of all dimensions, which saves space and time by a factor30
that is exponential in the dimension of the complex in the worst-case. As a result and as31
demonstrated by numerous experiments on publicly available data sets, the approach is very32
fast and memory efficient in practice.33
In this paper, we build on the initial success of [7] and show that further decisive progress34
can be obtained if one restricts the family of simplicial complexes to flag complexes. Flag35
complexes are fully characterized by their graph (or 1-skeleton), the other faces being obtained36
by computing the cliques of the graph. Hence, a flag complex can be represented by its37
1-skeleton, which is a very compact representation. Flag complexes are very popular and,38
in particular, Vietoris-Rips complexes are by far the most widely used simplicial complexes39
in Topological Data Analysis. It has been shown in [7] that the persistent homology of40
Vietoris-Rips filtrations can be computed very efficiently using strong collapses. However,41
most of the time was devoted to computing the maximal cliques of the complex prior to42
their strong collapse. In this paper, we show that the reduced complex obtained by strong43
collapsing a flag complex is itself a flag complex. Moreover, this reduced complex can be44
computed using only the 1-skeleton of the complex and does not require to compute the set45
of its maximal cliques. Finally, we show how to compute the induced sequence of reduced46
simplicial complexes using again only the 1-skeleton.47
The resulting method is simple and extremely efficient. On the theory side, we show48
that strong collapses can be computed in time O(k2v2) where v is the number of vertices of49
the complex and k the maximal degree of its graph. The algorithm described in this paper50
has been implemented. Numerous experiments show that the computation of the persistent51
homology of flag complexes can be obtained much faster than with previous methods, e.g.52
Ripser [5]. The code will be soon released in the Gudhi library [31].53
2 Preliminaries54
In this section, we provide a brief review of the notions of simplicial complex and strong55
collapse as introduced in [3]. We assume some familiarity with basic concepts like homotopic56
maps, homotopy type, homology groups and other algebraic topological notions. Readers57
can refer to [32] for a comprehensive introduction to these topics.58
Simplex, simplicial complex and simplicial map : An abstract simplicial complex K59
is a collection of subsets of a non-empty finite set X, such that for every subset A in K, all60
the subsets of A are in K. From now on we will call an abstract simplicial complex simply a61
simplicial complex or just a complex. An element of K is called a simplex. An element of62
cardinality k + 1 is called a k-simplex and k is called its dimension. A simplex is called63
maximal if it is not a proper subset of any other simplex in K. A sub-collection L of K is64
called a subcomplex, if it is a simplicial complex itself.65
A vertex to vertex map ψ : K → L between two simplicial complexes is called a simplicial66
map, if the images of the vertices of a simplex always span a simplex. Simplicial maps are thus67
determined by the images of the vertices. In particular, there is a finite number of simplicial68
maps between two given finite simplicial complexes. Simplicial maps induce continuous maps69
between the underlying geometric realisations of the simplicial complexes. Two simplicial70
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maps φ : K → L and ψ : K → L are contiguous if, for all σ ∈ K, φ(σ) ∪ ψ(σ) ∈ L. Two71
contiguous maps are known to be homotopic [39, Theorem 12.5].72
Flag complex: A complex K is a flag or a clique complex if, when a set of its vertices have73
pair wise edges between them, they span a simplex. It follows that the full structure of K is74
determined by its 1-skeleton we denote by G. For a vertex v in G, the open neighborhood75
NG(v) of v in G is defined as NG(v) := {u ∈ G | [uv] ∈ E}. The closed neighborhood76
NG[v] is NG[v] := NG(v)∪ {v}. We further define the relative closed neighborhood of u by v77
in G as the set of vertices in NG[u] that are not in NG[v]. We denote it by NG[u \ v].78
Dominated vertex: Let σ be a simplex of a simplicial complex K, the closed star of σ in79
K, stK(σ) is a subcomplex of K which is defined as follows, stK(σ) := {τ ∈ K| τ ∪ σ ∈ K}.80
The link of σ in K, lkK(σ) is defined as the set of simplices in stK(σ) which do not intersect81
with σ, lkK(σ) := {τ ∈ stK(σ)|τ ∩ σ = ∅}.82
Taking a join with a vertex transforms a simplicial complex into a simplicial cone.83
Formally if L is a simplicial complex and a is a vertex not in L then the simplicial cone aL84
is defined as aL := {a, τ | τ ∈ L or τ = σ ∪ a; where σ ∈ L}. A vertex v in K is called a85
dominated vertex if the link of v in K, lkK(v) is a simplicial cone, that is, there exists a86
vertex v′ 6= v and a subcomplex L in K, such that lkK(v) = v′L. We say that the vertex v′87
is dominating v and v is dominated by v′. The symbol K \ v (deletion of v from K) refers88
to the subcomplex of K which has all simplices of K except the ones containing v. Below89
is an important remark from [3, Remark 2.2], which proposes an alternative definition of90
dominated vertices.91
Remark 1: A vertex v ∈ K is dominated by another vertex v′ ∈ K, if and only if all92
the maximal simplices of K that contain v also contain v′ [3].93
Strong collapse: An elementary strong collapse is the deletion of a dominated vertex94
v from K, which we denote with K ↘↘ K \ v. Figure 1 illustrates an easy case of an95
elementary strong collapse. There is a strong collapse from a simplicial complex K to its96
subcomplex L, if there exists a series of elementary strong collapses from K to L, denoted as97
K ↘↘ L. The inverse of a strong collapse is called a strong expansion. If there exists a98
combination of strong collapses and/or strong expansions from K to L, then K and L are99
said to have the same strong homotopy type.100
The notion of strong homotopy type is stronger than the notion of simple homotopy type101
in the sense that if K and L have the same strong homotopy type, then they have the same102
simple homotopy type, and therefore the same homotopy type [3]. There are examples of103
contractible or simply collapsible simplicial complexes that are not strong collapsible.104
A complex without any dominated vertex will be called a minimal complex. A core107
of a complex K is a minimal subcomplex Kc ⊆ K, such that K ↘↘ Kc. Every simplicial108
complex has a unique core up to isomorphism. The core decides the strong homotopy type109
of the complex, and two simplicial complexes have the same strong homotopy type if and110
only if they have isomorphic cores [3, Theorem 2.11].111
Retraction map: If a vertex v ∈ K is dominated by another vertex v′ ∈ K, the vertex map112
r : K → K \ v defined as: r(w) = w if w 6= v and r(v) = v′, induces a simplical map that is a113
retraction map. The homotopy between r and the identity iK\v over K \ v is in fact a strong114
deformation retract. Furthermore, the composition (iK\v)r is contiguous to the identity iK115
over K [3, Proposition 2.9].116




Figure 1 Illustration of an elementary strong collapse. In the complex on the left, v is dominated
by v′. The link of v is highlighted in red. Removing v leads to the complex on the right.
105
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f(m−1)−−−−→ Km}, connected through simplicial maps fis is called a simplicial tower or118
simply a tower. We call a tower a flag tower if all the simplicial complexes Ki are flag119
complexes. When all the simplicial maps fis are inclusions, then the tower is called a filtration120
and a flag tower will be called a flag filtration.121




f∗3−→ · · ·
f∗(m−1)−−−−→ Hp(Km)}. Here Hp() denotes the homology class of123
dimension p with coefficients from a field F and ∗ denotes an induced homomorphism. P(T )124
is a sequence of vector spaces connected through homomorphisms, called a persistence125
module. More formally, a persistence module V is a sequence of vector spaces {V1 −→ V2 −→126
V3 −→ · · · −→ Vm} connected with homomorphisms {−→} between them. A persistence module127
arising from a sequence of simplicial complexes captures the evolution of the topology of the128
sequence.129
Any persistence module can be decomposed into a collection of intervals of the form [i, j)130
[10]. The multiset of all the intervals [i, j) in this decomposition is called the persistence131
diagram of the persistence module. An interval of the form [i, j) in the persistence diagram132
of P(T ) corresponds to a homological feature (a ‘cycle’) which appeared at i and disappeared133
at j. The persistence diagram completely characterizes the persistence module, that is, there134
is a bijective correspondence between them [10, 49].135
Two different persistence modules V : {V1 −→ V2 −→ · · · −→ Vm} and W : {W1 −→ W2 −→136
· · · −→Wm}, connected through a set of homomorphisms φi : Vi →Wi are equivalent if the137
φi are isomorphisms and the following diagram commutes [10, 20].138
V1 V2 · · · Vm−1 Vm
W1 W2 · · · Wm−1 Wm
φ1 φ2 φm−1 φm139
The equivalent persistence modules will have the same interval decomposition, therefore the140
same diagram.141
2.1 Overview of the algorithm142
The algorithm presented in this paper adopts the same strategy as the algorithm reported143
in [7]. By focussing on flag towers instead of general sequences of simplicial complexes, we144
obtain a significantly more efficient algorithm regarding space and time complexity.145
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Let T : {K1
f1−→ K2
f2−→ · · ·
f(m−1)−−−−→ Km} be a flag tower of which we want to compute146
the persistence diagram. We first compute a reduced core tower by computing the cores of147
each Ki and connecting them through induced simplicial maps as suggested in [7]. Since each148
Ki is a flag complex, the computation of its core can be computed using only the 1-skeleton149
of the complex. This is much more efficient than what is done in [7] where the complex is150
represented by its maximal faces. The new algorithm is discussed in detail in Section 3.151
We then compute an associated flag filtration we can send to any algorithm that computes152
the persistence homology of a flag filtration [38, 5, 45, 31]. This is similar to what has been153
done in [21, 33] and [7], and is detailed in Section 4.154
3 Strong Collapse of a Flag complex155
In this section, we show that the core of a flag complex K is itself a flag complex whose graph156
is called the core graph of K. The core graph of K can be computed from the 1-skeleton G157
of K in time O(v2k2), where v is the number of vertices in K and k is an upper bound on158
the degree of G (i.e. the number of edges that are incident on a vertex in K).159
Although this change wrt to the algorithm in [7] might look minor, it is crucial in160
practice as the time to compute all the maximal simplices of a flag complex from its graph is161
exponential in the number of its vertices. We thus reduce immensely the time and space162
complexity of the general algorithm of [7] whose complexity is O(v2Γ0d+m2Γ0d), where Γ0163
is an upper bound on the number of maximal simplices incident to a vertex.164
In the following lemma, we describe a condition in terms of the closed neighborhood165
NG[v] of a vertex v of a flag complex K under which v will be dominated by another vertex166
v′ of K. This result has been independently studied in [29, Lemma 4.1].167
I Lemma 1. Let K be a flag complex. A vertex v ∈ K is dominated by v′ iff NG[v] ⊆ NG[v′].168
Proof. If v is dominated by v′, then, according to Remark 1, all the maximal simplices that169
contain v also contain v′. Since K is a flag complex, it follows that all edges incident on v170
are also incident on v′. In other words, NG[v] ⊆ NG[v′].171
Now we prove the other direction. Let σ be a maximal simplex of K containing v. Any172
other vertex x of σ is joined to v by an edge [x, v] ∈ σ. Moreover, since NG[v] ⊆ NG[v′],173
[v, v′] and [x, v′] are in K. It follows that every vertex in σ has an edge with both v and v′174
and, since K is a flag complex and σ is maximal, v′ must be in σ. This implies that all the175
maximal simplices that contains v also contains v′. Hence v is dominated by v′. J176
As mentioned before, an elementary strong collapse consists in removing a dominated177
vertex, and it can be easily observed that removing a vertex does not affect the ‘flagness’178
of the residual complex K \ v. In other words, if σ is a maximal clique with vertex v, the179
resultant clique σ \ v is still a maximal clique in K \ v. Moreover, all the other cliques that180
do not contain v still span the complete simplices. This implies that the core Kc of a flag181
complex K with graph G is a flag complex of a graph Gc of G.182
In what follows next, we describe an algorithm to compute the core graph Gc ⊆ G whose183
flag complex is the core Kc of K.184
Data structure: We represent G with its adjacency matrix M , where the rows and the185
columns of M represent the vertices of G. An entry M [vi][vj ] associated with vertices vi and186
vj is set to 1 if either the edge [vi, vj ] ∈ G or i = j, and to 0 otherwise. We will say that187
a row v is contained in another row v′ if the set of indices of the non-zero entries of v is a188
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subset of the indices of the non-zero entries of v′. It is clear that if a row v is contained189
in another row v′, we have NG[v] ⊆ NG[v′] and therefore the vertex v is dominated by the190
vertex v′191
Core algorithm: Given the adjacency matrix M of G, we compute the adjacency matrix C192
of the core graph Gc. In view of Lemma 1, we can easily compute C from M using basic193
row removal operations. Loosely speaking, we remove the rows of M that are contained in194
another row. After removing the row associated to v, we simultaneously update the matrix195
by removing the column associated to v. The process is iterated as long as the matrix can be196
reduced. Upon termination, we output the reduced matrix C, which is the adjacency matrix197
of the core graph Gc of K. Since the core of a complex is always unique, the order in which198
vertices are removed does not matter [3].199
Computing the retraction map r: The algorithm also provides a direct way to compute200
the retraction map r defined in Section 2. It can be constructed as follows. A row v201
being removed in M corresponds to a dominated vertex in K and the row which contains202
v corresponds to a dominating vertex. Therefore we map the dominated vertex to the203
dominating vertex.204
Reducing the number of domination tests: We first observe that, when one wants to205
determine if a row v is dominated by some other row v′, we don’t need to test v with all206
other rows but only with its neighbors, i.e. at most k of them. Here k is the upper bound on207
the degree of the vertices in G.208
A second observation is that we don’t need to test all rows for domination, but only the209
so-called candidate rows. We define a row v to be a candidate row for the next iteration if210
at least one of its neighbors has been removed in a previous row removal iteration. Candidate211
rows are the only rows that need to be considered in the domination tests of the algorithm.212
Indeed, a row w of M whose neighbors are present from the previous iteration cannot213
be dominated by another row v′ of M , as w was not dominated in the previous iteration214
and all other vertices can only loose their neighbors. This ensures that v will still remain215
un-dominated.216
We maintain a queue, for the candidate rows (rowQueue). These queues are implemented217
as First in First out (FIFO) queues. At each iteration, we pop out a candidate row from218
rowQueue and test whether it is dominated or not. After each successful domination test,219
we push the new candidate rows in the queue in preparation for the subsequent iteration. In220
the first iteration, we push all the rows in rowQueue. Algorithm 1 gives the pseudo code of221
our algorithm.222
Time Complexity: The most basic operation in our algorithm is to determine if a row is239
dominated by another given row. In our implementation, the rows of the matrix that are240
considered by the algorithm are stored as sorted lists. Checking if one sorted list is a subset241
of another sorted list can be done in time O(l), where l is the size of the longer list. Note242
that the length of a row list is at most k + 1 where k denotes an upper bound on the degree243
of any vertex. Hence checking if a row is dominated by another row takes O(k) time.244
At each iteration on the rows (Lines 6-12 of Algorithm 1), each row is checked against at245
most k other rows (maximum number of neighbors). Moreover, since at each iteration on246
the rows we remove at least one row, the total number of iterations on the rows is at most247
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Algorithm 1 Core algorithm223
1: procedure Core(M) . Returns the adjacency matrix corresponding to the core of K224
2: rowQueue← push all rows of M (all vertices of K)225
3: while rowQueue is not empty do226
4: v ← pop(rowQueue)227
5: NG[v]← the non-zero columns of v228
6: for w in NG[v] do229
7: if NG[v] ⊆ NG[w] then230
8: Remove v from M . Both the associated column and the associated row231





14: return M . The core consists of the remaining rows and columns237
15: end procedure238
O(v2), where v is the total number of vertices of the complex K. Therefore, the worst-case248
time complexity of our algorithm is O(v2k2).249
4 Flag Tower to Flag Filtration250
In this section, we show that, thanks to the notion of strong collapses, we can efficiently251
turn a flag tower into a flag filtration using only edge inclusions over the 1-skeletons of the252
complexes.253
4.1 Previous work254
It is well known that any general simplicial map can be decomposed into more elementary255
simplicial maps, namely elementary inclusions (i.e., inclusions of a single simplex) and256
elementary contractions (where a vertex is mapped onto another vertex). It can be observed257
that if we can replace an elementary contraction {{u, v} 7→ u} with an equivalent (not258
necessarily elementary) inclusion, we thus transform a tower into an equivalent filtration.259
This was the philosophy introduced by Dey et. al. in [21]. Given an elementary contraction260
Ki
{u,v}7→u−−−−−−→ Ki+1, their strategy was to fill the simplices around the edge [uv] such that it261
satisfies the link condition. Let K̂i+1 := {Ki ∪ S}, where S contains the missing simplices262
around [uv] such that [uv] satisfies the link condition in K̂i+1. The crucial observation is that263
including S does not create new topological changes. More precisely, the following diagram264





Applying this construction as many times as required, we can see that any tower can be267
transformed into an equivalent filtration.268
XX:8 Computing Persistent Homology of Flag Complexes via Strong Collapses
The work of Kerber and Schreiber [33] uses a slightly different approach where instead of269
the link condition they use a coning strategy. They define K̂i+1 := {Ki ∪ (u ∗StKi(v))}. The270
differently defined K̂i+1 and the associated inclusion map (i′)∗ also satisfy the aforementioned271
commutativity and isomorphism. However, if one uses the coning strategy naively, the size272
of the final resultant filtration may not be optimal. They address this issue using two crucial273
observations. They first observe that one does not need to cone u with the complete star274
stKi(v) of v but only with a subset ActStKi(v) of it, called an active star. The active star275
ActStKi(v) of a vertex v in Ki is the set of simplices in the star stKi(v) that doesn’t contain276
any vertex whose star has been coned before. This is implemented as follows. Initially, all277
vertices are marked as active. Then, after the coning K̂i+1 := {Ki∪ (u∗StKi(v))}, the vertex278
v is marked inactive. They also observed that mapping {{u, v} 7→ u} or {{u, v} 7→ v} yields279
isomorphic simplicial complexes K̂i upto renaming the vertices. Choosing the representative280
whose active star is smaller can lead to a smaller complex K̂i+1. Finally, they prove that,281
given a tower T : K0
f0−→ K1
f1−→ ... fm−1−−−→ Km of elementary inclusions and elementary282
contractions, the size of the equivalent filtration is O(d ∗ n ∗ logn0), where d is the maximal283
dimension of the Kis, n the total number of elementary inclusions in T and no is the number284
of vertices included in T [33, Theorem 2]. Further they show that the time and space285
complexities of their algorithm are O(d ∗ |K̂m| ∗ Cω) and O(d ∗ ω) respectively, where Cω is286
the cost of an operation in a dictionary with ω elements, where ω is the maximal number of287
simplices in Kis [33, Theorem 2].288
4.2 A new construction289
Our work builds upon the above mentioned previous works [21, 33]. The difference is that290
we use strong expansions instead of coning, a strong expansion being the inverse operation of291
a strong collapse. The main advantage of strong expansions is that, when the input is a flag292
tower, we can use the domination criterion of Lemma 1. This leads to a simple algorithm293
that only deals with edges. The final filtration is a flag filtration, which can be represented294
very compactly. Moreover, a strong expansion being a coning, we will be able to use the295
theoretical results of [33]. Now we describe our construction.296
Let Ki be a flag complex and Gi be its 1-skeleton for i = 0, ...,m. As in [21, 33], we297
associate to Ki an augmented complex noted Ki which plays a role similar to K̂i in the298
previous subsection. As will be seen below, Ki is also a flag complex whose 1-skeleton will299
be denoted by Gi. Following the terminology of [33], we call a vertex v ∈ Ki to be active300
if it is currently not dominated and has never been contracted before. The active closed301
neighborhood ActNGi [v] is then defined as the set of all active vertices in NGi [v]. Similarly,302
ActNGi [v \ u] denotes the set of active vertices in the closed neighborhood NGi [v] of v that303
are not in NGi [u]. Finally, let {[u,ActNGi [v \ u]]} denote the set of edges between u and304
ActNGi [v \ u].305
Using the notions defined above, we now explain how to inductively construct a filtration306
associated to a given flag tower. For i = 0, we set G0 = ∅. We then define Gi as follows.307
if Gi
∪σ−−→ Gi+1 is an elementary inclusion where σ is either a vertex or an edge, we set308
Gi+1 := Gi ∪ σ.309
if Gi
{u,v}7→u−−−−−−→ Gi+1 is an elementary contraction310
if |ActNGi [v \ u]| ≤ |ActNGi [u \ v]|, we set Gi+1 := Gi ∪ {[u,ActNGi [v \ u]} and v as311
contracted312
otherwise, we set Gi+1 := Gi ∪ {[v,ActNGi [u \ v]} and u as contracted.313




There are two different kinds of inactive vertices; the ones that have been marked as315
contracted and the others which are currently dominated. The first type is permanent while316
the second type may change over time. Observe that the construction checks for domination317
only before the elementary contractions not before the elementary inclusions. Therefore,318
before each such contraction {u, v} 7→ u, we visit all the vertices to see if it is dominated319
in Gi. In fact, we only consider the vertices that have gained new edges after the previous320
contraction. Indeed, they are the only ones whose neighborhood has changed and can start321
dominating other vertices. To implement this optimization, we maintain and update a flag for322
each vertex that indicates whether a new edge became incident on it after the last contraction.323
We continue the construction until the end of our input tower.324
I Lemma 2. Let fi : Ki
{u,v}7→u−−−−−−→ Ki+1 be the first elementary contraction in the tower325
T : K0
f0−→ K1
f1−→ ... fm−1−−−→ Km. Then the complex Ki+1 is a subcomplex of Ki+1 and326
Ki+1 ↘↘ Ki+1.327
Proof. We prove the second part Ki+1 ↘↘ Ki+1 of the statement which then implies328
the first part Ki+1 ⊂ Ki+1. Since fi is the first contraction Ki = Ki and Gi = Gi. Let329
Gi+1 := Gi ∪ {[u,ActNGi [v \ u]} be the graph defined above. By construction, contracting330
the pair {u, v} to u in both the graphs Gi, Gi+1 yields the same graph Gi+1.331
Let x′ ∈ ActNGi [v \ u]. We observe that adding the edge [ux′] in Gi does not change the332
domination of x ∈ {NGi [v \u]\ActNGi [v \u]} as it only add neighbors in NGi [x′] and NGi [u].333
Therefore, adding the edges {[u,ActNGi [v \ u]} to Gi does not change the domination status334
of the vertices of Ki+1 that are in the set {NGi [v \ u] \ActNGi [v \ u]}. Therefore, removing335
all the dominated vertices in NGi [v \ u] provides a sequence of elementary strong collapses.336
By performing all such elementary strong collapses, Ki+1 is eventually transformed into337
a complex K0i+1. Moreover, we have removed all the dominated vertices from NGi [v \ u]338
and added edges between u and the remaining vertices in ActNGi [v]. This implies that v339
is dominated by u in K0i+1. Collapsing v onto u, implies K0i+1 ↘↘ Ki+1 and therefore340
Ki+1 ↘↘ Ki+1.341
J342
I Lemma 3. Let fi : Ki
{u,v}7→u−−−−−−→ Ki+1 be the first elementary contraction in the tower343
T : K0
f0−→ K1
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Here i′ : Ki+1 ↪→ Ki+1 is the inclusion induced by the strong collapse. i∗ and (i′)∗ are346
homomorphisms induced by the inclusion maps.347
Proof. As mentioned before, since fi is the first contraction Ki = Ki ⊆ Ki+1. Let K0i+1 be348
the complex as defined in the proof of Lemma 2. Consider the following diagram of the349
simplicial complexes, and note that i′ = i1 ◦ i0 where both i0 and i1 are inclusions induced350







We claim that the maps i′ ◦ fi and i are contiguous, which we denote i′ ◦ fi ∼ i. Indeed, let353
σ be any simplex in Ki. Since i is an inclusion, i(σ) = σ. If v /∈ σ, then i′ ◦ fi(σ) = σ = i(σ).354
Hence if v /∈ σ, i′ ◦ fi ∼ i.355
If v ∈ σ, fi(σ) is a simplex γ ∈ Ki+1 that contains u and, since i0 is an inclusion,356
i0 ◦ fi(σ) = γ. Observe that, in the retraction map associated to the strong collapse357
r1 : Ki+1 ↘↘ K0i+1, v is not contracted (by construction of K0i+1). Therefore r1 ◦ i(σ) is a358
simplex γ′ ∈ K0i+1 containing v.359
Now, as mentioned in the proof of Lemma 2, u dominates v in K0i+1. Therefore all the360
maximal simplices in K0i+1 that contain v also contain u. Therefore, γ′ will be a face of a361
maximal simplex τ ∈ K0i+1 that contains u.362
Since γ is obtained by contracting v to u, γ must be a face of such a τ ∈ K0i+1, which363
contains both u and v. This implies that γ′ ∪ γ ⊆ τ for some maximal simplex τ ∈ K0i+1,364
which in turn implies that r1 ◦ i(σ) is contiguous to i0 ◦ fi(σ). After composing both sides365
with i1 we get i1 ◦ r1 ◦ i(σ) ∼ i1 ◦ i0 ◦ fi(σ). Now since Ki+1 ↘↘ K0i+1, i1 ◦ r1 ∼ 1Ki+1 [3],366
where 1Ki+1 is the identity over Ki+1. As i1 ◦ i0 = i′, we conclude i′ ◦ fi ∼ i.367
Since contiguous maps are homotopic at the level of geometric realizations, the diagram368
in the lemma commutes. J369
The following lemma is a more general version of Lemma 2 stated above. Its proof370
follows from simple inductive arguments.371
I Lemma 4. Given a tower T : K0
f0−→ K1
f1−→ ... fm−1−−−→ Km. for each 0 ≤ i ≤ m ,372
Ki ↘↘ Ki.373
Again using an inductive argument along with Lemmas 3 and 4, we can deduce the374
following result.375




fm−1−−−→ Km and the constructed filtration F : K0 ↪→ K1 ↪→ ... ↪→ Km have the same377
persistence diagram.378
Hp(K1) Hp(K2) · · · Hp(Km−1) Hp(Km)















Here φi is a strong collapse for each i ∈ {0, · · · ,m} and ∗ indicates the induced homomorph-380
isms.381
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Complexity Analysis: The contracted vertices defined here are exactly the same as the382
inactive vertices in [33]. By construction, any contracted vertex will be dominated per-383
manently in the filtration. As such a vertex stops being existent in the tower later on, its384
neighborhood stays the same and the vertex remains dominated. Therefore, all the active385
vertices in our construction are the vertices that are currently not dominated. However, we386
choose to differentiate the two different types of inactive vertices (dominated and contracted)387
to emphasise that, at any point in our construction, the number of active vertices is less than388
the number of active vertices that are used in [33]. Moreover, since a strong expansion is a389
coning, the size of the final filtration in our construction is at most that obtained by the390
construction prescribed in [33]. Moreover, since we are working with 1-skeletons only, the391
space and time complexity of our method is much lower than that of [33].392
To analyze the time complexity, observe that each edge inclusion can be performed393
in constant time O(1) and, before each contraction, the domination relationships can be394
updated in O(v ∗ k2) time. Note that we are not computing the core here we are just395
computing the currently dominated vertices. For each strong expansion in the augmented396
graphs corresponding to the contraction ({w, u} 7→ u) in the original graph, we look at the397
set-difference between at most k neighbors of the two vertices. This can be performed in O(k)398
time. Therefore, given a tower with nc elementary contractions, and |Gm| the size of the399
skeleton of the final equivalent flag filtration can be computed in at most O(|Gm|+nc ∗v∗k3).400
The space complexity of our construction is O(n0 ∗k) which is the size of the sparse adjacency401
matrix of the final flag filtration of n0 vertices. We summarize our result in the following402
theorem.403
I Theorem 6. Let T : K0
f0−→ K1
f1−→ ... fm−1−−−→ Km be a flag tower where, w.l.o.g., K0 = ∅404
and each fi is either an inclusion (not necessarily elementary but corresponds to an elementary405
inclusion on the graphs Gi) or an elementary contraction. Let d denote the maximal dimension406
of Kis in T , and let n denote the total number of elementary inclusions of simplices in407
T , nc total number of elementary contraction and n0 the number of vertex inclusions in408
T . Then, there exists a filtration F : K0 ↪→ K1 ↪→ ... ↪→ Km, where the inclusions are not409
necessarily elementary, such that T and F have the same persistence diagram and the size of410
the filtration |Km| is at most O(d ∗n ∗ logn0). Moreover, F is a filtered flag complex and can411
be computed from T using only the 1-skeletons Gis of Kis in O(|Gm|+nc ∗n0 ∗ k3) time and412
O(n0 ∗ k) space complexity, here k is the upper bound on the degree of the vertices in Gm.413
5 Computational experiments414
We compute the persistence diagram (PD) of VR-filtrations associated to different data. The415
filtration value of a simplex in a VR filtration is the length of the longest edge of the simplex.416
Approximate persistence diagram Given a VR filtration, one can choose to collapse the417
original complexes after each edge inclusion. However, we can also choose to strong collapse418
the complexes less often, i.e. after several edge inclusions rather than just one. This will result419
in a faster algorithm but comes with a cost: the computed PD is then only approximate. We420
call snapshots the values of the scale parameter at which we choose to strong collapse the421
complex. The difference between two consecutive snapshots is called a step. We approximate422
the filtration value of a simplex as the value of the snapshot at which it first appears. We can423
observe that our algorithm will report all persistence pairs that are separated by at least one424
snapshot. Hence if all steps are equal to some ε > 0, we will compute all the persistence pairs425
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whose lengths are at least ε. It follows that the bottleneck distance between the computed426
PD and the exact one is at most ε.427
Experimental setup Now we present some experimental results comparing our software428
named RipsCollapser with Ripser [5], which is the state of the art software to compute the429
PD of VR filtrations. RipsCollapser has been coded in C++. The code has been compiled430
using the compiler ‘clang-900.0.38’ and all computations were performed on a ‘2.8 GHz Intel431
Core i5’ machine with 16 GB of available RAM.432
The comparison is done on three datasets netw-sc, senate and eleg from [18]. RipsCol-433
lapser takes as input a VR filtration, constructs the associated collapsed sequence and then434
computes the equivalent flag filtration. The output filtration is then sent to the Gudhi library435
to compute persistence. The reported time is the total time which includes: 1. The time436
taken to compute the largest 1-skeleton associated to the maximum threshold value, 2. The437
time taken to collapse all the sub-skeletons and assemble their cores. 3. To transform them438
into an equivalent flag-filtration. 4. To compute the PD of the equivalent flag-filtration. We439
also note the time taken from 1 to 3 as pre-process time.440
As mentioned above, we approximate the filtration value of a simplex as the value of the441
snapshot parameter at which it appears for the first time, whereas, in the case of Ripser, it442
is the length of the longest edge (1-simplex) it contains. Therefore, the computed PD by443
RipsCollapser is not exactly the same as the one computed by Ripser. However, in the above444
experiments, we choose steps that are very small so that the bottleneck distance between the445
two PD returned by Ripser and RipsCollapser for a given data set is also very small.446
Command <./ripser inputData –format distances –threshold inputTh –dim inputDim >447
was used to run Ripser and we used the distance matrix format for all the datasets. Both448
RipsCollapser and Ripser have a parameter –dim until which they compute the PD. For a449
given threshold (maximum scale parameter) and dim, Ripser computes the dim-skeleton of450
the VR complex and then computes the PD of the dim-skeleton. Differently, RipsCollapser451
computes the 1-skeleton of the VR complex for the maximum scale parameter (Threshold).452
During the preprocessing, the dimension of the original complex doesn’t come into con-453
sideration. Therefore the preprocessing is done for all the dimensions. However, we can454
restrict the dimension (using parameter –dim) of the smaller equivalent flag filtration. As455
the experiments will show, this does not matter much since the collapsed cores have small456
size and dimension.457
Results Table 1 contains the results of the experiments using RipsCollapser and Table458
2 contains the results using Ripser. Ripser performs quite well for computing PD for low459
values of dim. However, as we move to intermediate values, it slows down quite considerably460
and in some cases (dim above 7), the size of the complex is so huge that Ripser crashed due461
to memory overload. Differently RipsCollapser is not much affected by the choice of dim462
both in terms of space and time and we can compute PD for large values of the threshold463
and of dim.464
As an additional remark, we note that, in our current implementation, the collapses are490
performed in sequence. A further improvement would be to perform them in parallel.491
RipsCollapser will be available as an open-source package of a next release of the Gudhi492
library [31].493
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465 Data Pnt Threshold RipsCollapser(Gudhi)
466 Dim Preprocess-Time Total-Time Steps TotSnaps
467 netw-sc 379 4.5 5 4.99s 5.09s 0.02 213
468 netw-sc 379 4.5 all 4.99s 5.08s 0.02 213
469 ” ” 5.5 6 9.55s 9.65s 0.02 263
470 ” ” 5.5 all 9.46s 9.56s 0.02 263
471 senate 103 0.415 all 2.71s 2.73s 0.001 403
472 eleg 297 0.3 5 11.14s 13.32s 0.001 284
473 eleg 297 0.3 all 11.15s 25.3s 0.001 284
Table 1 The columns are, from left to right: dataset (Data), number of points (Pnt), maximum
scale parameter (Threshold), dimension of the collapsed flag-Complex (Dim), time taken to collapse
and compute equivalent flag-filtration (Preprocess-Time), total time taken by RipsCollapser (Gudhi)
(Total-Time), incremental steps of subcomplexes (Steps) and total number of snapshots used






479 Data Pnt Threshold Val Val Val
480 Dim Time Dim Time Dim Time
481 netw-sc 379 4.5 4 3.8s 5 21.5s 7 357s
482 ” ” 5.5 4 25.3s 5 231.2s 6 ∞
483 senate 103 0.415 3 0.52s 4 5.9s 5 52.3s
484 ” ” ” 6 406.8s 7 ∞
485 eleg 297 0.3 3 8.9s 4 217s 5 ∞
Table 2 The columns are, from left to right: dataset (Data), number of points (Pnt), maximum
scale parameter (Threshold), input dimension for Ripser (Dim), total time taken by Ripser (Time).
Most results are averaged over five trials except the longer ones. ∞ in the Time column means that
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