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Resumen—En este proyecto de grado se expone el
proceso mediante el cual se elimina el ruido que interfiere
sobre la sen˜al AC de la red ele´ctrica utilizando el filtro de
Kalman. La dina´mica del modelo de la sen˜al describe un
mecanismo que permite observar co´mo puede evolucionar
el proceso, por lo tanto, la etapa inicial en el disen˜o del
filtro es el modelado de la sen˜al armo´nica no estacionaria
ruidosa y la obtencio´n de sus ecuaciones en el espacio de
estados. La dina´mica de los filtros de Kalman resulta de
los ciclos consecutivos de prediccio´n y filtrado, en donde, el
primer paso consiste en generar un prono´stico del estado
hacia adelante en el tiempo, tomando en cuenta toda la
informacio´n disponible en el momento. En un segundo
paso, se introduce el proceso de innovacio´n asociada al
filtro, que representa la nueva informacio´n transmitida a
la estimacio´n del estado por el u´ltimo sistema de medicio´n,
en donde se genera un prono´stico mejorado del estado, de
tal manera que el error es minimizado estadı´sticamente.
La validez de la metodologı´a es demostrada mediante
simulaciones realizadas en Matlab, apreciando ası´, la
estimacio´n de la sen˜al AC, la covarianza del error y el
filtrado de Kalman.
I. INTRODUCTION
La dina´mica de los filtros Kalman resulta de
los ciclos consecutivos de prediccio´n y filtrado. La
dina´mica de estos ciclos se deriva e interpreta en
el marco de las funciones de densidad de proba-
bilidad gaussianas. Bajo condiciones adicionales en
la dina´mica del sistema, la dina´mica del filtro de
Kalman converge a un filtro de estado estacionario
y la ganancia en estado estacionario se derivan. Se
introduce el proceso de innovacio´n asociada con el
filtro, que representa la nueva informacio´n transmi-
tida a la estimacio´n del estado por el u´ltimo sistema
de medicio´n. La dina´mica del filtro se interpreta en
te´rminos de los elipsoides de error asociada con la
fdp gaussiana involucrada en la dina´mica del filtro.
Desde el punto de vista bayesiano, el filtro propa-
ga la densidad de probabilidad condicional de las
cantidades deseadas, condicionada al conocimiento
de los datos reales procedentes de los aparatos de
medicio´n. ¿Por que´ la base de la estimacio´n de
estado en la funcio´n de densidad de probabilidad
condicional?
El filtro de Kalman realiza la propagacio´n de
densidad de probabilidad condicional - Para los
sistemas que pueden ser descritos a trave´s de un
modelo lineal - En el que los ruidos del sistema y
la medicio´n son blancos y gaussianos.
II. ANTECEDENTES
II-A. Filtro de Kalman discreto
Para obtener el algoritmo de estimacio´n de estado
(filtro de Kalman), primeramente, se comienza con
la descripcio´n matema´tica de un sistema dina´mico
y luego se derivan las ecuaciones que rigen la
propagacio´n de la media y la covarianza de estado.
II-A1. Sistemas discretos en el tiempo: Se
plantea el siguiente sistema lineal discreto en el
tiempo:
xk = Fk−1xk−1 + Gk−1uk−1 + vk−1 (1)
donde uk es una entrada conocida y vk es ruido
blanco gaussiano con promedio cero y covarianza
Qk. ¿Co´mo cambia con el tiempo la media del
estado xk?
Si se toma el valor medio en ambos lados de la
ecuacio´n (1) se obtiene
xk = ξ {xk} = Fk−1xk + Gk−1uk−1 (2)
¿Co´mo cambia con el tiempo la covarianza de
xk? Para dar respuesta, se usan las ecuaciones (1)
3y (2) para obtener
(xk − xk)(xk − xk)T =
= (Fk−1xk−1+Gk−1uk−1+vk−1−xk)(Fk−1xk−1+
Gk−1uk−1 + vk−1 − xk)T
= (Fk−1(xk−1−xk−1)+vk−1)(Fk−1(xk−1−xk−1)+
vk−1)T
= Fk−1(xk−1 − xk−1)(xk−1 − xk−1)TFTk −1 +
vk−1vTk −1+Fk−1(xk−1−xk−1)vTk −1+vk−1(xk−1−
xk−1)TFTk −1
Por lo tanto, se obtiene la convarianza de xk como
el valor esperado de la anterior expresio´n. Ya que
(xk−xk) no esta´ correlacionada con vk−1, se obtiene
Pk = ξ
{
(xk − xk)(xk − xk)T
}
= Fk−1ξ
{
(xk − xk)(xk − xk)T
}
FTk −1 +
ξ
{
vk−1vTk −1
}
Pk = Fk−1Pk−1FTk−1 + Qk−1 (3)
Esta es llamada ”La Ecuacio´n de Lyapunov
de tiempo discreto” o ecuacio´n de Stein. Se vera´
ma´s adelante que las ecuaciones (2) y (3) son
fundamentales en la deduccio´n del filtro de Kalman.
A continuacio´n, se cita un ejemplo en donde se
aplican las ecuaciones (2) y (3), la cual describen
como cambia con el tiempo la media y la covarianza
de la poblacio´n.
Ejemplo: Sistema presa - predador
Un sistema lineal describe la poblacio´n de un
predador x1 y la de su presa x2 los cuales pueden
ser expresados como
x1,k+1 = x1,k − 0,8x1,k + 0,4x2,k + v1,k
x2,k+1 = x2,k − 0,4x1,k + uk + v2,k
En la primera ecuacio´n, se puede ver que la
poblacio´n del predador se reduce a causa de su
superpoblacio´n, pero la poblacio´n de la presa hace
que la poblacio´n del predador se incremente. En
la segunda ecuacio´n, se ve que la poblacio´n de la
presa decrece debido a la poblacio´n del predador y
se incrementa debido a un suministro externo de
alimento uk. Las poblaciones tambie´n esta´n sujetas
a perturbaciones aleatorias (con sus respectivas
varianzas 1 y 2) debido a factores ambientales. Este
sistema se puede escribir en forma de variables de
estado como
xk+1 =
[
0,2 0,4
−0,4 1
]
xk +
[
0
1
]
uk + vk
vk ∼ (0,Q) Q = diag(1,2)
El co´digo del programa se muestra a
continuacio´n:
function predador
N = 25;
u=1;
x = [2.5; 5];
xmed= [5 20]’;
P =[10 0;0 10];
Q=[1 0;0 2];
G=[0;1];
F = [0.2 0.4;-0.4 1];
xmedArr = xmed;
GArr = G;
uArr = u;
QArr = Q;
FA(:,:,1) = F;
PA(:,:,1) = P;
for k = 1 : N-1
y = F * x + G*u ;
xmed = F*xmed + G*u;
P = F*P*F’ + Q;
xmedArr = [xmedArr xmed];
GArr = [GArr G];
uArr = [uArr u];
QArr = [QArr Q];
FA(:,:,k+1) = F;
PA(:,:,k+1) = P;
end
y se puede ver el comportamiento del sistema
La figura muestra los valores promedios
y los elementos de la matriz de covarianza,
para los primeros pasos de tiempo uk = 1 y
las condiciones iniciales se establecen como
x = [5 20]Ty Po = diag(10, 10). Se ve que la
media y la covarianza finalmnete alcanzan valores
de estado estacionario dados por
x =
[
2,5
5
]
, Po =
[
2,88 3,08
3,08 7,96
]
4Figura 1. Problema presa-predador
II-A2. Deduccio´n del filtro de Kalman: Como
se vera´ ma´s adelante el filtro de Kalman funciona
mediante la propagacio´n en el tiempo de la media
y la covarianza de los estados. El enfoque para
derivar el filtro de Kalman incluira´ los siguientes
pasos:
Se inicia con una descripcio´n matema´tica de
un sistema dina´mico cuyos estados se quieren
estimar..
Se implementan las ecuaciones que describen
la forma como se propagan en el tiempo la
media y la covarianza de los estados.
Se toma el sistema dina´mico que describe la
propagacio´n en el tiempo de la media y la
covarianza.
Cada vez que se tiene una medida, se actualiza
la media y la covarianza de los estados.
Supo´ngase que se tiene un sistema lineal discreto
en el tiempo dado por
xk = Fk−1xk−1 + Gk−1uk−1 + vk−1
yk = Hkxk + wk
(4)
El proceso y la medida tienen ruidos {vk} y
{wk} los cuales son blancos, con media cero,
no correlacionados y adema´s, tienen matrices de
covarianza conocidas Qk y Rk, respectivamente:
vk ∼ (0,Qk)
wk ∼ (0,Rk)
ξ
{
vkvTj
}
= Qkδkj
ξ
{
wkwTj
}
= Rkδkj
ξ
{
vkwTj
}
= ξ
{
wkvTj
}
= 0
(5)
Donde δk?j es la funcio´n delta de Kronecker.
La meta es estimar el estado xk con base al
conocimiento de la dina´mica del sistema y la
disponibilidad de las mediciones ruidosas {yk}. La
cantidad de informacio´n disponible para estimar el
estado varı´a de acuerdo al problema particular que
se trate de resolver. Si se tienen todas las medidas
disponibles incluyendo el instante k, para uso en
el estimado de xk, entonces se puede formar un
estimado a posteriori, el cual se denota como xˆ+k
. El superı´ndice + significa que el estimado es
a posteriori. Un modo de formar el estimado del
estado a a posteriori es calcular el valor esperado
de xk condicionado a todas las medidas tomadas
incluyendo la del instante k, es decir,
xˆ+k = ξ {xk|y1, y2, ..., yk} = estimado a posteriori
(6)
Si se tienen todas las medidas anteriores pero
sin incluir el instante k disponible, para uso en la
obtencio´n del estimado de xk, entonces se puede
conformar un estimado a priori, el cual se denota
como xˆ−k . El superı´ndice ? significa que el estimado
es a priori. Un modo de formar el estimado del
estado a priori es calcular el valor esperado de xk
condicionado a todas las medidas tomadas antes
pero no incluyendo la del instante k, es decir,
xˆ−k = ξ {xk|y1, y2, ...., yk−1} = estimado a priori
(7)
Es importante notar que xˆ−k y xˆ
+
k son ambos
estimados de la misma cantidad, son estimados de
xk. Sin embargo, xˆ−k es el estimado de xk antes
que la medida yk es tenida en cuenta y xˆ
+
k , es el
estimado de xk despue´s que la medida yk es tenida
en cuenta. Naturalmente, se espera que xˆ+k sea un
mejor estimado que xˆ−k , debido a que se utiliza
mayor informacio´n para calcular xˆ+k :
xˆ−k = estimado de xk antes que se procese la medida
en el instante k,
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medida en el instante k.
Si se tienen medidas disponibles despue´s del
instante k para usar en el estimado de xk, entonces
se puede formar un estimado suavizado. Una
manera de formar el estimado de estado suavizado,
es calcular el valor esperado de xk condicionado a
que todas las medidas este´n disponibles:
xˆk |k+n = ξ {xk|y1, y2, .., yk, ..., yk+n}
= estimado suavisado
donde n es algu´n entero positivo cuyo valor
depende del problema especı´fico que se desea
resolver. Si se quiere encontrar la mejor prediccio´n
de xk con ma´s de un paso de tiempo por delante
de las medidas disponibles, entonces se puede
formar una estimacio´n predictiva. Una manera
de formar el estado estimado predictivo es
calcular el valor esperado de xk, condicionado a
todas las mediciones que este´n disponibles, es decir,
xˆk |k−m = ξ {xk|y1, y2, .., yk, ..., yk−m}
= estimado predictivo
donde m es algu´n entero positivo cuyo valor de-
pende del problema especı´fico que se desea resolver.
La relacio´n entre los estimados de los estados sua-
vizado,a posteriori,a priori y predictivo se muestra
a continuacio´n:
Figura 2. Lı´nea temporal
En la notacio´n que sigue, se utiliza xˆ+0 para
denotar el estimado inicial de x0 antes de que sea
disponible cualquier medida. La primera medida
se toma en el instante k = 1. Puesto que no se
tiene ninguna medida disponible para estimar x0,
es razonable tomar xˆ+0 como el valor esperado del
estado inicial x0:
xˆ+0 = ξ {x0} (10)
Se utiliza el te´rmino Pk para denotar la covarianza
del error de estimacio´n.P−k denota la covarianza del
error de estimacio´n de xˆ−k y P
+
k la covarianza del
error de estimacio´n de xˆ+k :P
−
k = ξ
{
(xk − xˆ−k )(xk − xˆ−k )T ,
P+k = ξ
{
(xk − xˆ+k )(xk − xˆ+k )T
(11)
A continuacio´n, se ilustra los valores estimados
de los estados y la covarianza del error de
estimacio´n a priori y a posteriori, respectivamente.
Figura 3. Lı´nea de tiempo de los estimados y la covarianza
Partiendo de la anterior gra´fica, se obtienen las
ecuaciones de actualizacio´n de la medida para xk
,Pk y se escribe la ecuacio´n de la ganancia del
filtro de Kalman Kk.
Kk = P−k H
T
k (HkP
−
k H
T
k + Rk)−1
= P+k H
T
k R
−1
k
xˆ+k = xˆ
−
k + Kk(yk −Hkxˆ−k )
P+k = (I−KkHk)P−k (I−KkHk)T + KkRkKTk
= [(P−k )−1 + H
T
k R
−1
kHk]−1
= (I−KkHk)P−k
(12)
A continuacio´n se describe el algortimo del filtro
de Kalman en tiempo discreto:
Inicializacio´n:
xˆ+0 = ξ {x0}
P−0 = ξ
{
(x0 − xˆ+0 )(x0 − xˆ+0 )T
}
Para k ∈ {1, 2, ...,∞} ,{
xˆ−k = Fk−1xˆ
+
k −1 + Gk−1uk−1 + vk−1 = estadoestimadoapriori
P+0 = Fk−1P
+
k −1F
+
k −1 + Qk−1
(13)
Las ecuaciones de actualizacio´n son:
Kk = P−k H
T
k (HkP
−
k H
T
k + Rk)−1
= P+k H
T
k R
−1
k
xˆ+k = xˆ
−
k + Kk(yk −Hkxˆ−k ) =
P+k = (I−KkHk)P−k (I−KkHk)T + KkRkKTk
= [(P−k )−1 + H
T
k R
−1
kHk]−1
= (I−KkHk)P−k
(14)
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Si se utiliza la segunda expresio´n para Kk,
entonces se debe usar la segunda expresio´n
para P+k . Esto se debe a que la segunda
expresio´n para Kk depende de P+k , de modo
que se necesita usar una expresio´n para P+k
que no dependa de Kk.
Un aspecto pra´ctico importante del filtro de
Kalman. Del algoritmo anterior, se puede
notar que el ca´lculo de P−k , Kk y P
+
k no
dependen de las mediciones que se tengan
de yk, sino que dependen u´nicamente de los
para´metros del sistema Fk, Hk, Qk y Rk. Eso
significa que se puede calcular la ganancia
de Kalman Kk fuera de lı´nea antes de que el
sistema entre en operacio´n y guardar los datos
resultantes en la memoria. Luego, cuando
llega el momento de operar el sistema en
tiempo real, so´lo las ecuaciones xˆk necesitan
ser implementadas. Se puede ahorrar esfuerzo
computacional de calcular Kk durante el
funcionamiento en tiempo real precalculando
la ganancia.
Figura 4. Ciclo del filtro de Kalman
Desde este punto de vista las ecuaciones que se
utilizan para derivar el filtro de Kalman, e´stas se
pueden dividir en dos grupos: las que actualizan
el tiempo o ecuaciones de prediccio´n y las que
actualizan los datos observados o ecuaciones de
actualizacio´n. Las del primer grupo son responsa-
bles de la proyeccio´n del estado en el instante k
tomando como referencia el estado en el instante
k − 1 y de la actualizacio´n intermedia de la matriz
de covarianza del estado. El segundo grupo de
ecuaciones son responsables de la retroalimenta-
cio´n, es decir, incorporan nueva informacio´n dentro
de la estimacio´n anterior con lo cual se llega a
una estimacio´n mejorada del estado. Las ecuaciones
que actualizan el tiempo pueden tambie´n ser pen-
sadas como ecuaciones de prono´stico (prediccio´n),
mientras que las ecuaciones que incorporan nueva
informacio´n pueden considerarse como ecuaciones
de correccio´n. Efectivamente, el algoritmo de es-
timacio´n final puede definirse como un algoritmo
de prono´sticocorreccio´n para resolver numerosos
problemas. Ası´, el filtro de Kalman funciona por
medio de un mecanismo de proyeccio´n y correccio´n
al pronosticar el nuevo estado y su incertidumbre y
corregir la proyeccio´n con la nueva medida. Este
ciclo se muestra en la Figura 4. El primer paso
consiste en generar un prono´stico del estado hacia
adelante en el tiempo tomando en cuenta toda la
informacio´n disponible en ese momento y en un
segundo paso, se genera un prono´stico mejorado del
estado, de tal manera que el error es minimizado
estadı´sticamente.
III. MODELO DE LA SEN˜AL
III-A. Modelo en el dominio del tiempo
La dina´mica del modelo de la sen˜al describe
un mecanismo que permite observar co´mo puede
evolucionar el proceso. Por lo tanto, la etapa inicial
en el disen˜o del filtro es el modelado de la sen˜al
y la obtencio´n de sus ecuaciones en el espacio
de estados. El modelo de una sen˜al armo´nica no
estacionaria y ruidosa se da como
y(t) = s(t) + η(t) (15)
donde s(t) es una sen˜al armo´nica pura definida de
la forma
s(t) = A(t) cos(ω(t) t+ ϕ(t)) (16)
A(t), ω(t), and ϕ(t) son la amplitud, la frecuencia y
la fase de la sen˜al variables en el tiempo. Tambie´n,
η(t) es un ruido estacionario de banda ancha (es
decir, ruido blanco) con distribucio´n gaussiana.
III-B. Modelo en el espacio de estados
Para construir un modelo de espacio de estados
para s(t), se considera s(t) en un incremento de un
paso en el tiempo como [1]:
s(t+ 1) = A(t+ 1) cos[ω(t+ 1)(t+ 1) + ϕ(t+ 1)]
(17)
7o sea,
s(t+1)=A(t +1)[cos(ω(t+1)t+ϕ(t+1))cos(ω(t+1))−
− sin(ω(t+ 1) t+ ϕ(t+ 1)) sin(ω(t+ 1))]
Por simplicidad, se considera que el tiempo t y
la frecuencia ω(t) esta´n normalizadas al perı´odo y
a la frecuencia de muestreo, respectivamente.
Se puede modelar la relacio´n entre la amplitud
de s(t) y s(t+ 1) como:
A(t+ 1) = α(t)A(t), (18)
donde α(t) es un coeficiente variable en tiempo real.
Asumiendo que la frecuencia de la sen˜al ω(t) no
cambia mucho de una muestra a la siguiente, se
puede escribir:
ω(t+ 1) ∼= ω(t). (19)
Puesto que la fase de una sen˜al armo´nica no cambia
muy ra´pidamente, se puede asumir que
ϕ(t+ 1) ∼= ϕ(t). (20)
Sustituyendo (4), (5) y (6) en (3 )se llega a:
s(t+1)= α(t)A(t) cos(ϕ(t)) cos(ω(t) t) cos(ω(t))−
− α(t)A(t) cos(ϕ(t)) sin(ω(t) t) sin(ω(t))−
− α(t)A(t) sin(ϕ(t)) sin(ω(t) t) cos(ω(t))−
− α(t)A(t) sin(ϕ(t)) cos(ω(t) t) sin(ω(t))
Definiendo
x1(t) = A(t) cos(ϕ(t)) cos(ω(t) t)
x2(t) = A(t) sin(ϕ(t)) sin(ω(t) t)
x3(t) = ω(t)
x4(t) = α(t)
(21)
se obtiene:
s(t) = x1(t)− x2(t) (22)
La anterior expresio´n con un avance de un paso en
el tiempo quedara´:
s(t+1)=x4(t)[(x1(t)− x2(t)) cosx3(t)−
− (ζ(t)x1(t) + ζ−1(t)x2(t)) sinx3(t)]
donde ζ(t) = tan(ϕ(t)).
Por lo tanto, el modelo de espacio de estados de
cuarto orden de la sen˜al medida y(t) = s(t) + η(t)
se puede escribir como:
x1(t+ 1) = x4(t)[x1(t) cosx3(t)− ζ−1(t)x2(t) sinx3(t)]
x2(t+ 1) = x4(t)[ζ(t)x1(t) sinx3(t) + x2(t) cosx3(t)]
x3(t+ 1) = x3(t) + u(t)
x4(t+ 1) = x4(t) + v(t)
y(t) = x1(t)− x2(t) + η(t)
(23)
u(t), v(t), y η(t) son ruidos blancos no correla-
cionados con media cero y varianzas q, p y r,
respectivamente.
El factor ζ(t) hace que los sistemas dados
en esedetonestep y onestep sean inestables
nume´ricamente cuando ϕ(t) = npi o ϕ(t) = 2n+1
2
pi
para n: 0, 1, 2, . . .; por lo tanto, se deben modificar
las definiciones de las variables de estado para
estos casos.
Figura 5. Casos de inestabilidad
Caso 1. ϕ = npi
En este caso
s(t) = A(t) cos(ω(t) t) = x1(t) (24)
y
s(t+1)= α(t)A(t) cos(ω(t) t) cos(ω(t))−
− α(t)A(t) sin(ω(t) t) sin(ω(t))−
− α(t)A(t) sin(ω(t) t) cos(ω(t))−
− α(t)A(t) cos(ω(t) t) sin(ω(t)) o sea
s(t+ 1) = x4[x1(t) cos(x3(t))− x2(t) sin(x3(t))] (25)
donde x2(t) = A(t) sin(ω(t) t).
Las variables de estado x1(t+1) y x2(t+1) esta´n
dadas respectivamente por
x1(t+ 1) = x4[x1(t) cos(x3(t))− x2(t) sin(x3(t))]
x2(t+ 1) = x4[x1(t) sin(x3(t)) + x2(t) cos(x3(t))]
Obse´rvese que x1(t+ 1) = s(t+ 1).
Caso 2. ϕ(t) = 2n+1
2
pi
8Se definen, como en el caso anterior:
x1(t) = A(t) cos(ω(t) t) y x2(t) =
A(t) sin(ω(t) t). Con estos valores se obtiene:
s(t+1)= x4[x1(t) sin(x3(t)) + x2(t) cos(x3(t))]
x1(t+ 1) = x4[x1(t) cos(x3(t))− x2(t) sin(x3(t))]
x2(t+ 1) = x4[x1(t) sin(x3(t)) + x2(t) cos(x3(t))]
Obse´rvese que en este caso x2(t+ 1) = s(t+ 1).
Dado el modelo de variables de estado onestep,
la te´cnica de EKF se puede aplicar directamente.
Considerando un estimado del vector de estados de
la sen˜al medida y(τ), τ = 0, 1, . . . , t como
xˆ(t|t) = xˆ1(t|t)xˆ2(t|t)xˆ3(t|t)xˆ4(t|t). (26)
Las ecuaciones del rastreador de frecuencia EKF
pueden escribirse como:
xˆ(t|t) = f(xˆ(t−1|t−1)) +K(t)[y(t)−Hf(xˆ(t−1|t−1))],
ωˆ(t) = Cxˆ(t|t),
K(t) = P (t)H>(HP (t)H> + r)−1,
P (t+1)= F (t)[P (t)−K(t)HP (t)]F>(t) + Iqp.
(27)
donde
f(xˆ(t|t)) = xˆ4(t|t)[xˆ1(t|t) cos xˆ3(t|t) −
ζ−1(t)xˆ2(t|t) sin xˆ3(t|t)]
xˆ4(t|t)[ζ(t)xˆ1(t|t) sin xˆ3(t|t) + xˆ2(t|t) cos xˆ3(t|t)]
xˆ3(t|t)
xˆ4(t|t),
F (t) = ∂f(x)
∂x
∣∣∣
x=xˆ(t−1|t−1) ,
H = [1 0 0 0],
C = [0 0 1 0],
Iqp = diag(0, 0, q, p). En el conjunto de ecuaciones
onestep1 K(t) y P (t) son las matrices de la
ganancia de Kalman y del error de la covarianza,
respectivamente. La cuarta ecuacio´n en onestep1
corresponde a la ecuacio´n de Riccati.
No´tese que el rastreador EKF esta´ parametrizado
en {q, p, r} los cuales deben estar sintonizados.
El disen˜ador debe sintonizar estos para´metros para
obtener un adecuado desempen˜o del rastreador. Es
interesante reducir el nu´mero de para´metros para
simplificar el proceso. Se propone un algoritmo
adaptativo para estimar valores opcionales de los
para´metros y mejorar su desempen˜o.
III-C. Reduccio´n del nu´mero de para´metros de
sintonizacio´n
Se define el nuevo para´metro γ como
γ =
q
p
. (28)
donde q y p son las varianzas de los ruidos de la
estimacio´n en la ecuacio´n onestep y permite definir
la matriz Iγ como:
Iγ = diag(0, 0, γ, 1). (29)
Se puede escribir:
Iqp = pIγ. (30)
Sustituyendo ip en onestep1, la ecuacio´n de Riccati
quedara´
P (t+ 1) = F (t)[P (t)−K(t)HP (t)]F>(t) + pIγ.
(31)
Similarmente, definiendo la relacio´n de r y p como:
λ =
r
p
, (32)
donde r es la varianza del ruido medido en onestep.
Entonces, las ecuaciones correspondientes de la
ganancia de Kalman y de Riccati cambiara´n a:
K(t) = P(t)H>(HP (t)H> + λ)−1,
P (t+ 1) = F (t)[P (t)−K(t)HP (t)]F>(t) + Iγ.
Por lo tanto, el desempen˜o del rastreador depende
de λ y γ y ası´, el problema de sintonizar tres
para´metros de disen˜o {q, p, r} se puede reducir a
dos para´metros {γ, λ}. Con estos resultados, las
ecuaciones onestep1 se pueden escribir como
xˆ(t|t)= f(xˆ(t−1|t−1)) +K(t)[y(t)−Hf(xˆ(t−1|t−1))],
ωˆ(t)= Cxˆ(t|t),
K(t)= P (t)H>(HP (t)H> + λ)−1,
P (t+1)= F (t)[P (t)−K(t)HP (t)]F>(t) + Iγ.
(33)
El rastreador onestepgala es una simplificacio´n de
onestep1 cuyos para´metros sintonizables son γ y λ.
III-D. Estimacio´n adaptativa de la varianza
En un rastreador EKF tı´pico, las estadı´sticas del
ruido se suponen conocidas aunque sean realmente
desconocidas. En esta subseccio´n, se propone un
algoritmo adaptativo para estimar las varianzas de
los ruidos {q, p, r} a partir de la identificacio´n de
los para´metros γ y λ.
De acuerdo al modelo de espacio de estados de
cuarto orden onestep, las ecuaciones del ruido del
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escribir como:
u(t+ 1) = x3(t+ 1)− x3(t),
v(t+ 1) = x4(t+ 1)− x4(t),
η(t) = y(t)− x1(t) + x2(t).
(34)
Por lo tanto, los ruidos del sistema se pueden
estimar como:
uˆ(t+ 1) = xˆ3(t+ 1|t+ 1)− xˆ3(t|t),
vˆ(t+ 1) = xˆ4(t+ 1|t+ 1)− xˆ4(t|t),
ηˆ(t) = y(t)− x1(t|t− 1) + x2(t|t− 1).
(35)
y sus varianzas sera´n:
qˆt =
1
t
∑t
k=1 ‖uˆ(k)‖2,
pˆt =
1
t
∑t
k=1 ‖vˆ(k)‖2,
rˆt =
1
t
∑t
k=1 ‖ηˆ(k)‖2.
donde qˆt, pˆt y rˆt son estimados adaptativos de
las varianzas q, p y r en la t−e´sima etapa, respec-
tivamente. De acuerdo con paragamma y lambda1,
la estimacio´n adaptativa de los para´metros se puede
dar como:
γˆt =
qˆt
pˆt
,
λˆt =
rˆt
pˆt
,
donde γˆt y λˆt son los estimados adaptativos
de los para´metros EKF en la t−e´sima etapa. La
ganancia de Kalman y la ecuacio´n de Riccati del
EKF se pueden escribir como:
K(t) = P(t)H>(HP (t)H> + λˆt)−1,
P (t+ 1) = F (t)[P (t)−K(t)HP (t)]F>(t) + Iγˆt ,
donde
Iγˆt = diag(0, 0, γˆt, 1). (36)
Este algoritmo adaptativo calcula los valores ma´s
probables de los para´metros EKF {γ, λ} en cada
etapa y los sustituye en las ecuaciones EKF para la
siguiente etapa.
III-E. Armo´nicos en la sen˜al AC
El filtro definido antes logra diferenciadores ideales
so´lo alrededor de la frecuencia fundamental (filtro
de banda angosta). Para obtener ganancias ideales en
cada una de las frecuencias armo´nicas, se requiere
extender la matriz de transicio´n del modelo de
la sen˜al a las armo´nicas de intere´s. Se utilizara´n
algunas identidades trigonome´tricas para encontrar
la relacio´n entre la frecuencia fundamental y las
primeras armo´nicas de intere´s. En este caso la
tercera y la quinta armo´nicas, como se expresa a
continuacio´n:{
cos(3x3) = 4 cos
3(x3)− 3 cos(x3),
cos(5x3) = 16 cos
5(x3)− 20 cos3(x3) + 5 cos(x3).
(37)
donde x3 corresponde a la variable de estado defini-
da para la frecuencia en la ecuacio´n. De acuerdo con
Cuadro I
DISTRIBUCIO´N DE ARMO´NICOS DE TENSIO´N
Armo´nicos impares Armo´nicos mu´ltiplos de 3
h %Vh h %Vh
5 6 3 5
7 5 9 1.5
11 3.5 15 0.5
13 3 15 0.3
17 2 ≥ 21 0.2
19 1.5
23 1.5
25 1.5
esto, entonces los valores de las magnitudes para la
tercera y la quinta armo´nica estara´n dados por:
A3(t) = 0,05A(t),
A5(t) = 0,06A(t). (38)
Donde A3(t) y A5(t) corresponden a la magnitud
de la tercera y la quinta armo´nica, respectivamente;
siendo A(t) el valor de la magnitud de la sen˜al a la
frecuencia fundamental.
IV. SIMULACIO´N
Despue´s de haber comprendido los conceptos
del filtro de Kalman, se presenta a continuacio´n el
co´digo con el cual se genera la sen˜al AC armo´nica
no correlacionada y ruidosa que ma´s adelante es
utilizada por el programa principal para aplicar el
filtro de Kalman y obtener ası´, la sen˜al AC pura.
function [w,phase,dA,A,eta] = GenSinNE(f,fs,N)
sigmaf = 0,25;
k = (1:N+1)/fs;
b,a= fir1(400,0.005);
df = sigmaf ∗ filter(b, a, randn(1, N + 1));
b,a= fir1(100,0.01);
dA = sigmaa ∗ filter(b, a, randn(1, N + 1));
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w = 2*pi*( f*k + df );
phase = 2*pi*(2*rand(1)-1);
theta = w + phase;
frec = ( theta(2:N+1) - theta(1:N) );
A = 1+dA(2:N+1);
seno = A .*sin( theta(2:N+1) );
coseno = A .*cos( theta(2:N+1) );
gruid = awgn(seno,20);
gruido = awgn(coseno,20);
t = linspace(-pi,pi,N);
eta=0.2*rand(size(t));
X1= A.*cos(w(2:N+1)).*cos(phase);
X2= A.*sin(w(2:N+1)).*sin(phase);
S=X1-X2;
subplot(411)
plot(S)
subplot(412)
plot(gruido)
subplot(413)
plot(Scos)
subplot(414)
plot(ruido)
y se ilustra de la siguiente manera
Figura 6. Sen˜al generada
El co´digo del programa principal se puede ver a
continuacio´n:
function SignalAC
clc
f=30;
N=100;
fs=250;
w,phase,dA,A,eta=GenSinNE(f,fs,N);
T = 0.1;
tf = 3;
dt = 0.0005;
n= 0:1:100;
P = 1*eye(4);
Q = [0.1; 0.2; 0.3; 0.2];
H = [1 0 0 0];
C = [0 0 1 0 ];
p=20;
q=10;
r=10;
lambda = r/p;
phi = q/p;
I = [0 0 0 0;0 0 0 0;0 0 phi 0;0 0 0 1];
x=[10;1;f;phase];
x1=A.*cos(w(2:N+1)).*cos(phase);
x2=A.*sin(w(2:N+1)).*sin(phase);
xest = x;
s=x1-x2;
xArray = [];
xestArray = [];
trPArray = [];
tArray = [];
for t = 0 : T : tf
xArray = [xArray x];
xestArray = [xestArray xest];
trPArray = [trPArray trace(P)];
tArray = [tArray t];
zeta = tan(phase);
for tau = dt : dt : T+dt/10
xdot = [x(4).*(x(1).*cos(x(3)) -
x(2).*inv(zeta).*sin(x(3)));
x(4).*(x(2).*cos(x(3)) + x(1).*zeta.*sin(x(3)));
x(3);
x(4)] ;
xdot = xdot + sqrt(Q).* randn(4,1);
x = x + xdot * dt;
sdot = x(4).*((x(1)-x(2)).*cos(x(3)-
(zeta.*x(1)+inv(zeta).*x(2)).*sin(x(3))));
end
y = x(1)-x(2) ;
for tau = dt : dt : T+dt/10
if phase == n*pi
x1= A.*cos(w(2:N+1));
s=x1;
x2= A.*sin(w(2:N+1));
xdot = [x(4).*(x(1).*cos(x(3)) - x(2).*sin(x(3)));
x(4).*(x(2).*cos(x(3)) + x(1).*sin(x(3)));
x(3);
x(4)] ;
sdot = x(4).*(x(1).*cos(x(3))-x(2).*sin(x(3)));
end
if phase == (2*n + 1)*pi/2
x(1) = A.*cos(w(2:N+1));
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x(2) = A.*sin(w(2:N+1));
xdot = [x(4).*(x(1).*cos(x(3)) - x(2).*sin(x(3)));
x(4).*(x(2).*cos(x(3)) + x(1).*sin(x(3)));
x(3);
x(4)]
sdot = x(4).*(x(2).*cos(x(3)) + x(1).*sin(x(3)));
end
s3 = cos (xest(3));
s4 = sin (xest(3));
F=[xest(4)*s3 -inv(zeta)*xest(4)*s4
-xest(4)*(xest(1)*s4+inv(zeta)*xest(2)*s3)
xest(1)*s3-inv(zeta)*xest(2)*s4;
zeta*xest(4)*s4 xest(4)*s3
xest(4)*(zeta*xest(1)*s3-xest(2)*s4)
xest(2)*s3+zeta*xest(1)*s4;
0 0 1 0;
0 0 0 1];
xestdot = [xest(4).*(xest(1).*cos(xest(3)) -
inv(zeta).*xest(2).*sin(xest(3)));
xest(4).*(xest(2).*cos(xest(3)) +
zeta.*xest(1).*sin(xest(3)));
xest(3);
xest(4)];
xest = xest + xestdot * dt;
Pdot = F * P + P * F’ + sqrt(Q)*sqrt(Q’);
P = P + Pdot * dt;
end
K = P * H’ * inv(H * P * H’ + lambda);
xest = xest + K *(y - H * xest);
P = F * (P - K * H * P) * F’ + I;
west = C * xestdot;
end
close all;
figure;
plot(s)
set(gca,’FontSize’,12); set(gcf,’Color’,’White’);
xlabel(’Tiempo [s]’); ylabel(’Estado x1’);
legend(’Verdadera’, ’Estimada’);
figure;
plot(tArray, xArray(1,:), tArray,xestArray(1,:),’r:’)
set(gca,’FontSize’,12); set(gcf,’Color’,’White’);
xlabel(’Tiempo [s]’); ylabel(’Estado x1’);
legend(’Verdadera’, ’Estimada’);
figure;
plot(tArray, xArray(2,:), tArray,xestArray(2,:),’r:’)
set(gca,’FontSize’,12); set(gcf,’Color’,’White’);
xlabel(’Tiempo [s]’); ylabel(’Estado x2’);
legend(’Verdadera’, ’Estimada’);
figure;
plot(tArray, xArray(3,:), tArray,xestArray(3,:),’r:’)
set(gca,’FontSize’,12); set(gcf,’Color’,’White’);
xlabel(’Tiempo [s]’); ylabel(’Frecuencia ’);
legend(’Verdadera’, ’Estimada’);
figure;
plot(tArray, xArray(4,:), tArray,xestArray(4,:),’r:’)
set(gca,’FontSize’,12); set(gcf,’Color’,’White’);
xlabel(’Tiempo [s]’); ylabel(’Fase’);
legend(’Verdadera’, ’Estimada’);
N = size(xArray, 2);
N2 = round(N / 2);
xArray = xArray(:,N2:N);
xestArray = xestArray(:,N2:N);
x1EstErr = sqrt(norm(xArray(1,:)-
xestArray(1,:))2/size(xArray, 2));
x2EstErr = sqrt(norm(xArray(2,:)-
xestArray(2,:))2/size(xArray, 2));
x3EstErr = sqrt(norm(xArray(3,:)-
xestArray(3,:))2/size(xArray, 2));
x4EstErr = sqrt(norm(xArray(4,:)-
xestArray(4,:))2/size(xArray, 2));
disp([’Desviacio´n esta´ndar de los errores de
estimacio´n = ’,
num2str(x1EstErr),’, ’,num2str(x2EstErr),’,
’,num2str(x3EstErr),’, ’,num2str(x4EstErr)]);
disp([’Sqrt(P) = ’,num2str(sqrt(P(1,1))),’,
’,num2str(sqrt(P(2,2))),
’, ’,num2str(sqrt(P(3,3))),’,
’,num2str(sqrt(P(4,4)))]);
end
Finalmente, se aprecia el resultado del filtrado
de Kalman, en donde, los estados estimados se
aproximan a los verdaderos:
Figura 7. Estado x1
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Figura 8. Estado x2
Figura 9. Estado x3
Figura 10. Estado x4
Despue´s de aplicar el filtrado de Kalman, se obtiene
como resultado la sen˜al generada sin ruido:
Figura 11. Sen˜al filtrada
Por u´ltimo, el programa describe cual es la
desviacio´n esta´ndar de los errores de estimacio´n
= 1.2379, 21.1395, 1.5151, 0.20387 y a su vez
nos muestra la matriz de covarianza de esta-
do P = 0 + 4.761922364074449e+31 i, 0 +
2.387502499298231e+30 i, 8.4748, 46.3466.
V. CONCLUSIONES
El filtro de Kalman funciona por medio de
un mecanismo de proyeccio´n y correccio´n al
pronosticar el nuevo estado, su incertidumbre
y corregir la proyeccio´n con la nueva medida.
El filtro de Kalman se puede derivar como
un filtro que blanquea la medicio´n y por lo
tanto extrae la ma´xima cantidad posible de
informacio´n de ella. Es por esto, que se pudo
filtrar la sen˜al AC que inicialmente tenı´a ruido.
Un sistema dina´mico describe la propagacio´n
en el tiempo de la media y la covarianza.
Cuando no se conoce la trayectoria de estado
nominal de la sen˜al, el filtro de Kalman estima
el estado del sistema,en donde se puede utilizar
el estimado del filtro de Kalman como la
trayectoria de estado nominal.
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