New compactly supported wavelets for which both the scaling and wavelet functions have a high number of vanishing moments are presented. Such wavelets are a generalization of the so-called coiflets and they are useful in applications where interpolation and linear phase are of importance. The new approach is to parameterize coiflets by the first moment of the scaling function. By allowing noninteger values for this parameter, the interpolation and linear phase properties of coiflets are optimized. Besides giving a new definition for coiflets, a new system for the filter coefficients is introduced. This system has a minimal set of defining equations and can be solved with algebraic or numerical methods. Examples are given of the various types of coiflets that can be obtained from such systems. The corresponding filter coefficients are listed and their properties are illustrated.
INTRODUCTION
Among compactly supported wavelets for L 2 (R) a family known as coiflets has a number of properties that make it particularly useful in numerical analysis and signal processing [1, 8, 9] . Coiflets allow for both the scaling and the wavelet functions to have a high number of vanishing moments and, as we show here, the associated low-pass filters are almost interpolating and nearly linear phase within the passband. In 1989, R. Coifman suggested the design of orthonormal wavelet systems with vanishing moments for both the scaling and the wavelet functions. They were first constructed by Daubechies [9] and she named them coiflets.
In [1] shifted vanishing moments for the scaling function ϕ were used to obtain one point quadratures
where f is a sufficiently smooth function on the multiresolution space V 0 and {f (x k )} are good approximations of the coefficients of f in the expansion. Since in [1] both matrices and operators were considered, the points {x k } were chosen to be x k = k + α, where α is an integer. This "shift" α corresponds to the first moment of the scaling function ϕ, α = R xϕ(x) dx.
(
1.2)
Note that α is not the center of mass because ϕ(x) is not a positive function [12] , except for the Haar case. The coiflets constructed by Daubechies correspond to particular integer choices of the shift α. Several other examples of coiflets, still for integer shifts, can be found in the literature [4, 11] . In this paper we use the fact that α does not have to be an integer. As a matter of fact, α may be chosen to be noninteger to optimize the construction of coiflets. An example of an approach similar to ours can be found in [15] . Furthermore, we show that the shift α cannot take arbitrary real values. In fact, we show that its value lies within the support of the scaling function. Therefore, the shifts for the known coiflets necessarily correspond to some integer values within this support.
Relation (1.1) is useful in pseudo-wavelet approaches to adaptively solving PDEs. Without going into details here (see [2] ), let us state that if both f and f 2 belong to V 0 , then
is a quantifiable approximation. Notice that approximations like (1.1) or (1.3) are not valid for Fourier or Fourier-like bases.
On the other hand, equality in (1.1) cannot be achieved for all functions in V 0 by using any compactly supported wavelets. However, using infinite impulse response (IIR) filters, it is possible to have an exact version of (1.1) or (1.3) and this choice corresponds to interpolating filters.
A similar situation occurs if we require linear phase response, which is another desired property for the associated quadrature mirror filter (QMF) 3 of the wavelet bases. Except for the Haar system, finite impulse response (FIR) QMFs cannot have a linear phase response. To obtain that property one has to use IIR filters or give up orthogonality and replace it by biorthogonality.
In this paper we show that FIR coiflets can nearly achieve both properties, interpolation and linear phase, while keeping a reasonable number of vanishing moments for the wavelet ψ. The key to our approach is to insist on a reasonable approximation to linear phase only in the passband of the associated low-pass filter m 0 .
It is well known that the properties defining coiflets can be easily described in terms of the coefficients {h k } of m 0 . The conditions on {h k } turn out to be dependent [14] , and one of the goals of this article is to derive a system that is free of redundant equations. To obtain such a system, we perform a change of variables on {h k } via a linear transformation that has the shift α as a parameter. This defining system is partly linear and partly quadratic. For filter lengths up to 20 the system can be explicitly solved via algebraic methods like Gröbner bases. Its particularly simple structure allows one to find all possible solutions. For longer filters we apply Newton's method to numerically compute some solutions. Nevertheless, for arbitrary filter lengths, we were unable to solve the open problem of the consistency of the defining system, i.e., we could not yet prove the existence of coiflets for an arbitrary number of vanishing moments.
We modify the original definition of coiflets in [1, 9] to allow for noninteger shifts α in (1.2) and to make more specific the relationship between the length of the low-pass filter and the number of vanishing moments of both the wavelet and scaling functions.
This paper is organized as follows. In Section 2 we give some preliminaries about wavelets in general. The moment conditions for both the scaling and wavelet functions are discussed in Section 3. In Section 4 we give a new definition of coiflets and motivate it. In Sections 5 and 6 we address two properties of coiflets: the interpolation property and nearly linear phase. We introduce the polyphase equation in Section 7 and use it in the construction of coiflets in the next section. Furthermore, in Section 8 we give details about the linear and quadratic equations of the defining system for coiflets. We also discuss the various types of coiflets that can be obtained from such systems and show explicit examples in Section 9. For clarity, we gathered auxiliary material in the Appendix.
PRELIMINARIES
• Unless otherwise indicated, x and ξ are real variables while z is a complex variable.
• A QMF is a 2π -periodic function m 0 ,
such that
The numbers {h k } are the coefficients of the filter m 0 . We assume that all h k are real and only a finite number of them is nonzero. The QMF condition (2.2) is then equivalent to
3)
The Kronecker symbol δ nm is defined as δ nm = 1 if m = n and δ nm = 0 otherwise. We denote by H the symbol of {h k }, i.e., the transfer function of m 0 . We have
We also refer to such H as a QMF. As a consequence of (2.3), H satisfies the following functional equation:
We refer to this equation as the QMF equation.
In order to generate a regular multiresolution analysis (see [5, 6] ), we need two additional properties for H .
The first one is the normalization or low-pass condition. It forces
The second one, which we refer to as Cohen's condition, ensures that H is nonzero in certain locations on the unit circle [7] . In practice, we first find a normalized H satisfying the QMF equation and then verify Cohen's condition.
• A solution ϕ of
is called a "scaling function." Equivalently, on the Fourier side we havê
as a consequence of (2.6).
MOMENT CONDITIONS
One of the key properties of interest for wavelet bases [1, 13] is the property of vanishing moments of the wavelet ψ: 
See [13, Section 2.6] or [17] for details.
In terms of the symbol H , (3.1) requires that
or equivalently, the factorization
where Q(−1) = 0. As pointed out in the Introduction, we are interested in vanishing (shifted) moments of the scaling function
where α is a real number.
If α is 0, we write M ϕ k for the kth moment of ϕ. We have
and then, by taking derivatives at ξ = 0,
In addition, from (2.9)
Here M h α,k are the shifted moments of the sequence {h j }:
Again, for α = 0 we drop the index α and denote the nth moment by M h n . Because of the recurrence (3.8), (3.9) , the moments of ϕ can be computed using the moments of {h k }. Nevertheless, if some of the moments of ϕ are zero, we also obtain the following explicit relation.
Equations (3.6) and (3.8) imply that the following four conditions, valid for all k, 0 ≤ k < N, are equivalent:
Therefore, imposing moment conditions for either the wavelet or the scaling function amounts to finding a QMF H with moment conditions for its sequence of coefficients.
In particular, the first moment of ϕ, as defined in (1.2), equals the derivative of H at one,
On the other hand, (2.1) forces |H (z)| ≤ 1 for z on the unit circle. These last two properties allow us to show that the value α should be within the support of ϕ. Observe that this result is not evident since ϕ is not a positive function. Proof. We need the following version of the classical Bernstein inequality for trigonometric polynomials (see [21, Theorem 7.24] We apply Bernstein's inequality to the polynomials H (z) and z n H (z −1 ). In both cases equality cannot hold and we obtain |H (1)| < n and |n − H (1)| < n, respectively. Since H has real coefficients, H (1) is a real number and the proposition follows.
COIFLETS
As argued above, it suffices to define coiflets in terms of the filter H . Since for any integer n the filter z n H (z) generates the same multiresolution analysis as H , we always assume the coefficients {h k } of H to be zero for k < 0.
j =0 be the coefficients of a real QMF H . We say that H is a coiflet of shift α and moments M, N if the following three conditions are satisfied:
Using the equations of the previous section, if a coiflet H also satisfies Cohen's condition, its associated wavelet and scaling functions will have M, respectively N − 1, vanishing moments. The normalization H (1) = 1 corresponds to (4.2) with k = 0.
The case L = 2 corresponds to the Haar basis. For L = 4, (4.3) forces M > 1 and therefore coiflets of length four are the same as Daubechies' maximally flat filters of that length. In Section 9 we discuss the cases L = 8 and L = 18.
Our definition of coiflets is restrictive in that we require not just some but nearly all possible vanishing moments for both the scaling and the wavelet functions (see Remarks 4.3 below).
It follows from Proposition 3.2 that the value of the shift α belongs to (0, L − 1). Furthermore, in all cases computed, there were regions in (0, L − 1) where α did not occur. We refer to Table 1 to illustrate this fact for integer shifts. For example for L = 14, the values α = 1, 2, and 6 are missing in the interval (0,
Due to symmetry about the center 6.5 (see Section 8.3.1), the values α = 7, 11, and 12 do not occur either.
It is important to realize that the conditions (4.1) and (4.2) are dependent. In fact, using the notation [a] for the integer part of a, we have the following lemma from [14] . Proof. Applying the operator (xD) n (defined in the Appendix) at z = 1 to the QMF equation (2.5), or taking derivatives at ξ = 0 in (2.2), we have for all n,
LEMMA 4.2. Let H be a QMF with coefficients {h
j } that satisfy j j k h j = α k for 0 ≤ k < N, then j (−1) j j k h j = 0 for 0 ≤ k < 1 2 (N + 1) .
TABLE 1 Coiflets with Integer Shifts
where
The assumption on H implies that b 0 = 0 and that the first sum in (4.4) is zero for n < N. Choosing n even and 0 ≤ n < N in the second sum, it follows that b k = 0 for 0 ≤ k < [ Tables 1,  2 , and 6).
In 2) forces |m 0 | 2 to be flat at zero. Because of the QMF condition, the same is true at π , and therefore m 0 is also flat at π , but only "half as flat."
ALMOST INTERPOLATING PROPERTY
Consider the scaling function ϕ associated with a coiflet of shift α and moments M, N. Recall that each multiresolution space V n is generated by the basis functions {ϕ nk (x) = 2 n/2 ϕ(2 n x − k)} k . With (4.2), or equivalently (3.12), for any polynomial p of degree less than N ,
If the degree of p is also less than M, then (3.2) implies that
Now, assume that p(x) is a polynomial of degree less than M and N . Combining both equations above, the coefficients in the expansion of such a polynomial (at any scale) are its values on a shifted dyadic grid:
Since at some scale any smooth function can be well approximated by polynomials, we have the almost interpolating property discussed in the Introduction.
Here we see the advantage of having both M and N as large as possible for a given filter length, but also of having their values close to each other.
NEARLY LINEAR PHASE PROPERTY
In this section, for a filter H (e iω ), we relate the condition of having vanishing moments with its phase being close to linear in the passband. 
in a neighborhood of ξ = 0. Because of the condition on f , a is an even and p an odd function. If for γ ∈ R and for all n, 0 < n < N,
then for 0 ≤ n < N, the derivatives of p at 0 can be computed as
Proof. From (6.1)
Thus for 0 < n < 2N , the nth derivative of the left-hand side in (6.4) equals D n (e −iγ ξ f (ξ)). The result then follows because ln a(ξ) is an even function.
Since both H (e iξ ) andφ(ξ) (use (3.13) and (3.14)) satisfy the conditions of the previous lemma for γ = α or −α, using Lemma 3.1 we arrive at the following proposition. 
, and
As stated in the Introduction, a high number N of shifted vanishing moments for the scaling function implies that the phase of the associated filter is close to linear within the passband. The larger the value of N the better the approximation. The same considerations hold for the phase ofφ but they do not necessarily apply to the phase ofψ .
Recall thatψ
This dependence of pψ on p H and pφ can be seen by comparing the top parts of Figs. 1 and 2. In the latter case, pψ is flatter at zero because of the better behavior at π of the corresponding p H .
In Figs. 5-6, 9-10, and 13-14 one can see the effect of N on the phase and group delay for several filters and wavelets. In these examples, the values of N are 3, 5, and 9. Note that, as N increases, the filter group delay becomes flatter about zero. Figures 1 and 2 compare the group delay of some coiflets of length 18 with Daubechies' maximally flat filters of the same length.
Since for Daubechies' filters N = 3 independent of their length, those filters cannot have group delays that are flat at zero. Still, some choices are better than others and the On the other hand, Proposition 6.2 implies that for coiflets only the phase in the passband is forced to be linear. Fortunately, the value of the phase in the stopband can be ignored in practice because the absolute value of the filter is close to zero in that region. The larger M is in (4.1) , the more precise the last statement is, and we can again see the interplay of the conditions in the definition of coiflets.
THE POLYPHASE EQUATION
In order to find solutions of the QMF equation, we use an equivalent functional equation. Using the standard notation for the polyphase components H 0 and H 1 of H (z),
these functions satisfy
1)
2)
Using the notationf (z) = f (z −1 ) and (7.1), we have that (2.5) is equivalent to
and since
we obtain the polyphase equation
The problem of finding a solution H of the QMF equation (2.5) is thus replaced by finding the solutions H 0 and H 1 of the polyphase equation. Instead of performing two operations on the variable z in (2.5), namely −z and z −1 , in (7.6) we only have z −1 .
THE CONSTRUCTION OF COIFLETS
Recall that we can write any polynomial QMF as
We describe a system for coiflets not in terms of {h k } but in terms of the new variables
where 0 ≤ k ≤ l, and l = For what follows, it is more convenient to describe a k and b k for arbitrary k ≥ 0, using the operator xD. We then have
We denote by V the set of variables {a k } l k=0 and {b k } l k=0 . In Lemma A.1 in the Appendix we show that H 0 and H 1 , and therefore H , are completely determined by V.
Note that a k and b k are not necessarily zero for k > l but each of them can be expressed as a linear combination of the variables in V. To verify that, apply part D of Lemma A.1 to the polynomials H 0 and H 1 , which are both of degree l.
Quadratic Conditions
In order to impose the nonlinear (quadratic) conditions in (2.3), we use the equivalent formulation given by the polyphase equation.
Regarding (7.6),
is a polynomial of degree at most L − 2. Therefore, for the polyphase equation to hold, it suffices to show that
Using (A.1) and (A.4) from the Appendix, the last equation is equivalent to
If n is odd, the previous equation is always satisfied and then, as we remarked earlier,
equations are enough to characterize a QMF of length L.
Linear Conditions
We now discuss how to rewrite the (linear) conditions (4.1) and (4.2) for coiflets in terms of the variables in V.
First, for 0 ≤ k < M, Eq. (4.1) is equivalent to
and, for 0 ≤ k < N, Eq. (4.2) is equivalent to
From (7.3), for x in a neighborhood of 1,
Therefore, the moment conditions for coiflets imply
where m = min{M, N}. For k ≥ m, Eq. (4.1) implies that a k = b k , whereas (4.2) implies that a k = −b k . Thus, we can rewrite the vanishing moment conditions on the sequence {h k } as very simple conditions on the variables in V.
Substituting (8.4) into the system (8.1) we automatically verify the first m equations. That is, when 0 ≤ n < m in (8.1) we obtain the dependence between linear and nonlinear equations described in Lemma 4.2.
A System for Coiflets
Combining (8.1) and (8.4), the system for coiflets can be written in terms of the unknowns {α, a m , . . . , a l , b m , . . . , b l }, Depending on whether m is even or odd, we are left with
Remarkably, because of (8.4), the first half of these equations is linear. The other half is quadratic in the unknowns (as in the original QMF system). See the examples in Section 9.
Because of (4.3), we can check that the difference between the number of unknowns {α, a m , . . . , a l , b m , . . . , b l } and the number of equations in (8.5) is one.
Adhering to our definition, we are led to a one-parameter family of coiflets with parameter α. However, as can be seen in the examples in Section 9, the values of α are not completely arbitrary. As a matter of fact, they are restricted to certain regions. 
Symmetry about
Finally, H r cannot have more vanishing moments for ϕ r because H = (H r ) r , and a computation similar to the one above would force extra vanishing moments on ϕ.
Due to this symmetry, we can consider coiflets H whose shifts belong to the interval (0, 
The non-maximal case.
Given a QMF H of length L, we want to simultaneously satisfy (4.1)-(4.3) with the smallest possible M and N . A filter of that type will be called a nonmaximal coiflet or simply coiflet. This condition does not uniquely determine H , but as pointed out above, we have a one-parameter family of nonmaximal coiflets. We select the shift α as the parameter to characterize that family.
Within coiflets of a certain degree, we distinguish two cases: coiflets with integer shifts and maximal coiflets.
Coiflets with integer shifts.
Coiflets for integer choices of the shift α were first computed by Daubechies [9] . In all cases that we computed, coiflets with integer shifts were always nonmaximal. In Table 1 
The maximal case.
In contrast with the nonmaximal case, we could fix the shift α by asking for an extra vanishing moment for either the scaling or the wavelet function. (Because of the second remark in Remarks 4.3, an extra condition for the scaling function will actually add two vanishing moments.) In either case, there is at most a finite number of solutions or there are no solutions. If solutions exist they will be called maximal coiflets.
EXAMPLES

Coiflets of Length 8
We show how to construct all coiflets of length L = 8. In this case
The nonmaximal case. In order to obtain nonmaximal filters we choose M = N = 3 for our initial moments. From (8.4),
So, we only need to determine a 3 , b 3 , and α subject to (8.5) . In this case there are only two equations:
As explained at the beginning of Section 8, using Part D of Lemma A.1 and (9.1) one can write a 4 , b 4 , a 6 , and b 6 as linear combinations of a 3 , b 3 , and α. The previous system then becomes
An equivalent system, obtained via Gröbner bases where α is treated as parameter is
The latter system helps in determining the range of values for α. The left-hand side of the first equation in (9.3) is a polynomial of degree two in a 3 . To have real solutions a 3 we require
That is, α should belong to one of the following two intervals (approximate end points):
Note that the intervals are symmetric about Only for α in these intervals can we solve (9.3) and therefore there is at least one coiflet with that particular shift α and three vanishing moments for both the wavelet and the scaling functions.
Coiflets with integer shifts. In this example, we can choose the shift to be any integer in the interval (0, L − 1). This is not possible in general as shown in Table 1 .
Due to symmetry, we only consider α = 1, 2, or 3. For instance, if α = 3 in (9.3) then
(9.6) and
The two solutions for this case then have the following filter coefficients {h 0 , . . . ,
The choice of positive sign in (9.6) leads to the filter 3a, while the negative sign leads to filter 3b. Their numerical values are listed in Table 2 . Note that because of (9.1) and (9.7), the polyphase component H 1 has rational coefficients.
The maximal case. From Sections 8.2 and 8.3.4, it follows that we can choose an extra moment for the wavelet function (by setting a 3 = b 3 ) or two extra moments for the scaling function (by setting a 3 = −b 3 ) . In the latter case, (9.3) becomes Note that these values are in the first interval given in (9.5). The corresponding coefficients {h k } are listed in Table 2 . Both filters have M = 3 and N = 5. The extra moment for the wavelet will also lead to two solutions but with M = 4 and N = 3. They correspond to Daubechies' maximally flat filters of length 8. Their coefficients can be found in [8] . For coiflets of length L > 10, the number of vanishing moments of the scaling function is greater than three (this follows from (4.3) since N ≥ 1 3 (L − 1)). Therefore, these filters cannot coincide with Daubechies' family of filters.
Summary for filters of length 8.
Within the region of possible shifts α, we found, up to symmetry, a total of six coiflets with integer shifts and four maximal coiflets. For these ten filters, −1 is the only root on the unit circle and therefore Cohen's condition is automatically satisfied. Nevertheless, their frequency responses are far from being uniform. A first distinction is related to the factorization (3.4).
In contrast with Daubechies' maximally flat filters, where Q = sup |z|=1 |Q(z)| is the same for all of them, Q of different coiflets does indeed change.
When Q is larger than 2 M−1 , we can expect bad behavior for the filter and poor regularity for the associated scaling and wavelet functions. See [8, Lemma 7.1.1]. In Table 3 , we listed the Sobolev exponents σ of the wavelet functions. They were computed using Theorem 9.5 in [20] .
We have labeled our different solutions according to the size of Q . Thus, in Table 3 , the filters Na and Nb correspond to the maximal case for the scaling function, but with Q = 2.8764 and Q = 2.94511, respectively. We have labeled UGLY and BAD the cases for which Q is increasingly larger than 2 M−1 . Figures 3 and 4 shown this phenomena for the coiflet filters 2b and 1b (with integer shift α = 2). Even for the good cases, where Q < 2 M−1 , the filters exhibit a different behavior with respect to their phases.
Compare Figs. 5 and 6 for the filter 2a with Figs. 7 and 8 for the filter 3a. In the latter case, the phase of the filter has a sharp transition near π and therefore its group delay is much wider than for the case 2a. Nevertheless, since the module of the filter is zero at π that transition does not affect the overall response of the filter.
On the other hand, in agreement with Proposition 6.2 and because of the different number N of vanishing moments of the filters, the group delay for the case Na is flatter near zero than for the case with integer shifts. See Figs. 5, 7, and 9.
In Table 2 we listed the coefficients of filters of length 8 corresponding to maximal coiflets and coiflets with integer shifts. Because of (2.6), these coefficients of the low-pass filter m 0 sum to 1. 
Coiflets of Length 18
A similar analysis can be done for filters of length 18. In Table 4 , we present a summary of our findings by listing the filter coefficients for two cases: coiflets with integers shifts and maximal coiflets. Filter coefficients are listed in Table 6 .
Even at higher numbers of vanishing moments and different lengths, we still found UGLY and BAD filters. They always correspond to coiflets with integer shifts, but it is not a peculiarity of that case. Varying α, we found regions of nonmaximal coiflets with a similar behavior. Note. Coefficients are listed in Table 2 . The maximal case for wavelets coincides with Daubechies' maximally flat filters.
In Figs. 11 and 12 , we plotted |m 0 | and ϕ for the cases 6c (UGLY) and 5b (BAD) with length 18. The cases 7d and 6d, as listed in Table 4 , exhibit a similar behavior. Even though their filter moduli do not oscillate as much as their counterparts of length 8, their behavior is clearly different than those for which Q remains below 2 M−1 . As an example of the latter situation, consider the filter 7c. The associated wavelet has only six vanishing moments, but its Sobolev exponent is higher than the exponent for Daubechies' wavelets which have nine vanishing moments.
Note that in all the plots for wavelets in the Fourier domain, the support of the functions is actually wider than shown. 
CONCLUSION
The approach taken in this paper allows one to construct and classify coiflets, which are wavelets with a high number of vanishing moments for both the scaling and wavelet functions. Coiflet filters are useful in applications where interpolation and linear phase are of particular importance.
We introduced a new system for FIR coiflets. In all cases investigated, the system had a minimal set of defining equations. For filters of length up to 20, the system can be solved explicitly, and the filter coefficients can thus be accurately determined. For longer filters we applied numerical methods to compute some solutions. For a few specific examples we studied the properties of coiflets corresponding to both integer and noninteger values of the first moment of the scaling function. Nevertheless, the problem of the existence of coiflet filters of arbitrary length and their full classification remains open. Part D then follows using Part B.
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