ABSTRACT
INTRODUCTION
Adaptive fuzzy logic (FL) systems are becoming more and more popular in control systems due to the ability to select initial membership functions (MFs) based on experience and intuition, and the ability to tune the MFs to learn about the unknown dynamics of the system. Due to their approximation property, FL systems can be tuned to estimate the unknown functions in dynamical systems and to reject disturbances. By now, proofs of the stability and performance of FL systems have been provided by a variety of researchers ( [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] and others). However, the cognitive behaviour of FL controllers has yet to be investigated. Specifically, it is not known how the MFs adapt in response to changing initial MF selections, different desired trajectories, and changing system dynamics.
In this paper, we provide a systematic simulation study of "dynamic focusing of awareness" and cognitive features in FL control systems. It appears that some cognitive functions of human awareness are reflected in the behaviour of FL control systems. In Meriam-Webster's Collegiate dictionary "cognition" is defined as "the act or process of knowing including both awareness and judgment". In the Oxford Advanced Learners dictionary "cognitive" is defined as an adjective describing the noun connected with mental processes of understanding. We define here cognitive function of the FL system as the ability of the FL system to acquire knowledge of the controlled plant in it's entirety, or , in another words, to establish the base functions needed for system identification over the whole state space involved in the system operation, including the history and the present states (we connect this with the "awareness" of the system), and the ability of the FL system to focus on the current state trajectories (we connect this with making proper judgment of which part of the space of awareness is important at the moment).
Also, a very interesting feature considering the input layer of the fuzzy system, i.e. membership function centroids and spreads, is observed. Parameters of the MFs exhibit the features of "longterm memory", retaining the memory of the history of the state trajectories. On the other hand, the output layer of the fuzzy system, i.e. the output representative values of the FL control system, exhibit the features of "short-term memory", reacting to higher frequency components of the system excitation signal. A description of cognitive functions of fuzzy systems and longterm and short-term memory is given in [12] .
In this paper the structure of the FL controller is provided, and MF tuning algorithms are given that provide rigorous stability and performance properties. A mathematical proof is proffered. Then, we study through computer simulations how the final steady-state values of the MFs change in response to varying initial MFs, changing desired trajectory, and varying system nonlinearities.
DYNAMIC SYSTEM PRELIMINARIES
Let R denote the real numbers, A is denoted by ⋅ throughout this paper, unless otherwise specified. 
define the tracking error as Using equations ( 2 ), ( 3 ) and ( 4 ) the dynamics of the performance measure signal ( 5 ) can be written as Uniform ultimate boundedness defined as in ( [16] ). was used in the stability proof.
BACKGROUND ON FUZZY SYSTEMS
To fully take advantage of the learning abilities of FL systems, in this section we describe a nonlinearly-parametrized control function. In this FL control function we tune the output representative values, but also the MF centroids and spreads. The fuzzy logic system with center average fuzzifier, product inference rule and singleton defuzzifier consist of all functions of the form ( [13] 
In [2] , ( 11 ) is defined as multi-dimensional basis unnormalized functions. Then, the fuzzy logic system described by ( 8 ) is equivalent to an FBF expansion
The output of the fuzzy logic system ( 12 ) can be expressed in a vector notation as
According to the fuzzy logic universal approximation theorem ( [13] ), FBF expansions ( 13 ) are universal approximators.
FL CONTROL ARCHITECTURE
There are two distinct parts of the proposed FL control architecture: a proportional-plusderivative (PD) outer tracking loop, and a nonlinear adaptive FL loop. Without the FL adaptive loop this scheme boils down to PD control and its performance deteriorates. The FL loop is fed by plant states and desired trajectories and in essence it is used to approximate the nonlinear function ) x , x ( g d in ( 7 ) . Instead of desired states x d , the error vector can be used as an input to the FL system since e = x d -x. This FL logic control architecture is shown in Figure 1 . We now derive an adaptive FL logic controller for nonlinear systems. According to the approximation properties of fuzzy logic systems, the continuous nonlinear function
where z is the input vector to the fuzzy system and the approximation error ε(z) is bounded on a compact set by a known constant N 
where Ŵ , b , â are the actual current parameters of the FL system. Then, the filtered error dynamics ( 7 ) can be rewritten as
where the functional estimation error is defined as
. Similar architectures are described in [3] and [14] and also in numerous other articles. Now, using ( 14 ) and ( 16 ) , equation ( 17 ) can be written as
Some required mild assumptions are now stated. These assumptions will be true in most practical situations and are standard in the existing literature. 
The desired trajectory is bounded in the sense, for instance that
Assumption 3: The disturbance and FL approximation error are bounded in the sense
( 21 ) Now, the following theorem can be formulated.
Theorem
Suppose that assumptions 1, 2 and 3 hold. Let the system be given by ( 2 ) . Let FBF functions be defined as in ( 11 ) and fuzzy system output as in ( 13 ) . Let control signal be defined by
( 22 ) Let the tuning laws for the FL system be
where K v, K a , K b , K w , k a , k b , k w are design parameters. Then the filtered error r and FL parameters W, a and b will be uniformly ultimately bounded. In addition, the filtered error can be made as small as desired by increasing gain K v. □
The detailed proof is given in the appendix. It should be noted that no robust term is required, which is a standard feature of many of the proofs and designs for systems with similar architecture given in the literature. Also, unlike designs in [3] and [14] , additional freedom of design is provided by introducing design parameters k a , k b , k w instead of one design parameter k.
COGNITIVE BEHAVIOUR OF FL CONTROL SYSTEM
In this section we propose to study through computer simulations the effects on the learned final membership functions of various effects including varying desired reference trajectories, changing system nonlinearities, and changing initial MF information stored in the FL approximator portion of the control signal. The results of this section indicate that FL controllers do indeed perform some functions of human cognitive systems, including focusing of awareness to regions of more pronounced activity, recovery from improper initial information, learning compensation for varying system dynamics, and long-term memory of past performance. We begin by noting that the FL component ( 16 ) in the control signal ( 15 ) has two components. The short-term memory resides in the values of the control representative values W, and the long-term memory resides in the shape (a,b) of the MFs. Indeed, we observed, and shall discuss, the interesting behavior that the W weights tune faster and with more activity than the (a,b) weights.
Detailed plots are provided in order to show the performance of the fuzzy controller. As controlled plant, a Van der Pol oscillator was used. The Van der Pol oscillator is a representative nonlinear system with rather interesting autonomous behaviour. It has dynamics given by
( 27 ) It can be seen that the Van der Pol oscillator is in the form given in Section 2, equation ( 2 ) with
This system describes dynamics such as predator/prey relationships in closed ecosystems, and even long-term effects of natural selection ( [15] ). Phase-plane plots for the unexcited Van der Pol oscillator with initial conditions x 0 = [1 1] T for values of the parameter a = 0.1 and a = 1 are given in Figure 2 and Figure 3 respectively. These plots show that state trajectories change significantly with the change of parameter a. This implies that it is appropriate, and even necessary, to use adaptive control in this case. In subsequent subsections it is shown via simulation results that reference trajectory, changes in initial membership functions, and changes in system nonlinearity do have interesting effects on the final learned value of MFs. However, the FL system exhibits a similar type of behavior through all the analyzed cases; namely, it tries to cover the whole space in which state trajectories can be found and at the same time to focus on space in which final state trajectories rest, thus it exhibits cognitive functions.
Persistency of excitation is crucial for the proper parameter estimation in adaptive control. It describes the richness of the signal, i.e it tells if the signal data contents allows the estimation of the parameters. A vector w(t) ∈ℜ n is said to be PE if there exist positive constants δ, α 1 and α 2 such that ( [16] , [17] 
for all t 0 ≥0. It can be said roughly that if w(t) is n-vector it should have at least n distinct complex frequencies to be PE. For example, a sinusoidal signal is PE for n=2 because sinusoidal signal contains two distinct complex frequencies, while step is PE only for n=1 because it contains only one complex frequency [17] .
Detailed Plots for Sinusoidal Reference Input
Here are provided detailed plots in order to show the performance characteristics of the proposed FL control architecture. Also, the performance of the fuzzy controller is compared with a nonadaptive PD controller. Detailed plots are given for a sinusoidal reference input )
and with oscillator having parameter a = 0.1. Figure 4 confirms that the error with FL control is indeed small. The solid line in Figure 4 denotes error for the system controlled by the FL controller. The error for the oscillator with the same parameters controlled by only a simplistic PD controller is marked by dashed line. It can be seen that the standard PD controller is unable to achieve small errors. Note that the FL controller has fundamentally changed the autonomous behaviour of the dynamical system illustrated in Figure 2 and Figure 3 .
It can be concluded that FL control adapts to the changing nonlinear function g(x,x d ) well. In Figure 5 are plotted g(x,x d ) and FL approximation (output of FL controller) of g(x,x d ). Plots of function g(x,x d ) and its FL approximation are shown as dashed and solid lines respectively. Plots confirm that FL controller indeed approximates g(x,x d ) well, thus it adapts to the changing nonlinear function.
Spreads and centroids of MFs are shown in Figure 6 . It can be seen that the changes are smooth and relatively slow when compared with reference input. No higher frequency components can be observed in tuning of spreads and centroids of MFs. It can be also seen that spreads and centroids do not exhibit any short-term changes, but are tuned steadily over the time. An analysis in following Sections shows that spreads and centroids are indeed tuned in such way that MFs cover the whole state space in which state trajectories lay. This behaviour exhibits the long-term memory which maps the space in which the state trajectories are moving during the operation of the FL controlled system. In this way an appropriate function space is set for the linear tuning of the output layer values. Output layer values of the FL controller are shown in Figure 7 . In contrast to the spreads and centroids of MFs one can observe a significant higher frequency components in tuning output layer weights W. Output layer weights exhibit the higher frequency component with the same frequency as the desired trajectory x d . That is, output layer weights exhibit a short-term memory adapting themselves to fast changes. This prevents these fast changes from appearing in the error signal (plot in Figure 4 .).
Effect of Desired Trajectory on Final Values of Membership Functions
In this subsection simulation study of the effect of different desired trajectories on the final learned values of the MFs is provided. The intention was to determine how different desired trajectories impact the final learned FL MFs.
Initial weights for all simulations in Section 5.2. are shown in Figure 8 and Figure 9 . These plots are Gaussian MFs ( 9 ) Simulation results show that FL tries to cover the space in which state trajectories are confined during the whole simulation and in the same time focus on the area that comprises final states. In another words, FL system learns the whole history of the particular run and also tries to focus more closely on the area in which final state trajectories rest. This is an exhibition of cognitive features. The FL system learns the whole history and also focuses on the more detailed task. More detailed analysis of the plots is given in subsections 5. 
Sinusoidal Reference Input
Membership functions at the end of simulation for sinusoidal reference input in Figure 10 have a very different shape than the initial membership functions in Figure 8 . Also they cover a broader area than the original MFs, but with the area covered by initial MFs almost completely included ( Figure 11 ). In fact, analysis of MF contour plots over time shows that MFs "stretch" in order to cover the region in which state trajectories are changing with time (not all plots are given here due to space constraints).. It can be said that FL input layer membership functions dynamically focus to cover the area in which state trajectories are moving over time. However, the final MFs cover much broader area than needed for final state trajectories. It seems that MFs do not focus only exactly on the area in which the final state trajectories are lying, but cover the area that includes states trajectories during the whole simulation. This reveals the presence of the cognitive focusing of awareness both of long-term memory and short-term memory.
It is important to note that the sinusoidal reference is PE for the given plant (Van der Pol oscillator) in general and for the nonlinear function f(x) in particular. From the equation ( 26 ) it can be seen that Van der Pol oscillator is a system defined in ℜ 2 . Nonlinear function
is also clearly defined in ℜ 2 . Final MFs for this case, as stated before, clearly show the cognitive learning abilities of FL system. A different situation will occur with the step reference as it will be shown in the following subsection. Figure 10 . Membership functions at the end of simulation for sinusoidal input with A=2, f=0.25 Hz, a=0.1 assuming error vector e=0 Figure 11 . Membership functions at the end of simulation for sinusoidal input with A=2, f=0.25 Hz, a=0.1 assuming error vector e=0 -contour plot
Step Reference Input
Membership functions at the end of the simulation for the step reference input are shown in Figure 12 and Figure 13 . From Figure 13 one can note that membership functions at the end of simulation cover slightly smaller area than the initial membership functions in Figure 8 . From Figure 12 it can be seen that there are otherwise no significant changes in MFs shape. There are no significant changes in the shape of the final MFs when compared with initial MFs. Also, final MFs are not centered around the final state trajectories (which are here just the point x=[2 0] T ). That leads to the conclusion that no significant learning was present in this situation. It is important to note that step reference is not a PE signal for the system dealt with here. PE in simpler terms means that all the system modes should be excited for the proper parameter identification. That is not the case here and this fact is shown by the absence of any more significant changes in the final MFs when compared with the initial MFs. Results lead to the conclusion that for meaningful cognitive learning, PE of the desired signal imposed on the system is very important, if not crucial. These notions will be stressed in the case of erroneous initial MFs guess in Section 5.3. Figure 12 . Membership functions at the end of simulation for step input with A=2, a=0.1 assuming error vector e=0 Figure 13 . Membership functions at the end of simulation for step input with A=2, a=0.1 assuming error vector e=0 -contour plot
Sinusoidal Reference Input with DC Offset
The third analyzed case was for sinusoidal reference input with DC component. Final MFs are shown in Figure 14 and Figure 15 . From Figure 14 it can be seen that there are some changes in shape of MFs. From Figure 15 it can be seen that final MFs cover approximately the same area as initial MFs, although a little bit shifted toward the area covered by the final state trajectories. The shift toward the area covered by final state trajectories suggests that input layer MFs are indeed trying to focus on area that covers state trajectories final state trajectories, but also to cover the state trajectories during the whole simulation. The learning can be observed. The reference input x d is PE in this case. 
Effect of Shifted Initial Membership Functions on Final Membership Functions
In this subsection is provided a simulation study of the effect of shifted initial MFs on final values of MFs. The intention of the study was to determine how initial values of the FL parameters impact the final FL MFs. This reveals the effect of initial incorrect information on the final information learned by the FL system.
Initial weights for all simulations in Section 5.3, assuming that errors are 0, are shown in Figure  16 and Figure 17 . Initial states x 0 are marked with "x" in Figure 22 . It is important to note that the initial system states lay outside area covered by these initial FL MFs (i.e. value of MF's in that area is very small).
Final MFs are shown in Figure 18 - Figure 23 in 
Sinusoidal Reference Input
Membership functions at the end of simulation in Figure 18 for sinusoidal reference input have a different shape than the initial membership functions in Figure 16 . They cover broader area than original MFs. It can be also noted that the area covered by MFs at the end Figure 18 is shifted toward the area covered by the final MFs in the case when the initial centroids were not shifted. Also, the change in shape is not as much accented as in Section 5.2. However, the final MFs are significantly different than for the same input in the case when initial MF centroids were not shifted. Effect of initial values of MFs can be clearly seen. This result leads to a conclusion that while FL system will try to cover the space inside which state trajectories are comprised and in the same time to focus on the final state trajectories area, the final MFs will be affected by initial MF's. In another words, a different "state knowledge" will be reached depending on the initial MFs while trying to reach the same goal. Mathematically speaking, this illustrates the fact that in the case when no unique solution exists, the final state of FL logic system will depend very much on it's initial state, converging to a local minimum. The reference input x d is PE and the difference between final MFs and initial MFs is clear. This illustrates the fact that the FL system did indeed exhibit a learning ability.
Step Reference Input
Membership functions at the end of simulation for step reference input are shown in Figure 20 and Figure 21 . The shape of membership functions did not change much. From Figure 21 one can note that membership functions at the end of simulation are shifted towards the area covered by final MFs when initial centroids are not shifted. Again, FL system tries to focus on the area where state trajectories lay. Phase-plane shows that state trajectories are covered by final MFs. Also, final MF are shifted toward space in which final state trajectories lay. Again, final MFs are different than in case of original MFs which shows the same effect on different initial functions as for sinusoidal reference. However, the final MFs are not centered over the final state point, showing that FL system did not adapt itself sufficiently to estimate the nonlinearities in the controlled plant. During the simulation it was observed that the time needed for MFs to tune itself to the proper area in state space was rather long, much longer than in case of the sinusoidal reference signal. This points to an absence of short-term memory, because the system is not sufficiently stimulated and learning is slow.
Step input is not a persistently excited (PE) signal, but the FL controller is still able to control the system.
However, it is important to point out that while the system exhibits some form of learning ability, the final states are just barely covered by the final MFs. Every additional change in the signal will have a strong effect and a new long learning process will be needed. This illustrates the importance of PE of the reference signal in the learning process. PE affects very strongly the short-term memory. Lack of PE makes it impossible to learn how to respond to fast changes, while it does allow very slow adaptation to the point where the state trajectories are covered. It can be said that cognitive features of the FL system cannot be observed in this case. 
Sinusoidal Reference Input with DC Offset
The third analyzed case was for sinusoidal reference input with DC component. Final MFs are shown in Figure 22 and Figure 23 . From Figure 22 it can be seen that there no significant changes in shape of MFs. From Figure 23 it can be seen that final MFs are shifted toward the area covered by final MFs in the case when initial centroids were not shifted. In this case there was no significant difference in final MFs from Section 5.2. The FL system tries to focus on the area where final state trajectories lay and to cover the whole state space in the same time. This reference signal is PE and it seems that memory functions have been restored. Also, the learning process is much faster than in the case of purely step reference.
Also, from the plot in Figure 23 it can be seen that final MFs converge to approximately the same area as in Section 5.2. This shows the very important ability of the FL controller to compensate for eronous initial information as long as the control task is sufficiently stimulating. Again, the cognitive features of the FL logic controller are illustrated. 
Effect of Change of System Parameters on Final Membership Functions
The system parameter changes are examined for the same initial MFs as in Section 5.2. Here, we set parameter a = 1 and performed the simulation with the sinusoidal reference input. It can be seen from membership functions at the end of simulation that this case does not appreciably differ from the case of a=0.1. That is, the final MF's do not depend on system parameter variations. In fact, changes in the value of the system parameter "a" were compensated by different behaviour of the control representative values W. The short-term memory seems to change with different system parameter values. The long-term memory depends more on the desired reference signal.
Conclusion
A fuzzy logic control architecture is described in the paper. A detailed stability proof is given. The proposed FL control algorithm does not require any assumptions on the initial parameters of FL controller for the system to be stable. The performance of the FL controller is studied in detail using simulation studies. Effects of changes in initial FL parameters, plant nonlinearity, and different reference trajectories on the final FL MFs were investigated with the intention of drawing some conclusions on how the learned MFs adapt to changing environments.
Simulation results have shown the following interesting features. First, the FL controller adapts well to different reference trajectories as long as the excitation is persistently exciting. It was observed that input layer MFs are changing in such a way that the whole state space in which plant states are contained is covered by MFs, but also that MFs are trying to put more weight on approximating plant states at their steady trajectories after the transient is finished if the excitation is PE. The controlled system is stable even when excitation signal is not PE (which confirms the results of the stability proof), but in this case only the partial long-term memory effects can be recognized. This shows the significance of PE in the focusing of awareness and realizing the cognitive functions of the FL system. It can be said that if the excitation signal (reference or disturbance) is not rich enough, the learning and cognition are affected by the lack of stimulus (i.e. not all modes are excited), and the adaptation to the changing environment with the respect to the history is poor. The FL system does not acquire enough knowledge. Shortterm memory functions are also not active in cases when excitation is not PE. That may cause the problems in case FL is used in control of real systems because controller will not adapt fast enough and may cause diminished quality of controlled system response. Further work is aimed to find FL control systems with improved cognition abilities.
Appendix -Proof of Theorem
Using equations ( 2 ), ( 3 ) and ( 4 ) the dynamics of the performance measure signal ( 5 ) can be written as: 
where z is the input vector to the fuzzy system ) z ( ε 
Then, filtered error dynamics ( 29 ) can be rewritten as
Now, using ( 30 ) and ( 32 ), equation ( 33 ) can be written as
Now, Taylor expansion of Φ can be written as 
The explicit expression of Jacobians for Gaussian membership functions along the l-th rule and i-th input dimension is given by
Introduce ( 36 ) into ( 34 ):
( 42 ) With Taylor expansion ( 37 ) equation ( 42 ) can be written as 
Using ( 54 ) and completing squares in ( 53 ) results in 
According to a standard Lyapunov theorem extension, that proves that r, W , ã and b are UUB. Since W, a and b are bounded, Ŵ , â and b are also bounded. This fact concludes the stability proof.
