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1. Introduction
Why write another article on yet another method for 3D reconstruction from
digital image pairs? This article addresses a specific type of problem that may be
encountered in some applications for which standard techniques are not appropri-
ate or are difficult to use. The problem is that of reconstructing in 3D a relatively
dense set of specific points on a smooth surface from two calibrated views, but
in a situation where solving the correspondence problem is difficult due to a high
degree of self-similarity between the image features.
The motivation for this research came from a problem in medical imaging. In
the DIET (Digital Image-based Elasto-Tomography) project [1], it is necessary to
reconstruct in 3D the motion of a large set of points on a human breast surface
as it is being mechanically vibrated. The motion of specific points on the surface
is required, rather than a description of the surface motion as a whole, because
this point motion is required to solve an inverse problem for the 3D distribution
of internal elasticity of the breast tissue.
Because in this type of application, specific feature points are required that can
be tracked as the surface deforms, volume-based methods [2–4] based on visual
hulls that do not measure the location of trackable individual surface points are
not appropriate. Likewise, state of the art stereo methods such as graph cuts [5, 6]
and belief propagation [5, 7] that are based on Markov Random Fields are also
inappropriate, as they are concerned with creating a 3D reconstruction of a scene
by computing a pixel-by-pixel depth map, and once again do not compute the pre-
cise locations of trackable individual surface points. For the DIET problem small
artificial fiducials are randomly applied to the breast surface. For practical rea-
sons these features are essentially identical in appearance, and hence difficult to
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correspond using standard interest-point detectors [8–10]. Dense stereo methods
[11, 12] relying on accurate correspondence of a number of key features are there-
fore also not well-suited to this application. Dellaert et. al. [13] have developed an
algorithm for computing feature point correspondences without any a priori infor-
mation by computing the maximum likelihood estimate of the scene and cameras
using an EM algorithm. This method is potentially a promising alternative ap-
proach, however significant work would be required to modify the algorithm to
incorporate large numbers of occluded features and an arbitrary number of world
features.
The types of application envisioned for the algorithm presented herein are
those where a (relatively) dense set of self-similar points on a smooth surface
needs to be reconstructed in 3D from fully calibrated cameras. Another applica-
tion might be in surveying, for example, where landmarks such as trees or plants
are the feature points, and the goal is to reconstruct the topography on which they
lie from multiple aerial views.
2. Preliminaries
2.1. Camera model
The computer vision notation used follows that of Hartley and Zisserman [14],
a standard reference for multiple view geometry. In this paper, cameras are fully
calibrated, and a 3 × 4 camera projection matrix P is assumed to be of the form
P = K
[
R t
]
(1)
where R ∈ R3×3 is a rotation matrix, t ∈ R3 a 3-vector, and K ∈ R3×3 an upper tri-
angular matrix representing the internal parameters of the camera. The projection,
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in homogeneous coordinates, from world coordinates X = (X, Y, Z,W)T to image
coordinates u = (u, v,w)T is therefore described by the linear equation
λu = PX (2)
where λ is a nonzero scalar. The image coordinates u can be wlog be scaled so
that w = 1, in which case u, v are the pixel coordinates.
It is often more convenient to work in normalised homogeneous coordinates
x = K−1u (3)
which if scaled to the form (x, y, 1) represent coordinates on the plane Zc = 1 in the
camera’s 3D Euclidean frame of reference. For a typical camera, the relationship
between (x, y, 1) and (u, v, 1) is given by
u = αxx + uc
v = αyy + vc
(4)
where αx, αy are scale parameters, typically very similar in magnitude, and uc, vc
are the image centre.
2.2. Epipolar Constraint
Let I1, I2 be two image frames of reference corresponding to cameras with pro-
jection matrices P1, P2. The camera poses induce an epipolar geometry, whereby
a potential match v ∈ I2 for a point u ∈ I1 is constrained to lie on a particular
epipolar line in I2. The epipolar line has homogeneous coordinates l, such that
lTv = 0 for all points v on the line. The epipolar line l ∈ I2 corresponding to a
given point u ∈ I1 is given by l = Fu where F ∈ R3×3 is the fundamental matrix,
which can be computed directly from the two projection matrices P1 and P2 [14].
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In the absence of noise, points u ∈ I1 and v ∈ I2 therefore satisfy the epipolar
constraint if
uTFTv = 0. (5)
In reality, image point locations and the fundamental matrix itself are subject
to noise and so (5) is in general not satisfied for corresponding points. For a noisy
image point measurement uˆ, the corresponding point will not necessarily lie on
the line Fuˆ, but will fall within the envelope of a small range of epipolar lines.
If measurement errors are small and the epipole is located well outside the image
plane, as is the case in most stereo vision applications including the camera geom-
etry used in the DIET project, this range of lines will be approximately parallel.
The epipolar constraint in the presence of noise can hence be written
d⊥(v, Fu) < δ (6)
where d⊥(v, l) is the perpendicular Euclidean distance between the point v and the
line l in image space.
The threshold δ can easily be estimated by Monte Carlo simulation as follows.
Let u ∈ I1 and v ∈ I2 be corresponding (noise-free) points and assume that the im-
age measurement errors are zero-mean, isotropic, and Gaussian, with variance σ2m
in each coordinate. A small random error wu sampled from this noise distribution
is added to an image point u ∈ I1, and the resulting epipolar line l = F(u + wu) is
recorded. This process is repeated a number of times. The result will be a band of
near-parallel lines. Define σ2l to be the resulting variance in the distance of each
line from the central (mean) line. Assuming that this distribution is also Gaussian,
the distribution of d⊥ (v + wv, F(u + wu)) will have variance σ2l + σ2m, where wv,
the error in v, is drawn from the same noise distribution. Using three standard
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deviations as the threshold, the matching threshold is hence:
δ = 3
√
σ2m + σ
2
l . (7)
This threshold is not necessarily consistent for all points u over the entire image,
so a pragmatic approach is to compute δ for a range of image points uk, and to
choose the largest.
2.3. Triangulation
Triangulation is the process of constructing a 3D point from two image points.
See the text by Hartley and Zisserman [14, Chapter 12] for a good overview.
In the presence of noise, triangulation of two image points is approximately the
midpoint of the shortest line segment joining the two skew rays from the optical
centres through the normalised image points.
2.3.1. Error analysis
An important question is how much image measurement errors affect the ac-
curacy of the triangulation. First, assume that the calibration matrix equation is
of the form (4), with αx = αy = α and that image measurement errors have zero
mean and variance σ2m in each (pixel) coordinate. This translates to a variance of(
σm
α
)2
in each normalised (x, y) coordinate. Normalised coordinates will be used
for the remainder of this section.
Consider a world point X and its two projections x1 and x2 in two images.
The epipolar plane formed by the two optical centres, O1, O2, and X induces an
epipolar line in each image. Let e1 and e2 be unit vectors directed from each
optical centre to X, and let d1 and d2 be the Euclidean distances from each optical
centre to X. Finally, let φ be the magnitude of the angle O1XO2. These quantities
are depicted in Fig. 1.
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Let x1 be subject to measurement error, as above, and let x2 remain noise-free.
It is convenient to split this error into two orthogonal components, one aligned
with the epipolar line and one normal to it. Represent these components by two
Gaussian random variables Wt,Wn ∼ N
(
0,
(
σm
α
)2)
.
A small deviation of W in normalised coordinates corresponds to an angular
deviation δθ satisfying W cos2 θ ≤ δθ ≤ W cos θ, where θ is the acute angle be-
tween the image ray and the normal to the image plane. For a typical camera, the
values of θ are relatively small, so let δθ ≈ W. This value of δθ is a slight overesti-
mate, but considerably simplifies the computations that follow. The same analysis
can easily be repeated with more precise δθ values if required. In components,
δθt ≈ Wt
δθn ≈ Wn.
(8)
It is now possible to work out how much the deviations δθt, δθn contribute to error
in the triangulation.
Consider first the angular deviation along the epipolar line δθt. With reference
to Fig. 1a, it can be shown that the induced error Wt in the triangulation is given
by
Wt ≈
(
d1δθt
sinφ
)
u2, (9)
showing that the magnitude of the error is dependent on the angle between the
camera directions as well as the distance from the camera. Consider now the
angular deviation normal to the epipolar line δθn. With reference to Fig. 1b, it can
be show that the induced error Wn in the triangulation is given by
Wn ≈
(
d1δθn
2
)
u1 × u2. (10)
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(a) Measurement error component along
epipolar line
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δθn u1
(b) Measurement error component nor-
mal to epipolar line
Figure 1: Triangulation error induced by measurement error in one image by com-
ponents normal and tangential to epipolar line
as the triangulation is approximately the midpoint of the shortest line joining the
skew rays. Unlike Wt, this error is not dependent on the angle between the cam-
eras and is relatively smaller than Wt.
Now let both image points x1, x2 be subject to error. The error in the triangu-
lation is given by
W = W(1)t + W(1)n + W
(2)
t + W(2)n
=
d1δθ
(1)
t
sinφ
u2 +
d2δθ
(2)
t
sinφ
u1
+
(
d1δθ(1)n + d2δθ(2)n
2
)
u1 × u2
= U1e1 + U2e2 + U3e3
(11)
where e1, . . . , e3 are the three orthonormal coordinate directions
e1 =
u1 + u2
‖u1 + u2‖
e2 =
u1 − u2
‖u1 − u2‖
e3 = u1 × u2 (12)
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and where the components U1,U2,U3 are zero-mean Gaussian random variables
with variances σ2i given by
σ21 =
(
σm
α
)2 (
d21 + d22
) (1 + cos φ
2 sin2 φ
)
σ22 =
(
σm
α
)2 (
d21 + d22
) (1 − cos φ
2 sin2 φ
)
σ23 =
(
σm
α
)2 (d21 + d22
4
)
.
(13)
The error is greatest in the direction u1 +u2, for acute φ, and least in the direc-
tion orthogonal to u1 and u2, and the variance in direction u1 + u2 has a minimum
when φ = pi2 . The error increases approximately linearly with the distance from
the feature point to the cameras.
It will be useful later to know the magnitude of triangulation error in a par-
ticular direction. The component of triangulation error in the direction of a unit
vector n is a zero-mean Gaussian with variance
σ2n =
∥∥∥∥∥∥∥∥∥∥∥∥∥

σ1 0 0
0 σ2 0
0 0 σ3


eT1
eT2
eT3

n
∥∥∥∥∥∥∥∥∥∥∥∥∥
2
= ‖Bn‖2 (14)
3. Method
3.1. Problem Definition
Let S ⊂ R3 be the surface in Euclidean space to be reconstructed and let
X = {X1,X2, . . . ,XN} be the set of feature points on S. The feature points are
points on the surface that can be reliably extracted and localised in images, but
are indistinguishable in appearance from one another. Make the following two
assumptions about S:
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Assumption 1 (Smoothness). The surface S has continuous directional deriva-
tives, and the maximum principal curvature over the entirety of S is bounded by
some known constant κ
Assumption 2 (Feature distribution). The feature points are distributed over the
entire surface at some approximately known mean density ρ. Moreover they are
distributed in such a way that there is little aggregation, or patchiness.
Let two cameras be defined by their projection matrices P1, P2, assumed to
be of the form (1). Each camera images only a subset of X, so let I1,I2 be the
indices of the points imaged by each camera, yielding two sets of image points
A1 = {P1Xi + noise | i ∈ I1}
A2 = {P2Xi + noise | i ∈ I2}
(15)
The noise is considered to be Gaussian with variance σm in each coordinate, as
discussed in §2.3.
The mathematical problem is to estimate as many points ofX as possible, from
image coordinates A1 and A2, the two projection matrices P1 and P2, and using
assumptions 1 and 2, with no knowledge of the index sets I1 and I2.
3.2. Algorithm Overview
The problem being attempted in feature-point based 3D reconstruction is es-
sentially the correspondence problem. Once point correspondences have been
identified, 3D triangulation is a simple computation (see §2.3). However, finding
feature correspondences for the problem under consideration is not straightfor-
ward. Only the epipolar constraint (§2.2) can be used to directly limit the number
of feature correspondences as features are otherwise indistinguishable.
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When identifying potentially corresponding points to an image point u ∈ A1,
the epipolar constraint finds points that lie in a narrow band about the epipolar line
computed from the point. The narrower the band, the fewer points will be in it, so
one way to narrow down the list of potential feature correspondences is to invest
more effort in minimising model and measurement error. This is, at its limit, an
impractical approach as it is subject to the limitations of the imaging equipment.
In order to progress with the problem, more information is thus required. This
information comes in the form of the two assumptions, Assumptions 1 and 2,
about the geometry of the surface in R3. A direct way to incorporate this informa-
tion is to work in R3, rather than working directly with the two image projections.
The essential idea behind the proposed method is to construct a 3D point for
each potential feature correspondence generated by the epipolar constraint. The
result is a large cloud of points that contains the surface points and a large num-
ber of outliers. This cloud is referred to as the epipolar cloud. The problem then
becomes that of extracting the surface points from this cloud of points. The advan-
tage of this approach is that the two geometric assumptions can be incorporated
directly in the search for surface points, freeing the problem from the projective
distortion imposed by the imaging process.
The assumptions mean that surface points in a ball of suitably small radius r
centred on a surface point X, will fall approximately on a plane, while the outliers
in the ball from the cloud will be randomly scattered. Therefore, a plane fitting
procedure that is robust to outliers can be used to fit a plane through X to the ball
and the inliers to the plane fit are likely also to be surface points. If X is not a
surface point, the plane that is fit will be randomly oriented.
A suitable choice of the radius r of the balls needs to be determined. The
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information about feature density can be used for this purpose. The radius r needs
to be sufficiently high that the r-ball around each surface point contains enough
other surface points to reliably fit the tangent plane. The mean number, nB, of
surface point neighbours within distance r of X needs to be high enough so that
there is a very small chance of there being too few surface points in any r-ball, but
exactly how high this needs to be depends on the spatial distribution of the points
on the surface. A sensible choice is nB = 12, see §4.4.1. If the mean point density
is known to be ρ pts per unit area, the radius r is then given by
r =
√
nB
ρpi
. (16)
What is still required is a means of linking points together. Planes fit through
to neighbouring surface points should vary in normal direction by only a small
amount, depending on the curvature κ. Therefore points are linked together if
they are inliers to each others’ plane fit and have normals which are sufficiently
closely aligned. The surface points will then be a connected component in the
resulting connectivity graph.
3.3. Epipolar cloud construction
The first stage of the algorithm is to construct the epipolar cloud. All pairs of
points x ∈ A1, y ∈ A2 satisfying the noisy epipolar constraint (6) with threshold
δ, are identified, and for each correspondence, a 3D point is constructed by tri-
angulation, together with its associated error matrix B, as discussed in §2.3. The
matching threshold δ, is assumed to have been estimated in advance, as discussed
in §2.2. The point cloud formation process is illustrated in Fig. 2. The shape and
density of the resulting cloud depend on the camera locations, and on the epipolar
matching threshold δ.
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x1
x2
X1
X2
U
V
O1 O2
y1
y2
l2
l1
Π
Figure 2: Epipolar constraint and point cloud formation. Any choice of two
points on l1 and l2 will satisfy the epipolar constraint (6). In this image, the two
world points X1,X2 generate two image points in each image. Each pair of points
(x1, y1), (x1, y2), (x2, y1), (x2, y2) satisfy the epipolar constraint, and the resulting
constructed points in space are the true surface points X1,X2, together with two
additional points U,V resulting from incorrect correspondences.
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3.4. Plane fitting
Once the epipolar cloud has been constructed, the next stage of the algorithm
is to attempt to fit tangent planes to each surface point in the cloud.
3.4.1. Finding inliers to a tangent plane estimate
Let C = {Y1, . . . ,YN} denote the set of points in the epipolar cloud, and
B1, . . . , BN the associated error matrices. Define Br(X) = {Y ∈ R3 | ‖Y − X‖ < r}
to be the r-ball centred on X.
Consider a surface point Xi ∈ X, and let T , with normal n be the tangent plane
to S at Xi. Given that the maximum principal curvature of the surface is κ, the
perpendicular deviation of another nearby surface point X j from T is bounded by
dκ <
∥∥∥X j − Xi∥∥∥2 κ
2
(17)
Now, let Yk ∈ C be the corresponding point in the epipolar cloud to Xi. The
other surface point estimates (not outliers) will deviate from T according to the
curvature bound above, and triangulation error. Assuming that the corresponding
error matrix Bk is constant throughout the ball, the normal deviations from T due
to triangulation error will be normally distributed with variance ‖Bkn‖2. Xi is,
however, unknown, so any estimate of T that is computed will not pass directly
through it. As will be seen in §3.4.2, the tangent plane estimates ˆTk with normals
nˆk used in this algorithm are constrained to pass through Yk and so the normal
deviations from ˆTk due to noise will include the error in Yk and will hence be
normally distributed with variance
σ2noise = 2 ‖Bknˆk‖2 (18)
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Using 3σnoise as the noise threshold, for an estimate ˆTk of the tangent plane to
S, passing through a point Yk ∈ C, a point Y j is therefore potentially a surface
point, or inlier if its perpendicular distance d⊥(Y j, ˆTk) from ˆTk is
d⊥(Y j, ˆTk) <
∥∥∥Yk − Y j∥∥∥2 κ
2
+ 3
√
2 ‖Bknˆk‖ (19)
3.4.2. Tangent plane estimation
Consider a point Yk ∈ C, and assume it corresponds to a true surface point,
rather than being an outlier. Let B be the set of points of C within Br(Yk). A
method is required for estimating the tangent plane ˆTk to S at Yk from the points
of B where there are potentially many outliers. The tangent plane estimate is
constrained to pass through Yk.
The, perhaps, most obvious approach to consider is to fit the plane using l1
minimisation. l1 minimisation is reasonably robust to the presence of outliers,
however it has an undesirable property when constrained to pass through a partic-
ular point. The optimal l1 fit will pass exactly through Yk, and two other points
of C. These two points, even if they are surface points, will produce a skewed
estimate of the tangent plane. To see why, imagine estimating the tangent line to
the unit circle at (1, 0) by intersecting the point (1, 0) with another point anywhere
on the circle. The tangent line estimate will always be skewed in one particular
direction. The same situation applies here if fitting a tangent plane using only
two additional points. Ideally, the plane should be fit to three or more additional
surface points by least squares, but still constrained to pass through Yk.
The stochastic method RANSAC (RANdom Sample And Concensus) [15] is
instead used. Sets of m points from B are randomly sampled, and a plane fit by
least squares, constrained to pass through Yk, to these m points. The number of
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inliers satisfying (19) are counted, and after a suitably large number of samples,
the plane estimate with the greatest number of inliers is refined by fitting by least
squares the entire inlier set. The number of samples to take to ensure having
sampled m inliers with probability p can be estimated dynamically:
Niterations =
⌈
log (1 − p)
log (1 − wm)
⌉
(20)
where w is the estimated proportion of inliers, equal at any point in the algorithm
to the greatest number of inliers found to that point, divided by the number of
points in B. Typically, p = 0.99 is used.
The best fit plane is found, if possible, using this method for every point in
the cloud. The inliers to the final plane fit, together with the normal to the plane
are stored for later use. Experimentation shows that there is little or no gain in
choosing a value of m > 3.
3.5. Surface Extraction
Assuming that the tangent plane fitting procedure has worked correctly, neigh-
bouring surface points should have tangent plane normals that are very similar in
orientation. Assuming maximum principal curvature κ, the normals n1, n2 of the
planes fit to two points separated by Euclidean distance d, will have an angular
separation γ satisfying
cos γ = |n1 · n2| ≥
(
1 − d
2κ2
2
)
. (21)
Each point in the cloud is treated as the node of a graph G. Points Yi,Y j are
then connected by an (undirected) edge if and only if
1. Y j is an inlier to the tangent plane estimate for Yi
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2. Yi is an inlier to the tangent plane estimate for Y j
3. Yi and Y j have normals ni, n j satisfying (21)
Neighbouring surface points should then always be connected, and the surface
points should therefore be one large connected component of G. The planes fit-
ted to the outlying points will be oriented essentially randomly, and there should
hence be no other large connected components. The connected components of G
can be found using a standard depth-first search.
The estimate of the surface point set X is therefore taken to be the largest con-
nected component of the graph G. More generally, a surface may be piecewise
smooth. In this case, instead of simply choosing the largest connected compo-
nent, all sufficiently large connected components are considered to comprise the
surface.
3.6. Duplicate Removal
It is possible during the surface extraction phase that two or more of the ex-
tracted 3D points correspond to the same image point from one of the images,
i.e. that the correspondences identified are not one to one. Depending on the ap-
plication it may or may not be necessary to remove these. A heuristic approach
that works fairly well is the following procedure that chooses the point that is best
approximated by its neighbours.
1. For each point u in A1 that has multiple correspondences:
• For each 3D point Y constructed from correspondences with u, find
all neighbours within distance r of Y that are not constructed from u
and fit a plane to these neighbours by least squares
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• The point Y that is closest to the corresponding plane is chosen to be
the correct correspondence
2. Repeat the procedure for the second image
4. Numerical Experiments
4.1. Test surface
A number of experiments were performed using simulated data. For a test
surface, the function
z = α cos 3pix sin 3piy, x, y ∈ [−0.5, 0.5] (22)
was used. Points were randomly generated on the surface by choosing x and y
from U(−0.5, 0.5) and generating the corresponding z values. This gives a slight
irregularity to the surface, but this effect is not large. This function has maximum
principal curvature given by
κmax = 9pi2α (23)
4.2. Implentation Details
All code in this section was written purely in MATLAB and experiments were
run on a single 1.2GHz core of an Intel Core Duo laptop with 2GB RAM. The
experiments were run using a MATLAB R2010b installation in a 32 bit Linux en-
vironment. The experiments involving parameter sweeps were run inside a parfor
loop provided by the Parallel Processing Toolbox, and hence the code was not util-
ising the built-in multithreading provided by a standard MATLAB environment.
Speed was not the objective, so the code has not been particularly optimised. See
§5 for discussion on how the code could be optimised for performance. Note for
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each of the experiments, except the laboratory case study, the duplicate removal
procedure was not carried out, so as to give a fairer indication of the performance
of the surface extraction process.
4.3. Example
This example will illustrate the performance of the algorithm under typical
conditions. 2000 points were randomly scattered, as discussed previously, on the
test surface (22) with α = 1/pi2. The resulting surface has maximum principal
curvature 9, and surface area 1.20, and is depicted in Fig. 3a. Two cameras were
placed, directed towards the centre of the surface, at a distance of 5 units from
the surface, and with angular separation 30◦. The overall geometry is depicted in
Fig. 3b. Each camera was assigned the following calibration matrix
K =

8000 0 800
0 8000 800
0 0 1

such that the image points fell in an approximately 1600×1600 pixel region. Ran-
dom Gaussian noise with standard deviation σm = 0.2 pixels was applied to each
coordinate. This level of error is consistent with what can easily be achieved by us-
ing blob centroids as feature location measurements. The epipolar threshold was
computed by Monte-Carlo simulation to be δ = 0.87 pixels. The noisy epipolar
constraint (6) then generated 6328 potential correspondences, each of which was
triangulated to produced the epipolar cloud depicted in Fig. 3c. Tangent planes
were then fitted to the points, as described in §3.4, using the parameters κ = 9,
nB = 12 and ρ = 1663. Planes and normals were successfully fit to 3010 of the
6632 points. The connectivity graph G was then constructed.
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The largest connected component, by number of nodes, of G comprised 2061
points, of which 1988 were triangulations from correct correspondences, and 73
were from false correspondences. Of the false matches, the maximum distance of
the triangulated point from the true surface was 0.0227 and the mean was 0.0063.
To put this into context, the height of each “hump” of the surface is approxi-
mately 0.1. Therefore almost all of the false points are indistinguishable from the
true surface points. Note that the algorithm does not necessarily find all of the
true surface points, the randomness of the point distribution can mean that certain
regions don’t have sufficient points to correctly estimate the tangent plane.
The reconstructed surface was meshed using a Delaunay triangulation of its x
and y coordinates to aid visualisation, and the result is depicted in Fig. 3d
4.4. Sensitivity to Parameters
The essential parameters that govern the performance of the surface extraction
part of the algorithm are the ball radius r and the maximum curvature estimate κ.
The radius r is computed from a user estimate of the user estimate of surface point
density, ρ, using (16), for some value of nB. The algorithm needs to be robust to
significant errors in ρ.
4.4.1. Algorithm performance under errors in ρ and choosing nB
One issue that needs to be addressed is how best to work out r from an estimate
ρ of surface point density, or equivalently to ascertain the best value of nB from
(16) such that the algorithm is relatively robust to errors in the estimate of ρ. An
experiment was conducted using the same parameters as §4.3, but using values of
nB between 0 and 30. For each value of nB, the algorithm was run with the true
density ρ = 1663, and also for ρ ± 30%. Each experiment was conducted on the
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(a) Test surface, with features
shown, κmax = 9
(b) Experiment geometry
(c) Epipolar cloud (d) Reconstructed surface,
extracted from cloud
Figure 3: Surface reconstruction process from synthetic model
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same epipolar cloud constructed from a surface with 2000 points. The following
measures were used to evaluate algorithm performance:
psurf =
# of true correspondences
# of true surface points
∈ [0, 1]
pfalse =
# of false correspondences
# of reconstructed surface points ∈ [0, 1]
e¯ = Mean dist of false points from S
(24)
The quantity psurf is a measure of the proportion of the surface reconstructed, the
quantity pfalse is a measure of what amount of the reconstruction is from false
correspondences, and the quantity e¯ is a measure of the reconstruction error from
false correspondences. These quantities were computed for the reconstructions
from each individual experiment.
The three resulting curves are plotted in Fig. 4. These plots indicate the perfor-
mance of the algorithm under errors in ρ for any given value of nB by reading the
graph vertically. Both the proportion of points from false correspondences, pfalse,
and the mean error increase with increasing nB. The proportion of the surface
reconstructed, psurf drops quickly to near zero when nB gets too small. Therefore,
the choice of nB is a tradeoff between surface reconstruction and error. From the
graphs, a choice of nB between 12 and 15 gives reasonable performance for this
example under variation in ρ, and has proven suitable in other numerical experi-
ments.
4.4.2. Algorithm performance under errors in κ
The other parameter that is user-estimated is the maximum principal curva-
ture κ of the surface. This is difficult to reliably estimate, so it is important that
the algorithm is not particularly sensitive to errors in this quantity. To test the
effects of variability in κ an experiment was performed with the same parameters
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Figure 4: Performance measures for a range of r values. The three curves on each
panel are for nB computed from (16) using ρ ± 30% (dashed) and ρ (solid) where
ρ = 1663 is the true mean density for the surface used
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Figure 5: Performance measures for a range of κ values where the true κ = 9
as in §4.3, except that κ varied between ±50% of its true value of 9. The same
error measures (24) were recorded for each parameter combination. The results
are depicted in Fig. 5. Note that κ has very little effect on the performance of the
algorithm for this example, until it drops below a critical value at around 6. In this
case, the algorithm cannot join surface patches along a high-curvature ridge, and
it splits into multiple smooth components. The mean false point reconstruction er-
ror, e¯ increases slightly with increasing κ, as an increase in κ increases the distance
threshold for plane fitting, as in (19), and hence slightly more distant outliers are
included as inliers to the tangent plane fit. The algorithm therefore performs satis-
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factorily over almost the entire range of κ±50%. Note that if κ is much lower than
the curvature present on the surface, the algorithm will still reconstruct locally flat
patches. For example, Fig. 5c depicts all the connected components of size 10 or
greater constructed if κ is set to 2 for this example. Note that a reasonable portion
of the surface is constructed, despite the low curvature threshold. This property of
the algorithm is beneficial if the surface under consideration is piecewise smooth.
4.4.3. Algorithm performance under different camera angles
The shape, size, and density of the epipolar cloud is highly dependent on the
poses of the two cameras. Cameras that have small angular separation and small
baseline will tend to create a long, relatively sparse cloud, while two cameras
with large baseline will create a short, more dense cloud. However, small baseline
reduces the reconstruction accuracy (§2.3, so choosing the best camera positions
is a tradeoff between algorithm performance and accuracy. The same experiment
was repeated five times: the two cameras were placed on a circle of radius five,
centred on the origin (the centre of the surface), with the angular separation of
the camera varying between θ = 15◦ and 120◦. Fig 6 shows the geometry of the
epipolar cloud for each value of θ. The larger the separation of the cameras the
smaller and more dense the epipolar cloud. The algorithm performance for each
case is detailed in Table 1. It can clearly be seen that performance drops off as
the cloud becomes more dense; the proportion of the surface reconstructed drops
slightly, the proportion of reconstruction from false matches increases, and the
mean error from false points increases. These results suggest that in designing an
experiment it is best to have the cameras relatively near to one another.
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(a) θ = 15◦ (b) θ = 30◦ (c) θ = 60◦
(d) θ = 90◦ (e) θ = 120◦
Figure 6: Epipolar cloud geometry for varying degrees of camera separation
θ psurf pfalse e¯
15◦ 1.00 0.016 0.0050
30◦ 0.99 0.027 0.0044
60◦ 0.99 0.048 0.0046
90◦ 0.97 0.159 0.0214
120◦ 0.95 0.498 0.0179
Table 1: Error performance under varying camera angular separation θ
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Figure 7: Performance measures for a range of image noise values 0 ≤ σm ≤ 1
4.4.4. Algorithm performance under differing image noise levels
The parameter that has the most effect on algorithm performance is the noise
in the image point measurements. The number of correspondences generated by
the epipolar constraint is linear in σm, so doubling σm approximately doubles
the density of the epipolar cloud, significantly impeding algorithm performance.
Experiments were performed, using the same parameters as in §4.3, but varying
the amount of image noise in the images using values 0 ≤ σm ≤ 1 pixel. The
results are shown in Fig. 7. For σm = 0, the epipolar cloud size is 2000, as would
be expected, the cloud is simply the 2,000 true points. For σm = 1, however,
the epipolar cloud has 24,000 points, whereby each point has on average 11 false
correspondences. Fig. 7c shows the execution times for the range of σm values.
The error measures for the range of σm values are shown in Fig. 7, where it can
be seen that the various error measures increase smoothly with increasing σm.
4.5. Further examples
Two further examples are briefly presented here, to demonstrate the algo-
rithm’s performance in two different types of situation. The first example, de-
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picted in Fig. 8a is the reconstruction of a portion of a sphere from two views.
This example highlights how the algorithm performs when a reasonable propor-
tion of the surface points are not present in both views. This surface is also of
similar geometry to the breast-screening application. To allow for noise in the
fitted normal directions, the maximum curvature parameter κ was set to be 25%
higher than the true curvature of the sphere. The sphere had a radius of 0.5, and
comprised 3142 randomly distributed points, giving a density of ρ = 1000 points
per unit area. The remaining parameters were the same as in §4.3. 1244 points
were reconstructed, of which 1165 were true surface points, giving the parameters
psurf = 0.37 (most of the points are occluded), and pfalse = 0.064. The mean error
e¯, measured as distance from the true sphere, was 2.3 × 10−3 and the largest error
of a reconstructed point was 7.0 × 10−3.
The second example, depicted in Fig. 8b is the reconstruction of three faces
of a cube from two views. Instead of taking the largest connected component,
instead the union of all components with 20 or more points is taken to be the
reconstructed surface. The diagram shows the resulting reconstruction, and the
three components that were found by the algorithm. Each face of the cube was
1 unit long, and there were 1000 true points per face. The maximum curvature
parameter was set to be κ = 1, to allow for a small amount of noise in the normal
orientation, and all other parameters were the same as for the example in §4.3.
The algorithm reconstructed 2968 points, of which 2953 were true surface points
giving psurf = 0.98, pfalse = 0.0051. The errors were e¯ = 1.3×10−3 with maximum
error 2.9×10−3. Note, however, that the algorithm was not originally developed to
be used in this way, and a subject of future work is to extend the algorithm to the
reconstruction of piecewise smooth surfaces, paying close attention to correctly
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(a) Sphere reconstruction (b) Cube reconstruction
Figure 8: Additional numerical experiments
fitting points near surface boundaries.
4.6. Case Study: DIET breast-screening system
In the DIET breast cancer screening system, the algorithm is used to recon-
struct the surface of a breast in 3D from pairs of calibrated views. The feature
points are defined to be the centroids of small artificially applied fiducial markers,
designed to be easy to segment from the background by a simple thresholding
procedure [16]. The project requires a relatively high density of feature points
to be reconstructed, as it uses the motion of individual points as the input to an
inverse problem that reconstructs the internal stiffness of the breast tissue [1]. The
required density is not yet well known, but the algorithm needs to be able to re-
construct hundreds to thousands of points.
The method is tested in the laboratory on silicon gel breast phantoms, de-
signed to have similar mechanical properties to human breasts. Small markers are
randomly applied to the surface, these are shown in an image of the phantom in
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Fig. 9a. Note that the points are coloured but that the colour information is not
used at all in the results presented here. Five cameras are positioned around the
phantom in such a way that any point on the phantom surface is viewed by two
overlapping cameras. The camera geometry is depicted in Fig. 9b. Each camera
is fitted with a custom strobing flash that allows images to be taken at any phase
angle of the periodic motion. The cameras are fully calibrated, including relative
position, with a custom calibration object [16].
The imaging procedure takes images of the phantom over one period of mo-
tion, at 20 equally spaced time instants. The strobe lighting ensures that the im-
ages are perfectly synchronised. The features are extracted by thresholding and
then computing the centroid, which is estimated to have zero-mean Gaussian error
of standard deviation σm ≈ 0.2 pixels in each coordinate direction [16]. Tracking
of the features is trivial, the motion between frames is sufficiently small relative to
the point spacing that nearest neighbour matching is sufficient. Therefore all that
is required for the 3D motion reconstruction is to use the algorithm in this paper to
compute a 3D reconstruction, and hence identify feature correspondences, from a
single time instant.
The feature density was estimated to be 10 pts/cm2, or ρ = 10 × 104 pts/m2.
A lower bound on radius of curvature was estimated to be 3cm, and hence κ =
1/0.03 ≈ 33. The algorithm was used with image pairs from each pair of adjacent
cameras to reconstruct a portion of the surface, and the final reconstruction is
simply the union of the five individual reconstructions. The five images used are
shown in Fig. 9c, together with the points that were used for each of the five
pairwise reconstructions.
Measuring the 3D departure from some ground truth is not a useful test of the
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performance of the algorithm, as those errors are determined primarily by the ac-
curacy of the imaging system itself, such as the camera calibration and the feature
point localisation procedure. A better measure of the algorithm performance is
to identify the proportion of correct correspondences generated by the algorithm.
Each of the correspondences computed by the algorithm was manually checked
by visually comparing 100 × 100 pixel windows around each point from the po-
tential correspondence. The results are summarised in Table 2. One of the camera
pairs, 3 ↔ 4 performed poorly, with only a small number of correspondences
being identified. This was due to one of the cameras being slightly out of cali-
bration, which caused matching points in some regions not to satisfy the epipolar
constraint. Despite this, the proportion of correct correspondences remained high
at around 98%. Typically if the algorithm fails, it is by not reconstructing a portion
of the surface, rather than generating false correspondences. Of all of the incor-
rect correspondences, only a small number are clearly visible by eye in the 3D
reconstruction. This is because misidentified points still sit very near the surface.
For the purposes of visualisation, the surface point cloud was triangulated
by projecting it onto a sphere and computing the Delaunay triangulation of the
azimuth and altitude coordinates. The resulting triangulated surface is depicted in
Fig. 9d.
Results from other imaging experiments, including on human subjects, yield
similar performance. See [17] for more details of the use of the algorithm in this
breast cancer screening system.
4.6.1. Comparison with SIFT matching
As an illustrative comparison, image features were identifed, and attempted
to be matched using the Scale-Invariant Feature Transform (SIFT) [8]. The im-
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(a) Silicon phantom. Image
taken from one of the cam-
eras during a motion cap-
ture experiment.
(b) Camera geometry. The five cameras are posi-
tioned so that each point on the surface is viewed
by two adjacent cameras.
(c) Points used in reconstruction. These are the images from the cameras, denoted 1 - 5 in order
from the left. The points used from each pair to compute the 3D points are identified by colour.
Note there is a gap in the coverage between cameras three and four. This is caused by a slight error
in the calibration of one of the cameras causing matching points in the lower portion not to satisfy
the epipolar constraint
(d) Reconstructed surface. The reconstructed
points are triangulated for the purposes of visu-
alisation
Figure 9: DIET Breast Cancer screening case study
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Camera
pair
No. of
correct
matches
No. of
false
matches
Proportion
of correct
matches
1 ↔ 2 223 4 0.982
2 ↔ 3 252 1 0.996
3 ↔ 4 64 1 0.985
4 ↔ 5 166 4 0.977
5 ↔ 1 268 9 0.968
Table 2: Accuracy of estimated correspondences for each reconstruction pair in
the laboratory case study
.
plementation in the vlFEAT open source library [18] was used to conduct a nu-
merical experiment on one grayscale image pair. Of the top 223 correspondences
computed, 120 were discarded manually because they included features not on the
silicon phantom itself. Of the remaining 103 features detected, 12 were matched
correctly, and the remaining features were entirely incorrect. Almost all of the
detected SIFT keypoints used in the computed correspondences were located near
the centre of one of the fiducial markers, but were matched with a marker in an
entirely different location. The SIFT descriptors do not provide a good discrimina-
tor for features of the type used in this project, and hence perform very poorly for
the correspondence problem. The successful matches were for cases where two
or three markers were in very close proximity, or overlapping, creating a more
distinctive shape on the surface.
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5. Discussion
The results in the case study were produced with a MATLAB implementation
of the algorithm, executed on a 2.53GHz dual-core laptop with 4GB RAM. The
MATLAB version was R2011a in a 64-bit Linux environment. With this imple-
mentation, the full surface reconstruction procedure for the DIET system takes
around 11 seconds, not including the extraction of the point features by thresh-
old segmentation. There are numerous optimisations, not implemented here, that
could be made to improve the efficiency of the code if required. 3D Nearest neigh-
bour and range searches are frequently required. The efficiency of these can be
increased significantly by storing the points in a binary space-partitioning data
structure such as a kd-tree and using the O(log N) search algorithms that exist for
these structures.
The two computational bottlenecks of the current implementation of the al-
gorithm are the construction of the epipolar cloud, and the tangent plane fitting
procedure. Both procedures exhibit embarrassing parallelism, and can easily be
run in parallel on a multi-processor machine. It may also be possible to implement
parts of both procedures on a GPU, however this is yet to be investigated.
Performance can also be improved by not attempting to construct tangent
planes for every single point in the cloud. A number of start points can be chosen
at random, and a search for connected components propagated from the neigh-
bours of these points. With sufficiently many start points, the true surface compo-
nent will be located with very high probability without having to estimate normals
for every point in the epipolar cloud.
The algorithm, as presented, is only useful for smooth surfaces with a some
prior knowledge about the surface geometry. It is conceivable that the algorithm
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could be adapted to reconstruct a less restrictive class of surfaces. As discussed in
Section 4.5, it requires little work to extend the algorithm to reconstruct piecewise
smooth surfaces. An desirable extension to the algorithm would be to estimate the
density ρ and curvature κ parameters adaptively based on local geometry, remov-
ing the need to specify these as prior information and allowing the reconstruction
of surfaces whose geometry and density vary in different neighbourhoods.
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