Abstract. In this paper, we characterize the closures of convex hulls of unitary orbits of self-adjoint operators in unital, separable, simple C * -algebras with non-trivial tracial simplex, real rank zero, stable rank one, and strict comparison of projections with respect to tracial states. In addition, an upper bound for the number of unitary conjugates in a convex combination needed to approximate a self-adjoint are obtained.
Introduction
Approximate unitary equivalence of objects is an essential notion to the theory of operator algebras. For example, approximately unitary equivalence of homomorphisms produces K-theoretic data and the notion of when two self-adjoint operators are approximately unitarily equivalent inside a unital C * -algebra has been important concept for decades.
A problem that has received less attention is to characterize the closure of the convex hull of the unitary orbit of an operator inside a unital C * -algebra. From the operator-theoretic standpoint, unitary conjugates of a self-adjoint operator a inside a unital C * -algebra are, for all intents and purposes, the same operator as a whereas elements in the convex hull may be viewed as 'averages' of different copies of a. Thus characterizing the closure of the unitary orbit of a self-adjoint operator (an equivalent method for determining approximate unitary equivalence) need not characterize its convex hull as it is not clear that spectral data is well-behaved with respect to this averaging process.
One reason for pondering this problem is that given a self-adjoint operator a in a C * -algebra A we often take limits of elements of A of the form 1 n n k=1 u * k au k where u k ∈ A are unitary operators. Consequently, the closure of the convex hull of the unitary orbit of a characterizes which operators may be obtained. In addition, there are many other problems in operator algebras where closed convex hulls of unitary orbits plays a vital role including the classical theorem of Schur and Horn (see [18, 38] ) which characterizes the possible diagonal n-tuples of a self-adjoint matrix based on its eigenvalues, the extension of the Schur-Horn Theorem to other C * -algebras (see [2, 4, 8, 9, 23, 24, 31, 37 ] to name but a few), and to generalized numerical ranges of operators (see [10, 13, 36 ] to name but a few).
All of the above applications have mainly been pursued in the von Neumann algebra setting. Using a notion of majorization first defined for L 1 -functions by Hardy, Littlewood, and Pólya (see [14, 15] ) and extended to self-adjoint operators in von Neumann algebras with faithful tracial states by Kamei in [20] (also see [3, 4, 11, 12, 16, 21, 22, 35] ), it is possible to characterize the convex hull of the unitary orbit of self-adjoint operators in tracial von Neumann algebras (see [17] ). Recently, the second author extended these results to certain unital C * -algebras with real rank zero (see [39] ) whereas the first author provided a characterization for certain C * -algebra with no non-trivial projections (see [33] ). The goal of this paper is to characterize closed convex hulls of unitary orbits of self-adjoint operators in unital, separable, simple C * -algebras with non-trivial tracial simplex, real rank zero, strict comparison of projections, and cancellation of projections. In addition to this introduction, this paper contains five additional sections structured as follows.
In Section 2 many preliminaries on eigenvalue functions will be analyzed for arbitrary unital C * -algebras. In particular, the notion and properties of eigenvalue functions may be directly imported from von Neumann algebra theory. This leads to the notion of majorization of self-adjoint operators in C * -algebra. The goal of this paper is to connect the notion of majorization for self-adjoint operators to the closed convex hull of unitary orbits.
In Section 3 a technical result on comparing eigenvalue functions in tracially approximately finite dimensional C * -algebras (TAF C * -algebras) will be developed. The reason for analyzing TAF C * -algebras is that every C * -algebra we wish to study contains a TAF C * -algebra with identical K-theoretical data. As such, the single operator theory problem under consideration in this paper may then be solved by placing the operators inside a TAF C * -algebra. TAF C * -algebras are particularly suited for this problem as, up to a portion of the algebra of arbitrarily small trace, TAF C * -algebras look like finite dimensional C * -algebras where a solution to our problem exists. Consequently, Section 3 shows that if one self-adjoint operator almost majorizes another, then the same holds for the finite dimensional approximates.
In Section 4 many additional approximation results relating to convex hulls of unitary orbits will be developed using matricial results. In particular, we demonstrate that if a self-adjoint matrix B almost majorizes a self-adjoint matrix A, then A is almost in the convex hull of the unitary orbit of B. Subsequently, we also develop a method for handling the portion of the TAF C * -algebra with arbitrarily small trace.
Finally, Section 5 combines the results of the previous sections along with some simple approximations to prove the main result of this paper, Theorem 5.3. Consequently, for the C * -algebras under consideration in this paper, Theorem 5.3 classifies when one self-adjoint operator is in the closed convex hull of the unitary orbit of another self-adjoint operator using the notion of majorization from Section 2. Furthermore, analyzing the proof of Theorem 5.3 yields a method for constructing the convex combination of unitary conjugates in such C * -algebras provided one knows how to construct convex combination of unitary conjugates in matrix algebras (and such a method exists by [1, 5] and Lemma 6.7).
It is interesting to note the existence of an AF C * -algebra A with strict comparison of projections with respect to a unique faithful tracial state τ such that there exist projections p, q ∈ A where τ (p) = τ (q) and yet p and q are not approximately unitarily equivalent (see [6] ). However, as τ (p) = τ (q) implies that p and q have the same eigenvalue functions with respect to τ , Theorem 5.3 implies that p is in the closed convex hull of the unitary orbit of q. Consequently the extreme points of the convex hull of the unitary orbit of p is not the unitary orbit of p.
To conclude the paper, Section 6 analyzes how many unitaries are required in a convex combination of a self-adjoint operator to obtain a given self-adjoint operator. It is known that if p is a rank one projection in the n × n matrices, then 1 n I n is a convex combination of unitary conjugates of p. However, a simple rank argument implies that at least n unitaries are required in a convex combination of unitary conjugates of p to obtain 1 n I n . Consequently, as we desire a uniform bound over all n, this question will not be well-defined unless we restrict our attention to approximating another operator instead of precisely obtaining it. By a matricial result obtained in Section 6 and under the hypotheses of this paper, Theorem 5.3 may be extended to show that if a is in the closed convex hull of the unitary orbit of b, then a can be approximated within O( 
Preliminaries on Eigenvalue Functions
In this section, the preliminary structures needed to discuss closed convex hulls of unitary orbits will be developed. Throughout this paper, A will denoted a unital C * -algebra, A sa will denote the set of self-adjoint elements of A, A + will denote the set of positive elements of A, U(A) will denote the set of unitary elements of A, T (A) will denote the set of tracial states on A (which will be assumed to be non-empty), and ∂ ext T (A) will denote the extreme boundary of T (A). Given a ∈ A sa , the spectrum of a will be denote sp(a) and the unitary orbit of a in A will be denoted
Furthermore, conv(U(a)) will be used to denote the convex hull of U(a), and conv(U(a)) will be used to denote the norm closure of conv(U(a)). Finally, given n ∈ N, M n will denote the C * -algebra of n × n matrices, tr will denote the normalized tracial state on M n , and Tr will denoted the unnormalized trace on M n .
Given a ∈ A sa and τ ∈ T (A), notice that the isomorphism C * (a, 1) ∼ = C(sp(a)) induces a Borel probability measure µ τ,a on sp(a) by the Riesz Representation Theorem. Using µ τ,a , we can defined the following concept which origins in the work of Murray and von Neumann.
Definition 2.1 ( [11, 12, 32] ). Given a unital C * -algebra A, a ∈ A sa , and τ ∈ T (A), the eigenvalue function of a associated with τ , denoted λ τ a , is defined for s ∈ [0, 1) by λ τ a (s) := inf{t ∈ R | µ τ,a ((t, ∞)) ≤ s}. It is elementary to see that λ τ a depends only on the values of {τ (a n ) | n ∈ N}. One particular example will be of great use throughout the paper is as follows.
Example 2.2. Let A be a unital C * -algebra and let τ ∈ T (A). Let {α k } n k=1 ⊆ R be such that α k > α k+1 for all k and let {p k } n k=1 ⊆ A be a collection of pairwise orthogonal projections such that
elementary to see that µ τ,a = n k=1 τ (p k )δ α k where δ x denotes the point-mass measure at x. Consequently we see that if
Many properties of eigenvalue functions may be recovered directly via von Neumann algebra theory. For a unital C * -algebra A and τ ∈ T (A), let π τ : A → B(L 2 (A, τ )) denote the GNS representation of A with respect to τ . Recall this implies there exists a unit vector ξ ∈ L 2 (A, τ ) such that ξ is a cyclic vector for π and τ (a) = π τ (a)ξ, ξ for all a ∈ A. Let M be the von Neumann algebra generated by π τ (A) (i.e. M = π τ (A)
WOT ) and define τ 0 : M → C via
for all x ∈ M. Using π τ and the weak-operator topology density of π τ (A) in M, it is elementary to show that τ 0 is a tracial state on M. Furthermore τ 0 is faithful on M. To see this, suppose x ∈ M + is such that τ 0 (x) = 0. By the Cauchy-Schwarz inequality, this implies τ 0 (x 1 2 π τ (a)) = 0 for all a ∈ A. Consequently, for all a ∈ A + ,
, we obtain that x 1 4 = 0 and hence x = 0. Hence τ 0 is faithful on M.
n ) for all n ∈ N, the following is easily imported from von Neumann algebra theory. Theorem 2.3. Let A be a unital C * -algebra, let τ ∈ T (A), and let a, b ∈ A sa . Then the following are true:
(1) The map s → λ τ a (s) is non-increasing and right continuous.
is the GNS representation of A with respect to τ and τ 0 is the faithful tracial state induced by τ on the von Neumann algebra generated by π τ (A), then the result holds when λ and λ τ0 πτ (b) (with equalities in (2)) by [11, 12, 35] . Consequently, the result follows. Using eigenvalue functions, it is possible to define a notion of majorization with respect to a tracial state. Definition 2.4. Let A be a unital C * -algebra, let τ ∈ T (A), and let a, b ∈ A sa . It is said that a is majorized by b with respect to τ , denoted a ≺ τ b, if
The following provides the connection between majorization of eigenvalue functions and closed convex hulls of unitary orbits of self-adjoint operators in tracial von Neumann algebra factors.
Theorem 2.5 (see [1, 3-5, 16, 17, 20-22] ). Let M be a von Neumann algebra with a faithful tracial state τ and let a, b ∈ M + . Then the following are equivalent:
There exists a unital, trace-preserving, completely positive map Φ :
The following describes an alternate way of viewing the quantities in the definition of majorization without the need of eigenvalue functions and will have a technical use later in the paper.
Proof. Let π τ : A → B(L 2 (A, τ )) be the GNS representation of A with respect to τ , let M be the von Neumann algebra generated by π τ (A), and let τ 0 be the faithful tracial state on M induced by τ . Then
3. An Asymptotic Argument in TAF C * -Algebras
In this section, specific inequalities relating eigenvalue functions will be discussed. In particular, the goal of this section is to prove Lemma 3.4, which enables one to transfer inequalities involving integrals of eigenvalue functions to matricial subalgebras in certain C * -algebras. The C * -algebras under consideration in this section are the TAF C * -algebras due to Lin: [29] , and the references therein). Let A be a unital, separable, simple, non-elementary C * -algebra. It is said that A is tracially approximately finite dimensional (TAF) if for every a ∈ A + \ {0}, for every finite subset F ⊆ A, and for every ǫ > 0, there exists a finite dimensional C * -subalgebra D such that
for all x ∈ F , and (3) for every x ∈ F , there exists y x ∈ D such that [25, Lemma 6.10] , the finite dimensional C * -algebra D in Definition 3.1 may always be chosen so that its simple summands have arbitrarily large rank; that is, for every N ≥ 1, we can choose
For the convenience of the reader, we quickly sketch this result.
Since unital, simple, TAF C * -algebras have real rank zero, it suffices to prove that if A is a unital, simple, non-elementary C * -algebra with real rank zero and D ⊆ A is a finite-dimensional C * -subalgebra, then for every N ≥ 1 there exists a finite dimensional C * -subalgebra D ⊆ D 1 ⊆ A such that every simple summand of D 1 has rank at least N .
Since compressions of A preserve the hypotheses on A, we may assume that D is a full matrix algebra. Let {e i,j } n i,j=1 be a system of matrix units for D. By [34, Proposition 5.3 ] (see also [40] ) there exists a finite dimensional C * -algebra D 0 with each simple summand having rank at least N and a unital *-embedding φ : D 0 → e 1,1 Ae 1,1 . If D 1 is the C * -algebra generated by D and φ(D 0 ), then D 1 has the required desired property.
In order to describe and prove Lemma 3.4, it is necessary to fix some notation and perform some constructions. Let A be a unital, separable, simple, non-elementary TAF C * -algebra and let {F n } ∞ n=1 be an increasing sequence of finite subsets of the closed unit ball of A that are closed under adjoints such that ∞ n=1 F n is dense in the closed unit ball of A.
By the definition and properties of TAF C * -algebra stated previously, and by [25, Proposition 2.4] , for all n ≥ 1 there exists a finite dimensional C * -algebra
Dn < 1/n for all x ∈ F n , and (c) for every x ∈ F n , there exists a x n ∈ D n such that
F k is dense in the closed unit ball of A, for all x ∈ A there exists a sequence (x n ) n≥1 such that x n ∈ D n for all n ≥ 1 and
Notice if (x n ) n≥1 is another sequence such thatx n ∈ D n for all n ≥ 1 and
then lim n→∞ x n −x n = 0. For the purposes of this section, given an element x ∈ A, (x n ) n≥1 will denote such a sequence.
If y ∈ A and (y n ) n≥1 is such that y n ∈ D n for all n ≥ 1 and
then (x n + y n ) n≥1 and (y * n ) n≥1 are such sequences for x + y and y * respectively. To see that (x n y n ) n≥1 is such a sequence for xy, notice if x, y ∈ F k for some k, then
The result for general x and y then follows from the density of
Let x ∈ A sa . By the above, we may assume that each x n is self-adjoint. Furthermore we see that if f : R → R is continuous, then
Consequently, we may further assume that x n ≤ x and sp(x n ) ⊆ sp(x) for all n ≥ 1.
Since each D n is a finite dimensional C * -algebra, we may write
where each D n,j is a full matrix algebra. For all x ∈ A, n ≥ 1, and 1 ≤ j ≤ m n , let x n,j ∈ D n,j denote the compression of x n onto D n,j . The following shows that certain inequalities involving eigenvalue functions pass to the finite dimensional approximates.
Lemma 3.4. Using the above construction and notation, we have the following:
(1) Suppose that a ∈ A sa and α ∈ R are such that
Then for every ǫ
Proof. To see that (1) is true, suppose to the contrary that there exists an ǫ > 0 and sequences (n k ) k≥1 and (j k ) k≥1 of natural numbers with 1
and thus µ induces a tracial state on
E l which will also be denoted µ.
By previous discussions, there exists a well-defined unital * -homomorphism
Therefore µ • Φ is a tracial state on A. However by the definitions of Φ and µ, and by (3.1), µ(Φ(a)) + ǫ = lim α τ kα (a n kα ,j kα ) + ǫ ≤ α which contradicts our hypotheses on a and α. Hence (1) must be true. The proof of (2) will invoke a more complicated version of the asymptotic algebra argument used above so some of the notation will be similar.
To begin, suppose that a, b, and ǫ satisfy the hypotheses of (2). If necessary, choose δ 0 > 0 so that a+δ 0 1 A and b+δ 0 1 are positive. Since λ 
Since A is unital and simple, and since p 1 = 0 and
Lett > 0 be such thatt
Hence, for all 0 ≤ s ≤t and τ ∈ T (A), we have that
Since, by the hypotheses on a and b, for all τ ∈ T (A) and t ∈ [0,t] we have that
it must be the case that
Note that f (a) = p 1 and g(b) = q 1 . Now, suppose to the contrary there exists an ǫ ′ > ǫ, sequences (n k ) k≥1 and (j k ) k≥1 of natural numbers with 1 ≤ j k ≤ m n k for all k ≥ 1, and a sequence (t k ) k≥1
Notice by part (1) of this result that
provided k is sufficiently large. Furthermore, by the construction preceding this lemma, we may assume that sp(a
Hence, for sufficiently large k, we obtain that
for t ∈ [0,t] provided k is sufficiently large. Therefore, as ǫ ′ > ǫ, passing to a subsequence of (n k ) k≥1 if necessary, we may assume that t k >t for all k ≥ 1.
Repeating ideas from the first part of this proof, for all k ≥ 1 let E k = D n k ,j k , let τ k be the unique tracial state on D n k ,j k , and let ∞ l=1 E l and ∞ l=1 E l be as before. For all k ≥ 1 letτ k denote the tracial state on
Finally, since t k >t for all k ≥ 1 and since [t, 1] is compact, passing to a subnet if necessary, we may assume that there exists r ∈ [t, 1] such that lim α t kα = r. By definition, it is clear that
E l which will also be denoted µ. By previous discussions, there exists a well-defined unital * -homomorphism
We claim for all d ∈ A + and t ∈ [0, 1] that
To see this, first note by Lemma 2.6 that
Let δ > 0 be arbitrary and choose c ∈ A with 0 ≤ c ≤ 1 A such that µ(Φ(c)) = t and
and part (6) of Theorem 2.3 implies that
we have for all sufficiently large α that
Therefore, since δ > 0 was arbitrary, we have that
To complete the claim, notice by Lemma 2.6 that for each k ≥ 1 there exists ã
Furthermore, we clearly have that 0 ≤c ≤ 1 and µ(c) = lim α τ kα (c kα ) = t. Therefore, by Lemma 2.6,
Thus, as λ
, we obtain that
thereby completing the proof of the claim.
Choose ǫ ′′ such that ǫ < ǫ ′′ < ǫ ′ . Since a n k ,j k and b n k ,j k are self adjoint elements such that sp(a n k ,j k ) ⊆ sp(a) and sp(b n k ,j k ) ⊆ sp(b) for all k ≥ 1 by construction, we have that λ
are bounded in the L ∞ -norm by Theorem 2.3. Therefore, as lim α t kα = r, we obtain by (3.2) that
for all sufficiently large α. Hence, by taking the limit and applying the claim, we have that
which contradicts the assumptions on a, b (as ǫ ′′ > ǫ and r > 0). Hence the first inequality of part (2) has been demonstrated.
The proof of the second inequality in part (2) follows by similar arguments (or by repeating the proof of the first inequality with t k = 1 for all k and reversing the roles of a and b).
Approximations in TAF C
* -Algebras
One may interpret Lemma 3.4 as saying that in a TAF C * -algebra, if one selfadjoint operator is close to majorizing another with respect to every tracial state, then so are the finite dimensional approximates. Thus the first goal of this section is to demonstrate that if one self-adjoint matrix A is close to majorizing another self-adjoint matrix B, then B is almost in the closed convex hull of the unitary orbit of A (see Lemma 4.2) . Once the finite dimensional portion is handled, we will demonstrate that the remainder outside the finite dimensional C * -algebra can also be manipulated in a similar manner.
To begin, we note the following useful result pertaining to majorization of functions, which is elementary to prove. 
Lemma 4.2. Let ǫ > 0 and let r ∈ (0, 1). There exists a δ > 0 such that if Proof. Fix n ≥ 1 and choose positive contractions A, B ∈ M n that satisfy the assumptions of the lemma with δ as described. Without loss of generality, we may assume that
Since tr(P ker(B) ) ≥ r, ker(B) = {0} so we may select k ∈ {0, 1, . . . , n − 1} such that β k+1 = 0 yet β k = 0 (or k = 0). Notice
. Therefore B − B 0 < δ and, by assumption (5), By the definition of δ and by (4.1), n − k n .
Hence there exists an m 1 ∈ {1, . . . , n − k} and a γ ∈ [0, δ + ǫ] such that
By construction B ′ − B < 2ǫ and tr(B ′ ) = tr(A). To see that A ≺ tr B ′ , notice that To see the necessity of some lower bound on the size of the kernel for the conclusions of Lemma 4.2 to hold, for each n ∈ N consider A n = diag (1, 1, . . . , 1, 0) and
It is elementary to see that given a δ > 0 there exists an n such that A n and B n satisfy the assumptions of Lemma 4.2. However, it is not possible to perturb B n to B ′ n such that A n ≺ tr B ′ n unless B n − B ′ n ≥ 1. Due to the necessity of having non-trivial kernel in our matrix approximates, we will need some control over the trace of the kernel. This is provided by the following result. 
for all τ ∈ T (A).
Proof. Since 0 ∈ sp(a) and since A is unital and simple, for all r > 0 it must be the case that inf
GNS representations are faithful).
Since T (A) is weak * -compact, there exists a δ 1 with 0 < δ 1 < ǫ such that
for all τ ∈ T (A). Let f : [0, ∞) → [0, 1] be the continuous function defined by
Again, since T (A) is weak * -compact, there exists a δ 2 > 0 such that
for all τ ∈ T (A). Finally, it is well-known that there exists a δ > 0 such that if b ∈ A + and a − b < δ then
Therefore if b ∈ A + is such that a − b < δ, then for all τ ∈ T (A) we have that
As the above will handle the finite dimensional portions of our self-adjoint operators, the following technical result will be the key in handling the remainders. for all τ ∈ T (C), there exists a C * -subalgebra D ⊆ C and an element c ∈ rD sa r such that (a)
Proof. Since 2τ (p) < τ (q) for all τ ∈ T (C), there exists mutually orthogonal projections q 1 , q 2 ≤ q such that p is Murray-von Neumann equivalent to q 1 and q 2 . Choose v 1 , v 2 ∈ C such that v *
Write a = n k=1 α k p k where α k ∈ R, α k = α j for all k = j, and {p k } n k=1 are pairwise orthogonal projections such that p =
, and
are pairwise orthogonal projections such that p =
Notice that τ (q 0 + q 1 + 1 D2 ) < 2ǫ 1 for all τ ∈ T (C) by the assumptions on p and q. Therefore, since τ (r) > 6 ǫ1 ǫ2
for all τ ∈ T (A), since C has strict comparison of projections by tracial states, and since r is orthogonal to p + q, we may construct finite dimensional C * -algebras D 3 , D 4 , and
x is orthogonal to y for all x ∈ D k and y ∈ D j whenever k, j ∈ {3, 4, 5} and k = j, and, if ℓ = 3 ǫ2 , then
in such a way that if
then r = r 1 + r 2 + r 3 , and in such a way that in
Let D be the C * -subalgebra of C generated by D 1 , D 3 , D 4 , and D 5 . Hence, by construction, 1 D = p + q + r and p, q, r, a, b ∈ D.
Notice if u = u 1 +q 2 +q 0 +r, then u ∈ D is a unitary such that u * au = u * 1 au 1 ∈ D. We claim that there exists a c ∈ rD sa r such that c < ǫ 2 and
Note this will complete the proof since this clearly implies a ∈ conv(U D (b + q + c)).
, since q = q 1 + q 2 + q 0 , and since D 3 , D 4 , and D 5 are pairwise orthogonal, it suffices to show that there exist self-adjoint c 3 ∈ D 3 , c 4 ∈ D 4 , and c 5 ∈ D 5 with c j < ǫ 2 and c j ∈ rDr for all j ∈ {3, 4, 5} such that u * au ∈ conv(U D3 (q 1 + c 3 )), 0 ∈ conv(U D4 (b + q 2 + c 4 )), and 0 ∈ conv(U D5 (q 0 + c 5 )).
First we will construct c 3 . To begin, we may assume without loss of generality that there is only one copy of M ℓ+1 in D 3 and that u * au = α ⊕ 0 ℓ and
Clearly c 3 is self-adjoint and
. Notice that if tr ℓ+1 is the normalized tracial state on M ℓ+1 , then
Hence, by applying Lemma 4.1 with
, and g = λ tr ℓ+1
q1+c3 , we see that u * au ≺ tr ℓ+1 (q 1 + c 3 ). Hence u * au ∈ conv(U D3 (q 1 + c 3 )) by [1, 5] . Next we will construct c 4 . To begin we may assume without loss of generality that there is only one copy of M 2(ℓ+1) in D 4 and
where 0 ≤ β ≤ 1 as 0 ≤ b ≤ 1 C . Let tr 2(ℓ+1) denote the normalized tracial state on M 2(ℓ+1) . Then
.
and let
Hence 0 ∈ conv(U D4 (b + q 2 + c 4 )) by [1, 5] . Since we may construct c 5 in a similar manner to c 4 so that 0 ∈ conv(U D5 (q 0 + c 5 )), the proof is complete.
In order to invoke both Lemma 4.2 and Lemma 4.4, we will need to modify our operators to have a bit of kernel. The following lemma provides the necessary modification.
Lemma 4.5. Let A be a unital C * -algebra, let τ ∈ T (A), and let {p k } n k=1 ⊆ A be pairwise orthogonal non-zero projections such that
Suppose q 1 is a subprojection of p 1 such that τ (q 1 ) < τ (p 1 ), δ > 0, and β 1 > 0 are such that
for all t ∈ [0, 1].
Proof. Let γ = τ (p 1 ) and r = τ (p 1 ) − τ (q 1 ) > 0. Note by the assumptions that β 1 r > α 1 γ and rβ 1 < r(α 1 + δ).
Using Example 2.2, it is elementary to see that
To see that 
Proof. Fix ǫ > 0. Without loss of generality, we may assume that ǫ < 1. Let δ 0 > 0 be the resulting δ from Lemma 4.2 where γ is used for r and We claim that δ works for the pair (ǫ, γ). Fix a, b ∈ A + satisfying the hypotheses for this δ. For simplicity, let δ 1 = γ. Thus
By the assumptions on b, we may write sp
Hence f (b) ∈ A is a non-zero projection. Therefore, there exists a δ 2 > 0 such that
By Remark 3.3, Lemma 3.4, and Lemma 4.3, there exists a finite dimensional
, and a 1 , b 1 ∈ C + such that: 
Then by property (4), g is continuous on sp
Since b 0 and b 1 have finite spectrum, the range projections r 0 and r 1 of g(b 0 ) and g(b 1 ) respectively must be elements of A. By property (10),
for all τ ∈ T (A). Let r 3 = 1 C −r 1 . Therefore, as r 3 is orthogonal to g(
for all τ ∈ T (A), we obtain that
From properties (7), (8) , the definition of g, and part (3) of Theorem 2.3, for all τ ∈ ∂ ext T (C) we have that
for all t ∈ [τ (r 1 ), 1], and Furthermore τ j (f (b 1,j )) > δ 2 for all 1 ≤ j ≤ M by property (9) , which, along with property (4), implies that 1 ∈ sp(b 1,j ) (and hence b 1,j = 1). By the definition of g, we obtain that τ j (f (g(b 1,j ) )) > δ 2 , 1 ∈ sp(g(b 1,j )), and g(b 1,j ) = 1. Therefore,
Since rank(C j ) = m j ≥ 1 δ4 , we see that
. Hence there exists a projection q j ∈ C j such that q j ≤ p j and (4.12)
for all 1 ≤ j ≤ M . Therefore, by (4.4), we obtain for all 1 ≤ j ≤ M that
Hence there exists a β 1 ∈ R be such that
Notice by (4.13) and Lemma 4.5 that
for all t ∈ [0, 1]. Therefore, combining with (4.9), (4.10) and (4.11), we obtain for all 1 ≤ j ≤ M that (4.14)
Let e ∈ C be the projection given by
By (4.12),
for all 1 ≤ j ≤ M which implies that
for all τ ∈ T (A). Furthermore, we see that
for all τ ∈ T (A). By (4.5), (4.18), and (4.19), we may invoke Lemma 4.4 (with a 0 for a, b 0 for b, 1 A − 1 C for p, e for q, 4δ 4 for ǫ 1 , r 3 for r, and 1 100 ǫ for ǫ 2 ) to obtain a C * -subalgebra D ⊆ A and a d ∈ r 3 D sa r 3 such that
,j is orthogonal to e by construction and r 3 is orthogonal to g(b 1 ). Hence b ′ 1,j is orthogonal to D for all j. Consequently, we obtain that
For each 1 ≤ j ≤ M , notice that if P ker(b ′ 1,j ) ∈ C j is the projection onto the kernel of b ′ 1,j in C j , then property (11) and the definitions of g and b
. Therefore equations (4.14), (4.15), (4.16) hold with 1−τ j (P ker(b ′ 1,j ) ) replacing τ j (r 1 ). Hence, by the definition of δ 0 , imply we may invoke Lemma 4.2 (with γ for r, 
Hence, as a 0 is orthogonal to C, we obtain that
The Main Result
In this section, we will complete the proof of our main result (Theorem 5.3) via Lemma 4.6. All that remains in the proof is to show that the hypotheses of Lemma 4.6 can be obtained, and to invoke some classification results. We begin with the following. Furthermore, since A is simple, τ must be faithful. Hence the result follows from part (2) of Theorem 2.3.
Proof. By parts (4) and (5) Let ǫ > 0 be arbitrary and let h ǫ be the function in (4.3). Notice h ǫ (b) = 0 as 0 ∈ sp(b). Therefore, as A is simple, there exists a γ ∈ (0, 1) such that
Let δ > 0 be the δ produced in the conclusions of Lemma 4.6 using 1 10 ǫ for ǫ and γ for γ.
Since A has real rank zero, there exist a
Therefore, by part (6) of Theorem 2.3, the hypothesis a ≺ τ b for all τ ∈ T (A) implies that
Hence, as δ was chosen via Lemma 4.6, we obtain that
and thus dist(a, conv(U(b))) ≤ ǫ.
Therefore, as ǫ was arbitrary, the result follows Proof. If a ∈ conv(U(b)) then a ≺ τ b for all τ ∈ T (A) by [39, Lemma 2.20] (the assumption that τ must be faithful is not required by the same argument as in Theorem 2.3).
Suppose that a ≺ τ b for all τ ∈ T (A). By [26, Theorem 4.5] , there exists a unital C * -subalgebra C ⊆ A such that C is a simple, non-elementary, AH algebra with bounded dimension growth and real rank zero, and if i : C → A is the inclusion map, then i induces an isomorphism of the K-theory invariants
(Note in Lin's theorem and argument, the hypothesis of nuclearity is not necessary.)
Hence [30, Lemma 5.1] and [19, Theorem 5.6] imply that every positive element of A is approximately unitarily equivalent to a positive element of C. Hence, every self-adjoint element of A is approximately unitarily equivalent to a self-adjoint element of C.
The result then follows from Lemma 5.2 and from the fact that C is TAF (see [25, Proposition 2.6] for example).
A Bound for the Number of Unitaries Conjugates
To complete this paper, we desire a bound for the number of unitary conjugates of a self-adjoint operator needed in a convex combination to approximate another selfadjoint operator for the C * -algebras studied in Theorem 5.3. As all of the convex combinations constructed are via matrix algebras, it suffices to bound the number of unitary conjugates in a convex combination for matrix algebras independently of the size of the matrix algebras. Consequently, the following result will enable a result in the context of Theorem 5.3. 
In particular f (n) = 2
The proof of Theorem 6.1 will be developed through a finite number of perturbations in order to make certain assumptions on the spectrum and unnormalized traces of A and B, followed by a recursive argument. Before the first perturbation, we recall a notion of majorization for real n-tuples that will be of use notationally. The following result will enable us to control the spectrum of A. 
Then there exist positive contractions
Without loss of generality, we may assume that
where 
by construction and thus
for all k and thus the simple inequalities
To control the spectrum of B, we will first need the following.
Proof. The result follows from the definition of majorization via checking simple inequalities hold.
Lemma 6.6. Let B ∈ M m be a positive contraction such that
Then there exists a positive contraction
Without loss of generality, we may assume that B = diag(β 1 , . . . , β m ). We will recursively increase the number of β k that are in the set k n k ∈ N ∪ {0} while ensuring conditions (1) and (2) .
At each stage of the recursive process (assuming we are not done), let k 1 = min k β k = r n for some r ∈ {0, 1, . . . , n} and k 2 = max k β k = r n for some r ∈ {0, 1, . . . , n} .
Note it must be the case that k 1 < k 2 as if k 1 = k 2 , β k1 is the only eigenvalue that is not an integer multiple of 1 n which contradicts the fact that Tr(B) ∈ k n k ∈ N ∪ {0} . Let r 1 = min r n − β k1 r n > β k1 , r ∈ {0, 1, . . . , n} and r 2 = min β k2 − r n r n < β k2 , r ∈ {0, 1, . . . , n} .
Furthermore, let r = min{r 1 , r 2 } and let Furthermore, by analyzing the above process, we see that B ′ is obtained from B by changing the diagonal entries in such a way that if r ∈ {0, . . . , n − 1} is such that (1 − t)r 1 + tr 2 and U * 2 diag(r 1 , r 2 )U 2 = tr 1 + (1 − t)r 2 cos(θ) sin(θ)(r 2 − r 1 ) cos(θ) sin(θ)(r 2 − r 1 )
(1 − t)r 1 + tr 2 .
Hence 1 2 U * 1 diag(r 1 , r 2 )U 1 + 1 2 U * 2 diag(r 1 , r 2 )U 2 = diag(s 1 , (1 − t)r 1 + tr 2 ). However ((1 − t)r 1 + tr 2 ) + s 1 = r 1 + r 2 so the claim follows.
To progressively apply Lemma 6.7, we note the following triviality. 
then the result will follow as A 0 − A < 2 n−1 + 2 n and
We will now demonstrate a progressive method using Lemmata 6.7 and 6.8 to obtain that
Note for that which follows, we may assume that A 0 and B 0 are both diagonal matrices with the eigenvalues along the diagonal in non-increasing order.
For a positive contraction C ∈ M m , let λ(C; x) be the number of eigenvalues of C (counting multiplicity) equal to x. By assumption, we know that unitary conjugates in a convex combination to change B 0 into B 1 (i.e. the worstcase scenario is we never have p = λ(B 0 ; 1) and we have to exhaust our way all the way down). By repeating the above process, we may obtain B 2 via a convex combination of at most This process eventually stops at B n as we will have λ B n ; n − k n = λ A 0 ; n − k n for all k ≤ n − 1 so A 0 ≺ tr B n will then imply λ(B n ; 0) = λ(A 0 ; 0). Consequently, the above process shows that A 0 is a convex combination of at most 
