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GLOBAL EXISTENCE FOR CAPILLARY WATER WAVES
P. GERMAIN, N. MASMOUDI, J. SHATAH
Abstract
Consider the capillary water waves equations, set in the whole space with infinite depth, and
consider small data (i.e. sufficiently close to zero velocity, and constant height of the water). We
prove global existence and scattering. The proof combines in a novel way the energy method with
a cascade of energy estimates, the space-time resonance method and commuting vector fields.
1. Introduction
In this manuscript we consider the global existence and asymptotic behavior of surface waves
for an irrotational, incompressible, and inviscid fluid in the presence of surface tension. The fluid
velocity is given by Euler’s equation in a domain U :
U =
⋃
t
Dt, D = Dt = {(x, z) = (x1, x2, z) ∈ R3, z ≤ h(x, t)},
and the free boundary of the fluid at time t
B = Bt = {(x, h(x, t)), x ∈ R2} = ∂D
moves by the normal velocity of the fluid. The surface tension is assumed to be proportional (by
the coefficient c) to the mean curvature κ of B and we neglect the presence of gravity. In this
setting the Euler equation for the fluid velocity v, and the boundary conditions are given by{
Dtv
def
= ∂tv +∇vv = −∇p (x, z) ∈ D ,
∇ · v = 0 (x, z) ∈ D ,(1.1a) {
∂th+∇v(h− z) = 0 (x, z) ∈ B,
p = cκ, (x, z) ∈ B.(1.1b)
where ∇ = (∂1, ∂2, ∂z). Since the flow is assumed to be irrotational, the Euler equation can be
reduced to an equation on the boundary and thus the system of equations (E–BC) reduces to a
system defined on B. This is achieved by introducing the potential ψH where v = ∇ψH. Denoting
the trace of the potential on the free boundary by ψ(x, t) = ψH(x, h(x, t), t), the system of equations
for ψ and h are (see for instance [30])
(WW)

∂th = G(h)ψ
∂tψ = cκ− 12 |∂ψ|2 + 12(1+|∂h|2) (G(h)ψ + ∂h · ∂ψ)2
(h, ψ)(t = 0) = (h0, ψ0).
where
G(h)ψ =
√
1 + |∂h|2N (h)ψ ∼ Λψ + (quadratic),
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N being the Dirichlet-Neumann operator associated with D ; ∂ = (∂1, ∂2); Λ = |∂|; and where the
mean curvature can be expressed as
κ =
1
2
∂ ·
(
∂h√
1 + |∂h|2
)
∼ 1
2
∆h+ (cubic).
In the sequel we take c = 2 for simplicity. The dispersive nature of (WW) is revealed by writing
the linearization of this system around (h, ψ) = (0, 0):
(1.2)
{
∂th = Λψ,
∂tψ = ∆h,
where Ri are at least quadratic in (h, ψ). By setting
u
def
= Λ1/2h+ iψ and u0
def
= Λ1/2h0 + iψ0,
the above system can be written as a single equation
(1.3)
{
∂tu = −iΛ3/2u+R
u(t = 0) = u0.
,
where R = Λ
1
2R1 + iR2
1.1. Known results. A great number of works has been devoted to local well-posedness of the
water wave problem. These works consider the problem with gravity, capillarity, or both; it is
furthermore possible to allow domains of finite depth. The small data problem was first addressed
by Nalimov [26] (see also H. Yoshihara [35]), but the first breakthrough in solving the local well-
posedness problem with general data is due to Wu [31, 32]. There are many other works on local
well-posedness: we mention in particular Craig [13], Christodoulou and Lindblad [8], Lannes [25],
Coutand and Shkoller [12], Ambrose and Masmoudi [3, 4, 5], Shatah and Zeng [29], Alzazard, Burq
and Zuily [1].
In connection with the local regularity problem, Christianson, Hur and Staffilani [7] and Alazard,
Burq and Zuily [2] have been able to prove recently a nonlinear smoothing effect.
Fewer works address the global evolution problem; all results are then restricted to small data.
The first progress in this direction is due to Wu [33], who proved almost global existence of gravity
waves in dimension 2. The authors of the present paper [20] could then prove global existence of
gravity water waves in dimension 3. A very similar result was obtained later by Wu [34], using a
different proof. We shall come back later to the methods of proof employed.
Another line of research has been concerned with traveling waves. We focus on fully localized
traveling waves in dimension 3 (that is, two-dimensional interface). Such waves have been con-
structed recently by Groves and Sun [21], and Buffoni, Groves, Sun and Wahle´n [6]. The setting
is that of gravity-capillary waves of finite depth: denote respectively c, g and h for the capillarity
coefficient, gravity, and the depth of the fluid, and define the Bond number β = c
gh2
. The aforemen-
tioned works show that if β > 13 , traveling waves of arbitrarily small size in L
2 exist. This should
be contrasted with our main theorem here: we prove that for c > 0, g = 0, h =∞, small data lead
to scattering for large time. In our main theorem however, smallness is expressed in weighted L2
spaces, and it is not clear to which weighted L2 spaces the traveling waves of Buffoni, Groves, Sun
and Wahle´n belong. For a more general account of traveling waves, we refer to the recent book of
Constantin [11].
1.2. Main theorem. To state our main result we need to introduce the following notation: let
∂
def
= (∂1, ∂2), Ω
def
= x1∂2 − x2∂1 = ωi∂i, and S def= 3
2
t∂t + x
i∂i,
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and let Γ denote any of the fields Γ = S, Ω, or ∂3, where ∂3 = ∂i11 ∂i22 with i1 + i2 = 3. We adopt
the multiindex notation: if γ = (γ1, γ2, γ3) ∈ N3,
Γ γ = Sγ1Ωγ2∂3γ3 .
We shall also need the spatial part of S
Σ
def
= xi∂i.
Recall the classical Sobolev space W k,p, whose norm reads
‖u‖W k,p
def
=
∥∥∥(1 + Λk) u∥∥∥
p
.
For k a positive real number and ℓ an integer, define the weighted Sobolev space W k,pℓ by its norm
‖u‖
W k,pℓ
def
=
∑
|γ|≤ℓ
‖Γ γu‖W k,p .
Recall that u = Λ1/2h+ iψ, where (h, ψ) are given by (WW).
Theorem 1.1. Assume that the initial data u0 satisfies
(1.4) ‖Λ1/2u0‖W 9/2,22K (R2) + ‖Λ
α∗u0‖W 0,22K (R2) < ǫ,
where K ≥ 10, and ǫ, α∗ > 0 are sufficiently small. Then there exists a global solution u of (1.3)
such that ‖u‖X . ε (where the ‖ ‖X norm is defined in section 2.2). Furthermore, this solution
scatters, i.e. there exists a solution uℓ of the linearized problem
∂tuℓ = −iΛ3/2uℓ
such that ∥∥∥Λ1/2 (u(t)− uℓ(t))∥∥∥
2
→ 0 as t→∞.
Remark 1.1. Consider h0 ∈ S(R2) and v0 ∈ S(D0) such that curl v = div v = 0. Then the data
µ(h0, v0) satisfy the hypotheses of the theorem if µ is small enough. However note that if we took
α∗ = 0 in the theorem above, namely that ‖u0‖W 0,22K (R2) < ǫ then µ(h0, v0) would not satisfy the
hypotheses of the theorem unless a moment condition is satisfied by v0. Thus by requiring α∗ > 0
we allow a larger class of data at the expense of complicating the proof, since such a condition on
the initial data makes ∂h decay at a polynomial rate slower than 1/t (even at the linear level!).
The proof of this result is based on combining in a new way 1) the vector field method (see
Klainerman [23]) which is based on invariances of the equation, 2) A cascade of energy estimates,
3) dispersive bounds and 4) the space time resonance method [18, 20], which is based on resonant
interactions of waves. Below we give a brief and simplified description of the ideas of the proof.
1.3. Discussion of the difficulties and the method. There are several difficulties that distin-
guish this problem from the gravity water waves problem, namely:
1) Low frequencies. The group velocity for capillary waves is given by 32 |ξ|1/2 while for gravity
water waves it is given by 12 |ξ|−1/2. This makes high frequency capillary waves disperse faster
than gravity waves, but it also causes low frequency waves to decay very slowly. For the long
time behavior the low rate of dispersion of low frequencies is more problematic. In particular, in
our setting, the quantity ‖∇h‖L∞ decays at a polynomial rate slower than 1/t. This slow decay
combined with the commutation properties of the vector fields causes a cascading growth on the
weighted energy estimates.
2) Quadratic resonances. A second difficulty is linked with the fact that ξ → |ξ|3/2 is convex rather
than concave as in the gravity water waves problem. Hence there are non trivial (time) quadratic
resonances. This was not the case for the gravity water waves.
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3) Weighted energy estimates. In this work, we chose to estimate u in weighted energy spaces given
by the invariances of the equation, rather than estimating, say xf in L2. This gives better control,
since the invariant vector fields have better commuting properties than commuting x in the equation
of the profile. The presence of quadratic time resonances in this problem also makes bounding xf
in L2 a delicate question.
Through the use of vector fields, we actually integrate the vector fields method and the space
time resonance method to prove our result. The steps in our proof are reminiscent of the proof of
global existence in three dimensions for nonlinear wave equations satisfying the null condition by
Klainerman [24], see also Sogge [27]. In these works, the null condition is utilized via a pointwise
bound for the quadratic term of the type (we denote Q for the quadratic term, and Γ for the vector
fields) |Q(u, u)| ≤ Ct |Γu||Γu|. This inequality in turn is deduced from an algebraic identity. For our
problem such an algebraic identity does not exists for quadratic terms. However by analyzing the
space time resonant frequencies and the null structure, all cancellations can be taken into account
and this makes it possible for us to close our argument. Another difference is that here we need to
use a cascade of energy estimates with controlled growth bounds.
2. Sketch of the proof
2.1. Ideas of the proof.
1) Weighted Energy estimates. The basic estimate is the conservation of energy∫
D
|v|2 dxdz +
∫
R2
(
√
1 + |∂h|2 − 1) dx =
∫
R2
ψG(h)ψ dx+
∫
R2
(
√
1 + |∂h|2 − 1) dx
which is a consequence of invariance under time translation. Higher energy estimates are derived by
using the geometric structure of the problem, as was done in [29]. This essentially propagates the
regularity of u at a rate of 3/2 spatial derivatives at a time, which can be seen from the model linear
problem ∂tu = −Λ 32u. To simplify our presentation we elect to propagate the spatial regularity at
twice that rate, i.e., 3.
Since weighted energy estimates are derived from invariances of the equation [23], we note
that ransformations that keep (WW) invariant are: a) space translations, (h(t, x), ψ(t, x)) 7→
(h(t, x + δ), ψ(t, x + δ)) for δ ∈ R2; b) space rotations, (h(t, x), ψ(t, x)) 7→ (h(t, Rθx), ψ(t, Rθx))
for any θ, where Rθ is the rotation of angle θ around the origin; and c) scaling, (h(t, x), ψ(t, x)) 7→(
1
λh(λ
3/2t, λx), 1
λ1/2
ψ(λ3/2t, λx)
)
for any λ > 0. The vector fields associated with these transfor-
mations are given by ∂, Ω, and S.
Since these vector fields are derived from the symmetries of the equation, they have good com-
mutation properties. Combining them with the physical energy, this naturally leads to the weighted
Sobolev spaces defined above. We show that the norm with the highest number of derivatives or vec-
tor spaces grows slowly in time (like a small power of t): ‖Λ1/2u0‖W 9/2,22K (R2)+‖Λ
α∗u0‖W 0,22K (R2) . t
δ′ .
These energy estimates are performed in Section 3.
2) Dispersive bound. The weighted energy estimate relies crucially on the decay of Λ1/2+αu inW 5,∞K
at the rate 1/t. It is obtained from the linear estimate∥∥∥Λ1/2e−itΛ3/2f∥∥∥
L∞
.
1
t
∑
|k|≤3
∥∥∥Y (∂)ΣΩkf∥∥∥
L2
,
where Y (∂) = |∂|ι + |∂|−ι for arbitrary small ι, derived in Appendix 5.
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3) Space-time resonances. For the above linear estimate to yield the desired decay of Λ1/2+αu in
W 5,∞K at the rate 1/t, it is easily seen that a uniform in time bound on Λ
αu in W 7,24+K suffices. This
is obtained by the method of space-time resonances; the key analytic property of (WW ) being the
vanishing of the quadratic interactions at the space time resonant waves. We briefly explain this
below.
The space-time resonances method identifies the wave interactions which lead to significant
contributions to the long time dynamics of solutions. It also presents an algorithmic method
of how to deal with these interactions. It was introduced by the authors and proved very effi-
cient in dealing with the global existence problem for a variety of dispersive equations: nonlinear
Schro¨dinger [18] [19], nonlinear Klein-Gordon [16], gravity water waves [20], Euler-Maxwell [17].
We refer the reader to [15] for a comprehensive presentation of the method.
For (WW) the most significant interaction comes from the quadratic terms which can be com-
puted explicitly by using the expansion for G(h) contained in Sulem and Sulem [30]{
∂th = Λψ −∇ · (h∇ψ)− Λ(hΛψ) + cubic and higher order terms
∂tψ = ∆h− 12 |∇ψ|2 + 12 |Λψ|2 + cubic and higher order terms.
By writing the solution u = Λ1/2h + iψ, in terms of its profile u(t) = e−itΛ
3/2
f(t), and using
Fourier transform, one quickly discovers that the worst quadratic interaction, as far as space-time
resonances are concerned, is u with u¯. The space time resonant frequencies in this case are given
by R+− = {(ξ, η); ξ = 0}. The vanishing of these quadratic interactions seems needed, which is
the case for (WW). These calculations are carried out in Section 4.
2.2. Detailed plan of the proof. Since local well-posedness is not an issue, the whole proof
consists of a global a priori estimate. Define
(1) The energy norm
‖u‖energy def= sup
t
2K∑
j=0
〈t〉−(j+1)δ
∥∥∥Λ1/2u∥∥∥
W
3(2K−j)+9/2,2
j
(2) The decay norm
‖u‖decay def= sup
t
[
〈t〉−δ′ ∥∥Y (∂)3Λαu∥∥
W 9,28+K
+
∥∥Y (∂)2Λαu∥∥
W 7,24+K
]
+ sup
t
sup
0≤β≤1/2
[
〈t〉1−δ′− 23β
∥∥∥Y (∂)3Λ 12+α−βu∥∥∥
W 7,∞4+K
+ 〈t〉1− 23β
∥∥∥Y (∂)Λ 12+α−βu∥∥∥
W 5,∞K
]
.
(3) The global norm
‖u‖X def= ‖u‖energy + ‖u‖decay
We can now define all the parameters appearing in the proof:
• K ≥ 10 controls the number of derivatives (see (1.4)).
• ι << α, ǫ: auxiliary parameter appearing in Y (ξ), used when summing dyadic pieces.
• α∗ << 1: (fractional) number of derivatives of u0 in L2 for small frequencies (see (1.4)).
• α = α∗ + 3ι << 1: used in the definition of ‖u‖energy and ‖u‖decay.
• ǫ << 1: controls the size of the initial data in X (see (1.4)).
• R >> 1: large parameter which we do not set yet. It will be such that the solution satisfies
‖u‖X < Rǫ.
• δ = sup(C0Rǫ, α) << 1, for a big enough constant C0: time growth rate, appears in the
definition of ‖u‖energy.
• δ′ = (2K + 1)δ << 1: time growth rate, appears in the definition of ‖u‖decay .
The steps in proving the global a priori estimate are as follows:
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Control of the energy norm. This is obtained in Section 3. There it is proved (Proposition 3.7 and
Proposition 3.11) that if the data is such that (1.4) holds and ‖u‖X < Rǫ, then
‖u‖energy ≤ C ′1ǫ,
for some constant C ′1 uniform in R as long as Rǫ << 1.
Control of the decay norm. This is obtained in Section 4. There it is proved (Proposition 4.1) that
if the data is such that (1.4) holds and ‖u‖X < Rǫ, then
‖u‖decay ≤ C ′′1
(
ǫ+ ‖u‖2X
)
,
for some constant C ′′1 uniform in R as long as Rǫ << 1.
Control of the ‖ ‖X norm. From the two previous points, we deduce that if the data is such that
(1.4) holds and ‖u‖X < Rǫ, then
‖u‖X ≤ C1
(
ǫ+ ‖u‖2X
)
,
for some constant C1 ≥ 1 uniformly in R as long as Rǫ << 1. For ǫ sufficiently small, the inequalities
x ≤ C1(ǫ+ x2) and x ≥ 0
hold on two connected components, [0, x1] and [x2,∞] with x1 < x2 and x1 ∼ C2ǫ, for a constant
C2. Picking R > C2, we get the desired estimate ‖u‖X < Rǫ by a continuity argument.
2.3. Notations. We adopt the following standard notations
• A . B if A ≤ CB for some implicit constant C. The value of C may change from line to
line.
• A ∼ B means that both A . B and B . A.
• If f is a function over Rd then its Fourier transform, denoted f̂ , or F(f), is given by 1
f̂(ξ) = Ff(ξ) = 1
(2π)d/2
∫
e−ixξf(x) dx thus f(x) =
1
(2π)d/2
∫
eixξf̂(ξ) dξ.
• The Fourier multiplier with symbol m(ξ) is defined by
m(
1
i
∂)f = F−1 [mFf ] .
• In particular, we denote (ι being a sufficiently small real number)
Λ
def
= |∂| and Y (∂) def= Λι + Λ−ι
• The bilinear Fourier multiplier with symbol m is given by
Tm(f, g)(x)
def
= F−1
∫
m(ξ, η)f̂ (η)ĝ(ξ − η) dη.
• The japanese bracket 〈·〉 stands for 〈x〉 = √1 + x2.
1In the text, we systematically drop the constants such as 1
(2π)d/2
since they are irrelevant for our purposes.
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3. Energy Estimates
The conserved energy of system (1.1) is given by
(3.1) Ephysical =
∫
D
|v|2dxdz +
∫
B
1− 1√
1 + |∂h|2 dS
which is sufficient to give H˙
1
2 (B) on the potential ψH, and H˙1(B) on h for small ∂h. Higher Hs
bounds and weighted norms bounds will be derived by commuting vector fields with the evolution
equation of the mean curvature κ of B, and from Euler’s equation evaluated on the boundary ∂U
(see [29] for the derivation)
Dtκ = −∆Bv ·N − 2Π · (∇⊤v)(3.2a)
N ·Dtv = −Nκ+N · ∇∆−10 div(v · ∇v)(3.2b)
Dt(z − h) = v3 −Dth = 0,(3.2c)
where Dt = ∂t + v · ∇ ∈ T(x,t)∂U is the material derivative on ∂U , ∆B is the surface Laplacian, Π
is the second fundamental form of B, N is the Dirichlet Neumann operator of D , ⊤ and ⊥ are the
tangential and normal component to B of the relevant quantity, ∆−10 is the inverse Laplacian on
D with 0 Dirichlet data. Here we also introduced the notation A1 · A2 = trace(A1(A∗2)), for two
matrices, where A∗ is the adjoint of A.
In order to compute commutators of vector fields with the above system we need to introduce
some geometric notation.
3.1. Geometric notations. Recall that U = {(t, x, z); (x, z) ∈ D} denotes the space time fluid
domain. Let
∂˜t = ∂t + (∂th)∂z , ∂˜i = ∂i + (∂ih)∂z , i = 1, 2,
denote vector fields defined on U that are tangent to ∂U . For any function ϕ defined on U let ϕb
denote its value on U , i.e., ϕb(t, x) = ϕ(t, x, h(t, x)), consequently
∂˜αϕ(t, x, z)|z=h(t,x) = ∂α(ϕb(t, x)).
Also note that since ∂˜i ∈ TB are linearly independent, they can be used to construct an orthonormal
frame on TB, which we denote by (e1, e2).
For any vector e ∈ TB the covariant derivative De on TB can be defined in terms of the outward
unit normal N ⊥ TB as follows. Writing ∇e = e · ∇ for the directional derivative in R3, we have
Dew = (∇ew)⊤ = ∇ew − (∇ew)⊥ = ∇ew + (w · ∇eN)N, w ∈ TB.
For a vector-valued function on R3 f = (f j), we also denote Df for the partial derivatives matrix
Df = (∂if
j)i,j.
For any orthonormal frame {ea} of TB, the second fundamental form Π, the mean curvature κ of
B, the Hessian D2 and the surface Laplacian ∆B are given by
Π(ea) = ∇eaN, κ = ∇eaN · ea, Dφ(X,Y ) = ∇X∇Y φ−∇DXY φ,
∆Bϕ = D2ϕ(ea, ea) = ∇ea∇eaϕ−∇Deaeaϕ = ∇ea∇eaϕ−∇∇eaeaϕ− κ∇Nϕ,
where we sum over repeated indices. Note that using the frame {ea} the equation for κ can be
rewritten as
(3.3) Dtκ = −∆Bv ·N − 2(∇eaN) · (∇eav).
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The harmonic extension to D of a function f defined on B is denoted by fH, and the Dirichlet-
Neumann operator by N
N (f) = ∇NfH : B → R.
We refer to Section 6 for the definitions and main properties of the spaces Hs(B) and Hs(D).
3.2. Vector fields. Recall that we defined Ω and S on R2 by
(3.4) Ω = x1∂2 − x2∂1 = ωi∂i and S = 3
2
t∂t + x
1∂1 + x
2∂2 =
3
2
t∂t + x
i∂i.
For any function ϕ : U → R with ϕb = ϕ|∂U we have(
3
2
t∂t + x
i∂i
)
ϕb =
(
3
2
t∂t + x
i∂i + z∂z + (Sh− h)∂z
)
ϕ
∣∣∣∣
∂U
,(
x1∂2 − x2∂1
)
ϕb =
(
x1∂2 − x2∂1 + (x1∂2h− x2∂1h)∂z
)
ϕ
∣∣
∂U .
Thus with a slight abuse of notation, (S, Ω), can be considered as vector fields defined on ∂U by
writing
S = 3
2
t∂t + x
i∂i + z∂z + Z∂z, Z = (
3
2
t∂t + x
i∂i)h− h,
Ω = x1∂2 − x2∂1 + (x1∂2 − x2∂1)h∂z .
The coordinates of the space parts of S and Ω are denoted respectively (Si) and (ωi): S1S2
S3
 =
 x1x2
z + Sh− h
 and
 ω1ω2
ω3
 =
 −x2x1
Ωh
 .
These vector fields can also be extended harmonically on D (SH, ΩH), and thus on U :
SH = 3
2
t∂t + x
i∂i + z∂z + ZH∂z, ΩH = x1∂2 − x2∂1 + ω3H∂z.
3.3. Commutators. Since on ∂U , S, Ω,Dt ∈ T∂U , then [S,Dt], [Ω,Dt], [Ω,S] ∈ T∂U , and
[S,Dt]ϕ+ 3
2
Dtϕ = (
1
2
vi + Svi)∂˜iϕ(3.5a)
[Ω,Dt]ϕ = Ωv
i∂˜iϕ− v1∂˜2ϕ+ v2∂˜1ϕ.(3.5b)
Remark 3.1. One can think of these commutators in the following way.
• [S,Dt]+ 32Dt is a first order differential operator with coefficients depending on (v,Sv, ∂hv, ∂hSv).
• [Ω,Dt] is a first order differential operator with coefficients depending on (v,Ωv, ∂hv, ∂hΩv).
To compute commutators of (Dt,S, Ω) with the surface Laplacian ∆B, we proceed as follows.
Writing X = α(t)∂t +X · ∇ ∈ T∂U for any of these vector fields, we first note that for any vector
field e ∈ TB we have [X , e] ∈ TB since [X , e] ∈ T∂U and has no ∂t term. Thus
[X , e] = X e−∇eX = (X e)⊤ − (∇eX)⊤
We also note that for any orthonormal frame {ea} of TB that depends smoothly on t, we have
(3.6) (X ea)⊤ · eb + ea · (X eb)⊤ = X (ea · eb) = 0.
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With these observations we compute
X∆Bϕ = X
(∇ea∇eaϕ−∇Deaeaϕ)
= ∆BXϕ+∇[X ,ea]∇eaϕ+∇ea∇[X ,ea]ϕ−∇[X ,Deaea]ϕ
= ∆BXϕ+ 2D2ϕ(ea, [X , ea]) +∇W˜ϕ
= ∆BXϕ− 2D2ϕ(ea, (∇eaX)⊤) +∇W˜ϕ, by (3.6)
where W˜ = D[X ,ea]ea +Dea [X , ea]− [X ,Deaea] ∈ TB. By keeping track of the tangential terms we
get
W˜ =
(∇[X ,ea]ea +∇ea [X , ea]− X (∇eaea − κN) +∇DeaeaX)⊤
=
(∇[X ,ea]ea +∇eaX ea −∇ea∇eaX − X (∇eaea) + X (κN) +∇DeaeaX)⊤
= − (∆BX)⊤ + κXN.
Thus
(3.7) [X ,∆B ]ϕ = −2D2ϕ · ∇⊤X − (∆BX) · (∇⊤ϕ) + κXN · (∇⊤ϕ),
and the commutators of Dt, S, and Ω with ∆B are given by differential operators
[Dt,∆B]ϕ = −2D2ϕ · ∇⊤v − (∆Bv) · (∇⊤ϕ) + κDtN · (∇⊤ϕ)(3.8a)
[S,∆B ]ϕ = −2∆Bϕ− 2D2ϕ · ∇⊤(Zk)− (∆BS) · (∇⊤ϕ) + κSN · (∇⊤ϕ)(3.8b)
[Ω,∆B ]ϕ = −2D2ϕ · ∇⊤ω − (∆Bω) · (∇⊤ϕ) + κΩN · (∇⊤ϕ)(3.8c)
Remark 3.2. Using the relation Dth = v3 we get
• [Dt,∆B] is a second order operator with coefficients depending on w1 def= (∂2h, (∂h)2,Dv,D2v,
∂hDv, ∂hD2v).
• [S,∆B]+2∆B is a second order operator with coefficients depending on w2 def= (∂2h, (∂h)2,S∂h,S∂2h).
• [Ω,∆B ] is a second order operator with coefficients depending on w3 def= (∂2h, (∂h)2, Ω∂h,Ω∂2h).
To compute commutators of (Dt,S, Ω) with the Dirichlet–Neumann operator N we proceed as
follows. Again writing X = α(t)∂t+X ·∇ ∈ T∂U , for either Dt, S, or Ω, we have for any g : U → R
and ϕ : ∂U → R
XH∇g = ∇XHg − (DXH)∗∇g(3.9a)
XHϕH = (Xϕ)H +∆−10 2div((DXH)∗∇ϕH)(3.9b)
XH∆−10 g = ∆−10 (XHg) + ∆−10 2div((DXH)∗∇∆−10 g)(3.9c)
This gives the identities
[XH,∇∆−10 div]g = (DXH)∗∇∆−10 divg + 2∇∆−10 div
(
(DXH)∗∇∆−10 divg
)
+∇∆−10 (DXH ·Dg)
and
(3.10) [X ,N ]ϕ = (XN) · ∇ϕH −N · ((DXH)∗∇ϕH) +N · ∇∆−10 2div((DXH)∗∇ϕH).
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In particular
[Dt,N ]ϕ = DtN · ∇ϕH −N · ((Dv)∗∇ϕH) +N · ∇∆−10 2div((Dv)∗∇ϕH),(3.11a)
[S,N ]ϕ +Nϕ = (SN) · ∇ϕH −N · (∇ZH)∂zϕH +N · ∇∆−10 2div((∇ZH)∂zϕH)(3.11b)
[Ω,N ]ϕ = (ΩN) · ∇ϕH −N1∂2ϕH +N2∂1ϕH −N · (∇ω3H)∂zϕH
+N · ∇∆−10 2div((∇ω3H)∂zϕH);
(3.11c)
The only term that prevents the order of these commutators to be apparent is N · ∇∆−10 2div.
However by proposition (6.3)
N · ∇∆−10 div : Hs+
1
2 (D)→ Hs(B)
is a bounded operator. Thus if E : Hs(B)→ Hs+ 12 (D), is an extension operator, then
N · ∇∆−10 divE : Hs(B)→ Hs(B),
is a bounded operator.
Remark 3.3. Using the relation Dth = v3 we get
• [Dt,N ] is a first order operator with coefficients depending on w˜1 def= (Dv, ∂hDv).
• [S,N ] +N is a first order operator with coefficients depending on w˜2 def= (∂h,S∂h).
• [Ω,N ] is a first order operator with coefficients depending on w˜3 def= (∂h,Ω∂h).
Bounds on commutators are given in the following lemmata.
Lemma 3.4. Assume (v, ∂h) are smooth and ‖(v, ∂h)‖
W
s
2 ,∞
. 1, for s > 2, then{
‖[Dt,D]ϕ‖L2 . ‖(Dv, ∂hDv)‖L∞‖∇ϕ‖L2
‖[Dt,D]ϕ‖Hs . ‖(Dv, ∂hDv)‖W s/2,∞‖∇ϕ‖Hs + ‖∇ϕ‖W s/2,∞‖(Dv, ∂hDv)‖Hs
(3.12a) {
‖[Dt,N ]ϕ‖L2 . ‖w˜1‖L∞‖∇ϕ‖L2 ,
‖[Dt,N ]ϕ‖Hs . ‖w˜1‖W [s/2],∞‖∇ϕ‖Hs + ‖w˜1‖Hs ‖∇ϕ‖W [s/2],∞ .
(3.12b) {
‖[D,N ]ϕ‖L2 . ‖∂2h‖L∞‖∇ϕ‖L2 ,
‖[D,N ]ϕ‖Hs . ‖∂2h‖W [s/2],∞‖∇ϕ‖Hs + ‖∂2h‖Hs ‖∇ϕ‖W [s/2],∞ .
(3.12c)
|〈[Dt,N ]ϕ,ϕ〉| .
[‖Dv‖∞ + ‖Dh‖W 1,∞‖Dv‖W 1,∞ + ‖D2v‖∞] ‖ϕ‖2H1/2(3.12d)
Proof. [Dt,D] is a first order differential operator whose coefficients depend on (Dv, ∂hDv), thus
(3.12a) is straightforward.
To compute the norm of [Dt,N ], given by (3.11a), on Hs we have to bound terms of the form
G · ∇⊤, gNϕ, |N · ∇∆−10 div(A∇·), where G, g, and A are given in terms of w˜1 = (Dv, ∂hDv). By
proposition 6.3 these terms can be bounded by
‖G · ∇⊤ϕ‖L2 + ‖gNϕ‖L2 . ‖(G,G∂h, g, g∂h)‖L∞ ‖∇ϕ‖L2
‖G · ∇⊤ϕ‖Hs + ‖gNϕ‖Hs . ‖(G,G∂h, g, g∂h)‖W [ s2 ],∞‖∇ϕ‖Hs + ‖(G,G∂h, g, g∂h)‖Hs ‖∇ϕ‖W [ s2 ],∞
‖N · ∇∆−10 div(A∇ϕ)‖L2 . ‖A‖L∞‖∇ϕ‖L2
‖N · ∇∆−10 div(A∇ϕ)‖Hs . (1 + ‖∂h‖W [ s2−1],∞)‖A∇ϕ‖Hs + ‖∂h‖Hs−1‖A∇ϕ‖W [ s2 ],∞,
and this implies (3.12b). Equation (3.12c) follows from a similar computation.
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Finally to derive (3.12d) we note that 〈[Dt,N ]ϕ,ϕ〉 can be written as a sum of three terms which
can be estimated as follows:∣∣∣∣ ∫
B
ϕG · ∇⊤ϕdS
∣∣∣∣ = ∣∣∣∣ ∫
B
G
2
· ∇⊤ϕ2 dS
∣∣∣∣ . (‖∇⊤G‖L∞ + ‖G‖L∞‖∂2h‖L∞)|ϕ|2L2 ,∣∣∣∣ ∫
B
gϕNϕdS
∣∣∣∣ = ∣∣∣∣12
∫
B
ϕ2N g +
∫
SCD
gH∇ϕH∇ϕH
∣∣∣∣
.
[‖Dv‖∞ + ‖Dh‖W 1,∞‖Dv‖W 1,∞ + ‖D2v‖∞] |ϕ|2H1/2(B)
where the last inequality sign follows from Proposition 7.1, and finally∣∣∣∣ ∫
B
ϕN · ∇∆−10 div(Dv∇ϕH) dS
∣∣∣∣ = ∣∣∣∣ ∫
D
ϕHdiv(Dv∇ϕH) dx
∣∣∣∣
=
∣∣∣∣ ∫
B
N · (Dv∇ϕH)ϕHdS
∣∣∣∣+ ∣∣∣∣ ∫
D
∇ϕH ·Dv∇ϕHdx
∣∣∣∣
. (‖Dv‖W 1,∞ + ‖∂2h‖L∞‖Dv‖L∞)‖ϕ‖2H1/2 ,
which implies the stated inequality. 
Using these commutators we can derive a second order evolution equation for κ. We start by
choosing an orthonormal frame {ea} which is parallelly transported along the particle path i.e.,
Dtea = (∇eav ·N)N.
Applying Dt to (3.3), we obtain (see equation (3.15) in [29])
D2t κ = −Dt∆Bv ·N −∆Bv ·DtN − 2(Dt∇eaN) · (∇eav)− 2(∇eaN) · (Dt∇eav).
Using the fact that
DtN = −[(Dv)∗N ]⊤, and [Dt,∇ea ] = −∇(∇eav)⊤ ,
and the commutator formula [Dt,∆B], we obtain (see equation (3.16) in [29])
D2t κ =−∆BDtv ·N − 2∇eaN · ∇eaDtv − 2∆Bv ·DtN
−
(
4Dea (DtN) + 2∇(∇eav)⊤N)
)
· ∇eav − κ|DtN |2 − 2DtN · ∇(DtN)N
Using Euler’s equation evaluated on B to substitute for Dtv on B, we obtain
D2t κ =∆BN (κ)−∇κH ·∆BN −∆B∇∆−10 div(v · ∇v) ·N
− 2∆Bv ·DtN −
(
4Dea (DtN) + 2∇(∇eav)⊤N)
)
· ∇eav − κ|DtN |2
− 2∇eaN · (∇ea∇∆−10 div(v · ∇v))− 2DtN · ∇(DtN)N
def
=∆BN (κ) +R0.
(3.13)
Note that in terms of regularity on the boundary B, we have from (3.2)
v ∼ Dth, ∆Bv ∼ Dtκ, N ·Dtv ∼ Nκ ∼ D3h.
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Thus the nonlinear terms of R0 are
∇κH ·∆BN = (∂3h)2 + cubic
∆B∇∆−10 div(v · ∇v) ·N = DvD2v + cubic
∆Bv ·DtN = D2v∂t∂h+ cubic
Dea (DtN) · ∇eav = ∂t∂2hDv + cubic.
If we introduce w
def
= (v, ∂h), then we can write
(3.14) R0 ∼ DtκDt∂h+ (∂κ)2 + cubic ∼ (Dw,D2w)2 + (w)3.
Energy estimates will be derived using equation (3.13).
Remark 3.5. The energy and weighted energy estimates can be done simultaneously. However we
elected to separate the two for the benefit of the reader. The Hs estimate is derived by commuting
A = ∆BN with the equation which leads to a schematic equation ∂2tAg−∂3Ag = (∂Ag)∂g, while the
weighted estimates which are derived from commuting S and Ω lead to ∂2t Sg − ∂3Sg = (∂3g)∂Sg.
Thus energy estimates for Sg require estimates on ∂3g. In terms of regularity, S acts therefore
as 3/2 derivatives. To avoid fractional derivatives in energy (and weighted energy) estimates we
estimate derivatives in multiples of 3.
3.4. Hs(B) estimates. For the remainder of this section all norms of v are computed for v|B ,
thus Hs stands for Hs(B), etc. Bounds of ∂h and v in Hs will be derived from the equation
D2t κ−∆BNκ = R0 on ∂U ,
and as such they are implicit in [29].
Energy estimates are usually obtained in a straightforward manner by differentiating the equation
and multiplying it by Dtκ. However in this case, there will be commutators present, and bounding
them requires some care.
Consider smooth solutions of
(3.15) D2t g −∆BN g = F on ∂U .
For functions defined on B let 〈 , 〉 denote the inner product on L2(B), and define
eg(t) = 〈DNDtg,DNDtg〉+ 〈N∆BN g,∆BN g〉 = ‖DNDtg‖2L2 + ‖∆BN g‖2H 12 .
Lemma 3.6. Smooth solutions to the above equation satisfy, if (Dv, ∂h) is small in W 3,∞,
e˙g . ‖(Dv, ∂hDv, ∂2h)‖W 3,∞(eg + ‖Dtg‖2L2 + ‖Dg‖2H˙ 12 ) + ‖DNF‖L2
√
eg,
Proof. Recall first that
DtdS = (v
⊥κ+D · v⊤)dS.
Multiply (3.15) by N∆BNDtg and integrate over B to get
e˙g(t) =〈(v⊥κ+D · v⊤)DNDtg,DNDtg〉+ 2〈[Dt,D]NDtg,DNDtg〉 + 2〈D[Dt,N ]Dtg,DNDtg〉
+ 〈[Dt,N ]∆BN g,∆BN g〉+ 2〈N [Dt,∆BN ]g,∆BN g〉 + 〈DNF,DNDtg〉.
Thus to estimate eg we use the commutator bounds given in Lemma 3.4. These bounds imply
|〈[Dt,D]NDtg,DNDtg〉|+ |〈D[Dt,N ]Dtg,DNDtg〉| . ‖(Dv, ∂hDv, ∂2h)‖W 1,∞‖Dtg‖2H2 ,
and by (3.12d) of the same lemma we have
|〈[Dt,N ]∆BN g,∆BN g〉|+ |〈N [Dt,∆BN ]g,∆BN g〉| . ‖(Dv, ∂hDv, ∂2h)‖W 3,∞‖Dg‖2H5/2 .
Consequently
e˙g . ‖(Dv, ∂hDv, ∂2h)‖W1,∞(eg + ‖Dtg‖2L2 + ‖Dg‖2H˙ 12 ) + ‖DNF‖L2
√
eg,
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which implies the desired result. 
Hs estimates for solutions of (1.1) follow in a straightforward manner from Lemma 3.6. Let
κn = Anκ, where A = ∆BN , then
(3.16) D2t κn = ∆BN (κn) +Rn,
where Rn is defined inductively by
Rn
def
= −[A,D2t ]κn−1 +ARn−1 = Dt[Dt,A]κn−1 + [Dt,A]Dtκn−1 +ARn−1,
with R0 given by (3.13). Thus
Rn =
n∑
i=1
An−i (Dt[Dt,A]κi−1 + [Dt,A]Dtκi−1) +AnR0(3.17)
Define the energy
En(t) def= 1
2
〈DNDtκn,DNDtκn〉+ 1
2
〈NAκn,Aκn〉
where A = ∆BN . Finally, let
En(t)
def
=
n∑
k=0
Ek(t) + Ephysical,
where n is a large integer and Ephysical is given by (3.1). Then En is equivalent to
En ∼ ‖Dtκ‖2H3n+2 + ‖κ‖2H3n+7/2 + ‖Λ1/2ψ‖2L2 + ‖∂h‖2L2
∼ ‖Λ1/2ψ‖2
H3n+
9
2
+ ‖∂h‖2
H3n+9/2
∼ ‖Λ1/2u‖2
H3n+
9
2
.
Global energy estimates will be derived under the assumptions
(a1)
{
E2K(t) . ǫ, for ǫ≪ 1, for K large,
b(t)
def
= ‖∂2h‖W 3K+7/2,∞ + ‖Dv‖W 3K+3,∞ . ǫt−1, for t ≥ 1.
which follow from ‖u‖decay . ǫ.
Proposition 3.7. Under assumption (a1), solutions of (3.13) with data (h0, v0)
E2K(0) ∼ ‖v0‖2H6K+4 + ‖∂h0‖2H6K+9/2 ≤ ǫ2 ≪ 1,
satisfy
(3.18) E2K(t) . ǫ
2t2δ,
Proof. Recall that on the boundary B, we have from (3.2)
v ∼ Dth, ∆Bv ∼ Dtκ, N ·Dtv ∼ Nκ ∼ D3h.
From Lemma 3.6 we have for n ≤ 2K
E˙n . ‖(Dv, ∂hDv, ∂2h)‖W 1,∞(En + ‖Dtκn‖2L2 + ‖Dκn‖2H˙ 12 ) + ‖DNRn‖L2
√
En.(3.19)
From Lemma 3.4 and (a1), we have for n ≥ 4
‖DNAn−iDt[Dt,A]κi−1‖L2 + ‖DNAn−i[Dt,A]Dtκi−1‖L2 .
ǫ
t
√
En,
where we bound the low derivatives in L∞ and the high derivatives in L2. From (3.14) we know
that R0 ∼ DtκDt∂h+ (∂κ)2, and thus
‖DNAnR0‖L2 .
ǫ
t
√
En,
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by assumption (a1). Consequently (3.19) can be rewritten as E˙n . ǫtEn, and by summing over
n ≤ 2K we get the stated inequality. 
Note that in terms of (ψ, h), where ψ is the boundary value of the potential ψH, E0 bounds
ψ ∈ H˙ 12 (R2) and h ∈ H˙1(B), and thus Proposition 3.7 gives control on
E2K ∼ ‖Λ
1
2ψ‖2
H6K+9/2(R2)
+ ‖∂h‖2
H6K+9/2(R2)
∼ ‖Λ 12u‖2
H6K+9/2(R2)
,
where u = Λ1/2h+ iψ.
3.5. Weighted energy estimates. Weighted energy estimates will be derived by commuting
(S, Ω) with the κ equation (3.13). The main difference, and difficulty, between the energy estimate
and weighted estimates is the following. Commuting Dt with N gives a first order differential
operator with coefficients depending on w˜1 = (Dv, ∂hDv), while commuting S or Ω with N gives a
first order differential operator with coefficients depending on w˜2 = (∂h,S∂h), The crucial difference
is that w˜1 decays ∼ 1t in L∞, whereas w˜1 decays ∼ 1t1−δ (compare assumptions (a1) and (a2) for
instance). For this reason weighted estimates are slightly worse than regular energy estimates. We
also would like to remind the reader that since S in commutators acts as 3/2 derivatives, we will
treat (S, Ω,A), where A = ∆BN , on equal footing; these operators are collectively denoted by Γ .
In the sequel we will let D̂ stand for either ∂ or N , and X stand for
X = S, Ω.
Finally, we define the spaces,
W˜ k,p(B) = {g ∈W k,p(B); N g ∈W k−1,p(B)}(3.20)
Lpℓ(B) =
{
ϕ : B → R; ‖ϕ‖Lpℓ
def
=
ℓ∑
i=0
‖Γ iϕ‖Lp
}
,(3.21)
W k,pℓ (B) =
{
ϕ : B → R; ‖ϕ‖
W k,pℓ
def
=
ℓ∑
i=0
‖Γ iϕ‖
W˜ k,p
}
,(3.22)
for p = 2 or ∞, k, ℓ ∈ N. For p = 2 we allow k ∈ N/2. Note that W˜ k,2(B) = W k,2(B), however
W˜ k,∞(B) 6=W k,∞(B), due to the presence of N .
The relation between v, h, and κ in W k,pℓ norms is as follows.
Proposition 3.8. Under the assumption
‖∂h‖W 3,∞K + ‖v‖W 2,∞K ≪ 1, for K > 1,
solutions to system (3.2) satisfy
‖∂h‖W a+1,22K (B) ∼ ‖κ‖W a,22K (B) + ‖∂h‖L22K (B)(3.23)
‖v‖W a+2,22K (B) ∼ ‖Dtκ‖W a,22K (B) + ‖κ‖W a,22K (B) + ‖∂h‖L22K (B) + ‖v
⊥‖L22K(B).(3.24)
Proof. The first inequality follows from κ = −(1 + |∂h|2) 12∆Bh, commuting X with ∆B, and
standard elliptic theory. To prove the second inequality we note that since v is the gradient of a
harmonic function, then by equation (6.3)
‖D2v‖L2(B) . ‖v‖H2(B) . ‖v⊥‖H2(B) . ‖∆∂Bv⊥‖L2(B) + ‖v⊥‖L2(B)
From equation (3.2a)
∆Bv
⊥ = −Dtκ− v⊥|Π|2 + (D ·Π)(v⊤),
the commutation relations of X , and by the fact that |Π|+ |DΠ| . |∂h|+ |D2h|+ |D3h|, we conclude
the stated result. 
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Set κ˜j = κ2K−j = A2K−jκ, for any 0 ≤ j ≤ 2K. It solves the equation
(3.25) D2t κ˜j = ∆BN (κ˜j) + R˜j ,
where R˜j = R2K−j is defined by (3.17). Next, let
F
ℓ
j
def
=
1
2
∥∥DNDtX j κ˜j+ℓ∥∥2L2 + 12〈N∆BNX jκj+ℓ,∆BNX jκj+ℓ〉
where ℓ = 0 . . . 2K − j. Finally, define the weighted energy that will be controlled:
Fn
def
=
n∑
j=0
2K−j∑
ℓ=0
F
ℓ
j + Ephysical.
Notice that
Fn(t) ∼ ‖Dtκ‖2W 3(2K−n)+2,2n + ‖κ‖
2
W
3(2K−n)+ 72 ,2
n
+ ‖Λ1/2ψ‖22 + ‖∂h‖22
∼ ‖v‖2
W
3(2K−n)+4,2
n
+ ‖∂h‖2
W
3(2K−n)+ 92 ,2
n
+ ‖Λ1/2ψ‖22
∼
∥∥∥Λ1/2u∥∥∥2
W
3(2K−n)+ 92 ,2
n
.
To derive the weighted energy estimate we need to commute X with the operator D2t −∆BN .
The next lemma illustrates how and where terms such as S∂h appear in the commutators.
Lemma 3.9. Let g denote a smooth function on ∂U and write
(3.26) D2t g −∆BN g = F on ∂U .
Then
‖DN [X ,∆BN −D2t ]g‖L2 .
(
‖X D̂h‖
W˜ 4,∞
+ ‖Xv‖
W˜ 2,∞
)(
‖D̂g‖H4 + ‖D̂Dtg‖H2
)
+ ‖DNF‖L2 .
(3.27)
Proof. For X = S, we have from the commutation relations (3.8) and (3.11)
[S,∆BN −D2t ]g =(∆B[S,N ] + [S,∆B ]N −Dt[S,Dt]− [S,Dt]Dt) g
=∆B
(∇SNgH − (NZ)∂zgH +N · ∇∆−10 2div((∇ZH)∂zgH))
−
(
2∆BN g + 2D2N g · ∇⊤(Zk) + (∆BS) · (∇⊤N g) + κSN · (∇⊤N g)
)
−Dt(1
2
vi + Svi)∂ig − (1
2
vi + Svi)∂iDtg + 3DtF.
Writing A∇ZH(∂zg) = ∆B
(
N · ∇∆−10 2div((∇ZH)∂zgH
)
(which is an operator of order 2), this
commutator can be written as
[S,∆BN −D2t ]g =A3(SD̂h)D̂3g +A2(SD̂2h)D̂2g +A1(SD̂3h)D̂g
+A∇ZH(∂zgH) +B1(v,Sv)D̂Dtg + 3DtF,
where we exhibited the dependence of the coefficients on the least regular terms and terms with
the least number of Dˆ. Here we introduced the notation A3D̂
3 =
∑3
i=1A
i
3N iD3−i, and so on. This
implies
‖DN [S,∆BN −D2t ]g‖L2 .
(
‖SD̂h‖
W˜ 4,∞
+ ‖Sv‖
W˜ 2,∞
)(
‖D̂g‖H4 + ‖D̂Dtg‖H2
)
+ ‖DNDtF‖L2 .
Similar estimates hold for X = Ω. 
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Remark 3.10. Note that this lemma, when combined with Lemma 3.6, gives an estimate with 1/2
regular derivatives loss on g. However since the loss is in regular derivatives, we can handle this
by regular energy estimates. Moreover since terms like SD̂h decay at a rate less than t−1, this will
cause a cascading effect on the growth rate of the weighted energy estimates.
Bounds for Fn(t) will be derived under the assumptions
(a2)

F0(t) . ǫ
2t2δ, ‖v‖2
W 4,2K
+ ‖∂h‖2
W
9/2,2
K
. ǫ, for ǫ≪ 1
a(t)
def
= ‖∂h‖
W˜
9/2,∞
K
+ ‖v‖
W˜ 4,∞K
. ǫt−1+δ, t ≥ 1,
b(t)
def
= ‖∂2h‖
W˜
7/2,∞
K
+ ‖Dv‖
W˜ 3,∞K
. ǫt−1, t ≥ 1,
which follow from ‖u‖decay . ǫ.
Proposition 3.11. Under assumption (a2), solutions of (3.13) with initial data
‖v0‖2W 4,22K + ‖∂h0‖
2
W
9/2,2
2K
≤ ǫ2 ≪ 1,
satisfy
(3.28) Fj(t) . ǫ
2t2(j+1)δ,
for 0 ≤ j ≤ 2K.
Proof. Step 1: the ODE controlling Fj . The proof will be constructed inductively on j. The case
j = 0 is the non-weighted estimates. Since the difficulty in controlling Fj is in controlling high
order weighted derivatives, we will only keep track of the highest order weighted derivative terms
in Fj , that is F
0
j . Recall that κ˜j = A2K−jκ satisfies (3.25), and that
(3.29) F 0j (t) =
1
2
‖DNDtX j κ˜j‖2L2 +
1
2
〈N∆BNX j κ˜j,∆BNX jκ˜j〉.
For 1 ≤ j ≤ 2K, X j κ˜j satisfies the equation
D2tX jκ˜j = ∆BN (X j κ˜j) +Rj,(3.30)
Rj def=
j∑
i=1
X j−i ([X ,∆BN −D2t ]X i−1κ˜j)+ X jR˜j,(3.31)
and consequently from Lemma 3.6 we have
d
dt
F
0
j (t) =〈(v⊥κ+D · v⊤)DNDtκ˜j ,DNDtκ˜j〉+ 2〈[Dt,D]NDtκ˜j ,DNDtκ˜j〉+ 2〈D[Dt,N ]Dtκ˜j ,DNDtκ˜j〉
+ 〈[Dt,N ]∆BN κ˜j ,∆BN κ˜j〉+ 2〈N [Dt,∆BN ]κ˜j ,∆BN κ˜j〉+ 〈DNRj,DNDtκ˜j〉,
(3.32)
and
d
dt
F
0
j . ‖(Dv, ∂hDv, ∂2h)‖W˜ 3,∞Fj + ‖DNR1‖L2
√
F 0j .
ǫ
t
Fj + ‖DNRj‖L2
√
F 0j .
Thus to prove the proposition we have to bound Rj , which will be done inductively.
Step 2: the case j = 1. For j = 1
R1 = [X ,∆BN −D2t ]κ˜1 + X R˜1
has to be bounded carefully due to the presence of X∂h in the commutators whenever X = S or
Ω. To estimate this term when X = S, we use Lemma 3.9 to obtain
‖DN [S,∆BN −D2t ]κ˜1‖L2 .
(
‖SD̂h‖
W˜ 4,∞
+ ‖Sv‖
W˜ 2,∞
)(
‖D̂κ˜1‖H4 + ‖D̂Dtκ˜1‖H2
)
+ ‖DNDtR˜1‖L2
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From the regular energy estimates and assumption (a2) we can bound the right-hand side as follows
‖D̂κ˜1‖H4 + ‖D̂Dtκ˜1‖H2 .
√
E2K . ǫt
δ
‖DNDtR˜1‖L2 .
ǫ
t
√
E2K .
ǫ2
t1−δ
,
‖SD̂h‖
W˜ 4,∞
+ ‖Sv‖
W˜ 2,∞
.
ǫ
t1−δ
.
Thus ‖DN [S,∆BN −D2t ]κ˜1‖L2 . ǫ
2
t1−2δ
. Similarly, observe that
R˜1 = R2K−1 =
2K−1∑
i=1
A2K−1−i (Dt[Dt,A]κi−1 + [Dt,A]Dtκi−1) +A2K−1R0,
is a sum of products of the following type: a function which carries the highest number of derivative,
which can be estimated in L2; and a function that decays ∼ 1t in L∞ due to Assumption (a2).
Therefore, we get
‖DNSR˜1‖L2 .
ǫ
t
√
F1,
Similar estimates holds when X = Ω. Thus we conclude
d
dt
√
F 01 (t) .
ǫ
t
√
F1 +
ǫ2
t1−2δ
√
F0 =⇒ d
dt
√
F1(t) .
ǫ
t
√
F1 +
ǫ2
t1−2δ
=⇒ F1(t) . ǫ2t4δ,
which proves the proposition for j = 1.
Step 3: the case j ≥ 2. For j ≥ 2 we proceed inductively in j to estimate ‖DNRj‖L2 . Assume
we have verified the proposition for j − 1. To show it holds for j we have to apply X j to the κ˜j
equation. Recall that
[X ,∆BN −D2t ]X i−1κ˜j =A3(X D̂h)D̂3X i−1κ˜j +A2(X D̂2h)D̂2X i−1κ˜j +A1(X D̂3h)D̂X i−1κ˜j
+A∇ZH(∂zX i−1κ˜jH) +B1(Xv)D̂DtX i−1κ˜j + 3DtX i−1κ˜j .
In equation (3.31), these terms generate quadratic terms of the form
A3(X ℓ+1D̂h)D̂3X j−ℓ−1κ˜j+A2(X ℓ+1D̂2h)D̂2X j−ℓ−1κ˜j
+A1(X ℓ+1D̂3h)D̂X j−ℓ−1κ˜j +B1(X ℓ+1v)D̂DtX j−ℓ−1κ˜j ,
(for 0 ≤ ℓ ≤ j − 1) as well as terms of the type
∆B
(
N · ∇∆−10 2div((X ℓH∇XH)∂zX j−ℓ−1κ˜jH
)
, 0 ≤ ℓ ≤ j − 1
∆B
(
N · ∇∆−10 2X ℓ−1H
(
(∇XH) · (∇XH∂zX j−ℓ−1κ˜jH)
))
, 1 ≤ ℓ ≤ j − 1,
(3.33)
and finally terms which more regular and of higher degree.
The first term in (3.33) is easy to bound, while the second term term gives rise to smooth regular
cubic terms and to quartic terms of order −1 of the form
(3.34) (∆BN) · ∇∆−10 X ℓ−1H
(
(∇XH) · (∇XH∂zX j−ℓ−1κ˜jH)
)
Thus all these commutations lead to quadratic terms
Qj =
j−1∑
ℓ=0
A3(X ℓ+1D̂h)D̂3X j−ℓ−1κ˜j +A2(X ℓ+1D̂2h)D̂2X j−ℓ−1κ˜j
+A1(X ℓ+1D̂3h)D̂X j−ℓ−1κ˜j +B1(X ℓ+1v)D̂DtX j−ℓ−1κ˜j
(3.35)
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quartic terms of order −1 of the form
(3.36) Kj = (∆B N) · ∇∆−10 2X ℓ−1H
(
(∇XH) · (∇XH∂zX j−ℓ−1κ˜jH)
)
, 1 ≤ ℓ ≤ j − 1,
and more regular degree 3 or higher terms. Thus
Rj = Qj +Kj + X jR˜0 + similar or more regular terms of degree 3 or higher.
To bound ‖DNRj‖2L2 , we deal first with the quadratic terms Qj . In this case we bound each term
in L2 or L∞, depending on whether ℓ ≥ K or ℓ ≤ K − 1. To estimate A3(X ℓSD̂h)D̂3X j−ℓ−1κ˜j ,
with ℓ ≥ K, we proceed as follows:
‖DNA3(X ℓSD̂h)D̂3X j−ℓ−1κ˜j‖L2 . ‖ D̂3X j−ℓ−1κ˜j‖W˜ 2,∞‖X ℓSD̂h‖H2 .
The above expression is bounded by ǫt−1
√
Fj .
For ℓ ≤ K − 1,
‖X ℓSD̂h‖
W˜ 2,∞
.
ǫ
t1−δ
, by assumption (a2),
‖D̂3X j−ℓ−1κ˜j‖H2 .
√
Fj−ℓ−1 . ǫt(j−ℓ)δ, by the inductive step.
Therefore
‖DNA3(X ℓSD̂h)D̂3X j−ℓ−1κ˜j‖L2 . ‖X ℓSD̂h‖W˜ 2,∞‖D̂3X j−ℓ−1κ˜j‖H2 .
ǫ2
t1−(j+1)δ
.
The remaining terms in Qj are estimated in the same manner. The cubic terms are much easier
to bound since they appear from multiple commutations of X and thus they have fewer derivatives
and better t decay.
The quartic terms ‖DNKj‖L2 can be estimated in the following manner: when DN hits ∆BN
we bound the term by∥∥∥(DN∆BN) · ∇∆−10 X ℓ−1H ((∇ZH) · (∇ZH∂zX j−ℓ−1κ˜jH))∥∥∥
L2
. ‖∂h‖H4
∥∥∥∇∆−10 X ℓ−1H ((∇ZH) · (∇ZH∂zX j−ℓ−1κ˜jH))∥∥∥
L∞(D)
. ‖∂h‖H4
∥∥∥X ℓ−1H ((∇ZH) · (∇ZH∂zX j−ℓ−1κ˜jH))∥∥∥
H1(D)
By distributing the X ℓ−1H vector fields on the cubic term we end up with a highest derivative of
X j−2, and at least one term with less than K derivatives. Thus∥∥∥(DN∆BN) · ∇∆−10 X ℓ−1H ((∇ZH) · (∇ZH∂zX j−ℓ−1κ˜jH))∥∥∥
L2
.
ǫ2
t1−(j+1)δ
.
The remaining terms are quartic with fewer derivatives and are of positive order, thus their estimates
are straightforward.
This leaves ‖DNX jR˜0‖L2 to estimate. Recall that R˜0 = R2K−j is given by (3.17)
R2K−j =
2K−j∑
i=1
An−i (Dt[Dt,A]κi−1 + [Dt,A]Dtκi−1) +A2K−jR0,
so these terms can be bounded by
‖DNX jR˜0‖L2 .
ǫ
t
√
Fj .
Putting all of these bounds together implies
d
dt
Fj(t) . ǫ
t
√
Fj +
ǫ2
t1−(j+1)δ
,
which gives the desired estimate after summing over j. 
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4. Decay estimates
4.1. Rewriting the equation. Recall that the equations for the trace of the potential and the
graph of the surface are given by (see (1.2)){
∂th = Λψ −∇ · (h∇ψ) − Λ(hΛψ) + R˜1
∂tψ = ∆h− 12 |∇ψ|2 + 12 |Λψ|2 +R2
where R˜1 and R2 are terms of degree 3 and higher, and where Λ is the Fourier multiplier of symbol
|ξ|. By introducing the variable H = Λ1/2h, the above equations can be written as
(4.1)
{
∂tH = Λ
3/2ψ − Λ1/2∇ · (Λ−1/2H∇ψ)− Λ3/2(Λ−1/2HΛψ) +R1
∂tψ = −Λ3/2H − 12 |∇ψ|2 + 12 |Λψ|2 +R2,
where R1
def
= Λ1/2R˜1. The above system can be written in a compact form in terms of the complex
variable u = H + iψ:
(4.2) ∂tu = −iΛ3/2u+ Tm++(u, u) + Tm−−(u¯, u¯) + Tm+−(u, u¯) +R,
where m±± are linear combinations of
(4.3)
m1(ξ, η)
def
=
|ξ|1/2
|η|1/2 (ξ · (ξ − η)− |ξ||ξ − η|) ,
m2(ξ, η)
def
= η · (ξ − η) + |η||ξ − η|,
and m1(ξ, ξ − η),
and we set R
def
= R1 + iR2. The next step is to define
f(t)
def
= eitΛ
3/2
u
and to write Duhamel’s formula for f :
(4.4)
f̂(t, ξ) = û0(ξ) +
∑
(τ1,τ2)=(++),(+−),(−−)
∫ t
0
∫
eisφτ1,τ2 (ξ,η)mτ1τ2(ξ, η)f̂−τ1(s, η)f̂−τ2(s, ξ − η) dη ds
+
∫ t
0
eis|ξ|
3/2
R̂(s, ξ) ds,
where f+
def
= f , f−
def
= f¯ , and the phases are given by
φ±,±(ξ, η) = |ξ|3/2 ± |η|3/2 ± |ξ − η|3/2.
Sometimes, the exact structure of (4.2) will not matter and we will write it in a simplified form
(4.5) ∂tu = −iΛ3/2u+ Tm(u, u) +R,
with m being a linear combination of m1 and m2.
We will also often write indistinctively f for f and f¯ ; similarly, we will not distinguish between
eis|D|
3/2
and e−is|D|
3/2
. This alleviates somewhat the notations, and has of course no impact on the
estimates.
4.2. Examination of the bilinear symbols and the phases.
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4.2.1. The symbols. Start with the two multilinear symbols
m˜1(ξ, η)
def
= ξ · (ξ − η)− |ξ||ξ − η|
m˜2(ξ, η)
def
= η · (ξ − η) + |η||ξ − η|
Due to the relation m˜1(η, ξ) = −m˜2(−ξ,−η), it is equivalent to prove estimates for either of these
symbols.
Using the simple fact that
|X + ε| = |X|+X · ε|X| +
1
2
( |ε|2
|X|
)
−
(
(ε ·X)2
|X|3
)
+O
( |ε|3
|X|2
)
,
we can deduce that for |η| << |ξ|,
m˜1(ξ, η) = |ξ|2 − η · ξ − |ξ|
(
|ξ|+ ξ · η|η| +O
( |η|2
|ξ|
))
= O(|η|2).
Therefore
• If |ξ| << |η|, then |m˜1(ξ, η)| . |ξ||η|
• If |η| << |ξ|, then |m˜1(ξ, η)| . |η|2
• If |ξ − η| << |η|, then |m˜1(ξ, η)| . |ξ − η||η|
and thus
• If |ξ| << |η|, then |m˜2(ξ, η)| . |ξ|2
• If |η| << |ξ|, then |m˜2(ξ, η)| . |η||ξ|
• If |ξ − η| << |η|, then |m˜2(ξ, η)| . |ξ − η||η|.
In terms of the classes defined in Appendix 8.2, this means that m˜1(ξ, η) ∈ M2,1,2,1 and m˜2(ξ, η) ∈
M2,2,1,1.
Now
m1(ξ, η) =
|ξ|1/2
|η|1/2 m˜1(ξ, η) and m2(ξ, η) = m˜2(ξ, η).
This implies that m1(ξ, η) ∈ M2,3/2,3/2,1, m1(ξ, ξ − η) ∈ M2,3/2,1,3/2, and m2(ξ, η) ∈ M2,2,1,1.
Finally, since any m±± is a linear combination of m1(ξ, η), m2(ξ, η), and m1(ξ, ξ − η), we deduce
that
m±± ∈ M2,3/2,1,1.
4.2.2. The phases. Recall that for a phase φ, the space, time, and space-time resonant sets are
given by
T = {φ = 0} , S = {∂ηφ = 0} and R = S ∩ T .
Let us study these sets for each of the phases φ±±.
• First φ++: it is obvious that T++ = {(0, 0)}, which is the most favourable case. We will
therefore deal with this interaction by using a normal form transform, producing the symbol
m++
φ++
, which belongs to M1/2,3/2,1,1.
• For φ+−, we have ∂ηφ+− = +32 η|η|1/2 + 32
ξ−η
|ξ−η|1/2 and hence we find S+− = R+− = {ξ = 0}.
Thus in this case estimates will be obtained by an integration by parts in η. Expanding
∂ηφ+− around ξ = 0 gives:
∂ηφ =
3
2|η|1/2
(
ξ +
1
2
(
ξ · η|η|
)
η
|η|
)
+O
( |ξ|2
|η|1/2
)
.
When integrating by parts in η, the symbol will be changed to m+−|∂ηφ+−|2∂ηφ, which, by the
above estimate, belongs to M3/2,1/2,1,1.
GLOBAL EXISTENCE FOR CAPILLARY WATER WAVES 21
• Finally, for φ−−, we have ∂ηφ = −32 η|η|1/2 + 32
ξ−η
|ξ−η|1/2 and hence we find that S+− = {ξ = 2η}
and R−− = {(0, 0)}. As we will see, by splitting the (ξ, η) space into regions where φ and
∂ηφ do not vanish, this case can be reduced to estimates similar to those for φ++ and φ+−.
4.3. Invariances and commutators. The solutions of equation (4.2) are invariant by translation
u 7→ u(x+ δ), δ ∈ R2, rotation u 7→ u(Rθx), and dilation u 7→ 1λ1/2u(λ3/2t, λx).
The generators of these transformations give the vector fields2
∂3 = (∂1, ∂2)
3, Ω = x1∂2 − x2∂1 = ωi∂i, and S = 3
2
t∂t + x
i∂i.
We shall also use the space part of S, namely
Σ = xi∂i.
The vector fields ∂3, Ω,S are collectively denoted by Γ , and the multiindex notation for powers of
Γ is used.
Of course, ∂3 commutes exacly with the linear part of the equation, and the linear group. As for
the nonlinear part of the equation, it can be expanded into pseudo-product operators (by translation
invariance) and regular derivatives can be commuted with pseudo-product operators according to
the Leibniz rule.
The commutation of the vector fields Ω and S with the linear part of the equation and the linear
group are given by [
Ω, ∂t + iΛ
3/2
]
= 0[
S, ∂t + iΛ3/2
]
= −3
2
(
∂t + iΛ
3/2
)
[
Ω, e±itΛ
3/2
]
=
[
S, e±itΛ3/2
]
= 0.
(4.6)
Next, to commute these vector fields with the nonlinear part of the equation, expand it into a
series of multilinear operators: in other words, write (4.2) as
∂tu = −iΛ3/2u+
∞∑
k=2
Lk(u, . . . , u),
where Lk is k-linear. The invariance by translation and rotation gives immediately that the Leibniz
rule applies to ∂ and Ω, namely
∂Lk(u, . . . , u) = Lk(∂u, . . . , u) + · · ·+ Lk(u, . . . , ∂u)
ΩLk(u, . . . , u) = Lk(Ωu, . . . , u) + · · ·+ Lk(u, . . . , Ωu).(4.7)
As for the dilation operators, notice that the scaling invariance gives
Lk
(
1
λ1/2
u(λ3/2t, λx), . . . ,
1
λ1/2
u(λ3/2t, λx)
)
= λ [Lk(u, . . . , u)] (λ
3/2t, λx)
Taking the derivative in λ yields the modified Leibniz rule:
SLk(u, . . . , u) = Lk(Su, . . . , u) + · · · + Lk(u, . . . ,Su)−
(
k
2
+ 1
)
Lk(u, . . . , u).
Finally, we will need to commute vector fields with Fourier multipliers of the type Λα. The formulas
are easily computed:
[∂,Λα] = [Ω,Λα] = 0
[S, Λα] = [Σ, Λα] = αΛα.
2Notice that the vector field S equals the generator of the scaling transformation up to an additive constant only.
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In particular, we shall remember that
ΓΛα = ΛαΓ + { lower order terms }
ΣΛα = ΛαΣ+ { lower order terms } .
4.4. The estimates. We prove the following a priori estimate (recall that f = eitΛ
3/2
u and that
α = α∗ + 3ι).
Proposition 4.1. Assuming ‖u‖X <∞ and (1.4),∥∥Y (∂)3Λαu∥∥
W 9,28+K
.
(
ε+ ‖u‖2X
) 〈t〉δ′(4.8) ∥∥Y (∂)3ΛαΣf∥∥
W 9,27+K
.
(
ε+ ‖u‖2X
) 〈t〉δ′(4.9) ∥∥∥Y (∂)3Λ1/2+α−βu∥∥∥
W 7,∞4+K
.
ε+ ‖u‖2X
〈t〉1−δ′− 23β
if 0 ≤ β ≤ 1/2(4.10) ∥∥Y (∂)2Λαu∥∥
W 7,24+K
. ε+ ‖u‖2X(4.11) ∥∥Y (∂)2ΣΛαf∥∥
W 7,23+K
. ε+ ‖u‖2X(4.12) ∥∥∥Y (∂)Λ1/2+α−βu∥∥∥
W 5,∞K
.
ǫ+ ‖u‖2X
〈t〉1− 23β
if 0 ≤ β ≤ 1/2.(4.13)
This proposition gives in particular the desired a priori estimate
‖u‖decay . ǫ+ ‖u‖2X .
Remark 4.2. Notice that one of the reasons why many derivatives are lost in this argument is
that we cannot interpolate easily the derivatives S and Ω, namely we do not have a Trudinger type
inequality for such derivatives.
4.5. Proof of (4.8). The growth estimate (4.8) follows from the result of Section 3 as far as high
frequencies are concerned. Thus it suffices to control Y (∂)3ΛαΓ ku in L2 for |k| ≤ K + 8. We fix
such a k and apply Y (∂)3ΛαΓ k to (4.5). This gives
(4.14) Y (∂)3ΛαΓ k
(
∂t + iΛ
3/2
)
u = Y (∂)3ΛαΓ kTm(u, u) + Y (∂)
3ΛαΓ kR.
Let us discard for the moment the remainder terms; we will come back to them in Section 4.11.
Next apply Leibniz rule (see Subsection (4.3)) to commute Γ k with the linear equation and the
bilinear term. Out of the many terms coming out, we single out two representative examples:
Y (∂)3ΛαTm(Γ
ku, u) and Y (∂)3ΛαTm(Γ
k/2u, Γ k/2u) (assuming for simplicity that k is even). Thus
the equation now reads(
∂t + iΛ
3/2
)
Γ kY (∂)3Λαu =Y (∂)3ΛαTm(Γ
ku, u) + Y (∂)3ΛαTm(Γ
k/2u, Γ k/2u)
+ { similar terms } .
To estimate the first term on the right-hand side, recall that m ∈ M2,3/2,1,1 and use Corollary 8.1
to get ∥∥∥Y (∂)3ΛαTm(Γ ku, u)∥∥∥
2
.
∥∥∥Γ kΛαu∥∥∥
H2
∥∥∥Λ3/4u∥∥∥
W 2,∞
.
∥∥∥Γ kΛαu∥∥∥
2
∥∥∥Λ3/4u∥∥∥
W 2,∞
+
∥∥∥Γ kΛαu∥∥∥
H˙2
∥∥∥Λ3/4u∥∥∥
W 2,∞
.
‖u‖X
〈t〉
∥∥∥Γ kΛαu∥∥∥
2
+ 〈t〉δ′−1 ‖u‖2X .
GLOBAL EXISTENCE FOR CAPILLARY WATER WAVES 23
To estimate the second term on the right-hand side, we also rely on Corollary 8.1 to obtain∥∥∥Y (∂)3ΛαTm(Γ k/2u, Γ k/2u)∥∥∥
2
.
∥∥∥Γ k/2Λαu∥∥∥
H2
∥∥∥Λ3/4Γ k/2u∥∥∥
W 2,∞
.
‖u‖X
t
∥∥∥Γ kΛαu∥∥∥
2
.
Performing an energy estimate, (4.14) gives thus the differential inequality
d
dt
∥∥Y (∂)3Λαu∥∥
W 0,2K+8
.
‖u‖X
〈t〉
∥∥Y (∂)3Λαu∥∥
W 0,2K+8
+ 〈t〉δ′−1 ‖u‖2X .
The hypothesis on the initial data (1.4) and Gronwall’s inequality give the desired conclusion.
4.6. Proof of (4.9). It follows from (4.8) in a very similar, but slightly simpler, way to how (4.12)
follows from (4.11). We therefore refer the reader to the proof of (4.12).
4.7. Proof of (4.10). It follows from (4.9) and Proposition 5.1.
4.8. Proof of (4.11).
4.8.1. First reduction. The estimate (4.11) is the crucial one, and the one for which space-time
resonances will play a role. We want to control ‖Y 2(∂)Γ kΛα∂ju‖2 for |k| ≤ K + 4 and |j| ≤ 7,
which are from now on fixed. We will denote
z = Γ k∂ju and g(t) = eitΛ
3/2
z(t).
Start by applying Y 2(∂)ΛαΓ k∂j to the equation (4.2). Using Leibniz rule (see Subsection 4.3),
Γ k∂j can be commuted with the linear and quadratic terms, which produces many terms. We only
record the extremal ones: these are the most difficult to estimate, and we will focus on them. Thus
we find
∂tY
2(∂)Λαz =− iΛ3/2Y 2(∂)Λαz + Y 2(∂)ΛαTm++(z, u) + Y 2(∂)ΛαTm−−(z¯, u¯)
+ Y 2(∂)ΛαTm+−(z, u¯) + Y
2(∂)ΛαTm+−(u, z¯)
+ { Mixed terms }+ Y 2(∂)ΛαΓ k∂jR.
(4.15)
Proceeding as in Subsection 4.1, this can be translated in Fourier space into
Y 2(ξ)|ξ|αĝ(t, ξ)
= Y 2(ξ)|ξ|αẑ0(ξ) +
∑
τ1,2=±
∫ t
0
Y 2(ξ)|ξ|α
∫
eisφτ1,τ2 (ξ,η)mτ1τ2(ξ, η)f̂−τ1(s, η)ĝ−τ2(s, ξ − η) dη ds
+ { Mixed terms }+
∫ t
0
eis|ξ|
3/2
Y 2(ξ)|ξ|αΓ̂ k∂jR(s, ξ) ds.
The constant term Y 2(ξ)|ξ|αẑ0(ξ), by assumption, can be bounded in L2 by ǫ.
In the three following subsections, we analyze separately the terms corresponding to ++, −−,
and +− in the above sum to show that∥∥∥∥∫ t
0
eis|D|
3/2
Y (∂)2ΛαΓ k∂j
∑
Tm±,±(u, u) ds
∥∥∥∥
2
. ‖u‖2X .
The last term, which involves the remainder R, will be dealt with in Section 4.11 where we show∥∥∥∥∫ t
0
eis|D|
3/2
Y (∂)2ΛαΓ k∂jRds
∥∥∥∥
2
. ‖u‖3X .
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4.8.2. The ++ case. Let us consider for now the term
Y 2(ξ)|ξ|α
∫ t
0
∫
eisφ++(ξ,η)m(ξ, η)f̂ (s, η)ĝ(s, ξ − η) dη ds
where m ∈ M2,3/2,1,1 (recall that we denoted indistinctively f for f or f¯ since the distinction is
irrelevant for our purposes). Using the identity eisφ = 1iφ∂se
isφ to integrate by parts gives
Y 2(ξ)|ξ|α
∫ t
0
∫
eisφ++(ξ,η)m(ξ, η)f̂(s, η)ĝ(s, ξ − η) dη ds(4.16a)
= Y 2(ξ)|ξ|α
∫
eitφ++(ξ,η)
m(ξ, η)
iφ++(ξ, η)
f̂(t, η)ĝ(t, ξ − η) dη ds(4.16b)
− Y 2(ξ)|ξ|α
∫
m(ξ, η)
iφ++(ξ, η)
f̂(0, η)ĝ(0, ξ − η) dη ds(4.16c)
− Y 2(ξ)|ξ|α
∫ t
0
∫
eisφ++(ξ,η)
m(ξ, η)
iφ++(ξ, η)
∂sf̂(s, η)ĝ(s, ξ − η) dη ds(4.16d)
− Y 2(ξ)|ξ|α
∫ t
0
∫
eisφ++(ξ,η)
m(ξ, η)
iφ++(ξ, η)
f̂(s, η)∂sĝ(s, ξ − η) dη ds.(4.16e)
Keeping in mind that m(ξ,η)iφ++(ξ,η) belongs to M1/2,3/2,1,1, applying Corollary 8.1 gives
‖(4.16b)‖2 .
∥∥∥Λ1/4u∥∥∥
W 1,∞
∥∥∥Λ1/4z∥∥∥
H1
.
‖u‖2X
〈t〉1−δ′− 23 (α+ 14 )
.
The term (4.16c) is easier to treat, thus we skip it. Proceeding as in the proof of (4.12) below, we
can prove that ∥∥∥Y (∂)3Λ1/4∂tf∥∥∥
2
.
‖u‖2X
t
and
∥∥∥Y (∂)3Λ1/4∂tg∥∥∥
2
.
‖u‖2X
〈t〉1−δ
This gives, with the help of Corollary 8.1,
‖(4.16d)‖2 =
∥∥∥∥∫ t
0
∫
eisφ++(ξ,η)Y 2(ξ)|ξ|α m(ξ, η)
iφ++(ξ, η)
∂sf̂(s, η)ĝ(s, ξ − η) dη ds
∥∥∥∥
2
.
∫ t
0
∥∥∥∥Y 2(ξ)|ξ|αeisΛ3/2T m(ξ,η)
iφ++(ξ,η)
(
eisΛ
3/2
∂sf̂(s, η) , e
isΛ3/2 ĝ(s, ξ − η)
)∥∥∥∥
2
ds
=
∫ t
0
∥∥∥∥Y 2(ξ)|ξ|αT m(ξ,η)
iφ++(ξ,η)
(
eisΛ
3/2
∂sf̂(s, η) , e
isΛ3/2 ĝ(s, ξ − η)
)∥∥∥∥
2
ds
.
∫ t
0
∥∥∥Λ1/4∂tf∥∥∥
H1
∥∥∥Λ1/4z∥∥∥
W 1,∞
ds
.
∫ t
0
‖u‖X
〈s〉
‖u‖X
〈s〉1−δ′ ds
. ‖u‖3X .
Finally, the term (4.16e) can be treated in a very similar way, thus we omit the details here.
4.8.3. The +− case. Let us consider here the term
Y 2(ξ)|ξ|α
∫ t
0
∫
eisφ+−(ξ,η)m(ξ, η)f̂ (s, η)ĝ(s, ξ − η) dη ds
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where m ∈ M2,3/2,1,1. The piece of the integral corresponding to s ∈ (0, 1) is easily dealt with;
thus we shall consider in the following
Y 2(ξ)|ξ|α
∫ t
1
∫
eisφ+−(ξ,η)m(ξ, η)f̂ (s, η)ĝ(s, ξ − η) dη ds
(the aim of this manipulation is to allow for the upcoming integration by parts, which will produce
a 1s factor, not integrable near s = 0). Using the identity e
isφ = 1
is|∂ηφ|2∂ηφ · ∂ηeisφ to integrate by
parts gives
Y 2(ξ)|ξ|α
∫ t
1
∫
eisφ+−(ξ,η)m(ξ, η)f̂ (s, η)ĝ(s, ξ − η) dη ds(4.17a)
= −Y 2(ξ)|ξ|α
∫ t
1
∫
eisφ+−(ξ,η)
m(ξ, η)∂ηφ+−(ξ, η)
is|∂ηφ+−(ξ, η)|2 · f̂(s, η)∂η ĝ(s, ξ − η) dη ds(4.17b)
− Y 2(ξ)|ξ|α
∫ t
1
∫
eisφ+−(ξ,η)
m(ξ, η)∂ηφ+−(ξ, η)
is|∂ηφ+−(ξ, η)|2 · ∂ηf̂(s, η)ĝ(s, ξ − η) dη ds(4.17c)
− Y 2(ξ)|ξ|α
∫ t
1
∫
eisφ+−(ξ,η)∂η ·
[
m(ξ, η)∂ηφ+−(ξ, η)
is|∂ηφ+−(ξ, η)|2
]
f̂(s, η)ĝ(s, ξ − η) dη ds.(4.17d)
Notice that, due to the vanishing properties of m and ∂ηφ established in Subsection 4.2 the symbol
m(ξ,η)∂ηφ+−
i|∂ηφ+−(ξ,η)|2|ξ−η| belongs to the class M1/2,1/2,1,0. Therefore, by Corollary 8.1,
‖(4.17b)‖2 =
∥∥∥∥Y 2(ξ)|ξ|α ∫ t
1
∫
eisφ+−(ξ,η)
m(ξ, η)
is|∂ηφ+−(ξ, η)|2 f̂(s, η)∂η ĝ(s, ξ − η) dη ds
∥∥∥∥
2
.
∫ t
1
1
s
∥∥∥∥∥eisΛ3/2TY 2(ξ)|ξ|α m(ξ,η)∂ηφ+−i|∂ηφ+−(ξ,η)|2|ξ−η|
(
eisΛ
3/2
f(s) , eisΛ
3/2
Λxg(s)
)∥∥∥∥∥
2
ds
.
∫ t
1
1
s
∥∥∥Λ1/2u∥∥∥
W 1,4
∥∥∥Y (∂)eisΛ3/2Λxg∥∥∥
W 1,4
ds
(4.18)
On the one hand, we can interpolate between L2 and L∞ to obtain
(4.19)
∥∥∥Λ1/2u∥∥∥
W 1,4
.
√
‖Λαu‖W 1,2 ‖Λ1−αu‖W 1,∞ .
‖u‖X√〈t〉 .
On the other hand, the pointwise bound
|ξ||∂ξ ĝ(ξ)| . |ĝ(ξ)|+
∣∣∣Ω̂g(ξ)∣∣∣+ ∣∣∣Σ̂g(ξ)∣∣∣ . |ĝ(ξ)|+ ∣∣∣Ω̂g(ξ)∣∣∣ + ∣∣∣Ŝg(ξ)∣∣∣+ t |∂tĝ(ξ)|
entails the L2 bound∥∥∥Y (∂)Λ1/2Λxg∥∥∥
H1
. ‖Y (∂)Λ1/2g‖2 + ‖Y (∂)Λ1/2g‖W 0,21 + t‖Y (∂)Λ
1/2∂tg‖2 . (‖u‖X + ‖u‖2X)〈t〉δ
′
(the term involving the time derivative being bounded as in the proof of (4.12) below) and, by
Sobolev embedding,
(4.20)∥∥∥Y (∂)eisΛ3/2Λxg∥∥∥
W 1,4
.
∥∥∥Y (∂)eisΛ3/2Λ1/2Λxg∥∥∥
H1
=
∥∥∥Y (∂)Λ1/2Λxg∥∥∥
H1
. (‖u‖X + ‖u‖2X)〈t〉δ
′
.
Plugging (4.19) and (4.20) in the last line of (4.18) gives
‖(4.17b)‖2 .
∫ t
1
1
s
‖u‖X√
s
‖u‖X 〈s〉δ′ ds . ‖u‖2X .
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The term (4.17c) is bounded in a similar fashion. Finally, in order to deal with (4.17d), observe
that ∂η ·
[
m(ξ,η)∂ηφ+−
is|∂ηφ+−(ξ,η)|2
]
belongs to M1/2,1/2,0,0, thus we can use Corollary 8.1 to get
∥∥Y 2(ξ)|ξ|α(4.17d)∥∥
2
=
∥∥∥∥Y 2(ξ)|ξ|α ∫ t
1
∫
eisφ+−(ξ,η)∂η ·
[
m(ξ, η)∂ηφ+−
is|∂ηφ+−(ξ, η)|2
]
f̂(s, η)ĝ(s, ξ − η) dη ds
∥∥∥∥
2
.
∫ t
1
1
s
∥∥∥∥∥eisΛ3/2TY 2(ξ)|ξ|α∂η ·[ m(ξ,η)∂ηφ+−
is|∂ηφ+−(ξ,η)|
2
] (eisΛ3/2f(s) , eisΛ3/2g(s)) ds∥∥∥∥∥
2
ds
.
∫ t
1
1
s
[
‖Y (∂)z‖W 1,4
∥∥∥Λ1/2u∥∥∥
W 1,4
+ ‖Y (∂)u‖W 1,4
∥∥∥Λ1/2z∥∥∥
W 1,4
]
ds.
(4.21)
By Sobolev embedding, and using the bound for ‖Λ1/2u‖W 1,4 in (4.19), as well as a similar bound
for ‖Λ1/2z‖W 1,4 , the above can be estimated by∥∥Y 2(ξ)|ξ|α(4.17d)∥∥
2
.
∫ t
1
1
s
[∥∥∥Y (∂)Λ1/2g∥∥∥
H1
∥∥∥Λ1/2u∥∥∥
W 1,4
+
∥∥∥Y (∂)Λ1/2f∥∥∥
H1
∥∥∥Λ1/2z∥∥∥
W 1,4
]
ds
.
∫ t
1
1
s
‖u‖X√
s
‖u‖X 〈s〉δ′ ds . ‖u‖2X .
4.8.4. The −− case. Upon partitioning the (ξ, η) space into regions where φ, respectively ∂ηφ do
not vanish, one can proceed as in the ++ case (if φ 6= 0) or −− case (if ∂ηφ 6= 0). We refer
to [19] for a similar partitioning. Indeed, recall that for ξ = 2η, φ(2η, η) = (23/2 − 2)|η|3/2 and
hence R = {(0, 0)}. We can partition the plan ξ, η into two regions R4 = Ω1 ∪ Ω2 such that
|ξ|3/2 + |η|3/2 . |φ−−| in the region Ω1 and |ξ|1/2 + |η|1/2 . |∂ηφ−−| in the region Ω2.
More precisely, we can take a smooth cut-off ρ : R+ → R+ such that ρ(a) = 1 for a ≤ 1 and
ρ(a) = 0 for a ≥ 2 and then define
χT (ξ, η) = ρ(
200|ξ − 2η|
|ξ| )(4.22)
χS(ξ, η) =
(
1− ρ(200|ξ − 2η||ξ| )
)
.(4.23)
Notice that on the support of χT , we have |ξ − 2η| ≤ |ξ|100 and hence, 99100 |ξ| ≤ 2|η| ≤ 101100 |ξ| and
|ξ − η| ≤ |η|+ |ξ|100 ≤ 10199 |η|. This yields
φ−− ≥ [
(
200
101
)3/2
− 1−
(
101
99
)3/2
]|η|3/2 ≥ cφ−−.
In a similar way, we have on the support of χS that |ξ|1/2 + |η|1/2 . |∂ηφ−−|.
The rest of the argument is similar to what was done before. We rewrite the Duhamel term in
(4.4) as the sum of two terms:
Y 2(ξ)|ξ|α
∫ t
0
∫
χ(ξ, η)eisφ−−(ξ,η)m(ξ, η)f̂ (s, η)ĝ(s, ξ − η) dη ds
where χ = χT or χ = χS . For the term with χT , we integrate by parts in time and recover terms
similar to (4.16b)- (4.16e). We estimate them exactly as in the case of the phase φ++. For the
term with χS , we integrate by parts in η, we get terms similar to (4.17b)-(4.17d).
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4.9. Proof of (4.12). We want to bound∥∥∥∂jΓ kY 2(∂)ΣΛαf∥∥∥
2
,
for some j, k less than respectively 7, K+3, which we fix from now on. First, since the commutators
are controlled by (4.11), it suffices to bound∥∥∥Y 2(∂)Λα∂jΓ kΣf∥∥∥
2
.
Since Y 2(∂), ∂, Γ commute with the group eitΛ
3/2
, we infer from (4.11) that∥∥∥Y 2(∂)Λα∂jΓ kSf∥∥∥
2
. ǫ+ ‖u‖2X .
Since Σ = S − 32t∂t, we can bound∥∥∥Y 2(∂)Λα∂jΓ kΣf∥∥∥
2
.
∥∥∥Y 2(∂)Λα∂jΓ kSf∥∥∥
2
+ t
∥∥∥Y 2(∂)Λα∂jΓ k∂tf∥∥∥
2
. ǫ+ ‖u‖2X + t
∥∥∥Y 2(∂)∂jΓ k∂tf∥∥∥
2
.
(4.24)
Thus it suffices to prove that ∥∥∥Y 2(∂)Λα∂jΓ k∂tf∥∥∥
2
.
‖u‖2X
t
.
Going back to (4.5), f solves
∂tf = e
itΛ3/2Tm(u, u) + e
itΛ3/2R.
Applying Y 2(∂)Λα∂jΓ k gives
(4.25) Y 2(∂)Λα∂jΓ k∂tf = e
itΛ3/2Y 2(∂)Λα∂jΓ kTm(u, u) + e
itΛ3/2Y 2(∂)Λα∂jΓ kR.
The remainder term R is easily dealt with, thus we discard it.
Next, we can compute Y 2(∂)Λα∂jΓ kTm(u, u) by applying Leibniz’ rule. This manipulation
produces a great number of terms, but for simplicity we keep only two representative ones, namely
(assuming for simplicity j, k even)
Y 2(∂)ΛαTm(∂
jΓ ku, u) and Y 2(∂)ΛαTm(∂
j/2Γ k/2u, ∂j/2Γ k/2u).
Applying Corollary 8.1 gives∥∥∥Y 2(∂)ΛαTm(∂jΓ ku, u)∥∥∥
2
.
∥∥∥Λα∂jΓ ku∥∥∥
H2
∥∥∥Λ3/4u∥∥∥
W 2,∞
.
‖u‖2X
t
where the last inequality follows from (4.11). Similarly, we find∥∥∥Y 2(∂)ΛαTm(∂j/2Γ k/2u, ∂j/2Γ k/2u)∥∥∥
2
.
∥∥∥Λα∂j/2Γ k/2u∥∥∥
H2
∥∥∥Λ3/4∂j/2Γ k/2u)∥∥∥
W 2,∞
.
‖u‖2X
t
.
Coming back to (4.25), this yields∥∥∥Y 2(∂)Λα∂jΓ k∂tf∥∥∥
2
.
‖u‖2X
t
,
thus giving the desired estimate.
4.10. Proof of (4.13). It follows from (4.12), and Proposition 5.1.
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4.11. Estimates for the remainder term R. Recall that we wrote in (4.5) the equation under
the form
∂tu = −iΛ3/2u+ Tm(u, u) +R
with
R =
[
Λ1/2G(h)ψ + i
(
∆hh+
1
2(1 + |∂h|2) (G(h)ψ + ∂h · ∇ψ)
2
)]
3
where [·]3 means the terms of order 3 and higher in the expansion of the expression between brackets.
In proving the estimates (4.8) to (4.13), we always skipped the term R to focus on the more difficult
bilinear term Tm(u, u). We now come back to the term R and show how it can be estimated. We
will prove the a priori estimate ∫ t
0
∥∥∥Y (∂)3Λα∂jΓ kR∥∥∥
2
ds . ‖u‖3X .
for |j| ≤ 9 and |k| ≤ K + 8. We fix such a k from now on. Instead of treating all the terms which
appear in the above expression of R, we retain one,
[
Λ1/2G(h)ψ
]
3
; this will alleviate the notations
and the other terms can be treated similarly. Thus we want to show that∫ t
0
∥∥∥Y (∂)3Λα∂jΓ kΛ1/2 [G(h)ψ]3∥∥∥
2
ds . ‖u‖3X .
Commuting Λ1/2 and Γ k, interpolating, and applying Cauchy-Schwarz, we see that the above can
be bounded up to lower order terms by terms of the form(∫ t
0
∥∥∥Γ k∂j [G(h)ψ]3∥∥∥
2
ds
)θ (∫ t
0
∥∥∥∇Γ k∂j [G(h)ψ]3∥∥∥1/2
2
ds
)1−θ
with 0 ≤ θ ≤ 1.
Since the real problem is low frequencies, we focus on the first factor above. Expanding first
G(h) into multilinear operators as follows from Proposition 7.1, and then applying Leibniz rule as
described in Lemma 7.2 gives that
Γ k∂j [G(h)ψ]3 = Γ
k∂j
∑
n≥2
Mn(h, . . . , h, ψ)
is a sum of terms of the type∑
n≥2
∑
i1+···+in+1=k
Mn
(
∂j1Γ i1h, . . . , ∂jnΓ inh, ∂jn+1Γ in+1ψ
)
.
with |i1|+ · · ·+ |in+1| ≤ K+8 and |j1|+ · · ·+ |jn=1| ≤ 9. Using the bound given in Proposition 7.1,
each of these terms can be bounded by∫ t
0
∥∥Mn (∂j1Γ i1h, . . . , ∂jnΓ inh, ∂jn+1Γ in+1ψ)∥∥2 ds
. Cn∗
∫ t
0
∥∥∂j1+1Γ i1h∥∥∞ . . . ∥∥∂jn+1Γ inh∥∥∞ ∥∥∂jn+1+1Γ in+1ψ∥∥2 ds
. Cn∗
∫ t
0
∥∥∥Y (∂)Λ3/4∂j1Γ i1u∥∥∥
∞
. . .
∥∥∥Y (∂)Λ3/4∂jnΓ inu∥∥∥
∞
∥∥∇∂jn+1Γ in+1u∥∥
2
ds
. Cn∗ ‖u‖n+1X
∫ t
0
1
〈s〉1−δ′ . . .
1
〈s〉1−δ′ 〈s〉
δ′ ds
Summing over n gives the desired result since ‖u‖X is small enough.
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5. Dispersive estimate for the linear group
Proposition 5.1. For any β ∈ [0, 12),
(5.1)
∥∥∥eitΛ3/2f∥∥∥
∞
. t−1+
2β
3
1∑
j=0
3∑
k=0
∥∥∥Y (∂)Λβ−1/2ΣjΩkf∥∥∥
L2(R2)
.
In particular,
(5.2)
∥∥∥eitΛ3/2f∥∥∥
∞
.
1
t
1∑
j=0
3∑
k=0
∥∥∥Y (∂)Λ−1/2ΣjΩkf∥∥∥
L2(R2)
Remark 5.2. These estimates are probably far from being optimal, but, omitting Y (∂), they are
at the scaling of the equation. They should be understood as giving the right decay if f is smooth,
and has a behaviour at ∞ in space (that is, at zero in Fourier) like an inverse power.
A similar estimate was proved by Klainerman [23], see also Ho¨rmander [22] for the linear group
of the wave equation, and by Wu [34] for the group eitΛ
1/2
. These authors argued in physical space,
whereas we rely here on a Fourier space approach.
After some preliminary steps, the proof reduces the problem to an oscillatory integral, which is
then estimated.
5.1. Preliminary steps.
5.1.1. Why (5.1) follows from (5.2). Split
∥∥∥eitΛ3/2f∥∥∥
∞
as follows, for j0 ≤ 0:∥∥∥eitΛ3/2f∥∥∥
∞
≤
∥∥∥P<j0eitΛ3/2f∥∥∥∞ + ∥∥∥P≥j0eitΛ3/2f∥∥∥∞ .
Bound the first piece directly, using successively the Hausdorff-Young and the Cauchy-Schwarz
inequalities,∥∥∥P<j0eitΛ3/2f∥∥∥∞ .
∥∥∥∥Θ( ξ2j0
)
f̂(ξ)
∥∥∥∥
1
≤
∥∥∥∥Θ( ξ2j0
)
|ξ|1/2−β
∥∥∥∥
2
∥∥∥|ξ|β−1/2f̂(ξ)∥∥∥
2
. 2j0(
3
2
−β)
∥∥∥Λβ−1/2f∥∥∥
2
,
and the second one using (5.2)∥∥∥P≥j0eitΛ3/2f∥∥∥∞ . 1t
3∑
k=0
∥∥∥P≥j0Y (∂)Λ−1/2ΣΩkf∥∥∥
2
.
1
t
2−βj0
3∑
k=0
∥∥∥Y (∂)Λβ−1/2ΣΩkf∥∥∥
2
.
Optimizing over j0 gives the desired result.
5.1.2. A Hardy-type estimate. We denote the polar coordinates in Fourier space by (ρ, θ). A func-
tion f̂(ρ) is understood to depend only on the radial variable. We will denote
A(ρ)
def
=
{
ρ1/2−ǫ if ρ ≤ 1
ρ1/2+ǫ if ρ ≥ 1.
Then one can estimate by Cauchy Schwarz
|f̂(ρ)| =
∣∣∣∣∫ ∞
ρ
∂ρf̂(σ) dσ
∣∣∣∣ ≤ (∫ ∞
ρ
dσ
σ2
)1/2(∫ ∞
ρ
∣∣∣∂ρf̂(σ)∣∣∣2 σ2 dσ)1/2 . 1√
ρ
‖ρ1/2∂ρf̂‖L2(R2).
We record the result
(5.3) |f̂(ρ)| . 1√
ρ
‖ρ1/2∂ρf̂‖L2(R2).
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By a trivial modification of the above one can prove the slightly more precise bound
(5.4) |f̂(ρ)| . 1
A(ρ)
‖A(ρ)∂ρf‖L2(R2).
5.1.3. Estimates on Bessel functions. Recall that the m-th Bessel function is given by
Jm(s) =
∫
S1
ei(s cos(θ)+mθ) dθ.
It is well-known (see Stein [28], Chapter VIII) that
Jm(s) = e
isgm1 (s) + e
−isgm2 (s) with
∣∣∣∣∣
(
d
ds
)k
gmi (s)
∣∣∣∣∣ ≤ C(m,k) 1〈s〉1/2+k .
In order to bound the constant C(m,k), we will need the following lemma
Lemma 5.3. Assume that f is a fixed smooth function such that f(0) = 0, f ′(0) = 0, f ′(x) 6= 0 if
x 6= 0, and f ′′(0) = 1. Let
I(s) :=
∫
R
u(θ)eisf(θ) dθ
where u is a smooth function with support in [−1, 1]. Then∣∣∣∣∣
(
d
ds
)k
I(s)
∣∣∣∣∣ . 1〈s〉1/2+k (‖u‖∞ + ‖u′‖∞ + ‖u′′‖∞) if k = 0, 1.
In the definition of Jm, the phase cos(θ) has two stationary points, 0 and π, both of which are
non degenerate. Successively restricting attention to one of them by an appropriate cut-off, we see
that the above lemma implies
Corollary 5.1. The constant C(m, 0) and C(m, 1) can be bounded by
C(m, 0) + C(m, 1) . m2.
Proof. Choosing a compactly supported, smooth cut-off function, equal to one in a neighbourhood
of zero, write
I(s) =
∫
(u(0) + θu′(0))χ(θ)eisf(θ) dθ +
∫ [
u(θ)− (u(0) + θu′(0))χ(θ)] eisf(θ) dθ := I1(s) + I2(s).
The term I1(s) is easily estimated by the standard stationary phase lemma. We are thus left with
I2(s). In order to estimate it, it suffices to show that, under the assumptions of the lemma, and if
furthermore u(0) = u′(0) = 0, then∣∣∣∣∣
(
d
ds
)k
I(s)
∣∣∣∣∣ . 1sk+1 (‖u‖∞ + ‖u′‖∞ + ‖u′′‖∞)
(this estimate is even stronger than needed). We prove this inequality for k = 0, the case k = 1
being similar. The idea is of course to integrate by parts, to get∫
u(θ)eisf(θ) dθ =
i
s
∫
u′(s)
f ′(s)
eisf(θ) dθ − i
s
∫
u(s)f ′′(s)
f ′(s)2
eisf(θ) dθ,
which can easily be estimated by
|I(s)| . 1
s
(‖u‖∞ + ‖u′‖∞ + ‖u′′‖∞) .
This concludes the proof of the lemma. 
5.2. The oscillatory integral point of view.
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5.2.1. Reduction of the proposition to an oscillatory integral estimate. Expand the function f in
the statement of the proposition in spherical (or rather circular) harmonics:
f̂(ξ) =
∑
m∈Z
f̂m(ρ)e
imθ.
Suppose x, a point in physical space, has the polar coordinates (r, θ0). Then[
eitΛ
3/2
f
]
(x) =
∑
m
eimθ0
∫ ∫
ei(rρ cos(θ)+mθ)eitρ
3/2
f̂m(ρ)ρ dρ dθ =
∑
m
eimθ0
∫
Jm(rρ)e
itρ3/2 f̂m(ρ)ρ dρ
where Jm is the m-th Bessel function. By the results of Section 5.1.3, the problem reduces to
estimating an integral of the type ∫
ei(tρ
3/2−rρ)g(rρ)f̂(ρ)ρ dρ
with
(5.5)
∣∣∣∣∣
(
d
ds
)k
g(s)
∣∣∣∣∣ . 1〈s〉1/2+k for k = 0, 1
(the other integral, with phase tρ3/2 + rρ being easier, we skip it). Denoting
R
def
=
r
t
and φ(ρ) = ρ3/2 −Rρ,
the integral becomes ∫
ei(tφ(ρ))g(Rρt)f̂(ρ)ρ dρ.
Our aim will be to prove the
Claim 5.1. If g satisfies (5.5), then with an implicit constant independent of R,∣∣∣∣∫ eitφ(ρ)g(Rρt)f̂(ρ)ρ dρ∣∣∣∣ . 1t ∥∥∥A(ρ)∂ρf̂(ρ)∥∥∥L2(R2) .
5.2.2. How Proposition 5.1 follows from Claim 5.1. The proposition follows easily from the claim.
Indeed, using in addition the results of Section 5.1.3, it implies that∥∥∥eitΛ3/2f∥∥∥
∞
.
1
t
∑
m
m2
∥∥∥A(ρ)∂ρf̂m(ρ)∥∥∥
2
.
1
t
(∑
m
m6
∥∥∥A(ρ)∂ρf̂m(ρ)∥∥∥2
2
)1/2
.
1
t
1∑
j=0
3∑
k=0
∥∥∥Y (∂)Λ−1/2ΣjΩkf∥∥∥
L2(R2)
.
(5.6)
5.2.3. Estimates on φ. Estimates on φ will be needed, we will record them below. First notice that
φ′ vanishes for ρ = 49R
2. This motivates the introduction of the new variable
h
def
= ρ− 4
9
R2.
We start with estimates on φ′:
φ′(ρ) ∼
 R if ρ <
2R2
9
h
R if
2
9R
2 ≤ ρ ≤ 10R2√
h ∼ √ρ if ρ ≥ 10R2.
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Estimates on ∂ρ
1
φ′ will also be necessary:∣∣∣∣∂ρ 1φ′
∣∣∣∣ ∼

1
R2
√
ρ
if ρ < 2R
2
9
R
h2
if 29R
2 ≤ ρ ≤ 10R2
1
ρ3/2
if ρ ≥ 10R2.
Aside from direct estimates, the basic tool will be integration by parts using the identity:
(5.7)
1
itφ′(ρ)
∂ρe
itφ(ρ) = eitφ(ρ).
5.3. Proof of the claim (5.1), the case ρ < 1Rt . We assume from now on for simplicity that∥∥∥A(ρ)∂ρf̂(ρ)∥∥∥
2
= 1.
We estimate here ∫ 1
Rt
0
eitφ(ρ)g(Rρt)f̂(ρ)ρ dρ.
5.3.1. The case R3 & 1t . Using (5.5), (5.3), and the assumption R
3 & 1t , it follows easily that∣∣∣∣∣
∫ 1
Rt
0
eitφ(ρ)g(Rρt)f̂(ρ)ρ dρ
∣∣∣∣∣ .
∫ 1
Rt
0
√
ρ dρ .
1
(Rt)3/2
.
1
t
.
5.3.2. The case R3 < 1100t . Split then∫ 1
Rt
0
ei(tφ(ρ))g(Rρt)f̂(ρ)ρ dρ =
∫ 1
t2/3
0
+
∫ 1
Rt
1
t2/3
. . .
def
= I + II
Estimate for I The term I can be estimated with the help of (5.5), (5.3):
|I| .
∫ 1
t2/3
0
√
ρ dρ .
1
t
.
Estimate for II Integration by parts with the help of (5.7) gives
II =− eitφ(t−2/3) 1
itφ′
(
t−2/3
)g(Rtt−2/3)f̂(t−2/3)t−2/3(5.8a)
+ eitφ(
1
Rt)
1
itφ′
(
1
Rt
)g(Rt 1
Rt
)
f̂
(
1
Rt
)
1
Rt
(5.8b)
−
∫ 1
Rt
1
t2/3
eitφ
1
itφ′
Rtg′(Rtρ)f̂(ρ)ρ dρ(5.8c)
−
∫ 1
Rt
1
t2/3
eitφ
1
itφ′
g(Rtρ)∂ρf̂(ρ)ρ dρ(5.8d)
−
∫ 1
Rt
1
t2/3
eitφ
1
itφ′
g(Rtρ)f̂(ρ) dρ(5.8e)
−
∫ 1
Rt
1
t2/3
eitφ∂ρ
(
1
itφ′
)
g(Rtρ)f̂(ρ)ρ dρ.(5.8f)
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Observe that on the integration domain of II, φ′(ρ) ∼ √ρ, ∂ρ
(
1
φ′(ρ)
)
∼ 1
ρ3/2
, and g, g′ ∼ 1. Using
in addition (5.5), (5.3), (5.4) and the Cauchy-Schwarz inequality, this leads to the estimates:
|(5.8a)| . 1
t
1√
t−2/3
1√
t−2/3
t−2/3 =
1
t
|(5.8b)| . 1
t
√
Rt
√
Rt
1
Rt
=
1
t
|(5.8c)| .
∫ 1
Rt
1
t2/3
1
t
√
ρ
Rt
1√
ρ
ρ dρ = R
∫ 1
Rt
1
t2/3
dρ ≤ 1
t
|(5.8d)| .
∫ 1
Rt
1
t2/3
1
t
√
ρ
ρ∂ρf̂(ρ)dρ ≤ 1
t
(∫
ρA2∂ρf̂(ρ)
2 dρ
)1/2 (∫
A−2 dρ
)1/2
.
1
t
|(5.8f )| .
∫ 1
Rt
1
t2/3
1
t
1
ρ3/2
1
A(ρ)
dρ .
1
t
.
(5.9)
(the term (5.8e) can be treated like (5.8d), thus we skipped it).
5.4. Proof of the claim (5.1), the case ρ > 1Rt . We estimate here∫ ∞
1
Rt
eitφ(ρ)g(Rρt)f̂(ρ)ρ dρ.
5.4.1. The case R3 & 1t . Split the integral as follows∫ ∞
1
Rt
ei(tφ(ρ))g(Rρt)f̂(ρ)ρ dρ =
∫ R2/10
1/Rt
+
∫ 4
9
R2−
√
R
t
R2/10
+
∫ 4
9
R2+
√
R
t
4
9
R2−
√
R
t
+
∫ 10R2
4
9
R2+
√
R
t
+
∫ ∞
10R2
. . .
def
= I + II + III + IV + V.
Estimate for I Integration by parts with the help of (5.7) gives
I =− eitφ( 1Rt) 1
itφ′
(
1
Rt
)g(Rt 1
Rt
)
f̂
(
1
Rt
)
1
Rt
(5.10a)
+ e
itφ
(
R2
10
)
1
itφ′
(
R2
10
)g(RtR2
10
)
f̂
(
R2
10
)
1
Rt
(5.10b)
−
∫ R2
10
1
Rt
eitφ
1
itφ′
Rtg′(Rtρ)f̂(ρ)ρ dρ(5.10c)
−
∫ R2
10
1
Rt
eitφ
1
itφ′
g(Rtρ)∂ρf̂(ρ)ρ dρ(5.10d)
−
∫ R2
10
1
Rt
eitφ
1
itφ′
g(Rtρ)f̂(ρ) dρ(5.10e)
−
∫ R2
10
1
Rt
eitφ∂ρ
(
1
itφ′
)
g(Rtρ)f̂(ρ)ρ dρ.(5.10f)
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Observe that on the integration domain of II, φ′(ρ) ∼ R, ∂ρ
(
1
φ′(ρ)
)
∼ 1
R2
√
ρ
, g(s) ∼ 1√
s
, g′(s) ∼
1
s3/2
. Using in addition (5.5), (5.3), (5.4) and the Cauchy-Schwarz inequality, this leads to the
estimates:
|(5.10a)| . 1
Rt
√
Rt
1
Rt
.
1
(Rt)3/2
.
1
t
|(5.10b)| . 1
Rt
1√
tR3
1
R
1
Rt
=
1
R9/2t5/2
.
1
t
|(5.10c)| .
∫ R2
10
1
Rt
1
tR
Rt
1
(Rtρ)3/2
f̂(ρ)ρ dρ .
1
(Rt)3/2
.
1
t
|(5.10d)| .
∫ R2
10
1
Rt
1
tR
1√
Rtρ
|∂ρf̂(ρ)|ρ dρ = 1
(Rt)3/2
∫
ρ1/2|∂ρf̂(ρ dρ)| . 1
t
|(5.10f )| .
∫ R2
10
1
Rt
1
tR2
√
ρ
1√
ρ
1√
Rtρ
ρ dρ .
1
(Rt)3/2
.
1
t
.
(5.11)
Estimate for II Integration by parts with the help of (5.7) gives
I =− eitφ
(
R2
10
)
1
itφ′
(
R2
10
)g(RtR2
10
)
f̂
(
R2
10
)
1
Rt
(5.12a)
+ e
itφ
(
4
9
R2−
√
R
t
)
1
itφ′
(
4
9R
2 −
√
R
t
)g(Rt[4
9
R2 −
√
R
t
])
f̂
(
4
9
R2 −
√
R
t
)[
4
9
R2 −
√
R
t
](5.12b)
−
∫ 4
9
R2−
√
R
t
R2
10
eitφ
1
itφ′
Rtg′(Rtρ)f̂(ρ)ρ dρ
(5.12c)
−
∫ 4
9
R2−
√
R
t
R2
10
eitφ
1
itφ′
g(Rtρ)∂ρf̂(ρ)ρ dρ
(5.12d)
−
∫ 4
9
R2−
√
R
t
R2
10
eitφ
1
itφ′
g(Rtρ)f̂(ρ) dρ
(5.12e)
−
∫ 4
9
R2−
√
R
t
R2
10
eitφ∂ρ
(
1
itφ′
)
g(Rtρ)f̂ (ρ)ρ dρ.
(5.12f)
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Observe that on the integration domain of II, φ′(ρ) ∼ hR , ∂ρ
(
1
φ′(ρ)
)
∼ R
h2
, g(s) ∼ 1√
s
, g′(s) ∼ 1
s3/2
.
Using in addition (5.5), (5.3), (5.4) and the Cauchy-Schwarz inequality, this leads to the estimates:
|(5.12b)| . 1
t
R√
R/t
1√
tR3
1
R
R =
1
t
|(5.12c)| .
∫ 4
9
R2−
√
R
t
R2
10
R
th
Rt
1
(Rtρ)3/2
1√
ρ
ρ dρ .
1
t
1√
tR3
log(tR3) .
1
t
|(5.12d)| .
∫ −√R
t
− 31R2
90
R
th
1√
Rtρ
ρ|∂ρf̂(ρ)| dh . 1√
Rt
1
t
(∫ ∞
√
R/t
dh
h2
)1/2
.
1
t
1
(R3t)1/4
.
1
t
|(5.12f )| .
∫ −√R
t
− 31R2
90
R
th2
1√
tR3
1√
ρ
ρ dh .
√
R
t3/2
∫ ∞
√
R/t
dh
h2
.
1
t
.
(5.13)
(notice that (5.12a) was already estimated for I, and that (5.12e) can be estimated like (5.12f).
Estimate for III This term can be estimated directly, using simply (5.5) and (5.3):
|III| .
∫ 4
9
R2+
√
R
t
4
9
R2−
√
R
t
1√
Rtρ
1√
ρ
ρdρ .
1
t
.
Estimate for IV Identical to the estimate for II!
Estimate for V Integration by parts with the help of (5.7) gives
V =− eitφ(10R2) 1
itφ′ (10R2)
g
(
Rt10R2
)
f̂
(
10R2
)
10R2(5.14a)
−
∫ ∞
10R2
eitφ
1
itφ′
Rtg′(Rtρ)f̂(ρ)ρ dρ(5.14b)
−
∫ ∞
10R2
eitφ
1
itφ′
g(Rtρ)∂ρf̂(ρ)ρ dρ(5.14c)
−
∫ ∞
10R2
eitφ
1
itφ′
g(Rtρ)f̂(ρ) dρ(5.14d)
−
∫ ∞
10R2
eitφ∂ρ
(
1
itφ′
)
g(Rtρ)f̂(ρ)ρ dρ.(5.14e)
Observe that on the integration domain of V , φ′(ρ) ∼ √ρ, ∂ρ
(
1
φ′(ρ)
)
∼ 1
ρ3/2
, g(s) ∼ 1√
s
, g′(s) ∼ 1
s3/2
.
Using in addition (5.5), (5.3), (5.4) and the Cauchy-Schwarz inequality, this leads to the estimates:
|(5.14b)| .
∫ ∞
10R2
1
t
√
ρ
tR
1
(tRρ)3/2
1√
ρ
ρ dρ .
1
t
1√
tR3
.
1
t
|(5.14c)| .
∫ ∞
10R2
1
t
√
ρ
1√
Rtρ
|∂ρf̂(ρ)|ρ dρ . 1
t
√
Rt
(∫ ∞
R2
dρ
ρ2
)1/2
.
1
t
1√
tR3
.
1
t
|(5.14e)| .
∫ ∞
10R2
1
t
1
ρ3/2
1√
Rtρ
1√
ρ
ρ dρ .
1
t
1√
tR3
.
1
t
(5.15)
(the term (5.14a) was already estimated, and (5.14d) can be estimated like (5.14e)).
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5.4.2. The case R3 < 1100t . Integration by parts with the help of (5.7) gives∫ ∞
1
Rt
ei(tφ(ρ))g(Rρt)f̂(ρ)ρ dρ =− eitφ( 1Rt) 1
itφ′
(
1
Rt
)g(Rt 1
Rt
)
f̂
(
1
Rt
)
1
Rt
(5.16a)
−
∫ ∞
1
Rt
eitφ
1
itφ′
Rtg′(Rtρ)f̂(ρ)ρ dρ(5.16b)
−
∫ ∞
1
Rt
eitφ
1
itφ′
g(Rtρ)∂ρf̂(ρ)ρ dρ(5.16c)
−
∫ ∞
1
Rt
eitφ
1
itφ′
g(Rtρ)f̂ (ρ) dρ(5.16d)
−
∫ ∞
1
Rt
eitφ∂ρ
(
1
itφ′
)
g(Rtρ)f̂(ρ)ρ dρ(5.16e)
Observe that on the domain of the above integral, φ′ ∼ √ρ and ∂ρ
(
1
φ′(ρ)
)
∼ 1
ρ3/2
. Using in
addition (5.5), (5.3), (5.4) and the Cauchy-Schwarz inequality, this leads to the estimates:
|(5.16a)| . 1
t
√
Rt
√
Rt
1
Rt
1
t
|(5.16b)| .
∫ ∞
1
Rt
1
t
√
ρ
Rt
1
(Rtρ)3/2
1√
ρ
ρ dρ .
1
t
|(5.16c)| .
∫ ∞
1
Rt
1
t
√
ρ
1√
Rtρ
∂ρf̂(ρ)ρ dρ ≤ 1√
Rt3/2
(∫ ∞
1/Rt
ρ2
∣∣∣∂ρf̂(ρ)∣∣∣2 dρ)1/2(∫ ∞
1/Rt
dρ
ρ2
)1/2
.
1
t
|(5.16e)| .
∫ ∞
1
Rt
1
tρ3/2
1√
Rtρ
1√
ρ
ρ dρ .
1
t
(the term (5.16d) can be estimated similarly to (5.16c), thus we skipped it).
6. Traces and elliptic estimates
In this appendix we present bounds on harmonic extensions and traces of functions defined in a
domain D ⊂ R3. We assume that D is bounded by the graph of a smooth function h defined on
R2 such that
(A1) ‖Λ 12+αh‖
H2s−
1
2−α
<∞, ‖∂h‖Hs+3 ≪ 1 for s≫ 1 , 0 < α <
1
2
.
This implies that h ∈ Lp for some p <∞. For a function u defined on D ,
D = {(x, z); x ∈ R2, z ≤ h(x)},
we denote by ub(x) = u(x, h(x)) the trace of u on the boundary B = ∂D , and for a function
ϕ defined on B we denote by ϕH its harmonic extension to D . Finally we denote by ∆−10 g the
solution to the Dirichlet problem on D with 0 boundary value
∆u = g on D , ub = 0.
The surface B is a Riemannian submanifold of R3 with covariant derivative given by
Dew = (∇ew)⊤ = ∇ew − (∇ew ·N)N = ∇ew + (w · ∇eN)N, e,w ∈ TB(6.1)
where N = ∇(z−h(x))|∇(z−h(x))| , is the unit normal to B. In terms of coordinates (x
1, x2) ∈ R2
(6.2) B ∼= {R2; gij = δij + ∂ih∂jh, Di = ∂i +Ci}.
where Ci are the Christoffel symbols matrices.
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Recall that Sobolev spaces on R2 or R3 are given by the norm
‖u‖Hk(Rn) =
∥∥∥〈∂〉ku∥∥∥
L2(Rn)
We will now define Sobolev spaces on D and B. First, the function spaces Hk(D) are defined for
any k as restrictions:
‖g‖Hk(D) def= inf
{
‖G‖Hk(R3) , G|D = g
}
.
Notice that this definition is equivalent for k an integer to a more direct one, as can be seen using
Lemma 6.2 below:∑
|s|≤k
‖∂sg‖L2(D) + ‖∂h‖Hk−1(R2) ‖∂u‖L∞(R2) ∼ ‖g‖Hk(D) + ‖∂h‖Hk−1(R2) ‖∂u‖L∞(R2)
For k ∈ N and 0 ≤ k ≤ 2s, Hk(B) is given by the following norm
‖u‖Hk(B)
def
=
k∑
i=0
‖Diu‖L2(B).
By (A1), for 3 ≤ k ≤ 2s
‖u‖Hk(R2) + ‖∂h‖Hk−1(R2) ‖∂u‖L∞(R2) ∼ ‖u‖Hk(B) + ‖∂h‖Hk−1(B) ‖∂u‖L∞(B)
The next lemma shows that in the L2(B) norm, the Dirichlet to Neumann operator is the same as
one derivative.
Lemma 6.1. Given a harmonic function φ on D then the following are equivalent
‖(∂zφ)b‖L2 ∼ ‖(∂1φ)b‖L2 + ‖(∂2φ)b‖L2 ∼ ‖Nφb‖L2 ∼ ‖∇φb‖L2 ∼ ‖Λφb‖L2 .
Proof. Since φ is harmonic, then
0 =
∫
B
∆φ∂zφ =
∫
B
N · ∇φ∂zφ− 1
2
N3|∇φ|2 ⇒
∫
B
N3|∂zφ|2 =
∫
B
N3[(∂1φ)
2 + (∂2φ)
2]− 2∂zφ(N1∂1φ+N2∂2φ).
SinceN1 andN2 are o(1) and N3 is O(1) then we have the first equivalence. The second equivalence
follows from the definition of N and from the relative sizes of N1, N2, and N3
Nφb = N · (∇φ)b = N3(∂zφ)b +N1(∂x1φ)b +N2(∂x2φ)b.
The third equivalence follows from
∂iφb = (∂iφ+ ∂ih∂zφ)b.
The last equivalence follows from using the Fourier transform and Plancherel’s Theorem. 
The lemma above shows that for 1 ≤ k ≤ 2s we have
(6.3) ‖u‖Hk(B) ∼ ‖u‖Hk−1(B) + ‖NDk−1u‖L2(B).
In particular on H1(B) we have the equivalent norms
‖ϕ‖L2(R2) + ‖Λϕ‖L2(R2) ∼ ‖ϕ‖L2(B) + ‖Nϕ‖L2(B)
and by interpolation we can define H
1
2 (B) with equivalent norms
‖ϕ‖L2(R2) + ‖Λ
1
2ϕ‖L2(R2) ∼ ‖ϕ‖L2(B) + ‖N
1
2ϕ‖L2(B).
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The spaces Hk+1/2(B), for 1 ≤ k ≤ 2s− 12 , can be defined by
(6.4) ‖ϕ‖Hk+1/2(B)
def
= ‖ϕ‖Hk(B) + ‖N
1
2Dkϕ‖L2(B).
To show that harmonic extensions gain 1/2 a derivative and that ∆−10 gains 2 derivatives, in an
appropriate range of spaces, we introduce an H2s+1/2 coordinate system that maps R3− → D and
the z = 0 plane to B.
Lemma 6.2. 1. There exists an extension h→ h˜ defined on R3 such that
‖∇h˜‖H2s−1/2(R3) . ‖∂h‖H2s−1(R2) ‖∇h˜‖Hs+1/2(R3) . ‖∂h‖Hs(R2)
2. The map y˜ = (x˜, z˜)
Ψ−→ y = (x, z) defined by
x = x˜
z = z˜ + h˜(x˜, z˜).
the z˜ = 0 plane to B, and maps the lower half space R3− → D . Ψ is an H2s+1/2 diffeomorphism
on R3, since
(6.5) ‖DΨ − I‖H2s−1/2 <∞, ‖DΨ − I‖Hs+7/2 ≪ 1.
Proof. Define h˜ via its Fourier transform
ˆ˜
h (ξ denoting the dual variable to (x1, x2) and η the dual
variable to z)
ˆ˜h(ξ, η) = c
|ξ|2α
(|ξ|2 + η2)α+1/2 hˆ(ξ); c
−1 =
∫
1
(1 + s2)α+1/2
ds.
Then h˜(x, 0) = h(x) and for 1 ≤ a+ b ≤ 2s+ 1/2
|ξ|a|η|bˆ˜h(ξ, η) = |ξ|a+b−1
( |η|
|ξ|
)b
(
1 +
( |η|
|ξ|
)2)α+1/2 hˆ(ξ) ⇒ ‖|ξ|a|η|bˆ˜h‖L2 . ‖|ξ|a+b−1/2hˆ‖L2
By assumption (A1) and the definition of h˜ 2. follows. 
The next proposition states that for 0 ≤ a ≤ 2s, 1. g → g ◦ Ψ is one to one and onto from
Ha+
1
2 (D) to Ha+
1
2 (R3−), 2. harmonic extension of f ∈ Ha(B) gains 1/2 derivative, and 3. ∇∆−10 ∇
is bounded on Ha−
1
2 (D).
Proposition 6.3. Under assumption (A1) and for a ∈ N/2 and 3 ≤ a ≤ 2s we have:
1. For g ∈ Ha+ 12 (D)
‖g‖
Ha+
1
2 (D)
. ‖g ◦Ψ‖
Ha+
1
2 (R3−)
+ ‖∂h‖Ha−1(R2)‖∇(g ◦Ψ)‖W [a2 ]+1,∞(R3−)
‖g ◦Ψ‖
Ha+
1
2 (R3−)
. ‖g‖
Ha+
1
2 (D)
+ ‖∂h‖Ha−1(R2)‖∇g‖W [ a2 ]+1,∞(D).
2. For f ∈ Ha(B)
‖∇fH‖
Ha−
1
2 (D)
. ‖f‖Ha(B) + ‖∂h‖Ha−1(R2)‖∇f‖W [a2 ]+1,∞ ;
3. For g ∈ Ha−1/2(D)
‖∇∆−10 ∇g‖Ha− 12 (D) .‖g‖Ha− 12 (D) + ‖∂h‖Ha−1(B)‖∇∆
−1
0 ∇g‖W [ a2 ]+1,∞(D)
.‖g‖
Ha−
1
2 (D)
+ ‖∂h‖Ha−1(B)‖∇g‖H[ a2 ]+2(D)
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Proof of 1. For a + 1/2 an integer the inequalities follow immediately from the chain rule. For a
an integer, extend g to a function ge ∈ Ha+1/2(R3) with ‖ge‖Ha+1/2(R3) ≤ 2‖g‖Ha+1/2(D) and use
the equivalent norm on Ha+
1
2 (R3)
‖φ‖2
Ha+
1
2
= ‖φ‖2Ha +
∫ ∫ |Daφ(x)−Daφ(y)|2
|x− y|4 dxdy,
and (6.5) to conclude 1.
Proof of 2. and 3. For g ∈ Ha− 12 (D), solve ∆U = ∇g on D with Dirichlet data f . Change variables
using Ψ to flatten the domain, and let φ = U ◦ Ψ, and g˜ = g ◦ Ψ; then DU = ((I +A)Dφ) ◦ Ψ−1
where the matrix A depends on ∂h˜, and thus satisfies
(6.6) ‖A‖H2s−1/2(R3−) <∞, ‖A‖Hs+5/2(R3−) ≪ 1.
Consequently φ satisfies
trace[(D +AD)2]φ = ∆φ+ 2div(BDφ) + c ·Dφ = ∇g˜ +A∇g˜ x ∈ R3−
φ(x, 0) = φb(x) = f ◦Ψ(x),
where c depends on ∂2h˜, and B is a linear combination of A and A2. By letting ∆−1∗ be the inverse
of ∆ on R3−, we write
Dφ = D(φb)H +D∆−1∗ ∇g˜ +D∆−1∗ (B∇g˜ − c ·Dφ)− 2∇∆−1∗ divBDφ.
By standard elliptic estimates on R3−, and Sobolev embedding we have
‖∇φ‖L2(R3−) . ‖φb‖H˙ 12 (R2) + ‖g˜‖L2(R3−) + ‖BDφ‖L2(R3−) + ‖B∇g˜‖L 65 (R3−) + ‖c ·Dφ‖L 65 (R3−).
‖∇φ‖
Ha−
1
2 (R3−)
. ‖φb‖Ha(R2) + ‖BDφ‖Ha− 12 (R3−) + ‖g˜‖Ha− 12 (R3−)
+ ‖B∇g˜‖
Ha−
3
2 (R3−)
+ ‖B∇g˜‖
L
6
5 (R3−)
+ ‖c ·Dφ‖
Ha−
3
2 (R3−)
+ ‖c ·Dφ‖
L
6
5 (R3−)
.
By setting g = 0, or f = 0, and using (6.6), we conclude 2. or 3., for the stated ranges of a. 
The next proposition shows that
‖u‖Hq(B) ∼
q∑
i=0
‖N iu‖L2(B)
Recall that ∂˜i = ∂i + hi∂z, and that for a vector field X = X · ∇ on TB, the commutator [X ,N ]
acting on ϕ : B → R is given by:
(6.7) [X ,N ]ϕ = N · ∇∆−10 (2div((∇XH)∇ϕH)) + (XN) · (∇ϕH)−N · (DXHDϕH)
Thus by proposition 6.3
(6.8) ‖[∂˜,N ]ϕ‖L2 ∼ ‖(D2h)Dϕ‖L2
Proposition 6.4. For any ϕ : B → R and 3 ≤ q ≤ 2s with q ∈ N0/2
(6.9)
‖N
qϕ‖L2 .
∑q
i=0 ‖Λiu‖L2(R2) + ‖∂h‖Hq−1‖∇ϕ‖L∞
‖Λqϕ‖L2 .
∑q
i=0 ‖N iu‖L2(B) + ‖∂h‖Hq−1‖∇ϕ‖L∞
Proof. From [29] we have
(6.10) (−∆B −N 2)ϕ = κN (ϕ) + 2N · ∇∆−10 div(DNHDϕH)−N (N) · (N (ϕ)N +∇⊤ϕ).
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Thus the operator ∆B+N 2 is a first order operator with coefficients depending on second derivatives
of h. Consequently if q is even (6.9) are immediate. If q is odd then the equation (6.10) and Lemma
6.1 imply (6.9). For q = k + 12 , we use the commutator estimate (6.8) to write
‖N qϕ‖2L2 =
∫
N k+1ϕN kϕ =
∫
DkϕNDkϕ+ lower order terms.
¿From equation (6.4) we obtain the desired result. 
7. Properties of the Dirichlet-Neumann operator
Recall that we denote N (h) or simply N for the Dirichlet-Neumann operator associated to the
domain D = {z ≤ h(x)} with boundary B = {z = h(x)}.
7.1. L∞ estimate. Next we bound N in L∞(B) ∼= L∞(R2) by allowing the loss of small powers
of Λ = |∇| for small and large frequencies.
Proposition 7.1. There exists ǫ0 such that: if
‖∂h‖∞ + ‖∇3h‖∞ + ‖∂h‖2 + ‖∇3h‖2 < ǫ0,
then for any ϕ defined on B, and for 0 < σ < 1/2,
‖Nϕ‖W 2,∞(R2) . ‖Dϕ‖W 3,∞ + ‖Λ1−σϕ‖L∞ .(7.1)
Proof. Step 1: the double layer potential Let a = (x, z) ∈ D and b = (y, h(y)) ∈ B. Then ϕH can
be represented by the double layer potential
ϕH(a) =
∫
B
µ(b)N · ∇G(a− b)dS(b) = −1/2µ(b0) +
∫
B
(µ(b)− µ(b0))N · ∇G(a− b)dS(b)
where G(a− b) = 14π |a− b|−1 is the Newtonian potential and b0 is an arbitrary point on B. Define
K(x, y) =
√
1 + |∂h(y)|2N(b) · ∇G(b0 − b) for b0 = (x, h(x)) ∈ B and b = (y, h(y)) ∈ B. In other
words,
K(x, y) =
−∇h(y) · (x− y) + h(x)− h(y)
4π(|x− y|2 + (h(x)− h(y))2) 32
.
Then as a→ b0, it follows by standard singular integral calculations [14] that
(7.2) − 1/2µ(x) +
∫
µ(y)K(x, y)dy = ϕ(x).
Step 2: estimating µ Notice that K(x, y) has the following properties:
• ∫ K(x, y) dy = 0
• |K(x, y)| . ǫ0min
[
1
|x−y| ,
1
|x−y|2
]
• |K(x, y)−K(x′, y)| . ǫ0 |x−x
′|
|y−x|3 if |y − x| >> |x− x′|
• ∫ |K(x, y)| dy . ǫ0.
The first point above can be seen by a standard integration by parts; the second and third points
follow from ‖∂h‖∞ < ǫ0; for the fourth one use in addition that ‖∂h‖2 < ǫ0.
Next we also denote K for the operator with kernel K(x, y). By points one to three above, it is
standard to see that
‖K‖C˙α→C˙α . ǫ0 if 0 < α < 1;
and point four easily implies
‖K‖L∞→L∞ . ǫ0.
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Choosing ǫ0 small enough, it is possible to solve (7.2) by Neumann series to obtain
‖µ‖L∞ . ‖ϕ‖L∞ and ‖µ‖C˙α . ‖ϕ‖C˙α
To obtain estimates on derivatives of µ, write
−1/2µ(x) +
∫
(µ(y)− µ(x))K(x, y) dy = ϕ(x).
and differentiate with respect to x to get
−1/2∂xµ(x) +
∫
(µ(y)− µ(x))∂xK(x, y) dy = ∂xϕ(x).
Denoting J(x, y) = (∂x+∂y)K(x, y), an integration by parts gives (writing J for the operator with
kernel J(x, y))
(7.3) − 1/2∂xµ(x)−K∂xµ+ Jµ = ∂xϕ.
Using that ‖∇2h‖∞ + ‖∇2h‖2 < ǫ0, one checks that J(x, y) enjoys the properties of K(x, y) listed
above. Thus if 0 < α < 1,
(7.4) ‖J‖L∞→L∞ + ‖J‖C˙α→C˙α . ǫ0.
It is furthermore easy to see that
‖J‖C1−σ→L∞ + ‖J‖C˙1−σ→L∞+ . ǫ0.
Now equation (7.3) implies
∂xµ(x) =
(
1
2
+K
)−1
(Jµ− ∂xϕ) ,
from which follows, in conjunction with the various bound on K and J , if 0 < α < 1,
‖∂xµ‖∞ . ‖Jµ‖∞ + ‖∂xϕ‖∞ . ‖ϕ‖C˙1−σ + ‖∂xϕ‖∞
‖∂xµ‖C˙1−σ . ‖Jµ‖C˙1−σ + ‖∂xϕ‖C˙1−σ . ‖ϕ‖C˙1−σ + ‖∂xϕ‖∞.
Taking one more derivative and arguing similarly gives
‖∂2xµ‖∞ . ‖∂2xϕ‖∞ + ‖ϕ‖C˙1−σ .
Step 3: estimating Nϕ Fix a point b0 ∈ B and use normal coordinates in a neighborhood of B to
restrict a near the boundary to the line a = b0 + νN(b0). Thus
N(b0) · ∇ϕH(a) =
∫
B
(µ(b)− µ(b0))D2G(N(b), N(b0))(a− b)dS(b).
For |b− b0| large and ν small |D2G(a− b)| . |b− b0|−3 and thus the above integral can be bounded
by ‖µ‖C˙1−σ . For |b− b0| small we write
N(b0) = θ(b, b0)N(b) + γ(b, b0)τ where τ ∈ TbS.
The term involving τ is integrable due to the vanishing of γ(b0, b0). By repeating the argument
that led to inequality (7.4) we obtain
|
∫
B
(µ(b)− µ(b0))D2G(N(b), γτ)(b0 − b)dS(b)| . ‖µ‖C˙1−σ . ‖ϕ‖C˙1−σ .
Split the remaining term
I =
∫
B
(µ(b)− µ(b0))D2G(N(b), N(b))(νN(b0) + b0 − b)dS(b)
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with the help of a cutoff function χ which localizes smoothly away from the ball of center 0 and
radius one:
I =
∫
(χ(b− b0) + [1− χ(b− b0)]) . . . dS(b) = II + III.
The term III is easily dealt with; as for II, it is hypersingular as ν → 0. Use the identity
0 = ∆G = ∆SG+ κN · ∇G+D2G(N,N)
for ν < 0 to re-express II as
II =
∫
B
D (χ(b− b0)(µ(b)− µ(b0)))DG(νN(b0) + b0 − b)
− χ(b− b0)(µ(b)− µ(b0))κN(b) · ∇G(νN(b0) + b0 − b) dS(b).
Letting now ν → 0, this can be bounded as before
‖I‖ . ‖∂µ‖C1 + ‖µ‖C1−σ . ‖∂ϕ‖C1 + ‖ϕ‖C˙1−σ .
Thus
‖Nϕ‖L∞(S) ≤ ‖∂ϕ‖C1 + ‖ϕ‖C˙1−σ .
By repeating the above argument after applying tangential derivatives to N(b0) · ∇ϕ we obtain
‖Nϕ‖W 2,∞(S) ≤ ‖∂ϕ‖C3 + ‖ϕ‖C˙1−σ .
This proves inequality (7.1). 
7.2. Expansion into multilinear L2 bounded operators.
Proposition 7.1. The operator N (h) can be expanded into a series of multilinear operators
N (h) =
∑
n≥0
Mn(h, . . . , h, ·) i.e. N (h)f =
∑
n≥0
Mn(h, . . . , h, f)
where the operators Mn are symmetric, n− linear in h, and satisfy the estimate
(7.5) ‖Mn(h, . . . , h, f)‖2 ≤ Cn∗ ‖∂h‖n∞ ‖∇f‖2.
Proof. Though we could not find this explicit statement, this result is classical in harmonic analysis.
The idea is to expand the Dirichlet-Neumann operator into elementary operators akin to Calderon’s
commutators.
Step 1: The single-layer potential Let ψ be the solution of the Dirichlet problem with boundary
data f :
∆ψ = 0 in D and ψ(x, h(x)) = f(x) on B.
It can be represented via a single layer potential by
ψ(x, z) =
∫
R2
ρ(y)
(|x− y|2 + |h(y)− z|2)1/2
dy
(this is not quite the standard definition, where the weight
√
1 + |∂h|2 would appear, reflecting the
volume element for B). In particular,
(7.6) f(x) =
∫
R2
ρ(y)
(|x− y|2 + |h(x)− h(y)|2)1/2
dy.
It is well-known (see Folland [14]) that
N (h)ψ(x) = limz→h(x)Nx · ∇ψ(z, h(x))
=
1
2
ρ(x)√
1 + |∂h|2(x) +
∫
R2
h(x)− h(y) + ∂h(x) · (x− y)
(|x− y|2 + |h(x)− h(y)|2)3/2
ρ(y) dy.
(7.7)
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Step 2: expanding ρ Start by expanding (7.6) in h:
f(x) =
∞∑
n=0
βn
∫
R2
|h(x)− h(y)|2n
|x− y|2n+1 ρ(y) dy,
where |βn| ≤ 1. Apply Λ to the above, noting that Λ = DΛ ·D =
∑
j=1,2Rj∂j. This gives
Λf(x) = ρ(x) +
∞∑
n=1
∑
j=1,2
Rj
∫
R2
(h(x)− h(y))2n−1
|x− y|2n+1[
2n∂jh(x) − (2n + 1)(x
j − yj)
|x− y|
(h(x) − h(y))
|x− y|
]
ρ(y) dy
def
= ρ(x) +
∞∑
n=1
[Pnρ] (x).
Inverting the above by Neumann series gives
(7.8) ρ(x) =
∞∑
k=0
(−1)k
[ ∞∑
n=0
Pn
]k
Λf(x).
Step 3: expanding N (h)f The right-hand side of (7.7) can be expanded in h to give
[N (h)ψ] (x) = 1
2
ρ(x)√
1 + |∂h|2(x) +
∑
n≥0
αn
h(x)− h(y) + ∂h(x) · (x− y)
|x− y|3
|h(x)− h(y)|2n
|x− y|2n ρ(y) dy,
def
=
1
2
ρ(x)√
1 + |∂h|2(x) +
∞∑
n=0
[Qnρ] (x)
(7.9)
where |αn| ≤ n.
Step 4: boundedness of the elementary operators and conclusion The elementary operators Pn and
Qn appearing respectively in (7.8) and (7.9) can be estimated by the following result of Coifman,
MacIntosh, and Meyer [9] 3: the operator on R2 with kernel
(h1(x)− h1(y)) . . . (hn(x)− hn(y))
|x− y|n+2
(and n odd) has a norm on L2 which is bounded by
C(1 + n4)‖∂h1‖∞ . . . ‖∂hn‖∞.
Using this estimate in conjunction with (7.8) and (7.9) gives the desired conclusion. 
7.3. Symmetries.
Lemma 7.2. The Dirichlet-Neumann operator is invariant by the following symmetries:
• Translation: G(h(· + δ)) [f(·+ δ)] = [G(h)f ] (·+ δ) for δ ∈ R2.
• Rotation: G(h(Rθ ·)) [f(Rθ·)] = [G(h)f ] (Rθ·) with θ ∈ R, where Rθ is the rotation by an
angle θ.
• Dilation: G ( 1λh(λ·)) [f(λ·)] = λ [G(h)f ] (λ·) with λ > 0
3This result corresponds to Theorem III in [9], transfered on R2 by the method of rotations.
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Consider the expansion of Proposition 7.1. Applying for instance the rotation symmetry, and
using in conjunction the above lemma gives
[G(h)f ] (Rθ·) =
∑
n≥0
Mn(h(Rθ ·), . . . , h(Rθ·), f(Rθ·))
Differentiating in the continuous parameter (θ in the above example, or λ or δ if the other symme-
tries are used), we obtain that
Γ [G(h)f ] =
∑
n≥0
nMn(Γh, . . . , h, f) +Mn(h, . . . , h, Γf)
for Γ = ∇, Ω; and
(7.10) Γ [G(h)f ] =
∑
n≥0
nMn(Γh, . . . , h, f)− (n+ 1)Mn(h, . . . , h, Γf) +G(h)f.
for Γ = x·∇. This last formula remains valid for S = 32t∂t+x·∇ if the functions under consideration
depend on time.
Analogous formulas can of course be obtained if more than one vector field Γ is applied.
8. Tools from linear and multilinear harmonic analysis
8.1. Littlewood-Paley theory. Consider θ a function supported in the annulus C(0, 34 , 83 ) such
that
for ξ 6= 0,
∑
j∈Z
θ
(
ξ
2j
)
= 1.
Also define
Θ(ξ)
def
=
∑
j<0
θ
(
ξ
2j
)
.
Define then the Fourier multipliers
Pj
def
= θ
(
D
2j
)
P<j = Θ
(
D
2j
)
P≥j = 1−Θ
(
D
2j
)
and similarly P≤j , P>j . This gives a homogeneous and an inhomogeneous decomposition of the
identity (for instance, in L2) ∑
j∈Z
Pj = Id and P≤0 +
∑
j>0
Pj = Id .
All these operators are bounded on Lp spaces:
if 1 ≤ p ≤ ∞, ‖Pjf‖p . ‖f‖p , ‖P<jf‖p . ‖f‖p and ‖P>jf‖p . ‖f‖p.
Furthermore, for Pjf , taking a derivative is essentially equivalent to multiplying by 2
j :
if 1 ≤ p ≤ ∞ and α ∈ R, ‖ΛαPjf‖p ∼ 2αj‖Pjf‖p
if 1 ≤ p ≤ ∞ and ℓ ∈ Z, ‖∇ℓPjf‖p ∼ 2ℓj‖Pjf‖p.
(8.1)
Also, we recall Bernstein’s lemma: if 1 ≤ q ≤ p ≤ ∞,
(8.2) ‖Pjf‖p ≤ 22j
(
1
q
− 1
p
)
‖Pjf‖q and ‖P<jf‖p ≤ 2
2j
(
1
q
− 1
p
)
‖P<jf‖q .
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8.2. Boundedness of bilinear operators. Recall the definition of the bilinear operator with
symbol m:
Tm(f, g)(x)
def
=
∫
R2
eixξ f̂(η)ĝ(ξ − η)m(ξ, η) dξdη.
These operators are called pseudo-products and were introduced by Coifman and Meyer [10].
Definition 8.1. Let Mβ,c1,c2,c3 denote the set of bilinear symbols m(ξ, η) such that
• m is homogeneous of degree β: m(λξ, λη) = λβm(ξ, η).
• m is smooth away from {ξ = 0} ∪ {η = 0} ∪ {ξ − η = 0}.
• If |ξ| ≪ |η| ∼ 1, m(ξ, η) can be written under the form |ξ|c1A
(
|ξ|, ξ|ξ| , η
)
, where A is smooth
in its arguments.
• If |η| ≪ |ξ| ∼ 1, m(ξ, η) can be written under the form |η|c2A
(
|η|, η|η| , ξ
)
, where A is smooth
in its arguments.
• If |ξ − η| ≪ |η| ∼ 1, m(ξ, η) can be written under the form |ξ − η|c3A
(
|ξ − η|, ξ−η|ξ−η| , η
)
,
where A is smooth in its arguments.
Proposition 8.2. Let ψ(ξ, η) be a smooth function, supported on an annulus, and letm ∈ Mβ,c1,c2,c3,
with c1, c2, c3 > 0. Finally set
µ = ψ
(
(ξ, η)
2j
)
m(ξ, η).
Then
(8.3) ‖Tµ(f, g)‖p . 2βj‖f‖q‖g‖r
if 1 ≤ p, q, r ≤ ∞ and 1q + 1r = 1p .
Proof. By scaling, it suffices to treat the case j = 0, β = 0. Consider thus the symbol ψµ. It is
supported on a compact set. First consider the region inside this compact set where none of ξ, η,
ξ − η vanish. Then ψµ is smooth, and the proposition is clear. We are left with the three regions
where |η| ≪ |ξ|, |ξ| ≪ |η|, and |ξ − η| ≪ |η|. By a duality argument and symmetry, it suffices to
treat one of these three cases, say |η| ≪ |ξ|. Then m can be written
|η|cA
(
|η|, η|η| , ξ
)
.
Expand A in Taylor series in its first argument, and in Fourier series in its second argument η|η| ∈ S1
(we omit the necessary cut-off function to alleviate the notations)
A
(
|η|, η|η| , ξ
)
=
∑
k∈Z
M∑
ℓ=0
|η|c+ℓeik
η
|η|Akℓ(ξ) +RM .
(notice that the smoothness of A entails fast decay of the Akℓ in k, ℓ). Taking M sufficiently large,
RM is sufficiently smooth for the theory of Coifman-Meyer to apply, and we are left with
∑M
ℓ=0.
We might as well consider only the first summand, ℓ = 0, the other being treated similarly. Thus
we are left with ∑
k∈Z
|η|ceik
η
|η|Ak0(ξ).
Multiply this symbol by ψ(ξ, η), and call the result ρ(ξ, η)
def
= ψ(ξ, η)
∑
k∈Z |η|ceik
η
|η|Ak0(ξ). Then
Tρ(f, g) =
∑
m<0
Tρ(Pmf, g) =
∑
m<0
∑
k∈Z
Tψ(ξ,η)Ak0(ξ)(Λ
ceik
D
Λ Pmf, P1g).
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Now by standard linear theory there exists C such that∥∥∥ΛceikDΛ Pmf∥∥∥
p
. 2mckC‖f‖p
valid for any p in [1,∞]. Summing over m is possible since c > 0; and the fast decay of the Ak0
makes the sum over k converge. This finishes the proof. 
A simple consequence of the previous Proposition is the following
Corollary 8.1. Let m ∈ Mβ,c1,c2,c3 and assume that σ2, σ3, q, r, Q, R satisfy
c1 > 0, σ2 < c2, σ3 < c3, and
1
q
+
1
r
=
1
Q
+
1
R
=
1
p
.
Then for any κ > 0,
‖Tm(f, g)‖Lp . ‖f‖W˙σ2,q
∥∥∥[Λκ + Λ−κ]Λβ−σ2g∥∥∥
Lr
+
∥∥∥[Λκ + Λ−κ]Λβ−σ3f∥∥∥
LQ
‖g‖W˙σ3,R .
Proof. As in the proof of Proposition 8.2, it suffices to treat the case where m is supported in the
region where |η| << |ξ|. Then m(ξ,η)|η|σ2 ∈ Mβ−σ2,c1,c2−σ2,c3 . Keeping the notation ψ defined above,
and applying Proposition 8.2 one gets∥∥∥∥Tm(ξ,η)
|η|σ2
ψ
(
(ξ,η)
2j
) (|η|σ2f, g)
∥∥∥∥
Lp
. 2(β−σ2)j ‖|η|σ2f‖q ‖Pjg‖r .
Summing over j gives the desired result. 
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