ABSTRACT Genomic evaluation models can fit additive and dominant SNP effects. Under quantitative genetics theory, additive or "breeding" values of individuals are generated by substitution effects, which involve both "biological" additive and dominant effects of the markers. Dominance deviations include only a portion of the biological dominant effects of the markers. Additive variance includes variation due to the additive and dominant effects of the markers. We describe a matrix of dominant genomic relationships across individuals, D, which is similar to the G matrix used in genomic best linear unbiased prediction. This matrix can be used in a mixed-model context for genomic evaluations or to estimate dominant and additive variances in the population. From the "genotypic" value of individuals, an alternative parameterization defines additive and dominance as the parts attributable to the additive and dominant effect of the markers. This approach underestimates the additive genetic variance and overestimates the dominance variance. Transforming the variances from one model into the other is trivial if the distribution of allelic frequencies is known. We illustrate these results with mouse data (four traits, 1884 mice, and 10,946 markers) and simulated data (2100 individuals and 10,000 markers). Variance components were estimated correctly in the model, considering breeding values and dominance deviations. For the model considering genotypic values, the inclusion of dominant effects biased the estimate of additive variance. Genomic models were more accurate for the estimation of variance components than their pedigree-based counterparts.
pigs, the litter effect is highly confounded with family. In addition, the prediction of dominant values is typically very cumbersome because it involves complex computations (e.g., Misztal et al. 1998; Mrode and Thompson 2005) .
Recently, genomic evaluations have renewed the interest in the prediction of nonadditive genetic effects (e.g., Toro and Varona 2010; Su et al. 2012; Wellmann and Bennewitz 2012) . One of the reasons is that it is much easier to work with dominance, knowing for each evaluated locus which animals are heterozygotes, but also that prediction of the genotypic value of future matings is straightforward (Toro and Varona 2010 ).
An example of the richness of parametric genomic prediction methods for the estimation of marker effects is to have equivalent models and interpretations through the genetic covariance between individuals [i.e., genomic relationships (VanRaden 2008; Goddard 2009; Yang et al. 2010) ] and estimation of the base population variances (Forni et al. 2011; Legarra et al. 2011b; Sillanpaa 2011) . These equivalences are not quite completely described for the case of dominance effects in genomic evaluations (e.g., Toro and Varona 2010; Su et al. 2012; Wellmann and Bennewitz 2012) . These works are either incomplete or, in part, induce erroneous interpretations of correct models. The aim of this study is to show the equivalences between additive and dominant effects at the marker and the population levels and to present how to compute from genotypes the covariances between individuals due to dominant deviations, e.g., "dominant genomic relationships". Real data and a simulated example are used to illustrate the principles.
Theory
A model including additive and dominant effects of the SNP markers can be written as
(1) (Toro and Varona 2010) or, in matrix form for a set of individuals,
where y i is the phenotypic value of the individual i and m is the population mean. An additive effect a j and a dominant effect d j are included for each of the n SNP markers. The covariate t ij = 1, 0, and 21, for SNP genotypes A 1 A 1 , A 1 A 2 , and A 2 A 2 , respectively. For the dominant component, x ij = 0, 1, and 0 for SNP genotypes A 1 A 1 , A 1 A 2 , and A 2 A 2 , respectively. In model (1), the meaning of "dominant" and "additive" SNP effects is clear from the formulation of the model and basically parallels the biological intuitive meaning. However its transposition to classical, pedigree-based concepts (in particular, partitioning of the variance) is not that obvious.
In the following, and to avoid ambiguities, we talk either about (biological) "genotypic" additive and dominant values or about (statistical) "breeding" values and dominance deviations. Quoting Hill et al. (2008, p . 1) the "biological" value is "the observations of dominance [. . .] at the level of gene action at individual loci, exemplified by a table of genotypic values," and the "statistical" values are "the observations of variance due to these components in analysis of data from a population." Traditional treatment of quantitative genetics distinguish carefully between biological effects and statistical effects (e.g., Crow and Kimura 1970; Falconer 1981; Hill et al. 2008) . For instance, even when the biological action of genes is mostly dominant or epistatic, most of the genetic variation transforms into additive in the sense of transmission to offspring or of a "substitution" effect of a gene in a population (e.g., Hill et al. 2008) .
For instance, a recent study by Su et al. (2012) partitions genetic variance into additive and dominant, in such a way that these estimated variances are not directly comparable to pedigree-based estimates. In this work we explain why this is so and how partitioning should proceed. We also present a dominant genomic relationship matrix that can be introduced in genomic evaluation linear mixed models similar to genomic best linear unbiased prediction (GBLUP) ( VanRaden 2008) . The first part of this work is just a short review of classical treatments (e.g., Crow and Kimura 1970; Falconer 1981) .
Consider one locus. Following model (1) the genotypic value G of an individual is
where the values a and d are deviations from the midpoint of the two homozygous genotypes (Falconer 1981) . The genetic mean of the population is therefore
where p is the frequency of A 1 and q ¼ 1 2 p:
Classical parameterization
Classically, the genotypic values are split in additive (or breeding) values and dominant deviations, as in Falconer (1981) ,
where u and v stand for breeding values and dominant deviations. The breeding value for an individual is
where a ¼ a þ dðq 2 pÞ is the substitution effect of the gene. So, the breeding values of a set of individuals are u ¼ za (with z coded as in VanRaden 2008),
. . z n Þ including all markers is identical to matrix T in (1) but centered. Also, the dominant deviation of an individual is
So v ¼ wd with
The genetic variance is
We can partition the genetic variance s 2 G into components due to individual additive value (breeding values, u), and dominance deviations (v). In fact, EðuÞ ¼ 0 and the additive genetic variance is
Also like breeding values, dominance deviation sums to zero (EðvÞ ¼ 0) and the dominance genetic variance is
Partitioning the total genetic variance, we can see that s
where the first term is the additive genetic variance and the second term corresponds to the dominance genetic variance. Note that this parameterization implies that, in a noninbred population with Hardy-Weinberg equilibrium (i.e., without inbreeding) the covariance between the breeding value and the dominance deviation is zero (Falconer 1981) . Without inbreeding, the inclusion of dominance in the model is easy (Henderson 1985) . However, its inclusion is more complicated with inbreeding, first, because there may be inbreeding depression and, second, because the covariance between inbred individuals with dominance is no longer a function of just s If a and d effects are considered to be random and covariance between them equal to zero, the covariance of additive individual effects, u, is as expected, which is the classical G matrix of GBLUP (VanRaden 2008) . It is well known that in a base population with Hardy-Weinberg equilibrium, the average of the diagonal of G is 1, whereas the average off-diagonal is 0.
As for the dominant deviations, its covariance is
In a base population with Hardy-Weinberg conditions, it turns out that the diagonal of D sums to ½p
2 ; which is equal to 1. In addition, the sum of off-diagonal elements of D is 0. In effect, this sum can be written as
; which sums to 0. Both features correspond to proper definitions of dominant relationships in a base population (Hayes et al. 2009 ).
Alternative (genotypic) parameterization
From the genotypic value, we can also define u* and v*as the genotypic additive and dominant effects, i.e., the parts attributable to the additive and dominance biological effects of the markers. Note that this u* is not a breeding value. Thus, we have
The mean of genotypic values of individuals due to additive effects is ðp 2 qÞa; and that due to dominant effects is 2pqd: Therefore
which is as in (2) and as in VanRaden (2008) . Also, This is as in Su et al. (2012) . For model (1), H corresponds to the incidence matrix X (shifted by a constant). However, note that W 6 ¼ H. Therefore, the breeding (or classical) and the genotypic models are equivalent models to explain the data (y) but their interpretation must be different. The first model is termed in breeding values and dominant deviations and the second model in genotypic additive and dominant effects of markers. In particular, the first model provides direct estimates of breeding values, whereas the second model is more obviously interpretable in terms of dominant and additive effects of the markers. The interpretation of the variances is also different; for instance, s 2 A is the variance useful in selection or in prediction of potential selection response. In particular, to compare with pedigreebased estimates s 2 A should be used, not s 2 A* : Also, the dominant relationship matrices are different. For instance, the covariance matrices for three individuals with the three possible genotypes, each one for one locus and assuming s Going from genotypic to breeding additive and dominance variances
Assume that we have variances estimated in either model. Then we have the identities 
Extension to multiple loci
The extension to multiple loci assumes linkage equilibrium and uncorrelated marker effects, which are ordinary assumptions (VanRaden 2008; Gianola et al. 2009) .
Then
Also, the covariance matrices are simple extensions of (3) and (4):
CovðvÞ
Covðv*Þ ¼ HH9
For instance, Su et al. (2012) estimated several variance components using markers. These are parameterized in term of genotypic effects; i.e., G ¼ EðGÞ þ u* þ v*: Assuming, for instance, that their allelic frequencies p i are drawn from a bð2; 2Þ distribution, the terms 
Inbreeding
It is not clear whether the inbreeding is taken automatically into account in the models. The model in Equation 1 makes no hypothesis of Hardy-Weinberg equilibrium. Inbreeding (deviations from Hardy-Weinberg) is accounted for because genotypes are observed. However, properties of the breeding and genotypic models are no longer well defined; for instance, covariances between u and v appear. But because the genotypic and breeding models are equivalent to model (1), the genotypic value can always be correctly inferred. However, model (1) does not account for inbreeding depression. This needs further investigation.
Examples
Mouse data analysis Legarra et al. (2008) analyzed phenotypes and genotypes of mouse data (Valdar et al. 2006) , including 1884 individuals and 10,946 markers. For illustration, we have reanalyzed the data and estimated s 2 a and s 2 d ; using the same data set and model (1) (plus an extra "cage" effect, as in the original work). Variance components under genotypic and breeding models were estimated for four traits (weight, growth speed, body length, and body mass index). Estimation was by Bayesian inference, using flat priors for the variances and a Gibbs sampling algorithm. We used the publicly available software GS3 (Legarra et al. 2011a) for estimation. Both the software and the mouse data are available at http://genoweb.toulouse.inra. fr/~alegarra/gs3dist.tar.gz.
Simulated data
We simulated a quantitative trait with additive and dominant QTL action, so that the parts of total variance attributable to additive and dominance effects (in terms of breeding values and dominant deviations) were 0.20 and 0.10, respectively. Simulation was as in Toro and Varona (2010) , including 10 chromosomes of 1 M and 1000 markers each. A population was generated by mutation and drift over 1000 generations with an effective population size of 100. After 1000 generations, the population was expanded to 1000 individuals (500 per sex) and remained at 1000 with random mating for 2 discrete generations. Therefore, the data set consisted of 2100 individuals. These 2100 individuals were genotyped and phenotyped and then used to estimate variance components. No inbreeding occurred within the 2100 individuals.
In variance components estimation four different models were used. To verify whether the correct genetic parameters could be estimated using markers, the genomic model involving breeding values and dominance deviations (MGD) was
VarðuÞ ¼ Gs where the covariance matrices G and D were constructed as in (5) where A is a pedigree-based relationship matrix and D ped is a pedigree-based dominant relationship matrix (Cockerham 1954; Henderson 1985) . A simplified model y ¼ 1m þ u þ e with two different variance structures, either VarðuÞ ¼ Gs 
) variances were computed by restricted maximum likelihood, using the software remlf90 (Misztal et al. 2002) (available at http://nce.ads.uga.edu/wiki/doku.php).
Variance components under genotypic parameterization (s 2 A* ; s 2 D* ) as in Su et al. (2012) were also calculated using the model
with covariance structures as in (7) and (8), estimating thus variances of the additive and dominant effects of the markers (MG*D*).
In addition, we verified the ability of each model to correctly predict breeding values and dominant deviations for each individual in the last generation. Regression of true breeding value (TBV) on estimated breeding value (EBV) was used as a measure of the inflation of the prediction model, where a regression coefficient of 1 denotes no inflation. The predictive ability of model was also evaluated by accuracy computed as the correlation between TBV Figure 1 Estimations of variance components under different models. Prediction models were based on best linear unbiased prediction: a mixed model based on the pedigree additive relationship matrix and phenotypes (MA), an alternative model including pedigree-based additive and dominant relationship matrices (MADped), a genomic model including additive genomic relationship matrix (MG), and a genomic model involving breeding values and dominance deviations (MGD). Variance components under genotypic parameterization (MG*D*) as in Su et al. (2012) were calculated using the allele frequencies and the variances of the additive and dominant effects of the markers.
and EBV. Results were the mean of the 10 replicates for each model.
Simulated data sets (phenotypes, genotypes, and pedigree) are available at http://genoweb.toulouse.inra.fr/ zvitezic/simu_for_genetics.tar.gz. Programs for simulation of the data sets and for construction of the different relationship matrices are available on request from the authors.
Results and Discussion

Mouse data analysis
The results for variance components are shown in Table 1 .
Estimates of the partitioning of the genetic variance do clearly differ; for instance, for growth the proportion of genetic variance attributed to dominance effects halves if one uses the classical parameterization. In addition, broadsense heritability is sometimes much higher than its additive estimate (e.g., in growth speed, additive heritability is 0.025 whereas broad-sense heritability (h 2 a þ h 2 d ) is 0.036). The ratio between h 2 D* and h 2 D ranges from 1.36 to 1.50 for all the traits and depends only on the distribution of the allelic frequencies of markers; the reason it is not constant is because of Monte Carlo noise in the estimates. The correlations between estimated ðu; u * Þ and ðv; v * Þ in this data set were 0.99 and 0.86. This illustrates that estimated individual effects are different for the different parameterizations, in particular for dominance effects. We stress that the correlation between total estimated genetic values ðu þ vÞ and ðu * þ v * Þ is 1, because both models are equivalent.
Simulated data
Estimates of additive and dominance variances for the four models are presented in Figure 1 . Estimates of additive genetic variance were 20.7 6 4.1, 21.4 6 3.3, 21.4 6 3.3, and 20.5 6 4.2 for the models MA, MG, MGD and MADped, respectively. As was expected, the SD of estimates was greater in MA (MADped) than in MG (MGD). This means that the amount of statistical information to estimate variances is greater with markers than with pedigree. The additive genetic variance was well estimated also when models included dominant effects. These results do not agree with Su et al. (2012) who found lower estimates of additive genetic variance when the model included dominance and epistasis effects. The expanded model of Su et al. (2012) does not handle properly the fact that the (additive) substitution effects a include part of biological dominance. For instance, when only additive effects are included in their data analysis, part of biological dominance is included; but when dominance is fitted, this part goes to the dominance variation. The additive variance estimated by the increasingly complex models (with dominance and epistasis) in Su et al. (2012) has not the same meaning throughout all models, whereas in the breeding parameterization it is always the same, irrespective of whether additive only or additive and dominance effects are fitted.
The dominance variance estimated with the MGD model was 13.2 6 3.5, which agrees with the simulated dominance variance of 10. Estimates of the proportion of dominance variance to phenotypic variance ("dominance heritability") are shown in Figure 2 . Dominance variance estimation had a large standard error in MADped (Figure 1 and Figure 2) . These results illustrate the difficulties in obtaining a good estimate of dominance variance from pedigree information. In addition, the results show how genomic information allows one to obtain an accurate estimation of dominant deviations. Further, in practice, use of dominance through the implementation of mate allocations using markers is straightforward, contrary to pedigree-based methods (Varona and Misztal 1999) .
Under the genotypic MG*D* model, the additive and dominance variances were 14.7 6 4.4 and 19.9 6 5.3, respectively. The dominance variance was overestimated; it was 57.5% instead 38% of the genetic variance (Figure 1) . Consequently, this genotypic parameterization underestimates additive genetic variance. These results show that estimates from the genotypic model are not directly comparable with pedigreebased estimates, although comparable values can be derived from them using allele frequencies. The degree of inflation from the prediction methods is indicated by the coefficient of regression of TBV on EBV ( Table 2) . The optimal prediction model for genetic merit of young individuals would have a regression coefficient close to 1. For each effect, the differences among the models were small, and the approaches achieved very similar inflation.
The accuracies for each model (correlations between TBV and EBV) are shown in Table 2 . Compared with the MA and MADped models, all genomic prediction methods (MG and MGD) increased accuracy by 18% for additive effects. With dominant effects, accuracy from MGD was higher (32.5%) than from MADped (Table 2 ). In addition, the genomic models including dominance have the advantage that they provide a simple framework, compared with pedigree models, to estimate dominance effects (i.e., Su et al. 2012; Ertl et al. 2013) .
Conclusions
Models using genomic additive and dominant relationships can recover information correctly. The parameterization is largely a matter of convenience, but the parameterization in terms of breeding values and substitution effects is more adequate for selection (both for ranking animals and for predicting genetic improvement). The genotypic model allows simpler estimates of the results of mate allocations. Translating estimates from one model to the other one is simple if the distribution of the allelic frequencies is available. We note, however, that estimates from the genotypic model are not comparable with pedigree-based estimates, although the transposition is fairly easy using the identities that we provide.
