could show the a priori probability of the delay time. As a prediction system, the posterior probability, i.e. the probability of the delay time in some special condition, may be more important than the a priori probability. Machine learning is usually used to calculate the posterior probability from the data. In this chapter, an example will be shown to introduce how to use machine learning methods to alarm large scale of flight delays, which is a very complex problem. This is a real application in a hub airport of China. We will use the symbols "Airport A" to denote this airport with omitting its real name. The concept of "flight delay" may be changed under different requirement. Thus, the background of the application will be introduced firstly in this chapter and the relative concepts, especially the application requirement, will be defined clearly. Besides, the data gotten from the practice, which is an important factor to use machine learning methods, will be depicted in this chapter. According to the data and the requirement, the process of learning could be discussed. To solve the problem of alarming flight delays, the delay levels, which are used to describe the serious degree of delays, are required. Therefore, there will be a section to show how to use the unsupervised learning method to calculate the delay levels. Depending on the defined levels, the supervised method could be used to predict the coming delays. Some classical methods, both supervised and unsupervised, will be tried in this chapter, although there will be only one method in the final application. After introducing these methods, how to choose the most suitable one will be discussed. At last, a conclusion of the whole chapter will be shown .
Application Requirements and Data Preparing
Flight is a civil aircraft which take a mission from a certain departure airport to the certain arrival airport in the certain time according to the flight schedule. There are two kinds of time to each flight in the schedule, i.e. the plan departure time and the plan arrival time. The flight departure or arrival at the time later than the plan departure or arrival time is called a departure delay flight or arrival delay flight respectively. Since the flight is influenced by multiple factors, the concepts of departure delay flight and arrival delay flight may be too strict. The constraint is usually relaxed in practical applications. In the Airport A, the flight which departs or arrives at the time later than the schedule time in 30 minutes is treated as a normal flight but not a delayed one. The concept "large scale of flight delays" means the number (or the ratio) of the delayed flights is more than a given threshold. To alarm large scale of flight delays is just to give a prediction, the main foundation of which is the recent status of the airport, before the delays. The main difference between engineering application and laboratory experiment is the data, which are always ready in the laboratory. Collecting enough data and converting them into right form is very important to the engineering. The statistics theory, which aims at the asymptotic theory when sample size is tend to infinity, is the basic theory of machine learning. However, the size of sample usually is finite, so that some learning methods perform well only in theory. To guarantee the application of the machine learning method effectively, we need discuss the form of the data which could be collected from the airport. The form of data restricts the method which could be used in the application. Conversely, the method itself could tell us what kind of data are required.
Intuitively, finding the association event of flight delays may be a good way to do prediction. The alarm could be given when the association events happened. The recent researches show that there are five classes of factor which may lead flight delays, including: weather, the management of the airline company, the control of airports, the air traffic control and the factor of the passengers. However, it is not so easy to collecting the data of all these factors. For example, the factor of the passengers is really uncertainty. It is possible that some passenger, who had already passed the security checking, decided not to board in without any announcement. In this case, the staffs must find the passenger and confirm that he (or she) would not board in. The flight could not take off before the confirmation. Since this is just a stochastic event which may cause the flight delays, it is very difficult to monitor this factor. Therefore, the prediction from the factors may be invalidity. Actually, the so-called "association event" may not be the direct reason of delay, but a concept of statistics. An event is called an association event of the flight delays means that the flight is very likely to delay when this event occurs. In the language of the probability theory, the conditional probability of the association event to the flight delays is large enough. Thus, we need to find the association events of the flight delays firstly, and then to find the pattern of the association events and the flight delays. Obviously, only the events in the records of Airport A could be used to predict flight delays. Therefore, we will show the Attributes of the records of Airport A in the following (See Table 1 ) in order to discuss the association events. attributes and the delays intuitively. Actually, the calculation of the data shows the same conclusion, i.e. none of the above attributes is the association event of flight delays. This may be a big problem. Without the association events, the prediction will miss the basis. The above case is very common in many applications. Data are not so prefect where we cannot find what we expected. In this case, we must rebuild the data set with the association attributes. Rebuilding data set does not mean recollecting data. What we need to do is just to get the statistical information, which is associated to the flight delay intuitively. One of the common methods is to build time associated attributes, i.e. the association of recent status and the past status. In most of systems, the recent status is an important factor of the future status. Since the computer could only process the discrete data, we assume that the monitoring system is discrete. For example, we can assume that the status is monitored every five minutes. Because the flight delay is mainly caused by the capacity of airspace and airports not large enough, only a few flights could be executed in five minutes. Thus, the recent delay flights in the waiting sequence may be also in the waiting sequence in the next five minutes. The number of delay flight in the next statistical period includes two parts: one is the recent delay flights and the other is the new arrival or departure delay flights. In other words, the recent status is associated with the future status. Furthermore, we can use the association to do prediction in order to alarm the flight delays. The severity of flight delays finds expression not only in the amount of delayed flights, but also in the delay hours and passenger numbers involved, etc. Since we are going to build a model to predict the future delays, we must try to find all association events as possible as we can. According to the recent researches, there five aspects of flight delays including the number of delayed flights, total delay hours, the number of passengers involved, the number of air companies involved, and the number of airports which the delays have spread to directly. We can get all the value of the above attributes by statistical method except the number of passengers involved. The data provided by Airport A does not contain the information of passengers. But we can get an estimate value by the number of seats of each type of aircraft and the average attendance rate, which could be found in the civil aviation handbooks. The data shown in Table 2 are statistical values of each day at a given time. Considering there are big differences between the ranges of each attribute shown in Table 2 . The attributes with the big range may influence the prediction more than the one with small range, which is unfair intuitively. We will normalize the data in order to eliminate effects.
Grading Flight Delays with Unsupervised Learning Methods
According to the data shown in Table 2 , our prediction should be aim at the delay levels of Airport A at a given time. The basis of the prediction is the value of the five attributes shown in Table 2 . Thus, we must build a model to show the relationship of these five attributes and delay levels. However, there is no information about the delay levels. Therefore, we must calculate the delay levels at given time according to the value of the five attributes shown in Table 2 . The prediction model could be built only after the levels have been ready. From the viewpoint of data, there should be some similarity among the data in same level. Assume that there is only one attribute (for example, the number of delayed flights) in Table  2 . Then the values of data in the same level must be very close to each other. Similar with this simple case, the data in the same level must be similar with each other in the case of more than one attributes. The similarity could be calculated by the sum of squares of the difference of each attribute, which denotes the Euclid's distance, between two data. Thus, the level could be gotten by group the flight data with the similarity, which is just a process of clustering. Clustering is perceived as an unsupervised process since there are no predefined classes and no examples that would show what kind of desirable relations should be valid among the data. To simplify the problem, we will use k-means algorithm, which is very popular and easy to be implemented, to grade the data of flight delays. There are three steps of k-means algoithm. First of all, select k means of clusters randomly. Then put each data to the cluster whose mean is nearest to the data, i.e. the similarity measure value of the data and the cluster's mean is bigger than the value of any other cluster's mean and the data. Then the algorithm recalculates the mean of each cluster. At last the algorithm output the clusters if they are not changed, otherwise it will return to the second step. The parameter k denotes the number of clusters, which means the number of levels of flight delays in this application. The recent subjective standard of flight delays in Airport A divides the flight delays into four levels, which is shown in Table 3 .
Levels
Definition Blue Level there should be blue alarm if more than 40% of the departure flights will be delayed for the bad weather or the control of route Yellow Level there should be yellow alarm if the weather is so bad that more than 60% of the departure flights in the coming two hours will be delayed or more than 10 flights will be delayed for more than 4 hours. Orange Level there should be orange alarm if more than 80% of the departure flights in the coming two hours will be delayed for the bad weather. Red Level there should be red alarm if all of the departure flights in the coming two hours will be delayed for the bad weather. 
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The main factor of the levels shown in Table 3 is the weather, but there are only about 4.63% of delayed flights caused by the bad weather according to (Ma & Cui, 2004) . Therefore, it is difficult to check the validity of this standard. Besides, there is no attribute about the weather in the data set provided by Airport A. Thus, we cannot mark the levels to the data. Although this subjective grading may not fit the data very well, it still provides some information about the level. After all, these levels are constituted by the the domain experts. There are four levels in Table 3 without the level of few flight delays. Thus, it may be five levels of the data, which is is an important information of the k-means algorithm. According to Table 3 , the parameter of the k-means algorithm may be set as k=5 in this application. Certainly, this is just an assumption which needs to be checked in the experiment. Since there is no standard answer about what the clustering process learns, a measure index of clustering is required in order to make the clustering result fit the application and find the optimum parameters. We first introduce four clustering validity indexes, including Dunn's index, Davies-Bouldin's index, CS index and Lu's index, and then try to find the optimum parameter k of k-means by these four indexes. Dunn's index is defined as
where   
If the data set contains compact and well-separated clusters, the distance between the clusters is expected to be large and the diameter of the clusters is expected to be small. The Davies-Bouldin's index is defined as 
where x j and v i is the jth data and the center of the ith cluster, respecitvely. The Lu's index is defined as
where  is a threshold of similarity. The Lu's index is not with respect to the concept of "cluster center" so that it could be used in the case of non-spherical clusters. We will cluster the data by k-means algorithm with the parameter k varies from 3 to 10. The value of the above indexes on the clusters is shown in According Table 4 , there should be five levels of flight delays, which is consistent with the conclusion of the domain experts. Intuitively, these five levels should be very low delays, low delays, moderate delays, significant delays, excessive delays, respectively. The mean and the standard deviation of each cluster is shown in Table 5 . For each formula x±y in the grids of Table 5 , x and y denotes the mean and standard deviation, respectively. As a learning result from data, these levels may fit the data better than the recent subjective standard.
Train the Supervised Learning Methods
The unsupervised learning model builds the levels of the flight delays, which could act as the attribute "class" of the records. With this attribute, we can train the classification models as the alarmming model. Notice that it is not always validity to training classification models with the attribute built by clustering. The clustering is a process to build the classes (clusters) by the given relation (similarity) of the data while the classification is to find the relation of the data by the given classes. Thus, the clustering and the classification are the inverse processes of each other in some sense. The relation found by the classification does just fit to the class. If the class is built by clustering, the one which relation fits to is just the relation on which the clustering is based. Then the relation learning by the classification on the same data set may be invalid. In the application of alarming large scales of flight delays, the supervised learning method is used to find the relationship between the recent status and the future delays, which is unknown before training. Therefore, the unsupervised method and the supervised method in this application are not on the same training data set. According to the theory of machine learning, the result of the learning method fits both the a priori knowledge and the data. Therefore, the a priori knowledge is an important factor of the effective of learning result. Usually, the a priori knowledge of the supervised learning is the structure of the model. Thus, we must choose a suitable model in order to meet with good results. The decision tree model, Bayesian learning model and the artificial neural networks model are the most common classification methods. We will try to build the alarming model based on these methods. Before the application, there is a brief introduction of these method in the following. The problem of constructing a decision tree can be expressed recursively. First, select an attribute to place at the root node and make one branch for each possible value. This splits up the example set into subsets, one for every value of the attribute. Now the process can be repeated recursively for each branch, using only those instances that actually reach the branch. If at any time all instances at a node have the same classification, stop developing that part of the tree. C4.5 builds decision trees from a set of training data, using the concept of information entropy. At each node of the tree, C4.5 chooses one attribute of the data that most effectively splits its set of samples into subsets enriched in one class or the other. Its criterion is the normalized information gain (difference in entropy) that results from choosing an attribute for splitting the data. The attribute with the highest normalized information gain is chosen to make the decision. The C4.5 algorithm then recurses on the smaller sublists.
The following shows the main steps of C4.5. First of all, for each attribute a, find the normalized information gain from splitting on a. And then let a_best be the attribute with the highest normalized information gain. Create a decision node that splits on a_best. At last, recurse on the sublists obtained by splitting on a_best, and add those nodes as children of node. One highly practical Bayesian learning method is the naive Bayes learner, often called the naive Bayes classifier. The naive Bayes classifier applies to learning tasks where each instance x is described by a conjunction of attribute values and where the target function f(x) can take on any value from some finite set V. A set of training examples of the target function is provided, and a new instance is presented, described by the tuple of attribute values ( 1 2 , ,..., n a a a ). The learner is asked to predict the target value, or classification, for this new instance. The naive Bayes classifier is based on the simplifying assumption that the attribute values are conditionally independent given the target value. In other words, the assumption is that given the target value of the instance, the probability of observing the conjunction 1 2 , ,..., n a a a is just the product of the probabilities for the individual attributes. The study of artificial neural networks has been inspired in part by the observation that biological learning systems are built of very complex webs of interconnected neurons. In rough analogy, artificial neural networks are buit out of a densely interconnected set of simple units, where each unit takes a number of real-valued inputs (possibly the outputs of other units) and produces a single real-valued output (which may become the input to many other units) Backpropagation, or propagation of error, is a common method of teaching artificial neural networks how to perform a given task. It is a supervised learning method, and is an implementation of the Delta rule. It requires a teacher that knows, or can calculate, the desired output for any given input. It is most useful for feed-forward networks (networks that have no feedback, or simply, that have no connections that loop). The term is an abbreviation for "backwards propagation of errors". The backpropagation neural network works in the following steps. Present a training sample to the neural network. Compare the network's output to the desired output from that sample. Calculate the error in each output neuron. For each neuron, calculate what the output should have been, and a scaling factor, how much lower or higher the output must be adjusted to match the desired output. This is the local error. Adjust the weights of each neuron to lower the local error. Assign "blame" for the local error to neurons at the previous level, giving greater responsibility to neurons connected by stronger weights. Repeat from above step of calculating what the output should have been on the neurons at the previous level, using each one's "blame" as its error. Usually, the common method to choose models is to analyze the data, especially the intuitive meaning of the attributes. However, there are so few recent researches about the flight data that we cannot judge which model will be better before the experiments. The only way is to train the models and compare the statistical results of each model. The Kappa statistic is a common statistical measure of inter-rater agreement for qualitative (categorical) items. It is generally thought to be a more robust measure than simple percent agreement calculation since Kappa statistic takes into account the agreement occurring by chance. The Equation 6 shows the formal definition of Kappa statistic in the following.
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where   Pr a is the relative observed agreement among raters, and
 
Pr e is the hypothetical probability of chance agreement, using the observed data to calculate the probabilities of each observer randomly saying each category. If the raters are in complete agreement then 1 K  . If there is no agreement among the raters (other than what would be expected by chance) then 0 K  . Besides, the mean absolute error, the root mean squared error, the relative absolute error and the root relative squared error are other common indexes to measure the learning result. These indexes could be easily found in the statistical books so that we do not show the formulas here. We will try to train the above three supervised learning models on the data with the classes built by the unsupervised method, and then choose the best one. The training data set is built based on the normalized data of each day after 8:00 in some year of Airport A. Table 6 Statistical Results of Supervised Learning Models
As Table 6 shows, the C4.5 decision tree model is the best one according to the statistical values. Thus, we can use this model to predict the fight delays. It may be the final step of laboratory experiment that the model has been trained ready. However, this is an engineering application, but not a laboratory experiment. In the engineering application, the intuitive meaning of the model is required in order to check the validity by experiences. The decision tree is not intuitive enough to be read. A common way to solve this problem is to convert the decision tree to rules, which is very easy to read. And then the rules may be modified by the domain experts in the applications. The finally model to alarm large scale of flight delays is built by these checked and modified rules. Since the alert of large scale of flight delay is a momentous decision, the alarming model must be controllable and explainable. Good statistical result is only a necessary condition. This is very important in the engineering applications, but usually not required in the laboratory. Compare with the Bayesian models and the artificial neural network models, the decision tree models could be explained more intuitively. Then the users could check whether it needs to be modified by their domain knowledge and experience. Thus, the model with clearly intuitive meaning is always chosen in the applications.
Conclusion
This chapter shows an example to use machine learning method in applications. Limited by the space of pages, some details have been skipped to get the main point. As a supplement, we will show some reference in which the details could be found. The flight delays will cause a series of serious consequences. However, it is very difficult to predict flight delays accurately. Some models have been presented to describe the flight delays, such as Milan Janic's disruption model (Janic, 2005) , Ning Xu's Bayesian network model (Xu, 2007) and Zonglei Lu's decision tree model (Lu et al, 2008a ) and so on. However, there is no model could predict the flight delays accurately up to now. These models could give only some reference of the prediction. There are some machine learning methods mentioned in this chapter. The systematic introduction about these methods could be found in the classical machine learning books, such as (Mitchell, 1997) and (Witten & Frank, 2005) . For more details, the k-means clustering algorithm is first mentioned in (Jain, 1967) . The Dunn's index, Davies-Bouldin's index, CS index and Lu's index has been introduced by (Dunn, 1974) , (Davies & Bouldin, 1979) , (Chou et al, 2004) and (Lu et al, 2008b) , respectively. Some details about these clustering validity indexes could also be found in (Halkidi et al, 2002) , a survey of clustering validity index. The C4.5 decision tree model, the naive Bayes model and the BP neural network model is mentioned in (Quinlan, 1993) , (John & Langley, 1995) , (Werbos, 1974) , respectively.
