Deep learning, in general, and natural language processing methods, in particular, rely heavily on annotated samples to achieve good performance. However, manually annotating data is expensive and time consuming. Active Learning (AL) strategies reduce the need for huge volumes of labelled data by iteratively selecting a small number of examples for manual annotation based on their estimated utility in training the given model. In this paper, we argue that since AL strategies choose examples independently, they may potentially select similar examples, all of which do not aid in the learning process. We propose a method, referred to as Active 2 Learning (A 2 L), that actively adapts to the sequence tagging model being trained, to further eliminate such redundant examples chosen by an AL strategy. We empirically demonstrate that A 2 L improves the performance of state-of-the-art AL strategies on different sequence tagging tasks. Furthermore, we show that A 2 L is widely applicable by using it in conjunction with different AL strategies and sequence tagging models. We demonstrate that the proposed A 2 L able to reach full data Fscore with ≈ 2 − 16% less data compared to state-of-art AL strategies on different sequence tagging datasets.
Introduction
Many information extraction tasks utilize modules that identify and classify tokens (words) of interest in a sequence (sentence) into predefined categories. These modules play a key role in determining the performance of the parent information extraction task and are particularly interesting due to their wide applicability. The term sequence tagging (Marcus, Marcinkiewicz, and Santorini 1993) is used to describe the general task that is performed by these modules. For example, consider the utility of being able to identify named entities (like people, organisations, places and so on) in news headlines for personalized content recommendation.
Recently, methods based on deep learning have significantly improved the state-of-art for sequence tagging, yet, the intense labeled data dependence of these methods has presented a formidable challenge under the scope of restricted annotation budgets. The field of Active Learning addresses this problem (Freund et al. 1997; McCallum and Nigam 1998) . Here, the training process alternates between improving the performance of model on given labeled ex- A few examples from this newly labeled data are then selectively sampled to be fed back to the training setup after being annotated by experts. This process is repeated until it converges at a point where the cost of retraining exceeds the cost of annotations.
As active learning strategies try to acquire candidate examples to be labeled, they suffer from inherent redundancy in form of similar examples being selected and fed back, thus, entailing higher cost of annotations and wastage of resources. In order to overcome this bottleneck, a second step is needed to shred redundant examples and one of our major contributions is in improving the quality of this step.
Once an active learning strategy has selected examples (that are possibly redundant), we expect the second step to have the following three qualities: (i) since examples are redundant only in the context of a model, the induced redundancy should preferably be addressed from the perspective of the sequence tagging model, (ii) the proposed step should be applicable to a wide variety of sequence tagging models and (iii) it should be compatible with several existing active learning strategies.
In this paper 1 , we focus on active learning for sequence tagging models as manually annotating sequences is especially challenging and time consuming. We develop a Siamese twins based neural architecture (Bromley et al. 1994 ) that is trained to predict a similarity score for each pair of input examples in the context of a sequence tagging model. These similarity scores are then used for eliminating redundant examples via clustering.
The model needs to be partially retrained whenever a new set of labeled examples is furnished by the active learning strategy. It is essential to ensure that the model learns from new examples without forgetting what it already knows.
We investigate a mixed sampling strategy that achieves this while avoiding unnecessary training overhead.
Contributions: (i) We propose a method to compute model aware similarity between input sequences to actively eliminate redundancy in examples chosen by the active learning strategy and we call this Active 2 Learning, (ii) We further improve the efficiency of training process (in terms of both training time and data requirement) by incorporating a mixed sampling strategy on the lines of transfer learning, (iii) We demonstrate the utility of our approach by experimenting with various combinations of sequence tagging tasks, active learning strategies and datasets.
Related Work
Much of the classical work done in Active learning (Dasgupta, Kalai, and Monteleoni 2009; Awasthi, Balcan, and Long 2017) cannot generalize to deep learning architectures, which are known to produce state-of-art results. Active learning strategies like margin maximization have been studied in the domain of automatic speech recognition (Sha and Saul 2007) . Recent deep learning models for sequence tagging rely upon Conditional Random Field (CRF) as the decoder (Lample et al. 2016) . However, in the recent past, Bayesian formulations of deep learning like dropout based approach (Gal and Ghahramani 2016a) and Bayesby-Backprop (Blundell et al. 2015) have provided an alternate technique, that is independent of the CRF scores. These methods have been shown to perform better than other active learning strategies for Named Entity Recognition (NER) (Siddhant and Lipton 2018) . While the use of diversity based querying algorithms (Chen et al. 2015) has been explored for quite some time, most of them are independent of the model, and almost all of them employ cosine similarity as the standard measure. In our experiments, we use cosine similarity as a baseline and elucidate its ineffectiveness in the active learning task. Few active learning algorithms (Xu et al. 2003; jun Huang, Jin, and hua Zhou 2010) tried to combine the informativeness measure with the representativeness measure for finding the optimal query instances using clustering. In our work, we use a dynamic similarity measure to actively select the most representative samples.
Preliminaries
Let
j is the j th token of this sentence. Our goal is to assign each token x (i) j to one of the C classes in the set C. For example, C will contain tags like person, place etc. in case of a named entity recognition task. We denote the expert annotation for the sentence
Active Learning Strategies
Once a model has been trained on an initial small set of labeled examples, previously unseen and unlabeled examples are presented to it. The model may or may not be able to correctly label these examples. An Active Learning (AL) strategy chooses a subset of these new unseen examples to be labeled by an expert. The goal of an AL strategy is to select examples that, if labeled, would be most informative for the model. Different AL strategies use different heuristics to select this subset of most informative examples. To demonstrate that our approach works across AL strategies, we tested it with three of the most popular AL strategiesmargin based AL strategy, entropy based AL strategy and Bayesian Active Learning by Disagreement (BALD). We describe these strategies here.
Margin Based AL strategy: Let s (i) (y) = P(Y (i) = y|X (i) , θ) be the score assigned by a sequence tagging model to output sequence y = [y 1 , . . . , y |X (i) | ] where θ denotes model parameters and |X (i) | is the length of sequence X (i) . In our implementation, s (i) (y) is obtained as the output of CRF (Lafferty, McCallum, and Pereira 2001) after using Viterbi algorithm. In the context of sequence tagging, margin is defined as the difference in scores obtained by the best scoring sequence of tags y = [y 1 , . . . , y m ] and the second best scoring sequence y = [y 1 , . . . , y m ] for a sentence X (i) , i.e.:
(1)
Here, y max = argmax y s (i) (y) and M (i) margin is the margin score calculated for sentence X (i) . A hyperparameter threshold τ 1 is empirically determined and all sentences with M (i) margin ≤ τ 1 are considered to be examples on which the model is less confident (lower the difference, higher the confusion). We also tried a variant where s (i) (y) was normalized using |X (i) | but the results did not show any significant improvement. This may be because the difference in (1) neutralizes bias due to length.
Entropy Based AL strategy: For a given sentence X (i) and tag sequence y, we define the normalized entropy score as:
(2)
is the probability of assigning the most likely tag to the j th token in sequence X (i) . In our implementation,s (i) j is computed by applying softmax function to output of the encoder of sequence tagging model (described in Section 5.2). Application of softmax produces a probability distribution over tags in set C. Empirically, it seems important to normalize the entropy with respect to the sentence length |X (i) | as M (i) entropy is correlated with it and annotating longer length sequences is undesirable (Claveau and Kijak 2017). The model is considered to be less confident on all sentences that have normalized entropy score (M (i) entropy ) higher than a threshold τ 2 (determined empirically).
BALD: Due to stochasticity, models that use dropout (Srivastava et al. 2014 ) produce a different output, even for the same input, each time a forward pass is executed. In Bayesian Active Learning by Disagreement (BALD), during inference, for each example, a fixed number of forward passes are executed with a set dropout rate. The variability in predicted tag sequences due to dropout is used to compute the confidence of the model on the given example.
represent the best scoring sequence of tags for X (i) in the t th forward pass, and N be the number of forward passes, then:
The model is considered to be less confident on all samples where M
Sequence Tagging Tasks
To demonstrate that our approach works across different tasks, we tested it with two different sequence tagging tasks.
Named Entity Recognition (NER): NER (Nadeau and Sekine 2007) is a popular sequence tagging task that is concerned with identifying and classifying the named entities in unstructured text, thus augmenting its semantic content. It is expensive to obtain annotated data for NER, even as there is abundance of free unlabeled data. Through active learning, one can efficiently select the most informative examples to be labeled, based on what the model knows, thus sidestepping the huge data annotation issues. In this paper, we use three NER datasets : CoNLL 2003 (Sang and De Meulder 2003) , MIT Movie Corpus and GENIA corpus (Ohta, Tateisi, and Kim 2002) which is a biomedical dataset.
Part-of-Speech (POS) Tagging: We also experiment with the POS tagging task (Marcus, Marcinkiewicz, and Santorini 1993) . In POS tagging, each word in the text has to be assigned a part-of-speech tag based on its definition and context. This task is not straightforward because some words can represent more than one part- 
Model Aware Similarity Computation
In order to choose representatives, a measure of similarity between examples is required. We argue that this measure of similarity should be dependent on the current state of model M as we want to improve the diversity of selected examples in the context of the model. For instance, based on the downstream task, M may learn to differentiate between active and passive voice, so an AL strategy must choose representative examples from both categories even though both forms are semantically similar when M is not taken into consideration.
One strategy is to use cosine similarity on the encodings generated by model M to filter out similar examples (Chen et al. 2015; Shen et al. 2018) , however, we claim that this approach would be incapable of discovering higher order similarity information, say for example semantic similarity, because the model M hasn't encountered enough samples during the initial phases of training. Thus, a similarity measure that is more expressive than cosine similarity is needed and hence we propose to use a Siamese twins network (Bromley et al. 1994 ) that is trained using auxiliary data.
The Siamese network that we use in our experiments consists of two bidirectional Long Short-Term Memory (LSTM) encoders. For each sentence in the pair, one of the two encoders is randomly chosen and for each word in the sentence, this encoder takes the corresponding output of encoder in M (which is again a bidirectional LSTM in our case) as input and produces a concatenation of the last hidden state of forward LSTM and first hidden state of backward LSTM as output. The similarity between sentences in the pair is computed using the following energy function:
the output of Siamese encoder for both input sentences in the pair.
We train our Siamese network (Fig 1) using SICK (Sentences Involving Compositional Knowledge) dataset (Marelli et al. 2014) to predict the similarity of sentences. This dataset contains pairs of sentences and manually annotated similarity scores between sentences in each pair. While training the Siamese network, the encoder in M is kept frozen. Since the Siamese network works on the output of the sequence tagging encoder, it can be incorporated along with any model M. As M is trained over time, the distribution of output of its encoder changes and hence we periodically retrain the Siamese network (to convergence) to sustain its model awareness. For GENIA Figure 1 : Modeling similarity using the Siamese encoder (enclosed by dotted lines). Pair of sentences from SICK dataset are fed to the pretrained sequence tagging model. The output of the word encoder is then fed to the Siamese encoder. Last hidden state corresponding to the sequence length of the sentence is collected from the Siamese network to assign similarity scores to every pair of sentences. corpus, we use biomedical semantic similarity corpus BIOSSES instead of SICK.
Once an AL strategy selects examples on which the model is most confused, we use our pretrained Siamese network to assign a similarity score to every pair of selected examples. This yields a n × n similarity matrix where n is the number of examples selected by AL strategy. We group examples into clusters by passing this similarity matrix to the spectral clustering algorithm (Ng, Jordan, and Weiss 2002) . We then rank the examples in each cluster based on their confidence scores (obtained from the AL strategy) and retain a fixed number of lowest scoring examples from each cluster as most representative examples. These examples are then fed back to the training process after manual annotation.
Mixed Sampling Strategy
After obtaining expert annotations for the most representative sentences, we add them to a fixed proportion of sentences, randomly sampled from the existing train data and retrain our sequence tagging model using this mixed batch of data. We call this mixed sampling. Through this process, we ensure that our model maintains a balance between the new representative examples and the existing training data. This not only helps us in averting over-fitting to new examples, but also reduces the training time.
Similar ideas have been used, for instance, in transfer learning literature and one can draw parallels, for example, by considering the existing train data as source domain data and new training data as target domain data. However, to the best of our knowledge, no existing approach uses mixed Algorithm 1: Active 2 Learning Framework Data: D 1 : sequence tagging dataset; D 2 : semantic similarity dataset Input:D ← (D 1 , . . . , D l ): Partitioning of unlabeled data, where each D i is a set. Output: Labeled data
sampling in the context of active learning. Hence, we believe that the application of this idea to the active learning problem (and a subsequent empirical demonstration that it works) is both novel and useful for the community.
Algorithm 1 summarizes our setup. In Algorithm 1, A denotes an AL strategy and S and R denote the set of confused and representative examples respectively.
Experiments
Through our experiments, we investigate: (i) utility of model aware similarity computation (Section 4.2) and (ii) effect of using the mixed sampling strategy (Section 4.3). Additionally, we perform experiments on different datasets (Section 5.1), sequence tagging tasks (Sections 3.2) and active learning strategies (Section 3.1) to demonstrate that the proposed approach is applicable in a wide range of contexts.
Dataset Description
We experimented with three datasets: CoNLL 2003, MIT Movie Review Corpus and GENIA; in addition to using SICK and BIOSSES as auxiliary datasets for training the Siamese network. Refer to Table 1 for details.
Experimental Setup & Hyperparameters
AL strategy hyperparameters: We perform experiments with three different AL strategies. In case of BALD, the dropout and number of forward passes were fixed to 0.5 and 51 respectively. We apply normal dropout in the character encoder as opposed to the use of recurrent dropout (Gal and Ghahramani 2016b) in the word encoder of model presented in (Siddhant and Lipton 2018) owing to an improvement in performance. The threshold for margin, entropy and BALD strategies were set to 15, 40 and 0.2 respectively. For numerical stability we use log probabilities and thus the value for margin based AL strategy's threshold is outside the interval [0, 1]. We use the spectral clustering (Ng, Jordan, and Weiss CoNLL 2003 (Sang and De Meulder 2003 (Siddhant and Lipton 2018) , having one layer in CNN encoder with three filters of sizes 1,2 and 3, followed by a max pool, as opposed to three layers in the original setup. This modification was found to produce slightly better results. We use a batch size of 12. We use glove embeddings (Pennington, Socher, and Manning 2014) for all datasets except GENIA corpus, for which we instead use BioWordVec (Chen, Peng, and Lu 2018) . The Siamese network, that has two BiLSTM encoders, as described in Section 4.2, is trained using examples from SICK dataset (except for GENIA corpus, where we use BIOSSES dataset). The similarity scores in both datasets were normalized to lie in range [0, 1]. For model aware Siamese (MA Siamese), input sentences are encoded using encoder of sequence tagging model and the embeddings are then passed through Siamese encoders whereas for model isolated Siamese (Iso Siamese), original word embeddings are directly fed as input to Siamese encoders. The output of BiLSTM corresponding to the length of sentence is considered as encoding for the given sentence. We retrained the Siamese network after every 10 iterations. The baseline cosine-similarity measure is computed by directly using last output embedding (corresponding to the length of the sentence) from word encoder of the sequence tagging model.
Training strategy: We divide the sequence tagging dataset into 50 splits and begin by training the sequence tagging model on one of the randomly chosen splits (2% of the data). This model is then used to encode sentences from SICK dataset, which are in turn, used as input for training the Siamese network. Next, at each iteration, we randomly pick one of the remaining splits and use an AL strategy to retrieve examples on which the sequence tagging model is most confused. This is followed by clustering to extract the most representative examples. The similarity scores are exponentiated to avoid negative values during clustering. All results reported here were obtained by averaging over five different randomly chosen initial splits. While starting with random splits initially presents some variance in F-score, it does not significantly affect the final results as the model aware similarity setup adjusts accordingly to acquire necessary examples. All hyperparameters were empirically determined based on the performance on validation sets of respective datasets. For datasets which do not have a predefined validation set, we use a 20% split from train file for validation, which is then combined with the train set before the start of active learning.
Baselines: To demonstrate that model aware similarity computation is useful, we perform the following control experiments.
• We use pretrained cosine over InferSent model embeddings (Conneau et al. 2017 ) as input to the clustering algorithm instead of Siamese embedding scores (Legend title in Figure 2 : Infersent).
• We train a Siamese network on raw sentences (using GloVe embeddings) directly (which we call isolated siamese or Iso Siamese in Figure 2 ) rather than using output from model encoder (A 2 L (MA Siamese) in Figure 2 ) as described in Section 4.2.
• To show the utility of a Siamese network, we also provide results for the case when cosine similarity between output encodings of the sequence tagging model is used rather than using a Siamese network (Cosine in Figure 2 ).
• Additionally, we compare these results with a setup where no AL is applied (Random in Figure 2 ).
We perform a similar control experiment to investigate the role played by mixed sampling strategy (Legend title in Figure 2: None) . We test variants of model with and without this component and present a summary in Section 5.3. Fig 2 (MIT Movie, CNN BiLSTM CRF, BALD) . The values in the cells are F-scores on corresponding percentage of labeled data. It can be seen that with the increase in % labeled data, A 2 L (MA Siamese) adapts best to the active learning procedure and consistently performs better than other baselines.
Results
(Q) How does our approach compare with other baseline approaches? Through experiments we have shown that:
• Our approach consistently outperforms all other methods on all NER and POS datasets.
• For BALD AL strategy (which is known to have the best performance for sequence tagging), the improvement over similarity based methods is marginal. Nevertheless, it can be seen that the relative improvement over the baseline (None) remains significant
• Our approach outperforms existing approaches that use simple metric like cosine distance as described above.
• By comparing A 2 L (MA Siamese) against the None baseline (AL strategy without incremental training), it can be seen that there is no performance drop due to mixed sampling based incremental training procedure. However, due to the mixed sampling strategy, training time decreases as one need not retrain on all examples seen thus far.
As given in Table 3 , using a lightweight architecture, we were able to match the performance obtained by training on full dataset using a smaller fraction of the data. GENIA is a medical domain dataset and it is especially costly to label such data. We believe that even a marginal improvement here will offer significant gains in terms of cost. While comparing different AL strategies is not our primary motive, we empirically demonstrate in Fig 2 that Table 3 : Fraction of data used to reach full dataset performance and corresponding improvement over the None baseline in terms of the difference in % of data required to reach full data F-score for the best AL strategy (BALD in all cases). and brings down the cost (of both computational resources and annotations). Besides, these gains can be seen across AL strategies and datasets. This can be really effective in the medical domain annotations which require high expertise. For additional experiments with a different sequence tagging architecture: BiLSTM-BiLSTM-CRF, refer to Figure 4 of in supplementary material.
Conclusion
In this paper, we proposed an approach to mitigate redundancy in existing AL strategies for sequence tagging that uses model aware similarity scores. We empirically demonstrated that our proposed approach performs consistently well across many datasets, AL strategies and models. Although, we focused exclusively on the sequence tagging problem, we believe that our idea of using model aware similarity scores can be applied in other contexts. We leave this for future work.
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