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Al~raet--It is the purpose of this paper to show that, when X and Y are independent ormal random 
variables with zero means and (possibly unequal) standard eviations crand ~, respectively, then 
Z = (~ -~ + ~-I)XY/(X2 + y2)1/2 
and 
W = sign(X)- (o  - l X 2 _ T - i y2) / (X  2 + y2)1/2 
are independent ormal variables, both with mean 0 and variance 1. The parts of this result which exist 
in the literature have proofs which are needlessly sophisticated and technical. We make use of a simple 
univariate transformation f a uniform variable. 
1. INTRODUCTION 
Part of the result stated in the abstract was first given as a problem in SIAM Review by Shepp 
[1]. It was shown only that XY/(X2+ y2)~/2 is normal, by using a clever argument involving the 
theory of stable distributions. Only in the special case cr = z was the variable W introduced. (Note 
in the equal variance case that the factor sign(X) appearing in W can be dropped without affecting 
the joint distribution of Z and W.) In the general case of variances not necessarily equal, it is hard 
to see how Shepp's trick could be used to analyze W, or to find the variances of Z and W. 
Later, Cohen [2] gave a direct proof in the general case that Z is normal with mean 0 and variance 
1. Although he avoided the use of stable distribution theory, tools such as Maclaurin series 
expansions, gamma function evaluations, generating functions for the central binomial coefficients, 
residue calculus, the theory of hypergeometric functions etc., were employed. The variable W was 
not addressed. 
It is our purpose to give a very short and elementary proof of the general result as stated in the 
abstract. 
2. A UNIVARIATE TRANSFORMATION 
Let 0 be uniform on [ -~,  ~]. Consider the transformation 
T(O) = 0 + arctan(k, tan 0), 
where k > 0 is fixed. Then T(O) is also uniform on [ -~,  n]. 
Proof. A sketch of T(O) vs 0 shows for 0 < 0 < it/2 that T(O) increases monotonically from 0 
to ~t, and for ~/2 < 0 < it that T(O) again increases monotonically from 0 to 7t (since Tis an odd 
function we need only consider 0 > 0). Thus for fixed 0' ~ [0, 7r], there are two preimages, say 
01 ~ [0, n/2] and 02 ~ [~/2, It] with T(01) = T(02) = 0'. Then 
P(T(O) ~ [0, 0']) = P(O e [0, 0~]U[~/2, 02] = (0~ + 02 - ~/2)/2~, 
so we need only show that 0 '= 0~ + 02-  ~/2 to establish the uniformity of T(O). But this is 
elementary trigonometry. Consider 03-~/2+0' -01 .  Note that O' -01=T(O~)-O~= 
arctan(k tan 01)¢[0, n/2] and so 03e[~/2, n]. We claim that T(03) = O'. If so, then 03 = 02 since T 
is 1 - 1 on [~/2, ~t] and so 02 = ~/2 + 0' - 01, or 0' = 0~ + 02 - 7r/2, as required. To prove the claim, 
first note that 
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as above 
or  
Next, 
and finally, 
as claimed. 
Note: 
tan(03) = tan(n/2 + 0'  - 01 ) 
= - cot(0'  - 0~ )
= - cot(arctan(k tan 0~ )), 
= - 1/k tan 0z 
k tan 03 = - cot(0~ ). 
arctan(k tan 03) = arctan( - cot(01 )) 
= 0t - rr/2, for 01~[0, rr/2] 
T(03) = 03 + arctan(k tan(03)) 
= (n /2  + O' - 01) -~ (01 - -  n/2)  
(i) We have been a bit sloppy with the points 0, n/2 and rr, but a careful look 
shows that this set o f  pressure 0 is harmless. 
(ii) An attempt o prove the result with the usual method of  Jacobians seems 
no simpler than the proo f  given. 
3. THE MAIN 
(X~) 'N2(O,~) ,  Let X = X2 
and define Z = Z2 
RESULT  
where ~=( ;2  z 20) 
z ,  = (a- '  + ~-')x~X2/llXll 
Z2 = s ign(X1 ) (a  - 1 X~ - z - l X2)/ I I  X ll. 
Then Z ~ N2 (0, I). 
Proof Make the polar transformation 
and 
X 1 = oR COS 0 
X: = ~R sin 0, 
where 0 is uni form on [ -  ~,~] and R 2 is X 2 with 2 degrees of  freedom, with 0 and R > 0 independent. 
Substituting into Z~ and Z~, we get 
Zt = R(o + ~) sin 0 cos O/(a 2 cos 2 0 + C sin s 0) la 
= Rf, (0)  
and 
Z2 = R sign(cos 0)(0 cos 2 0 - T sin 2 0)1(0: cos 2 0 + c 2 sin:) 1/2 
= RA(o) .  
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Next, let ~ = h(O)[O + O'], where h(O)= sign(cos 0) and 0 '= arctan(k tan0) with k = z/a; i.e. 
ep = h(O)T(O) with T(O) from Section 2. An examination of the sketch of T(O) shows that the factor 
h(O) has no effect on the distribution. Thus ~ is uniform on I -n ,  n] and is independent of R. We 
claim that sin ~ =f~ (0) and cos ~b =f2(0), so that Z2 = R cos tk and Z~ = R sin ~b have the desired 
joint distribution. 
To prove the claim, first note that 
where 
and, similarly, 
Then 
since sin is odd, 
Similarly, 
since cos is even, 
Remark: (i) 
(ii) 
cos(0') = (1 + k tan 0) -In 
= h(O).0 cos O/d(O), 
d(O) = (a s cos 20 + zs sin s 0),/2 
sin(0') = h(O).z sin O/d(O). 
sin(qb) = sin(h(O)(O + 0")) 
= h(O) sin(0 + 0'), 
= h(O)(sin 0 cos 0' + cos 0 sin 0') 
= h(0)[sin 0. h(O)a cos Old(O) + cos 0" h(O)z sin O/d(O)] 
= h (0)2f~ (0) 
=f~(0), since h(O) 2 =- 1. 
cos ~b = cos(h(O)(O + 0')) 
= cos(0 + 03, 
= cos 0 cos 0' - sin 0 sin 0' 
= cos 0- h(O)o cos 0/d(0) - sin 0 h(O)x sin 0/d(0) 
=f:(0).  Q.E.D. 
If the factor h(O) is not used in the transformation qS, then the result 
holds except hat there is a factor of sign(X~) in the formula for Zi. 
In the definition of Z2 we could equally well use sign(Xs) instead of 
sign(Xl) by interchanging the roles of "sin" and "cos" in the original 
polar transformation. 
4. FURTHER REMARKS AND PROBLEMS FOR STUDY 
(i) If X is correlated bivariate normal then we can perform an appropriate 
orthogonal rotation to obtain independence, and apply the main result o obtain 
Z for this case. In the formulae for Zt and Zs, the denominator IlXll is 
unchanged but the numerators become more complicated quadratic forms in X, 
involving tr, x and p, the correlation. The exact expressions are not illuminating. 
(ii) The primary feature of the main result is that the denominator IlXll is a spherical 
function, while X has elliptical contours in general. We know of no other results 
of this type. 
(iii) Since the polar transformation is valid for any bivariate distribution of elliptical 
type [3], something analogous to the main result should be true for this more 
general situation. 
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(iv) It would be interesting to extend beyond the bivariate case. That is, 
X~Np(0, Z) and for suitable quadratic form XAX the distribution 
X'AX/IIXfl is found. We have no positive result as of yet along this line. 
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