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ABSTRACT
T i t le  of Dissertation: Remote Att itude Measurement Techniques
Frank John Elmer, Doctor of Engineering Science, 1982
Dissertation directed by: Dr. Stanley S. Reisman
Associate Professor
Department of E le c t r ic a J  Engineering  
New Jersey In s t i tu te  of Technology
A method has been developed for solving practical problems which 
can be expressed in terms of physical geometry. These problems often 
involve combining directional information observed by remotely located 
sensors reported in the ir  own respective local coordinate systems. To 
transform t h i s  in formation in to  a common coordinate  system, the  
att itude of the sensors must be measured with respect to this common 
coordinate system.
Physical geometry is a generalization of mathematical -geometry 
where objects define the endpoints of f igures composed of ensembles of 
l ines. A probabi l is t ic  approach has been taken which is based on the 
fundamental assumption tha t  the ob jects  can be p a r t i t io n e d  ( f o r  
analytical purposes) into volume elements which are very small com­
pared to the  d istance between o b je c ts .  This allows the set of  
directions to the partit ioned object to be represented by an ensemble 
of l ines. Each observable volume element is characterized by its  
normalized contrast which is proportional to the probabi l i ty  that the 
object l ies  in the direction specified by the l ine to that volume 
element. Thus, the direction to the object can be expressed in terms 
of a probabi l ist ic  vector.
A technique has been developed to measure the a t t i tude  of a remotely
located sensor based upon both sensors measuring the same set of two 
physical vectors. These measurements are reported in terms of prob­
a b i l i s t i c  vectors and used to compute a probabi l ist ic  matrix which 
defines the att i tude of the remote sensor. This probabi l ist ic  matrix
can then be used to transform any vector measured by one sensor into
i ts  corresponding description in the other sensor's own local co­
ordinate system. This allows directonal information to be combined 
and thus physical geometry problems to be solved.
The engineering considerations of implementing a Remote Att itude  
Measurement, ReAtMent, system are presented including the development 
of an e r ro r  budget necessary to insure th a t  the ReAtMent system 
performs to the required accuracy.
An experimental sect ion is  presented which i l l u s t r a t e s  the
concepts developed by using an electrooptical sensor to measure three  
physical vectors in several or ientat ions. Two of these measured 
probab i l is t ic  vectors are used to compute a probabi l ist ic  a t t i tude  
matrix.  This matrix then operates on the remaining physical vector as 
reported in the reference or ientation of the sensor to predict the 
probabi l is t ic  vector which would describe the same physical vector in 
the current or ientat ion.  The predicted and actual ly  observed vectors 
are then compared to give a measure of the accuracy of the technique. 
Many of the concepts developed in this  dissertat ion were thus v a l id a t ­
ed experimentally.
As the study of ReAtMent is in i ts  infancy, the present work 
should be used as a springboard for  further research. Topics that may 
be of interest for  future studies are suggested.
PREFACE
U n t i l  r e c e n t l y ,  the study of a t t i t u d e  measurement has been 
la rgely  confined to in e r t ia l  at t itude reference systems ( i . e .  gyro­
scopes) and some photographic schemes for  determining the att i tude  of  
s a te l l i te s  in o rb i t .  These systems are designed to measure the ir  
orientation with respect to the reference system used on the surface 
of the earth .
This study deals pr imarily  with how two physically separated 
objects can determine th e i r  re la t iv e  a t t i tude ,  that is perform a 
Remote Attitude Measurement, ReAtMent; and extends previous work on 
att i tude  measurement by exploring the fundamental concepts on which 
ReAtMent techniques are based and developing the basic too l  fo r  
ReAtMent, the Two Vector Method. Using the physical l imitat ions on 
how directional information can be measured, a s ta t is t ic a l  approach is 
developed which allows the performance of a ReAtMent system to be 
analyzed in a probabi l is t ic  sense.
The study builds upon previous work in directional measurement, 
estimation of the att i tude  matrix, vector and quaternion algebra, 
s ta t i s t ic s ,  and practical a t t i tude measurement systems. Using these 
tools , i t  is possible to develop a firm theoret ical framework for  
studying ReAtMent systems. The pure "pencil and paper" approach 
yields theore t ica l ly  satisfying results which are useful for  under­
standing how to analyze ReAtMent system performance. The integrals  
involved are quite complicated and a computerized implementation is 
necessary to analyze a practical ReAtMent system. A simple experiment 
is performed using a single electrooptical sensor and computerized
data reduction to i l lu s t r a te  and validate  many of the concepts de­
veloped during the doctoral research.
While in residence at Ft .  Monmouth, the author served as the 
project engineer on an exploratory development model of  a state  of the 
art  ReAtMent system. This served as the testbed for many of the 
original ideas described below and provided insights into the funda­
mental problems with real l i f e  applications of ReAtMent, some of which
would never have been brought to l i g h t  by a p u re ly  t h e o r e t ic a l
approach.
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INTRODUCTION
Remote Att itude Measurement, ReAtMent, is a tool for  solving real  
world, three dimensional geometry problems. In such problems, observers 
independently measure, report ,  and act on data in th e i r  own local 
coordinate systems. This data is then transformed into a common 
coordinate system via a matrix computed by the ReAtMent system, and 
combined to solve the problem.
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CHAPTER I :  OVERVIEW OF FUNDAMENTAL CONCEPTS
A. PHYSICAL GEOMETRY
Spatial relationships between objects are analyzed by physical 
geometry. The commonly taught mathematical geometry is a subset of 
physical geometry where the objects are represented by i n f i n i t e l y  
small points. These points and the i n f i n i t e l y  thin l ine  segments which 
connect them are unique. This uniqueness provides the basis for  
asserting that two geometric quantit ies are actually  exactly  equal, 
thereby deducing that  the other geometrical quantit ies must sa t is fy  a 
given re la t ionship . This absolute precision allows the development 
and proof of geometric theorems.
Mathematical and physical geometry converge when the following 
fundamental assumption holds: Objects defining the endpoints of a l ine  
segment are very small in comparison to the length of the l ine  seg­
ment. When this  fundamental assumption does not hold, i t  is possible 
to part i t ion the objects into volume elements for which the assumption 
does hold, e f f e c t i v e l y  c rea t in g  an ensemble of l i n e  segments to 
replace the single l ine segment normally expected when using mathe­
matical geometry. This ensemble is s t a t i s t i c a l l y  describable by i ts  
expected value (or average) and i ts  d is t r ib u t io n .
uoject i a single l ine Object 2
an ensemble of l ines
FIGURE 1.1. Part it ioning Objects Into Volume Elements Which Meet the 
Fundamental Assumption
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When a simple f igure is formed by l ines connecting objects in 
space, the result  of par t i t ion ing  the object into volume elements is 
that  each of the l ines ,  of the simple f igure ,  becomes an ensemble of  
l ines. Thus, the f igure becomes an ensemble of geometric f igures.  
However, a l l  of the figures in the ensemble are not necessarily well 
behaved. This arises because the l ines comprising these i l l -behaved  
f igures terminate on d i f fe re n t  volume elements of the objects. I t  is 
important to bear th is  in mind when doing a s t a t i s t ic a l  analysis of  
real-world physical geometry problems such as are encountered in
ReAtMent appl icat ions.
B. DEFINING AND MEASURING THE DIRECTION TO AN OBJECT
A l ine  segment is described by i t s  length and d irec t ion .  The
length is a s c a la r  q u a n t i t y  and is th e r e fo r e  independent o f  the
coordinate system used. However, the description of direct ion is 
strongly dependent on the coordinate system chosen. A direction is 
described by a unit vector pointing in that d i rec t ion .  The unit  
length is chosen to give the vector describing the direction the same 
two angular parameters as the d irect ion i t s e l f .
The direct ion to an object can be defined as the ensemble of the 
unit vectors lying along the l in e  segments jo in ing volume elements of  
the  observed o b je c t  with volume elements o f  the  viewing o b je c t .
The detectable volume elements of an observed object are those 
which have a c lear 1ine-of -s ight  to the viewing object and a non-zero 
contrast.  The sensing object has no knowledge of the existence or 
whereabouts of undetectable volume elements of the viewed object .
S im i la r ly ,  the volume elements of the viewing object which have clear
l ine  of sight to the observed object are the only ones which could 
possibly determine the direction of the viewed object .  Therefore, for  
real objects, only a subset of the directions of the l ines between a l l  
volume elements of the two objects are measurable. Consequently, the 
s ta t i s t ic a l  parameters of the ensemble of measurable directions may 
d i f f e r  from those of the f u l l  ensemble of the directions between a l l  
volume elements of the two objects.
Now consider how the directions in the ensemble are measured. I f  
the separation between the two objects increases to the point where 
each object is very small compared to the distance between them, ( i . e .  
the fundamental assumption is sat is f ied)  then the detectable volume 
element of each object becomes the object i t s e l f  and the ensemble 
reduces to a single l in e .
A d i r e c t io n a l  sensor monitors a set of  so l id  angles c a l le d  
pixels which cover the f ie ld -o f -v ie w ,  FOV, of the sensor. Each pixel  
reports the tota l  energy received over i ts  own instantaneous-f ie ld-of  
view, IFOV, as a single value, the intensity  of that p ix e l .
The presence of an object is detected by the difference between 
the in tensi t ies  of the pixels viewing the background and those viewing 
the object.  Since the in tensi ty  of a pixel is a single, scalar number, 
no information is obtained as to whether more than one object is 
within the IFOV of that p ixe l .  Consequently, when part it ioning the 
viewed object into detectable volume elements, there is no advantage 
in using a par t i t ion  size smaller than the IFOV that pixel subtends 
at the range to the object .
Now consider the l imitat ions imposed by the combination of sensor
and object on directional measurement. The portion of the sensor which 
directs energy onto the detectors associated with individual pixels 
(e .g .  the lenses of an optical system) are characterized by a modula­
t ion transfer function, MTF. The temporal MTF of the sensor is a
measure of how the pixel responds to a change in the energy received 
with time. The spatial  MTF is a measure of the a b i l i t y  of  the sensor 
to discern contrast within a given angular subtense of the image.
The detectable elements of the object have a non-zero contrast.
That is they radia te  a d i f fe ren t  amount of energy toward the sensor in
the passband of the detector than does the background. The def in i t ion  
of the contrast of a pixel is [br ightest pixel -  pixel under discussion] 
/ [b r ig h te s t  pixel -  dimmest p ix e l ] .  The spatial MTF of the sensor 
m u l t i p l i e s  the s p a t ia l  power spectrum of the scene to  give the
spatial power spectrum of the image as reported by the sensor. As an 
example, consider a scene consisting of a checkerboard pattern with a 
contrast of 1.0 (the best possible) between adjacent squares. I f  the 
MTF of the sensor were 0.8 at the corresponding spatial frequency,
then the squares in the image would appear to have a contrast of 0.8  
instead of 1.0.
Once the contrast between squares f a l l s  to the noise level of the 
sensor, the squares become indist inguishable.  This occurs when the
size of the square ju s t  subtends the d i f f ra c t io n  l im i t  of the sensor
(assuming an ideal sensor). However, in practice, the effects of 
aberrations in the parts of the sensor which direct energy onto the 
detectors, e f fe c t iv e ly  l im i t  the size of the image of a bright point 
source (the ideal viewed object) and thus the spatial resolution
5
acheivable by the sensor.
U su a l ly ,  the  p ix e l  s ize  se lected f o r  the d i r e c t i o n a l  sensor 
is made s l ig h t ly  larger than the theoret ica l  d i f f ra c t io n  l im i t  to 
insure that pixel size, rather than the MTF of the energy collect ing  
portion of the sensor, l im its  the spatia l resolution of the sensor.
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CHAPTER I I :  PROBABILISTIC VECTORS -  A NEW ANALYTICAL TOOL
A. THE CONCEPT OF PROBABILISTIC VECTORS
In order to t rea t  the ensemble of directions from one physical 
object  to  another as a s in g le  a n a ly t i c  e n t i t y ,  the  concept of a 
probab i l is t ic  vector was developed.
The p r o b a b i l i t y  associated with each in d iv id u a l  measurable 
direction in the ensemble is proportional to the contrast of the 
volume element in the viewed object to which i t  points. Consider 
the case where a point source in a uniform background is imaged onto a 
single detector of the directional sensor. The pixel corresponding to 
th is  detector is the only one whose in tensi ty  is d i f fe re n t  from the 
res t .  Therefore, the object (the point source) must be within the 
IFOV of that  pixel with a prob ab i l i ty  of 1 .0 . I f  the image were now 
spread out to cover several p ixe ls ,  the probabi l i ty  of the object 
being within that set of pixels is s t i l l  1 .0 .  Therefore, the integral 
over the set of the probabi l i ty  associated with each pixel must be a 
constant equal to 1 . 0 .  However, the  in d iv id u a l  p ix e ls  may have 
d i f fe re n t  in te n s i t ie s ,  with the br ightest  having the highest prob­
a b i l i t y  of  containing the object .  Thus, i t  is appropriate to select the 
set of p ix e ls  whose contra s t  exceeds a reasonable threshold  and 
normalize the  c o n t ra s t  of  these p ix e ls  so th a t  they  sum to 1 .0 .  
This normalized c on tra s t  corresponds to the p r o b a b i l i t y  o f  the  
d i r e c t io n  to  the  ob jec t  being w i th in  the IFOV of  the  re sp ec t iv e  
pixels.
I f  the pixels are allowed to have in f in i tes imal IFOV such that they 
form a continuum, the p r o b a b i l i t y  d e n s i ty  becomes a continuous
7
distr ibut ion over the solid angle covered by the set of pixels. I f ,  on 
the other hand, the design of the sensor is such that the IFOV of each 
pixel is of  a f i n i t e  s i z e ,  then the p r o b a b i l i t y  d e n s i ty  must be 
represented as a series of discrete values because each detector's  
output is a s in g le  number,thus no in formation is  obtained from 
the detector to resolve any f in e r  deta i l  in the probabi l i ty  d is t r ib u ­
t ion.  I t  is then reasonable to assume that the probabi l i ty  d is t r ibu ­
tion within a f i n i t e  pixel is uniform.
On the basis of the above discussion, a probabi l ist ic  vector, P,
can be defined as a set of n vectors, P , each having an associatedm 3
probabi l i ty ,  p , as shown by equation 2 .1 .
B. CONTINUOUS PROBABILISTIC VECTORS
A vector  describ ing a d i r e c t io n  has two independent angular
parameters. The most convenient set of angular parameters to work with
in describing the output of a direct ional sensor are azimuth, 9,
and elevation 0. This arises because most directional sensors are
mounted in an azimuth over elevation gimbal. 0 physically varies
between zero and 2*7/" while 0 physically varies between 7T/2 and -Tyl2.
However, th is  can pose a problem because 9 and 0 are pointwise orthogonal'*'
2
but not mutually orthogonal .
To f a c i l i t a t e  a n a ly s is ,  0 and 0 are mapped in to  a Cartesian
1. Pointwise orthogonal means that at every point dQ is perpendicular to 
d0.
2. Mutually orthogonal means that the d9 at any point is orthogonal to 
d0 taken at any other point.
n
(eq. 2.1)
where +P„.j+ is the m̂ *1 vector in the setmx my0 mzM i a y  n i £  j. l.
and pm is the probabil i ty  associated with that m vector
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coordinate system in which the spherical angular parameters of 90 
are d i r e c t ly  substituted for the usual x ,y .
A further  d i f f i c u l t y  is encountered due to the s ingular i ty  at 
0= 7 T /2 . I t  should be remembered however th a t  the  actual  values 
of 9 and 0 correspond to the principal values of the arc trigono­
metric functions of 9 and 0. Thus, a physically contiguous set of 
pixels ( i . e .  the set of solid angles which cover a larger continuous 
solid angle) can be mapped into separated disconnected regions in a 
Cartesian p lo t  of  9 ,0 .  To circumvent th is  d i f f i c u l t y ,  l e t  the
9,0 plane extend from -47T to +47T tor  both 9 and 0. In th is  expanded 
plane, any physically contiguous set of pixels w i l l  map into a simply 
connected region, great ly  simpli f ing the required calculations without 
impairing the ir  mathematical in te g r i ty .
An in f in i tesimal single pixel centered at 9,0  has an IFOV bounded 
in i ts  own local coordinates by (9-d9,0-d0) , (9-d9,0+d0) , (9+d9,0+d0) , 
(9+d9,0-d0).  Thus the area in the 9,0 plane represented by the in f in ­
itesimal pixel is 4d9d0. In concert with the discussion above concern­
ing the information content of the p ixe l ,  the probabi l i ty  distr ibut ion  
over the region in the 9,0 plane representing the pixel is uniform 
and equal to l / (4d9d0) .  The form of the continuous probabil ist ic  
vector is given by equation 2.2 where the terms are as defined for  
equation 2 . 1 , except that pQ0 is the probabil i ty  associated with 
the point at 9 ,0 .
P= tfcos{9)cos(0) i + sin(9)cos(0)”j  + sin(0)/k + P g ^  (eq. 2.2)
C. DISCRETE PROBABILISTIC VECTORS
The probabi l ist ic  vector describing a single pixel has a uniform
dis tr ibu t ion  ( in  i ts  own local coordinate system) whose integral over 
the p ix e l  is equal to i t s  normalized c o n t r a s t .  To compute t h i s  
normalized contrast,  le t  a l l  pixels whose contrast exceeds a given 
threshold (depending on the noise level of the sensor and the confi­
dence le v e l  re q u ire d )  be assigned to the set o f  p ix e ls  known to  
contain the direction to the object.  The to ta l  probab i l i ty  associated 
with th is  set can therefore be assigned a prob ab i l i ty  of 1 .0. To 
determine th e i r  normalized contrast,  a l l  pixels in this  set have th e i r  
actual contrast divided by the sum of the contrasts of the pixels 
assigned to th is set .
Thus the direction to an object can be described by a set of 
pixels with associated p ro b a b i l i t ie s .  Since each pixel has a uniform 
d is t r ib u t io n ,  the expected direct ion of the ensemble of directions  
represented by that  pixel is simply the centroid of the solid angle 
covered by that  p ixe l .  This expected direction can be expressed as 
a vector and used to represent the pixel with the understanding that  
the solid angle ( i . e .  IFOV) of the pixel is "small".  Thus, the set of 
pixels can be represented as an ensemble of vectors with associated 
p r o b a b i l i t i e s .  As there  are a f i n i t e  number o f  vectors in th is  
ensemble, the resulting probab i l i ty  d is t r ibut ion  is a set of discrete  
values. Therefore, the prob ab i l is t ic  vector is described as discrete .
D. DESCRIBING PROBABILISTIC VECTORS IN TERMS OF BASE PIXELS AND MATRICES
Consider the ent ire  FOV of the sensor to be a single p ixe l ,  or 
a sensor with a single p ix e l .  Let the sensor be mounted in a two axis 
gimbal on the sensing object .  To express the FOV of the pixel in the 
sensing object 's  coordinate system, the set of directions represented
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by the pixel in i ts  own local coordinate system must be operated on by 
the matrix representing the combined e ffect  of the rotations performed 
by the gimbal in moving the sensor from i ts  aligned position to point 
at the viewed object.
The typical elevation over azimuth gimbal rotates f i r s t  about the 
Y axis by the elevation angle, 0, (assuming the pixel to be centered 
on the X axis of the sensor which is i n i t i a l l y  aligned with the X axis 
of the sensing object) ,  and then about the Z axis by the azimuth 
angle, 0. The transformation matrix ( i . e .  a t t i tude  matr ix) ,  [T ] ,  
which operates on the pixel ( i . e .  any pixel of the sensor) is formed 
by the mult ip l icat ion of two simple matrices as shown below.
[T] =
cos(0) s i n (9) 0
s in (9) cos(9) 0
0 0 1
. 0 1  0 
sin(0) 0 cos(0)
cos(0)cos(0) cos(0)sin(9) - s i n(0)
sin(Q) cos(0) 0
sin(0)cos(0) s in (0 )s in (0 )  cos(0)
(eq. 2.3)
As an example of a common application, consider a surveyor's 
theodoli te . The sensor is the telescope. The intersection of the 
crosshairs gives a pixel with a "small" IFOV centered on the X axis of 
the telescope. The vector representing this pixel d i re c t ly  along the
X axis of the telescope is and the transformation matrix, [T ] ,
is as given by equation 2 .3 .  The direct ion,  D, of an object centered 
in the crosshairs is given in probabi l is t ic  vector form by equation 2.4 .  
D= -£cos(0)cos(0)1s + s i n ( 9 ) c o s ( 0 ) + s in(0)i< + l? r  (eq. 2.4)
where D is expressed in the coordinate system of the body of the 
theodoli te . I f  the telescope is now replaced by a sensor containing
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many p ixe ls ,  the same process can be used to express the direction of 
th a t  p ixe l  in the coord inate  system of the body o f  the mounting 
gimbal.
E. COMBINING MEASUREMENTS MADE IN DIFFERENT COORDINATE SYSTEMS: THE 
GENERAL ReAtMent PROBLEM
Consider the most general case of a t r ia n g le  in three dimensions 
formed by two observers and a th i rd  object .  One observer determines 
the re la t iv e  locations of both the other observer and the object .  The 
f i r s t  observer wishes to t e l l  the second observer in what direct ion to 
point the device toward the object.  To be of any use, th is  informa­
tion must be expressed in the local coordinate system of the second
observer. A ReAtMent system must be used to measure the a t t i tude  of 
the second observer and to transform the data measured by the f i r s t  
observer into the coordinate system of the second observer, so that he 
can use i t  to point the device.
In the above case, the t r ia n g le  in three dimensions was solved in
the coordinate system of the f i r s t  observer. Now consider a variation  
of the problem such that  the two observers can determine each other's  
re la t iv e  location and independently measure the direction to the 
object in t h e i r  own coordinate systems. This is the generalized 
ReAtMent problem where the measured data must be transformed into a 
common coordinate sytem to solve the t r ia n g le  (v ia  the angle, side,  
angle technique).
All three dimensional geometric f igures can be solved by decompo­
sing them into t r iangles  in three dimensions (by constructing l ines as 
necessary) described in a common coordinate system.
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F. MATHEMATICAL BASIS OF ReAtMent: THE TWO VECTOR METHOD
The fact  that  a t r iang le  in three dimensions is actua l ly  indepen­
dent of the coordinate system used to describe i t ,  forms the basis of 
the Two Vector Method. A t r ia n g le ,  formed by the observer and two 
objects, is measured once by the observer in his reference orientat ion  
and once in  h is  f i n a l  o r i e n t a t i o n .  I f  the  r e l a t i v e  lo c a t io n  of  
the observer and the two objects has not changed, the t r iang le  has 
not changed. Thus, the di fference in the descriptions the directions  
to the respective objects must be due sole ly  to the change in or ienta ­
t ion of the observer.
Whatever se r ies  o f  r o ta t io n s  is made by the  observer as he 
progresses from his reference or ientat ion to his f in a l  or ienta t ion ,  
there exists a unique single rotat ion about a unique axis which would 
have accomplished the reorientat ion of  the observer in a single step. 
This axis is called the principal axis of ro ta t ion ,  PAR. The angle is 
called the angle of ro ta t ion ,  AR.
When the vector describing the direct ion to an object is rotated 
about the PAR by the AR in the opposite sense to the rotat ion of the 
observer, the vector s t i l l  physically points in the same d irect ion ,  
but i ts  description has changed. I f  this vector is decomposed into 
components para l le l  and perpendicular to the PAR, i t  w i l l  be seen that  
the two para l le l  components (before and a f te r  rotat ion) are iden t ica l .  
The dif ference in description must thus be due to the components 
perpendicular to the PAR. Therefore, the dif ference between the two 
descriptions of the same physical vector ( i . e .  the di f ference vector) 
must be perpendicular to the PAR.
13
C alc u la t in g  the d i f fe r e n c e  vectors  (one fo r  each of  the  two 
objects) and taking th e i r  crossproduct results  in a vector para l le l  to 
the PAR. Normalizing th is  crossproduct gives the d irect ion of the 
PAR.
I f  the two measurements of the same physical vector are decom­
posed into components para l le l  and perpendicular to the PAR, the AR 
can be calculated from the angle between the components perpendicular 
to the PAR.
I f  the two objects are fa r  enough away from the observer so that  
the fundamental assumption ( i . e .  objects small compared to distance 
between them) is  s a t i s f i e d ,  then the  physical geometry t r i a n g l e  
between them becomes a simple mathematical geometry t r ia n g le  and the 
directions to the objects can be represented by deterministic  vectors 
as shown in f igure 2.1
A  / \
Figure 2 .1 a  shows th a t  M and L are u n i t  vectors descr ib in g
the direction to object 1, and are thus the same physical vector.  
A A
S i m i l a r i l y ,  P and Q describe the  d i r e c t i o n  to ob jec t  2 . In the
y\
re fe re n c e  o r i e n t a t i o n  of the observer ( f i g u r e  2 .1b)  M and Q are 
measured. In the f in a l  or ientat ion of the observer, ( f igure  2 . 1 c ) ^  
and P are measured. In f igure 2 . Id these measured vectors are shown 
in the local coordinate system of the observer.
I f  [A] is defined as the a t t i tu d e  matrix of the observer ( i . e .  
[A] operates on any vector measured by the observer to express that  
vector in the reference coordinate system), then
Observer
Object 1
/ \  A
Object 2








Figure 2.1c. Observer in Final Orientation
PAR
Origin of Observer's Coordinate System 
Figure 2 . Id .  Vectors Reported by Observer in His Own Local Coordinate System
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S' / v  s i A
Since (L-M) and (P-Q) are perpendicular to the PAR then by the d is ­
cussion above,
PAR = (Ml) X (P-Q) (eq. 2.7)
I t  should be noted that i f  (L-M) is paralle l to (P-Q) the PAR can be
found by
A  S\ A  ^
PAR =(L X P) X (M X Q) (eq. 2.8)
Let s be the magnitude of the projection of M or L on the PAR,
thus
s= M'PAR = L* PAR (eq. 2.9)
form the perpendicular components of M and L respectively as
G = (L-sPAR) (eq. 2.10)
H = fM-sPAR) (eq. 2.11)
then the AR can be calculated from
AR = arctangent[(G X H)/ ( G-H)] (eq. 2.12)
I t  should be noted that the sense of the angle of rotation and the 
sense of the principal axis of rotation wi l l  match i f  th is  notation is 
followed. Thus, i f  the two vector method is used in a test  case, the 
calculated PAR may be of the opposite sense than expected, but i f  so, 
then the AR w i l l  also have the opposite s ign .  Thus when [A] is 
calculated, as shown below, the expected [A] w i l l  be obtained.
I f  the components of the PAR are expressed as 
PAR +/3'j + ^ k  (eq. 2.13)
then the coeff ic ients of [A] can be calculated as shown in equation 
2.14.
a,,  a,„ a.
[A] = 11 *1221 *22
31 *32





an =cos2 (A R /2 ) - ( l -2 < *2)s in2(AR/2) 
a12=-^s in (AR)+  2 * 0  sin2 (AR/2) 
a13= 0  sin(AR)+ 2 *  ¥ sin2(AR/2) 
a21= /s in ( A R )  + 10 «. sin2 (AR/2) 
a22=cos2( A R / 2 ) - ( l - 2 ^ 2)s in2(AR/2) 
a23=-<*sin(AR)+2/9<^ s i n2 ( AR/2) 
a31= - ^ s i n ( A R ) + 2 ^ ’sin2(AR/2) 
a32= c<sin(AR)+2 ^ s i n 2(AR/2) 
a33=cos2( A R / 2 ) - ( l - 2 / 2)s in2 (AR/2)
G. PHYSICAL VECTORS: GENERALIZING THE TWO VECTOR METHOD FOR SEPARATED
OBSERVERS
The Two Vector Method given above holds exactly  for the case of 
one observer viewing two objects, f i r s t  from a reference orientation  
and then again from his f in a l  or ientat ion. In order to apply the Two 
Vector Method in determining the re la t ive  or ientat ion of two separated 
observers, the two observers must be mathematically moved to share a 
common orig in  of the ir  coordinate systems. This can be accomplished 
by expressing the respective directions to the two objects as members 
of uniform vector f ie lds  ( i . e .  physical vectors).
Every member of a uniform vector f ie ld  is mathematically indis­
tinguishable from that member of the f ie ld  which passes through the 
origin of the coordinate system. The member of the uniform vector 
f i e ld  describing the direction to an object from one observer is 
mathematically the same as a d i f fe re n t  member of the same f ie ld  which 
passes through the origin of another observer's coordinate system. 
Thus, t h i s  uniform vector  f i e l d  can be thought o f  as a physical  
vector .
Thus, the Two Vector Method can be generalized to cover the case
3. This form of the expressions for  the matrix coeff ic ients is a f te r  a 
derivation by Mr. William Bayha.
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of separated observers by requiring that each observer measure the 
same two physical vectors. I f  both observers are colocated, i t  can 
be seen that th is  reduces to the case of a single observer measuring 
the same two physical vectors from two d i f fe re n t  or ientat ions.
When separated observers view the same object ,  a t r iang le  in 
three dimensions is formed. In general , the two sides of the t r i ­
angle intersect ing at the object are not p a r a l le l ,  but i f  the object 
is s u f f ic ie n t ly  fa r  away from the observers, then these two sides 
become e f f e c t i v e ly  para l le l  ( i . e .  within the measurement accuracy of  
the observer).  Consequently i f  the two observers were to both be 
aligned with each other, the object would appear to be in the same 
direction to each observer,allowing the direct ion to the object to 
be defined in terms of a uniform vector f i e l d ,  and thus as a valid  
physical vector.
Thus , fo r  two separated observers who each measure the respective  
directions to two d is t in c t ,  d istant  objects, the Two Vector Method can 
be used to determine the ir  r e la t iv e  or ienta t ion.  This allows a ReAtMent 
system based on an implementation of the Two Vector Method to be 
constructed using appropriate physical vector measurement means on 
each of the two platforms whose r e la t iv e  a t t i tude  is to be determined, 
a means of communicating the measured physical vectors to a compu­
ta t ional  means which performs the Two Vector Method algorithm, and a
means for  communicating the measured att i tude  back to the respective
4
platform so that i t  can act on the information .
4. F.Elmer. "Method of Determining Relative Orientation of Physical 
Systems", US Patent # 4,134,618. 16 Jan 79
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CHAPTER I I I :  THE PROBABILISTIC ANALYSIS OF A ReAtMent System
A. INTRODUCTION
The next task is to perform a theoretical analysis of the Two 
Vector Method using probab i l is t ic  vectors in order to understand the 
s ta t i s t ic a l  aspects of the problem and to provide a tool for the 
analysis of an actual ReAtMent system.
Physical geometry problems are best handled by a probabi l is t ic  
analysis as they are described by figures composed of ensembles of  
l ines .  When the size of the objects involved approach a point r e l ­
ative to the length of the l ines ,  the ensemble of l ines shrinks to a 
single l ine  and the results of a p robab i l is t ic  analysis must converge 
to that obtained via a conventional mathematical geometric analysis.
Another factor in analyzing the performance of a ReAtMent system 
is r e p e a ta b i l i ty .  Given the same physical s i tu a t io n ,  i . e .  the ob­
servers and the objects have not moved, repeated measurements w i l l  
produce d i f fe r in g  results  due to the e f fect  of random errors in the 
direct ional  measurement means. Thus an ensemble of geometric f igures  
w i l l  be obtained for the same physical s i tuat ion.
Assuming s t a t i o n a r i t y ,  the  r e s u l ts  of  using the ensemble of  
repeated measurements w i l l  have the same s ta t is t ic s  as the results  
obtained from using the ensemble of directions obtained by the prob­
a b i l i s t i c  analysis. As a gedanken, imagine an object which subtends 
two p ix e ls  in the sensor 's  FOV. The sensor as a subsystem w i l l  
indicate one pixel or the other as being the d irect ion to the object,  
and track accordingly. I f  the two pixels are of d i f fe re n t  in tensi ty  
during one measurement, s t a t i o n a r i t y  impl ies  tha t  the r e l a t i v e
frequency of selecting the brighter pixel as the direction to the
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object is proportional to the normalized contrast of that pixel.  Thus 
i f  one pixel were twice as bright as the other, that pixel would be 
selected as the direction to the object by the sensor subsystem 2/3 of 
the time.
Leaving the gedanken, the desired end result  of using the ReAtMent 
system is to point something at the object. In an analytical sense, 
t h i s  requires  a c a lc u la t io n  of  the p r o b a b i l i t y  d is t r ib u t io n  of  
the d i r e c t io n  to tha t  o b je c t .  Given t h i s ,  the e f fec t iveness  of  
pointing that something at the object can be evaluated ( e .g . ,  the 
probabil i ty  of a h i t  on a detected a i rc ra f t  by an a i r  defense weapon). 
The necessary tools to perform the probabil ist ic  analysis of a ReAtMent 
system are developed below.
B. MAPPING PROBABILITY INTO THE 0,0 PLANE
The concept of mapping probabil ist ic  vectors as a probabil i ty  
distr ibut ion on a Cartesian plot of the angular parameters 0 and 0
5
has been introduced. The major advantage in using this approach 
is that the standard tools of s ta t is t ic a l  analysis can be d i re c t ly  
applied to data in this form.
B rie f ly ,  the major theorems employed are the following:
1. When constructing a set from subsets, the region where two subsets 
intersect is assigned the probabil i ty  density formed by the sum of 
the respective subset probabil i t ies  at each point.
2. When an operation is performed on independently chosen members of  
two or more sets, the probabil i ty  of the result  is the product of the 
respective probabil i t ies.
5. See section B of chapter I I
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3. The integral of  the probabi l i ty  of any given parameter over the 
90 plane is exactly equal to 1.0 .
The use of  the 9 ,0  plane produces a problem in determining  
the analytic form of the probabil i ty  density as a function of the
9 ,0  as the parameters are pointwise orthogonal r a th e r  than un i ­
formly orthogonal and have s ingular i t ies  at 0=+ TT /2  and - TV 12.
Consider the case of mapping the probab i l is t ic  vector represented 
by a single pixel of a sensor into the 9,0 plane. In local sensor 
coordinates, the pixel represents a uniform probabil i ty  density over a 
region bounded by (9-A 9 ,0 -  A 0) »(0- A®>^+ A ^  5 (®+A  0»0+A 0)» and
(9+Ae> 0-A0 )-
For the reasons given above in the discussion on expressing  
pixels in terms of base pixels and matrices, each vector representing 
an inf in i tesimal solid angle within the IFOV of the pixel is operated 
on by the transformation matrix [T] to determine the corresponding 
coordinates in the 9 ,0  plane. This po in t  in the plane is  then 
assigned the probabi l i ty  density of l / (4d9d0) where d9 and d0 are 
given in the sensor local coordinate system. The probabi l i ty  dis­
t r ibut ion in the 9,0  plane is constructed by repeating th is  procedure 
unti l  a l l  of the IFOV of the pixel has been covered by the in f in ­
itesimal solid angles.
This can be seen by examining the mapping of a sensor p ixe l  
centered on the X axis of the sensor ( i . e .  0=0=0) and of ha l f  angle 
A  e. A  0. In chapter 2 vectors, the probabil i ty  density of the 
pixel in sensor coordinates, fg^ O jO ) ,  is given by de f in i t io n  3 .1 .
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f s(0s’0s)= - \ 1/(4A qA 0) for -A9<9s<A6 and -A0<0s<A0 (def. 3.1)
^ 0 otherwise
The set of directions represented by th is  pixel ,PS , is a set of 
probabi l ist ic  vectors defined as
Ps = ^ o s (6 s)cos(0s)'? + s in(0s)cos(0s)^ + s i n ^ / k *  + f s(6s»0s^ ( d e f . 3.2) 
Refer back to the discussion of how pixels may be represented in 
terms of a base pixel and matrix which maps the base pixel onto the 00 
plane as P^. Call th is  base pixel Pg (expressed in sensor coordinates) 
and the matix [Mg]- The transformed pixel in body coordinates,P^,  
wil l  be given by
Pb=[Ms]Ps (eq. 3.1)
As a result of th is  transformation, the density of P̂  w i l l  be non-uni­
form. To show th is  c lear ly ,  some dummy variables w i l l  be introduced to 









Then from equation 3.1 obtain 
cos(0r )cos(0r ) = aSQ +bRQ +cP = @  
sin(0r )cos(0r )=dSQ +eRQ +fP = ©
sin(0r ) = gSQ +hRQ +iP = ®
(def . 3.3)
(def.  3.4)  
(def.  3.5)  
(def.  3.6) 
(def.  3.7)
(eq. 3.2)  
(eq. 3.3)  
(eq. 3.4)
The c irc led numbers are dummy variables whose value is equal to 
one side of the correspondingly numbered equation. This notation is 
used to help keep track of where the dummy variables come from as the
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analysis progresses and to provide an easy means of locating the ir  
defining equations. Equations 3.2 and 3.3 can be combined to eliminate
0r and yie ld
tan(9 ) =dS0 +eR0 +fP =(E)
r aSQ +bRQ +cP ^
(eq. 3.5)
This gives two equations (3 .4  and 3.5) which are immediately 
solvable for 9^ and 0  ̂ in terms of 9$ and 0g. Using the property of
g
the transformation matrix that i ts  inverse is given by i ts  transpose , 
i t  is possible to solve d i re c t ly  fo r  9g and 0g in terms of 9r and 0^, 
thus
tan(9 ) = bcos(9r )cos(0r ) + esin(9r )cos(0r ) + hsin(0r ) ^  (eq> 3 6 )
s acos(9r )cos(0r ) + dsin(9r )cos(0r ) + gsin(0r )
s in(0s) = ccos(9r )cos(0r ) + dsin(9r )cos(0r ) + is in (0r ) = (7 )  (eq. 3.7)





Thus the density of 9r ,0r is given by
f 9r ,0r ^er ’ ^r) = = ®  ^eq‘ 3 ' 8^
J( Qs’ 0s) “  
and the Jacobi an is shown to be
©  = [ [ ( R2Q2(ae-bd) + RPQ(af-cd) + SPQ(ce-bf) + S2Q2(ae-bd)) ( -gSP-hRP+iQ) 
-(SP2(af-cd) + RP2(bf-ce)  + SQ2(af-cd) +RQ2(bf-ce))(-gRQ+hSQ)]/ 
[ @ 2( l . - @ 2) ( l . - 0 2) ) ] ]  (eq. 3.9)
Thus a calculable (although quite complicated) analytical expression 
(equation 3.8) has been found for  the density of the pixel in the
6. This is true for any unitary, orthogonal matrix.
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6r ,0r  plane.
Consider the special case where the transformation matrix [M ] 
is the id e n t i ty  matrix. This means that the sensor is in i ts  r e fe r ­
ence position and shares the same coordinate system (ignoring trans­
lation of the or ig in)  as the body to which i t  is attached. After  a 
l i t t l e  algebra, the Jacobian (equation 3.9) turns out to be equal to 
l / c o s (0 ) .  Thus, the density of is proportional to cos(0).
This is not in c o n s is t a n t . The parameters 9 ,0  have a singu­
l a r i t y  at 0=+7T/2 and -7 T /2 f where the Jacobian becomes zero. Thus 
when a f i n i t e  solid angle (e .g .  a p ixel)  is centered on the plane 
where 0 equals zero i t  subtends a minimum measure of the angular 
parameters 9 and 0. However, i f  moved to a region where 0 is near 
7172 the apparent measure of the pixel in terms of 9 increases while 
the measure of 0 remains constant.
To help in v isualiz ing th is  point ,  consider a gedanken where a 
small square of paper is placed on a standard desk top globe. The 
small square of paper represents a fi'xed amount of solid angle o r ig in ­
ating at the center of the globe. Place the square on the equator, 
and assume th a t  the  square covers 10 degrees o f  l a t i t u d e  by 10 
degrees of longitude. Now move the paper up in la t i tu de  and measure 
the dif ference in longitude between the corners of the square. Note 
that the top corners appear to subtend a greater number of degrees of 
longitude than the bottom corners of the square. Also note that the 
difference in la t i tude  between the top and bottom of the square is 
s t i l l  10 degrees. Now place the square so that  i t  is centered at one
24
of the poles. The 4 corners of the square w i l l  now d i f f e r  in lon­
gitude by 90 degrees.
Now imagine tha t  the  square is cut up in to  areas subtending 
exactly 1 degree by 1 degree. I f  the square is on the equator, 100 
very nearly square pieces w i l l  re su l t .  Each w i l l  have very nearly 
the same area.  In c o n t r a s t ,  i f  the square had been centered on 
the pole, 1800 pieces would have been cut^. They would not a l l  have 
the same area.
Consider th a t  the e n t i r e  square represents the p r o b a b i l i t y  
of something being in the set of directions subtended by the solid 
angle covered by the square. Since the square of paper is of a 
uniform thickness, imagine that th is  thickness represents the prob­
a b i l i t y  density. Thus, each l i t t l e  piece we have cut from the square 
represents the probabil i ty  of that something being in the solid angle 
subtended by that l i t t l e  piece. Thus, a probabil i ty  density which is 
physically uniform ( l i k e  the paper) may be expressed as a non-uniform 
density when i t  is described by the parameters 9 ( longitude) and 
0 ( l a t i t u d e ) ,  depending on where the center of the d istr ibut ion is 
located on the 9,0  plane.
Leaving the gedanken, i t  can be seen that what was thought to 
be a uniform distr ibut ion in the pixel i t s e l f  is actual ly  uniform; 
however, because i t  is described by the pointwise orthogonal pa­
rameters 9 ,0 ,  th is  distr ibut ion should be written as
cos(0s) (def.  3.9)
7. 360 degrees of longitude by 5 degrees of la t i tu de .
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The cos (0s ) in the above d e f i n i t i o n  a r is es  because of  the
dependence of the d is tr ibut ion  on cos(0). The s1n( 0 )  replaces
the 0 expected because the integral of f Q * over must
s s
equal 1.0 to be consistant with the de f in i t ion  of the pixel as having 
a uniform spatia l probab i l i ty  d is t r ib u t io n .  For a pixel centered on
the X axis ( i . e .  0=0=0), the cos(0) is very nearly  1.0 while the
sin(A0) is very nearly ^  0. This brings the above expression for  
f ( 9 ,0 )  (def .  3.9 ) into agreement with the former expression (def.  
3.1) and explains the assumptions and resulting approximations which 
hold for  the former expression.
To sumarize th is  discussion on mapping direct iona l  probabi l i t ies  
onto the 9,0 plane, a rather complicated expression (eq. 3.8) has 
been derived for  a n a ly t ic a l ly  performing the required mapping. This 
lays the foundation for the analysis which follows as a l l  directional  
probab i l i ty  d istr ibut ions can now be represented on a common 9,0
plane in analyt ic  form.
C. CALCULATING THE DIRECTION OF THE SUM OF TWO PIXELS
Given that the probabi l i ty  density of each pixel has been mapped 
into the 9,0  plane as given above, i t  is possible to compute the 
direct ion of the sum of two pixels as a p robab i l is t ic  vector and 
represent th is  probab i l is t ic  vector as a pixel (or collect ion of 
p i x e l s ) .
F i rs t  examine the two dimensional case. Let the f i r s t  pixel be 
such that 9 j - ^ 9  < 9 < 9 ^ + ^  9 , and le t  the second pixel be such
that 6q- A 9 < 0 < 9 o V \ 9  . Let 9a be any member of the f i r s t  pixel
and 0^ be any member of the  second p i x e l .  Then i t  can be shown
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that the azimuth of the sum , 0S,.. is given by 
0 = (0 + 0. ) /2  (eq. 3.10)
S a  D
Thus the bounds of 0g are given by
91+A 91 + 92 +A 92 > 6s > 91 ~ A 91 + 92 +A 92 (eq. 3.11)
2 2
I f  0 and 0. are writ ten as3 D
0a = 0i  + d0j (def.  3.10)
©b = 92 + (def.  3.11)
then equation 3.10 can be solved for 69  ̂ and used to form the 
density of the sum as
®i+ A 9i
f e (es) = I f d9 (B j j f jg  (zOj-Sj-ej-dejidtdflj) (eq. 3 . 12)
s I I  2
The expected value of 0g can be writ ten as
<ei +e2*A 01+A 82) /2
E(es) = I  0sf Q (9s )d0s (eq. 3.13)
(Gl+62-A0r A 92) / 2
As a check , consider the special case of d0  ̂ and d0£ having symmetrical 
densities; then E(0g) = (0^+©2)/2 as expected. The two dimensional 
case is thus seen to correspond to the well known one of the sum of 
two independent random variables.
This ana lys is  can be expanded d i r e c t l y  to th re e  dimensions.  
Writing the equations d i r e c t ly  in terms of 0S, 0S, and a constant of 
proport ional ity , k:
8. Assuming in f in i te s im a l ly  smal1 pixels
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kcos(9s)cos(0s) = cos(0^+d0^)cos(0^+d02) + cos(02+d02)cos(02+d02)
, (eq. 3.14)
ksin(0s)cos(0s) = sin(0^+d0^)cos(0^+d0^) + sin(02+d02)cos(02+d02)
(eq. 3 .15 )
ksin(0s) = s in(01+d01) + s in(02+d02) (eq. 3.16)
While i t  is possible to solve these equations d i re c t ly  for  the 
member of one pixel which w i l l  combine with the given member of the 
other to form a given member of the sum, i t  is more instructive to 
solve the problem geometrically. From the two dimensional case, i t  is 
clear that the sum vector l ies in the same plane as the two vectors 
which were added. Thus
Figure 3.1 Sum of Two Three Dimensional Unit Vectors
In this  f igure ,  i t  is apparent that the angle, 2©c, between the two
members of probabil ist ic  vector sets, and V2 can be found d i re c t ly
from the dot product of the two unit vectors. Thus
cos(2<=*) = cos(01+d0^)cos(0j+d01)cos(02+d02)cos(02+d02)
+s i n ( Q-j+d^) co s ( 0^+d0^) s i n ( 02+d02) cos (02+d02)
+s i n( 0j+d 0^)s i n( 02+d02) ( eq.3.17)
Now doing some straightforward vector algebra
V2 = V1"2(VD/2 )  = V1-2(V1-cos(o<r)Vs)= -V1+2cos(c^-)Vs (eq. 3.18)
® 2cos( )sin(0 )cos(0 ) - s in (0 ,+d0,) cos(0, +d01)= tan(0?+d0J = --------------------------- -----------------------------   -------- ------ -
2cos( )cos(0s)cos(0s)-cos(01+d01)cos(01+d01)
(eq. 3 .19)
(20)= s i n ( 0 2+d02 ) = 2 c o s ( * < ) s i n ( 0 s ) - s i n ( 0 1+d01) (eq.  3 .20)
28
Equation 3.17 provides a reasonable means of calculat ing the angle.  
Using th is  in equation 3 .18, the member of the second pixel which 
combines with the given member of the f i r s t  pixel to form the desired 
sum can be found with equations 3.19 and 3.20. Introducing 0=,0 3 as the
a  a
general member of the f i r s t  pixel with parameters 9j+d9^, 0^+d0p and
denoting the probab i l i t ies  of  the members of the f i r s t  and second
pixels respectively  as f^ and the probab i l i ty  density of the
sum, f  can be writ ten as s
0j+d0^ 9j+d9^
f s(0s ’ 0s) = f  f f 1( Ga ’ 0a) f 2 (tan~1( ©  ) ’ sin_1( ©  )dead0a
*^01- d 0 1 ^ 0 1-d 0 1 (eq .  3 .2 1 )
The expected value of the representative vector of the sum is found to
be
r upper bound 0S upper bound 0S 
E(9S,0 S) -  es0sf s(9s,0 s)d0sd0s (eq. 3.22)
J  lower bound 6sJ  lower bound 0g 
Once the density of  the sum (equation 3.21) has been found, the
l i m i t s  of  the i n t e g r a ls  in equation 3 .22  can be determined. In
general, these upper and lower l imits  are functions of 9 ,0  rather
than constants. Thus, while th is  integral  is conceptually sat is fy ing ,
i t  is quite d i f f i c u l t  to evaluate in closed form.
D. COMPUTABILITY OF INTEGRALS
In so far  as these integrals are derived from real numbers and
represent probab i l i ty  d istr ibut ions  derived from physically rea l izab le
s i tuat ions ,  the computabil ity of the in tegrals  is guaranteed. However,
the closed form analyt ic  solutions of the in tegrals  may be fa r  too
complicated to work with in studies of real appl ications.
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A p r a c t ic a l  way around t h i s  d i f f i c u l t y ,  using computerized  
analysis, can be derived as follows: Visualize the operation of the
procedure described for  forming the sum of two pixels. Two prob­
a b i l i t y  distr ibutions have been mapped in the 9,0 plane which represent 
two pixels to be operated upon ( in  the case above, by addit ion).  To 
form the probabil i ty  density of the re su l t ,  begin by part it ioning each 
pixel into small regions each represented as a discrete probabil ist ic  
vector with an associated f i n i t e  probabil i ty;  perform the operation on 
the two r e c e n t ly  formed d is c r e te  p r o b a b i l i s t i c  vectors;  map the
r e s u l t in g  p r o b a b i l i s t i c  vector  onto the 9 ,0  plane and assign a
g
point probabil i ty  mass at that spot equal to the product of the 
probabi l i t ies  associated with the two discrete probabil ist ic  vectors; 
repeat this  process using a l l  possible pairs of discrete probabi l ist ic  
vectors; now par t i t ion  the portion of the 9,0  plane covered by the 
point  masses into regions o f  a s ize  comparable with th a t  o f  the  
part i t ions of the or ig inal two pixels, and assign to each region the 
sum of the point probabi l i ty  masses lying within that region. This 
e f fe c t iv e ly  constructs a discrete probabil i ty  d istr ibut ion of approx­
im ate ly  the same angular  re s o lu t io n  as the d i s t r ib u t io n s  of  the  
orig inal two pixels.
I t  is important to r e a l i z e  th a t  the  process described here 
preserves the information content of the directional sensor's output 
since the pixels reported by the sensor have s p a t ia l ly  uniform prob­
a b i l i t y  distr ibutions specified by a single number (the normalized 
c o n t r a s t ) .  Thus t h i s  technique is p re fe ra b le  to the s t r i c t l y
9. Assuming th a t  the  p r o b a b i l i t y  d i s t r ib u t io n s  are independent.
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analytical approach for  the study of actual ReAtMent system performance.
However, the d e r iv a t io n  and subsequent use of the a n a ly t i c  
expressions for  the sum, dif ference, cross product, dot product, and 
angle between two pixels is essential to develop a firm theoretical  
grasp of the actual operations being performed and th e i r  consequences 
in specific applications.
E. CALCULATING THE DIRECTION OF THE DIFFERENCE BETWEEN TWO PIXELS
The concept o f  the sum of two p ixe ls  or sets of  d i re c t io n s  
resulting in some form of "average" direction is reasonably easy to 
grasp. Not so for the dif ference. The best way to visualize th is  is 
to look back at f igure 3.1 and see that VQ is the di fference vector 
between and This Vp is in a direct ion perpendicular to the 
direction of the sum of and and l ies  in the same plane as those
two vectors.*^ Thus the difference vector can be thought of as the 
tangent to the unit vector representing the sum of the two vectors.  
This establishes the basis for  considering the di fference between two 
p r o b a b i l i s t i c  vectors to be thought o f  a d i r e c t io n  (and hence a 
probab i l is t ic  vector) rather than a vector difference in the ordinary 
sense.
Thus the "difference of two pixels" means the direction of the 
dif ference.  A vector di fference is computed by taking the negative 
( i . e .  opposite sense) of the vector to be subtracted and adding i t  to 
the other vector.
To take the negative of a pixel mapped in the 0,0 plane, le t
10. More spec i f ic a l ly ,  each member of Vp l ies  a plane defined by the 
specif ic members of and which generated that member of Vp.
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f n(6 ,0)  = f p( -0 , - 0 )  (def.  3.12)
where f  is the density of the original pixel and f n is the density
of the negative of that p ix e l .
Thus to f in d  the d i f fe r e n c e  between two p ix e ls  P̂  and P^,
form the negative of P2 as N2 ( i . e .  N2= -p2) as above where
f N (6 ,0 )  = fp ( -6 ,0 )  (def.  3.13)
2 * 2
then express the d i f f e r e n c e  between P̂  and P2 as the sum of  P̂  
and N2 and compute as given above for the sum of two pixels.
F. CALCULATING THE DIRECTION OF THE CROSSPRODUCT OF TWO PIXELS
The concept of the crossproduct of two pixels is not in tu i t i v e ly  
obvious. Referr ing  to  f ig u r e  3 .1 ,  the crossproduct o f  the two 
vectors and V2 is perpendicular to the plane of the two vectors 
( i . e . ,  into the page for X V2) . Thus, the direction of the cross- 
product of two pixels can be thought of as perpendicular to th e i r  
plane.
The crossproduct, P , of a member of the f i r s t  p ixe l ,  P̂  with 
a member of the second p ixe l ,  P2 , is defined as
A A A
1 J k




= (pn p -p, p y t +  (p, p9 -p, p7 r f  + (P, Pp -P, P? $
Ay z z y l z x Ax cz Az Ay S
= mcos(0c)cos(0 )^  + msin(0c )cos(0c ) jS + msin(0c ) £  (eq. 3.23)
where m is a constant of proportional ity  and the direction of the
crossproduct has parameters 0 and 0 .c c
Given s p e c i f ic  members of  the p r o b a b i l i s t i c  vectors Pc and 
P^, there  is a set o f  the members of P2 which w i l l  combine with
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the s p e c i f ie d  member of  P̂  to form the s p e c i f ie d  member of  Pc . 
Thus the probabil i ty  added to the probabi l i ty  already assigned to that  
part icu lar  member of Pc should be the product^ of the probabil­
i t i e s  assigned to the specific member of P̂  and the set of those 
members of Pp which combine with the specif ic  member of P̂  to form 
that part icu lar  member of P . This process forms the probabil i ty
d is tr ibut ion of P .c
To d e r iv e  t h i s  p r o b a b i l i t y  , f i r s t  s t a r t  by s e t t in g  the dot
12product of Pc and P̂  to zero. Thus,
0 = c o s (9 ^ )c o s (0 ^ )c o s (9 c )c o s (0 c ) + s in (0 ^ ) c o s (0 ^ )s in (9  )cos(0  )
+ s in(0^)sin(0c) (eq. 3.24)
Solving for  0  ̂ as a function of 9  ̂ obtain
cos^(0j) = l / ( (cos^(0^)cos^(0c ) + sin^(9^)sin^(9c)
+ 2cos(9^)sin(0pcos(9c )s in (9c) (cot^ (0c ) + 1.)  =(25) (eq. 3.25)
Note that th is equation has two branches. When plotted on the 9,0  
plane, the probabil i ty  of 9cj0c w i l l  be the product of the l ine prob­
a b i l i t y  (from equation 3.25) over each p ixe l .  Thus 
f a = / f D ( 01s+ cos_1( ©  ) )d0, ( fn  (09 ,+ cos_1( (25) ) )d90 / Pj '  1’-  ' / p ' 2* -  K y  ' 2
(eq. 3.26)
and the expected value ,Ep , of the crossproduct is given by
c
upper bound of 0C - upper bound of 9C 
Epc<9c,0c ) - f  I 0c0cfpc (ec ,0c )d9cd0c (eq. 3.27)
J  lower bound of 0 ^  lower bound of 9C
where the l i m i t s  on the in te g ra l  are the bounds of 9C»0C • As
was the case with the sum of two pixels, i t  is much more e f f ic ie n t  to
r e s t r ic t  the l imits of the integral to the minimum bounds which w i l l
11. Again, assuming independence of the d istr ibut ions of P, and Pp.
12. Since Pc is by de f in i t io n  perpendicular to P̂  and Pp
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enclose the region of the 9,0  plane where f p (9C»0C) is d i f fe ren t
c
from zero, than to find the l im i ts  as a function of 9 ,0 .  Again, 
this  integal is in te le c tu a l ly  quite sat is fying, but unfortunately  
quite d i f f i c u l t  to evaluate in closed form.
G. CALCUATING THE ANGLE BETWEEN TWO PIXELS
This is r e l a t i v e l y  s t ra igh t fow ard  as the  angle between two 
vectors is a scalar rather than a vector quantity. Thus i f  we define 
the two p ixe ls  and P2 as above, the dot product of these two 
pixels is a scalar random variable  if = cos(oc), where o £ is  the angle 
between the two pixels. Consider a given value of oC and a part icular  
member of one pixel (9^,0^) .  The locus of a l l  members of the other 
pixel (02 ,02 ) which have an angular difference o f o c i i e  on the in t e r ­
section of a cone of ha l f  angle centered at 9p0^ with the other 
pixel . Thus
X  = c os (9 ^ )c o s (0 2 )c o s (0 2 )cos(02)  + si n( 9 ^ ) cos(0^) s in (9 , , )cos ( 0 2 ) 
+ s in(0^)sin(02 ) (eq. 3.28)
Then
If -s in (0 ^ )s in (0 2) = c o s ^ J c o s ^ )  + s in(9^)s in(92) = c o s ^ -  92 ) 
cos(0., )cos{09)
1 * ( eq.  3 . 2 9 )
and therefore
^  , cos(*&) -  s in ( 0 i ) s in ( 0 9)
(30) = 09 = cos_ i (  -------------------- i ______ 1 )  (eq. 3.30)
c o s ^ J c o s ^ g )
thus
t *  <<*> -
The expected value is therefore
f 1( Qi •0 i ) f 2( 30 ,02 )d02d01d01 (eq 3.31)
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upper bound of <=«£
(eq 3.32)
lower bound of o<r
As was the case with the other integrals derived above, th is  is also
very sat is fy ing,  but d i f f i c u l t  to evaluate in closed form.
H. ANALYSIS OF THE TWO VECTOR METHOD IN TERMS OF CONTINUOUS 
PROBABILISTIC VECTORS
The purpose of the above derivations of the sum, dif ference,
crossproduct, and angle between two pixels ( i . e . ,  sets of directions)
is to develop the tools necessary to analyze the Two Vector Method in
probabi l ist ic  terms. The Two Vector Method is the mathematical basis
13for ReAtMent and has been derived for the simple case of discrete  
vectors. The derivation for  the probabi l ist ic  case very closely  
para l le ls  t h i s .
A  A  A / \
Using the same notation, consider that L,M,P,and Q are given in 
the form of probabi l ist ic  vectors. The PAR is calculated by equation
2.7  using the technique described fo r  tak ing the d i f fe r e n c e  and 
crossproduct of probabi l is t ic  vectors.
A ' .A  A  A
Next, the measured p r o b a b i l i s t i c  ve c to rs ,  L ,M,P, and Q, are 
decomposed into components para l le l  and perpendicular to the PAR. 
Since only the perpendicular components are of in teres t ,  the most 
straightforward method of calculating them is to use a double cross- 
product as indicated in equation 3.33 .
where V can represent any of the vectors L,M,P, or Q. The major 
reason for using this  procedure rather than the one suggested by
13. See derivation in section F of chapter I .
V = (PAR X V) X PAR (eq. 3.33)
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equations 2 .9 ,  2 .10, and 2.11 is that  the scalar s in equation 2.9 
becomes a random variable  with a conditional probab i l i ty  d is t r ib u t io n .  
This can provide major unnecessary complications in attempting to 
compute the proper probab i l i ty  d is t r ibut ion  for the respective perpen­
dicular components. In contrast,  the proper probab i l i ty  densities are 
computed d i r e c t ly  v ia  equation 3.33.
Using equation 3.31 the probab i l i ty  density of the AR can be 
computed. However, i t  must be noted that  th is  is a conditional prob­
a b i l i t y  d is t r ib u t io n  which depends on the member of  the PAR selected.  
Thus at th is  point,  i t  is more reasonable to define the probabi l ist ic  
matrix d i r e c t l y  as having the parameters of PAR and AR and a prob­
a b i l i t y  d e n s i ty  o f  fp^p ^p • The elements of  the  m atr ix  are as 
defined by equation 2.14 and the probabi l i ty  density is defined by
f PAR,AR = f PAR(PAR^ W ^ )  + f/9  ( ^ ) ) / 2  (eq. 3.34)
where f p ^  is the density of the PAR member selected, f ^  (o c )  and
f ^  ( ^ )  are the probabi l i ty  densities of  , and respectively  as
c a lc u la te d  using equation 3 .31  where «<: i s the angle between the
components perpendicular to the PAR of one physical vector (e .g .  the
angle between the perpendicular components of ' l  and *M) and ^  is the
corresponding angle between the componets perpendicular to the PAR of
the other physical vector.
The process described above for calculating the probabi l ist ic  
att i tude  matr ix , which results from the use of p rob ab i l is t ic  vectors in 
the Two Vector Method, is a straightforward extension of the analysis of 
the Two Vector Method using the tools developed in th is  chapter. 
While the analysis as given is correct and th e o re t ic a l ly  quite
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sat is fy ing ,  the notations one is forced to use to express the analysis 
in terms of continuous functions tend to obscure the overal l  chain of 
thought. Furthermore, the integrals  which must be evaluated during 
the course of the analysis are at best quite d i f f i c u l t  (although 
guaranteed possible by th e i r  physical r e a l i z a b i l i t y )  to express in 
closed form. This complicates the analysis of even the most simple 
case to the point where i t  is impractical to perform.
Fortunately, in the real l i f e  applications of the analysis given
above, the physical vectors are measured with sensors whose outputs are
reported in terms of discrete probab i l is t ic  vectors ( i . e .  col lections
of pixels with discrete assigned p ro b a b i l i t ie s ) .  This leads to a
computerized approach to the analysis which is based on the above but
is considerably less complicated.
I .  ANALYSIS OF THE TWO VECTOR METHOD IN TERMS OF 
DISCRETE PROBABILISTIC VECTORS.
In chapter I I  the concept of expressing the output of a direct ional  
sensor in terms of discrete  p robab i l is t ic  vectors was introduced.
This allows replacement of the continuous distr ibut ions described
above by f i n i t e  sets of vectors represented by point probabi l i ty
masses on the 9 ,0  plane.
Paral le l ing the analysis above, the difference vectors between
measurements of the same physical vector are formed by computing the 
normalized ( i . e .  unit length) vector di f ference between each possible 
pair  of members of the two measurements. Using the notation introduced 
in the derivat ion of the Two Vector Method, i f  L consisted of  
-jJl1 ,L2 , and and M consisted of anĉ ^3"V ^ en vec^or
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pairs L.-M. would be formed and normalized where the indices i and
' J
j  run from 1 to 3. The probab i l i ty  assigned to the dif ference vector 
L j“M- would be the product of the prob ab i l i ty  associated with 
and that associated with M. based on the independent selection of
\ J
one from L and one from M. The same process is performed for  the
other difference vector P-Q.
The point p ro b ab i l i ty  masses which resu lt  from the formation of 
these di f ference vectors can be grouped in part i t ions  of the 9,0 
plane with a solid angular subtense s im i lar  to that represented by 
each or ig inal member of the measured vector set (e .g .  L^). These 
p a r t i t i o n s  of  the  0 ,0  plane can now be represented by d i s c r e t e  
members of the p robab i l is t ic  vector dif ference and th e i r  assigned
p r o b a b i l i t i e s  be the  sum of  the po int  p r o b a b i l i t y  masses in the  
respective regions. This allows a possible reduction in the number 
of members of the difference vector from the product of the number of 
members in the two vectors being dif ferenced.
The discrete dif ference vectors having been computed, equation
2.7 can be used to form the PAR. Again, the crossproduct operation is 
performed on each possible pair of the members of the two di fference  
vectors used and the point probab i l i ty  mass assigned to the result ing
crossproduct is the product of the p robab i l i t ies  assigned to the
respective members chosen. The area covered by the crossproduct in 
the 0,0 plane is again part it ioned into regions whose solid angular 
subtense is s imilar  to that  of the or ig inal  members of the measured 
physical vector.
Now the conditional probabi l i ty  d is t r ib u t io n  of the AR must be
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computed. Choosing each member of the PAR in turn, use equation 2.12 
to calculate the AR for  each possible pair of the members of L and M 
and for each possible pair of the members of P and Q (substituting P 
for  L and Q for M in equation 2 .12) ,  assigning to each result  the 
product of the probabi l i t ies  of the respective members of the PAR and 
measured vectors used to compute i t .  Part it ion the range of the values 
of the AR into lengths of s imilar  angular subtense as that of the 
measured members of the physical vectors.
Note the overall  re s u l t .  Each member of the PAR has a number 
of possible values of AR associated with i t ,  and thus each combination 
of a member of the PAR and a value of the AR has a probabi l i ty  as­
sociated with the combination. I f  this combination of PAR and AR is 
expressed as a matr ix  (per  equation 2 .14 )  and associated with a 
probabi l i ty ,  then by de f in i t io n  a member of a probabi l ist ic  matrix 
resu lts .  The set of a l l  such members is the probabi l ist ic  a t t i tude  
matrix which represents the output of the ReAtMent system.
While th is  derivation follows the course laid by the continuous 
analysis of the section above, there exists some additional in fo r ­
mation which can be used to increase the accuracy of the probabi l ist ic  
att i tude  matrix. This arises from the examination of the case where 
the measured vectors consist of a single member (corresponding to the 
derivation of the Two Vector Method in chapter I I ) .  By v ir tue of the 
fact that the difference in the two observations of the direction to
the object ( i . e .  a physical vector) is due to the equivalent of a
physical rotation of the observer by AR about the PAR, the calculation
of the value of the AR must be the same (within the accuracy of the
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pixel size) for equation 2 .12, whichever physical vector is chosen.
Thus when calculating the value of AR, using selected members of 
L and M, roughly the same value should be obtained using the selected 
members of P and Q in equation 2.12. I f  this is not the case, then 
the computed PAR and AR can not transform the selected members of both 
L into M and P into Q. Therefore, the probabil i ty  assigned to this  
combination of PAR and AR should be zero and not that according to the 
discussion above.
Furthermore, the PAR used with selected members of the measured 
vectors must be roughly perpendicular to the respective difference  
vectors. Again, i f  th is  is not the case, then the combination of 
PAR,AR is not capable of transforming the selected members of both L 
into M and P into Q, and should be assigned a probabi l i ty  of zero.
This additional information can lead to s ignif icant  computational 
savings as many combinations of selected members of the measured 
vectors w i l l  not be v a l i d .  That i s ,  tha t  no possib le  physical  
reorientat ion of the observer could resu lt  in those part icu lar  members 
of L and M being transformed into those part icular  members of P and 
Q. This means that the calculat ion of the members of the PAR by the 
exhaustive technique given in the beginning of th is section is not 
optimal as i t  may contain many members with an actual probabil i ty  of 
zero, but a f i n i t e  assigned probabi l i ty .  Even more s ign if icant  than 
the computation of po ten t ia l ly  extraneous members of the PAR, is the 
refinement of  the computation afforded by the check on the AR. This 
means, however, th a t  the in t e g r a l  o f  the p r o b a b i l i t i e s  over the 
remaining members of the probab i l is t ic  matrix may not be 1.0 . Since
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the actual PAR,AR combination is guaranteed to be amoung the remaining 
members, the appropriate procedure would be to normalize the prob­
a b i l i t i e s  associated with the remaining members to arr ive  at the 
correct d is t r ib u t io n .
Thus, the most e f f ic ie n t  approach is to select a l l  possible sets
of one member from each measured vector, compute the PAR, check the
two values computed for the AR for consistancy, and assign the product 
of the probabi l i t ies  of each member used to the combination of PAR,AR. 
After th is ,  normalize the probabi l i t ies  assigned to the surviving 
combinations of PAR,AR.
J. COMPLETING THE PROBLEM: USING THE COMPUTED PROBABILISTIC MATIX
Once the probab i l is t ic  a t t i tude  matrix is a v a i l ia b le ,  i t  must be
used to transform an observed probabi l ist ic  vector into the other 
coordinate system. The procedure is straightforward. Each member of the 
probabil ist ic  matrix is used in turn on each member of the observed 
probabil ist ic  vector, and the result  assigned the product of the 
probabil i t ies  associated with the respective matrix and vector used. 
This results in a probabil ist ic  vector whose density represents the 
probabil i ty  of the direction of the observed object being correctly  
expressed by the corresponding member of that vector.
In the case of discrete probabi l is t ic  vectors and matrices, the 
probabil i ty  of the respective results can be mapped into the 9,0  
plane by point  masses. The area covered can be p a r t i t io n e d  in to  
regions whose solid angular subtense is comparable to that  of the 
observed vector. This results in a compact (minimum number of members) 
probabil ist ic  vector which predicts the normalized contrast of the
41
o b j e c t  a s  s e e n  i n  t h e  o t h e r  c o o r d i n a t e  s y s t e m .
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CHAPTER IV: STATE OF THE ART IN ATTITUDE MEASUREMENT
Before proceeding to the analysis of an actual ReAtMent system, 
i t  is necessary to understand the current state of the ar t  in a t t i tude  
measurement technology and how i t  r e l a t e s  to the basic concepts  
introduced in chapter I .
A. MECHANICAL ATTITUDE MEASUREMENT
This is the e a r l ie s t  form of a t t i tude  measurement. I t  allows 
a d i r e c t  measurement o f  the  r e l a t i v e  o r ie n t a t io n  of one o b jec t  
(usually  gimbal mounted) with respect to i ts  reference or ien ta t ion .
Consider an object mounted on a shaft so that i t  is f ree to rota te
about that shaft ,  or more conveniently, consider that the shaft is 
part of the object and that the shaft is free to rotate in a mounting 
bracket. The exact or ientat ion of the object can be specified by the 
angle by which the shaft has rotated from some reference position.
In th is  case, the PAR is the axis of the shaft and the AR is the
angle of the shaft ro ta t ion .  The a t t i tude  matrix [A] which transforms 
any directional measurement made by the object in i ts  current orien­
ta t ion  to the equivalent expression in i ts  reference orientat ion with 
respect to i ts  mounting frame can be found by equation 2.14.
This gives only one degree of freedom to the or ientat ion of the 
object.  To give the object one more degree of freedom, attach a shaft  
to the f i r s t  mounting bracket so that is perpendicular to the shaft 
attached to the object,  and then mount th is  "second object" (the object  
with i ts  mounting frame) in a second mounting bracket similar  to the 
f i r s t  (but obviously la rg e r ) .  The same equation, 2.14, can be used to 
y ie ld  another a t t i t u d e  m atr ix  which transforms any d i r e c t i o n a l
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measurement made in the current orientation of the "second object" 
into the equivalent expression in i ts  reference orientation with 
respect to i ts  mounting frame.
Now attach a shaft to th is  "third object" (the mounting bracket 
holding the mounting bracket which holds the object) and mount th is  in 
a s imilar  mounting frame. The same equation, 2.14, can be used to 
generate an att itude matrix [A^] which transforms any directional  
measurement made by the th ird  object in i ts  current orientation into 
the equivalent expression in i ts  reference orientation with respect to 
i ts  mounting frame.
The original object is now free to assume any orientation with 
respect to the mounting frame holding the th ird  object.  When the 
orig inal object makes a direct ional measurement, the information is 
f i r s t  transformed into the coordinate system of the second object by 
[A^], then into the coordinate system of the third object by [A^],  
and f i n a l l y  in to  the coordinate  system of  the mounting bracket  
holding the third object by [A ^] . This las t  mentioned coordinate 
system is usually the one shared by the platform carrying the or iginal  
object ,  and consequently the coordinate system the information is 
desired in.
The three  successive t ransform at ions  can be m athem atica l ly  
combined into a single at t i tude  matrix [A] by 
[A] = [A3][A2][A1] (eq. 4.1)
I f  the shafts  are m u tu a l ly  perpendicular  and t h e i r  center  l in e s  
intersect at a common point (such mounting gimbals are usually designed 
th is  way) which is the or ig in of the coordinate system of the or ig inal
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object, then these shafts define the axis of a convenient coordinate 
system when the original object is in i ts  reference position ( i . e .  
aligned to share this coordinate system). In this  convenient, often 
used special case, each of the att itude matrices, [ A ^ ] , ^ ] ,  and 
[A^] become simple matrices which are functions of one parameter 
each commonly referred to as the Euler angles. A great deal of 
information is contained in the l i te ra tu re  concerning Euler angles, 
p r i n c i p a l l y  in te x ts  on mechanics. There are c u r r e n t ly  several  
variations of the Euler angles in common use. They d i f f e r  by the order 
of rotation about the axes (one does X f i r s t ,  the other Y, e tc . )  and 
the sense of the positive rotation ( i . e .  one says counterclockwise, 
the other clockwise). These are a l l  special cases of equation 4 .1 .  
In general, however, equation 4.1 can be used even i f  the respective 
axes are not perpendicular as is occasionally necessary in certain 
applicat ions.
This technique of mounting the original object in a series of 
gimbals, measuring the shaft rotation angles mechanically, and then 
using equation 4.1 to generate the at t i tude  matrix, is called mechan­
ical at t itude measurement. This technique forms a c r i t i c a l  part of 
most ReAtMent systems as the directional sensors ty p ic a l ly  used have 
small f ie lds  of view and must be gimbal mounted in order to be pointed 
roughly in the d i re c t io n  o f  the physical vector  to be measured. 
Consequently, mechanical a t t i tude  measurement is often an integral 
part of a directional measurement system.
The most common form of  shaft  angle measurement device is a 
simple pointer attached to the shaft with the angle read out manually
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via  a d ia l .  This is usually accurate to about 1 mil (1/6400 of a 
f u l l  c i r c le ) .  The more accurate mechanisms make use of various gearing 
arrangements to make a pointer rotate  through a larger angle than the 
shaft ,  thus allowing smaller rotations to be measured ( e . g . ,  a theod­
o l i t e  is usually good to about 0.001 mil l  and uses venere scales).  
Electr ical readout devices range from simple rotary switches (good to 
roughly 5 degrees) to sophisticated optical encoders (10 to 12 b i t  
para l le l  output d irect  reading) or incremental encoders (good to about
0.01 mil l  and require counting from a reference). These devices are 
undergoing continual improvement and the reader is urged to contact 
reputable vendors d i re c t ly  to obtain current information.
The d i r e c t  extension of mechanical a t t i t u d e  measurement to  
ReAtMent is not possible since mechanical a t t i tude measurement re l ies  
on the o r ig in a l  ob ject  r o t a t in g  successive ly  about known axes. 
Objects in f ree space ( i . e .  not gimbal mounted) generally do not have 
this character is t ic  movement, thus mechanical a t t i tude measurement can 
be used as a c r i t i c a l  subsystem for  a directional measurement device,  
but is not capable of forming a ReAtMent system by i t s e l f .
B. INERTIAL ATTITUDE MEASUREMENT
This is an attempt to extend mechanical technology to ReAtMent 
by gimbal mounting a "gizmo", which is supposed to remain aligned with 
some in e r t ia l  coordinate system, as the platform whose a t t i tude  is to 
be measured moves. The re la t ive  orientat ion of th is  gimbal mounted 
"gizmo" can then be measured by mechanical means.
I f  th is  "gizmo" does, indeed, remain aligned with some in er t ia l  
system then the a t t i t u d e  of each of  two separated platforms can
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be measured r e la t iv e  to this  standard in e r t ia l  coordinate system and 
the r e la t iv e  or ienta t ion of the two platforms determined ( i . e .  a 
ReAtMent performed) .
The problem is that no such "gizmo" exists which w i l l  remain 
perfect ly  aligned with an in e r t ia l  coordinate system. A very good 
approximation to remaining a l igned with a vector  in an i n e r t i a l  
coordinate system is possible using the spin axis of a gyroscope. As a 
minimum of two physical vectors are necessary to provide enough in fo r ­
mation to perform an a t t i tude  measurement, at least two gimbal mounted 
gyroscopes are necessary in an in e r t ia l  a t t i tude  measurement system. 
These two gyroscopes are usually mounted with th e i r  axes perpendicular  
to maximize the s e n s i t iv i ty  of the measurement, however, numerous 
schemes have been t r ie d  over the years and reported in the l i t e r a t u r e .
The problem with gyroscopes is d r i f t .  Over a period of t ime, the 
axis of the gyroscope w i l l  s ta r t  to precess ( i . e .  nutate or wobble) 
due to the effects  of acceleration not para l le l  to the spin axis and 
s l ight  imbalances in the mass of the gyro. This is inherent in the 
mechanical design of  the  gyroscope and can not be designed out.  
However, design e f fo r ts  have succeeded in minimizing these effects  
using laser machining and a i r  bearings. Typical gyroscopes in common 
use today have d r i f t  rates of between 0.1 to 1 m i l l i ra d ia n  per hour.
Another device  used is  the  la s e r  gyro. The basic operat ing  
principle  is that the ve loc i ty  of energy propagation ( i . e .  e lectro­
magnetic waves) is e f fe c t iv e ly  independent of the ve loc i ty  of the 
medium i t  is propagating in (at  least for n o n - re la t iv is t ic  v e lo c i t ie s ) .  
Thus, when two coherent laser beams are propagated along d i f fe re n t
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paths and both i l luminate  the same detector , the phase dif ference due 
to the d i f fe re n t  path lengths w i l l  resu l t  in an interference pattern 
on the detector. I f  the device is stationary, the in ten s i ty  of the 
l ig h t  seen by the detector w i l l  be constant. When the device moves, 
the rotat ion about the axis perpendicular to the path w i l l  move the 
detector closer to one of the incoming beam phase fronts and further  
from the other. The phase change, due to one beam trave l ing a longer 
in e r t ia l  distance than the other, results in the equivalent of in t e r ­
ference fringes being seen at the detector . By counting these fringes  
the amount, and hence the ra te  of ro ta t ion ,  can be measured. Using 
three laser gyros the "equivalent" of the Euler angles can be measured. 
Again, the problem is d r i f t  of the e le c t r ic a l  and mechanical parameters 
of the laser gyro.
In some systems, small changes or torques are measured and 
integrated to give the current or ientat ion of the object .  One example 
o f  t h i s  is the  f l u i d i c  r a te  sensor used on some a i r c r a f t .  This 
instrument senses the in e r t ia l  def lect ion of a j e t  of a i r  to sense the 
rotat ion about the axes perpendicular to the axis of the a i r  j e t . ^  
The j e t  of a i r  cools thermal sensors and the deflect ion of the a i r  
j e t  is sensed by the change in temperature between sensors on opposite 
sides of the stream. The present application is pr imar i ly  for  the 
a u t o p i lo t  r a th e r  than f o r  a t t i t u d e  measurement. I f  used f o r  an 
in e r t ia l  a t t i tude  measurement, two je ts  would be required as each 
measures the equivalent of only two of the Euler angles.
14. Garner,D. "The E le c t ro - f lu id ic  Autopi lot" , Sport Aviation,
August 1980,Volume 29, No. 8, pg. 16-24
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In essence, in e r t ia l  a t t i tude measurement is s u f f ic ie n t ly  ac­
curate for many appl ications, but i t  suffers from d r i f t  and the need 
to be periodica l ly  updated. Again, the devices are being constantly 
improved and the reader is urged to contact reputable vendors d i re c t ly  
to obtain current information.
The "gizmo" that is actual ly  needed is a physical vector measure­
ment device. Idea l ly ,  the axis of a spinning gyroscope represents a 
physical vector in in e r t ia l  space. Thus i t  can read i ly  be seen from 
the discussion in the chapter I I  that the in e r t ia l  a t t itude measure­
ment systems require at least two gyros. The mathematics evolved over 
the years to obtain the a t t i tude  of the system from the measurements 
of the gyroscope angles (or equivalently the integrals of th e i r  rates 
of change) are thus not inconsistant with the Two Vector Method. The 
advantage to be gained from applying the Two Vector Method d i re c t ly  is 
elimination of many of the approximations resorted to in the more 
conventional algorithms applied to in e r t ia l  systems.
However, i n e r t i a l  a t t i t u d e  measurement systems are not t ru e  
ReAtMent systems as such because they only determine the re la t iv e  
orientation of a single object to a "reference in e r t ia l "  coordinate 
system, and not the r e la t iv e  orientation of two separated objects 
d i re c t ly .
C. GRAVITIMETRIC ATTITUDE MEASUREMENT
The basis for th is  type of a t t i tude measurement is a measurement 
of a single physical vector, the local gradient of the potential  
energy f i e l d .  Given quiescent conditions ( i . e .  no net acceleration),  
and limit ing the discussion to a small region near the surface of the
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earth, the gravit imetr ic  f ie ld  is essentia l ly  uniform. Thus the 
surfaces of equipotential are e f fe c t iv e ly  f l a t  ( i . e .  le v e l ) .  This 
means that the gradient points downward and the direction "down" 
defines a physical vector. However, since only one physical vector is 
measured, gravit imetr ic  a t t i tude  measurement is only a par t ia l  a t t i tude  
measurement technique.
The most common example of th is  type of a t t i tude  measurement 
is performed via a s p i r i t  le v e l .  For example, when a surveyor's 
t ran s i t  is set up, i t  is f i r s t  leveled by adjusting the legs of the 
tripod unti l  a bubble is in the center of the bubble leve l .  This 
establishes the azumthal plane of the t rans i t  as being horizontal,  and 
thus the elevation plane as being v e r t ic a l .  However, when two such 
t rans its  are set up, th e i r  coordinate systems w i l l  not be iden t ica l .
A difference in azimuith w i l l  ex is t .  The various procedures for  
computing th is  azimuth difference (and hence correction factor) amount 
to the measurement of  another physical vector. Gravit imetric att itude  
measurement has thus performed only a par t ia l  a t t i tude  measurement.
The major problem with gravit imetr ic  a t t i tude measurement is that 
i t  can only be used a c c u ra te ly  where the g r a v i t i m e t r i c  f i e l d  is 
uniform and under s ta t ic  conditions. Therefore, gravit imetr ic  a t t i ­
tude measurement is unsu itab le  f o r  a p p l ic a t io n s  aboard a ship ,  
plane or spacecraft. Since i t  only deals with the or ientat ion of the 
object with respect to a reference rather than another system, i t  is 
not a true ReAtMent technique.
D. ELECTROSTATIC ATTITUDE MEASUREMENT
This is a part ia l  a t t i tude  measurement technique used in much
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the same fashion as grav i t im etr ic  a t t i tude  measurement. The physical 
vector measured is the e le c t r ic  f i e l d  near the surface of the earth. 
This e le c t r ic  f i e ld  has a very nearly  ver t ica l  gradient . The standard 
sensor consists of a source of radioactive ions and col lect ion e le c t ­
rodes. The stream of  ions d r i f t  along the e l e c t r i c  f i e l d  l in e s  
and are collected on electrodes. The charge induced on the respective  
electrodes indicates the direct ion of the ion stream and therefore the 
direction of the e le c t r ic  f i e l d .
The principal use of th is  device is as a very low cost, l ight  
weight, ve r t ica l  reference of the autopilot  used on remotely piloted  
vehicles. Obviously, any nearby object (power l ines ,  metal structures,  
e t c . )  can d is r u p t  the e l e c t r i c  f i e l d ,  thus the dev ice  has very  
l imited use.
E. MAGNETIC ATTITUDE MEASUREMENT
This is another par t ia l  a t t i tude  measurement technique in common 
use. The physical vector measured is the gradient of the earth 's  
magnetic f i e l d .  Usually, only the horizontal component of the f i e ld  
is measured. This  is  the d i r e c t i o n  of  "magnetic north"  u s u a l ly  
measured by a compass. Over a l imited area and away from meta l l ic  
objects, th is  d irect ion qual i f ies  as a physical vector.
Magnetic arid grav it im etr ic  p a r t ia l  a t t i tude  measurement tech­
niques are usually combined to provide a to ta l  a t t i tude  measurement 
capab i l i ty .  In applications where the primary purpose of the a t t i tude  
measurement system is to align the device with the "reference" co­
ordinate system on the surface of the earth under s ta t ic  conditions, 
th is  combination works very  w e l l .  The surveyor 's  t r a n s i t  is  an
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excellent example. The bubble level measures the physical vector
"down" and the compass measures the physical vector "the horizontal  
component of the magnetic f ie ld  gradient".  When two such t ra n s i ts ,  
each measuring the same two physical vectors, are set up so that
the respective vectors appear to have the expected respective de­
scriptions, then the two transits  can be said to be aligned with the 
"reference" coordinate  system and thus aligned with each o th e r .
I t  should be noted th a t  the  use of the h o r izo n ta l  component
of the gradient of the magnetic f i e ld  is suff icent ,  i f  the t rans i t  
is f i r s t  leveled. I f ,  however, the two transits  are set up in some 
a r b i t r a r y  fa s h io n ,  then a l l  th ree  components of the g ra d ie n t  of  
the magnetic f i e ld  must be measured. This can be done via  a vector 
magnetometer. Thus, mangetic and gravit imetr ic  a tt i tude measurement
techniques can be combined under appropriate conditions to y ie ld  a 
true ReAtMent system, where the re la t iv e  or ientation of two objects 
( e .g . ,  the t rans i ts  in the example above) can be determined.
F. PHOTOGRAMMETRIC ATTITUDE MEASUEMENT
This technique accomplishes ReAtMent in a very cumbersome way
by applying the rules of perspective geometry to objects of known size 
and distance in the f ie ld -o f -v ie w  of the sensor. Remote att i tude
measurement is possible in the sense that the re la t iv e  or ientat ion of 
the viewed object and the sensor can be determined. More often,
however, the or ientat ion of the viewing device is computed re la t iv e  to 
salient features of the scene, such as the horizon or the edge of the 
moon. This technique arose mainly from photo reconnissance appl i ­
cations where i t  is necessary to establish the or ientat ion of the
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viewing system so that observed objects can be located. Variations  
on this idea which have sensors look at the edge of the moon and 
the horizon of the earth have been used for  space appl icat ions. The 
use of 1 ines-of -s ight  to various objects in the scene for  the compu­
tations involved is the fundamental reason why th is  technique works. 
The results of the dissertat ion research are l i k e l y  to f ind direct  
application here. By selecting two l ines of sight to features in the 
scene s u f f ic ie n t l y  distant from the sensor ( th is  qu a l i f ies  them as 
physical vectors) and measuring th e i r  apparent directions by the 
position of these features on the image of the scene, i t  is possible 
to use the Two Vector Method to compute the a t t i tude  of the viewing 
device d i r e c t ly  (assuming that the locations of the scene features and 
the sensor are known in some reference coordinate system). This can 
result  in a considerable savings in both time and computational e f fo r t  
over present techniques.
G. ELECTROMAGNETIC ATTITUDE MEASUREMENT
Remote a t t i tu d e  measurement is accomplished by direct ion sensing 
techniques developed for  radio frequencies (e .g . ,  time of a r r i v a l ,  
interferometric  phase measurements between receiving antennas, and 
directional antenna ro ta t io n ) .  This technique is not in common use due 
to the r e la t i v e l y  poor direct ional accuracy possible (p r im a r i ly  due to 
d i f f ra c t io n  and multipath effects at the long wavelengths used). As 
the frequency is increased into the mil l imeter  wave region, ReAtMent 
systems become fe a s ib le .  However, due to the r e la t iv e  infancy of this  
technology, and the existance of practical ReAtMent systems using 
electrooptical techniques, i t  appears un l ike ly  that  th is  technique
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w i l l  be used except for very special applications.
H. SONAR ATTITUDE MEASUREMENT
Given the' present s ta te -o f - th e -a r t  in accoustic technology, i t  
appears feasible to constuct a ReAtMent system using sound waves 
instead of  e lectromagnetic  waves. Surface accoustic  waves with 
submillimeter wavelengths have been demonstrated. The a b i l i t y  to form 
images using sound waves (e .g . ,  some of the la test  infrasound medical 
body scanners) gives r ise to the poss ib i l i ty  of using the same tech­
niques as those in electromagnetic, photogrammetric, or electrooptical 
attitude measurement.
I .  ELECTROOPTICAL ATTITUDE MEASUREMENT
The basis of electrooptical att itude measurement is the measure­
ment of the direction of the 1ine-of-s ight to a distant object which 
serves as a physical vector. The use of two such measurements allows 
the Two Vector Method to be used d i re c t ly .
The major difference between electrooptical at t itude measurement 
and photogrammetic att itude measurement is that in the l a t t e r ,  the 
l ines of sight used are selected from an image while electrooptical  
att itude measurement systems need not necessarily form an image. For 
example, imagine a sensor viewing two pulsing l ights in the distance. 
A photogrammetric approach would select the pixels representing those 
l ights on the basis of the ir  temporal variation as being the desired 
salient features of the scene and report the ir  directions accordingly. 
An electrooptical approach would detect and measure the directions of 
the two l i g h t s  by pointing a device ( e . g . ,  a quadrant de tec tor )  
d ire c t ly  at the flashing l ight  without necessarily ever forming an
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image of the scene.
In addition to the obvious physical vector of the l ine -o f -s igh t  
between two objects, i t  is possible to use the direction of polar­
ization of a beam of l igh t  emitted by the viewed object as one of the 
physical vectors. I t  is possible to construct a ReAtMent system using 
a single cooperative viewed object (possibly the other station ) which 
emits a polarized beam of l ig h t  toward the viewer. This approach was 
used for the PAM
O v e r a l l ,  e le c t r o o p t ic a l  a t t i t u d e  measurement appears to be 
the best f o r  ReAtMent a p p l ic a t io n s  because the physical vectors  
used are not affected by motion of the platform, and very high d irec­
tional accuracy is obtainable due to the short wavelengths used.
J. SUMMARY OF THE MAJOR FORMS OF ATTITUDE MEASUREMENT
The fundamental form of a t t i t u d e  measurement is mechanical  
because the r e l a t i v e  o r ie n t a t io n  o f  the sensor to the p lat form
(whose a t t i tude  is being measured) is most often measured by th is
technique.
The techniques which re ly  on the measurement of a single physical 
vector are c lassif ied as par t ia l  a t t i tude measurement techniques
because they are incapable of making a true a t t i tude  measurement by 
themselves as at least two physical vectors must be measured. Two 
such techniques, (e .g .  gravit imetr ic  and magnetic) must be combined to 
yield a true a t t i tude  measurement. Often, as in the example cited
15. The Position and Attitude Monitor (PAM): an electrooptical s ta te -of -  
the-art  ReAtMent system .
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above of the surveyor's theodolites, the function of the ReAtMent system 
is merely to indicate when the patform is aligned in some preferred 
orientat ion,  rather than to actual ly  measure the re la t iv e  orientation  
between the coordinate sytems of two objects.
In e r t ia l  a t t i tude measurement t r ie s  hard but doesn't quite measure 
up to the de f in i t ion  of ReAtMent, mainly because i t  employs an in te r ­
mediate " in e r t ia l  reference" frame which may or may not be common to 
the two stations whose re la t iv e  att i tude  is being measured. As a quick 
example of th is ,  consider a platform on the earth and one on the moon 
at the time of the ir  i n i t i a l i z a t i o n .  Let both platforms be launched 
into earth orb i t  and approach each other. Because of the re la t iv e  
motion of the earth  and the moon, the i n e r t i a l  re ference  frame 
of the earth  p lat form  and the moon p lat form would be d i f f e r e n t .  
Therefore, in e r t ia l  reference systems carried by the platforms would 
not be able to determine the re la t iv e  orientation of one platform to 
the other.
Electromagnetic, e le c t ro o p t ic a l , sonar, and photogrammetric a t t i tude  
measurement essent ia l ly  are similar as each uses the direction of a 
" l ine-o f-s ight"  as the physical vectors measured. The differences stem 
mainly from the wavelength of the energy used and the operational 
environments for  which they are best suited. At present, there are no 
known programs involving sonar for at t itude measurement, however, i t  
would appear that th is  technology would be a reasonable choice for  
deep sea underwater applications.
Based on the resolution avai lable  and the demonstrated real time 
capabi l i ty ,  electrooptical a t t i tude  measurement is the best choice for  
systems designed to operate  in the e a r th 's  atmosphere or space.
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K. CONSIDERATIONS FOR ReAtMent APPLICATIONS
The need for  ReAtMent arises when data from two separated systems 
must be combined to solve a th re e  dimensional geometry problem.  
The amount of separation can be great,  as in the case of an a i r c r a f t  
and a ground station,  or small, as in the case of two systems mounted 
on the same platform.
The choice o f  what physical vectors to measure is  dependent 
on the accuracy requ ired  and the op era t io n a l  environment o f  the
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ReAtMent system. In the case where the two systems are merely to be 
aligned with each other and are r e la t i v e ly  close to the surface of 
the earth under s ta t ic  conditions, the choices of the physical vectors 
"down" and "north" are reasonable. These can be ea s i ly  measured by 
the combination of g rav i t im etr ic  and magnetic techniques.
I f  one system must ( f o r  o p e ra t io n a l  reasons) be com ple te ly  
self -contained, then in e r t ia l  technology (although i t  is not a ReAtMent 
system in the s t r i c t  sense) is the obvious choice. I f  possible, a 
ReAtMent system should be used to i n i t i a l l y  align and per iod ica l ly  
update the in e r t ia l  systems. However, d r i f t  problems pose an inherent 
l im i ta t ion  to the accuracy obtainable.
Under conditions where i t  is possible to measure the l in e  of 
sight to two d i f fe re n t  d istant  objects or the stations are in te r -  
v is ib le ,  e lectrooptical technology with the Two Vector Method is 
indicated.
The practical applications of ReAtMent ca l l  for  something to be 
pointed as a result  of the a t t i tude  measurement. In such pointing 
applicat ions, mechanical a t t i tude  measurement is the obvious choice. 
The output of the ReAtMent system must be considered along with the 
device being pointed as a single system. The nature of the composite 
system is to close the tracking loop v ia  the observational device - 
ReAtMent system - pointed device rather than by having the pointed 
device acquire and track the object i t s e l f .  Thus, as in chapter I I ,  the 
analysis of the ReAtMent system must be carried to the point where the 
probab i l i ty  of the object being in the FOV of the pointed device is 
ca lcu la ted .
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CHAPTER V: THE GENERALIZED ReAtMent SYSTEM
A. OVERVIEW
In order to analyze the gen e ra l ize d  ReAtMent system, i t  is  
necessary to specify each of the major components in s u f f ic ie n t  de ta i l  
to f u l l y  characterize the function performed by that component. This 
form of functional description allows whatever specif ic  hardware 
implementation selected for  each given component to have i t s  para­
meters substituted d i r e c t ly  into the generalized analysis developed 
below.
We begin th is  analysis by considering the generalized ReAtMent 
problem as described in chapter I .  An observation device on one 
platform detects an object and wishes to have another device on the 
other platform pointed so as to view the object.
The f i r s t  step is to measure the re la t iv e  position of one of 
the platforms in the other 's  local coordinate system. The next step 
is to measure the d irect ion and range (or equivalently  the r e la t iv e  
position) of the object .  The next step is to measure the r e la t iv e  
a t t i tude  between the two platforms expressed in the form of a matrix.
The last  step is to use the computed a t t i tu d e  matrix to transform the 
direct ion of the object (computed from the three dimensional t r ia ng le )  
into the coordinate system of the device to be pointed.
There are several factors which combine to determine the mix of  
technologies selected to implement a solution to the ReAtMent problem 
in any given s ituat ion:  1. The specif ic  geometrical problem to be 
solved ( i . e .  a single three dimensional t r ia n g le  or a more complicated 
f igure  composed of several three dimensional t r ia n g le s ) ;  2. The precision
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necessary to solve the figure ( i . e .  provide closure of the endpoints 
of the various sides of the tr iangles  to within the volume of the 
object defining those endpoints) and thus perforin the mission in 
a p r a c t ic a l  sense; 3. The environment in which the systems must 
perform ( i . e .  in space, airborne, underwater, on the ground, or any 
combination of these); 4. The size, configuration, and weight r e s t r ic ­
tions imposed by the platforms and or overall  mission; and 5. The 
physical vectors which can be measured subject to the above constraints.
B. BLOCK DIAGRAM AND COMPONENT DESCRIPTIONS 
OF THE GENERALIZED ReAtMent SYSTEM
The block diagram of the generalized ReAtMent system is shown 
below in f igure 5 .1 .
PLATFORM 1 PLATFORM 2
Position *  
Measurement Means
Position *  
Measurement Means
Physical Vector #1 
Measurement Means
Physical Vector #1 
Measurement Means
Physical Vector #2 
Measurement M eans{T
Physical Vector #2 
Measurement Means } + "*
Computational Means Computational Means
Device to be pointed Object Direction 
Measurement Means
Communications Means! Communications Means
*  indicates item may not be present on both systems or may reside at 
a separate location and be tied in via  the communication means
Figure 5.1 Generalized ReAtMent System Block Diagram
In order to keep th is  analysis as general as possible and yet
provide a reasonable guide to essential subsystem character is t ics,
each of the subsystems shown in f igure 5.1 above wi l l  be discussed in
functional d e ta i l .
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1. DEVICE TO BE POINTED
The device to be pointed is selected by the appl icat ion. Based 
on the expected range to the object and the expected size of the 
object,  the device w i l l  usually be designed with a beamwidth covering 
roughly twice the size of the object at the minimum expected range. 
This wi l l  insure that  i f  the l ine  defining the center of the beam is 
on the object ,  that the object w i l l  be correctly  covered by the beam. 
Thus, the ReAtMent system must be able to define the direction to the 
object to within better  than one h a l f  of the beamwidth (or FOV) of the 
object to be pointed.
In general,  the device to be pointed wi l l  not be able to acquire 
and track the object at which i t  is to be pointed. I f  th is  were the 
case then the ReAtMent sytem would become superfluous. The object is 
detected and tracked by one platform and commands are relayed to the 
other platform carrying the device to be pointed.
In the generic sense, the apparatus used to point the device 
i t s e l f  must be considered as a part of the device. This apparatus is 
given a command to point in a specified direction in i ts  own local 
coordinate system. Therefore, the output of the ReAtMent system must 
be in the form of th is  command.
2 . POSITION MEASUREMENT MEANS
The purpose of  t h i s  component is  to determine the r e l a t i v e  
position of one platform to the other in the local coordinate system 
of one of  the  p la t fo rm s .  This can take many forms. I f  the twn 
platforms are i n t e r v i s i b l e  and a device onboard one is able to  
determine the range and direction to the other platform, then this
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device serves as the position measurement means. I f  the two platforms 
are not in te r v is ib le ,  then i t  is necessary to use some intermediate 
coordinate system to locate the position of each platform. This 
introduces a complication, as now the a t t i tude  of at least one of 
the platforms must be known r e la t iv e  to the intermediate coordinate 
system. As an example of t h i s ,  consider two a i r c r a f t  on opposite sides 
of a mountain range and le t  the f i r s t  a i r c r a f t  be f ly in g  level on a 
known heading. At a given instant of t ime, the locations of both 
a i r c ra f t  are measured in terms of la t i tu d e ,  longitude, and height 
above sea le v e l .  I t  is possible to solve for the length and direction  
of the l ine  between the two a i r c r a f t  in terms of the ground coordinate 
system. Since one a i r c r a f t  is f ly ing  le v e l ,  the slope of  the l in e  in 
ground coordinates and a i r c r a f t  coordinates is the same. Since the 
a i r c r a f t  is f ly in g  on a known azimuth, th is  can be appropriately  added 
to the azimuth of the l ine  between the a i r c r a f t  expressed in ground 
coordinates, to give the azimuth of the l ine  in a i r c r a f t  coordinates. 
The length of the l ine between the a i r c r a f t  is independent of the 
coordinate system used. Thus the re la t iv e  position of the second 
a i r c r a f t  has been determined in the coordinate system of the f i r s t  
a i r c r a f t .
To continue the example just  a b i t  fu r ther ,  consider that the 
level a i r c r a f t  has used onboard radar to locate the r e la t iv e  position 
of an unknown a i r c r a f t .  The simple t r iang le  in three dimensions 
between the two a i r c r a f t  and the unknown a i r c r a f t  can be solved for  
the length and direction of the l in e  from the second a i r c r a f t  to the 
unknown a i r c r a f t .  Thinking back to the discussion on part i t ioning
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objects  in to  volume elements so th a t  the fundamental assumption
applies in order to express the problem in terms of physical geometry,
the three dimensional t r iang le  formed by the three a i r c r a f t  represents
an ensemble of t r iang les .  This requires that the endpoints of each
l ine be located within the volume of the respective a i r c r a f t ,  and
establishes a fundamental requirement for the accuracy of the means
used to locate each of the three a i r c r a f t .  I f  the radar were only
able to locate the unknown a i r c r a f t  to within a volume of space equal 
3
to 1 km , then as fa r  as the physical geometry problem is concerned
3
that unknown a i r c r a f t  has a volume of 1 km , and the best possible 
ReAtMent system would only be able to point the device ( e . g . ,  a narrow 
beamwidth communications l in k )  to somewhere within that 1 km volume.
Leaving the example, i t  can be seen that the position measurement 
means shown in f igure 5.1 can be e i the r  on the respective platforms 
or at some separate location. The accuracy of these postion measure­
ment means determines the overal l  accuracy of the t r ia n g le  in three 
dimensions which is solved, and hence the a b i l i t y  to perform the overall  
mission. For th is  reason, the position measurement means are usually  
specified without regard to the ReAtMent system used to determine the 
re la t iv e  a t t i tude  between the two platforms.
3. PHYSICAL VECTOR MEASUREMENT MEANS
The key to specifying the physical vector measurement means is 
in f i r s t  very c are fu l ly  selecting the physical vectors to be measured 
and insuring that the parameters selected to be measured actual ly  
represent physical vectors. This must be done with an appreciation for
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the operating environment in which the ReAtMent system must function.  
The physical vectors selected must be measurable from both platforms 
throughout th e i r  allowed range of att itudes and motions. Thus, while 
the physical vectors representing the gradient of the gravit imetr ic  
and magnetic f ie ld s  may be reasonable choices for  a f ixed ground based 
applicat ion, they would not necessarily be good choices for  shipboard 
use. S im i la r i ly ,  the use of the directions to two convenient stars 
may be excellent choices for a spaceborne appl icat ion, they may not be 
good choices for  a ground based system which must operate during the 
day.
The other consideration is how accurately the selected physical 
vectors must be measured. For problems involving r e la t i v e ly  short 
ranges ( e . g . ,  an a n t i - a i r c r a f t  weapon and i ts  associated radar) ,  the 
physical geometry problem may indicate that pointing accuracies on 
the order of (object size divided by range) radians may be s u f f ic ie n t ,  
say 5 mil l i rad ians  for purposes of discussion, then the physical 
vectors need only be measured to roughly 10 times better  accuracy 
(0.5 m il l i rad ians)  so as not to l im i t  the accuracy of the overall 
system by ReAtMent system performance. This rule-of-thumb is based 
on the author's experience and should be investigated by a parametric 
study of  the p a r t i c u l a r  a p p l ic a t io n  in which the performance of  
a l l  elements of the overall  system are taken into account.
Quite often the physical vector measurement means w i l l  involve 
mechanical a t t i tude  measurement to report the a t t i tude  of the measur­
ing sensor t ra c k in g  the d i r e c t io n  of  the physical v e c to r .  This 
facet of the problem must also be addressed by considering the output
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of the d i r e c t i o n a l  sensor to be the f i n a l  d i r e c t i o n  reported by 
the measurement sytem to the computational means.
4. COMPUTATIONAL MEANS:
For a l l  pract ical purposes, the author's experience has indicated 
that the computational accuracy requirements are eas i ly  met by the 
hardware read i ly  available today. In general, quantit ies w i l l  not be 
measured to much more than 12 or 16 b i t  precision. Thus the use of a 
machine with a 32 b i t  real word length (1 b i t  sign, 24 b i t  mantissa,
1 b i t  exponent sign and 6 b i t  exponent) is quite adequate for  ReAtMent 
computations.
The speed requirement for  performing the necessary computations, 
however, may be quite another matter.  To i l lu s t r a t e  the amount of com­
putations required, follow the analysis of the Two Vector Method given 
in chapter I I .  The formation of the two difference vectors, takes 6 
additions. The formation of the crossproduct of these difference  
vectors takes 6 mult iplicat ions and 3 additions. Normalizing this  
result to obtain the PAR requires 3 m ult ip l icat ions,  2 additions, 1 
square root, and 3 div is ions. Computing s takes 3 mult ip licat ions and 2 
additions. Computing G takes 3 mult iplications and 3 additions.  
Computing H also takes 3 mult ip licat ions and 3 additions. Computing G 
H takes 3 mult ip licat ions and 2 additions. Computing | g X h | takes 9 
mult ip l icat ions,  5 additions and 1 square root. Computing the AR 
with these r e s u l ts  takes 1 d iv is io n  and 1 a rc tang en t .  Somewhat 
better accuracy can be obtained by normalizing the two difference  
vectors, G, and H immediately a f te r  they are calculated,  adding a 
total of 12 mult ip l icat ions ,  8 additions, 4 square roots, and 12
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divisions to the procedure. Thus the to ta l  number of operations just  
to compute the Two Vector Method is 42 mult ip l icat ions,  34 additions,
6 square roots, 16 divisions, and 1 arctangent.
To c a lc u la t e  the a t t i t u d e  m a t r ix ,  equation 2 .1 4 ,  given the
PAR and AR, requires 1 d iv is ion,  31 mult ip l icat ions,  12 additions, 2
2
sines ,  and 1 cosine,  assuming th a t  the s in (A R ) ,  sin  (A R /2 ) ,  and
2
cos (AR/2) terms are computed only once. This a t t i tude  matrix must 
now be used to operate on the vector describing the reported direction  
to the object which takes another 9 mult iplicat ions and 6 additions. 
Multiplying this  unit vector by the range to the object from the 
sensor and subtracting the vector to the other platform results in
another 3 mult iplicat ions and 3 additions. (This solves the 3 dimen­
sional t r iang le  in the coordinate system of the platform which detected 
the object . )  Normalizing the result  to give a vector command to 
the device to be pointed requires yet another 3 m ult ip l icat ions,  2 
additions, 1 square root, and 3 div is ions.
Thus to perform one f u l l  ReAtMent computation requires a grand
total of 88 mult ip l icat ions,  58 additions, 7 square roots, 19 divisions 
1 arctangent, 1 cosine and 2 sines. For any given computer system, 
the average time to perform each of these functions is usually speci­
f ied .  Thus i t  is possible to compute the total average time required 
to perform a ReAtMent calculation a f te r  a l l  data has been fed into the 
computational means. The required update rate for pointing the device 
at the object determines the processing speed required by the compu­
tational means. Some consideration should also be given to the form of  
the data reported by the physical vector measurement means, the object
direction measurement means, and the postion measurement means as 
well as the form of the command for the device to be pointed. Often 
these inputs and outputs are avai lable in the form of two angles. 
Therefore, some conversion must take place to express these in unit 
vector form. The most logical place to do this is in the computer 
i t s e l f  as leaving the data in the form of only two rather than three  
quantit ies would reduce the data ra te  required of the communications 
means.
Taking a l l  of this into account, approximately 10 to 15 percent
should be added to the minimum calculated time to allow for  overhead
in the programming. This discussion gives a rough idea of the computa­
tional e f fo r t  involved in implementing a ReAtMent system for  the case 
where the measured physical vectors are simple and discrete ( i . e  they 
consist of only one p ix e l ) .  For the probabi l ist ic  case, as discussed 
above in section I  of chapter I I I  on analyzing the Two Vector Method 
in terms of probabi l ist ic  vectors, a l l  combinations of the pixels of  
the 4 measurements of the two physical vectors would have to be used 
to compute the PAR and AR for  each case (including the check for
consistancy between the two possible values of the AR), each valid
r e s u l t  o f  t h i s  computation would then be used with a l l  possib le  
combinations of the pixels in the probabi l ist ic  vector representing 
the d i r e c t io n  to the ob ject  would then be used to construct  the  
p r o b a b i l i s t i c  vector  represent ing  the computed d i r e c t io n  to the  
object. This process obviously would involve a very considerable 
amount of calculat ion,  but may be necessary in some cases for par­
t ic u la r  appl ications.
67
A h ig h ly  e f f i c i e n t  and compact program can be w r i t te n  fo r  a 
dedicated computational means in a combination of hardware and f i rm ­
ware. This combination uses firmware to take advantage' of the machine 
architecture to minimize the number of operations and hence the time 
required. For example, th is  might involve routing an incoming number 
d i re c t ly  from the input/output bus into one of the data inputs of the 
a r i th m e t ic  log ic  unit  ( th e  par t  of  the processor which a c t u a l l y  
performs the arithmetic functions) rather than f i r s t  storing the data 
from the input/output bus in memory and then reading i t  from memory 
into the arithmetic logic un it .  Dedicated input/output driver hard­
ware might be used to perform the necessary code conversions between 
the data format used by the communication means and the format used by 
th,e computer. This form of programming produces the absolute maximum 
possible speed in performing the required computations, but requires 
both a dedicated computer and an extraordinary amount of programming 
e f f o r t .
The next best choice is to wri te  the program e n t i re ly  in assembly 
language using avai lable firmware commands wherever possible. This 
also involves a great deal of programming e f f o r t ,  but can produce a 
very rapid computation. One step further along the same option is to 
use prewritten general purpose routines to perform the input/output 
functions and standard mathematical procedures ( e .g . ,  the square root) .  
The main advantages to th is  use of assembly language is that proper 
structuring of the program can minimize the overhead associated with 
the use of subroutines and subscripted variables. This can save 
approximately 5 to 10 percent of the time and storage required i f  the
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program were written in a high level language.
The use of a high le v e l  language, such as FORTRAN or ALGOL 
results in a considerable reduction in programming time and e f fo r t  
over the use of assembly language. The major reason for this is that  
the program can be w r i t t e n  in modularized segments which can be 
ind iv idua l ly  tested and linked together by an executive routine.  
Also, special functions, such as sine, square root, and format con­
version are b u i l t  into the language.
Perhaps the easiest language to wri te  the required programs in is 
BASIC. This language is an in terpret ive ,  in teract ive  language with 
b u i l t  in special funct ions  which makes t r a n s la t in g  the program 
flowchart into code straightforward and r e la t iv e ly  easy. Debugging is 
g r e a t l y  f a c i l i t a t e d  by the  in t e r a c t i v e  nature o f  the language. 
The p r ic e  paid is in execution t im e .  The program source code is 
"thought about anew, l i n e  by l i n e  by l i n e  by l i n e  . . . " ( a f t e r  an 
overall  symbol table has been developed) each time the program is 
executed. This results in a program written in BASIC running as much 
as several hundred times slower than i f  the program were writ ten in 
ALGOL or FORTRAN, and as much as a few thousand times slower than i f  
assembly language is used.
Thus i t  is apparent that the choice of the programming language 
used involves a tradeoff  between the time required for performing 
the programming and executing the program. The question of using a 
dedicated processor, microcomputer, general purpose minicomputer, or 
large scale computer in a timeshare or batch mode is also a tradeoff  
between processing speed, cost, size, and weight constraints, and
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a v a i l a b i l i t y .  For example, consider a remotely controlled machine 
tool in a factory which is required to measure i ts  a t t i tude  r e la t iv e  
to the workpiece. This appl ication can be met by having one set of 
physical vector measurement means on the workpiece and another set on 
the  t o o l ,  both l inked  to a c e n tra l  computer. Since t ime is  not 
c r i t i c a l ,  but high accuracy is ,  the appropriate choice would probably 
be to use a general purpose minicomputer programmed in a high level  
language. In contrast,  consider a problem where a s a t e l l i t e  must point 
a narrow beamwidth communication device at an approaching spacecraft 
already in contact with another s a t e l l i t e .  The need for  high speed 
updates to the pointed device, because of rapid changes in the s a te l ­
l i t e ' s  a t t i tu d e ,  combined with the s ize ,  weight, and power r e s t r ic t io n s ,  
makes a dedicated processor with firmware and special hardware the 
appropriate choice for  the computational means of the ReAtMent system.
5. OBJECT DIRECTION AND RANGE MEASUREMENT MEANS
This subsystem ( in  combination with the position measurement 
means) determines the  net accuracy of the s o lu t io n  to the  th re e  
dimensional t r i a n g l e  between the two p lat form s and the detected  
object.  Obviously, the f i r s t  consideration is to select the appro­
pr ia te  technology to detect and track the object .  The next step is to 
integrate  th is  with a means of determining the range to the object .  
F in a l ly ,  as mentioned above in the discussion of the postion measure­
ment means, the object d irect ion and range measurement means must be 
able to determine the r e la t iv e  location of the object to within the 
volume of the object i f  the three dimensional t r iangle  solved by the 
ReAtMent system is to correspond to the actual physical s i tua t io n .
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In contrast to the position measurement means, the object d i ­
rection and range measurement means must be located on one of the 
platforms. This subjects this subsystem to the constraints of size 
and weight imposed by the platform.
6 . COMMUNICATIONS MEANS
The separat ion between the two platforms requires  th a t  some 
means be used to communicate between them. The communications net may 
also include another station where the computational and/or position 
measurement means are located. The data that  must be transferred by 
the communications means consists mainly of angular measurements (at  
most 6 sets corresponding to the 4 physical vector measurements, the 
direction to the object ,  and the pointing command) and range measure­
ments (at least the separation between the platforms and the range to 
the object) .  The amount of data transfered is also dependent on 
the number of pixels in each probabi l ist ic  vector. Given the required 
update rate of the ReAtMent system, i t  is possible to estimate the 
minimum necessary capacity of the communications means in terms of 
bits per second.
This w i l l  on ly  be a f i r s t  approximation as there  are other  
factors which w i l l  influence the selection of the communications 
means. One major factor is the selection of the technology to be 
used. Aside from the conventional radio data l inks, i t  may be desir ­
able to use optical data l inks, or even hard wire systems. Potential  
interference with the other subsystems of the ReAtMent system is also 
a consideration. For example, a large dish antenna may obstruct the 
view of the object direction and range measurement means. Another
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consideration is immunity from transmission noise. This might be 
accomplished by the use of error detect ion/correction coding and/or 
spread spectrum techniques which provide processing gain. Yet another 
consideration is the requirement for synchronous or asynchronous 
operation.
In g e n e ra l ,  the communications means w i l l  be the l a s t  major 
subsystem to have i ts  parameters determined other than the selection 
of the technology ( i . e .  radio, o p t ica l ,  e tc . )  used to implement i t .  
This is because the communications means does not play a determining 
factor in the overall  accuracy or performance capabi l i t ies  of the 
ReAtMent system, except fo r  the  speed of  o p era t io n ,  and th is  is 
usually l imited by the computational means.
C. THE "SIMPLE" GENERALIZED ReAtMent SYSTEM
For the moment, step back and consider the simplest possible 
generalized ReAtMent system. For such a system, the following as­
sumptions are made: 1. The sizes of the two platforms and the object 
are very small compared to the distances separating them, thus the 
problem reduces to one single, determinist ic three dimensional t r i ­
angle; 2. The l ines of sight to two very distant bright point sources 
are the physical vectors measured, thus the physical vectors are 
measurable as determinist ic rather than probabil ist ic  vectors; and 3. 
The beamwidth of the device to be pointed is su f f ic ien t  to cover 
many times the size of the object,  thus some "slop" is provided for  
pointing errors introduced by the ReAtMent system.
D. ERRORS IN ReAtMent
Starting with the simple, generalized ReAtMent system defined
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above, i t  is possible to examine the effect of errors introduced by 
the ReAtMent system. This type of error manifests i t s e l f  in terms of 
the ReAtMent system reporting a va l id ,  but incorrect a t t i tude matrix.  
This is not an inconsistancy of terms. A ReAtMent system based on 
the Two Vector Method wi l l  always generate a valid a t t i tude  matrix in 
the sense that i t  is both orthogonal and unitary. However, because of 
errors in the physical vector measurement means, the incorrect PAR and 
AR may be computed. This is in contrast to some of the other att itude  
measurement schemes in which errors manifest themselves as errors in 
the individual matrix coeff ic ients .  Although the resulting matrices 
look reasonable, such coeff ic ient  errors result in invalid matrices in 
the sense that the matrix is no longer unitary or orthogonal. The 
effect  of using an invalid matrix is that the length of the vector, or 
the angles between two vectors operated upon by the same matrix may 
not be preserved, preventing a correct solution to a physical geometry 
problem. A singular value decomposition (see Golub) can be used to 
f ind  a le a s t  squares es t im at ion  in terms of a 1i n e a r , orthogonal 
matrix, but even here, there is no useful way to specify the error 
associated with the matrix.
A more e f f ic ie n t  way to define the level of error in an att itude
matrix is by the maximum angular difference between a vector operated
on by the measured ( i . e .  calculated) att itude matrix, [M], and the
correct matrix [C l .  Call th is maximum anqular error EL J - max
Imagine a vector, V, operated on f i r s t  by the inverse of the 
correct matrix, and then by the measured matrix. I f  the two matrices 
[C] and [M] are the same then the vector w i l l  be transformed back
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upon i t s e l f  and w i l l  s u f fe r  no t ransform at ion  e r ro r  due to the  
measured matr ix.  I f ,  however, [M] is d i f fe re n t  from [C] then the
operation can be combined into a single error matrix [E] as shown in 
def in i t ion  5 .1 .
[E] = [M][C]_1 (def .  5.1)
This matrix allows the angular e rror ,  Ey, (result ing from the use of
the measured rather than the correct matrix) to be evaluated for  
A
any vector, V, by using equation 5 .1 .
cos_1(Ev) = ([E]V)tV (eq. 5.1)
A
I t  can now be seen th a t  i f  V is p a r a l l e l  to the PAR of [E]  then 
there w i l l  be no transformation error .  I f  V is perpendicular to 
the PAR of [E] then the error w i l l  be a maximum with a value equal 
to the AR of [E ] ,  A R ^  . Thus i f  [E] is specified for a ReAtMent 
system, then the maximum tolerable  transformation error is specified 
for the ReAtMent system.
E. ESTABLISHING A ReAtMent SYSTEM ERROR BUDGET
The rea l  question f o r  the designer of a ReAtMent system is  
how accurate each of the major subsystems must be to y ie ld  a specified 
overall system accuracy. To arr ive  at a start ing estimate, f i r s t  
evaluate the problem using the worst case anticipated and assume 
a p e r fe c t  ReAtMent system e x i s t s .  The basic t r i a n g l e  in three  
dimensions is shown in f igure 5 .2 .
In t h i s  f i g u r e ,  the angle ,  o < ,  range to the o b je c t ,  R, and 
interplatform separation, D, are measured in the coordinate system of 
platform 1, giving enough information to solve the t r ia n g le .  Thus 





Figure 5.1 Basic Three Dimensional Triangle
dq  -  Dsinc^^R + Rsino^^D + R(Dcos o<r- R)^ex. ( eq 5 3)
”  (R2 + D2 - 2DRcoso^)
The equation 5.3 gives the tota l  derivative of in terms of the
i
part ia l  derivatives of R, D, and . 'Thus i t  is possible to predict  
the magnitude of the error in f t  based on errors in these parameters. 
This is the c r i t i c a l  parameter of interest since i t  is the one which 
corresponds to the pointing accuracy of the device on platform 2 which 
is to be pointed at the object.  The range to the object from platform 2
can be calculated from equation 5 .4 .  
Rsin (eq. 5.4)sin 0
The c r i te r io n  for saying that the t r iang le  has been solved d i re c t ­
ly  is that the l ine  of length r and angle 0  start ing at platform 2 
must terminate within the volume of the object.  I f  the object can be 
assigned an e f fec t ive  radius, as seen from the platforms then
the a l low ab le  e r ro r  in the angle ft  is given by equation 5 .5  as 
L P  -  t a n '1!— '" r j  ■) (eq. 5.5)
Looking at equation 5 .3 ,  i t  would seem that the worst case occurs 
when D and R are approximately equal and o»C is close to zero. This 
corresponds to the object being almost on top of platform 2. This is
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an u n re a l is i t ic  case because i f  th is  were so, the device to determine 
the range and direct ion to the object would have been located on 
platform 2, making the ReAtMent system unnecessary. In the same 
l i g h t ,  i f  o c  were near f j f  •, t h i s  would correspond to the  ob ject  
being nearer to platform 1 and the device to be pointed would have 
been located on platform 1, again making the ReAtMent system un­
necessary.
In a r e a l i s t i c  case, would be between 7 T / 4  and I f  12. and 
R would be on the same order of magnitude as D, meaning that the error  
i n ^  would be roughly equal to the error in .
Since the ob jec t  d i r e c t io n  and range measurement means is
supposed to produce a l in e  from platform 1 and terminating within
the volume of the object ,  i t  is reasonable to s tar t  the development
of  the error budget with th is  subsystem. Let Rmax be the maximum
range to the object and then the half-beamwidth of the object d irect ion
measurement means is given by tan (^obj^max^' accurac^ ° f
the  range measurement should then be + R0bj » or expressed as a
f rac t ion  R„k-;/Rm=„- obj max
The e f f e c t i v e  rad ius  o f  the re s p e c t iv e  p la t fo rm s ,  (P^ and 
P2) ,  and the maximum separation between the platforms, Dmgx determine the 
required accuracy of the position measurement means to be (P^ + R2^^ m a x  
(or the smaller of Pj or P2 ) in range and tan~^(P2^max^ 1n an9^e -
Assuming that a perfect  ReAtMent system is used, specifying the 
above accuracies should guarantee that the three dimensional t r ia n g le  
is solved to the accuracy permitted by the physical geometry. In 
a real ReAtMent system, there w i l l  be an error matrix [E ] ,  as described
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above, which could produce a maximum error of ARj-̂ --j in the pointing 
angle @ . Equation 5 .3  should th e r e fo r e  be ammended to include  
a term to account for the ReAtMent system error .  Clearly,
th is  e r ro r  should be less than t a n - "*"( R , . /Rm ) and in general
OD J ITlaX
should be about 1 or two orders of magnitude below this  value to make 
the error contribution of the ReAtMent system negl igible in comparison 
with the other major system components.
To examine the e f fect  of specifying the error matrix angle of 
r o t a t i o n ,  consider th a t  i f  a physical vector  V were measured by 
pla t fo rm  1, i t  would appear to p la t fo rm  2 as [C ]V ,  but would be 
reported as i f  i t  were [E ] [C ]V  with a maximum possib le  e r ro r  of  
AR|-£-j. Since both platforms have roughly ( i f  not exactly) the same 
physical vector measurement means accuracy, the combined measurement 
accuracy must be better  than e ] * Assuming a gaussian distr ibut ion  
and using a 3 0 "  level of confidence, i t  is reasonable to specify 
the accuracy of the physical vector  measurement means as being 
(1/6)AR[ e ] .
This ana lys is  has now covered the c r i t i c a l  subsystems whose 
accuracy must be specified to determine how accurately the tr iang le  
in three dimensions can be solved. For various reasons, i t  may not 
be possible to obtain the various accuracies specified using the worst 
case, f i r s t  cut methodology suggested above. Furthermore, the  
various errors do not combine in a n icely separable fashon to allow an 
easy analyt ical t radeoff  between the accuracies of the various com­
ponents. Therefore, i t  is suggested that the techniques developed in 
previous chapters be used in a computerized parametric analysis of the
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worst expected case to determine r e a l i s t i c  tradeoffs between the 
accuracy specifications for the various subsystems.
F. SUMMARY OF ReAtMent CONSIDERATIONS
In order to specify the technologies used and the accuracies 
required of the various components of the ReAtMent system, i t  may be 
necessary to evaluate the physical geometry of the overal l  system in 
i t s  worst case. This determines the required  accuracies  o f  the  
position measurement means, the object direct ion and range measurement 
means, the  device  to be p o in te d ,  and the ReAtMent system. The 
o p e ra t io n a l  environment in which the system is  re q u ire d  to work 
determines the av a i l ia b le  physical vectors and thus the technologies 
necessary to measure them to the accuracy required.
The ve loc i t ies  and r e la t iv e  rotational rates of the platforms 
determine the required update rate  to keep the device pointed at 
the  o b je c t .  This d r ives  the s p e c i f i c a t io n  o f  the  computat ional  
means throughput rate  and the capacity of  the communications means.
The above formulas are f i r s t  cut approximations to the accuracies 
of the various systems which would be required to solve the overall  
problem to the  l i m i t s  imposed by the  actual physical geometry.  
Tradeoffs must usually be made fo r  cost, weight, and other reasons, 
thus i t  is necessary to perform a parametric analysis of the worst 
case to determine the allowable t radeoffs .
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CHAPTER V I:  MEASURING PROBABILISTIC VECTORS WITH ELECTROOPTICAL 
SENSORS
A. OVERVIEW
The f i r s t  f iv e  chapters have progressed from the basic concepts 
of ReAtMent through the analysis of a generalized ReAtMent system. 
Before performing some simple experiments to i l l u s t r a te  some of the 
concepts developed, i t  is worthwhile to digress s l ig h t ly  and study 
a class of electrooptical sensors which are capable of reporting
physical vectors d i re c t ly  in terms of probabi l ist ic  vectors. These 
sensors ( in  p a r t i c u l a r  a t e l e v i s i o n  camera) w i l l  be used in the  
experimental work reported in the next chapter.
B. WHAT A VIEWED OBJECT LOOKS LIKE
Section B of chapter I showed that detectable volume elements of  
a viewed object are essent ia l ly  those on i ts  surface ( i . e .  have a
clear 1ine-o f -s ight)  which have a non-zero contrast ( i . e .  the energy 
emmitted by the  volume element over the o p t ic a l  passband of the  
observer is d i f fe re n t  from that of the background).
For objects in the atmosphere, two other factors must be taken
into account. The most obvious is absorbtion of some of the energy
by the molecules in the path between the object and the observer, 
Result ing in a net loss of energy received from the ob ject  and 
hence a reduction in the apparent contrast of the object .  The other 
effect is the scattering of the energy by partic les in the path, which 
has the e f fec t  of increasing the volume of space emitting a detectable  
energy difference from the background. Thus, th is  e f fect  can cause 
an apparent a l terat ion in the size or shape of the viewed object.
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However, since the energy density,due to the scat te r ing , is  always 
less than from the source i t s e l f ,  the region surrounding the object 
w i l l  have a lesser contrast than the object i t s e l f .
This gives credence to  the  use of  a p r o b a b i l i s t i c  vector  to 
describe the direct ion to the object.  Those regions with a detectable 
energy di f ference can not be ruled out as candidates for  the location 
of  the o b je c t  based on the in fo rm at io n  a v a i la b le  to  the  sensor.
The calculat ion of the apparent size and shape of an object due 
to scattering and transmission losses through the atmosphere is ,  in 
general, quite complex and fa r  beyond the scope of th is  discussion.  
The interested reader should consult The Infrared Handbook for a 
concise treatment of the fundamental physics and the current ( i . e .  
1978) s ta te -o f - th e -a r t  in these topics. On the basis of the author's 
personal observations and reading of applicable l i t e r a t u r e ,  i t  is 
reasonable to assume that the effects  of  scattering are appreciable 
only when the object (or a portion of the path) passes through an 
aerosol and the source is s ig n i f ic a n t ly  brighter than the background. 
Common examples of th is  are s t re e t l ig h ts  in a fog, or the halo around 
the moon when seen through high clouds. When the object is a dark 
source ( i . e .  emits less energy than the background) the e f fec t  of 
scattering w i l l  be to reduce the apparent size of the source. Common 
examples of th is  are a red f i r e  hydrant seen in a fog, or an a i rc ra f t  
viewed in daylight through th in  clouds. Perhaps the most s tr ik ing  
common example of shape and size a l te ra t ion  is a searchlight (or high 
in tensi ty  f la s h l ig h t )  in a fog. The scattering produces a large bright  
region ju s t  in front  of the unit and makes the beam appear as a bright
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column, wh i le  d im in ish ing  the apparent s ize  o f  the dark body of 
the unit .
Thus, when designing a ReAtMent system where the  d i r e c t io n  
to a viewed object is to be used as a probab i l is t ic  vector, i t  is 
highly desirable to select an object which appears as a bright  point 
source. This w i l l  give a high contrast (making acquisition easier by 
the observer) and effects  of  scattering w i l l  at most increase the 
apparent size of the object in a symmetrical fashion.
C. USING THE DIRECTION TO A VIEWED OBJECT AS A PROBABILISTIC VECTOR
When is i t  appropriate to use the direction to a viewed object 
as a physical vector? This question must be answered c a re fu l ly  in the 
design of  a ReAtMent system based on e l e c t r o o p t i c a l  d i r e c t i o n a l  
measurement. The most important consideration is that the object be 
s u f f ic ie n t ly  d istant  from the two observers (see f igure  5 .1 )  so as to 
appear to be in the same direct ion to e i ther  observer (within the 
accuracy of th e i r  respective d irect ional  measurement means). In a 
real world t r ia n g le  in three dimensions, i l lu s t ra te d  in f igure 5 .1 ,  
th is  is impossible since the apex angle of the t r ia n g le  w i l l  always be 
f i n i t e .  However, i f  th is  angle can be e f fe c t iv e ly  brought to zero at 
the angular  q u a n t iz a t io n  le v e l  used to solve the  t r i a n g l e ,  then 
the two long legs of the t r ia n g le  w i l l  become e f f e c t i v e ly  p a r a l le l .  
Thus the direct ion of these two legs w i l l  both be members of  a uniform 
vector set and f u l f i l l  the de f in i t io n  of a physical vector.
The quantization error in angular measurement is e f f e c t i v e ly  set 
at one h a l f  the angular subtense of the largest pixel in the observer's 
sensor. Denoting the tota l  angular subtense of the largest pixel as
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''obs* aPParen  ̂ ius of the object as , the distance between
the object and the observers as D, then the range, r ,  beyond which the 
apex angle can e f fe c t iv e ly  be considered as zero is given in equation 
6 .1 .
r = 2D/LQbs (eq. 6.1)
The range beyond which the object w i l l  appear as a point source is 
given by equation 6 .2 .
r ■ 2W Lobs 6 -2)
Thus for a determinist ic solution to the ReAtMent problem, the viewed
objects, whose directions define measured physical vectors, must be
beyond the ranges given by both equations 6.1 and 6 .2 .
To examine the case for describing a physical vector as a proba­
b i l i s t i c  vector, allow the separation, D, to go to zero so that  there 
is only one observer. Now equation 6.1 is sat is f ied  for  any range and 
i f  the viewed object is closer than the range specified in equation 
6.2 ,  i t  may subtend more than one p ixe l .  The direction to this  object 
is now given as a probabi l is t ic  vector, ye t ,  i t  s a t is f ie s  the c r i t e r i a
to qual ify  as a physcial vector.
The common practice in specifying the direction to an object 
which subtends more than one pixel is to specify the pixel containing 
the centro id  of  the  o u t l in e  of  the o b je c t .  This is  based on the  
premise that  a l l  pixels f a l l  into one of two classes, e i ther  they
include some of the image of the object ,  or they don’ t .  The resulting
uniform probabi l i ty  density in each p ixe l ,  judged to contain some 
portion of the object,  makes the pixel containinig the centroid of the 
o u t l in e  the  most l i k e l y  p i x e l ,  MLP, to s t i l l  include the viewed
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object  i f  the range to the ob ject  were to increase to the point  
where the object appears in only one p ixe l .  By using a probabi l ist ic  
vector to describe the direction to the object,  a better  approximation 
to the MLP is possible, since those pixels containing less of the 
image of the object would have a lower contrast and thus a smaller 
assigned probabi l i ty .  The MLP would be chosen as the one containing 
the "center of probabi l i ty  mass". Thus, the use of probabi l ist ic  
vector theory represents an improvement in the s ta te -o f - th e -a r t  in 
determining the direction to an object.
D. THE CONCEPT OF A PARTITIONED FOCAL PLANE
The lens of a sensor serves to map directions in space (which 
are characterized by two angular parameters) into points on the focal 
plane (characterized by two l inear  parameters). To i l l u s t r a t e  th is ,  






Figure 6.1 Simple Optical Directional Measurement Model 
Before using th is  simple optical directional measurement model, 
i t  is necessary to j u s t i f y  some of the impl ic i t  assumptions used. 
This model is based on the use of geometric optical ray tracing which 
treats optical energy as i f  i t  were composed of streams of photons
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that behave independently of each other. This approach works well
for  systems whose dimensions are usefully  quantized in increments
which are on the order of many wavelengths. For most optical devices 
this approach is valid as the smallest dimensions of component regions 
are on the order of tens of microns while the wavelength ( for  v is ib le  
l igh t )  are on the order of ha lf  a micron. Also, the dimensions of 
the lenses themselves and the active areas of the focal plane are on 
the order of tens of mill imeters (or hundreds of thousands of wavelengths).
Since we are interested in measuring the direction to an object 
which represents a physcial vector, the rays orig inating from incre­
mental elements of the object 's  surface which arrive at the sensor are 
a l l  e f fe c t iv e ly  p a ra l le l .  The design of the optical system represented 
by the ideal thin lens shown in f igure 6.1 is such that a l l  paralle l  
incoming rays w i l l  be deflected so as to meet at a common point on the 
focal plane which is at a distance, f ,  from the center of the thin  
lens. Since a l l  rays converge at a point,  i t  is easy to obtain the 
location of th is  point on the focal plane by tracing the ray which 
passes through the 'center  of the lens. This ray is not deflected by 
i ts  passage through the lens, thus, i f  i t  makes an angle of 0 entering 
the lens, i t  w i l l  s t i l l  have the same angle ( re la t iv e  to the optical  
axis) upon exit ing the lens. Thus, the distance, D, on the focal
plane between the point image of the viewed object and the in te r ­
section of the optical axis with the focal plane, is calculated as 
shown in equation 6 .3 .
D = f tan(0)  (eq. 6.3)
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Thus, there is a 1 to 1 mapping of 0 into D. I f  the focal plane 
is part it ioned into regions D wide, th is  e f fe c t iv e ly  part i t ions  
the f ie ld -o f -v ie w  of the sensor into a set of contiguous, nonoverlap­
ping pixels with non-uniform individual  f ie ld s -o f -v iew .  The re la t io n ­
ship between 0 and D is given in equation 6 .4 .
d0 = d (a rc tan (D / f ) )  = (1 / (1  + ( D / f ) 2) ) d ( D / f ) = ( f  + D2/ f ) -1 dD (eq. 6.4)  
Thus, i f  the increments of D are uniform, then the pixels near the 
center of the focal plane w i l l  subtend larger angles than the pixels 
near the edge of the f ie ld -o f -v ie w .  The center pixel (D = 0) w i l l  
have a f ie ld -o f -v ie w  subtending an angle of ^  D /f  radians. This 
varying pixel subtense must be accounted for when using e lectro-  
optical devices.
In spite of th is ,  the par t i t ion ing of the focal plane results in 
a set of pixels  which cover the to ta l  f ie ld -o f -v ie w  without over­
lapping. This can be shown from the non-overlapping of the partit ioned  
regions on the focal plane and the 1 to 1 mapping of between 0 and
D. Thus, a true point image can f a l l  in one and only one p ixe l .  The 
part i t ion ing of the focal plane also allows the energy received by the 
respective regions to be reported independently. Thus the partit ioned  
focal plane allows the image of an object subtending more than one 
pixel to be reported as a probabi1i s i t i c  vector.
E. DIRECTIONAL PROPERTIES OF ELECTROOPTICAL SYSTEMS
An actual optical sensor w i l l  not have a simple th in  lens, but 
rather an optical system consisting of a number of optical components 
such as lenses, prisms, and mirrors. Each of these optical systems 
are characterized by the presence of front  and rear  nodal points.
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This allows the optical system to be modeled as a "black box" when 
determining i t s  d i r e c t io n a l  t r a n s f e r  p ro p e r t ie s .  To understand 
why th is  is possible, i t  is necessary to remember that the optical  
system is s p e c i f ic a l ly  designed to form an image on the focal plane. 
This means that the incoming para l le l  rays from one element of the 
scene w i l l  a l l  be deflected so as to a l l  converge at one spot in the 
focal plane and thus form the image of that  object.
When measuring the physical vector representing the direction to 
an object,  consider the object to be partit ioned into volume elements 
approaching a mathematical point.  Do the same for the volume elements 
of the front of the optical system. Each of the l ines ( i . e .  rays) 
jo ining volume elements of the respective bodies is a member of a 
uniform vector f i e ld  which defines the physical vector.
At this point,  a rigorous analysis requires the use of an optical  
analysis technique known as a ray t race ,  where each of the incoming 
rays is traced through the optical sytstem (using Snell 's  law and the 
principles of re f lec t ion )  to the point at which the ray intersects the 
focal plane. In chapter 2 of Ehling's book on Range Instrumentation 
a very concise treatment of geometrical optics is given for re fract ive
* i.
optical systems. Similar results hold for re f le c t ive  optical systems. 
For the convenience of  the re a d e r ,  some of  the e s s e n t i a l ,  well  
known, def in it ions are given below:
1. Nodal points are characterized by the fact that a ray emerging 
from the rear of a nodal point of an optical system is para l le l  to the 
ray impinging on the front nodal point of an optical system. Nodal 
points are always located on the optical axis. Every re fract ive
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optical system has at least two nodal points and every re f le c t ive  
optical system has at least one nodal point.
2. The aperature  stop l i m i t s  the s ize  of the bundle of  rays 
which traverse the optical system. This is usually expressed as an 
F/# which is the ra t io  of the focal length of the optical system to 
the diameter of the entrance pupil .  The brightness of the image is 
inversely proportional to the square of the F/#.
3. The f ie ld  stop l im i ts  the f ie ld -o f -v ie w  of the optical system. 
In general, a ray trace must be performed to determine which aperture 
(or lens diameter) serves as the f i e ld  stop. For the th in  lens shown 
in f igure 6 .1 ,  the f ie ld -o f -v ie w  is l imited by the extent of the focal 
plane. For the thick lens shown in f igure 6 .2 ,  the f ie ld  stop is 
formed by the diameter of the aperture behind the rear lens, while the 
aperture stop is formed by the diameter of the front  lens.
4. The foca l  length of  the o p t ic a l  system is defined as the  
distance from the principal point of the lens to the plane of best 
average image d e f in i t io n .
outgoing ray
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Figure 6.2 I l lu s t r a t io n  of a Refractive (Thick Lens) Optical System.
5. The principal points of an optical system are defined by the 
property that a small point object placed at one principal point w i l l  form
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an image of the same s ize  at the other p r in c ip a l  p o in t .  I f  the  
i n i t i a l  and f in a l  medium have the same index o f  re fract ion (e .g . ,  a i r  
in front of and behind the lens) then the principal and nodal points 
coincide.
Using the above, wel l  known, d e f i n i t i o n s ,  i t  is  possib le  to  
analyze the directional transfer characterist ics of the re fract ive  
( thick lens) a x ia l ly  symmetric optical sytem shown in figure 6 .2 .  The 
incoming ray shown is a selected member of the set of incoming rays 
whose extension (dotted l ine )  would pass through the front nodal point  
making an angle of 0 with the optical axis.  By performing a ray 
t race,  using the actual indices of refraction and curvatures of the 
lenses, i t  can be shown that th is  ray w i l l  e x i t  the optical system in
a direction which makes the same angle 0 with the optical axis when
extended back in to the  o p t ic a l  system (dot ted  l i n e )  through the  
rear nodal point. This is a direct  consequence of the deliberate  
design of the optical system used to form the image on the focal
plane. Since the distance to the viewed object defining the physical 
vector is many orders of magnitude larger than the nodal separation,  
i t  is usually possible to ignore the separation and trea t  the optical  
system as an equivalent th in  lens located at the rear nodal point, as
shown in figure 6 .1 .  In th is  respect, i t  is possible to model the
optical system of an electrooptical sensor as a "black box" with
two nodal points and a r e s t r i c t i o n  on the maximum angle th a t  an
incoming ray ( i . e .  d irect ion)  can make with the optical axis and s t i l l
be within the f ie ld -o f -v ie w  of the sensor.
Since not a ll  optical systems are r a d ia l l y  symetric (about the
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optical axis) i t  may be necessary to specify the projected angle that  
an incoming ray makes with the optical axis on two mutually orthogonal 
planes (analogous to an azimuth and an elevation plane). This is 
especially  true in the case of a scanning optical system such as a 
FLIR (foward looking in f r a r e d )  or a t e l e v i s i o n  camera where the
f ie ld s -o f -v iew  in the horizontal and vert ica l  planes are d i f fe r e n t .
I t  should also be mentioned that in the case of "folded" optical  
systems where the optical axis changes spatial or ientat ion ( e .g . ,  via  
a mirror)  as i t  passes from the front lens through the optical system 
to the focal plane, the direction of the optical axis in free space is 
considered to be defined by the optical axis external to the e lectro-  
optical device.
F ina l ly ,  i t  should be remembered that  the simple model of a thin  
lens placed at the location of the rear nodal point of the actual 
optical system, is adequate for  a f i r s t  cut analysis of the directional  
measurement properties of an electrooptical device. However, in the 
cases where the directional resolution of the e lectrooptical device is 
not l imited by the par t i t ion  size of the optical plane, but rather by
the performance of the optics, i t  is necessary to perform a ray trace
or actual measurement of the optical system to account for the effects  
of d i f f r a c t io n ,  the various abberations (spherical abberation, coma, 
astigmatism, curvature of f i e l d ,  and chromatic abberations) as well as 
lens defects such as decentration, d is to r t ion ,  and f l a r e .  The net 
result of these problems is to make the bundle of incoming rays to 
converge at a spot rather than at a single point on the focal plane.
A b r ie f  description of these well known abberations and defects is
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given in Ehling (and other optical texts)  which w i l l  be condensed here 
for the convenience of the reader.
D i f f r a c t i o n  is the r e s u l t  o f  the wave p rop er t ies  of l i g h t  
incident on a f in in t e  aperture which l imits  the angular resolution 
possible with an ideal optical system. The d i f f rac t ion  l im i t  is given 
in equation 6 .5 .
1.223-/D (eq. 6.5)
where o<  is the angular resolution in radians, A i s  the wavelength of  
the l ig h t ,  and D is the diameter of the aperture.
Spherical abberation is produced when rays incident on d i f fe rent  
zones of the lens focus at d i f fe ren t  places along the optical axis 
( i . e .  have d i f fe re n t  focal lengths). This results as a point object 
being imaged as a blurred c i rc le .
Coma results from the la tera l  magnificataion not being constant 
in a l l  annular zones of the lens. This results in the central rays 
imaging at one point while the outer rays image alongside rather than 
at that point.
Astigmatism is an abberation which causes an o f f - a x i s  point  
source to be imaged as two mutually perpendicular short l ines located 
at d i f fe rent  distances from the lens.
Curvature of f i e ld  refers to the differences between the surface 
of least confusion ( i . e .  best focus) and a plane.
Chromatic abberation r e s u l ts  because the lens m a te r ia l  has 
di f fe rent  indices of refraction for  d i f fe re n t  wavelengths of l ig h t .  
This results in the lens having d i f fe re n t  focal lengths for d i f fe rent  
wavelengths of l ig h t .  Since the energy from the scene contains many
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many d i f fe re n t  wavelengths ( i . e  is polychromatic), the image of a 
point source in the scene is a series of monochromatic r ings.
Among the lens defects, decentration occurs when the center of  
curvature of the lens does not coincide with the optical axis , making 
the lens act as i f  i t  were an ideal lens plus a th in  prism. Hence, 
the optical axis deflects  as i t  passes through the center of the 
lens.
Distortion refers to the image forming at a location other than 
that  predicted by geometric optics and can be due to variat ions in 
the index of re frac t ion  of the lens, or surface curvatures. Usually,  
distort ion results in a radia l displacement of the image due to the 
symmetry in the manufacturing process for  the lens.
Again, i f  the  p a r t i t i o n  s ize  o f  the  fo c a l  plane l i m i t s  the  
angular resolution, then the optical system can be modeled v ia  the 
simple equivalent th in  lens. However, i f  the performance of the 
optical system is the l im i t ing  fa c to r ,  then the appropriate ray trace 
analysis or a suitable ca l ib ra t ion  procedure must be performed to 
establish the actual f ie ld -o f -v ie w  of each pixel and the "leakage" of 
the image of a point source from one pixel to the adjacent p ixe ls .  I t  
should be noted that various image processing techniques exis t  to 
"enhance" the image obtained in the presence of such leakage. However, 
these methods are la rge ly  empirical in nature and re ly  on some know­
ledge of the "ideal" image. The interested reader should consult 
texts on image processing for  d e ta i ls .
I t  is interesting to note that the p robab i l is t ic  vector approach 
is not severely degraded by such leakage. The energy leaked into the
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adjacent pixels is usually much weaker than the energy incident on the 
intended p ixe l .  This results  in the equivalent of some of the prob­
a b i l i t y  mass associated with a pixel s p i l l in g  over into adjacent 
pixels. When analyzed in terms of information content, and speaking 
of the simple case where the image of the object should l i e  e n t i re ly  
within one pixel based on i ts  geometrical angular subtense, the sensor 
has received su f f ic ien t  information to know that the object 1. is 
present, 2. l ies  in the solid angle subtended by a group of pixe ls ,  3. 
the s o l id  angle represented by the group of  p ixe ls  covers, but 
does not necessarily correspond to the actual angular subtense ( i . e .  
shape) of the viewed object ,  4. Those pixels known to contain both the 
background and a part of the object w i l l  have a lesser contrast than 
those p ix e ls  which contain  on ly  the o b je c t .  In th is  case, the  
adjacent pixels contain fa lse  information ( i . e .  they do not acutally  
view a part of the ob ject ) .  Thus too f ine  an angular resolution has 
been attempted. The probabi l ist ic  vector approach w i l l  "correct" 
for th is  by declaring the object to l i e  within a group of pixels (or 
equivalently  a larger single p ixel)  which does cover the direction to 
the object .  In this sense, the probabi l ist ic  vector methodology can be 
said to generate a minimal solid angle within which the direction to 
the object is known to be, consistant with the information available  
to the sensor.
F. CONVERTING OPTICAL TO ELECTRICAL ENERGY
In order to process the energy reaching the focal p lane,  i t  
must be converted into an e lec tr ica l  signal v ia  a suitable detector.  
Before discussing the various methods of part i t ion ing the focal plane,
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i t  is worthwhile to  d igress fo r  a moment to give the reader an 
overview of some of the various mechanisms by which optical energy is 
converted into e le c t r ic a l  energy in electrooptical sensors.
When a semiconductor material such as s i l icon ,  PbS, HgCdTe, etc.  
is il luminated with photons having the required energy to produce free  
carr iers  in the bulk of the mater ia l,  the conductivity of the semi­
conductor changes. This is known as the photoconductive e f fec t .  When 
these free carr iers are produced in the depletion region of a p-n 
junction, the voltage across the junction changes. This is known as 
the photovoltaic e f fec t .
When a photoemmissive surface (e .g . ,  Cs-Sb) is i lluminated with 
photons of suff ic ient  energy, electrons are freed from the surface 
and can be swept to a anode by an e lec t r ic  f i e ld  to produce a current.  
This is known as the photoelectric e f fe c t .  I f  the electrons acquire 
enough energy from the accelerating f i e l d ,  they can cause the emis­
sion of many more electrons from the surface of the anode. These 
electrons can then be swept to a higher voltage anode, etc. unti l  a 
suitable current is produced. This process is known as photomulti- 
pl ica t  ion.
When photons impinge on a crystaline responsive element (e .g .  
t r ig ly c in e  sulphate, t r ig lyc id e  f lu ro brey l la te ,  or t r ig lyc ine  selen- 
ate, abbreviated TGS, TGFB, and TGSg respectively)  the induced tem­
perature r ise alters the dipole moment of the crystal and produces 
an observable external e le c t r ic  f i e ld .  This is known as the pyro­
e le c t r ic  e f fe c t .
The interested reader is referred to chapters 8 and 9 of Kruse
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et a l , Elements of Infrared Technology for  a detailed description of 
the photovoltaic e f fect  and to The Infrared Handbook fo r  a s ta te -o f -  
th e -a r t  (1978) detailed discussion of these effects  and th e i r  app l i ­
cations in converting optical energy into e le c t r ic a l  signals. The 
major reason for  reviewing these effects is that they are a l l  used in 
electrooptical devices with part it ioned focal planes, and the char­
ac te r is t ic s  of these techniques influence how the focal planes are 
p a r t i t io n e d .
G. FOCAL PLANE PARTITIONING IN ELECTROOPTICAL DEVICES
A l l  o f  these e f f e c t s  have been implemented in s ing le  p ixe l  
d e te c to rs  and in arrays of d e tec tors  placed in the  foca l  p lane.  
F i r s t ,  examine the focal plane structure of an array of discrete  
detectors as i l lu s t ra te d  in f igure 6 .3 .  Using th is  approach, each 
individual detector requires a separate a m p i l i f ie r  which means that at 
least one lead per detector must e x i t  the focal plane. Also, there 
must be both p h y s ic a l ,  e l e c t r i c a l ,  and o p t ic a l  i s o l a t i o n  of the  
detector from i ts  neighbors. This prevents an array of discrete  
detectors from forming a set of pixels which cover the ent ire  f i e l d - o f -  
view of the sensor i f  the optics were capable of forming a true point 
image of a point source in the scene.
 active area of detector
hous ing  f o r  i n d i v i d u a l  
detector




To i l l u s t r a t e  t h i s ,  consider the case where the point image 
fa l ls  on the housing of the detector rather than the active area of 
the detector. The point source in the scene (and hence the direction  
in space which i t  represents) would then be in a blind region where i t  
would not be detected, although i t  is within the overall  l imits of the 
sensor's f ie ld -o f -v ie w .  This situation can be remedied by using a 
less perfect lens which would present a spot rather than a point image 
on the focal plane. Assuming that the spot size is just  s l ig h t ly  
smaller than the detector active area, and that the insensitive region 
(due to the housings for the individual detectors) between adjacent 
detectors is much smaller than the size of the active area, then the 
spot would image on at least one and at most four of the detectors.
Under these c ond it ions ,  consider th is  approach in de f in ing  
the f ie ld -o f -v ie w  of a single detector. Assume that the boundary of 
the image spot is defined by the minimum detectable energy contour. 
That is to say that the image spot cannot be detected unless some 
part of i ts  boundary f a l l s  within the active area of the detector. 
Then the f ie ld  of view of a detector would in e f fect  be defined by the 
angle subtended by the region betwen the active areas of the detectors 
on either side of the given detector.
Thus for  an array of discrete detectors, i t  is necessary to match 
the diameter of the spot image to be at least the largest distance 
between active detector areas (taking the shape of the active area and 
the layout of the array into account) and at most the minimum sep­
aration between the active areas of the non-adjacent detectors. This 
insures th a t  the e n t i r e  f i e l d  of view is covered by the set of
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reported pixels.
I t  is interesting to consider the case where the spot overlaps 
two or more detectors. Here, an above threshold contrast would be 
indicated on the two detectors ( i . e .  p ixe ls ) .  The shape and optical  
energy d istr ibut ion  of the image spot can be assumed to take the form 
of an e l l ipse  and el l ipsoidal  gaussian distr ibut ion respectively . The 
energy incident on each detector would be the integral of the optical  
energy density over the portion of the spot on the act ive area of each 
detector. While th is  is impossible to state e x p l i c i t l y  in the general 
case, i t  is reasonable to assume that the energy would divide roughly 
as the proportion of the spot in the f ie ld  of view of the respective 
pixels. This lends credance to the concept of probab i l is t ic  vectors 
as developed in previous chapters.
Another implementation of a partit ioned focal plane is where 
the sensitive material is spread continuously and uniformly over the 
focal plane but is scanned by an electron beam (e .g .  a televison 
camera). The incident i l lumination produces a non-uniformity on the 
scanned side of the sensitive material which can be modeled as an 
array of elemental capacitors, each corresponding to an elemental 
layer of the sensitive area. This is i l lustra ted in f igure 6.4 which 
also shows the appropriate models to describe vidicons using a photo- 
conductive, pyroelectr ic , or s i l icon diode sensitive mater ia l .  The 
interested reader is referred to chapter 13 of The Infrared Handbook 
for a more detailed explanation of th is  technology. For the purposes 
of defining the f ie ld -o f -v ie w  of the individual pixels, the technology 
employed to generate the charge d istr ibut ion scanned by the electron
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beam, is not s ig n i f ic a n t .  This is because the size of the region of 
the focal plane represented by the elemental capacitor in the model 
is much smaller ( ty p ic a l ly  on the order of 1 micron) than the electron 
beam diameter (approximately 35 microns). Thus, the electron beam 
covers many elemental capacitors, drawing current more rapid ly  from 
those capacitors in the center of the beam than those in the skir ts of 
the beam. This means that i f  the electron beam were pulsed for  a 
fixed amount of time onto a f ixed place in the sensitive area ( i . e .  
not scanning) the region of discharged elemental capacitors would 
grow with the time that the beam is l e f t  on. Thus, the scanning action 
of the beam determines the width of the region swept out on the focal 
plane.
The incident constant i l luminat ion from the scene can be assumed 
to provide a steady charging current to the elemental capacitors.  
Thus, the current in the beam, due to the sensitive surface area, is a 
measure of the optical energy (product of the i l lumination and time) 
incident on the focal plane. Since the amount of stored charge is 
l imited by the shunt resistance along the scanned surface, i t  is 
possible to arr ive  at a condition of saturation where the amount of 
beam current does not increase as the level of surface i l lumination  
increases. Practical vidicons take care of this problem by selecting 
an appropriate "integrat ion time" for  each pixel which is the time 
between interrogations of the same pixel by the scanning electron 
beam. This integrat ion time coupled with the dwell time on a fixed  
place of the senst ive  area e f f e c t i v e l y  determines the radius of  
the region of elemental capacitors which may be discharged. Thus, a
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l im i t  is placed on the extent of the pixel in the focal plane by the 
electon beam diameter, the integration time, and the dwell time.
i l lumination
incident—
shunt r e s i s t a n c e  
along re t ina  surface
electron beam
HH>
v i d e o  o u t
A: Photoemmissive model 
B: Pryoelectric model 
C: Photoconductive model 
D: Photovoltaic model
Figure 6.4 I l lu s t r a t io n  of Sensitive Focal Plane Scanned by Electron Beam.
Figure 6.4 is obviously not drawn to scale because i t  is intended 
to represent the general case rather than any specific technology.
The surfaces of the sensitive material are shown as wavy l ines rather  
than planar surfaces to indicate that the regions on e ither  side of 
the model are associated with the respecitve elemental capacitors.
Also, i t  is obvious that for any specif ic  appl ication, there would 
only be one type of model present as the sensit ive material would be 
either  photoemmissive, pyroelectr ic , photoconductive, or photovoltaic,  
but not a combination of these (assuming the current technology, 
i t  may be desirable to fabr icate  such a structure for special appl i ­
cations) .
Another consideration on this focal plane is the la te ra l  thermal 
c o n d u c t iv i ty  and the shunt re s is ta n c e  along the surface of the
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sensitive mater ia l.  This tends to spread out an image by in d i re c t ly  
inducing a signal in the elemental regions adjacent to the i l luminated  
ones. However, th is  e f fect  is in tent iona l ly  minimized in the design of 
the sensitive surface.
Since the electron beam is scanned over the in te r io r  surface of 
the sensitive mater ia l ,  the analog video output corresponds to that of 
a single detector scanned over the same tota l  f ie ld -o f -v ie w .  Consider 
that the most common mode of scanning is a raster scan with a 2 to 1 
in ter lace.  This means that the odd numbered l ines are scanned f i r s t  
and then the even numbered l ines. I f  the useable diameter of the 
electron beam is used to define the width of the area scanned in one 
l ine (defining the useable diameter of the beam as the diameter of the 
set of elemental capacitors discharged under saturation conditions),  
then the length of the pixel is defined by the length of time which 
the video output is integrated before sampling and the scan ra te .  I f  
the scan rate were r e la t iv e ly  slow in terms of the integrat ion in te r ­
va l ,  then the area swept out on the focal plane by the beam can be 
modeled as an e l l ip s e  with almost f l a t  sides para l le l  to the major 
a x is .  I t  is t h e r e fo r e  obvious tha t  a set o f  such p ix e ls  cannot 
cover the focal plane unless they overlap. This is not c r i t i c a l  for  
purposes of presenting an image, but is undesirable for the purpose of 
using the sampled values of the video as a measure of the in tensi t ies  
of the pixels since th is  makes i t  quite d i f f i c u l t  to adequately define 
the instantaneous f i e l d - o f - v i e w  of  a given p ixe l  because of  the  
overlap.
A more practical approach is to r e p e t i t iv e ly  sample the vidjfco
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output using a very narrow aperture time analog-to-d ig ita l  converter,  
which e f fe c t iv e ly  freezes the beam in one posit ion. I f  the sampling 
in terval is long enough, i t  produces the equivalent of an array of 
discrete detectors. This makes the comments regarding the deter­
mination of the f ie ld -o f -v ie w  of an array of the discrete detectors 
apply to the class of  electron beam scanned electrooptical sensors.
A s im i l a r  approach can be made in  ana lyz ing  the behavior of  
electrooptical systems which scan the instantaneous f ie ld -o f -v ie w  of a 
single detector to cover the to ta l  f ie ld -o f -v ie w .  I f  the detector  
output is  sampled over a s u f f i c i e n t l y  narrow time i n t e r v a l ,  the  
detectors instantaneous f ie ld -o f -v ie w  is e f f e c t i v e ly  f ixed in space. 
I f  the  sampling is  r e p e t a t i v e ,  then the eq u iva len t  foca l  plane
structure is again an array of discrete detectors.
H. EXPRESSING THE IMAGE OF AN OBJECT AS A PROBABILISTIC VECTOR
The preceeding sections have covered what a viewed object looks
l i k e ,  why i ts  d irect ion represents a physical vector, the concept of a
part it ioned focal plane, the directional properties of optical systems, 
how optical energy is converted into e le c t r ic a l  energy, and how the 
focal plane is e f f e c t i v e ly  partit ioned in electrooptical devices. 
These sections have provided the necessary background to discuss the 
core of th is  chapter: how the image of an object on a part it ioned  
focal plane can be expressed as the p robab i l is t ic  description of a 
physical vector.
Consider the s i tuat ion shown in f igure  6.5 where an object is
viewed by a parti t ioned focal plane electrooptical sensor. The object  
is s u f f ic ie n t ly  d istant  from the two observers ( fo r  c l a r i t y ,  only one
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observer ( i . e .  sensor) is shown) so that the direction to that object 
represents a physical v e c to r .  However, th is  ob ject  subtends a 
solid angle greater than the IFOV of one p ixe l .  I f  the object is 
partit ioned into volume elements which image in only one p ixel ,  then 
(assuming a uniform background), the contrast of that pixel w i l l  
depend on the percentage of the IFOV of the pixel which is f i l l e d  by 
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density
Figure 6.5 Object Viewed by a Partit ioned Focal Plane Sensor 
with Plot of Probabi l ity Density
Pixel # IFOV Center 9 Raw Normalized Probabi l i ty  Base Pixel
(mr) (mr) Contrast Contrast Density Prob. Density
1 T75 0 5  075 O  O  0.2/mr
2 1.2 0 1.0 0.5 0.5 0.4/mr
3 1.0 -1 .10 0.4 0.2 0.2 0.4/mr
Table 6.1 Derivation of Probabi l ist ic  Vector From Example Shown in 
Figure 6.5
Figure 6.5 is styl ized to i l lu s t r a te  the important features of 
the focal plane, rear node of the optical system, the f ie lds  of view 
of the various pixels, and the re la t ive  extent of the viewed object 
into the IFOV's of the respective pixels. The pixels are deliberate ly
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of d i f fe ren t  sizes to i l l u s t r a te  the most general case. The raw 
contrast of the pixels are obtained by computing the percentage of the 
pixel f ie ld -o f -v ie w  in which the object appears. The column labeled 
center of p ixe l ,  0, is the angular direction of the center of the 
pixe l ,  considering the front nodal point of the optical system as the 
origin of the "apparent sensor coordinate system". This terminology 
is care fu l ly  chosen as the front  nodal point appears to be the orig in  
of the sensor coordinate  system to the world beyond the sensor. 
However, as stated above, the rear nodal point of the optical system 
is the orig in  of the coordinate system used to define the subtense of  
each pixel on the focal plane.
I t  is appropriate to use the front nodal point as the apparent 
orig in .  Physical rotation of the sensor about an axis which passes
through th is  point w i l l  change the directions in f ree  space repre­
sented by the individual pixels in the manner expected as the result  
of operat ing  on these d i r e c t io n s  by the matr ix  generated using
that axis and angle. To see why th is  is true, consider that the
position of the image on the focal plane is determined by the angle 
which incoming ray makes with the optical axis when that ray passes 
through the front  nodal point.  The rotation of the sensor about the 
f r o n t  nodal point  changes the angle th a t  the ray  makes with the 
optical axis d i re c t ly  by the angle of rotation ( for  the case where the 
axis is perpendicular to the ray and the optical ax is ) .  I f  a rotation
were performed about the rear nodal point,  the spatial location of the
front nodal point of the optical system would change, thus changing 
the direction of the ray from the object to the sensor in free space.
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Looking at table 6.1 and f igure 6 .5 ,  once the raw contrast has 
been measured for each p ixe l ,  the algebraic sum of the contrasts ( i . e .
2) is divided into the contrast of each pixel to obtain the normalized 
contrast. This is done without regard for the d i f fer ing  sizes ( i . e .  
angular subtense ) of the pixels. The ju s t i f ic a t io n  for this is given 
in sections A and C of chapter I I .  Thus, the discrete probabil ist ic  
vector representing the direction to the object is given by the set 
-1.35 m r ,0 .3 ) , (0  mr,0 .5 ) , (1 .1  m r,0 .2$ -  where the f i r s t  entry is the 
angle of the directon in the center of the pixel ,  and the second 
entry is the associated probabil i ty. The usual form of the prob­
a b i l is t ic  vector would result in two angles (e .g . ,  0,0) being given 
(from the two dimensional focal plane) and would be specified in terms 
of a unit vector and associated probabil i ty  as shown in equation 2.2.  
This form of expression f a c i l i ta te s  using the concept of an elemental 
base pixel and rotation matrix as described in section D of chapter
I I .
I f  the probabi l ist ic  vector were to be mapped d i re c t ly  into the 
00 plane (or the 0 l ine in the one dimensional case used for this  
example), the probabil i ty  density would be as shown in the graph 
to the l e f t  of the focal plane in f igure 6 .5 .  The probabil i ty  density 
for each pixel is obtained by dividing the total probabil i ty  assigned 
to that pixel ( i . e .  i ts  normalized contrast) by its angular subtense. 
For the two dimensional case, th is  would allow the techniques devel­
oped in chapter I I I  to be used d i re c t ly .  Note that no correction for the 
posit ion of the pixel in the 00 plane is necessary (as per de f ­
in i t ion 3.9) because the probabil i ty  density is derived as an assumed
103
uniform distr ibut ion over the pixel based on a discrete measurement. 
Also, since any f i n i t e  object subtends a constant f i n i t e  solid angle 
regardless of the or ientation of the observer, the apparent subtense 
of the ob ject  ( i n  9) would vary with i t s  e le v a t io n  ( i . e .  0) in 
accordance with equation 3.8.
I .  SPECIFIC EXAMPLE OF A TELEVISION CAMERA WITH COMPUTER INTERFACE
The preceeding sections have dealt with the generalized e lectro­
optical sensor with a partit ioned focal plane. As a resu l t ,  the 
principles set for th  above apply to many devices such as focal plane 
arrays ( e . g . ,  charge-coupled devices with gated sensit ive elements 
coupled d i re c t ly  to the individual charge storage regions), image 
converter and image in te n s i f ie r  devices with appropriate scanning or 
other readout of th e i r  outputs, infrared scanners ( e .g . ,  a FLIR) and 
te levis ion cameras with appropriate computer interfaces. From the 
viewpoint of a v a i l a b i l i t y  and representative behavior, a te levis ion  
camera with appropriate computer interface is the most appropriate 
electrooptical device to use in the experimental work reported in the 
next chapter. Therefore, this  sensor w i l l  be examined in d e ta i l .
The te lev is ion camera selected for the experimental work is a 
COHU model 2800, with a sil icon in ten s i f ied ,  low l igh t  level vidicon 
and a 50 mil l imeter  fixed focal length lens. The output from the 
camera w i l l  be videotaped and fed into a Colorado Video model 274 
frame store which d ig i t izes  the in tensi ty  of each pixel and passes 
i t  to  a Hewlett-Packard 2114B minicomputer which expresses the  
direction to the viewed object as a probabi l ist ic  vector. These 
probabil ist ic  vectors can then be used to compute the probabi l ist ic
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att itude matrix describing the or ientat ion of the camera. Prior to 
proceeding to the experimental e f f o r t ,  a d e ta i le d  discussion of  
the camera and the associated equipment is presented.
The sensitive area on the vidicon is a region approximately 1/2
inch wide by 3/8 inch high on the anode of the vidicon. The de­
f l e c t i o n  c i r c u i t r y  in the camera scans the e le c t ro n  beam in the
vidicon over th is  sensitive area in a raster pattern every 1/60 of a 
second (one f i e l d ) ,  and uses a 2 to 1 inter lace ( a l l  odd numbered 
l ines are scanned f i r s t ,  then a l l  even numbered l in e s ) .  This gives 
one complete frame (two f ie ld s )  every 1/30 of a second. The complete 
frame consists of 525 horizontal l ines of which 482 occur between 
the vert ica l  blanking pulses thus presenting useable image in for­
mation. The device which memorizes a complete frame is called a frame 
store. This provides useable resolution of 482 l ines by 251 pixels 
per l ine .
Each pixel is represented by an 8 b i t  (256 level)  brightness 
level which represents the "normalized " ( i . e .  multiplied by a char- 
a c t r is t ic  scale factor)  amount of in band energy ( joules) received by 
the sensitive area of the vidicon covered by that pixel during one 
frame ( i . e .  1/60 second). This is proportional to the probabil i ty  
that the viewed object is within the f i e ld  of view of that particular  
pixe l .  The sensitive area of the vidicon is located at the focal 
plane of the optical system ( i . e . ,  camera lens) when the scene con­
taining the viewed object is in focus.
To determine the f ie ld -o f -v ie w  of each p ixel ,  i t  is necessary to 
c a lc u la te  t h e ^ \  0 on the foca l  plane fo r  each p ixe l  in both the
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horizontal and vert ica l  d irect ions.  Since a l inear  raster  scan and 
uniform video sampling is used, a l l  pixels on the focal plane w i l l  
represent the same sized regions on the focal plane. As a f i r s t  
approximation the width of each pixel on the focal plane w i l l  be 
approximately 0.0505 mm and the height w i l l  be 0.0198 mm, resulting  
in a n e a t ly  p a r t i t io n e d  foca l  plane o f  482 rows and 251 columns 
( i . e . ,  120,982 p i x e l s ) .
In assigning indices to  the p i x e l s ,  i t  is  necessary to take  
into account the numbering scheme used in the frame store, and the 
conventions used in the computer in ter face .  The frame store operates 
by sampling the video with a high speed ana log-to-dig ita l  converter 
and storing the 8 b i t  resu lt  in a charged-coupled dynamic random 
access memory. Design of the memory makes i t  convenient to orgainze 
i t  in terms of 512 l ines of 256 samples each. This type of memory 
requires a constant refresh which is accomplished by accessing each 
memory location in turn synchronously with the scan of the electron  
beam in the camera. However, the horizontal retrace of each hori­
zontal l ine  occurs during 5 of the 256 samples ( i . e .  pixels) thus 
leaving only the pixels in columns numbered 4 through 254 containing 
useable image information. A s imilar  retrace e f fec t  occurrs in the 
vert ica l  which results in only l ines numbered 29 through 510, which is 
a character is t ic  of the par t icu lar  hardware used. Other frame stores 
and camera combinations on the market could provide s l ig h t ly  d i f fe ren t  
amounts of pixel resolution depending on the number of active l ines in 
the raster and the sampling ra te  used. Using the numbering scheme of 
the frame store and the arrangement of the pixels in the act ive area
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of the vidicon, f igure 6.6 below shows the row and column numbers as­




4 254 column numbers
Figure 6.6 Numbering Scheme Used in Frame Store for Valid Pixels 
To further  complicate matters, the frame store uses a technique
which offsets the sampling one ha l f  period on every other f i e ld  ( i . e .
the odd numbered rows). This is done to improve the "apparent resol­
ution" of the stored image when each pixel is represented as a cor­
respondingly bright spot at the center of each p ixe l .  The deta i l  of 
this  offest  is shown in figure 6.7 below.
even numbered row 4 1 5 . . . 253 1 254
odd numbered row . 4  5 . . . 253 254 ,
Figure 6.7 Detail  of Pixel Offset for  Odd and Even Numbered Rows 
The net e f fect  of th is  scheme is to place the geometric center of 
the sensitive area of the focal plane ( i . e .  vidicon surface) at the 
middle r ight  hand edge of pixel 128,269. Using the simpli f ied model 
shown in f igure 6 .1 ,  the solid angle corresponding to each pixel can 
be easi ly  calculated since the l imits  of the pixel in terms of the 
distance from the optical axis are now easi ly  expressed as a function 
of the row and column numbers assigned to each p ixe l .
Unfortunately, the nominal size of the raster scan given above
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is not a calibrated value for every te levis ion camera, also, various 
delays in the videotape equipment can result  in an apparent horizontal 
s h i f t  of the scene when viewed on the display of the frame store.  
Thus, calculations based on the characterist ics "specified" above may 
not be s u f f ic ie n t ly  accurate for  some purposes. For th is  reason, i t  
is necessary to perform a cal ibrat ion of the composite system to 
determine the mapping between the pixels and the ir  respective sets of 
direc t ions .
The solid angles represented by adjacent pixels are contiguous 
and non-overlapping because of the 1 to 1 mapping of directions into 
the corresponding position on the focal plane and the non-overlapping 
of the partit ioned regions on the focal plane. Therefore, the proced­
ures developed in the discussion of discrete probabi l is t ic  vectors 
given in chapter I I  apply. Since the individual pixels are of d i f ­
fering solid angular coverage, i t  may be inappropriate to represent 
them in the form of a base pixel and matrix, unless the solid angle 
subtended is small enough to be considered as an elemental solid angle 
( in  this case, the shape of the IFOV does not matter).  Given the 
premise, that the part i t ions of the focal plane are s u f f ic ie n t ly  
small, then except for  the direction represented by the center of the 
IFOV of the respective pixels, the pixels can be considered as e f fec t ­
ively  indistinguishable.
In his text on Range Instrumentation, Ehling goes into a con­
s ide ra b le  amount o f  d e t a i l  in descr ib ing  the various techniques 
used in ca l ibrat ing cameras for  directional measurement. All of 
these methods s tart  out by using the theory of central projection
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which assumes the "equivalent  geometry" shown in f ig u r e  6 .1  and 
asserts that the image in the focal plane is the two dimensional 
centra l  p ro jec t io n  of the three dimensional image space. Thus, 
assuming the use of the center of the thin lens as the common origin of 
the image and object  space coordinate  systems, the r e la t io n s h ip  
between the postition of the point image (x,y) on the focal plane and 
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Here [ - M l  is the transformat ion matr ix  r e la t in g  ob ject  to  1 o
image space. In general, this transformation matrix is quite compli­
cated as i t  contains both the o r ie n t a t io n  of the camera and the  
distortions introduced by the optical system (atmospheric induced 
d is to r t io n s  are u sua l ly  accounted fo r  s e p a ra te ly ) .  The standard 
approach has been to attack the orientation segment of the problem 
f i r s t  by assuming a distortionless lens and examining a large set of 
point images (up to aproximately 200+) in some cases, to overde­
termine the orientation and arive at a s ta t is t ic a l  "best estimate" of 
the individual matrix coeff ic ients .  This set of coeff ic ients was then 
considered to define the orientation of the camera.
Next, the orientation matrix was used to determine the "correct" 
coordinates (xc ,yc ) of each point ( X, Y, Z ) . The difference vector 
between the correct and the actually observed points ( i . e . ( x-x ) , (y-yc ) ) 
is due to the distortions of the camera optics and is independent of 
the orientation of the camera. The t rad i t iona l  approach then forms a
109
least squares, best f i t  approximation to the magnitude of th is d i f f e r ­
ence vector as a function of the radial distance from the center of 
the focal plane to the observed image location using an i t e r a t iv e  
procedure. This is based on the assumption of a r a d ia l ly  symmetric 
o p t ic a l  system and aperture  with the condit ion th a t  lenses with  
s i g n i f i c a n t  ta n g e n t ia l  d i s t o r t i o n  have been re je c te d  by q u a l i t y  
control procedures during manufacture of the optical system.
Assuming the or ientat ion of the camera was unchanged (or re-
•/
measured) the observed (x ,y)  of a point image of a viewed object f i r s t  
had a calculated error vector added to i t  before operating by the
inverse of the transformation matrix, to obtain the direction to the
viewed object.
The results of the present research allow several improvements to 
be made to the t rad i t io n a l  procedure. In the discussion of ReAtMent 
errors in chapter V, i t  was noted that the practice of s t a t i s t i c a l l y  
estimating the a t t i tude  matrix on a coef f ic ient  by coeff ic ient  basis 
can r e s u l t  in an in v a l id  matr ix  which is n e i th er  orthogonal nor 
unitary. The or ientat ion matrix can be determined by observing two 
known points via  the Two Vector Method. By using many points pairwise,  
i t  is possible to overdetermine the or ientation matrix and express 
i t  as a probabi l ist ic  matrix.
This approach has the advantage that as the number of compu­
tations increases the d istort ion induced variations in the PAR and AR
should tend toward a gaussian d is t r ib u t io n .  By discarding those pairs 
of observed points, which result in values of the PAR, AR being outside 
a given number of standard deviations from the mean value, (assuming
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t h a t  these v a r i a t i o n s  are a byproduct o f  the  d i s t o r t i o n s  in the  
optical system), a better  measurement of the actual or ientat ion matrix 
can be obtained. This can be expressed in terms of a p robab i l is t ic  
m atr ix .
Given the ac tua l  o r ie n t a t io n  m a t r i x ,  i t  is  then possib le  to  
calculate the d is to r t io n ,  bearing in mind that the "point" on the focal 
plane in which a point source is imaged, is r e a l ly  a pixel with a 
f i n i t e  angular subtense. What th is  e f f e c t i v e ly  means is that  the 
distort ions of less than one pixel are essent ia l ly  undetectable, and 
that calculated distort ions of less than one pixel are questionable.  
To explore th is ,  consider, for  example, that the actual d is tort ion is 
1/3 of a pixel dimension at some par t icu lar  point in the focal plane. 
I f  the ca l ib ra t ion  point used should image in the center th i rd  of that  
p ixe l ,  no d istort ion w i l l  be detected. I f  that  point should image in 
the remainder of the p ix e l ,  then a dif ference of one pixel would be 
d e te c ted .  Thus, i t  is  necessary th a t  a p r o b a b i l i s t i c  approach 
be taken in determining the d is to r t ion .  Also, as the assumption of a 
symmetric c ircu lar  lens and aperture is not valid for a l l  applications,  
i t  is necessary to examine th is  problem in d e t a i l .
In general,  i t  is desirable to design the directional measurement 
system to be l im i t e d  in r e s o lu t io n  by p ixe l  s ize  r a th e r  than by 
other factors such as lens d is to r t ion ,  precision of the mounting 
assembly, mechanical a t t i tu d e  measurement means, e tc .  Thus, i f  the 
overal l  system is designed properly, there is at most one pixel of 
dis tort ion  (the case where the point should image near the edge of the 
pixel and f a l l s  on the adjacent pixel instead). This is covered within
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the probabi l ist ic  vector theory without d i f f i c u l t y .
However, when i t  is necessary to obtain the greatest possible 
directional accuracy, i t  is often the distort ions of the optical  
system rather than the par t i t ion  size of the focal plane that becomes 
the l imit ing fac to r ,  as is the case of some of the cameras discussed 
by Ehling. Assuming th is  case, the appropriate procedure is to compute 
the orientation as described above and then estimate the d istort ion  
for each spot imaged. Since the distort ion is a function of the 
camera and not of i ts  or ienta t ion,  i t  is possible to acquire a great 
deal of d istort ion information by using many orientations of the 
camera. I t  is not necessarily true in a l l  optical systems that the 
presence of tangential d istort ion is such a s ign if icant  defect in the 
optical system that i t  would never appear in any instrument used as a 
directional sensor. This is p r inc ipa l ly  because the instrument may not 
be intended pr imarily  as a direct ional sensor. In any case, the 
distort ion should be modeled as a thick three dimensional surface. 
The base plane ( i . e .  x,y ) would be the focal plane and the height 
would be the magnitude of the radial d is to r t ion .  A lte rnat ive ly ,  (and 
much more d i f f i c u l t  to v isua l ize  and portray) the distort ion can be 
considered as a nonuniform vector f ie ld  where each correction vector 
leads from the actual image point to the place where the image should 
be from a distort ionless lens. For the case where there is only radial  
dis to r t ion ,  the representation of the distort ion as a three dimension­
al surface is more reasonable, since the direction of the d istort ion  
is understood.
The net effect  of d istort ion is that the position of the image
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reported by the sensor must f i r s t  be corrected by the inverse d is to r ­
tion before i t  can be used in the actual computations. Once th is  is 
done, the set of corrected p ix e ls  which contain  the ob ject  are 
normalized for contrast and the set of directions representing the 
centroids of the respective pixels can be expressed as a probab i l is t ic  
vector .
Based on this  discussion and the apparatus avai lable , the par­
t ic u la rs  of a ca librat ion scheme for the te lev is ion camera to account 
for d is to r t ion ,  and to provide a mapping of the f ie ld -o f -v ie w  for the 
respective pixels, can be devised. Once th is  is done, the te lev is ion  
camera can be used as a direct ional sensor which reports the direction  
to an object d i re c t ly ,  in terms of a probabi l is t ic  vector.
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CHAPTER V I I :  EXPERIMENTS IN ReAtMent
A. OBJECT
The purpose of including an experimental section in this  other­
wise theoret ica l  study is to give the reader an appreciation fo r  the 
concepts developed and how they can be demonstrated with r e la t i v e ly  
simple equipment. Thus, the main thrust of th is  work w i l l  be an 
exploration of the fundamental concepts as implemented in an e lec tro -  
optical sensor, rather than the application of th is  or ig inal research 
to any specif ic  practical problem.
The basic v a l id i t y  of the Two Vector Method can be i l lu s t ra te d  
using a simple surveyor's theodoli te  to measure the direction of  
three physical vectors ( i . e .  1ines-of-s ight  to an id e n t i f ia b le  object)  
in both a reference and current orientation of the theodol i te .  Two 
of the physical vectors would be used to compute the att i tude  matrix 
re la t ing  the current or ientat ion to the reference or ientat ion of the 
theodol i te .  The remaining physical vector would have i ts  description 
in the reference or ientat ion operated upon by the att i tude  matrix to 
compute i ts  description in the current o r ien ta t ion .  This computed 
description would then be compared to the ac tua l ly  observed physical 
vector in the current or ienta t ion  and the accuracy of the a t t i tude  
matrix established.
This experiment represents the special case of a probab i l is t ic  
vector with one member (the direction defined by the crosshairs in 
the theodoli te  telescope). While in terest ing ,  th is  would provide 
l i t t l e  more than an exercise in ar ithmetic . To adequately demonstrate 
the probab i l is t ic  techniques developed in the research, i t  is necessary
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to conduct the same basic experiment using a sensor which is capable 
of measuring the physical vectors in terms of p robab i l is t ic  vectors 
such as the te lev is ion  camera described in chapter V I .
Thus, a experiment w i l l  be conducted which i l lu s t r a te s  the f o l ­
lowing concepts: 1. The normalized contrast of an object provides a 
measure of the probab i l i ty  that the object l i e s  within the set of  
directions defined by the set of pixels in which the image of the 
object appears.,  2. The Two Vector Method is useable to measure the 
r e la t iv e  a t t i tude  matrix and is can accurately predict the current  
apparent direct ion of a previously measured physical vec to r . ,  3. The 
technique discussed in section I of chapter I I I  can be used to compute 
the prob ab i l is t ic  a t t i tude  m a tr ix . ,  and 4. The p rob ab i l is t ic  a t t i tude  
matrix can be used to express a reorientat ion of a single sensor.
B. DESIGN OF THE EXPERIMENT
The t e l e v i s i o n  camera, frame s to re ,  and computer described  
in section I of chapter VI w i l l  be used. The purposes of the exper­
iment detailed above allow many conditions to be optimized to reduce 
or eliminate many of the problems that would ar ise in attempting a 
practical implementation of the concepts developed in a ReAtMent 
system.
F i r s t ,  the background w i l l  be made as uniform and as dark as 
possible to permit easy, unambiguous id en t i f ica t ion  of the il luminated 
objects to be viewed for  defining the three physical vectors to be 
measured. This avoids the necessity for  providing a mechanism for  
ident ify ing and separating the objects to be viewed from a cluttered
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background. Thus, any bright object detected in the scene is known 
to be a desired object to be used in defining a physical vector.
Second, the th re e  ob jects  to be viewed w i l l  be the ends of  
a f i b e r  o p t ic s  bundle. A l l  th r e e  f i b e r  op t ics  bundles w i l l  be 
i lluminated by a single l ig h t  source, and therefore w i l l  maintain 
a constant r e la t iv e  brightness to each other. This w i l l  tend to 
eliminate variat ions in apparent size by changes in brightness levels .
T h i r d ,  the  ends of  the  f i b e r  op t ics  bundles w i l l  be mounted 
in a piece of wood to provide a f ixed spatial re la t ionship  between 
them and help to provide a uniform background. By u t i l i z i n g  a non- 
symmetric pattern of the three ends, i t  is possible to immediately 
and uniquely id en t i fy  each of the three ends. This provides a mechanism 
to v e r i fy  that  any two the three vectors may be used to compute the 
probab i l is t ic  a t t i tude  matrix.
Fourth, the  experiment w i l l  be conducted with the  te le v is o n  
camera mounted on a machinists tab le ,  such that the axis of rotat ion  
passes through the nodal point of  the lens. The machinists table is 
mounted on an optical table  which also supports the wooden block 
holding the ends of the f ib e r  optics bundles. This insures that the 
re la t iv e  placement of the camera and the wooden block does not in­
advertently change during the course of the experiment. The dis­
advantage of th is  arrangement is the r e la t i v e ly  short range between 
the viewed objects and the sensor.
F i f t h ,  the  experimental setup w i l l  be in the same room with  
the computer acquiring and processing the data. This removes many of  
the problems associated with the control over, and v e r i f ic a t io n  of the
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experimental procedure. Thus, i f  inconsistancies are discovered, i t  
is a r e la t iv e ly  simple matter to repeat the experiment and v e r i fy  
the data.
Sixth, since i t  was shown in section G of chapter I I  that  the Two 
Vector Method, o r ig in a l ly  developed for  the reorientation of a single
sensor, can be generalized to more than one remotely located sensor,
performing the experiment with one sensor is suf f ic ient  to validate
the r e a l i z a b i l i t y  of a ReAtMent system u t i l i z in g  the concepts developed 
under this research.
C. DIRECTIONAL CALIBRATION OF THE TELEVISION CAMERA
This essential f i r s t  step in performing the experiment neces­
s i t a te d  an in -depth  study of the various techniques a v a i l a b l e .  
Since these techniques apply not only to the te levis ion camera of  the 
present experiment, but also to the directional cal ibrat ion of other 
sensors, i t  is worthwhile to cover the techniques explored in some
d e t a i l .
The basic problem is to express the 90 of a pixel as a function 
of i ts  xy indices. The im pl ic i t  assumption in representing a physical 
vector by a discrete probabi l ist ic  vector is that the reported members 
of the probabil ist ic  vector have essent ia l ly  the same very small solid 
angle which is represented by the associated central d i rect ion .  I f  
for example, the f ie ld -o f -v iew  of the sensor was very wide, then 
the variation in pixel subtense (see section F of chapter VI) would 
have to be accounted fo r  by p a r t i t i o n i n g  the la rg e r  p ix e ls  in to  
appropriate subpixels with proportional ly  smaller p robab i l i t ies .  
This discussion rapidly  leads to the question of how one defines the
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width and height of a p i x e l . Since the concept of a pixel arises from 
an in f in i te s im a l ly  small picture element, which in r e a l i t y  has a 
f i n i t e  s ize , i t  is impossible to arrive at a clean cut def in i t ion of 
the size of the p ixe l .  The best that can be done is to define the 
leakage that  can be tolerated into adjacent pixels before i t  is said 
that  the viewed object subtends more than one p i x e l .
The major problem associated with the various attempted c a l i ­
bration schemes is the precision to which the "known quantit ies" of 
the geometrical f igure can be measured. All  ca librat ion schemes use 
the front nodal point of the lens as the apex of the t r iang le  which 
includes two known targets .  These targets must be detectable by the 
sensor and should be as small as possible so as to subtend an angle 
smaller than one p ixe l .  Also, since the t r ia n g le  is a planar f ig ure ,  
the targets should have a cy lindrical shape with the axis of the 
c y l in d e r  roughly  perpendicu lar  to the t r i a n g l e .  This shape and 
orientat ion allows the angular subtense of the target to be nearly  
independent of the aspect angle from which the target is viewed.
t a r g e t  1




r g e t  2
Figure 7.1 The Calibration Triangle
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Thus, the target w i l l  appear as as thin l ine to the sensor. This l ine  
can be oriented, by rotat ing the sensor, to appear perpendicular to 
the dimension of the pixel to be measured. This ca librat ion t r iang le  
is i l lus t ra te d  in f igure 7 .1 .
Since the sensor forms an image, i t  is possible to move along 
the targets to determine the points at which the sides of the t r i ­
angle, SI and S2, intersect the targets, and thus to measure the 
length of  side S3. The uncertainty associated with th is  measurement 
is on the order of the diameter of the target  cylinder. Thus, for  
the case where the diameter of the target cylinder is negl ig ible  
compared to the length of the side S3, th is error also becomes neg­
l ig ib le .
The location of the nodal point also introduces some uncertainty
into the measurement as the nodal point is located inside the lens
assembly and is thus v i r t u a l l y  impossible to locate accurately without 
extensive measurements. The best that can be done is to assume that  
the nodal point is on the optical axis and thus in the center of the 
lens assembly. Given detailed knowledge of the lens assembly, i t  may 
be possible to locate the front nodal point more accurately, but
again, the physical inaccessabi1i t y  makes i t  very d i f f i c u l t  to locate 
to within much better  than a few mil l imeters. This introduces errors 
in the lengths of the sides SI and S2. Fortunately, since SI and S2 
are ty p ic a l ly  much longer than S3, the effect  of this error is gen­
eral ly  quite smal1.
This in a b i l i t y  to accurately locate the nodal point makes i t
quite d i f f i c u l t  to set up a te s t  j i g  where the axis of rotation passes
119
d i re c t ly  through the nodal point and is perpendicular to the dimension 
of the pixel to be measured. This dilemma is further  aggravated by the 
fact that  the optical axis does not necesarily pass through the center 
of the lens assembly and impact the center pixel in the act ive region 
of the sensor. Thus, i t  is quite d i f f i c u l t  to accurately manufacture 
a suitable test  j i g  to measure the subtense of the pixels of the 
sensor.
There are two possible solutions to this problem. One solution 
is to use a bright target point that  is very fa r  away. This makes the 
effect of the axis of rotat ion passing through other than the front  
nodal point of the lens e f fe c t iv e ly  negl ig ib le .  However, th is  is not 
appropriate for experiments in which the lens must be focused on 
objects a r e la t i v e ly  short distance away, as in a lab experiment. The 
principal reason for  this  is the lens elements not being perfect ly  
centered on the optical axis. This results in a movement of the image 
as the focus is changed. The other solution is to focus the lens on a 
variable size target which is known to be i n i t i a l l y  much smaller than 
a pixel and is at the same distance as the object which is to be 
observed. When the size of the object is changed, the leakage into 
adjacent pixels can be measured to determine the size of each p ixe l .  
Alternat ive ly  the endpoints of the variable size target can be measur­
ed to determine the number of pixels subtended.
This ca librat ion procedure was f i r s t  attempted with the camera 
held in a f ixed position to view an arm holding two vert ica l  cylinders 
(one at each end) which was mounted on a machinists tab le .  The geo­
metrical f igure formed is shown in f igure 7.2.
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The machinists table was f i r s t  aligned so that the vert ica l  cylinders 
appeared as a single l ine to the camera. The table was then rotated 
by a fixed angular increment and the set of pixels were determined in 
which contained the image of the vert ica l  cylinders. The angular 
separation of the two cylinders was determined by equations 7.1 and 
7 .2 .  Thus, a plot could be developed of angle vs pixel number and the 
horizontal subtense of the pixels could be calculated. The sensor was 
subsequently rotated 90 degrees about i t s  optical axis to measure the 
vert ical subtense of the p ixel .
vert ica l  
c y l i  nder
front nodal point
of lens _____— ■—  ’ /  q center of
machi ni sts 
ta b le
. v e r t i c a l  
c y l  i n d e r
Figure 7.2 Machinists Table Calibration Figure 
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This experiment was run and found to produce reasonable results .  
However, several d i f f i c u l t i e s  became apparent which made this  approach 
unsuitable for the experimental setup to be used. The major d i f ­
f i c u l t y  in a lab environment was the depth of focus of the lens. As 
the angle 9 approached zero, where the two vert ica l  cylinders were 
to appear as a single l ine ,  the cylinders went out of focus, thus 
blurring and causing the ir  apparent angular subtense to exceed one 
p ixe l .  When th is  experiment was attempted with a somewhat larger ap­
paratus at a su f f ic ie n t  range so that the cylinders remained in focus,
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the required size of the apparatus rapid ly  became unwieldly, almost to 
the point  of i m p r a c t i c a l i t y .  Also, problems of m a inta in ing the  
r e la t iv e  immobility of the machinists table and the sensor became 
very d i f f i c u l t .  The experience gained in this  e f fo r t  led to the 
conclusion that th is  approach was not appropriate for the purposes of  
the present experiment.
The next approach attempted involved imaging a calibrated s l i t  
on a selected pixel and varying the s l i t  width to measure the subtense 
of the p ixe l .  Having measured the subtense of the various pixels,  
a reasonable estimate could be made of the solid angle subtended by 
each pixel and i ts  central d irect ion.  Measurements were made using a 
calibrated s l i t  with back i l lumination provided by an incandescent 
bulb behind a p las t ic  d i f fus ive  cover. Given a specified amount of 
leakage into adjacent pixe ls ,  as the de f in i t io n  of the width of the 
pixe l ,  experimentation revealed that  by varying the in tensi ty  of 
the l ig h t  (and/or the gain, contrast, and black level setting of the 
frame store),  a var ie ty  of pixel widths could be obtained from the 
same s l i t  size. Experimentation also revealed that while the apparent 
width could be increased, i t  could not be decreased below the actual 
subtense of the s l i t .  This lends v a l id i t y  to the concept of leakage 
defining the width of the p ixe l ,  but was f e l t  to be too subjective to 
be used in the present experiment.
By c a lc u la t in g  the s ize  of  the center  p ixe l  fo r  a 50mm lens 
using the "spec" values for the active area of the vidicon as 3/8 
inch high by 1/2 inch wide, and the 481 l ines by 250 pixels per l ine  
resolution of the frame store, the center pixel was calculated to be
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0.396 mi 11iradian high by 1.016 mill iradians wide. Using equation 6 .4 ,  
the end pixels were calculated to have a d0/dD of 0.984 and d0/dD 
of 0.9915. This means that with the 50 mm lens used, there was less 
than a ?. percent variation in the size of the pixels. Thus, for a l l  
practical purposes, the pixels can be considered to be e f fe c t iv e ly  
the same size.
I t  was decided to mount the camera on the machinists table (which 
had a 2 arc second resolution) such that the f i r s t  element of the lens 
was d i r e c t ly  over the axis of rotat ion of the machinists table .  This 
is shown in figure 7 .3 .  The camera viewed the calibrated s l i t  set to 
i ts  smallest calibrated width (0.02 mm). At a distance of 38 inches 
(0.9652 meters) the s l i t  physically subtends much less than a p ixe l .  
The camera lens was set at minimum focus to give a precisely repeatable
M' '■, ■)
Figure 7.3 Detail of Camera Mounting on Machinists Table
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Figure 7.4 Camera Viewing Il luminated S l i t  During Calibration  
setting, and an F stop of 22 was used to minimize background features.  
This setup is shown in f igure 7.4
A program was writ ten in BASIC to read in two horizontal lines 
from the frame store. These l ines pass through the image of the 
s l i t .  The maximum and minimum were found for each l in e .  The contrast
of each pixel was then computed using equation 7.3 .
r = ( in te n s i ty  of pixel-min intensity)  / 7
(max in tensi ty  + min in tensi ty)   ̂ * '
The mean and standard deviation of the contrast in each l ine were 
then computed. A set of  p ix e ls  was selected which had contrasts  
greater than 3 standard deviations above the mean contrast. This set 
of p ix e ls  is known to conta in  the image of the s l i t  because the 
calibrat ion setup was designed to make the s l i t  the brightest  object
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in the scene. The contrast of th is  set of pixels was then normalized 
so as to sum to one and the probabi l i ty  that the s l i t  was in the 
direction subtended by each of the respective pixels was computed. 
The resulting set of p ixels, with th e i r  associated probab i l i t ies ,  and 
the reading from the machinists table were then stored on a disc 
f i l e .
The in tensi ty  of the l ig h t  i l luminating the s l i t ,  room ambient 
l ight ing ,  video gain and zero setting of the frame store, and aper­
ture of the camera were adjusted to give a set of no more than two 
pixels as the image of the s l i t  for  this program. The v a l id i t y  of 
this choice of conditions was demonstrated prior to taking data by 
rotating the machinists table and observing that i t  was possible to 
get the s l i t  to image in exactly  one pixel on one l in e ,  and two pixels 
on the adjacent  l i n e .  This a r ises  because of  the approximately  
one-half pixel offset  due to the frame store as i l lu s t ra te d  in f igure  
6.7 .  With a l l  reasonable precautions taken to insure the in teg r i ty  of  
the data, a ca librat ion was performed for the horizontal width of each 
p ix e l .
In p l o t t in g  the r e s u l t s  using a curve f i t t i n g  program on a 
desktop calculator (HP 9830), the index of the pixel with the highest 
probabil i ty  was used as the Y coordinate and the angle of the machin­
ists table expressed in m i l l i rad ians  was used for the X coordinate.
The data was shown to be e f fe c t iv e ly  l inear  by the coeff ic ient  of the
2 1 X term being less than 4 percent of  the c o e f f i c i e n t  of the X
term. For the even numbered l ines ,  the zero angle crossing was found
to be at 137.1677 pixels while for  the odd numbered l ines ,  the zero
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crossing occurred at 136.6862 pixe ls .  This confirms the one ha l f  pixel 
offset between the odd and even horizontal l ines. The slope of the 
curve for  the two horizontal l ines were v i r t u a l l y  identical (-1.1149  
and -1.1147 pixels per m i l l i rad ian  respect ively ) .  This also lends 
some v a l id i t y  to the ca librat ion procedure.
The cy l indr ica l  camera housing was then rotated 90 degrees about 
i ts  long axis and remounted to the machinists table  to place the 
nodal point of the lens as nearly as possible over the axis of rota­
tion of the machinists tab le .  This maneuver allowed the s l i t  to 
remain fixed re la t iv e  to the machinists table and e f fe c t iv e ly  in ter ­
changed the horizontal and vert ica l  axes of the ca l ibra t ion setup. To 
compensate for this change, the program was modified to read in one 
column of  p ix e ls  instead of two ho r izon ta l  l i n e s ,  a llowing the  
same procedure and consequent data reduction to be used. The curvef i t  
program yielded a zero crossing of 252.498 with a slope of 2.6366 
pixels per m i l l i ra d ia n .
Consistant  r e s u l ts  were ob ta ined .  From the 3 to 4 height  
to width r a t io  of the standard te lev is ion image and the use of 481 
lines by 250 pixels per l in e ,  the expected ra t io  of pixel height to 
width should be about 0.389. The ca librat ion performed resulted in a 
mean pixel height of 0.379 m i l l i rad ians  and a width of 0.897 m i l l i -  
radians for  a ra t io  of 0.42. This 10 percent variat ion can be accounted 
for by the experimental errors inherent in the ca l ibrat ion setup and 
the adjustments/idiosyncrasies of the part icu lar  camera used.
The zero crossings observed during the ca l ibrat ion define the 
zero angles of the respective horizontal and vert ica l  calibrat ion
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setups. There is no guarantee that th is  defines the direction of the 
optical axis . A much more elaborate te s t  setup would be required to 
determine the direct ion of the optical axis in the camera coordinate 
system. Fortunately, for  the purposes of the experimental work at 
hand, the choice of a zero d irect ion is somewhat a rb i t ra ry ,  since a 
re la t iv e  motion, ( i . e .  a rotat ion ) is to be measured.
D. MEASUREMENT OF PROBABILISTIC VECTORS
The camera was set up on the machinists table as i t  was fo r  the 
horizontal pixel ca l ib ra t ion  described above. A wooden board was used 
to hold the three ends of the f ib e r  optics bundles in a f ixed or ien­
tat ion (two points 2 inches apart horizonta l ly  and one point 1 inch 
below the top r igh t  hand p o in t ) .  The board had a 1/16 inch hole 
, tapered in the back, for  each f ib e r  allowing the f ib e r  to be inserted 
f i rm ly .  The 1/16 inch front  of the hole defined the i l luminated  
a p e r tu re .  The main f i b e r  o p t ic  bundle was s p l i t  in to  the th ree  
smaller bundles and the common end of the bundle was i l luminated by a 
small incandescent bulb. The d e ta i ls  of th is  setup are v is ib le  in the 
photograph shown in f igure 7 .5 .
The camera and target board were setup as shown in f igure 7 .6 .  
The black cardboard to the l e f t  of the target board was used to hide 
the glow from the l igh t  i l luminat ing the f ib e r  optic bundle and the 
p i lo t  l ig h t  on the power supply so that  i t  would not appear to the 
camera. The t a r g e t  board was set up 44 inches from the axis  of  
rotat ion of the machinists ta b le .  This arrangement provided a sa t is ­
factory image of the i l luminated points on the target  board against a 
very nearly uniform background.
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Figure 7.5 Detail of the Fiber Optic Bundles in the larget Board
Figure 7.6 View of Setup to Measure Probabi l ist ic  Vectors
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A program was writ ten in BASIC to draw a 21 pixel wide by 31 
pixel high box around the image of each i lluminated spot on the frame 
store defining the "known background" used in computing the prob­
a b i l i s t i c  vector. The program then stored the in tensity  of these 
pixels in a seperate array for each physical vector. Next, the maximum 
and minimum in tensit ies  were found and used to convert the pixel 
in tensi t ies  into contrast,  using equation 7 .3 .  The mean and standard 
deviation of the contrast was found and a set of pixels (defined as 
having contrasts greater than three sigma above the mean) was ex­
tracted.  The contrasts of this set of pixels were then normalized to 
compute the probab i l i t ies  of the i l luminated spot lying within the 
directions defined by the respective p ixels. The horizontal and 
vert ica l  indices of each pixel in the set,  with its  associated prob­
a b i l i t y ,  was then writ ten into a disc f i l e .  Since each pixel is of 
essent ia l ly  the same, small angular subtense (and therefore can be 
considered to represent a discrete d irect ion in space) and each pixel  
has an associated probabi l i ty ,  th is  set of pixels can then be consid­
ered to f i t  the de f in i t ion  of a probabi l ist ic  vector.
Thus, i t  is  pos ib le  to measure the d i r e c t io n  to each of  the  
i lluminated ends of the f ib e r  optic bundles ( i . e .  a physical vector) 
in terms of a probabi l is t ic  vector using an electrooptical sensor.
E. THE EXPERIMENT
Once the p r e l im in a ry  work of c a l i b r a t i o n  and a r r i v i n g  at a 
practical method of measuring probabi l is t ic  vectors had been accom­
plished, the experiment i t s e l f  could be done. As described above, the 
camera was mounted on the machinists t a b le  so tha t  the  axis of
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rotation passed through the nodal point of the lens, and the angle of 
rotation could be read from the machinists table ,  and compared with 
the AR of the computed a t t i t u d e  m a t r ix .  Three physical vectors  
are measured. Two are used to compute the probabi l is t ic  matrix.  
The third is used to compare a computed probabi l ist ic  vector ( in  
the  current  o r i e n t a t i o n )  with the  measured p r o b a b i l i s t i c  vector  
describing the actual observation of that  physical vector in that  
o r i e n t a t i o n .  This gives a measure of the accuracy of  the prob­
a b i l i s t i c  m atr ix .
In order to establish the v a l id i t y  of the data, i t  was decided to 
take four t r i a l s  in each of three orientations. This use of multiple  
t r i a l s  fo r  the same o r ie n ta t io n  allows the r e p e a t a b i l i t y  of the  
measurement to be shown. The presence of variations in the observed 
probabil ist ic  vectors could be accounted for in terms of small r e l ­
at ive motions over the 10 to 15 minutes required for the BASIC program 
to acquire the data and write the results to disc. Also, apparent 
in tensi ty  changes can be explained by d r i f t  in the gain and zero 
settings of the frame store as well as the automatic gain control 
c i r c u i t r y  of the camera. In a l l  cases, as shown by the data presented 
in table 7.1 , the repeatab i l i ty  of the data was v e r i f ie d .
The procedure used in actua l ly  performing the experiment was to 
f i r s t  adjust the gain and contrast settings of the frame store and the 
aperture of  the camera (focus being held constant at minimum to  
preserve ca l ibrat ion)  in order to produce probabi l is t ic  vectors with 
between 3 and 5 members. A typical image from the frame store is 
shown in f igure 7.7 with a corresponding view from behind the camera
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Figure 7.7 Typical Frame Store Image
Figure 7.8 View of Target Board from Behind the Camera
in f igure 7 .8 .  The box around each spot in f igure 7.7 shows the size  
of the area "known by design" to contain exactly  one viewable object 
whose direction defines the physical vector to be measured. I f  you 
look closely at this f ig ure ,  the one-half pixel o f fse t  between the odd 
and the even l ines of the frame store is v is ib le  in the vert ica l  
edges of  the boxes. The geometrical size of  the i lluminated c ircu lar
spot subtends 1.42 m il l i rad ians  for an area of approximately 1.58
2 2 mr , since a pixel subtends 0.379 X 0.879 or approximately 0.34 mr ,
the image could be expected to subtend roughly 5 pixels. Thus, the
adjustments of the instrumentation have been set properly. The f i r s t
orientation was intended to be the reference orientation with the
second arising from a rotat ion of the machinists table by 2 degrees
and the th ird  7 degrees from the reference. The maximum in tensity  and
number of pixels in each probabi l ist ic  vector is shown below in table
7 .1 .  Thus, for example, in orientation 1, physical vector 1 had 3
pixels with a maximum in tensity  of 19, physical vector 2 had 5 pixels
Vector 1 Vector 2 Vector 3
Orientation# #pixels max #pixels max #pixels max
1 3 19 5 52 2 44
1.1 3 21 5 54 4 39
1.2 3 23 5 54 4 38
1.3 3 16 4 67 3 46
2 4 30 6 93 6 55
2.1 5 33 5 88 5 56
2.2 6 34 6 85 4 56
2.3 5 50 6 97 4 69
3 4 147 6 190 3 42
3.1 6 171 6 214 4 42
3.2 7 185 7 237 5 65
3.3 7 187 8 250 5 68
Table 7.1 Number of Members and Maximum Value of Measured Probabi l ist ic  
Vectors
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with a maximum in tensi ty  of 52, and physical vector 3 had 2 pixels  
with a maximum in tens i ty  of 44. The minimum in tensity  in each case 
was zero.
Analysis of th is  data shows several interesting points. For 
those cases where th e r e  were less than 5 members, t h i s  could be 
explained by some pixels having contrasts below the 3 sigma threshold 
required for  inclusion in the p robab i l is t ic  vector. S im i la r ly ,  for  
those cases with more, there were additional pixels with contrasts 
above the required le v e l .  The increased in tens i t ies  of vectors 1 and 
2 while that of vector 3 remained r e l a t i v e l y  constant may be explained 
by a s l i g h t  s h i f t  in  the  p o s i t io n  o f  the  t a r g e t  board. This is 
reasonable considering that the i l luminat ion comes from the ends of  
a f ib e r  optics bundle and is therefore e s sen t ia l ly  direct ional in nature,  
or ju s t  that when viewed from the aspect angle corresponding to the 
th i rd  or ienta t ion,  the camera is more d i r e c t ly  in the beam emitted by 
the end of the f ib e r  optic bundle. ( In  retrospect, i t  may be more 
desirable to use a d i f fu ser  to produce an i l lumination pattern more 
nearly independent of  angle) .  Also, when comparing the reported pixel 
indices for the respective probab i l is t ic  vectors, i t  was noticed that  
these indices appeared to change consistantly  as expected with the 
angle of the machinists tab le .  This lends additional v a l i d i t y  to the 
data taken and the ca l ib ra t ion  procedure used. ( I t  should be noted 
that  the camera was mounted on the machinists table  three times, once 
for  the horizontal c a l ib ra t io n ,  once for  the vert ica l  c a l ib ra t io n ,  and 
once again for  the experiment.)
Thus, the experiment resulted in the measurement of three phys­
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ic a l  vectors reported  as p r o b a b i l i s t i c  vectors as seen in th re e  
d i f fe re n t  or ientations of the sensor. Furthermore, the technique of  
measuring probab i l is t ic  vectors with an electrooptical sensor has been 
val idated.
F. DATA REDUCTION
Given the data measured in the experiment, i t  is necessary to 
apply the concepts developed during th is  research in order to compute 
the probab i l is t ic  matrix representing the att i tude of the sensor. 
The approach taken is  described in sect ion I of chapter  I I I .  A 
f lowchart of the data reduction process is shown below in f igure  
7.9 .
This flowchart is configured to stress the important aspects of  
the data reduction process without becoming lost  in the f in e  deta i ls  
of the programming. A complete l i s t in g  of the program is given in 
appendix A, with a l i s t  of variables used in appendix B. The raw 
data taken for or ientations 1, 2, and 3 are shown in appendix C, with 
a sample run of the program for the f i r s t  case shown in appendix D. 
Being thus assurred that the de ta i ls  are adequately documented, the 
f lowchart w i l l  be discussed in d e t a i l ,  step by step.
F i rs t ,  the measured probab i l is t ic  vectors were stored in a disc 
data f i l e  in the format of or ientat ion number, # of en tr ies ,  and then 
for  each member, the x and y pixel indices with the associated prob­
a b i l i t y ;  t h is  occured when the experiment was run. The present  
program reads th is  data from the disc and asks which two physical 
vectors are to  be used f o r  the computation of the p r o b a b i l i s t i c  
matrix.  These are assigned to A and B for  the reference or ientat ion
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and D and E for  the current or ien ta t ion .  The remaining physical vector 
is assigned to C for the reference or ientat ion and both F and R for  
the current o r ien ta t ion .  A,B,C,D,E,and F are stored in unit vector,  
probabi l i ty  format while R is retained in the original pixel indices,  
p r o b a b i l i t y  format f o r  l a t e r  comparison with the computed prob­
a b i l i s t i c  vector  S. I f  des ire d ,  the data read from the d isc  can 
be printed for  documentation purposes.
Now we come to the  heart  o f  the  program, the c a lc u la t io n  of  
the probab i l is t ic  matr ix. Nested loops are used to form every combin­
a t ion  of members from A ,B ,D ,E .  Each combinaton is input to the  
routine calculat ing the PAR and both possible ARs according to the Two 
Vector Method. At th is  point,  the two values of the AR are compared, 
an i f  essent ia l ly  the same, ( i . e . ,  within a specified tolerance) ,  
then the combination o f  members o f  the  re sp ec t ive  p r o b a b i l i s t i c
vectors is considered to have produced a valid computation of the
PAR, AR which can be used to generate a member of the p robab i l is t ic  
matr ix. The probab i l i ty  of the jo in t  occurence of this  set of members 
of the respective probab i l is t ic  vectors ( i . e .  the product of a l l  
4 associated p ro b ab i l i t ie s )  is then assigned to this  member of the 
probab i l is t ic  matr ix , Q. The PAR is then converted into pixel indices 
form and compared with the p r e v io u s ly  generated (and quant ized)  
PARs. I f  a match is found, then the values of the current ly  computed 
and p re v io u s ly  found values o f  the  AR are compared. I f  t h i s  is 
also e f fe c t iv e ly  the same, then the current ly  computed member of the 
p r o b a b i l i s t i c  m atr ix  is considered to be the  same as an a lread y
exist ing member, and the probabi l i ty  associated with the current ly
135
computed member is assigned to the existing member. I f  no match is 
found, then the new member is added to the probabil ist ic  matrix. On 
the other hand, i f  the two computed values of the AR from the Two 
Vector Method do not agree, then the combination of the members of the 
probabil ist ic  matrix are invalid ( i . e .  there is no single rotation  
that would map both A into D and B into E) and the next combination is 
t r i e d .
In this fashion, the probabil ist ic  matrix is computed. Since 
the total probabil i ty  associated with the members of the probabil istic  
matrix may no longer sum to one, the associated probabil i t ies  are 
normalized to assign a to ta l  probabil i ty  of unity to the probabil ist ic  
matr ix .
Next, the v a l i d i t y  of th is  matr ix  is tested by using i t  to 
transform a probabi l ist ic  vector measured in the reference orientation  
C, into the predicted probabil ist ic  vector that would describe i t  in 
the current or ientat ion,  S. Again, nested loops are used to compute 
S=[Q]C using every combination of members of Q and members of C. 
Similar members of S are combined ( i . e .  i f  they have the same pixel 
indices, the associated probabil i t ies are added and assigned to the 
existing member of S). The probabil i t ies of the members of S are then 
normalized to sum to unity, and S is sorted by pixel indices to allow 
easy comparison with the a c tu a l ly  observed p r o b a b i l i s t i c  vector  
representing the same physical vector, R.
By looking at the pixels comprising R and those comprising S, i t  
is possible to get a feel for the s im i la r i ty  of shape and direction,
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but th is  is hard to express numerically. Therefore, for  each prob­
a b i l i s t ic  vector, the spread ( i . e .  expected value of the angle between 
a member and the central d irect ion) and the central direction are 
printed out. Also, the expected value of the angle between R and S is 
computed.
This angle between R and S represents the transformation error  
generated as a result  of using the measured att i tude matrix as opposed 
to the actual a t t i tude  matrix, for this  part icu lar  physical vector.  
This angle is  th e re fo re  a p r a c t ic a l  measure of  the e r ro r  o f  the  
probabi l is t ic  matrix. However, i t  should be c le a r ly  understood that  
this angle is not necessarily the maximum transformat ion error which 
could occur. Referring back to section D of chapter V, the error 
matrix was defined as the product of the measured and the inverse of 
the actual a t t i tude  matrices. The PAR of the error matrix is that  
direction for  which no transformation error would ocur. The AR of 
the error matrix represents the maximum transformation error that  
could occur for  a physical vector perpendicular to the PAR of the 
error matrix. Since there is no guarantee that  the physical vector 
used for C and F is perpendicular to the PAR of the error matrix,
the maximum transformation error of the computed probabi l is t ic  matrix
is at least as great as the angle between R and S.
During the experiment, the actual axis and angle of rotation in
the camera coordinate  system was known only approximate ly  since
a re la t ive  a t t i tude  was to be measured. The f a i r l y  extensive c a l i ­
bration and pre-experiment alignment, essential to accurately measure 
the "correct" att itude of the camera independently, are beyond the
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Select Measured Physical Vectors to Assign 
to A&B, D&E, and C&F&R 
Select Reference Orientation and 
load A,B,C from disc f i l e  
(Pr int P for  documentation i f  desired)  
Select Current Orientation and
load D,E,F from disc f i l e  
(Print P for  documentation i f  desired)
COMPUTE PROBABILISTIC MATRIX Q 
For each member of A
For each member of B
For each member of D
For each member of E
Compute PAR, AR1,AR2 via Two Vector Method 
i f  AR1=AR2 then express PAR as p ixe l ,  check 
for s imilar  member of Q and combine else make 
new member of Q.
COMPUTE S AS PREDICTED IMAGE OF C 
^or each member of Q 
For each member of C
Compute S=[Q]C and combine s imilar  members 
Normalize S and sort by pixel indices
COMPARE R AND S 
Print R and S
Compute spread and central direction of A,B,C,D,E,R,S 
Compute expected angle between R and S
Figure 7.9 Simplified Flowchart of Data Reduction Program
G. RESULTS
The th re e  physical vectors were measured four  t imes in each 
of th re e  o r ie n t a t io n s .  The number of  p i x e l s ,  d i s t r i b u t i o n ,  and 
r e l a t i v e  p r o b a b i l i t i e s  were e s s e n t i a l l y  constant f o r  any s ing le
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physical vector and or ientat ion.  Thus, the repeat ib i1i t y  of the 
measured data allows any t r i a l  of each orientat ion to be used. For 
convenience, the primary t r i a l s  were selected. The data reduction 
program described in the above was run for  several cases with the 
successful results tabulated in table 7 .2 . Looking at the sample run 
of the program shown in appendix D, the probabi l ist ic  matrix members 
are printed out in PAR, AR form. Taking the f i r s t  l ine  as an example, 
the PAR was found to be 0.002 'i' + 0.036 'j' + 0.999 ^  which corresponds 
to the Z axis as per the design of the experiment. The AR is found as 
33.6 mil l i radians which corresponds to approximately 1.93 degrees 
which correlates well with the expected 2 degree rotation designed 
into the experiment. Thus, the valid members of [Q] agree with the 
values anticipated and thus provide a validation of the Two Vector 
Method being able to accurately determine the rotation of the sensor 
from the measured physical vectors.
Orientation #pixels/spread (mr) <FS #memb Raw Prob
Reference Current Vector C Vector F Vector S (mr) in Q in Q
1 2 2/0.27 6/0.45 5/0.45 2.00 3 0.155
2 1 6/0.45 2/0.27 20/0.7 1.16 3 0.399
1 3 2/0.27 3/0.35 8/0 .21 4.61 4 0.049
3 1 3/0.35 2/0.27 17/1.10 3.71 9 0.188
Table 7.2 Results of Experimental Data Reduction 
Thus, for  the case where the reference orientat ion is the f i r s t  
orientat ion and the current is the second (see the f i r s t  l ine of table  
7 .2 ) :  The th i rd  physical vector measured in the reference or ientat ion,  
vector C, had 2 pixels with a spread of 0.27 mr. This same physical 
vector measured in the current or ientat ion,  vector F, had 6 members 
with a spread of 0.45 mr. The probabi l ist ic  vector computed from [Q]C,
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vector S, has 5 pixels with a spread of 0.45 mr. The angle between the 
computed,S, and observed, F, d escr ip t io ns  of  the same physical  
vector is shown as 2 mr, and serves as a measure of the error resulting  
from the use of this  probabi l is t ic  a t t i tude  matrix. The computed 
matrix [Q] had 3 valid members whose to ta l  raw probabil i ty  ( i . e .  
before normalization) was 0.155. This arises from the sum of the 
jo in t  probabil i t ies of the combinations of members from the measured 
probabi l ist ic  vectors which resulted in valid members of [Q ] .
The most s ign if icant  correlat ion appearing in table 7.2 shows 
the angle between S and F decreasing ( i . e . ,  accuracy improves) as the 
raw probabil i ty  ( i . e .  to ta l  unnormalized probabil i ty)  of Q increases.  
This is due to v a l id  combinations o f  the members of  the 4 prob­
a b i l i s t i c  vectors used to compute Q occurring more often. I t  is 
sign if icant  to note that the r e la t iv e ly  small number of members in the 
probabi l ist ic  matrix re la t iv e  to the number of combinations of pixels 
in the probabi l ist ic  vectors used. For example, each of the cases 
shown required 480 computations of the PAR, AR from which a maximum of 
9 d i f fe re n t  po ten t ia l ly  valid real izat ions of the a tt i tude matrix were 
selected. The accuracy of those selected is i l lus tra ted  by the close 
agreement between the computed, S, and observed, R, vectors in the 
current orientation of the camera.
I t  has been mentioned that there were some unsuccessful resu lts .  
These were termed unsuccessful because none of the combinations of one 
pixel from each probabi l ist ic  vector resulted in suff ic ient  agreement 
between the two computed values of the AR to be considered as va l id .  
While this  is distressing at f i r s t ,  i t  is possible due the quantization
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effects of pixel s ize ,  and the p o ss ib i l i ty  of error in measuring the 
subtense of the pixels. Clearly, the measured pixel size can not be 
too much in error as several successful runs were made, but the size 
of the errors indicate that  this may be possible. I t  may be possible 
to par t i t ion  the pixels into subpixels (with proportionally smaller 
probabi l i t ies)  and achieve more accurate resu lts .  This arises p r i ­
marily because of the quantization effects which affect  the cor­
re la t ion between which pixels corresponding portions of the same image 
appear in d i f fe ren t  orientations of the sensor. However, part i t ioning  
pixels is impractical in the present experiment due to the s ig n i f ­
icant ly  longer computation times (which increase as roughly the fourth 
power of the average number of members in the probabil ist ic  vectors) 
and the intent of the experiment whixh is to i l lu s t r a te  the concepts and 
techniques involved rather than arr iv ing at as accurate a result  as 
possible for some practical appl ication.
Considering th a t  the experiment was run with p r o b a b i l i s t i c  
vectors having a r e l a t i v e l y  small number of  p ixe ls  and th a t  the  
accuracy of the results agree to within a few pixels, i t  can be said 
that the main purposes of the experiment have been f u l f i l l e d .  An 
electrooptical sensor has been demonstrated as a physical vector 
measurement device. The calibrated sensor measured the same two 
physical vectors in d i f fe ren t  orientations and used the Two Vector 
Method to compute the probabi l ist ic  a t t i tude  matrix, thus validat ing  
the Two Vector Method as a ReAtMent technique. The concepts developed 
during the research have been validated.
141
CHAPTER V I I I :  CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER RESEARCH
A. CONCLUSIONS
The preceeding chapters have progressed from the fundamental 
concepts, through mathematical analysis, and culminated in an exper­
imental v e r i f ic a t io n  of the v i a b i l i t y  of the developed techniques. I t  
is worthwhile to b r i e f l y  recap the major concepts developed during the 
course of th is  d issertat ion.
F i r s t ,  the concept of a p robab i l is t ic  vector representing the 
direction to an object in physical,  as contrasted to mathematical, 
geometry was shown. Normalized contrast is used as a measure of the 
probabi l i ty  that a portion of an object l ies  within a specified solid 
angle, a p i x e l .
Second, the concept of a p robab i l is t ic  matrix representing the 
physical a t t i tude  of a sensor was shown. This p robab i l is t ic  in te r ­
pretation of the unique a t t i tude  (represented by a rotat ion of the 
sensor about an axis passing through the front nodal point of the lens 
by a f i n i t e  angle) arises from the probab i l is t ic  vectors used to 
measure the directions needed to compute the a t t i tu d e .
Third, the Two Vector Method was validated. This method uses the 
mathematical re la t ionship between the representations of two physical 
vectors ( i . e .  di rect ions in space) as observed in the local coordinate 
system of the sensor in both a reference and a current or ientat ion to 
compute the equivalent single axis , PAR, and angle, AR, by which the 
sensor could have been rotated to bring i t  from the reference to the 
current or ientat ion in a single motion. The Two Vector Method can 
be extended to any number o f  sensors, provided they measure the
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same set of two physical vectors.
Fourth ,  the PAR, AR computed from the Two Vector Method can 
be used to compute the coeff ic ients  of a valid transformation matr ix .  
The probab i l is t ic  representation of the transformation ( i . e .  a t t i tu d e )  
matrix is a more accurate way of  expressing the calculated a t t i tu d e  
rather than averaging computed matrices on a component by component 
basis.
F i f t h ,  the  necessary mathematics to adequate ly  describe  and 
compute the various functions of p robab i l is t ic  vectors have been 
derived for  both the continuous and discrete probab i l is t ic  vectors. 
The result ing equations and in tegrals  for operation with probab i l is t ic  
vectors are guaranteed to be computable by th e i r  physical r e a l i z ­
a b i l i t y ,  however, the d i f f i c u l t i e s  involved preclude th e i r  pract ical  
a p p l i c a t i o n .  On the o ther  hand, operat ions  with d i s c r e t e  prob­
a b i l i s t i c  vectors have been shown to be implementable with a combin­
ation of ordinary vector operations and keeping track of associated 
p rob a b i l i t ie s .  By recognizing inconsistant ( i . e .  mathematically 
impossible) combinations and disregarding them, i t  is possible to 
improve the accuracy of discrete  probab i l is t ic  computations which is 
impossible w i th  continuous p r o b a b i l i s t i c  computations. This is 
due to the lack of adequate mathematical formalism to express the 
IF-THEN logic required to recognize inconsistant combinations of 
parameters.
S ix th, the practical concepts of what constitutes a valid phys­
ical vector, what character is t ics  are required of a v iable ReAtMent 
system, and what techniques are avai lable to measure directional
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information have been discussed from the viewpoint of an engineer who 
must make informed choices in implementing a ReAtMent system.
And, seventh, an experiment was conducted in great detail  to i l l u s ­
t ra te  the above concepts, insure the in te g r i ty  of the data taken, and 
data reduct ion techniques used. This experiment i l l u s t r a t e d  the  
practical problems encountered with sensor ca l ibra t ion,  pixel size,  
and data reduct ion/ in terpretat ion.  But, more importantly, the exper­
iment validated the concepts described above, and hopefully w i l l  
provide a springboard for  further research.
B. RECOMMENDATIONS FOR FURTHER RESEARCH
The author has enjoyed several years of investigation resulting  
in the present work described above, but th is  is only a preliminary  
step in the f i e ld  of Remote Att itude Measurement.
The major areas which should be targeted for  further research 
are ( in  no part icular  order): The development of a suitable mathe­
matical formalism to describe the IF-THEN relationship and logic 
within an integral to allow inconsistant combinations of parameters to 
be excluded while maintaining the formal t r a c t a b i l i t y  of the in tegral;  
The refinement of ca librat ion techniques suitable for direct ional  
measurement sensors, refinement of the normalized contrast method of 
assessing probabi l i t ies  to account for variations in apparent angular 
subtense due to aspect angle ( i . e .  d irect ional energy radiat ion char­
ac ter is t ics )  of the source; and, refinement in the computational 
techniques used in ReAtMent.
A logical extension of the present work would be to implement 
the Two Vector Method in an actual ReAtMent system, using the prob-
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a b i l i s t i c  concepts developed. In addition to the ReAtMent system 
i t s e l f ,  techniques used to align the device whose a t t i tude  is to be 
measured with the component of the ReAtMent System attached to i t ,  
should be investigated from a prob ab i l is t ic  viewpoint. Cal ibration of 
the ReAtMent system by independent means is also an area which re­
quires advanced study.
In summary, the author has developed several tools (the prob­
a b i l i s t i c  vector, p robab i l is t ic  matr ix ,  and the Two Vector Method) 
which w i l l  hopefully advance the study of ReAtMent and f ind practical  




















































APPENDIX A. LISTING OF DATA REDUCTION PROGRAM
REM PROGRAM TO PROCESS P R O B A B I L I S T I C  VECTORS  
DIM G C2 5 5 > 4  3
DIM PC 2 5 5 ; 4 3 * A C 1 0 * 4 3 * B C 1 0 * 4 3 * C C 1 0 * 4 3 * R C 1 0 * 3 3  
DIM D C 1 0 * 4 3 * E C 1 0 * 4 3 * F C 1 0 * 4 3 * Q C 2 5 5 * 5 3 * S C 2 5  5 * 3 3  
LET Z 0 = 4 . 0 0 0 0 0 E - 0 4
REM Z0 I S  ANGULAR ACCURACY TOLERANCE
P R IN T  ’ ’ ENTER VECTOR NUMBERS FOR A * B * C  (MUST BE SET OF 1 , 2 , 3 ) "  
READ I I  * 1 2 * 1 3  
P R IN T  1 1 * 1 2 * 1 3
P R IN T  ’’ ENTER REFERENCE O R IE N T A T IO N  NUMBER”
CALL ( 2  8 )
REM CALLC2 8 )  REWINDS D IS K  DATA F I L E  
READ N8  
P R IN T  N 8
I F  N 8 # - 9 9 9  THEN 40
REM CHECK FOR END OF DATA F I L E
STOP
GOSUB 1 0 0 0  
I F  N 8 # N 9  THEN 40  
GOSUB 1 1 0 0
REM GOSUB 1 5 0 0  TO P R IN T  PROB VECTORS I N  T H I S  O R IE N T A T IO N  
CALL < 2 8 )
REM REWIND DATA F I L E
P R IN T  ’’ ENTER CURRENT O R IE N T A T IO N  NUMBER"
READ N 8  
P R IN T  N8  
GOSUB 1 0 0 0  
I F  N 8 # N 9  THEN 70  
CALL < 2 8 )
GOSUB 1 2 0 0
REM GOSUB 1 5 0 0  TO P R IN T  PROB VECTORS I N  T H I S  O R IE N TA TIO N  
LET Q9«0
P R IN T  ” A 9 * B 9 * C 9 » " * A 9 ; B 9 * C 9  
P R I N T  ” D 9 * E 9 * F 9 = ” ; D 9 ; E 9 ; F 9  
FOR L=1 TO A9  
REM FOR EVERY MEMBER OF A 
LET V I  »ACL*  1 3 
LET V 2 - A C L / 2  3 
LET V 3 * A C / - * 3  3 
LET V7 =A CL* 4 3 
FOR K»1 TO B9  
REM FOR EVERY MEMBER OF B 
LET V 1 “ B C K * 13 
LET W2«*BCK*2 3 
LET W3=B CK* 3 3 
LET W 7**B CK*4 3 
FOR J»1  TO D9  
REM FOR EVERY MEMBER OF D 
LET V 4 » D C J * 1 3 


















































LET  V 6= D C J . ,3 3
LET V 8 = D C J , 4  3
FOR 1=1 TO E9
REM FOR EVERY MEMBER OF E
LET  W 4 * E C I * 1 3
LET W 5 = E t  I s 2  3
L E T  W 6 = E C I * 3 3
LET W 8 = E C I> 4 3
REM COMPUTE PROB M A T R I I X  USING TWO VECTOR METHOD






LET S * 0
REM NORMALIZE PROB OF M A T R IX  TO U N IT Y  
FOR 1=1 TO Q9 
LET 5 = 3 + 0 1 1 , 3 3  
NEXT I
FOR 1=1 TO Q9
LET Q C I , 3  3 = Q C I , 3  3/ S
NEXT I
P R I N T  " P R O B A B I L I S T I C  M A T R IX  IN  P A R ,A R ,P R O B  FORMAT"
REM COMPUTE S USING PROB M A T R IX  
FOR J=1 TO Q9
LET  X = - e . 9 7 0 0 0 E - 0  4 * < Q C d , I 3 - < Q C J , 2  3 - 2 + 1NT CQCJ,2 3 / 2 > 3 / 2 - 1 2 8 )  
LET Y = 3 . 7 9 0 0 0 E - 0 4 * < Q C J , 2 3 - 2 6 9 )
LET PI  =COS < X) *  COS ( Y )
L E T  P 2 = S I N ( X ) * C 0 S < Y )
LET  P 3 = S I N <Y )
LET  P 4=Q X J ,4 .3
P R I N T  P i ; P 2 ; P 3 ; P 4 3 Q C d , 3 3
REM COMPUTE M A T R IX  C O E F F IC IE N T S  FOR T H I S  MEMBER 
GOSUB 7 0 0 0  
FOR 1=1 TO C9
L E T  S I = M 1 * C C I , 1 3 + M 2 * C C 1 , 2  3+M3*C C I , 33 
LET S 2 = M 4 * C U > 1  3+M 5*C  1 1 ,  2 3+M6*CC I *  3 3 
LET  S 3 = M 7 * C C I , 1 3 + M 8 * C C I , 2  3 + M 9 *C C 1 , 3 3  
I F  S 1= 0  THEN 290  /
L E T  X » A T N ( S 2 / S 1 )
I F  S 1>0  THEN 290
LET Y = A T N ( S 3 / S Q R < S l t 2 + S 2 t 2 ) >
GOSUB 5 0 0 0
REM CONVERT ANGLE TO P I X E L
REM NOW SEE I F  S I M I L A R  MEMBER ALREADY IN  S
L E T  12=0
FOR 11=1 TO S9
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3 3 2  I F  S C I 1 , 1 3 # X  THEN 3 4 0  
334  I F  S C I l , 2 3 r f < Y  THEN 340  
3 36  LET 12=1
3 3 8  LET S C I 1 , 3 3  = S C U , 3 3 + Q C J , 3 3
340  NEXT I I
350  I F  12=1 THEN 360
3 5 2  LET  S 9 = S 9 + 1
3 5 4  LET  S C S 9 , 1 3 = X
3 5 6  LET S C S 9 , 2 3 » Y
3 5 8  LET S C S 9 , 3 3 = Q C J , 3 3 * C C I , 4 3
360  NEXT I
3 6 5  NEXT J
3 7 0  P R I N T  "COMPUTED P R O B A B I L I S T I C  VECTOR I S "
371 LET  S=0
3 7 2  FOR 1=1 TO S9
3 7 3  LET S = S + S C 1 , 3  3
3 7 4  NEXT I ,
37 5 FOR 1=1 TO S9
3 7 6  LET S C I , 3 3 = S C I , 3 3 / S
3 7 7  NEXT I
3 7 8  GOSUB 1 8 0 0
3 7 9  REM SORT S BEFORE P R I N T I N G
38 0  P R I N T  " X " Y " , " P R O B "
3 9 0  FOR 1=1 TO S9
4 0 0  P R I N T  S C l , l  3 , S C I , 2 3 , S C I , 33  
4 1 0  NEXT I
4 2 0  P R I N T  "OBSERVED P R O B A B I L I S T I C  VECTOR I S "
4 30  ' P R I N T  " X " , " Y " , " P R O B "
4 4 0  FOR 1=1 TO R9
4 5 0  P R I N T  R C I , 1  3, R C I  ,  2 3,  RC I  ,  33
4 6 0  NEXT I
4 6 3  I F  S 9= 0  THEN 4 7 0
4 6 4  REM COMPUTE CENTRAL D I R E C T I O N ,  SPREAD I  ANGLE BETWEEN R *S
4 6 5  GOSUB 4 5 0 0
4 6 6  REM NOW DO NEXT CASE 
4 7 0  GOTO 10
1 0 0 0  REM RO U TIN E  TO READ P R O B A B I L I S T I C  VECTORS FROM D IS K
1 0 1 0  CALL ( 1 9 )
1011 CALL ( 2 1 )
1 0 1 2  REM C A L L ( 1 9 )  ALLOWS D I S K  IN P U T
1 0 1 3  REM C A L L ( 2 0 )  D IR E C T S  OUTPUT TO D IS K  TO SUPPRESS ?
1 0 2 0  IN P U T N9
10 30  IN P U T  P0
1 0 4 0  FOR 1=1 TO P0
1041 CALL ( 2 1 )
10 50 IN P U T  PC I , I  3 
1051 INPUT P C I , 2 3  
10 52  IN P U T  PC 1 , 3  3
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1 0 5 3









































1 2 2 3
1 22 4
1 2 2 5
1 2 2 6
12 30
1231
IN P U T  P C I , 43  
CALL ( 2 2 )
REM C A L L ( 2 2 )  RETURNS OUTPUT TO TTY  
NEXT I  
CALL < 2 0 )
REM C A LL( 2 0  ) RETURNS INPUT TO KEYBOARD 
RETURN
REM LOAD A , B , C  W IT H  P H Y S IC A L  VECTORS 1 1 , 1 2 , 1 3  
LET A 9 = B 9 = C 9 = 0  
FOR 1 = 1 TO P0
LET X = - 8 . 9 7 0 0 0 E - 0  4 *  ( P C I , 2 3 - ( P C I , 3  3 - 2 * I N T ( P C I , 3 3 / 2 ) ) / 2 - 1 2 8 )  
LET Y = 3 . 7 9 0 0 0 E - 0 4 * < P C I , 3 3 - 2 6 9 )
I F  P C I , 1  3 # 1 1 THEN 1 1 3 0  
LET A 9 = A 9 + 1
LET A C A 9 , 1 3 = C O S ( X ) * C O S < Y )
LET A C A 9 , 2 3 = S I N ( X ) * C O S ( Y )
LET A C A 9 , 3 3 * S I N ( Y )
LET A C A 9 , 4 3 = P C I , 4 3  
GOTO 1 16 0
I F  P C I , 1 3 # 1 2  THEN 1140  
LET B9=B9+1
LET B C B 9 , 1 3 = C O S ( X ) * C O S ( Y )
LET B C B 9 , 2 3 s S I N C X ) * C O S ( Y )
LET B C B 9 ,3  3 = S I N ( Y )
LET B CB9, 4 3«P CI ,  4 3 
GOTO 1 1 6 0
i f  p c i , i 3 # i 3  t h e n  i 160
LET C 9 = C 9 + 1
LET C C C 9 , 1 3 » C O S < X ) * C O S ( Y )
LET C C C 9 , 2 3 = S 2 N ( X ) * C O S C Y )
LET C C C 9 , 3 3 = S I N ( Y )
LET C C C 9 , 4 3 = P C I , 4 3
NEXT I
RETURN
REM LOAD D , E , F  W ITH P H Y S IC A L  VECTORS 1 1 , 1 2 , 1 3  
LET D 9 = E 9 = F 9 = 0  
FOR 1 = 1 TO P0
LET X = -S »  9 7 0 0 0 E - 0 4 * ( P C I , 2 3 - ( P C I , 3  3 - 2 * I N T ( P C I , 3 3 / 2 ) ) / 2 - 1 2 8 )  
LET Y = 3 . 7 9 0 0 0 E - 0 4 * < P t l , 3 3 - 2 6 9 )
I F  P C I , 1 3 # I I  THEN 1 2 3 0  
LET D 9 = D 9 + I
LET DCD9,1  3 « = C O S (X ) *C O S (Y )
LET D C D 9 , 2 3 = S I N <X ) * C O S <Y )
LET D C D 9 , 3 3 = S I N ( Y )
LET D C D 9 , 4 3 = P C I , 4 3  
GOTO 1260
I F  P C I , 1  3 #12  THEN 1 240  
LET E 9 = E 9 + 1
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1 23 2  LET ECE9j 1 3 = C 0 S ( X ) * C O S ( Y )
1 2 3 3  LET ECE9. ,23  = S I N < X ) * C 0 S C Y )
1 23 4  LET ECE9.#33 = S I N < Y )
1 2 3 5  LET E C E 9 .» 4 3 = P C I , 4 3  
12 36  GOTO 12 60
1240  I F  P C I , 1 3 # I 3  THEN 1 260
1241 LET F 9 = F 9 + 1  <
1242  LET FCF9.. 1 3 = C O S ( X ) * C O S ( Y >
1 24 3  LET F C F 9 . * 2 3 = S I N ( X ) * C O S ( Y )
1244  LET F C F 9 , 3 3 = S I N < Y >
1 2 4 5  L E T  F CF9* 4  3 =P CI^ 4 3
1 24 6  LET RCF9*  1 3=PCI  , 2  3
1247  LET R CF9j 2 3=P CI .* 3 3
1 24 8  LET R C F 9 * 3 3 = P C I , 4 3
1 24 9  LET R 9 = F 9  
1260  NEXT I  
1270  RETURN
1500  REM ROUTINE TO P R IN T  OUT P R O B A B I L I S T I C  VECTORS READ FROM D I S K  
1510 P R IN T  " I D #  X Y PROB"
1520 FOR 1=1 TO P0
1530  P R IN T  P C I , 1 3 ; P C I , 2 3 J P C I , 3 3 ; P C I , 4 3  
1540 NEXT I  
1 550 RETURN
1800 REM SORT COMPUTED PROB VECTOR
1 809  REM S I S  USED HERE AS A FLAG
1810  LET  S=0
1812  FOR 1=1 TO S9-1
1820  I F  S C I , 1 3 > S C I + 1 , 1 3 THEN 1 840  
1830 I F  S C I , 1 3 < S C I + 1 13 THEN 1 85 0  
1 8 3 5  I F  S C l , 2 3 < S C I + l , 2 3  THEN 18 50
1840 LET 1 1 = S C I , 1 3
1841 LET I 2 = S C I , 2  3
1842 LET I 3 = S C I , 3 3
1 843  LET S C I , 1 3 = S C I + 1 , 13
1844  LET SC 1 , 2 3 = S C I + 1 , 2 3  
LET S C I , 3  3 = S C I + 1 , 3  3
1 846  LET SC I + 1 , 1 3 = I I
1847  LET S C I + 1 j 2 3 = I 2
1 848  LET S C I + 1 , 3 3 = 1 3
1849  LET S=1
18 50 NEXT I
1860  I F  S = 1 THEN 1810
18 6 5  P R I N T
1 866  I F  S=1 THEN 1810  
1870 RETURN
4 0 0 0  REM ROUTINE TO COMPUTE CENTRAL D IR E C T IO N  OF P IX E L
4 00 1  REM AND ANGULAR SPREAD 
4 0 0 5  LET 1 1 = 1 2 = 1 3 = 0
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4 00  6
401 0
4 0 2 0
40 30




4 0 7 2
4 0 7 3
40 80
4 0 9 0
4 1 0 0
4 1 0 2
4 1 0 3




4 5 0 0
4501
4 5 1 0
4 5 1 2
4 5 1 4
451 5
451 6
4 5 1 7
451 8
4 5 2 0
453,0
4 5 4 0
4 5 5 0
4551
4 5 5 2
4 5 5 3
4 5 5 4
4 5 5 5
4 5 5 6
4 5 6 0
4 5 7 0
4 5 8 0
4581
4 5 8 2
4 5 8 3
4 5 8 4
4 5 8 5
4 5 9 0
4591
'REM I I * 1 2 # 1 3 MOW USED AS DUMMY V A R IA B LE S  
FOR 1=1 TO G9 
LET  I 1 = I 1 + G C I * 1 3 * G C I * 4 3  
LET I 2 = I 2 + G C I * 2 3 * G C I * 4 3  
L ET  I 3 = I 3 + G C I * 3 3 * G C I * 4 3  
NEXT I
LET S = S Q R ( I I * 2  + 1 2 * 2  + 1 3*  2 )
LET  U  = I 1 / S  
LET 12 = I  2 / S  
LET  I  3= I  3 / S  
L E T  1 4 = 0  
FOR 1=1 TO G9
L ET  I5= C G  C l # 2 3 * I 3 - G C I # 3 3 * I 2 ) t 2 + C G C l * 3 3 * I 1 - G C I # 1 3 * I 3 ) » 2  
LET 1 5 = 1 5 + < G C l , l 3 * I 2 - G C I * 2 3 * 1 1 >»2  
L ET  I  5=SQR( I  5)
LET  I 5 = A T N ( I 5 / ( G C I *  1 3 *  I  1 +G C I  * 2 3 *  12  + G C I  * 3 3 *  I  3 )  >
LET 1 4 =  14+G C I  # 4 3 *  I  5
NEXT I
RETURN
REM R O U T IN E  TO COMPUTE AND P R I N T  CENTRAL D IR E C T IO N
REM AND SPREAD OF A * B * C * D * E * F
LET  G 9=A 9
FOR 1=1 TO G9
L ET  G C I  # 1 3=A C I  * I 3
LET G C I  # 2 3=A C I  * 2 3
LET G C I * 3  3 = A C I , 3  3
L E T  G C I  * 4  3=AC I  * 4 3
NEXT I
GOSUB 4 0 0 0
P R I N T  "CENTRAL D IR E C T I O N  OF A IS ' * *  I I *  12# 1 3 * "  SPREAD3 "  * I  4
LET  G9=B9
FOR 1=1 TO G9
LET G C I * 1  3=BC I  * 13
LET  G C I  * 2  3=B C I  * 2 3
LET G C I  * 3 3=BCI  * 3 3
LET G C I  * 4  3=B C 1 * 4  3
NEXT I
GOSUB 40 00
P R I N T  "CENTRAL D I R E C T I O N  OF B I S " # 1 1 * 1 2 * 1 3 # "SPREAD3 " # 1 4
LET G 9=C 9
FOR 1=1 TO G9
LET  G C I # 1 3 = C C I * 13
LET G C I * 2 3 = C C I * 2 3
LET G C I# 3 3 « = C C I * 3 3
LET  G C I * 4 3 = C C I * 4 3
NEXT I
GOSUB 4 0 0 0
LET SI  =11
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4 5 9 2 LET S2 = I 2
4 5 9 3 LET  S3 = I  3
4 6 0 0 P R I N T  "CENTRAL D I R E C T IO N  OF C I S " ; 1 1 ; 12 i I  3 ; " S P R E A D = " J 1 4
4 6 1 0 LET G9=D9
4 6 2 0 FOR 1=1 TO G9
4621 LET  G C I  j 1 3 = D C I , 13
4 6 2 2 LET G C I J2 3 = D C I > 2 3
4 6 2 3 LET G C I , 3 3 = D C I , 3 3
4 6 2 4 LET G C I  «4 3=D C I  > 4 3
4 6 2  5 NEXT I
4 6 3 0 GOSUB 4 0 0 0
4 6 4 0 P R I N T  "CENTRAL D I R E C T I O N  OF D I S " * I I S I 2 J I 3 ; " S P R E A D = " J 14
4 6  50 LET G 9 = E9
4 6 6 0 FOR 1=1 TO G9
4 66 1 LET G C I j 1 3 = E C I >1 3
4 6 6 2 LET G C I , 2 3 = E C I , 2 3
4 6 6 3 LET  G C I  « 3 3 = E C I >33
4 6 6 4 LET G C I  * 4  3 = E C I  .* 4  3
4 6 6 5 NEXT I
4 6 6 6 GOSUB 4 0 0 0
4 6 7 0 P R I N T  "CENTRAL D I R E C T I O N  OF E I S  " J I I ; 1 2 S I 3 J" S P R E A D = " J 14
4 6 8 0 L ET  G 9 = F 9
4 6 9 0 FOR 1=1 TO G9
4 69 1 LET G C I  j  1 3=F C I  > 1 3
4 6 9 2 LET G C I  j'2 3=F £ I « 2 3
4 6 9  3 LET G C I . , 3 3 = F C I , 3 3
4 6 9 4 LET G E I , 4 3 = F E I , 4 3
4 6 9 5 NEXT I
4 6 9 6 GOSUB 4 0 0 0
4 7 0 0 P R I N T  "CENTRAL D I R E C T I O N  OF F I S " ; I  1 J 1 2 ; 1 3 i " S P R E A D = " S I  4
471 0 LET  G 9 = 5 9
4 7 2 0 FOR 1=1 TO G9
4 7 2 2 LET X = - 8 . 9 7  0 0 0 E - 0  4 * < S E I , 13 - < S E I , 2 3 - 2 * I N T ( SC I , 2 3 / 2 ) ) / 2 - 1 2 8 )
4 7 2  3 LET Y = 3 . 7 9 0 0 0 E - 0 4 * ( S C I , 2 3 - 2 6 9 )
4 7 2 4 L E T  GCI  ,1  3 = C O S < X ) * C O S ( Y >
4 7 2 5 LET  G £ I , 2 3 = S I N C X > * C 0 S ( Y >
4 7 2 6 LET  G E r , 3  3 = S IN < Y >
4 7 2 7 LET  G C I , 4 3 = S £ I , 3 3
4 7 2 8 NEXT I
4 7 3 0 GOSUB 4 0 0 0
4 7 4 0 P R I N T  "CENTRAL D I R E C T I O N  OF S I S " ; I  1 ; 12 S I  3 ) "SPREAD= " S I  4
47 50 R E M ' COMPUTE ANGLE BETWEEN S AND F
4 7 6 0 LET 1 4 = 0
4 7 7 0 FOR 1=1 TO G9
47 80 FOR d = l  TO F9
4 7 9 0 LET I 5 = C G E I > 2  3 *F E J .» 3  3 - G C I , 3  3 * F C J , 2  3 ) » 2
4 79 1 LET I 5 = I 5 + C G E I , 3  3 * F E J , 1 3 - G E I , l  3 * F E d , 3 3 ) t 2
4 7 9 2 LET I 5 = I 5 + < G C I ^ 1 3 * F C J , 2  3 -G C X « 2  3 * F C J « 1 3 ) * 2
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4 7 9 3 LET I 5 - S Q R C I 5 )
4 7 9 4 LET I 5 = A T N ( I 5 / C G  C I * 1 3 * F C J ,» 1 3+G C I  . . 2 3 * F C d ,  2 3 + G CI > 3 3 * F C d ,  3 3 ) )
479  5 LET 1 4 = 1 4 + 1 5 * G C I  * 4  3 * F  CJ.»4 3
4 7 9 8 NEXT' J
4 7 9 9 NEXT I
4 80 0 P R I N T  "ANGLE BETWEEN COMPUTED PROB VECTOR AND OBSERVED"
4801 P R IN T  "  PH Y SIC A L VECTOR I S  " I  14
4 8 9 5 RETURN
5000 REM RO U TIN E  TO CONVERT ANGLE TO P I X E L
50 0 5 LET Y = I N T  < • 5 + C Y + 2 6 9 * 3 . 7  9 0 0 0 E - 0 4 > / 3 • 7 9 0 0 0 E - •04 )
5010 I F  'ir= 2 * I N T C Y / 2 >  THEN 50 40
50 2 0 LET X = I N T ( C - X / 8 • 9 7 0 0 0  E - 0  4 )  + 12 8 *  5)
50 3 0 GOTO 5050
5040 LET X = IN T C  C - X / 8 . 9 7 0 0 0 E - 0 45 + 1 2 8 )
50 50 RETURN
6 00 0 REM TWO VECTOR METHOD
600 5 REM COMPUTE D IF F E R E N C E  VECTORS
6010 LET D l = V l - V 4
601 1 LET D 2 = V 2 - V 5 '
6 01 2 LET D 3 = V 3 - V 6
6 020 LET D4=W1 -W4
6021 LET D5=W2-W5
6 0 2 2 . LET D6=W3-W6
60 30 LET S = S Q R ( D 1 t 2 + D 2 t 2 + D 3 » 2 )
6031 LET D 1 = D 1 / S
60 32 LET D 2 = D 2 / S
6 03 3 LET D 3 = D 3 / S
6 04 0 LET S = S Q R ( D 4 t 2 + D 5 t 2 + D 6 » 2 )
6041 LET D 4 = D 4 / S
6 04 2 LET D 5 = D 5 / S
6 04 3 LET D 6 = D 6 / S
6 04 4 REM CHECK FOR PARALLEL D IF F E R E N C E v e c t o r s
6 0 4 5 LET S = D 1* D 4 + D 2 * D 5 + D 3 * D 6
6 0 4 6 I F  1-  St  2 < £ 0 t  2 THEN 6 3 0 0
6 0 4 8 REM COMPUTE PAR
60 50 LET P I  = D 2 *  D 6 - D 3 * D 5
60 51 LET P 2 = D 3 * D 4 - D 1  * D 6
60 52 LET P 3 = D l * D 5 - D 2 * D 4
6 06 0 LET S = S Q R ( P 1 1 2 + P 2  12+P 3»  2>
6061 LET P I  = P 1 / S
6 06 2 LET P 2 = P 2 / S
6 0 6 3 LET P 3 » P 3 / S
6 0 6 5 REM COMPUTE F I R S T  AR* CALL I T  A1
6070 LET S = V I * P 1 + V 2 * P 2 + V 3 * P 3
6071 LET D 1 = V 1 ~ S *P 1
6 0 7 2 LET D 2 = V 2 - S * P 2
6 0 7 3 LET D 3 = V 3 - S * P 3
6 0 7 4 LET D 4 = V 4 - S * P 1
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607  5 LET D 5 = V 5 - S * P 2
6 0 7 6  LET D 6 ® V 6 - S * P 3
6 0 7 7  LET S =SQ R <D 1 »2 + D212 + D3 * 2 >
607  8 LET D 1 = D 1 / S
6 0 7 9  LET D 2 = D 2 / S  
60 80 LET D 3 = D 3 / S
6081 LET S = S Q R C D 4 i 2 + D 5 i 2 + D 6 i 2 >
6 0 8 2  LET D 4 * D 4 / S
6 0 8 3  LET D 5 * D 5 / S
60 84  LET D 6 - D 6 / S
6 0 8 5  LET SI  = C D 2 * D 6 + D 3 * D 5 > * P 1  + ( D 3 * D 4 - D 1 * D 6 > * P 2 + ( D 1 * D 5 - D 2 * D 4 ) * P 3
6 0 8 6  LET A 1 = D 1 * D 4 + D 2 * D 5 + D 3 * D 6
6088  REM COMPUTE SECOND AR# CALL I T  A2
6090 LET S=W1*P1+W2*P2+W3*P3
6091 LET D 1 - W 1 - S + P 1
6 0 9 2  LET D 2 = W 2 - S * P 2
6 0 9 3  LET D 3 - W 3 - S * P 3
6 0 9 4  LET D 4 = W 4 - S * P l
6 0 9 5  LET D 5 = W 5 - S * P 2
6 0 9 6  LET D6=W 6-S*P3
6 0 9 7  LET S“ S Q R C D 1 » 2 + D 2 » 2 + D 3 » 2 )
6 0 9 8  LET D 1 = D 1 / S
6 0 9 9  LET D 2 = D 2 / 5
6 1 0 0  LET D 3 = D 3 / S
6101  LET S = S Q R ( D 4 » 2 + D 5 t 2 + D 6 » 2 )
6 1 0 2  LET D 4 = D 4 / S
6 1 0 3  LET D 5 = D 5 / S
6 1 0 4  LET D 6 = D 6 / S
6 1 0 5  LET S 2 « < D 2 * D 6 + D 3 * D 5 ) * P 1 + < D 3 * D 4 - D 1 * D 6 ) * P 2 + C D I * D 5 - D 2 * D 4 ) * P 3
6 1 0 6  LET A 2 = D 1 * D 4 + D 2 * D 5 + D 3 * D 6
6107  I F  A1>0 THEN 61 10
6 1 0 8  LET A 1 = A T N C S 1 / A 1 ) + 3 . 1 4 1 5 9
6 1 0 9  GOTO 61 11
6 1 1 0  LET A 1 = A T N C S 1 /A 1  )
611 1 I F  S2>0  THEN 61 14
6 1 1 2  LET A 2 = A T N < S 2 / A 2 ) + 3 . 1 4 1 5 9
6 11 3  GOTO 6 1 1 6
6 1 1 4  LET A 2 = A T N < S 2 /A 2 )
6 1 1 5  REM SEE I F  VA LID  COMPUTATION WITH A1
6 1 1 6  I F  A B S ( A 1 - A 2 ) > 1 . 0 0 0 0 0 E - 0 7  THEN 6 2 2 0
61 17 I F  P I  =0 THEN 61 25  
6 1 2 0  LET X « A T N ( P 2 / P 1 >
6 1 2 2  I F  P 1>0  THEN 6 1 3 0
6124 LET X = X + 3 . 1 4 1 5 9
6 1 2 5  I F  PI  »2+P2»2i( '0 THEN 613 0
6 1 2 6  LET Xs 0
6 1 2 7  LET Y = S G N ( P 3 ) * 1 . 5 7 0 7 8
6128 GOTO 6140










6 1 7 3  
61 74
6 1 7 6
6 1 7 7
6 1 7 8
6 1 7 9  
61 80 
6190  
619  5 
6200  
62 1 0  
6212 .  
6 2 1 4  
6 2 1 6  
6 2 1 7  
62 2 0  
6 30 0  
6310  
6 31 2  
6 3 1 4  
6 3 1 6  
6 3 1 8  
6 3 2 0  
6 3 3 0  
7 0 0 0  
7 0 1 0
7021
7 0 2 2
7 0 2 3
7 0 2 4  
7 0 2  5
7 0 2 6
7 0 2 7
7 0 2 8






LET Y = A T N '< P 3 /S Q R C P 1 » 2 + P 2 » 2 >  >
GOSUB 5 0 0 0
REM TO CONVERT ANGLES TO P I X E L S
REM SEE I F  S I M I L A R  MEMBER ALREADY I N  Q
LET 12=0
FOR 11=1  TO Q9
I F  QC I  1 ,  1 3 #X  THEN 61 80
I F  Q C I 1 * 2 3 # Y  THEN 61 80
I F  A B S < Q C 1 1 * 4 3 - A 1 ) > Z 0  THEN 6 1 8 0
LET 12 = 1
LET QCI  1 ,  3 3= Q C I  1 , 3  3 * 0  Cl 1*  5 3 + V 7 * V 8 * W 7 * W 8
LET QCI I ,  53=Q C I  1, 53+1
LET Q C I 1 * 3 3 = Q C I 1 * 3 3 / Q C I 1 * 53
GOTO 6 2 2 0
NEXT I I
I F  12=1 THEN 6 2 2 0
REM N0 * MUST MAKE NEW MEMBER OF Q
LET Q9=Q9+1
LET Q C Q 9 * 1 3 = X
LET Q C Q 9 * 2 3 = Y
LET Q C Q 9 * 3 3 = V 7 * V 8 * W 7 * W 8
LET Q C Q 9 * 4 3 = < A l + A 2 ) / 2
LET Q C Q 9 * 53=1
RETURN
REM ALTERNATE COMPUTATION OF PAR 


















D 2 = V 3 * W 1 - V 1*W 3 
D 3 * V 1 * W 2 - V 2 * W i  
D 4 * V 5 * W 6 - V 6 * W 5  
D 5 = V 6 * W 4 - V 4 * W 6  
D 6 = V 4 * W 5 - V 5 * W 4  
60 50 ■
MATRIX COEFFIC IENTSCOMPUTE 
P 5 = P 4 / 2
M l = C 0 S ( P 5 >  » 2 - C l - 2 * P 1  t 2 ) * S I N ( P 5 ) t 2  
M 2 = - P 3 * S I N < P 4 ) + 2 * P l * P 2 * S I N ( P 5 > t 2  
M 3 = P 2 * S I N < P 4 ) + 2 * P 1 * P 3 * S I N < P 5 ) t 2  
M 4 = P 3 * S I N < P 4 > + 2 * P 2 * P 1 * S I N C P 5 > » 2  
M 5 = C 0 S <P 5 > ♦ 2 - C1 - 2 * P 2 T 2 ) * S I N < P 5 >  »2 
M 6 = - P I * S I N C P 4 > + 2 * P 2 * P 3 * S I N C P 5 >  »2 
M 7 = - P 2 * S I N ( P 4 > + 2 * P 3 * P 1 * S I N ( P 5 > » 2  
M 8 = P 1 * S I N ( P 4 ) + 2 * P 3 * P 2 * S I N ( P 5 ) * 2  
M9=C O S ( P 5 > 1 2 - c 1 - 2 * P 3 T 2 ) * S I N < P 5 ) » 2  
RETURN
REM DATA FOR PRODUCTION RUN OF PROGRAM 
REM I  1 , 1 2 * 1 3 , O R IE N T A T IO N  # * O R IE N T A T IO N  
DATA I * 2 * 3 * I * 2  
DATA 1 * 2 * 3 * 2 * 1
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8 040  DATA 1 ; 2 , 3 , 1 , 3  
8 04  5 DATA 1 , 2 * 3 ,  3 , 1  
8 070  DATA - 9  99  
9 9 9 9  END
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APPENDIX B VARIABLE LIST FOR DATA REDUCTION PROGRAM
P [ - , - ]  Array of measured probabi l ist ic  vectors for an orientat ion  
P[-» l ]  Corresponding physical vector number
P [ - ,2 ]  X index of pixel 
P[- ,3 ]  Y index of pixel 
P[- ,4 ]  Probabi l i ty  associated with pixel
AC-»-] F irst  probab i l is t ic  vector in reference orientation  
Second probabi l ist ic  vector in reference orientation  
C [ - , - ]  Third probab i l is t ic  vector in reference orientation
D[- , - ]  F irs t  probab i l is t ic  vector in current orientation
E [ - , - ]  Second probabi l is t ic  vector in current orientation  
F [ - , - ]  Third probabi l is t ic  vector in current orientat ion  
A,B,C ,D ,E ,F[- ,1 ]  i component of unit vector
[ - , 2 ]  j  component of unit vector
[ - , 3 ]  k component of unit vector
[ - , 4 ]  probabi l i ty  associated with th is  member
R [ - , - ]  is the actua l ly  observed th ird  probab i l is t ic  vector 
is the computed th i rd  probabi l ist ic  vector 
R[- , - ]  and S [ - , - ]  are def ined in the same format as P [ - , - ]
Q [ - , - ]  PAR,AR,probability form of probabi l ist ic  a t t i tude  matrix 
Q [ - , l ]  X index of pixel containing PAR
Q[->2] Y index of pixel containing PAR
Q[- ,3]  Probabi l i ty  associated with th is  member
Q[- ,4 ]  AR
Q [ - , 5 ]  # of s im i l a r  members compressed into t h i s  member
ZO Angular accuracy quantization tolerance
N9 Orientation number of data in f i l e
P9,A9,B9,C9,D9,E9,F9,Q9,S9,R9 # of entries in respective matrix
P1,P2,P3 i , j , k  components of PAR in Two Vector Method(TVM)
A1,A2 value of AR computed from V and W respectively
P4 value of AR used to compute matrix
P5 AR/2
M1,M2,M3,M4,M5,M6,M7,M8,M9 components of the att i tude  matrix 
V1,V2,V3,V7 i , j , k  component and probabi l i ty  of VI in TVM
V4,V5,V6,V8 i , j , k  component and probabi l i ty  of V2 in TVM
W1,W2,W3,W7 i , j , k  component and probabi l i ty  of W1 in TVM
W4,W5,W6,W8 i , j , k  component and probabi l i ty  of W2 in TVM
S1,S2,S3 i » j , k  components of R
D 1,D2,D3,D4,D5,D6,S ,N8, I1 , I2 , I3 , I4 , I5 ,X ,Y ,  are dummy variables
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APPENDIX C. MEASURED PROBABILISTIC VECTORS





2 2 1 7
2 2 1 7
2 2 1 7









































• 4 1 0 2 5 6  
. 1 7 9 4 8 7  
. 4 1 0 2 5 6  
. 1 7 7 4 1 9  
. 3 6 0 2 1 5  
. 2 7 9 5 7  
. 1 8 2 7 9 6  
. 1 2 8 2 0 5  
. 5  8 9 7 4 4  
. 2 8 2 0  51 
2
PR OB 
. 2 6 1  9 0 5  
. 3 5 7 1 4 3  
8 . 3 3 3 3 3 E - 0 2  
. 2 9 7 6 1 9  
6 . 6 1 8 1 8 E - 0 2  
. 1 3 9 6 1  
. 1 3 6 3 6 4  
. 3 0 1 9 4 8  
. 1 6 5 0  65  
. 1 6 8 8 3 1  
6 . 2 1 4 6 9 E - 0 2  
. 3 1 0 7 3 4  
6 . 2 1 4 6 9 E - 0 2  
. 2 3 1 6 3 8  
. 1 8 0 7 9 1  
. 1 5 2  542  
3
PR OB 
. 2  52 3 3 6  
9 . 3 4 5 7 9 E - 0 2  
. 3 0 8 4 1 1  
. 1 0 2 8 0 4  
. 2 4 2 9 9 1  
. 1 2 5 8 9 9  
. 1 5 8 2 7 3  
. 3 1 6 5 4 7  
. 2 3 7 4 1  
.1  61 87 
.1 1 61 62  
. 2 8 2  8 2 8  
. 2 1 7 1 7 2  
. 1 9 6 9 7  

















































e n t e r  v e c t o r  n u m b e r s  f o r  a * b * c
(MUST BE SET OF 1 * 2 * 3 )
1 . 2  3
ENTER REFERENCE O R IE N T A T IO N  NUMBER 
1
ENTER CURRENT OR IEN TA TIO N  NUMBER 
2
A 9 * B 9 * C 9 =  4 5 2
D 9 * E 9 * F 9 =  4 6 6
P R O B A B I L I S T I C  M A T R IX  IN  P AR*AR *  PROB FORMAT 
2 . 2  3 8 1 2  E - 0  3 3 .  5 7 6 8 7 E - 0 2  . 9 9 9 3 5 8  3 . 3 6 5 6 5 E - 0 2  . 2 0 9 3 6 7
1 . 1 5 0  3 1 £ - 0  3 1 . 7 9 9 5 2 E - 0 2  . 9 9 9 8 3 7  3 . 4 0 9 4 1 E - 0 2  . 3 9 5 8 9 5
2 . 3 9 1 8 1  E - 0 3 3 . 6 8 9 7 1 E - 0 2  . 9 9 9 3 1 6  3 . 4 1 1 8 5 E - 0 2  . 3 9 4 7 3 8
COMPUTED P R O B A B I L I S T I C  VECTOR I S
X Y PROB
1 2 5 152 .5 1  5 6 4 4
1 2 5 1 53 • 1 1 7 8 1 5
1 26 1 51 . 1 9 8 7 9 5
126 152 . 0 6 2 3 1
127 151 .  1 0 544
OBSERVED P R O B A B I L I S T I C VECTOR I S
X Y PROB
127 149 . 0 6 2 1 4 7
127 150 . 3 1 0 7 3 4
127 1 51 . 0 6 2 1 4 7
1 2 8 149 . 2 3 1 6 3 8
1 2 8 150 . 1 8 0 7 9 1
1 2 8 1 51 .1  52 542
CENTRAL D IR E C T IO N  OF A I S . 9 9 4 6 7 7  - 7 . 9 3 8 8 6 E - 0 2  - 6 . 5 6 9 4 0 E - 0 2
SPREAD= 4 . 0 9 4 0 4 E - 0 4
CENTRAL D IR E C T IO N  OF B I S . 9 9 5 9 9 5  - 7 . 9 2 4 7 3 E - 0 2  - 4 . 1 3 9 7 5 E - 0 2
SPREAD*8 4 . 3 0 1 7 2 E - 0 4
CENTRAL D IR E C T IO N  OF C I S . 9 9 8 5 4 1  - 3 . 2 0 8 9 6 E - 0 2  - 4 . 3 4 3 0 6 E - 0 2
SPREAD8* 2 . 7 4 0 3 2 E - 0 4
CENTRAL D IR E C T IO N  OF D I S . 9 9 6 6 7 2  - 4 .  5 7 9 7 2 E - 0 2  - 6 . 7 4 3 7 9 E - 0 2
SPREAD** 4 . 0 7 6 7 8 E - 0 4
CENTRAL D I R E C T IO N  OF E I S . 9 9 8 0 4 7  - 4 . 5 2 9 2 0  E - 0 2  - 4 . 3 0 1 9 2 E - 0 2
SPREAD8* 4 * 5 5 2 9 7 E - 0 4
CENTRAL D IR E C T IO N  OF F I S . 9 9 8 9 8 2  6 . 1 7 6 4 2 E - 0 4  - 4 . 5 1 1 5 7 E - 0 2
SPREAD*8 4 . 5 8 1 4 4 E - 0 4
CENTRAL D IR E C T IO N  OF S I S . 9 9 9 0 1  1 2 . 4  5 4 5 0 E - 0 3 - 4 . 4 3 9 9 1  E - 0 2
SPREAD*8 4 .  5 9 8 3 7 E - 0 4
ANGLE BETWEEN COMPUTED PROB VECTOR AND OBSERVED 
P H Y S IC A L  VECTOR I S  2 . 0 0 2 7 0 E - 0 3
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