Abstract. In this paper, we construct some left-symmetric algebras arising from the operation of DNA insertion. We define a new operation of insertion by modifying the simplified insertion as follows:
Introduction
The genetic information is realized by the DNA recombination. The recombination provides the genetic program of development and functioning of all living organisms. The algebraic formalization of DNA recombination is represented in the form of linear space F(R) over a field F of characteristic 0, where R is an infinite free semigroup generated by the set of DNA nucleotides {A, G, C, T }. The schematic model of non-homologous DNA recombination can be represented in the form: (ab)·c → acb, where two chromosomes (ab) and c are participating in non-homologous recombination. The algebraic formalization of the above recombination, with respect of all possible insertions DNA c in DNA (ab), defines the algebra of simplified insertions. Let X ∈ R. Then X can be presented as X = x 1 x 2 · · · x n , where x i ∈ {A, G, C, T }. The operation, defined in [10] , is given by
where a is an arbitrary element in F (R); and b.a = α s (u s · a) , where b = s α s u s , α s ∈ F , and u s are monomials in R. This operation · is called the operation of right simplified insertion. The operation of simplified insertion was firstly introduced by M. Bremner [2] , and it is an algebraic formalization of the operation of normal insertion in the theory of DNA computing (see [6] ). This algebra defined on F (R) are usual nonassociative algebras. Nonassociative algebras have previously been applied to population genetics in the well-developed theory of genetic algebras. For surveys of this area see Reed [9] .
The operation of the algebra F (R) defined by (1.1) is called right simple insertion. It satisfies the left-symmetric identity (x, y, z) = (y, x, z). Left-symmetric algebras (also called pre-Lie algebras,or koszul-vinberg algebra ) were originally introduced by A. Cayley in 1896, in the context of rooted tree algebras, see the A. Cayley [4] . Vinberg [11] and Koszul [8] introduced them in the early 1960s in connection with convex homogeneous cones and affinely flat manifolds. A few years later, they also appeared naturally in the theory of cohomology of associative algebras (Gerstenhaber [6] ). They have also been studied from a purely algebraic point of view (Kleinfeld [7] ).
The right simple insertion left symmetric algebra is infinite-dimensional. However, one find there are only finite types DNA in nature. So one must change the operation of the simple right insertion. We change the definition of right simple insertion by some coefficient as following:
When the length of genetics becomes larger and k < 0, the function becomes smaller. So, if the length of genetics is very large, the results of new genetics, generated by the simple right insertion, is killed by this coefficient. Fortunately, F (R) with the operation given by (1.2) is still a left symmetric algebra. Moreover, we define a new operation of insertion as follows
where x = x 1 x 2 · · · x p and y = y 1 y 2 · · · y q . Then F (R) becomes a left symmetric algebra if and only if f (m, n) satisfies the following conditions:
where m, n, p ∈ N.
The paper is organized as follows. In section (II), we recall the constructed leftsymmetric algebras from Simplified insertion .In section (III), we recall the operations of synchronized insertion and simplified insertion on words,and give simple that Synchronized insertion does not satisfy left symmetric identity, but simplified insertion satisfies the left-symmetric identity; In section (IV), we give an another definition of simplified insertion and construct new left symmetric structure from this definition of simplified insertion and discuss some properties of these left-symmetric algebras and certain application in genetics and molecular genetics.
Definitions and Notions

2.1.
The left symmetric algebra. Let F be a field of characteristic zero. Let A be an algebra over F . For elements x and y in A the bilinear product is denoted by (x, y) → x•y. Given three elements x, y and z,we will denote by (x, y, z) the associator of these elements by
Definition 2.1. A left-symmetric algebra is an algebra whose associator is left-symmetric, that is
Example 2.1.
(a) Every associative algebra is a left symmetric algebra with the left symmetric structure given by
Languages and Simplified insertion.
We denote S a finite non-empty set. A word over S is a finite string w = a 1 a 2 · · · a p where p ≥ 0 and a i ∈ S(1 ≥ i ≥ p). For p = 0 we have the empty word denoted 1. We denote the length of w by |w| = p. We write M(S) for the set of all words; any subset of M(S) is called a language. We now consider the operation of DNA insertion of one word into another. This gives a method of combination of DNA molecules which are well-studied in molecular genetics. Given x, y ∈ M(S) we consider all insertions of x into y:
Note that we are allowing both y 1 and y 2 to be empty. Firstly, we recall the simplified insertion.
Definition 2.2. The simplified insertion of x into y is the linearized form of this operation, that is the sum of all insertions:
Given a free associative algebra A[X] on a set of generators S = {a 1 , a 2 , · · · a s }. we can define a new operation of multiplication • by the following rule:
where y = y 1 y 2 · · · y q , ,y j ∈ S.The associator for this new operation,that is simplified insertion operation, is defined as usual by
The following Theorem 2.1was first proved by Gerstenhaber [6] . 
2). It is a left symmetric algebra.
The following is just like the proof of Bremner [2] .
Proof. we just prove that
Using (2.1),we obtain
Using 4.4 and 2.4, we have
The only terms of LHS which remain are those in which x and y are both inserted into z and are separated by at least one letter of z from (2.5). We immediately obtain (2.3).
Remark 2.1. We consider the following open problem numbered [5] given in the [2] by Bremner. Recall the open problem [5] : An intermediate version of the insertion operation is obtained when we regard the set-theoretic definition as producing a set rather than a multiset. That is, on words x = x 1 · · · x p and y = y 1 · · · y q with x i , y j ∈ S we define δ(x, y) = 1,
We then consider the operation
What are the polynomial identities satisfied by this operation? We only check the leftsymmetry identities of degree 3. Choose S = {a, b, c}, x = ab, y = abc, z = ac.
It follows that it does not satisfy the left-symmetric identity (x, y, z) = (y, x, z).
Remark 2.2. Recall another DNA insertion operation the linearized version of synchronized insertion introduced by Bremner in the [2] . We show that it does not satisfy the left-symmetric identity (x, y, z) = (y, x, z), either.
where s(x, y) is given by:
Without loss of generality, we choose the simplest case of the linearized version of synchronized insertion in which S contains one letter: S = {a}. Then the synchronized insertion becomes
Hence we show that it does not satisfy the left-symmetric identity.
One of the subspaces and left symmetric algebra
Firstly, we describe how signs may be introduced in the notions of words and DNA insertions. We will use the notation δ(x, y) for the sign introduced when x and y are both in a word, i.e., δ(x, y) = 1 if there is some words like · · · xy · · · and 0 otherwise. Suppose that S = a 1 , a 2 , · · · , a p and δ(a i , a j ) = 1, for ∀ a i , a j ∈ S. δ(a i , a j ) = 1, a i , a j can be connected 0, otherwise Consider a subspace of the A[X], ∃a i , a j s.t. δ(a i , a j ) = 0. That is no any word containing a i a j . We give an example: Proof. The first two items (a) and (b) follow directly from the theorem 2.1. Obviously S = 2 and δ(a 1 , a 2 ) = 0 , the operation
Hence we have (a) and (b). It is not difficult to prove that for n = 3 the claims are true particularly. (c) follows since the space of n = 3 is the subspace of n 3.
4. The modified simplified insertion 4.1. The definition of modified simplified insertion. We can modify the simplified insertion as follows.
Then we have 1 a 2 a 3 a 4 a 5 + a 4 a 1 a 2 a 3 a 5 +  a 4 a 5 a 1 a 2 a 3 ).
4.2.
The left symmetric algebra for modified simplified insertion. 
Proof. As the same as Theorem 2.1, we are just to prove
We obtain
, respectively. Using 4.3 and 4.4 , we obtain
Since the beginning term of LHS is yxz with the coefficient H(| x |, | y |, | z |) and there is no other terms containing yxz. The remaining terms are those in which x and y are both inserted into z and are separated by at least one letter of z from (4.5). Therefore, for every x,y z, LHS = RHS if and only if
We immediately obtain (4.2). f (n, p)f (m, n + p) = f (m, p)f (n, m + p) (4.8) where ∀ m, n, p ∈ N. Example 4.2. We choose a symmetric bilinear function g: N×N → R given by (m, n) → g(m, n). Hence g(m, n) = k · mn, k is a fixed positive number. Let f (m, n) = exp{g(m, n)}, then f (m, n)f (m + n, p) = exp{g(m, n)} exp{g(m + n, p)} = exp{g(m, n) + g(m + n, p)} = exp{g(m, n) + g(m, p) + g(n, p)} = exp{g(m, n + p) + g(n, p)} = exp{g(m, n + p)} exp{g(n, p)} = f (m, n + p)f (n, p) (4.9) f (n, p)f (m, n + p) = exp{g(n, p)} exp{g(m, n + p)} = exp{g(n, p) + g(m, p) + g(n, p)} = exp{g(m, n) + g(m, p) + g(n, p)} = exp{g(n, m + p) + g(m, p)} = exp{g(n, m + p)} exp{g(m, p)} = f (n, m + p)f (m, p) (4.10) then f satisfies (4.7) and (4.8) . 
