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Abstract
We represent pressure p with the aid of the (divdiv∗)−1—operator and velocity v. Next, we investigate some
double approximation of p and prove convergence in the space L2().
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1. Introduction
A stationary ﬂow of viscous incompressible ﬂuid ﬁlling a bounded domain  ⊂ Rn, where n ∈ {2, 3},
is described by the stationary Navier–Stokes (N–S) problem
n∑
i=1
vi
v
xi
= v + f − ∇p,
divv = 0,
v = 0.
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We will start from the weak formulation of the (N–S) problem introduced by J. Leray. It reduces the
(N–S) problem to ﬁnding v ∈ V satisfying appropriate integral identity. However, we can recover p, in
general, as a distribution by applying the de Rham theorem.
In this paper, we will concentrate on the pressure p. More precisely, we ﬁnd some formula expressing
p with the aid of the velocity v. To this aim we will use the inversion of the divdiv∗—operator investigated
in the paper [6] (see also [8]). Further analysis is based on the new formulation of the (N–S) problem.
This problem has been written as some operator equation in the Sobolev space H 10 (see [8]). Next, we
present some double approximation of p with the aid of the approximate velocity and prove convergence
in the space L2().
There are various formulations of the incompressible N–S equations and related to them numerical
methods. A detailed overview is presented in [2–5]. However, they do not cover the approach considered
in our research. In the present paper, both, the formulation and the method of approximation are different.
The results were inspired by the several years’ cooperation with prof. K. Holly. The approach is closely
related to that considered in [6]. However, we obtain some results in much simpler way.
2. Preliminaries
Somenotations: Let (X, |·|X), (Y, |·|Y ) be real normed spaces.The symbolL(X, Y ) stands for the linear
space of all continuous linear operators from X to Y . Epi(X, Y ) is the subspace of all epimorphisms, i.e.,
the family of allA ∈ L(X, Y ) such thatA(X)=Y andMono(X, Y ) – the subspace of allmonomorphisms,
i.e. the family of all injections inL(X, Y ). Moreover,
Iso(X, Y ) := {A ∈ L(X, Y ) : A is bijective and A−1 ∈ L(Y,X)}
is the family of all isomorphisms. In particular, the space L(X,X) =: EndX is called the space of
endomorphisms of X and Iso(X,X) =: AutX is called the space of automorphisms of X. Moreover,
EpiX := Epi(X,X) and MonoX := Mono(X,X). If Y = R, then X′ := L(X,R) is called the dual
space of X and its elements are called continuous linear functionals of X.
The identity mapping on a set X is denoted by idX; if no confusion seems likely, we omit the index X.
2.1. The stationary N–S problem
We consider the stationary N–S equations for viscous incompressible ﬂuid ﬁlling the bounded domain
 ⊂ Rn with the Lipschitian boundary , where n ∈ {2, 3}, i.e.
vv = v + f − ∇p, (2.1)
divv = 0 (2.2)
with the homogeneous boundary condition
v = 0. (2.3)
For any differentiable vector ﬁelds
u = (u1, . . . , un) :  → Rn, w = (w1, . . . , wn) :  → Rn
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the symbol uw stands for the vector ﬁeld
n∑
i=1
ui
w
xi
.
Vector ﬁelds satisfying (2.2) are called solenoidal or divergence-free.
The number  ∈]0,∞[ (kinematic viscosity) and f :  → Rn (external forces) are given, while
v :  → Rn (velocity) and p :  → R (pressure) are looked for.
We will consider the Sobolev space H 10 := H 10 (,Rn) equipped with the Dirichlet scalar product
((·|·)), i.e.
((u|w)) :=
n∑
i=1
(
u
xi
∣∣∣∣ wxi
)
L2(,Rn)
, u,w ∈ H 10 .
Let R : H 10 → (H 10 )′ denote the Riesz isomorphism, i.e. R(u) = ((u|·)), u ∈ H 10 .
From the Sobolev imbedding theorem, we deduce that in the case of n ∈ {2, 3}, the imbedding
H 10 ↪→ L6 (2.4)
is well deﬁned and continuous (see [1, Theorem 5.4]). (Here Lp := Lp(,Rn)).
Moreover, the Rellich–Kondrashev theorem implies that, in this case, the imbedding
 : H 10 ↪→ L4 (2.5)
is completely continuous (see [1, Theorem 6.2]).
Let V := D(,Rn) ∩ {div = 0} denote the space of all divergence-free test vector ﬁelds on , let V
denote its closure in the Hilbert space (H 10 , ((·|·))) and V ⊥ - its ((·|·))-orthogonal complement in H 10 .
The symbols PV : H 10 → V , PV ⊥ : H 10 → V ⊥ stand for the ((·|·))—orthogonal projections onto V and
V ⊥, respectively.
Let us recall the weak formulation of the problem (2.1)–(2.3). It was introduced by J. Leray.
Suppose that n ∈ {2, 3} and f ∈ (H 10 )′. We associate with (2.1)–(2.3) the following problem:
Find v ∈ V such that∫

(vv) dm = −((v|)) + f ()
for every ∈ V . (2.6)
(Here, m—stands for the Lebesgue measure on .) The vector ﬁeld v is then called a (weak) solution of
the (2.1)–(2.3) problem. It is well known that there exists at least one solution of this problem. (See ,e.g.
[7, Section I, Theorem 7.1] ) or [9, Chapter II], where existence of a weak solution is proven with the aid
of the Galerkin method based on the internal approximation of the space V .)
Thus, the Leray idea of choice of the solenoidal test vector ﬁelds  ∈ V separates the problem of
ﬁnding velocity v and pressure p. However, we can recover p, in general, as a distribution by applying
the de Rham theorem.
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We will use the following notations. Let T := (T1, . . . , Tn) ∈ D′(,Rn) be a vector-valued distribution
on  and let  := (1, . . . ,n) ∈ D(,Rn). We denote
(T |)L2 :=
n∑
i=1
Ti(i).
For any u ∈ L1loc, the symbol [u] stands for the regular distribution generated by u, i.e.
[u]() =
∫

u dm,  ∈ D() := D(,R).
Theorem 2.1 (de Rham) (see Temam [9, Chapter I, Proposition 1.1]). Assume that  is an open subset
of Rn (n ∈ N). Let T := (T1, . . . , Tn) ∈ D′ := D′(,Rn) be a vector valued distribution on . Then the
following conditions are equivalent
(i) (T |)L2 = 0 for all  ∈ V;
(ii) there exists a scalar valued distribution P ∈ D′(,R) such that
T = ∇P .
However, if we assume some regularity conditions on  and T , then we can prove that P is a regular
distribution generated by some p ∈ L2().
Proposition 2.2 (see Temam [9, Chapter I, Proposition 1.2]). Assume that  is bounded and Lipschitian.
If T/xi is ‖ · ‖H 1 - continuous for each i ∈ {1, . . . , n}, then there exists p ∈ L2() such that P = [p].
Since f ∈ (H 10 )′, there exists F ∈ D′(,Rn) such that
f () = (F |)L2,  ∈ D(,Rn). (2.7)
Let v ∈ V be a weak solution of the (2.1)–(2.3) problem. Consider the distribution
T := [vv] − [v] − F . (2.8)
We will check T satisﬁes the condition (i) of Theorem 2.1. Indeed, let us ﬁx  ∈ V. Then
(T |)L2 =
∫

(vv) dm + ((v|)) − f () = 0.
By virtue of Theorem 2.1, there exists a scalar distribution P ∈ D′(,R) such that
[vv] = [v] + F − ∇P ,
i.e. the N–S equations are satisﬁed in the distribution sense. (Remark that we consider the distribution
[vv] generated by the whole nonlinear term).
However, using Proposition 2.2, it is easy to check that there exists the unique p ∈ L2() with∫
 p dm = 0 such that P = [p]. Then we have
[vv] = [v] + F − ∇[p]. (2.9)
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We will denote by{∫
= 0
}
:=
{
q ∈ L2() :
∫

q dm = 0
}
.
It is a closed subspace of L2(). In particular, the pair ({∫ = 0}, (·| · )L2()) is a Hilbert space.
Summarizing, we have the following corollary.
Corollary 2.3. There exists (v, p) ∈ V × {∫ =0} such that the N–S equations are satisﬁed in the
distribution sense, the incompressibility condition 2.2 is satisﬁed in the weak sense and the boundary
condition 2.3—in the trace operator sense.
However, the above analysis is strictly theoretical. It guarantees existence of pressure p. In order to
calculate p we need more quantitative analysis. In fact, in Section 3, we ﬁnd exact formula on p and then
we point some way of approximating p. To this aim, ﬁrst we will concentrate on some auxilliary results
which will be of crucial point later.
The divergence operator, inversion of the divdiv∗—operator, the projection PV and the Riesz isomor-
phism. After the paper [8], we recall some deﬁnitions and properties which we will need later. Let us
consider the divergence operator
div : H 10  u →
n∑
i=1
ui
xi
∈
{∫
= 0
}
. (2.10)
Theorem 2.4 (Motyl [8, Theorem 2.2]). The operator (2.10) is well deﬁned, linear and continuous.
Moreover, |div|L(H 10 ,L2()) = 1.
Since  is a Lipschitian-bounded domain in Rn, we have
ker div := {v ∈ H 10 : div = 0} = V, imdiv := div(H 10 ) =
{∫
= 0
}
(2.11)
(see [6, Theorem 1.6]). Let
div∗ :
{∫
= 0
}
→ H 10 (2.12)
denote the adjoint to the divergence operator. These operators have the following properties:
divV ⊥ : V ⊥→˜
{∫
= 0
}
, (2.13)
i.e. the restriction of the divergence operator to V ⊥ is an isomorphism onto {∫ = 0}. Hence
div∗ :
{∫
= 0
}
→˜V ⊥ (2.14)
and
divdiv∗ :
{∫
= 0
}
→˜
{∫
= 0
}
. (2.15)
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We invert this automorphism using the von Neumann lemma.
Theorem 2.5 (Holly and Motyl [6, Theorem 0.20]). For every s ∈ N,∣∣∣∣∣∣(divdiv
∗)−1 −
s∑
j= 0
(id − divdiv∗)j
∣∣∣∣∣∣
End{∫ = 0}

1

(1 − )s+1,
where the constant  ∈ (0, 1) depends on  only.
The projection PV ⊥ can be represented with the aid of the automorphism (divdiv∗)−1. To be more
precise, we have
PV ⊥ = div∗ ◦ (divdiv∗)−1 ◦ div. (2.16)
Thus, if we approximate the automorphism (divdiv∗)−1 by a ﬁnite sum of the von Neumann series, we
obtain
Corollary 2.6 (Holly and Motyl [6, Corollary 0.21]). For every vector ﬁeld u ∈ H 10 and for every s ∈ N,
we have∥∥∥∥∥∥PV ⊥u − div
∗
s∑
j=0
(id − divdiv∗)jdivu
∥∥∥∥∥∥
H 10

‖divu‖L2()

(1 − )s+1.
Now we recall discretization of the div∗ operator, of the isomorphism R−1 and of the projection PV ⊥ .
Let the sequence (HN) of ﬁnite-dimensional subspaces of H 10 be an internal approximation of this space,
i.e. for every u ∈ H 10
distH 10 (u,HN) = ‖u − PN(u)‖H 10 → 0 asN → ∞,
where PN : H 10 → HN denotes the ((·|·)) - orthogonal projection onto HN .
Let us ﬁx N ∈ N. Let q ∈ {∫ = 0}. Then the vector ﬁeld div∗Nq is deﬁned as the ((·|·))—Riesz
representation of the functional
HN   →
∫

qdiv dm ∈ R.
In particular
div∗N = PN ◦ div∗. (2.17)
Hence div∗N ∈ L({
∫ =0}, H 10 ) and
div∗N → div∗ pointwise asN → ∞. (2.18)
Let the vectors 1w, . . . , rw, where r = dim HN , form a Hamel basis of the space HN . Then div∗Nq =∑r
j=1j
j
w for some coefﬁcients (1, . . . , r ) ∈ Rr . Calculation of these coefﬁcients reduces to solving
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the following linear system:
r∑
j=1
((
i
w | jw))j =
∫

qdiv iw dm, i = 1, . . . , r ,
thus to the system with the Gram matrix of 1w, . . . , rw. For example, if we construct the basis of HN with
the aid of splines in the ﬁnite element theory, we obtain band matrix, thus the matrix which is easily
numerically invertible.
We move to the discretization of the isomorphismR−1. For the functional l ∈ (H 10 )′, letR−1N (l) denote
the ((·|·))—Riesz representation of the restriction l|HN of l to HN . In particular, R−1N = PN ◦R−1. Thus
R−1N ∈ L((H 10 )′, H 10 ) and
R−1N → R−1 pointwise asN → ∞. (2.19)
Again, computation of R−1N (l) reduces to solving the linear system on the coefﬁcients (	1, . . . , 	r ) ∈ Rr
of the expansion of R−1N (l) with respect to the basis
1
w, . . . ,
r
w. This system is of the form
r∑
j=1
((
i
w | jw))	j = l( iw), i = 1, . . . , r .
Remark that solving this system reduces to inverting the same Gram matrix.
Let us ﬁx s, N ∈ N. K. Holly introduced the following operators
P s
V ⊥ := div∗ ◦
⎛
⎝ s∑
j=0
(id − divdiv∗)j
⎞
⎠ ◦ div,
P
s,N
V ⊥ := div∗N ◦
⎛
⎝ s∑
j=0
(id − divdiv∗N)j
⎞
⎠ ◦ div ◦ PN ,
P sV := id − P sV ⊥, P s,NV := id − P s,NV ⊥ .
We can interpret the operators P s,N
V ⊥ , P
s,N
V as some discretizations of the projections PV ⊥ and PV ,
respectively.
Le us remark that each subspace HN is invariant with respect to the operator P s,NV , i.e.
P
s,N
V (HN) ⊂ HN .
Other properties of the operators P sV , P
s,N
V are contained in the following:
Remark 2.7 (see Motyl [8, Remark 2.6]). (a) The operators P sV , P s,NV are selfadjoint endomorphisms of
the space H 10 for every s, N ∈ N.
( b) P sV → PV in EndH 10 as s → ∞ and PV P sV  idH 10 , s ∈ N.
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(c) For ﬁxed s ∈ N:
P
s,N
V (u) → P sV (u), u ∈ H 10
as N → ∞.
The acceleration functional: After the paper [8], let us consider the acceleration functional
Au,w : H 10   →
∫

(
uw + divu
2
w
)
 dm ∈ R, (2.20)
where u,w ∈ H 10 .
Lemma 2.8 (Motyl [8, Lemma 2.7]). (a) The functionalAu,w is well deﬁned, linear and continuous for
every u,w ∈ H 10 . Moreover,
Au,w() = −Au,(w);
in particular
Au,w(w) = 0.
(b) The mapping
A : H 10 × H 10  (u,w) → Au,w ∈ (H 10 )′
is bilinear and continuous.
The Holly method of ﬁnding approximate velocity: K. Holly introduced another numerical method for
solving the problem (2.1)–(2.3). Here the construction of the approximate solution is based on the internal
approximation of the whole space H 10 . With reference to paper [8, Section 2], we recall some ideas of
this method. Construction of the approximate solutions is based on the formulation of the N–S problem
as the operator equation in H 10 . Concretely, v ∈ H 10 is a weak solution of the N–S problem iff it satisﬁes
the following equation:
v + PVR−1Av,v = PVR−1f (∗)
(see [8, Remark 2.8]). Remark that from this equation there follows that v ∈ V , since v lies in the image
of the projection PV . The Holly method is split into two steps. In the ﬁrst step, the N–S equation is
approximated by some equation in H 10 , i.e.
u + P sVR−1Au,P sV u = P sVR−1fs . (∗s)
The next step involves discretization of the Eq. (∗s) for ﬁxed s ∈ N. To be more speciﬁc, let (HN)N∈N
be an internal approximation of H 10 . The Eq. (∗s) is approximated by the equations
w + P s,NV R−1N Aw,P s,NV w = P
s,N
V R
−1
N fs (∗s,N )
in the space HN for each N ∈ N (see [8, Theorem 2.9].) In practice, the computer scientist deals with the
problem (∗s,N ), which reduces to some algebraic equation of degree 2.
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Stability of the Holly method: In Section 4 of paper [8], we investigate stability of this method
– ﬁrst, with respect to s,
next, with respect to N for ﬁxed s ∈ N.
More precisely, let us denote
R(, f )—the set of all solutions of the (2.1)–(2.3) problem,
Rs(, fs)— the set of all solutions of Eq. (∗s), s ∈ N,
Rs,N (, fs)—the set of all solutions of Eq. (∗s,N ), (s, N) ∈ N2.
Let us consider the set
G := {(, f ) ∈]0,∞[×(H 10 )′ : PVR−1f is a regular value
of the mappingV   →  + PVR−1A, ∈ V }.
Theorem 2.9 (see Motyl [8, Theorem 3.12]). The set G is open and dense in ]0,∞[×(H 10 )′.
Moreover, if (, f ) ∈ G, then the set R(, f ) is ﬁnite.
We have proven the following theorems concerning stability.
Theorem 2.10 (see Motyl [8, Theorem 4.5]). If (, f ) ∈ G and fs → f in (H 10 )′ as s → ∞, then
(i) lims→∞Rs(, fs) =R(, f ) in the Hausdorff metric over H 10 ;
(ii) for almost all s ∈ N: #Rs(, fs) = #R(, f )<∞.
Theorem 2.11 (see Motyl [8, Theorem 4.7]). If (, f ) ∈ G, then for almost all s ∈ N:
(i) limN→∞Rs,N (, fs) =Rs(, fs) in the Hausdorff metric over H 10 ;
(ii) for almost all N ∈ N : #Rs,N (, fs) = #Rs(, fs)<∞.
As a consequence, for the data (, f ) ∈ G, each solution v of the N–S problem is approximated (in the
space H 10 ) by the whole sequence (
s
v )s∈N of the solutions of the Eq. (∗s). In turn, if we take sufﬁciently
large s ∈ N, then each sv is the limit (in the norm ‖ ·‖H 10 ) of the whole sequence (
s,N
v )N∈N of the solutions
of the Eq. (∗s,N ).
3. Calculation of the pressure in the stationary N–S equations
Pressure p ∈ {∫ = 0} can be represented with the aid of the (divdiv∗)−1 - operator and velocity v.
Theorem 3.1. Let v ∈ V be a solution of the N–S problem with viscosity > 0 and external forces
f ∈ (H 10 )′. Then
p = (divdiv∗)−1divR−1(Av,v − f ).
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Proof. Since v ∈ V is a solution of the N–S problem, we have
0 = −v + PVR−1(f −Av,v).
For every test vector ﬁeld  ∈ D := D(,Rn) we calculate
0 = ((−v + PVR−1(f −Av,v)|))
= − ((v|)) + (((id − PV ⊥)R−1(f −Av,v)|))
= − ((v|)) + ((R−1(f −Av,v)|)) − ((PV ⊥R−1(f −Av,v)|))
= − ((v|)) + (f −Av,v)() − ((div∗(divdiv∗)−1divR−1(f −Av,v)|))
= ([v]|)L2 + f () −Av,v() − ((divdiv∗)−1divR−1(f −Av,v)|div)L2()
= ([v]|)L2 + (F |)L2 − ([vv]|)L2 − ([(divdiv∗)−1divR−1(f −Av,v)]|div)L2()
= ([v] + F − [vv]|)L2 + (∇[(divdiv∗)−1divR−1(f −Av,v)]|)L2 ,
where (F |)L2 := f (). Arbitrariness of  implies
[vv] = [v] + [f˜ ] − ∇[(divdiv∗)−1divR−1(Av,v − f )].
Thus p=(divdiv∗)−1divR−1(Av,v −f ) is the unique element in {
∫ =0} such that the pair (v, p) satisﬁes
the N–S equations in the distribution sense, i.e.
[vv] = [v] + F − ∇[p].
(Compare with (2.9)). 
Double approximation of the pressure: Let (v, p) ∈ V × {∫ = 0} be a solution of the N–S equations.
Assume that fs → f in (H 10 )′ and ls → Av,v in (H 10 )′ as s → ∞. To each s ∈ N corresponds the
approximate pressure
ps :=
s∑
j=0
(id − divdiv∗)jdivR−1(ls − fs).
Theorem 3.2. If fs → f in (H 10 )′ and ls → Av,v in (H 10 )′ then ps → p in L2() as s → ∞.
Proof. Since ls − fs → Av,v − l in (H 10 )′ ,
divR−1(ls − fs) → divR−1(Av,v − l)
in {∫ = 0} as s → ∞. Thus
s∑
j=0
(id − divdiv∗)jdivR−1(ls − fs) → (divdiv∗)−1divR−1(f −Av,v)
in {∫ = 0} as s → ∞ by Theorem 2.5. 
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For example, we may take
ls := l˜s := A sv,P sV sv ,
where sv is an arbitrary solution of the Eq. (∗s).
Lemma 3.3. If sv → v in H 10 then l˜s → Av,v in (H 10 )′ as s → ∞.
Proof. The acceleration functionalA satisﬁes the following estimate
|Au,w|(H 10 )′ = |Au,w|(H 10 )′
3
2 ||2‖u‖H 10 ‖w‖H 10 , u,w ∈ H
1
0 (3.1)
(see [8, Eq. (2.22)]). Thus
|Au,w −Au0,w0 |(H 10 )′ |Au,w−w0 |(H 10 )′ + |Au−u0,w0 |(H 10 )′
 32 ||2(‖u‖H 10 ‖w − w0‖H 10 + ‖u − u0‖H 10 ‖w0‖H 10 )
for every u,w, u0, w0 ∈ H 10 . Since v ∈ V , then PV v = v and hence
|A s
v,P sV
s
v
−Av,v|(H 10 )′ |Au,w−w0 |(H 10 )′ + |Au−u0,w0 |(H 10 )′
 32 ||2(‖
s
v ‖H 10 ‖P
s
V
s
v −PV v‖H 10 + ‖
s
v −v‖H 10 ‖v‖H 10 ).
Since sv → v in H 10 and P sV → PV in EndH 10 (according to Remark 2.7(b)), we conclude that
‖P sV
s
v −PV v‖H 10 → 0 as s → ∞. Consequently
|A s
v,P sV
s
v
−Av,v|(H 10 )′ → 0 as s → ∞. 
With the operator l˜s we associate
p˜s :=
s∑
j=0
(id − divdiv∗)jdivR−1(l˜s − fs).
Corollary 3.4. If sv → v in H 10 and fs → f in (H 10 )′ then p˜s → p in L2() as s → ∞.
There arises the problem how to compute ps . Thus, we will concentrate on it. Assume that s ∈ N is
ﬁxed. We substitute div∗ by its discretization div∗N and R−1 - by R
−1
N in the expression on ps . This leads
to the following deﬁnition
ps,N :=
s∑
j=0
(id − divdiv∗N)jdivR−1N (ls − fs).
Theorem 3.5. For each s ∈ N
ps,N → ps inL2() asN → ∞.
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Proof. The assertion is an immediate consequence of the facts that
s∑
j=0
(id − divdiv∗N)j →
s∑
j=0
(id − divdiv∗)j
pointwise on {∫ = 0} (by virtue of (2.18)) and R−1N → R−1 pointwise on (H 10 )′ as N → ∞ (according
to (2.19)). 
Now, we take ls = l˜s and we will approximate R−1N (l˜s) with the aid of the approximate velocity
s,N
v .
Let us deﬁne
l˜s,N := As,N
v ,P
s,N
V
s,N
v
.
Lemma 3.6. If s,Nv → sv in H 10 , then l˜s,N → l˜s in (H 10 )′ as N → ∞.
Proof. Because P s,NV → P sV pointwise as N → ∞ (see Remark 2.7(c)), we will need more delicate
estimate than (3.1). However, referring to estimate [8, Eq. (3.25)] we have
|Au,w −Au0,w0 |(H 10 )′
3
2 ||‖u‖H 10 ‖w − w0‖L4 + ||‖w0‖H 10 ‖u − u0‖L4 (3.2)
for every u,w, u0, w0 ∈ H 10 . Thus
|As,N
v ,P
s,N
V
s,N
v
−A s
v,P sV
s
v
|(H 10 )′
 32 ||‖
s,N
v ‖H 10 ‖P
s,N
V
s,N
v −P sV
s
v ‖L4 + ||‖P sV
s
v ‖H 10 ‖
s,N
v − sv ‖L4 . (3.3)
Since P s,NV → P sV pointwise as N → ∞ and  : H 10 ↪→ L4 is completely continuous we deduce that
 ◦ P s,NV →  ◦ P sV inL(H 10 , L4) (see [8, Corollary A.9]) and
s,N
v → sv in L4. Thus
‖P s,NV
s,N
v −P sV
s
v ‖L4 → 0
and the assertion follows from the estimate (3.3). 
Next, to each l˜s,N corresponds the approximate pressure
p˜s,N :=
s∑
j=0
(id − divdiv∗N)jdiv(R−1N l˜s,N −R−1N fs).
Corollary 3.7. If s,Nv → sv in H 10 , then p˜s,N → p˜s in L2() as N → ∞.
Proof. The assertion is an immediate consequence of Lemma 3.6 and (2.19). 
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