The Minimum Linear Arrangement (MLA) problem asks to embed a given graph on the integer line so that the sum of the edge lengths of the embedded graph is minimized. Most layout problems are either intractable, or not known to be tractable, parameterized by the treewidth of the input graph. We investigate MLA with respect to three parameters that provide more structure than treewidth. In particular, we give a factor (1 + ε)-approximation algorithm for MLA parameterized by (ε, k), where k is the vertex cover number of the input graph. By a similar approach, we obtain two FPT algorithms that exactly solve MLA parameterized by, respectively, the max leaf and edge clique cover numbers of the input graph.
Introduction
Given a graph G = (V, E), a linear arrangement is a linear ordering on the set of vertices V of G which is specified by a permutation π : V → {1, 2, . . . , |V |}. The cost of the arrangement is defined by cost(π) = (u,v)∈E |π(u) − π(v)|; that is, the cost is the sum total of the edge lengths under the ordering. In typical applications one is interested in linear arrangements of low cost. The Minimum Linear Arrangement (MLA) problem is the problem of finding a linear arrangement of minimum cost, and the standard parameterization of this problem is to determine if an input graph G has a layout of cost at most k (the parameter).
MLA is one of the most important and well studied graph ordering problems. It is closely related to the Bandwidth problem, which seeks to minimize the maximum edge length of an ordering of the vertices. MLA has various applications, most of which stem from the domain of VLSI circuit design. As it was known to be NP-complete already from the mid 70's [14] , most of the early work on this problem focused on designing heuristics and approximation algorithms. For a graph with n vertices, the best known approximation ratio for MLA is O( √ log n log log n), due to Feige and Lee [8] , and Charikar, Hajiaghayi, Karloff and Rao [5] . Earlier notable work includes the paper by Rao and Richa [20] who presented an O(log n)-approximation algorithm graph, and ε ∈ (0, 1) is an accuracy parameter. Whether MLA can be exactly solved in FPT time for the parameter k alone still remains open. In [11] it is shown that Bandwidth is FPT, parameterized by the max leaf number of the input graph. Here we obtain a matching result for MLA; it can be exactly solved in FPT time for this parameter. While the techniques used in both results look similar from a bird's eye, there are several major differences hiding in the details. Finally, our last result shows that the edge clique cover number can potentially be a useful parameterization for other graph layout problems.
The paper is organized as follows. In Section 2 we give a (1 + ε)-approximation for MLA parameterized by vc(G). In Sections 3 and 4 we present FPT algorithms for MLA using the parameters m (G) and ecc(G), respectively. We conclude in Section 5 with some open problems. The reader is referred to [7] for the standard definitions of parameterized complexity, and to [6] for graph notations and terminology.
MLA parameterized by Vertex-Cover Number
In this section we present an algorithm that yields a (1+ε)-approximation for MLA in FPT-time with respect to k = vc(G) and 1/ε, where G is the input graph and ε > 0. We use n to denote the number of vertices in G, and m to denote its number of edges. Our algorithm proceeds as follows.
The first step of our algorithm is to compute a vertex cover V ⊆ V of G of size k; let I = V \ V . Note that each vertex in I has neighbors only in V . We define the type of node u ∈ I to be its set of neighbors, N (u). Clearly, there are T ≤ 2 k different types of vertices in I. Let n t denote the number of vertices of type t, 1 ≤ t ≤ T . The main idea of our algorithm is as follows (see Algorithm 1). We group together vertices of the same type into groups of an appropriately chosen size, and then compute an optimal linear arrangement for the graph obtained by merging each group into a single mega-vertex. The analysis of our algorithm relies on an interesting homogeneity lemma, which relates to the behavior of vertices of identical type inside "gaps" formed by the vertices of V in an optimal arrangement for G.
Analysis
We now prove that the algorithm yields a solution that is within factor (1 + ε) from the optimal.
Theorem 1 Algorithm 1 computes a (1 + ε)-approximate linear arrangement for G in FPT time with respect to k and 1/ε.
We use in the proof a few lemmas. Given a layout π for G, let u 1 , . . . , u k denote the vertices in V as ordered in π. We say that a vertex v ∈ I is in gap i,
Similarly, v is in gap 0 if π(v) < π(u 1 ), and in gap k if π(u k ) < π(v). The following lemma shows that the vertices of V \ V appear homogenously according to their type in some optimal linear arrangement of G.
Lemma 2 (Homogeneity for vc(G)) There exists an optimal solution in which the vertices of each type appear in gap i consecutively, for all 1 ≤ i ≤ k − 1.
Proof: Let π : V → {1, . . . , n} denote an optimal linear arrangement of G, and let δ(v) denote the force of v (with respect to π) defined by Partition the vertices of type t arbitrarily into groups (mega-vertices), where each group is of size s (except, maybe, for the last group).
6:
Set the neighbors of each mega-vertex to be the neighbors (in V ) of a vertex of type t. 7: Let G = (V M ∪ V , E M ) be the graph formed by the mega-vertices, where V M is the set of mega-vertices and E M is the set of edges connecting V M and V . 8: for all linear arrangements π of G do
9:
Lift π to a linear arrangement π of G, replacing each mega-vertex by the corresponding set of vertices in I; calculate the cost of π. 10: return the layout π found in Step 9 yielding the minimum cost.
We note that for any gap i, 0 ≤ i ≤ k, placing the vertices in the independent set I from left to right in non-decreasing order by δ(v) gives an optimal ordering within this gap. Indeed, if there exists a pair of vertices u, v ∈ I which are adjacent according to π in gap i with δ(v) > δ(u) and π(v) < π(u), we can swap v and u and obtain a linear arrangement of smaller cost. It follows that all of the vertices v with equal force in gap i will be placed consecutively. We can thus place all of the vertices of type t as a contiguous block in gap i without harming the optimality of the arrangement, since all of these vertices have the same force in gap i.
Lemma 3
The cost of any linear arrangement for G is at least
Proof: It is not difficult to see that a graph G with vc(G) = k and m edges attaining the minimum possible cost of a linear arrangement is the disjoint union of k stars. Consider such a graph G * , and let r denote the number of edges in the r-th star of G * , 1 ≤ r ≤ k. Then the cost of a minimum linear arrangement of G * is lower-bounded by
The function k r=1 Proof: We note that Algorithm 1 considers only assignments of integral numbers of megavertices in each gap. However, it may be the case that any optimal ordering for G contains fractional assignments of mega-vertices in some of the gaps. Consider such an optimal ordering
o be an integral assignment in which the number of mega-vertices of each type in any gap of π o is rounded up/down to the next integral value. Thus, the total increase in the number of vertices in any gap is at most
. Let length o (e) be the cost incurred by e ∈ E (or, the length of e) in π o . Consider an iteration of Algorithm 1, in which it considers an integral assignment that corresponds to π o . Then, length o (e) is stretched by the additional vertices in π I o , in each gap that e crosses, i.e., at most by s · 2 k · (k + 1) ≤ εm 8k 2 . Since Algorithm 1 outputs an integral assignment of minimum cost, we have the statement of the lemma.
Proof of Theorem 1:
Observe that the running time of Algorithm 1 can be roughly bounded by the number of linear arrangements of G . Note that G has
vertices, and so the total running time of the algorithm can be bounded by O * ((2 k k 3 )!). Furthermore, by Lemmas 3 and 4, we have
where M LA(G ) denotes the minimum cost of the layout returned by the algorithm, and M LA(G) denotes the optimal cost. Thus, Algorithm 1 returns a (1 + ε)-approximate solution in FPT time with respect to (ε, k).
MLA parameterized by Max-Leaf Number
In this section we give an FPT algorithm for MLA parameterized by k = m (G), for k > 1. We start with some definitions. Given a graph H = (U, F ), a subdivision of an edge f = (u 1 , u 2 ) ∈ F replaces f by a path P f = u 1 v 1 ···v n f u 2 for some n f ≥ 1. Thus, the edge f becomes an edge-path, and n f vertices are added to H. We say that a graph G is a subdivision of a graph H if G can be obtained from H by subdivision operations on the edges of H. Let G = (V, E) be the input graph in our MLA instance. As shown in [18] , if m (G) = k, then G is a subdivision of a graph H on at most 4k − 2 vertices. Furthermore, given G, the graph H can be computed in polynomial time. We call H = (U, F ), where U ⊆ V and |U | = k ≤ 4k − 2, the seed graph of G, and call the vertices and edges of H seed vertices and seed edges, respectively. Let F ⊆ F denote the set of subdivided edges in H. We say that a vertex v ∈ V \ U belongs to an edge f ∈ F , if v is an internal vertex on the path P f in G. In this section, we consider two vertices v 1 , v 2 ∈ V \ U to be of the same type if they both belong to the same seed edge.
Our algorithm proceeds by exhaustively searching through all k ! orderings of the seed vertices U ⊆ V (see Algorithm 2) . Given such an ordering σ : U → {1, . . . , k }, our algorithm attempts to find an optimal layout π : V → {1, . . . , n} for G which is consistent with σ, i.e., a layout π with
for all u 1 , u 2 ∈ U . Clearly, if the algorithm performs this task correctly it will output an optimal layout for G. For a fixed arbitrary ordering σ :
Note that our algorithm requires additional data (i.e., configurations and bend orderings), in order to solve the integer linear program (ILP) at its innermost loop. For describing this data, we need additional terminology and the lemma below. Given a fixed layout π : V → {1, . . . , n},
Output: A linear ordering π : V → {1, . . . , n}.
1: Compute the seed graph H = (U, F ) of G using [18] , and let k = |U |. 2: for all permutations σ : U → {1, . . . , k } do 3: for all sets C of configurations for edges in F do 4: for all sets O of bend orderings consistent with C do
5:
Solve an integer linear program to determine an optimal layout π that is consistent with σ, C, and O. 6: return the layout π with minimum cost amongst all layouts computed above.
we call a vertex v ∈ V \ U a left bend if both neighbors of v in G are to the left of v in π, and similarly we say v is a right bend if both of its neighbors are to its right. Lemma 5 shows that we can "untangle" any optimal solution so that each type has at most one right bend and at most one left bend.
Lemma 5 There exists an optimal layout for V where each edge-path P f contains at most one left bend and at most one right bend.
be an edge-path in G corresponding to an edge f = {u 1 , u 2 } of H, and set p = n f + 2. Consider an optimal layout π : V → {1, . . . , n}, and assume, w.l.o.g., that π(u 1 ) < π(u 2 ). Let j 1 , j 2 , . . . , j p ∈ {1, . . . , n} be the positions of the vertices of P f with j 1 < j 2 < · · · < j p . We distinguish between four cases (see Figure 1 ): (a) π(u 1 ) = j 1 and π(u 2 ) = j p : It is not difficult to see that a lower bound for the cost incurred by the edges of P f in this case is j p − j 1 , since the sequence of edges in P f starts at position j 1 and ends at j p . If we let π be a layout which equals to π on all vertices of G not in P f , and
we obtain an ordering that achieves this lower bound on the edges of P f . Since all other edge lengths are equal to their lengths under π, we have cost(π ) ≤ cost(π).
(b) π(v) = j 1 and π(v ) = j p for some v, v ∈ {v 1 , . . . , v n f }: Let j s and j t be the positions of u 1 and u 2 under π. Then j 1 < j s < j t < j p . Observe that in this case, a lower bound on the cost incurred by the edges of P f is 2(j s − j 1 ) + 2(j p − j t ) + (j t − j s ). This is because the sequence of edges in P f starts at position j s , goes all the way to the left to j 1 < j s , then goes all the way to the right to j p > j t and returns to j t . We can choose a layout π that is equal to π on all vertices of G not in P f , and assigns the vertices of P f to the set of positions {j 1 , . . . , j p }, as shown in Figure 1 (b) . Clearly, this ordering, which has a single right bend (at v), and a single left bend (at v ), achieves the lower bound on the cost of edges of P f . Thus, we have cost(π ) ≤ cost(π) in this case as well.
(c) π(u 1 ) = j 1 and π(v) = j p for some v ∈ {v 1 , . . . , v n f }: Similar to the case above, if we let j t denote the position of u 2 under σ, we have 2(j p − j t ) + (j t − j 1 ) as lower bound to the cost incurred by the edges of P f . Reordering the vertices of P f as shown in Figure 1 (c) gives a layout π having a single left bend (at v), which satisfies cost(π ) ≤ cost(π). It is easy to see that the layout π obtained in each case satisfies the condition of the lemma with respect to P f . Performing the same type of manipulation for each edge f ∈ F , we obtain an optimal layout as stated in the lemma.
Let us now describe the additional data used by the ILP of our algorithm. A configuration for an edge-path P f of f ∈ F is a (k + 1)-vector, C f ∈ {0, 1} k +1 , in which the i-th entry is equal to 1 if an internal vertex of P f is placed in gap i, and 0 otherwise. For i ∈ {0, . . . , k }, a bend ordering O i for gap i specifies a partial ordering between seed edges where our intended interpretation is that (f, f ) ∈ O i means that P f and P f have a bend of the same orientation (i.e., right or left) in gap i, and the number of vertices of type f is less than or equal to the number of vertices of type f in this gap. We define a set of bend orderings O = {O 1 , . . . , O k } to be consistent with a set of configurations in the obvious manner. Figure 2 gives a description of the ILP we use in our algorithm. The program has a variable x f,i for each seed edge f ∈ F and each gap i. The value of the variable x f,i is interpreted as the number of internal vertices of P f in gap i. The constraints of the program are rather straightforward; the first |F | constraints ensure that the total number of internal vertices of P f in all gaps is n f , for each f ∈ F . The remaining constraints ensure that the solution obeys both the set of configurations C and the set of bend orderings O. The objective function cost(x) calculates the cost of the resulting layout, determined by the program. Below we argue that this function can be expressed as a linear function in the variables x f,i .
Analysis
We now prove that Algorithm 2 yields an optimal solution in FPT time with respect to k. At the heart of our analysis lies the homogeneity lemma for the parameter m (G) given below, which shows that vertices of V \ U of the same type can be ordered optimally in a consecutive fashion within each gap of a fixed ordering σ : U → {1, . . . , k }.
subject to:
Figure 2: The ILP formulation for a fixed layout σ of the seed vertices and a fixed set of configurations C F .
Lemma 6 (Homogeneity for m (G))
There exists an optimal layout in which vertices in V \ U that belong to the same edge-path appear consecutively in each gap defined by the ordering σ for U .
Proof: Let π be an optimal layout for G which is consistent with σ, and let u 1 , . . . , u k denote the seed vertices of G ordered according to π. By Lemma 5, we can assume that each edge-path of G has at most two bends (one left and one right) under π. Let i ∈ {0, . . . , k } be an arbitrary gap in π. We focus on the cost incurred by each edge path in gap i, regardless of the cost in other gaps. The lemma clearly follows if we can show that there is a homogenous ordering which minimizes this cost. For the purpose of calculating this cost, we distinguish between three types of edge-paths that have vertices in gap i: the set R of edge-paths with a right bend in gap i, the set L of edge-paths with a left-bend in gap i, and the set N of edge-paths with no bends in gap i. First observe that the edges of an edge-path P f ∈ N have total cost π(u i+1 ) − π(u i ) in gap i, regardless of the positioning of the internal vertices of P f in the gap. This is because the edges of P f span the entire gap. Consider a path P f ∈ R. Let v denote the leftmost internal vertex of P f in gap i under π, and let v r denote the rightmost vertex. Then the total cost of the edges of P f is given by (π(
, since both v and v r have a neighbor which is to the right of u i+1 under π. Similarly, if P f ∈ L then the total cost of the edges of
It is now easy to see that the optimal ordering in gap i places all vertices of edge-paths P f ∈ L at the beginning of the gap, and all vertices of edge-paths P f ∈ R at the end of the gap, with vertices of edge-paths P f ∈ N in between (see Figure 3) . Furthermore, among vertices belonging to edge-paths with left bends, it is optimal to order these vertices consecutively according to their types, in non-decreasing order of the cardinality of the types. Similarly, among vertices belonging to edge-paths with right bends, it is optimal to order these vertices consecutively in non-increasing order of cardinality. Since vertices of edge-paths P f ∈ N can be ordered arbitrarily, the lemma follows.
Note that the proof of Lemma 6 gives us more structure about an optimal layout than what is actually stated in the lemma, as depicted in Figure 3 . This structure is utilized in the next result. Figure 3 : A graphical description of an optimal layout inside a gap. In the figure we have five different types of vertices: The types L 1 and L 2 have left bends, the types R 1 and R 2 have right bends, and the type N has no bend at all. Notice that type L 1 has less vertices than type L 2 , and that type R 1 has more vertices than type R 2 . Rearranging the internal order amongst types L 1 and L 2 , or amongst types R 1 and R 2 , results in a suboptimal layout.
Lemma 7 Given a permutation σ of U , a set of configurations C for the seed edges, a set of bend orderings O, and the vectorx, cost(x | σ, C, O) can be expressed as a linear function.
Proof: By Lemma 5 and Lemma 6, we can restrict our attention to layouts structured as specified by Lemma 6. That is, homogenous layouts where in each gap all vertices are separated according to whether they belong to edge paths with left bend, right bends, or no bends (as is exemplified in Figure 3 ). We can write
where cost i (x | σ, C, O i ) is the contribution of gap i to the total cost of the layout. Thus, to prove the lemma, it suffices to focus on one of these summands for an arbitrary gap. Let i ∈ {0, . . . , k } be an arbitrary gap, and let L, R, and N denote the sets of edge-paths with left bends, right bends, and no bends in gap i respectively. Note that these sets of edge-paths are specified by the set of configurations C and the set of orderings O. Now, by the structure of the layout in each gap given by the proof of Lemma 6, we have that the total cost of each edge-path P f ∈ N in gap i is precisely f ∈F x f,i . Moreover, this structure implies that the total cost of all edge-paths in R is r j=1 2(r − j + 1)x f j ,i , where R = {f 1 , . . . , f r } and x f 1 ,i ≤ · · · ≤ x fr,i . Note that this information is specified by the bend ordering O i . Similarly, the total cost of all edge-paths in L is j=1 2( − j + 1)x f j ,i , where L = {f 1 , . . . , f } and x f 1 ,i ≤ · · · ≤ x f ,i . Thus, the total cost in gap i can be written as
and we have the statement of the lemma.
Theorem 8
There is an FPT algorithm for MLA parameterized by the maximum leaf number k.
Proof: It is clear by Lemma 5 and Lemma 6 that our algorithm computes an optimal layout, so let us focus on its running time. Note that the number of seed orderings, the number of configurations, and the number of bend orderings depend only on the number of seed vertices k , and since k ≤ 4k − 2, they depend solely on k. Thus, the number of times we solve an ILP in our algorithm can be bounded by a function of k. Since the number of variables of the ILP is O(k 3 ), using the algorithm of Lenstra [19] , we can solve each program in FPT time with respect to k. The theorem thus follows.
MLA parameterized by Edge-Clique-Cover Number
In this section we show that MLA parameterized by the edge clique cover number of the input graph is in FPT. More precisely, we prove the following.
Theorem 9
There is an O * (2 k !)-time algorithm for MLA, where k = ecc(G) is the edge clique cover number of the input graph G.
We define the type of node u ∈ V to be N [u] = N (u) ∪ {u}. Note that our notion of type here is different from the one we use in Section 2, as vertices of the same type are necessarily adjacent. Nevertheless, the two definitions are conceptually very similar, as we can prove a certain homogeneity lemma for this notion of type as well.
Lemma 10 (Homogeneity for ecc(G)) There exists an optimal vertex ordering which is homogenous. That is, an ordering in which vertices of each type appear consecutively. Proof of Theorem 9 [assuming Lemma 10] : By Lemma 10, there exists an optimal solution in which vertices of each type appear consecutively. Observe that in any such homogenous ordering, the ordering of vertices of the same type can be arbitrary. That is, reordering vertices of a given type does not affect the total edge lengths of the ordering. Now, it is well known that a graph with edge clique cover number at most k has at most 2 k different types [15] . Thus, our algorithm searches through all O(2 k !) homogenous vertex orderings and outputs the best one.
To prove Lemma 10, we introduce some additional notation. For an ordering π = V → {1, . . . , n} and a pair of vertices u, v ∈ V such that π(u) < π(v), we let ← − − π u,v and − − → π u,v denote the following permutations:
Thus, ← − − π u,v is the vertex ordering obtained from π by placing v directly after u, and − − → π u,v is the ordering obtained from π by placing u directly before v.
Lemma 11 Let π = V → {1, . . . , n} be an optimal vertex ordering, and let u and v be two vertices of the same type with π(u) < π(v). Then both ← − − π u,v and − − → π u,v are optimal as well.
Proof: Define three sets of vertices A = {x ∈ V : π(x) < π(u)}, B = {x ∈ V : π(u) < x < π(v)}, and C = {x ∈ V : π(v) < π(x)}, and consider the two quantities
As π is optimal, both these quantities are non-negative, i.e., ← − ∆ ≥ 0 and − → ∆ ≥ 0. If the lemma were false, at least one of these quantities would be strictly positive, i.e., we would either have Proof of Lemma 10: Let π be an optimal vertex ordering. If π is not homogenous we can use Lemma 11 repeatedly to transform it into one. The lemma then follows.
