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Abstract
We introduce classes of analytic functions related to conic domains, using a new linear multiplier fractional differential opera-
tor Dn,αλ (n ∈N0 = {0,1, . . .}, 0 α < 1, λ 0), which is defined as
D0f (z) = f (z),
D
1,α
λ f (z) = (1 − λ)Ωαf (z) + λz
(
Ωαf (z)
)′ = Dαλ (f (z)),
D
2,α
λ f (z) = Dαλ
(
D
1,α
λ f (z)
)
,
...
D
n,α
λ f (z) = Dαλ
(
D
n−1,α
λ f (z)
)
,
where
Ωαf (z) = (2 − α)zαDαz f (z),
and Dαz is the known fractional derivative. Basic properties of these classes are studied, such as inclusion relations and coefficient
bounds. Various known or new special cases of our results are also pointed out.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be the class of functions of the form
f (z) = z +
∞∑
k=2
akz
k, (1.1)
analytic in the unit disk E = {z; |z| < 1}.
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656 F.M. Al-Oboudi, K.A. Al-Amoudi / J. Math. Anal. Appl. 339 (2008) 655–667An analytic function f in E is said to be subordinate to an analytic function g in E (written f ≺ g), if f (z) =
g(w(z)), z ∈ E, for some analytic function w(z) with w(0) = 0 and |w(z)| < 1, z ∈ E. In particular, if the function g
is univalent, then the above subordination is equivalent to f (0) = g(0) and f (E) ⊆ g(E).
Given γ (0 γ < 1), a function f ∈ A is said to be in the class CV(γ ) of convex functions of order γ in E if
Re
{
1 + zf
′′(z)
f ′(z)
}
> γ, z ∈ E, 0 γ < 1.
On the other hand, a function f ∈ A is said to be in the class of starlike functions of order γ in E, denoted by
ST(γ ), if
Re
{
zf ′(z)
f (z)
}
> γ, z ∈ E, 0 γ < 1.
In particular, the classes CV ≡ CV(0) and ST ≡ ST(0) are, respectively, the familiar classes of convex and starlike
functions in E.
The function
Sγ (z) = z
(1 − z)2(1−γ )
is the well-known extremal function for the class ST(γ ).
A function f ∈ A is said to be in the class of uniformly convex functions of order γ and type β , denoted by
UCV(β, γ ) [3] if
Re
{
1 + zf
′′(z)
f ′(z)
}
> β
∣∣∣∣zf ′′(z)f ′(z)
∣∣∣∣+ γ,
where β  0, γ ∈ [−1,1) and β + γ  0 and is said to be in a corresponding class denoted by SP(β, γ ) if
Re
{
zf ′(z)
f (z)
}
> β|zf
′(z)
f (z)
− 1| + γ,
where β  0, γ ∈ [−1,1) and β + γ  0.
It is obvious that f ∈ UCV(β, γ ) if and only if zf ′ ∈ SP(β, γ ). These classes generalize various other classes. For
β = 0, we get, respectively, the classes CV(γ ) and ST(γ ). The class UCV(1,0) ≡ UCV is called uniformly convex
functions introduced by Goodman with geometric interpretation in [6]. The class SP(1,0) ≡ SP is defined by Rønning
in [20]. The classes UCV(1, γ ) ≡ UCV(γ ) and SP(1, γ ) ≡ SP(γ ) are investigated by Ronning in [19]. For γ = 0, the
classes UCV(β,0) ≡ β − UCV and SP(β,0) ≡ β − SP, respectively, are defined by Kanas and Wisniowska in [8]
and [9].
Geometric interpretation. f ∈ UCV(β, γ ) and f ∈ SP(β, γ ) if and only if 1 + zf ′′(z)
f ′(z) and
zf ′(z)
f (z)
, respectively, take
all the values in the conic domain Rβ,γ which is included in the right half plane such that
Rβ,γ =
{
u + iv: u > β
√
(u − 1)2 + v2 + γ }. (1.2)
Denote by P(Pβ,γ ) (β  0, −1 γ < 1), the family of functions p, such that p ∈P and p ≺ Pβ,γ in E, where P
denotes the well-known class of Caratheodory functions and the function Pβ,γ maps the unit disk conformally onto
the domain Rβ,γ such that 1 ∈ Rβ,γ and ∂Rβ,γ is a curve defined by the equality
∂Rβ,γ =
{
u + iv; u2 = (β√(u − 1)2 + v2 + γ )2}.
From elementary computations we see that ∂Rβ,γ represents the conic sections symmetric about the real axis. Thus
Rβ,γ is an elliptic domain for β > 1, a parabolic domain for β = 1, a hyperbolic domain for 0 < β < 1 and a right
half plane u > γ for β = 0.
The functions, which play the role of extremal functions of the class P(Pβ,γ ), were obtained in [1] as follows
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 + (1 − 2γ )z
1 − z β = 0,
1 + 2(1 − γ )
π2
(
log
1 + √z
1 − √z
)2
β = 1,
1 − γ
1 − β2 cos
{(
2
π
cos−1 β
)
i log
1 + √z
1 − √z
}
− β
2 − γ
1 − β2 0 < β < 1,
(1 − γ )
β2 − 1 sin
(
π
2K(t)
) u(z)√t∫
0
1√
1 − x2√1 − t2x2 · dx +
β2 − γ
β2 − 1 β > 1,
(1.3)
where u(z) = z−
√
t
1−√tz , t ∈ (0,1), z ∈ E and t is chosen such that β = cosh
πK ′(t)
4K(t) , K(t) is Legendre’s complete elliptic
integral of the first kind and K ′(t) is complementary integral of K(t).
For β = 0 obviously P0,γ (z) = 1 + 2(1 − γ )z + 2(1 − γ )z2 + · · · , for β = 1 (compare [13] and [20]) P1,γ (z) =
1 + 8
π2
(1 − γ )z + 163π2 (1 − γ )z2 + · · · , by comparing Taylor series expansion in [11], we get for 0 < β < 1
Pβ,γ (z) = 1 + (1 − γ )1 − β2
∞∑
k=1
[ 2k∑

=1
2

(
B


)(
2k − 1
2k − 

)]
zk,
where B = 2
π
cos−1 β and for β > 1,
Pβ,γ (z) = 1 + π
2(1 − γ )
4
√
t(β2 − 1)K2(t)(1 + t) ×
{
z + 4K
2(t)(t2 + 6t + 1) − π2
24
√
tK2(t)(1 + t) z
2 + · · ·
}
.
Let
ϕ(a, c; z) =
∞∑
k=0
(a)k
(c)k
zk, z ∈ E; c 
= 0,−1,−2, . . . ,
where (μ)k is the Pochhammer symbol defined in terms of Gamma functions by
(μ)k = (μ + k)
(μ)
=
{
1 k = 0,
μ(μ + 1) · · · (μ + k − 1) k ∈N= {1,2, . . .}.
Carlson and Shaffer [4] introduced a linear operator L(a, c) by
L(a, c)f (z) = ϕ(a, c; z) ∗ f (z),
where ∗ denotes the Hadamard product (convolution). Note that L(a, a) is the identity operator. If g(z) = zf ′(z), then
g(z) = L(2,1)f and f (z) = L(1,2)g, also L(a, c) = L(a, b)L(b, c) (b, c 
= 0,−1, . . .).
It is easily seen that ϕ(2(1 − γ ),1; z) = Sγ (z) and ϕ(2 − γ,2; z) is a convex function, since zϕ′(2 − γ,2; z) =
ϕ(2 − γ,1; z) ∈ ST( γ2 ) ⊆ ST .
Each of the following definitions will also be required in our present investigation.
The fractional derivative of order α is defined [15] for a function f by
Dαz f (z) =
1
(1 − α)
d
dz
z∫
0
f (ξ)
(z − ξ)α dξ, 0 α < 1,
where f is an analytic function in a simply connected domain of the z-plane containing the origin and the multiplicity
of (z − ξ)−α is removed by requiring log(z − ξ) to be real when z − ξ > 0.
Using Dαz f Owa and Srivastava [16] introduced the operator Ωα : A → A, which is known as an extension of
fractional derivative and fractional integral, as follows
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= 2,3,4, . . .
= z +
∞∑
k=2
(k + 1)(2 − α)
(k + 1 − α) akz
k (1.4)
= ϕ(2,2 − α; z) ∗ f (z) (1.5)
= L(2,2 − α)f (z).
Note that Ω0f (z) = f (z).
We define the linear multiplier fractional differential operator Dn,αλ as follows
D0f (z) = f (z),
D
1,α
λ f (z) = (1 − λ)Ωαf (z) + λz
(
Ωαf (z)
)′ = Dαλ (f (z)), λ 0, 0 α < 1, (1.6)
D
2,α
λ f (z) = Dαλ
(
D
1,α
λ f (z)
)
,
...
D
n,α
λ f (z) = Dαλ
(
D
n−1,α
λ f (z)
)
, n ∈N. (1.7)
If f is given by (1.1), then by (1.4), (1.6) and (1.7), we see that
D
n,α
λ f (z) = z +
∞∑
k=2
Ψk,n(α,λ)akz
k, n ∈N0 =N∪ {0}, (1.8)
where
Ψk,n(α,λ) =
[
(k + 1)(2 − α)
(k + 1 − α)
(
1 + λ(k − 1))]n. (1.9)
From (1.5) and (1.9), Dn,αλ f (z) can be written, in terms of convolution as
D
n,α
λ f (z) =
[(
ϕ(2,2 − α; z) ∗ gλ(z)
) ∗ · · · ∗ (ϕ(2,2 − α; z) ∗ gλ(z))]︸ ︷︷ ︸
n-times
∗f (z), (1.10)
where
gλ(z) = z − (1 − λ)z
2
(1 − z)2 .
When α = 0, we get Al-Oboudi differential operator [2], when α = 0 and λ = 1, we get Sa˘la˘gean differential
operator [23] and when n = 1 and λ = 0, we get Owa–Srivastava fractional differential operator [16].
Using the operator Dn,αλ , we define the following classes. Let UCV
n
α,λ(β, γ ) be the class of functions f ∈ A
satisfying
Re
{
1 + z(D
n,α
λ f (z))
′′
(D
n,α
λ f (z))
′
}
> β
∣∣∣∣z(Dn,αλ f (z))′′(Dn,αλ f (z))′
∣∣∣∣+ γ, (1.11)
where β  0, γ ∈ [−1,1) and β + γ  0. Observe that Dn,αλ f (z) ∈ UCV(β, γ ).
Let SPnα,λ(β, γ ) be the corresponding class consisting of f ∈ A satisfying
Re
{
z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
}
> β
∣∣∣∣z(Dn,αλ f (z))′Dn,αλ f (z) − 1
∣∣∣∣+ γ, (1.12)
where β  0, γ ∈ [−1,1) and β + γ  0. Observe that Dn,αλ f (z) ∈ SP(β, γ ).
It is clear that
f ∈ UCVn (β, γ ) ⇔ zf ′ ∈ SPn (β, γ ), (1.13)α,λ α,λ
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UCVnα,λ(β, γ ) ⊆ SPnα,λ(β, γ ).
Geometric interpretation. From (1.11) and (1.12), f ∈ UCVnα,λ(β, γ ) and f ∈ SPnα,λ(β, γ ) if and only if p(z) =
1 + z(D
n,α
λ f (z)
′′
(D
n,α
λ f (z))
′ and p(z) = z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
, respectively, take all values in the conic domain Rβ,γ given in (1.2) which is
included in right half plane, we may rewrite the conditions (1.11) and (1.12) in the form
p ≺ Pβ,γ (1.14)
where the functions Pβ,γ given in (1.3).
By virtue of (1.11), (1.12) and the properties of the domain Rβ,γ , we have, respectively
Re
{
1 + z(D
n,α
λ f (z)
′′
(D
n,α
λ f (z))
′
}
>
β + γ
1 + β (1.15)
and
Re
{
z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
}
>
β + γ
1 + β , (1.16)
which means that
f ∈ UCVnα,λ(β, γ ) ⇒ Dn,αλ f ∈ CV
(
β + γ
1 + β
)
⊆ CV
and
f ∈ SPnα,λ(β, γ ) ⇒ Dn,αλ f ∈ ST
(
β + γ
1 + β
)
⊆ ST. (1.17)
We note that by specializing the parameters n,α,λ,β and γ , we obtain the following subclasses studied by various
authors:
1. UCV0α,λ(0, γ ) ≡ UCV10,0(0, γ ) ≡ SP10,1(0, γ ) ≡ CV(γ ) and SP0α,λ(0, γ ) ≡ SP10,0(0, γ ) ≡ ST(γ );
2. UCV0α,λ(1,0) ≡ UCV10,0(1,0) ≡ SP10,1(1,0) ≡ UCV and SP0α,λ(1,0) ≡ SP10,0(1,0) ≡ SP;
3. UCV0α,λ(1, γ ) ≡ UCV10,0(1, γ ) ≡ SP10,1(1, γ ) ≡ UCV(γ ) and SP0α,λ(1, γ ) ≡ SP10,0(1, γ ) ≡ SP(γ );
4. UCV0α,λ(β,0) ≡ UCV10,0(β,0) ≡ SP10,1(β,0) ≡ β − UCV and SP0α,λ(β,0) ≡ SP10,0(β,0) ≡ β − SP;
5. UCV0α,λ(β, γ ) ≡ UCV10,0(β, γ ) ≡ SP10,1(β, γ ) ≡ UCV(β, γ ) and SP0α,λ(β, γ ) ≡ SP10,0(β, γ ) ≡ SP(β, γ );
6. SPn0,1(0, γ ) = STn(γ ) (Sa˘la˘gean [23]);
7. SP1α,0(0, γ ) ≡ STα(γ ) (Srivastava, Mishra and Das [24]);
8. SP1α,0(1,0) ≡ SPα (Srivastava and Mishra [25]);
9. SPn0,1(β,0) ≡ β − SPn (Magdas [14] and independently by Kanas and Yuguchi in [10]).
From the general classes UCVnα,λ(β, γ ) and SP
n
α,λ(β, γ ), we obtain the following new classes for special parame-
ters n,α,λ,β and γ such as
1. UCVn0,λ(β, γ ) ≡ UCVnλ(β, γ ) and SPn0,λ(β, γ ) ≡ SPnλ(β, γ );
2. UCVnα,λ(0, γ ) ≡ CVnα,λ(γ ) and SPnα,λ(0, γ ) ≡ STnα,λ(γ ).
By (1.15) and (1.16), respectively, we note that UCVnα,λ(β, γ ) ⊆ CVnα,λ(β+γ1+β ) and SPnα,λ(β, γ ) ⊆ STnα,λ(β+γ1+β ).
In this paper, basic properties of the classes UCVnα,λ(β, γ ) and SP
n
α,λ(β, γ ) are studied, such as inclusion relations
and coefficient bounds. Various known or new special cases of our results are also pointed out.
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In the following results we will study inclusion relations with respect to n,α,β and γ .
We need the following lemmas in our investigation.
Lemma 2.1. (See [22].) Let f and g be starlike of order 12 . Then so is f ∗ g.
Lemma 2.2. (See [21].) Let f and g be univalent starlike of order 12 . Then, for every function F ∈ A, we have
f (z) ∗ g(z)F (z)
f (z) ∗ g(z) ∈ co
(
F(E)
)
, z ∈ E,
where co denotes the closed convex hull.
Lemma 2.3. (See [21].) Let f and g, respectively, be in the class CV and ST. Then, for every function F ∈ A, we
have
f (z) ∗ g(z)F (z)
f (z) ∗ g(z) ∈ co
(
F(E)
)
, z ∈ E.
Lemma 2.4. (See [5].) Let a and b be complex constants and h univalent convex in E with h(0) = c and
Re(ah(z) + b) > 0. Let g(z) = c +∑∞k=1 bkzk be analytic in E. Then
g(z) + zg
′(z)
ag(z) + b ≺ h(z) ⇒ g(z) ≺ h(z).
Lemma 2.5. Let Ωαf be in the class SPnα,λ(β, γ ). Then f is in the class SP
n
α,λ(β, γ ).
Proof. Let Ωαf ∈ SPnα,λ(β, γ ). Then from (1.17), Dn,αλ Ωαf ∈ ST . Using (1.5) and (1.10), we can write Dn,αλ f in
terms of Dn,αλ Ωαf as follows
D
n,α
λ f (z) = ϕ(2 − α,2; z) ∗ Dn,αλ Ωαf (z),
and by convolution properties, we get
z
(
D
n,α
λ f (z)
)′ = ϕ(2 − α,2; z) ∗ z(Dn,αλ Ωαf (z))′,
where ϕ(2 − α,2; z) ∈ CV .
Using Lemma 2.3 and (1.17), we get
z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
= ϕ(2 − α,2; z) ∗ ((z(D
n,α
λ Ω
αf (z))′)/(Dn,αλ Ωαf (z)))D
n,α
λ Ω
αf (z)
ϕ(2 − α,2; z) ∗ Dn,αλ Ωαf (z)
∈ co
(
z(D
n,α
λ Ω
αf )′
(D
n,α
λ Ω
αf )
(E)
)
⊆ Rβ,γ .
Therefore f ∈ SPnα,λ(β, γ ). 
Corollary 2.1. Let Ωαf be in the class UCVnα,λ(β, γ ). Then f is in the class UCVnα,λ(β, γ ).
Proof. By virtue of (1.13) and Lemma 2.5, we have
Ωαf ∈ UCVnα,λ ⇔ z
(
Ωαf
)′ ∈ SPnα,λ(β, γ )
⇔ Ωαzf ′ ∈ SPnα,λ(β, γ )
⇒ zf ′ ∈ SPnα,λ(β, γ )
⇔ f ∈ UCVnα,λ(β, γ ).
Thus f ∈ UCVnα,λ(β, γ ). 
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Proof. The result follows immediately from (1.16) where β+γ1+β  12 for [(0  β < 1 and 12  γ < 1) or (β  1 and
0 γ < 1)]. 
Theorem 2.1. Let 0 λ 1+β1−γ . Then
SPn+1α,λ (β, γ ) ⊆ SPnα,λ(β, γ ).
Proof. Let f ∈ SPn+1α,λ (β, γ ). Then by (1.14),
z(D
n+1,α
λ f (z))
′
D
n+1,α
λ f (z)
≺ Pβ,γ (z). (2.1)
By the definition of Dn+1,αλ , we get
D
n+1,α
λ f (z) = (1 − λ)Dn,αλ Ωαf (z) + λz
(
D
n,α
λ Ω
αf (z)
)′
and (
D
n+1,α
λ f (z)
)′ = (Dn,αλ Ωαf (z))′ + λz(Dn,αλ Ωαf (z))′′.
With the notation p(z) = z(D
n,α
λ Ω
αf (z))′
D
n,α
λ Ω
αf (z)
, we have
zp′(z)
p(z)
= 1 − p(z) + z(D
n,α
λ Ω
αf (z))′′
(D
n,α
λ Ω
αf (z))′
.
Thus we get
z(D
n+1,α
λ f (z))
′
D
n+1,α
λ f (z)
= p(z) + λzp
′(z)
(1 − λ) + λp(z) . (2.2)
For λ = 0, Ωαf ∈ SPnα,λ(β, γ ), from (2.1) and (2.2). Thus f ∈ SPnα,λ(β, γ ) by Lemma 2.5. For λ 
= 0, we may write
by (2.1) and (2.2)
p(z) + 1
(1−λ)
λ
+ p(z) · zp
′(z) ≺ Pβ,γ (z).
Thus by Lemma 2.4 and the condition (1.16), we have p(z) ≺ Pβ,γ (z) for 0 < λ 1+β1−γ , since Pβ,γ is univalent and
convex in E. Thus Ωαf ∈ SPnα,λ(β, γ ). Therefore f ∈ SPnα,λ(β, γ ) by Lemma 2.5. 
Using Theorem 2.1, we get the following
Corollary 2.2. Let 0 λ 1+β1−γ . Then
SPnα,λ(β, γ ) ⊆ SP(β, γ ).
Using a similar argument to that of Corollary 2.1, we can prove
Corollary 2.3. Let 0 λ 1+β1−γ . Then
UCVn+1α,λ (β, γ ) ⊆ UCVnα,λ(β, γ ).
Similarly, we can prove
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UCVnα,λ(β, γ ) ⊆ UCV(β, γ ).
Remark 2.1. If we consider α = 0, λ = 1 and γ = 0 in Theorem 2.1, we obtain the same result in [10].
Remark 2.2. For special parameters n,α and β , we get the following new results:
1. If we consider α = 0 in Theorem 2.1 and Corollary 2.3, respectively, we obtain for 0 λ 1+β1−γ ,
SPn+1λ (β, γ ) ⊆ SPnλ(β, γ ),
UCVn+1λ (β, γ ) ⊆ UCVnλ(β, γ ).
2. If we consider β = 0 in Theorem 2.1 and Corollary 2.3, respectively, we obtain for 0 λ 11−γ ,
STn+1α,λ (, γ ) ⊆ STnα,λ(γ ),
CVn+1α,λ (γ ) ⊆ CVnα,λ(γ ).
Theorem 2.2. Let 0 μ α < 1. Then
SPnα,λ(β, γ ) ⊆ SPnμ,λ(β, γ ),
where [(0 β < 1 and 12  γ < 1) or (β  1 and 0 γ < 1)].
Proof. Let f ∈ SPnα,λ(β, γ ). Then by (1.10) and convolution properties, we have
D
n,μ
λ f (z) =
[(
ϕ(2,2 − μ; z) ∗ gλ(z)
) ∗ · · · ∗ (ϕ(2,2 − μ; z) ∗ gλ(z))]︸ ︷︷ ︸
n-times
∗f (z)
= [ϕ(2 − α,2 − μ; z) ∗ · · · ∗ ϕ(2 − α,2 − μ; z)]︸ ︷︷ ︸
n-times
∗Dn,αλ f (z),
and
z
(
D
n,μ
λ f (z)
)′ = [ϕ(2 − α,2 − μ; z) ∗ · · · ∗ ϕ(2 − α;2 − μ; z)]︸ ︷︷ ︸
n-times
∗ z(Dn,αλ f (z))′.
Also, it is known that [12]
ϕ(2 − α,2 − μ; z) ∈ ST
(
1
2
)
.
So by applying Lemma 2.1 n-times, we get
[
ϕ(2 − α,2 − μ; z) ∗ · · · ∗ ϕ(2 − α,2 − μ; z)]︸ ︷︷ ︸
n-times
∈ ST
(
1
2
)
.
For [(0 β < 1 and 12  γ < 1) or (β  1 and 0 γ < 1)], we have by Lemma 2.6,
D
n,α
λ f ∈ ST
(
1
2
)
.
Using Lemma 2.2, we get
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D
n,μ
λ f (z)
=
[ϕ(2 − α,2 − μ; z) ∗ · · · ∗ ϕ(2 − α,2 − μ; z)]︸ ︷︷ ︸
n-times
∗((z(Dn,αλ f (z))′)/(Dn,αλ f (z)))Dn,αλ f (z)
[ϕ(2 − α,2 − μ; z) ∗ · · · ∗ ϕ(2 − α,2 − μ; z)]︸ ︷︷ ︸
n-times
∗Dn,αλ f (z)
∈ co
(
z(D
n,α
λ f )
′
D
n,α
λ f
(E)
)
⊆ Rβ,γ .
Thus f ∈ SPnμ,λ(β, γ ). 
Remark 2.3. 1. If we consider n = 1, λ = 0 and β = 0 in Theorem 2.2, we obtain the same result in [24].
2. If we consider n = 1, λ = 0, β = 1 and γ = 0 in Theorem 2.2, we obtain the same result in [25].
Corollary 2.5. Let [(0 β < 1 and 12  γ < 1) or (β  1 and 0 γ < 1)]. Then
SPnα,λ(β, γ ) ⊆ SPnλ(β, γ ).
By (1.13), we can prove the next results.
Corollary 2.6. Let 0 μ α < 1. Then
UCVnα,λ(β, γ ) ⊆ UCVnμ,λ(β, γ ),
where [(0 < β < 1 and 12  γ < 1) or (β  1 and 0 γ < 1)].
Corollary 2.7. Let [(0 β < 1 and 12  γ < 1) or (β  1 and 0 γ < 1)]. Then
UCVnα,λ(β, γ ) ⊆ UCVnλ(β, γ ).
Remark 2.4. For special parameters n,α,λ and β , we get the following new results:
1. If we consider n = 1 and λ = 0 in Theorem 2.2 and Corollary 2.6, respectively, we obtain for 0 μ α < 1,
SP1α,0(β, γ ) ⊆ SP1μ,0(β, γ ) and UCV1α,0(β, γ ) ⊆ UCV1μ,0(β, γ ),
where [(0 β < 1 and 12  γ < 1) or (β  1 and 0 γ < 1)].
2. If we consider β = 0 in Theorem 2.2 and Corollary 2.6, respectively, we obtain for 0 μ α < 1,
STnα,λ(γ ) ⊆ STnμ,λ(γ ) and CVnα,λ(γ ) ⊆ CVnμ,λ(γ ),
where 0 γ < 12 .
By (1.11) and (1.12), we get
Theorem 2.3. UCVnα,λ(β1, γ1) ⊆ UCVnα,λ(β2, γ2) and SPnα,λ(β1, γ1) ⊆ SPnα,λ(β2, γ2), where β1  β2 and γ1  γ2.
Remark 2.5. If we consider α = 0, λ = 1 and γ1 = γ2 = 0 in Theorem 2.3 for the class SPnα,λ(β, γ ), we obtain the
same result in [10].
Corollary 2.8. Let 0 λ 1+β1−γ . Then
SPnα,λ(β, γ ) ⊆ SP1α,0(β, γ ) ⊆ SPα, β  1.
Proof. Let f ∈ SPnα,λ(β, γ ). Then f ∈ SP1α,λ(β, γ ) by applying Theorem 2.1 for 0 λ 1+β1−γ . By the same steps of
the proof of Theorem 2.1 with 0  λ  1+β1−γ , we have Ωαf ∈ SP(β, γ ) and by using Theorem 2.3, Ωαf ∈ SP for
β  1. Hence f ∈ SPα . 
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UCVnα,λ(β, γ ) ⊆ UCV1α,0(β, γ ) ⊆ UCV1α,0(1,0), β  1.
3. Coefficient bounds
In the following we give bounds for the coefficients of series expansion of functions belonging to the classes
SPnα,λ(β, γ ) and UCV
n
α,λ(β, γ ) and sufficient conditions for a function to belong to these classes.
Taking into account the fundamental relation
Pβ,γ (z) = z(D
n,α
λ fβ,γ (z))
′
(D
n,α
λ fβ,γ (z))
, (3.1)
between the extremal functions in the class P(Pβ,γ ) and the extremal functions fβ,γ of the class SPnα,λ(β, γ ) and in
view of (1.8) and (3.1), we have for Pβ,γ (z) = 1 + P1z + · · · , which is defined in (1.3) and
fβ,γ (z) = z + A2z2 + · · · , (3.2)
a coefficient relation
(k − 1)AkΨk,n(α,λ) =
k−1∑
j=1
Pk−jAjΨj,n(α,λ), A1 = 1.
In particular, by a straightforward computation we obtain
A2 = 1
Ψ2,n(α,λ)
P1, (3.3)
observe also, that the coefficients Ak are nonnegative, since Ψk,n(α,λ) 0 and Pk are nonnegative.
As simple consequences of the above and the result given in [9], we give sharp bound on the second coefficient for
functions of the class SPnα,λ(β, γ ).
Theorem 3.1. If a function f of the form (1.1) is in SPnα,λ(β, γ ), then
|a2|A2.
Theorem 3.2. If a function f of the form (1.1) is in SPnα,λ(β, γ ), then
|ak| 1
Ψk,n(α,λ)
· (P1)k−1
(1)k−1
, k  2, (3.4)
where
P1 := P1(β, γ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
8(1 − γ )(cos−1 β)2
π2(1 − β2) 0 β < 1,
8
π2
(1 − γ ) β = 1,
π2(1 − γ )
4
√
t(β2 − 1)K2(t)(1 + t) β > 1.
(3.5)
For the proof of this theorem, we need the following result by Rogosinski [18]
Rogosinski’s Theorem. Let h(z) = 1+∑∞k=1 ckzk be subordinate to H(z) = 1+∑∞k=1 Ckzk in E. If H(z) is univalent
in E and H(E) is convex, then
|ck| |C1|, k  1.
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∑∞
k=2 akzk . By (1.14), we obtain
z(D
n,α
λ f (z))
′
(D
n,α
λ f (z))
≺ Pβ,γ (z).
Define q(z) = z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
= 1 +∑∞k=1 ckzk . The functions Pβ,γ is univalent in E and Pβ,γ (E), the conic domain,
is a convex domain, so Rogosinski’s theorem applies. Then we have
|ck| P1, k  1, (3.6)
where P1 := P1(β, γ ) is given by (3.5). Now writing
z
(
D
n,α
λ f (z)
)′ = q(z)(Dn,αλ f (z))
and comparing coefficients of zk on both sides, we get
(k − 1)akΨk,n(α,λ) =
k−1∑
j=1
ck−j ajΨj,n(α,λ), a1 = 1. (3.7)
From (3.7), we get |a2| = 1Ψ2,n(α,λ) |c1| 
P1
Ψ2,n(α,λ)
. So the result is true for k = 2. Let k  2 and assume that the
inequality (3.4) is true for all j  k − 1. By using (3.6), (3.7) and applying the induction hypothesis to |aj |, we get
|ak| 1
(k − 1)Ψk,n(α,λ)
[
|c1| +
k−1∑
j=2
|ck−j | |aj |Ψj,n(α,λ)
]
 P1
(k − 1)Ψk,n(α,λ)
[
1 +
k−1∑
j=2
(P1)j−1
(1)j−1
]
.
By applying mathematical induction another time, we find that
1 +
k−1∑
j=2
(P1)j−1
(1)j−1
= (1 + P1)(2 + P2) · · · ((k − 2) + P1)
(k − 2)! .
Thus we get the inequality (3.4). 
Applying the relation (1.13), we observe that the extremal function of UCVnα,λ(β, γ ) denoted by Fβ,γ (z), is given
by
Fβ,γ (z) =
z∫
0
fβ,γ (ξ)
ξ
dξ, (3.8)
where fβ,γ (z) is given by (3.2).
By (3.3) and for
Fβ,γ (z) = z + B2z2 + · · · ,
we get
B2 = 12Ψ2(α,λ)P1.
Applying relation (1.13), we can prove the next two results.
Corollary 3.1. If a function f of the form (1.1) is in UCVnα,λ(β, γ ), then
|a2| B2.
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|ak| 1
Ψk,n(α,λ)
(P1)k−1
(1)k
,
where P1 := P1(β, γ ) is given by (3.5).
Remark 3.1. The results of Theorem 3.1 and Corollary 3.2 are sharp for k = 2 or β = 0.
Remark 3.2. 1. If we consider n = 1, α = 0, λ = 0 and β = 0 in Theorem 3.2 and Corollary 3.2, we obtain the same
results in [17], which are sharp.
2. If we consider (α = 0, λ = 1 and β = 0) and (n = 1, λ = 0 and β = 0) in Theorem 3.1, we obtain the same
results, respectively, in [23] and [24], which are sharp results.
3. If we consider n = 1, α = 0, λ = 0, β = 1 and γ = 0 in Theorem 3.2, we obtain the same result in [20].
4. If we consider n = 1, α = 0, λ = 0 and γ = 0 in Theorem 3.1, we obtain the same result in [9].
5. If we consider α = 0, λ = 1 and γ = 0 in Theorem 3.1, we obtain the same result in [10].
6. If we consider n = 1, α = 0, λ = 0 and γ = 0 in Corollary 3.2, we obtain the same result in [7].
Remark 3.3. For special values of the parameters n,α,λ and β in Theorem 3.2 and Corollary 3.2, we get the co-
efficients bounds which is a new result for the classes SP(β, γ ),UCV(β, γ ), SP1α,0(β, γ ), UCV
1
α,0(β, γ ),SP
n
λ(β, γ ),
UCVnλ(β, γ ) and ST
n
α,λ(γ ), CV
n
α,λ(γ ).
Now we obtain a sufficient condition for f to be in SPnα,λ(β, γ ).
Theorem 3.3. A function f of the form (1.1) is in SPnα,λ(β, γ ) if
∞∑
k=2
[
k(1 + β) − (β + γ )]|ak|Ψk,n(α,λ) 1 − γ. (3.9)
Proof. It suffices to show that
β
∣∣∣∣z(Dn,αλ f (z))′Dn,αλ f (z) − 1
∣∣∣∣− Re
{
z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
− 1
}
< 1 − γ.
We have
β
∣∣∣∣z(Dn,αλ f (z))′Dn,αλ f (z) − 1
∣∣∣∣− Re
{
z(D
n,α
λ f (z))
′
D
n,α
λ f (z)
− 1
}
 (1 + β)
∣∣∣∣z(Dn,αλ f (z))′Dn,αλ f (z) − 1
∣∣∣∣
 (1 + β)
∑∞
k=2(k − 1)Ψk,n(α,λ)|ak||z|k−1
1 −∑Ψk,n(α,λ)|ak||z|k−1
<
(1 + β)∑∞k=2(k − 1)Ψk,n(α,λ)|ak|
1 −∑Ψk,n(α,λ)|ak| .
This last expression is bounded above by (1 − γ ) if (3.9) is satisfied. 
By virtue of (1.13) and Theorem 3.3, we have
Corollary 3.3. A function f of the form (1.1) is in UCVnα,λ(β, γ ) if
∞∑
k=2
[
k(1 + β) − (β + γ )]k|ak|Ψk,n(α,λ) 1 − γ.
Remark 3.4. 1. If we consider n = 1, α = 0, λ = 0 and β = 1 in Theorem 3.3 and Corollary 3.3, we obtain the same
results in [3].
2. If we consider α = 0, λ = 1 and γ = 0 in Theorem 3.3, we obtain the same result in [10].
F.M. Al-Oboudi, K.A. Al-Amoudi / J. Math. Anal. Appl. 339 (2008) 655–667 667References
[1] R. Aghalary, GH. Azadi, The Dziok–Srivastava operator and k-uniformly starlike functions, J. Inequal. Pure Appl. Math. 6 (2) (2005) 1–7,
Article 52 (electronic).
[2] F.M. Al-Oboudi, On univalent functions defined by a generalized Saˇlaˇgean operator, Int. J. Math. Math. Sci. 27 (2004) 1429–1436.
[3] R. Bharti, R. Parvatham, A. Swaminathan, On subclasses of uniformly convex functions and corresponding class of starlike functions, Tamkang
J. Math. 28 (1) (1997) 17–32.
[4] B.C. Carlson, D.B. Shaffer, Starlike and prestarlike hypergeometric functions, SIAM J. Math. Anal. 15 (4) (1984) 737–745.
[5] P.J. Eenigburg, S.S. Miller, P.T. Mocanu, M.O. Reade, On a Briot–Bouquet differentiation subordination, in: General Inequalities, vol. 3, in:
Internat. Ser. Numer. Math., vol. 64, Birkhäuser, Basel, 1983, pp. 339–348.
[6] A.W. Goodman, On uniformly convex functions, Ann. Polon. Math. 56 (1991) 87–92.
[7] S. Kanas, A. Wisniowska, Conic regions and k-uniform convexity, II, Folia Sci. Univ. Tehn. Resov. 170 (1998) 65–78.
[8] S. Kanas, A. Wisniowska, Conic regions and k-uniform convexity, Comput. Appl. Math. 105 (1999) 327–336.
[9] S. Kanas, A. Wisniowska, Conic domains and starlike functions, Rev. Roumaine Math. Pures Appl. 45 (3) (2000) 647–657.
[10] S. Kanas, T. Yuguchi, Subclasses of k-uniformly convex and starlike functions defined by generalized derivate, I, Indian J. Pure Appl.
Math. 32 (9) (2001) 1275–1282.
[11] S. Kanas, T. Yuguchi, Subclasses of k-uniformly convex and starlike functions defined by generalized derivative, II, Publ. Inst. Math. 69 (83)
(2001) 91–100.
[12] Yi Ling, S. Ding, A class of analytic functions defined by fractional derivation, J. Math. Anal. Appl. 186 (1994) 504–513.
[13] W. Ma, D. Minda, Uniformly convex functions, Ann. Polon. Math. 57 (1992) 165–175.
[14] I. Magdas, On alpha-type uniformly convex functions, Stud. Univ. Babes-Bolyai Inform. 44 (1) (1999) 11–17.
[15] S. Owa, On the distortion theorems, I, Kyungpook Math. J. 18 (1) (1978) 53–59.
[16] S. Owa, H.M. Srivastava, Univalent and starlike generalized hypergeometric functions, Canad. J. Math. 39 (5) (1987) 1057–1077.
[17] M.S. Robertson, On the theory of univalent functions, Ann. of Math. 37 (2) (1936) 374–408.
[18] W. Rogosinski, On the coefficients of subordinate functions, Proc. London Math. Soc. 48 (1943) 48–82.
[19] F. Rønning, On starlike functions associated with parabolic regions, Ann. Univ. Mariae Curie-Sklodowska Sect. A 45 (14) (1991) 117–122.
[20] F. Rønning, Uniformly convex functions and a corresponding class of starlike functions, Proc. Amer. Math. Soc. 118 (1) (1993) 189–196.
[21] St. Ruscheweyh, Convolutions in Geometric Function Theory, Sem. Math. Sup., vol. 83, Presses Univ. de Montreal, 1982.
[22] St. Ruscheweyh, T. Sheil-Small, Hadamard products of Schlicht functions and the Pólya–Schöenberg conjecture, Comment. Math. Helv. 48
(1973) 119–135.
[23] G.S¸. Sa˘la˘gean, Subclasses of univalent functions, in: Complex Analysis—Fifth Romanian–Finish Seminar, Part 1, Bucharest, 1981, in: Lecture
Notes in Math., vol. 1013, Springer, Berlin, 1983, pp. 362–372.
[24] H.M. Srivastava, A.K. Mishra, M.K. Das, A nested class of analytic functions defined by fractional calculus, Comm. Appl. Anal. 2 (3) (1998)
321–332.
[25] H.M. Srivastava, A.K. Mishra, Applications of fractional calculus to parabolic starlike and uniformly convex functions, J. Comput. Math.
Appl. 39 (3/4) (2000) 57–69.
