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Space communicationAbstract Satellite range scheduling with the priority constraint is one of the most important prob-
lems in the ﬁeld of satellite operation. This paper proposes a station coding based genetic algorithm
to solve this problem, which adopts a new chromosome encoding method that arranges tasks
according to the ground station ID. The new encoding method contributes to reducing the complex-
ity in conﬂict checking and resolving, and helps to improve the ability to ﬁnd optimal resolutions.
Three different selection operators are designed to match the new encoding strategy, namely ran-
dom selection, greedy selection, and roulette selection. To demonstrate the beneﬁts of the improved
genetic algorithm, a basic genetic algorithm is designed in which two cross operators are presented,
a single-point crossover and a multi-point crossover. For the purpose of algorithm test and analysis,
a problem-generating program is designed, which can simulate problems by modeling features
encountered in real-world problems. Based on the problem generator, computational results and
analysis are made and illustrated for the scheduling of multiple ground stations.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Satellites support many important services, such as surveil-
lance, geodesy and navigation, remote sensing and monitoring,
telecommunications, data relay, and so on. All these servicesneed frequent communications between satellites and ground
stations. These communications include but are not limited
to satellite orbit measurement, maneuver, commands upload,
data download, and health and maintenance operations. The
scheduling of these communication requests is called satellite
range scheduling problem.1,2 With the increase of space explor-
ing activities, more and more spacecraft have been launched to
the Earth orbit,3 but the number of ground stations is rather
limited.4 The result is that the scheduling of daily communica-
tions between spacecraft and ground stations is becoming a
challenging problem.1,5,6
To solve the contradiction between the limited ground sta-
tions and the increasing requirements of satellite measurement
790 Y. Li et al.and control, researchers have studied the problem from differ-
ent perspectives.
Gu et al. studied a tracking telemetry and command
(TT&C) resources scheduling technique based on inter-
satellite link (ISL).7 The TT&C data of ground facilities could
be transmitted through ISL, so that the task burdens of
ground TT&C devices could be reduced. However, this tech-
nique is limited to that all the satellites must be in the same net-
work, for example, a constellation.
The arrangement about communication requests of satel-
lites not in constellations still rely on scheduling and optimiz-
ing the communications between satellites and ground
stations.
To pursue this goal, various planning and scheduling algo-
rithms have been presented to give assistance to human sched-
ulers, or maybe take place of them. Some examples are
combinatorial optimization,8 constraint-based program-
ming,9,10 heuristic algorithms,11–13 tabu search,13,14 and
genetic algorithms (GAs).15–17
However, there are several limitations in the existing works.
Firstly, most of these researches are focused on how to maxi-
mize the number of served communication requirements
between spacecraft and ground stations, but not considering
the various priority levels which different tasks have. In reality,
different communication requirements may have different pri-
ority levels. For example, the communication for health and
maintenance should have a higher priority, as it may affect
the safety of a spacecraft, while the communication for pay-
load data download may have a lower priority, because this
kind of task is more ﬂexible in operation. If only aiming to
maximize the task number, the tasks with a higher priority
may be lost. In extreme conditions, this may lead to some seri-
ous damages.
Secondly, the encoding method in the mathematical model
is not well studied. Most of the studies adopt the encoding
method that arranges the communicating tasks one by one in
a timely order. This encoding method does not make use of
the special information of the satellite scheduling domain.
Thirdly, due to the limited encoding method above, the
selection operator in a GA is bound to fail in making full
use of the useful information in the satellite range scheduling
problem. This will lead to a low efﬁciency of optimization.
To tackle these problems, this paper takes task priority into
account and presents an adapted GA which adopts a new
chromosome encoding method, based on arranging elements
by the ground station ID order. With this innovative encoding
method, three new selection operators are proposed (random
selection, roulette selection, and greedy selection). In addition,
this paper tests the new algorithm with different population
sizes, different selection schemes, and different instance sizes.
Meanwhile, in order to analyze the problem as realistically
as possible, this paper focuses on a speciﬁc sub-problem called
multi-resource range scheduling problem (MuRRSP), which is
NP-hard.2
The paper is organized as follows. The deﬁnitions and for-
mulation of the general satellite range scheduling problem with
the priority constraint are introduced in Section 2. In
Section 3, considering the priority constraint, this paper mod-
iﬁes the basic GA for the problem. An evolutionary algorithm
called station coding based genetic algorithm (SCBGA) is
designed in Section 4, derived from some conceptions of the
genetic algorithm and based on a new chromosome encodingmethod. Results are reported and discussed in Section 5.
Finally, general conclusions and research avenues are drawn
in Section 6.
2. Terminology and mathematical statement
As mentioned in Ref.11 scheduling daily communications
between satellites and ground control stations is getting very
difﬁcult, since an increasing number of satellites must be con-
trolled by a small set of ground stations. Consequently, the
problem is oversubscribed, and a large number of communica-
tion requests are unserved. Scheduling these requests in the
MuRRSP is an NP-hard problem.2
On the other hand, the MuRRSP has some unique charac-
teristics as described below:
(1) A ground station could communicate with a satellite
only when the satellite lies within the transmitting hori-
zon of the ground station (also called time window or
visibility window). In general, this happens periodically
within a planning horizon. That means there are several
communication chances between a ground station and a
satellite.
(2) A satellite could communicate with any ground station
if there is a visibility window between them. That means
if a satellite fails to establish a communication link with
a ground station, it could try to link with other available
ground stations.
(3) For the characteristics above and depending on the mis-
sion and orbit, the number of visibility windows for each
satellite is perhaps different. In other words, some satel-
lites may have fewer communication opportunities than
others in a planning horizon. In most existing
researches, for the purpose of maximizing the number
of served communication requirements, a satellite with
fewer communication opportunities will be scheduled
in priority. However, if the task priority constraint is
taken into consideration, this method may no longer
apply.
These characteristics provide additional ﬂexibility to gener-
ate a communication schedule but increase solving difﬁculty at
the same time. Especially when taking the priority constraint
into account, the existing methods need to be modiﬁed to
adapt the new situation. This section gives the necessary deﬁ-
nitions and formulations to the MuRRSP with the priority
constraint.
2.1. Tasks
In most existing studies, satellite scheduling tasks refer to the
operations that require ground-to-space communications, such
as observations, communications, maneuvers, imaging, taking
measurements, uplinks, and downlinks. This deﬁnition is suit-
able for the problem maximizing the number of ground-space
communications, but not for the problem maximizing the
priority.
This paper deﬁnes each visibility window as a task, for that
the priorities of different visibility windows may be different,
even for the same satellite. This is different from most of the
existing researches.
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Generally, different satellites have different priorities. For
example, military satellites, satellites in fault, and satellites
serving for emergences may have a higher priority than civil
or normal ones.
Moreover, different visibility windows for the same satellite
may be different in real space missions. For example, a visibil-
ity window may have a higher priority than others because the
ground station which it is linked to has a suitable antenna
angle.
In a real-world situation, the priorities of tasks would be
given by a human scheduler as input information before start-
ing the scheduling process.
2.3. Mission requirements
The number of communications is a main requirement of mis-
sion operation for each satellite. Depending on the mission and
the situation of the satellite, the number required for links can
possibly range from 0 to more than dozens per day. For study
convenience, this paper uses 4 times a day as the number of
linking requirements in Section 5.
Besides the communication number of times required, there
are also other kinds of mission operation requirements, which
can be found in Ref. 2.
2.4. Mathematical statement
Consider a set of satellites and a set of ground stations.
Civilian and military customers submit their requests for com-
munication with satellites. All the requests are expected to be
serviced in a speciﬁc time period and satisﬁed with several con-
straints, e.g., a ground station can communicate with a satellite
only when the satellite lies within the visibility window of the
ground station.
In general, the MuRRSP with priority could be deﬁned as
follows:
MuRRS ¼ S;G;T;P;Wf g ð1Þ
where S is the set of satellites, G the set of ground stations, T
the set of communication tasks, P the set of priorities, and W
the set of visibility windows.
For describing the problem clearly, the following parame-
ters are deﬁned as follows:
The input are
s_num, the number of satellites;
g_num, the number of ground stations;
t_num, the number of communication tasks;
w_num, the number of total visibility windows;
sati i 2 ½1; s num, the ith satellite in set S;
groundk k 2 ½1; g num, the kth ground station in set G;
taskn n 2 ½1; t num, the nth communication task in set T;
winm m 2 ½1;w num, the mth visibility window in set W;
J sati ;groundk , the visibility window quantity of sati on ground
station k, which subjects to t num ¼ P
g num
k¼1
Ps num
i¼1
J sati ;groundk ;
p jsati ;groundk , the priority of task
j
sati ;groundk
;wjsati ;groundk , the visibility window of task
j
sati ;groundk
, which sub-
jects to wjsati ;groundk ¼ ½start
j
sati ;groundk
; end jsati ;groundk ;
The output are
task jsati ;groundk , the jth task (visibility window) of sati on
ground station k. task jsati ;groundk ¼ 1, if the task is selected;
otherwise, task jsati ;groundk ¼ 0. This variable is the main out-
put of the problem.
The assumptions are
In addition, in order to develop analyses and research
easily, according to the practical circumstances, this paper
makes the following assumptions:
(1) The communication duration of low Earth orbit (LEO)
satellites is equal to the length of the visibility window.
(2) All the ground stations possess the same equipment and
ability for accomplishing the communication tasks.
(3) Some special cases are excluded.
(4) The shift time of communication equipment is C1, which
is a constant.
(5) The minimum communication duration is C2, which is a
constant.
Based on the above deﬁnitions and formulations, the math-
ematical statement of the MuRRSP with priority could be
established as follows:
The objective function is
max
X
i 2 ½1; s num
j 2 ½1; Jsati ;groundk 
k 2 ½1; g num
task jsati ;groundk  p
j
sati ;groundk
0
BBBBBBBBBB@
1
CCCCCCCCCCA
ð2Þ
As described in Eq. (2), the priorities of tasks are taken into
account. This makes the existing solution algorithms or meth-
ods not suitable to the new problem, for the reason that the
searching direction is changed from maximizing the number
of tasks to maximizing the total priority of the served tasks.
It could conﬁrm that the higher priority a task has, the greater
probability it could be served.
Eq. (2) is subjected to the constraints as follows:
8wjsati ;groundk 2 W; if task
j
sati ;groundk
¼ 1;
then end jsati ;groundk  start
j
sati ;groundk
 C2 ð3Þ
8wj1sati1 ;groundk1 ;w
j2
sati2 ;groundk2
2 W, if taskj1sati1 ;groundk1 ¼
task
j2
sati2 ;groundk2
¼ 1 and groundk1 ¼ groundk2 , then
w
j1
sati1 ;groundk1
\ wj2sati2 ;groundk2 ¼ Ø and
end
j1
sati1 ;groundk1
þ C1 < startj2sati2 ;groundk2 or
end
j2
sati2 ;groundk2
þ C1 < startj1sati1 ;groundk1
8<
:
ð4Þ
8sati 2 S; if taskj1sati ;groundk1 ¼ task
j2
sati ;groundk2
¼ 1;
then w
j1
sati ;groundk1
\ wj2sati ;groundk2 ¼ Ø ð5Þ
Fig. 1 Pseudocode of basic GA for MuRRSP.
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requirement of the minimal communication duration. Eq. (4)
indicates the fact that one ground station could not support
two or more communication tasks simultaneously, and the
spare time between two tasks must be enough for one equip-
ment shift. Eq. (5) shows that one satellite could establish only
one communication link at one time.
3. Genetic algorithm for MuRRSP
Several algorithms can be used to search for near-optimal solu-
tions to optimization problems,18–20 including heuristic21,22
and local search,23,24 the Branch and Bound algorithm,25 time
indexed formulation,26,27 and so on. Recent studies ﬁnd that
genetic algorithms are among most successful algorithms for
efﬁciently tackling with the complexity of computationally
hard problems.28–30
Because of the outstanding advantages a GA has, research-
ers have applied it into satellites range scheduling problems,
and obtained a series of relatively good results.2,15 The chal-
lenge here is adapting it to be suitable for tackling the priority
constraint. This paper uses the following methods to match
this demand.
3.1. Encoding
Aiming at the MuRRSP with priority constraint, this paper
adopts the binary chromosome coding method. Let task jsati
be the element in the chromosome. task jsati ¼ 1 means that
the task is selected, and task jsati ¼ 0 means that the task is
canceled. According to the deﬁnitions in Section 2, every visi-
bility window is a task. Therefore, the length of the chromo-
some is
lengthchromosome ¼ w num ð6Þ
Let chromk,n be the nth chromosome in the kth generation.
Arranging the tasks in the satellite ID order, the chromosome
could be described as follows:
chromk;n ¼ ftask1sat1 ; task2sat1 ; . . . ; taskj1sat1 ;
task1sat2 ; task
2
sat2
; . . . ; taskj2sat2 ;
. . . ;
task1sati ; task
2
sati
; . . . ; taskjisati ;
. . .g
ð7Þ
where taskjisati denotes the jith task of the ith satellite. The ith
satellite has ji tasks.
3.2. Objective function and ﬁtness calculate
The purpose of this research is to insure the executions of tasks
with high priorities. To pursue this goal, the objective function
could be deﬁned as Eq. (2) and the ﬁtness could be deﬁned as
follows:
Fðchromk;nÞ ¼
Xj2½1;Jsati ;groundk 
i2½1;s num;k2½1;g num
task jsati ;groundk  p
j
sati ;groundk
ð8Þ3.3. Constraints and conﬂicts checking
A signiﬁcant difference between the MuRRSP with priority
and other optimization problems lies in that when the algo-
rithm gets a chromosome permutation, in the initial popula-
tion or some offspring, it may not be a feasible solution, for
there are several constraints which may lead to a lot of con-
ﬂicts. To be suitable for this characteristic, this paper modiﬁes
the GA to check conﬂicts after generating a chromosome per-
mutation and before calculating the chromosome ﬁtness.
Section 2 deﬁned the main constraints in MuRRS problems.
The conﬂict resolution methods are listed as follows:
(1) if 2 tasks require the same ground station simultane-
ously, cancel the lower priority one.
(2) if 2 tasks require the same ground station simultane-
ously and the priorities are same, cancel the one which
has more communicating chances.
(3) if 2 tasks require the same ground station simultane-
ously and both the priorities and the communicating
chances are the same, cancel one randomly.
3.4. GA scheme for MuRRSP
Based on the above modiﬁcations, the basic GA can be used to
resolve the MuRRSP. The pseudocode is shown in Fig. 1.
The basic GA uses a single point crossover to generate off-
spring. This paper adapts it to 13 random crossover points to
compare with the SCBGA, which will be discussed in Sections 4
and 5.
4. A station coding based genetic algorithm for MuRRSP
To improve the performance of the basic GA, this section
presents an evolution algorithm called station coding based
genetic algorithm (SCBGA) derived from some conceptions of
the genetic algorithm. To tackle the priority constraint and get
a better performance, this paper uses the following technologies.
4.1. Encoding in ground station ID order
Similarly, let task jsati ;groundk be the element in the chromosome,
and the length of the chromosome is
lengthchromosome ¼ w num ð9Þ
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algorithm, this paper presents an encoding method based on
arranging the elements by the ground stations, which is
described in detail as follows:
Step 1. Arrange the ground stations in their ID
order.
Step 2. For each ground station, ﬁnd all the tasks it could
support, and put them together.
Step 3. Form the chromosome permutation and ﬁnish the
encoding.
After the three steps above, letting chromk,n be the nth
chromosome in the kth generation, the chromosome could
be described as follows:chromk;n ¼ Tk;nground1 ;T
k;n
ground2
; . . . ;Tk;ngroundm ; . . . ;T
k;n
groundg num
n o
ð10ÞFig. 2 Illustration ofwhere Tk;ngroundi denotes all the tasks supported by ground sta-
tion i in the satellite ID order, which is described in Eq. (11).
The chromosome permutation could be obtained as shown
in Fig. 2.
Tk;ngroundm ¼
task1sat1 ;groundm
task2sat1 ;groundm
..
.
task
Jsat1 ;groundm
sat1 ;groundm
0
BBBBB@
1
CCCCCA
T
;
task1sat2 ;groundm
task2sat2 ;groundm
..
.
task
Jsat2 ;groundm
sat2 ;groundm
0
BBBBB@
1
CCCCCA
T
;    ;
task1sats num ;groundm
task2sats num ;groundm
..
.
task
Jsats num ;groundm
sats num ;groundm
0
BBBBB@
1
CCCCCA
T
8>>><
>>>:
9>>>=
>>>;
ð11Þ4.2. Offspring generation
The selection of individuals and parts to be crossed is an
important aspect in the SCBGA as it impacts on the diversity
and the convergence of the algorithm. Random selection, roul-
ette selection, and greedy selection schemes have been pro-
posed in this paper for selection operators.the chromosome.
Fig. 3 Pseudocode for the offspring generation.
Fig. 4 Pseudocode of the SCBGA.
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This paper uses a multipoint cross operator to generate
offspring. The number of ground stations and the num-
ber of parents are not limited. It means that g_num par-
ents at most will be selected and crossed.
(2) Unscheduled tasks
The management of the unscheduled tasks is another
important aspect. After selection, cross, and mutation,
the child’s chromosome has been changed and may be
very different from that of the parents. Therefore, it is
possible to insert new tasks into the child from the set
of unscheduled tasks.
(3) The offspring generationBased on the above operators,
the pseudocode of the offspring generation could be
given as shown in Fig. 3.
It can be seen from the above steps that all the chromo-
somes may be engaged to generate the offspring (the number
of actually selected chromosomes is equal to g_num, the num-
ber of ground stations), and only one child is produced in each
generation, taking place of the worst parent. With the effects
of evolution, the population will converge towards the optimal
solution.4.3. SCBGA for MuRRSP
Based on the above modiﬁcations, the SCBGA can be used to
resolve the MuRRSP. The pseudocode is shown in Fig. 4.
As described in Eq. (11) and Fig. 2, all the tasks, i.e.,
visibility windows, are arranged in the station ID order.
With proper genetic operators, this encoding method could
support a more efﬁcient search than the existing encoding
methods. The reason is that with the new encoding method,
the algorithm could adopt an efﬁcient selection and cross
operator:Fig. 5 Illustration of the offspring generation.
Table 4 Instances parameters.
Parameter Value
Number of satellites 30
Number of ground stations 13
Communication times of every satellite per day 4
Table 5 Results of the GA and the SCBGA.
Algorithm Population
size
Min Max Mean CPU mean
time (s)
GAs 50 7659 8674 8281.6 420.94
100 8012 9464 8803.7 894.96
150 8237 9743 8949.8 1361.91
GAm 50 7973 10766 9408.5 479.36
100 9196 10917 10415.1 1067.84
150 10140 11835 11187.6 1707.85
SCBGA 14260 13750 14410.2 22.2555
Table 1 Four types of communication tasks.
Type Duration
(min)
Direction Probability
(%)
Health and maintenance
(HM)
[5,15] Both way 30
Maneuver (Mu) [20,60] Both way 5
Payload download (PD) [10,30] Downlink 30
Payload command (PC) [5,60] Uplink 35
Table 2 GA parameter conﬁgurations of instances.
Parameter Value
Population size 50, 100, 150
Iteration steps 200
Crossover probability 0.6
Mutation probability 0.1
Table 3 SCBGA parameter conﬁgurations of instances.
Parameter Value
Population size 50
Iteration steps 200
Selection operator Random
Mutation probability 0.1
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select excellent gene segments from parent chromosomes
directly, and the segments have strongly practical back-
ground, i.e., a gene segment expresses all the tasks per-
formed by a ground station, as illustrated in Fig. 2.
(2) Based on selecting excellent gene segments from parents,
these gene segments represent the excellent parts of all
the parents, so the algorithm could cross these excellent
gene segments and generate an excellent offspring, as
illustrated in Fig. 5. In this way, the offspring inherits
excellent genes from the parents.
(3) With the new encoding method, the cost of computing
time would be saved. This is because the algorithm will
get the information of all the tasks served by every
ground station, as soon as the establishing of the chro-
mosome is ﬁnished. It happens only once at initial chro-
mosome development and only takes a few of CPU time
cost. Otherwise, the algorithm must compute each task
that belongs to each ground station one by one and do
it at every iteration, which will waste a lot of time.
Otherwise, if encoding tasks in a chronological order, like
most existing methods, the gene segment selected would be
confused for containing tasks that belong to many ground sta-
tions. It would lead to an inefﬁcient cross and make the genetic
algorithm like a random search. In fact, this disorder cross
operator effectively becomes a mutation operator with a large
mutation probability. It could be proved from the numerical
examples described in Section 5.
5. Numerical examples and results
In this section, to demonstrate the validity of the proposed
SCBGA, several numerical examples are tested and computa-
tional results are analyzed.
5.1. Instance generator
For the purpose of the algorithm test and analysis, according
to Refs. 2,18, we have designed a problem generating program
by Matlab 2010a, which could produce problems by modeling
features encountered in the real-world problems. (The problem
generator could be obtained by E-mail form the corresponding
author.)
Assume that all the schedules task requests are on a per-day
basis. Therefore, the lower and upper bounds of the task
request (visibility window) are restricted in the interval
[1,1440], the number of minutes in a 24-hour period.
In the real-world satellite scheduling problem, there are
mainly 4 types of requests, such as downloading data from
satellites, transmitting information or commands between
ground stations and satellites, maneuver, and checking the
health and status of a satellite. These 4 types of tasks could
be simulated by the instance generator and described as shown
in Table 1.
To generate different size instances, users could specify the
numbers of satellites, ground stations, and communication
times at the beginning. The generator will produce suitable
instance according to a user’s request and features or charac-
teristics introduced above.5.2. Results and analysis
5.2.1. Comparison between basic GA and SCBGA
Firstly, the performances of the basic GA and the SCBGA are
compared. As mentioned in Section 3, to compare with the
Fig. 6 Evolution curve of GA.
796 Y. Li et al.SCBGA, this paper adapts the basic GA from a single point
crossover (GAs) to a multi-point crossover (GAm). Here, the
number of cross points is 13, which is equal and subjected to
the number of ground stations in the instance used.
A total of 20 independent runs of the two algorithms are
performed, under the parameter conﬁgurations listed in
Tables 2–4, on a 2.5 GHz Pentium Dual-Core CPU and
2 GB RAM computer. Table 5 gives the results independently.Fig. 6 and Fig. 7 give one typical evolution curve of the GA
and the SCBGA, respectively.
Obviously, the SCBGA could generate a much better result
than the GA, and needs a shorter CPU time in the meantime,
even GAm with an improvement by the multi-point crossover.
Increasing the population size could not signiﬁcantly help to
escape the local optimal. This is due to that the SCBGA
adopts the new encoding method so that it reduces the
Fig. 7 Evolution curve of SCBGA.
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select and cross the parents’ gene segments as a station unit
(as illustrated in Figs. 3 and 4). This mechanism could make
the offspring inherit excellent genes from the parents and help
to ﬁnd a better solution. This numerical example could prove
the analysis given in Section 4.3.
Fig. 8 show the ﬁnal schedule developed by these three
algorithms. Each rectangle ﬁlled with different colors in the
chart denotes a served task, and different colors stand for dif-
ferent ground stations, with their IDs printed on the top of the
rectangle. From Fig. 8, we can draw a conclusion that the
SCBGA may ﬁnd a better solution than those found by GAs
and GAm. One reason is that it can schedule more tasks to
be performed, so the total priority of the served tasks may
be increased. This conclusion can be proved by Table 5, which
gives the total priority of these three algorithms.Fig. 8 Final schedule by GAs ,GAm and SCBGA.5.2.2. Different population sizes
Furthermore, we consider the parameter of population size in
the SCBGA from 10 to 200 and give details as shown in
Figs. 9–11 (the number of iterations is 5000).
A total of 20 independent runs of the SCBGA have been
performed (under the parameter conﬁgurations listed in
Table 6) and average results are reported.
Fig. 9 (a) shows that the graphical representation of the
evolution of the maximal ﬁtness obtained at each generation
with population sizes varying from 10 to 200, and in Fig. 9
(b), the mean value of ﬁtness is averaged by 20 runs.
As can be seen in Fig. 9, a small population size (less than
50 for our numerical instance) leads to a premature conver-
gence and hardly escapes from the local optimum for the rea-
son of poor diversity. With the population size increasing, the
population diversity is enhanced, and beneﬁts in ﬁnding the
optimal solution. On the other hand, when the population size
passes a certain size, the results of total ﬁtness do not increase
obviously but the converging speed is reduced. This is due to
that a large population requires more time to transmit good
genes to offspring when only one individual is replaced at
one time. Obviously, the larger the population size is, the
longer the time needed for converging is.
Fig. 10 shows the maximal ﬁtness obtained by each run,
with population sizes varying from 10 to 200. With the popu-
lation size increasing, besides the maximal ﬁtnessgrowth, the range of the maximal ﬁtness volatility becomes
tight.
We study the increase of the execution time to see the effect
of the increase of the population size. As can be seen from
Fig. 9(b), the execution time does not increase signiﬁcantly,
for the reason that the CPU cost depends mostly on the off-
spring generating, which is almost the same despite of how
many parents are involved.
Fig. 12 represents the evolution process of the child chro-
mosome generating. As can be seen from the ﬁgure, limited
by the small population size, the child concentrates quickly
into the local optimal solution. This drawback will be changed
by a larger population size. On the other side, the same as
Fig. 9 Evolution curve of the optimal ﬁtness and mean.
Fig. 10 Optimal ﬁtness for 20 runs.
Fig. 11 CPU time.
Table 6 Parameter conﬁgurations of instances.
Parameter Value
Population size From 10 to 200
Iteration steps 5000
Number of satellites 30
Number of ground stations 13
Communications of every satellite per day 4
798 Y. Li et al.Fig. 9 shows, an excessive population amount is not signiﬁ-
cantly conducive to ﬁnding the optimal solution, but reduces
the converging speed.
5.2.3. Different selection schemes
On the instance above, this paper compares the different selec-
tion schemes in the SCBGA, which are random selection,
greedy selection, and roulette selection. The parameters are
set as listed in Table 7. For each method, 20 runs have been
performed and the results are given in Figs. 13–15 and Table 8.
Considering Figs. 13–15 and Table 8, the following com-
ments could be made:
(1) Different selection strategies inﬂuence the population
diversity and the convergence. The roulette selection
gives the best solution in most cases.
(2) The greedy selection makes a fast convergence but fails
to keep the diversity of the population. On the other
hand, although the random and roulette selections have
a slower convergence, they get a relatively better diver-
sity, which is good at escaping from the local optimal
and ﬁnding a better solution.
(3) A larger population helps the three selection strategies to
improve the performance, and the CPU time does not
increase signiﬁcantly, for the reason that the CPU cost
depends mostly on the offspring generating, which is
Satellite range scheduling with the priority constraint: An improved genetic algorithmusing a station ID encoding method 799almost the same because despite how many individuals
are involved in the population, the algorithm only
makes g_num choices to select the parents.Fig. 12 Evolution process of the child chro(4) There is no signiﬁcant difference in the CPU time for the
three selection methods. Because the CPU cost mainly
depends on the generation of offspring, and differentmosome with different population sizes.
Table 7 SCBGA parameters for different selection schemes.
Parameter Value
Population size 50, 100, 150
Iteration steps 5000
Mutation probability 0.1
Fig. 13 Evolution curves of SCBG
Fig. 14 Evolution curves of SCBG
Fig. 15 Evolution curves of SCBG
800 Y. Li et al.selection strategies make an identical number of choices,
g_num, in the process of offspring generation. The CPU
time is slightly affected by the selection strategies.
5.2.4. Different instance sizes
To evaluate the SCBGA performance in large-scale problems,
several instances have been tested with the parameters listed in
Table 9.A with a population size of 50.
A with a population size of 100.
A with a population size of 150.
Table 9 SCBGA parameters for different instances.
Parameter Value
Population size 150
Iteration steps 5000
Selection operator Random; Greedy;
Roulette
Mutation probability 0.1
Number of satellites 30, 50, 100
Number of ground stations 13
Communications of every satellite per
day
4
Fig. 17 Evolution curves of SCBGA
Fig. 16 Evolution curves of SCBGA
Table 8 Results obtained with 3 selection methods.
Population size Random Greedy Roulette
50 Max 15126 15131 15176
Mean 14864.5 14852.2 14926.4
Min 14681 14517 14766
CPU mean time (s) 568.9 561.5 564.6
100 Max 15241 15173 15348
Mean 15010.8 14991.4 15167.3
Min 14874 14779 14955
CPU mean time (s) 569.6 571.1 568.6
150 Max 15357 15283 15372
Mean 15205.1 15143.1 15249.5
Min 14992 14993 15073
CPU mean time (s) 545.4 559.3 551.1
Satellite range scheduling with the priority constraint: An improved genetic algorithmusing a station ID encoding method 801Using the provided generator, three different instances with
30 satellites, 50 satellites, and 100 satellites are generated. For
each instance, 20 runs have been performed and the results are
shown in Figs. 16, 17 and Table 10.
As can be seen form Figs. 16, 17 and Table 10, the
roulette selection gives the best solution in all the cases. In
addition, from Figs. 16, 17, we could know that the roulette
selection has a faster converging speed than the random selec-
tion method, which performance is better than the greedy
strategy.about the instance of 100 satellites.
about the instance of 50 satellites.
Table 10 Results obtained by different instances (population size is 150).
Number of satellites Random Greedy Roulette
30 Max 15357 15283 15372
Mean 15205.1 15143.1 15249.5
Min 14992 14993 15073
CPU mean time (s) 545.4 559.3 551.1
50 Max 20844 20523 20876
Mean 20520.3 20241.4 20521.4
Min 20173 20025 20236
CPU mean time (s) 1193.0 1190.7 1199.8
100 Max 24768 24297 24938
Mean 24317.2 23829.4 24398
Min 23812 23171 23997
CPU mean time (s) 2649.7 2676.0 2724.9
802 Y. Li et al.6. Conclusions
Scheduling the communications between satellites and ground
stations is an important problem that arises in space mission
operations, for the purpose of the efﬁcient management of
space missions. The problem is to efﬁciently allocate a large
number of missions to a rather small number of ground sta-
tions. The problem is highly complex and over-constrained.
This paper presents the implementation of a station coding
based genetic algorithm for the MuRRSP, particularly with
the priority constraint. To tackle with the priority and improve
the performance, it adopts a new chromosome encoding
method based on arranging the tasks in the ground station
ID order. We have evaluated the SCBGA using the simulation
case generated by the Matlab program. In our future work, we
will fully evaluate the SCBGA and compare it to other meta-
heuristics implementations for the problem.
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