Abstract. In this paper our purpose is to define a metric in feature space. The metric finds the correlation distance between two features. It may be used in many applications. An application showing the utility of the proposed metric for feature selection is described here. The performance of the feature selection method is found to be comparable to other feature selection methods.
Introduction
In pattern recognition literature, to evaluate the significance of features, many measures and their variations like distance measures [1] , consistency measures [2] , dependency measure [3] , mutual information measures [4] , classification error [5] have been introduced. But there are very few measures to find distance between two features. Mitra et al. [6] defined an index called maximal information compression index, which is like a distance measure between two features. This measure is invariant to translation but sensitive to scaling. In this present article we will define a distance measure which is invariant to both translation and scaling. This distance measure may be used effectively in several contexts. Here we have used it in feature selection.
Definitions and Basic Mathematics
This section provides the definitions and basic mathematics regarding features and metric. We shall assume that Ω is the space under consideration.
Definition 1 (Feature).
A feature X is a function from Ω to IR.
Let S be the set of all features.
Definition 2 (Metric). For a nonempty set M , ρ is said to be a metric on
If Ω is a finite set then we can have
If Ω is an uncountable set and integration is possible then we can have
Note that l m and L m are metrics for every m ≥ 1 and they are known as Minkowski metrics. One can compute the distance between two features using these metrics but results may or may not be meaningful. For example, if the feature space is transformed by multiplying a feature vector by an arbitrary constant, then distance relationships in the transformed space can be very different from the original distance relationships, even though the transformation merely amounts to a different choice of units for the feature. Such scale changes can have a major impact on feature subset selection problem. We would like to make the distance function between two features to be translation and scale invariant. So we want that the following two properties be satisfied by the feature distance measure denoted by d. 
P1. d(X, aX
The proposition can easily be proved. The following property is also needed to be satisfied
We would like to make the distance measure to be invariant to scaling and translation of the variables. 
Some of the functions which don't depend on the sign of r are
In this article we shall concentrate on these two distance measures. The above functions follow the properties P1, P2, and P3. The functions also follow (i), (ii), (iii) properties of metric. But triangular inequality has not yet been proved. We have tested for triangular inequality property on 10 lakh data sets, each data set having 10 ordered triples of points, generated randomly from (0, 1). The triangular inequality is experimentally verified in each of these 10 lakh data sets for each of the above two d's. For both functions, namely, d(X, Y ) = 1 − r 2 XY and d(X, Y ) = 1 − |r XY |, the triangular inequality is experimentally seen to be true.
We have tested the utility of the proposed distance measures in feature selection problem. The algorithm for feature selection and the experimental results are given in next section. Step 2:
Step 4: Find the feature F i for which t k i is minimum. Retain this feature in R and discard k nearest features of F i . (Note: F i denotes the feature for which removing k nearest neighbors will cause minimum error among all the features in R).
Step 5: If iter > 0 iter = iter − 1; Go to Step 3. else Return feature set R as the reduced feature set. Stop.
Results and Comparison.
For our experiment we have used 6 real-life public domain data sets [7] from three different categories: low-dimensional (D ≤ 10) (Iris, Wisconsin Breast Cancer), medium-dimensional (10 < D ≤ 100) (Ionosphere, Spambase), and high-dimensional (D > 100) (Multiple features, Isolet), containing both large and relatively smaller number of points. Four indices, namely, entropy (E) [1] , fuzzy feature evaluation index (FFEI) [6] , class separability (S) [5] , and K-Nearest Neighbor (K-NN) accuracy [6] are considered to demonstrate the efficiency of the proposed methodology and for comparing it with other methods. Representation entropy (RE) [5] is used to show the redundancy present in reduced feature subset. Five feature selection schemes considered for comparison are branch and bound (BB) [5] , sequential forward search(SFS) [5] , sequential floating forward search (SFFS) [1] , and stepwise clustering (SWC)(using correlation coefficient) [6] , relief-F [1] . We have got exactly same result for each data set for the two proposed distance functions. The performance of proposed method is also compared with other two feature similarities least square regression error [6] and, maximal information compression index [6] using our algorithm. In our experiment, we have used interclass distance [5] measure as the feature selection criterion for BB, SFS, SFFS algorithms. Following table provide such a comparative result corresponding to high, medium, and low-dimensional data sets when the size of the reduced feature subset is taken to be about half of the original size. Since the branch and bound (BB) and sequential floating forward search (SFFS) algorithms require infeasible high computation time for the large data sets, we could not provide the results for them in the table. For the classification accuracy using K-NN, both the mean and standard deviations (SD) computed for ten independent runs are presented. In relating to the search-based algorithms (BB, SFFS, and SFS) and two feature similarities (least square regression error and maximal information compression index), the performance of the proposed method is comparable or sometimes better. In a part of the experiment, we compared the performance with a supervised method Relief-F, which is widely used. We have used 50 percent of the samples as design set for the Relief-F algorithm. Sometimes, the Relief-F algorithm provides classification performance better than our method but its performance in terms of the unsupervised indices is poor. Relief-F has a higher time requirement, specially for data sets with large number of samples because the number of iterations is huge. The performance of our method is better, in terms of unsupervised indices, than least square regression error and maximal information compression index. Representation entropy performance for proposed method is comparable to other methods but better for large dimensional data sets.
Conclusion
A distance measure, invariant to translation and scaling, is proposed for feature subset selection. This measure is fast to compute as computational complexity for finding correlation between two variables is linear. The performance of this distance measure using the algorithm described in this paper is comparable to other methods, generally better for unsupervised case.
