










的 K- MEANS[2 ]算 法 、CLARANS 算 法 ; 基 于 层 次 的
BIRCH 算法、CURE[3]算法; 基于密度的 DBSCAN 算法、
OPTICS 算法等。但是这些算法都存在着不足 , 比如
DBSCAN 算法, 它的密度是一个核心对象的 ε领域内
数据对象的个数, 所以就存在如何选择密度参数的问
题, 不适当的选择将会大大影响算法的结果。本文主要
是针对 K- means 算法的不足提出了改进算法。
1 相关工作
1.1 K- means 的基本思想
给定类的个数 k, 随机挑选 k 个对象为初始聚类
中心, 利用距离最近的原则 , 将其余数据集对象分到 k
个类中去, 聚类的结果由 k 个聚类中心来表达。算法采
用迭代更新的方法, 通过判定给定的聚类目标函数, 每
一次迭代过程都向目标函数值减少的方向进行。在每






//输入: 类的个数 k, 样本数 n:
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摘 要: K- means 算法是最常用的聚类算法之一, 有很多的优点, 但也存在着不足。它不仅对样本的输入顺序敏感, 可能产
生局部最优解 , 而且受孤立点的影响很大。文章正是针对这些不足 , 提出了一种改进的 K- means 算法 , 主要从数据预处
理、初始聚类中心的选择方面进行了改进, 并做了改进前后算法的对比实验。结果表明, 改进后的算法不但更具稳定性, 准
确度也高, 受孤立点的影响也大大降低。
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( 2) 对初始聚类中心和样本的输入顺序敏感, 不同
的初始聚类中心或样本的输入顺序不同, 产生的聚类
结果差别很大。


























距离, 要先对样本数据进行正规化处理。Xj'=( Xj- avg
(Xj))/σ(Xj), 其中 avg(Xj)是均值 , σ(Xj)是均方差值 , Xj' 是
Xj 处理后的值, 下面举例说明。
假设有一个样本数据集 , 有 11 个样本对象 , 它们
的分布如图 1 所示, 现在采用改进后的算法对此数据
集进行聚类。假设聚类个数 k 为 3, 可能的孤立点数 m
取 1, 首先筛掉与其它样本的距离和最大的点 a, 然后
从剩下的数据集{b, c, d, e, f, g, h, i, j, k}中选出距离最
远的两个点 i 和 d, 因为点 g 到点 i 和 d 的距离和最
大, 所以 g 为另一个类的中心; 接着根据样本与两个中
心点之间的距离进行聚类, 所以{h, j, b}归到 i 类, {c, e}
归到 d 类 , {k, f}归到 g 类 ; 接下来计算各类聚类中心 ,
新的 i 类聚类中心就是{h, j, i, b }四个点的平均值 , d
类聚类中心就是{ c, e ,d}三个点的平均值 , g 类聚类中





改进后的 k- means 伪代码描述如下:





选出值最大的 dist[i][j], 则 center={i,j};
for(h=2;h<k; h++)
找出与 center 中的所有对象距离和最大的对象 t,











本 文 的 实 验 数 据 采 用 UCI 数 据 库 (http://www.ics.
uci.edu/~mlearn/MLSummary.html) 中 的 Iris 数 据 集 和
wine 数据集 , 其中 Iris 数据集包含有 4 个属性 , 150 个
数据对象 , 可分为 3 类 ; Wine 数据集包含 14 个属性
图 1 样本对象的分布
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( 其中第一个属性是类别标识 , 实验中我们只选取后
13 个属性) , 178 个数据对象, 可分为 3 类。
下面通过两组实验对改进后的算法和改进前的算
法进行测试和比较, 为了方便, 我们只选取 Iris 的第




参数设置如下: 原 k- means 算法, k 取 3; 改进后的
算法, k 也取 3, m 取 0。实验结果见表 1:
从实验结果可以看出, 原 k- means 算法随机选出
的初始聚类中心相当的不稳定, 从而影响到最后聚类
结果的稳定性 , 而且对于有大值属性存在的 Wine 数




原有的 Iris 数据集中任意加入了 5 个孤立点, 分别为
( 1.5, 5) ,( 20, 0.2) ,( 0, 0) ,( 14, 0) ,( 1.4, 9) , 同样 , 也在
Wine 数据集中加入 5 个孤立点 , 分别为( 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0) , ( 13.34, 94, 2.36, 1.7, 110, 0.55, 0.42,
3.17, 1.02, 1.93, 750) , ( 14.34, 1.68, 2.7, 25, 98, 2.8, 31,
0.53, 2.7, 13, 0.57, 1.96, 660) ,( 14.2, 1.76, 2.45, 15.2, 1.12,
3.27, 3.39, 0.34, 1.97, 6.75, 1.05, 2.85, 450) ,( 12.67, 0.98,
2.24, 18, 99, 2.2, 1.94, 0.3, 1.46, 2.62, 123, 3.16, 450) , 这
些孤立点是根据可能的输入错误创造出来的, 它们均
匀地分布在数据集中。
参数设置如下: k- means 算法 , k 取 3; 改进后的算
法, k 也取 3。实验结果见表 2。
比较实验一和实验二的结果 , K- means 算法在有
孤立点存在的情况下, 错分数大大地增加, 而且初始聚
类中心更加的不稳定, 即 K- means 算法受孤立点的影
响很大。改进后的算法只要我们的 m 参数选择得当( 一
般 m≥孤立点的实际数目) , 就可以大大的降低孤立点
的影响。
3 结论





进, 通过实验证明该算法比 K- means 算法更具稳定性
和准确性。
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Iris 数据集 Wine 数据集
K- means 1 (1.125, 0.175) (1.523, 0.270) (4.925, 1.682) 11 53
K- means 2 (1.810, 0.385) (4.161, 1.267) (5.281, 1.861) 5 55
K- means 3 (2.770, 0.752) (5.133, 2.100) (5.706, 1.942) 8 76
K- means 4 (1.810, 0.385) (4.413, 1.374) (5.549, 2.024) 8 57
K- means 5 (1.492, 0.263) (4.452, 1.437) (5.791, 2.129) 8 53
K- means 6 (1.293, 0.267) (1.666, 0.300) (4.959, 1.696) 9 53
K- means 7 (1.560, 0.291) (3.667, 1.083) (5.044, 1.736) 6 56
K- means 8 (1.462, 0.246) (4.333, 1.372) (5.665, 2.079) 9 53
K- means 9 (2.186, 0.528) (4.676, 1.532) (5.715, 2.092) 8 53







K- means 1 (1.162, 0.177) (1.520, 0.271) (5.069, 1.747) 40 53
K- means 2 (2.150, 0.589) (5.138, 1.905) (17, 0.100 ) 54 73
K- means 3 (1.423, 0.246) (4.368, 1.374) (5.956, 2.220) 20 52
K- means 4 (2.836, 0.780) (5.393, 2.533) (6.300, 1.629) 52 59
K- means 5 (5.207, 1.622)(5.071, 3.385)(1.600, 0.405) 57 52
K- means 6 (1.600, 0.406) (4.856, 1.773) (9.528, 1.471) 53 53
K- means 7 (1.179, 1.178) (3.875, 1.260) (9.100, 1.525) 53 78
K- means 8 (2.305, 0.578) (4.464, 1.618) (5.860, 2.067) 28 52
K- means 9 (3.096, 1.028) (5.643, 2.077)(9.443, 1.643) 53 78
改进后算法 m=9 (1.461, 0.254) (4.645, 1.552) (5.979, 2.173) 8 9
改进后算法 m=7 (1.475, 0.183) (2.091, 0.536) (5.014, 1.733) 8 9
改进后算法 m=5 (1.453, 0.251) (4.662, 1.518) (5.824, 2.280) 8 11
改进后算法 m=3 (1.423, 0.246) (4.900, 1.673) (1.5, 5.0) 52 68
改进后算法 m=4 (1.423, 0.246) (4.670, 1.567) (6.075, 2.219) 9 69
表 2 有孤立点存在的聚类结果
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