Abstract-When a user interested in a service/item, visits an online web-portal, it provides description of its interest through initial search keywords. The system recommends items based on these keywords. The user is satisfied if it finds the item of its choice and the system benefits, otherwise the user explores an item from the list. Usually when the user explores an item, it picks an item that is nearest to its interest from the list. While the user explores an item, the system recommends new list of items. This continues till either the user finds its interest or quits. In all, the user provides ample chances and feedback for the system to learn its interest. The aim of this paper is to exploit the user-generated responses in the same session. One can further utilize the history (e.g., previous user ratings) to design good recommendation policies. We develop algorithms that efficiently utilize user responses to recommended items and find the item of user's interest quickly. We first derive optimal policies in the continuous Euclidean space and adapt the same to the space of discrete items. In the continuous Euclidean space, the optimal recommendations (e.g., with two recommendations) at the same time step are at 180 degrees from each other, while are at 90 degrees with respect to the ones at the previous time step. We propose the notion of local angle in the space of discrete items and develop user response-local angle (UR-LA) based recommendation policies. We compared the performance of UR-LA with widely used collaborative filtering (CF) based policies on two real datasets and showed that UR-LA performs better in majority of the test cases. We also proposed a hybrid scheme that combines the best features of both UR-LA and CF (and history) based policies, which outperforms them in most of the cases.
I. INTRODUCTION
Recommendation systems (RS) became an active research area after the research on collaborative filtering in mid-1990s, (e.g., [5] - [8] ). Over the past decade recommendation engines have become ubiquitous, and used for various purposes, e.g. e-commerce, social and professional networks, such as YouTube, Pandora, Amazon etc., (e.g., [6] ). Even after plenty of work done by the industry and academia to develop new methods for RS in the last decade, this research area still has lots of scope to explore practical applications ( [9] ). In a RS, an user starts a session looking for an item (unknown to system) and its interest can vary drastically from one session to another. For example, a user might visit an online portal to buy a book at one time, while the same user might be interested in a mobile the next time. However, the interest of the user during the same session would be consistent and the partial information about the same is available via the user responses. The objective is to satisfy the user's requirement at the earliest using the responses of the same user to the previous recommendations in the same session.
At every step system provides a recommendation-list, and user chooses one among them to explore. It is natural for the user to explore an item, among the recommended list, which best matches the item of its interest. The explorationrecommendation continues till the user finds the item of its interest, or quits. We refer to the sequence of steps between a user entering and leaving the system as a session. This sequence of items that the user explores provides useful feedback about the user's hidden (to the system) interest. In such scenarios it is better suited to recommend 'faraway' items (from each other as well as from the current item being explored) at least initially, as opposed to the traditional methods of recommending the 'nearby' items. We derive such policies using the policies of continuous Euclidean space, where the optimal policy turns out to be recommending items at each time step that are at 180 degrees from each other (two recommendation at a time), while are at 90 degrees with respect to the ones at the previous time step. We adapt the continuous-space policies to discrete space by proposing a new 'notion of angle' for a discrete set. While translating 180 degrees, we would choose items among those which are at the same distance from a reference point, but whose sum of interdistances is maximum. This results in recommending the 'faraway' items, however the distances reduce progressively. Basically this narrows down the system's belief of users interest geometrically faster. We consider the similarity based distance between items obtained using the history of previous ratings of different items (e.g., [13] ). Most of the works in the literature focus on finding the best one-shot recommendation and ignore the feedback generated within a session. However, we use this feedback (of the same session) to comeup with a next recommendation for the user. In [1] , [2] authors consider prompting the new users for the purpose of learning them and for subsequent improved person based recommendations. They discuss the set of items which are optimal in certain information theoretic approach to learn the user, while ours uses the history as well as the user responses to learn the user of current session. Our approach can also help cold start problems ( [2] , [3] , [4] ), in particular a new user problem, by using a nonhistory dependent distance measure, e.g., distance defined using the features of the items and we consider this for future reasearch. We propose a hybrid algorithm that combines the main ideas of UR-LA and CF policies. We tested our policies on two real datasets ( [10] , [11] ), and they outperform the CF policy in most of the cases. The improvement is significant, more than 30% in some, and at least 15% in many cases.
II. SYSTEM DYNAMICS We consider a large (finite) database S where each item is described by a number of defining features. For example, in a music video, singer, composer, instruments etc., can be the features. For an item in an e-commerce portal like Amazon, Flipkart etc, type, make, category, price etc., are the features. The similarities/dis-similarities between the items can either be obtained by comparing these features and or by comparing the ratings provided by various users of the system. We assume there exists a distance metric d(v 1 , v 2 ) for any pair of items (v 1 , v 2 ), which captures their similarity. It can be a well known similarity measure based distance between the two items ( [13] ), or can be proportional to the number of matching features between them, or can be a combination of the two. When a user visits such a system, it is interested in one of the items referred by V ref , which is unknown to the Content Provider (CP). We assume that V ref is equally likely to be one of the items available with CP. The user specifies its interest by an initial search query and the system generates a set of recommendations based on this search query. User is satisfied if any one of the suggested recommendations (say a) is close to V ref , i.e., if the distance d(V ref , a) ≤ r for some r ≥ 0 and then the CP derives benefit. For example, the user is satisfied if a has at least F number of matching features with V ref . The satisfaction radius r can be zero, which implies the user is interested only in a particular product. The user starts a session with CP using an item X 0 (obtained after a search query) only if there is at least a slight match, i.e., only if the distance d(X 0 , V ref ) ≤R, whereR is larger than r. ThresholdR can be the largest possible distance between any two items of the system, in which case the user always starts the session. The CP displays a list of M recommendations (call it a 1 = (a 1,1 · · · , a 1,M ), a vector of length M ) while displaying the item X 0 . The user, if not satisfied with X 0 , explores one of the suggestions (call it X 1 ) from among a 1 . CP while displaying item X 1 also suggests new recommendation list a 2 . The user, if not satisfied with X 1 , chooses one among a 2 and this continues. That is, the user navigates through the recommendations of the CP and this the user does for maximum T number of steps. We assume that at every step, the user chooses one of the items recommended by the CP which is closest to V ref . That is,
In case an item recommended via initial/subsequent recommendations satisfies the user, the CP benefits and we assume the benefit is inversely proportional to the search time. The faster the user is satisfied, the more is the benefit to the CP. Our aim is to minimize the time taken to suggest an item that satisfies the user.
III. PROBLEM FORMULATION We denote the space of items by S, V ref is one among S and a distance measure d is defined on this set. Our analysis is also applicable to the case when S is an (continuous) Euclidean subset. We could handle this generalization without extra effort and, more importantly, we derive recommendation policies for discrete content space by translating optimal policies of a continuous space. A user can be interested in any item in S. We consider that V ref is selected uniformly at random from S, i.e., the probability that V ref lies in a subset Λ ⊂ S is given by:
where μ is the Lebesgue measure (length, area respectively in one and two dimensional spaces) in the continuous case and is the cardinality (number of elements in a set) if S is discrete.
Distance measures: One can define distance between two items in a discrete space using a similarity measure, which in turn is obtained by the ratings provided by different users to different items. The Cosine similarity measure between two items v, u is defined as ( [13] ):
where I v,u is the set of users that rated both the items v and u, r v,i is the rating of item v by user i. We assume that any ball with satisfaction radius has same measure, i.e., μ (B(v, r) ) is same irrespective of the centre v. In general we can use any distance measure that is appropriate to measure similarity/dissimilarity of items in a given context and our approach works. (1) and with x ∧ y := min{x, y},
Time to satisfy the user
Note that we are only given T chances and are interested only if τ ≤ T and hence the above definition is sufficient. Our aim is to minimize the expected value of the hitting time, E[τ ], or maximize the time spent in the system, i.e.
where the optimization is over all possible recommendation policies π, that would be described shortly.
Recommendation Policies and Markov state
This problem is a fixed horizon problem, and the time step is represented by the time epoch at which the user has chosen a new item to explore. The recommendations depend upon the user response to the previously recommended items. Thus policy would be an M -tuple of recommendations (actions), one for each time step k as below:
Here a k,i represents the i-th recommendation for the k-th step and this depends upon an appropriate state of the system. The state of the system at time k is given by (1) 
The belief only improves with time, in the sense for all k, B k is concentrated on certain sets A k ⊆ A 0 , in the following manner. We provide the proof and alongside introduce the required notations. To keep notations short, we present our results for M = 2. These can easily be extended for M > 2. Lemma 1: The belief random variable B k at any time step k depends only upon the previous belief B k−1 , current recommendation a k and current user choice
, which implies that B k is uniformly distributed over a subset A k ⊂ S. Also the subsets {A k } k≤T are nested:
Proof: Fix any deterministic policy π. We prove below (with M = 2) that the policy is represented by 'centres' 
By Lemma 2 of Appendix A the new belief B 1 is uniformly distributed over A 1 (i.e., B 1 ∼ U(A 1 )), which is either one of the above two mentioned partitions, i.e.,
, where A Given the feedback by user, X 1 , the system proposes two more recommendations a 2,1 (X 
Again the user is satisfied, if V ref lies in one among the two balls, B(a 2,1 (X 1 ), r) or B(a 2,2 (X 1 ), r). If not, user again chooses one among the two recommended items to explore further, whichever is closer to V ref . This is X 2 , and it equals
By Lemma 3 of Appendix A the new belief B 2 is concentrated on A 2 which is either one of the 4 choices based on (X 1 , X 2 ): Continuing this way, at any k we have 2 k centres given by Q π and the corresponding 2 k nested-partition areas {A Figure 1) , by using Lemma 4 of Appendix A. To summarize, a k,i , i = 1, 2 represent the two recommendations at step k. These two can be random, depend upon the recommendation history till time k − 1, X 1 , · · · , X k−1 . At any step, the user chooses one amongst the two recommendations, which is given by X k . Overall, the random choice Figure 1) . Further from the proof of Lemma 1, for any policy π and for any k, the sets {A k j } j≤2 k form a 2 k -partition of S. And the 2 k partition is a finer division of 2 k−1 partition, i.e.,
The sequence (X k , B k ) is a controlled Markov Chain, controlled by sequence of state dependent actions/policy, π. The required cost E[T − τ ] with any π and initial X 0 = x equals
and we are interested in maximizing the above cost.
IV. OPTIMAL POLICIES
Hence the equation (7) modifies as below:
where the inequality is due to the union bound. Using the above we state our first result: Theorem 1: For any policy π, with |B| := μ(B(0, r)):
ii) For any π, (7) can directly be upper bounded (P (A) ≤ 1):
Proof: Parts (i), (ii) are immediate. Part (iii) is obtained by using upper bounds of Part (i) and Part (ii) respectively for first and second terms of the following (for any k):
It is easy to see that the upper bound b of equation (8) 1 We need 2 balls at step 1, 4 at step 2 and 2 k at step k and so on up to time k = T − 1 (Figure 1 ) and thus we need a total of
A k * i for every (k, i), then the inequality (b) in (8) is satisfied with equality and then π * is an optimal policy because:
On the other hand, Part (ii) upper bound is useful to obtain: Corollary 2: If A 0 ⊂ B(a, r) for some a then π * with π * k,i = a for all k, i is optimal achieving the upper bound T . Similarly one can have optimal policies that achieve the upper bound of Theorem 1.(iii), via an k = T . This can be the case, for example, when A 0 is union of L disjoint balls with L < (2 T +1 − 2) (see in Appendix B). As another example,
Say r is small such that B(v, r) = {v} (a single element) for any v ∈ S. Then the well known binary search method is an optimal policy when T is sufficiently large. 
A. Optimal policies in Continuous space (R
where user choice at any time step k ≥ 1 is given by:
Optimal policies for the case with (2 T +1 − 2) > R 2 /r 2 are obtained using Theorem 1.(iii) in Appendix B. L 1 metric with 4 recommendations, i.e., with M = 4 : The above analysis can easily be extended. We will have 4 k partitions in Theorem 1 and the optimal policy for L 1 metric is (r∠θ is representation in polar coordinates):
V. ALGORITHMS FOR CONTINUOUS SPACE
Our ultimate aim is to provide algorithms that implement good recommendation policies on any item space S. When S is discrete one can directly derive optimal policies through exhaustive search as discussed in Appendix C. However, this could a restrictive procedure and probably works only for small T . To derive algorithm for the general spaces, we first derive optimal policies for the continuous case and then
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adopt it to the discrete case. We do this by introducing a notion of local angle on discrete spaces. We first discuss implementation of continuous policies.
A. Implementation
We refer the optimal policy discussed in equation (9) (a k,1 , a k,2 ) , equidistant (R/2 k/2 ) from X k−1 while maintaining the following angular separations:
where − → xy implies the line joining points x, y. One can obtain the estimate of E[τ ], using the iterative procedure described in Algorithm 1. Repeating it for many samples and averaging gives an estimate for E[τ ]. (9). b User chooses the best recommendation according to (10) and returns
Remark: These results in continuous space are of independent interest. For example, they can be used in robotics: in rescue robot, robot navigation systems etc. Policy π 180 : The policy π * 90 needs 90 degrees, and we will notice that the implementation of 90 degrees (after translation to discrete space) requires complicated logic. Hence we propose another policy π 180 which only ensures 180 degree separation between the two recommendations (a k,1 and a k,2 ), but the angular separation with respect to the previous user choice X k−1 is chosen randomly, i.e, now
Below, we study the loss of performance with this policy. 
VI. ALGORITHMS FOR DISCRETE DATABASE
We assume any dataset is specified by an item space S and a rating matrix R. The (i, j)-th entry r i,j of matrix R is the rating given by user j to item i and it equals 0 when user has not rated it. Using this data and using the similarity measures of (2), we compute the distance matrix D . 
Notion of Distance:
Distance is defined using similarity measure. The similarity measure takes values between 0 and 1, as it is a normalized measure (see (2)) and is inversely proportional to the distance. Hence we can say that distance between items i, j is d(i, j) = 1 − s c (i, j) and hence is the (i, j)-th element of matrix D. It is clear that maximizing distance based functions is equivalent to minimizing the same functions with respect to similarity measure and vice versa. The distance matrix is used to compute the neighbourhood matrix N. Row j of matrix N has items arranged in the descending order of similarity with item j, i.e., s c (j,
Notion of Local Angle:
We discuss the notion of 180 degrees using the distance measure described above. Consider a center in a continuous space and points on a given circumference. There are uncountable such points. The points might be at equidistant from the center, but their inter distances can vary significantly based on their angular separations. This can be used to define the notion of 180 degrees. We begin with three items (v 1 , v 2 and v 3 ) and let d 12 , d 23 and d 13 be their inter distances. Fix the position of item v 1 , then v 2 can be anywhere on the circumference of B(v 1 , d 12 ) (see Fig. 3 ). Fix one of these points as v 2 and now draw two circles, with respective centres as v 1 and v 2 and radii as d 13 and d 23 . Then item v 3 can be at one of the two intersecting points as shown (see Fig. 3 ). Choose any one of the two points as v 3 and form a triangle to obtain the required angle. For example, θ in Fig. 3 represents the 'local' angle between lines joining items v 1 -v 2 and v 1 -v 3 . Note that, this angle is independent of the chosen points and depends only upon their inter distances, d 12 , d 23 and d 13 . Implementation of 180 degree: An angular separation close to 180 degrees is achieved if the inter distances between the pair of points (both at the same distance say R, from a reference point X 0 ) is maximized. We in fact suggest an algorithm for general M , which ensures maximum separation between the M -tuple in case their inter angular separations are at least 360/M degrees. We extract the row corresponding to X 0 of the matrix N, and list consequent n (n > M) items starting at a distance R from X 0 . Out of these n we have to pick M items such that the sum of the inter similarity distances between the items is minimized. The following Integer Linear Programme (ILP) exactly achieves this and more details about the same is given in ( [12] 
The required set of M -items are those i, for which the solution of (11) has y i = 1. UR-LA Algorithm: We now adapt the algorithm (9) to propose a recommendation policy that can be implemented on any discrete dataset and call it as UR-LA (User Response and Local Angle based) Algorithm. We assume that user is interested in a particular item V ref , unknown to the recommender. The recommender starts the recommendation with a randomly selected item X 0 where
For each V ref we run the algorithm for 300 different initial points picked uniformly at random. We initially tested the algorithm with M = 2. At every step k we choose n items using N starting at distance R k from X k (where R k is as in (9) and R 1 =R/ √ 2), from previous user choice X k−1 , and then use program (11) to recommend two items. We set n = 4. The user chooses one among them, which is X k . The algorithm terminates when a recommendation is within ball B(V ref , r) or after T steps.
Algorithm 2: UR-LA Algorithm -Given R, r, n, M, R Initialize:
• Generate s c (i, j) between all items i and j using (2) and store in distance matrix D.
• Generate neighbourhood matrix N using D:
a Choose n consequent items from a row of N, that start at distance R k from X k . b CP provides M recommendations out of n as in (11). c User chooses the best recommendation according to (10) and returns
Then Exit with τ = k Else return to (a) with k = k + 1 and set
The UR-LA Algorithm is compared with the widely used item based Collaborative Filtering (CF) Algorithms of [13] . The CF algorithm also uses rating matrix R to generate the similarity based distance matrix D. At every step k it recommends M items that are nearest to X k . We also propose and we describe it here for M = 3. In each round, one of the recommendation is the most similar item to the previously selected item as in CF and the other two items are selected as in UR-LA. We will show that the Hybrid algorithm outperforms in most of the cases.
VII. EXPERIMENTS
In this section we test the performance of the algorithms on two real datasets. The first one ([11]) has 285 music bands rated by 1257 users. In the rating matrix, each column corresponds to an unique band and each row to an unique user. The ratings are binary-each user gives a rating 1 if he likes the band and 0 if he does not like. If no entry exists then it is considered as 0.
The second one is the MovieLens dataset [10] . We again constructed the rating matrix after appropriate conversion of the data. Each column again represents a movie and each row a user. Each entry here corresponds to the rating given by the user to a particular movie on a scale of 0 and 5. If the user has not seen/not rated the movie then the rating is set to zero. We have ratings of 1682 movies given by 943 users.
For both the datasets we set T = 20. Table II we included the Hybrid policy, and provided a comparative study of all the three algorithms CF, UR-LA and Hybrid with M = 3 (for all policies). One can observe from the tables that UR-LA algorithm has significant improvement over CF algorithm and Hybrid algorithm performs even better.
In Tables III and IV we provide the variance around E[τ ] with varying satisfaction radius r and start radiusR, respectively. We have also plotted the corresponding graphs in Figure 4 , WR setting is in sub-figures 1-2 while WOR setting is in subfigures 3-4. As seen, UR-LA and Hybrid algorithms perform way better than the CF algorithm (even with respect to the variance) for the WR setting. With WOR setting, UR-LA and Hybrid algorithms perform better when R is large. However, when R is small, CF performs better, the performance of Hybrid algorithm is comparable to that of CF.
VIII. CONCLUSION
We presented and demonstrated novel recommendation policies, that are based on user-generated responses. Unlike the traditional recommendation schemes, our recommendations not only depend upon the history, but they also exploit the responses of the same user in the same session. We proposed a new 'notion of local angle' in the context of discrete data base, using which we translated continuous space policies to discrete space. The main difference in the new approach is that 'the inter distances between items of the same recommendation list is maximum possible' and 'the distance from the previous recommendation is initially large and decreases geometrically'. These observations readily give good policies, as via user's choices to previous recommendations (of the same session) the user has given a good hint about not only the items closer to its interest, but also about the items which are not exactly its choice. We developed UR-LA (user response and local angle) and hybrid algorithms and tested their performance on two real datasets. We compared them with baseline CF based recommendation algorithm. Our algorithms reduce the search time significantly (upto 40%) in most of the cases. 
Thus clearly belief B 1 is a uniform random variable either over A 11 or A 12 , as μ is uniform. 
