The massive amount of financial time series data that originates from the stock market generates large amounts of complex data of high interest. However, adequate solutions that can effectively handle the information in order to gain insight and to understand the market mechanisms are rare. In this paper, we present two techniques and applications that enable the user to interactively analyze large amounts of time series data in real-time in order to get insight into the development of assets, market sectors, countries, and the financial market as a whole. The first technique allows users to quickly analyze combinations of single assets, market sectors as well as countries, compare them to each other, and to visually discover the periods of time where market sectors and countries get into turbulence. The second application clusters a selection of large amounts of financial time series data according to their similarity, and analyzes the distribution of the assets among market sectors. This allows users to identify the characteristic graphs which are representative for the development of a particular market sector, and also to identify the assets which behave considerably differently compared to other assets in the same sector. Both applications allow the user to perform investigative exploration techniques and interactive visual analysis in real-time.
INTRODUCTION
The financial market has recently drawn a lot of public attention. During the banking crisis, the crash of the stock market in 2008/2009, the United States housing bubble, and the 2010 European sovereign debt crisis, a great number of assets lost a considerable amount of value. Since the consequences for the global economy are immense, monitoring and analyzing financial markets has become essential, especially for those who have made high investments. The fact is that the financial market with its large amount of participants, assets, countries, currencies, and market sectors, often lacks transparency, and hence does not allow for a risk-free analysis. This interesting domain with its huge amount of complex data can also be seen as a motivation and challenge to try new methods that shed some light into the unexplored. A simple start to better understand the behavior of financial markets is to observe historical events ("Dot-Com crisis", "bank crisis"), and to derive knowledge from all available information sources in order to search for the cause of an event. A good understanding of the events in the past is the key to better understand the markets in the future.
In this context, not only the obvious large global events, such as the financial crisis, are of interest, but also many small events that affect only single assets or market sectors and that are usually not easy to perceive. Two particularly interesting fields in this context are sector analysis, and the analysis of the economy of particular countries (like the Iceland financial crisis in 2008/2009), which form interesting subsets of the whole market for an analysis.
To monitor, to analyze and to understand the financial market, with its tens of thousands of assets in many different countries, is a challenging task. Every few seconds, the asset prices change, with about 50,000 data updates per second at peak times on business days. Collected over days, months, or years, this massive amount of hundreds of millions of data tuples exceeds the human capabilities by far. Mathematical and statistical models on computers are able to process it, but still do not give us satisfying answers for a better understanding of the financial market. In order to make low-risk decisions, professional analysts have an increasing demand for such applications in order to make adequate decisions, and to be a step ahead of the other participants on the market. These analysis tasks can be greatly supported by modern information systems, provided they scale well, work fast, and show the pre-processed data in a visual way so that the user can interactively explore it.
Visual Analytics aims to combine automatic data analysis methods with visualization and interaction to solve analysis tasks like these with large amounts of complex data. In this paper, we introduce two applications and techniques for analytical reasoning that combine mathematical and statistical methods with visual data mining methods to explore large amounts of stock market data. Our interactive Visual Analytics tools present the time series data graphically after several preprocessing steps, so the user can use his perceptual abilities to analyze the data and to start further investigations. Both applications are scalable to handle the large amounts of data, and have real-time functionality for fast and convenient interactive exploration and analysis. The user can analyze pertinent questions and also get details on demand. Our applications support analysis of whole market sectors and countries with only a mouse click, so the user can start at a high level by receiving an overview of the whole data. The user can then systematically drill down to lower hierarchies (countries) and smaller groups (sectors), generate hypotheses, and verify the results, and even analyze single assets.
RELATED WORK
The traditional line graph with a time axis and a price axis is still the most frequently used visualization technique in the financial domain today, often with slight modifications, such as moving averages or relative percentage gains and losses. The main disadvantage is that it only works well with very few time series at the same time if multiple line graphs are compared with each other. "Technical chart analysis" [12, 35] is also widely used by analysts today to predict future market developments, however there is also some controversy as to its ability to really predict future trends.
Due to the complexity of financial data -often with multidimensional attributes -many innovative sophisticated visualization techniques have been applied to financial data during the previous 20 years, such as parallel coordinates, scatter-plot matrices, survey plots, glyphs, treemaps [47] , stacked and iconic displays, dense pixel-displays, dendograms, fish-eye views [30] , distribution maps [1] , or projection techniques such as MDS or PCA to reduce the dimensionality. Several authors give good overviews of the work in this field [32, 33] , also with focus on the visualization of time-oriented data [2] . In 1996, Ankerst [3] and Keim [21] introduced several pixel-based visualization techniques showing the performance of financial time series data in high detail. Other pixelbased approaches such as the Growth Rate [22] triangles in 2006 have shown the performance of assets for all possible time intervals in a single view [49] . Other approaches visualized the financial data in a 2D [39] , 2.5D [10] , and 3D-space [6, 36, 42] , arranged it in SelfOrganizing Maps (SOM) [13, 14, 39, 40] , or used animations [44] . The most commonly known tool for analyzing market sectors is the treemap-based "Map of the Market" by Wattenberg [47] . Originally published in 1999, it is still one of the most often utilized financial analysis tools on the web [41] . The disadvantage is that it can only show a snapshot of one fixed time interval, so it is not possible to understand the development of market sectors or assets over a longer period of time. In addition, as the size of the rectangles corresponds to the market capitalization, companies with small market capitalization completely disappear from the map.
Also a large variety of commercial solutions have been developed in the last decade, such as GSphere, Portfolio Impact, Market Topology, 3D SmartView, NeoVision Heatmaps, or GL Genie. Also many generic visualization tools have been applied to financial data. Other products specialized in portfolio management [8] and trading support [37, 43] . Recent developments in this field also tried to combine financial data analysis with automated text analysis of financial news. Unfortunately, techniques that are developed by the internal research departments of the banks are usually kept confidential, with only a few exceptions [6] .
Regarding the analysis of time series data, a complete and detailed overview of the extensive research in this area would exceed the scope of this paper. A diverse variety of different techniques has been applied on representing, analyzing and storing (financial) time-series data [38] , such as using Wavelets, DWT and DFT, dynamic time warping, dimensionality reduction, subsequence and pattern matching [18] , or indexing and querying, to mention just a few of the noteworthy works [5, 7, 11, 19, 24, 29, 39] . Some authors published good overviews of the existing techniques [34] . Clustering of time series data has also been a part of research [27, 28, 45] , but has proven not to be effective on all kinds of time series [24] . Recent work examined the clustering of financial time series data based on trajectories [39] . Related work on efficient data reduction of time series data (that we also used in our work) can be found in [7, 9, 15, 16, 25, 26] and will be discussed in Section 4.
AN APPROACH FOR SIMULTANEOUS VISUALIZATION AND EXPLORATION OF ASSETS, SECTORS AND COUNTRIES
The financial database for our research originates from Thomson Reuters. We do not use all of the possible data from this database for our work, but decided in a preprocessing step to reduce it to the most important 85 countries and restrict it to a maximum of 16 years (May 1st, 1994 to June 14th, 2010). After extensive data cleaning of the 54,492 shares, such as interpolation of missing values, outlier detection, erasing shares with minimal values less than 1, and filtering too incomplete or otherwise faulty time series, the database finally contains 46,237 shares from 42 market sectors and 85 countries with 55 currencies on a daily basis, resulting in a total of 107 million values. Each share is analyzed in its own currency without conversions, because otherwise the analysis would be biased depending on the chosen base currency and conversion rates.
As mentioned in the related work, the problem with line graphs is that because of over-plotting effects only a limited amount can be compared at the same time. The method that we use is related to the idea of the Pixel Bar Charts [23] which transforms a twodimensional line graph into a one-dimensional bar, and uses color to code the values (see color bar in Figure 1 ). In contrast to the prior Figure 1 : The upper line graph shows the share value of the Ameris Bancorp (ISIN US03076K1088) from 1994-05-19 to 2010-06-14, whereas the graph in the middle reflects its relative percentage change and volatility over the same period of time, with a maximum peak of 31.1% and a minimum peak of 24.9%. The color coded bar on the bottom also reflects the relative percentage change and volatility. It is easy to derive where the asset was less active, and where it underwent turbulence from the intensity of the impacts and the quick changes of the color on the bar. For a better visibility of these times, it is possible to concatenate adjacent pixels on the bar (for example building averages of 3 adjacent pixels).
work, we are not interested in the performance (profits/losses) of single assets, but focus on the analysis of market stability (volatility). Other differences to the prior work are that we do not use any pixel-based recursive patterns, work with 46,237 assets instead of only 100, and aggregate them to sectors and countries with an interactive tool for visual analysis. Therefore, we extend the old technique in several aspects. In order to avoid the effect that the volatility of a chart results in a colored bar that looks like random pixels, and to generate a more aesthetic output that is easier to interpret, continuous negative and positive periods along the time axis are combined to emphasize continuous trends. As each vertical line has a width of one pixel, there is no information loss compared to a line graph which also codes one value per horizontal pixel. But compared to a line graph, less vertical height is required. Therefore, this technique can easily be used to save valuable display space, as it is very versatile and even fits into a cell of an Excel table which can automatically be filled by a plug-in. This way, many bars can be displayed on minimal display space for a direct comparison.
Coding values as colors always implies the problem that minimal changes in the value result in minimal changes on the color map which are often not perceivable anymore. Therefore, we decided not to code the absolute values of an asset, but the relative percentage changes as we have done in Figure 1 . From the color and its intensity, it is easy to derive where the asset has passed calm periods, and where the asset has been under stress, with high volatility and high profits/losses showing corresponding impacts. The maximal (+31.3%) and minimal(-24.9%) change rates are used to specify the extreme values of the color map, since for this application our focus is to visualize the periods of time with maximal and minimal (=0%) turbulence on the market, and not the areas where one could make good profits or high losses compared to other assets.
The explorative tool that we developed for this technique has three modes, called MultiCompare, TableCompare and MatrixCompare (see Figure 2) , and allows comparison of single assets, market sectors and countries, each of them separately or all in com- It is also possible to see from the starting point of the red bars that the crisis did not start in all sectors at the same time, but one after the other, and that it initially started with the banks in the United States. We can also see that several sectors in particular countries suffered internal crisis at completely different times. The column on the right and the bottom row show the aggregates for all 85 countries and 42 sectors, so the user always has a global context. bination with each other. This offers many possible combinations to visualize and analyze the development of the stock market, and to efficiently work with the large amounts of time series data. The application supports comparison of whole industries from particular countries with those of other countries, as well as comparing multiple market sectors with each other. In order to achieve this in realtime, the time series data in our database has been pre-processed, and aggregated to the necessary combination of groups in advance to guarantee a seamless interaction and exploration. In order to visualize the performance of a single asset, market sector, or country, compared to all other selected items at the same time, each bar is further divided into an upper half and a lower half. The lower part shows the relative percentage and volatility compared to the highest and lowest value of the asset, market sector, or country (as described in the paragraphs above). The upper half of the bar shows the relative percentage and volatility compared to all other data that the user has selected in the current view. Therefore, each bar is not only a separated visualization of its own, but each bar also represents its relative trend compared to all other selected items. By adding or removing single assets, market sectors, or countries in the tool by clicking the corresponding check boxes on the left, the changes are instantly carried out in real-time. This allows a seamless interactive exploration of the stock market data with no delays.
INTERACTIVE EXPLORATIVE ANALYSIS OF MARKET
SECTORS USING CLUSTER-BASED SIMILARITIES OF TIME SERIES DATA
Preprocessing and Normalization Steps for Real-Time Clustering of Financial Time Series
The second application that we present is a tool for clustering similar time series trajectories and analyzing their distribution among different market sectors. Efficient clustering of large amounts of time series data, as in our database, requires several preprocessing steps in order to enable interactive analysis and exploration. Because of the nature of financial time series data and our aim to cluster them regarding their trajectories, it is first necessary to normalize the time series data to make it directly comparable. A first thought is that analyzing not the absolute values but only relative changes of the values is a good solution. A share which changes from a value of 50 to 60 has the same significance as another share which increases from 10 to 12, as both result in an increase of 20% regarding the sum of the investment [4] . However, generating a line chart of an asset representing relative percentage changes results in a zigzag graph which loses the original graph characteristics, and which is not suitable for comparing and clustering similar time series graphs for visual analysis. As can be perceived in Figure 1 , it is hard to derive the original graph characteristics from the relative changes, so clustering trajectories of similar graphs is not promising with using relative percentage changes. Instead, the real values themselves have to be normalized. This is done in two steps [17] . In a first step, we treat an asset with n values as n-dimensional vector V . After calculating the averagex of all values (1),x is subtracted from all values of the vector V (2), so the arithmetic average of V ' is now 0.
After this, we can compute the L 2 -norm (3) and divide all values of vector V ' by the L 2 -norm (4). An illustration depicting these two steps is shown in Figure 3 . Graphs with different absolute trajectories but with identical relative changes have exactly the same trajectory after the normalization, and are normalized within an interval between [-1,+1]. After applying this transformation, graphs with similar relative performance can finally be clustered.
Figure 3: The image shows two example assets (red and blue) and how they transform during the normalization process. Both assets first triple their value, and then decrease by a third. In the first normalization step, the two original graphs are shifted downwards so that they evenly align around the x-axis. After dividing through the L 2 -norm, both graphs are identical and on top of each other so they will be in the same cluster, with values ranging from -1 and +1.
In order to allow user interaction and visual analysis in real-time, a reasonable reduction of the large amount of data is necessary that preserves the significant characteristics of a graph. A variety of techniques has been developed to reduce the amount of dimensions for faster computation, such as Discrete Fourier and Wavelet transformations, or specialized approaches for reducing the dimensionality of time series data, like the "locally adaptive dimensionality reduction" [25, 26] . In order to reduce the amount of data for real-time processing and to represent the main characteristics of our time series graphs (which we call "Perceptually Important Points", in short "PIPs" [7, 15, 16] ), we use the widely known DouglasPeucker [9, 20] algorithm as a preprocessing step to approximate the normalized time series data with a smaller amount of data and store it in our database (see Figure 4) . Except for the start and end point of a time series, all other PIPs can be calculated with the Douglas-Peucker algorithm. The algorithm connects all identified PIPs which are next to each other with a line, and computes the vertical distance V D to all points of the time series in between. Given two points p1(x1, y1) and p2(x2, y2) and a line p 1 p 2 , the vertical distance V D of a point p3(x3, y3) to this line can be computed with
The point with the largest distance becomes the next PIP. This method repeats recursively until all points are calculated. We store all pre-computed PIPs in the database, beginning with the start and end point, and followed by the PIPs in decreasing order of significance, just as we receive them from the Douglas-Peucker algorithm. Therefore, the user has the possibility to specify the amount of PIPs that the clustering algorithm in our application should use (5, 10, 20, or any other desired value) and to set the degree of accuracy for the computation. This step reduces the amount of data for the clustering algorithm by nearly 99.8% compared to all 4204 daily values, without losing the characteristics of the original graphs. Finding the clusters directly on pre-computed PIPs also saves a lot of valuable computation time. The result is a huge dimensionality reduction without losing the most characteristic information of a graph. However, all information beyond the selected amount of PIPs (which can still be of certain importance) is ignored, so the amount of PIPs should not be set too low by the user. But it is unavoidable to find a tradeoff between the data used for computation, and the data that is skipped to make the computation faster.
Low Resolution Clustering of Financial Time Series
Due to the nature and the massive amount of financial data, it was necessary to first normalize the time series data to make it comparable (see Section 4.1), and second to considerably reduce the amount of data for fast computation (see previous Section 4.2). As a third step, a fast clustering algorithm for the time series data is required. A variety of different clustering techniques has been developed in the past. The most known techniques include the kmeans [31] , fuzzy c-means and fuzzy c-medoids algorithms, hierarchical and density based methods, or grid-based and neural network approaches [27] . In principle, all of these techniques can be used here. The only adjustment that needs to be done to make one of the clustering techniques work with our data is the modification of the distance/similarity measure. Therefore, we have chosen the k-means algorithm over the other techniques because of its speed, the possibility to specify the desired amount of clusters, its ease of implementation, and because it is widely known in the community. The modification of the Euclidean distance to work with time series data based on PIPs requires some minor adjustments (see Figure 5 ), but has already shown to be effective in previous work [15, 16] . To compute the similarity between two time series based on PIPs, we first have to sort the desired amount of PIPs for each time series along the time axis in ascending order. Then we compute the similarity for the time span where we have data for both graphs, so if one graph already exists for several more years than the other, we only take the portion of equal length into account that corresponds to the time span of the shorter graph. But for computing a meaningful similarity with the Euclidean distance it is also necessary to bring x-and y-axes into relation. While all y-values have all been normalized to values between [-1,+1] in Section 4.1, the values on the x-axis can be in a range between 0 and 16 years, 0 and 194 months, or even 0 and 4202 trading days, which leads to completely different results when computing the Euclidean distance, depending on the scale. In order to avoid this and to slightly improve the algorithm, it is necessary to modify the distance measure (see Formula 6) , and to find a parameter K that brings both axes into relation so a good clustering result can be achieved:
Finding a good value for K that homogenously splits the data set into representative clusters depends on many factors, such as the scale of the x-axis, the length of the time series, the amount of clusters, and the time series data itself. Determining a good value for K a priori is possible by iterating K until a good value is found. Regarding performance, thanks to our optimizations, the computation is very quick. The algorithms written in Java compute a clustering of 3000 assets with 8 PIPs and 15 clusters in only 3 seconds on a 3-GHz PC. However, if we try 50 different values to find a good K, the user needs to wait 150 seconds before he can start his analysis, and real-time interactivity is completely lost. Although this computation poses no technical problems, we decided to estimate a suitable value for K in experiments, and maintain the interactivity of our tool. To measure the separation quality, we use a homogeneity measure that calculates how well the given clusters split up the data set so that most assets of a particular market sector end up in one particular cluster. In our experiments, a value of K around 8 has shown good results, as the separation quality was relatively high (see Figure 6) . Therefore, the values on the y-axis between [-1,+1] are multiplied with K = 8 to compute the Euclidean distance.
In our experiments, we also measured that the homogeneity of clusters largely depends on the sectors that are being compared (see Figure 7 ): When comparing "Banks" versus "Software", the clusters split the data set into sectors with a homogeneity of over 90% with only 5 clusters. In different sectors, such as "Electricity" versus "Support Services", the homogeneity level is much lower. The experiments reveal that the level of homogeneity only slowly increase to 100% until each asset is in its own cluster. As can be seen in Figure 7 , this differs for each data set and cannot be generalized.
Interactive Real-Time Analysis of Market Sectors and Single Assets
In the graphical user interface of our application (see Figure 8) , the user can easily select multiple sectors that are of interest for a comparison by clicking the checkboxes, and can also widen or narrow the search by adding or removing sectors, or limit the amount of assets per sector. With our tool, every market sector can be compared to any other market sector. There is no restriction how many sectors are compared at a time. As we have 42 different sectors, comparing each sector with another sector already offers 1722 different combinations and a lot of interesting opportunities to start an investigation. The same is possible with comparing countries, currencies, or a mixture of countries and sectors (similar to Section 3), with only minimal modification of the SQL queries. Furthermore, the user can increase or decrease the amount of clusters or the lengths of the time series if he is only interested in a certain time span. Our application seamlessly scales to the window size: if there is enough space for each asset, the line graph is drawn. If there are many assets, the size can decrease to 1 pixel per asset. Figure 9 gives an example of a result, and shows 5 clusters that have been automatically determined by our algorithm when processing the PIPs of a given 140 assets (in this case all 40 assets from the tobacco industry and random 100 assets from the health care sector). The determination of clusters by automatic means gives us the possibility to visually identify the four or five behaviors of assets that are most characteristic for one (or several) market sectors. The Figure 9 : The interactive visualization tool shows the cluster centroids on top, below are the assets that match one of the given graphs closest. The assets are colored according to market sectors, each of the 42 sectors has its own color. Here, we compare 40 assets from the tobacco industry (orange) with 100 assets from the health care sector (pink). It is noteworthy that most assets of the tobacco industry perform quite well, compared to the health sector where many have negative trends. A click with the mouse opens detailed information of an asset on the right. visualization part of our application shows the cluster centroids on top. Below are the number of assets which match closest with one of the given clusters, grouped by sectors. We do not resize them by market capitalization as we focus on the analysis of each individual asset because assets of small companies offer the same chances for profits as assets of large companies. Different sizes for the graphs would generate an output which is not easy to interpret.
A second example with more assets is given in Figure 10 with a comparison of 550 assets of the market sectors "Banks" and "Software". If we interpret the result, we can see that the clustering algorithm was able to determine the representative graphs shown in the top row, and aligns the 550 most similar graphs of the data set below them. When colorizing the assets depending on market sectors ("Banks" = brown, "Software" = yellow) it is possible to see that this method also separates the data set according to market sectors at the same time, because the assets within the given market sectors have characteristic commonalities in their trajectories. In this special example, the main reason why it splits very homogenously is that the assets from the software sector have a specific peak in the year 2000 during the "Dot.com"-crisis, whereas the banks have such a negative peak in 2008/2009 during the bank crisis. Therefore, we can use this technique to identify one or several reference graphs which are very characteristic for a market sector, and by comparing pairs of sectors see how the characteristics of two market sectors differ. For example, it allows us to analyze if facts that severely hit one market sector also affect another market sector or not, or if two sectors show similar or contrary behavior. Understandably, not all 1722 possible sector comparisons split as homogenously as in this example (see Figure 7) . Also, a few assets in our example have line graphs that rather corresponds to a different market sector. These "false assignments" have to be considered normal because there will always be time series that have a trajectory matching a different cluster and sector, and 100% homogeneity with only a few clusters is not realistic as we have seen in the experiments in Section 4.2 (see Figure 7) . However, the assets which behave differently compared to other assets in the same sector are of special interest, as they raise the question why it is the case. In order to find the reasons why an asset behaves differently, the user usually requires extra information which cannot be answered from the time series itself. Therefore, to gain additional knowledge, a click on a particular interesting candidate opens a "detailon-demand" window with extra information (name, detailed graph, growth rates, volatility, sharp ratio, ISIN number, stock exchange, currency, and more). The application is linked to a financial news database, so the user can gather the necessary background information to understand why the trajectory of an asset at a given day has a peak, or what might have influenced the peak or trend of a time series. However, our news database only covers the last 6 months, not the full 16 years, unfortunately. The visual scalability depends on the amount of shares, sectors, clusters, and the display size, but is best with less than 1,000 shares at one time. If a graph becomes too small to be read, it is replaced by a filled rectangle. It is certainly possible to cluster all 46,237 shares at the same time (see. Fig. 11 ), but the details of the graphs are not visible anymore and a homogenous clustering is lost. Figure 11 : The image reflects a clustering of all 46,237 assets, with 30 clusters and individually colored for each of the 42 market sectors (lower part of the image truncated). As can be perceived, if all graphs are analyzed at one time, the clusters do not separate the data set homogenously anymore. However, for some clusters it can still be seen that assets from specific market sectors start to group, for example the "Equity Investment" sector in light magenta in the middle where the real estate assets that recently crashed start to cluster.
Hierarchical Low Resolution Clustering
As an extension to our approach described above, we also implemented a hierarchical low resolution clustering into our application. In Figure 10 , it is possible to see that several clusters that have been detected are very similar. In order to avoid these "duplicates", the two most similar clusters are always automatically combined (using the same distance measure as described in Section 4.2) by calculating the average of the two graphs. This procedure is repeated iteratively until only one cluster remains, resulting in a tree structure as shown in Figure 12 . As can easily be perceived in the tree structure, the combination of the most similar graphs from Figure 10 tends to combine the "Banks" in the left half of the tree, and "Software" in the right tree. However, by combining clusters with each other, the higher we proceed in the tree, the more different graphs are merged. Our application gives the user the possibility to analyze the tree of clusters, and to cut the tree at any desired horizontal height with only one mouse click (see red line in Figure 12 ). The application output is then rebuilt with only the clusters that are above the horizontal line. This improves the visual analysis as it quickly narrows down the amount of clusters to the ones that are significant, and avoids putting too many similar graphs in different groups. Figure 12 : Hierarchical low level clustering of "Banks" and "Software". Always the two most similar clusters are combined, until one remains. The user can then prune the tree at any height.
FUTURE RESEARCH
In the future, we intend to integrate a large financial news database into our application, so analyzing assets and markets can be based on strong background information which supports the user in understanding market behaviors and in making sophisticated decisions. We believe that the majority of questions in this area cannot be answered only by analyzing the time series data, but also requires integration of external resources.
CONCLUSION
In this paper, we presented two techniques and applications that support analyzing large amounts of financial time series data on different hierarchy levels, from single assets over market sectors to countries and the market as a whole. The technique presented in Section 3 allows us to analyze multiple market sectors and multiple countries with each other, to identify the sectors and countries where the stock market experiences turbulence, and which sectors and countries are not affected. In Section 4, we presented an approach to analyze large amounts of financial time series data from different market sectors by automatically clustering them by their trajectories. We modified the Euclidean distance measure to work with time series data based on PIPs, and use a standard k-means algorithm for clustering the time series data. We then visually analyze the distribution of assets if they cluster homogenously around characteristic graphs and if they group according to their market sectors. In the examples shown, the clusters were able to separate the assets of different market sectors according to the trajectories of their time series data with a high degree of homogeneity. With efficient preprocessing, such as dimensionality reduction and low resolution clustering, both applications allow visual analysis and interactive exploration of large amounts of financial time series data in real-time.
