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Let R be a twisted polynomial ring F[X; S, D] where F is a division ring, 
S is an automorphism ofF and D is an S-derivation of F. Thus Xor = aSX + 
c&’ holds for every a: EF. Let * be an involution of R such that F* = F. Then 
we show that every anisotropic hermitian matrix a over R is congruent to a 
matrix b such that the degree of every diagonal entry of b is strictly larger 
than the degree of any off-diagonal entry in the same row. It follows that 
if a is also unimodular then it must be congruent to a diagonal matrix. If 
F = @ or W (complexes or quaternions) and S = 1, D = 0, X* = X while 
the restriction of * to F is the conjugation then every positive semidefinite 
matrix a over R admits a factorization a, = b*b with b a square matrix over R. 
INTRODUCTION 
A homogeneous polynomial of degree din m variables, with real coefficients, 
will be called an m-ary form of degree d. Let @(m, d) be the set of all m-ary 
forms of degree d. For CJI E @(m, d) we write v > 0 if v(X, ,..., h,) > 0 for all 
real numbers hi ,..., h,, . Of course, if v E @(m, d) and v 3 0, cp # 0 then d 
must be even. 
Let P(m, d) stand for the following assertion (which may be true or false): 
Every v E @(m, 2d) such that v >, 0 can be written as a finite sum of squares 
of forms in @(m, d). It is well known that P(m, 1) and P(2, d) are true for 
every m and d. In 1888, Hilbert [6] showed that all other P(m, d) are false 
except P(3,2), which is true. 
Let @(m, , 4; m, , d,) be the subset of @(m, d) where m = m, + m, and 
d = dl + d, which consists of all those forms which are homogeneous of 
degree dl in the first m, variables and are homogeneous of degree dz in the 
remaining ma variables. 
Let P(mi , 4; m2, d,) stand for the following assertion: Every form 
CJJ E @(m, , 2d,; m, , 2dJ such that q~ > 0 is a finite sum of squares of forms in 
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@(ml , d,; %, da). It has been known for some time that P(m, 1; 2, d) is true 
for every m and d. This appears in matrix form as Proposition 7 of Section 6 
of this paper. More precisely, that proposition asserts that when 9 E @(m, 2; 
2,2d) and 4~ 2 0 then 93 can be written as a sum of at most 2m squares of 
forms in @(m, 1; 2, d). The case d = 1 has been recently considered by 
Calderon [2], but his bound on the number of summands is much larger, 
namely it is 3m(m + 1)/Z. 
Koga claimed in [9, p. 14, Lemma 31 that P(m, 1; n, 1) is true for all m and 
71. A beautiful counterexample to this claim has been found recently by 
Choi [3]. His example shows that P(3, 1; 3, 1) is false and consequently 
P(m, 1; tl, 1) is false whenever m >, 3 and n > 3. By modifying his basic 
example he has obtained very simple examples which show that P(4,2) 
and P(3, 3) are false. 
The statement P(m, 1; 2, d) has its analog for binary forms of degree 2d 
whose coefficients are hermitian quadratic forms in m complex or quaternionic 
variables. We show that these analogs are indeed true (Theorem 3 of Section 6). 
When translated into the language of matrices this becomes Theorem 2. This 
theorem states that if a is a positive semidefinite polynomial matrix with 
complex or quaternionic coefficients then it can be factorized as fohows. 
a = b*b where b is again a square polynom~ matrix. The part of Theorem 2 
in which the coefficients are complex numbers is not new (see [5, 1 I, 15, 161). 
It plays an important role in many applied areas such as synthesis theory of 
electrical circuits [9, 141 and stability theory of control systems [S, 151. A 
special case of the complex part of Theorem 2 appears also in [2]. 
Recent papers of Lyubachevskii [ 11, 12] on factorization of hermitian 
matrices over a commutative principal ideal domain with an involution have 
served as main motivation for the present paper. The dominant diagonal 
theorem (D.D.T. = Theorem 1 of Section 4) is a generabzation of the main 
part of Lyubachevski~s papers. Let R be a twisted polynomia1 ring in one 
indeterminate X over a division ring F and let * be an involution of R such 
that F* = F (see Section 2 for precise definitions). Then D.D.T. asserts that 
every anisotropic hermitian matrix over R is congruent to a matrix with 
dominant diagonal (see Section 2 for the definition). 
The importance of D.D.T can be appreciated by examining its many 
consequences given in Section 5. Proposition 6 of Section 5 generalizes a 
theorem of Harder stated in the paper [lo] of Knebusch. Proposition 3 of 
Section 5 haa been proved by different methods by Gerstein [4] in the case 
when R is a polynomial ring F[A-j over a field F and the involution * is trivial. 
One can easily show that every Hermitian matrix over R is congruent to a 
tridiagonal matrix. We shall refer to this as the tridiagonal theorem (T.D.T.). 
A proof of T.D.T. can be given in the same way as in Newman’s book [13]. 
It is quite natural to try to combine the two theorems D.D.T. and T.D.T. 
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The first question to be asked is the following: Is every anisotropic Hermitian 
matrix congruent to a tridiagonal matrix with dominant diagonal ? Unfor- 
tunately, I do not have any answer to this question. 
1. PRELIMINARIES 
Let R be a noncommutative (i.e., not necessarily commutative) principal 
ideal domain as defined in [7, Chapter 31. We refer to [l] and [7] for ter- 
minology and the basic properties of these rings and their modules. 
The ring R will be sometimes equipped with an involution *, i.e., an anti- 
automorphism of order 1 or 2. If this order is 1 then R must be commutative. 
The set of m by 1z matrices over R will be denoted by M,“(R). When 
m = n we write n/l,(R) = M,“(R). We identify canonically M,(R) with R. 
Similar notation will be used for other rings in place of R. 
For any matrix a E Mmn(R) we denote by ai its (i,j)th entry. If a E Mm%(R) 
we define a* E MnnL(R) by specifying its entries 
(a*)i, = (ad* 
foralll <i<mandl <j<n. 
This * operation on matrices has the usual properties 
(a + b)* = a* + b*, (UC)* = c*a* 
where a, b E Mmn(R) and c E Mnk(R). 
Let Rn = M,l(R). We shall always consider Rn as a right R-module; it is 
free of rank n. A matrix a E MwLn(R) determines via matrix multiplication an 
R-linear map a: Rn -+ R”. We shall identify the matrix a with this R-linear 
map. This leads to an identification of the abelian groups 
Mm”(R) -+ HomR(Rn, Ii”). 
When m = n we obtain an identification of rings 
MJR) -+ End,(Rn). 
Thus for a E Mmn(R) we have Ker a which is a submodule of Rn and 
Im a = aRn which is a submodule of R”. We say that a E Mm”(R) is injective 
(surjective) if Ker a = 0 (Im a = R”). 
If a E M,(R) is iniective then Rfi/aR” is a torsion module and this charac- 
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The ring R has right quotient ring Q(R) which is a division ring. Q(R) 
contains R as a subring and every element of Q(R) is of the form fg-l where 
f, g E R and g # 0. This gives an embedding of matrix rings 
and it is easy to see that a matrix a E Mn(R) is injective if and only if it is 
invertible in M,(Q(R)). 




This property of injective matrices will be often used. 
A matrix a E M,(R) is hermitian if a* = a. We say that b = b* E M,(R) 
is congruent to a = a* E M,(R) if there is an invertible matrix c E n&(R) 
such that b = c*uc. The congruence is an equivalence relation. 
Two elements f, g E R are similar if the modules R/fR and R/gR are 
isomorphic. The element f is a left (right) divisor of g if fR 3 gR (Rf 3 Rg). 
We say that f is a total divisor of g if fR 1 RgR or equivalently if Rf 3 RgR. 
Every matrix a E M,(R) can be written in the form a = bet where b and c 
are invertible matrices and e is a diagonal matrix 
such that e, is a total divisor of e,+r for 1 < i < n - 1. 
The elements e, ,..., e, are unique up to similarity and they are called 
the invariant factors of a. The matrix e is called the canonical form of a. If 
some ei = 0 and if i < n then we must have also eifl = 0. Hence there is an 
integer m such that 0 < m < n and e, ,..., e, are nonzero while e,,, ,..., e, 
are zero. 
LEMMA 1. Every hermitiun matrix a E M,(R) is congruent to a direct sum 
of an injective matrix and a zero-matrix. 
Proof. If a = bet as above, then 
(c-l)*a~-~ = (c-l)*be 
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is a hermitian matrix congruent to a and having the last n - m columns zero. 
Hence this matrix must have the form 
a’ 0 i 1 0 0 
where a’ = (a’)* E MVn(R). It is clear that the invariant factors of a’ are 
precisely the nonzero invariant factors of a and hence a’ is injective. 
A hermitian matrix a E M,(R) is anisotropic if x E Rn and x*ax = 0 
imply that x = 0. Let a = a* and b = b* be congruent matrices in M,(R). 
Then if one of them is anisotropic so is the other. If a = a* is anisotropic 
then every diagonal entry aii is nonzero. 
We say that f E R is represented by a Hermitian matrix a E M,(R) if 
f = x*ax for some nonzero x E Rn. By W(a) we denote the set of elements 
f E R which are represented by the hermitian matrix a. Thus a = a* is 
anisotropic if and only if 0 $ @(a). 
2. TWISTED POLYNOMIAL RINGS 
Let F be a division ring, S an automorphism of F and D an S-derivation 
ofF, i.e., D is a map F -+ F such that 
(a + B)” = OLD + BD, 
(cg)” = CPp + OLyP, 
holds for all 01, /3 E F. 
We denote by F[X; S, D] the ring of polynomials 
k=O 
ffkEF (1) 
in one indeterminate X which is subject to the following conditions 
xa = asx + OP, olEF. 
If f is given by (1) and q, # 0 we define the degree off to be S(f) = n. 
We agree that 8(O) = -co. The degree function has the usual properties 
S(f + g) G max@(f ), W), 
%fg) = S(f) + S(g)* 
This ring R = F[X; S, D] is a noncommutative principal ideal domain. 
In fact, R admits both left and right Euclidean algorithms. The elements of F 
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will be called scalars. The units of R are precisely the nonzero scalars. We 
denote by * an involution of R such that F* = F and we denote by - the 
restriction of * to F. It is clear that we must have X* = 0rX + /3 for some 
scalars 01 # 0 and ,B. This implies that S(f *) = S(f) for allf E R. 
For every injective matrix a E M,(R) we define its degree 
S(a) = dim,(Rn/aRn). 
If a is not injective we define S(a) = --co. When 71 = 1 this definition 
coincides with the definition of degree for elements of R. 
It is clear that a matrix a E M,(R) is invertible if and only if S(a) = 0. 
More generally, we have the formula 
S(a) = S(6) + ... + S(e,> 
where e, ,..., e, are the invariant factors of the matrix a. 
We claim that S(ab) = S(a) + S(b) for any two matrices a, b E M,(R). 
This is obvious if a or b is not injective. If they are both injective then it 
suffices to note that Rn 3 aRn 3 abR” and that the modules RnIbR” and 
aRn/abRn are isomorphic. 
For every hermitian matrix a E M,(R), the set W(a) has been defined in 
Section 1. Now, we define the minimum of a hermitian matrix a E M,(R) by 
min(a) = m&i, S(f). 
We say that a matrix a E M,(R) has dominant diagonal if ai, # 0 for 
1 < i < n and 
S(aii) > SC%) for i # j. 
We say that a matrix a E M,,(R) has property (P, i) where 1 =$ i < n, if 
0 < S(a,,) < S(a,,) < ... < S(aii) 
and, if, i > 1, the submatrix b E M,JR) in the upper left-hand corner of a 
has dominant diagonal. 
Thus, a E M,(R) has property (P, 1) if and only if a,, # 0. 
3. QUATERNIONS OR COMPLEX NUMBERS AS SCALARS 
In the previous section we introduced the twisted polynomial ring R = 
F[X, S, D]. When 5’ is the identity automorphism of F and D is the zero map 
then we obtain the ordinary polynomial ring R = F[X] in which Xor = CYX 
for all c1 EF. 
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In this section we study matrices over the ring R = F[X] where F = @ 
or W. By @ we denote the field of complex numbers and by W the algebra of 
real quaternions. Let 1, i, j, k be the standard basis of W over the reals R. 
Then we shall identify C with the subfield R * 1 + R * i of W. 
We fix an involution * of R by specifying that X* = X and the restriction -
of * to F is the standard conjugation of @ or W. 
Let a E Mm(R) and let e, ,..., e, be the invariant factors of a. This implies 
that ei is a total divisor of e,+i for i = l,..., n - 1. We shall always assume 
that the leading coefficient of every nonzero invariant factor is one. Let e be 
the diagonal matrix with the diagonal entries e, ,..., e, . Then, by definition 
of invariant factors, there exist invertible matrices u and v such that a = uev. 
Now assume that a is hermitian. Then we have also a = a* = v*e*u*. 
By Theorem 31 of [7, p. 491 it follows that e,* and e, are similar for each 
i = I,..., n. If R = C[X], similar elements are associated, so then we must 
have ei* = ei E lR[x]. But if R = W[X] then for any f E R we have that f * 
and f are similar. Hence in that case we are not able to conclude that ei E lR[x] 
for all 1 < i < n. We can show that this is true for i = 1,2, n - 1 or n. 
Fortunately, for our purposes the following result will suffice. 
PROPOSITION 1. Let a = a* E M,(R) where R = F[X] and F = C OY W. 
Then a can be represented in the form a = b*cb where b E M,(R) is injective, 
c = c* E M,,(R) and the invariant factors of c lie in Iw[X]. Moreover, every 
nonzero invariant factor of c has only real roots and each root is simple. 
Proof. First we use induction on n. It is easy to verify the assertion when 
n = 1. We shall assume that n 3 2. By Lemma 1 and our induction hypo- 
thesis we can assume also that a is injective. 
Now we shall use a second induction on the degree 6(u). If 8(a) = 0 then 
all the invariant factors of a are ones and our assertion is true. Let 8(a) > 1 
and let a = uev be as in the discussion preceding the proposition. Assume that 
some e, does not have the properties that we want. Then we can factorize e, 
either as 
em = (X - a)f, ci~F\lR 
or as 
Let 
a, = u-la(&)* = m(u-l)* = ep 
wherep = V(U-‘)*. If 01 is nonreal then every entry in mth row of a, has X - (Y 
as a left factor and consequently every entry in the mth column of a, has 
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X - Or as a right factor. Since the (m, m)th entry is in R[X] it must be of 
the form 
(X - a)g(X - G), g E R[X]. 
If 01 is real then these claims are again true because now (X - a)” divides 
each entry in the mth row or the mth column of a, . 
Let w be the diagonal matrix whose all diagonal entries are ones except the 
mth entry which is X - 01. Then we have a factorization a, = wdw* where 
d E M,(R). From a,* = a, we deduce that wd*w* = wdw*, which implies 
that d* = d because w is injective. Since S(u) = 0 we have 6(a) = S(q) = 
S(d) + 2. Therefore our second induction hypothesis implies that d = b,*cb, 
where b, E M,(R) is injective and c = c* E M,(R) has the properties listed 
in the proposition. 
Then we have 
a = ua,u* = uwb,*cb,w*u* = b*cb 
where b = b,w*u* E M,(R) is an injective matrix. 
This completes the proof. 
ForfE R[X] we writef 3 0 iff(/\) >, 0 for all h E R. 
A matrix a = a* E M,(F) is positive semidefinite if x*ax > 0 for all x E F, . 
Note that the condition a* = a implies that x*ux E R for all x E F, . If 
a = a* E M,(F) is positive semidefinite we shall write this as a > 0. 
A matrix a = a* E ill,(R) is positive semidejinite if the matrix a(x) E M,(F) 
is positive semidefinite for all h E R. By u(X) we denote the matrix obtained by 
replacing X by h in each entry aij E R. If a = a* E M,(R) is positive semi- 
definite we shall write this as a 3 0. 
PROPOSITION 2. Let a = a* E M,(R) be a positive semidefinite matrix, 
where R = F[X] and F is either @ or W. Assume that the invariant factors 
e, ,..., en of a lie in [w[X]. Then each ei > 0. 
Proof. Using Lemma 1 we can assume that all ei’s are nonzero. We shall 
use the same notation as in the proof of Proposition 1; in particular we have 
a = uev and a, = ep. 
Assume that the assertion of Proposition 2 is not true and choose the smallest 
index m such that e, >, 0 fails. Thus the polynomial e, has a real root X of 
odd multiplicity. Write 
e, = (X - X)“(T) . e,, 
where k(r) 3 0 and e,‘(x) # 0. The integers k(r) are even for r < m, h(m) 
is odd and we have 
W) < 44 < a.* < h(m - 1) < h(m) < ... < h(n). (2) 
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We claim that every p,, for 1 < i < m and m < j < n is divisible by 
,Y - A. For i = j = m this is clear because we have ernpn,,,, 3 0 and K(m) 
is odd. 
For i = m and j > m this follows from the inequalities (2) and the fact 
that the principal 2 by 2 submatrix 
i 
errL fb,, en, P,,>, 
ej Pj, e1 P, 1 
of a, is positive semidefinite. Indeed, let u(f) be the exponent of the highest 
power of X - h which divides the polynomial f~ R. We shall agree that 
v(0) = $ a3. We must have 
de, Pm4 + v(ei A,) -< 24e, P,j), 
I.e., 
2v( Pmi> 3 (k(j) - k(m)) + 4 Pm74 + 4 Pjj). 
Since K(j) > k(m) and V( pnl,) > 1 we obtain that V( pm3) > 1. 
For i < m and j > m our claim follows from the equality 
eLPzj = P,*ie, 
and the fact that k(j) > k(m) > k(i). 
For 1 -; Y < 71, let AI, be the submodule of Rn which consists of those 
vectors whose first Y coordinates are divisible by X - A. It is immediate 
that pM,,,-r C n/r, because every pti with 1 < i < m and m < j < n is 
divisible by S - A. This is a contradiction because the matrix p is invertible 
and we have 
R* 3 M,-, 1 M,, 
with R”/M,,, having finite dimension over F. 
The proof is completed. 
4. DOMINANT DIAGONAL THEOREM 
In this section we take up again the general case R = F[X, S, D]. The 
notion of a matrix with dominant diagonal has been introduced in Section 2. 
LEMMA 2. Let a E M,(R) have dominant diagonal. Then a is injective. If V 
is the F-subspace of Rn consisting of all column vectors x E Rn whose coordinates xi 
satisfy 
SW < S(a,,h 1 <i<n 
then Rn = aRn @ V. 
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Proof. If x # 0 is in Rn we claim that y = ax # V which will prove that a 
is injective and that aRn r\ V = 0. 
Choose Y such that x, # 0 and 8(x7) > 6(xJ for all 1 & i < n. Since a 
has dominant diagonal we have 
&wi) d &4 + Q4 < QwG), ifr 
and so 6( y,.) = 6( a,,+) 3 8(a,,). Hence y 4 V as claimed above. 
To complete the proof we must show that aRn + V = Rn. Let V(d) for 
any integer d > 0 be the F-subspace of R” consisting of all vectors x such that 
Then we have 
and 
Qi) -c &ii) + d, 1 <i<n. 
v = V(0) c V(1) c V(2) c *.. 
dim,(V(‘(d + 1)/V(d)) = n. 
Since every x E Rn lies in some V(d) it suffices to prove that 
V(d + 1) C aR” + V(d) 
for all d > 0. 
By applying a to the vectors in Rn whose coordinates are all zero but one 
which is Xd we obtain tt vectors in aR* n V(d + 1) which are F-linearly 
independent modulo V(d). 
This completes the proof. 
The next lemma is an immediate consequence of Lemma 2. 
LEMMA 3. Let a E M,(R) have dominant diagonal. Identifr M,“(R) with 
the direct sum of k copies of R” considered as a bimodule with the ring R operating 
on the right and the n.ng M,,(R) operating on the left. Let W be the subspace of 
M,,“(R) consisting of all matrices x E M,“(R) such that 
for all i and j. Then 
@i,) < &h) 
Mnk(R) = aMnk(R) @ W. 
The main result of this section is the following theorem. 
THEOREM 1. Let R, * and - be as de$ned in Section 2. Then every hermitian 
anisotropic matrix a E M,(R) is congruent to a matrix with a dominant diagonal. 
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Proof. The assertion is trivial for 1z = 1. Let 12 > 2. Define Y to be the 
set of all pairs (b, s) where b = b* E M,(R), 1 < s < n and they have the 
following properties: b is congruent to a and b has the property (P, s) as 
defined in Section 2. Note that Y is nonempty because (a, 1) E 9. For two 
elements (b, s) and (c, t) of Y we shall write (b, s) < (c, t) if at least one of 
the following two conditions holds: 
(i) for some k < min(s, t) we have S(b,J = S(clz) for 1 < i < k and 
Wkk) < S(c?d 
(ii) s > t and S(b,,) = S(c,,) for 1 < i < t. 
The relation < is transitive. We shall write (b, s) < (c, t) also in the form 
(c, t) > (b, s). Clearly, every decreasing sequence 
(b, s) > (c, t) > **. 
in Y must be finite. Thus Y has minimal elements and we choose such an 
element (b, s). 
We claim that s > 1. Assume that s = 1. We must have 6(&J < S(b,,) 
because otherwise (b, 2) E Y and (b, 2) < (b, 1). Let b’ be obtained from b 
by switching the first two rows of b and then the first two columns. Then 
(b’, 1) E 9’ and we have a contradiction because (b’, 1) < (b, 1). Our claim 
that s > 1 is established. 
Partition b as follows 
By Lemma 3 we can choose x E M,“_;“+‘(R) such that y = b, - b,x is in the 
subspace W defined in that lemma (we have to replace 12, k and a in Lemma 3 
by s - 1, 7t - s + 1 and b, , respectively). Put 
d = (:, 1’) E M,(R) 
and 
By permuting simultaneously the last n - s + 1 rows and columns of u we 
can assume without loss of generality that S(c,,) < S(c,,) < *.*. 
We now distinguish two cases: 
Case 1. @,I) < Ws-m-J. 
Case 2. S(cll) 3 S(L,,-J. 
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In case 1 we choose r < s - 1 such that S(b,-,,,J < S(c,,) < S(b,,). 
After switching the rth and sth rows of a and then the rth and sth columns 
we obtain a matrix U’ such that (u’, Y + 1) E Y and (u’, Y + 1) < (b, s). 
This is a contradiction. 
Hence, the case 2 must occur. It follows that the s by s submatrix of II in 
the upper left-hand corner has dominant diagonal. Ifs < 1z then (u, s + 1) E .9’ 
and (u, s + 1) < (b, s) giving us a contradiction. Thus we must have s = n. 
Since then u has dominant diagonal the proof is completed. 
5. CONSEQUENCES 
In this section we shall derive some important consequences of the dominant 
diagonal theorem. Our hypotheses about R will be the same as in the previous 
section. It is immediate from Lemma 2 that wen a E M,(R) has dominant 
diagonal then a is injective and we have 
S(a) = q~,,) + *** + qLa>. (3) 
PROPOSITION 3. If a = a* E M,(R) is unLvot~opic then n * min(a) ,( S(u). 
Proof. By Theorem 1 a is congruent to a Hermitian matrix b with 
dominant diagonal. Then using (3) for the matrix b we obtain 
n * min(u) = n * min(b) < n . S(b,,) 
< S(b,,) + ..* + S(b,,) = S(b) = S(u). 
PROPOSITION 4. If a = a* E MJR) is anisotropic and invertible then a 
is congruent to a diagonal matrix, which is necessarily in M,(F). 
Proof. By Theorem 1, a is congruent to a hermitian matrix b with 
dominant diagonal. Since a and b are unimodular we must have 
S(b,,) + a.. + S(b,,) = S(b) = 0 
by (3). Hence each bi, EF and bji # 0. Since b has dominant diagonal it 
follows that the off-diagonal entries of b are zeros. 
One can remove the condition of anisotropy from the last proposition. 
PROPOSITION 5. Let a = a* E M,(R) be an invertible matrix. Then a is 
congruent to a direct sum of a diagonal matrix over F and several 2 by 2 matrices 
of the form 
0 1 
( 1 1 f’ f =f”ER. 
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Proof. Define a hermitian form 
by p)(x, y) = x*uy. If a is anisotropic we can apply Proposition 4. Thus we 
need to consider only the case when ~(u, u) = u*au = 0 for some nonzero 
u E Rn. Since R is a principal ideal domain we can write u = vg where 
v E Rfi, g E R and z!R is a direct summand of R”. We still have ~(v, v) = 0 
because 0 = ~(u, u) = g*v(v, v)g and g $: 0. 
For any R-submodule N of Rn its orthogonal complement No is defined 
as the R-submodule of Rn consisting of all y E Rn such that ~(x, y) = 0 
for all x E N. Since aR is a direct summand of Rn we have Rn = vR @ M 
for some R-submodule M of Rn. This implies that Rn = (wR)” @ M” and 
that MO is a free R-module of rank one. Thus ill* = wR for some w E Rn. 
Since vR C (vR)” the submodule P = vR + wR is free of rank two with a 
basis v, w. If Q = M n (uR)” then since vR C (z?R)” we have (vR)o = vR @Q 
and 
R” = (vR)” @ wR = P @ Q. 
Since Q = P” the restriction of v to P has an invertible matrix. Choose 
v’ E P such that p)(v, v’) = 1. Then v, v’ must be a free basis of P and the 
matrix of the restriction p 1 P with respect to this basis has the form 
0 1 ( i 1 f’ f =f*ER. 
Since the matrix of the restriction v 1 Q is also invertible the proof can be 
completed by induction on n. 
6. FACTORIZATION OF POSITIVE SEMIDEFINITE MATRICES 
In this section we take R = F[X] with F = C or W and define * as in 
Section 3. For every a E Mmn(R) we have a*u 3 0. We shall prove that the 
converse holds even when we insist that m = n. For the proof we shall need 
the following lemma. 
LEMMA 4. Let a = c*bc where a, b, c E M,,(R) and assume that a > 0 
and that c is injective. Then also b 2 0. 
Proof. Since c is injective and c*b*c = a* = a = c*bc we have b* = b. 
Assume that for some h E 52 the matrix b(h) is not positive semidefinite. 
This means that there exists an x EF” such that x*b(X)x < 0. Since c is 
injective there exists a nonzero polynomial f E R[X] such that Rnf C cRn. By 
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an obvious continuity argument we can assume that our X above is such that 
f(A) # 0. Let y E Rn be such that xf = cy. Then we have 
Y(4*4 Y(h) = Y(~)*44*wk(4 Y(4 
= (xf (h))*b(h) xf (A) = f (h)%v*b(X)x < 0 
which contradicts the hypothesis b >, 0. 
The lemma is proved. 
THEOREM 2. Let a E M,(R) where R = F[X] and F is C or W. Assume 
that a 3 0. Then a has a factorization a = b*b where b E M,(R). 
Proof. By applying Lemma 1 we can assume that a is injective. By 
applying Proposition 1 and Lemma 4 we can further assume that every 
invariant factor of a has only real roots and each root is simple. Then Proposi- 
tion 2 implies that every invariant factor of a is one, i.e., that a is invertible. 
By Proposition 6 we can now assume that a is a diagonal matrix in M&F!). 
Since a > 0 by Lemma 4, we can write, obviously, a = b*b where b is a 
diagonal matrix in M,( [w). 
The proof is completed. 
It may be of interest to state Theorem 2 in terms of positive semidefinite 
forms. Let 
vr:F” x F”+F 
be hermitian forms for 0 < k < 2m. We recall that this means that vk is 
bi-additive and satisfies 
&“, Y) = %J(x, Y), 9)(x, Y4 = P)(% Y)% dY, 4 = 94x, Y) 
for all x,yEFn and NEF. 
Define 
Q(x, Y; A P) = : V&G Y) ~kP”-k 
k-0 
where x, y E Fn and A, p E IF!. 
THEOREM 3. If Q(x, x; X, p) > 0 for all x EF~ and h, p E Iw then there 
exist linem forms #k~: Fn + Ffor 0 < k < m and 1 < Y < n such that 
Q(x,Y; h,P) = i 2 ~kT(x)xk‘cL"-k 
(- +-1 k=O 
% d;(Y)nk~m-k)* 
Proof. Obvious (left to the reader). 
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Note that the last formula makes Q(x, x; A, p) >, 0 obvious since it gives 
that 
where we write j 01 j2 = Ear for 01 E F. 
By applying Theorem 2 to a matrix a E M,(R[X]) we obtain the following 
proposition. 
PROPOSITION 7. Let u E MJR[X]) and a 3 0. Then there exist b, , b, E 
M&Q[Xj) such that 
a = tb,b, + tb,b, and tb,b, = tb,b, , 
where t indicates transposition of matrices. 
Proof. From Theorem 2 we obtain a = b*b with b E M,(@[X]). Write 
b = b, + ib, with b, and b, in M,(R[X]). Then b* = fb, - itb, and 
b*b = (tb,b, + tb,b,) + i(tb,b, - tb,bl) 
wherefrom both claims follow. 
We leave to the reader to translate this proposition to the language of 
positive semidefinite forms. 
In general one cannot factorize a > 0 in M,(R[XJ) so that a = tbb with 
b E M,@[Xl). It suffices to take n = 1 and a = a,, = X2 + 1. 
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