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Abstract 
Supply chain management is an integrated approach for planning and controlling materials, 
information, and finances as they move in a process which begins from suppliers and ends 
with customers in forward approach. As distribution network planning is strategically done, 
the related decisions should be optimized. This supply chain planning involves transportation, 
the location of facilities, and inventory control decisions. This study is a new approach for 
considering customer’s differentiation in an integrated model to location-allocation and 
inventory control supply chain. The proposed model is multi-product, single-period and with 
stochastic demands. Additionally, warehouses have multilevel capacity limitation. For more 
reality, the probability of transportation through different vehicles, different transportation 
capacity, and transportation costs are also taken into the consideration. The customers are 
divided into two strategic and non-strategic groups by adopting the critical level policy. The 
exact calculation method is employed for small scale instances while hybrid meta-heuristic 
algorithms (Genetic and Simulated Annealing) developed for real samples. Efficiency and 
quality of solutions are examined via the ANOVA to report proper and near-optimum 
2 
 
solution. Finally, sensitivity analysis is carried out for different instances to evaluate the 
effect of different indexes on the duration of CPU-time and values of the objective function.  
Key words: Supply chain management, customer classification, Hybrid meta-heuristic, 
ANOVA 
 
1. Introduction 
In the present competitive world that includes this obscure and risky operational 
environment, an efficient, responsive, and economical supply chain (SC) design is very 
significant (Friesz et al., 2011; Malmir et al., 2016). This (SC) management provides 
corporations with competitive advantages (Raghunathan, 2003; Malmir et al., 2015). In 1960s 
and 1970s, for enhancing their competitiveness, organizations attempted to manufacture 
products of higher quality at lower costs by standardizing and improving their internal 
processes (Helper et al., 2010). In 1980s, according to varied expected patterns of customers, 
organizations tend to encourage their manufacturing flexibility and develop new products for 
fulfilling demands of customers. In 1990s, along with improving manufacturing processes 
and using reengineering patterns, a large number of industries, awarded that not only they 
should improve internal processes and flexibilities, but the related supplier processes must 
also become developed to produce goods with high quality and low cost. Suppliers should 
also be closely interrelated with the manufacturer's development policies (Ganesha et al., 
2014; Bisheh et al., 2018). Organizational survival is subject to the customer demand 
fulfillment. Additionally, integration of the involved organizations and material, 
informational, and financial coordination are examined for improving competitiveness 
(Farahani, and Elahipanah, 2008; Bisheh et al., 2016). 
There are two ways for effectiveness in costs and service level (Tiemessen et al., 2013):  
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a. Measurement of the primary accumulation of all warehouses; and  
b. Proper allocation of warehouses for fulfilling demands.  
In the considered distribution network, different customers (in terms of purchase volume and 
corporate strategies) are differently significant to the headquarters and each of them requires 
a unique supply policy in case of demand uncertainty (Bisheh et al., 2019). This study 
examines impacts of customer demand fulfillment method upon SC design components with 
respect to different importance of customers, demand uncertainty, transportation variation, 
limited capacity of warehouses, and backorders. The next section reviews studies on 
warehouse location in the SC and its customers. After a comprehensive review about 
customer classification, the mathematical model is proposed and then two meta-heuristic 
algorithms of classic genetic algorithm (GA) and hybrid of genetic and simulated annealing 
(SA) is employed to solve the model generally. According to the nature of meta-heuristic 
algorithms, a verification is done via analysis of variance (ANOVA) to ensure that the results 
are reliable. 
 
2. Literature Review 
In this article, previous studies are considered in two categories. In the first category, general 
models in the supply chain management with emphasis on Location-Allocation and Inventory 
Decision are surveyed while a critical review on customer differentiation studies is performed 
in the other one. 
2.1.  Location-Allocation and Inventory Decision in Supply Chain Management 
Chen and Lee (2004) evaluated a SC including a number of manufacturing, distribution, and 
retail units. Uncertainty of prices and price preferences of sellers and customers were 
expressed by using a set of fuzzy numbers. In this model, some decisions are made based on 
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the rate of manufacturing, transportation, and accepted prices by the sellers and customers 
with respect to stocks, manufacturing rate, and used capacities. As Miranda and Garrido 
(2004) mentioned, chain costs may reduce by employing the innovative Lagrangian 
Relaxation method and sub-gradient optimization as compared with traditional methods. Its 
impacts are enhanced by pushing up holding costs and change of demands. A genetically 
combinative algorithm is proposed by Chan et al. (2005) to solve production-distribution 
problems in supply chain of multiple factories manufacturing a single product. In the 
considered system, level of transportation should be decided and goods shortage is not 
permitted. The genetic algorithm and hierarchical analytic method are employed for 
calculating linear equation and weighting objectives, respectively. They also proposed a 
systematic approach to weights of objectives and impacts of each objective upon the other 
objectives.  
Amiri (2006) studied distribution network design in a SC system, which determines the most 
effective sites of warehouses and factories and the most effective strategy for distributing 
goods among warehouses and customers, simultaneously. Unlike prior studies, this research 
examines multiple capacities of warehouses and factories. A model for distribution system of 
SC is developed by Farahani and Elahipanah (2008) with pursuing Just-In-Time approach 
(JIT). Chiadamrong and Kawtummachai (2008) studied distribution and inventory system 
design in case of sugar export in Thailand. They analyzed a single-product, single-period 
model for decision making on location-allocation of factories distribution centers including 
export ports. A model of location-allocation, and inventory i.e. parameters of a random 
environment is examined by Snyder et al. (2009). They view each of their model parameters 
as discrete scenarios. Another improved model in terms of chromosome coding and size 
parameters, for distribution in a two-level SC along with a method for solving genetic 
algorithm are suggested by Jawahar and Balaji (2009). The proposed method is evaluated by 
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analyzing approximate numbers and findings reveal that this method can provide more 
effective answers as compared with approximations. Meloa et al. (2009) assess relationship 
between location models for facilities and strategic planning in the SC. Moreover, they 
describe peculiarities of location regarding efficiency in the SC. A model for location of 
distribution, customer allocation, and policies of inventory controls (reserve inventory order 
management) is offered by Nasiri et al. (2010a). Park et al. (2010) design a three-level SC 
including providers, distribution units, and retailers for determination of  optimal numbers 
and spaces of providers, distribution units and customer allocation in a way that costs of 
construction, stock, and transportation are minimized. Two levels of distribution network 
including customers and distribution units are examined by Hajiaghaei (2011). The target 
function involves two types of costs: costs for distribution unit construction and costs of 
delivery from units to customers. This model is calculated by using genetic algorithm and 
artificial immunity. 
Sadjady and Davoudpour (2012) investigate distribution network design including multiple 
products and definite environment in a single period of time. Their study makes strategic and 
tactical decisions based on location of manufacturing factories, distribution units and 
allocation of customers to distribution units, allocation of units to factories, and transportation 
options. The network design is evaluated by Motaghedi et al. (2012) with respect to 
probability of third-party logistic corporation adoption and outsourcing. Bravo and Vidal 
(2013) review details of transportation including SC. Representing a graphical illustration, 
they could not find any significant agreement between transportation operation modeling and 
transportation cost function. A three-level SC from providers to warehouses is proposed by 
Shahabi et al. (2014) through taking dependent waiting time and correlation of retail demands 
into consideration and employing an innovative problem-solving method. As they point out, 
disregard of demand dependency does not cause optimal outcomes. 
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2.2. Customer Classification 
Three scenarios are mentioned for different customer service levels in terms of customer 
classification (Tempelmeier, 2006): 
a. Service supply for the whole demand with a shared safe reserve: This option provides 
all customers with its services. However, its performance level is lower than maximal 
function, which is an indication of resource waste; 
b. Specified definite reserve: This option cannot aggregate the maximum inventory and 
tends to maintain the maximum confident reserve; and 
c. Fulfillment of demands by using the shared lot and adoption of a rationing policy: 
Where the inventory reaches a level lower than the defined critical rate, services for 
insignificant demands are no longer offered and their delivery is delayed until 
receiving next orders. The available inventory and backorder of customers for those 
with lower priority could be concurrently positive.  
While prior studies properly concentrate on theories of stock, they barely cover inventory 
systems with respect to different classes of customers. A dynamic system is introduced by 
Veinnot (1965) who periodically reviews critical level of warehouses. This approach is 
viewed as an optimal policy for lost sale such as backorders (Topkis, 1968; Kaplan, 1969). 
Nahmias and Demmy (1981) discuss a kind of criticality including two classes of demands 
and backorders in a way that there is no more than one non-received order. Demands are 
permanently fulfilled and reviews are regularly carried out with regard to Poisson 
distribution. Calculations are done on the basis of hitting time which represents points of time 
when inventory level is exactly equal to k level. In this time, all orders of low priority are 
changed into backorders.  
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Dekker et al. (2002) examine the policy of (s, s-1) including Poisson distribution, constant 
review, and lost sale. N classes of demand in a case of critical level policy receive service. 
Moreover, Axsa¨ter et al. (2004) develop the policy of (s, s-1) for all places including one 
warehouse and several retailers. They conduct numerical studies on one warehouse and 
several retailers, a double-class (strategic and non-strategic) system of customers in 
warehouse (customer demand and retailer demand), and different policies for foreign 
delivery. Their findings demonstrate optimality of the simulated critical level policy. A 
replenishment of orders for transportation is offered by Deshpande et al. (2003). They 
propose an authorizing mechanism in which the order is replenished again and order rate for 
sending all backorders and reaching a level higher than criticality i.e. K is efficient. They 
adopt a specified strategy by which orders of Class 2 are sent prior to orders of Class 1. A 
single-facility inventory system is provided for supplying two classes of customers with their 
required services from different resources (Tempelmeier (2006)). Waiting time of customers 
and demands involve discrete values and discrete distribution function. They are known or 
experienced. They concentrate on fulfillment of demands by using the shared lot and 
adopting a rationing policy. Kranenburg and van Houtum (2007) introduce three innovative 
algorithms for the inventory model including costs of lost sale: It occurs in a basic lot, 
pursues optimal value for critical level and minimizes punishment and Holding costs. Eric 
and Dekker (2008) make a comparison between different methods of reordering for 
controlling inventory of spare parts in a large oil plant. They evaluate inventory policies and 
modeling techniques including a number of different demand classes by using real data. A 
case of inventory problem including two demand classes with different priorities is studied by 
Tan et al. (2009). They develop a model including incomplete demand data (probability of 
demand), inventory relinquishment, and accessible accumulated rationing. They show 
structural properties and rationing problems within two different periods of time. 
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Furthermore, they employ a problem solution method for ordering on the basis of Mont Carlo 
simulation. In another research, Mehmet et al. (2010) suggest a dynamic rationing policy for 
inventory system and permanent review. They conduct a stimulated (simulated?) study on 
backorder shortage and lost sale in order to make a comparison between dynamic policy 
performance, statically critical level and general policies of accumulation and measure rise in 
costs. They introduce two perspectives for rationing policy which can determine the extent to 
which the proposed rationing policy may be encouraged. 
Maria and Ahn (2011) assess a firm consisted of multiple-class demands and additional 
capacity options which are temporarily and randomly. They formulize Markov decision 
making process and demonstrate that manufacturing capacity can be modified by employing 
a simple, innovative method. Moreover, static rationing/manufacturing policy is significantly 
economical. Impacts of alternative allocation mechanisms in case of vaccination rationing 
inventory are analyzed by Samii et al. (2012). Vaccine stocks can be allocated with a higher 
or lower priority by employing Partitioned Allocation (PA), Standard Nesting (SN), and 
Theft Nesting (TN).  The service level and the responded demand rate can be developed 
using high allocation mechanisms. Pourakbar and Dekker (2012) model customer 
differentiation as the limited horizon probable dynamicity and description of inventory 
optimality policy structure (too many nouns!). Where customers are differentiated on the 
basis of demand sensitivity, the optimal structure involves rationing limits and period. Costs 
and risks are reduced by identifying distinctions of customers in inventory management. 
Daghin Wang et al. (2013) evaluate a rationing policy in an inventory system including two 
classes of customers creating Poisson demand, different service criteria and backorder 
shortage. They develop a dynamic critical-level rationing policy by establishing a permanent 
review system (r, Q). Also, an innovative solution method is covered by assuming that each 
class of customers should be developed on the basis of their own servicing (service?) level. 
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Yi Wang et al. (2013) investigate order inventory model involving backorder shortage, 
unlimited horizon, periodical review and two classes of demand. This system is measured by 
employing multidimensional Markov chain approach and optimality of two levels of the 
concerned service. 
The following table summarized all some studies on classification and differentiation of 
customers.  
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Table 1. A critical review to customer differentiation studies 
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(Veinnot, 1965) 
                   (Topkis, 1968) 
                   (Evans, 1968) 
                   (Kaplan, 1969) 
                    (Nahmias, Demmy, 1981) 
                   (Cohen et al, 1988)) 
                   (Haynsworth, Price, 1989) 
                   (Ha, 1997) 
                   (Ha, 1997) 
                   (Moon, Kang, 1998) 
                   (Dekker et al, 1998) 
                   (Carr et al, 2000) 
                   (Melchiors et al, 2000) 
                    (Ha, 2000) 
                    (de Vericourt et al, 2001)) 
                   (Melchiors, 2001) 
                   (Dekker et al, 2002) 
                     (Cattani et al, 2002)) 
                   (de Vericourt et al, 2002) 
                   (Lee et al, 2003) 
                   (Frank et al, 2003) 
                   (Melchiors, 2003) 
                   (Deshpande et al, 2003) 
                    (Axsa¨ter et al, 2004) 
                   (Fadiloglu et al,2005) 
                   (Arslan et al, 2005.) 
                   (Ayanso et al, 2006) 
                   (Vicil, Jackson, 2006) 
                    (Enders et al, 2006) 
                   (Vicil, Jackson, 2006) 
                   (Tempelmeier, 2006) 
                   (Teuntr, Haneveld, 2008) 
                    (Yun, Xiaobo, 2010) 
                   (Wang et al, 2013) 
                   (Tiemessen et al, 2013) 
                   (Wang et al, 2013) 
                   (Porras, Dekker, 2008) 
                    (Chang et al, 2005) 
                     (Mehmet et al, 2010) 
                   (Samii et al, 2012) 
                     (Tan  et al, 2009) 
                   (Kranenburg et al, 2007) 
                     (Yun , Xiaobo, 2010) 
                     (Mayorga , Ahn, 2011) 
                    (Liu et al, 2013)  
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3. Problem Statement and formulation  
This study concentrates on location, stock, and transportation system. This system involves 
fixed facilities i.e. warehouses and consumers (which are transformational factories) and 
movable facilities i.e. transportation. This research measures goods in networks, shows routes 
of warehouses among potential places and allocates transportation for fulfilling demands of 
consumers in accordance with capacity limitations in a triple-level SC. 
The researchers concentrate on location decisions, measurement of inventory levels and 
transportation rate in light of costumer differentiation within SC planning horizon. Decisions 
are made in a discrete atmosphere. In any candidate point, typology of warehouses and 
transportation should be determined.  
Manufactured goods are directly offered to customers and are delivered on the basis of their 
demands after reserve in warehouses. Goods are reserved in warehouses. Decision variables 
calculate the convenient reserve for each category of customers along with determining 
inventory level and transportation typology. The developed model, additionally, measures 
capacities of warehouses in every period of time. A convenient level of stocks is reserved in 
middle warehouses for coping with inadequate demand prediction and managerial 
preferences. This temporal horizon is related to strategic and tactical decisions. 
Importantly, this study examines critical levels of location in strategic and non-strategic 
customers i.e. where inventory level reaches below the critical level of the concerned 
costumer, his demand is labeled as backorder, for which punishment is defined in the target 
function.  
 
3.1. The Problem Assumptions 
a. The considered distribution network includes three levels i.e. factory, potential 
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warehouses, and retailers. The factory and retail places are already fixed and 
determined; 
b. Factory and warehouse construction costs are fixed; 
c. Costs of transportation between factories and warehouses and between warehouses 
and retailers pursue and Euclid distance; 
d. A single-resource policy is established i.e. each retailer is provided with a single 
warehouse; 
e. Capacity of warehouses is differently limited. The factory is not imposed by the 
capacity limitation; 
f. Transportation typology between factory and warehouse and between warehouse and 
retail is varied; 
g. Each customer demand is uncertainly generated. It involves mean and variance; 
h. Distribution units have different capacitated levels; 
i. Demands of customers are independently generated; 
j. Customers demand different products (a multiple product model); 
k. The ultimate product is not reserved in the factory; and 
l. Decisions are made periodically.  
 
The research into customer classification demonstrates critical levels and rationing for 
different customers. The critical level for Customer i is an inventory level. In case of any 
decline in total inventory level, this customer is no longer responded and his order is 
postponed. For instance, suppose that the critical level of class 2 customers per the product i 
is 50 (C2l=50). In this case, demands of customers for the concerned product are not fulfilled 
unless the warehouse contains less than 50 units.  
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Yi Wong et al. (2013) define critical and non-critical levels for inventory systems involving 
two classes of customers. Two classes of customers are described by Yuen et al. (2010) 
considering backorder and lost sale: (1) Class L (high priority) and Class B (low priority). In 
case of non-responsiveness, Class B face backorder and punishment Pb and Class L 
experiences lost sale and Pl. it can be concluded that: 
Pl>>Pb 
This research defines a rationing policy (C, SS), two critical levels and back orders. Cjl and 
SS represent the critical level of Class I for product I and the basic inventory level or the 
convenient inventory respectively. Also, there is a relationship between the critical levels and 
the convenient reserves (Kranenburg, van Houtum, 2007): 
≤SSn≤C···≤2≤C1C 
Kornberg and Venhotom (2007) proved that optimal C1 equals zero. This is clear because the 
highest priority of customer demand is taken in case of inventory availability.  Figure 1 
shows inventory behavior: 
Figure 1. Inventory Behavior Chart 
 
After defining indices, parameters and variables, this study calculates economic orders and 
shortages of each customer in any given period of time. Then, the ultimate model is gained. 
Indices: 
I Customer Index 
J Potential Warehouse Location Index 
L Product Index 
H Accessible Warehouse Capacity Level Index 
R Transportation vehicle Index 
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Parameters: 
TCijl Cost of Delivery Per Product Unit i to Customer i from Warehouse j 
TCjlr Cost of Delivery Per Product Unit i to Warehouse j through Transportation R 
Fjh Fixed Cost for Running Warehouse with Capacity h in Place J 
dil Average Demand of Customer I for Product J 
vil Variance of Customer I Demand of Product J 
HCjl Cost of Product I Reserve in Warehouse J 
OCjl Cost of Warehouse J order in Case of Factory Product I 
Capjh Potential Warehouse Capacity in Space J including Accessible Capacity Level h 
Capr Transportation Capacity with Vehicle R 
LTjl Expected Duration for Sending Ordered Goods from Factory to Warehouse 
Sl Required Space of Product I in Warehouse 
PH Planning Horizon 
C1j Critical Level for High-priority Customers in Case of Product I 
C2j Critical Level for Low-priority Customers in Case of Product I 
P2 Punishment for Shortages of Low-priority Customers 
p1 Punishment for Shortages of High-priority Customers 
TIC Total inventory Costs 
THC Total Holding Costs 
TSC Total Shortage Costs 
TSC2 Low-priority Customer Shortage Cost 
TSCl High-priority Customer Shortage Cost 
TOC Total Order Cost 
TMC Total Purchase Cost 
 
Decision Variables: 
Xjh 1 if the warehouse with Capacity h is established in Place j; Otherwise, it is 
equal to zero 
Yijl 1 if Warehouse j covers demand of Customer I for Product i; Otherwise, it is 
equal to zero 
Bjl Shortage of Product I in Warehouse J 
 
A Fraction of Average Demand for Product I Allocated to Warehouse j 
Transported By R  
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Djl Average Demand for Product I Allocated to Warehouse j 
Vjl Variance of Customer I Demand for Product J Allocated to Warehouse J 
 
Property: The Qjl decision variable can be expressed as follow:  
Qjl = Bjl + . P
2 + . p1 (1) 
Proof is presented in the appendix. 
Now, based on the economic order quantity approach, the proposed model can be 
formulated as follows: 
 
Holding Cost is estimated with respect to reordering point and safe reserve: 
 
HCjl.Qjl/2 + HCjl.Z1-α. .  (2) 
 
By using Qjl
*, total holding cost can be written as follows: 
 
HCjl.( Bjl + . P
2 + . p1)/2 + HCjl.Z1-α. .  
 
(3) 
Therefore, the ultimate target function including warehouse establishment, factory-to-
warehouse transportation and warehouse-to-customer transportation costs as well as Holding, 
convenient stock and shortage costs is as follows:  
 + (  . P2)+ (  . p1)  
(4) 
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Subject to: 
 
 
C2jl HCjl.Z1-α. .  (5) 
<  (6) 
 
(7) 
 
(8) 
 
(9) 
 
(10) 
 
(11) 
 
(12) 
 
(13) 
C2jl≥0 (14) 
Xjh;Yijlє {0,1}                   (15) 
  
 
This model objective function selects a set of distribution units for supplying customers with 
services and allocating customers to the established distribution units in order to minimize the 
total costs of transportation, inventory, location, and shortage for each class of customers. 
Equation 5 ensures that the determined critical level does not exceed the convenient 
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inventory level. Equation 6 demonstrates that the shortage allocated to each warehouse does 
not exceed demands allocated to that warehouse. Equation 8 is an indication of single-
resource policy i.e. each customers receive their products from one warehouse. Equations 9 
and 10 represent warehouse capacity and transportation typology, respectively. Equations 11 
and 12 express demands allocated to the warehouse and demand variances, respectively. 
Equation 13 ensures that only one warehouse is established in each potential place. Equation 
14 suggests that each product is carried to the corresponding warehouse through one 
transportation vehicle.  
 
4. Problem Solving Approach 
This section presents experimental results that validate the solution method design and 
express how it would behave for various set of problems. All of the instances problems are 
implemented in MATLAB 7.12 with a PC with a 2.8 GHz Intel® Core™ i7-2400 processor 
and 8 GB RAM memory. Two sets of instances are used for small and real-size problems. 
The conducted studies on hybrid optimization problems show high efficiency of meta-
heuristic methods. Methods such as genetic algorithm, Tabu search, and Simulated Annealing 
(SA) can effectively solve single-target optimization problems. This study pursues two 
approaches for covering real dimensions. The proposed model was initially measured and its 
results were offered by utilizing genetic algorithm. Then, the problem was solved by using 
Genetic Algorithm and hybrid GA-SA (using SA for local search). Finally, results of these 
approaches were compared and contrasted by utilizing GAMS 24.1.2 software (in small 
dimensions). Meta-heuristic parameters initial population and cross over rate is used exactly 
from previous studies such as Nasiri et al. (2010b) and Model’s parameters input are 
generated by using uniform distribution similar to the work of Nasiri et al. (2014). 
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4.1. Computational results 
In order to compare the obtained results via proposed Hybrid algorithm, classic GA employed 
in large scale problems. As a matter of fact, all instances are solved via both GA and hybrid 
algorithms. Firstly, the model is solved with exact method by using barons solver via GAMS. 
Percentage relative error (PRE) is used to measure performance of small-size instances and 
relative percentage deviation (RPD) is used to measure performance of large-size instances, 
since this category the optimum solution could be found as mentioned in Kayvanfar and 
Teymourian (2014): 
PRE=  (16) RPD=  (17) 
Where O is the optimum cost obtained by GAMS, Algsol is the objective cost which is 
obtained by selected heuristic method and Minsol is the best solution obtained for each 
instance. In this occasion, lower value of PRE and PRD are preferable. Tables 2 and 4 show 
the computational results for small- and large-size problems. Total MCPU time spent (spent 
time?) to solve for each instance by meta-heuristic algorithms is compared in figure 2 which 
shows both solved instances in a polynomial order. 
Table 2. Computational results for small-size problems 
Problem 
(i#j#l#r#h) 
GAMS 
MCPU Time 
GA Hybrid GA-SA 
MCPU Time PREavg MCPU Time PREavg 
1) 4#3#2#2#2 2792.42 5.80 0.037 16.49 0.021 
2) 4#3#2#2#3 3864.26 6.21 0.082 9.23 0.022 
3) 4#3#2#3#2 3422.89 4.20 0.007 11.82 0.004 
4) 4#3#2#3#3 8993.62 10.82 0.076 7.94 0.044 
5) 4#3#3#2#2 8332.87 12.52 0.026 13.42 0.014 
6) 5#3#3#3#3 8242.99 8.60 0.030 22.95 0.012 
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Now, analysis of variance (ANOVA) is performed to check whether the differences observed 
in Table 2 are statistically significant or not. Table 3 is the ANOVA output for obtained PRE 
of both algorithms. According to Table 3, since the p-value is approximately 0.1, the 
differences among both algorithms are not significant. 
Table 3. ANOVA results for small size instances 
 ANOVA of PRE 
  Sum of squares df Mean square F 
Between groups 
0.00167 1 0.0017 
3.13331
1 
Within groups 0.0053 10 0.0005   
Total  0.0070 11     
 
In large-size instances, as it can be seen from RPD’s value, hybrid algorithm outperforms 
classic GA. By increasing the problem size, GA performed better due to extra stage in hybrid 
algorithm for local search via SA which caused better performance than SA in value of 
objective function.  
 
Table 4. Computational results for large-size problems 
Problem 
(i#j#l#r#h) 
GA Hybrid Algorithm 
MCPU Time RPDavg MCPU Time RPDavg 
1) 40#10#2#3#3 74.46 0.029 77.50 0.005 
2) 40#10#2#2#2 79.92 0.125 92.44 0.049 
3) 40#10#2#3#2 87.26 0.095 90.58 0.043 
4) 40#10#2#4#3 92.69 0.067 100.30 0.036 
5) 40#10#2#4#2 101.21 0.148 101.83 0.070 
6) 40#15#3#3#3 116.41 0.026 110.06 0.018 
7) 40#15#3#4#2 118.38 0.044 114.62 0.026 
8) 40#15#3#4#3 134.56 0.029 124.26 0.020 
9) 50#10#2#3#3 151.23 0.038 132.54 0.041 
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10) 50#15#2#3#3 163.53 0.058 138.95 0.024 
11) 50#20#2#2#2 179.68 0.086 158.74 0.031 
12) 50#20#2#2#3 193.66 0.042 159.66 0.022 
13) 50#20#2#3#2 203.34 0.080 171.82 0.032 
14) 50#20#2#3#3 221.33 0.059 181.39 0.023 
15) 50#20#2#4#2 230.53 0.044 186.95 0.020 
16) 50#20#2#4#3 253.04 0.047 207.16 0.022 
17) 50#20#3#3#2 270.74 0.035 224.75 0.012 
18) 50#20#3#3#3 285.49 0.060 234.97 0.014 
19) 50#20#3#4#2 291.58 0.038 239.44 0.013 
20) 50#20#3#4#3 314.67 0.037 264.18 0.019 
21) 75#20#2#2#2 334.12 0.052 277.52 0.016 
22) 75#20#2#3#2 355.78 0.051 303.47 0.017 
23) 75#20#2#3#3 366.10 0.041 316.82 0.017 
24) 75#20#2#4#2 384.83 0.042 339.80 0.013 
 
Again, it is necessary to check whether the differences observed in table 4 are statistically 
important or not. As for small size instances, ANOVA is applied over the results. Table 5 
demonstrates the ANOVA output for the obtained RPD in average. As it can be seen again, 
no significant difference is observed (p-value≈0.05 ≥ α=0.05) among the RPD’s result in 
Table 4. 
Table 5. ANOVA results for large-size instances 
 ANOVA of RPD 
    Sum of squares df Mean square F 
Between groups 0.01286 1 0.01286 3.53740 
Within groups 0.16721 46 0.00364   
Total  0.18007 47     
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Figure 2. Time spent for large-size problems via meta-heuristic algorithms 
 
4.2. Sensitivity Analysis and Discussion 
In this section the impact of increasing the number of customers, potential warehouses, 
products, type of transportation and capacity level for potential warehouses on the objective 
function was studied and solved, so that by keeping all parameters fixed, the graphs of 
MCPU Time and objective function value have been drawn and analyzed. Table 6 shows 
number and size of each instance. 
Table 6. Instances for Sensitivity analysis 
Number of Instance Retailers Potential Warehouses Products Vehicle Capacity Level  
1 40 10 2 2 2 
2 50 15 3 3 3 
3 60 20 4 4 4 
4 70 25 5 5 5 
5 80 30 6 6 6 
 
As it can be seen in Figure 3, although the MCPU Time is initially reduced due to the 
increasing number of retailers and the capacity level of warehouses, but then it shows an 
increasing trend, while the slope of the capacity level shows an exponential trend after second 
instance. Increase in the number of potential warehouses showed a small increase and also 
increase in the number of vehicles does not have any substantial effect. Although increasing 
the number of products to three shows a slight rise, after that running duration increased 
dramatically. According to the figures, it can be concluded that the number of products and 
the capacity level have the greatest impact on the solving duration. 
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Figure 3. Impact of increase indexes on MCPU Time  
 
Figure 4 shows the objective function value alterations due to change in the index (assuming 
that the rest were constant). As can be seen in the figures, the number of retailers and 
products has a direct and linear impact on the objective function; however, the number of 
potential warehouses does not reflect any serious impact. In contrast, increasing capacity 
level for up to four levels has a significant impact on overall cost reduction. Use of two 
means of transportation showed considerable reduction in cost. This decrease is continued, 
with milder slopes, by using four vehicles and with using more than four vehicles the 
objective function is increased. 
 
Figure 4. Impact of increase indexes on objective function 
 
5. Conclusion 
In this study a distribution network model for a three echelon capacitated (SC) with uncertain 
customer demands and special respect to customer differentiation was developed. This paper 
with a critical review to previous studies on customer differentiation, introduced a new 
approach for modeling differentiation of customers into two classes of strategic and non-
strategic ones by using a critical level of (C, S). This model was a mixed integer non-linear 
model which is placed in category of NP-hard problems and could not be solved with an 
exact method in real size problems with a reasonable time period. Therefore, the model was 
solved with two meta-heuristic algorithms. First, it was solved with a classic GA and then a 
hybrid of GA-SA is used where SA used for local search. For evaluating efficiency of 
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algorithms, ANOVA was used which showed in small-size instances, with p-value≈0.1, the 
differences among both algorithms are not significant. The p-value for large-size instances 
was 0.5 which showed again there was no significant difference among algorithms. Finally, 
sensitivity analysis showed number of products and level for warehouses has the most 
important effect on MCPU Time and increase level for potential warehouses cause a great 
decrease in total costs. 
This study can be expanded to several directions such as considering N classes of customers 
or demand dependency. Another potential area of research is considering the problem as a 
multi-objective system to reduce delivery time and improved customer service level. 
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Appendix 
In this Appendix the property which used to derive Qjl is explained where the total inventory 
cost is calculates as fallows: 
Total inventory System Costs= Order Cost + Reserve Cost + Shortage Cost + Purchase Cost 
According to Figure 1: 
t1=  
(1) 
t2 =  (2) 
t3 =  (3) 
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t1 is the time of responding to all customers without any shortage. t2 is the time when 
inventory reaches the level below critical level of non-strategic customers. Accordingly, in 
this period, non-strategic customers receive no response. t3 is time of total inventory system 
shortage.  
For Product I and Warehouse J, so: 
THC = =  
(4) 
Shortage for Class 2 Customers=  =  
(5) 
Shortage for Class 1 Customers=  =  
(6) 
TSC = TSC2 + TSCl =(  . P2)+ (  . p1)     
(7) 
TOC = OCjl (8) 
TMC = Cj.Qjl (9) 
N =  =  (10) 
TIC = N * (One-period Cost) (11) 
TIC = Cj.Djl +(  . OCjl )+(   . P
2 )+(  . p1)+( ) 
(12) 
 
For Measuring Qjl
*and Bjl
*, the above equation can be rewritten as follows: 
 
 
Equation 1=  = 0 
 
(13) 
 = (2.Djl.OCjl + HCjl.  + .P
2 + . p1) (14) 
Equation 2= 0  =  (15) 
Qjl = Bjl + .P
2 + . p1 (16) 
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Qjl
*and Bjl
*are calculated by means of above equations and insertion of Equation 2 in 
Equation 1 results in: 
 
.( + +2.P2. p1+2.P2+2. p1-HCjl.P
2-HCjl. p
1) + 2.Bjl(C2. +C2. P
2. p1+C2. 
P2-HCjl.C2. P
2) + ( . -2.Djl.OCjl.HCjl-HCjl. . P
2) = 0 
(17) 
 
By calculating the above second-order equation, Bjl
* can be estimated as:  
 
 
(18) 
Also this Bjl
* is useless according to increasing size of problem. It is better to consider Bjl
 
as a variable. 
Qjl
* can be calculated in Equation 18 by using Bjl
* 
 
Qjl = Bjl + . P
2 + . p1 (19) 
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Figure 1. Inventory Behavior Chart 
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Figure 5. Time spent for large-size problems via meta-heuristic algorithms 
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Figure 6. Impact of increase indexes on MCPU Time  
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Figure 7. Impact of increase indexes on objective function 
 
