Abstract. We consider finite element projection methods for linear partial differential equations, in which the spaces of trial functions and test functions may be different.
1. Introduction. In this paper we discuss the approximate solution of linear wellposed partial differential equations, using finite element projection methods in which the trial space, in which an approximate solution is obtained, may be different from the space of test functions. Perhaps the best known of such methods are the collocation schemes, which have been applied to two point boundary value problems in [4] , [5] , [23] and to parabolic problems in one space variable in [7] . Higher order methods utilizing different spaces have also been applied to one-dimensional problems in [4] , [18] , [22] .
The requirement that the trial and test spaces have equal dimension is an important restriction on such methods. Equality of dimension is implied by the coerciveness conditions of [2] . In one dimension, the coerciveness conditions can be satisfied by taking one of the spaces (usually the test space, but the trial space in [22] ) to be the image of the other under an ordinary differential operator of even order. This mapping is made elliptic by requiring the domain space to be conforming. This technique has recently been generalized to higher dimensions in [10] , using an elliptic partial differential operator as the mapping between spaces.
In the following, we consider an abstract one-parameter family of elliptic pseudodifferential operators as the mapping between the two spaces. (A background reference for such operators is [29] .) The coerciveness conditions are formulated as requirements on this family of operators; indeed, our basic results for elliptic and parabolic problems, Theorems 1 and 2 below, could be alternatively obtained by showing that for sufficiently small mesh size, our schemes are variational principles in the sense of [2] . Our results contain some examples of methods considered in [2] , [10] , [12] , [18] , [22] , [27] as special cases.
Application to nonlinear elliptic problems was the motivation for this work.
Nonlinear problems can require more smoothness of the trial functions than linear problems of the same order, if for no other reason than for the discrete problem to be properly defined. Such problems are typically formulated, however, as that of finding a fixed point of a compact (nonlinear) operator [15] , [16] . A nonlinear elliptic equation may assume the identity minus compact form on a relatively high Sobolev space, and this is the space from which an approximate solution is obtained. In [19] , we show that for finite element methods, it suffices that the approximate solution satisfy the boundary conditions in the same sense as for linear problems; but we have not been able to relax the smoothness requirements.
In order to simplify the discrete equations requiring solution in such problems, it seems desirable for the test functions to have their support in as small a region as possible. Thus we are motivated to consider nonlocal operators between the trial and test space. Unfortunately, our analysis does not include collocation schemes, but does include schemes intermediate between collocation and Galerkin methods. The machinery we develop has also been applied in some subsequent work on hyperbolic problems [20] .
The best known examples of spaces for which our methods are applicable are the smooth splines; other possibilities are discussed in Section 6. For smooth spline spaces, stronger results than ours are obtained for the heat equation in [26] and for periodic initial value problems in [27] . Also for one-dimensional problems, better results are obtained in [9] and references there cited.
2. Elliptic and Parabolic Problems. We first consider the problem
in which L is a uniformly and strongly elliptic positive definite operator of order 2m with smooth coefficients, / is a specified function in Hk~2m(R") = Hk~2m, k a positive integer, and u is the desired solution in Hk. Our results can be readily extended to include the case of indefinite invertible L by the methods of [15] , [24] . In the following, we use ( , ) for the real scalar product over R", C for a generic constant and || • || ■ for the W norm, (2.2) n#i£ -¿" ilcoPa + i**.ydt, where % = (%x, . . .., £B) is the Fourier transform variable, and (2.2) applies for all real /. In the following, XJf^ and y(k_2i) are one-parameter families of Hubert spaces; Xnk^ denotes the trial space, assumed of order k, and Y^~2s^ denotes the test space, assumed of order k -2s, where s is an integer or possibly half integer, and the parameter h is the mesh size. For all / < k such that Xnk^ C H', g S Hk, we assume Inf(*) Ifr-M/«*'*-'Hfff¿; gx&xh and for all / < fc -2s such that Ynk~2s^ C H>, g G Hk-2s, gy*=ï h We also assume that there exists a one-parameter (h) family of symmetric pseudo-differential operators, denoted by Ah, with symbol a(h%), with the property that A2 maps Ynk 2î) into Xnk\ The Galerkin procedure is included as a special case, with Ah=I, s = 0, Xnk) = 7<k>.
Our approximation to the solution of (2.1) is denoted by uh G Xnk^ which satisfies (2.3) (Lu -Luh, y) = 0 for all y G r<*-2s>.
Set r = k -s -m; 0(h2r) is the optimal rate of convergence that can be expected for the method (2.3) [2] , [25] . We have the following result: Theorem 1. Suppose
(1) Xnk^ and y|jk~2s) are subspaces of Hm (we will assume that this implies r>s); Before proving the theorem, we comment on some implications of the hypotheses. We need test functions in Hm, so that collocation schemes are not covered. In fact, we could not expect (2.4) for collocation schemes, because u G Hk does not imply Lu continuous in sufficiently many dimensions. Hypotheses (2), (3), and (5) together imply the equality of dimension of the trial and test spaces. Hypothesis (5) may be viewed as a form of an inverse assumption on the space X^k\ and for lack of a better name we shall refer to it as the "strong inverse assumption" below.
The proof of Theorem 1 requires a lemma, which is also in [29] . 
where L~* is the formal adjoint of L"1 and P0 is the projection into Ynk~2s^ with respect to the Hm inner product.
Corollary. Suppose Xnk^ C ffm + 2s anc¡ Ah is elliptic of order -s, i. e. Proof. Combining (2.7), (2.8) we obtain II" -"hHm + 2s < II" ~ M»+3J + WAhiAhy)K + 2s
If uh has any finite higher norms, estimates in these may be obtained by an inverse assumption in the usual way.
Estimates are also obtained for parabolic problems, using the above results and the general technique of Douglas and Dupont [6] , [14] . We consider the problem (2.9) bv/bt + Lv=f,
where L is as above. For simplicity, we consider the continuous time approximation and assume that the coefficients in L do not depend on t. At each t, our approximation vh(f) G Xnk^ and satisfies
We choose vh(0) = Plg, where Pt is a projection into Xnk^ induced by L, i.e.
(2.11) (L<j>, y) = (LP^, y) for ah> G F<fc-2í>.
Theorem 2. Suppose hypotheses (l)- (5) hold and h is sufficiently small; then for all T>0,
Proof. In (2.10), choose y such that A\y = vh -P,u. Subtracting (2.9) and using (2.11), we obtain <C^||^||mlbllm-C||^||2"+||(/-P1)|^|Lmll^llm (2'13) < Chy\\Ahy\\2m -C\\Ahy\\2m + C(hk + h2r)\\^\\k_m\\Ahy\\ using Lemma 1 for the commutator term, the regularity theory of [14] and Theorem 1 to estimate the last term. Thus and the initial condition was selected so that 11^4^^(0)1^ = 0. The proof is completed by a second application of Theorem 1, to obtain IIK0 -7X0Ho < C{hk + ft^lKOH* and using the boundedness of Ah, the triangle inequality, and the definition of y. In Theorems 1, 2, the requirement of Hm test functions can be relaxed if a stronger assumption is made about the smoothing properties of Ah.
The following theorem is given for the case m = 1 for simplicity; a generalization to larger m is not difficult. (4) is replaced by the stronger requirement (4') For each positive integer j < «, a Lipschitz condition of the form holds for all %, £' G R", with C independent of h.
Then the conclusions of Theorems 1, 2 remain valid if hypothesis (I) is replaced by the weaker requirement (1') }f-2s)CH0, AhYnk-2s)CHl.
Proof. It suffices to obtain a sharper estimate for the commutator term in (2.6), (2.13), specifically to show that (2.14) \((LAh -AhL)Ahy, y)\ < CH^II, ||j>||0
for all y G Ynk~2s\ A typical term in L is of the form b(x)(9/9x()2, and the contribution of such a term to the left side of (2.14) is of the form (1)- (5), (4') are satisfied and Theorems 1-3 hold.
Proof. The approximation properties of these spaces are well known [1] , and will not be discussed. Hypothesis (1) is immediate from the conditions on s and fc. We can choose A\ to map 5-splines in s(fc_2i) into 5-splines in Snk\ in which case hypothesis (2) is apparent and the symbol a( • ) is given by " sini(/i^./2) Hypotheses (3), (4), (4'), and the ellipticity condition (2.8) are apparent from (3.1). Thus, it is only the strong inverse assumption which requires proof; and each dimension can be treated independently, as Ah is a product of one-dimensional mappings.
The theorem follows from the following lemma and the ordinary inverse assumption for splines. -è^FW[i^^-(fw«*e))ju where the second term arises from the fact that any odd number of derivatives may be placed on the factor sin(z/2) outside N. Since 2(p -j) -2 is still strictly positive, we can put the cosine factor back inside N and take the other sine factor out, obtaining
As before, one or any odd number of the remaining derivatives has to go on the sine factor, so this becomes
where the 2 p term is understood to be simply dropped if p -j = 2. Since 2(p -/) -3 > 1 and ß > 1 if the last sum is present, we can put the cosine factors back inside N, obtaining finally
Using (3.3), (3.4), each term on the right side of (3.6) admits an interpretation as a seminorm of 0 or A~x<¡>, in the same manner as (3.5) was obtained. We have (3.7) m]=U-1<pfj-a2\4>?/+i+P¿: cah2a\d>[2+ct a=l in which a, ß, Ca, C'ß have been redefined; but the last sum is still omitted for p = / + 2. Since p -/ > 2, each of the terms in (3.7) is well defined. We set / = p -2 initially, and let /' descend to its desired value in steps of one. Applying the usual inverse assumption at each step, the result (3.2) follows.
4. A Superconvergence Mechanism. Suppose Zhk~s^ -AhYnk~2s'\% also a space, of order fc -s, as is the case for splines and some other spaces discussed in Section 6. We assume hereafter that s is positive, which is for our purposes the more interesting case. The results of Section 2 then suggest that for elliptic and parabolic problems, the accuracy of Galerkin's method in Z^k~s^ can be improved by interpreting the approximate solution as an element of X^hk>> = AhZ^~s^ rather than as an element of Znk~s\ In this section we obtain conditions under which this is so. An alternative procedure for improving the order of accuracy by local averaging is described in [3] . We consider the elliptic case first. Let uz G Znk~s> be the Galerkin approximation to the solution of (2.1), \\u-Ahut\\f <C(hk~> +h2r)\\u\\k, i<m + 2s.
Several comments are made before proving this theorem. The form (4.3) of the strong inverse assumption is implied by Lemma 2. Hypothesis (6) can presumably be achieved by a change of basis in X^k\ for smooth splines this is done in [28] ; such a change of basis must be stable, however, so that (4.3) is preserved. The hypothesis (6) is viewed simply as a practical requirement for the construction of a suitable Ah.
The hypothesis (7) is no restriction for s = 1 ; for larger s, it requires that some leading terms in L have constant coefficients. In this respect and in the sense that Ah defines a local mapping, our hypotheses resemble those of [8] . For/ > m + 2s in (4.5), the usual comments about inverse assumptions apply.
Proof of Theorem 5. As in Section 2, let ux G xtf^ be an optimal approximation to u, let y G Y^'2^, and set 0 = Ahy in (4.1); we obtain (4.6) (Lu -LAnu2, y) = (L(I -Ah)u, y) + ((LA" -AhL)(u -uz), y).
This is almost the same discrete equation as satisfied by un, Eq. (2.3); we may identify the first right-hand term of (4.8) as due to the different treatment of the inhomogeneous term, and the second term as due to variable coefficients in L. In the special case where L has constant coefficients, this second term vanishes, and we observe the equivalence of the discrete equations.
Proceeding in the same way as to obtain (2.6), we choose y in (4.6) such that the generalization of our results to symmetric hyperbolic systems in n space dimensions and including a linear undifferentiated term is immediate. In (5.1), b and/are smooth functions of (x, t) and g is a smooth function of x. We obtain continuous time approximations to w in X^\ a finite element space of order fc, as above; the test space Yh is not required to satisfy any approximation properties. We let Ah be a symmetric pseudo-differential operator as above, with symbol a(h%). As above, we have in mind the case where a(h%) is of the form This is the same order of accuracy as obtained by Lesaint [17] for the Galerkin approximation. Theorem 6 shows that under suitable conditions, the same order of accuracy can be achieved with simple, e.g. piecewise constant test functions, and correspondingly simpler discrete equations.
The Galerkin approximation, however, is special. The following theorem contains Dupont's result for splines [13] as a special case (also implied by [27] ). an argument similar to that used to obtain (5.10) gives ||(7 ->4^l7>4)w||0 < C7ifc||w||fe, and thus (5.7).
6. Discussion. There are spaces other than smooth splines to which our formalism applies. For example, we can take A2h to be the inverse of a partial differential operator (cf. [12] , [27], e.g. a(h%) = (1 + h2 \f\)'1,2\ with such a choice for Ah, our hypothesis (5) is simply an inverse assumption on A^*\ Analogous to [12] , [27] we would then choose X\k^ a space of piecewise polynomials of order fc, and Y^k~2s' = Ah24k)-
The results of [10], [22] correspond to A2h a family of partial differential operators; many of our results can be directly extended to this case.
The choice of a( • ) given by (3.1) is special if we wish to generate a hierarchy of spaces by successive application of An. This is the choice which minimizes the radius of support of the higher order basis elements in the following sense.
Theorem 9. Let XJj^ be a space of order j, spanned by the uniform translates of tensor products of basis element(s) 0/(x//t), the support of which is contained in
