In this paper we study discrete-time Markov decision processes with Borel state and action spaces. The criterion is to minimize average expected costs, and the costs may have neither upper nor lower bounds. We first provide two average optimality inequalities of opposing directions and give conditions for the existence of solutions to them. Then, using the two inequalities, we ensure the existence of an average optimal (deterministic) stationary policy under additional continuity-compactness assumptions. Our conditions are slightly weaker than those in the previous literature. Also, some new sufficient conditions for the existence of an average optimal stationary policy are imposed on the primitive data of the model. Moreover, our approach is slightly different from the well-known 'optimality inequality approach' widely used in Markov decision processes. Finally, we illustrate our results in two examples.
Introduction
The long-run average expected criterion in discrete-time Markov decision processes has been widely studied. As is well known, when the state and action spaces are both finite, the existence of an average optimal stationary policy is indeed guaranteed [7, pp. 165-176] , [6, p. 71] , [18, p. 450] . However, when a state space is countably infinite, an average optimal policy may not exist even though the action space is compact [7, p. 178] , [18, p. 413] . Thus, the main goal has been to find optimality conditions (i.e. conditions for the existence of an average optimal policy). Much work on this has been done; for instance, see [1] , [2] , [5] , [11] , [18, pp. 414-416] , [25] , and [24, [132] [133] [134] [135] for denumerable Markov decision processes and [2] , [7, p. 188] , [8] , [9] , [10] , [14, pp 67-69] , [13, p. 86] , [12, p. 128] , [15] , and [16] for Markov decision processes in Borel spaces. In this paper, we will deal with the average expected criterion for Markov decision processes in Borel spaces, so here we describe some existing works on Markov decision processes in Borel spaces.
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(i) For costs/rewards that are bounded, the minorant condition for the existence of both a bounded solution to the average optimality equation (AOE) and an average optimal stationary policy was given in [7, p. 188] . The main results of [7] have been extended to the case with ergodicity conditions in [9] , [10] , and [12, p. 56] . The methods used there to ensure the existence of a bounded solution to the AOE employ Banach's fixed-point theorem.
(ii) When the costs are nonnegative (or bounded below), one of the optimality conditions is that the relative difference, h α (x) := V * α (x) − V * α (x 0 ), of the discounted optimal value function, V * α (x) , is assumed to be bounded below in both state, x, and discount factor, α, and the optimality inequality approach used to prove the existence of an average optimal stationary policy employs the Abelian theorem relating the average cost criterion to the discounted cost criterion; see [2] , [14, p. 128] , and [13, p. 86] , for instance. It should be noted that, in order to use the Abelian theorem, the costs have to be nonnegative (or bounded below). Thus, the optimality inequality approach above is not applicable when the costs have neither upper nor lower bounds.
(iii) For the much more general case in which the costs have neither upper nor lower bounds, in order to establish the AOE and then prove the existence of an average optimal stationary policy, the equicontinuity condition of h α (x) [8] , [13, p. 96] or the irreducibility condition (e.g. Assumption 10.3.5 of [14, p. 130] ) is required. Also, under the slightly stronger condition that transition laws have transition densities satisfying continuity-compactness, uniform ergodicity, and uniform integrability hypotheses, stronger results (e.g. a Blackwell optimal policy) have been established, in [15] and [16] .
In this paper we study the general case further. We not only give another set of optimality conditions slightly weaker than those in the previous literature, but also provide a new approach to prove the existence of an average optimal stationary policy. More precisely, we require that the function h α (x) is bounded only in the discount factor and remove both the equicontinuity condition of h α (x) used in [8] and [13, p. 96] and the irreducibility condition used in [14, p. 130] . Thus, we can neither ensure the existence of a solution to the AOE nor use the Abelian theorem since in our model the state space may not be denumerable, the irreducibility condition of [14] has been removed, and the costs may have neither upper nor lower bounds. Instead, we first use two average optimality inequalities to replace the AOE used in [8] , [14] , and [13] and ensure that solutions to them exist. Then we prove the existence of an average optimal stationary policy using the two inequalities. Moreover, following the ergodicity conditions in [1] , [5] , [14, p. 122] , [15] , and [16] , we give new sufficient conditions for our assumptions to hold. These conditions are imposed on the controlled system's primitive data.
Finally, we use a generalized inventory system to show that all conditions in this paper are satisfied, whereas some of the conditions in [1] , [2] , [3] , [4] , [7, p. 184] , [5] , [14, p. 128] , [13, p. 46] , [12, p. 7] , [18, p. 18] , [19] , [22] , [20] , [25] , and [24, p. 15] fail to hold, and we also apply our results to a controlled queueing model. It should be mentioned that the conditions of [15] and [16] also apply to the generalized inventory system. It is a very interesting, and so far unsolved, problem to find a real model for which all conditions in this paper are fulfilled, but which does not satisfy the assumptions made in [15] and [16] .
The rest of the paper is organized as follows. In Section 2 we introduce our control model and the optimality problem. After giving optimality conditions and some technical preliminaries in Section 3, we study the existence of an average optimal stationary policy in Section 4. In Section 5 we use two examples to illustrate our results. We conclude in Section 6 with some general remarks. 320 X. P. GUO AND Q. X. ZHU
The optimal control problem
In this section we first introduce the control model,
where S and A are respectively the state and action spaces, which are assumed to be Borel spaces, and A(x) denotes the set of available actions at state x ∈ S. Suppose that the set
is also a Borel space. The function Q(· | x, a) with (x, a) ∈ K, the transition law, is a stochastic kernel on S given K. Finally, c(x, a) with (x, a) ∈ K, the cost function, is assumed to be a real-valued and measurable function on K. (As c(x, a) is allowed to take both positive and negative values, it can also be interpreted as a reward function.)
To introduce the optimal control problem that we are concerned with, we need to introduce the policy classes. For each t ≥ 0, let H t be the family of admissible histories up to time t, that is, H 0 := S and H t := K × H t−1 for each t ≥ 1.
Definition 2.1.
A randomized history-dependent policy is a sequence π := (π t , t ≥ 0) of stochastic kernels π t on A given H t that satisfy
The class of all randomized history-dependent policies is denoted by . A randomized historydependent policy π := (π t , t ≥ 0) ∈ is called stationary if there exists a measurable function f on S, with f (x) ∈ A(x) for all x ∈ S, such that
For simplicity, we denote this stationary policy by f . The class of all stationary policies is denoted by F , which means that F is the set of all measurable functions f on S with f (x) ∈ A(x) for all x ∈ S.
If X is a Borel space, we denote by B(X) its Borel σ -algebra. For each x ∈ S and π ∈ , by the well-known Tulcea theorem (see [7, p. 16] , [14, p. 42] , and [12, p. 4] ), there exist a unique probability measure space ( , F , P π x ) and discrete-time stochastic processes {x t } and {a t }, defined on , such that, for each D ∈ B(S) and t ≥ 1,
, where x t and a t denote the state and action variables at time t ≥ 1, respectively. The expectation operator with respect to P π x is denoted by E π x . In particular, when the policy π := f is in F , the corresponding process, {x t } (with values in S), is a Markov chain with transition law Q(· | x, f (x)). Now we define the long-run average cost criterion,V (·, ·), and the corresponding optimal value function,V * (·). For each x ∈ S and π ∈ ,
The main aim of this paper is to give new conditions for the existence of an average optimal stationary policy. 
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Optimality conditions
In this section we state conditions for the existence of an average optimal stationary policy and give some preliminary lemmas that are needed to prove our main results.
Since the cost function, c(x, a), may be unbounded, to guarantee the finiteness ofV (x, π) we first use the 'expected growth' condition, (3.1), below. 
, and π ∈ ; and
Proof. (a) We prove Lemma 3.1(a) by induction. It is obviously valid for t = 0. For any t ≥ 1, by Assumption 3.1(i) and (2.1) we have
Lemma 3.1(a) follows.
(b) Since 0 < β < 1, (b) follows from (a) and Assumption 3.1(ii).
To state our optimality conditions, we require some results about the discounted cost criterion. To present them we use the following notation. For each fixed discount factor α, 0 < α < 1, each x ∈ S, and each π ∈ , the discounted cost, V α (x, π ), and the corresponding discounted optimal value function, V * α (x), are as follows:
To establish the α-discount optimality equation, we also use the following standard continuitycompactness conditions; see, for instance, [14, p. 44 
(b) The discounted optimal value function, V * α (x), satisfies the discounted cost optimality equation:
for all x ∈ S. Proof. By Lemma 3.1 and Assumption 3.1(ii), we have To prove the existence of an average optimal stationary policy, in addition to Assumptions 3.1 and 3.2, we give a new condition (Assumption 3.3, below). To state this assumption, we introduce the following notation. For the function w ≥ 1 in Assumption 3.1, we define both the weighted supremum norm, u w , of a real-valued function u on S, by 
where
and L > 0 and ρ, 0 < ρ < 1, are constants independent of f .
To verify Assumption 3.3, we now provide some new sufficient conditions, and, for ease of reference, also state some existing conditions. (a) For each f ∈ F , the corresponding Markov processes {x t } are uniformly w-exponentially ergodic; that is, there exists a probability measure, µ f (depending on f ), such that
3) (ii) The function w is nondecreasing and satisfies 
is independent of x ∈ c f ) and constants, δ 1 , b 1 > 0, and 
Proof. (a) As |c(x, a)| ≤ Mw(x) with w(x) ≥ 1, using Assumptions 3.1 and 3.2, it follows from Lemma 3.2(c) and (3.3) that, for each x ∈ S and α, 0 < α < 1,
which yields Assumption 3.3 with v 1 (x) = −ML(1 + w(
(b) From the proof of Equation (14) of [23] , for each x ∈ S, f ∈ F , and r, 1 < r ≤ β −1 , we have 
Existence of average optimal stationary policies
In this section we provide our main results. 
for all x ∈ S, (4.1)
(c) Any stationary policy, f ∈ F , realizing the minimum of (4.2) is average optimal; thus, f * in (4.3) is an average optimal stationary policy.
Proof. (a) Let x 0 be as in Assumption 3.3, and let {α n } be any sequence of increasing discount factors such that α n → 1 as n → ∞. By Lemma 3.2(a), (1 − α n )V * α n (x 0 ) is bounded for n ≥ 1. Therefore, there exist a subsequence, {α k }, of {α n } and a constant, g * , satisfying
2) we have
for all x ∈ S, which yields , a) for all x ∈ S and a ∈ A(x).
(4.5) 
for all x ∈ S and a ∈ A(x), which yields
Equation (4.1) follows from this. Now we prove (4.2). For each x ∈ S, let
Similarly, by (3.2) and h α k ≥ g α k , we have exist. By (4.4) and (4.6), we then have
On the other hand, for each fixed k ≥ 1, by Assumption 3.2, there exists an a k (x) ∈ A(x) (depending on k and x) such that 
Equation (4.2) follows from this. Moreover, (4.2) together with the well-known 'measurable selection theorem' [14, p. 50] implies the existence of an f * ∈ F satisfying (4.3). Thus, the proof of part (a) is complete.
(b) For each π ∈ and x ∈ S, from (4.1) we obtain
for all x t ∈ S, a t ∈ A(x t ), and t ≥ 0, which, together with (2.1), yields
and, thus,
However, by Lemma 3.1(a) we have
Hence, we have lim N→∞ E π x [h * 1 (x N )]/N = 0, which, together with (4.10), yields
Similarly, by (4.3) we have
) for all x t ∈ S and t ≥ 0. (4.13)
Then, as in the proof of (4.11), by (4.13) we have
(4.14)
By (4.12) and (4.14), we have g * =V (x, f * ) = inf π∈ V (x, π), completing the proof of part (b). Remark 4.1. (a) It should be mentioned that there are two key steps in the 'optimality inequality approach' used, for instance, in [14] , [13] , [18] , [25] , and [24] . The first step is to obtain an inequality such as (4.12) by the Abelian theorem relating the average cost,V (x, π), to the discounted cost, V α (x, π ), and the other is to obtain an inequality such as (4.14) from an optimality inequality such as (4.3). To guarantee the applicability of the Abelian theorem, the costs have to be nonnegative. Thus, the Abelian theorem used in the optimality inequality approach in the previous literature is not applicable to our case, because the costs in our model may have neither upper nor lower bounds. Therefore, the approach provided in this paper may be regarded as a modification of the optimality inequality approach taken in previous works cited.
(b) When the state space S is denumerable, under Assumptions 3.1, 3.2, and 3.3 the standard diagonalization argument serves to show the existence of a sequence, {h α k (x)}, such that the
for all x ∈ S, the inequalities (4.1) and (4.2) thus coincide, and the AOE is obtained. Moreover for a denumerable state space, under suitable conditions some stronger results have been obtained; see, for instance, [5] for the existence of a Blackwell optimal policy and [1] for a condition sufficient and necessary for an optimal policy.
(c) To establish the AOE in Borel spaces, in addition to our Assumptions 3.1, 3.2 and 3.3, an additional condition is required; see, for instance, the irreducibility condition (e.g. Assumption 10.3.5 of [14, p. 130] .) On the other hand, under the slightly stronger conditions of [15] and [16] , not only can the AOE be established using Lemmas 5.1, 6.1, and 6.3 of [15] (or by Theorem 10.3.6 of [14, p. 130] ), but the existence of average and Blackwell optimal policies can also be shown.
Examples
In this section we first illustrate our assumptions with a generalized inventory system and then apply our results to a controlled queueing model. Example 5.1. (A generalized inventory system.) Consider a control system of the form
with a state space S := [0, ∞). This model can in fact have several interesting interpretations, such as, as a random-release dam model or a single-server queueing system (of general type GI/GI/1) with controllable service rates. Here, we interpret (5.1) as a generalized inventory system. Thus, x t and η t respectively denote the stock level and amount of 'base product'ordered (and immediately supplied) at the beginning of period t, while ξ t denotes the demand during period t. The control variable, a t , denotes the reciprocal of the amount of base product ordered at the beginning of period t. We denote by c(x, a) an associated cost function for this system.
For the average optimality of system (5.1), we consider the following hypotheses. (ii) {η t } and {ξ t } are independent sequences of independent, identically distributed random variables. We now define the weight function w(x) := e ρx for all x ∈ S, and proceed to verify Assumptions 3.1, 3.2, and 3.3. By Assumptions 5.1(vi) and 5.1(v) and the description of the model, we find that Assumptions 3.1(ii) and 3.2(i) are automatically satisfied. Thus, it only remains to verify Assumptions 3.2(ii), 3.1(i), and 3.3.
Verification of Assumption 3.2(ii).
For each a ∈ A(x), we have z a = aη 0 − ξ 0 ≤ z θ (as 0 < a ≤ θ for all a ∈ A). Thus, by Assumptions 5.1(ii) and 5.1(iii), we can derive the distribution function G(a, y) of z a , as follows:
Hence, from Assumption 5.1(iii) and (5.2) we see that the density function of z a ,
is a bounded, continuous function of a ∈ A(x), and it follows from (5.2) that G(a, y) is also bounded and continuous in a ∈ A(x). Thus, for each measurable bounded function u on S, by (5.1) and (5.3) we see that
is also bounded and continuous in a ∈ A(x). Moreover, by replacing u in (5.4) by the weight function w above, and noting that z a ≤ z θ , we obtain 
Concluding remarks
In the previous sections we have studied the average optimality problem for discrete-time Markov decision processes in Borel spaces. Under suitable assumptions we have shown the existence of an average optimal stationary policy. The approach developed in this paper is different from the optimality inequality approach widely used in the previous literature, and may be regarded as a modification thereof. We believe that our formulation and approach can be used to analyse other important problems, such as that of stochastic games and average sample path optimality for discrete-time Markov processes in Borel spaces.
