Radiographic assessment of joint space narrowing in hand radiographs is important for determining the progression of rheumatoid arthritis in an early stage. Clinical scoring methods are based on manual measurements that are time consuming and subjected to intra-reader and inter-reader variance. The goal is to design an automated method for measuring the joint space width with a higher sensitivity to change 1 than manual methods. The large variability in joint shapes and textures, the possible presence of joint damage, and the interpretation of projection images make it difficult to detect joint margins accurately. We developed a method that uses a modified active shape model to scan for margins within a predetermined region of interest. Possible joint space margin locations are detected using a probability score based on the Mahalanobis distance. To prevent the detection of false edges, we use a dynamic programming approach. The shape model and the Mahalanobis scoring function are trained with a set of 50 hand radiographs, in which the margins have been outlined by an expert.
INTRODUCTION
Rheumatoid arthritis (RA) is a chronic inflammatory disease that causes pain, swelling, stiffness, and loss of function in the joints. The disease usually affects the joints, particularly in the wrist and the fingers. To prevent irreversible joint damage, it is essential to treat RA at an early stage. To assess effectiveness of drug-treatment it is necessary to monitor the progression of the disease. Currently there exist several visual scoring methods 2 to quantify joint damage in radiographs of hands and feet. In general, these methods are time-consuming and depend on subjective measurements. The sensitivity to change [3] [4] [5] of these methods is highly dependent on intraobserver and inter-observer variability. As of this reason, in the past two decades researchers have been looking for automated methods to quantize joint damage in a more objective manner.
An important measurable effect of RA is joint space narrowing. Already in an early stage of RA, the loss of cartilage in the joints can be determined indirectly by measuring the joint space width 6 (JSW): the distance between the joint margins. Figure 1 shows an example of how the JSW decreases with the progression of RA. It is important to notice that the JSW is not an absolute measure, but an relative measure for determining the disease's progression over following time points. Several researchers have experimented with (partially) automated methods 2, [7] [8] [9] to measure the JSW in hand radiographs and have shown that the sensitivity of such methods is higher 10 than manual methods. Though progress is made in this research, there are not yet any methods available for practical use. Reasons for this are limitations in the presented methods and that their validation is difficult, due to the absence of a golden standard. In an attempt to work towards a clinically accepted standard, we work together with other researchers in a special interest group of the international network of Outcome Measures in Rheumatology Clinical Trials 11 (OMERACT). In this group experiences with different methods are exchanged and results are compared in order to reach international consensus on future measurement methods. Our goal is to develop an automated method to measure joint space narrowing in hand radiographs with a high sensitivity to change. In previous research 12 we have presented a segmentation algorithm to detect the bones in hand radiographs. We found that this method was precise enough for detecting regions of interest such as the joints, but not for quantitative JSW measurements. In this work we proceed with the joints and present a robust and precise method for detecting joint margins and measuring the distance between them.
METHOD
For JSW measurements we wish to measure the distance between the surfaces of the bones that make the joint. Since radiographs are two dimensional projection images of three dimensional structures, the definition of the joint margins is rather ambiguous. On the other hand this is less important for relative measurements, providing that the precision and reproducibility of the detection method is sufficient. The reliability of the measurement may also be affected by the positioning of the hand. Other research 10 has shown that JSW measurements are highly reproducible, even when there are small variations in the hand positioning.
We present an iterative search method using modified active shape models 13 which are based on statistical properties of a set of example images (Section 2.1). The method operates within a region of interest which initialization is described in Section 2.2. In the following section, Section 2.3, we show how several shape models are created for the various joint margins. These models are later used to restrict the detected margins to plausible shapes. The joint margins are searched by scanning along lines perpendicular to an estimated margin. For each scan point we determine a score from a series of neighboring pixels using a statistical distance measure (Section 2.4). In Section 2.5 we explain how these scores can be used in combination with dynamic programming to find new margin locations. These newly found margin locations are then translated to a plausible margin shape using the shape model. The scanning process needs five iterations to reach convergence (Section 2.6). Finally, in Section 2.7, we define a measure for the average distance between two margins.
Image data set
For this research we used 100 plain single hand radiographs in posteroanterior view. These are from both left and right hands of 40 different patients diagnosed with RA. For several patients there were multiple image pairs available of different time points. To be able to use the same method for both hands, the left hand images were mirrored.
The radiographs have been digitized on a 12-bit grayscale scanner at a resolution of 600 dots per inch. If possible linear contrast enhancement was applied to make use of the full intensity range. The images were stored in an uncompressed 8-bit grayscale format.
The set of images was split randomly into two independent sets of 50 images of 20 patients; a training set for the extraction of features that we used for setting up the parameters of the used statistical methods, and a test set for obtaining the test results.
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Initialization
For each hand we wish to measure the JSW at 8 locations: at metacarpophalangeal (MCP) joints 2-5 and at proximal interphalangeal (PIP) joints 2-5. As already mentioned in the introduction, the presented method in this paper does not include the detection of the joints. For this we use a method 12 that we have developed in previous research. With this method we are able to detect the phalanges and metacarpal bones in most 12 images that we use for this research. A few detection errors were corrected by manually indicating the initialization points. For a correct working of the JSW measurement algorithm there are eight points needed for initialization. These points are defined by the proximal and distal ends of the proximal phalanges and are on the central axis of the bone ( Figure 2 ). As the definition of the location of these points may be ambiguous, the method allows small deviations up to 1 mm in any direction. 
Margin shape
To prevent the algorithm from finding false edges, we constrain the shapes of the detectable margins to statistical models based on the training set of 50 example radiographs. In these sample images the joint space margins were manually outlined by a trained person. Since it is difficult to define where the joint space begins and ends, the JSW measurement is limited to a region of 6 mm around the joint's center. The central axis of the proximal phalanx, which is defined by the initialization points (Figure 2 ), is used to determine the centers of the margins. Others have used different methods 9, 14 to define this region based on the size and shape of the joint, but we expect better robustness using a fixed region size. Also, the locations of the joint margins are less clear near the sides of the joint space, due to the projection view of the joint.
The shape of each joint margin is characterized using N equidistant points. In the shown examples and for our tests we use 25 points (Figure 3) . Separate shape models 13 are created for the proximal and distal margins of all eight joints (MCP 2-5 and PIP 2-5). To remove translation and rotation variability, all 50 example margin shapes are aligned to a common co-ordinate frame. This is done by first translating all shapes such that their center of gravity is on a common origin. Next the shapes are rotated such that the central axis of the proximal phalanx aligns with the y-axis. The x-and y-coordinates of the landmarks of margin shape i are stored in a 2N element vector x i (N is the number of landmarks).
The mean shapex is calculated for each margin:x = 1 50
Next, data matrix X is created with vectors x i as columns, and an equal size matrixX with vectorsx. We use the singular value decomposition (SVD) 15 of X −X to find an orthogonal matrix Φ of eigenvectors φ i and the corresponding eigenvalues λ i (with λ i ≥ λ i+1 ). We truncate Φ to the first Z eigenvectors, such that the total variance covered in the truncated matrix Φ Z is 99%. In our case 6 eigenvectors were sufficient for the MCP joints and 8 for the PIP joints.
Approximations x of x can now be generated using parameter vector s:
With this parametric description of the margin shapes we can determine the closest possible shape to a set of newly found co-ordinates y. To achieve this, y is projected into the parameter space to obtain s:
To make sure that only plausible shapes are found, we limit the shape parameters of s such that |s i | ≤ 3 √ λ i . Following, a new estimate of the margin shape can be calculated through Equation 3.
Margin detection
To detect plausible margin locations, we use a probability score based on the Mahalanobis distance.
16 To achieve this we use the intensity profiles along lines perpendicular to an estimated joint margin (Figure 4 ). In the first iteration this estimate is the meanx. Each intensity profile is sampled along a line of 6 mm using bilinear interpolation at L points with equal spacing s L . To compensate for differences in image level and contrast settings, we remove any offset and normalize the intensities with the standard deviation of all intensity values sampled for the pertinent joint. The resulting intensity profile is stored in a vector
In our tests we sample the profile at 15 points per millimeter (s L ≈ 0.067mm). Next, we determine the mean profile of the 50 examples that we have in our training set Figure 5 shows all mean profiles of the proximal and the distal margins of the second MCP joint. The Mahalanobis distance for the profile at margin point n is then defined as
where Σ gn is the covariance matrix of the sample profiles in the training set. For a good estimate of the inverse covariance matrix in principle we need a large training set. Therefore we reduce the number of dimensions in a similar manner as we do for the margin description in Section 2.3. Data matrices G n are created with sample profiles g ni as columns, and equal sizes matricesḠ n with vectorsḡ n . Through the SVD of G n −Ḡ n we find N orthogonal matrices of eigenvectors Ψ n with the eigenvalues λ n,i . Next, we truncate Ψ n to the first principal W eigenvectors covering 98% of the variance in the example set. In our case 20 eigenvectors are sufficient for both the MCP joints and the PIP joints.
Suppose we have obtained test profile h n , we can transform this to a point u n in the reduced parameter space by
Since there is no correlation between the elements of u n , we can now determine a probability score by calculating the normalized Euclidean distance in the parameter space: 
Search
The search process for possible margin point candidates goes along the direction of the profile lines. This is done by sampling M profiles that are shifted with step size s M in both directions. In the tests we use a search length of 6 mm with a resolution of 15 pixels per millimeter (s M ≈ 0.067 mm and M = 91).
The extracted profiles are scored with the distance measure of Equations 8 and 9, which results in a M × N cost matrixD. This matrix may indicate multiple possible margin candidates per row. Therefore, to ensure that the correct margin points are found and that they are connected, we use a dynamic programming 17 method. The minimum cost path is found by first calculating the minimum cumulative cost matrix as
where k is an integer that specifies the connectedness. For our experiments we used k = ceil 6 [mm] NsM = 4 which is approximately the ratio between the spacing of the margin points and the size of the search steps. Next, the path is traced back along the minimum cost value gradient. Figure 6 shows the cost matrix and the traced minimum cost path in the minimum cumulative cost matrix. With the minimum cost path we find N new margin points, which we convert using the method of Section 2.3 to a plausible margin shape that corresponds with the shape model.
Convergence
As the search process operates along a series of lines, that are dependent of the initial margin shape, it is unlikely that the correct margin is found in a single iteration. Furthermore, the margin detection works best when the intensity profiles are perpendicular to the actual margin. Therefore several iterations are necessary for convergence. Since it is unlikely that full convergence is reached, a maximum should be set to the number of iterations. From the tests we found that five iterations were sufficient for reaching convergence.
Distance measure
To measure the JSW, we determine the average distance between the margins. Though several proposals have been done by others, 8, 14, 18 there is currently no standard method for measuring the average distance between the joint margins. For our measurements we calculate the average of the point-line distances from all landmark points on the proximal margin to the line segments describing the distal margin and vice versa. Since the points on the margins are equidistant, this average is sufficiently accurate. Figure 7 demonstrates how the point-line distances are determined.
To measure the difference between two detected margins, we use the mean absolute point-line difference. This is done instead of using the point to point distance, to allow small differences along the direction of the actual margin. An example is shown in Figure 8 .
RESULTS
The described method was tested on the 50 images of the test set described in Section 2.1. Figure 9 shows the results for one of the test images. Almost all margins were found within a short distance of their assumed locations. In one of the images the fifth PIP joint was excluded from the results, since it had been completely deformed and did not have a visible joint space. 
Margin detection
For all joints we tested how precise the margins are detected compared to manual outlining. Firstly, we determined the precision of the manual method by letting a trained person indicate the joint margins in 50 images. This exercise was repeated a second time by the same person shortly afterwards. As a measure for the intra-observer variability, we calculated the mean absolute point-line differences of the indicated margins. We found that the difference was within 0.14 mm for 90% of the margins. Secondly, we simulated repeated measurements for the automated method by inducing small changes in the initialization of the detection algorithm (Section 2.2). The initialization was altered by shifting the initialization points by 0.5 mm in an arbitrary direction. Also for this method, we calculated the difference between the margins. For 90% of the margins this was within 0.071 mm. Thirdly, the difference between the manual and the automated detection method was determined. This was within 0.12 mm for 90% of the margins. Figure 10 shows the overall results in a single graph.
The previous results are the averages for all detected joint margins. Little difference was found between the precisions per joint; Figure 11 shows the precision of the automated method for the distal and proximal margin of each joint. Overall the proximal margin is detected slightly more precise than the distal margin.
JSW measurements
The repeatability of the JSW measurements was determined for both the automated and the manual method. The mean differences were close to zero (∼ -0.002 mm). The absolute differences were within 0.065 mm for the automated method and 0.20 mm for manual readings for 90% of the measured joints. Between the two methods the difference was 0.14 mm. Figure 12 shows the overall results. Also for the JSW measurements, there were no considerable differences in precision between the joints, as can be seen in Figure 13. 
CONCLUSIONS
We described and tested a method for detecting joint margins within an initialized region of interest (Section 2.2). This method is robust and accurate in cases where the joint margin is visible. For cases where the joint space has disappeared due to severe joint damage, the algorithm is unable to estimate the margins correctly. Such cases may be detected by measuring the difference between the found margins in the last two iterations of the search algorithm. From this stage on it would be necessary to use a different method to quantify joint damage. In Section 3.1 we describe that the precision of the automated detection method was higher than that of the manual method. Also we found that the differences between both methods were smaller than the precision of manual readings. This suggests that the automated method is more accurate in detecting the assumed margins. Considering this, results may improve when the means and eigenvector matrices of the intensity profiles are recalculated using the newly (and correctly) found margins (Section 2.4). We intend to investigate this in future research. Figures 11 and 13 indicate that the absolute precision for each joint is similar. However, if we consider relative precision, the JSW measurements of the PIP joints are less precise than those of the MCPs. This is because the JSW of a PIP joint is usually about 30% smaller than that of an MCP joint.
The constraints set by the shape models prevent the detection of false edges, but also limit the possibility of detecting unusual margin shapes and small erosions. For this reason several margins were poorly detected. Fortunately, this does not always have to affect the JSW measurement, since this is determined by averaging and therefore small aberrations may be levelled out. This effect is visible in the results, as the precision of the JSW measurements is better than that of the detected margins. This graph shows the repeatability of the JSW measurements as an estimated probability density function of absolute JSW difference between repeated measurements. The upper line shows the repeatability of the automated method, the the lower of the manual method. The line in the middle shows the absolute difference between the measured JSW with the manual and the automated method. 
