This note studies the problem of estimating the set of finite dimensional parameter values defined by a finite number of moment inequality or equality conditions and gives conditions under which the estimator defined by the set of parameter values that satisfy the estimated versions of these conditions is consistent in Hausdorff metric.
Introduction
The appeal of estimation methods based on moment conditions to economists is largely due to their intimate link to economic theory. The optimization problems of economic agents facing uncertainty yield moment conditions which can be exploited to make inferences about the parameters of the agents' utility, cost, or production functions. This note studies the problem of estimating the set of finite dimensional parameter values defined by a finite number of moment inequality or equality conditions and gives conditions under which the estimator defined by the set of parameter values that satisfy the estimated versions of these conditions is consistent in Hausdorff metric. The note also proposes extremum estimators that agree with the plug-in estimator with probability approaching to one as the sample size grows. Finally, the note studies models in which the only available information to the researcher is in the form of non-parametric regression inequalities and shows that both the plug-in estimator and the proposed extremum estimator are consistent in the Hausdorff metric.
If the set of parameter values that satisfy the population moment conditions is not empty, then for large sample sizes the estimator sets based on the sample versions of the moment conditions will not be empty either. When the sample size is small, however, these estimated sets may be empty. To deal with this problem, I also propose alternative estimators which are non-empty even for small sample sizes and with probability approaching to one agree with the set of parameters satisfying the sample versions of the moment conditions. These alternative estimators are sets consisting of the minima of a certain criterion function.
Developing methods for making inferences in the context of partially identified econometric models, that is models in which restrictions imposed on the model do not uniquely determine the parameters of interest, but contain useful information about the values these parameters may take, is an active area of research. Recently, Horowitz and Manski (2000) devised confidence intervals for the identified set of univariate parameters. Imbens Using tools of optimal mass transportation theory Galichon and Henry (2006a) demonstrates how a one sided Kolmogorov-Smirnov test statistic could be used to make inferences about parameters of interest in certain partially identified models. Building on the results of this paper Galichon and Henry (2006b) develops a method of constructing confidence regions in general partially identified models. Their method is based on projecting a large deviation region for multivariate quantile function that generates the data into a large deviation region for the identified set.
When the identified set has multiple disconnected parts with strictly positive distance between the parts, and the identified set is estimated by the collection of minima of a sample criterion function, for finite sample sizes it is possible that the criterion function will attain its minimum in neighborhoods of only a strict subset of these disconnected parts, never picking up neighborhoods of all the parts at once. To deal with this problem Manski and Tamer ( values that minimize the sample version of the criterion function. To show that this estimator is consistent they assume either that Θ + is singleton or that the closure of the interior of Θ + is the same as Θ + . This last condition rules out equality constraints. In contrast, I
show the consistency of almost the same estimator by imposing a rank condition on the derivative matrix of the underlying moment conditions. In addition to allowing me to consider inequality as well as equality constraints, this condition has two other advantages.
First the data may be used to check whether this condition is satisfied. Second, this condition can be extended to models of non-parametric regression inequalities.
The rest of this note is organized as follows. Section 2 describes the problem. Sections 3 through 5 discuss models where the number of moment conditions does not exceed the dimension of the parameter space. Section 3 gives an estimator and shows its consistency for models comprised of inequality constraints only. Section 4 does the same thing for models consisting of equality conditions only. Section 5 studies models where both types of constraints are available. Section 6 studies the model characterized by inequality constraints only for the case where the number of inequality constraints exceeds the dimension of the parameter space. Section 7 discusses the certain models consisting of regression inequalities. Section 8 concludes. The main mathematical tools employed are described in the Appendix. respectively. The object of interest will be Θ 0 := {θ ∈ Θ : g(θ) ≥ 0, ϕ(θ) = 0}. I will assume that we have n observations on X and for each value of θ estimators,ĝ n (θ),φ n (θ) are available for g(θ) and ϕ(θ). For example,ĝ n (θ) could be 1 n n j=1g (X j , θ). The proposed estimator for the set Θ 0 is thenΘ n := {θ ∈ Θ :ĝ n (θ) ≥ 0,φ n (θ) = 0}. We will show that under our assumptions,
and
The following assumptions will be used in various parts of this note:
is compact and convex. In addition, Θ 0 = ∅.
Let η > 0. Since Θ is compact andg is continuous, there exists
. Then 3 Inequality Constraints Only:
I will first consider the case where S = 0, i.e. the case where we only have M inequality constraints.
2
In showing the consistency ofΘ n the following sets will be very useful:
Note that for > 0, Θ ⊆ Θ 0 ⊆ Θ . On the other hand, assumption (2.2) implies that for each there exists N such that for all n ≥ N , Θ ⊆Θ n ⊆ Θ with probability close to 1, so that
with probability approaching to 1. Thus, showing that (3) and (4) both converge to 0 as converges to 0 implies thatΘ n is consistent for Θ 0 in the Hausdorff metric. The following proposition shows that (3) approaches 0 as decreases to 0: 
, and statement (5) 
Remark 3.1 The first part of the proof is essentially the same as the proof of the corresponding direction in the consistency proof(s) of Andrews, Berry and Jia (2004), and Manski and Tamer (2002).
To guarantee consistency ofΘ n we also need to show that (4) converges to 0 as approaches 0. This direction, however, requires an additional assumption. To state the required assumption we need to define: 
Note that the continuous differentiability ofg in θ and the absolute integrability of this derivative combined with the Dominated Convergence Theorem imply that g(θ) is continuously differentiable and its derivative, Dg(θ), equals E[Dg(X, θ)]. In addition, the continuity of the derivative ofg with respect to θ for almost every x combined with the compactness of Θ and Theorem 2 on page 8 of Pollard (1984) imply that
While this result is not used in the proof of the next Proposition, it will be useful in Section (5). ,ρ , is a regular point of g. 7 In addition,
Proposition 3.2 Suppose M ≤ I and that Θ * ⊆ int(Θ). Then under assumptions (2.1), (2.2) and (3.1), we have
sup θ 0 ∈Θ 0 inf θ∈Θ ||θ − θ 0 || → 0 as → 0.
Proof 3.2 Note that if each g m is continuous, so is h(·).
Arguments similar to those given in the proof of proposition (3.1) 
, ). Note that if there is no such θ 0 we have nothing to prove because in that case
Therefore, there is a θ such that g m (θ ) = g m (θ 0 ) + − h(θ 0 ), and Luenberger (1969) for a statement and proof of the theorem, and the Mathematical Tools section of this document for the proof of the corollary.
Since the way was chosen did not depend on θ 0 , we have inf θ∈Θ ||θ −θ 0 || ≤ δ for each θ 0 ∈ Θ 0 . Since δ was chosen arbitrarily these arguments prove the proposition.
Before concluding this section let us note that since Θ 0 = ∅
2) and (3.1) guarantee that for large n,Θ n will be not empty with probability approaching to 1. Nevertheless, for small sample sizes,Θ n could be empty. This problem can be easily fixed, however, by considering the following alternative estimator which equalsΘ n whenever the latter is not empty:
Equality Constraints Only:
This section studies the case where M = 0 and S ≤ I, that is the identified set is defined by equality constraints only. Moreover, the number of equality constraints is less than or equal to the dimension of the parameter space. The set we would like to estimate is Θ 0 = {θ ∈ Θ : ϕ(θ) = 0}, and the proposed estimator isΘ n := {θ ∈ Θ :φ(θ) = 0}. As before, our goal is to show that d 
This means that for each x ∈ A 1 and for each n > N 1 every θ 0 ∈ Θ 0 is a regular point of
by the Corollary of the Generalized Inverse Function Theorem there exist
K < ∞ and r > 0 such that for all θ 0 ∈ Θ 0 and all y ∈ R S with y ∈ B r (φ n (θ 0 )) the equation y =φ n (θ) has a solution and the solution,θ n , satisfies 
Note that P
and that ∀x ∈ A 1 ∩ A 2 and ∀n ≥ max{N 1 , N 2 } both (7) and (8) hold. Next, consider any (8) ) and θ 0 is a regular point ofφ n (x, ·). Thus, there existsθ n (x) witĥ
meaning thatθ n (x) ∈ Θ and is less than distant away from θ 0 . Since θ 0 ∈ Θ 0 , δ > 0 and 9 For a statement of this theorem, please refer to p. 73 of Royden (1988).
> 0 were chosen arbitrarily and since r, K, N 1 and N 2 do not depend on θ 0 these arguments
The arguments given in this proof demonstrate that for all sufficiently large n the probability thatΘ n = ∅ will be close to 1. WhenΘ n = ∅,
where W is a positive definite symmetric matrix. Since we have shown thatΘ n is consistent for Θ 0 in Hausdorff metric, this means thatΘ a n is also consistent for Θ 0 in the same metric. On the other hand, sinceφ n is continuous in θΘ a n will be non-empty. This suggests that Θ a n may be preferable toΘ n for small sample sizes.
Inequality and Equality Constraints Together:
In this section we turn to the case where the set that needs to be estimated is Θ 0 = {θ ∈ Θ : g(θ) ≥ 0, ϕ(θ) = 0}, and the proposed estimator iŝ Θ n := {θ ∈ Θ :ĝ n (θ) ≥ 0,φ n (θ) = 0}. As before, our goal is to show that d
This time we define As in the previous section, to show the other direction for Hausdorff consistency of the estimator we need to strengthen Assumption (2.2) and modify Assumption (3.1). Recall
and f (θ) = E Xf (X, θ). In addition, let Θ * * := {θ ∈ Θ : h(θ) = 0, ϕ(θ) = 0}. 
and ϕ(θ) = 0 for a given θ then that θ must be a regular point of f belonging to Θ.
Note that E and F are compact and Θ 0 = E ∪ F .. Also, using continuity of h, compactness of Θ and the fact that Θ 0 ⊆ int(Θ) we can show that there exists ρ 2 > 0 such that ∀e ∈ E θ − e < ρ 2 
, and (ii) ∀θ 0 ∈ F the equationf n (ω, θ) = y has a solution ∀y ∈ B r (z) where z =f n (ω, θ 0 ).
This means that for each

Moreover, the solution satisfies
θ − θ 0 ≤ K y − z . Next, let ν ∈ 0, min r √ M +1 , ρ K √ M +1 , ρ 2 K , K √ M +1 , * 1 2
. Using Assumption (2.2) and Egoroff 's Theorem once more, we can argue that there exists a positive integer N 2 and a set
such that ∀ω ∈ A 2 , and ∀n ≥ N 2 we have 
Moreover, by expression (10) ,ĥ n (θ n ) > 0 and hence,θ n ∈Θ n for such ω and n. Next,
Since θ 0 ∈ Θ 0 was chosen arbitrarily, and all these arguments hold regardless of which θ 0 ∈ Θ 0 is chosen the results indicate that ∀n > max N 1 , N 2 ,
where W is a positive definite matrix. Since Θ is compact and the objective function is continuous this alternative estimator will be non-empty for each sample size. SinceΘ n will be non-empty with probability approaching to 1 and since the two estimators agree whenever Θ n = ∅Θ a n will be consistent as well.
More Moment Inequalities than Parameters:
Suppose we have M ≥ I and S = 0. In this case we cannot use the Generalized Inverse Function Theorem because the derivative map will not be onto. Nevertheless, we can try to solve this problem by breaking the set of moment inequalities into subsets where the number of elements in each subset is at most I. Suppose this gives us L subsets, with 
We cannot, however, immediately come to this conclusion based on the analysis in section (3); we need to make extra assumptions to guarantee this 
for sufficiently large n. Since the proof of Proposition (3.1) did not make any assumptions about the size of M relative to that of I, that proposition is valid for M ≥ I, and we have
Unfortunately,
This results from the fact that even if Θ could be empty, which would imply that the expression on the right hand side of (12) is infinite. We can deal with this problem in more specialized models. The following assumption describes the additional condition these specialized models require: 
To see that (i) holds, suppose towards contradiction there is
Since h is continuous, this implies that h(θ 0 ) = 0. On the other hand, by Assumption (6.1) there is j 0 such that h is either increasing or decreasing in θ j 0 at θ 0 . Let θ tj = θ 0j for j = j 0 , 
Nonparametric Regression Inequalities:
Consider the model of the form
with E(ε|Z) = 0, Z = (Z (13) yields the integral equation
Since
are observed, π and F , the joint distribution of S, and hence F X|Z , the conditional distribution of X given Z are identified. Our main goal is to be able make inferences about g 0 using the available information.
Let L 2 F denote the set of square integrable (with respect to F ) and measurable functions of S, and let W :
F (W ) exists, it is defined as a linear and continuous mapping with respect to h that is defined by
Since δT F (g; h) is continuous and linear in h by definition, we can write δT
. This transformation is called the Fréchet derivative T F of T F . Note in our case T F does not depend on g. Thus, in our case, T F is trivially continuous in g and the mapping T F is continuously Fréchet differentiable.
Note that in this case X is exogenous because 
where 1 is the M dimensional vector of ones. 
has a solution, and the solution satisfies
, M . The rest of the proof is the same as the last part of the proof of Proposition (3.2).
To prove consistency of the plug-in estimator we also need to show that G ⊆Ĝ ⊆ G with probability approaching to one as the sample size increases. For this purpose suppose for the moment that the conditional distribution of X given Z is absolutely continuous with respect to Lebesgue measure. Then,
These equalities demonstrate that it is possible to find conditions on the joint distrbution of X and Z which will guarantee that G ⊆Ĝ ⊆ G with probability approaching to one as the sample size increases.
Conclusion
This note has proposed conditions under which the most intuitive estimator in parametric partially identified moment equality and inequality models as well as non-parametric regression inequality models is consistent for the identified set. The note has also proposed alter- Iterating on this procedure using the whole parameter set as the initial point was suggested by Romano and Shaikh (2006 a,b) . I expect that using Θ n as the initial point as opposed to the whole parameter set would significantly decrease the computational burden of this method. 
