We present a finite element scheme for nonlinear fourth-order diffusion equations that arise for example in lubrication theory for the time evolution of thin films of viscous fluids. The equations are in general fourth-order degenerate parabolic, but in addition singular terms of second order may occur which model the effects of intermolecular forces or thermocapillarity. Discretizing the arising nonlinearities in a subtle way allows us to establish discrete counterparts of the essential integral estimates found in the continuous setting. As a consequence, the algorithm is efficient, and results on convergence, nonnegativity or even strict positivity of discrete solutions follow in a natural way. Applying this scheme to the numerical simulation of different models shows various interesting qualitative effects, which turn out to be in good agreement with physical experiments.
Introduction
During the last few years, the investigation of thin films of viscous fluids has attracted more and more attention from physicists, engineers and mathematicians. A large variety of different phenomena is observed, ranging from spreading to sudden film rupture due to the effects of, for example, intermolecular forces, thermocapillarity or surfactants. In many applications, a direct knowledge of the film height is of greater interest than information about the velocity or pressure field of the fluid. The lubrication approximation which dates back to Reynolds [25] allows us to approximate the governing Navier-Stokes free boundary problem by an evolution equation for the film height. Generically, the equation is of fourth-order degenerate parabolic type, and it reads as follows:
The generalized pressure p := −∆u + W (u) is given as the sum of a capillarity term and an additional nonlinearity W (u) which models molecular interactions (e.g. van der Waals forces acting between gas and solid) or thermal effects. In many cases of interest, it will be singular at u = 0. Physically, the explicit form of the nonlinear mobility M(u) depends upon the boundary condition at the liquid-solid-interface. A no-slip-condition entails M(u) = u 3 , various slip-conditions (cf. [5] ) yield M(u) = u 3 + βu n , β > 0, n ∈ (0, 3).
Mathematically, the smoothness of M(·) at zero determines the influence of this term on the qualitative behaviour of solutions. Hence, it is reasonable to introduce its growth exponent n given by n := sup{s ∈ R + : lim u→0
M(u)
u s < ∞}. Combined with no-flux-boundary conditions and non-negative initial data, equation (1) is an initial-boundary-value problem which shows from the analytical point of view a rather peculiar behaviour even in the simplified case W ≡ 0:
• in contrast to solutions to non-degenerate fourth-order parabolic equations, initially non-negative solutions to (1) preserve nonnegativity (cf. [8, 3, 10] in one space dimension, [14, 17] in multiple space dimensions), • if n ∈ (0, 3), solutions to (1) exist that exhibit for t > 0 a zero contact angle at the contact line between liquid, solid and gas (cf. [3, 10, 14] ). Moreover, this contact line propagates with finite speed, i.e. we are dealing with a free boundary problem (cf. [6, 7, 11] ). However, if initial data has a non-zero contact angle, the propagation speed may be singular for t = 0.
• no maximum or comparison principles hold.
A model problem of particular interest is related to the potential W (u) = −u −2 + εu
with a positive number m > 3 and ε > 0 a small parameter. Potentials of this kind have been introduced (cf. [24] and the references therein) to model film rupture due to molecular interactions. The first term is strongly destabilizing, whereas the second term has a regularizing effect and guarantees well-posedness of the problem. For such singular nonlinearities W , the solution becomes very sensitive to perturbations of the data, which requires careful and robust approximation procedures. It is the purpose of this paper to extend and to improve the ideas of [19] in order to provide strong convergence results for an algorithm which has been proposed by the first author [18] . As a by-product, results on existence and qualitative behaviour of solutions to (1) in the continuous setting will be derived. Since the analytical tools strongly vary with space dimension, we confine ourselves in the convergence proofs to space dimension d = 1. In a forthcoming paper [16] , the case of space dimensions d > 2 will be treated. The numerical analysis of algorithms for fourth-order degenerate parabolic equations began just two years ago. Barrett, Blowey & Garcke [1] consider equation (1) in the case of vanishing nonlinearity W and prove convergence results in one space dimension and stability results in arbitrary dimensions. Their approach is based on variational inequalities to guarantee nonnegativity of discrete solutions. They apply their technique to the Cahn-Hilliard equation [2] with degenerate mobility, which has some similarity to (1) .
A different approach to the discretisation of (1) for W ≡ 0 has recently been pursued by the authors of the present paper [19] . They formulate a finite volume/finite element scheme which allows for discrete counterparts of the relevant integral estimates known from the continuous setting. In arbitrary space dimensions, results on non-negativity (in some cases even on positivity) and convergence of discrete solutions follow in a natural way, the numerical cost merely consists of solving in each time step a linear system involving a sparse matrix, and the computation time is reduced drastically. Moreover, a time-step control based on an explicit formula for the normal velocity of the free boundary allows to trace its propagation very precisely. In [18] this algorithmic approach is generalized to equation (1) with non-vanishing nonlinearities W , and results on existence of discrete solutions and on their stability can be found there as well.
Let us mention that at the same time, Zhornitskaya & Bertozzi [30] developed a method for proving entropy estimates for numerical schemes that has something in common with the ansatz presented in [19] . They confine themselves to the case n > 2, and suggest a time-continuous, space-discrete finite difference scheme to approximate strictly positive solutions of (1) in the case W ≡ 0. For this scheme, they present a proof of strong convergence for positive discrete solutions, and show equivalence to a finite element approach on uniform, rectangular grids.
Let us briefly describe the outline of the present paper. In §2 we formulate the problem, and remark on the physical meaning of certain growth assumptions of the arising nonlinear terms. In §3, the algorithm is presented and results on compactness in space and time are proven. In §4, we introduce the concept of admissible entropy-mobility pairs, which allows us to establish discrete entropy estimates also in the case W 0. If the non-linearity W is singular, already the energy estimate may serve for a proof of nonnegativity or even positivity. In §5, two complementary approaches to non-negativity -based either on energy or on entropy -will be presented. §6 contains a first convergence result and discusses the qualitative behaviour of solutions in the continuous setting. Based on an uniqueness result for strictly positive solutions given in §7, we strongly improve the convergence results in §8 by showing strong convergence in L 2 (I; H 1,2 (Ω)) for the entire sequences of both discrete solutions U and discrete pressures P . §9 is devoted to questions of implementation and numerical experiments. We present a number of simulations covering such phenomena as film instabilities due to thermocapillarity or gravity, spreading due to repulsive van der Waals forces, and finally, film rupture due to attractive van der Waals forces. To underline the striking accordance of numerical data with experimental results, we finish this contribution by presenting snapshots of physical data which were obtained by Stephan Herminghaus, Karin Jacobs and Ralf Seemann, University of Ulm, who studied the rupture of polystyrene films on silicon wafers.
Formulation of the Problem
We consider the fourth-order degenerate parabolic equation
on a bounded connected interval Ω ∈ R. We assume that the energy W ∈ C 2 (R + ; R) can be decomposed into a sum W = W + + W − with a convex, non-negative function W + ∈ C 2 (R + ) and a concave function W − ∈ C 2 (R + ). [23] suggest 1 = 4 and 2 = 3. On the other hand, gravity effects are modeled by energy functions satisfying (H2). For more information on the physical background, we refer to [24] and the references therein.
We finish this section with the remark that more general non-linearities W can be treated accordingly provided they obey growth conditions in the spirit of (H1) or (H2).
The Algorithm -Basic a priori estimates
First, let us introduce some notation to be used later on. We suppose T h to be a regular and admissible triangulation (cf. Ciarlet's monograph [12] ). Corresponding to T h , we consider the conforming linear finite element space
,··· ,q are the nodal points of T h . Using the nodal projection operator I h : C 0 (Ω) → V h , we define the lumped masses scalar product (Θ, Ψ ) h := Ω I h (ΘΨ ). By (u, v), we denote the usual L 2 -scalar product on Ω. We recall the following well known estimates:
In the same spirit, there exist positive constants c, C such that we have for |.| h := (., .) h :
The diagonal, positive definite lumped masses matrix is given by (M h ) ij = ϕ i , ϕ j h , and L h stands for the standard stiffness matrix (L h ) ij = (∇ϕ i , ∇ϕ j ). Let the time interval [0, T ] be subdivided in intervals I k = [t k , t k+1 ) with t k+1 = t k + τ k for time increments τ k > 0 and k = 0, · · · , N − 1. We will denote the backward difference quotients with respect to time by ∂ − τ . We introduce S 0,−1 (V h ) as the space of functions v : [0, T ] → V h which are constant on each I k , k = 0, · · · , N − 1. By capital letters, we denote discrete functions U ∈ S 0,−1 (V h ). Latin super-or sub-scripts refer to different time-level or nodal points, respectively. Finally, for C 1 -functions W : R → R and U ∈ V h , we will use difference quotients
Let us emphasize that, to avoid clumsy notation, we use ∇ and ∆ also in space dimension d = 1 to denote first or second order derivatives, respectively. Some of our theorems, for instance Lemma 3.2, also hold in multiple space dimensions. It will be pointed out explicitly at the beginning of each theorem whether it only holds in space dimension d = 1.
Then, an implicit, backward Euler discretization scheme for equation (2) reads as follows:
for all Θ, Ψ ∈ V h . Choosing Θ ≡ 1 in (5), we immediately observe that the algorithm conserves mass. We assume the discrete initial data U 0 to be an approximation of the continuous initial data u 0 , given by U 0 :=I h u 0 .
It is worth mentioning that the stabilizing term W + is discretized implicitly, whereas the destabilizing term W − is discretized explicitly. A similar strategy was used by Elliott & Stuart [15] to handle a nonlinear source term during the discretization of a second order parabolic partial differential equation.
Let us introduce some more notation. For discrete solutions U k corresponding to a sequence of time-steps {t k } k=1,··· ,N , we straightforwardly define a related function
represents a linear and continuous interpolation in time in the corresponding function space, which we denote by
) and a continuous pressurẽ P τh ∈ S 1,0 (V h ) can be defined analogously. In particular,
where the discrete Laplacian ∆ h is given in the corresponding matrix notation by −M −1 h · L h . We will call a discrete solution a pair (U τh , P τh ) that solves equations (5) and (6) to the initial condition U 0 = I h u 0 . For the ease of presentation, we will omit the indices whenever a misunderstanding is ruled out by the context. Now, the crucial point is to choose the discrete mobility M in such a way that discrete counterparts of the essential integral estimates known from the continuous setting can be established. Before making our choice of discrete mobilities M(U) explicit in §4, let us assume for the moment that the mapping M : V h → R |T h | is uniformly continuous for h → 0, and that M(U) is elementwise non-negative. Then the following result on existence of discrete solutions was proved in [18] :
Let us now proceed with the integral estimates necessary to obtain results on compactness in space and time. For simplicity, we assume that (0, T ) is for given N ∈ N uniformly discretized by nodal points t k := k N T =: kτ. We begin with the following lemma:
Then the following a priori estimate holds: 
On the other hand, if (H2) holds, the energy function W might be negative, but the boundedness from below of W (·) implies that a positive constant c exists such that
Combining Lemma 3.2 with Poincaré's inequality and a discrete version of Gronwall's lemma (cf., for instance, [15] ), we infer again for fixed 0
, respectively, by a constant C that is independent of h.
Proof We choose Θ = P k+1 in equation (5), we use the convexity or concavity properties of W + or W − , respectively, and summing over k we obtain for the parabolic part with the help of equation (6) 
For the elliptic term we get:
Hence, multiplying by τ, the stated estimate is established.
In one space dimension, this result is the key ingredient needed to obtain the following theorem on uniform discrete Hölder continuity:
Suppose positive integers l, k with l + k < N are given such that kτ > h 4 . Then a positive constant C exists such that we have for arbitrary x, y ∈ Ω:
Proof The proof consists of three steps which are in the spirit of Lemmas 3.2, 4.1 and 4.2 in [19] , where the case W = 0 was considered. First, the energy estimate combined with conservation of mass implies that (5), we obtain by summation over k:
i.e. Hölder continuity of the mean with respect to time. Here, the constant M 1 depends only on U τh
+ Ω I h W (U τh 0 ) and on the mobility M. By interpolation, this result can be combined with Hölder continuity in space to prove pointwise Hölder continuity in time with the exponent 1 8 (for details, cf. [19] ). Hence, the assertion follows by Minkowski's inequality.
For later purposes, let us fix some terminology: Definition 3.4 (Uniform discrete continuity) We call a sequence of functions (v n ) n∈N : Ω T → R uniformly discrete continuous if a sequence (τ n ) n∈N of positive numbers monotoneously converging to zero exists such that: For every ε > 0 a number δ > 0 exists such that we have for points
Remark Obviously, the family of discrete solutions (U τh ) τ,h→0 is uniformly discrete continuous (even uniformly discrete Hölder continuous) and a straightforward modification of Arzela-Ascoli's theorem guarantees uniform convergence of a subsequence to a continuous function.
Entropy Estimate
Technically more involved is the so-called entropy estimate, which is known from the continuous setting. There, it reads in its most simplified form (W ≡ 0) as
This estimate is used for results both on non-negativity and on improved spatial regularity of solutions.
Before proving a discrete counterpart related to the discrete problem (5)- (6), let us first discretize the mobility M(u) in an adequate way. Our construction depends upon its growth exponent n. For the reader's convenience, we will briefly summarize the ideas presented in [19] -here confined to space dimension d = 1. If n > 1, we start for positive σ with the following shifted mobilities m σ (u) := M(max(σ, u)), and we calculate the entropy G σ as
Then, the discrete mobilityM σ is defined elementwise by the formula:
Here, U 1 , U 2 denote the values of U at the vertices of an element E and − stands for the mean value integral. If 0 < n < 1, we first define for positive σ the discrete entropy G σ in the following way:
Accordingly, we obtain the discrete mobility M σ (U) by the formula
By this procedure, we have constructed for σ > 0 a so-called admissible entropy-mobility
By construction, G σ is non-negative and convex. Then, for arbitrary T = Nτ, N ∈ N, the following estimate holds:
and the constant C 1 only depends on 1 , 2 and the quantity U 0 2 1
Remark Note that the second term on the right-hand side of (12) tends to zero as τ, h → 0, provided (H2) holds or the continuous initial data u 0 are strictly positive.
Proof We take the function Θ := I h G (U k+1 ) as test function in the weak formulation (5)- (6) . Using the convexity of G(·), we obtain:
Relation (6) implies:
Integration with respect to time gives (note that
:
It remains to estimate term I 2 . We observe that
Let us distinguish two cases. First, we assume that hypothesis (H1) holds. We may estimate term I 1 2 as follows:
.
Let us now use the estimate
which holds for positive arguments, as will be proven in the subsequent lemma. Note that corollary 5.3 guarantees the existence of a positive lower bound for discrete solutions uniformly in h → 0 provided 1 > 3. Hence, the conditions on 1 , 2 expressed in (H1) ensure that max (min Ω T U)
Using the results on uniform discrete Hölder continuity of U and choosing ε small enough, the case corresponding to (H1) will be settled by collecting the terms accordingly.
If hypothesis (H2) holds, I 1 2 can be estimated by Young's inequality in a standard way:
which gives the assertion.
For the reader's convenience, we give the following estimate for difference quotients:
Lemma 4.2 Assume that hypothesis (H1) holds. A positive constant C = C( 1 , 2 ) exists such that we have for positive numbers u 1 < u 2 :
Proof Let us choose α := u 2 u 1 > 1. Due to homogeneity, we only have to estimate the quantity
Singularities may only occur in α = 1 or α = ∞. For α → ∞, Q(α) obviously converges to zero. On the other hand, we observe that both numerator and denominator have a root of second order in α = 1. Applying L'Hospital's rule twice, we obtain:
This proves the lemma.
Non-negativity by integral estimates -Two complementary approaches
In this section, we present two different approaches to non-negativity or even strict positivity of discrete solutions. If hypothesis (H1) holds, the energy estimate implies strict positivity of discrete solutions provided initial data are strictly positive. If hypothesis (H2) holds, the energy estimate is not necessarily strong enough to guarantee non-negativity. This time, we may combine it with the entropy estimate, use a discrete version of Gronwall's lemma, and depending on the positivity properties of initial data and the mobility growth exponent n := sup{s ∈ R + : lim u→0
u s < ∞}, the following result can be proved: As the proof is merely identical to the corresponding result in the case W ≡ 0, which can be found in [19] , we refer to this work. So let us assume now that hypothesis (H1) holds. We have: So let us define for given W and γ > 0 the quantity
Here, L γ denotes the C 1 -extension to W which is given by the formula
The energy estimate (7) implies
Denoting the value of U γ τh (t, ·) in a nodal point x i by U i (t) and writing w i := Ω ϕ i dx for the mass of the dual basis functions, it follows that
For γ > 0 sufficiently small and -if necessary -by shifting the original energy function W (·) by a positive constant, we may assume W γ (·) to be non-negative. Let us choose a threshold parameter γ 1 in such a way that W γ is monotoneously decreasing on (0, γ) for all γ < γ 1 . This can be accomplished by the choice
if 0 6 s < γ and γ 6 γ 1 .
We have to estimate the cardinality of the set of nodal points for which U γ τh < γ. The regularity of the triangulation combined with estimate (20) implies that
For γ → 0 the term on the left-hand side tends to infinity. Hence, the cardinality of the set {(t, The energy estimate and the property of uniform discrete Hölder continuity can be combined to prove the existence of a positive lower bound which is independent of h and τ. 
Then a number γ > 0 exists such that U τh > γ independently of τ, h.
Proof Let min Ω T U τh = u min be attained in (t, x 0 ). Obviously, x 0 is a nodal point. By uniform Hölder continuity, U τh (t, y) 6 2u min for points y contained in the ball with radius r 0 = (
Here, C h is the Hölder constant. Integrating I h W (U τh ) over the ball B r 0 (x 0 ) yields
Hence, an arbitrarily small value of u min would mean a contradiction to the energy estimate (7).
Basic convergence results
In this section, we prove convergence of discrete solutions to a solution in the continuous setting based on the a priori estimates derived so far. But let us first introduce some notation. By 
If (C1) or (C2) are satisfied then
If (C3) is satisfied, a function p : [u > 0] → R exists such that we have for arbitrary δ > 0 [u>δ] uniformly in Ω T to W + (u)χ [u>δ] and W − (u)χ [u>δ] , respectively.
• P σ τh χ [u>δ] pχ [u>δ] 
Furthermore, (u, q) solves equation (2) in the following weak sense:
for almost all t ∈ (0, T ) and every ψ ∈ H 1,2 (Ω).
If (C1) or (C2) hold, we may identify q with p − W (u). In case of (C3), this identification is still possible on [u > 0]. Finally, u is non-negative, and if (C1) holds, u is strictly positive.
Proof The proof will be based on the corresponding result (theorem 7.1) in [19] . For the sake of brevity, we will only briefly summarize the similar points, and concentrate here on the additional arguments which are due to the nonlinearity W . Let us consider first the parabolic term in (5). By discrete integration by parts with respect to time, we may transfer the time difference quotient onto the test function. Using the uniform discrete Hölder continuity of U σ τh and Arzela-Ascoli's theorem, we obtain (as in [19] ) for a sequence of elements Θ τh ∈ S 0,−1 (V h ) which approximate a given element ϑ ∈ C 1 (I; H 1,2 (Ω)) and satisfy the boundary condition Θ τh (T , ·) = 0:
as τ, h, σ → 0. In a similar way, the uniform convergence of a subsequence of (U σ τh ) (τ,h,σ)→0 implies that the field of discrete mobilities M(U) : (0, T ) × T h → R uniformly converges to the function M(u) (for details, cf. [19] ).
Let us now discuss the limit behaviour of the quantity Q σ τh . Obviously, on a formal level Q σ τh has the same boundedness and convergence properties as the quantity P σ τh in [19] . Hence, step 3 of Theorem 7.1 in [19] applies, and we can pass to the limit in the relation
where
Here, for arbitrary ε > 0, q is given as the limit of Q σ τh with respect to the weak topology of L 2 ((ε, T ); L 2 (Ω)). As q L 2 ((ε,T );L 2 (Ω)) is independent of ε, the function q is in fact an element of L 2 (Ω T ). It can be identified with ∆u, and elliptic regularity theory shows in connection with (24) 
Let us now pass to the limit in the identity
and let us assume that (C1) or (C2) are satisfied. It is the aim of this step to show that we can identify q with is identical to that presented in [19] . Finally, we observe that in case (C1) the uniform lower bound on the functions U σ τh guarantees strict positivity of u. Having chosen the parameter σ sufficiently small, non-negativity in case (C2) follows as a consequence of the entropy estimate.
Remark In case (C3) the entropy estimate can be used to prove strict positivity of the solution u for almost every t ∈ (0, T ).
A uniqueness result
For equations which allow for strictly positive, continuous solutions, the convergence results can be improved decisively. To this purpose, let us first establish a result on uniqueness of the corresponding solution in the continuous setting. It can be obtained by modification of the technique presented in [8] for the case W ≡ 0. It reads as follows: Lemma 7.1 Let Ω be connected and assume that u is a continuous solution of (2), and that the following holds:
Then u is unique.
Proof Let u,ũ be two different solutions to the same initial data u 0 , and let w denote their difference w = u −ũ. We test the corresponding weak formulations by −∆w and obtain for t ∈ (0, T ) after subtraction:
The elliptic term can be written as
Young's inequality, the Lipschitz continuity of M · W and the boundedness of u,ũ from below imply that
Due to the zero mean value of w, we have sup Ω T w 2 6 C sup 0<t<T Ω |∇w| 2 . Hence,
As the term in brackets on the right-hand side becomes arbitrarily small for T → 0, this inequality can only be satisfied if w is constant, i.e. if w ≡ 0. Hence, the result follows. Based on the results already obtained on compactness and weak convergence of discrete solutions, as well as on the regularity of their limit function u, we are now able to prove strong convergence of the generalized pressure gradients in L 2 (Ω T ). As the arguments to be given in this section rely on strict positivity of u, Lemma 7.1 is valid, and the convergence results will not be confined to subsequences. 
Proof Consider test functions
in the weak formulation of the discrete and continuous problem, respectively, where Q h is the local L 2 -projector [13] . For later use, let us recall the basic properties of this projection operator. At first, Q h : H 1,2 (Ω) → V h is a bounded operator with respect to the H 1,2 (Ω) norm with bound independent of the grid size h. Furthermore, the error estimate
holds, and in addition, without specified order of convergence
Here, the Landau symbol o(1) denotes quantities, which tend to zero for h → 0. Now integrating in time and recalling the notation U, P for the discrete solution piecewise constant in time andŨ for the corresponding linear time interpolant, we obtain
Here, we require ∂ t u ∈ L 2 ((0, T ); (H 1,2 (Ω)) ), which can easily be verified adapting the corresponding proof presented in [1] . Subtracting the second equation from the first and recalling the assumption u > 0, we obtain
Now we consider the different terms separately. The general strategy is to show that the terms I 1 , I 2 , I 4 and I 5 are of order o(1) for h → 0. Combined with the strict positivity of u, the result will follow. Let us begin with I 4 . Taking into account the existence of uniform bounds for U ∞ and recalling the positivity of u and the solution properties stated in Theorem 6.1, we get
Hence I 4 converges to zero for τ, h → 0. Furthermore, U converges uniformly to u. Thus for σ, τ, h → 0 we achieve M(U) − M(u) ∞ → 0 (for details of the proof, cf. [19] , Theorem 7.1), and due to the estimate
it turns out that I 5 also tends to zero for σ, τ, h → 0. Now let us discuss the parabolic terms. The energy estimate implies that
(Ω)) we observe that I 2 → 0. Finally, we consider the first term and evaluate
We can adapt the corresponding proof in [1] to prove under the above assumptions
After passing to the limit in equation (6), we obtain for sufficiently smooth u
Let us make this rigorous under the assumptions of the theorem. By interpolation between the spaces L 2 ((0, T ); H 3 (Ω)) and H 1 ((0, T ); (H 1,2 (Ω)) ), we observe that u is contained in C 0 ((0, T ); H 1,2 (Ω)) (cf. e.g. [4] ). To obtain (26), we consider a subdivision of (0, T ] into finitely many intervals, which we denote for simplicity again by I k = [t k , t k+1 ). Suppose p k := − I k p and letp be the piecewise constant function in time withp|
Let us prove that J 1 +J 2 converges to the right-hand side of equation (26) for successively refined splittings of the time interval. To this aim, we rewrite
Applying the ideas used in the proof of the energy estimate Lemma 3.2, we find the following equivalent formulation for J 1 1 :
Now we show that J 2 1 tends to zero for successively refined splittings of I. To achieve this, let us write
Observe that the piecewise constant function v N :
On the other hand, the L 2 (I; H 3 (Ω))-integrability of u and Fréchet-Kolmogorov's theorem imply that for a suitable choice of the subdivision of (0, T ] the function w N defined by
, k = 1, · · · , N, strongly converges to zero in L 2 (I; H 1,2 (Ω)) as N goes to infinity. This proves the asserted convergence behaviour of J 1 . It remains to discuss J 2 . Observe that W is of class C 2 on the set [min Ω T u, max Ω T u]. Hence, using once more the decomposition W = W + + W − , we may argue along the lines of proof of Lemma 2.5 in [17] to obtain lim N→∞ J 2 = Ω W (u(T )) − W (u(0)). Furthermore, T 0 < ∂ t u, p −p >→ 0, and thus we have verified the transformation in equation (26) for the weaker regularity assumption.
Next, we pick up the first term on the right-hand side of (25) . Due to the convexity of (·) 2 , W + (·), respectively the concavity of W − (·), we get
Thus,
Taking into account the lower semicontinuity of the Dirichlet integral, the weak convergence of U τh (T ) in H 1,2 (Ω), and the uniform convergence of U τh (0) in H 1,2 (Ω), we finally verify that I 1 is bounded from below by some o(1) which tends to zero as τ, h → 0. Due to our positivity assumption on u and the uniform convergence of U τh we furthermore estimate I 3 from below by c ∇(P − p) 0,2,Ω T , and finally obtain
which is the desired strong convergence result.
With this result at hand, we are able to prove strong convergence also for the gradients of U τh , which is stated in the following corollary. Proof We consider the continuous and discrete equation for the generalized pressure, and test them with ϑ I k = U k+1 − Q h u and Θ| I k = U k+1 − − I k Q h u, respectively. Subsequently, we integrate in time over (0, T ), and obtain
Here we have used the notational convention U(s) = U 0 for s 6 0. Now applying Theorem 6.1, we estimate the left-hand side of (29) for an arbitrary > 0, which will be fixed later on:
Furthermore, we achieve for the terms on the right-hand side of (29),
Finally, choosing small enough, we obtain
Thus, we have established the strong convergence of
(Ω)).
Implementation and numerical experiments
An interesting feature of fourth-order degenerate parabolic equations is the different timescales observed during the evolution process. For instance, already in the model problem W ≡ 0 the propagation speed of the free boundary at time zero may be singular if initial data are not sufficiently regular. This reflects the property of solutions to form a zero contact angle instantaneously, even when initial data are only Hölder continuous (cf. e.g. [3] or [14] ). On the other hand, in the case of film instabilities due to van der Waals forces, the evolution is usually very slow at the beginning but accelerates over many orders of magnitude when the film is to break (cf. Fig. 4) . Hence, it is reasonable to formulate the algorithm adaptively with respect to time. Let us explain our concept of time-step control at first in the simplified situation of the model problem with W ≡ 0. Already here the question arises of how to trace the free boundary in an efficient way and how to ensure the instantaneous development of a zero contact angle.
In each time-step, we have to solve the nonlinear system of equations B(
h L h Ū , whereŪ is the vector of nodal values corresponding to U ∈ V h , and L h (Ū) is the weighted stiffness matrix given by
In fact, we first consider a related semi-implicit system, given by
For the solution of the fully implicit scheme, we apply an iteration scheme to be specified later on. Now, observing that in the semi-implicit scheme the numerical free boundary in general does not propagate more than a distance h in each time step 2 , it is reasonable to choose the time increment τ smaller than the quotient h speed(t) where speed(t) stands for the maximum velocity of the numerical free boundary at time t. As a consequence of this special choice of time increment, only a very small number of iterations (in experiments, typically < 5) is necessary to obtain the solution of the fully implicit scheme.
Formal considerations -performed in the continuous setting -indicate that the velocity V (ξ(t)) of the free boundary in a point ξ(t) can be related to spatial derivatives of u in ξ(t) according to the following formula:
This formula has been proven for self-similar source-type solutions and W ≡ 0 in [19] . Its analogy to the Rankine-Hugoniot condition was outlined in [21] . In the framework of the algorithm studied in this paper, we formulate a discrete counterpart of formula (30) in the following way. In a time-step t k , we first determine on each E ∈ T h numbers
Then, we define the time increment by the formula
, with γ ∈ (0, 1).
If n > 1, the results on Hölder continuity in space for discrete solutions allow to give a robust, but coarse upper bound [19] :
This implies for the time increment:
Hence, the assumption τ > h 4 in Theorem 6.1 is no longer restrictive. The finite element scheme described above has been implemented and applied to various thin film simulations. In the case W ≡ 0, experiments on the order of convergence, on the effectivity of the time-step control, on qualitative behaviour of solutions depending on the growth coefficient n, as well as information about the efficiency, can be found in [19] (for experiments on a waiting time phenomenon, see [21] ).
Here, we present simulations on (i) spreading due to repulsive van der Waals forces,
(ii) film instabilities due to effects of thermocapillarity, (iii) film instabilities due to gravity (Rayleigh-Taylor effect) (iv) film instabilities due to attractive van der Waals forces, leading to coexistence of droplets with ultrathin films.
Let us first explain the implementation of the algorithm. In each time-step, setŪ 
We apply Newton's method to solve this semi-implicit equation, and obtain a sequence (Ū k+1 i+1 ) of approximate solutions to the fully implicit problem. If Ū k+1 i+1 −Ū k+1 i gets sufficiently small, we selectŪ k+1 =Ū k+1 i+1 and continue with the next time-step. The time increment τ k is chosen according to formula (32), where we take
. So let us first consider the equation
As initial data, we take the half-sphere with radius 2 centered in (5, 0). Replacing W + (u) = −0.03u −4 for u < 10 −6 by its linear C 1 -continuation, we obtain Fig. 1 . Linewise from top left to bottom right, it shows snapshots of the film profile at times 10 i , i = −6, · · · , 0. Let us remark that linearization not only serves for numerical well-posedness, but also to ensure that the solution has the property of finite speed of propagation. As the velocity of the free boundary is nevertheless arbitrarily high near t = 0, time-step control is needed to keep the numerical cost low.
In the following examples, we will be concerned with various mechanisms of film instability. We always take the same initial data, namely the nodal projection of the function u 0 (x) = 1 + 0.005 sin(6(x − 7)
2 ). 
We take c 1 = 1 3 , c 2 = 1, again use a linear C 1 -continuation for values u < 10 −6 , and obtain Figure 2 . Note that this time, discrete non-negativity is ensured by summing up the energy and entropy estimate, and using a discrete version of Gronwall's inequality to give a bound for the discrete entropy G σ (U) (for a similar reasoning in the continuous setting, we refer to [17] ). It turns out that the numerical solution U is bounded from below by y = 10 −4 . Hence, it is in fact a discrete solution to the original problem with W (u) = log(u).
Let us now simulate the evolution of a thin film subjected to gravity and lying on the underside of a horizontal plane. We follow [24] and the references therein, and in dimensionless form, we obtain the following evolution equation for the film height:
with a positive constant c 1 which refers to gravity. We take c 1 = 8, choose Ω = (0, 10) and find with a resolution of 300 gridpoints Figure 3 . During evolution, the film first splits into various droplets of different magnitude. It reorganizes and finally only the larger droplets persist. It is worth mentioning that for t → ∞ the solution does not converge to a steady state given by a linear combination of f 1 (x) = sin( √ 8x) and f 2 (x) = cos( √ 8x) due to the prescribed boundary conditions on ∂Ω. In this example, non-negativity is once more ensured by the aforementioned combination of the energy estimate, the entropy estimate and a discrete version of Gronwall's inequality. A look at the data shows that the numerical solution is bounded from below by y = −1.0 · 10 −11 .
Let us now compare the numerical simulation of film rupture due to van der Waals forces with experimental data by Herminghaus, Jacobs & Seemann (University of Ulm). The starting point is the equation
which has been proposed in [24] as a model for the evolution of thin films subjected both to long-range attractive van der Waals forces and short range polar repulsive forces. The former cause instabilities and are modeled by the u −3 -term, the latter prevent rupture and are modeled by the u −4 -term. Let us emphasize that mathematically, the occurrence of the stabilizing term guarantees well-posedness of the problem. Therefore, it allows to continue numerical simulations beyond the first rupture time. This is in contrast to models involving only a singular attractive term, studied in a number of papers (e.g. [28] or [29] ), starting with the publication Williams & Davis [27] . Physically, the stabilizing term might also be understood as a model of Born repulsion (cf. [22] ).
We choose the nodal projection of u 0 (x) := 1 + 0.005 sin(6(x − 7) 2 ) as initial data, take ε = 0.05, and we compute the solution on Ω = (0, 20) using 300 gridpoints. Since 1 > 4, Corollary 5.3 applies and the strict positivity of discrete solutions follows. In fact, the numerical solution is bounded from below by y = 0.05. During the computation, we observe good convergence behaviour, and we obtain Figure 4 after a computation time of 980 seconds on a 200 MHz workstation.
In a forthcoming paper [9] , the stability of the pattern found in Figure 4 will be investigated analytically. It turns out that the droplets are only metastable, and for t → ∞ coarsening, and finally a transition to a single-droplet-solution can be observed. However, it is worth mentioning that the coarsening process is extremely slow. The number of droplets remains constant up to times of magnitude t = 10 6 , and the single-droplet-state will not be reached before times of magnitude t = 10 7 .
It is very interesting to compare those results to physical data just recently obtained by Herminghaus, Jacobs and Seemann (cf. Figure 5 ). They performed experiments on the stability of polystyrene films of thickness 12 nm on silicon wafers. Figure 5 shows cross sections of the film in a region where a hole is to develop. Comparing numerical and experimental data, two features are particularly striking. First, the similarity in time-scales. Initially, the film height undergoes only little changes on a rather large time-scale. After a first depression has formed, the process all in a sudden accelerates tremendously, holes are formed and they grow on a very small time-scale. Secondly, during hole formation, capillarity ridges develop at the edges of the growing holes. Note that the difference in the dimension between the experimental and the numerical setting (3D versus 2D) does not allow us to draw further conclusions after the first hole has formed. Nevertheless, in a forthcoming paper [20] , we are going to study the higher dimensional case as well. • C), courtesy of Seemann, Jacobs and Herminghaus [26] .
