Abstract. An instance of the asymmetric matrix partition problem consists of a matrix A ∈ R n×m + and a probability distribution p over its columns. The goal is to find a partition scheme that maximizes the resulting partition value. A partition scheme S = {S1, . . . , Sn} consists of a partition Si of [m] for each row i of the matrix. The partition Si can be interpreted as a smoothing operator on row i, which replaces the value of each entry in that row with the expected value in the partition subset that contains it. Given a scheme S that induces a smoothed matrix A , the partition value is the expected maximum column entry of A .
Introduction
An instance of the asymmetric matrix partition problem consists of a matrix A ∈ R n×m + of non-negative values and a probability distribution p over its columns, namely, p ∈ [0, 1] m such that m j=1 p j = 1. The objective is to find a partition scheme S that maximizes the resulting partition value v S . A partition scheme S = {S 1 , . . . , S n } consists of a partition S i of [m] = {1, . . . , m} for each row i of the matrix, namely, S i is a collection of pairwise disjoint subsets
Note that the partitions within a scheme may be different, and hence, it is referred to as an asymmetric scheme. The partition S i can be interpreted as a smoothing operator on row i, which replaces the value of each entry in that row with the expected value in the partition subset that contains it. Formally, the smoothed value for each j ∈ S ik is
p . Given a partition scheme S that induces a smoothed matrix A , the resulting partition value is the expected maximum column entry, that is,
The contribution of a column j to the partition value is p j · max i∈ [n] A ij , and similarly, argmax i∈ [n] A ij is referred to as the entry of column j that contributes to the partition value. For the purpose of illustrating the above setting, let us focus on the simple scenario in which the input instance consists of an n × n matrix such that all the entries in the first column have a value of 1 and all remaining entries have a value of 0. Furthermore, the probability distribution over the columns of this matrix is uniform. One partition scheme that naturally comes to mind is the identity scheme, which results in a smoothed matrix that is identical to the original matrix. This identity scheme sets all the partitions to consist of singletons, namely, each S i = {{1}, . . . , {n}}. One can easily validate that the resulting partition value in this case is 1/n. Another extreme partition scheme is the one in which all partitions consist of one subset, that is, each S i = {[n]}. This scheme gives rise to a smoothed matrix in which all the entries of each row have the same value. In our case, all the entries of the resulting matrix are 1/n, and accordingly, it is easy to validate that the partition value is again 1/n. Finally, one can demonstrate that there is a partition scheme that exhibits a significant improvement over the abovementioned schemes. This scheme consists of the partitions S i = {{1, i}, [n] \ {1, i}}, namely, it joins together the 1-value of each row i = 1 with the 0-value of column i in that row, resulting in a smoothed value of 1/2 for both entries. One can verify that the resulting partition value in this case is roughly 1/2. The above scenario is presented in the figure below. Fig. 1 . Given the input matrix on the left with a uniform distribution over its columns, one can utilize the partition scheme illustrated on the middle, and obtain the smoothed matrix on the right. Note that the boxes in each row of the middle matrix represent entries that are joined together in the same subset; the remaining entries of each row are clustered together in a different subset.
Application I: Personalized Broad Matching in Sponsored Search Advertising. The asymmetric matrix partition problem draws its interest from several applications. One such application relates to sponsored search advertising, namely, advertising on a web search result page, where the ads are driven by the originating query. In the basic model, there are advertisers, each of which has keywords relevant to her ad. Each advertiser also associates some valuation with each of her keywords, indicating the gain she derives when a user clicks on her ad. This valuation underlies a bid that the advertiser reports to the search engine, expressing the maximum amount that she is willing to pay for a click. When a user queries the search engine for some keyword, the engine runs an auction among all the advertisers interested in that keyword. The advertiser that wins this auction is allocated the ad slot, and she is required to pay some amount if the user clicks on her ad. This amount is determined by her bid and the payment rule of the engine. Advertisers can realistically only identify a small set of keywords due to the effort involved, and therefore, search engines recently introduced broad matching. This feature
