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Abstract
Dysfluencies and variations in speech pronunciation can
severely degrade speech recognition performance, and for many
individuals with moderate-to-severe speech disorders, voice op-
erated systems do not work. Current speech recognition sys-
tems are trained primarily with data from fluent speakers and as
a consequence do not generalize well to speech with dysfluen-
cies such as sound or word repetitions, sound prolongations, or
audible blocks. The focus of this work is on quantitative anal-
ysis of a consumer speech recognition system on individuals
who stutter and production-oriented approaches for improving
performance for common voice assistant tasks (i.e., ”what is
the weather?”). At baseline, this system introduces a significant
number of insertion and substitution errors resulting in intended
speech Word Error Rates (isWER) that are 13.64% worse (ab-
solute) for individuals with fluency disorders. We show that
by simply tuning the decoding parameters in an existing hybrid
speech recognition system one can improve isWER by 24%
(relative) for individuals with fluency disorders. Tuning these
parameters translates to 3.6% better domain recognition and
1.7% better intent recognition relative to the default setup for
the 18 study participants across all stuttering severities.
Index Terms: dysfluent speech recognition, stutter detection,
domain recognition, intent recognition, dysfluencies.
1. Introduction
Dysfluencies are common artifacts present in conversational
speech and are especially prevalent in people who stutter. Fre-
quent occurrences of stuttered events can reduce fluency in
speech, which can impact interaction with voice assistants (VA)
such as Alexa, Siri, Google and Cortana [1, 2, 3, 4, 5]. In this
work we focus on speech with the following major dysfluency
types, which are indicative of stuttering: blocks, prolongations,
sound repetitions, and word/phrase repetitions, and investigate:
• How dysfluencies impact speech recognition accuracy.
• Approaches to improve speech recognition performance
that do not require model re-training.
• How improved speech recognition accuracy can improve
the voice assistant experience for users who stutter.
It is challenging to detect dysfluencies in speech due to
variation in dysfluency types, speaker specific attributes, and
contextual dependence. For example, the specific word repe-
tition patterns from one speaker may be very different than in
others, or, a speaker may stutter more during a work meeting
than when having a conversation with a friend. This phenom-
ena is described in the speech pathology literature [6, 7, 8, 9],
where researchers have investigated diagnostic tools, and pro-
posed strategies to mitigate stuttering in speech. In the speech
recognition community, most work has focused on improving
recognition performance on fluent speech while leaving those
with dysfluent speech behind. As a consequence, for many in-
dividuals who stutter it is challenging or impossible to interact
with common voice assistants.
Work on dysfluency modeling in the speech community has
focused primarily on detecting the presence of dysfluencies in
speech or building dysfluency-aware speech recognition mod-
els. We recently released 27 hours worth of dysfluency annota-
tions for the Stuttering Events in Podcasts (SEP-28k) [10] and
FluencyBank [11] datasets. This addressed a major bottleneck
for research in dysfluent speech processing, where a lack of
data has prevented progress towards the development of accu-
rate dysfluency detectors. Kourkounakis et al. [12] used 800
speech clips (53 minutes) with custom annotations to detect
dysfluencies from 25 children who stutter using the UCLASS
dataset [13] and their followup [14] added synthetic data com-
bining dysfluent speech with the LibriSpeech (fluent) dataset.
Riad et al. [15] performed a similar task using 1429 utterances
in the FluencyBank dataset from 22 adults who stutter. Das
et al. [16] describes work on multimodal detection of stuttering
events and shows facial action units, extracted from a camera
centered on the user’s face, can accurately detect when an event
is about to happen. While we do explore how a stutter detector
can be used to analyze speech in our experiments, the focus of
this paper is on speech recognition for voice assistant tasks.
A recent preprint by Mendelev et al. [17] is most similar to
our work. They built an end-to-end speech recognition model
using typical speech and speech with dysfluencies and show a
16% relative improvement in WER on some voice command
tasks for users who stutter compared to a baseline without stut-
tered speech. To contrast, we focus on how to adapt an existing
speech model without end-to-end tuning. Some work has ex-
plored dysfluency-aware language models or lattice rescoring
(e.g., [18, 19, 20]) to explicitly output dysfluencies such as word
or part-word repetitions as part of the prediction and was evalu-
ated on speech from children. Our goal is to output the intended
speech or final voice command task requested by a user.
Standard speech recognition systems are typically trained
on thousands of hours of data, far beyond what can reasonably
be collected from people who stutter. This work investigates
less data-hungry approaches by taking an existing trained hy-
brid ASR model and exploring if there is a set of different de-
coding configurations that may improve speech recognition per-
formance for dysfluent speech. Training or fine-tuning the ASR
model is outside the scope of this work, as that requires more
transcribed speech, and such studies can be explored in the fu-
ture once more data are available. In addition, we characterize
how the severity of stuttering impacts error rates in ASR mod-
els, what the likely error types seen in stuttered speech are, and






















Table 1: Speaker distribution in the VA-dysfluent dataset using
the Andrew and Harris’s (A&H) scale.
A&H scale Grade 1 Grade 2 Grade 3
Speakers 6 7 5
Male 5 4 3
Female 1 3 2
2. Data
The primary data used in this study were obtained from speak-
ers who stutter performing different voice assistant tasks. A
total of 18 adult native US English speakers with varying de-
grees of stuttering participated. The stutter grade distribution of
the participants by the Andrew and Harris scale [21] is shown
in Table 1. Grade 1 is mild stuttering (1-5% words dysfluent),
2 is moderate (6-20% words dysfluent) and 3 is severe stut-
tering (21%-100% words dysfluent). The data set consists of
1.6k utterances in total, with an average duration of 6 seconds
and a total speech content of approximately 3 hours. Partici-
pants were asked to make voice assistant requests ranging from
weather, music, web search, etc. These queries usually con-
tain at least six English words of content, not counting content-
free fillers, such as “uh” and “um”. All participants’ speech
was recorded using a mobile phone held approximately 25-30
cm from the participant’s mouth, and we refer to this dataset as
VA-Dysfluent.
A dataset of fluent users making similar voice assistant
queries was used as a control for comparison. This dataset, re-
ferred to as VA-Fluent, contains approximately 2.7k utterances
all made by US English speakers. A second dysfluent speech
dataset, FluencyBank [11], was also used for comparison and
contains interview recordings from 32 adults who stutter. This
dataset was semi-automatically segmented with an average du-
ration of 6 seconds per recording and a total volume of approx-
imately 4.3 hours.
Each dataset was manually transcribed, where two to three
transcribers were used to generate the final transcription. The
transcription process is curated as follows: (a) initial annotation
performed by the transcribers, (b) review the transcription after
(a) is completed (c) spot check the transcribed data by an in-
dependent reviewer for quality control, and if the transcription
fails to meet more than 90% approval from the quality check,
then reiterate through (a).
There is a discrepancy between what an individual actually
says – dysfluencies and all – and what they intended to say. This
makes annotating this data challenging so we used the follow-
ing protocol to reduce ambiguity. Given the intended voice as-
sistant query as context, annotators were instructed to transcribe
the participants’ intended speech, rather than exact orthographic
representation of what was spoken. For example, if the partic-
ipant said “who-who was the first per-per-person to walk on
the moon”, then the transcription would be “who was the first
person to walk on the moon”, as that is likely what the user in-
tended to say. This work uses the intended speech transcription
as the ground-truth transcription for all tasks.
3. Speech Recognition Setup
The Automatic Speech Recognition (ASR) system used in this
study is a hybrid deep neural network architecture. The ASR
system consists of an acoustic model (AM) that is a deep con-
volutional neural network, a n-gram language model (LM) with
Table 2: ASR intended speech error rates for each voice dataset
Error Rates VA-Fluent VA-Dysfluent
isWER 5.65 19.29
Insertion Rate 1.02 13.51
Deletion Rate 1.34 1.18
Substitution Rate 3.28 4.51
Table 3: Intended Speech Word Error Rate (isWER) by stutter-





Good-Turing smoothing in the first pass, and the same LM in-
terpolated with a Feed-Forward Neural Network LM in the sec-
ond pass [22]. A set of ASR decoders can be tuned for different
purposes such as for performing general dictation tasks or for
recognizing assistant query tasks. These decoders are parame-
terized with terms such as the pruning threshold, beam width,
AM weight, word insertion penalty and etc.
4. Stuttered Speech Recognition Analysis
4.1. Speech Recognition Analysis
We first analyzed intended speech word error rates (isWER) for
each dataset by comparing the ASR output with the intended
ground truth transcription. For VA query data, both the flu-
ent and dysfluent speech data, a decoder tuned for “assistant”
mode was used; while for FluencyBank the “dictation” model
was used as the speech in conversations are more dictation-like.
Details about the hybrid AM-LM architecture used in this study
can be found in [23]. The default ASR “assistant” system gave
isWER of 5.65% for fluent speech data and 19.29% for the stut-
tered speech data. The ASR “dictation” model gave an isWER
of 38.66% for the FluencyBank dataset.
Table 2 summarizes the error rates obtained from queries
in VA-Fluent and VA-Dysfluent. Dysfluent speech has more
than 3 times the isWER compared to fluent speech and has
a very different distribution of error types. There is a signif-
icant increase (>13 times) in insertion rates and a slight in-
crease in substitution rates for dysfluent speech. Insertion er-
rors are the least common type for fluent speech but the most
common for dysfluent speech. This can likely be explained by
characterizing specific dysfluency event types. Common dysflu-
encies including sound and syllable repetitions, sound prolon-
gations, and blocks often lead to inserting partial words and/or
miss-recognized words in an utterance. Furthermore, word and
phrase repetitions as well as filler words like “um” and “uh”
also increase word insertions.
Table 3 shows a breakdown of error rates for VA-Dysfluent
by stuttering severity. As expected, error rates increase substan-
tially as the severity increases. Speakers who stutter severely
(Grade 3) have isWER as high as 47.86%, indicating that the
speech recognition system barely works for this group of peo-
ple. Figure 1 highlights the distribution of error rates broken
down by stutter severity.
We examined dysfluent events in subjects who are in Grade
3. Among the 5 subjects, almost all subjects produced frequent
sound repetitions. This often occurred at the beginning of an
Figure 1: Error Rates by A&H Scale
utterance, and in particular was noted to be repeated on phones
such as /t/, /d/, /n/, /r/, /s/. One subject produced sound repeti-
tions for duration of up to 15 seconds on initial words in com-
mands, hence contributing severely to the insertion error rate.
Repeated sounds /m/, /n/, /l/, and /r/ mid-word were found in
some subjects’ speech. This, as well as audible and inaudible
blocks mid-word, led to many insertion and substitution errors.
There are many mitigation strategies meant to reduce stuttering
that also contributed to errors in ASR transcription. For ex-
ample, one user would phonate ”ah” before most words, while
another user would revise and restart a phrase to avoid or pull-
out from stuttering. These patterns contribute to high insertion
rates.
In [10] we presented a dysfluency detection model that
takes in a sequence of audio and outputs per-frame predictions
for whether a sound repetition, block or other dysfluency is oc-
curring. That model is a Convolutional LSTM-based network
trained on about 25 hours of dysfluency data from the SEP-28k
dataset. While that model was not trained on any data from
VA-Dysfluent it appears to generalize reasonably well based
on qualitative assessment. In this work, we used that detection
model to estimate the stuttering severity level for each clip in at-
tempts to correlate that with each participant’s stuttering grade.
For our approach, we take frame-level predictions for each ut-
terance and aggregate to a range of [0, 100]. Clinical stuttering
scores are often based on the count of stuttering events within a
given phrase, so taking an average over frame-level dysfluency
predictions is a reasonable proxy. We classify scores from 0 to
10 as mild, 10 to 30 as moderate, and above 30 as severe. A
score of 30 means 30% of a clip consisted of stuttering events.
Table 4 shows the average isWER for all clips that are
labeled mild/moderate/severe based on our detection model.
There is a high correlation between isWERs for both our
detection-based model and that of the manually-assigned stutter
grades (correlation=0.996). This means that our model does a
good job detecting when we will get a low-quality ASR tran-
scription. Unexpectedly, the correlation coefficient between
model driven stutter-severity score and the manually assigned
A&H grade is low: 0.32 with a p-value of 8.46 · 10−12. That
means that at a per-utterance level our model does not accu-
rately predict the clinical grade. While this may seem counter
intuitive, it highlights one of the challenges of dysfluency anal-
ysis: regardless of stutter severity rating, the same person may
have many dyfluencies in one utterance but none in another.
4.2. Decoding Parameter Analysis
We investigated the impact of ASR decoding parameters on
speech recognition performance for dysfluent speech as mea-
Table 4: Intended Speech Word Error Rate (isWER) by stut-
tering severity on VA-Dyfluent as computed by the Stuttering
Model Score based on [10].




Table 5: ASR Error Rates (isWER) of stuttered speech using the
default and optimized AM weight and insertion penalty.
Type Config. AM Insertion isWER
Weight Penalty
VA-Fluent Default 1/15 0 5.65
VA-Dysfluent Default 1/15 0 19.29
VA-Dysfluent Tuned 1/15 1 18.82
VA-Dysfluent Tuned 1/15 2 19.05
VA-Dysfluent Tuned 1/30 0 15.0
VA-Dysfluent Tuned 1/30 1 14.58
VA-Dysfluent Tuned 1/30 2 14.94
sured by isWER. Specifically we split each dataset to non-
overlapping development (dev) and test sets. We used ≈ 80%
data as a dev set to tune the ASR system, examining the prun-
ing threshold, beam width, lattice beam, nbest hypotheses, AM
weight, word insertion penalty etc., and used the remaining data
for testing. We also evaluated the model performance with
new user testing, where a separate dev and test task was per-
formed. We cross validated leaving one user from each stut-
ter severity grade out for testing (3 subjects) and used the re-
maining dev set (15 subjects) for learning the decoding param-
eters. In both experiments, two decoding parameters showed
a significant impact on isWER for dysfluent (stuttered) speech:
AM weight and the insertion penalty. Table 5 shows how AM
weight and insertion penalty variation can cause reduction of
isWER for stuttered speech (other parameters are tuned and
kept the same). For stuttered speech, the default AM weight
and insertion penalty was sub-optimal. An AM weight of 1/30
(in the first scoring and second pass re-scoring) and an inser-
tion penalty of 1, gave the best isWER, which is 24.42% rela-
tively lower than the default configuration. Parameters includ-
ing beam size, lattice size and nbest hypothesis also played roles
in the performance for dysfluent speech.
For voice assistant tasks, there are a reasonably small num-
ber of commands that people are more likely to make (e.g.,
“what is the weather”), and therefore it is reasonable to bias
an ASR system towards these standard queries. This is com-
monly done by increasing the weight of the language model (or
decreasing the AM by proxy) so that the likelihood of recogniz-
ing a common command or phrase is high. In an extreme case,
if the LM weight is high, the model will only output phrases
it has seen before. We can use this trade-off to our advantage,
knowing that dysfluencies such as sound repetitions or prolon-
gations tend to cause errors in the AM part of the system. A low
LM weight may retain repetitions whereas a high LM weight is
more likely to remove them. As an example, when we applied
the default ASR decoder to a dysfluent speech sample it recog-
nized: “what is my brothers add add add address”; whereas
when we increased the LM weight it more accurately inferred:
“what is my brothers address.” The multiple sound repetitions
“\EY d” leading to partial word “add” was filtered out.
The word insertion penalty parameter in the decoder also
Figure 2: ASR Performance Improvement by Stutter Severity
between Default and Tuned Models
has a large performance impact by helping to reduce insertion
errors. When modifying both the LM weight and insertion
penalty, the system is able to map speech with dysfluencies to
similar and more commonly seen queries. For example, the de-
fault decoder hypothesized “when did destiny nearest Walmart
near me oh dang,” whereas the tuned-ASR was able to predict
what the user intended to say: “when does the nearest Walmart
near me open.” This decoding configuration led to a remarkable
decrease in insertion error rates. Figure 2 shows detailed results
of isWER between the default and the optimal tuned model as
a function of stutter severity.
In general, shorter commands tend to be more accurate.
When using the tuned model, the average word count when
the ASR was correct was 4.6 words, and when the ASR was
incorrect it was 6.6 words. For the default ASR decoder the
counts are 4.8 and 6.0 respectively. This is intuitive given that
for longer phrases there are more opportunities to stutter on a
word. We also found that isWER for male speakers were lower
than the female speakers and observed significant relative re-
duction in isWER for both male and female speakers using the
tuned decoder compared to the default decoder.
We did the same decoding parameter tuning for Fluency-
Bank and saw a 5.85% improvement in isWER from 38.66%
to 36.40%. This minimal improvement is likely due to a do-
main mismatch where our model is tuned for Voice Assistant
tasks and FluencyBank consists of conversational interviews.
To quantify the mismatch, we calculated the perplexity of the
grader transcriptions on each dataset. Perplexity is 83.98 for
VA-Fluent, 88.4 for VA-Dysfluent, and 210.0 for FluencyBank.
This indicates that the language model in our system is worse
at predicting the phrases in FluencyBank. There is also a mis-
match where FluencyBank was collected using different micro-
phones and in noisier environments than the rest of our data.
4.3. Domain and intent recognition Analysis
Ultimately, for Voice Assistant tasks, our goal is to develop
a system that can correctly understand and respond to users
queries. WER is the standard metric for measuring ASR er-
rors, yet developing a high-performing VA system necessitates
correct understanding of the user’s intent, so that the VA can
respond to the user’s query successfully. In this section we in-
vestigate VA task performance by measuring accuracy on do-
main recognition and intent recognition. In a typical VA work-
flow [24], input speech is processed by an ASR to generate text,
which is fed as input to the domain classifier to recover the do-
main of application (phone call, web search, etc.) and then to
identify the user’s intent. Intent is used to identify the final
Table 6: Domain and intent recognition accuracy of stuttered
speech using default and optimized decoding parameters.
Severity Model Domain Acc. (%) Intent Acc. (%)
Grade 1 Default 95.25 95.06
Grade 1 Tuned 95.82 95.31
Grade 2 Default 89.96 90.83
Grade 2 Tuned 91.15 91.28
Grade 3 Default 76.79 78.01
Grade 3 Tuned 87.40 85.89
response to a user query. If an intent is wrong, then the VA
will likely respond with a wrong answer or gives no response
(“Sorry, I do not understand.”), leading to a poor user experi-
ence.
Table 5 shows the improvement our tuned ASR system has
on VA-Dysfluent using recent domain [24] and intent recogni-
tion [25] models. Overall, there is a 3.6% and 1.7% relative
increase in domain and intent recognition performance, respec-
tively (statistically significant), obtained from the text generated
by the tuned ASR decoder as opposed to the default. On aver-
age the tuned system improves domain classification accuracy
from 88.05% to 91.30%, consequently improving the identifica-
tion of the user’s intent. Our VA model has a “garbage” intent
for commands that it does not understand. The tuned model
reduces garbage intent predictions by 39.02%, meaning it is
much more likely to provide a helpful response to a user in-
stead of an error message. While there continues to be a gap in
intent performance between mild and severe stutters, our tuned
system demonstrates a 10.6% improvement in domain accuracy
and 7.88% in intent accuracy for severe stuttering over the base-
line.
5. Conclusions
In this work we quantified performance of speech recognition
systems on individuals who stutter in efforts to improve voice
assistant systems for everyone. We characterized performance
of an existing ASR system and identified two dominant error
types: insertions and substitutions. We found many errors were
caused by ambiguity in the acoustic model and observed im-
provements by increasing the insertion penalty and reducing the
acoustic model weight – thereby increasing reliance on the lan-
guage model. While seemingly simple, changing these decod-
ing parameters resulted in a 24% relative reduction in isWER.
We also observed improvements in domain and intent recog-
nition on stuttered speech assistant queries as a consequence
of improved speech recognition performance, especially for se-
vere stuttering. While perhaps not as technically innovative as
some other work in this area, simple changes to existing de-
coders have the potential to materially improve voice assistant
interactions for individuals who stutter.
Future studies should work to increase the number of par-
ticipants to further validate these models as there is significant
variation in dysfluency patterns across all people who stutter.
Existing data is trained on US English and it is unclear how
dysfluencies vary across global populations so gathering speech
from other language and dialects will be important. Future tech-
nical studies may work towards model personalization and ex-
plore acoustic- or language model adaption. Furthermore, much
of the speech community is moving to end-to-end speech recog-
nition models, and it will be important to understand the impact
this has on dysfluent speech.
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