
























































































1.1	STM	Formalism	STM	is	based	on	one	of	the	more	counterintuitive	phenomena	that	come	out	of	quantum	theory,	quantum	tunneling.	A	particle,	with	kinetic	energy	E,	has	a	finite	probability	of	existing	in	a	region	with	a	potential	barrier	of	energy	U	>	E.	We	can	model	tunneling	in	STM	with	a	simple	one-dimensional	picture.	We	bring	two	electrodes	(the	tip	and	the	sample)	close	to	each	other,	separated	by	a	vacuum	barrier	of	width	d	(figure	1.1).	The	1D	Schrödinger	equation	for	this	system	is		 − ħ!!! !!!"!! ! + ! ! ! ! = !" ! 	 (1.1)	where	m	is	the	mass	of	the	electron.	Outside	the	barrier	region,	where	U	<	E,	the	solution	for	the	wavefunction	is		 ! ! = ! 0 !±!"#	 (1.2)	with	
	 ! = !! !!!ħ 	 (1.3)	In	the	classically	forbidden	region	(U>E),	the	wavefunction	is	given	by		 ! ! = ! 0 !±!"	 (1.4)	where	κ,	the	decay	constant	is	defined	as	




	 The	tunneling	current	measured	by	the	microscope	is	proportional	to	the	probability	of	finding	an	electron	transmitted	to	the	tip	end	of	the	classically	forbidden	region,	given	by	 ! 0 !!!!!" .	It	is	important	to	note	that	this	current	is	exponentially	dependent	on	the	separation	between	tip	and	sample,	making	STM	an	extremely	sensitive	way	to	measure	sample	topography.	If	we	assume	the	work	functions	of	the	tip	and	sample	ϕ≈5	eV	(typical	for	most	metals),	we	can	then	substitute	the	work	function	for	the	barrier	height	in	the	decay	constant.	For	most	samples,	the	tunneling	current	decays	approximately	by	a	factor	of	10	for	each	angstrom	of	separation	between	the	tip	and	sample.			 In	a	more	precise	picture	of	the	tunneling	current,	we	must	account	for	the	bias	applied	between	tip	and	sample,	Vb.	This	bias	causes	a	shift	in	the	effective	Fermi	level	(EF)	of	the	sample	if	we	ground	the	tip.	The	bias	applied	is	typically	much	less	than	ϕ,	the	work	function,	so	the	current	remains	exponentially	dependent	on	d.	We	must	consider,	though,	that	electrons	can	only	tunnel	from	
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occupied	states	in	the	density	of	states	to	unoccupied	states,	as	illustrated	in	figure	1.2.	Applying	a	voltage	bias	of	Vb	between	sample	(s)	and	tip	(t)	results	in	the	following	current:		
! = 4!"ħ !!" ! ! !! − !!! + ! − ! !! + ! !! !! − !!! + ! !! !! + ! !"!!! 		 (1.6)	where	Mst	is	the	tunneling	matrix	element,	ρs,t	is	the	density	of	states	of	the	sample	and	tip,	and	f(E)	is	the	Fermi-Dirac	distribution		 ! ! = !!!! !!! !!!	 (1.7)	
	
Figure	 1.2:	 Schematic	 of	 tunneling	 from	 tip	 to	 sample.	 Occupied	 states	 are	shaded	 in	 green.	 A	 bias,	 V	 is	 applied	 to	 the	 sample	 relative	 the	 tip,	 lowering	 the	Fermi	 level	 of	 the	 tip	 by	 eV.	 Electrons	 tunnel	 from	 occupied	 states	 in	 the	 tip	 to	empty	states	in	the	sample.	Figure	from	[5].	
	5	
	 The	expression	for	the	current	can	be	simplified	by	making	several	assumptions.	Firstly,	we	assume	that	the	tunneling	matrix	element	does	not	depend	on	energy	in	the	window	(E+eV).	Secondly,	since	the	STM	tip	is	made	from	a	simple	metal,	we	assume	that	ρt	is	constant.	Finally,	we	approximate	the	Fermi-Dirac	distribution	as	a	step	function.	The	simplified	current	is	given	by		 ! = !!"ħ !!" !!! !! ! !"!!!!!!!! 	 (1.8)	The	exponential	dependence	of	the	current	on	d	(the	tip-sample	separation)	is	hidden	within	|Mst|,	the	tunneling	matrix	element.		We	now	have	two	key	results	from	the	STM	tunneling	current:	1. The	current	is	exponentially	dependent	on	the	tip-sample	separation.	2. The	current	is	proportional	to	the	integrated	density	of	states	of	the	sample.		Thus,	the	STM	current	gives	us	both	structural	and	electronic	information	about	the	sample.			
1.2	STM	Topography	It	is	possible	to	measure	the	surface	topography	of	a	sample	by	utilizing	the	










1.3	Scanning	Tunneling	Spectroscopy	It	is	possible	to	measure	the	sample	density	of	states	by	taking	the	derivative	of	the	tunneling	current	with	respect	to	bias	voltage.	Taking	the	derivative	of	equation	1.8	gives	us	the	differential	conductance,	g		 ! ! = !"!" ! ∝ !! !" 	 (1.9)	Experimentally	this	is	accomplished	by	applying	a	small	AC	bias	modulation	on	top	of	the	sample	bias	and	using	a	lock-in	amplifier	to	measure	dI/dV.	By	holding	the	tip	at	a	fixed	height	above	the	sample	and	varying	the	sample	bias,	we	measure	ρs	as	a	function	of	energy.	We	discuss	the	use	of	the	lock-in	amplifier	in	more	detail	in	Section	4.3.		When	a	dI/dV	measurement	is	performed	at	a	single	point	on	the	sample,	it	is	called	a	point	spectrum.	An	even	more	interesting	measurement	is	a	dI/dV	map,	which	utilizes	the	STM’s	rastering	function	to	take	a	dI/dV	spectrum	at	every	pixel	of	a	grid	on	the	surface	of	the	sample.	This	produces	a	three	dimensional	dataset,	with	two	spatial	dimensions	spanning	the	sample	surface	and	the	third	dimension	representing	energy.	Figure	1.5	shows	an	example	of	a	spectroscopy	map	with	the	spatially	resolved	density	of	states	at	a	single	energy.		
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1.4	Quasiparticle	Interference	and	Spin-Conserved	Scattering	Probability	The	local	density	of	states	measured	in	a	spectroscopy	map	can	be	connected	to	the	underlying	bandstructure	of	the	material	when	we	consider	scattering	from	crystal	defects.	Point	defects	in	the	material	can	act	as	elastic	scattering	centers,	giving	rise	to	standing	waves	in	the	local	density	of	states	around	each	defect.	The	wavevectors	present	in	the	quasiparticle	interference	(QPI)	patterns	are	related	to	the	allowed	momentum	transfers	in	the	underlying	electronic	bandstructure	of	the	material.	These	wavevectors	can	be	seen	by	taking	a	Fourier	transform	of	a	spectroscopy	map	at	a	given	energy.	Changes	in	the	Fourier	transform	of	a	spectroscopy	map	as	a	function	of	energy	are	a	result	of	dispersion	in	the	underlying	bandstructure.		We	can	calculate	the	expected	QPI	from	the	bandstructure	of	a	material.	An	elastic	scattering	event	from	a	defect	will	result	in	a	change	of	momentum	q	for	an	incident	quasiparticle.	Quasiparticles	can	only	scatter	from	one	momentum	eigenstate	to	another	at	the	same	energy.	Since	the	bandstructure	tells	us	all	of	the	momentum	eigenstates	for	the	system	as	a	function	of	energy,	we	find	the	set	of	all	allowed	scattering	vectors	by	taking	the	autocorrelation	of	the	bandstructure	at	a	given	energy,	known	as	the	joint	density	of	states	(JDOS).		!"#$ = !! ! !! ! + !! 	
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For	bandstructures	with	a	spin	texture	and	non-magnetic	scattering	centers,	we	need	to	account	for	conservation	of	angular	momentum.	In	this	case,	we	expect	the	QPI	to	be	the	spin-conserved	scattering	probability	(SSP)	
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Figure	3.2:	Differential	 conductance	maps	showing	 two	main	 features	of	QPI	































Figure	3.4:	 (Previous	page)	Demonstration	of	 the	procedure	used	 to	 separate	


































































































Figure	 3.5:	 (Previous	page)	Comparison	 of	 QPI	 from	 differential	 conductance	







Figure	 3.6:	 Energy	 alignment	 of	 the	 tight-binding	 calculations	 and	 two	 low	




























































































































































real	space	differential	conductance	at	-300	mV.	The	scale	bar	 is	10	nm.	(c-k)	show	the	Fourier	transform	of	the	conductance	at	various	energies	(no	further	processing	is	applied).	The	scattering	vector	2kf	 is	 indicated	with	red	arrows	 in	 f-j.	The	circle	that	emerges	and	grows	with	increasing	energy	reflects	the	expected	dispersion	of	the	well	known	gold	(111)	surface	state.	The	surface	state	is	not	destroyed	by	lattice	vibrations	at	room	temperature.	
		 We	next	address	energy	broadening	in	room	temperature	measurements.	We	cannot	undo	the	effects	of	thermal	broadening	in	our	room	temperature	measurements,	but	we	can	estimate	the	effects	of	thermal	broadening	on	our	low	temperature	spectra	and	maps	in	two	separate	ways:	Fermi	function	broadening,	and	lock-in	amplifier	broadening.		Fermi	Function	Broadening	of	Low-Temperature	Spectra:		 In	the	weak	tunneling	regime	of	typical	STM	experiments,	the	current	I	at	position	r	and	voltage	V	is	given	by	
! !,!,! = ! !! !,!,! = 0 ! ! + !" − ! ! !"!!! 		where	C	is	a	constant	including	the	tip	density	of	states	and	tunnel	matrix	element,	!! ! 	is	the	density	of	states	of	the	sample,	and	! ! 	is	the	Fermi-Dirac	distribution	at	a	given	temperature.	This	implies	that	the	differential	conductance	is	given	by:		!"!" !,!,! = ! !! !,!,! = 0 !"!" ! + !" !"!!!
= !"!" (!,!,! = 0) !"!" ! + !" !"!!! 	
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i.e.,	given	the	! = 0	differential	conductance	!"!" (!,!,! = 0),	we	can	calculate	the	differential	conductance	at	non-zero	temperature	!"!" !,!,! 	by	simply	convolving	with	the	derivative	of	the	Fermi-Dirac	distribution	at	that	temperature.	We	perform	this	procedure	at	every	location	in	a	map	obtained	at	low	temperature	to	generate	maps	that	would	correspond	to	a	room	temperature	energy	broadening.	We	then	take	the	Fourier	transform	of	these	broadened	maps	to	simulate	the	effect	of	room	temperature	energy	broadening	on	the	QPI	patterns.	The	results	of	this	procedure	are	shown	in	figure	4.4.	Panels	4.4a-e	show	the	QPI	patterns	before	room	temperature	broadening,	while	panels	4.4	f-j	show	the	broadened	QPI	data.	While	some	of	the	detail	is	missing	from	the	thermally	broadened	data,	the	most	distinctive	feature	of	the	QPI,	the	wings,	are	still	clearly	visible.	
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phase,	and	normalized	at	V	=	300	mV,	I	=	200	pA.	(a-e)	show	the	original	data,	and	(f-j)	 show	the	data	multiplied	by	 the	derivative	of	 the	Fermi-dirac	distribution	 for	300K	 to	 simulate	 room	 temperature	 energy	 broadening.	 While	 fewer	 details	 are	apparent	 in	 the	QPI	with	energy	broadening,	 the	distinctive	wing	 features	are	still	strongly	apparent.	
	Energy	broadening	via	a	lock-in	amplifier:			In	a	practical	STM	experiment,	the	differential	conductance	is	obtained	using	a	lock-in	amplifier.	The	lock-in	supplies	a	sinusoidal	voltage	!!" = ∆!"#$(!")	which	is	added	to	the	dc	bias	!!" 	at	which	the	differential	conductance	is	to	be	obtained.	The	total	time	dependent	voltage	applied	to	the	junction	is	! ! = !!" + ∆!"#$(!")	This	results	in	a	sinusoidal	current	response	in	the	tunnel	junction	given	by		! ! = !!" + ∆!"#$(!")	The	ac	amplitude	of	the	current	response	∆!	is	read	by	the	lock-in	amplifier.	In	linear	response,	the	ratio	∆!/∆!	is	simply	the	differential	conductance	at	voltage	!!" .	As	shown	earlier,	above,		
! !,!,! = 0 = ! !! !,!,! = 0 !"!"! 	In	linear	response,	this	gives	the	usual	relationship	to	the	local	density	of	states:	∆!∆! ≈ !"!" !,!!" ,! = 0 = !!! !,!!" ,! = 0 	In	practice,	an	ac	voltage	∆!	that	is	smaller	than	the	temperature	is	chosen	to	avoid	energy	broadening	of	the	spectrum.	However,	we	can	choose	to	intentionally	
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broaden	our	spectrum	by	applying	a	large	ac	voltage.	In	this	case,	we	cannot	use	linear	response,	and	instead	we	have	to	calculate	the	ac	current	response	directly:	
! !,! ! ,! = 0 = !!" + ∆!"#$ !" =  ! !! !,!,! = 0 !"!" !!
= ! !! !,!,! = 0 !"! !!"!∆!"#$(!")! 	giving	
∆!"#$ !" =  ! !! !,!,! = 0 !"! !!"!∆!"#$(!")!!!" 	To	extract	the	value	of	∆!∆!,	the	lock	in	amplifier	integrates	the	current	over	one	time	period	of	the	sinusoidal	modulation:	
! ! sin !" !" = !! !!" + ∆! sin !"!! sin !" !" = !∆!	Therefore:		∆!∆! =  !!∆! !! !,!,! = 0 !"! !!"!∆! !"# !"! sin !" !"!! 	We	compare	the	effect	of	broadening	the	spectrum	using	a	large	ac	voltage	to	the	case	of	Fermi	distribution	broadening	using	a	simple	case,	a	dirac-delta	density	of	states	centered	at	E=0.	Shown	in	figure	4.5	is	the	comparison	for	a	lock-in	broadening	of	30	mV	RMS	(figure	4.5a)	and	room	temperature	Fermi-Dirac	function	broadening	(figure	4.5b).	The	full	width	at	half	maximum	for	the	two	cases	is	comparable	(~90	mV	for	thermal	broadening,	and	~	73	mV	for	lock-in-amplifier	broadening).	The	horizontal	QPI	features	persist	over	a	large	enough	energy	range	that	this	broadening	still	preserves	the	features.	
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Figure	 4.5:	 Comparison	 of	 lock-in-amplifier	 broadening	 and	 thermal	
broadening.	(a)	represents	broadening	from	a	large	bias	modulation	in	the	lock-in	amplifier,	and	(b)	shows	thermal	broadening	at	300K.	The	curves	 in	red	show	the	derivative	 of	 the	 Fermi-Dirac	 distribution	 at	 4K,	 and	 the	 curves	 in	 blue	 show	 the	differential	 conductance	 measured	 for	 a	 30	 mV	 bias	 modulation	 (a)	 and	 a	temperature	of	300K	(b).	
		 We	apply	this	broadening	method	to	simulate	room	temperature	measurements	in	the	Td-MoTe2	phase.	While	we	typically	use	an	AC	voltage	that	is	













Thermal broadening, 4K vs 300K



















Figure	 4.6:	 QPI	 from	 differential	 conductance	 map	 with	 lock-in	 amplifier	
broadening.	(V	=	180	mV,	I	=	220	pA)	Data	has	been	symmetrized	and	cropped	to	the	 first	 Brillouin	 zone,	 to	 the	 range	 qx	 =	 (-0.5π/a,	 0.5π/a)	 and	 qy	 =	 (-0.5π/b,	0.5π/b).	The	data	are	taken	at	 low	temperature,	 in	the	Td	phase,	with	a	 large	bias	
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Figure	 4.8:	 Drift	 correction	 using	 affine	 transformation	 to	 match	 map	

































Figure	 4.9:	 Step	 by	 step	 symmetrization	 for	 QPI	 from	 a	 differential	
conductance	map.	 (V=-300	mV,	I	=	-350	pA,	T	6K)	(a-f)	are	Fourier	transforms	of	the	 real	 space	 differential	 conductance	 at	 various	 energies.	 These	 Fourier	transforms	are	shown	using	a	 linear	colormap.	Wings	 from	the	QPI	are	visible	but	are	slightly	obscured	by	background	noise.	(g-l)	show	the	same	Fourier	transforms	after	they	have	been	symmetrized.	(m-r)	show	the	same	symmetrized	data,	but	with	a	 non-linear	 colormap	 that	 eliminates	 the	 background	 noise	 and	 makes	 the	 QPI	more	visible	for	illustration	purposes.	
	
4.7	Methods	Samples	were	grown	by	flux-method.	MoTe2	powder	was	well	mixed	with	sodium	chloride	(NaCl,	molar	ratio	is	about	1:7)	and	put	in	an	alumina	tube.	This	alumina	tube	was	then	sealed	in	a	vacuumed	quartz	tube	of	pressure	0.18	Pa.	Then,	the	glass	tube	was	put	in	a	Muffle	furnace	and	heated	at	1100	°C	for	12	hours,	followed	by	cooling	to	900	°C	at	a	rate	of	0.5	°C/h.	The	quartz	tube	was	then	water	quenched	to	room	temperature	to	achieve	the	1T’	phase	MoTe2	crystals.	Electrical	resistivity	measurement	was	carried	out	using	a	standard	4-probe	technique	in	a	Physical	Property	Measurement	System	(Quantum	Design,	9T-PPMS).		Our	DFT	calculations	are	generally	based	on	the	Vienna	ab	initio	simulation	package [72],	and	use	the	core-electron	projector	augmented	wave	basis	sets [73]	with	the	generalized-gradient	method [74].	Spin-orbital	coupling	is	included	self-consistently.	The	cutoff	energy	for	wave-function	expansion	is	300	eV.	Experimental	lattice	parameters	are	used	throughout	our	calculations.	To	reduce	the	computation	
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load	in	certain	cases	(e.g.	in	the	comparison	of	the	low-temperature	and	the	high-temperature	structures	of	MoTe2),	we	construct	tight-binding	models	by	using	the	maximally	localized	Wannier	function	approach	[75]	and	by	keeping	only	the	degrees	of	freedom	corresponding	to	the	Mo	4d	orbitals	and	the	Te	5p	orbitals.			 To	obtain	the	spectral	and	spin	densities	on	the	surface	of	MoTe2	from	DFT	calculations,	we	use	a	slab	model	of	4	surface	unit	cells	(with	2	atomic	layers	per	unit	cell)	in	thickness,	and	with	a	(001)	surface	orientation.	We	use	in-plane	k-point	grids	of	size	14x8	for	the	charge	self-consistent	calculations,	and	of	size	1000x400	for	the	Fermi	surface	calculations.	To	obtain	the	surface	spectral	and	spin	densities	from	tight-binding	models,	we	use	the	algorithm	by	Lopez	Sancho	et	al.	[76]	to	calculate	the	surface	Green	functions	with	400x400	in-plane	k-point	grids.		The	calculated	spectral	density	is	defined	by	ρ! !,! = !"(! !,! ),	and	the	spin	densities	are	defined	by	ρ! !,! = !"(!!! !,! ),	with	! !,!  the	matrix	spectral	function	and	!! 	the	Pauli	matrices	for	spin.	The	matrix	spectral	function	! !,!  can	be	constructed	from	the	Bloch	eigenstates	 !!(!) 	(n	is	the	band	index),	obtained	from	the	DFT	calculations,	for	a	specific	energy	E,	by	taking	its	standard	definition		 ! !,! = − !! !" !!!!! ! !!"! !! ! !!!(!)	 (2)	Here	!! ! 	is	the	energy	of	the	n-th	Bloch	band,	the	eigenstate	!! ! 	is	a	column	vector,	and	!	is	a	small	number	typically	of	value	2	meV.	Alternatively,	! !,! 	can	be	obtained	from	the	retarded	surface	Green	functions	G!(!,!),	as	in	the	case	of	tight-binding	calculations,	with	an	equivalent	definition:	
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Figure	5.4:	 Illustration	of	magnetic	 fluctuations	 in	the	different	 iron	pnictide	
phases	in	real	space	(upper	panels)	and	in	spin	space	(lower	panels).	Above	Ts	spins	 fluctuate	about	 the	Néel	configuration.	Between	Ts	and	Tmag,	 the	 fluctuations	are	coupled.	Below	Tmag	a	true	spin	density	wave	is	established	and	spins	point	in	a	fixed	direction	in	spin	space.	Figure	adapted	from	[92].	
	 There	are	many	experiments	showing	electronic	nematic	behavior	in	the	iron	pnictides.	Many	of	these	studies	attempt	to	answer	the	question	of	whether	the	electronic	correlations	in	the	nematic	phase	are	driven	by	spin	or	orbital	degrees	of	freedom.		Inelastic	neutron	scattering	measurements	[92]	in	the	1111	family	and	the	122	family	show	the	temperature	dependence	of	the	spin-spin	correlation	length.	The	spin-spin	correlation	length	sharply	increases	at	the	nematic	transition	temperature,	and	the	low	energy	magnetic	intensity	simultaneously	increases.	This	















Figure	 5.6:	 Divergent	 nematic	 susceptibility	 of	 Ba(Fe1-xCox)2As2	 close	 to	 the	










Figure	6.1:	Devices	used	for	detwinning	crystals.	(a)	is	a	horseshoe	device	used	by	Tanatar,	et	al	[100].	The	sample	is	compressed	at	a	45°	rotation	from	the	crystal	axes	between	two	silver	wires	soldered	to	the	inside	of	the	horseshoe.	Compressive	strain	can	be	adjusted	by	loosening	or	tightening	the	screw.	(b)	shows	the	cantilever	device	 used	 by	 Chu,	 et	 al	 [1].	 The	 sample	 is	 held	 between	 the	 cantilever	 and	 the	
a b
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substrate,	 and	 uniaxial	 pressure	 is	 adjusted	 by	 a	 screw	 in	 the	 center	 of	 the	cantilever.		
	 While	the	detwinning	devices	allow	for	measurements	of	detwinned	crystals	in	the	orthorhombic	state,	they	do	not	allow	for	variable	strain,	in	situ.	In	2010,	Chu	et	al,	published	a	follow	up	paper	in	which	they	performed	resistivity	measurements	as	a	function	of	strain.	They	mounted	a	sample	on	a	piezoelectric	stack	and	applied	a	voltage	to	the	piezo	to	apply	strain	to	the	sample	(figure	6.2).	They	also	mounted	a	strain	gauge	on	top	of	the	sample	and	on	the	opposite	side	of	the	piezo	to	eliminate	the	effects	of	hysteresis	coming	from	the	ferroelectric	nature	of	the	piezoelectric	materials.		
	
Figure	 6.2:	Variable	 uniaxial	 strain	 device	 for	 transport	 measurements.	 (a)	Top	and	side	view	of	device	used	to	apply	variable	uniaxial	strain	during	resistivity	measurements.	 (b)	 Relative	 change	 in	 resistivity	 of	 of	 BaFe2As2	 as	 a	 function	 of	voltage	applied	to	the	piezo	(top)	and	strain	applied	to	the	piezo	(bottom).	Note	that	
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Figure	 7.4:	 E-STM	measurements	 of	 NaFeAs	 in	 the	 spin	 density	 wave	 phase	
(T=6K).	(a)	shows	a	schematic	of	E-STM	device.	(b)	shows	a	hysteresis	plot	of	the	ratio	of	the	inner	domain	and	outer	domain	areas	as	a	function	of	applied	strain.	(c-g)	STM	images	of	the	same	exact	123	nm	square	region	of	NaFeAs	at	different	strain	
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Appendix:	Data	Files	Used	in	Figures	
Below	is	a	table	summarizing	the	data	files	used	to	generate	the	figures	shown	in	this	paper.	This	is	intended	to	be	a	useful	reference	for	anyone	who	wants	to	work	with	this	data	in	the	future.		File	Name	 Description	 Which	figures	2015_08/MoTe2_22_6.5K/	MoTe2(05)	 Topography	80mV,	100pA	T=6K	 4,	9a	2015_09/MoTe2_15_6.64K/	MoTe2_(07)	 Topography	-200mV,	-150pA		T=6K	 9b	2016_02/MoTe2_2_21_2016	_6.764/MoTe2_(12)	 Spectroscopy	map	-300mV,	-350pA		T=6K	 10a,b,	12c,	13a-f,	14	m-r,	23	2016_03/MoTe2_03_06_2016	/MoTe2_(42)	 Spectroscopy	map	200mV,	150pA		T=6K	 10c,d,	13g-l,	14a-l	MoTe2_highT_Topos.mat	Topo_4nm	 Topography	20mV,	3nA	 16a	MoTe2_highT_Topos.mat	Topo_10nm	 Topography	20mV,	3nA	 16b	2016_04/MoTe2_04_06)2016	6.8K/MoTe2(21)	 Spectroscopy	map	300mV,	200pA	 18	2016_04/MoTe2_04_06_2016	_6.8K/MoTe2_(41)	 Topography	200mV,	30pA	 22	
