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1. Introduction
It is well known that if A and B are (complex) normal n × n matrices, and if A and B are
similar, then in fact A and B are unitarily similar, i.e., there exists a unitary matrix U such that
U∗AU = U−1AU = B.
However, this property generally breaks down, even for selfadjoint matrices, in the context of
indefinite inner products. If H is an invertible hermitian n × n matrix, then an indefinite inner
product [·, ·]H is defined in Cn by
[x, y]H = (Hx, y), (1.1)
where
(x, y) =
n∑
j=1
xjyj , x =

x1
x2
...
xn
 , y =

y1
y2
...
yn
 ∈ Cn
is the standard inner product in Cn. A matrix A ∈ Cn×n is called selfadjoint with respect to
the indefinite scalar product [·, ·]H , or, in short, is H -selfadjoint, if [Ax, y]H = [x,Ay]H for
every x, y ∈ Cn, or equivalently if HA = A∗H . A matrix U ∈ Cn×n is called H -unitary if
[Ux,Uy]H = [x, y]H for every x, y ∈ Cn, or equivalently if U∗HU = H . Two matrices A,B ∈
Cn×n are said to be H -unitarily similar if A = U−1BU for some H -unitary matrix U .
Easy examples show that, unless H is positive definite or negative definite, similar H–self-
adjoint matrices need not be H -unitarily similar. For example:
Example 1.1. Let
H =
[
0 1
1 0
]
, Aα =
[
0 α
0 0
]
,
where α is a nonzero real parameter. Clearly, all matrices Aα are H -selfadjoint and similar to each
other. On the other hand, a simple computation shows that for given α, β ∈ R\{0} there exists an
H -unitary matrix U such that U−1AαU = Aβ if and only if α and β are either both positive or
both negative.
In this paper we study the connections between similarity and unitary similarity for selfadjoint
and unitary matrices in the context of indefinite inner products over the complex numbers and
over the real numbers. In the real case, skewadjoint matrices are considered as well. The present
paper builds on the material of the books [9,11] and the expository articles [17,18].
The well-known canonical forms are found in many sources, in particular in [9] and [17] for
H -selfadjoint matrices, and in [9] for H -unitary matrices (in the complex case). These forms, and
the corresponding forms in the real case, play a key role in the proofs.
It turns out that:
(1) The number of H -unitary similarity classes in any similarity class of H -selfadjoint or H -
unitary matrices A is finite. We find the exact number of these classes, which depends on
the canonical form of the pair (A,H), and identify the situations where similarity implies
H -unitary similarity.
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(2) If A is H -selfadjoint or H -unitary, then there exists ε > 0 such that every H -selfadjoint or
H -unitary (as the case may be) matrix B such that ‖B − A‖ < ε, is actually H -unitarily
similar to A. We provide a formula for one such ε.
The property (2) may be expressed by stating that unitary similarity is stable within the simi-
larity class.
To prove property (2), and in particular to find a formula for ε, a perturbation analysis is needed.
We use the material from [9,7] and develop additional analysis as it becomes necessary.
The properties (1) and (2) generally break down for H -normal matrices (unless H is definite).
Note that an H -normal matrix A is defined by the property that A commutes with the adjoint
of A with respect to the indefinite inner product induced by H . We illustrate this phenomenon
in Example 1.2 below, which is borrowed from [12]. For this reason, we do not treat H -normal
matrices in the present paper.
Example 1.2. Let
Nα =

0 cosα sin α 0
0 0 0 1
0 0 0 0
0 0 0 0
 , H =

0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0
 , 0 < α < π2 .
As shown in [12], the matrices Nα are H -normal, they are all similar to each other, but there does
not exist an H -unitary matrix U such that U−1NαU = Nβ for 0 < α < β < π/2.
As it turns out, the real case is considerably more involved and complicated. This is in part
because some basic results, in particular various descriptions of sign characteristics, while avail-
able in the literature for the complex case, have to be developed here for the real case.
The main definitions are analogous to the complex case. Thus, if H is a real invertible sym-
metric n × n matrix, then an indefinite inner product [·, ·]H is defined in Rn by (1.1), with
x, y ∈ Rn. A matrix A ∈ Rn×n is called H -selfadjoint if HA = ATH . The H -skewadjoint matri-
ces A are defined by the property that [Ax, y]H = −[x,Ay]H for every x, y ∈ Rn; in other words,
HA = −ATH . A matrix U ∈ Rn×n is called H -unitary if UTHU = H .
In the real case, the canonical forms for H -selfadjoints and H -skewadjoints are well known,
and may be found in many sources; we mention here only the expository papers [29,18], and the
books [9,11,19]. We develop here a canonical form for H -unitaries.
The canonical forms involve sign characteristics. For an H -skewadjoint matrix A, the sign
characteristic consists of a sign 1 or −1 attached to every partial multiplicity corresponding
to a pure imaginary eigenvalue ib (or −ib) of A, and of a sign ±1 attached to every odd partial
multiplicity corresponding to the zero eigenvalue ofA. The concept of sign characteristic was used
extensively in studies of complex (or real) selfadjoint matrices with respect to a sesquilinear (or
bilinear) indefinite inner product, and their numerous applications, see, for example, the books
[9,11]. In particular, various descriptions of the sign characteristic, as well as its perturbation
analysis were given in [6–8,10] (in the context of complex matrices).
In the present paper, we develop an alternative description of the sign characteristic of real
H -skewadjoint matrices, and give a perturbation analysis of the sign characteristic, under per-
turbations that preserve the Jordan structure (associated with the eigenvalue of interest) of the
matrix. It turns out that the sign characteristic remains constant under such perturbations. Besides
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independently interesting, the perturbation analysis provides the necessary background for the
proofs of main results.
In the case of a real H -unitary matrix U , the sign characteristic consists of a sign 1 or −1
attached to every partial multiplicity corresponding to a nonreal eigenvalue z (or z¯) of modulus one
of U , and of a sign ±1 attached to every odd partial multiplicity corresponding to the eigenvalues
{1,−1} of U . Again, we develop an alternative description of the sign characteristic of H -unitary
matrices, and give a perturbation analysis of the sign characteristic, under perturbations that
preserve the Jordan structure of the matrix. Here also, the sign characteristic turns out to be
invariant under such perturbations.
The paper is organized as follows. In Section 2 we present the needed background material on
estimates of singular values and matrix perturbation theory. Much of this material is known or
easily proved.
Selfadjoint and unitary matrices with respect to complex indefinite inner products are treated
in Section 3. Here, we review the canonical forms and sign characteristic for H -selfadjoint and
H -unitary matrices in Section 3.1. In Section 3.2 we develop a stability result for sign charac-
teristic of H -selfadjoint matrices (Theorem 6.7), under structure preserving perturbations. The
theorem is based on a result obtained in [7]; here we provide also a formula for the size of
perturbations that guarantees stability. Analogous stability result for H -unitaries (Theorem 3.7)
is stated in Section 3.3. Sections 3.4 and 3.6 contain the main results of this paper concerning
similarity vs unitary similarity in the context of complex indefinite inner products: Theorems
3.8 and 3.12. There, the exact number of H -unitary similarity classes in the similarity class
of a given H -selfadjoint or H -unitary matrix A is identified. It is also proved that nearby H -
selfadjoint or H -unitary matrices that are similar to A, are in fact H -unitarily similar to A,
and a formula is provided for the size of the neighborhood of A that assures this property. The
formula allows us to show that certain classes of H -selfadjoint matrices or H -unitary matri-
ces admit a uniform size of such neighborhoods. One result of this nature is proved in Section
3.5.
In Section 4 we briefly discuss selfadjoint, skewadjoint, and unitary matrices with respect to
symmetric or skewsymmetric inner products on Cn. It turns out that here similarity of selfadjoint,
unitary, or skewadjoint matrices is equivalent to their unitary similarity.
Sections 5–7 are devoted to the real selfadjoint, skewadjoint, and unitary matrices, respectively,
with respect to a real indefinite inner product. In a short Section 5 we state the main results
concerning similarity and unitary similarity of real H -selfadjoint matrices. The results here are
essentially the same as in the complex case. In Section 6 we proceed with detailed analysis of
real H -skewadjoint matrices, starting with the well-known canonical form in Section 6.1. The
main results here are Theorems 6.3 and 6.5 on alternative descriptions of sign characteristic,
Theorems 6.7 and 6.10 on perturbation analysis of sign characteristic, including explicit bounds,
and Theorem 6.13 on similarity and unitary similarity for real H -skewadjoint matrices. A parallel
development for real H -unitary matrices is given in Section 7. A canonical form for real H -unitary
matrices in full generality is developed with a complete proof in Section 7.1.
We conclude the introduction with a description of the notation that will be used throughout the
paper. We use := (resp., =:) to indicate that the left (resp., the right) hand side is defined by the
equality. The sets of complex numbers and the real numbers are denoted C and R, respectively, and
the corresponding vector spaces of m × n matrices are denoted Cm×n and Rm×n. For a complex
number z = z + iz, we write z and z for its real and imaginary parts, respectively, and z
stands for the complex conjugate of a complex number z. The transpose, (entrywise) complex
conjugate, and conjugate transpose of a matrix A are denoted by AT, A, and A∗, respectively. For
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F = R or F = C, the kernel {x ∈ Fn : Ax = 0} and the image (range) {Ax ∈ Fm : x ∈ Fn} of an
n × n matrix A ∈ Fn×n is denoted by KerA and by ImA, respectively. (It will be clear from the
context whether the real or the complex case applies.) The block diagonal matrix with the blocks
X1, . . . , Xr on the main diagonal is denoted diag(X1, . . . Xr) or X1 ⊕ X2 ⊕ · · · ⊕ Xr . Special
matrices are: The sip (standard involutory permutation) matrix of size n:
Sn :=

0 0 · · · 0 1
0 0 q 1 0
... q q q
...
0 1 q 0 0
1 0 · · · 0 0
 ;
the upper triangular m × m Jordan block Jm(λ) with eigenvalue λ ∈ C; the p × p identity matrix
which is written Ip or I ; and for real numbers, λ and µ /= 0 the real Jordan block of even size,
say 2m × 2m, is defined by
J2m(λ ± iµ) =

λ µ 1 0 · · · 0 0
−µ λ 0 1 · · · 0 0
0 0 λ µ · · · 0 0
0 0 −µ λ · · · ... ...
...
...
...
...
.
.
. 1 0
...
...
...
...
.
.
. 0 1
0 0 0 0 · · · λ µ
0 0 0 0 · · · −µ λ

∈ R2m×2m.
The number of positive (resp., negative) eigenvalues (counted with multiplicities) of a Hermitian
matrix H is denoted i+(H) (resp., i−(H)), and the signature of H is
sigH = i+(H) − i−(H).
We denote by σ1(X)  σ2(X)  · · ·  σn(X) the singular values of an n × n matrix X. Thus,
σrank X(X) is the minimal nonzero singular value of a nonzero matrix X. Although many results
will be independent of the choice of matrix and vector norms (up to a suitable change of con-
stants), it will be convenient to use the following norms throughout. The euclidean vector norm:
‖x‖ = √(x, x) for x ∈ Fn, F = R or F = C, and the operator matrix norm (which is the largest
singular value) ‖A‖ for an m × n real matrix A.
The spectrum, i.e., the set of eigenvalues, including nonreal eigenvalues (if any) of real matrices,
of a matrix A will be denoted σ(A), and r(A) stands for the spectral radius of a matrix A ∈ Cn×n.
2. Basic perturbation theory
We review here some basic matrix perturbation theory needed for the proof of main results of
the paper. The results are mostly known, perhaps in a different form, or can be easily obtained
from known results. For completeness, many proofs are provided. We treat both complex and real
cases simultaneously whenever possible, and use F to denote either R or C.
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2.1. Subspaces, kernels, ranges, inertia
We let PM stand for the orthogonal (with respect to the standard euclidean inner product)
projection on the subspaceM ⊆ Fn. We also use the notation θ(M,N) :=‖PM − PN‖ to denote
the gap between the subspacesM andN.
Theorem 2.1. LetL1 ⊆L2 be two subspaces of Fn, and let x1, . . . , xk be a basis in some direct
complement toL1 inL2. Let there be given a positive number ε  1/2. Define
δ = min
{
ε
12 · max{‖x1‖, . . . , ‖xk‖} ,
ε
12
}
.
Then, if L̂1 ⊆ L̂2 are two subspaces of Fn with
θ(L̂1,L1) < δ, θ(L̂2,L2) < δ,
then for some basis {x′j }kj=1 in a direct complement to L̂1 in L̂2 the inequalities
‖x1 − x′1‖ < ε, . . . , ‖xk − x′k‖ < ε
hold true.
Proof. By [9, Lemma III.5.2], there is an invertible matrix S ∈ Fn×n such that S(Lj ) = L̂j , for
j = 1, 2, and ‖I − S‖ < ε. Now let x′j = Sxj , j = 1, 2, . . . , k. (Although formulated in [9] for
the complex case only, Lemma III.5.2 and its proof apply in the real case as well). 
Next, we consider kernels and ranges of nearby matrices.
Theorem 2.2. Let X ∈ Fm×n,X /= 0. Let
ε = σrank X(X)
2
, K = 2(σrank X(X))−2σ1(X) + 2(σrank X(X))−1.
Then for every Y ∈ Fm×n satisfying ‖X − Y‖ < ε and rank X = rank Y we have the inequalities
θ(Ker X,Ker Y )  K‖X − Y‖, θ(Im X, Im Y )  K‖X − Y‖. (2.1)
Proof. The first inequality in (2.1) follows from the proof of Lemma III.5.4 of [9] upon exam-
ination of the constants ε and K . The second inequality in (2.1) follows by applying the first
inequality to X∗ and Y ∗ (rather than to X and Y ). 
Note that in Proposition 2.2 one can choose any positive value of ε smaller than σrank X(X).
However, if ε is close to σrank X(X), one may need to replace K by a larger constant.
Proposition 2.3. If X, Y ∈ Cn×n, then for q = 1, 2, . . . , the inequality
‖Xq − Yq‖  q(‖X‖ + ‖X − Y‖)q−1‖X − Y‖ (2.2)
holds.
The proof is standard, using the expression
Xq − Yq = Xq−1(X − Y ) + Xq−2(X − Y )Y + · · · + X(X − Y )Y q−2 + (X − Y )Y q−1.
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For the number of positive (or negative) eigenvalues of nearby Hermitian (symmetric in the
real case) matrices we have the following result.
Theorem 2.4. Let X ∈ Fn×n be a nonzero Hermitian matrix. Then:
(a) i+(Y )  i+(X), i−(Y )  i−(X)
for every Hermitian Y ∈ Fn×n satisfying ‖Y − X‖ < σrank X(X), and
(b) i+(Y ) = i+(X), i−(Y ) = i−(X)
for every Hermitian Y ∈ Fn×n satisfying ‖Y − X‖ < σrank X(X) and such that rank Y = rank X.
Proof. The part (b) follows from (a), because i±(Y )  i±(X) and rank Y = rank X force i±(Y ) =
i±(X). To prove (a), without loss of generality we may assume that
X =
[
X0 0
0 0
]
, (2.3)
where X0 is invertible. If a Hermitian matrix Y is such that ‖Y − X‖ < ε, partition Y conformably
with (2.3):
Y =
[
Y0 Y1
Y ∗1 Y2
]
,
and observe that ‖Y0 − X0‖ < ε. Hence, by Weyl’s perturbation theorem (see, for example, [2,
Chapter 6]) the inequalities i±(Y0)  i±(X0) hold true. By the interlacing properties of eigen-
values of hermitian matrices, we now have
i±(Y )  i±(Y0)  i±(X0) = i±(X),
as required. 
2.2. Singular values of Jordan matrices
Some well-known inequalities for singular values of matrices will be needed.
Proposition 2.5. If X ∈ Fn×n, then
σ1(X
j )  (σ1(X))j , σn(Xj )  (σn(X))j .
Indeed, the first inequality is obvious, while the second inequality is trivial if X is not invertible,
and for invertible X it follows from the first inequality by using σn(X) = (σ1(X−1))−1.
Next, we present estimates on singular values of Jordan blocks obtained in [15].
Theorem 2.6. Let Jm(λ) be the m × m Jordan block with a (complex) eigenvalue λ. Then
σm(Jm(λ)) 
{ |λ|
m
if |λ|  m/(m + 1)(
m+1
m
)m |λ|m
m+1 if 0  |λ|  m/(m + 1)
(2.4)
and
σ1(Jm(λ))  |λ| + 1. (2.5)
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The inequality (2.4) was proved in [15]; (2.5) is evident because
‖Jm(λ)‖  ‖λI‖ + ‖Jm(0)‖ = |λ| + 1.
Using Proposition 2.5, we immediately obtain the following corollary from Theorem 2.6.
Corollary 2.7. Let Jm(λ) be the m × m Jordan block with the eigenvalue λ. Let σm(m, λ, α) and
σ1(m, λ, α) be the smallest and the largest singular values of Jm(λ)α, α = 1, 2, . . . , respectively.
Then we have
σm(m, λ, α) 

( |λ|
m
)α
if |λ|  m/(m + 1)((
m+1
m
)m |λ|m
m+1
)α
if 0  |λ|  m/(m + 1)
(2.6)
and
σ1(m, λ, α)  (|λ| + 1)α. (2.7)
For convenience of reference, we introduce the functions
s0(m, λ) :=

|λ|
m
if |λ|  m/(m + 1),(
m+1
m
)m |λ|m
m+1 if 0  |λ|  m/(m + 1)
for λ ∈ C and a positive integer m, and
s(m, λ) := min{s0(1, λ), s0(2, λ), . . . , s0(m, λ)}. (2.8)
Using Theorem 2.6, the following more general result, adapted for real Jordan blocks, is obtained
easily:
Theorem 2.8. Let
A = A1 ⊕ A2 ⊕ · · · ⊕ Aq ∈ Rn×n, (2.9)
where each block Aj is one of the following four forms:
1. Jmj (λj ), λj ∈ R;
2. −Jmj (λj )T, λj ∈ R;
3. J2mj (a ± ib), a ∈ R, b > 0;
4. −J2mj (a ± ib)T, a ∈ R, b > 0.
Then
σn(A)  min
{
s0(m1, α1), . . . , s0(mq, αq)
}
,
where m1, . . . , mq are taken from 1–4, and where αj is the absolute value of the eigenvalues of
Aj , j = 1, 2, . . . , q; thus αj = |λj | if the block Aj has the form 1 or 2, and αj = |a + ib| if Aj
has the form 3 or 4.
In connection with Theorem 2.8 note that the singular values of J2m(λ ± iλ) coincide with
the singular values of Jm(λ) repeated twice; here λ ∈ C. To verify this, write
Jm(λ) = UDV, (2.10)
where U and V are unitary and D is nonnegative diagonal. Then apply the map φ : C −→ R2×2
defined by
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φ(z) =
[ z z
−z z
]
, z ∈ C,
to both sides of (2.10) entrywise.
We need also lower bounds on the minimal nonzero singular values of powers of A, and upper
bounds on the maximal singular values of powers of A, for matrices A of the form (2.9).
Theorem 2.9. Let A be as in Theorem 2.6, and let αj be the absolute value of the eigenvalues
of Aj , j = 1, 2, . . . , q. Assume that the blocks A1, . . . , Aq0 are nilpotent, whereas the blocks
Aq0+1, . . . , Aq are invertible. Then for β = 1, 2, . . . we have
σrank Aβ (A
β)  min{1, s0(mq0+1, αq0+1)β, . . . , s0(mq, αq)β}, (2.11)
unless Aβ = 0, where the right hand side of (2.11) is guaranteed to be positive. Also,
σ1(A
β)  (max{|α1| + 1, |α2| + 1, . . . , |αq | + 1})β . (2.12)
Proof. Using Proposition 2.5 and Theorem 2.8, we see that the smallest nonzero singular value
of Aβj (j = q0 + 1, . . . , q) is not smaller than s0(mj , αj )β . On the other hand, since each Aj for
j = 1, 2, . . . , q0 is either a nilpotent Jordan block or the negative transpose of a nilpotent Jordan
block, we have that all nonzero singular values (if any) of Aβj are equal to 1. The inequality (2.11)
follows. The inequality (2.12) is obtained immediately from (2.5) and Proposition 2.5. 
2.3. Perturbation of eigenvalues
We also need a perturbation result concerning eigenvalues of a matrix. If A1 and A2 are n × n
and m × m complex matrices, respectively, the separation function is defined by
sep (A1, A2) := min{X∈Cm×n:‖X‖=1} ‖XA1 − A2X‖.
The separation function, introduced by Stewart [25,26] (see also [27,28]), is widely used in
numerical analysis. It is well known that sep (A1, A2) > 0 if and only if the spectra of A1 and A2
are disjoint. Thus, sep (A1, A2) can be thought of as a measure of separation of the spectra of A1
and A2.
In the next theorem another (sharper) separating function will be used. It will be convenient
to denote
shsep (A1, A2) = min
{
sep (A1, A2)
4
,
1
2
,
(dist (σ (A1), σ (A2)))n
2n+1(2‖A2‖ + 1)n−1
}
, (2.13)
where dist (σ (A1), σ (A2)) is the distance between σ(A1) and σ(A2), i.e.,
dist (σ (A1), σ (A2)) = min{|λ − µ| : λ ∈ σ(A1), µ ∈ σ(A2)},
and recall that n × n is the size of A1. Clearly, shsep (A1, A2) > 0 if and only if A1 and A2
have no common eigenvalues. Moreover, shsep (A1, A2) is a continuous function of A1 and A2;
indeed, the separation function is Lipschitz continuous (see [27, Theorem V.2.5], for example).
We note also the inequality [27, Theorem V.2.3]
sep (A1, A2)  dist (σ (A1), σ (A2)). (2.14)
For any A ∈ Fn×n with an eigenvalue λ0 ∈ F, and for a positive δ, the {λ0|δ}-multiplicity
preserving neighborhood of A consists of all matrices A1 ∈ Fn×n such that ‖A − A1‖ < δ and A1
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has exactly one eigenvalue λ1 (perhaps of high multiplicity) in the disc {λ ∈ C : |λ − λ0| < δ}.
Note that for large values of δ the {λ0|δ}-multiplicity preserving neighborhood of A need not
contain A itself; thus, the term “neighborhood” is slightly abused. (Analogous remark applies to
other concepts involving “neighborhoods” that will be introduced in the sequel.)
Clearly, for δ sufficiently small, we have that λ1 is real if F = R, and the algebraic multiplicity
of λ1 as an eigenvalue of A1 coincides with that of λ0 as an eigenvalue of A, for every A1 in the
{λ0|δ}-multiplicity preserving neighborhood of A.
Theorem 2.10. Let
A =
[
A1 0
0 A2
]
,
where A1 ∈ Fn×n and A2 ∈ Fm×m. Assume that
σ(A1) = {λ0} ∈ F
and that λ0 is not an eigenvalue of A2. Let
δ = shsep (A1, A2). (2.15)
Then for every matrix B ∈ F(n+m)×(n+m) in the {λ0|δ}-multiplicity preserving neighborhood of
A we have the inequality
|λ0 − λ1|  ‖B − A‖ + 2 ‖B − A‖
2
sep (A1, A2) − 2‖B − A‖ , (2.16)
where λ1 is the eigenvalue of B in the disc
{λ ∈ C : |λ − λ0| < δ}.
Proof. Clearly, we need to prove the theorem in the complex case only. The proof is essentially an
application of well-known general results on perturbations of invariant subspaces [27, Theorem
V.2.7] and eigenvalues [2, Theorem VIII.1.1].
LetB ∈ C(n+m)×(n+m) be such that‖B − A‖ < δ. In view of (2.15), then the following inequal-
ities hold true:
sep (A1, A2) − 2‖B − A‖ > 0
and
‖B − A‖2 < 1
4
(sep (A1, A2) − 2‖B − A‖)2.
By [27, Theorem V.2.7], there exist right and left B-invariant subspacesM andL, respectively,
such that the matrix representations of the restrictions of B to M and of B to L are similar to
A1 + U and to A2 + V , respectively, for some matrices U and V . The matrices U and V depend
continuously on B (subject to ‖B − A‖ < δ) and satisfy the inequalities
max{‖U‖, ‖V ‖}  ‖B − A‖
(
1 + 2 ‖B − A‖
sep (A1, A2) − 2‖B − A‖
)
< 2δ  1. (2.17)
In addition, the spectra of the restrictions of B to M and of B to L do not intersect (see [27,
Section 2.4]).
We will prove that actually the restriction ofB toL has no eigenvalues in the disc {λ ∈ C : |λ −
λ0| < δ}. To this end, it will suffice to prove that the Hausdorff distance h(σ(A2), σ (A2 + V ))
between the spectra of A2 and of A2 + V does not exceed 12 dist (σ (A1), σ (A2)). Note that
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δ  1
2
dist (σ (A1), σ (A2))
in view of (2.14). We have, using [2, Theorem VIII.1.1]:
h(σ(A2), σ (A2 + V )) (‖A2‖ + ‖A2 + V ‖) n−1n ‖V ‖ 1n
 (2‖A2‖ + ‖V ‖) n−1n ‖V ‖ 1n < (2‖A2‖ + 1) n−1n 2 1n δ 1n .
The latter expression is smaller than 12 dist (σ (A1), σ (A2)) in view of the definition of the function
shsep (A1, A2). As a result, we see that all eigenvalues of B in the disc {λ ∈ C : |λ − λ0| < δ}
must be eigenvalues of the restriction of B toM.
Assume now in addition that B belongs to the {λ0|δ}-multiplicity preserving neighborhood of
A. Then the restriction of B toM must have the only eigenvalue, call it λ1. Now
λ0 = 1
n
trace A1, λ1 = 1
n
trace (A1 + V ),
hence
|λ1 − λ0| = 1
n
|trace V |,
and the inequality (2.16) follows from (2.17). 
In the present paper, we apply Theorem 2.10 in the more restrictive situations when the per-
turbations of a given matrix are such that the partial multiplicities are preserved as well, not only
the algebraic multiplicity, as required in this theorem.
3. Selfadjoint and unitary matrices: complex indefinite inner products
In this section we consider the inner products [·, ·]H defined in Cn by (1.1), where H is an
invertible hermitian n × n matrix, and the classes of selfadjoint and unitary matrices with respect
to [·, ·].
3.1. Canonical forms and sign characteristic
We start with the well-known canonical form for H -selfadjoints (see, for example, [9]).
Theorem 3.1. Let A be H -selfadjoint and let
J = Jm1(λ1) ⊕ · · · ⊕ Jmα (λα) ⊕ Jmα+1(λα+1) ⊕ · · · ⊕ Jmα+γ (λα+γ ) (3.1)
be a Jordan normal form for A, where λ1, . . . , λα are real and λα+1, . . . , λα+γ are nonreal
eigenvalues of A. Then:
(a) The nonreal eigenvalues appear in conjugate pairs; thus, γ = 2β is even, and we may
assume
Jmα+2j−1(λα+2j−1) = Jmα+2j−1(µj + iνj ), Jmα+2j (λα+2j ) = Jmα+2j (µj − iνj ), (3.2)
for j = 1, 2, . . . , β, where mα+2j−1 = mα+2j (j = 1, 2, . . . , β), and where µj , νj ∈ R
and νj > 0.
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(b) There exists an invertible matrix S such that
A = S−1JS, H = S∗Pε,J S, (3.3)
where J is given by equations (3.1) and (3.2),
Pε,J = ε1Sm1 ⊕ · · · ⊕ εαSmα ⊕ S2mα+2 ⊕ · · · ⊕ S2mα+2β , (3.4)
and ε = (ε1, . . . , εα) is an ordered set of signs ±1.
(c) The set ε is uniquely determined by the pair (A,H)up to permutation of signs corresponding
to equal Jordan blocks.
Conversely, if there exists an invertible matrix S such that (3.3) holds, then A is H -selfadjoint.
The ordered set of signs ε is called the sign characteristic of the H -selfadjoint matrix A.
For convenience, we order the signs in the sign characteristic so that, within the collection of
signs that correspond to the Jordan blocks of A with the same real eigenvalue and the same size,
the signs +1 (if any) appear before the signs −1 (if any). With this convention, we say that the
sign characteristic is standardly ordered. The standardly ordered sign characteristic is uniquely
determined by the pair (A,H).
We present another description of the sign characteristic (Theorem 3.2 below), directly in terms
of the Jordan chains of the H -selfadjoint matrix A.
Recall that a chain of vectors x1, . . . , xm in Cn is called a Jordan chain of an n × n matrix A
if
(A − λI)xj+1 = xj , j = 1, 2, . . . , m − 1, (A − λI)x1 = 0, x1 /= 0,
where λ ∈ C (the corresponding eigenvalue). Let λ0 be a fixed real eigenvalue of A, and let
1 ⊆ Cn be the subspace spanned by the eigenvectors of A corresponding to λ0. For x ∈ 1\0
denote by ν(x) the maximal length of a Jordan chain of A beginning with the eigenvector x. In
other words, there exists a chain of ν(x) vectors y1 = x, y2, . . . , yν(x) such that
(A − λ0I )yj = yj−1 for j = 2, 3, . . . , ν(x), (A − λ0I )y1 = 0
and there does not exist a chain of ν(x) + 1 vectors with analogous properties. Let i , i =
1, 2, . . . , γ (γ = max{ν(x)|x ∈ 1\{0}}) be the subspace of 1 spanned by all x ∈ 1 with
ν(x)  i. Then
Ker(Iλ0 − A) = 1 ⊇ 2 ⊇ · · · ⊇ γ .
Theorem 3.2. For i = 1, . . . , γ, let
fi(x, y) = (x,Hy(i)), x ∈ i , y ∈ i\{0},
where y = y(1), y(2), . . . , y(i) is a Jordan chain ofA corresponding to realλ0 with the eigenvector
y, and let fi(x, 0) = 0. Then:
(i) fi(x, y) does not depend on the choice of y(2), . . . , y(i);
(ii) for some selfadjoint (with respect to the standard euclidean inner product in Cn) linear
transformation Gi : i → i ,
fi(x, y) = (x,Giy), x, y ∈ i;
(iii) for the transformation Gi of (ii),i+1 = Ker Gi (by definition γ+1 = {0});
(iv) the number of positive (negative) eigenvalues of Gi, counting multiplicities, coincides with
the number of positive (negative) signs in the sign characteristic of (A,H) corresponding
to the Jordan blocks of size i associated with the eigenvalue λ0 of A.
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Theorem 3.2 was proved in [6] (see also [9]).
In the sequel a criterion for equality of all the sign in the sign characteristic will be useful.
Theorem 3.3. Let A be H -selfadjoint. Then the signs in the sign characteristic of (A,H) are all
equal if and only if for every two Jordan chains x1, . . . , xm and y1, . . . , y of A corresponding
to not necessarily distinct real eigenvalues, the inequality
[x1, xm]H [y1, y]H  0 (3.5)
holds true.
Proof. By Theorem 3.2, (3.5) holds for all Jordan chains corresponding to real eigenvalues if and
only if the linear transformations Gi defined in the theorem, are either all positive semidefinite,
or all negative semidefinite. The result now follows from Theorem 3.2. 
We need some preparation to state the canonical form for H -unitary matrices. Introduce the
matrices
Kn(µ) :=µ

1 2i 2i2 · · · 2in−1
0 1 2i · · · ·
······
1 · · 1 2i
0 · · · · · 0 1
 ∈ Cn×n, |µ| = 1. (3.6)
Furthermore, for a pair of non-unimodular complex numbers µ1, µ2 such that µ1µ2 = 1, define
Kn(µ1) =

µ1 k1 k2 · · · kn−1
0 µ1 k1 ······
· · · µ1 k1
0 · · · · · 0 µ1
 , Kn(µ2) =

µ2 κ1 κ2 · · · κn−1
0 µ2 κ1 ······
· · · µ2 κ1
0 · · · · · 0 µ2
,
(3.7)
where
kr = µ1qr−11 (q1 − q2), κr = µ2qr−12 (q2 − q1), for r = 1, 2, . . . , n − 1,
and where q1 and q2 are defined by
q1 = 12 i(1 + µ1), q2 =
1
2
i(1 + µ2).
Let now A be an H -unitary matrix. From the equality A∗HA = H it is not difficult to deduce
that the set of eigenvalues of A is symmetric relative to the unit circle, and moreover, the partial
multiplicities of an eigenvalue λ coincide with those of the eigenvalue λ¯−1. The blocks of a Jordan
form for A can therefore be arranged as follows:
J = diag (J (1), J (2), . . . , J (α), J (α+1), . . . , J (α+2β)) (3.8)
where each J (i) is a Jordan block, J (1), . . . , J (α) each have their associated eigenvalue on the
unit circle, the eigenvalues of J (α+1), J (α+3), . . . , J (α+2β−1) are outside the unit circle and
the eigenvalue of J (α+2j)(j = 1, 2, . . . , β) is obtained from that of J (α+2j−1) by inversion in the
unit circle. Next, we construct a block diagonal matrix
KJ = diag(K(1), K(2), . . . , K(α),K(α+1), . . . , K(α+2β)) (3.9)
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in the following way. If J (j) of (3.8) has a unimodular eigenvalue µj , let K(j) :=Kmj (µj ) as
in Eq. (3.6), where mj is the size of the block J (j). For the pair J (α+2j−1), J (α+2j) having
non-unimodular eigenvalues µ1, µ2 = µ−11 , define
K(α+2j−1) :=Kmα+2j−1(µ1), K(α+2j) :=Kmα+2j (µ2)
by (3.7), where mα+2j−1 = mα+2j are the (equal) sizes of J (α+2j−1) and J (α+2j), respectively.
The following result (proved in [9]) describes a canonical form forH -unitaries. In this form, the
matrix H is reduced to Pε,J , whereas the H -unitary matrix is reduced to a block diagonal matrix
with upper triangular Toeplitz diagonal blocks. Thus, the H -unitary matrix is reduced to a form
more complicated than the Jordan form. Other canonical forms of H -unitaries are also available
in the literature, see [23,13,16,24] (in the latter paper representations of quivers are used).
Theorem 3.4. Let A be H -unitary, and let J be the Jordan normal form of A arranged as in
(3.8). Then there exists an invertible matrix S such that
A = S−1KJS, H = S∗Pε,J S, (3.10)
where Pε,J is given by (3.4), and ε = (ε1, . . . , εα) is an ordered set of signs ±1. The set of signs
ε is uniquely determined by (A,H) up to permutation of signs corresponding to equal blocks
K(j).
Conversely, if (3.10) holds true for some invertible matrix S, then A is H -unitary.
The ordered set of signs ε is called the sign characteristic associated with the H -unitary matrix
A. As in the case of H -selfadjoint matrices, using the convention that, within the collection of
signs that correspond to the equal blocks K(j) the signs +1 (if any) appear before the signs −1
(if any), we obtain the standardly ordered sign characteristic of the H -unitary matrix A. The
standardly ordered sign characteristic is uniquely determined by the pair (A,H).
The results of Theorems 3.2 and 3.3 have complete analogues for H -unitary matrices, with
respect to unimodular eigenvalues (rather than real eigenvalues). We state the analogue of Theorem
3.2 and leave the statement of the analogue of Theorem 3.3 to the reader. The proofs can be obtained
by using the canonical form of Theorem 3.4 (cf the proof of Theorem 3.2 in [9]).
Theorem 3.5. Letµ0 be a fixed unimodular eigenvalue of anH -unitary matrixU, and letj , j =
1, 2, . . . , γ (γ = max{ν(x)|x ∈ Ker(µ0I − U)\{0}}) be the subspace spanned by all eigenvec-
tors x ∈ Ker(µ0I − U)\{0} with ν(x)  j, where ν(x) the maximal length of a Jordan chain of
U beginning with the eigenvector x. For j = 1, . . . , γ, define
fj (x, y) = (x, (2iµ0)−jHy(j)), x ∈ j , y ∈ j\{0},
where y = y(1), y(2), . . . , y(j) is a Jordan chain of U corresponding to the unimodular eigen-
value µ0 of U with the eigenvector y, and define fi(x, 0) = 0. Then the functions fj (x, y), j =
1, 2, . . . , γ, have the properties (i)–(iv) of Theorem 3.2, with respect to the sign characteristic
of the pair (U,H) corresponding to the eigenvalue µ0.
3.2. Perturbation analysis: H -selfadjoints
We start with a theorem concerning small perturbations of H -selfadjoint matrices.
For any A ∈ Cn×n with a real eigenvalue λ0, and for a positive δ, the {λ0|δ}-real structure
preserving neighborhood of A consists of all matrices A1 ∈ Cn×n such that ‖A − A1‖ < δ, A1
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has exactly one real eigenvalue λ1 (perhaps of high multiplicity) in the interval (λ0 − δ, λ0 + δ),
and the partial multiplicities of A1 at the eigenvalue λ1 coincide with those of A at λ0. It follows
from this definition that A1 has no nonreal eigenvalues in a complex neighborhood of λ0.
To describe the formula for the size of the real structure preserving neighborhood that guaran-
tees preservation of the sign characteristic, we introduce several quantities to be used in the next
theorem. Let A be H -selfadjoint, and let λ0 be a real eigenvalue of A. Let γ be the largest partial
multiplicity of A at λ0 (here and in the sequel we suppress in our notation the dependence of the
quantities being defined on A, H , and λ0), and let k = k1 = max{k1, . . . , kγ }, where ki is the
dimension of the subspace spanned by all eigenvectors of A corresponding to λ0 that generate a
Jordan chain of length not less than i, for i = 1, 2, . . . , γ . Recall the function s(m, λ) defined in
Section 2.2. Furthermore, we let
d˜1 = max{(|µ1 − λ0| + 1)γ , . . . , (|µp − λ0| + 1)γ },
d˜r = min{1, (s(m1, µ1 − λ0))γ , . . . , (s(mp,µp − λ0))γ },
where µ1, . . . , µp are all distinct eigenvalues of A different from λ0, and mj is the largest partial
multiplicity of µj as an eigenvalue of A, for j = 1, 2, . . . , p. (If A has no eigenvalues besides
λ0, we let d˜1 = d˜r = 1.) Finally, if J is the Jordan form of A, and if J (λ0), resp., J ( /= λ0), is the
part of J associated with the eigenvalue λ0, resp., with the eigenvalues different from λ0, then
we denote
shsep (A, λ0) = shsep (J (λ0), J ( /= λ0)), (3.11)
where the function shsep (·, ·) is defined in Section 2.3. We recall that r(X) stands for the spectral
radius of a matrix X, and introduce the quantity
L(A, λ0) := max
1αγ
(
α
(
2r(A) + 5
2
)α−1)
.
Theorem 3.6. Let A be an H -selfadjoint matrix, and let λ0 be a real eigenvalue of A. Then there
exists δ > 0 such that for every pair (A1, H1), where A1 belongs to the {λ0|δ}-real structure
preserving neighborhood of A,H1 is a hermitian matrix satisfying ‖H1 − H‖ < δ, and A1 is
H1-selfadjoint, the sign characteristic of (A,H) at λ0 and the sign characteristic of (A1, H1) at
the eigenvalue λ1 of A1 lying in the interval (λ0 − δ, λ0 + δ) are the same.
In fact, one can take
δ = δ0
max{‖S−1‖‖S‖, ‖S−1‖2} , (3.12)
where S is an invertible matrix such that the pair S−1AS = J, S∗HS = Pε,J is in the canonical
form (3.1), (3.2), (3.4), and δ0 is given by
δ0 = min
{
shsep (A, λ0),
1
Z
}
, (3.13)
where shsep (A, λ0) is defined by (3.11),
Z := 3
2
[
1 + 1
2
(
2r(A) + 3
2
)γ−1
+ 3
2
√
kL
]
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+ 72√k(d˜−2r d˜1 + d˜−1r )L
[
1 + 3
2
(
2r(A) + 3
2
)γ−1]
+ 9
2
√
kL,
and L :=L(A, λ0).
The quantities k, d˜1, and d˜r are defined in the paragraph preceding the theorem.
The result of Theorem 3.6 (without the estimate (3.12)) was obtained in [7] (see also the
book [9]). We present a complete proof of the theorem, using the approach of [7], appropriately
augmented in order to obtain the estimate (3.12) as well.
Proof of Theorem 3.6. Without loss of generality we may assume that A = J , H = Pε,J are as
in the canonical form (3.1), (3.2), (3.4). We prove that δ0 given by (3.13), satisfies the requirements
of the theorem.
LetA1,H1, andλ1 be as in the statement of Theorem 3.6. Let γ be the largest partial multiplicity
of A at λ0, which is also the largest partial multiplicity of A1 at λ1. Denote byi , i = 1, 2, . . . , γ ,
the subspace spanned by all eigenvectors of A corresponding to λ0 that generate a Jordan chain
of length not less than i. Denote by (1)i the analogously defined subspaces for A1 and λ1. By
our hypothesis that A1 belongs to the {λ0|δ0}-structure preserving neighborhood of A, for every
fixed i, the dimensions of (1)i and i are equal. Put
Eα = Ker (A − λ0I )α, α = 1, 2, . . . , γ, E0 = {0}
and for α = 1, 2, . . . , γ choose a basis ηα,1, . . . , ηα,kα in a direct complement to Eα−1 in Eα .
Since A is a Jordan matrix, we can (and do) choose ηα,j to be unit coordinate vectors. Then for a
fixed i = 1, 2, . . . , γ the vectors
φij := (A − λ0I )i−1ηij , j = 1, 2, . . . , ki
form a basis in i . Again, φij are unit coordinate vectors.
We claim that it is possible to choose basesφ(1)i,1 , . . . , φ
(1)
i,ki
in(1)i , for i = 1, 2, . . . , γ , such that
the norms ‖φ(1)i,j − φi,j‖ are as small as will be needed to satisfy the requirements of Theorem 3.6.
To this end, we first estimate the largest and the smallest nonzero singular values of (A − λ0I )α ,
using Corollary 2.7. Denoting the largest (resp., the smallest nonzero) singular value of (A − λ0I )α
by d1((A − λ0I )α) and dr((A − λ0I )α), respectively, we have
dr((A − λ0I )α)  min{1, (s(m1, µ1 − λ0))α, . . . , (s(mp,µp − λ0))α} =: dr(α),
(3.14)
where µ1, . . . , µp are all distinct eigenvalues of A different from λ0, and mj is the largest
partial multiplicity of µj as an eigenvalue of A, for j = 1, 2, . . . , p. (In the case when A has no
eigenvalues different from λ0 we take dr(α) = 1.) Also,
d1((A − λ0I )α)  max{(|µ1 − λ0| + 1)α, . . . , (|µp − λ0| + 1)α} =: d1(α). (3.15)
(If A has no eigenvalues different from λ0 we take d1(α) = 1.) Now it follows from Proposition
2.2 that for α = 1, 2, . . . , γ the subspace
E(1)α :=Ker(A1 − λ1I )α
satisfies the inequality
θ(E(1)α ,Eα) 
(
2dr(α)−2d1(α) + 2dr(α)−1
)
‖(A1 − λ1I )α − (A − λ0I )α‖,
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provided
‖(A1 − λ1I )α − (A − λ0I )α‖ < dr(α)2 . (3.16)
Denote by A0 and by A⊥0 the part of A having the eigenvalue λ0 and the eigenvalues different
from λ0, respectively. Assuming
δ0  shsep (A0, A⊥0 ), (3.17)
we have by Theorem 2.10 (recall that A1 is taken so that the inequality ‖A1 − A‖ < δ0 is satisfied)
‖(λ0 − λ1)I + (A1 − A)‖ |λ1 − λ0| + ‖A1 − A‖
 2‖A1 − A‖ + 2 ‖A1 − A‖
2
sep (A0, A⊥0 ) − 2‖A1 − A‖
< 2δ0 + 2 δ
2
0
sep (A0, A⊥0 ) − 2δ0
. (3.18)
Note the inequality
sep (A0, A⊥0 ) − 2δ0  2δ0, (3.19)
which follows from (3.17) and from the definition of shsep (A0, A⊥0 ). Using (3.19) in (3.18) we
obtain
‖(λ0 − λ1)I + (A1 − A)‖ < 3δ0. (3.20)
By Proposition 2.3, we have
‖(A1 − λ1I )α − (A − λ0I )α‖  α(‖A − λ0I‖ + 3δ0)α−1(3δ0).
Note also that, since A is a Jordan matrix, and since δ0  12 (the latter inequality follows from(3.17)), we have
‖A‖  r(A) + 1, and ‖A − λ0I‖ + 3δ0  ‖A‖ + |λ0| + 32  2r(A) +
5
2
,
where r(A) is the spectral radius of A. Therefore to satisfy (3.16), it is sufficient to take δ0 so that
δ0 
dr(α)
6L
, (3.21)
where
L := max
1αγ
(
α
(
2r(A) + 5
2
)α−1)
.
Now for δ0 satisfying (3.17) and (3.21), and denoting for short d1 = d1(α), dr = dr(α), we
obtain the following string of inequalities, where (3.18) and Proposition 2.3 are used:
θ(E(1)α ,Eα)
(
2d−2r d1 + 2d−1r
)
L
(
2‖A1 − A‖ + 2 ‖A1 − A‖
2
sep (A0, A⊥0 ) − 2‖A1 − A‖
)

(
2d−2r d1 + 2d−1r
)
L
(
2‖A1 − A‖ + 2 ‖A1 − A‖
2
sep (A0, A⊥0 ) − 2δ0
)

(
2d−2r d1 + 2d−1r
)
L
(
2‖A1 − A‖ + 2‖A1 − A‖
2
2δ0
)
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<
(
2d−2r d1 + 2d−1r
)
L (2‖A1 − A‖ + ‖A1 − A‖)
= 6(d−2r d1 + d−1r )L‖A1 − A‖. (3.22)
For convenience, denote the right hand side of (3.22) by qα .
Assuming
qα 
1
24
, (3.23)
by Proposition 2.1 we find that, for every α = 1, 2, . . . , γ , there exist a basis η(1)α,1, . . . , η(1)α,kα in a
direct complement to E(1)α−1 in E
(1)
α such that
‖η(1)α,j − ηα,j‖ < 12qα (3.24)
for j = 1, 2, . . . , kα and α = 1, 2, . . . , γ . Now we can put
φ
(1)
α,j := (A1 − λ1I )α−1η(1)α,j , j = 1, 2, . . . , kα
to produce basesφ(1)α,1, . . . , φ
(1)
α,kα
in(1)α , forα = 1, 2, . . . , γ . The vectorsφ(1)α,j satisfy the inequal-
ities
‖φ(1)α,j − φα,j‖  ‖(λ1I − A1)α−1‖‖η(1)α,j − ηα,j‖ + ‖(λ1I − A1)α−1 − (λ0I − A)α−1‖.
(3.25)
The second summand in (3.25) is estimated as follows:
‖(λ1I − A1)α−1 − (λ0I − A)α−1‖ L‖(λ0 − λ1)I + (A1 − A)‖
 L
(
2‖A1 − A‖ + 2 ‖A1 − A‖
2
sep (A0, A⊥0 ) − 2‖A1 − A‖
)
 3L‖A1 − A‖.
For the first summand in (3.25) we have:
‖(λ1I − A1)α−1‖‖η(1)α,j − ηα,j‖ < 12
(
|λ0| + ‖A‖ + dr(1)2
)α−1
qα,
where we have used inequality (3.16) with α = 1. Since dr(1)  1, we obtain
‖φ(1)α,j − φα,j‖ < 12
(
|λ0| + ‖A‖ + 12
)γ−1
Q + 3L‖A1 − A‖, (3.26)
where
Q := max{q1, . . . qγ }.
Since we have found bases φ(1)i,j in
(1)
i that are close enough to the corresponding bases φi,j in
i , the assertion of Theorem 3.6 is now obtained without difficulties from Theorem 3.2. Indeed,
for a fixed i (1  i  γ ) the smallest absolute value of a nonzero eigenvalue of the Hermitian
matrix
[ηi,1ηi,2 . . . ηi,ki ]∗H [φi,1φi,2 . . . φi,ki ]
is equal to 1 (since we assume that A and H are in the canonical form). Thus, by Theorem 2.4(b)
we will be done as soon as the inequality
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‖[η(1)i,1η(1)i,2 . . . η(1)i,ki ]∗H1[φ
(1)
i,1 φ
(1)
i,2 . . . φ
(1)
i,ki
] − [ηi,1ηi,2 . . . ηi,ki ]∗H [φi,1φi,2 . . . φi,ki ]‖ < 1
(3.27)
is guaranteed to hold, provided that ‖H1 − H‖ < δ0, ‖A1 − A‖ < δ0, and A1 is H1-selfadjoint
and belongs to the {λ0|δ0}-real structure preserving neighborhood of A.
Denote (we omit the subscript i for notational simplicity)
S(1)η = [η(1)i,1η(1)i,2 . . . η(1)i,ki ], Sη = [ηi,1ηi,2 . . . ηi,ki ], (3.28)
S
(1)
φ = [φ(1)i,1 φ(1)i,2 . . . φ(1)i,ki ], Sφ = [φi,1φi,2 . . . φi,ki ]. (3.29)
Then the left hand side of (3.27) has the form
‖(S(1)η )∗H1S(1)φ − S∗ηHSφ‖. (3.30)
On the other hand,
‖(S(1)η )∗H1S(1)φ − S∗ηHSφ‖ ‖(S(1)η )∗(H1 − H)S(1)φ ‖
+‖(Sη − S(1)η )∗HSφ‖ + ‖(S(1)η )∗H(Sφ − S(1)φ )‖
 ‖S(1)η ‖‖H1 − H‖‖S(1)φ ‖
+‖Sη − S(1)η ‖‖H‖‖Sφ‖ + ‖S(1)η ‖‖H‖‖Sφ − S(1)φ ‖.
Taking into account that
‖H‖ = ‖Sη‖ = ‖Sφ‖ = 1,
because (A,H) is in the canonical form, and using ‖H − H1‖ < δ0, we obtain
‖(S(1)η )∗H1S(1)φ − S∗ηHSφ‖  δ0‖S(1)η ‖‖S(1)φ ‖ + ‖Sη − S(1)η ‖ + ‖S(1)η ‖‖Sφ − S(1)φ ‖.
(3.31)
At this point we need the inequality between the operator norm ‖X‖ of an n × n matrix X and
the maximal column length (see, for example, [14]):
‖X‖  √nmax{‖x1‖, ‖x2‖, . . . , ‖xn‖}, (3.32)
where x1, . . . , xn are the columns of X. Applying this inequality to (3.31), and using (3.24) and
(3.26), we get
‖Sη − S(1)η ‖ 
√
ki12qi  12
√
kiQ,
‖Sφ − S(1)φ ‖  12
√
ki
(
|λ0| + ‖A‖ + 12
)γ−1
Q + 3√kiL‖A1 − A‖,
‖S(1)η ‖  ‖Sη − S(1)η ‖ + ‖Sη‖  1 + 12
√
kiQ,
‖S(1)φ ‖  ‖Sφ − S(1)φ ‖ + ‖Sφ‖  1 + 12
√
ki
(
|λ0| + ‖A‖ + 12
)γ−1
Q+ 3√kiL‖A1 − A‖
and finally (in view of (3.31))
‖(S(1)η )∗H1S(1)φ − S∗ηHSφ‖ δ0(1 + 12
√
kiQ)
(
1 + 12√ki (|λ0| + ‖A‖ + 12
)γ−1
Q
+3√kiL‖A1 − A‖)+ 12√kiQ
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+ (1 + 12√kiQ)(12√ki (|λ0| + ‖A‖ + 12
)γ−1
Q
+3√kiL‖A1 − A‖).
We now let
d˜1 = max{(|µ1 − λ0| + 1)γ , . . . , (|µp − λ0| + 1)γ },
d˜r = min{1, (s(m1, µ1 − λ0))γ , . . . , (s(mp,µp − λ0))γ },
where µ1, . . . , µp are all distinct eigenvalues of A different from λ0, and mj is the largest
partial multiplicity of µj as an eigenvalue of A, for j = 1, 2, . . . , p. Then we have the following
inequality using the definition of Q:
Q < 6δ0(d˜−2r d˜1 + d˜−1r )L,
and (3.23) is satisfied provided
6δ0(d˜−2r d˜1 + d˜−1r )L 
1
24
. (3.33)
Recall that k = max{k1, . . . , kγ }, and choose δ0 so that the inequality
6δ0(d˜−2r d˜1 + d˜−1r )L 
1
24
√
k
(3.34)
is satisfied. Then (3.33) holds true as well, and in addition we have
12
√
kiQ 
1
2
, i = 1, 2, . . . , γ .
We will use also the following inequalities:
3
√
kiL‖A1 − A‖ < 3
√
kiLδ0 
3
2
√
kL.
Now
‖(S(1)η )∗H1S(1)φ − S∗ηHSφ‖ < δ0
{
3
2
[
1 + 1
2
(
|λ0| + ‖A‖ + 12
)γ−1
+ 3
2
√
kL
]
+ 72√k(d˜−2r d˜1 + d˜−1r )L
+ 3
2
(
72
√
k(d˜−2r d˜1 + d˜−1r )L
(
|λ0| + ‖A‖ + 12
)γ−1
+ 3√kL
)}
. (3.35)
Taking into account that
|λ0| + ‖A‖ + 12  2r(A) +
3
2
,
formula (3.35) gives
‖(S(1)η )∗H1S(1)φ − S∗ηHSφ‖ < δ0
{
3
2
[
1 + 1
2
(
2r(A) + 3
2
)γ−1
+ 3
2
√
kL
]
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+ 72√k(d˜−2r d˜1 + d˜−1r )L
[
1 + 3
2
(
2r(A) + 3
2
)γ−1]
+9
2
√
kL
}
,
and the formula (3.13) for δ0 follows. Note that if δ0  1Z , in the notation of Theorem 3.6, then
automatically
δ0  min
{
d˜r
6L
,
1
144
√
k(d˜−2r d˜1 + d˜−1r )L
}
,
so that (3.21) and (3.34) are satisfied as well. 
3.3. Perturbation analysis: H -unitaries
For H -unitary matrices, a result analogous to Theorem 3.6 holds, but now with respect to the
eigenvalues on the unit circle and {λ0|ε}-unimodular structure preserving neighborhoods. These
are defined analogously to the real structure preserving neighborhoods. Namely, for anyA ∈ Cn×n
with a unimodular eigenvalue λ0, and for a positive δ, the {λ0|δ}-unimodular structure preserving
neighborhood of A consists of all matrices A1 ∈ Cn×n such that ‖A − A1‖ < δ, A1 has exactly
one unimodular eigenvalue λ1 in the disc {z ∈ C : |z − λ0| < δ}, and the partial multiplicities of
A1 at the eigenvalue λ1 coincide with those of A at λ0.
We need some preparation to state the analogue of Theorem 3.6. Let U be an H -unitary matrix,
and let λ0 be an unimodular eigenvalue of U . Let γ be the largest partial multiplicity of U at
λ0, and let k = k1 = max{k1, . . . , kγ }, where ki is the dimension of the subspace spanned by
all eigenvectors of A corresponding to λ0 that generate a Jordan chain of length not less than i,
(i = 1, 2, . . . , γ ). Furthermore, define
dˆ1 := max{1, ‖Kγ (λ0) − λ0I‖γ , ‖Km1(µ1) − λ0I‖γ ,
‖Km2(µ2) − λ0I‖γ , . . . , ‖Kmp(µp) − λ0I‖γ },
where µ1, . . . , µp are all distinct eigenvalues of U different from λ0, and mj is the largest partial
multiplicity of µj as an eigenvalue of U , for j = 1, 2, . . . , p. The matrices Km(µ) are given by
(3.6) and (3.7). Let σm(X) denote the smallest nonzero singular value of an m × m matrix X (we
interpret σm(0) as being equal to 1). Define
dˆr := min
{
1, (σ1(K1(λ0) − λ0I ))γ , (σ2(K2(λ0) − λ0I ))γ , . . . , (σγ (Kγ (λ0) − λ0I ))γ ,
(σ1(K1(µ1) − λ0I ))γ , (σ2(K2(µ1) − λ0I ))γ , . . . , (σm1(Km1(µ1) − λ0I ))γ , . . . ,
(σ1(K1(µp) − λ0I ))γ , (σ2(K2(µp) − λ0I ))γ , . . . , (σmp(Kmp(µp) − λ0I ))γ
}
.
With these definitions of dˆ1 and dˆr , the analogue of Theorem 3.6 reads as follows:
Theorem 3.7. Let U be an H -unitary matrix, and let λ0 be a unimodular eigenvalue of U. Then
there exists δ > 0 such that for every pair (U1, H1), where U1 belongs to the {λ0|δ}-unimodular
structure preserving neighborhood of U,H1 is a hermitian matrix satisfying ‖H1 − H‖ < δ, and
966 L. Rodman / Linear Algebra and its Applications 416 (2006) 945–1009
U1 is H1-unitary, the sign characteristic of (U,H) at λ0 and the sign characteristic of (U1, H1)
at the eigenvalue λ1 of U1 lying in the disc {z ∈ C : |z − λ0| < δ} are the same.
In fact, one can take
δ = δ0
max{‖S−1‖‖S‖, ‖S−1‖2} , (3.36)
where S is an invertible matrix such that the pair S−1US = KJ , S∗HS = Pε,J is in the canonical
form (3.9), (3.4), and δ0 is given by
δ0 = min
{
shsep (U, λ0),
1
Ẑ
}
, (3.37)
where shsep (U, λ0) is the sharp separation function between the blocks of KJ with the eigenvalue
λ0 and the blocks of KJ with the eigenvalues other than λ0, and where
Ẑ := 3
2
[
1 + 1
2
(
‖KJ ‖ + 32
)γ−1
+ 3
2
√
kL̂
]
+ 72√k(dˆ−2r dˆ1 + dˆ−1r )L̂
+3
2
(
72
√
k(dˆ−2r dˆ1 + dˆ−1r )L̂
(
‖KJ ‖ + 32
)γ−1
+ 3√kL̂
)
,
with
L̂ := max
1αγ
(
α
(
‖KJ ‖ + 52
)α−1)
.
The proof may be obtained by repeating the arguments in the proof of Theorem 3.6, and by
using Theorem 3.5.
3.4. Main results: H -selfadjoints
Recall that two H -selfadjoint matrices A and B are called H -unitarily similar if U−1AU = B
for some H -unitary matrix U .
We set up notation to be used in the following theorem. Let A be an H -selfadjoint matrix, with
distinct real eigenvalues
λ1 < λ2 < · · · < λr.
For each real eigenvalue λj , denote by
mj,1 < mj,2 < · · · < mj,dj
the distinct partial multiplicities associated with λj , and assume that the partial multiplicity
mj,k(k = 1, 2, . . . , dj ) appears νj,k  1 times. In other words, the Jordan form of the matrix
A has exactly νj,k Jordan blocks of size mj,k with the eigenvalue λj .
Furthermore, let δ be the sum of those signs in the sign characteristic of the pair (A,H) that
correspond to the Jordan blocks of odd size. It is easy to see from formula (3.4) that δ coincides
with the signature of Pε,J , and therefore also with that of H .
We omit the dependence on A and H in the notation introduced above.
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Finally, we define the integer
q(A,H) =
 ∏
{(j,k):mj,k is even}
(νj,k + 1)
 q0, (3.38)
where q0 is the number of all distinct ordered tuples of nonnegative integers of the form
(ωj,k : j = 1, 2, . . . , r; k = 1, 2, . . . , dj , where mj,k is odd}, (3.39)
(we fix the lexicographic order in the set of all ordered pairs (j, k) such that mj,k is odd), subject
to the following conditions (3.40) and (3.41):
0  ωj,k  νj,k, j = 1, 2, . . . , r; k = 1, 2, . . . , dj ; where mj,k is odd; (3.40)∑
{(j,k):mj,k is odd}
(2ωj,k − νj,k) = sigH. (3.41)
Theorem 3.8. Let A be H -selfadjoint. Then:
(a) There exist q :=q(A,H) H -selfadjoint matrices B1, . . . , Bq which are similar to A and
such that Bj is not H -unitary similar to Bi if i /= j.
(b) The integer q is the largest integer for which the property described in (a) is valid.
(c) There exists η0 > 0 with the following property: If a matrix B is H -selfadjoint, similar to
A and satisfies ‖B − A‖ < η0, then there exists an H -unitary U such that
B = U−1AU. (3.42)
(d) There exist ε0 > 0 with the following property: If a matrix B = S−1AS is H -selfadjoint,
where S is an invertible matrix such that ‖I − S‖ < ε0, then B is in fact H -unitarily similar
to A. In fact, one such ε is given by
ε0 = min
{
1
2
,
η0
5‖A‖
}
,
where η0 satisfies the property (c).
The constant η0 depends on A and H only.
The proof of the theorem will show that to satisfy (c), we can take
η0 = min{δ(λ1), . . . , δ(λr)}, (3.43)
where λ1, . . . , λj are all distinct real eigenvalues of A, and for every λj , the positive number
δ = δ(λj ) satisfies the conditions of Theorem 3.6 for λ0 = λj . Again, one can take δ = δ(λj )
given by formulas (3.12) and (3.13) (with λ0 = λj ).
Proof. We assume without loss of generality that A = J , H = Pε,J , where J and Pε,J are given
as in (3.2) and (3.4), and where the sign characteristic ε is standardly ordered.
We start with the part (a). First we prove the claim: q coincides with the number of all stan-
dardly ordered sign characteristics δ = (δ1, . . . , δα) associated with J such that Pδ,J has the same
signature as Pε,J (here J is the fixed matrix as in (3.2)). To verify that, let ωj,k be the number of
+1’s in δ that correspond to the collection of νj,k Jordan blocks of J with eigenvalue λj and size
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mj,k (for fixed j = 1, 2, . . . , r , k = 1, 2, . . . , dj ). Clearly, 0  ωj,k  νj,k . Since the signature
of the sip matrix Sm is zero if m is even and 1 if m is odd, the signature of the collection of blocks
in Pδ,J that correspond to the νj,k Jordan blocks with eigenvalue λj and size mj,k , is zero if mj,k
is even, and is equal to
ωj,k − (νj,k − ωj,k) = 2ωj,k − νj,k
if mj,k is odd. Now the claim follows.
Let δ(1), . . . , δ(q) be all distinct standardly ordered sign characteristics associated with J ,
for which Pδ(u),J has the same signature as Pε,J . We may assume that δ(1) = ε. For each u =
2, 3, . . . , q choose an invertible matrix S(u) such that
Pε,J = (S(u))∗Pδ(u),J S(u). (3.44)
Such S(u) exists in view of the inertia theorem. We now let
B1 = J, Bu = (S(u))−1JS(u), u = 2, 3, . . . , q. (3.45)
We also put formally S(1) = I . Clearly, J is Pδ(u),J -selfadjoint, and therefore equalities (3.44)
and (3.45) imply that Bu is Pε,J -selfadjoint. If there existed Pε,J -unitary V such that
Bu1 = V −1Bu2V, u1 /= u2, (u1, u2 = 1, 2, . . . , q),
then we would have
J = S(u1)Bu1(S(u1))−1 = S(u1)V −1(S(u2))−1JS(u2)V (S(u1))−1, (3.46)
and
[(S(u1))∗]−1V ∗(S(u2))∗Pδ(u2),J S(u2)V (S(u1))−1 = [(S(u1))∗]−1V ∗Pε,J V (S(u1))−1
= [(S(u1))∗]−1Pε,J (S(u1))−1 = Pδ(u1),J .
Comparing with (3.46), we see that the pair (J, Pδ(u2),J ) has another canonical form (J, Pδ(u1),J ),
which contradicts the uniqueness statement in Theorem 3.1. This completes the proof of (a).
For the proof of (b), let B1, . . . , Bq ′ be Pε,J -selfadjoint matrices that are similar to J , where
q ′ > q. The canonical form of each pair (Bj , Pε,J ) is (J, Pδ(uj ),J ), for some δ
(uj )
. (We use the
notation introduced in the proof of (a).) Thus:
Bj = S−1j JSj , Pε,J = S∗j Pδ(uj ),J Sj , j = 1, 2, . . . , q ′
for some invertible matrices S1, . . . , Sq ′ . Since q ′ > q, by the claim in the proof of (a), there exist
distinct indices j1 and j2 such that δ(uj1 ) = δ(uj2 ). Say, δ(u1) = δ(u2). Then
Pε,J = S∗1Pδ(u1),J S1 = S∗1Pδ(u2),J S1 = S∗1 (S∗2 )−1Pε,J S−12 S1.
Thus, V :=S−12 S1 is Pε,J -unitary, and B1 = V −1B2V.
The statement (d) follows from (c) easily; indeed, if B = S−1AS and ‖I − S‖ < ε0  1/2,
then
B − A = (S−1 − I )A(S − I ) + A(S − I ) + (S−1 − I )A
and
‖S−1 − I‖  ‖S−1‖‖I − S‖ < 2ε0,
hence
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‖B − A‖  ‖A‖(2ε20 + 3ε0),
and (provided (c) is proved) one can take
ε0 = min{1/2, η0/(5‖A‖)}.
We now prove (c). Let λ1 < · · · < λr be all distinct real eigenvalues of A. For every j =
1, 2, . . . , r , let δj > 0 be equal to the positive number δ that exists according to Theorem 3.6 with
respect to λj . Letting η0 = min{δ1, . . . , δr}, we obtain in view of Theorem 3.6 that if a matrix B
is H -selfadjoint, is similar to A, and satisfies ‖B − A‖ < η0, then the pair (B,H) has the same
sign characteristic as (A,H) does. In other words, there exist invertible matrices S1 and S2 such
that
B = S−11 JS1, H = S∗1Pε,J S1, A = S−12 JS2, H = S∗2Pε,J S2
for some Jordan matrix J as in (3.1) and (3.2), and some standardly ordered sign characteristic
ε. Then V :=S−12 S1 is H -unitary, and A = VBV −1. 
Corollary 3.9. Let A be H -selfadjoint. Then every H -selfadjoint matrix which is similar to A is
also H -unitarily similar to A if and only if the pair (A,H) has the property (a) and at least one
of the properties (b) and (c) below:
(a) All partial multiplicities corresponding to the real eigenvalues of A (if any) are odd;
(b) A has only one real eigenvalue, perhaps of high algebraic multiplicity, and all partial
multiplicities (necessarily odd, by (a)) corresponding to this eigenvalue are equal;
(c) for every two Jordan chainsx1, . . . , xm andy1, . . . , y ofA corresponding to not necessarily
distinct real eigenvalues the inequality
[x1, xm]H [y1, y]H  0 (3.47)
holds true.
The corollary follows easily from Theorems 3.8 and 3.3.
Another immediate deduction from Theorem 3.8 pertains to the case when H has only one
negative (or only one positive) eigenvalue.
Corollary 3.10. Assume that the n × n invertible hermitian matrix H has only one negative (or
only one positive) eigenvalue, counted with the multiplicities. Then there exist at most n mutually
non H -unitarily similar H -selfadjoint matrices each of which is similar to A.
The situation when there are exactly n matrices as in Corollary 3.10 is attained for
A = diag(λ1, . . . , λn), H = diag(−1, 1, . . . , 1, 1),
where λ1, . . . , λn are distinct real numbers. Indeed, let S1 = I, S2, . . . , Sn be invertible matrices
such that
S∗j HSj = diag(1, 1, . . . ,−1, 1, . . . 1),
with the −1 in the j th position, for j = 2, 3, . . . , n. Then the matrices
B1 = A, Bj = SjAS−1j , j = 2, 3, . . . , n
satisfy the statement of Corollary 3.10.
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3.5. Uniform perturbations
Although the formula (3.43) for the size of perturbations η0 with the property described in
Theorem 3.8(c) is far from the best possible, it nevertheless allows one to prove that for certain
classes of H -selfadjoint matrices, the size of perturbation is uniform. In this section we present
one such result.
Let A0 ∈ Cn×n be H -selfadjoint, and let λ1, . . . , λs be all the distinct eigenvalues of A0
(real and nonreal). For any ordered s-tuple of complex numbers µ :={µ1, . . . , µs} subject to the
conditions that
µj ∈ R if λj ∈ R (3.48)
and
µj = µ¯k if λj = λ¯k, (3.49)
we define the matrix A0(µ) by the following equalities:
A0(µ)x = A0x + µjx, for every x ∈ Ker (A0 − λj I )n, j = 1, 2, . . . , s. (3.50)
Since Cn is a direct sum of the root subspaces Ker (A0 − λj I )n (j = 1, 2, . . . , s), the matrix
A0(µ) is clearly well-defined by equalities (3.50). Conditions (3.48) and (3.49) guarantee that
A0(µ) is H -selfadjoint. Moreover, if a matrix S reduces (A0, H ) to the canonical form as in
Theorem 3.1, then the same matrix S reduces the pair (A0(µ),H) to its canonical form.
For any positive number τ (thought to be a small number), we define by (A0, τ ) the set of
all matrices A0(µ) as above with three additional properties:
(a) ‖A0(µ)‖  1τ ;(b) A0(µ) has s distinct eigenvalues ν1, . . . , νs ;
(c) min{|νj − νk| : 1  j < k  s}  τ .
Clearly, A0 ∈ (A0, τ ) for sufficiently small τ .
Theorem 3.8 together with formula (3.43) now yield the following result:
Corollary 3.11. Let A0 be H -selfadjoint. Then for every τ > 0 there exists η > 0 such that if
A ∈ (A0, τ ) and B are H -selfadjoint similar matrices and ‖B − A‖ < η, then A and B are
H -unitarily similar.
3.6. Main results: H -unitaries
The results of Sections 3.4 and 3.5 admit complete analogues for H -unitary matrices.
We state explicitly only the analogue of Theorem 3.8, including a formula for the size of
perturbations, leaving to the reader the formulation of other results.
Let U be an H -unitary matrix, with distinct unimodular eigenvalues λ1, λ2, . . . , λr . For each
unimodular eigenvalue λj , denote by
mj,1 < mj,2 < · · · < mj,dj
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the distinct partial multiplicities of U associated with λj , and assume that the partial multiplicity
mj,k(k = 1, 2, . . . , dj ) appears νj,k  1 times. Finally, we define the integer q(U,H) as in (3.38).
With these definition we can formulate the H -unitary analogue of Theorem 3.8:
Theorem 3.12. Let U be H -unitary. Then:
(a) There exist q :=q(U,H) H -unitary matrices V1, . . . , Vq which are similar to U and such
that Vj is not H -unitary similar to Vi if i /= j.
(b) The integer q is the largest integer for which the property described in (a) is valid.
(c) There exists η0 > 0 with the following property: If a matrix V is H -unitary, similar to U
and satisfies ‖U − V ‖ < η0, then there exists an H -unitary W such that
V = W−1UW. (3.51)
(d) For ε0 = min{1/2, η0/(5‖A‖)}, where η0 is taken to satisfy (c), we have the following
property: If a matrix V = S−1US is H -unitary, where S is an invertible matrix such that
‖I − S‖ < ε0, then V is in fact H -unitarily similar to U.
The constant η0 of (c) depends on U and H only.
A formula for η0 (an analogue of formula (3.43)) may be given:
η0 = min{η1, . . . , ηr},
where ηj > 0 is a constant that describes behavior of perturbations in a neighborhood of λj ,
(j = 1, 2, . . . , r), and is given by (3.36), (3.37) (with δ = ηj ).
4. Symmetric and skewsymmetric complex inner products
We consider in this section the analogues of Theorem 3.8 for complex symmetric and
skewsymmetric inner products. As it turns out, in this case symmetric, resp. skewsymmetric
or unitary, matrices are similar if and only if they are unitarily similar, just as for the euclidean
inner products.
Let G ∈ Cn×n be an invertible symmetric or skewsymmetric complex matrix. We denote by
[·, ·]G the symmetric or skewsymmetric inner product defined by G:
[x, y]G = (Gx, y¯) = yTGx, x, y ∈ Cn.
An n × n complex matrix A is called G-selfadjoint, resp., G-skewadjoint or G-unitary, if
[Ax, y]G = [x,Ay]G, resp., [Ax, y]G = −[x,Ay]G or [Ax,Ay]G = [x, y]G, for all x, y ∈ Cn.
Thus, A is G-selfadjoint if and only the equality GA = ATG holds. Similarly, A is G-skewadjoint
or G-unitary if and only if the equality GA = −ATG or ATGA = G holds.
Theorem 4.1. Fix an invertible symmetric or skewsymmetric complex matrix G. Let A,B ∈ Cn
be both G-symmetric, or both G-skewsymmetric, or both G-unitary. Assume that A and B are
similar. Then A and B are G-unitarily similar, i.e., there exists a G-unitary matrix U such that
B = U−1AU.
Theorem 4.1 for symmetric and skewsymmetric matrices follows easily from the well-known
canonical forms of pairs of symmetric and skewsymmetric complex matrices, see for example
972 L. Rodman / Linear Algebra and its Applications 416 (2006) 945–1009
[29] for a detailed exposition. Another proof is given in [4], based on the well-known property
(see, e.g., [5]) that matrix pencils of symmetric or skewsymmetric complex matrices are strictly
equivalent if and only if they are congruent.
Proof. Consider G-unitary matrices. Assume that A and B are similar G-unitary matrices. By
[21, Theorems 8.5, 7.5], it follows that the pairs (G,A) and (G,B) have the same canonical form
under the similarity/congruence transformation
(G,A) −→ (WTGW,W−1AW), W invertible
and analogously for the pair (G,B). Thus,
WT1 GW1 = WT2 GW2, W−11 AW1 = W−12 BW2
for some invertibleW1 andW2. Now theG-unitary similarity ofA andB follows immediately. 
5. Selfadjoint matrices: real indefinite inner products
Throughout the rest of the paper, we study the real case, and let H be a fixed invertible real
symmetric n × n matrix. We use the indefinite inner product
[x, y]H = (Hx, y), x, y ∈ Rn.
Recall that a matrix A ∈ Rn×n is called H -selfadjoint if HA = ATH .
The canonical form for H -selfadjoints is well known (see, for example, [11,9]):
Theorem 5.1. Let H ∈ Rn×n be an invertible symmetric matrix, and let A ∈ Rn×n be H -self-
adjoint. Then there exists an invertible real matrix W such that
W−1AW = J1(α1) ⊕ · · · ⊕ Jq (αq) ⊕ J2m1(µ1 ± iν1) ⊕ · · · ⊕ J2ms (µs ± iνs), (5.1)
WT HW = η1S1 ⊕ · · · ⊕ ηqSq ⊕ S2m1 ⊕ · · · ⊕ S2ms , (5.2)
where α1, . . . , αq ∈ R;µ1 ± iν1, . . . , µs ± iνs are pairs of complex conjugate numbers with
positive ν1, . . . , νs, and η1, . . . , ηq ∈ {1,−1}.
The form (5.1), (5.2) is uniquely determined by A and H, up to a permutation of pairs of blocks
{(Jj (αj ), ηjSj )}qj=1 and up to a permutation of pairs of blocks {(J2mj (µj ± iνj ), S2mj )}sj=1.
Conversely, if for a pair of real matrices (A,H) formulas (5.1), (5.2) hold true for some
invertible real matrix W, then A is H -selfadjoint.
The signs η1, . . . , ηq constitute the sign characteristic of the pair (A,H). The sign character-
istic is said to be standardly ordered, if within the collection of signs that correspond to the Jordan
blocks of A with the same real eigenvalue and the same size, the signs +1 (if any) appear before
the signs −1 (if any). We always assume, without loss of generality, that the sign characteristic
of the pair (A,H) is standardly ordered.
The main result on perturbation analysis and stability of unitary similarity within a similarity
class is a complete analogue of Theorem 3.8, and is proved in the same way, taking advantage of
the canonical form of Theorem 5.1 and using Theorem 2.10. We only state the result. The positive
integer q(A,H) is given by formula (3.38).
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Theorem 5.2. Let A ∈ Rn×n be H -selfadjoint. Then:
(a) There exist q(A,H) H -selfadjoint matrices B1, . . . , Bq which are similar to A and such
that Bj is not H -unitary similar to Bi if i /= j.
(b) The integer q(A,H) is the largest integer for which the property described in (a) is valid.
(c) There exists η0 > 0 with the following property: If a real matrix B is H -selfadjoint, similar
to A and satisfies ‖B − A‖ < η0, then there exists a H -unitary U such that
B = U−1AU. (5.3)
(d) For
ε0 := min
{
1
2
,
η0
5‖A‖
}
,
where η0 is taken from (c), the following property holds: If a matrix B = S−1AS is H -
selfadjoint, where S is a invertible matrix such that ‖I − S‖ < ε0, then B is in fact H -
unitarily similar to A.
The constant η0 depends on A and H only.
In fact, one value of η0 is given by formula (3.43).
6. Skewadjoint matrices: real indefinite inner products
We focus in this section on H -skewadjoint matrices, and start with a review of the canonical
form in the next subsection.
6.1. Canonical form
A canonical form of the pair (A,H) with invertible real symmetric H and H -skewadjoint A,
under congruence similarity, is given in the next theorem. The matrices k will be used:
k =

0 0 0 · · · 0 0 1
0 0 0 · · · 0 −1 0
0 0 0 · · · 1 0 0
...
... q
...
...
...
0 (−1)k−2 0 · · · 0 0 0
(−1)k−1 0 0 · · · 0 0 0

= (−1)k−1Tk . (6.1)
Thus, k is symmetric if k is odd, and skewsymmetric if k is even. Note that
sig2m+1 =
{−1 if m is odd,
1 if m is even. (6.2)
Also, let
2h =

0 0 · · · 0 h−12
0 0 · · · −h−12 0
...
... q
...
...
0 (−1)h−2h−12 · · · 0 0
(−1)h−1h−12 0 · · · 0 0
 .
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The 2h × 2h matrix 2h is symmetric for h = 1, 2, . . ., and
sig2h =
{
1 if h is odd
0 if h is even (6.3)
The following canonical form (with a complete proof) is given in [18], for example, and in
less explicit form in [3] (see also [20]). It can be easily deduced from the canonical form of pairs
of real symmetric/skewsymmetric matrix pencils, see, e.g., [29].
Theorem 6.1. Let A be H -skewadjoint. Then there is an invertible real matrix W such that
W−1AW and WTHW are block diagonal matrices
W−1AW = A1 ⊕ · · · ⊕ Aw, WTHW = H1 ⊕ · · · ⊕ Hw, (6.4)
where each diagonal block (Ai,Hi) is of one of the following five types:
(i)
Ai = J2n1+1(0) ⊕ J2n2+1(0) ⊕ · · · ⊕ J2np+1(0),
Hi = κ12n1+1 ⊕ κ22n2+1 ⊕ · · · ⊕ κp2np+1,
where κj are signs ±1;
(ii)
Ai = J2m1(0) ⊕ J2m1(0) ⊕ · · · ⊕ J2mq (0) ⊕ J2mq (0),
Hi =
[
0 2m1−2m1 0
]
⊕ · · · ⊕
[
0 2mq
−2mq 0
]
.
(iii)
Ai = J1(a) ⊕ −J1(a)T ⊕ · · · ⊕ Jr (a) ⊕ −Jr (a)T,
Hi =
[
0 I1
I1 0
]
⊕ · · · ⊕
[
0 Ir
Ir 0
]
,
where a > 0, and the number a, the total number 2r of Jordan blocks, and the sizes
1, . . . , r may depend on the particular diagonal block (Ai,Hi);
(iv)
Ai = J2k1(a ± ib) ⊕ −J2k1(a ± ib)T ⊕ · · · ⊕ J2ku(a ± ib) ⊕ −J2ku(a ± ib)T,
Hi =
[
0 I2k1
I2k1 0
]
⊕ · · · ⊕
[
0 I2ku
I2ku 0
]
,
where a, b > 0, and again the numbers a and b, the total number 2u of Jordan blocks, and
the sizes 2k1, . . . , 2ku may depend on (Ai,Hi);
(v)
Ai = J2h1(±ib) ⊕ J2h2(±ib) ⊕ · · · ⊕ J2ht (±ib), (6.5)
Hi = η12h1 ⊕ η22h2 · · · ⊕ ηt2ht , (6.6)
where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . , ht , and
η1, . . . , ηt may depend on the particular diagonal block (Ai,Hi).
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The form (6.4) is uniquely determined by the pair (A,H), up to a permutation of the constituent
pairs of blocks (A1, H1), . . . , (Aw,Hw).
Conversely, if for a pair of real matrices (A,H), formula (6.4) holds true for some invertible
real matrix W, then H is invertible symmetric and A is H -skewadjoint.
The signs κj and ηk associated with the nilpotent Jordan blocks of odd size and with real
Jordan blocks with non zero pure imaginary eigenvalues of A form the sign characteristic of
the H -skewadjoint matrix A. By ordering the sign characteristic so that for the nilpotent Jordan
blocks of A of the same size, the signs +1 (if any) appear before the signs −1 (if any), and for
the real Jordan blocks with the same non zero pure imaginary eigenvalue and the same size,
the signs +1 (if any) appear before the signs −1 (if any), we obtain the standardly ordered sign
characteristic. Again, we assume that the sign characteristic of every H -skewadjoint matrix A is
standardly ordered.
Remark 6.2. For later reference, we point out that if A is H -skewadjoint, and all eigenvalues of A
are nonzero pure imaginary, then the sign characteristic of A coincides with the sign characteristic
of −A. By Theorem 6.1, we need to verify this fact only for the case when
A = J2h(±ib), H = 2h,
where h is a positive integer. Let E =
[
0 1
1 0
]
. A straightforward calculation verifies that
(−1)h−1Eh−12 E = h−12 , h = 1, 2, . . . ,
and
diag(E,−E, . . . , (−1)h−1E)(−A) diag(E,−E, . . . , (−1)h−1E) = A,
diag(E,−E, . . . , (−1)h−1E)2h diag(E,−E, . . . , (−1)h−1E) = 2h
for all positive integers h. Thus, (−A,H) has the same canonical form as (A,H) does.
6.2. A description of sign characteristic
Another description of the sign characteristic of H -skewadjoint matrices is useful in perturba-
tion analysis.
We need some preparation to state the result.
Fix an H -skewadjoint n × n matrix A, and assume that zero is an eigenvalue of A. Let(0)1 ⊆
Rn be the subspace spanned by the eigenvectors of A corresponding to the eigenvalue zero.
For x ∈ (0)1 \{0} denote by ν(x) the maximal length of a Jordan chain of A beginning with the
eigenvector x. In other words, there exists a chain of ν(x) vectors y1 = x, y2, . . . , yν(x) ∈ Rn
such that
Ayj = yj−1 for j = 2, 3, . . . , ν(x), Ay1 = 0
and there does not exist a chain of ν(x) + 1 vectors with analogous properties. Let (0)i , i =
1, 2, . . . , γ0
(
γ0 = max
{
ν(x)|x ∈ (0)1 \{0}
})
be the subspace of(0)1 spanned by allx ∈ (0)1 \{0}
with ν(x)  i. Then
Ker(A) = (0)1 ⊇ (0)2 ⊇ · · · ⊇ (0)γ0 .
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We now describe the sign characteristic of the pair (A,H) corresponding to the eigenvalue
zero in terms of certain bilinear forms defined on the subspaces (0)i .
Theorem 6.3. Let A be an H -skewadjoint matrix.
For i = 1, . . . , γ0, let
fi(x, y) = (x,Hy(i)), x ∈ (0)i , y ∈ (0)i \{0},
where y = y(1), y(2), . . . , y(i) is a Jordan chain of A corresponding to the eigenvalue zero with
the eigenvector y, and let fi(x, 0) = 0. Then:
(i) fi(x, y) does not depend on the choice of y(2), . . . , y(i);
(ii) for some linear transformation G(0)i : (0)i → (0)i ,
fi(x, y) = (x,G(0)i y), x, y ∈ (0)i ;
(iii) for the transformation G(0)i of (ii), (0)i+1 = Ker G(0)i for i = 1, 2, . . . , γ0 (by definition
(0)γ0+1 = {0});
(iv) if i is odd, then G(0)i is selfadjoint (with respect to the standard euclidean inner product
in (0)i ), and the number of positive (negative) eigenvalues of G(0)i , counting with multi-
plicities, coincides with the number of positive (negative) signs in the sign characteristic
of (A,H) corresponding to the Jordan blocks of size i associated with the zero eigenvalue
of A.
(v) if i is even, then G(0)i is skewadjoint.
Proof. Without loss of generality we assume that the pair (A,H) is the canonical form given by
Theorem 6.1, and that σ(A) = {0}.
For notational convenience, we assume that the sizes of the Jordan blocks in A are arranged
in the nonincreasing order: τ1  · · ·  τs ; τ1 + · · · + τs = n, the size of A and of H .
Fix an index i, 1  i  γ0, and let j be the largest index such that τj  i. Then(0)i is generated
by the unit coordinate vectors e1, eτ ′1+1, . . . eτ ′j−1+1, where
τ ′u =
u∑
k=1
τk, u = 1, 2, . . . , s − 1.
(If j = 1, we take τ ′0 = 0.) It is easy to see that the columns of an n × i matrix T form a Jordan
chain of A if and only if
AT = T Ji(0) (6.7)
and the first column of T (which is an eigenvector) is nonzero. By a well-known result on the
structure of matrices that intertwine between matrices in Jordan form (see, e.g., [5]), the equality
(6.7) holds if and only if T has the form
T =
T1...
Ts
 , (6.8)
where Tv is τv × i is upper triangular Toeplitz, for v = 1, 2, . . . , s. Thus, for
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y = β1e1 + · · · + βj eτ ′j−1+1 ∈ 
(0)
i \{0}, β1, . . . , βj ∈ R, (6.9)
the matrices T of the form (6.8) in which y appears as the first (left-most) column, are given by
(6.8) where for v > j the block Tv is arbitrary τv × i upper triangular Toeplitz (necessarily with
the first column zero), and for v  j , the upper triangular τv × i Toeplitz matrix Tv is such that
the ith entry in the last (right-most) column of Tv coincides with βv .
At this point it will be convenient to consider the cases of i even and i odd separately. Suppose
first that i is odd. Noticing the special structure of H (given by blocks of types (i) and (ii) of
Theorem 6.1) we now have
Hy(i) =
z1...
zs
 , (6.10)
where y = y(1), y(2), . . . , y(i) is a Jordan chain of A corresponding to the eigenvector y. Here,
the vectors
z1 ∈ Rτ1×1, . . . , zs ∈ Rτs×1
are such that the first (=top) component of zv is zero if τv > i, and the first component of zv is
equal to κvβv if τv = i, where κv is the sign ±1 of the corresponding block κvi (as in Theorem
6.1(i)). It is now clear that for
x = α1e1 + α2eτ ′1+1 + · · · + αjeτ ′j−1+1 ∈ (0), α1, . . . , αj ∈ R (6.11)
we have
(x,Hy(i)) =
∑
τv=i
κvαvβv
and the result follows.
Suppose now that i is even. Since the blocks of even size i appear even number of times (see
(ii)), we let 2k be the number of Jordan blocks in A of size i; thus,
τj−2k > τj−2k+1 = τj−2k+2 = · · · = τj .
Now, using the form of the blocks of H as in (ii), for the vector y given by (6.9) and a Jordan
chain y = y(1), y(2), . . . , y(i) of A, the vector Hy(i) is given by (6.10), where this time if τv > i
then the first (=top) component of zv is equal to zero, and if τv = i, (v = j − 2k + 1, j − 2k +
2, . . . , j ), then the first component of zj−2q+1 is equal to βj−2q+2 and the first component of
zj−2q+2 is equal to −βj−2q+1, for q = 1, 2, . . . , k. It follows that for x defined in (6.11) we have
(x,Hy(i)) =
k∑
q=1
(αj−2q+1βj−2q+2 − αj+2q+2βj−2q+1),
and the result follows again. 
Remark 6.4. Note that the linear transformations G(0)i , i = 1, 2, . . . , γ0, are given in the basis in
which (A,H) has the canonical form of Theorem 6.1 by matrices as follows: If i is odd, G(0)i is
given by a diagonal matrix having ±1 and possibly zeros on the main diagonal; if i is even, G(0)i
is given by[
0 1
−1 0
]
⊕ · · · ⊕
[
0 1
−1 0
]
⊕ 0 ⊕ · · · ⊕ 0, (6.12)
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where the block
[
0 1
−1 0
]
appears in (6.12) the number of times equal to the number of identical
pairs of blocks (Ji(0), Ji(0)) that appear in the Jordan form of A.
Next, we construct a chain of subspaces associated with nonzero pure imaginary eigenvalues
of A. Thus, let ±ib, b > 0 be a pure imaginary eigenvalue of A. For a given vector
x ∈ Ker (A2 + b2I )\{0} ⊆ Rn,
we define a real Jordan chain corresponding to ±ib of length q consisting of vectors x(1) =
x, x(2), . . . , x(q) beginning with x by the properties
(A2 + b2I )x(k+1) = x(k), k = 1, 2, . . . , q − 1, and x(k) ∈ Rn, k = 1, 2, . . . , q.
We let ν(x) be equal to the maximal length of a Jordan chain beginning with the vector x.
Furthermore, denote by γ±ib the maximal length of Jordan chains corresponding to nonzero
vectors in Ker (A2 + b2I ).
Let(±ib)k , k = 1, 2, . . . , γ±ib be the subspace of Ker (A2 + b2I ) spanned by allx ∈ Ker (A2 +
b2I )\{0} with ν(x)  k. Then
Ker (A2 + b2I ) = (±ib)1 ⊇ (±ib)2 ⊇ · · · ⊇ (±ib)γ±ib .
Note that the subspaces (±ib)k are even dimensional.
Theorem 6.5. Let A be an H -skewadjoint matrix. Fix a pair of nonzero complex conjugate pure
imaginary eigenvalues ±ib of A. For k = 1, . . . , γ±ib, let
fk(x, y) = (x,Hy(k)), x ∈ (±ib)k , y ∈ (±ib)k \{0},
where y = y(1), y(2), . . . , y(k) is a real Jordan chain of A corresponding to ±ib and beginning
with the eigenvector y, and let fk(x, 0) = 0. Then:
(i) fk(x, y) does not depend on the choice of y(2), . . . , y(k);
(ii) for some linear transformation G(±ib)k : (±ib)k → (±ib)k ,
fk(x, y) = (x,G(±ib)k y), x, y ∈ (±ib)k ;
(iii) for the transformation G(±ib)k of (ii), (±ib)k+1 = Ker G(±ib)k for k = 1, 2, . . . , γ±ib (by defi-
nition (±ib)γ±ib+1 = {0});
(iv) the linear transformation G(±ib)k is selfadjoint (with respect to the standard euclidean inner
product in (±ib)k ), and the number of positive (negative) eigenvalues of G(±ib)k , counting
with multiplicities, coincides with twice the number of positive (negative) signs in the sign
characteristic of (A,H) corresponding to the real Jordan blocks of size 2k × 2k associated
with the eigenvalues ±ib of A.
Proof. Analogously to the proof of Theorem 6.3, we assume that the pair (A,H) is the canonical
form given by Theorem 6.1, and that σ(A) = {±ib}. For notational convenience we assume that
the sizes of the real Jordan blocks in A are arranged in the nonincreasing order: 2h1  2h2 
· · ·  2ht , 2h1 + 2h2 + · · · + 2ht = n. For easy reference, note that
A2 + b2I = Q2h1 ⊕ · · · ⊕ Q2ht , (6.13)
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where
Q2h :=

02 2b2 I2 02 · · · 02 02
02 02 2b2 I2 · · · 02 02
02 02 02 2b2 · · · 02 02
...
...
...
...
.
.
.
...
...
02 02 02 02 · · · 2b2 I2
02 02 02 02 · · · 02 2b2
02 02 02 02 · · · 02 02

(6.14)
is a 2h × 2h matrix.
We will work with 2h × k matrices T that satisfy the equation
Q2hT = T Jk(0). (6.15)
An easy calculation shows that (6.15) holds for a matrix T if and only if T has the structure
T =

[
T0
02(h−k)×k
]
if h  k,[
02h×(k−h) T0
]
if k  h.
(6.16)
Here the 2 min{h, k} × min{h, k} matrix T0 has the form
T0 = [Tα,β ]min{h,k}α,β=1 (6.17)
with 2 × 1 blocks Tα,β such that
Tα,β = 0 if α > β
and
T1,1 =
[
a1
a2
]
, T2,2 =
[−a2/(2b)
a1/(2b)
]
, T3,3 =
[−a1/(2b)2
−a2/(2b)2
]
, . . . ,
generally,
if Tα,α =
[
p
q
]
, then Tα+1,α+1 =
[−q/(2b)
p/(2b)
]
,
and certain structure of the blocks Tα,β for α < β which however will be of no immediate interest.
Fix an index k, 1  k  γ±ib, and let j be the largest index such that hj  k. Then (±ib)k is
generated by the unit coordinate vectors
e1, e2, e2h′1+1, e2h′1+2, . . . , e2h′j−1+1, e2h′j−1+2,
h′p = h1 + h2 + · · · + hp, p = 1, 2, . . . , j − 1.
(If j = 1, we take e1, e2.) It follows from the definition that a chain of vectors
y = y(1), y(2), . . . , y(k), y ∈ (±ib)k \{0}, (6.18)
is a real Jordan chain of A if and only if
(A2 + b2I )T = T Jk(0), (6.19)
where the n × k matrix T has the columns (6.18) (in this order). Write
y = α1e1 + β1e2 + α2e2h′1+1+ β2e2h′1+2 + · · · + αje2h′j−1+1 + βj e2h′j−1+2 ∈ 
(±ib)
k \{0},
α1, β1, . . . , αjβj ∈ R, (6.20)
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then in view of the structure of matrices T satisfying (6.19) (cf. 6.16)) we have for the last vector
in the real Jordan chain (6.18):
y(k) =

z1
z2
...
zt
 , zp ∈ R2hp , p = 1, 2, . . . , t, (6.21)
where the two bottom components of zp are zeros if hp > k, and in the case hp = k, the two
bottom components of zp are given as follows:[
α′p/(2b)k−1
β ′p/(2b)k−1
]
,
where
[
α′p
β ′p
]
=

[
αp
βp
]
if k = 1 modulo 4;[−βp
αp
]
if k = 2 modulo 4;[−αp
−βp
]
if k = 3 modulo 4;[
βp
−αp
]
if k = 0 modulo 4.
A computation shows that
2hpzp =

00
∗
 if hp > k,αp/(2b)k−1βp/(2b)k−1
∗
 if hp = k
Now the conclusions of Theorem 6.5 follow easily. 
Remark 6.6. As it follows from the proof of Theorem 6.5, the matrix of the linear transformation
G
(±ib)
k in a basis in which the pair (A,H) with an H -skewadjoint A has the canonical form of
Theorem 6.1, is given by a diagonal matrix with the diagonal entries ±1/(2b)k−1 or zero.
6.3. Perturbation analysis of the sign characteristic: zero eigenvalue
We will show in this section that the sign characteristic of an H -skewadjoint matrix persists
under sufficiently small perturbations that keep fixed the relevant partial multiplicities. Moreover,
we identify a sufficiently small perturbation size that guarantees this property.
Since the sign characteristic of an H -skewadjoint matrix relates to odd partial multiplicities
corresponding to the zero eigenvalue and to pairs of nonzero complex conjugate pure imaginary
eigenvalues, it will be convenient to treat these two cases separately. The latter case will be
considered in the next subsection.
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LetA beH -skewadjoint, and assume that zero is an eigenvalue ofA, with at least one odd partial
multiplicity corresponding to the zero eigenvalue. By definition, the {0|δ}-structure preserving
neighborhood of A consists of all matrices A1 ∈ Rn×n with the following properties:
(1) ‖A − A1‖ < δ;
(2) the partial multiplicities of A1 at the zero eigenvalue coincide with the partial multiplicities
of A at the zero eigenvalue.
It follows from this definition that for every positive ε which is smaller than the minimal
absolute value of nonzero eigenvalues of A, there exists δ > 0 such that zero is the only eigenvalue
in the disc {z ∈ C : |z|  ε} of every matrix in the {0|δ}-structure preserving neighborhood of A.
Theorem 6.7. Let A be an H -skewadjoint matrix, such that zero is an eigenvalue of A with
at least one odd partial multiplicity. Then there exists δ > 0 such that for every pair (A1, H1)
satisfying the properties
(a) A1 belongs to the {0|δ}-structure preserving neighborhood of A;
(b) H1 is a symmetric matrix satisfying ‖H1 − H‖ < δ;
(c) A1 is H1-skewadjoint;
the sign characteristic of (A,H) at 0 and the sign characteristic of (A1, H1) at the eigenvalue 0
of A1 are the same.
The proof of the theorem will allow us to obtain an explicit formula for δ. In order to write
down this formula, we introduce the following notation (which will be also used in the proof).
Let γ be the largest partial multiplicity of A at the eigenvalue zero, and let
k˜ = dim Ker (Aγ ). (6.22)
Furthermore, define
d˜1 = max{(|µ1| + 1)γ , . . . , (|µp| + 1)γ }, (6.23)
d˜r = min{1, (s(m1, µ1))γ , . . . , (s(mp,µp))γ }, (6.24)
where µ1, . . . , µp are all distinct eigenvalues of A different from zero, and mj is the largest
partial multiplicity ofµj as an eigenvalue ofA, for j = 1, 2, . . . , p, and the numbers s(mj , µj ) are
defined by (2.8). (If A has no other eigenvalues besides the zero eigenvalue, we take d˜1 = d˜r = 1.)
As the proof of Theorem 6.7 will show, one can take
δ = δ0
max{‖W−1‖‖W‖, ‖W−1‖2} , (6.25)
where W is an invertible matrix such that the pair
W−1AW = A1 ⊕ · · · ⊕ Aw, WTHW = H1 ⊕ · · · ⊕ Hw
is in the canonical form (6.4), and δ0 is given by
δ0 = 1
Z
, (6.26)
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where
Z := 3
2
+ 3
4
(
‖A‖n + 12
)γ−1
+9
4
L
√
k˜ + 24
√
k˜(d˜−2r d˜1 + d˜−1r )L
[
1 + 3
2
(
‖A‖n + 12
)γ−1]
, (6.27)
with
L := max
1αγ
(
α
(
r(A) + 3
2
)α−1)
, (6.28)
and where ‖A‖n is the norm of the canonical form of A.
Proof of Theorem 6.7. We use an approach analogous to that of Theorem 3.6.
Without loss of generality we may assume that A and H are as in the canonical form (6.4).
Indeed, assume the theorem is already proved for (A0, H0) in the canonical form (6.4) with δ
equal to δ0 given by (6.26). Then for any pair (A,H), where A is H -skewadjoint, define δ by
(6.25), where W such that
W−1AW = A0 and WTHW = H0
are in the canonical form, and take (A1, H1) be any pair of matrices satisfying (a), (b), and (c).
Then we have
‖A0 − WA1W−1‖  ‖W‖‖A − A1‖‖W−1‖ < δ0
and
‖H0 − (WT)−1H1W−1‖  ‖W−1‖‖H − H1‖‖W−1‖ < δ0,
therefore by our assumption, the sign characteristic of the pair (WA1W−1, (WT)−1H1W−1) at
the eigenvalue zero is the same as that of (A0, H0). Hence the sign characteristics of (A1, H1)
and of (A,H) at the zero eigenvalue are also the same.
We prove that δ0 given by (6.26), satisfies the requirements of the theorem.
Let A1 and H1 be as in the statement of Theorem 6.7. Define γ , i , (1)i , Eα , and E
(1)
α as
in the proof of Theorem 3.6 (with λ0 = λ1 = 0), and choose ηα,1, . . . , ηα,kα and φij again as in
the proof of Theorem 3.6. Letting dr(α) and d1(α) be defined by (3.14) and (3.15), respectively,
where λ0 is set to be zero, we see as in the proof of Theorem 3.6 that the inequality
θ(E(1)α ,Eα) 
(
2dr(α)−2d1(α) + 2dr(α)−1
)
‖Aα1 − Aα‖, (6.29)
holds true, provided
‖Aα1 − Aα‖ 
dr(α)
2
. (6.30)
Note that (6.29) trivially holds also in the case when α = γ and Aγ = 0. Recall that A1 is taken
so that the inequality ‖A1 − A‖ < δ0 is satisfied. By Proposition 2.3, we have
‖Aα1 − Aα‖  α(‖A‖ + δ0)α−1δ0.
Note also that, since A is a Jordan matrix, and since we take δ0  12 , we have
‖A‖  r(A) + 1, and ‖A‖ + δ0  r(A) + 32 ,
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where r(A) is the spectral radius of A. Therefore, to satisfy (6.30), it suffices to take δ0 so that
δ0  min
{
1
2
,
dr (α)
2L
}
, (6.31)
where L is defined as in (6.28). Note that also
θ(E(1)α ,Eα) 
(
2dr(α)−2d1(α) + 2dr(α)−1
)
L‖A1 − A‖ =: qα. (6.32)
Assuming
qα 
1
24
, (6.33)
by Theorem 2.1 we find that, for every α = 1, 2, . . . , γ , there exist a basis η(1)α,1, . . . , η(1)α,kα in a
direct complement to E(1)α−1 in E
(1)
α such that
‖η(1)α,j − ηα,j‖ < 12qα (6.34)
for j = 1, 2, . . . , kα and α = 1, 2, . . . , γ . Now we can put
φ
(1)
α,j :=Aα−11 η(1)α,j , j = 1, 2, . . . , kα
to produce basesφ(1)α,1, . . . , φ
(1)
α,kα
in(1)α , forα = 1, 2, . . . , γ . The vectorsφ(1)α,j satisfy the inequal-
ities
‖φ(1)α,j − φα,j‖  ‖Aα−11 ‖‖η(1)α,j − ηα,j‖ + ‖Aα−11 − Aα−1‖. (6.35)
The second summand in (6.35) is estimated as follows:
‖Aα−11 − Aα−1‖  L‖A1 − A‖.
For the first summand in (6.35) we have:
‖Aα−11 ‖‖η(1)α,j − ηα,j‖ < 12
(
‖A‖ + dr(1)
2
)α−1
qα,
where we have used inequality (6.30) with α = 1. Since dr(1)  1, we obtain
‖φ(1)α,j − φα,j‖ < 12
(
‖A‖ + 1
2
)γ−1
Q + L‖A1 − A‖, (6.36)
where
Q := max{q1, . . . qγ }.
Since we have found bases φ(1)i,j in
(1)
i that are close enough to the corresponding bases φi,j in
i , the assertion of Theorem 6.7 is now obtained without difficulties from Theorem 6.3. Indeed,
for a fixed α (1  α  γ ) the smallest absolute value of a nonzero eigenvalue of the Hermitian
matrix (if α is odd) or the skew Hermitian matrix (if α is even)
H(α) :=[ηα,1ηα,2 . . . ηα,kα ]TH [φα,1φα,2 . . . φα,kα ]
is equal to 1 (since we assume that A and H are in the canonical form; cf. Remark 6.4). Thus, by
Theorem 2.4(b) (applied to the Hermitian matrix iH (α) if α is even) we will be done as soon as
the inequality
‖[η(1)α,1η(1)α,2 . . . η(1)α,kα ]TH1[φ
(1)
α,1φ
(1)
α,2 . . . φ
(1)
iα,kα
] − H(α)‖ < 1 (6.37)
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is guaranteed to hold, provided that ‖H1 − H‖ < δ0, ‖A1 − A‖ < δ0, and A1 is H1-selfadjoint
and belongs to the {0|δ0}-structure preserving neighborhood of A. Using the notation (3.28),
(3.29) (with i replaced by α) we see that (3.31) holds (where now the matrices are real so that the
transpose coincides with the conjugate transpose). Now the following inequalities are obtained
using (3.32), (6.34) and (6.36):
‖Sη − S(1)η ‖ 
√
kα12qα  12
√
kαQ,
‖Sφ − S(1)φ ‖  12
√
kα
(
‖A‖ + 1
2
)γ−1
Q + L√kα‖A − A1‖, (6.38)
‖S(1)η ‖  ‖Sη − S(1)η ‖ + ‖Sη‖  1 + 12
√
kαQ,
‖S(1)φ ‖  ‖Sφ − S(1)φ ‖ + ‖Sφ‖  1 + 12
√
kα
(
‖A‖ + 1
2
)γ−1
Q + L√kα‖A − A1‖,
and finally (in view of (3.31))
‖(S(1)η )TH1S(1)φ − STη HSφ‖ δ0
(
1 + 12√kαQ)
×
(
1 + 12√kα (‖A‖ + 12
)γ−1
Q + L√kα‖A − A1‖)
+ 12√kαQ + (1 + 12√kαQ)
×
[
12
√
kα
(
‖A‖ + 1
2
)γ−1
Q + L√kα‖A − A1‖] .
We now use the quantities d˜1 and d˜r defined by (6.23) and (6.24), respectively. Then we have the
following inequality using the definition of Q:
Q < 2δ0(d˜−2r d˜1 + d˜−1r )L (6.39)
and (6.33) is satisfied provided
2δ0(d˜−2r d˜1 + d˜−1r )L 
1
24
. (6.40)
It will be also convenient to denote k := max{k1, . . . , kγ }. Choose δ0 so that the inequality
2δ0(d˜−2r d˜1 + d˜−1r )L 
1
24
√
k
(6.41)
is satisfied. Then (6.40) holds true as well, and in addition we have
12
√
kαQ 
1
2
, i = 1, 2, . . . , γ . (6.42)
Now
‖(S(1)η )TH1S(1)φ − STη HSφ‖ < δ0
{
3
2
[
1 + 1
2
(
‖A‖ + 1
2
)γ−1
+ 1
2
L
√
k
]
+ 24√k(d˜−2r d˜1 + d˜−1r )L
+ 3
2
[
24
√
k(d˜−2r d˜1 + d˜−1r )L
(
‖A‖ + 1
2
)γ−1
+ L√k
]}
(6.43)
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(we have used here (6.39) and (6.42)), and the formula (6.26) for δ0 follows. Note that in the
formula (6.26) we have taken into account that if δ0  Z−1, then δ0 automatically satisfies inequal-
ities (6.31) and (6.41). Note also that k  k˜, where the latter is defined by (6.22). 
As a by-product of the proof of Theorem 6.7, the following corollary is noteworthy. For an
H -skewadjoint matrix A with zero an eigenvalue, we denote by(0)i (A,H), i = 1, 2, . . . , γ , the
subspace spanned by all eigenvectors of A corresponding to the zero eigenvalue that generate a
Jordan chain of length not less than i. Here γ = γ (A) is the largest partial multiplicity of A corre-
sponding to the eigenvalue zero. The linear transformations G(0)i : (0)i (A,H) −→ (0)i (A,H),
i = 1, 2, . . . , γ , which are defined in Theorem 6.3, will be denoted here by G(0)i (A,H), to
emphasize their dependence on A and H .
Corollary 6.8. Let A be an H -skewadjoint matrix, such that zero is an eigenvalue of A, and let
δ be given by (6.25). Then there exists  > 0, depending on A and H only, such that for every
pair (A1, H1) satisfying the properties
(a) A1 belongs to the {0|δ}-structure preserving neighborhood of A;
(b) H1 is a symmetric matrix satisfying ‖H1 − H‖ < δ;
(c) A1 is H1-skewadjoint;
we have
‖G(0)i (A1, H1) − G(0)i (A,H)‖  (‖A1 − A‖ + ‖H1 − H‖), i = 1, 2, . . . , γ . (6.44)
Remark 6.9. The inequality (6.44) is understood in the following more precise sense: Let
Xi (A,H) be any (ordered) orthonormal basis in (0)i (A,H); we denote by Xi (A,H) also the
n × νi matrix formed by the elements ofXi (A,H), where n × n is the size of A and of H , and νi
is the dimension of(0)i (A,H). Then there exists an (ordered) basisXi (A1, H1) in(0)i (A1, H1)
such that
(1)
‖Xi (A,H) −Xi (A1, H1)‖  (‖A1 − A‖ + ‖H1 − H‖),
and
(2) the inequality (6.44) holds for the matrices that represent the bilinear forms defined by
the transformations G(0)i (A,H) and G
(0)
i (A1, H1) with respect to the basesXi (A,H) and
Xi (A1, H1), respectively.
Note that the linear transformations G(0)i (A,H) and G
(0)
i (A1, H1) are symmetric or skewsym-
metric, depending on the parity of i.
In fact, if (A,H) is in the canonical form (6.4), then one can take in Corollary 6.8  = Z,
where Z is given by (6.27); cf. inequalities (3.35) and (6.38).
6.4. Perturbation analysis of the sign characteristic: pure imaginary eigenvalues
In this subsection, we carry out a similar analysis for nonzero pure imaginary eigenvalues. We
start with the definition of structure preserving neighborhoods.
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Let A ∈ Rn×n be H -skewadjoint, and let ±ib, b > 0, be a pair of nonzero complex conjugate
pure imaginary eigenvalues of A. For a positive δ, the {±ib|δ}-structure preserving
neighborhood of A consists of all matrices A1 ∈ Rn×n such that ‖A − A1‖ < δ, A1 has exactly
one pair of nonzero complex conjugate eigenvalues ±ib1 (perhaps of high multiplicity) in the
intervals (±ib − iδ,±ib + iδ) on the imaginary axis, and the partial multiplicities of A1 at the
eigenvalue ib1 (which are the same as the partial multiplicities of A1 at −ib1) coincide with those
of A at ib. It follows from this definition that for any positive
ε < min
{
|b|, min{α∈σ(A):α /=ib}{|ib − α|}
}
there exists δ > 0 such that ±ib1 are the only eigenvalues of A1 in the discs
{z ∈ C : |z − ib| < ε} ∪ {z ∈ C : |z + ib| < ε},
for every matrix A1 in the {±ib|δ}-structure preserving neighborhood of A.
Theorem 6.10. Let A be an H -skewadjoint matrix, and let ±ib be a pair of nonzero complex
conjugate pure imaginary eigenvalues of A. Then there exists δ′ > 0 such that for every pair
(A1, H1), where A1 belongs to the {±ib|δ′}-structure preserving neighborhood of A,H1 is a
hermitian matrix satisfying ‖H1 − H‖ < δ, and A1 is H1-skewadjoint, the sign characteristic of
(A,H) at ±ib and the sign characteristic of (A1, H1) at the pair of eigenvalues ±ib1 of A1 lying
in the intervals (±ib − iδ′,±ib + iδ′) are the same.
In fact, one can take
δ′ = min
{
−‖A‖ +√‖A‖2 + 2δ
2
,
−b + √b2 + δ
2
}
, (6.45)
where δ be a positive number of Theorem 3.6, with respect to the H -selfadjoint matrix A2 and its
eigenvalue λ0 = −b2.
We note also that an analogue of Corollary 6.8 is valid for perturbations of nonzero pure
imaginary eigenvalues of H -skewadjoint matrices. To state this analogue, it will be convenient
to denote by (±ib)k (A,H) = (±ib)k the subspaces of Theorem 6.5, and by
G
(±ib)
k (A,H) = G(±ib)k : (±ib)k (A,H) −→ (±ib)k (A,H)
the linear transformations G(±ib)k of the same theorem, to emphasize the dependence on the pair
(A,H). Here k = 1, . . . , γ±ib, where γ±ib = γ±ib(A,H) is also taken from Theorem 6.5.
Corollary 6.11. Let A be an H -skewadjoint matrix, with a pair of nonzero pure imaginary eigen-
values ±ib, b > 0, and let δ be given by (6.45). Then there exists , depending on A,H, and
±ib only, such that for every pair (A1, H1) satisfying the properties
(a) A1 belongs to the {±ib|δ}-structure preserving neighborhood of A;
(b) H1 is a symmetric matrix satisfying ‖H1 − H‖ < δ;
(c) A1 is H1-skewadjoint;
we have
‖G(±ib)k (A1, H1) − G(±ib)k (A,H)‖  (‖A1 − A‖ + ‖H1 − H‖), (6.46)
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for
k = 1, 2, . . . , γ±ib = γ±ib(A1, H1).
The inequalities (6.46) are interpreted analogously to Corollary 6.8; see Remark 6.9.
The proof of Corollary 6.11 can be obtained as a by-product of the proof of Theorem 6.10,
using Remark 6.6.
6.5. Proof of Theorem 6.10
Although a direct proof may be given, using an approach similar to that of the proof of Theorem
6.7 (which yields a different formula for δ), we provide an alternative proof based on reduction
to Theorem 3.6.
First note that ifA isH -skewadjoint, thenA2 isH -selfadjoint. The sign characteristics of anH -
skewadjoint matrix A corresponding to nonzero pure imaginary eigenvalues and the H -selfadjoint
matrix A2 corresponding to negative eigenvalues are related as follows:
Proposition 6.12. Let A ∈ Rn×n be H -skewadjoint, where H ∈ Rn×n is symmetric and invert-
ible, and let (6.5), (6.6) be the part of the canonical form of (A,H) with a pair of pure imaginary
conjugate eigenvalues ±ib, where b > 0 is fixed. Then
Jh1(−b2) ⊕ Jh1(−b2) ⊕ Jh2(−b2) ⊕ Jh2(−b2) ⊕ · · · ⊕ Jht (−b2) ⊕ Jht (−b2) (6.47)
is the part of the real Jordan form of A2 with eigenvalue −b2, and the signs in the sign charac-
teristic of (A2, H) associated with the Jordan blocks (6.47) are
η1, η1, η2, η2, . . . , ηt , ηt .
The sign characteristic of (A2, H) is understood in the sense of Theorem 5.1, as for the
H -selfadjoint matrix A2.
Proof. We may assume that (A,H) is in the canonical form of Theorem 6.1. Since the complex
Jordan form of J2h(±ib) is Jh(ib) ⊕ Jh(−ib), it follows easily that (6.47) is indeed the part of
the real Jordan form of A2 with eigenvalue −b2. To verify the statement concerning the sign
characteristic of (A2, H), use formulas (6.13), (6.14). A straightforward computation shows that
the 2h × 2h matrix Qh−12h has ch−12 in the top right 2 × 2 corner, for some positive number
c = c(b, h), and zeros elsewhere. Thus,
η2hQ
h−1
2h = 02h−2 ⊕ cηI2,
and the description of the sign characteristic given in Theorem 3.2, when applied to the pair
(A2, H) yields the desired result. 
Now let δ be a positive number with the properties described in Theorem 3.6, with respect to
the H -selfadjoint matrix A2 and its eigenvalue λ0 = −b2. By Proposition 2.3 we have for any
H1-skewadjoint matrix A1 in a {±ib|δ′}-structure preserving neighborhood of A:
‖A21 − A2‖  2(‖A‖ + ‖A1 − A‖)‖A1 − A‖ < 2(‖A‖ + δ′)δ′.
In order to apply Theorem 3.6, we need the matrixA21 to be in the {−b2|δ}-real structure preserving
neighborhood of A2; thus, we require that
2(‖A‖ + δ′)δ′  δ. (6.48)
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Also, we need the property that the pure imaginary intervals (±ib − iδ′,±ib + iδ′) are mapped
by the function z → z2, z ∈ C, into the real interval (−b2 − δ,−b2 + δ). A routine calculation
shows that this property holds true if
δ′ = −b +
√
b2 + δ
2
. (6.49)
Solving inequality (6.48) for δ′, and using (6.49), we obtain formula (6.45). 
6.6. Stability of unitary similarity
We set up notation to be used in the following theorem. Let A be an H -skewadjoint matrix, with
distinct nonzero pure imaginary eigenvalues ±ib1, . . . ,±ibr , where 0 < b1 < b2 < · · · < br . For
each nonzero pure imaginary eigenvalue ±ibj , denote by
mj,1 < mj,2 < · · · < mj,dj
the distinct partial multiplicities associated with ±ibj , and assume that the partial multiplicity
mj,k (k = 1, 2, . . . , dj ) appears µj,k  1 times. In other words, the (complex) Jordan form of the
matrix A has exactly µj,k Jordan blocks of size mj,k with the eigenvalue ibj (and also exactly
µj,k Jordan blocks of size mj,k with the eigenvalue −ibj ).
If A is singular and has nilpotent Jordan blocks of odd size in its Jordan form, we let
2n1 + 1 < 2n2 + 1 < · · · < 2ns + 1
be the distinct odd partial multiplicities associated with the eigenvalue zero, and assume that
the partial multiplicity 2nj + 1 (j = 1, 2, . . . , s) appears νj  1 times. Thus, the nilpotent part
of the Jordan form of A consists of the Jordan blocks J2nj+1(0), each appearing νj times, for
j = 1, 2, . . . , s, and possibly of additional nilpotent Jordan blocks of even size.
We omit the dependence on A and H in the notation introduced above.
Consider the set (A,H) of all ordered tuples of nonnegative integers of the form
{(ωj,k, τ1, τ2, . . . , τs) : 1  k  dj , 1  j  r, where mj,k is odd},
subject to the following conditions:
(a) 0  ωj,k  µj,k, 1  k  dj , 1  j  r, where mj,k is odd;
(b) 0  τj  νj , for j = 1, 2, . . . , s;
(c)  ∑
{(j,k):1kdj , 1jr, mj,k is odd}
(2ωj,k − µj,k)
+
 ∑
{j :1js, nj is even}
(2τj − νj )

−
 ∑
{j :1js, nj is odd}
(2τj − νj )
 = sigH.
Obviously, the set (A,H) is finite. Moreover, suppose that in the canonical form of (A,H),
there are ω′j,k signs +1 associated with the µj,k blocks J2mj,k (±ibj ) (and hence µj,k − ω′j,k signs
−1 associated with the same blocks), where mj,k is odd. Also suppose that there are τ ′j signs +1
associated with the νj blocks J2nj+1(0) (and hence νj − τ ′j signs −1 associated with the same
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blocks). An inspection of the canonical form, using (6.2) and (6.3), shows that the left hand side
of (c) (with ωj,k and τj replaced by ω′j,k and τ ′j , respectively) coincides with the signature of H .
In particular, the set (A,H) is not empty.
Finally, we define the positive integer
q˜(A,H) :=
 ∏
{(j,k):1kdj , 1jr, mj,k is even}
(µj,k + 1)
× (the cardinality of (A,H)) .
(6.50)
(If all the partial multiplicities mj,k are odd, q˜(A,H) is taken to be the cardinality of(A,H).)
Theorem 6.13. Let A be H -skewadjoint. Then:
(a) There exist q˜ := q˜(A,H) H -skewadjoint matrices B1, . . . , Bq˜ which are similar to A and
such that Bj is not H -unitary similar to Bi if i /= j.
(b) The integer q˜ is the largest integer for which the property described in (a) is valid.
(c) There exists η0 > 0 with the following property: If a real matrix B is H -skewadjoint, similar
to A and satisfies ‖B − A‖ < η0, then there exists a real H -unitary U such that
B = U−1AU. (6.51)
(d) The positive constant
ε0 := min
{
1
2
,
η0
5‖A‖
}
,
where η0 is taken from (c), has the following property: If a matrix B = S−1AS is H -
skewadjoint, where S is an invertible real matrix such that ‖I − S‖ < ε0, then B is in fact
H -unitarily similar to A.
The constant η0 depends on A and H only.
Letting ib1, ib2, . . . , ibr be all distinct pure imaginary eigenvalues ofAwith positive imaginary
parts, the proof will show that one can take
η0 = min{δ′′ , δ1, . . . , δr}
to satisfy Theorem 6.13(c), where δj > 0 is equal to the positive number δ′ = δ′(±ibj ) that
exists according to Theorem 6.10 with respect to the pair of pure imaginary eigenvalues ±ibj ,
j = 1, 2, . . . , r , and δ′′ is equal to the positive number δ that exists by Theorem 6.7 (if zero is an
eigenvalue of A with at least one odd partial multiplicity).
Proof. The proof follows the approach of the proof of Theorem 3.8, with some modifications.
We assume without loss of generality that A = J and H = P , where
J :=A1 ⊕ · · · ⊕ Aw, P :=H1 ⊕ · · · ⊕ Hw (6.52)
are given as in Theorem 6.1. According to the notation introduced at the beginning of this section,
for j = 1, 2, . . . , r and k = 1, 2, . . . , dj , there is a collection of µj,k signs
η
(1)
j,mj,k
, η
(2)
j,mj,k
, . . . , η
(µj,k)
j,mj,k
∈ {+1,−1} (6.53)
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associated with the partial multiplicity mj,k repeated µj,k times of the eigenvalue ibj of J . We
assume that for each j and k, the signs in (6.53) are standardly ordered, i.e., the signs +1 (if any)
appear before the signs −1 (if any). Also, for j = 1, 2, . . . , s, there is a collection of νj signs
κ
(1)
j , κ
(2)
j , . . . , κ
(νj )
j ∈ {+1,−1} (6.54)
associated with the odd partial multiplicity 2nj + 1 repeated νj times of the eigenvalue zero of
J . Again, for each j , the signs in (6.54) are assumed to be standardly ordered. Since the matrix
P of (6.52) depends on the (ordered) pair of sign characteristics
η :=
{
η
(t)
j,mj,k
: t = 1, 2, . . . , µj,k; k = 1, 2, . . . , dj ; j = 1, 2, . . . , r
}
given by (6.53) and
κ :=
{
κ
(t)
j : t = 1, 2, . . . , νj ; j = 1, 2, . . . , s
}
given by (6.54), we write P = P(η, κ). Thus, the pair of sign characteristics (η, κ) is determined
by the pair (A,H).
We start with the part (a). First we prove the claim: q˜ coincides with the number of all standardly
ordered pairs of sign characteristics (η˜, κ˜) associated with J with the property that P(η˜, κ˜) has
the same signature as P(η, κ) (here J is the fixed matrix in (6.52)). To verify that, let (η˜, κ˜) be a
standardly ordered pair of sign characteristics associated with J such that
sigP(η˜, κ˜) = sigP(η, κ). (6.55)
Let ωj,k be the number of +1’s in η˜ that correspond to the collection of µj,k real Jordan blocks
of J with eigenvalue ±ibj and size 2mj,k (for fixed j = 1, 2, . . . , r , k = 1, 2, . . . , dj ). Clearly,
0  ωj,k  µj,k . Also, let τj be the number of signs +1 in κ˜ associated with the νj blocks
J2nj+1(0) in J . Then 0  τj  νj . Using (6.2) and (6.3), together with (6.55), it is easy to see
that the ordered collection (ωj,k, τ1, . . . , τs), restricted to those pairs of indices (j, k) for which
mj,k is odd, belongs to(A,H). By (6.3), the signature of P(η˜, κ˜) does not depend on the number
of signs +1 in η˜ that correspond to blocks J2mj,k (±ibj ) with even mj,k . Note that there are∏
{(j,k):1kdj , 1jr, mj,k is even}
(µj,k + 1)
different ways to assign standardly ordered sign characteristic to those blocks. Now the claim
follows.
Let
(η˜(u), κ˜(u)), u = 1, 2, . . . , q˜,
be all distinct standardly ordered pairs of sign characteristics associated with J , for which
P(η˜(u), κ˜(u)) has the same signature as P(η, κ). We may assume that
(η˜(1), κ˜(1)) = (η, κ).
For each u = 2, 3, . . . , q˜ choose an invertible real matrix S(u) such that
P(η, κ) = (S(u))TP(η˜(u), κ˜(u))S(u). (6.56)
Such S(u) exists in view of the inertia theorem. We also put formally S(1) = I . Now let
B1 = J, Bu = (S(u))−1JS(u), u = 2, 3, . . . , q˜. (6.57)
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Clearly, J is P(η˜(u), κ˜(u))-skewadjoint, and therefore equalities (6.56) and (6.57) imply that Bu
is P(η, κ)-skewadjoint. If there existed P(η, κ)-unitary V such that
Bu1 = V −1Bu2V, u1 /= u2, (u1, u2 = 1, 2, . . . , q˜),
then we would have
J = S(u1)Bu1(S(u1))−1 = S(u1)V −1(S(u2))−1JS(u2)V (S(u1))−1, (6.58)
and
[(S(u1))T]−1V T(S(u2))TP(η˜(u2), κ˜(u2))S(u2)V (S(u1))−1
= [(S(u1))T]−1V TP(η, κ)V (S(u1))−1
= [(S(u1))T]−1P(η, κ)(S(u1))−1
= P(η˜(u1), κ˜(u1)).
Comparing with (6.58), we see that the pair (J, P (η˜(u2), κ˜(u2))) has another canonical form
(J, P (η˜(u1), κ˜(u1))), which contradicts the uniqueness statement in Theorem 6.1. This completes
the proof of (a).
The proof of (b) and the derivation of (d) (provided (c) is proved) are carried out in the same
way as in the proof of Theorem 3.8.
We now prove (c). Let ib1, ib2, . . . , ibr be all distinct pure imaginary eigenvalues of A with
positive imaginary parts. For every j = 1, 2, · · · , r , let δj > 0 be equal to the positive number
δ′ = δ′(±ibj ) that exists according to Theorem 6.10 with respect to the pair of pure imaginary
eigenvalues ±ibj . Also, let δ′′ be equal to the positive number δ that exists by Theorem 6.7 (if zero
is an eigenvalue of A with at least one odd partial multiplicity). Letting η0 = min{δ′′ , δ1, . . . , δr},
we obtain in view of Theorems 6.10 and 6.7 that if a matrix B is H -skewadjoint, is similar to
A, and satisfies ‖B − A‖ < η0, then the pair (B,H) has the same sign characteristic as (A,H)
does. In other words, there exist invertible matrices S1 and S2 such that
B = S−11 JS1, H = ST1 PS1, A = S−12 JS2, H = ST2 PS2,
where J and P are taken from (6.52). Then V :=S−12 S1 is H -unitary, and A = VBV −1. 
As a particular case of Theorem 6.13, we describe next the situations when similarity between
two H -skewadjoint matrices implies H -unitary similarity.
It will be convenient to use the following terminology. Let A be an H -skewadjoint matrix. An
eigenvalue z ∈ C of A is said to be special if either z = ib with b > 0, or z = 0 and at least one
partial multiplicity associated with the zero eigenvalue is odd.
Corollary 6.14. An H -skewadjoint matrix A has the property that every H -skewadjoint matrix
which is similar to A is also H -unitarily similar to A (with a real H -unitary similarity matrix) if
and only if A has the following property (a) and at least one of the two properties (b) and (c):
(a) A has only odd partial multiplicities associated with every nonzero pure imaginary eigen-
value;
(b) A has only one special eigenvalue z (perhaps of high multiplicity) and the odd partial
multiplicities associated with z are all equal. (Note that if z /= 0, then z cannot have
associated even partial multiplicities, by (a).)
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(c) (1) The signs in the sign characteristic of (A,H) corresponding to nonzero pure imaginary
eigenvalues ±ib and corresponding to the partial multiplicities of the form 4m + 1,m
an integer, associated with the zero eigenvalue, are all equal;
(2) The signs in the sign characteristic of (A,H) corresponding to the partial multiplicities
of the form 4m + 3,m an integer, associated with the zero eigenvalue, are all equal;
(3) The signs in (1) and in (2) are opposite.
The proof is immediate from Theorem 6.13: The conditions of Corollary 6.14 are easily seen
to be equivalent to the equality q˜ = 1.
7. Unitary matrices: real indefinite inner products
Again, we fix an invertible symmetric matrix H ∈ Rn×n. In this section we consider H -unitary
matrices. A canonical form will be developed in the next section.
7.1. Canonical forms
We will use following notation: Rλ(A) stands for the root subspace of a real matrix A corre-
sponding to the real eigenvalue λ:
Rλ(A) = Ker (A − λI)n ⊆ Rn,
where n is the size of A, and
Rµ±iν(A) = Ker (A2 − 2µA + (µ2 + ν2)I )n ⊆ Rn,
is the real root subspace of a real n × n matrix A corresponding to a pair of nonreal complex
conjugate eigenvalues µ ± iν.
We start with the spectral properties. Let U ∈ Rn×n be an H -unitary matrix: UTHU = H .
Then U−1 is similar to UT, which in turn is similar to U . Thus, if λ ∈ C is an eigenvalue of U ,
then so is λ−1, and the partial multiplicities of λ−1 as an eigenvalue of U coincide with those of
λ. In addition, U being a real matrix, if λ is an eigenvalue of U then so is λ¯, with the same partial
multiplicities as λ.
If U is H -unitary, we let
RSλ(U) :=

Rλ(U) if λ = 1 or λ = −1
Rµ±iν(U) if |λ| = 1 and the imaginary part ν
of λ =: µ + iν is positive
Rλ(U)+˙Rλ−1(U) if λ ∈ R, |λ| > 1
Rµ1±iν1(U)+˙Rµ2±iν2(U) if λ has positive imaginary part and |λ| > 1;
here λ =: µ1 + iν1 and λ−1 =: µ2 + iν2.
Here µ,µ1, µ2, ν, ν1, ν2 are real numbers. We obviously have a direct sum decomposition
Rn =
∑
+˙RSλ(U),
where the direct sum is taken over all eigenvalues of U in the set
{z ∈ C : |z|  1 and z > 0} ∪ {z ∈ R : |z|  1}. (7.1)
It turns out that the different subspaces RSλ(U) are H -orthogonal to each other:
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Proposition 7.1. Assume that U is H -unitary, and let λ1 /= λ2 be such that RSλ1(U) and
RSλ2(U) are defined. If v ∈ RSλ1(U),w ∈ RSλ2(U), then v and w are H -orthogonal:
(Hv,w) = 0. (7.2)
In particular, each subspaceRSλ(U), with λ fixed, is nondegenerate with respect to H, that is,
zero is the only vector x0 inRSλ(U) with the property that (Hx0, y) = 0 for every y ∈ RSλ(U).
The proof is standard; use, for example, [11, Corollary 4.3.6] applied to U and H considered as
a linear transformation and a sesquilinear form, respectively, with respect to the standard euclidean
orthonormal basis in Cn.
The following easily verified lemma will be used.
Lemma 7.2. Let U be H -unitary.
(a) If 1 is not an eigenvalue of U, then the real matrix A1 := (I − U)−1(I + U) is H -skewad-
joint, and ±1 are not eigenvalues of A1. Moreover,
U = (A1 − I )(A1 + I )−1.
(b) If −1 is not an eigenvalue of U, then the real matrix A2 := (I + U)−1(I − U) is H -skewad-
joint, and ±1 are not eigenvalues of A2. Moreover,
U = (I − A2)(A2 + I )−1.
The verification is straightforward, using the spectral mapping theorem to connect between
the spectrum of U and that of A1 and A2, and taking advantage of the invertibility of U (so that
zero is not an eigenvalue of U ).
It will be convenient to introduce the following 2 × 2 real matrices, to be used in the next
theorem, where a, b are real numbers and b > 0:
Q1(a, b) = 1
(a + 1)2 + b2
[
a2 + b2 − 1 2b
−2b a2 + b2 − 1
]
, (7.3)
Qk(a, b) = (−1)k2
(
1
(a + 1)2 + b2
[
a + 1 −b
b a + 1
])k
, for k = 2, 3, . . . ; (7.4)
Y1(a, b) = 1
(−a + 1)2 + b2
[
a2 + b2 − 1 2b
−2b a2 + b2 − 1
]
, (7.5)
Yk(a, b) = −2
(
1
(−a + 1)2 + b2
[−a + 1 −b
b −a + 1
])k
, for k = 2, 3, . . . . (7.6)
Also, for a real number a, a /= ±1, we define the m × m matrices
Tm(a) =

(a − 1)(a + 1)−1 2(a + 1)−2 −2(a + 1)−3 · · · (−1)m2(a + 1)−m
0 (a − 1)(a + 1)−1 2(a + 1)−2 · · · (−1)m−12(a + 1)−m+1
...
...
.
.
.
...
...
0 0 0 · · · (a − 1)(a + 1)−1

(7.7)
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and
Zm(a)
= −

(a + 1)(−a + 1)−1 0 0 · · · 0
2(−a + 1)−2 (a + 1)(−a + 1)−1 0 · · · 0
...
...
.
.
.
...
...
2(−a + 1)−m 2(−a + 1)−m+1 2(−a + 1)−m+2 · · · (a + 1)(−a + 1)−1
 .
(7.8)
Theorem 7.3. Let U ∈ Rn×n be H -unitary. Then there is an invertible real matrix W such that
W−1UW and WTHW are block diagonal matrices
W−1UW = U1 ⊕ · · · ⊕ Uw, WTHW = H1 ⊕ · · · ⊕ Hw, (7.9)
where each diagonal block (Ui,Hi) is of one of the following seven types:
(i)
Ui =

−1 2 −2 2 · · · −2
0 −1 2 −2 · · · 2
...
...
...
...
.
.
.
...
0 0 0 −1 · · · 2
0 0 0 0 · · · −1
⊕ · · · ⊕

−1 2 −2 2 · · · −2
0 −1 2 −2 · · · 2
...
...
...
...
.
.
.
...
0 0 0 −1 · · · 2
0 0 0 0 · · · −1
 ,
(7.10)
Hi = κ12n1+1 ⊕ κ22n2+1 ⊕ · · · ⊕ κp2np+1,
whereκj are signs±1; there arep diagonal blocks in (7.10),of odd sizes 2n1 + 1, . . . , 2np +
1, respectively, in that order.
(ii)
Ui =

1 −2 2 −2 · · · 2
0 1 −2 2 · · · −2
...
...
...
...
.
.
.
...
0 0 0 · · · 1 −2
0 0 0 0 · · · 1
⊕ · · · ⊕

1 −2 2 −2 · · · 2
0 1 −2 2 · · · −2
...
...
...
...
.
.
.
...
0 0 0 · · · 1 −2
0 0 0 0 · · · 1
 ,
(7.11)
Hi = κ ′12n′1+1 ⊕ κ ′22n′2+1 ⊕ · · · ⊕ κ ′p′2n′p′+1,
where κ ′j are signs ±1; there are p′ diagonal blocks in (7.11), of sizes 2n′1 + 1, . . . , 2n′p′ +
1, respectively, in that order.
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(iii)
Ui =


−1 2 −2 2 · · · 2
0 −1 2 −2 · · · −2
...
...
...
...
.
.
.
...
0 0 0 · · · −1 2
0 0 0 0 · · · −1

2m1
⊕

−1 0 0 . . . 0
−2 −1 0 · · · 0
...
...
.
.
.
...
...
−2 −2 −2 · · · −1

2m1
⊕
· · · ⊕


−1 2 −2 2 · · · 2
0 −1 2 −2 · · · −2
...
...
...
...
.
.
.
...
0 0 0 · · · −1 2
0 0 0 0 · · · −1

2mq
⊕

−1 0 0 . . . 0
−2 −1 0 · · · 0
...
...
.
.
.
...
...
−2 −2 −2 · · · −1

2mq
 ,
where the subscripts 2m1, . . . , 2mq designate the sizes, all even, of the corresponding
matrices;
Hi =
[
0 I2m1
I2m1 0
]
⊕ · · · ⊕
[
0 I2mq
I2mq 0
]
;
(iv)
Ui =


1 −2 2 −2 · · · −2
0 1 −2 2 · · · 2
...
...
...
...
.
.
.
...
0 0 0 · · · 1 −2
0 0 0 0 · · · 1

2m′1
⊕

1 0 0 . . . 0
2 1 0 · · · 0
...
...
.
.
.
...
...
2 2 2 · · · 1

2m′1
⊕
· · · ⊕


1 −2 2 −2 · · · −2
0 1 −2 2 · · · 2
...
...
...
...
.
.
.
...
0 0 0 · · · 1 −2
0 0 0 0 · · · 1

2m′
q′
⊕

1 0 0 . . . 0
2 1 0 · · · 0
...
...
.
.
.
...
...
2 2 2 · · · 1

2m′
q′
 ,
where the subscripts 2m′1, . . . , 2m′q ′ designate the sizes, all even, of the corresponding
matrices;
Hi =
[
0 I2m′1
I2m′1 0
]
⊕ · · · ⊕
[
0 I2m′
q′
I2m′
q′
0
]
;
(v)
Ui =
(
T1(a) ⊕ Z1(a)
)⊕ · · · ⊕ (Tr (a) ⊕ Zr (a)),
Hi =
[
0 I1
I1 0
]
⊕ · · · ⊕
[
0 Ir
Ir 0
]
,
where a > 0, a /= 1, and the number a, the total number 2r of blocks, and the sizes
1, . . . , r may depend on the particular diagonal block (Ui,Hi);
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(vi)
Ui =


Q1 Q2 Q3 . . . Qk1
0 Q1 Q2 · · · Qk1−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
⊕

Y1 0 0 . . . 0
Y2 Y1 0 · · · 0
...
...
.
.
.
...
...
Yk1 Yk1−1 Yk1−2 · · · Y1

⊕
· · · ⊕


Q1 Q2 Q3 . . . Qku
0 Q1 Q2 · · · Qku−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
⊕

Y1 0 0 . . . 0
Y2 Y1 0 · · · 0
...
...
.
.
.
...
...
Yku Yku−1 Yku−2 · · · Y1

 ,
where
Qj = Qj(a, b), Yj = Yj (a, b),
and
Hi =
[
0 I2k1
I2k1 0
]
⊕ · · · ⊕
[
0 I2ku
I2ku 0
]
,
where a, b > 0, and the numbers a and b, the total number 2u of blocks, and the sizes
2k1, . . . , 2ku may depend on (Ui,Hi);
(vii)
Ui =

Q1 Q2 Q3 · · · Qh1
0 Q1 Q2 · · · Qh1−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
⊕ · · · ⊕

Q1 Q2 Q3 . . . Qht
0 Q1 Q2 · · · Qht−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
 ,
where Qj = Qj(0, b), and
Hi = η12h1 ⊕ · · · ⊕ ηt2ht ,
where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . , ht , and
η1, . . . , ηt may depend on the particular diagonal block (Ui,Hi).
The form (7.9) is uniquely determined by the pair (U,H), up to a simultaneous permutation
of diagonal blocks in the right hand sides of (7.9).
Conversely, if for a pair of real matrices (U,H) formula (7.9) holds true for some invertible
real matrix W, then H is invertible symmetric and U is H -unitary.
Canonical forms for H -unitary matrices are less well known than the canonical forms for
H -selfadjoints, in particular in the case of real matrices. In the complex case, canonical forms
for H -unitaries are available in various forms in [11,9,16,23], and see [13,21] for more general
canonical forms for classes of H -normals (again in the complex case). Canonical forms for H -
unitaries in the real case are given in [1] (in a generic situation), [24] (derived using representations
of partially oriented graphs), and in [22]. In the latter paper, a less explicit canonical form in the
real case is obtained from the corresponding complex form.
Returning to the statement of Theorem 7.3, note that −1 is the eigenvalue of the blocks (i) and
(iii), 1 is the eigenvalue of the blocks (ii) and (iv), λ := (a − 1)(a + 1)−1 /= 1 and λ−1 are the real
eigenvalues of the blocks of type (v),
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µ := a
2 + b2 − 1
(a + 1)2 + b2 +
2bi
(a + 1)2 + b2 ,
µ¯, µ−1, µ¯−1 are the nonreal non-unimodular eigenvalues of the blocks of type (vi), and
ν := b
2 − 1
1 + b2 +
2bi
1 + b2 , ν¯
are the nonreal unimodular eigenvalues of the blocks of type (vii).
The signs κj (associated with the odd partial multiplicities ofU corresponding to the eigenvalue
−1), κ ′j (associated with the odd partial multiplicities of U corresponding to the eigenvalue 1),
and ηj (associated with the partial multiplicities of U corresponding to unimodular eigenvalues
with positive imaginary parts) constitute the sign characteristic of the pair (U,H), where U is
(real and) H -unitary. As for H -skewsymmetric matrices, we may assume that the signs in the
sign characteristic are standardly ordered: Namely, we order the blocks in (7.9) subject to the
following rules:
(a) For every collection of blocks Uj with eigenvalue −1 and of the same size, the signs
κj = +1 (if any) appear before the signs κj = −1 (if any);
(b) for every collection of blocks Uj with eigenvalue 1 and of the same size, the signs κ ′j = +1
(if any) appear before the signs κ ′j = −1 (if any);
(c) for every collection of blocks Uj with the same pair of unimodular nonreal eigenvalues ν,
ν¯ and of the same size, the signs ηj = +1 (if any) appear before the signs ηj = −1 (if any).
We then say that the sign characteristic is standardly ordered. The canonical form (7.9) with the
standardly ordered sign characteristic is uniquely determined by the pair (U,H), once the order
of the blocks U1, . . . , Uw is fixed; in turn, the latter is determined by the Jordan form of U .
Proof of Theorem 7.3. The proof is based on the linear fractional transformations of Lemma 7.2,
applied to the blocks of the canonical form of H -skewadjoint matrices as in Theorem 6.1.
We start with several formulas which can be verified by a straightforward computation.
Let Jm(a) be a Jordan block, where a ∈ R, |a| /= 1. Then
(Jm(a) − I )(Jm(a) + I )−1 = −(I − Jm(a))(Jm(a) + I )−1 = Tm(a) (7.12)
and
(−Jm(a)T − I )(−Jm(a)T + I )−1 = Zm(a). (7.13)
Also, for a, b real and b > 0, we have
(J2k(a ± ib) − I )(J2k(a ± ib) + I )−1 (7.14)
=

Q1 Q2 Q3 · · · Qk
0 Q1 Q2 · · · Qk−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
 , (7.15)
where
Q1 = Q1(a, b), . . . ,Qk = Qk(a, b)
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are 2 × 2 real matrices given by formulas (7.3), (7.4), and finally, for a real and b > 0,
(−J2k(a ± ib)T − I )(−J2k(a ± ib)T + I )−1 (7.16)
=

Y1 0 0 . . . 0
Y2 Y1 0 · · · 0
...
...
.
.
.
...
...
Yk Yk−1 Yk−2 · · · Y1
 , (7.17)
where
Y1 = Y1(a, b), . . . , Yk = Yk(a, b)
are 2 × 2 real matrices given by formulas (7.5) and (7.6).
To start the proof itself, assume that 1 is not an eigenvalue of U . Then the matrix A := (I −
U)−1(I + U) is H -skewadjoint. By Theorem 6.1, there is an invertible real matrix W such that
W−1AW = A1 ⊕ · · · ⊕ As and WTHW = H1 ⊕ · · · ⊕ Hs are in the block diagonal form as in
Theorem 6.1, where each diagonal block is of one of the types (i)–(v) described in the theorem.
Now
W−1UW = W−1(A − I )(A + I )−1W = (A1 − I )(A1 + I )−1 ⊕ · · · ⊕ (As − I )(As + I )−1,
and applying the transformation X → (X − I )(X + I )−1 to each block Aj , and using formulas
(7.12)–(7.17) we obtain the existence of a matrix W with the properties required in Theorem 7.3.
Assume now that 1 is an eigenvalue of U . By Proposition 7.1, write the H -orthogonal direct
sum
Rn = RS1(U)+˙RS /=1(U), (7.18)
where RS /=1(U) is the sum of all subspaces RSλ(U) with
λ ∈ ({z ∈ C : |z|  1 and z > 0} ∪ {z ∈ R : |z|  1})\{1}.
Select orthonormal bases x1, . . . , xβ in RS1(U) and y1, . . . , yγ in RS /=1(U). Let U1, resp.
U/=1, be the matrix that represents the linear transformation induced by U with respect to the
basis x1, . . . , xβ , resp., y1, . . . , yγ . Also, let H1, resp., H/=1, be the invertible symmetric matrix
that represents the quadratic form (Hx, x) relative to the basis x1, . . . , xβ , resp., y1, . . . , yγ . Since
(7.18) is an H -orthogonal sum of U -invariant subspaces, it is easy to see that U1 is H1-unitary
and U/=1 is H/=1-unitary. By the already proved part of the theorem, there exists an invertible
matrix W/=1 such that the pair (W−1/=1 U/=1W/=1,WT/=1H/=1W/=1) has the form as required in the
theorem. Analogously, using the property that −1 is not an eigenvalue of U1, and applying
the transformation U1 → (I + U1)−1(I − U1), we verify that there exists a matrix W1 such that
the pair (W−11 U1W1,WT1 H1W1) has the form as required. Alternatively, apply the already proved
part of the theorem to the H1-unitary matrix −U1. Putting W/=1 and W1 together as the diagonal
blocks in a block diagonal matrix, we obtain an invertible matrixW such that (W−1UW,WTHW)
has the required form.
We now prove the uniqueness of (7.9) (up to the allowed simultaneous permutations of blocks).
We assume that the sign characteristic in (7.9) is standardly ordered. Arguing by contradiction,
assume that for a given H -unitary U there exist two forms (7.9) with distinct standardly ordered
sign characteristics. The there is a least one λ0 in the set {z ∈ C : |z| = 1 and z  0} such that
the restriction of U to the spectral subspace RSλ0(U) has two distinct standardly ordered sign
characteristics. Assume for example that λ0 /= 1 (if λ0 = 1 the proof is analogous when applied
to −U instead of U ). Letting U˜ be restriction of U to the subspace RSλ0(U), define
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A˜ = (I − U˜ )−1(I + U˜ ).
Then A˜ is H˜ -skewadjoint, where H˜ is the restriction of the bilinear form defined by H to the
subspaceRSλ0(U). As the proof of the existence of the form (7.9) shows, the pair (A˜, H˜ ) has two
distinct standardly ordered sign characteristics, which contradicts the uniqueness part of Theorem
6.1.
To conclude the proof, we verify the converse statement. Obviously, it will suffice to check
that for each primitive pairs of blocks (Ui,Hi) as in (i)–(vii) of Theorem 7.3, the matrix Ui is
Hi-unitary (the matrix Hi is obviously symmetric and invertible). For blocks as in (i)–(iv), this is
checked by a straightforward computation. For blocks of type (v), the Hi-unitary property of Ui
boils down to the equalities
(kth column of Zm(a))T · (j th column of Tm(a)) =
{
1 if k = j,
0 if k < j.
These equalities can be proved using induction on m. Next, consider a pair of blocks
Ui =


Q1 Q2 Q3 . . . Qk
0 Q1 Q2 · · · Qk−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
⊕

Y1 0 0 . . . 0
Y2 Y1 0 · · · 0
...
...
.
.
.
...
...
Yk Yk−1 Yk−2 · · · Y1

 ,
where
Qj = Qj(a, b), Yj = Yj (a, b),
and
Hi =
[
0 I2k
I2k 0
]
.
The Hi-unitary property of Ui amounts to the following equalities:
Y T1 Q1 = I, (7.19)
and
Y T1 Qp + Y T2 Qp−1 + · · · + Y Tp Q1 = 0, 1 < p  k. (7.20)
Equality (7.19) is straightforward. As for (7.20), first note that
Qp+1 = −QpF1, Yp+1 = YpF2, p = 2, 3, . . . ,
where
F1 = 1
(a + 1)2 + b2
[
a + 1 −b
b a + 1
]
, F2 = 1
(−a + 1)2 + b2
[−a + 1 −b
b −a + 1
]
.
(7.21)
Next, a straightforward (but tedious) calculation shows that
Q1F1 + Q2 + Q1F T2 = 0. (7.22)
Using (7.21) and (7.22), and using the commutativity of the matrices F1, F2, Qp and Yp, we prove
(7.20) by induction on p, provided the case p = 2 has already been proved. Indeed, assuming
p  3 and assuming (7.20) holds true for smaller values of p, we obtain
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Y T1 Qp + Y T2 Qp−1 + · · · + Y Tp Q1 = −
(
Y T1 Qp−1 + Y T2 Qp−2 + · · · + Y Tp−2Q2
+Y Tp−1Q1
)
F1 + Y Tp−1Q1F1 + Y Tp−1Q2 + Y Tp Q1
= Y Tp−1Q1F1 + Y Tp−1Q2 + Y Tp Q1
= Y Tp−1
(
Q1F1 + Q2 + F T2 Q1
)
= 0.
In the remaining case p = 2, the equality
Y T1 Q2 + Y T2 Q1 = 0
can be verified again by a straightforward but tedious calculation. This concludes the consideration
of blocks of type (vi).
Finally, consider blocks of type (vii). If
Ui =

Q1 Q2 Q3 . . . Qh
0 Q1 Q2 · · · Qh−1
...
...
.
.
.
...
...
0 0 0 · · · Q1
 , Hi = η12h,
where Qj = Qj(0, b), then the equality UTi HiUi = Hi boils down, after some algebra, to the
equalities
QT1Q1 = I, QT1Qp − QT2Qp−1 + · · · (−1)p−1QTpQ1 = 0, p = 2, 3, . . . , h. (7.23)
Noting that
Qp(0, b) = (−1)p−1Yp(0, b), p = 1, 2, . . . , h,
equalities (7.23) follow from (7.19) and (7.20). This concludes the proof of Theorem 7.3. 
7.2. Perturbation analysis of sign characteristic: real unimodular eigenvalues
In complete analogy with the results of Sections 6.2–6.4, we have the corresponding results
for H -unitary matrices. We state these results here and in the next subsection, giving only an
indication of proofs.
Fix an H -unitary n × n matrix U , and assume that ϒ ∈ {1,−1} is an eigenvalue of U . Let
(ϒ)1 ⊆ Rn be the subspace spanned by the eigenvectors of A corresponding to the eigenvalue ϒ .
For x ∈ (ϒ)1 \{0} denote by ν(x) the maximal length of a Jordan chain of U beginning with the
eigenvector x, that is, there exists a chain of ν(x) vectors y1 = x, y2, . . . , yν(x) ∈ Rn such that
(U − ϒI)yj = yj−1 for j = 2, 3, . . . , ν(x), (U − ϒI)y1 = 0,
and there does not exist a chain of ν(x) + 1 vectors with analogous properties. Let (ϒ)i , i =
1, 2, . . . , γ0 (γ0 = max{ν(x)|x ∈ (ϒ)1 \{0}}) be the subspace of(ϒ)1 spanned by allx ∈ (ϒ)1 \{0}
with ν(x)  i.
Theorem 7.4. Let U be an H -unitary matrix.
For i = 1, . . . , γ0, let
fi(x, y) = (x,Hy(i)), x ∈ (ϒ)i , y ∈ (ϒ)i \{0},
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where y = y(1), y(2), . . . , y(i) is a Jordan chain of U corresponding to the eigenvalue ϒ with the
eigenvector y, and let fi(x, 0) = 0. Then:
(i) fi(x, y) does not depend on the choice of y(2), . . . , y(i);
(ii) for some linear transformation G(ϒ)i : (ϒ)i → (ϒ)i ,
fi(x, y) = (x,G(ϒ)i y), x, y ∈ (ϒ)i ;
(iii) for the transformation G(ϒ)i of (ii), (ϒ)i+1 = Ker G(ϒ)i for i = 1, 2, . . . , γ0 (by definition
(ϒ)γ0+1 = {0});
(iv) if i is odd, then G(ϒ)i is selfadjoint (with respect to the standard euclidean inner product
in (ϒ)i ), and the number of positive (negative) eigenvalues of G(ϒ)i , counting with mul-
tiplicities, coincides with the number of positive (negative) signs in the sign characteristic
of (U,H) corresponding to the Jordan blocks of size i associated with the eigenvalues ±1
of U ;
(v) if i is even, then G(ϒ)i is skewadjoint.
Proof. Consider the case ϒ = 1 (the case when ϒ = −1 is completely analogous). By using the
canonical form of Theorem 7.3, we may assume without loss of generality that the pair (U,H) is
in the canonical form and that σ(U) = {1}; thus only blocks of types (ii) and (iv) may be present.
We use the notation of Theorem 7.3. Let
A :=J2n′1+1(0) ⊕ · · · ⊕ J2n′p′+1(0)
⊕J2m′1(0) ⊕ (−J2m′1(0)T) ⊕ · · · ⊕ J2m′q′ (0) ⊕ (−J2m′q′ (0)
T).
Then A is H -skewadjoint and σ(A) = {0}. Now apply Theorem 6.3 to the pair (A,H). Denoting
by(0)i (A) and by fi(A) the subspaces
(0)
i and the bilinear forms fi , respectively, of Theorem
6.3, we see that
(0)i (A) = (1)i , i = 1, 2, . . . , γ0,
and
fi(A) = 22n
′
j fi, if i = 2n′j + 1 is odd, (7.24)
fi(A) = (−2)2m
′
j−1fi if i = 2m′j is even. (7.25)
Thus, the result follows from Theorem 6.3. 
Next, we state a theorem on stability of sign characteristic for the eigenvalues ±1.
Let U be H -unitary, and assume that ϒ ∈ {1,−1} is an eigenvalue of U , with at least one
associated odd partial multiplicity. By definition, the {ϒ |δ}-structure preserving neighborhood
of U consists of all matrices U1 ∈ Rn×n with the following properties:
(1) ‖U − U1‖ < δ;
(2) the partial multiplicities of U1 at the eigenvalue ϒ coincide with the partial multiplicities
of U at the eigenvalue ϒ .
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Theorem 7.5. Let U be an H -unitary matrix, such that ϒ is an eigenvalue of U with at least one
odd partial multiplicity. Then there exists δ > 0 such that for every pair (U1, H1) satisfying the
properties
(a) U1 belongs to the {ϒ |δ}-structure preserving neighborhood of U ;
(b) H1 is a symmetric matrix satisfying ‖H1 − H‖ < δ;
(c) U1 is H1-unitary;
the sign characteristic of (U,H) at ϒ and the sign characteristic of (U1, H1) at the eigenvalue
ϒ are the same.
A formula for δ may be derived (the derivation is completely analogous to that of the formula
for δ in Theorem 6.7, and therefore is omitted). Namely, let γ be the largest partial multiplicity
of U corresponding to the eigenvalue ϒ , and define k˜ = dim Ker ((U − ϒI)γ ). Furthermore, let
d˜r be the minimum between 1 and the smallest nonzero singular values of matrices
(U − ϒI)α, α = 1, 2, . . . , γ, (7.26)
and let d˜1 be the maximum between 1 and the largest singular values of matrices (7.26). Then in
Theorem 7.5 one can take
δ = δ0
max{‖W−1‖‖W‖, ‖W−1‖2} , (7.27)
where W is an invertible matrix such that the pair (W−1UW,WTHW) is in the canonical form
(7.9), and
δ0 = 12γ−1Zu , (7.28)
where Zu is given by the right hand side of (6.27) (replacing there ‖A‖n by ‖U‖n), with
L = max
1αγ
(
α
(
‖U‖n + 12
)α−1)
and where ‖U‖n is the norm of the canonical form of U . The factor 2γ−1 appears in (7.28) in
view of (7.24), (7.25).
An analogue of Corollary 6.8 holds for the linear transformations G(ϒ)i of Theorem 7.4. We
leave statement and verification of this analogue to the interested readers.
7.3. Perturbation analysis of sign characteristic: nonreal unimodular eigenvalues
Let U ∈ Rn×n be H -unitary. Fix a nonreal unimodular eigenvalue ν = (ν¯)−1 of U . We con-
struct a chain of subspaces associated with the pair of eigenvalues (ν, ν¯) of U , and a chain of
corresponding linear transformations analogously to the construction of the preceding subsection.
For a given vector
x ∈ Ker (U2 − 2(ν)U + I )\{0} ⊆ Rn, (7.29)
a real Jordan chain of U corresponding to (ν, ν¯) of length q consists of vectors x(1) = x,
x(2), . . . , x(q) satisfying the properties
(U2 − 2(ν)U+I )x(k+1) = x(k), k = 1, 2, . . . , q − 1, and x(k) ∈ Rn, k = 1, 2, . . . , q.
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We let n(x) be equal to the maximal length of a real Jordan chain beginning with the vector
x. Furthermore, denote by γ(ν,ν¯) the maximal length of Jordan chains corresponding to nonzero
vectors in Ker (U2 − 2(ν)U + I ).
Let
(ν,ν¯)k , k = 1, 2, . . . , γ(ν,ν¯),
be the subspace of Ker (U2 − 2(ν)U + I ) spanned by all x ∈ Ker (U2 − 2(ν)U + I )\{0}
with n(x)  k. For k = 1, . . . , γ(ν,ν¯), let
gk(x, y) = (x,Hy(k)), x ∈ (ν,ν¯)k , y ∈ (ν,ν¯)k \{0},
where y = y(1), y(2), . . . , y(k) is a real Jordan chain of U corresponding to (ν, ν¯) and beginning
with the eigenvector y, and let gk(x, 0) = 0. It turns out that, although
gk(x, y) = (x,G(ν,ν¯)k y), x, y ∈ (ν,ν¯)k
for some linear transformation G(ν,ν¯)k on
(ν,ν¯)
k , the sign characteristic of (U,H) associated with
the pair of eigenvalues ν, ν¯ cannot conveniently be read off the inertia of G(ν,ν¯)k . The following
example illustrates this circumstance.
Example 7.6. Let
U =
[
Q1(0, b) Q2(0, b)
0 Q1(0, b)
]
, H = 4 =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 ,
where
Q1(0, b) = 11 + b2
[
b2 − 1 2b
−2b b2 − 1
]
,
Q2(0, b) = 2
(1 + b2)2
[
1 − b2 −2b
2b 1 − b2
]
= −2
1 + b2 Q1(0, b)
and b > 0. (The formulas for Q1(0, b) and Q2(0, b) are obtained from (7.3), (7.4).) One verifies
that U is H -unitary. The matrix U has a pair of unimodular eigenvalues
ν = b
2 − 1
b2 + 1 +
2b
b2 + 1 i, ν¯ =
b2 − 1
b2 + 1 −
2b
b2 + 1 i, (7.30)
and
U2 − 2(ν)U + I = 8
(b2 + 1)3

0 0 2b2 −b(b2 − 1)
0 0 b(b2 − 1) 2b2
0 0 0 0
0 0 0 0
 .
A calculation shows that
G
ν,ν¯
1 = 0, Gν,ν¯2 =
b2 + 1
8
[
1−b2
b
2
−2 1−b2
b
]
.
Therefore, we will modify the above procedure. For a given vector x as in (7.29), we say that
a modified real Jordan chain of U corresponding to (ν, ν¯) of length q consists of real vectors
x(1) = x, x(2), . . . , x(q) satisfying the properties
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(1 + b2)(I − U)−2(U2 − 2(ν)U + I )x(k+1) = x(k), k = 1, 2, . . . , q − 1.
Note that I − U is invertible on the real root subspace of U corresponding to the pair of
eigenvalues ν, ν¯. Note also that the maximal length of a real Jordan chain beginning with fixed
vector x coincides with that of a modified real Jordan chain beginning with the same x.
Theorem 7.7. Let U be an H -unitary matrix. Fix a pair of nonreal unimodular eigenvalues (ν, ν¯)
of U. For k = 1, . . . , γ(ν,ν¯), let
fk(x, y) = (x,Hy(k)), x ∈ (ν,ν¯)k , y ∈ (ν,ν¯)k \{0},
where y = y(1), y(2), . . . , y(k) is a modified real Jordan chain of U corresponding to (ν, ν¯) and
beginning with the eigenvector y, and let fk(x, 0) = 0. Then:
(i) fk(x, y) does not depend on the choice of y(2), . . . , y(k);
(ii) for some linear transformation
F
(ν,ν¯)
k : (ν,ν¯)k → (ν,ν¯)k ,
we have
fk(x, y) = (x, F (ν,ν¯)k y), x, y ∈ (ν,ν¯)k ;
(iii) for the transformation F (ν,ν¯)k of (ii), the equality (ν,ν¯)k+1 = Ker F (ν,ν¯)k holds for k = 1,
2, . . . , γ(ν,ν¯) (by definition (ν,ν¯)γ(ν,ν¯)+1 = {0});
(iv) the linear transformation F (ν,ν¯)k is selfadjoint (with respect to the standard euclidean inner
product in (ν,ν¯)k ), and the number of positive (negative) eigenvalues of F (ν,ν¯)k , counting
with multiplicities, coincides with twice the number of positive (negative) signs in the sign
characteristic of (U,H) corresponding to the real Jordan blocks of size 2k × 2k associated
with the pair of eigenvalues (ν, ν¯) of U.
Proof. Using the canonical form of Theorem 7.3, we may assume without loss of generality that
σ(U) = {ν, ν¯}, where ν is taken with positive imaginary part, and that the pair (U,H) has the
form as in (vii) of Theorem 7.3, where b > 0 is determined by the equalities (7.30). Let
A := (I − U)−1(I + U).
By Lemma 7.2, the matrix A is H -skewadjoint. It is easy to see that
Ker (U2 − 2(ν)U + I )k = Ker (A2 + b2I )k, k = 1, 2, . . . .
Now the proof reduces to an application of Theorem 6.5 to the pair (A,H). (In view of Remark
6.2, the same result would be obtained if the H -skewadjoint matrix −A was used in place of
A.) Indeed, by formulas (7.14) and (7.15), A = J2k(±ib), and elementary calculations show that
modified real Jordan chains of U corresponding to (ν, ν¯) coincide with the real Jordan chains of
A corresponding to ±ib. 
We state next the result on the invariance of the sign characteristic of a pair of nonreal com-
plex conjugate pure imaginary eigenvalues of an U -unitary matrix, under structure preserving
perturbations.
Let U ∈ Rn×n be H -unitary ν, ν¯ be a pair of nonreal complex conjugate unimodular eigen-
values of U . For a positive δ, the {ν|δ}-structure preserving neighborhood of U consists of all
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matrices U1 ∈ Rn×n such that ‖U − U1‖ < δ, U1 has exactly one pair of complex conjugate
eigenvalues ν1, ν¯1 (perhaps of high multiplicity) in the each of the disks
{z ∈ C : |z − ν| < δ}, {z ∈ C : |z − ν¯| < δ} (7.31)
and the partial multiplicities of U1 at the eigenvalue ν1 coincide with those of U at ν.
Theorem 7.8. Let U be an H -unitary matrix, and let ν, ν¯ be a pair of nonreal complex conjugate
unimodular eigenvalues of U. Then there exists δ > 0 such that for every pair (U1, H1), where U1
belongs to the {ν|δ}-structure preserving neighborhood of U,H1 is a hermitian matrix satisfying
‖H1 − H‖ < δ, and U1 is H1-unitary, the sign characteristic of (U,H) at ν, ν¯ and the sign
characteristic of (U1, H1) at the pair of complex conjugate unimodular eigenvalues of U1 in the
disks (7.31) are the same.
Proof. First of all note that, as it follows from the structure of Jordan forms of H -unitary matrices,
the matrix U1 has only one pair of complex conjugate eigenvalues in the disks (7.31), and these
eigenvalues are unimodular, assuming that δ is sufficiently small. Now the result follows from
Theorem 7.7 and stability of inertia of real symmetric matrices (Theorem 2.4), in much the same
way as Theorem 3.6 was proved. We omit further details. 
A formula can be obtained for δ of Theorem 7.8. Rather than writing it explicitly, we only
note that such a formula is easily derived from the corresponding formula (6.45) for an H -
skewadjoint matrix A and a pair of its nonzero pure imaginary eigenvalues ±ib. Here we take
A = (I − U)−1(I + U) (if 1 is not an eigenvalue of U ), and b > 0 defined by (7.30). If 1 is
an eigenvalue of U , then we define A by A = (I − U)−1(I + U) on the subspace RS /=1(U)
(see (7.18) for the definition of RS /=1(U)), and we define A by A = (I + U)−1(I − U) on the
subspace RS1(U).
As in the previous subsection, we remark that an analogue of Corollary 6.11 holds for the
linear transformations G(ν,ν¯)k of Theorem 7.7. Again, the statement of this analogue is left for the
interested readers.
7.4. Stability of unitary similarity
A result analogous to Theorem 6.13 holds for H -unitary matrices: every similarity class of
H -unitary matrices contains a finite number of H -unitary similarity classes, and a formula for
this finite number can be given. The exposition in this subsection follows that of Section 6.6;
however, here we have to account in special way for the Jordan structure at the eigenvalues ±1,
while in Section 6.6 we accounted in a special way for the zero eigenvalue.
A notation will be set up first. Let U ∈ Rn×n be an H -unitary matrix, with distinct unimodular
eigenvalues with positive imaginary parts
λ1 = α1 + iβ1, . . . , λr = αr + iβr, α1 < α2 < · · · < αr, β1, . . . , βr > 0.
For each such eigenvalue λj , denote by
mj,1 < mj,2 < · · · < mj,dj
the distinct partial multiplicities associated with λj , and assume that the partial multiplicity mj,k
(k = 1, 2, . . . , dj ) appears µj,k  1 times.
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If U has eigenvalue 1 and has odd partial multiplicities associated with that eigenvalue, we let
2n′1 + 1 < 2n′2 + 1 < · · · < 2n′s′ + 1
be the distinct odd partial multiplicities associated with the eigenvalue 1, and assume that the partial
multiplicity 2n′j + 1 (j = 1, 2, · · · , s′) appears ν′j  1 times. Analogously, if U has eigenvalue−1 and has odd partial multiplicities associated with that eigenvalue, we let
2n1 + 1 < 2n2 + 1 < · · · < 2ns + 1
be the distinct odd partial multiplicities associated with the eigenvalue −1, and assume that the
partial multiplicity 2nj + 1 (j = 1, 2, . . . , s) appears νj  1 times. We omit the dependence on
U and H in the notation introduced above.
Consider the set ̂(U,H) of all ordered tuples of nonnegative integers of the form{
(ωj,k, τ
′
1, τ
′
2, . . . , τ
′
s′ , τ1, τ2, . . . , τs) : 1  k  dj , 1  j  r, where mj,k is odd
}
,
subject to the following conditions:
(a) 0  ωj,k  µj,k, 1  k  dj , 1  j  r, where mj,k is odd;
(b) 0  τ ′j  ν′j , for j = 1, 2, . . . , s′;
(c) 0  τj  νj , for j = 1, 2, . . . , s;
(d)  ∑
{(j,k):1kdj , 1jr, mj,k is odd}
(2ωj,k − µj,k)

+
 ∑
{j :1js,nj is even}
(2τj − νj )
−
 ∑
{j :1js,nj is odd}
(2τj − νj )

+
 ∑
{j :1js′,n′j is even}
(2τ ′j − ν′j )
−
 ∑
{j :1js′,n′j is odd}
(2τ ′j − ν′j )
 = sigH.
Finally, we define the positive integer
qˆ(U,H) :=
 ∏
{(j,k):1kdj ,1jr,mj,k is even}
(µj,k + 1)
× (the cardinality of ̂(U,H)).
(7.32)
(If all the partial multiplicities mj,k are odd, qˆ(U,H) is taken to be equal to the cardinality of
̂(U,H).)
Theorem 7.9. Let U be H -unitary. Then:
(a) There exist qˆ := q̂(U,H) H -unitary matrices V1, . . . , Vqˆ which are similar to U and such
that Vj is not H -unitary similar to Vi if i /= j.
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(b) The integer qˆ is the largest integer for which the property described in (a) is valid.
(c) There exists η0 > 0 with the following property: If a real matrix V is H -unitary, similar to
U and satisfies ‖V − U‖ < η0, then there exists a real H -unitary W such that
V = W−1UW. (7.33)
(d) The positive constant
ε0 := min
{
1
2
,
η0
5‖U‖
}
,
where η0 is taken from (c), has the following property: If a matrixV = S−1US isH -unitary,
where S is an invertible real matrix such that ‖I − S‖ < ε0, then V is in fact H -unitarily
similar to U.
The constant η0 depends on U and H only.
In fact, one can take
η0 = min{δ(1), δ(−1), δ1, . . . , δr}
to satisfy Theorem 7.9(c), where δj > 0, (j = 1, 2, . . . , r), is equal to the positive number δ =
δ(λj ) that exists according to Theorem 7.8 with respect to the pair of eigenvalues λj , λj , and
δ(1) (resp., δ(−1)) is equal to the positive number δ that exists by Theorem 7.5 associated with
the eigenvalue 1 (resp., −1).
The proof of Theorem 7.9 is essentially the same as that of Theorem 6.13, and is therefore
omitted.
We state now the analogue of Corollary 6.14. Let U be H -unitary. An eigenvalue z ∈ C of U
is said to be special if one of the following two conditions holds true:
(α) z is nonreal and |z| = 1;
(β) z = ±1 and at least one partial multiplicity associated with z is odd.
Corollary 7.10. An H -unitary matrix U has the property that every H -unitary matrix which is
similar to U is also H -unitarily similar to U (with a real H -unitary similarity matrix) if and only
if U has the following property (a) and at least one of the two properties (b) and (c):
(a) U has only odd partial multiplicities associated with every nonreal unimodular eigenvalue;
(b) U has only one special eigenvalue z (perhaps of high multiplicity) and the odd partial
multiplicities associated with z are all equal. (Note that if z /= ±1, then z cannot have
associated even partial multiplicities, by (a).);
(c) (1) The signs in the sign characteristic of (U,H) corresponding to nonreal unimodular
eigenvalues of U, and corresponding to the partial multiplicities of the form 4m + 1,
m an integer, associated with the eigenvalues ±1 of U, are all equal;
(2) The signs in the sign characteristic of (U,H) corresponding to the partial multiplicities
of the form 4m + 3, m an integer, associated with the eigenvalues ±1 of U, are all
equal;
(3) The signs in (1) and in (2) are opposite.
The proof is immediate from Theorem 7.9: One verifies that the conditions of Corollary 7.10
are equivalent to the integer q˜(U,H) being equal to 1.
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