Abstract. We give an explicit construction of all complex continuous irreducible characters of the group SL 1 (D), where D is a division algebra of prime degree ℓ over a local field of odd residual characteristic different from ℓ. For ℓ odd, we show that all such characters of SL 1 (D) are induced from linear characters of compact-open subgroups of SL 1 (D). We also compute an explicit formula for the representation zeta function of SL 1 (D).
Introduction
Let K be a local field with ring of integers o of odd residual characteristic p, and let D be a central division algebra over K. Let ℓ denote the degree of D, that is ℓ = (dim K (D)) 1/2 . Let L/K be an extension of degree ℓ. The field L embeds in D as a maximal subfield and hence there exists an embedding of D into the full matrix algebra M ℓ (L). The restriction of the determinant map to the image of D in M ℓ (L) gives rise to the reduced norm map, denoted by Nrd. This definition is independent of the choice of extension L/K and of the embedding of L into D (see [14] ). The valuation map val K : K → Z ∪ {∞} extends uniquely to D via the formula
(1.a)
Let SL 1 (D) be the subgroup of elements of reduced norm 1 in D × . In this article we focus on the group SL 1 (D) and give an explicit construction of all complex continuous irreducible characters of SL 1 (D), under the assumption that ℓ is a prime number different from p. This construction enables us to determine the number of such irreducible characters of SL 1 (D) of any given dimension. In particular, we obtain a formula for the representation zeta function of SL 1 (D).
Given a topological group Γ we write Irr(Γ) to denote the set of complex continuous irreducible characters of Γ. The representation zeta function of Γ is defined by the Dirichlet generating function The abscissa of convergence of ζ Γ (s) is the infimum of all α ∈ R such that the series in (1.b) converges on the complex right half-plane {s ∈ C | Re(s) > α}.
In the case where Γ is a compact p-adic analytic group (for p > 2), Jaikin-Zapirain has shown that the representation zeta function of Γ is of the form (1.c) where n 1 , . . . , n r ∈ N and f 1 (t), . . . , f r (t) are rational functions with integer coefficients (see [8] ). Jaikin-Zapirain's proof relies on an interpretation of the representation zeta function of such groups as a p-adic integral, based on Howe's version of the Kirillov orbit method for compact p-adic analytic groups, and on a model theoretic proof of the rationality of such integrals. Avni, Klopsch, Onn and Voll considered the case where Γ arises as a principal congruence subgroup of the completion of an arithmetic group over a number field, at a non-archimedean prime, and studied the variation of the representation zeta function of Γ along the set of non-archimedean places in [2] . In particular, it is shown that the representation zeta function of Γ can be expressed by a universal formula in the residual cardinality of the ring of integers. Furthermore, the formula given in [2, Theorem A] is stable under extending the base field.
In this global context, the group SL 1 (D) naturally arises as the completion of certain arithmetic groups of type A ℓ−1 at a non-archimedean prime (see [15, Chapter 9] ). As such, the representation zeta function of SL 1 (D) occurs as constituent in the Euler product decomposition of the representation zeta function of such groups, as described in [12, Proposition 1.3] . Larsen and Lubotzky considered the group SL 1 (D) as a special case in loc. cit. and showed an anomalous behaviour of the abscissa of convergence of ζ SL 1 (D) (s) in comparison to other groups arising as nonarchimedian completions of arithmetic groups (viz. isotropic groups). Specifically, it is shown that the abscissa convergence of ζ SL 1 (D) (s) is 2 ℓ if K is of characteristic 0, whereas the abscissa of convergence of an isotropic group is bounded away from 0 (see [12, Theorems 7 .1 and 8.1]).
We remark that our computation of the representation zeta function shows that the value of the abscissa of convergence of ζ SL 1 (D) equals 2 ℓ in positive odd characteristic as well, for division algebras of prime degree. In fact, the representation zeta function of SL 1 (D) depends only on the cardinality of the residue field of K and admits a unique simple pole at s = 2 ℓ . From a local point of view, the group SL 1 (D) is also an important object in the study of the multiplicative group D × of D (see [13] ). The representations of the group D × were studied by Corwin and Howe with a view towards the classification of supercuspidal representations of GL ℓ (K), for arbitrary ℓ. In [5] , the authors present an explicit bijection between families of irreducible admisible representations of D × of a given level and certain representations of D × 1 , where D 1 ⊆ D is a subdivision algebra. Using an inductive argument, this method is used in order to parametrize unitary dual of D × by means of distinguished characters of subfield extensions K ⊆ M ⊆ D. Koch and Zink investigated this subject further and gave a more complete account, describing an explicit bijection between the set of characters of the absolute Galois group of K of degree dividing ℓ and essentially all irreducible representations of D × with finite image [10] . For additional information, we refer to [3, Chapter 5] Theorem I. Let ℓ be a prime number. Let K be a non-archimedean local field of residual cardinality q and odd residual characteristic p, different from ℓ. Put ι ℓ (q) = gcd(q − 1, ℓ) to denote the number of ℓ-th roots of unity in K. Let D be a central division algebra of degree ℓ over K. Then
The specific case where D is a quaternion algebra (i.e. ℓ = 2) over a field of characteristic 0 was computed in [1] , by applying the machinery of p-adic integration for computing the representation zeta function, developed in [2] . Using similar methods, the case where ℓ = 3 was computed in the author's M.Sc. thesis.
The valuation on D endows SL 1 (D) with the structure of a profinite group. In particular, it is a totally disconnected compact group, and the kernel of any complex continuous representation of SL 1 (D) must be open in SL 1 (D). We show that there exists a tight connection between the degree of an irreducible character of SL 1 (D) and the 'depth' of the open subgroup on which it trivializes.
To be more precise, let O denote the ring of integers of D and P be its maximal ideal (see Section 2). We fix a system of open subgroups of SL 1 (D) given by
The level of a complex continuous representation ρ of SL 1 (D) is defined to be the minimal number m ∈ N 0 such that the restriction of ρ to G m+1 is trivial. The level of a character χ ∈ Irr(SL 1 (D)) is defined to be the level of any representation affording it. For every m ∈ N 0 let Irr m (SL 1 (D)) denote the subset of Irr(SL 1 (D)) consisting of characters of level m.
Given natural numbers ℓ and m we define the following integer-valued functions
where ι ℓ (t) := gcd(ℓ, t − 1). We also put a Theorem II. Let ℓ be a fixed prime and let K be a non-archimedean local field of residual cardinality q and odd residual characteristic p, different from ℓ. Let D be a central division algebra of degree ℓ over K. ⌉ , and show that χ can be recovered by means of extension and induction of such a constituent. In particular, in the case where ℓ = 2 we obtain the following.
Theorem III. Let D be a division algebra of odd prime degree ℓ over a local field K of odd residual characteristic p, different form ℓ. Then all irreducible characters of the group SL 1 (D) are monomial.
Methods and Organization.
1.2.1. Analysis of Regular Characters. The mechanism applied in this paper for the study of characters of SL 1 (D) is based on the study of regular characters of GL n (o), initiated by G. Hill in [6] and applied by A. Jaikin-Zapirain in the computation of the representation zeta function of SL 2 (o) [8, Section 7] and by Krakovski, Onn and Singla to the study of the regular representation zeta function of GL n (o) and GU n (o) [11] .
In the context of GL n (o), using a finite-type 'Lie-correspondence' between subquotients of GL n (o) and M n (o), one associates to any positive-level character in Irr(GL n (o)) a conjugacy class of matrices over the residue field of o. Such a character is called regular if the corresponding conjugacy class consists of regular matrices, i.e. matrices whose characteristic polynomial and minimal polynomial coincide; see [11, Definition 1.1] .
Viewed as a matrix group over K, any non-central element of D generates a field extension of K of degree ℓ and in particular has an irreducible minimal polynomial of degree ℓ, which coincides with its characteristic polynomial. This, along with an analguous version of the Lie-correspondence for SL 1 (D) (described in Section 4), makes the group in question amenable to an analysis similar to [6] .
Similarity
Classes. An important ingredient in applying the above-mentioned mechanism is the analysis of the action of the groups O × and SL 1 (D) on the congruence quotients D/P m . This sort of analysis was carried out for division algebras of arbitrary degree by H. Koch in [9] , where similarity classes in D modulo powers of the prime P were shown to be parametrized by means of Eisenstein polynomial sequence associated to the elements of D. Koch also obtains a formula for the centralizer modulo P m of an element y ∈ D [9, Theorem 9.1]. In particular, it is shown that the ring of elements of O, whose image modulo P m commutes with y + P m , is additively generated by sets of the form C O (y j ) ∩ P m−j (j ≤ m), where y j ∈ D are distinguished elements which are congruent to y modulo P j (viz. minimal elements of y + P j ), and C O (y j ) are their centralizers in O. The case where D is of prime degree allows for a much simpler analysis, which we present in Section 3 (see Proposition 3.1). Furthermore, by the Double Centralizer Theorem, the centralizer of a non-central element of D is equal to the field extension of K generated by this element. In particular, this allows us to describe the centralizer modulo P m of y in O × as a group of the form C O × (y) · (1 + P m−j ) where j is determined by y, and C O × (y) is an abelian group.
As can be seen in the construction of characters of SL 1 (D) (Section 5), the above description of centralizers modulo P m supplies us with the tools required in order to describe for the stabilizers of characters of certain congruence subquotients of D.
The existence of such a description of stabilizers is one of the factors allowing us to extend all such characters to their stabilizers and consequently to construct all characters of SL 1 (D).
Remark 1.1. The restriction on the residual characteristic of o (p = 2) is actually superfluous in the description of centralizers modulo P m and only comes into play in the succeeding sections (see Remark 4.3). It may very well be that this restriction is merely technical, and that the methods applied here can be modulated to account for the case p = 2 as well. An initial observation to be made in this case is that the analysis of centralizers in D becomes significantly more involved. For example, it is often the case the the centralizer of a non-central element in a division algebra of composite degree is a central division algebra over a field extension of K, rather than a subfield of D. This fact is evident in the added complexity in Koch's centralizer modulo P m formula and is likely to hinder a direct application of our method in this case.
A possible alternative strategy for the construction of characters of SL 1 (D) may be an inductive one, whereby one considers characters arising from characters of subgroups of the form SL 1 (D 1 ) where D 1 ⊆ D is a division algebra of smaller degree whose center is an extension of K. Such an approach was utilized by L. Corwin in [4] for the parametrization and construction of representations of 1 + P and of D × in arbitrary degree.
1.2.4. Organization. Section 2 contains preliminary results, including the basic structural properties of division algebras over a local field. In Section 3 we consider the action of the multiplicative group O × and of SL 1 (D) on the quotients D/P m and compute the cardinality of the orbits of this action. Section 4 gathers the representationtheoretic tools required in the construction-namely, the Lie Correspondence between congruence subquotients of SL 1 (D) and corresponding finite Lie-rings and the method of Heisenberg lifts for SL 1 (D). Finally, Sections 5 and 6 contain the explicit construction of irreducible characters of SL 1 (D), and the proofs of Theorems I, II and III.
1.3. Notation. We denote the ring of integers and maximal ideal of K by o and p respectively, and fix π to be a uniformizer of p. Let q = |o/p| and p = char(F q ). For any field K ⊆ M ⊆ D we put o M and p M to denote the ring of integers and maximal ideal of M respectively. The letter L will be reserved to denote a fixed subfield of D, such that L/K is unramified. The symbol ι := ι ℓ (q) = gcd(q − 1, ℓ) denotes the number of ℓ-th roots of unity in K.
The symbol val = val D denotes the valuation on D, normalized so that val(K × ) = Z. We fix the notation G := SL 1 (D). As already mentioned, for any m ∈ N we put = g r /g m , for all r, m ∈ Z with r ≥ m. For any Galois extension E/F we write Gal(E/F ) for the Galois group and Nr E/F and Tr E/F for the field-norm and trace respectively. We put SL 1 (E | F ) to denote the group of elements of field norm 1, and sl 1 (E | F ) to denote the additive group of elements of field trace 0.
Given a topological group Γ we write Irr(Γ) to denote the set of continuous complex irreducible characters of Γ. If no topology is given on Γ we simply include all irreducible complex characters of Γ. Throughout this paper, all representations and characters are assumed to be complex and continuous. For a finite group Γ and characters χ, ϕ ∈ Irr(Γ), we write
to denote the standard inner-product of characters of Γ (see, e.g. [7, Definition 2.16] ). Given an abelian group ∆, we write ∆ ∨ := Hom Groups (∆, C × ) for the Pontryagin dual of ∆. If ∆ is equipped with an additional structure (e.g. if ∆ is a Lie-ring), then ∆ ∨ will simply refer to the Pontryagin dual of the underlying additive group. Given a group Γ and elements g, h ∈ Γ we denote the group commutator ghg
by (g, h). For a Lie-ring ∆ and x, y ∈ ∆, we denote the Lie bracket of ∆ by [x, y].
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Preliminaries
2.1. The Structure of Local Division Algebras. The ring of integers O of D consists of all elements of non-negative valuation in D and is a non-commutative discrete valuation ring with a unique maximal ideal P. The ideal P is generated by a uniformizing element ν ∈ P with val(ν) = 1 ℓ
. Without loss of generality, we may assume that ν ℓ = π. As ν / ∈ K, the map x → ν −1 xν is a non-trivial automorphism of D. The unique (up to isomorphism) unramified extension L/K of degree ℓ can be embedded in D so that the subfield L is invariant under conjugation by ν. Moreover, in this case, the division algebra D is isomorphic to the cyclic algebra (L, σ, π), where σ is a generator of the Galois group Gal(L/K). That is to say, the following holds (see [14, Proposition 15 
.1.a]).
Proposition 2.1 (Structure of Local Division Algebras). Let D be a division algebra over K of degree ℓ, as above.
In particular, under the identification of D with
j=0 ν j L, we obtain an embedding of D into the algebra of ℓ × ℓ matrices over L under which an element x ∈ D is mapped to the operator y → x · y (y ∈ D). In particular , if we write
, then the matrix corresponding to x with respect to the ordered basis 1, ν, . . . ,
The reduced norm and trace are given explicitly by the determinant and trace of this matrix, respectively. In particular, one easily sees from (2.a) that Trd(x) = Tr L/K (x 0 ), and that
Lemma 2.2. The reduced norm of an element x ∈ 1 + P lies in 1 + p. Furthermore, for any x ∈ 1 + P there exists a unique ξ ∈ 1 + p such that ξ ℓ = Nrd(x).
For the second assertion, note that since ℓ = p, the map ξ → ξ ℓ is an automorphism of the pro-p group 1+p. In particular, it is bijective and there exists a unique element ξ ∈ 1 + p such that ξ ℓ = Nrd(ξ) = Nrd(x).
Coset Representatives of O/P.
Lemma 2.3. Reduction modulo 1 + P induces an exact sequence,
Furthermore, this sequence has a splitting F
and is given by the set of roots of the polynomial t q ℓ −1 − 1.
Proof. Follows from Hensel's Lemma.
Note that in particular, the image of
given by Lemma 2.3. We note that T := T L ∩K is a set of coset representatives for o/p and T × := T {0} is isomorphic to F × q . Any element x ∈ L can be uniquely written as a convergent series
with j 0 = val(x), t j ∈ T L for all j's and t j 0 = 0. Moreover, x ∈ K if and only if t j ∈ T for all j ∈ N. By Proposition 2.1, it follows that any x ∈ D can be written uniquely as a convergent series
where here j 0 = ℓ · val(x), t j ∈ T for all j's and t j 0 = 0. In the sequel, we refer to the expansion (2.b) as the ν-expansion of x.
2.3.
Ramified and Unramified Elements. The structure of subfields within a local division algebra of prime degree allows us to divide the elements of D into three classes, according to the nature of the field extension of K which they generate. Namely, we call an element y ∈ D unramified if K(y)/K is a non-trivial unramified extension and ramified if K(y)/K is a non-trivial totally ramified extension. Note that, since the degree of any subfield of D over K must divide ℓ (see e.g. [14, Corollary 13.1.a]), it follows that any element which is neither ramified nor unramified is an element of K and hence central in D.
Remark 2.4. Note that this type of trichotomy fails if the assumption that ℓ is prime is dropped. For a more general classification in the case of arbitrary degree we refer the reader to [9] .
The following definition gives a numerical criterion for assigning elements of D into these three classes.
Definition. Let y ∈ D be given. The jump of y is defined by
We remark that the value j(y) coincides with the first ramified jump of y, as is defined in [9, § 3] , in the case where ℓ ∤ j(y). If y = j≥j 0 ν j t j is the ν-expansion of y then j(y) equals the minimal index j such that ν j t j / ∈ K.
Lemma 2.5. For y ∈ D the following hold.
(1) For any λ ∈ K, j(y + λ) = j(y). Proof. Assertions (1), (2) and (3) are clear from the definition. Additionally, note that by the trichotomy discussed above, in order to show the equivalences in (4) and (5), it would suffice to prove the if implication in both assertions. We start by proving this implication in (4) .
Suppose ℓ ∤ j(y), and in particular y / ∈ K and the extension K(y)/K is non-trivial. By definition of j, there exists an element λ ∈ K such that val(y − λ) = 1 ℓ j(y) / ∈ Z and hence K(y)/K is ramified. Since |K(y) : K| = ℓ, there are no non-trivial subextensions of K in K(y) and hence K(y)/K is totally ramified and y is ramified.
Lastly, to prove (5), note that if ℓ | j(y), then up to subtracting an element of K from y and multiplying by π − val(y) ∈ K, we may assume that y ∈ O × o × . Thus ℓ | j(y) if and only if the reduction modulo P of y is not an element of F q and hence the residual degree f (K(y)/K) is greater then 1. It follows, since
The following is a useful property of unramified elements.
Proof. As the extension K(y)/K is unramified of order ℓ, it is isomorphic over K to
Proof. Let g ∈ O × and y ′ ∈ L be such that y = gy ′ g −1 , as given by Lemma 2.6. Let j≥0 ν j t j be the ν-expansion of g. Then t 0 ∈ T × L and gt
As ξ is central and y ′ t 0 = t 0 y ′ , we have that
as required.
Similarity Classes
Our main objective in this section is to present a general description of the similarity classes of elements of D under the conjugation action of O × , from which we will collect data regarding the conjugation action of G on subquotients of D. Let ∆ ⊆ D × be a subgroup. Given m ∈ Z, the m-th similarity class of an element y ∈ D under ∆ is the orbit in D/P m of its image modulo P m , under the conjugation action of ∆. That is O m
The m-th congruence stabilizer of y under ∆ in O × is defined by
Of special interest to us are the cases where ∆ is O × , G or G 1 . As already mentioned, the similarity classes of D have been studied in the past by H. Koch in [9] , where a necessary and sufficient condition for two elements y and y ′ to lie in the same similarity class is established. Koch's result is based on the method of Eisenstein polynomial sequence and is valid for division algebras of arbitrary degree.
Moreover, a formula for the centralizer modulo P m of an element y ∈ D is presented in [9, Theorem 9.1].
In the language of Koch, any element y ∈ D can be associated to a sequence of minimal elements y j ∈ D (j ∈ Z), which are congruent to y modulo P j and generate the smallest possible field extension of K. The centralizer modulo P m of y is then shown to be additively generated by subsets of the form C O (y j ) ∩ P m−j , where the indices j occurring arise as ramified jumps (see [9, (3.1) ]) of the element y.
In the case where D is of prime degree is significantly more tractable, as an element y ∈ D can have at most one ramified jump in this case. In particular, it enables us to present a much simpler formula for the congruence stabilizers of y, whose proof avoids much of the technical difficulties and terminology of [9] and is presented here for the sake of completeness. We obtain the following.
Proposition 3.1. Let y ∈ D and let m ∈ Z be given.
(
Here
We also compute the index of the m-th congruence stabilizer to obtain the number 
Finally, we make the transition from similarity classes under O × to similarity classes under G. Namely, we show the following. Proposition 3.3. Let y ∈ D and let m ∈ Z be given. Assume j(y) < m.
(1) If y is unramified then the m-th similarity classes of y under O × and under G coincide. (2) Otherwise, if y is ramified, then the m-th similarity class of y under O × is partitioned into ι = gcd(q − 1, ℓ) distinct m-th similarity classes under G of equal size.
Proof of Proposition 3.1. Let m ∈ Z be arbitrary, and let y ∈ D be fixed with µ := j(y).
If µ ≥ m then y is congruent modulo P m to a central element, and in this case 
Let
O × (y) be arbitrary, and let j≥0 ν j t j be its ν-expansion. Then t −1 0 g ∈ 1 + P and hence t
O × (y) and
O × (y) as well. Thus t 0 fixes the image of y modulo P m and
q ℓ is commutative, we deduce that t 0 and σ µ (t 0 ) represent the same coset module P, and hence they are equal. Since σ µ generates Gal(L/K) we deduce that t 0 ∈ K, and hence
proving the case m = µ + 1.
Proceeding by induction, assume the claim is true for a given m > µ and let
O × (y) and it suffice to prove that
there is nothing to show. We assume henceforth that
and hence h ∈ St µ+1 O × (y). By the base of induction, there exists s ′ ∈ C O × (y) and
and since
The Case of Unramified Elements. As before, we assume µ = ℓ·val(y) 
and hence ty ′ ≡ σ m−µ (y ′ )t (mod P). We claim that this implies that t = 0. Otherwise, if t = 0, by considering the ν-expansion of y and arguing as in the ramified case, we get that
a contradiction to j(y) = µ. Thus, t = 0 and g ∈ 1 + P m+1−µ , as wanted.
Proof of Proposition 3.2. Having proved Proposition 3.1, we can now deduce Proposition 3.2. Fix m ∈ Z and let y ∈ D be such that µ := j(y) < m. By Proposition 3.1
and a standard computation, we have that
One easily verifies that
Assuming K(y)/K is unramified, by Lemma 2.6, we have that
Otherwise, if K(y)/K is totally ramified, we have that o K(y) is generated as an omodule by a uniformizer of P (e.g. by the element ν in the proof of Proposition 3.1). Consequently
Lastly, we prove Proposition 3.3. As it turns out, in order to understand the relation between the similarity class of an element under O × and under G, it is useful to consider the similarity class of the element under the group G 1 as well. Given an unramified element y ∈ D, by invoking Lemma 2.2, we will prove the inclusion O Lemma 3.4. Let y ∈ D be a ramified element and let m ∈ Z be greater than j(y).
. 
Proof. Consider the restriction of the reduction map
O × ։ F × q ℓ to St
y). We claim that the image of this map is SL
Since taking norms commutes with the reduction map, the image of this map is included in SL 1 (F q ℓ | F q ). Let us show that the image is also included in F × q .
As before, we may assume that µ := j(y) = ℓ val(y), and write y = ν µ y ′ with
G (y) be given, with g = j≥0 ν j t j its ν-expansion. Then the image of g in SL 1 (F q ℓ | F q ) equals the image of t 0 . By assumption, we have that gy ≡ yg (mod P) m , and since µ < m it follows that gy = gν µ y ′ ≡ ν µ y ′ g (mod P µ+1 ), and hence
Since y ∈ O × , this implies that σ µ (t 0 ) ≡ t 0 (mod P), and hence t 0 is invariant under Gal(L/K). Thus, t 0 ∈ K and the image of g modulo 1 + P is in F × q . Lastly, note that for any t ∈ SL 1 (F q ℓ | F q ) ∩ F × q , the corresponding coset representative t ∈ T × is central in D and in particular an element of St m G (y). Thus, the reduction map is onto SL 1 
.
Lemma 3.5. Let y ∈ D be a ramified element and let m ∈ Z be greater than j(y).
Proof. Consider the orbit of y + P m under the action of the group
. We claim the following assertions from which Lemma 3.5 easily follows.
As before, it is enough to prove the lemma for the case where µ = j(y) = ℓ val(y).
L fixes y. Then, similarly to the proof of Lemma 3.4, we deduce that t = σ µ (t) and hence t ∈ T × . As any element of T × centralizes y, by the Orbit-Stabilizer Theorem we obtain that
which proves (1). 
Additionally, assertion (3) is an immediate consequence of the decomposition
(y), and
. Finally, we prove (2). Let t ∈ T × L and g ∈ G 1 be such that
Then in particular gt −1 fixes y modulo P m , i.e. gt −1 ∈ St m O × (y). By Proposition 3.1 and since µ < m and g ∈ 1 + P, we get that the image of t modulo 1 + P is in C O × (y)·(1+P)/(1+P). Since t is a coset representative of O × /(1 + P), this implies that t centralizes y and hence y ′ ≡ y (mod P m ), as wanted.
Proof of Proposition 3.3.
(1) Let y ∈ D be an unramified element. We prove the Let
, and let g ∈ O × be such that gy ′ g −1 ≡ y (mod P m ). By considering the ν-expansion of g, there exists t ∈ T × L such that t −1 g ∈ 1 + P. By Lemma 2.2 there exists ξ ∈ 1 + p such that ξ ℓ = Nrd(t −1 g) and thus 
establishes a G-equivariant bijection between the group G r m and the Lie-ring g r m . Furthermore, if m ≤ 2r then this map is a G-equivariant isomorphism of abelian groups.
The inverse map of exp is given by the truncated logarithm map
We also have the following formulas. As can be seen in Subsections 5.1 and 5.2, much of the construction of characters of G carries through within this limited setting and can be applied in even residual characteristic as well. The construction in the complementary case (Subsection 5.3), however, requires invoking the assumption p = 2 at several key points (namely, the above correspondence and Proposition 4.8) and it would be of interest to see if an argument bypassing this restriction can be obtained using an alternative method.
The Dual of Subquotients of g. The Pontryagin dual of the abelian groups g r m , for r ≤ m, can be explicitly described as subquotients of the Lie-algebra g. We recall that the Lie-algebra sl 1 (D) of traceless elements in D is equipped with a non-degenerate bilinear-form (viz. its Killing form), and hence is self-dual as a K-vector space. This isomorphism is equivariant with respect to the conjugation action of G.
In the case of the finite Lie-rings g r m , a G-equivariant isomorphism of the ring with its Pontryagin dual does not necessarily exists. Nonetheless, as we will see shortly, it is still possible to identify the dual of g 
where ̺ 0 maps a series j a j t j , with a j ∈ F q and a j = 0 for all j < j 0 for some j 0 < 0, to the coefficient a −1 . Let δ := δ K/k ∈ N 0 be the differential exponent of K/k, i.e. such that π −δ generates the inverse different d
is the required character. 
where X ∈ g r and Y ∈ g −m+1 are lifts of x and y respectively. Then ·, · r m is a well-defined, G-invariant and non-degenerate bilinear pairing.
Proof. First note that for any k ∈ Z we have that Trd(P k ) ⊆ p ⌈k/ℓ⌉ , as can be seen in (2.a). In particular, we have that val (π −1 Trd(XY )) ≥ 0 whenever X ∈ g m and Y ∈ g −m+1 or X ∈ g r and Y ∈ g we have that
we have that In particular, by Lemma 4.1, we have the following. ∨ .
Heisenberg Lifts for Subquotients of SL 1 (D)
. In this subsection, we limit our description of the method of Heisenberg lifts to the study of irreducible characters of non-abelian subquotients of SL 1 (D) of the form G r 2r+1 . For the more general description, we refer the reader to [3] , for a general treatment, and [11, § 3.2] , for the case of regular representations of GL n (o) and GU n (o).
We fix r ∈ N which is not divisible by ℓ and put Γ 1 := G r 2r+1 and Γ 2 := G r+1 2r+1 . Note that Γ 2 is central in Γ 1 , and that f := Γ 1 /Γ 2 is abelian. In fact, since ℓ ∤ r, one has that f is isomorphic to the additive group of F q ℓ (see [16, Theorem 7] ).
Let γ 1 := g r 2r+1 and γ 2 := g r+1 2r+1 . In this setting, the truncated exponential map exp : γ 1 → Γ 1 is a G-equivariant bijection, whose restriction to γ 2 is an isomorphism onto Γ 2 (by Lemma 4.1). Furthermore, this map induces an isomorphism of γ 1 /γ 2 with Γ 1 /Γ 2 , such that the following digram commutes.
log Let ϑ be an irreducible character of Γ 2 . We describe the set of characters of Γ 1 which lie above ϑ. As Γ 2 ∼ = γ 2 , we have that ϑ = log
where (a, b) = aba −1 b −1 is the group commutator. As the derived subgroup of Γ 1 is contained in Γ 2 and Γ 2 is abelian, this map is well-defined and corresponds uniquely to an antisymmetric bilinear form
such that the diagram (4.f) commutes, where ψ ∈ (F q ) ∨ is some fixed non trivialcharacter of F q .
(4.f) Let r θ := {x ∈ f | β θ (x, y) = 0, for ally ∈ f} be the radical of β θ . Let R θ ⊆ γ 1 be the preimage of r θ under the reduction map. As the group R θ is finite and abelian, the character θ extends to R θ in |R θ : γ 2 | = |r θ | many ways. Put R θ = exp(R θ ). Note that since R θ coincides with the preimage of r θ under the map Γ 1 ։ f, we have that R θ is a normal subgroup in Γ 1 . Pick an extension θ ′ ∈ (r θ ) ∨ of θ, and define ϑ ′ := log * (θ ′ ). By Lemma 4.2 we have that
for any a, b ∈ R θ , as θ ′ vanishes on commutators in R θ . Moreover, the character ϑ ′ is invariant in Γ 1 . The map β θ induces a symplectic form on the space f θ := f/r θ , which we denote by β θ as well. Let j θ ⊆ f be such that j θ /r θ is a maximal isotropic subspace of f θ . It is known that
Let J θ ⊆ γ 1 be the preimage of j θ under the reduction map, and let
As in the case of R θ , we have that J θ is a normal subgroup of Γ 1 . Furthermore, by Lemma 4.2, as in the case of ϑ ′ , we know that
is a linear character of J θ . The main components of the construction are summarized in diagram in Figure 1 . Computation of Radicals. The specific case under consideration allows us to obtain a description of the radicals r θ , which were presented in the previous section, in the case where ϑ is an irreducible character of Γ 2 which does not trivialize on G 2r 2r+1 . Namely, we show the following.
Proposition 4.8. Let r ∈ N be such that ℓ ∤ r and let ϑ ∈ Irr(Γ 2 ) be non-trivial on G 2r 2r+1 . Let β θ be the associated anti-symmetric bilinear form induced from (4.e), and let r θ ⊆ f be its radical. The following hold.
(1) If ℓ = 2 then r θ = {0}.
(2) Otherwise, if ℓ is odd, then r θ is a one-dimensional subspace of f.
Let us make some preparations to the proof of Proposition 4.8. By Corollary 4.6, the character ϑ is of the form log * (φ y ) for some y = y ϑ ∈ g −2r −r+1 . Also, the assumption that ϑ does not vanish on G 2r 2r+1 is equivalent to the assumption that φ y does not vanish on g 2r 2r+1 and implies that val(y) = −2r. Pick a lift Y ∈ g −2r of y, and let
1 be arbitrary and let X 1 , X 2 ∈ O be such that
Unfolding the definitions of φ y and B θ (Lemma 4.4 and (4.e)), we see that
By taking the character ψ in (4.e) to be given by λ → Ψ(π −1 λ) + o, we obtain an explicit description of the form β θ by
where
is given by reducing the map X → ν −r Xν r modulo P.
Proof of Proposition 4.8.
(1) Assume ℓ = 2. By assumption, τ is the unique non-trivial element of Gal(F q 2 | F q ), and (4.g) can be rewritten as
As dim Fq F q 2 = 2, we have that the space sl 1 (F q 2 | F q ) of elements of trace 0 is 1-dimensional. Let i ∈ F q 2 generate this space. By definition we have that Tr F q 2 |Fq (i) = i + τ (i) = 0. In particular, i 2 = −Nr F q 2 |Fq (i) ∈ F × q . Note that by the assumption that ℓ = 2 we have that ν 2 = π and hence
In particular, since the trace and reduction maps commute, we have that Tr F q 2 |Fq (y ′ ) = 0, and consequently y ′ ∈ iF q . Additionally, it holds that Tr F q 2 |Fq (x 1 τ (x 2 )) = Tr F q 2 |Fq (τ (x 1 )x 2 ) for any x 1 , x 2 ∈ F q 2 , and hence x 1 τ (x 2 ) − τ (x 1 )x 2 is also an element of iF q . In particular, we get that
Applying this into (4.g ′ ), we get that
One easily verifies that given x 1 ∈ F q 2 we may find x 2 ∈ F q 2 which satisfies
, and hence (since p = 2) β θ (x 1 , x 2 ) = 0. Thus r θ = {0}, and the first assertion is proved. (2) Assume now that ℓ is odd. Note that by the invariance of Tr F q ℓ |Fq under Gal(F q ℓ | F q ) we have that
for all x 1 , x 2 ∈ F q ℓ . As the trace pairing is non-degenerate, by (4.h),
which occurs if and only if
is a surjective homomorphism onto SL 1 (F q ℓ | F q ) (e.g. by Hilbert 90) its fibers are of order
Thus the radical r θ of β θ is a linear subspace of F q ℓ of order q and hence one-dimensional.
Construction of Irreducible Characters
In this section we construct the irreducible characters of SL 1 (D). Our construction is an application of the method used by Krakovski, Onn and Singla in [11] for the study of the regular irreducible representations of GL d (o) and GU d (o), for any d ∈ N. The case of SL 1 (D) is especially well-disposed to this type of construction as all irreducible characters of SL 1 (D) are regular (see [6] for the definition of a regular character). The prototype for this type of construction is the computation of the representation zeta function of SL 2 (o), where o is a compact discrete valuation ring, which was completed by Jaikin-Zapirain in [8, § 7] . Note that all irreducible characters of SL 2 (o) are regular as well.
Recall that the level of a character ϕ of G is the minimal number m such that ϕ is trivial on G m+1 . We consider a fixed irreducible character ϕ of G of level m ∈ N 0 .
{1} Figure 2 . Diagram for odd level
By Proposition 3.1, we deduce that
Reducing modulo G m+1 , we describe our situation in Figure 2 . Here C m+1 (Y ) denotes the reduction of C G (Y ) modulo G m+1 . As the group C m+1 (Y ) is abelian, we can select a linear character χ of C m+1 (Y ), lying under ϕ and extending the restriction of ϑ to C m+1 (Y )∩G r m+1 . In this situation, the characters χ and ϑ glue to a linear character ϑ of I G m+1 (ϑ), extending ϑ to I G m+1 (ϑ) and lying under ϕ.
By [7, Theorem 6.11] , the induced character Ind G I G (ϑ) ( ϑ) is irreducible and equal to ϕ. Furthermore, by a simple computation based on Propositions 3.2 and 3.3, we have that
Thus, Theorem 5.1 is true for characters of odd level. . This case is somewhat similar to the case of odd level, as the fact that G r m+1 is abelian group remains true in this case (see Section 4) . A slight modification is required to account for the fact that Corollary 4.6 does not hold for the group G m 2 2m+1 . Again, ϕ may be regarded as a character of G m+1 , which is non-trivial on G m m+1 . Let ϑ ′ be an irreducible constituent of the restriction of ϕ to G r m+1 . Then ϑ ′ is a linear character. 
This situation is summarized in Figure 3 .
As C m+1 (Y ) is abelian, we may pick a linear character χ of C m+1 (Y ) which lies under ϕ and extends the restriction of ϑ
. Furthermore, we have that ϑ ′ extends ϑ to G r m+1 . Thus, the characters χ and ϑ ′ glue to a linear character ϑ of I G m+1 (ϑ), which extends ϑ and lies under ϕ. As in the previous case, the induced character Ind 
5.3.
Characters of Even Level. Lastly, we consider the case where the level of ϕ is an even number not divisible by 2ℓ. To complete the construction and prove Theorem 5.1 in this case, we will use the tools described in Section 4.2. As seen in Proposition 4.8, the case where ℓ = 2 is somewhat different from the case where ℓ is odd, and is treated separately.
Let us recall the notation of Section 4.2. We assume that ϕ has even level m = 2r and that r is not divisible by ℓ. We write
, (i = 1, 2),
Division Algebras of Odd Degree. Let σ ∈ Irr(Γ 1 ) be a constituent of the restriction of ϕ to Γ 1 and let ϑ ∈ Irr(Γ 2 ) lie under σ. Put θ = exp * (ϑ) ∈ (γ 2 ) ∨ . By Proposition 4.7(2), the character σ corresponds to a unique extension θ ′ ∈ (R θ ) ∨ lying above θ. By extending θ ′ to γ 1 and applying Proposition 5.3, there exists an element
−r+1 such that θ ′ coincides with the restriction of φ y ′ to R θ . Let Y ∈ g −2r be a lift of y ′ and put y = Y + g −r ∈ g −2r −r . One checks from the definition of φ y that φ y = θ. As before, we have that
Moreover, the bijection of Proposition 4.7(1) implies that
where ϑ ′ = log * (θ ′ ) ∈ Irr(R θ ). The main components of the construction appear in Figure 4 . The groups j θ , J θ , J θ will arise by picking an isotropic subspace of
Note that the assumption that ℓ ∤ r implies that val(Y ) = − 2r ℓ / ∈ Z and in particular that Y is ramified. Consequently, the group C G (Y ) is the intersection of G with the ring of integers of a totally ramified extension K(Y )/K and hence the image of C Y (G) modulo 1 + P is contained in F × q . In particular, it follows that the conjugation action of C G (Y ) on Γ 1 reduces to the trivial action of C G (Y ) on f. Let j θ ⊆ f be such that j θ /r θ is a maximal isotropic subspace. Let J θ be the preimage of j θ under the projection
′′ be an extension of ϑ ′ to J θ . As C m+1 (Y ) is abelian and normalizes J θ , by choosing a constituent χ ∈ Irr(C m+1 (Y )) lying under ϕ as in the previous cases, the characters χ and ϑ ′′ glue to a linear character ϑ of C m+1 (Y )J θ . Put Θ := Ind
Proposition 5.4.
(1) The character Θ is irreducible and of degree q ℓ−1 2 . (2) The inertia subgroup of Θ in G m+1 , defined as in (5.a) , equals I G m+1 (σ). To prove (2), note that is Θ g and Θ are equal, for some g ∈ G m+1 , then in particular g stabilizes the restriction of Θ to Γ 1 . But this restriction is equal to σ, whence g ∈ I G (σ). The converse inclusion is clear.
Corollary 5.5. The induced character Ind G m+1 C m+1 (Y )J θ ( ϑ) is irreducible and its pullback to G is isomorphic to ϕ.
In particular, we have that
The construction and proof of Theorem 5.1 is now complete for ℓ > 2.
Quaternion Algebras. The argument applied in the previous case fails in the quaternion case, as in the setting where ℓ = 2 and r is even, the image of C G (Y ) modulo 1 + P is the group SL 1 (F q 2 | F q ). In particular, the conjugation action of C G (Y ) on Γ 1 induces a transitive action on the set of lines in f = F q 2 . It follows that no maximal isotropic subspace of f is fixed by C G (Y ). We supplement the argument of the previous case with a different argument, which proves the degree formula, but does not prove the monomiality of ϕ.
As before we pick a constituent σ ∈ Irr(Γ 1 ) of ϕ and ϑ ∈ Irr(Γ 2 ) a constituent of σ. As the radical of the form β θ is trivial (Proposition 4.8(1)), we have that σ = Ind Figure 5 , in which C m+1 (Y ) and P m+1 (Y ) are the images of C G (Y ) and P (Y ) in G m+1 , and j θ is a maximal isotropic subspace (i.e. a line) in f.
Let ϑ ′ ∈ Irr(J θ ) be some extension of ϑ to J θ . As the group P m+1 (Y ) is abelian and normalizes J θ , we can extend ϑ ′ to a linear character ϑ of P m+1 (Y ) · J θ and which lies under ϕ. Repeating the proof of Proposition 5.4(1) verbatim, one shows that the induced character Θ := Ind
is irreducible, of degree q = |j θ | and lies under ϕ. Additionally, by the bijection in Proposition 4.7(2) and by the proof of Proposition 5.4(2), one obtains that the inertia subgroup of Θ in G m+1 is I G m+1 (σ).
Finally, by Lemma 3.4, we know that
is a finite cyclic group. Hence, by [7, Corollary 11.22 ], the character Θ extends to a character Θ of I G m+1 (σ). Inducing further to G m+1 , we have that the pullback of ⌉ whenever ℓ ∤ m.
