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We present a computational framework for modeling geomaterials undergoing failure in the
brittle and ductile regimes. This computational framework introduces anisotropic gradient regular-
ization to replicate a wide spectrum of size-dependent anisotropic constitutive responses exhibited
in layered and sedimentary rock. Relevant subsurface applications include oil/gas wellbore com-
pletions, caprock evaluation for carbon sequestration in saline aquifers, and geothermal energy
recovery. Considered failure modes are mixed-mode fracture, shear band formation due to plastic
strain localization, and rate-dependent frictional slip along the propagated fracture’s rock surface,
subsequent to fracture closure.
Our nonlocal modeling framework extends the state-of-the-art gradient-enhanced plasticity and
damage mechanics for frictional materials with a special treatment that injects bias for the regular-
ization for different orientations. A novel contribution is that the formulations not only contains
a regularization, but that the regularization also provides a method to introduce size-dependent
anisotropies. Consequently, this treatment provides a new means to create non-associative flow via
a variational framework while introducing different anisotropic responses for specimens of differ-
ent sizes (introduced in Chapter 1). These anisotropic regularization modeling techniques are then
applied to three classes of common geomechanics problems: critical state plasticity of clay and
shale rock (Chapter 2), brittle fracture of rock (Chapter 3), and the plastic slip of interfaces and
cracks (Chapter 4).
This combination, of established rock physics, local anisotropy, and size-dependent anisotropy
enfranchised with diffusive regularization, is investigated. For instance, experimentation on uniax-
ially compressed specimens failing in the brittle regime reveals a repeatable typology of wing- and
coalescent-crack patterns, broadly taken to indicate a mixed-mode fracture phenomenon particular
to rock-like materials. In the ductile regime, biaxially compressed shale rock displays orientation-
dependence of the plastic deformation difficult to capture merely by attributing anisotropy to the
elastic response, with localization at or near the critical state. We numerically capture both these
phenomena. Verification and/or validation is provided for proposed constitutive relations.
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In the last few decades, tremendous progress has been made on gradient-enhanced and non-
local mechanics. For instance, the seminal works by Bazant and co-workers [1, 2] observed that
the material nominal strength depends upon the structure size, and that regularized mathematical
formulations useful to converge otherwise ill-posed boundary value problems also usefully fulfill
the need to capture size effects observed in experimentation and discrete numerical simulations
[3]. However, the size effect may affect not just the the principal stress components a material
can sustain given a strain history, i.e. the materials’ nominal moduli, but also the stress’ principal
directions. The anisotropic size-dependence arises from materials’ microstructure; size-dependent
anisotropic materials exhibit a different anisotropic response across different length scales (cf. Fig.
1.1). The key contribution of this dissertation is to introduce the idea of size-dependent anisotropy
to replicate the size-dependent change of orientations for the class of material behaviors commonly
encountered in brittle and ductile geomaterials subjected to mechanical and non-mechanical load-
ing conditions.
In deposed, bedded, and layered geomaterials like clay and shale, for example, the size depen-
dence of the anisotropy obtains from the micromechanics of the sedimentary flocculated, dispersed,
and turbostratic particle groupings within materials’ microfabric. Both the regularity and dominant
orientation of these interelemental groupings may differ for specimens of different sampling sizes,
and therefore the microfabrics exhibit multiple microstructural mechanisms differing based upon
the characteristic size of the effective media, cf. Collins and McGown [4] and see Fig. 1.1. In the
case of fracture and frictional slip along closed fracture surfaces in geomaterials, our idealized nu-
merical representations of the crack propagations and slips often elide the problem’s complex size
1
dependence. For example, as studied classically in Einstein’s experimentation e.g. see Fig. 1.2,
consider the ‘wing crack’ coalescence patterns observed in frictional materials. However as Aydin
depicts (cf. Fig. 1.3), even fracture models that capture the complex wing crack propagations
over-simplify the material response within fault zones. Faulting, crack growths, and near-fault
damage zones may evolve anisotropy of the effective medium, due to the damage patterns depicted
in Fig. 1.3(b-c), which upon homogenization yields a multi-scale, anisotropic response. The clas-
sical approach is to simplify the geometrical attributes in the damage zone and use a cohesive
zone model on a embedded strong discontinuity to capture the responses of the fault [5, 6]. Nev-
ertheless, the field work [7] and experimental data [8] does show that the branched cracks along
the fault line may impose size effect that could be more efficiently captured by a phase field or
nonlocal model that include a transition zone (see Fig. 1.3). This dissertation focuses a family
of gradient-enhanced mathematical formulations to introduce a length scale to the anisotropic ma-
terial response, for plasticity, fracture, and evolving elastoplastic anisotropy in fractured regions.
In Chapters 2-4, we describe three examples of size-dependent material anisotropy each including
a different form of size-dependent anisotropy. For each example, we elaborate the mathematical
treatment to introduce a length scale to the size-dependent material response, and we numerically
investigate the size-dependent anisotropies introduced by these regularizations: gradient-enhanced
anisotropic critical state plasticity (Chapter 2); anisotropic mixed-mode fracture via the phase field
crack approximation (Chapter 3); and, coupled anisotropic gradient-enhanced plasticity, mixed-
mode fracture, and evolving hyperelastoplasticity in damaging zones (Chapter 4).
1.2 Motivation and objectives
The shale oil/gas revolution in the mid 2000s enlivened commercial and academic interest in
modeling anisotropic geomaterials undergoing material failure. Major oilfield service companies
now invest heavily to simulate production from unconventional wells completed with pad-scale
induced fracture treatments (e.g., STAR-CMG, Petrel in Eclipse by Schlumberger, the recent ac-
quisition of Barree’s GOHFER by Haliburton). Currently those commercial modeling softwares
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Figure 1.1: Schematic representation of depositional particle assemblages in clay microfabric com-
position, after Collins and McGown [4].
often omit capturing certain rock physics (e.g. for discussion regarding shale rock, cf. [9]). Of-
ten the operators and service companies’ software engineers are motivated by a primary directive:
their user bases are hesitant to adopt novelties that compromise the simulators’ stability or numer-
ical tractability.1 The work in this dissertation demonstrates such apprehensions to be unfounded,
specifically in the case of regularized anisotropic nonlinearity and critical state plasticity, rele-
vant to the material anisotropies and size- and time-dependent nonlinearities observed in the low
permeability rocks targeted for onshore unconventional hydrocarbon production. We formulate
robust anisotropic nonlinear geomechanics models which capture important subsurface geome-
chanics, with respect to the plasticity, mixed-mode fracture, and rate-dependent stick/slip along
closed fracture surfaces.
Industrial applications of the anisotropically regularized models are potentially wide-ranging,
provided that rigorous verification and validation are conducted and a unique set of material param-
eters are identified from inverse problems, which are outside the scope of this study. For example,
mixed-mode fracture modeling can be applied to investigate caprock integrity evaluation for car-
1Larry Lake, (Professor, University of Texas at Austin), in lectures for Numerical Simulation of Reservoirs. Spring,
2014.
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bon sequestration in deep saline aquifers, axial versus transverse hydraulic fracture propagation
along hydraulically fractured horizontal wells, and geothermal energy production from deep verti-
cal wells. The critical state plasticity model can calibrate against the highly nonlinear, anisotropic
elastoplastic stress response observed in unconventional reservoir rocks like shales (for related
experimentation, cf. [10]); meanwhile due to the micromorphic gradient enhancement we intro-
duce, it can also capture the size-dependence of the elastoplastic anisotropies observed in shale
rock (for related experimentation, cf. [11]). Lastly the proposed thermomechanically-coupled
rate-dependent stick/slip model is potentially useful for the widest variety of industrial application.
Given that the range of applicable stick/slip materials include concrete, glass, teflon, and paper
[12], the model’s future applications extend beyond the subsurface engineering and energy sectors.
Albeit motivated by the recent revolution in hydrocarbon production, in practice we unify our
numerical treatment of nonlinear anisotropies by recourse to two older concepts. Foremost we for-
mulate the fracture-elastoplasticity models’ stress/strain invariants as homogeneous and positively
homogeneous functions of degree one in the respective kinetic/kinematic tensor quantities. This
approach dates at least to e.g. [13, 14]. Second we enforce elastoplastic anisotropy via anisotropic
mappings of the isotropic tensors defining the invariants we require. These mappings are defined
with the anisotropic projection tensor algebras developed by Hill, Kunin, and Walpole in the in
the 1970s and early 1980s, originally to formulate unbonded interfacial continuity conditions [15–
18]. By reusing the combination of these classical approaches in a new context, we define novel,
regularized, 3D formations of fracture and plastic strain localization.
Our numerical examples are designed to help us investigating material and induced anisotropies
in geomaterials, with a focus on modeling softening during plastic strain localization as well as
fracture in the brittle regime. In order to accommodate 3D modeling of these behaviors, we em-
ploy the micromorphic approach and the phase field crack approximation to regularize the strain
softening (cf. [19] and [20], respectively). We extend the capability of these spatially-regularized
approaches to capture the evolution of discontinuities such as shear bands and cracks. In particular,
we enhance the formulations of these approaches for greater realism, as applied to the modeling of
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Figure 1.2: Experimental results (a-b) show gypsum specimen under uniaxial compression recov-
ered from high-speed video after Wong and Einstein [21], with their crack labels subscripted by a
number indicating the corresponding propagation sequence. The images show: (a) schematization
of wing cracks A-D proceeding from initial flaws, with secondary shear fractures S and coalescent
fracture G in the bridge region between initial flaws; and, (b) zoom-in picture of the experimental
specimen.
geomaterials, as described in the sequel.
1.3 Outline of dissertation
This dissertation explores the computational modeling of the damage-hyperelastoplastic fail-
ure of sedimentary geomaterials like shale. In Chapter 2, we address the size-dependent anisotropy
of plastic strain localization using as a basis the variational plasticity isotropic constitutive update
from [22, 23]. This scale-dependent anisotropy originates from the fabric and microstructures of
the soil and rock. As shown in Fig. 1.1, the anisotropy of clay and shale is often not just man-
ifested by a single morphological feature (e.g. bedding orientation, inclusion of different materi-
als). Instead, the anisotropy of the material response is the consequence of multiple microstructural
mechanisms that may differ for effective media of different sampling sizes, due to the elemental,
assemblage, and transassemblage-scale features of the rock fabric. Micromorphic anisotropy is ap-
plied to enforce the anisotropic size-dependence, which competes with the anisotropic inelasticity
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Figure 1.3: Schematic representation of faults developing via frictional sliding, showing: (a) con-
ceptual model for sliding under shear loading conditions across a plain with wing crack formation
at the fault’s terminations; (b) centimeter-scale shearing accross a series of en echelon joints form-
ing pockets of damaged rock; and, (c) map view of a fault zone (black) surrounded by highly
damaged rock Aydin, Borja, and Eichhubl [7].
induced by the integration-point stress return method [20]. The integration-point stress return al-
gorithm is formulated using anisotropic strain-space projection tensors, derived to obtain the usual
Cam-clay plasticity yield function in a mapped isotropic stress invariant space equivalent to that in
[24]. Numerical examples demonstrate the competition between the size-dependent and material-
point-scale anisotropies, showing that both recover antisymmetric strain localization patterns in
2D simulations. However, 3D modeling using identical material parameters and confining stresses
more completely describe the strain localization patterns, showing that shear band localization
patterns observed in 2D plane strain are absent in 3D.
In Chapter 3, we model mixed-mode fracture propagation as a local dissipation maximization
problem in combination with the phase field crack mode to diffusively regularize and volumet-
rically approximate the induced fracture surface [19]. Mixed-mode fracture is a material failure
behavior observed in geomaterials, s.t. the critical energy for fracture surface dissipation is reduced
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for failure in opening vs. shear loading modes; e.g., the propagation of wing cracks in compressive
stress fields is a classical example of mixed-mode fracture [25, 26], see Fig. 1.2. Unlike when
modeling mixed mode fracture with the prior generation of strong-discontinuity models (as in
[27]), fractures modeled with the phase field crack approximation evolve at every integration point
in the modeled domain. Consequently we propose an integration-point method to compute distinct
opening versus shearing mode strain energies for the fracture driving force, by adducing the frac-
ture’s surface normal as a local dissipation maximization problem (much like classical plasticity
modeling). Numerical examples compare the typology of numerically modeled and experimen-
tally recovered mixed-mode fractures in reconstituted gypsum (for the experimentation and prior
simulation, [25, 27, 28]). The isotropic model is extended to model damage/elastically anisotropic
geomaterials.
In Chapter 4, we combine investigation of bulk plasticity and fracture surface-tangential, ther-
mally coupled, and rate-dependent slip inelasticity. Again we apply the micromorphic approach
to introduce a length scale for the inelastic slip strain, which spatial regularization converges oth-
erwise ill-posed boundary value problems to a result independent of the numerical mesh’s length
scale. Motivated by the multi-scale character of ideal vs. actual frictional slip in fault zones, we
reuse the micromorphically-introduced length scale for the rate-dependent coupling, see Fig. 1.3.
A novel anisotropic hyperelasticity called the ‘Hill-Walpole’ split is proposed, in order to char-
acterize the elastic response in fractured regions. Our proposed split is motivated by analysis of
the interfacial inelastic slip dissipation, which indicates that the interfacial stress’ fracture surface
normal-component must be nonnegative. The split fulfills this requirement by applying anisotropic,
fourth-order projection tensors to eliminate the fracture surface-in-plane to -out-of-plane Poisson’s
effect, based on the partition of the fourth-order, symmetric identity tensor proposed in [15]. A
thermally-coupled, rate-dependent yield function and nonassociative flow rule circumscribe the
fracture surface-tangential stress and describe the direction of the inelastic slip strain, described
with Walpole’s extension of Hill’s identity tensor partition [18]. The framework is extended to
model mixed-mode fracture propagations, as well as present a novel formulation of 3D frictional
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slip along fractures represented by a phase field.
Finally in the conclusion, a summary of contributions and future work are described. This
dissertation discludes research collaborations primarily on h-adaptive mesh refinement for nonlo-
cal/diffusive regularizations of fracture propagation and plastic strain localization [29, 30].
1.4 Notations and symbols
Bold-faced letters denote tensors; the symbol ’·’ denotes a single contraction of adjacent indices
of two tensors (e.g., a · b = aibi or c · d = ci j d j k ); the symbol ‘:’ denotes a double contraction of
adjacent indices of tensor of rank two or higher ( e.g., Ce : ε e = Cei j klε
e
kl ); the symbol ‘⊗’ denotes
a juxtaposition of two vectors (e.g., a ⊗ b = aib j) or two symmetric second order tensors (e.g.,
(α ⊗ β)i j kl = αi j βkl). Moreover, (α ⊕ β)i j kl = α jlβik and (α 	 β)i j kl = αilβ j k . We also define
identity tensors (1)i j = δi j and (I )i j kl = (δikδ jl + δilδk j)/2, where δi j is the Kronecker delta. As for
the sign convention, unless otherwise specified, we consider the tensile stress as positive.
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Chapter 2: A micromorphically regularized Cam-clay model for capturing
size-dependent anisotropy of geomaterials
This chapter is published as a journal article in: E.C. Bryant, W.C. Sun, A micromorphically
regularized Cam-clay model for capturing size-dependent anisotropy of geomaterials, Computer
Methods in Applied Mechanics and Engineering, 354, 2019, doi:10.1016/j.cma.2019.05.003.
2.1 Introduction
Clay, mudstone and shales are materials that exhibit different anisotropic response across dif-
ferent length scales. This scale-dependent anisotropy originates from the fabric and microstruc-
tures of clay platelet and other fragments of minerals such as quartz and calcite. At the nanoscale,
clay particles may aggregate together in sub-microscopic fabric units, which is often referred as
domains. These domains then form clusters, which in return form peds that are large enough to be
visible. Together with other features, such as joints and fissures, the peds then form a microfabric
system that is inherently anisotropic. As shown in Fig. 2.1 (cf. Bennett et al. [11] and Desbois,
Urai, and Bresser [31]), the anisotropy of clay and crystalline rock is often not just manifested by
a single morphological feature (e.g. bedding orientation, inclusion of different materials). Instead,
the anisotropy of the material response s is the consequence of multiple microstructural mecha-
nisms that may differ for effective media of different sampling sizes [4].
Furthermore, size effects are also related to the statistical distribution in the severity of flaws.
For instance, Weibull’s theory predicts that the stress that triggered fracture is proportional to the
V1/β where V is the volume of the specimen and β is a material constant [32]. On the other
hand, experimental observations of size dependence in geological materials have been reported
in uniaxial compression and in Brazilian tests [33, 34]. In general, these tests often lead to the
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(a) Shale with organic and clay mixture identified as
the matrix, characterized however by inorganic and
dense organic inclusion, with matrix identification
and from Bennett et al. [11].
(b) Rock salt heterogeneity with spatial scale decreasing from
(a) to (d), showing distribution of gas and brine inclusions at
the course scale, compared to brine contained within pores at
the fine scale, from Desbois, Urai, and Bresser [31]
Figure 2.1: Rock material heterogeneity at the micrometer scale, showing two different materials
of significant engineering interest, both characterized by size-dependence of the anisotropy.
conclusion that shear strength consistently decreases with increasing dimensions. However, it is
important to note that the size-dependent effect is often more profound when a sharp stress gradient
presents due to the loading conditions (e.g., punch and indentation tests). This size dependence
might also be suppressed when the confining pressure increases [35], but is of great importance in
the brittle regime.
The major contribution of this work is the introduction of non-coaxial micromorphic regular-
ization for the anisotropic modified Cam-clay (MCC) model. This treatment enables us to represent
the distinct anisotropic characteristics at the particle and aggregate scales, via two mathematical
treatments – (1) by introducing mapping tensor at the constitutive laws following Semnani, White,
and Borja [24] and (2) by introducing anisotropic micromorphic regularization via a penalty or
relaxation functional following Forest [36], Miehe, Teichtmeister, and Aldakheel [37], and Forest,
Mayeur, and McDowell [38]. The introduction of the map greatly simplifies the implementation
of anisotropic constitutive laws, as demonstrated in previous works such as Semnani, White, and
Borja [24] and Bennett, Regueiro, and Luscher [39]. Meanwhile, we introduce the anisotropic reg-
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ularization by a variational model in which an Euler-Lagrange equation leads to the incremental
update of the local constitutive law and two sets of Helmholtz equations that regularize the plastic
flow and circumvent pathological mesh dependence. Rather than directly introducing gradient term
to the plastic flow, we introduce coupling energy functionals that penalize the difference between
the local internal variables and the global projected internal variables updated by the Helmholtz
equations. This treatment enables us to bypass the identification of the plastic zone and the pro-
jection of the local internal variables typically required for gradient plasticity models [40]. By
leveraging the non-coaxiality of the local transversely isotropic plane and the diffusivity tensor in
the Helmholtz equations, the new model is able to exhibit plastic flow of different direction than
the stress gradient of the isotropically-regularized yield function, without introducing any plastic
potential function, differently than the yield function or direction changes commonly employed in
generalized plasticity models [41]. To the best of our knowledge, this work is the first micromor-
phically regularized Cam-clay model, and is designed to capture the size-dependent anisotropy in
geological materials.
As pointed out in previous work such as Sun, Ostien, and Salinger [42], Sun, Chen, and Ostien
[43], Sun [44], Wang and Sun [45], Scovazzi et al. [46], and Wang and Sun [47], isochoric plastic
flow occurring at the critical state may cause significant numerical challenges due to volumetric
locking and potential low or zero energy modes sometimes attributed to the failure of geomaterials
[45, 48–50]. While the micromorphic regularization is already known to be an effective localiza-
tion limiter, its effect on relaxing the volumetric locking has not yet been examined in detail. Our
numerical examples have provided observations and numerical evidence to fill this knowledge gap.
Finally, our numerical examples also indicate that the multiscale anisotropic model is capable of
capturing the key morphological characteristic of the deformation band in anisotropic materials.
The organization of the rest of the paper is as follows. We first introduce the key elements
of the anisotropic MCC model, including the usage of a mapping tensor for the local constitutive
law and the gradient-based diffusive penalty stored work functional that provides a non-coaxial
regularization for the post-bifurcation responses. Following this, the details of the implementation
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of the return mapping algorithm are discussed. Numerical examples are given and a brief summary
of key results are presented in the conclusion.
2.2 Micromorphic anisotropic MCC model
In this section, we introduce the formulation of the micromorphic anisotropic MCC model
capturing the size-dependent anisotropy of the plastic response. For simplicity, the anisotrop-
ically elastic response of the material is assumed to be linear. Then, we incorporate a non-
coaxial anisotropic micromorphic regularization into the anisotropic MCC framework previously
introduced in Crook, Yu, and Willson [51] and codified in Semnani, White, and Borja [24].
While both the anisotropic mapping and the anisotropic regularization both lead to transversely
isotropic responses, they influence the plastic deformation differently. Local anisotropy introduced
through the map may provides the response. of a homogenized effective medium. In contrast,
the anisotropic regularization provides a mechanism that introduces size-dependent anisotropy,
wherein the anisotropic response is sensitive to the physical length scale of the material for a given
orientation. Since these two anisotropic mechanisms are not necessarily co-axial, incorporating
both can provide more flexibility to capture of the material responses of the microstructure com-
posed of fabric, platelet, and minerals that span multiple length scales. The following assumptions
are made throughout this paper.
• The deformation remains infinitesimal such that the infinitesimal strain measure applies, i.e.
ε = (∇ u + ∇ uT)/2 = ∇s u, where u is the displacement field.
• The deformation process occurs while maintaining the isothermal condition such that the
heat transfer can be neglected.
• The inertial force is negligible and hence the material is under a quasi-static condition.
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In the geometrically linear regime, the additive strain decomposition of the infinitesimal elastic
and plastic strains is valid, i.e.
ε = ε e + εp, (2.1)
where superscripting e and p designates elastic and plastic parts of the strain, respectively. The
stored work is partitioned into the elastic strain energy and the stored plastic work, i.e.
W(ε e, α, α̃) = We(ε e) +Wp(α, α̃), (2.2)
where α is a collection of strain-like internal variables computed from the plastic strain εp. In
contrast, α̃ is a collection of field variables related to the internal variables by relaxation functionals
in the stored plastic work Wp [20, 52]. The total stored plastic work Wp is partitioned as
Wp(α, α̃) = Wpα(α) +W
p
α̃(α, α̃), (2.3)
where α = {λ, εpv } is the set of history-dependent variables subjected to gradient regularization
via a relaxation energy functional that penalizes the discrepancy of α and the set of corresponding
field variables constrained by the Helmholtz equation, i.e. α̃ = {λ̃, ε̃pv }. In this work, we intro-
duce regularization both on the plastic multiplier λ and on the volumetric plastic strain εpv . This
strategy is more complex, more costly and requires more elaborated calibration effects to identify
material parameters than the alternative where only one internal variable is regularized in Forest
[20] and Aldakheel and Miehe [52]. However, introducing the gradient regularization for both the
plastic multiplier λ and the volumetric plastic strain εpv also provides some benefits in capturing
the critical state under which the plastic strain becomes isochoric [42, 53–55]. In particular, the
second Helmholtz equation for the regularized field variable ε̃pv may penalize the sharp gradient
of the local volumetric plastic strain by introducing a cost to generate such a sharp gradient. In
principle, this technique can also be applied in an element-by-element manner through introducing
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Figure 2.2: Schematic of mesoscale and microscale-homogenized material effective media, where
l is the microstructural direction whereas l α̃ is the direction characterizing the anisotropic mi-
cromorphic regularization of a plastic internal variable α, via the projected internal variable α̃,
governed by energy functionals as detailed in Section 2.2.3, with inhomogeneous microscale iden-
tification and constituent categorization after Bennett et al. [11]; q/f/p means inorganic quartz,
feldspar, or pyrite, and o/c matrix indicates organic and clay matrix.
an assumed strain formulation (Krischok and Linder [50]), reduced integration with hourglass con-
trol (e.g. Reese, Bayat, and Wulfinghoff [56]) or nonlocal averaging on a patch [57]. Preliminary
studies presented in our numerical examples indicates that introducing the Helmholtz equation for
the local volumetric plastic strain is sufficient to circumvent the volumetric locking with a more
intuitive physical underpinning. Further analysis is certainly required to determine the optimal
approach to capture the isochoric plastic flow at the critical state, but such an analysis is out of the
scope of current study.
Note that this indirect approach enables the field variables within α̃ to be defined not just inside
the plastic zone but on the entire body B with boundary ∂B as:
λ̃ : B→ R+ ∪ {0} | n̂ · ωλ · ∇ λ̃ = 0 on ∂B, ε̃pv : B→ R | n̂ · ωv · ∇ ε̃
p
v = 0 on ∂B, (2.4)
where n̂ is the boundary unit outward normal, and ωλ and ωv are second-order micromorphic
diffusivity tensors. These tensors and the specific form of Wpα̃(α, α̃) are discussed in Section 2.2.3.
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2.2.1 Anisotropic elasticity




ε e : Ce : ε e, (2.5)
where Ce is an super-symmetric fourth-order tensor expressing transverse isotropy of the elastic
material response (for terminology cf. Itskov [58], and for discussion of related Kelvin-notated
matrix equivalents exhibiting symmetry such at the solid elastic tangent, see Appx. A.1).
As such by Eq. (2.5), we discard in this work: nonlinearity of the material’s elastic volumetric
response, such that the pressure is semilogarithmic in the trace of the elastic strain during elastic
unloading or rebounding; and, any potential coupling of the effective shear moduli to changes in
the elastic bulk modulus with confining stress. In fact, elastic nonlinearity has previously been
written in a strain energy functional amenable to a variational treatment, e.g. see Eq. (3.4-6) in
Borja and Tamagnini [59], given that our model’s local minimization is already over the elastic
strain (per later Section 2.2.5).
To introduce anisotropy of the elastic response corresponding to the orientation of the isotropic
plane’s normal, this elastic stiffness tensor Ce is is expressed as a function of a second-order
microstructural tensor, a dyadic tensor denoted as φ = l ⊗ l, where the microstructural direction l
is an unit vector normal to the plane of isotropy, for l · l = 1. For instance, l would be approximately
vertical for many in-situ shale rock layers. The transversely isotropic elastic stiffness tensor is then
represented via direction l (cf. Walpole [18]):
Ce = c1E1 + c2E2 + c3(E3 + E4) + c5F + c6G, (2.6)
where c1 through c6 are elastic moduli and E1 through G are fourth-order tensors, related to the
elastic input parameters, see Appx. A.2.
In this work, we introduce a gradient-dependent constitutive law for geomaterials (e.g. clay,
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mudstone, shales and salt) that may exhibit size-dependent anisotropy due to the complex mi-
crostructures. As shown in the example illustrated in Fig. 2.2, a macroscopic representative ele-
mentary volume (e.g. A in Fig. 2.2) may be formed by mesoscale layers that introduce anisotropy
at the macroscopic scale (e.g. the homogenization from B to A in Fig. 2.2). However, the compos-
ite materials that form each layer may also contain microscopic fabrics or domain units (e.g. D in
Fig. 2.2) that introduce an mesoscale anisotropy originating from the microscale composite (e.g.
the homogenization from D to C in Fig. 2.2) but distinctive from those anisotropic effects intro-
duced by the orientation of the homogenized layers (e.g. B in Fig. 2.2). As such, if we introduce
a transversely isotropic effective medium at the scale comparable to the mesoscale layers, then the
Euler angles between the effective principal directions corresponding to the homogenized principal
strain and stress tensors of the effective medium may vary when different sizes of the representa-
tive elementary volume are subjected to homogenization. This effect is referred as size-dependent
anisotropy throughout this paper. To capture this size-dependent anisotropy, we therefore intro-
duce an ansiotropic regularization for a transversely isotropic local constitutive law and use the
mismatches among the isotropy plane of the local constitutive law and the principal directions of
the diffusivity tensors of the gradient terms to replicate the size-dependence of anisotropy across
length scales.
2.2.2 Anisotropic local plasticity
This section describes the local contribution Wpα of the total stored plastic work Wp, which is
partitioned as Wp(α, α̃) = Wpα(α) +W
p
α̃(α, α̃). In particular, we will review the relation between
the hardening law and the stored plastic work (cf. Section 2.2.2) and the flow rules introducing via
the mapping technique (cf. Section 2.2.2).
Hardening law
The stored work of hardening Wpc in the purely local stored plastic work W
p
α is computed
using an exponential constitutive relation. This admits model parameters (e.g. Cd) resembling the
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expression of the classical hardening law for the isotropic MCC counterpart (cf. Thurairajah [53],
Roscoe and Burland [60], and Borja [61]),











v = bv : Ûεp, (2.7)
where pc 0 < 0 is the reference pressure, and Cd > 0 is a material parameter related to the differ-
ence between the plastic and elastic compressibility of the materials. In the special case where (1)
the bulk modulus of the material is K = −p/Cr (which is not the case described in Section 2.2.1)
and (2) the gradient regularization effect is vanished, then the bilogarithmic compressibility law
Cd = Cc −Cr introduced in Schmidt [62] is recovered over a finite load increment. In other words,
the parameter Cd can be obtained from an one-dimensional compression (oedometer) test. How-
ever, special caution must be paid to ensure that the plastic deformation of the specimen remains
homogeneous (such that the Laplacian/diffusion terms of the Helmholtz equations vanish) along
the normal compression line and the hysteresis loops.
Note that in this content, Ûεpv = bv : Ûεp is not the increment of the volumetric plastic strain in
the physical space but a strain measure in the fictitious space. Symmetric second-order tensor bv
is conventionally 1, such that εpv is the volumetric plastic strain. For our small-strain kinematic
assumption, this implies to a semilogarithmic relation between −pc and εv during plastic deforma-






















where subscripting 0 indicates the reference state. In our numerical examples, we consider the
idealized case in which the preconsolidation pressure pc 0 is non-trivial but ε
p
v 0 = 0 and pc 0 as
indicated in Appx. A.4. For applications in the field scale, a more elaborated calibration is needed
to establish the equilibrium state at the beginning of the simulations, as the residual stress and the
body force may lead to a deformed initial configuration [63].
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Flow rule in mapped space
In our proposed constitutive framework, anisotropy of the responses originates from two sources,
the anisotropy from the local constitutive law and the counterpart from anisotropic micromorphic
regularization. As to the local plastic anisotropy, we employ a eigen-space mapping strategy. The
key idea of this eigen-space mapping idea is to create a mapping in between the physical space and
an fictitious isotropic space, such that anisotropic constitutive response in the physical space can be
obtained by mapping a isotropic constitutive response obtained from a isotropic plasticity model
to the physical space. This strategy has applied as a stress-space mapping in different isotropic
yield functions to introduce anisotropy, such as Hashagen and De Borst [64] for the Hoffman yield
function, Crook, Yu, and Willson [51] and Semnani, White, and Borja [24] for the MCC yield
function, Versino and Bennett [65] for the Von Mises yield function and Bennett, Regueiro, and
Luscher [39] for the Drucker-Prager yield function.
The upshot of this approach is that one may, in theory, create anisotropic constitutive laws from
a template of isotropic constitutive law by introducing a linear and one-to-one mapping between the
real configuration of the material and the fictitious isotropic configuration, by either stress-space
or, as here, strain-space mapping tensors. The anisotropic plasticity mapping can be represented




1 + (α + β − 2γ) P
p
2 + 2 (γ − β) P
p
3, (2.9)
where α, β, and γ are plastic anisotropy input parameters, and Pp1 through P
p
3 are super-symmetric
fourth-order tensors, see Appx. A.3. Input material parameters are selected such that Pp is invert-
ible and, on that note, Pp(α, β, γ) = I for α = β = γ = 1. Their plastic map defines the mean
pressure and deviatoric stress in the mapped fictitious isotropic stress-space,














for distinct mappings Pp dev(αdev, βdev, γdev) , Pp vol(αvol, βvol, γvol). Superscripting ’dev’ and
’vol’ relates to independent deviatoric and volumetric maps, respectively. Absent superscript ∗, p
and q are computed using I as the plastic mapping tensor. Fourth-order projection tensors Pdev
and Pvol are idempotent and orthogonal, cf. Itskov [58] or Section 2.6 in Simo [66].
Following the treatment in Ortiz and Pandolfi [23], we consider the plastic deformation obey
the same associative flow rule and that a variational structure exists such that the plastic flow rule
is the primitive postulate of the theory, and latterly the elastic domain-describing yield criterion
is the derived rule, also cf. Weinberg, Mota, and Ortiz [67]. While Ortiz and Pandolfi [23] has
demonstrated that such a framework is convenient for extending the isotropic MCC model into the
finite deformation regime and enforcing material-frame indifference, our derivation in the subse-
quent sections indicates that this variational framework also simplify the extension of the MCC to
incorporate a gradient-dependent flow rule. For the local anisotropic MCC plasticity, the flow rule
is
Ûεp = Ûλn | Ûλ ≥ 0, (2.11)
where the local equivalent plastic strain’s rate Ûλ is non-negative, n the second-order tensorial di-
rection of plastic flow is not traceless, and Û(·) indicates the time derivative of (·). If yielding, plastic
strain direction n satisfies the kinematic constraint
n : Bλ : n = 1, Bλ =
3
M2
Pp vol −1 : Pvol : Pp vol −1 +
2
3
Pp dev −1 : Pdev : Pp dev −1, (2.12)
where M > 0 is a dimensionless physical constant, later shown to be the slope of the critical state
line, in Section 2.2.5 and 2.2.5. Our convention is that the symmetric fourth-order tensor A(·) maps
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stress σ from the real stress to fictitious isotropic stress-space, whereas B(·) maps kinematics-
related tensorial internal variables, which convention is intended to be in-line with the general
quadratic model for plasticity presented in Section 2.5.1 of Simo and Hughes [14].
The rate Ûλ is positive for change in the local equivalent plastic strain,
Ûλ =
√
Ûεp : Bλ : Ûεp ≥ 0.
Note that Ûλ is degree one homogeneous in Ûεp, because (∂ Ûλ/∂ Ûεp) : Ûεp = Ûλ. Furthermore, Ûλ ∈ R as
Ûεp : Bλ : Ûεp ≥ 0 for all Ûεp.
2.2.3 Anisotropic plastic regularization for non-coaxial plastic flow
The energy functional Wp in Eq. (2.3) contains two types of energy functionals, i.e. [20, 52],
Wpα̃(α, α̃) =

















anisotropic regularization functionals︷                                                   ︸︸                                                   ︷
Kλl2λ
2





v · ωv · ∇ ε̃
p
v , (2.13)
where α = {λ, ε pv } and α̃ = {λ̃, ε̃
p
v }, kλ and kv are stiffness parameters, and penalize difference
between local internal variables and field values of λ̃ and ε̃pv . Kλ > 0 and Kv > 0 are moduli which
have the same unit as a stiffness, and lλ > 0 and lv > 0 are length scale parameters corresponding
to the regularized variables λ̃ and ε̃pv respectively.
The first type of energy functionals are the relaxation functionals that penalize the difference
between local internal variables and field variables measured by the L2 norm. The second type
of energy functinals are weighted inner products of the gradient of the corresponding field vari-
ables that introduce the gradient dependence and the non-coaxiality of the plastic flow. The Euler-
Lagrange equation of these two types of energy functional lead to two modified Helmholtz equa-
tions of which the corresponding Galerkin form is solved via the finite element method in this
work. Notice that the second-order positive-definite diffiusivity tensors ωλ and ωv, are weighting
functions in the weighted inner product. They are used to introduce anisotropy on the gradient-
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dependence of the field variables λ̃ and ε̃ pv . Since both ωλ and ωv are not isotropic tensors, a bias
is therefore introduced in the regularization such that the gradient dependencies are stronger in the
the principal directions corresponding to the largest eigenvalues of ωλ and ωv than those corre-
sponding to smaller eigenvalues. In other words, the plastic flow direction of each material point
is therefore not only depending on the stress gradient of the yield function at the material point but
also depends on the directionally biased influence of the constitutive responses of the neighbors
characterized by ωλ and ωv. Consequently, the resultant gradient-enhanced plasticity model is
associative, but the plastic flow direction is not coaxial to the stress gradient of the conventional
MCC yield function due to the anisotropic regularization.
Note that the anisotropy introduced by the anisotropic diffusivity tensors ωλ and ωv are of
different natures than those introduced at the local constitutive laws. In particular, the anisotropic
effect introduced via the anisotropic diffusivity tensors exhibits scale effects. Furthermore, since
the principal directions of the anisotropic diffusivity tensors are independent of the mapping op-
erators used to introduce anisotropy into the local constitutive law, the Euler angles between the
isotropic plane of the local plasticity model and the principal directions of tensors ωλ and ωv can
be leveraged to generate a fuller anisotropic constitutive responses for complex materials for which
the anisotropic responses are originated from multiple geometrical attributes across length scales
(e.g. joints, layers, fabrics, slip systems, lattice).
Remark 1. To simplify the material identification procedure, analogously to the parameter selection
in Miehe, Aldakheel, and Mauthe [68] or Aldakheel [69], we associate the volumetric term with
the volumetric stiffness constant,
Kλ ∼ aλ = av, Kv ∼ av =
1
3
1 : Ce : 1, (2.14)
where our notation appropriates that of Walpole [18]. Within the Walpole notation for elastic
isotropy, a = 1 : Ce : 1/3, where the bulk modulus K = a/3. Calibration of the regularization
might alternatively include inverse problems, against strain gradients obtained from triaxial tests
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[70]. That said, our 2D and 3D numerical examples consistently converge through strain softening.
Note that, for a given set of fixed length scale parameters, lλ and lv, the discrepancy between
the local and the projected internal variables, and the spatial distribution of the projected internal
variables are affected by the ratios Kλ/kλ and Kv/kv. If these ratios are low, then the discrepancy
between the local and the field variables is lower but the field variables may exhibit sharper spatial
gradients. If these ratios are high, then the sharp gradient of the projected internal variables may
not be admissible, but the discrepancy between the local and field variables could be larger.
Now consider the tensor ωλ (or ωv) that describes microstructural attributes aligned with the
unit vector lλ for lλ · lλ = 1.
Hence, one may express the tensor ωλ as a function of the tensors φλ = lλ ⊗ lλ and χλ =
1 − lλ ⊗ lλ. Due to the orthogonality and idempotence of φλ and χλ, in the combined formalism
of Clayton and Knap [71], Teichtmeister et al. [72], and Bryant and Sun [73], the definition of this
mapping relates
ωλ = (pλ ⊗ pλ) : 1 = 1 + φλφλ + χλχλ, pλ = φλ
√
1 + φλ + χλ
√
1 + χλ, (2.15)
where coefficients φλ and χλ are dimensionless, as is tensor ωλ. Coefficients φλ ≥ −1 and χλ ≥
−1, such that ωλ is positive semidefinite. Physically, φλ  0 penalizes field variable diffusion on
planes normal to lλ, whereas χλ  0 penalizes damage diffusion on planes not normal to normal
vector lλ. For φλ = χλ = 0, pλ = 1 such that the mapping reduces to isotropy. φλ , χλ indicates
ωλ is a tensor with one unique and one repeated eigenvalue. These statements apply equally to ωv.
2.2.4 Incremental stored plastic work
Our objective is to an incremental form of the stored work functionals, such that the incremental
constitutive update can be associated with the Euler-Lagrange equation of a discrete functional (
seenext section). In particular, we employ a backward-implicit Euler method to integrate plastic
work. Consider a finite set consisting of discrete snapshots of time instants {t0, . . . , tn, tn+1}, for n
22






n+1, (·)n+1 = (·)n + ∆(·)|
n+1
n . (2.16)
The local stored plastic work has been defined in the mapped-isotropic strain-space by Ortiz



























︸                                                                          ︷︷                                                                          ︸
matched coefficients 1/2 and M/2 return MCC yield criterion
. (2.17)
Note the Lagrange multiplier term M(λn+1 − λn)pc n+1/2 = −∆λσq n+1 enforces non-positivity of
























































These results are later used to estimate the connection between the two-invariant yield surface and
the incremental energy functional, following the treatments in Ortiz and Stainier [22] and [23] in
Section 2.2.5.
Remark 2. Albeit not considered in this study, anisotropy-adapted viscoplastic regularization is
similarly intuitive. One possible way to incorporate viscoplasticity in a variational framework is
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where ηλ and ηv are material parameters and ∆t = tn+1 − tn is the time increment (cf. Ortiz and
Stainier [22] and Ortiz and Pandolfi [23]).
2.2.5 Variational constitutive update with anisotropic micromorphic regularization
We derive an discrete energy functional whose Euler-Lagrange equation leads to the governing
equation of the local constitutive law and the Helmholtz equations that regularize the boundary
value problem. Meanwhile Following Eq. (3.3-13) in Yang, Stainier, and Ortiz [74] e.g., we
suppose the mechanical equilibrium equation’s numerical solution is staggered w.r.t. solution of
the regularizing Helmholtz equations. This staggering is in-line with solution of the mechanically-
coupled scalar diffusion equations in Armero and Simo [75], for instance.
Furthermore, we employ the variational principle to obtain the Helmholtz equations for λ̃ and
ε̃
p
v from the corresponding energy functional. Following the variational update for regularized
viscoplastic models (e.g. Aldakheel [69]), the local constitutive update and the corresponding
equations that govern the micromorphic regularization can be obtained from one discrete incre-
mental energy functional. From this single incremental energy functional, we may derive the
discrete Euler-Lagrange equation, a system of nonlinear equations that constitute both the local
constitutive update and the the micromorphic field equations [52].
This system of equations is solved via an operator-split scheme. The local constitutive updates
are solved in a semi-implicit manner, in the sense that the incremental constitutive laws that updates
the local internal variables and the stress are updated via a Newton solver while the incremental
solutions of the Helmholtz equations are fixed. Meanwhile, when the incremental solutions of the
Helmholtz equations are updated, the internal variables are frozen. Further discussions about the
operator-split scheme can be found in Sun [44], Aldakheel and Miehe [52], Wheeler, Wick, and
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Wollner [76], Miehe, Hofacker, and Welschinger [77], Miehe et al. [78], and Choo and Sun [79].
In this work, the Cauchy stress is integrated incrementally via a return mapping algorithm. As
result, we have,
ε en+1 = ε
e tr
n+1 − ∆ε
p, ε e trn+1 = εn+1 − ε
p
n, (2.20)
where ε e trn+1 is the trial elastic strain. The strain and hence elastic trial strain are fixed while solving

















during the constitutive update, the algorithm by which we obtain σn+1 = Ce : ε en+1. Then, the
identity ε en+1 in Eq. (2.20) defines the local minimization problem in the elastic strains. This
implies the generalized coordinates





where Eq. (2.13) is used. For a given strain at an incremental step εn+1, the constitutive updates is
associated with the Euler-Lagrange equation of the constrained optimization problem which reads,
ζ n+1 = arg min
ζ n+1
W(ζ n+1). (2.22)





n+1 : Bλ : ∆ε
p
n+1 ≥ 0, ∆ε
p
v n+1 = bv : ∆ε
p
n+1. (2.23)
Note that the inequality in (2.23) is satisfied if Bλ is positive semi-definite (or positive definite).
The micromorphic field equation that governs the relations between the global and local internal
variables are obtained from the stationary conditions of Eq. (2.22) with respect to the global
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v n+1 − ε
p
v n+1) − Kvl
2
v ∇· (ωv · ∇ ε̃
p
v n+1) = 0, in B, (2.25)
where the trivial boundary conditions, e.g. n̂ · ωλ · ∇ λ̃n+1 = 0 on ∂B, are applied. On the other
hand, the system of equations for the local constitutive updates can be obtained incrementally
from the first variation of W(ζ n+1) with respect to the elastic strain ε
e





purely local terms︷                                   ︸︸                                   ︷



















bv = 0, (2.26)
where we used the definitions of σn+1, ∂W
p





Remark 3. Direct substitution of law Eq. (2.7) curtails hardening force-related expressions oth-
erwise proliferating in local-to-global variational updates, cf. e.g. Aldakheel [69]. Similarly per
Section 2.2.4, viscoplasticity incorporates by a quadratic function of the plastic strain increment.
Thus the regularized constitute update devolves to minimization Eq. (2.22).
Yield criterion
In the Euler-Lagrange Eq. (2.26), substitute ∂∆λ/∂∆εp = Bλ : nn+1 such that














Interiority within the elastic domain can be determined as follows. Rearranging the Euler-Lagrange
equation to solve for nn+1. At the trail state ε en+1 = ε
e tr
n+1, the tensorial flow direction evaluates as
ntrn+1 =
1





) B−1λ : [σtrn+1 − σtrp n+1bv + kv (ε̃pv n+1 − εp trv n+1)bv] . (2.28)
If within the elastic domain, by the kinematic constraint on the tensorial direction in Eq. (2.12),
the yield criterion can be written as
ϕ(ntrn+1) = n
tr
n+1 : Bλ : n
tr
n+1 − 1 ≤ 0, (2.29)
expressed quadratically in ntrn+1 to recover the yield criterion in quadratic terms of the mapped
stress invariants (next section). Note that Eq. (2.27), Eq. (2.28), and Eq. (2.29) combine to
completely describe the variational update applied in Section 2.4.1. Followingly, change in the
field variables λ̃ and ε̃pv not just regularizes but can also trigger the onset of local yielding.
Mapped two-invariant yield criterion
Now we establish the connection between our derivation based on the variational principle and
the formulation in Semnani, White, and Borja [24]. The superscript tr is dropped for brevity. First,
assmue that bv = Pp vol −1 : 1. Then, we eliminate the gradient dependence of the plastic flow by
setting kλ = kv = 0. By substituting the definition of nn+1 in (2.28) into the yield function and


















































Figure 2.3: Geometric interpretation of the mapped two-invariant yield criterion, Eq. (2.30): (a)
introducing M as the slope of the critical state line (CSL) in the starred scalar space, after Ortiz
and Pandolfi [23], and with softening and hardening trends after Borja [61]; and, (b) unmapped
two-invariant yield criterion parameterized by the mapping coefficient, varying βdev = βvol at fixed
αdev = αvol = γdev = γvol = 1, after Semnani, White, and Borja [24].
at time step tn+1, i.e. a necessary condition for the stress to be admissible. As a result, our model
may be reduced to the anisotropic yield function in in Semnani, White, and Borja [24] when the
gradient regularization vanishes. It can also be reduced to the classical modified Cam-clay model
(cf. Eq. (6.18) in Borja [61] when the mapping becomes identity).
2.3 Balance and evolution equations
We solve the balance of linear equilibrium equation, i.e.
∇·σ + ρg = 0, (2.32)
where σ is the Cauchy stress, ρ the density, and g the gravitational acceleration vector. We employ
a hyperelastic energy functional such that the stress σ = ∂We/∂ε e. Hence, the local internal
variables λ and εpv are updated incrementally once the solution of the nonlinear static equilibrium
equation is obtained via an implicit solver, with the same local-to-global hierarchy described in
[67], regarding the variational constitutive update.
However, to introduce nonlocality in the constitutive law, we supply an additional set of gov-
erning equations to evolve the field variables λ̃ and ε̃pv . Both evolution equations are characterized
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variationally via introduction of diffusive functionals in Eq. (2.13), which depends on the spatial
gradients of λ̃ and ε̃pv . In practice, we solve an equivalent nondimensionalized system (cf. [20])
with Laplacian coefficients of the regularization equation
l̃λ = lλ
√
Kλ/kλ, l̃v = lv
√
Kv/kv . (2.33)
Thus, each field variable accords with some Helmholtz equation, e.g.
α̃ − l̃2 ∇· (ω · ∇ α̃) = α, (2.34)
for α̃ a field variable, α the corresponding internal variable, l̃ a length, and ω a dimensionless
second-order tensor. The only imposed boundary condition for the Helmholtz equations is the
trivial Neumann boundary condition.
This technique is referred to as micromorphic regularization in Forest [20] and Miehe, Al-




Kv/kv help us to explain
convergence towards mesh independence even during material softening. See the results section,
and for explanatory analysis [69].
2.4 Local-global constitutive updates
Due to the introduction of the micromorphic regularization, the constitutive update is obtained
from a global-local split algorithm, such that: the global evolution equations updates the strain and
the micromorphic field variables, while the local return mapping algorithm provides the incremen-
tal updates of the elastic (and equivalently the plastic) strain, internal variables, and plastic flow
direction [69]. The governing equations for the micromorphic regularization are obtained from the
stationary condition of the energy functional listed in Eq. (2.22). The elastic strain ε en+1 is defined
from the strain update in Eq. (2.20), and results from optimality of the local minimization problem.
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2.4.1 Local system
The local incremental stress update is obtained by a conventional return mapping algorithm.
For clarity, the algorithm is summarized in Alg. 1. As necessary, we map or reconstruct re-
quired symmetric tensors from their Kelvin-notated vector equivalents per Eq. (A.1), and super-
symmetric fourth-order tensors per. Eq. (A.2), Appx. A.1.
Algorithm 1 Local return-mapping
Require: From the global system, the strain increment ∆ε as well as, for the micromorphic regu-
larization, field variables λ̃ and ε̃pv
1: A trial state is established
a. set ε e trn+1 = ε
e
n+1 + ∆ε , λ
tr
n+1 = λn, ε
p tr
v n+1 = ε
p
v n, σtrq n+1 = σ0 n, and σ
tr
p n+1 = p0 n
b. evaluate ntrn+1 per Eq. (2.28)
2: if ϕ(ntrn+1) ≤ 0 then
a. the deformation is elastic per Eq. (2.29), set internal variables (·)n+1 = (·)trn+1
b. set σn+1 = Ce : ε en+1 and the solid tangent C
e
3: else
a. the deformation is inelastic, obtain the local system by parameterizing the Euler-Lagrange






n+1) under dependence ∆ε
p(ε en+1)
b. at local system iteration k = 0, guess the initial solution per Eq. (2.37)
c. using Newton’s method or a variant, iteratively solve the local nonlinear system for ε en+1
d. set σn+1 = Ce : ε en+1 and the solid tangent C
ep
n+1 per Eq. (C.32)
4: end if
5: Return mapping completes
a. w.r.t the equilibrium equation, pass to the global system the stress σn+1 and the solid tangent
b. for the micromorphic regularization, also pass the local variables λn+1 and ε
p
v n+1



























where k is the iteration, xk the Kelvin-notated vector equivalent of the local unknowns at k, rk the
Kelvin-notated vector equivalent of the local residual at k, bv the Kelvin-notated vector equivalent
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of bv, and Bλ the Kelvin-notated vector equivalent of Bλ (for bold font and overline notation





















































Bλ − (Bλnn+1) (Bλnn+1)T
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∆εp TBλ∆εp + kε
for ∆εp = ε e trn+1 − ε
e
n+1 with Bλnn+1 = B
T
λnn+1.
Small parameter kε is taken as 1 × 10−15.
Our local tangent matrix (∂r/∂x)k’s symmetry redounds to the model design’s variational con-
sistency, the hallmark of which is the cascading dependence pc(∆εp) and ∆εp(ε en+1), in this the
MCC context.
Trial state
Converging a local system requires passing an initial guess to Newton’s method. Our guess, at
iteration k = 0, approximates the elastic trial state:
ε e k=0n+1 =
[















≈ 0, with ∆λk=0 a small number taken as 1 × 10−10.
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Stored work update
In-line with the semilogarithmic relation, we use as derivatives
pc n+1 = pc n exp
(
εe

















As such, the stored plastic work of consolidation’s increments follow
Wpc n+1 −W
p










= Cd (pc n − pc n+1) . (2.38)
2.4.2 Consistent tangent operator (CTO)
A consistent tangent operator Cepn+1 = ∂σn+1/∂εn+1 is useful to converge the global system for
the displacements, cf. Eq. (7.127-136) in De Souza Neto, Perić, and Owen [80], also see the next





















































As CTO is evaluated after convergence of the local system, we drop superscripts k and n + 1 and
let x = ε e, for the remainder of this section.
To identify the CTO, we rewrite the purely local Euler-Lagrange equation in residual form, as
σ − s(∆εp) = 0 (2.39)
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assuming invertible ∂r/∂x, the local system’s tangent at the converged state from Eq. (C.29).






































































where we have substituted to write Cep in Ce, and ∂r/∂x. As such, the consistent tangent com-
putation exclusively reuses the solid elastic tangent, Ce, and the local tangent at the converged
state, ∂r/∂x. On this point, contrast against Semnani, White, and Borja [24]. Consequently, our
implementation is straightforward and generic with respect to additional (e.g. micromorphic or
viscoplastic) physics.
2.4.3 Spatial discretization
The stress σ and consistent tangent Cep evolved from solution of the quadrature point problem
is used to converge the global equilibrium equation for the displacements u. Unless otherwise
noted, the spatial domain is discretized with standard low-order quadrilateral finite elements. The
implementation of the spatial discretization is done using the finite element library deal.ii [81],
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whereas the implicit nonlinear PDE solver, including the assembly procedure of the residuals and
the corresponding tangents, and the Newton-Raphson scheme are modified from the software code
base geocentric [82, 83].
2.5 Plastic flow near and at the anisotropic critical state
Consider Eq. (C.32). The local tangent is symmetric, and so is its inverse (∂r/∂x)−1. As
such the product of Ce, (∂r/∂x)−1, and ∂s/∂∆εp is also symmetric. Therefore Cep is defined by
a maximum of 21 independent components (being a symmetric six-by-six matrix). As such, the
CTO tensor Cep exhibits not only the minor, but also the major, symmetry – this fact traces from
the symmetry of second derivatives. A characteristic of variational constitutive updates, this is
carefully noted in [22] for instance.
Consequently the stability analysis simplifies. For detained exposition, see for example Eq.
(2-15) in [84]. However in brief, consider two solutions given by
solution (i) : ( Ûσ, Ûu), and solution (ii) : ( Ûσ∗, Ûu∗).
Solution (i) is the local solution, and satisfies the mechanical equilibrium equation and boundary
conditions in rate form. Presume solution (ii) also satisfies the equilibrium equation and boundary
conditions in rate form. Observe our material is incrementally linear, being that:
∂ s
∂∆εp
: Ûεp = ∂ s
∂∆εp
: ( Ûε − Ûεp) = Ce : Ûε e.
where we use Eq. (2.1). The rate of stress is then linear in the rate of strain, per
Ûσ = Ce : Ûε e =










: Ûε . (2.42)
Hence operator Cep linearly relates Ûσ and Ûε , necessitated by the definition of the CTO in Eq.
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(C.32). With incremental linearity established, the local uniqueness condition (to left) coincides
with the local stability condition (to right):
[[ Ûε ]] : ( Ûσ∗ − Ûσ) > 0 and sym(Cep) = Cep ⇐⇒ [[ Ûε ]] : Cep : [[ Ûε ]] > 0,
where [[ Ûε ]] , 0. Physically, n Ûεo is interpreted physically as a jump in the strain rate [[ Ûε ]] = Ûε∗ − Ûε .
With Cep super-symmetric, in that the constitutive update is variational, our evaluation of local
stability simplifies. In particular, we avoid the oftentimes intricate procedures to resolve the roots
of a second-order acoustic tensor, for elaboration cf. [85]. Instead for our Cep super-symmetric,
the local uniqueness condition (to left) furthermore coincides with the determinate condition (to
right):
[[ Ûε ]] : ( Ûσ∗ − Ûσ) > 0 and sym(Cep) = Cep ⇐⇒ det(sym(Cep)) = det(Cep) = 0,
where [[ Ûε ]] , 0 (also reference Eq. (9.4-9) in [61]).
Consequently, at last we motivate the immediately prior discussion on uniqueness and stability.
Specifically consider the expression for the CTO, focusing on the micromorphic contribution to the
consistent tangent in Eq. (C.32). From that equation, observe that unfortunately full rank of the
local system ∂r/∂x is a necessary but not sufficient condition for invertibility of the consistent
tangent Cep. In particular for nonsingular Cep, then the tangent of the plastic back-stress in the
plastic strain increment ∂s/∂∆εp must also be nonsingular.
Accordingly, our reason to introduce multiple micromorphic fields becomes clear. Given that
the volumetric plastic strain directly controls hardening behavior, per the exponential relations Eq.
(2.7) and Eq. (2.8), it is immediately and physically intuitive to regularize εv through the field
variable ε̃pv . However from the terms in the local tangent Eq. (C.29), for instance, observe that the
volumetric field variable ε̃pv contributes exactly nothing to (∂s/∂∆ε
p
)ii for i ≥ 4 with bv ∼ 1, as
here.






we incorporate a second micromorphic field λ̃. Our goal is to relieve rank deficiency in the shear-
associated sub-matrix of ∂s/∂∆εp (furthermore, which has physical significance as the tangent of
the plastic stress in the increment of the plastic strain), such that ∂s/∂∆εp and hence the CTO
are nonsingular. As highlighted immediately prior in this section, the determinate and unique-
ness conditions coincide for Cep = sym(Cep). Thus by adding the second field λ̃, we extend the
well-posedness of certain boundary value problems, for instance during strain localization. Hence
our purpose in regularizing the equivalent plastic strain differs from the gradient-dependent MCC
model in [40], for instance, who attribute benefit from λ-regularization to their λ ∈ R+ ∪ {0} and
Ûλ ≥ 0, in comparison to the plastic strain’s trace which, as emphasized in [40], may decrease.
2.5.1 Micromorphic regularization as remedy for volume locking
As pointed out in Sun, Ostien, and Salinger [42] and Sun [44] and recently in Abboud and
Scovazzi [55], volume locking may occur in low-order finite element when volume-preserving
plastic flow occurs. While selective integration or assume strain formulation may overcome the
locking, these treatments must be used with stabilized formulation or hourglass control to prevent
spurious spatial oscillation [86–89].
In essence, the regularization provided by the gradient-dependent diffusive functional Eq.
(2.13) is both an effective localization limiter, penalizing the difference between the local plastic
strain εpv and the assumed strain ε̃
p
v regularized via a Helmholtz equation, as well as a stabilization
term. In other words, the avoidance of locking is attributable to: undesirable over-sampling of
volumetric sampling points for numerical integration in low-order finite elements overcome by the
Laplacian operator in the Helmholtz equation. The regularization method constrains the spatial
fluctuation of the both the local plastic strain εpv and the assumed strain ε̃
p
v (provided that the length
scale parameter l̃v = lv
√
Kv/kv is sufficiently large relative to the mesh size).
In that two micromorphic variables are introduced, note that effects of λ̃ scale with kλ. In
the next section, our numerical experiments are converged through sequenced strain localization
events using (relatively) small values of kλ, as compared to aλ and hence to the volumetric av.
36
While a complete mathematical analysis is out of the scope of this paper (but will be considered
in the future), interested readers may refer to the assumed deformation gradient formulation in
Section 3 of Sun, Ostien, and Salinger [42]) for a similar strategy applied to volume-preserving
poroelasticity problems.
2.6 Numerical Examples
We present two sets of boundary value problems, testing the proposed model’s capability to
replicate size-dependent anisotropy, and examining the effects of anisotropy across different length
scales on formation of deformation bands, at various initial consolidation states. The first set of
simulations represents 2D plane strain compression, with the anisotropic numerical specimen ori-
ented such that every structural direction, such as microstructural vector l, is in-plane. In contrast,
the 3D simulations are designed to showcase 3D anisotropic responses in drained triaxial compres-
sion tests.
Unless otherwise specified, we assign dimensions on diagrams in mm and approximate the
elastic parameter µl using Eq. (A.3). For materials that exhibit a plastically isotropic response, we
set bv = 1, and
purely local coefficients︷                                              ︸︸                                              ︷
αdev = βdev = γdev = αvol = βvol = γvol = 1,
micromorphic coefficients︷                  ︸︸                  ︷
φλ = χλ = φv = χv = 0. (2.43)
For bv = 1 and Pp vol = I , this implies bv = Pp vol −1 : 1 = 1 (cf. Appx. A.3).
To capture the growth of micromorphic field variables’ boundary layer, the length scale must
be sufficiently larger than the mesh size. Furthermore, in the numerical examples presented in
this section, the micromorphic material parameters are identified by introducing the following
assumptions to simplify the calibration procedure. First, we assume that l̃λ = l̃v per Eq. (2.33).
This treatment implies that kλ = Kλ and kv = Kv, unless otherwise noted. In turn, Kλ and Kv are
parameterized by aλ and av, as given by Eq. (2.14). Unless otherwise noted, the local direction
vector l is equal to lλ = lv. The displacement prescribed in the boundary leads to compression in
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Table 2.1: Anisotropy rubric
micromorphic isotropy micromorphic anisotropy
local isotropy LI-MI LI-MA
local anisotropy LA-MI LA-MA
the axial direction.
Anisotropy of the local material response vs. anisotropy associated with the micromorphic
field variables’ diffusivity tensors is categorized by the rubric in Table 2.1. The table’s entries are
used to classify our numerical examples and parameterizations thereof.
2.6.1 2D plane strain compression
The geometry of the plane strain test is presented in Fig. 2.4(a). This figure represents uniaxial
compression with a uniform, compressive, and normal confining stress σc applied at the lateral
boundaries. The material initial state is specified by the over-consolidation ratio (OCR). For the
highly overconsolidated simulations, OCR = 30 and pc 0 = −30 MPa, implying σc = −1 MPa.
For simulations performed on a normally consolidated numerical specimen, we set pc 0 to be −30
MPa, hence σc = −30 MPa. The loading increment along the displacement-controlled boundary is
∆u2 = −5.0 × 10−6 mm downwards.
The local material parameters loosely coordinate with the calibrated parameters for the Tourne-
mire shale specimen (cf. Appx. A.5). Due to the introduction of anisotropy from the micromorphic
regularization, the material parameters are adjusted to distinguish the material-point and mesoscale
anisotropies as follows. The elastic response is characterized by the Young’s modulus and Poisson
ratio E = El = 14000 MPa and ν = νl = 0.20. Microstructural direction l and the eigenvectors
of the micromorphic diffusivities are varied in the numerical examples to examine the anisotropic
responses.
The slope of the critical state line in the ficticious isotropic stress-space and the modified com-
pression index are M = 1.2 and Cd = 0.005 accordingly. Anisotropic plasticity material param-








(a) Setup of the boundary value
problem, with normal confining















(b) Relevant antisymmetric and
symmetric mode types.
Figure 2.4: Geometry of the numerical specimen for plane strain plasticity simulations, show-
ing: (a) the sampled transects as a dashed line and a dot-dashed line; and, (b) bifurcation modal
schematic abridged from the interpretation of Ikeda, Yamakawa, and Tsutsumi [90].
material parameters are not varied simultaneously, such that their respective influence can be in-
dividuated. Micromorphic length scales are l̃λ = l̃v = 0.005 mm, whereas Kλ = aλ × 10−2, and
Kv = av. Heuristically from the numerical simulations we ran, Kλ/kλ and Kv/kv must be suffi-
ciently small such that the numerical boundary value problem remains solvable.
The initial mesh is conformal with the geometry in Fig. 2.4(a). The rectangular quadrilateral
cells in each row number 7, and the elements in each column number 15, totaling n0 = 105
elements in the initial mesh. Each additional level of refinement equally partitions every cell at the
previous level of refinement into four cells (in 2D). Therefore, the refined mesh contains n0 × 4lh
cells for lh levels of refinement. For all simulations excluding the mesh refinement study, lh = 3.
At a high OCR, local anisotropy induces staggered antisymmetric and subsequent symmetric
strain localization. The localization modes are characterized in Fig. 2.4(b). Fig. 2.5 evidences
the model’s numerical recovery of these modes. Fig. 2.5(a) show the response of the numerical
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(a) Local elastoplastic isotropy. (b) Local anisotropy with θl = 0.
(c) Local anisotropy with θl = π/4. (d) Local anisotropy with θl = π/2.
Figure 2.5: Equivalent plastic strain λ for plane strain compression isotropic case vs. anisotropic
cases with OCR = 30 and rotation of microstructural direction, inducing local anisotropy in (b-d)
by setting E = 2400 MPa and βdev = βvol = 0.8, at u2 = −0.4, −0.8, −1.0 × 10−3 mm (LA-MI,
see Table 2.1 for classification).
specimen composed of an isotropic material with symmetric loading. Hence, only the symmetric
localization modes are recovered in the numerical simulations. For the case where the microstruc-
tural angle θ l = 0 in Fig. 2.5(b), the material is anisotropic but the local microstructural direc-
tion coincides with the normal vector describing a plane of loading symmetry. In this case, only
symmetric shear bands form. On the contrary, in the case where θ l = π/4 in Fig. 2.5(c), the mi-
crostructural direction misaligns with the loading’s symmetry. An antisymmetric mode localizes
at u2 = −0.8 × 10−3 mm, preceding the secondary symmetric mode at 1.0 × 10−3 mm.
In two important scenarios, strain localization is effectively suppressed due to the change of
the orientation of the numerical specimen. In the case shown in Fig. 2.5(d), the orientation of the
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(a) Isotropy. (b) Local anisotropy with θl = π/4.
Figure 2.6: Equivalent plastic strain λ for comparison of isotropic vs. anisotropic plane strain
compression cases with OCR = 1 and hence normal consolidation, inducing local anisotropy in




























































(b) Over-consolidation vs. normal consolidation.
Figure 2.7: Plane strain compression case with isotropy and anisotropy comparisons, vertical force
vs. vertical displacement curves, showing: (a) isotropic case vs. anisotropic cases with increasing
microstructural angle θ l ; and, (b) isotropy vs. anisotropy with θ l = π/4 at two over-consolidation
ratios (OCR) (LA-MI).
transversely isotropic plane at θi = pi/2 leads to reduction of compliance in the loading direction
and therefore staunches strain localization. On the other hand, the plastic strain is diffusive at
lower OCR, as shown in Fig. 2.6. This is achieved by lowering the OCR, hence σc to −30 MPa.
The evidence showcased in this parametric study indicates that the plastic flow and hardening can
both be affected by (1) rotating the microstructural direction and/or (2) increasing lateral compres-
sion. Different material orientations leading to different constitutive responses indicates that the









































































(b) Semilog plot evidencing fair recovery for the
isotropic case of the slope −(Cd) × 103.
Figure 2.8: Plane strain compression case comparing local isotropy and anisotropy with increasing
microstructural angle θ l , globally averaged material state curves, showing: (a) and (b), loading











































































(b) Semilog plot evidencing fair recovery for the ho-
mogeneously deforming bodies of the slope −(Cd) ×
103, absent localization with OCR = 1.
Figure 2.9: Plane strain compression case comparing local isotropy and anisotropy with mi-
crostructural angle θ l = π/4 at two over-consolidation ratios (OCR), globally averaged material
state curves, showing: (a) and (b), loading paths for change in εv, such that loading paths begin at
0 in the ordinate axis. Note that cases labeled OCR = 30 correspond to Fig. 2.5(a-b) and OCR = 1
to Fig. 2.6(a-b) (LA-MI).
Hardening is captured quantitatively in Fig. 2.7(a) and Fig. 2.7(b), corresponding respectively
to l-rotation and diminishing σc. We compare global body-averaged values for the material state,
Fig. 2.8 and Fig. 2.9. The regularized model captures phase change induced by local mate-
rial anisotropy and/or degree of initial consolidation. Most notably, in Fig. 2.8, rotation of the
microstructural direction itself induces phase change l. In particular, for microstructural angle
θ l = π/2, the deformation remains both diffuse and compactive. Similarly, for normal consoli-
42
(a) Anisotropic diffusion φv = 1. (b) Anisotropic diffusion φv = 16.
Figure 2.10: Equivalent plastic strain λ for diffusively anisotropic plane strain compression case,
with lv described by θv = π/4, at u2 = −0.4, −0.8, −1.0 × 10−3 mm.
dation with OCR = 1 in Fig. 2.9, p∗ grows monotonically more compressive with decreasing εv.
Absent significant localization, the global −pc vs. εv semilog curves recover approximately the
gradient implied by Eq. (2.7).
Diffusive anisotropy study
In this parametric study, we does not introduce anisotropy in the local material parameters,
i.e. the classical MCC is used in the local constitutive update. Instead, we introduce anisotropy
in the diffusion term of the Helmholtz equation. The resultant gradient-dependent plastic flow
induces anisotropy. As such, both the plastic flow and the consequent strain localization can be
manipulated by the diffusive field mapping in Eq. (2.15).
Micromorphic anisotropy alters both the bifurcation modes and the persistent shear band (the
dominant pattern of the localized deformation [70]). Fig. 2.10 demonstrates the distribution of
the equivalent plastic strain in the numerical specimen. Specifically, increasing φv > 0 induces
an antisymmetric localization mode parallel to diffusivity’s eigenvector direction lv; compare Fig.
2.10(a) to Fig. 2.10(b).
Previous studies have considered this effect, Forest [36] for instance. However, our exam-
ples’ parameterization highlights two inter-linked consequences. The micromorphic diffusivity’s
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(a) φv = 0 (b) φv = 1 (c) φv = 4 (d) φv = 8 (e) φv = 16
Figure 2.11: Angle from horizontal of plastic strain’s eigenvector corresponding to its greatest
(most dilative) in-plane eigenvalue (in radians), for diffusively anisotropic plane strain compression







































































(b) Profiles of equivalent plastic strain λ, at u2 =
−1.0 × 10−3 mm.
Figure 2.12: Diffusively anisotropic plane strain compression case, showing: (a) vertical force
vs. vertical displacement curves with increasing anisotropic diffusion φv; and, (b) profiles of
equivalent plastic strain λ across transect indicated as a dot-dashed line in Fig. 2.4(a) (LI-MA).
anisotropy promotes both antisymmetric strain banding (cf. Fig. 2.4(b)), and also rotation of the
plastic strain’s eigenvector direction. Notably this parameterization’s the local material parameters
are isotropic, such that practically the model reduces to the isotropic two-invariant minimization of
[23]. Nonetheless the mesoscale material response is clearly anisotropic. Cleary, the orientation of
the plastic strain’s direction changes with the increasingly anisotropic diffusivity tensor, per Fig.
2.11.
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(a) kv/kv 0 = 1 (b) kv/kv 0 = 4 (c) kv/kv 0 = 8 (d) kv/kv 0 = 16 (e) kv/kv 0 =
1000
Figure 2.13: Equivalent plastic strain λ for diffusively anisotropic plane strain compression case,
with φv = 16 and lv described by θv = π/4, at u2 = −1.0 × 10−3 mm (LI-MA).
In that the mesoscale plastic deformation is anisotropic, the band’s antisymmetry exacerbated
by increasing φv. Parameter φv controls the anisotropy of the diffusivity tensor, and changes from
0 (the isotropic case) to 16. In Fig. 2.11, this parameter is shown to control rotations of the plastic
strain direction. Changing the principal direction indicates that the anisotropic regularization alone
is sufficient to induce a globally anisotropic responses in the numerical specimen. Yet, such a
change in the plastic flow direction does not require the introduction of a nonassociative plastic
potential.
In contrast to φv, increasing χv in Fig. 2.12(b) engenders much the same bifurcation mode
as local anisotropy in Fig. 2.5(c). As measured by the reaction force in Fig. 2.12(a), for these
cases, the micromorphic anisotropy insignificantly affects the force-displacement curves. Yet, the
anisotropy in the diffusion term nonetheless imposes noticeable influence on the spatial distribution
of equivalent plastic strain as shown in Fig. 2.12(b). This combination indicates that the diffusivity
can help to calibrate the macroscopic localization pattern, independent of the reaction forces.
To analyze whether micromorphic material parameters can be identified from inverse problems
such that the resultant material laws can replicate the plastic deformation and pattern of strain
localization consistent with observations, we conduct additional simulations with different values
for the micromorphic material parameter kv. Recall that increasing this material parameter will
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(a) kv/kv 0 = 1 (b) kv/kv 0 = 4 (c) kv/kv 0 = 8 (d) kv/kv 0 = 16 (e) kv/kv 0 =
1000
Figure 2.14: Angle from horizontal of plastic strain’s eigenvector corresponding to its greatest
(most dilative) in-plane eigenvalue (in radians), for diffusively anisotropic plane strain compression
case, with φv = 16 and lv described by θv = π/4, at u2 = −1.0 × 10−3 mm. Regions where εp = 0
are grayed-out (LI-MA).
(a) kλ/kλ 0 = 1 (b) kλ/kλ 0 = 4 (c) kλ/kλ 0 = 8 (d) kλ/kλ 0 = 16 (e) kλ/kλ 0 =
1000
Figure 2.15: Equivalent plastic strain λ for diffusively anisotropic plane strain compression case,
with φv = 16 and lv described by θv = π/4, at u2 = −1.0×10−3 mm. Labeled by kλ/kλ 0, however
this parameterization holds kλ/kλ 0 = kv/kv 0 (LI-MA).
make any discrepancy between the local plastic volumetric strain ε pv measure and the field value
ε̃
p
v costs more energy. Therefore, as the value of kv increases, the influence of the anisotropic
responses also increase such that (1) the resultant plastic strain becomes more diffusive and (2)
the principal direction of the plastic strain rotates in response to the anisotropy induced by the
diffusivity tensor, as shown in Figs. 2.13 and 2.14.
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(a) kλ/kλ 0 = 1 (b) kλ/kλ 0 = 4 (c) kλ/kλ 0 = 8 (d) kλ/kλ 0 = 16 (e) kλ/kλ 0 =
1000
Figure 2.16: Angle from horizontal of plastic strain’s eigenvector corresponding to its greatest
(most dilative) in-plane eigenvalue (in radians), for diffusively anisotropic plane strain compression
case, with φv = 16 and lv described by θv = π/4, at u2 = −1.0 × 10−3 mm. Labeled by kλ/kλ 0,
however this parameterization holds kλ/kλ 0 = kv/kv 0. Regions where εp = 0 are grayed-out
(LI-MA).
This point merits further numerical investigation regarding macroscopic strain-hardening, as
well. In Figs. 2.15 and 2.16, the relaxation stiffnesses kλ and kv are simultaneously increased
over the baseline values. The plastic deformation phases changes to hardening, with no remainder
strain localization, at the maximum tested kλ. Under consideration of Eq. (2.13), we observe that
penalization of differences between the local internal variables vs. the micromorphic field reorients
the plastic strain direction, most noticeably away from the fixed-displacement boundaries.
The reaction forces for parameterizations of the penalty stiffnesses, Fig. 2.17, concur with our
attribution of phase change due to increasing kλ. Overall, increasing the equivalent plastic strain
λ-associated relaxation stiffens is observed to yield macroscopic plastic strain patterns similar to
normal consolidation. Moreover, the equivalent plastic strain distributes essentially evenly across
the body.
Mesh refinement study
For the mesh refinement study, the number of the additional mesh refinement levels lh , 3.
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(b) Diffusive anisotropy with increasing kλ/kλ 0 =
kv/kv 0.
Figure 2.17: Plane strain compression case with increasing penalty stiffness, vertical force vs.
vertical displacement curves, showing: (a) φv = 16 and varying kv/kv 0 only; and, (b) φv = 16 and
varying kλ/kλ 0 = kv/kv 0 (LI-MA).
(a) Refinement level lh = 1. (b) Refinement level lh = 4.
Figure 2.18: Equivalent plastic strain λ for isotropic plane strain compression case with mesh
refinement, at u2 = −0.4, −0.8, −1.0 × 10−3 mm (LI-MI).
regularization. For a relatively large characteristic element length h with lh = 1 as in Fig. 2.18(a),
the mesh is simply too coarse to resolve the regularizing field variable’s gradient. For lh ≥ 3 in Fig.
2.18(b-c), the gradient profile is sufficiently resolved. As a consequence for lh ≥ 3, the boundary
force-displacement curves overlap during softening per Fig. 2.19(a). Also across the transects in
Fig. 2.19(b), differences between the local λ’s maximal and minimal values significantly reduce
for increasing lh.
Convergence of the boundary forces with increasing mesh refinement prove to be a good proxy





























































(b) Profiles of equivalent plastic strain λ, at u2 =
−1.0 × 10−3 mm.
Figure 2.19: Isotropic plane strain compression case with mesh refinement, showing: (a) vertical
force vs. vertical displacement curves, with visually overlapping curves for additional refinement
levels lh = 3 and lh = 4; and, (b) profiles of eqivalent plastic strain λ across transect indicated as











































(a) Body-averaged state path, evidencing conver-









































(b) Semilog plot evidencing convergence with addi-
tional mesh refinement, but departing from recov-
ery for the inhomogeneously deforming bodies of the
slope −(Cd)×103, as strain localizes with OCR = 30.
Figure 2.20: Isotropic plane strain compression case with mesh refinement, globally averaged
material state curves, showing: (a) and (b), loading paths for change in εv, such that loading paths
begin at 0 in the ordinate axis. Note that cases for the refinement levels lh = 1, 2, 3, 4 correspond to
Fig. 2.18(a-d) (LI-MA).
discussion. First as lh increases, both pc and p∗ converge simultaneously, during the material soft-
ening phase postceding the elastic deformation, labeled on Fig. 2.20(a) and clear in Fig. 2.20(b).
Second, convergence during plastic deformation coincides with sharpening symmetric mode shear
bands; compare to the profile of equivalent plastic strain λ in Fig. 2.19(b) for lh ≥ 3.
Lastly, certain meshes are too coarse and poorly capture localization, e.g. refinement level lh ≤
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1, see Fig. 2.18(a). Conversely, these coarse meshes exhibit diffuse softening, and therefore the
globally averaged εv vs. −pc semilog curves approach the slope predicted by the local hardening
rule in Eq. (2.7). In particular, lh = 0 is associated with a purely concave equivalent plastic strain
λ profile in Fig. 2.19(b). In our case however, due to the micromorphic regularization, increased
mesh refinement facilitates resolving the shear bands, along with convergence of the global state
path and boundary force.
Figs. 2.18-2.20 and the mesh refinement study are treated as a baseline for the diffusive
anisotropy. For the isotropic baseline cases, the normalization Eq. (2.33) describes an approximate
maximum for the mesh characteristic length. Subsequently, inducing micromorphic anisotropy,
any φλ > 0 or χλ > 0 guarantee out-diffusion of the field variable λ̃. Hence inevitably, by dint of
this parameterization, we sufficiently resolve the regularizing field’s gradient. The same holds for
ε̃
p
v , see Eq. (2.15).
Miromorphic stiffness study
Thus far in Section 2.6.1, shear bands develop within the simulated domain, while retaining
numerical stability, at the rate-independent limit. In this subsection, we show the credit for this
combination accrues to the pressure-dimensioned coefficients in Eq. (2.14). Viz., nonlocal equiv-
alent plastic strain λ̃’s miromorphic stiffness was a small but workable value, Kλ = aλ × 10−2. In
contrast, the nonlocal trace ε̃pv ’s stiffness was relatively greater, with Kv = av. Given that the prior
examples’ Kv  Kλ, their diffusive regularization was principally imparted by the trace-like field
variable ε̃pv . This was key to the successful regularization, unlike the below examples.
Instead consider the converse scenario: micromorphic stiffness Kv goes to a small value; con-
sequently the trace field variable ε̃pv exerts negligible effect; and, direct regularization of the plastic
hardening is effectively discontinued. Specifically, all other parameters are held equal, ε̃pv ’s micro-
morphic stiffness is dropped to Kv = av × 10−10. Given that kv = Kv ≈ 0 MPa, the volumetric
penalty term remains small in Eq. (2.13), even for large differences between local internal variable
εv and field variable ε̃
p
v . Thus, the model becomes almost purely local, w.r.t. direct hardening
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(a) Local elastoplastic isotropy case does not run to
completion, at u2 = −0.4, −0.505 × 10−3 mm.
(b) Local anisotropy with microstructural angle
θl = 0 case does not run to completion, at u2 =
−0.3, −0.315 × 10−3 mm.
(c) Local anisotropy with microstructural angle θl =
π/4 case does not run to completion, at u2 =
−0.4, −0.405 × 10−3 mm.
Figure 2.21: Equivalent plastic strain λ for plane strain compression isotropic case vs. anisotropic
cases with OCR = 30 and rotation of microstructural direction, but with lowered miromorphic
stiffness Kv = av × 10−10 ≈ 0 MPa.
regularization.
In this first scenario, the numerical boundary value problems exhibit conditional instability.
Fig. 2.21(a-c) depicts this phenomenon, which is measured in Fig. 2.22(d): conditionally, based
upon the microstructural angle θ l , in that most simulations in Fig. 2.21 fail to converge through
localized softening. In the same vein in Fig. 2.22(b), oscillatory equivalent plastic strain λ pro-
files correspond to the non-convergent cases, evidencing divergence upon localization. Hence, for
practical purposes, diminishing Kv stymies the appearance of regularized shear band-like strain
localization phenomena.
































(a) Force-displacement curves, indicating only the
anisotropic macroscopic hardening case with mi-




































(b) Profiles of equivalent plastic strain λ, for bound-
ary displacements u2 at failure indicated in captions
to Fig. 2.21.
Figure 2.22: Plane strain compression case comparing local isotropy and anisotropy with micro-
morphic stiffness Kv ≈ 0 MPa, showing: (a) vertical force vs. vertical displacement curves; and,







































(a) Body-averaged state path, indicating only the










































(b) Semilog plot evidencing fair recovery for the
harding case of the slope −(Cd) × 103, with all soft-
ening cases failing to complete.
Figure 2.23: Plane strain compression case comparing local isotropy and anisotropy with micro-
morphic stiffness Kv ≈ 0 MPa, globally averaged material state curves, showing: (a) and (b),
loading paths for change in εv, such that loading paths begin at 0 in the ordinate axis. Neither the
isotropic case nor the anisotropic cases with microstructural angles θ l = 0, π/4 run to completion
(LA-MI).
shear bands are also stifled by the ultimate parameterization: the coefficients applied to compute
the micromorphic stiffness are reversed. Rather than Kλ = aλ × 10−2 and Kv = av as in Fig. 2.5,
we apply instead Kλ = aλ and Kv = av × 10−2 in Fig. 2.24. Due to this change, the shear bands are
suppressed for all microstructural angles θ l .
In this second scenario, the relative weight attributed to the nonlocal plastic volumetric defor-
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(a) Local elastoplastic isotropy. (b) Local anisotropy with θl = 0.
(c) Local anisotropy with θl = π/4. (d) Local anisotropy with θl = π/2.
Figure 2.24: Equivalent plastic strain λ for plane strain compression isotropic case vs. anisotropic
cases with OCR = 30 and rotation of microstructural direction, but with reversed nonlocal stiff-
nesses Kλ = aλ and Kv = av × 10−2, at u2 = −0.4, −0.8, −1.0 × 10−3 mm (LA-MI).
Table 2.2: Micromorphic regularization stiffness and convergence summary
l̃λ [mm] aλ [MPa] kλ [MPa] Kλ [MPa] kv [MPa] Kv [MPa] softening localization
l̃v av aλ × 10−2 aλ × 10−2 av av stable yes
l̃v av aλ aλ av × 10−2 av × 10−2 stable no
l̃v av aλ × 10−2 aλ × 10−2 ≈ 0 ≈ 0 unstable –
mation reduces. Remember that, given that normalized diffusive length l̃λ = l̃v, equivalent spatial
averaging for both λ̃ and ε̃pv is effectuated by the regularizing Helmholtz equations. Furthermore,
by dint of Eq. (2.14), we set the baseline stiffnesses aλ = av. Thus, a bolstered λ̃-penalty energy
suppresses shear bands per Fig. 2.24, even though deviatoric and volumetric deformation couples
through Bλ. Conversely as the trace-related micromorphic stiffness Kv increases, strain success-










(a) Setup of the boundary
value problem, with normal





0 π / 2 π 3π / 2
(b) Unrolled view of lateral boundary surface with dimensions,
enfranchised because the principal and hence Gaussian curvatures
on the cylinder’s lateral surface are zero, a standard result.
Figure 2.25: Geometry of the numerical specimen for 3D plasticity simulations, showing: (a) Euler
angles θ and φ, for the axis origin located at the centroid of the cylinder; and, (b) unrolled lateral
surface parametrized by φ, in the manner of [91].
parameterizations in Table 2.2.
2.6.2 3D triaxial compression
For the 3D simulations, local elastoplastic material parameters are identical to those in the 2D
plane strain cases with OCR = 30. Micromorphic stiffness are identically obtained via Eq. (2.14).
The boundary value problem’s geometry is enlarged and 3D, Fig. 2.25(a). The geometry’s di-
mensions approximate the inch-scale used for triaxial test specimens of common rocks [92, 93].
Compressive confining stress σc = −1 MPa is applied on the lateral boundary. The loading incre-
ment along the displacement-controlled boundary is ∆u3 = 5.0 × 10−4 mm downwards, which has
been scaled w.r.t. the problem dimensions from the 2D cases. The displacements are fixed at zero
along the bottom surface.
Numerical parameters are as follows. The baseline diffusive lengths are l̃λ = l̃v = 0.5 mm, ap-
proximating the sub-microscale length of composite deformation behavior, identified for layered,
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(a) θl = 0 (b) θl = π/6 (c) θl = π/4 (d) θl = π/3 (e) θl = π/2
Figure 2.26: Micromorphic equivalent plastic strain variable λ̃ for 3D compression anisotropic
cases with OCR = 30, inducing local anisotropy by setting E = 2400 MPa and βdev = βvol = 0.8,
at u3 = 0.05 mm downwards (LA-MI).
(a) Local anisotropy with θl = 0. (b) Local anisotropy with θl = π/6. (c) Local anisotropy with θl = π/4.
(d) Local anisotropy with θl = π/3. (e) Local anisotropy with θl = π/2. (f) Local anisotropy with θl = π/4,
however l̃λ = l̃v = 1.0 mm.
Figure 2.27: Equivalent plastic strain λ for 3D compression anisotropic cases with OCR = 30
and rotation of microstructural direction, inducing local anisotropy by setting E = 2400 MPa and
βdev = βvol = 0.8, at u3 = 0.05 mm downwards. Unrolled view of the lateral surface is explained
by Fig. 2.25(b) and is in the manner of Tien, Kuo, and Juang [91] (LA-MI).
bedded sedimentary rock with clay matrix in Bennett et al. [11]. Interpreting the mesh-independent
convergence of the 2D boundary force-displacement curves and global state paths, the maximum
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(a) Local anisotropy with θl = 0. (b) Local anisotropy with θl = π/6. (c) Local anisotropy with θl = π/4.
(d) Local anisotropy with θl = π/3. (e) Local anisotropy with θl = π/2. (f) Local anisotropy with θl = π/4,
however l̃λ = l̃v = 1.0 mm.
Figure 2.28: Equivalent plastic strain λ for 3D compression anisotropic cases with OCR = 30
and rotation of microstructural direction, inducing local anisotropy by setting E = 2400 MPa and
βdev = βvol = 0.8, at u3 = 0.125 mm downwards. Unrolled view of the lateral surface is explained
by Fig. 2.25(b) and is in the manner of Tien, Kuo, and Juang [91] (LA-MI).
characteristic element length h = 0.5 l̃λ < 0.7 l̃λ. As such, we import an initial unstructured
mesh containing n0 = 1539 elements. Each additional level of refinement lh equally partitions
every cell at the previous level of refinement into eight cells (in 3D). The refined mesh contains
n0 × 8lh = 787968 cells for lh = 3, requiring computations distributed over 24 processors.
Parameterizing θ l normalizes l ∼ [0, 1, tan(θ l)], restricting l · l = 1. Results are presented
in Fig. 2.27 and Fig. 2.28. As anticipated, for θ l = 0, the result is periodic in φ with period
π. Symmetric shear bands develop about axis θ = 0. For 0 < θ l < π/2 in contrast, the strain
localization is antisymmetric about axis γ = π, i.e. the unrolled surface’s centerline.
In comparison to the 2D results, two tends are most notable. First, onset of the plastic re-
sponse is controlled by the local elastic anisotropy, Fig. 2.29. Second, because the plane strain
constraint is relaxed, we observe strain localization for all Euler angles θ l parameterizing the local


















































λ 0  =  lv / lv 0
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(b) Baseline micromorphic lengths vs. doubled mi-
cromorphic lengths.
Figure 2.29: D compression case, vertical force vs. vertical displacement curves, showing: (a)
anisotropic cases with increasing microstructural angle θ l ; and, (b) anisotropy with θ l = π/4 at






































(a) Body-averaged state path, evidencing softening








































(b) Semilog plot, evidencing softening with some lo-
calization in all 3D cases and fair recovery of the
slope −(Cd) × 103.
Figure 2.30: 3D compression case comparing local anisotropy with increasing microstructural
angle θ l , globally averaged material state curves, showing: (a) and (b), loading paths for change in
εv, such that loading paths begin at 0 in the ordinate axis (LA-MI).
Doubling the micromorphic length scales l̃λ = l̃v elicits the anticipated result. Regardless of
doubling l̃λ = l̃v, the centerline and width of diffuse plastic strain occurring prior to localization
are unaffected. As deformation localizes, however, the smaller micromorphic lengths are useful:
compare Fig. 2.27(c) to Fig. 2.27(f). For the baseline case, a thin sinusoidal internal structure
is apparent (in the unrolled view), but disappears for the doubled micromorphic length-scale. Yet
the antisymmetric and eventual symmetric band’s concentrated profile only minorly enhances the
specimens’ overall compliance, Fig. 2.30(b).
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2.7 Conclusion
We introduce a mathematical framework that captures the distinctive anisotropies induced at
local and mesoscopic scales. The local anisotropy is replicated via an operator that maps the phys-
ical anisotropic responses to a fictitious isotropic space, such that yield function can be formulated
via invariants in the fictitious space. Meanwhile, the mesoscale anisotropy is induced by a gradient-
regularization mechanism that is inherently anisotropic. Using a variational framework that em-
ploys penalty between local internal variables and solutions of the modified Helmholtz equations,
we introduce relaxation energy functionals and concomitant anisotropic regularization of the pro-
jected internal variables. The resultant incremental energy functional yields Euler-Lagrange equa-
tions describing the incremental constitutive update of the gradient-enhanced constitutive laws.
Important upshots of this local-global penalty approach include: (1) gradient-dependent flow rules
without requiring significant modification in the local return mapping algorithm; (2) different
anisotropic features co-exist and interact across length scales; (3) mesoscale plastic flow direc-
tions not co-axial to the stress gradient of the yield function, without requiring the introduction
of plastic potential; (4) ameliorated and/or resolved spurious mesh dependency in the softening
regimes; and yet, (5) no requirement for the identification of plastic zone or projection of local
internal variables at each incremental time step. Our numerical simulations performed on homo-
geneous numerical specimens indicates that the new constitutive law is capable of replicating an
unusually wide spectrum of complex elastoplastic macroscopic responses. Various types of shear
band of different orientations, band width and forms are evidenced, and induced by changing the
structural orientations, local material parameters, and the anisotropic regularization. This ability to
replicate a diverse responses is an necessary feature for surrogate models or effective media to suf-
ficiently represent complex microstructures whose anisotropic behaviors originated from different
features across length scales.
Future work may include the formulation of sequential inverse problems and sensitivity anal-
ysis on the material parameters for the micromorphic-enhanced constitutive laws (cf. Ehlers and
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Scholz [94]), the incorporation of multi-physical coupling effects due to heat transfer and pore-
fluid diffusion inside the porous materials, and the extension of this mathematical framework in
the finite deformation range. In particular, it is likely that an additive kinematic framework that
employs the logarithmic strain space in Miehe, Apel, and Lambrecht [95] might be used to ex-
tend the current model to the finite strain regime while ensuring objectivity. However, as proven
recently by [96], a major challenge would be to ensure that the rank-one convexity is preserved
during the plastic flow for the additive logarithmic plasticity model with non-coaxial plastic defor-
mation C · Cp−1 , Cp−1 · C. The authors are currently undertaking this challenge and will report
the results if sufficient progress have been made.
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Chapter 3: A mixed-mode phase field fracture model in anisotropic rocks
with consistent kinematics
This chapter is published as a journal article in: E.C. Bryant, W.C. Sun, A mixed-mode phase
field fracture model in anisotropic rocks with consistent kinematics, Computer Methods in Applied
Mechanics and Engineering, 342, 2018, 10.1016/j.cma.2018.08.008.
3.1 Introduction
Brittle fracture process in geological materials can be explained by Griffith theory [97], which
provides the linkages among stress concentration caused by sharp-tipped flaws, the energy flux,
and the conditions for propagation of various type of flaws. The popularity of fracture mechanics’
application to geomaterials is largely due to its simplicity, as well as capacity to predict the growth
and spreading of the flaws [98, 99].
In the brittle regime where confining pressure, temperature, and loading rate are sufficient low,
fracture mechanics provides convenient tools to analyze the onset and early propagation of mode
I cracks in a homogeneous, isotropic, and linearly elastic material. Nevertheless, in many ge-
omechanics problems, the geological materials are often subjected to a significant principal stress
difference and the materials of interest, such as sedimentary rock, shale, and mudstone, are often
inherently heterogeneous and anisotropic. These complexities indicate that the fracture of geo-
logical materials under mixed-mode loading is very common. As such, a modeling framework,
whether it is based on embedded strong discontinuity or smeared crack approximations, should
consider mode mixity in a plausible physical ground that matches the experimental evidence.
Previous experimental works (cf. Reyes and Einstein [28], Bobet and Einstein [100], and
Vásárhelyi and Bobet [103]), primarily uniaxial and biaxial compression tests in rock, have now
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(a) (b) (c) (d)
Figure 3.1: Experimental results (a-c) show a time series of modified gypsum specimen under
increasing uniaxial compression recovered from high-speed video after Wong and Einstein [21],
with their crack labels subscripted by a number indicating the corresponding propagation sequence.
The pictures show: (a) specimen with two initial flaws and partial view of loading apparatus; (b)
early-time zoom-in view of wing cracks A-D proceeding from initial flaws; (c) late-time zoom-in
view of secondary shear fractures S and coalescent fracture G in the bridge region between initial
flaws, exhibiting the Bobet and Einstein [100] and Bobet [101] type II coalescence pattern; and, (d)
after Yang et al. [102], a failed specimen of sandstone with three initial flaws (fissures) exhibiting
more complex coalescent crack behavior.
established that rock may exhibit a combination of flaw slippage, onset, and propagation of wing
(tensile-dominated) and secondary (shear-dominated) cracks, and the coalescence and branching of
these cracks, depending on the material properties and the stress conditions, as shown in Fig. 3.1.
Capturing such failure mechanisms faithfully in a numerical model is, nevertheless, not a trivial
task. First, the model must be able to capture the distinct energy release rates for the mixed-mode
fractures. In other words, the difference in critical energy release rate required to propagate differ-
ent types of flaws must be quantified [27, 104–107]. Second, the model must be able to replicate
the evolving fracture geometrically when the crack propagation direction, as well as direction-
dependent kinematics modes, are not know a priori. This task can be further complicated by the
coalescence and branching of cracks, leading to even more complex geometries and stress field,
which can rapidly increase the essential computational resource [19, 108–113].
To address the first issue, one possible approach is to extend Griffith theory such that (1) cracks
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grow along the direction that maximizes the fracture dissipation, and that (2) a crack will only
grow if and only if the energy release rate reaches a critical level [104, 105]. This idea is adopted to
predict brittle fracture in rock in 2D setting Shen and Stephansson [106], where a fracture criterion
based on distinct critical energy rates for mode I and mode II is implemented in a displacement
discontinuity model, to predict the fracture pattern in Reyes and Einstein [28].
Though adoption of the mixed mode approach may lead to a more realistic prediction on the
energy release required to propagate cracks, simulations of evolving cracks remain a challenging
problems numerically. While enrichment methods, such as assumed strain method (e.g. Callari
and Armero [114] and Borja [115, 116]), extended finite element method (e.g. Sukumar et al.
[117]). and cohesive elements (e.g. Pandolfi et al. [118]) to embed strong discontinuity in the dis-
placement field, the enrichment techniques could become complicated if branching or coalescence
occur [108].
A noticeable departure is the recent work by Zhang et al. [107], in which the authors adopt a
phase field fracture model to represent cracks with implicit function and model the mixed-mode
fractures with a criterion. The upshot of this approach is that one may leverage the simplicity
brought by the regularized geometrical representation of cracks. Thus the coalescence and branch-
ing of cracks may be modeled without modifying the trial and solution space of the finite element
models. Nevertheless, in Zhang et al. [107], the driving forces of the cracks corresponding to mode
I and mode II are written as functions of the positive part of the first variant of the infinitesimal
strain tensor ε (cf. Eq. (14) in Zhang et al. [107]), i.e.
HI = λ〈tr[ε ]〉2, (3.1)
where the operator 〈·〉 = (· + | · |)/2 is the Macaulay bracket, and the trace of the positive part of
the ε · ε (cf. Eq. (15) in Zhang et al. [107]), i.e.
HI I = µ tr[〈ε〉2], (3.2)
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where λ > 0 and µ > 0 are elastic constants. Obviously, the driving forces in Eqs. (3.1) and (3.2)
are both isotropic. This can be easily proven by rewriting both HI and HI I in terms of principal
values of the infinitesimal strain tensor [61, 77]. The implication of this isotropic driving force is
significant. On the one hand, it greatly simplifies the implementation procedure such that there is
no need to determine the propagation direction that maximizes the energy release. On the other
hand, the isotropy also indicates that this treatment is not compatible to the theoretical work in Sih
[104], Nuismer [105], and Shen and Stephansson [106], and Baotang Shen et al. [27], where the
amount of energy release to propagate a crack within a given length is sensitive to the propagation
direction and kinematic modes. It should also be noticed that Griffith fracture mechanics theory is
not the only criterion used to predict crack growth for rock. For instance, Gonçalves Da Silva and
Einstein [119] recently evaluate various stress, strain and energy criteria that predict the onset and
propagation of cracks. Surprisingly, Gonçalves Da Silva and Einstein [119] concludes that stress-
and strain-based crack criteria both lead to better predictions than an energy approach, due to the
difficulty in separating tensile and shear behaviors under Griffith theory.
The purpose is this chapter is to show that Griffith’s energy approach can be formulated via
the consistent kinematic modes in a phase field setting. As such, the model is capable of modeling
mixed-mode phase field fracture problems and secondary cracks, while allowing one to simulate
coalescence and branching without any need for inserting enrichment functions and remeshing. To
achieve this goal, we first introduce an algorithm to determine the direction that maximizes energy
dissipation at each incremental step. A kinematically consistent model leads to determination
of the crack propagation direction locally. The local result is then regularized by application of
a diffusive crack model. This allows us to determine the value of the mixed-mode F-criterion
from Shen and Stephansson [106] with consistent kinematics. The importance of the consistent
kinematics are demonstrated in a number of numerical experiments.
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3.2 Methods
This section is organized as follows. Kinematic assumptions are stated, and the relationship
between the Griffith’s theory and phase field fracture model is briefly reviewed. The extension of
the phase field fracture model to mixed-mode predictions with consistent kinematic modes is then
discussed in detail. In particular, we provide a microforce balance-based derivation for the mixed
mode fracture, which leads to a two-field governing equation with displacement and phase field
damage as the prime variables. The 1st and 2nd laws of thermodynamics of the mixed-mode phase
field fracture model are examined. Our analysis reveals that the necessary condition to prevent
spurious healing of the cracks is to enforce the driving force of the mixed-mode fracture being
monotonically increasing, which is consistent with previous findings in the phase field fracture
literature (e.g. Teichtmeister et al. [72], Borden et al. [120], and Heister, Wheeler, and Wick
[121]). Following the formulation of the mixed-mode model, we highlight the key features of
the implementation. A novel feature critical for the consistent-kinematic-mode formulation is
the direction search algorithm, required for the local fracture dissipation maximization problem,
during the evolution of the phase-field variable. This search algorithm and the corresponding
tangent calculation are detailed.
3.2.1 Assumptions and modeling approaches
Consider a brittle material which maintains quasi-static equilibrium, undergoes infinitesimal
deformation, and remains in an isothermal state throughout the simulation. As such, the symmetric
infinitesimal strain measure is used, thus ε = ∇s u for ∇s (·) = (∇ (·) + ∇ (·)T)/2.
Regarding the damage approximation, we adopt a phase field approach to represent cracks [19,
120, 122, 123]. In the phase field model, an implicit function is used to indicate the location of
the cracks. Let Γ be the domain of the crack in a body Ω, then then the total crack surface area
AΓ can be obtained via the integral over crack surface Γ. As a result, the total crack surface area










where the phase field is d ∈ [0, 1], and subscripting d indicates the regularization of a term. The
damage phase d varies from 0 in undamaged regions to 1 in fully broken regions [120, 124–127].










∇ d · ω · ∇ d
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, (3.4)
where the length parameter l > 0 effects regularization, and ω is a dimensionless symmetric
second-order tensor related to the microstructural orientation (cf. Clayton and Knap [71], Teicht-
meister et al. [72], Choo and Sun [79], Na and Sun [126], Clayton and Knap [128, 129], and Choo
and Sun [130]). The introduction of this second order tensor enables one to capture anisotropy of
fracture in brittle materials. Thermodynamically, to stop crack healing upon unloading, we require
that ÛΓd ≥ 0.
As to mixed-mode fracture, we apply the approach originally proposed in Shen and Stephans-
son [106] and Shen [131] where the crack growth criterion depends on two distinctive surface
energy release rates/critical fracture energies, i.e. GIc and GI Ic. The mode I and mode II fracture
energies rates correspond to opening and shear surface energy dissipates, respectively. To identify
opening versus shear energy dissipation, we introduce a strain energy partition depending on the
fracture opening (or shearing) direction. This is based upon a microforce balance approach. Lo-
cally therefore, a search algorithm is therefore introduced to determine the orientation of the plane
(or line in the 2D case) maximizing fracture energy release. While introducing two critical en-
ergy release rates have been attempted in Zhang et al. [107], to the best knowledge of the authors,
this is the first time a phase field fracture model established the driving force consistent with the
kinematics of crack growth.
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3.2.2 Balance principles
In this work, we formulate the phase field fracture model by balancing the microforce. The
phase field models derived from microforce balance can be found ion in Wilson, Borden, and
Landis [132] and Wilson and Landis [133] for brittle materials, in Choo and Sun [79] for capturing
brittle-ductile transition of frictional-cohesive materials, Choo and Sun [130] for porous materials
with growing crystal, and Na and Sun [126] for anisotropic fracture in crystalline rock. Our new
contribution is to introduce a microforce balance that includes a driving force consistent with the
kinematic modes on a plane with maximum energy dissipation in the brittle regime. Neglecting
the inertial force, the balance of linear momentum reads,
∇·σ + ρg = 0, (3.5)
where σ is the Cauchy stress, ρ the density, and g the normalized body forces. In this work, the
governing equation of the phase field is derived from microforce balance. Hence, we do not have
an incremental action functional whose Euler-Lagrange equation becomes the balance of linear
momentum and the phase field governing equation. Here, we use the classical definition in which
the actual stress of the damaged material is related to fictitious (effective) stress of the undamaged
material by the degradation function, i.e.
σ = g(d)σ0, (3.6)
where g(d) is defined in Eq. (3.19). The stress of undamaged material is defined in Eq. (3.30). Note
that this treatment does not split the tensile and compressive stresses, such that the degradation is
applied to both the compressive and tensile components of the stress. This approach is also used
in Kuhn and Müller [134] and Ambati, Gerasimov, and De Lorenzis [135], and again in Zhang
et al. [107] for rock-like materials. In reality, the damage due to void growth and extension of
micro-cracks may lead to different modulus degradation in tension and compression. A future
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extension may include distinction between the tensile and compression degradation mechanism as
those in Gültekin, Dal, and Holzapfel [127], where a different degradation function is applied on
the compressive stress and the compressive strain energy to reflect the difference in load-bearing
capacities. Meanwhile, Wang and Sun [136] has associated the degradation of compression as a
result of anti-crack propagation that could be triggered by a higher anti-crack fracture energy to
examine the propagation of compaction band. These extensions will be considered in future study
but is out of the scope of the current work.
Following the treatment in Wilson, Borden, and Landis [132], we postulate the existence of a
microforce traction ξ , such that the surface microforce ξ · n̂ is energy-conjugate to the phase field
d, for n̂ the unit outward normal around a volume. After applications of the divergence theorem
and identifying ∇·σ = −ρg, the energy balance reads,
ρ Ûe = σ : Ûε + ξ · ∇ Ûd + (∇· ξ) Ûd. (3.7)
where e is the normalized internal energy. Meanwhile, the local microforce balance equation
established in Gurtin [137] reads,
∇· ξ + π = 0, (3.8)
where π is a scalar microforce. The phase-conjugate microforce term is partitioned,
ξ = ξ I + ξ I I, ∇· ξ I = −πI, ∇· ξ I I = −πI I, (3.9)
where subscripting I and I I once again indicates quantities conjugate to mode I and mode II
energies, based upon a partition of the stored energy function by resolving orthogonal tensors.
The idea of phase-field-energy-conjugate force ‘parts’ was recently applied to isotropic/anisotropic
energy functions (cf. Gültekin, Dal, and Holzapfel [127, 138]), albeit within the framework of
variational fracture, and yet ultimately to yield a similar result. Applying the partition of ξ , the
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dissipation inequality corresponding to Eq. (3.8) reads:
D = σ : Ûε + ξ I · ∇ Ûd + ξ I I · ∇ Ûd − πI Ûd − πI I Ûd − Ûψ ≥ 0. (3.10)
where D is the dissipation, and ψ the stored energy function. The function arguments ψ(ε, d) are
assumed.
As mentioned previously, the stored energy function is also partitioned such that,














Applying the derivative expansion, as well as the recognized equality σ = ∂ψ/∂ε , to Eq. (3.10),












Ûd ≥ 0. (3.12)
We prescribe the identity πen = π − πdis = −∂ψ/∂d, where superscripting en indicates energetic,
whereas dis indicates dissipative, microforces. The modal partition becomes





, πenI I = πI − π
dis




Substituting those identities into the dissipation inequality Eq. (3.12),
D = DI +DI I ≥ 0, (3.13)
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where
DI = ξ I · ∇ Ûd − π
dis
I




Heretofore only ξ and πdis remain unidentified. However the energy dissipation is uniformly
due to fracture. Hence the change in mode I fracture energy is also the energy dissipation part.






Ûd + l ∇ d · ω · ∇ Ûd
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= −∇· ξ I = −
GIcl
2
∇· (ω · ∇ d).
As an aside to cell-centered finite volume discretization-based readers, GIclω (and GI Iclω) should
serve as an internal coefficient of the vector Laplacian, if the damage phase is understood to be








































− d + l2 ∇· (ω · ∇ d) = 0. (3.14)
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In the case of an isotropic material, ω equals the identity tensor 1, but may otherwise incentivize
directional-dependent dissipation propensity. The mixed mode stored energy is:
ψ(ε, d) = gI(d)WI(ε ) + gI I(d)WI I(ε ) (3.15)
where W indicates the strain energy of the undamaged fictitious material, and gI and gI I are
the degradation functions. Degradation function gI(d) is monotonically decreasing and satisfies:
gI(0) = 1, gI(1) = 0, and g′I(1) = 0; the same holds for gI I(d). Substituting the mode I/II parts of







− d + l2 ∇· (ω · ∇ d) = 0. (3.16)
The specific method to enforce crack irreversibility will be discussed in the following section.
3.2.3 Energy partition and crack irreversibility
We prevent the crack healing following the treatment used in Miehe, Mauthe, and Teichtmeister
[139], such that the global irreversibility constraint of crack evolution can be enforced by ensur-
ing that the local driving force remains non-negative and that the phase field d is monotonically
increasing. Assuming that g(d) = gI(d) = gI I(d), Eq. (3.16) can be rewritten as,
−g′(d)F − d + l2 ∇· (ω · ∇ d) = 0, (3.17)








To halt crack reversibility, just one distinct history or ‘driving force’ function needs be introduced,
as evidenced in the following manner. Let the history function H ≥ 0 be the pseudo-temporal
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maximum of the normalized function F. Inserting our definition of H into Eq. (3.16):
−g′(d)H − d + l2 ∇· (ω · ∇ d) = 0. (3.18)
Eq. (3.18) is the field equation actually solved for the phase field in below numerical examples.
As explained in Miehe, Schänzel, and Ulmer [140], the thermodynamic consistency of introduced
history functions can be checked by considering a spatially homogeneous, isotropic problem where
the last term in Eq. (3.18) vanishes. A monotonically increasing phase field d simply implies
that the history function must be monotonically increasing, provided that the derivative of the
degradation function remains non-positive. Hence we adopt the same technique to examine the
driving force H for the mixed-mode fracture problem. First, we specify the quadratic degradation
function used in below examples as,
g(d) = (1 − d)2. (3.19)
Let H̃ = 2H by convention, and for homogeneity ∇ d = 0. After substitutions in Eq. (3.18), we








H ≥ 0. (3.20)
In other words, if more than one critical energy release rate is used in the F-criterion model, ÛH ≥ 0
remains that necessary condition to ensure monotonic crack growth and prevent the crack healing
after the crack growth, i.e. Ûd ≥ 0.
One simply remedy is to use the maximum value of F over the time history, rather than the








































Figure 3.2: Discontinuity models, with (a-b) after Wu and Cervera [142], showing: (a) strong
discontinuity model; (b) finite-thickness regularized discontinuity model, for crack width b; and,
(c) diffusive regularized discontinuity model with the phase field’s isolines as dashed.
For completeness, we remark that an enhanced correspondence to the original F-criterion can
be implemented following the treatment in Miehe, Schänzel, and Ulmer [140]. In particular, one
may restrict the crack growth to initiate above a threshold strain energy by using the following









where Fc is the critical nondimensionalized value of the threshold strain energy. In particular we
reference Eq. (19) in Shen and Stephansson [106]: fracture initiates when F/Fc ≥ 1 (integrated
over the length of an inserted boundary element). Shen and Stephansson [106] also suggest to set
the critical toughness ratio to be GI Ic/GIc ∼ 10 − 20 for rocks. However, recent work such as
Backers and Stephansson [141] has shown that this critical toughness ratio is not necessarily fixed
and may depend on the confining pressure.
3.2.4 Kinematically consistent driving force for phase field
At this point, we assume that the model is under 2D plane strain or plane stress conditions, such
that only the mode I and II fracture energies are considered. To introduce kinematically consistent
modal dissipation in 2D cases, we first define an in-plane normal vector describing the opening
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direction, n. Second we define an orthogonal in-plane tangential vector m; these are shown in Fig.
3.2(a), with n · n = m · m = 1. Together the two vectors n and m form an orthonormal basis
spanning R2.
The opening mode is described by the opening-normal n’s dyadic product, and the shearing
mode by the 2D reduced Schmid tensor of n and m, respectively,
mI = n ⊗ n, mI I =
1
2
(n ⊗ m + m ⊗ n), (3.23)




2 (σ0 : mI)(ε : mI) if ε : mI ≥ 0
0 otherwise.
(3.24)
We define the mode I strain as εI = ε : mI , which can be interpreted as the regularized (homoge-




(σ0 : mI I)(ε : mI I), (3.25)
where the effective stress σ0(ε ) depends on the strain, but is not necessarily co-axial with the elas-
tic strain tensor. In the above Eq. (3.24), we impose the restriction ε : mI ≥ 0 for the reasons:
(1) practically to stop fracture in compressive zones, and (2) conceptually to enforce kinemati-
cally consistent mode I dissipation in the opening-mode only, Fig. 3.2(b-c). The coordinate xS
prescribed by the crack normal n is outside the scope of this study.
Note that the above implies an orthogonal if incomplete partition of the strain energy. The idea
is simple: n approximates the opening-mode direction, such that m describes the in-plane direction
of the fracture surface. As such, WI is strain energy due to tensile stresses resolved in the opening-
mode direction. Similarly WI I is the energy resulting from shearing along the fracture surface. In
plane stress or plane strain, both WI and WI I are uniquely defined by m = e3 × n, where e3 is the
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out-of-plane vector. Being that the fracture-opening direction is approximated kinematically (as
n), the energies of the tensile versus shear stresses and strains are the product of the magnitudes of
orthogonal vectors.
By the principles we later describe (viz. use of an operator split), σ0 and ε are fixed prior to
converging d. The strain-energy partition is then determined as
n = arg max
n
{F(n)} |ε . (3.26)
For an isotropic material, in principle, n’s orientation can be determined analytically from ε ’s
eigenvalues and vectors alone. For an anisotropic material, where the directions of the principle
stresses and straines may not coincide, that generalization is untrue. Just such a material model is
introduced in below section.
3.2.5 Driving force for transversely isotropic materials
We adopt the form of energy functional in Teichtmeister et al. [72] to replicate the elastic
responses of a transversely isotropic material. Here we introduce only a marginal modification to
the strain energy functional. This modification is appropriate for certain rock-like materials, if they
exhibit enhanced compliance in the out-of (transversely isotropic) plane direction. For example,
the relative stiffnesses of shale rock anisotropy are discussed in Niandou et al. [10] and Semnani,
White, and Borja [24]. To do this, we define:
W0(ε ) = WI(ε ) +WI I(ε ) +W−(ε ), (3.27)




(1 : ε )2 + µε : ε +
φ
2
(φ : ε )2 +
χ
2
(χ : ε )2, (3.28)
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where the additional elastic constants are φ > 0 and χ > 0, and the microstructural, second-order
tensors are:
φ = l ⊗ l, χ = 1 − φ,
where l is the out-of-isotropic-plane direction requiring l · l = 1.
Similarly, the surface energy diffusion tensor is defined by the structural tensors as:
ω = 1 + αφ + βχ, (3.29)
where α  0 penalizes damage diffusion on planes normal to l; in contrast β  0 encourages
damage diffusion on planes normal to l. In order that ω be positive semi-definite, α ≥ −1 and
β ≥ −1.




= λ(1 : ε )1 + 2µε + φ(φ : ε )φ + χ(χ : ε )χ, (3.30)





(ε : 1) + µ(ε : mI) +
φ
2
(ε : φ)(φ : mI) +
χ
2
(ε : χ)(χ : mI)
]
〈ε : mI〉, (3.31)
and the shear energy is
WI I(ε ) =
[
µ(ε : mI I) +
φ
2
(ε : φ)(φ : mI I) +
χ
2
(ε : χ)(χ : mI I)
]
(ε : mI I), (3.32)
where we have used 1 = n ⊗ n + m ⊗ m + e3 ⊗ e3, thus 1 : mI = 1 and 1 : mI I = 0.
In Eq. (3.30), we expect nonzero φ only if χ = 0, and visa versa. Furthermore, if the stiffer
directions are also more brittle, then fractures may propagate preferentially in directions of lower
initial elastic compliance. If this happens, then either: φ > 0 and α > 0; or, χ > 0 and β > 0 must
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hold. The latter combination would be more appropriate for the characterization of macroscopic
effective properties of bedded or layered materials, such as shale rock, as indicated in Na et al.
[34].
In the same vein, the second derivative of W0 in ε does not elicit linearly independent fourth-
order tensors spanning the full space of transversely anisotropic stiffness tensors (cf. Walpole [18]).
To conduct the below-contained numerical experiments, whilst simultaneously approximating rock
anisotropy, the following heuristic is adopted: (λ+ χ)/λ ≈ E/E∗, for E/E∗ the ratio of the in-plane
over the out-of-plane Young’s moduli. For the shale rock type for instance, χ ≈ (E/E∗−1)λ where
E/E∗ is ∼ 2.
3.2.6 Direction search algorithm
To obtain the correct driving force, one must first determine the orientation of a plane in which
the corresponding mode I and II kinematic modes maximize the energy dissipation. In the context
of eigenfracture or element-erosion models (cf. Schmidt, Fraternali, and Ortiz [143], Pandolfi, Li,
and Ortiz [144], and Liu et al. [145]), this orientation is not directly determined, but the energy
loss for each possible eroded configuration is compared. The eroded element that leads to maxi-
mum energy dissipation is chosen to propagate the crack. In Khisamitov and Meschke [125] and
Radovitzky et al. [146], the choice for crack propagation direction remains finite, but the crack
is captured as an embedded strong discontinuity. In this work, we leverage one of the most im-
portant advantages of using implicit function to represent crack geometry: the ability to ensure
crack growth in arbitrary direction. The trade-off is that (1) the crack is not represented explicitly
as a displacement jump and (2) the mesh must be sufficiently fine such that the implicit function
has sufficient resolution to represent the interface. This trade-off could be a sensible choice for the
mixed-mode fracture simulations due to the inherent anisotropy of the materials and the anisotropy
induced by the multiple crack growth mechanisms. Nevertheless, due to the introduction of addi-
tional critical energy release rate, a search algorithm must be used to determine the orientation that
maximize energy dissipation. To conduct the direction search in 2D domain, we parameterize the
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(a) GI Ic/GIc = 1, varying ε . (b) Fixed ε , varying GI Ic/GIc
Figure 3.3: F/l for distinct in-plane ε -eigenvalues, and θ∗ is the angle between the direction n
and the eigenvector associated with the greatest principal strain, and θ1 is the angle between that
eigenvector and the coordinate direction e1.
normal vector n of F(n) such that the orientation can be described by a single parameter θ,
n(θ) = [cos θ, sin θ, 0], m(θ) = e3 × n = [− sin θ, cos θ, 0], (3.33)
where θ = arccos(n · e1) is the angle between the normal vector n, e1 = [1, 0, 0], and e2 = [0, 1, 0].
Together coordinate directions e1, e2, and e3 span R3. Furthermore, as only the dyadic products
of n and m are used to resolve WI and WI I , F(θ) = F(θ + π), and the search is conducted only on
θ ∈ [0, π).
Examples of the calculation via this θ-parameterizations of F are shown in Fig. 3.3. For a
given set of elastic material parameters and strain, the driving force is calculated as a function of
angle θ, following the same treatment in Shen and Stephansson [106] through Shen, Stephansson,
and Rinne [147]. As a result, F depends on the strain state per Fig. 3.3(a), as well as the ratio
GI Ic/GIc. The material parameters are λ = µ = 40.0 kN/mm2, and GIc = 1.0 × 10−3 kN/mm,
with generally the principal strains ε1 = 0.005 and ε2 = −0.01, and the corresponding eigenvectors





εAnA ⊗ nA. (3.34)
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where dim is the dimension of the domain. As to notation, superscripting ∗ indicates: θ∗ = θ − θ1
for θ1 the direction of the most positive principal strain, and F/l a value not normalized by the
phase field length parameter l. For a given plane strain state, which leads to one positive and one
negative principal stress in an isotropic material, we observe that the F is maximized at θ∗ = π/4
when GI Ic/GIc = 1, Fig. 3.3(b). However, when GI Ic/GIc = 7, F is maximized at θ∗ = 0.
This change indicates a a transition from primary shearing- to opening-mode fracture, as the ratio
GI Ic/GIc increases from 1 to 7.
In cases where the elastic response of the material exhibits transverse isotropy, the material
symmetry may affect the orientation of the plane that maximizes energy dissipation. Fig. 3.4
shows the results of the numerical experiments performed on transversely isotropic materials, as
described mechanically by Eq. (3.30). Given the same strain and the ratio GI Ic/GIc = 7, we first
raise χ from 0 to χ = λ in Fig. 3.4(a) and change the orientation of the plane of isotropy of the
elasticity tensor in Fig. 3.4(b). In the numerical example shown in Fig. 3.4(a), we observe that the
anisotropy of the elasticity may change the driving force as expected. In the numerical example
shown in Fig. 3.4(b), the angle between the normal vector of the plane of the isotropy and e1 varies
from π/6 to π/2. This latter result indicates not only that the anisotropy of the elasticity can alter
the dominated mode of fracture, but also break the symmetry of the driving force profile against
θ∗.
Subsequent to the parameterization, the driving force becomes a function of the angle θ for a
given strain state. As such, we may use a gradient based optimization procedure to find all the local
maxima such that dF/dθ = 0 and d2F/dθ2 < 0. The orientation corresponding to the largest local
maximum will be used to compute the driving force. For the unknown xk = θ at the procedure’s














(a) Isotropy vs. anisotropy for θ∗
l
= 0. (b) χ/λ = 1 varying θ∗
l
(l).
Figure 3.4: F/l for transverse isotropic materials with critical fracture energy ratio GI Ic/GIc =
7. As shown in (b), anisotropy perturbs the local maxima and minima from θ∗ = nπ/4 | n ∈
{0, 1, 2, 3}, because stress’s and strain’s spectral directions are not coaxial.
The local maxima can be determined by finding all the roots of the one-parameter equation dF/dθ =
0. We then select the maximum root of dF/dθ = 0 to determine the orientation. Since gradient-
based optimization is used dF/dθ and its derivative must be computed. This can be done by
obtaining the exact expression of dF/dθ and d2F/dθ2.
However, a simpler approach is to use numerical approximations, such as central difference
(CD) or complex stepping (CS), the latter having been introduced by Fornberg [148]. The approx-










= {F(θ + ih)}
h
. (3.36)
where h is a small value, ={·} is the imaginary part of ·, and i =
√
−1. CS has been of recent
interest to material modelers (cf. Tanaka et al. [149] and Brothers, Foster, and Millwater [150])
to approximate tensorial derivatives relating to the residual of field equations. As a minor caveat,
regarding the CS approximation, the condition in Eq. (3.24) is evaluated as<{ε : mI} ≥ 0, where
<{·} is the real part of ·.
Subsequent to the spectral decomposition of the strain, we determine from the opening- and
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material-directional cosines,
θ1 = arccos(n1 · e1), θ l = arccos(l · e1), (3.37)
where n1 is the direction of the most positive principal strain ε1. As noted, because F exhibits
more-than-one local maximum, gradient-based optimization is applied sequentially. Accordingly
the several applications employ θ1 + nπ/4 | n ∈ {0, 1, 2, 3} sequentially as the initial guess for θ. If
the material is anisotropic, then microstructural directions are additionally accounted for.
Discontinuities in dF/dθ may arise from resolving εI in Eq. (3.24), where from fracture dissi-
pation in mode I is restricted to crack opening. A discontinuity at θ0 is identifiable given εI = 0,
θ∗0 = θ0 − θ1 = arctan
√
|ε1/ε2 |, (3.38)
for ε1 and ε2 the most and least positive principal strains, Fig. 3.5. For the reason of discontinuity,
and the associated marginal accuracy improvements, we have designed the system to: (1) employ
the complex-step approximation; and, (2) separate the maximization problem into two analytic




(σ0 : mI)(ε : mI) +WI I, and case (ii): WI I . (3.39)
The first analytic function’s maxima are discarded if corresponding εI < 0. As a backstop near
εI = 0, θ approaching the derivative discontinuity are also considered. Separately, both positive
and negative perturbations of F(θ) by h around θ0 are evaluated. The symmetric root is then also
perturbed and checked as maximizers, see vertical line π − θ∗0 = π − (θ0 − θ1) in Fig. 3.5.
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(a) Distinct ε -eigenvalues. (b) Repeated ε -eigenvalue.
Figure 3.5: Central difference and complex step F-derivative approximations, contrasting distinct
and repeated in-plane strain eigenvalues, with (a) showing derivative jumps at θ∗0 and π − θ
∗
0 as
dashed vertical lines. The ratio between the two critical energy release rates is GI Ic/GIc = 1.
3.2.7 Galerkin discretization
With the local problem solved for θ, n, and F, finite elements are used to discretize the spatial
domain. Boundary conditions on body B with surface ∂B are specified, i.e.
u = û on ∂Bu, (3.40)
σ · n̂ = t̂ on ∂Bt, (3.41)
∇ d · n̂ = 0 on ∂B, (3.42)
where û is the boundary displacement, t̂ the resolved stress, and n̂ refer to the outward-pointing
unit normal. The trial function spaces are posited,
Su = {u | u ∈ H1, u = û on ∂Bu}, (3.43)
Sd = {d | d ∈ H1}, (3.44)
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complimented by the spaces of test functions η and φ,
Vu = {η | η ∈ H1, η = 0 on ∂Bu}, (3.45)
Vd = {φ | φ ∈ H1}. (3.46)
where H1 is the Sobolev space of degree 1. Weak forms of Eqs. (3.5) and (3.16) are achieved by
Green’s theorem and σ’s symmetry such that
∫
B
∇s η : σ dV =
∫
B
η · ρg dV +
∫
∂Bt
η · t̂ dA, (3.47)






(φd + l2 ∇ φ · ω · ∇ d) dV = 0. (3.48)
The spatial domain is discretized with standard low-order quadrilateral finite elements. The im-
plementation of the spatial discretization is done using the finite element library deal.ii [81],
whereas the implicit nonlinear PDE solver, including the assembly procedure of the residuals and
the corresponding tangents, and the Newton-Raphson scheme are modified from the software code
base geocentric [79, 82, 83, 126, 130, 151].
The mixed-mode fracture model is implemented in a non-iterative operator-split algorithm in
which the incremental displacement and phase field are updated sequentially. As pointed out in
previous work, such as Miehe, Welschinger, and Hofacker [152] and Wheeler, Wick, and Wollner
[76], the non-iterative operator-split solver is faster than the monolithic counterpart. Nevertheless,
the incremental step must be sufficiently small to ensure that the global residuals remain below the
numerical tolerance. Since the details of the operator-split solver has been described in great detail
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(b) Relevant mixed-mode crack types.
Figure 3.6: Geometry of the numerical specimen for mixed-mode fracture simulations, with (b)
schematizing experimental results for the same geometry, abridged from the extended typology of
Bobet [101] in which the authors indicated that the zig-zag crack pattern attributed to shear-induced
fracture, viz. rough crack surface coated with crushed gypsum.
3.3 Numerical examples
The following boundary-value problems are used to showcase the capacity of the proposed
model to replicate mixed-mode crack growth. Fracture mode mixity may lead to (1) wing cracks
and (2) secondary shear-dominant and mixed shear-dominant cracks. These are experimental
results of Bobet and Einstein [25], modeled numerically with boundary elements by Shen and
Stephansson [106] and a phase-field crack approximation by Zhang et al. [107], also assuming
distinct modal fracture energies. The problems describe two initial flaws situated relatively closely
together, with experimental results suggesting complex mixed-mode inter-flaw coalescent fracture.
Unless otherwise specified, we set φ = χ = 0 and α = β = 0 reducing to isotropy, assume plane
strain, and dimensions on diagrams are in mm.
The external boundaries are fixed in dimension, and the rectangular internal, initial flaws are
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fixed in length at 12.7 mm and width at 0.1 mm. The flaws’ angle relative to the horizontal axis
is γ = π/4, their closure is c = 12.7 mm, and they are parameterized by their separation w, Fig.
3.6(a). Parameter γ = π/4 was taken for two reasons. First, the numerical specimen with π/4
flaw angle has been used in the literature as benchmark for the energy argument-based Displace-
ment Discontinuity Method (DDM) model of Shen and Stephansson [106] and Shen [131], the
mixed-mode phase field fracture model in Zhang et al. [107], and the stress-criterion-based crack
propagation model of Bobet and Einstein [25] and Bobet [101]. Hence, this setup is convenient
for comparison purposes. Second, numerical specimens with this flaw orientation may lead to the
development of mixed-mode cracks, as demonstrated in the aforementioned literature. Hence us-
ing this same setup helps us showcase the effect of the elastic anisotropy on crack propagations,
when anisotropic materials with different transversely isotropic planes are used in simulations. An
abbreviation of experimentally recovered crack-coalescence pattern typology is presented in Fig.
3.6(b), as provided by Bobet and Einstein [25] and Bobet and Einstein [100] and expanded in Bo-
bet [101]. As indicated by Bobet and Einstein [100], this abridged typology is suitable for molded
gypsum specimens compressed uniaxially or at low confining stresses.
The material parameters correspond to molded gypsum: λ = 3.08 kN/mm2 and µ = 2.42
kN/mm2 exactly from Reyes and Einstein [28] and Shen and Stephansson [106], and GIc = 50.0 ×
10−6 kN/mm reflecting Shen and Stephansson [106]. The length scale parameters are l = 0.5942
mm, with a near-fracture fine mesh employed, in order to capture the sharp phase field gradient.
Our heuristic observations from the numerical experiments indicate that insufficiently small l and
near-flaw mesh element lengths can sometimes suppress secondary cracks.
For this reason, we use an element characteristic length of 0.06 mm in the flaw-tip region, 0.25
mm in the flaw region, coarsening to 0.5 mm near the domain external boundaries, with refinement
maintained within about c/2 of the flaws. The left and right external boundaries are both traction
free. On the bottom boundary ∆u2 = 0 mm for all time steps, with the x2-direction traction free, i.e.
fixed normal displacement with zero shear. On the top boundary we prescribe ∆u1 = −5.0 × 10−4
mm, and the x2-direction is traction free. The initial flaws are considered traction free.
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(a) GI Ic/GIc = 1, at u2 = 190, 195, 199 × −10−4 mm. (b) GI Ic/GIc = 7, at u2 = 265, 512, 514 × −10−4 mm.
Figure 3.7: Isotropic mixed-mode case: phase field d for separation w = 0 mm, without significant
topological change in closure crack geometry between critical fracture energy ratios GI Ic/GIc = 3
and 7.
3.3.1 Isotropic coalescent cases
The parametric study of GI Ic and the various closure geometry of the initial flaws are shown in
Fig.s 3.7 and 3.8. If GI Ic/GIc is less than a necessary threshold value, no wing cracks are apparent,
and the specimens exhibit similar fracture patterns to those materials with GI Ic/GIc = 1. If the ratio
exceeds this threshold, wing cracks initiate and propagate; subsequently secondary cracks initiate
in mixed-strain zones. Finally, as opposed to the relatively stable growth of the tensile-dominant
wing cracks (where present), the shear-dominant fractures coalesce brutally: over the course of ∼ 5
boundary displacement-driven load increments, as shown in Fig. 3.9, applying an operator-split
algorithm to advance the fracture. Here we follow the terminology in Sargado et al. [153] which
refers to a brutal crack propagation as the crack growth that occurs while dissipation increases
rapidly and leads to a sudden dip in total free energy. Strictly speaking, brutal cracking may lead
to substantial inertial effect which cannot be completely accounted for in a quasi-static framework,
Negri and Ortner [154]. Accommodating the dynamic phenomenon is out the scope of this study
but will be considered in the future. However when separation w > 0, the flaw-misalignment of the
secondary cracks occasions turning during the coalescence. Of significance overall, the Macaulay
bracket in Eq. (3.31) usefully doubles to eliminate mode I fracture in uniaxial compaction: a
85
(a) GI Ic/GIc = 1, at u2 = 200, 205, 416×−10−4 mm. (b) GI Ic/GIc = 3, at u2 = 255, 336, 369×−10−4 mm.
(c) GI Ic/GIc = 5, at u2 = 260, 474, 476×−10−4 mm. (d) GI Ic/GIc = 7, at u2 = 265, 530, 532.5 × −10−4
mm.
Figure 3.8: Isotropic mixed-mode case: phase field d for separation w = 6.35 mm, evidencing
significant topological change in closure crack geometry between critical fracture energy ratios






















































(b) w = 6.35 mm
Figure 3.9: Isotropic mixed-mode case: force-displacement curves.
welcome by-product of kinematic consistency.
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(a) GI Ic/GIc = 7, greatest in-plane principal strain.
(b) GI Ic/GIc = 7, in-plane shear strain.
Figure 3.10: Isotropic mixed-mode case: strains for separation w = 6.35 mm, at u2 =
265, 530, 532.5×−10−4 mm, where in-plane shear strain is the in-plane principal strain difference
divided by 2.
The wing cracks’ initiation and propagation direction are least sensitive to ratio GI Ic/GIc, above
ratio GI Ic/GIc = 1. For instance, the wing cracks initiate at this same flaw corner as GI Ic/GIc
increases. They propagate towards the opening mode-dissipative direction, that is parallel with
the zero-traction lateral boundaries. Hence wing crack propagation maximizes fracture dissipation
for GIc > GI Ic; peak stress at their initiation, however, is only loosely controlled by the baseline
value of GIc. After sufficient loading, the stress redistribution due to the wings enhances shear
at the original flaw tips. This causes GI Ic-sensitive crack bifurcation and hence secondary cracks.
Definitively greater mode II fracture energy GI Ic delays secondary crack appearance: compare Fig.
3.8 cases GI Ic/GIc = 3 and 7, and see F with increasing GI Ic in Fig. 3.3.
With a single exception, the fractures’ topology is explicable by the principal strains in the
near-flaw and near-crack-tip regions, Fig.s 3.10 and 3.11. That exception is coalescence for sep-
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(a) GI Ic/GIc = 7, greatest in-plane principal strain.
(b) GI Ic/GIc = 7, shear in-plane strain.
Figure 3.11: Isotropic mixed-mode case: strains for w = 6.35 mm, at u2 = 265, 530, 532.5×−10−4
mm, with zoom-in region per Fig. 3.6.
aration w > 0 at higher ratios GI Ic/GIc, see GI Ic/GIc = 7 in Fig.s 3.8 and 3.10. That coalescent
fracture transitions from secondary shear to mixed-mode x1-direction opening. Moreover during
coalescence, significant material degradation occurs forward of the secondary crack tips, with only
postcedent mixed-mode brutal crack growth. The wing cracks laterally both bound the forward
region and share its opening direction, indicating mode I energy release. By way of addendum,
Shen [131] similarly requires recourse to element insertion away from the secondary crack tips, in
order to capture coalescence for separation w > 0 and comparable mixity ratio.
For non-zero flaw separation w, therefore, the coalescent fracture geometry is the most sensitive
to the parametrization (an observation that shall be echoed in the anisotropic results, as shown
in the next section). In contrast for separation w > 0 and ratio GI Ic/GIc = 3, the coalescent
fracture develops only in the shear plane, directly between wing crack tips. Alternately for ratio
GI Ic/GIc = 5 at u2 = 476×−10−4, an intermediate result develops: damage in the central coalescent
region simultaneous to connecting the wings. The wing cracks are relatively stunted at coalescence,
meaning this result is likely attributable to inferior inter-wing stress-shadowing during coalescent
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fracture. We observe corollary less crack-forward mode I dissipation.
In sum, coalescent fracture contrasts sharply with the baseline no-mixity case. After wing crack
propagation, due to the shearing in-plane ε -eigenvalues, WI I resolves as non-zero at the flaw tips.
Thus, secondary crack patterns appear with increasing GI Ic. Simply put, capturing the consistent
kinematics does not only mitigate compactive fracture (see Appendix B.2), but here also promote
secondary bifurcations.
Type I fracture coalescence pattern
Overall, the mixed-mode phase field fracture model is capable of capturing coalescence pat-
terns and coalescent propagation sequencing not replicated in some benchmark fracture models,
including other energy-based models. Both of the experimentally observed crack coalescence pat-
terns that we investigate are qualitatively recovered: type I for w = 0, by comparison of Fig. 3.6(b)
to Fig. 3.7(b); and, type II for w > 0 in Fig. 3.8(d). When compared to the experimentally ty-
pology, the characteristic features of the type I pattern recovered are: stunted interior wing cracks
combined with coalescence in the shear plane between initial flaw tips. However, our simulations
also exhibit relatively stunted shear-induced crack propagation at the external flaw tips preceding
coalescence, when compared to the counterparts generated from the boundary element method
equipped with stress-based crack propagation criterion in Bobet and Einstein [25], as well as to the
crack pattern shown in experiments (see Fig. 9 of Bobet and Einstein [100]). A strain-based prop-
agation model using an identical discretization and a similar boundary value problem, for which
w = 0 but at a different angle γ, similarly shows reduced shear-induced damage at the external
flaw tips [119]. Meanwhile, simulations using the energy-based displacement discontinuity model
(cf. Baotang Shen et al. [27], Shen and Stephansson [106], and Shen [131]) either eliminated or
reduced external flaw-tip fracture growth for specimens with a variety of pre-existing flaw config-
urations. In the same vein, the Zhang et al. [107] phase-field model is similarly energy-based and
evidences damage at the external flaw tips, but no shear-induced crack propagation from those tips
until after coalescence, which is consistent with our numerical simulations.
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Type II fracture coalescence pattern
In the literature, significant attention has been paid to the recovery of the type II coalescence
patterns in numerical simulations. For instance, Reyes and Einstein [28] employs a smeared crack
approach after Lemaitre [155] where a damage threshold is set for maximum principal tensile strain
such that the damage accumulated with a evolution law once that threshold value is reached. They
recover wing cracks but no secondary-shear cracks are found in their numerical simulations. Shen
and co-workers capture the type II pattern with a specimen with flaw angle γ = π/4. However,
their model requires additional evaluations of the modal stress intensity factors in the bridge area
between the two initial flaws. They then insert elements disconnected from any existing macro-
scopically distinct stress singularity (see Fig. 3 in Baotang Shen et al. [27]). In other words, in
these previous simulations, the coalescent crack propagates into the secondary shear cracks, and
not visa versa, as the crack nucleates in the opening mode I. On the other hand, in order to obtain
the characteristic anti-symmetric type II closure geometry of Fig. 3.6(b), the strain- and stress-
criterion propagation mechanism-based simulations reverse that sequence. The secondary shear
cracks coalesce towards each other, after abruptly re-orienting into the opening mode, rather than
outward from the centroid of the domain, compare with Fig. 14 in Bobet and Einstein [25]. Both
phase-field models also appear to propagate towards the opening mode, although some inter-flaw
softening in the bridge area is acknowledged, also see Fig. 3.11(a). Thus, a qualitative compari-
son — the type of which has previously been performed for strain- versus stress-based propaga-
tion models in Gonçalves Da Silva and Einstein [119] — reveals differences in the sequencing of
the evolved coalescent cracks, depending on the simulation model employed. As a caveat, from
the existing literature and even when provided high-quality images, it is difficult to disambiguate
precedence: cf. the partial photographic time series of coalescence in gypsum, introduced in Fig.
3.1(a-c) [21].
90
3.3.2 Anisotropic coalescent case
Anisotropic parameters have essentially been chosen to exhibit smooth, controllable deviation
from the isotropic mixed-mode coalescent case, above. The anisotropic coalescent cases are that
case with the following modifications: χ = λ, fracture energy diffusion parameter β = 1, and fixed
GI Ic/GIc = 7 at the mode I-coalescent threshold. The parameterization is the microstructural angle
θ l , which increases from 0 to π/2.
Mode-mixity significantly impacts fracture growth, particularly in the near-flaw region for
these cases. Fracture initiates in the same locations as previous, as shown in Fig. 3.12. Once
again, the wing cracks develop first. Anisotropy significantly alters the wing cracks’ propagation,
however. For case θ l = 0 with highest in-plane stiffness in the x2-direction, the inter-flaw wings ex-
hibit near-direct reorientation towards x2-direction growth. However the coalescent pattern almost
repeats the isotropic case, if at an enhanced peak stress, as shown in Fig. 3.13.
For the case θ l = π/4 in contrast, the fractures coalesce in the shear plane, between the wing
cracks’ tips. Similarly for case θ l = π/2, we also observe severely stunted inter-closure wing
cracks. Hence a rotated structural direction masks the complex inter-wing coalescent behavior,
otherwise observable under isotropy at the same GI Ic/GIc. Instead, smaller wing cracks lead to
shear-plane coalesce between the wings’ tips.
3.4 Conclusion
We present a phase field fracture framework to replicate secondary cracks by introducing dis-
tinctive critical energy release rates for different kinematic modes in the brittle regime. To the best
of the authors’ knowledge, this is the first phase field fracture model that captures these cracks
using a consistent kinematic argument. This is significant not only for theoretical consistency, but
also for inferring numerical values of the critical energy release rates measured from specimens
subjected to mode I and mode II loading. We also provide a theoretical basis for the governing
equation of phase field via a microforce balance. This formulation allows us to obtain the driving
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(a) θ = 0, at u2 = 230, 420, 423, 425 × −10−4 mm.
(b) θ = π/4, at u2 = 289, 444, 445, 447 × −10−4 mm.
(c) θ = π/2, at u2 = 290, 545, 546, 548 × −10−4 mm.
Figure 3.12: Anisotropic mixed-mode case:phase field d for separation w = 6.35 mm, critical























Figure 3.13: Anisotropic mixed-mode case: force-displacement curves.
force from a local dissipation maximization problem where the crack propagation direction is de-
termined. Hence, the kinematics mode for the crack is consistent. This mathematical framework
is applied to both isotropic and transverse-isotropic materials. Numerical examples demonstrate
that (1) a transition from shear-coalescent to mixed-coalescent cracks may occur by varying the
ratio of the critical energy release rate for different modes and (2) the formation of wing cracks
and secondary cracks with the consistent kinematic modes can be captured for both isotropic and
transversely isotropic materials.
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Chapter 4: Phase field modeling of frictional slip with slip
weakening/strengthening under non-isothermal conditions
4.1 Introduction
Many natural and man-made materials, structures, and geological formations may contain var-
ious types of strong discontinuities under compression. The existence and often the evolution of
these strong discontinuities (e.g. cracks, veins, joints, faults, and ocean crusts) are important for a
number of geotechnical and petroleum engineering applications, such as: near-wellbore hydraulic
fractures induced during hydrocarbon-production well completions; pad-scale stress shadow ef-
fects induced by hydraulically fractured multi-well completions; and, field-scale slip along pre-
existing faults and/or natural fracture networks induced by pressurization during fluid injection
[156–159].
As strong discontinuities grow, coalescence, and branch at the crack tip, the energy dissipation
may also occur along the interface behind the tip due to the rate-dependent frictional contact across
the interface [33, 47, 160–162]. Unlike other engineering applications in which the principal
stress are all tensile, crack growth under compression (which often encountered in geo-engineering
applications) is affected by these frictional responses. Therefore a mathematical framework that
predicts competition between energy dissipation due to frictional slip and crack growth is helpful
to understand the failure mechanisms [98, 163].
Another major technical barrier we attempted to address is the interplay between evolving
geometric, scale-dependent, and path-dependent mechanics. While thought experiments and ide-
alized models often assume that these discontinuities are flat surface, recent works such as Aochi,
Fukuyama, and Matsu’ura [164] and Fliss et al. [165] suggest that the evolving geometry, such





Figure 4.1: (a) Embedded strong discontinuity representation of fault zone with constitutive laws;
(b) implicit representation of fault zone with damage zone represented by phase field and (c) fault
zone with branched faults and cracks. (a) and (c) are reproduced from Aydin, Borja, and Eichhubl
[7].
versa) across multiple length scales.
4.1.1 Previous work on modeling interfacial slips and crack propagations
The geometries of faults, cracks, joints and ridges are often modeled as embedded strong dis-
continuities in a continuum body (see Fig. 4.1(a)). Examples of the numerical methods that capture
embedded strong discontinuities include the assumed strain method [166, 167], the extended finite
element method [168–171], or adaptive methods that insert cohesive zone elements [172, 173].
While these approaches have achieved great success in many problems, the evolving geometry of
the interface (i.e., due to fracture propagation) often causes numerical complications. Addressing
these complications requires custom treatments on the data structure (cf. Mota, Knap, and Ortiz
[174]), integration rules [175], and/or generating of enriching functions for various geometrical
features (e.g. crack tips [176], branched cracks [177], and curved cracks [178]).
An alternative to the embedded discontinuity approach is to represent the crack surface con-
sistent with the phase field formulation (see Fig. 4.1(b), [19, 120]). The phase field d ∈ [0, 1]
tends to 1 near the crack, and the value of d is used as an indicator function to partition constitu-
tive laws based on proximity to the discontinuity. An upshot of the phase field formulation is that
this approach facilitates capturing fracture geometric complexity and evolution. There is no need
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to introduce special integration rules or element enrichment functions. However, the formulation
requires relating the mesh size with the phase field’s length scale (i.e., to capture the phase field’
gradient[72]). Recent works have proposed a cohesive phase field formulation that yields global
responses insensitive to the length scale parameter [179–182]. Nevertheless as yet, there has been
no attempt to extend this treatment to address the frictional slip of cracks propagating in mode II.
Phase field modeling of frictional slips have been introduced in recent works such as Am-
brosio, Lemenant, and Royer-Carfagni [183], Alessi et al. [184] and Fei and Choo [185]. While
Ambrosio, Lemenant, and Royer-Carfagni [183] established the Γ-convergence of a plastic slip
phase field model, Fei and Choo [185] introduced a rate-independent slip plasticity model to cap-
ture the frictional responses of interfaces. Their numerical results again suggest that the frictional
slip model may converge to the embedded strong discontinuity model as the phase field length
parameter decreases.
4.1.2 Proposed model and organization of the content
In this paper, we introduce a rate- and scale-dependent constitutive law suitable for frictional in-
terfaces represented by a phase field. The major departure of this work from other phase field mod-
eling for plastic slip such as Ambrosio, Lemenant, and Royer-Carfagni [186] (which proves the Γ-
convergence of the phase field model for plastic slip model with tangential displacement jump) and
Fei and Choo [185] (which ensure non-penetrating deformation for the regularized interface) is our
introduction of regularized historical/aging variables and regularized slip-weakening/strengthening
mechanisms. This combination enables us to capture both the rate- and size-dependent effects that
are important for many frictional slip problems dominated by those effects (for background on the
path- and rate-dependence, cf. Ruina [187], Dieterich [188], and Chester [189]). In addition, we
have also verified our model with the extended finite element results from the literature to check
whether the proposed model may converge to the solution obtained from sharp interface as the
phase field length scale decreases.
The rest of the paper is organized as follows. In Sec. 4.2, we introduce the rate-dependent
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stick/slip constitutive model designed for the regularized interface represented by the implicit func-
tion. In Sec. 4.3, we describe the numerical algorithm required to generate incremental constitu-
tive updates. In Sec. 4.4, we provide the numerical examples that verify the implementation and
demonstrate the potential applications of the models across different length scales. A conclusion
is included to summarize our major findings.
As for notations and symbols, bold-faced letters denote tensors (including vectors which are
rank-one tensors); the symbol ’·’ denotes a single contraction of adjacent indices of two tensors
(e.g. a · b = aibi or c · d = ci j d j k ); the symbol ‘:’ denotes a double contraction of adjacent indices
of tensor of rank two or higher ( e.g. C : ε e = Ci j klε ekl ); the symbol ‘⊗’ denotes a juxtaposition of
two vectors (e.g. a ⊗ b = aib j) or two symmetric second order tensors (e.g. (α ⊗ β)i j kl = αi j βkl).
Moreover, (α ⊕ β)i j kl = α jlβik and (α 	 β)i j kl = αilβ j k . We also define identity tensors (1)i j = δi j
and (I )i j kl = 12 (δikδ jl + δilδk j), where δi j is the Kronecker delta.
4.2 Thermo-mechanical constitutive model for regularized interfaces
The purposes of this section are threefold: to propose our non-isothermal stick/slip constitutive
relation for a frictional interface; to derive the thermo-mechanically coupled governing equations
for frictional interface represented by an implicit function; and, to describe the particular form of
the hyperelasticity associated with the interfaces’ elastic response. Overall we model both the bulk
plasticity within the body and also the interfacial frictional inelasticity under the aegis of classical
plasticity theory, following Foster, Borja, and Regueiro [5], Liu and Borja [6], and Borja and Foster
[190], extended for non-isothermal conditions and with diffusively represented fracture surfaces.
In Sec. 4.2.1, we introduce the basic ingredients required to constitute the frictional material
model and the governing equations for the displacement u, micromorphic fields λ̃pb and λ̃
p
i , phase
field d, as well as temperature θt field variables. In Sec. 4.2.2, the slip-rate- and θt-dependent
model for stick/slip interfacial inelasticity under non-isothermal conditions is proposed. In Sec.
4.2.3, we state the balances of linear momentum, microforces, and energy; in Sec. 4.2.4, we
exploit each balance law to derive a governing equations for every field variable, placing particular
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emphasis on the evolution equation for temperature θt. In Sec. 4.2.5, we define the specific form
of the interfacial hyperelasticity. In Sec. 4.2.6, we detail the digital image processing procedure
used to reconstruct the microstructural tensor n ⊗ n which characterizes the hyperelastoplasticity’s
anisotropy.
4.2.1 Assumptions for the constitutive model and governing equations
We summarize the assumptions needed to constitute the material laws and governing equations
for a regularized frictional interface represented consistently with the phase field crack formulation.
First we assume the infinitesimal strain ε = (∇ u + ∇ uT)/2 where u is the displacement. Then
we postulate two distinct, additive elastic/plastic strain partitions, one for the partitioned volume
fraction of bulk matrix and another for the volume fraction of the diffusive interface. Based on
those assumptions, we introduce the the micromorphically regularized internal variables and the
phase field that indicates the location of the interface.
Kinematics. Consider a body B in which the crack surface is modeled as a strong discontinuity
identical to surface S, as in Fig. 4.1(a). In this instance, the displacement jump is [[u]] = u(x ∈
B+∪S)−u(x ∈ B−∪S). The fracture surface-normal relative displacement component gn = n·[[u]],
where n is the surface normal. The tangential relative displacement is gt = (m1 · [[u]])m1 + (m2 ·
[[u]])m2, where m1 and m2 are orthogonal tangents to the surface normal.
Instead in this work, we replace the discontinuities with a diffusive crack surface representation
consistent with the phase field formulation [19], as illustrated in Fig. 4.1(b). The weak disconti-
nuity’s center S can be reconstructed from the phase field d’s medial line, cf. the black line in Fig.
4.1(b) and Sec. 4.2.6 [185, 191]. However, due to the lack of a displacement jump [[u ]], no distinct
volume containing the discontinuity band is delimited by proximity to S. As an alternative, we em-
ploy a partition of unity to average the constitutive response in the transition zone, as implicit in
the formulations of Fei and Choo [185] and Hu, Guilleminot, and Dolbow [192]. To distinguish
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between the undamaged and damaged constitutive responses, we adopt the decompositions






for (·) = b, i, where subscripting ‘b’ indicates a bulk property and ‘i’ indicates a interfacial prop-
erty.
Micromorphic fields. We introduce a spatial regularization of the bulk plastic and interfacial slip
inelasticity following the micromorphic approach [20, 36]. The following energy functional is
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have the dimensions of
stress; Kp
(·)
are often selected to scale with the appropriate elastic moduli, cf. Forest [20]. lp
(·)
are
the micromorphic length scales. In this work, we assume ωp
(·)
= 1.
The slip velocity of the regularized interface is postulated to be
Ûζ s = lpi Ûλ
p
i . (4.3)
In particular, the micromorphic regularization introduces a distinct length scale, which is related
but not necessarily equal to the crack length scale. Similar treatments have been used in, for
instance, Miehe, Teichtmeister, and Aldakheel [37] and Miehe, Aldakheel, and Raina [193] where
the length scale for the plasticity model is used to control the size of the plastic zone near the crack
tip.
Remark 5. Readers should be cautioned that our use of the term “micromorphic regularization”
follows from the spatial regularization literature (cf. Forest [20], Aldakheel [69], and Miehe [194,
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195]), which refers to a technique to regularize the higher order term of internal variables. While
the spatial regularization models are related to micromorphic field theory (cf. Eringen [196]),
they do not explicitly consider higher-order kinematics and corresponding energy-conjugate stress
measures.
Phase field. We assume the fracture is to be described by a set of internal discontinuities Γ within
a body Ω, s.t. the area of fracture surface is approximated by the volume integral Ad following










∇ d · ∇ d, ÛAd ≥ 0 =⇒ ÛΓd ≥ 0, (4.4)
where the order parameter d ∈ [0, 1] and Ûd ≥ 0, using the Ambrosio-Tortorelli density functional
Γd(d,∇ d) from Ambrosio and Tortorelli [122]. In this work, a microforce balance is used to
derive the phase field crack governing equation after Wilson, Borden, and Landis [132]. We adopt
a variant of that approach [79]. As such, to derive the governing equation for the crack phase field,
we postulate that the approximated area of fracture surface is non-decreasing, s.t. ÛΓd ≥ 0.
Remark 6. Due to the isotropic micromorphic regularization, the fracture length scale l bounds the
interfacial slip length scale lpi . I.e., to resolve λ̃
p
i across an interface wherein ω
p
i = 1, we require
lpi ≤ l.
Thermal energy. We assume that the purely thermal contribution to the stored energy takes the
form (e.g. cf. Simo and Miehe [197])
W tθ = cv[(θ
t − θt∗) − θt ln(θt/θt*)], (4.5)























Figure 4.2: Slip-yield function f pi and decline function gζ .
4.2.2 Frictional plasticity model with a stick/slip mode
The following stress invariants are used in the frictional slip-yield function and nonassociative
flow rule. Resolve from unit normal vector n into the interfacial stress σi (defined in Sec. 4.2.5),
t i = n · σi, tn = n · t i, tt =
√
t i · t i − t2n ≥ 0, (4.6)
where t i is the interfacial traction vector, and tn ≤ 0 the normal component of the normal traction
t i n = tnn, and tt is the L2 norm of t i t = t i − t i n. As a result,
∂tn
∂σi








tt i(n ⊗ mi + mi ⊗ n), (4.7)
where m1 and m2 are two orthogonal unit vectors that span the plane space orthogonal to n.
Tangential traction components tt 1 = n · σi · m1 and tt 2 = n · σi · m2 correspond to m1 and m2,
respectively. Equivalently, ∂tt/∂σi = G : σi/2tt where G is a fourth-order tensor from Eq. (C.1)
in Appx. C.1.
For a contact with a compressive normal traction, i.e. −tn > 0 per Fig. 4.2(a), the yield function
for the interface reads,
f pi =βtn +
√











with cohesion α ≤ αφ for αφ the intact cohesion, friction coefficient β is rate dependent (we
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reserve the symbol µ for the elastic shear modulus), and the model will be further elaborated in
Sect. 4.2.2. Meanwhile, γ = aαφ where shape factor a controls the shape of the yield function
[198, 199] (see Fig. 4.2). Finally, the last term in Eq. (4.8) is the regularized term which originates
from the relaxation energy functional that limits the difference between the local plastic slip and the
smoothed plastic slip obtained from solving a Helmholtz equation according to the micromorphic

















In this section, we describe the cohesion α and friction coefficient β as functions of ζ s and
Ûζ s. Following Foster, Borja, and Regueiro [5], we describe the cohesion and friction coefficient
based upon a decline function gζ (ζ s), a monotonically decreasing function of the accumulated slip
distance ζ s. To compute the decline, originally they proposed the linear curve
gζ =

1 − ζ s/ζ s∗ 0 ≤ ζ s ≤ ζ s∗
0 otherwise,
or gζ = exp(−ζ s/ζ s∗), (4.10)
where ζ s∗ is a characteristic length over which the slip-yielding becomes entirely non-intact, as
measured by the accumulated slip distance ζ s. However because of its differentiability, we use
the latter saturation-type relation. Either way, a slip-rate independent constitutive relation is is
recovered as ζ s∗ →∞, Fig. 4.2(b). The decline function describes the partition of unity,
α = gζαφ + (1 − gζ )αµ, β = gζ βφ + (1 − gζ )βµ, (4.11)
where αφ  αµ is the intact cohesion, and we take αµ = 0.
Slip-rate-dependence of the friction coefficient βµ was previously described in Ruina [187]
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Figure 4.3: Isothermal Dieterich-Ruina friction coefficient models, showing jumps in Ûζ s: (a) the
original relation of Ruina [187] in Eq. (4.12); and, (b) the completed slowness relation e.g. cf.
Borja and Foster [190] in Eq. (4.13). Note that, to match the early-time behavior of (a), we
initialize θs = θs∗ in (b).
and Dieterich [188], originating the Arrhenius-type Dieterich-Ruina relation, and extended to non-










































where the dimensionless internal variable is Ψs, µ∗, Aµ, and Bµ are nondimensional coefficients,
Ûζ s∗ a characteristic sliding velocity, and Dc is a characteristic length, per Ruina [187] and Dieterich
[188]. QA and QB are activation energies for the rate limiting processes of the direct and evolution
effects, respectively, for R the gas constant and θt∗ the reference temperature, following Chester
[189] and Chester and Higgs [201].
In contrast, a regularized slip-rate-dependence of the friction coefficient βµ was described in
the slip speed (their slip Kuhn-Tucker condition’s multiplier’s rate) by Ben-Zion and Rice [202].
This Dieterich-Ruina slowness relation was then developed theoretically by Rice and co-workers
[203–206] and computationally by Borja and co-workers [5, 190] albeit (a) within the framework
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of stick/slip conditions on the slip velocity vector and (b) concomitant with numerical element
enrichment to capture an embedded strong discontinuity. We follow Borja and Foster [190] in
using our continuum’s slip-yielding multiplier to describe βµ, and propose for the θt-dependence






µ∗ + Bµ log(θs/θs∗)
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where the aging-related internal variable is θs, normalized by time-dimensioned parameter θs∗. As
notated in the above equations, Borja and Foster [190]’s Eqs. (25-26) are recovered under isother-
mal conditions at the reference temperature θt∗. The dynamic coefficient of friction we utilize
depends on Aµ(θt) as described from first principles [189, 206]. Physical arguments frequently re-
quire Bµ/Aµ > 1, see exposition near Eq. (7.11) in Borja [61]. To apply Bµ/Aµ > 1 in the manner
of Chester and Higgs [201], we ignore the temperature dependence of Aµ(θt) in this work. Conse-
quently under isothermal conditions, the instantaneous friction coefficient exceeds the steady state
βµ for arbitrary increases in Ûζ s. Under non-isothermal conditions, we retain that βµ = 0 when
Ûζ s = 0.
Isothermal curves for the slip law (Eq. (4.12)) vs. the slowness law (Eq. (4.13)) are plotted
in Fig. 4.3. The regularized, Dieterich-Ruina slowness law qualitatively matches the original
for non-zero slip speeds, cp. Fig. 4.3(a) to Fig. 4.3(b). Most importantly the slowness relation
remains bounded if the slip speed is zero, cp. Fig. 4.4(a) to Fig. 4.4(b). We consider this feature an
essential prerequisite for the model’s current application, and hence adopt the regularized slowness
law (Eq. (4.13)), extending it to non-isothermal conditions. Our proposed extension matches the
non-isothermal Dieterich-Ruina slip law’s response for temperature jumps, cp. Fig. 4.5(a) to Fig.
4.5(b). The θt-dependence of the intact friction coefficient is described by the steady-state behavior
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Figure 4.4: Isothermal Dieterich-Ruina friction coefficient models, showing jumps in Ûζ s to and
from 0: (a) the original relation of Ruina [187] in Eq. (4.12); and, (b) the completed slowness
relation e.g. cf. Borja and Foster [190] in Eq. (4.13).
of Eq. (4.13), as











for φs the friction angle. Thus, the steady-state coefficient of friction depends inversely on the
absolute temperature [201, 207], also cf. Fig. 5 in Scholz [208].
Frictional plasticity interface-tangential inelastic strain rate relation
We specify the relative interface-tangential inelastic strain rate Ûεpi with a non-associative flow



















t2t + γ2, (4.15)
where Ûλpi is the interface-tangential inelastic strain rate. Compare the above expression to Eq.
(7.7) in Borja [61], relating the slip speed Ûζ s to the slip-velocity vector Ûζ s∂ f pi /∂ t t. To define
the interface-tangential inelastic strain rate, our formulation the chain rule once additionally via
(∂ f pi /∂ t t) · (∂ t t/∂σi).
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(a) Non-isothermal slip law.












































(b) Non-isothermal slowness law (proposed).
Figure 4.5: Temperature-dependent Dieterich-Ruina friction coefficient models, showing jumps in
θt: (a) the original relation of Ruina [187] in Eq. (4.12), modified for 1/θt-dependency by Chester
[189] and Chester and Higgs [201]; and, (b) the complete slowness relation e.g. cf. Borja and
Foster [190] in Eq. (4.13), modified for non-isothermal conditions.
The multiplier and the slip-yield function follow the KKT stick/slip condition
Ûλ
p
i ≥ 0, f
p




i = 0, (4.16)
which likens to Eq. (7.8) in Borja [61].
Frictional interface-tangential inelastic strain kinematic analysis
Eq. (4.15) provides a geometric interpretation for the interface-tangential inelastic strain multi-
plier Ûλpi . Recovering the classical frictional slip-yield function as γ → 0, (∂g
p
i /∂σi) : (∂g
p
i /∂σi) =
1/2. We resolve Eq. (4.6) and Eq. (4.15) for the tangential traction tt and the multiplier Ûλpi , respec-










 Ûεpi G , ‖(·)‖G = √(·) : G : (·), (4.17)
where G is a fourth-order tensor from Eq. (C.1) in Appx. C.1. I.e., both scalars measure the




i ’s definition encourages its interpretation as an engineering-strain-rate measure. The rate of the
inelastic slip work is










i ) : Ûε
p
i , as defined below in Eq. (4.37).
4.2.3 Balance laws
We now derive the governing equations for the diffused interface represented by the phase field
[79, 126, 132, 137, 209].
Linear momentum. Consider volume V ∈ B bounded by surface ∂V. For surface normal traction
t = n̂ · σ for n̂ the unit outward normal on ∂V and σ the Cauchy stress, the balance of linear






bdV = 0 =⇒ ∇·σ + b = 0, (4.19)
where b = ρg is the body force per unit volume for ρ the density and g the gravity acceleration
vector, and we used the divergence theorem and applied the arbitrariness of V.
Micromorphic microforces. For surface normal micromorphic microforces ζp
(·)




(·) = b, i, where ζpb and ζ
p
i are the bulk and interfacial microforce tractions, respectively, the


















for (·) = b, i, where πpb and π
p
i are the internal bulk and interfacial micromorphic microforces per
unit volume, respectively, and we have applied the divergence theorem and asserted the arbitrari-




(where (·) = b, i), see b and −a in Forest [20]’s Eq. (49-53).
Phase field microforce. Similarly for surface normal fracture microforce ζd = n̂ · ζ d for ζ d the
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πddV = 0 =⇒ ∇· ζ d + πd = 0, (4.21)
where πd is the internal fracture microforce per unit volume, and we have applied the divergence
theorem and asserted the arbitrariness of V.




θ the heat flux vector, the first law of





t · ÛudA +
∫
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where e is the internal energy per unit volume and r tθ the heat source per unit volume, and we have
applied the divergence theorem, substituted the balance equations (e.g. (∇·σ + b) · Ûu = 0), and
asserted the arbitrariness of V.
Dissipation inequality. The second law of thermodynamics/Clausius–Duhem inequality yields




qtθ · ∇ θ
t − ∇· qtθ + r
t




qtθ · ∇ θ
t + ∇· qtθ − r
t
θ ≥ 0, (4.23)
where η = −∂ψ/∂θt is the entropy per unit volume, ψ = e − θtη the free energy per unit volume,
and D the dissipation. Using θt Ûη = Ûe − (η Ûθt + Ûψ),



















− πd Ûd + ζ d · ∇ Ûd − (η Ûθ
t + Ûψ) −
1
θt
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+ ζ d · ∇ Ûd −
1
θt
qtθ · ∇ θ
t ≥ 0,
(4.25)
for (·) = b, i. ψ contains elements of its function dependence from Borden et al. [209], Choo and
Sun [79], and Forest [20]. We also assume the effect of the tensor n ⊗ n’s rate is small w.r.t. the
θt-evolution.
Combining standard arguments with the a prior dissipative phase field postulate from Choo

































for (·) = b, i.







+ b = 0, (4.27)
which is an expression for the equilibrium balance notationally identical to Borden et al. [209].
Micromorphic microforces. Both the micromorphic microforce balance equations are obtained
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= ∂ψ/∂ ∇ λ̃
p
(·)













for (·) = b, i.
Phase field microforce. The phase field equation is derived by developing the reduced dissipation









qtθ · ∇ θ
t ≥ 0, (4.29)
where the plastic Dpb , interfacial slip D
p























Ûd + ζ d · ∇ Ûd ≥ 0,
(4.30)
for (·) = b, i. Because of the function dependence on ε and εpb adopted in Eq. (4.25), D
p∗
b
resembles that in Borden et al. [209]. For similar reasons, Dd is the same as in Choo and Sun [79].






, πd = −
∂ψ
∂d
+ πdisd , ζ d = Gcl ∇ d, (4.31)








− l ∇· ∇ d
)
= 0. (4.32)
As described in Sec. 4.2.6, we have applied ridge-valley structure extraction on d’s gradient to
define microstructural tensor n ⊗ n. Using this procedure (or alternatively, employing a external
algorithm reconstructing n ⊗ n from discrete values of the phase field) implies the microstructural
tensor depends on ∇ d. However during crack propagation, because we compute n ⊗ n forward
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of the interface-tangential inelastic strain localization, the fractures slip only where n ⊗ n is fixed.
Thus, in-line with the assumption in Fei and Choo [185], we disregard this implicit dependence
while evolving the phase field, along with assuming the effect of n⊗n’s rate is small when updating
θt, per Eq. (4.25). Otherwise, Eq. (C.1) and the chain rule defines all relevant derivatives in n ⊗ n.
Energy. The balance of energy is obtained by substituting Ûe = θt Ûη + η Ûθt + Ûψ into Eq. (4.22), and
using Eq. (4.26), Eq. (4.30), and Eq. (4.31). Invoking η = −∂ψ/∂θt,




















































assuming the purely thermal stored energy defined in Eq. (4.5).
Thermodynamic analysis of the dissipation inequality
Dissipation parts Dpb, D
p
i , and Dd are now physically motivated and analyzed. To do so, we
first describe ψ’s dependence on the crack degradation function gd(d), which is monotonically
decreasing in the crack phase field d and satisfies gd(0) ≈ 1, gd(1) ≈ 0, and g′d(1) = 0. In this
work, we take the degradation function as quadratic after Bourdin, Francfort, and Marigo [19],
gd = (1 − 2kg)(1 − d)2 + kg, (4.35)
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where kg ∈ [0, 1] is a regularization parameter, but kg  1 is usually taken [210]. As a postulate
adopted implicitly from Fei and Choo [185], gd is used as partition-of-unity s.t.
ψ = gd{





































where the kinematic assumptions in Eq. (4.1) are used.
Plastic dissipation parts. As gd > 0 and 1 − gd > 0 for kg > 0 by Eq. (4.35), we ascertain the







































for (·) = b, i, from Eq. (4.30). Consequently εpb and ε
p
i correspond to distinct dissipative processes.
Each process associates with a separate volume fraction of the material, i.e. the bulk and interfacial
volume fractions which are gd and 1 − gd , respectively.
We can show the thermodynamic consistency of the nonassociative interfacial inelasticity model.











i ≥ 0 =⇒ −tn ≥ 0, (4.38)




i from the slip-yield function, as well as Ûλ
p
i > 0 from the KKT
condition (during inelastic flow s.t. f pi = 0); compare the above expression to Eq. (7.3) in Borja
[61]. This result validates our application of the micromorphic regularization to the nonassociative
model, but requires designing the hyperelasticity s.t. −tn ≥ 0 is honored.
Due to the strain-hardening/softening s.t. (∂Wpi /∂q
p
i ) · Ûq
p














i ≥ 0, (4.39)
where the Taylor–Quinney coefficient γt
θ i ∈ [0, 1] is w.r.t. the interfacial dissipative processes,
cf. Choo and Sun [79] and McAuliffe and Waisman [211]. We extend this phenomenological
postulate to the slip-rate-dependent case.
Fracture dissipation part. We now consider the thermodynamic implication of the non-diminishing
crack surface postulate in Eq. (4.4). From fracture dissipation parts in Eq. (4.37) and microforce






Ûd + l ∇ d · ∇ Ûd
]
= Gc ÛΓd ≥ 0 =⇒ ÛΓd ≥ 0. (4.40)
As explained in the a priori dissipative microforce balance-based context in Choo and Sun [79]’s
Eqs. (46-49), and extended for mixed-mode fracture in Bryant and Sun [73], we modify the mi-





− l ∇· ∇ d
)
= 0, (4.41)
with the history function Hd ≥ 0 as proposed in Miehe, Hofacker, and Welschinger [77] and








for t ≥ 0 the current time.
In the same vein per Eq. (4.34), the inelastic structural heating Htθ , bulk structural heating
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Ht





heating︷                          ︸︸                          ︷(
gdH
t







































for (·) = b, i. Note that the elasto-plastic structural heatings Ht
θ b and H
t
θ i are associated with
the non-dissipative elastic and plastic structural changes, and in this sense recover the result for
structural heating in Simo and Miehe [197] in their Eq. (2.31).





i −Dd ≥ 0, i.e. during purely thermoelastic deformations. This final inequality is satisfied if
qtθ = −κ
t
θ · ∇ θ
t =⇒ Dtθ =
1
θt
∇ θt · κ tθ · ∇ θ
t ≥ 0, (4.44)
for κ tθ a symmetric positive semi-definite, second-order tensor. In particular,
κ tθ = gdκ
t




θ i + κ
t ⊥
θ i ], (4.45)
where the parameter k ‖i ∈ [0, 1] is used again in Eq. (4.47), and




θ i = κ
t









for κtθ ≥ 0 and ε
e ⊥
i n as defined below.
The heat evolution Eq. (4.33) may be simplified using various assumptions. Under an adiabatic
assumption, because k tθ → 0 then −∇ · q
t
θ → 0; under an isothermal assumption, because cv →∞
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then Ûθt → 0; alternatively, a simplified 1D semi-analytic solution for fracture surface-normal heat
diffusion can be applied.
4.2.5 Bulk and interfacial hyperelasticity
The strain energy density is partitioned in the degradation function, as was initially developed
to describe a threshold energy for the fracture driving force [78]. Recently Fei and Choo [185]
adopt this partition of unity to describe interfacial hyperelasticity with frictional anisotropy. We
extend their partition to ensure that −tn ≥ 0, required by Eq. (4.38). A related consequence is that
the proposed frictional model can be used for compressive, tensile, and mixed tensile/compressive
problems – a claim evidenced later in numerical examples.
Strain-based energy partition
Owing to the fact that interface is regularized, we postulate that the elastic responses of the
material is obtained from the partition of unity of responses from the interface and the host matrix.
As such, the elastic stored energy can be partitioned into the bulk and interface parts,
ψe = gdWeb(ςb, θ





t) +We ⊥i (ς
⊥
i )], (4.47)








i ) are bulk, interfacial-internal, and interfacial-external elastic
strain invariants, respectively. The projected strain components are




i = B : ε
e
i , (4.48)




i , where A and B are defined s.t. I = A + B, in Appx. C.1.








εe 2b v + µε
e 2
b i − α
t
θ(3λ + 2µ)(θ
t − θt∗)εeb v, (4.49)
where εeb v is the sum of terms in {ε
e
b i} and is described by the trace operator, the Lame’s parameter
λ and shear modulus µ are physical parameters, and αtθ is the coefficient of thermal expansion. The






[λεeb v + 2µε
e
b i − α
t
θ(3λ + 2µ)(θ
t − θt∗)]nb i ⊗ nb i, (4.50)
and Ceb = ∂σb/∂ε
e
b, for nb i the strain eigenvector corresponding to value ε
e
b i.
Anisotropic interfacial-interior strain energy. To define the interior stress, we use the elastic
strain invariants ς ‖i = {ε
e ‖
i i }, where {ε
e ‖
i i } is the set of ε
e ‖






i v + µε
e ‖ 2





i v , (4.51)
where ε ‖i v is the sum of terms in {ε
‖
i i} and is described by the trace operator. The projected stress










i v + 2µε
e ‖
i i − α
t
θ(3λ + 2µ)(θ
t − θt∗)]n‖i i ⊗ n
‖
i i, (4.52)




i ) : A, for n
‖
i i the strain eigenvector corresponding to value ε
e ‖
i i , and A =
∂ε e ⊥i /∂ε
e
i follows from the chain rule in the elastic strain due to Eq. (4.48) (cf. Bryant and Sun
[200]).
Anisotropic interfacial-exterior strain energy. The interfacial stress receives a special treatment
under our proposed formulation. Foremost the hyperelasticity preempts a tensile normal compo-
nent of the fracture-surface normal traction tn. Relatedly the thermo-mechanical coupling degrades
approaching the fracture, measured by the intact volume fraction gd . To accomplish both goals,
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one anisotropic invariant collection is ς⊥i = {ε
e ⊥
i n , ε
e ⊥









+ µεe ⊥ 2i t , (4.53)





|ε e ⊥i G ≥ 0 strain invariants, where subscripting n and t











n ⊗ n + 2µG : ε e ⊥i ],








i follows from the chain rule due to Eq. (4.48).
Stress and elastic tangent partitions. In combination, the stress and elastic tangent are








), Ce = gdC
e




























In consequence, gd measures the contribution of the undamaged isotropy within the overall mate-
rial response; 1 − gd measures the contribution of the fracture-induced anisotropy.
We have chosen a simple partition of Wei s.t. −tn(σi) ∈ R
+, as required by our thermodynamic






ε tv = −α
t
θ(θ
t − θt∗), as done in the phase field context by McAuliffe and Waisman [211].
4.2.6 Regularization of the indicator function
Since the location of the crack or interface is indicated by the phase field d, the normal vector of
the crack surface can be in principle directly determined from the normalized phase field gradient.
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However, this naive approach may lead to a vanishing gradient field inside the damaged zone if the
length scale parameter of the phase field is sufficiently larger than the mesh size [136, 212]. While
this issue can be suppressed by using a small length scale parameter respect to the mesh size, the
reduction of the ratio between the length scale and mesh size may make it difficult for the solver
to recover the sharp gradient of phase field.
To circumvent the vanishing gradient issue, we introduce a surface reconstruction approach that
that gives rise to a normal vector field inferred from ∇ d but with sufficient smoothness provided
by a Laplace operator. This operation was originally conducted by solution of a vector-valued
Helmholtz field equation where the direction is represented as a unit normal vector. In the digital
image processing literature, this process is referred to as ‘Poisson surface reconstruction’ [213].
Our approach combines elements of the Poisson surface reconstruction and ridge-valley structure
extraction as described in Lopez et al. [214].
Ridge-valley structure extraction. Methods for detecting crack-like patterns are often referred
to as ‘ridge-valley structure extraction’ in the digital image processing literature; this process has
been used for many types of applications, including detection of arterial centerlines from coronary
arteriographies, grain structures in petrographical microscope images of rock, and paint cracks in
digital images of fine art, c.f. e.g. Cornelis et al. [215]. In particular, we adopt the ridge-valley
structure extraction procedure from Lopez et al. [214], the premise of which is to solve a eigenvalue
problem on the nonlocal microstructural tensor per their Eq. (4). Defining (φd)6×1 = (nd ⊗ nd)6×1,








∇ (φ̃d)6×1 i · ∇ (φ̃d)6×1 i . (4.56)
The smoothed solution φ̃d is spectrally decomposed (locally, at integration points, also cf. López




φ̃ini ⊗ ni, (4.57)
s.t. n ⊗ n is the second-order tensor corresponding to the maximum eigenvalue in {φ̃i}. We keep
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λd̃ = 1 for uniqueness, νn ≤ λn but νn = 1 in this work. The element-wise minimizations prompts
us to investigate the procedure’s potential for bias, as in Appx. C.2.
4.3 Algorithm design, time discretization and numerical implementation
To update integration point stresses and tangents, during solution of the displacement field
equation, we apply the stress-return algorithm described in Sec. 4.3.1. With the integration point
fracture-elastoplastic quantities in hand, during solution of the temperature field equation, we em-
ploy the adiabatic-split method described in Sec. 4.3.2.
4.3.1 Local incremental constitutive updates
The constitutive updates is conducted incrementally where the nonlinear local equations are
linearized and solved over Newton-Raphson iterations. For brevity, the details of the return map-
ping algorithm used to obtain updated constitutive responses is listed in Alg. 2 and Appx. C.3.
At each incremental time step, the local system of equation described below is used to update
ε ei n+1 and ∆λ
p
i at t = tn+1, while the slip distance, aging internal variable, and temperature from
the previous time step t = tn are given, as shown in Eq (4.58).
Evolution equations for slip speed, temperature, and aging variable
For the slip speed Ûζ s, temperature evolution Ûθs, and aging-related internal variable’s rate Ûθs
we augment the time integration parameterization on time-increment-partitions βsζ , β
t
θ , and β
s
θ
described in Foster, Borja, and Regueiro [5], cf. Eq. (48) and Eq. (50), as
ζ sn+1 = ζ
s
























For simplicity and generality, we consider only the scenario that Dpb = 0. In this case, the adiabatic































































∂ Ûζ sDd n+1 =
∂Dd n+1
∂ Ûζ sn+1




Internal variables θsn+1 and θ
t
n+1 are treated by condensation, w.r.t. to the anticipated local
system defined by Eq. (C.28). In-line with Foster, Borja, and Regueiro [5], the above identities
































































































We detail our local system’s linearization in Alg. 2 and Appx. C.3 using the notation of Borja
[61], along with interfacial consistent tangent operator (CTO) Cepi n+1 and the derivative required
for ∂θtHtθ n+1.
Algorithm 2 Non-isothermal interfacial stress-return algorithm absent bulk plasticity
(i) Compute interfacial phase field effective stress.
ε e tri n+1 = ε
e



































n+1) with the trial interfacial phase field ef-
fective stress σi(ε e tri n+1)’s invariants.








n+1) < 0 then
Elastic step. σi n+1 = σtri n+1. C
ep




Plastic step. Perform return mapping with σi(ε ei n+1) per Eq. (C.28). C
ep
i n+1 per Eq. (C.32).
end if















i n+1 for perturbation (∂θ




4.3.2 Global numerical system
Standard first-order finite elements are used to discretize the spatial domain. Quadrilateral
and hexahedral elements are used in 2D and 3D, respectively. To describe the field variables
within the domain, we define the notations λ̃p = {λ̃pb, λ̃
p
i }, d = {d1, d2} as in Appx. C.4, and
φ̃
d
= {(φ̃d)6×1 i} as in Sec. 4.2.6 for the ridge-valley structure extraction, where {(φ̃d)6×1 i} is
the set of φ̃d’s elements. Similar underlining in the notations can be found in Na and Sun [126].
As in the adiabatic split of Armero and Simo [75, 217], we distinguish between the intermediate
internal variable θt (evolved during solution of the displacement field equation under an adiabatic
condition) and a smoothed field variable θ̃t.
For field variables u, λ̃p, d, φ̃
d
, and θ̃t, boundary conditions on body B with surface ∂B are
specified, i.e.
u = û on ∂Bu,
σ · n̂ = t̂ on ∂Bt,
∇ λ̃
p
· n̂ = 0 on ∂B,
∇ d · n̂ = 0 on ∂B,
∇ φ̃
d
· n̂ = 0 on ∂B,
θ̃t = ˆ̃θt on ∂Bθ̃t,
−qtθ · n̂ = q̂
t
θ n on ∂Bqtθ n,
(4.63)
where û is the boundary displacement, t̂ the resolved stress at the boundary, ˆ̃θt the boundary tem-
perature, qtθ n the surface normal component of the inward heat flux, and n̂ refers to the outward-
pointing unit normal on ∂B. For model closure, the initial conditions are
u = u0, θ̃
t = θ̃t0 at t = t0. (4.64)
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The trial function spaces are posited,















t | θ̃t ∈ H1, θ̃t = ˆ̃θt on ∂Bθ̃t},
(4.65)
complimented by the spaces of test functions,
Vu = {ηu | ηu ∈ H
1, ηu = 0 on ∂Bu},
Vλ̃p = {ηλ̃p | ηλ̃p ∈ H
1},








Vθ̃t = {ηθ̃t | ηθ̃t ∈ H
1, ηθ̃t = 0 on ∂Bθ̃t}.
(4.66)
Semi-discretized weak forms of Eqs. (4.27), (4.28), (4.41), and (4.33) can be achieved through
combing the standard weighted residual procedure with time discretization. We use the same
time integration defined in Eq. (4.58) for both the internal integration-point variable θtn+1 and the
smoothed field variable θ̃tn+1. Using the definition σ = ∂ψ/∂ε , the semi-discretized, weak-form











































































where Hd = {Hd1,Hd2} and Gc = {GIc,GI Ic}. The above semi-discretized weak form of the
temperature equation is consistent with the governing Eq. (4.33) given the time integration in






θ n+1 − ∇ · q
t
θ n+1)/α1 for the intermediate temperature
θtn+1 = {cvθ
t








− n+1 +Dd n+1)]}/α1. The semi-discretized weak

























= {W̃φd i} as in Sec. 4.2.6.
The solution scheme w.r.t. the phase field, micromorphic field, displacement, and thermal field
equations is staggered, e.g. cf. Miehe, Hofacker, and Welschinger [77]. We adopt the adiabatic
split approach to explicitly couple the displacement and temperature fields [75, 217]. According to
the adiabatic split approach, the internal temperature variable θtn+1 is converged during solution of
the displacement field equation. Subsequently, the global temperature variable θ̃tn+1 is computed
by solving a smoothing field equation forced by functions of θtn+1. The schematic of the solution
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(ii): linear solver︷                          ︸︸                          ︷
















































︸                     ︷︷                     ︸
(iv): iterative solver




















In practice, the linear solves (i-iii) and (v) were accomplished with two Newton iterations. Other
splits are feasible and will be considered in future work, e.g. Ûe = 0 or ∇· qtθ ∼ θ
t− θ̃t (while solving
the displacement equation), or semi-implicit block-coupled u and θ̃t [126].
The implementation of the spatial discretization is done using the finite element library deal.ii
[81], whereas the implicit nonlinear PDE solver, including the assembly procedure of the residuals
and the corresponding tangents, and the Newton-Raphson scheme are modified from the software
code base geocentric [79, 82, 83, 126, 130, 151].
4.4 Numerical examples
In all examples: the initial flaws, faults, or cracks are represented by the phase field crack
approximation, initialized according to Borden et al. [120]; inertia effects are assumed negligible,
s.t. the processes are modeled as quasi-static; and, 2D boundary value problems are conducted in
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Table 4.1: Slip-rate-dependent parameters
Physical parameter Unit Value
Final cohesion, αµ Pa 0.0
Friction parameter, Aµ - 0.012
Friction parameter, Bµ - 0.0135
Normalizing constant, Ûζ s∗ m s−1 1.0 × 10−6
Normalizing constant, θs∗ s 2.25
Characteristic sliding distance, Dc m 1.0 × 10−6
Characteristic slip distance, ζ s∗ m 1.0 × 10−6
Table 4.2: Thermal coupling parameters
Physical parameter Unit Value
Heat capacity, cv J m−3 K−1 2.0 × 106
Expansion coefficient, αtθ K
−1 Varies
Taylor–Quinney coefficient, γt
θ i - 0.9
Temperature constant, θt∗ K Varies
Activation energy, QA J mol−1 90.0 × 103
Activation energy, QB J mol−1 140.0 × 103
Gas constant, R J mol−1 K−1 8.314
Thermal conductivity, k tθ W m
−1 K−1 2.0
plane strain. To visualize the bulk and interfacial inelastic deformation, the volume fraction-scaled




i = (1 − gd)λ
p
i . The length scales are l = l
p
(·)
for (·) = b, i.
Unless otherwise noted: body force b is assumed negligible; kg = 1.0 × 10−4, k ‖i = 1.0; and,















(·) = b, i. If 1 − gd ≥ 0.01 due to crack propagation, αφ is reset per Appx. C.4 after Borja and
Regueiro [218].
In the rate-dependent examples: tabulated parameters for quartz rock in Liu and Borja [6] are
indicated to be the same but actual differ from Foster, Borja, and Regueiro [5]; overall, we adopt
the more numerically punishing subset from Liu and Borja [6], per Table 4.1. Thermal parameters
are listed in Table 4.2, with the activation energies for quartz gauge from Chester [189].
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4.4.1 Bulk and interfacial inelasticity verification problems
In this section, first we present a set of interrelated numerical examples, each investigating
a boundary value problem with the same initial crack geometry. In Sec. 4.4.1, we verify the
slip-rate-independent stick/slip model against a prior numerical solution modeled using a strong
discontinuity crack representation [219]; thereafter we demonstrate a novel capability for the rate-
independent frictional slip model applied in the phase field context, i.e. that the same numerical
model model can be used for compactive, opening, and shear-mode loadings, as well as analysis
of the bulk plastic deformation. Second, we demonstrate convergence to a mesh-independent
result the thermoplastic behavior of the gradient-enhanced/micromorphically-regularized slip-rate-
dependent model, in Sec. 4.4.1. Last, we verify the slip-rate-independent stick/slip model against
a prior numerical solutions modeled using a strong discontinuity crack representation [5, 219], in
Sec. 4.4.1.
Bulk and slip inelasticity verification example
The bulk material is linearly elastic with Young’s modulus E = 10.0 GPa, Poisson ratio ν =
0.3, and isothermal assumption s.t. cv →∞ Pa/K. The interfacial slip is characterized by αφ = 0.0
MPa, βφ = 0.1, and ζ s∗ →∞ m. The boundary value problem’s geometry is described in Fig. 4.6,
with the top displaced in one increment by ∆u2 = −0.1 m, exactly as in Liu and Borja [219]. The
anti-symmetric flaw is represented by the phase field crack approximation. The phase field and
regularization’s length scale for the linearly elastic examples is l = 0.01 m with a characteristic
element length h = 6.0 × 10−3 m for the rectangular quadrilateral cells.
The slip-rate-independent hyperelastoplasticity is verified in Figs. 4.7-4.8. Both displacement
components u1 and u2 evidence good quantitative agreement in comparison with simulations con-
ducted using a strong discontinuity model, from Liu and Borja [219]. A similar result with a
different model for the hyperelasticity has been exhibited by Fei and Choo [185] in the phase field
context, using an algorithm to identify the cell-center set along the fractures’ medial line; instead,







(a) Closure problem geometry
with dimensions in m.
(b) Phase field.
Figure 4.6: Thermally-uncoupled slip-rate-independent stick/slip closure verification example.
(a) Result from Liu and Borja
[219], deformed using 1×
conformal displacements
(b) Result for proposed model, with k ‖i = 0.0 and
k ‖i = 1.0.
Figure 4.7: Thermally-uncoupled slip-rate-independent stick/slip closure-contact verification ex-
ample, showing displacement component u1 in m, at boundary displacement component u2 = −0.1
m.
Unlike other frictional slip models lacking a hyperelasticity, the proposed strain-based split
also supports opening and shear loadings per Fig. 4.9, showing both loadings and consequent dis-
placement component solutions. The strain-based split defies the trial tangential stress component
tt, per Fig. 4.10(a), circumscribed by a frictional slip-yield function and concomitant stress-return
method. This claim is supported by our convergence results for all loading modes in Fig. 4.10(b).
In particular, all loading modes exhibit quadratic convergence rates close to the converged solution.
The bulk plasticity/slip inelasticity boundary value problems resemble the bulk plasticity/slip
inelasticity examples in Liu and Borja [6, 219], with loading and initialization per Fig. 4.6, but
modeled using a phase field crack surface representation. The bulk material is elastoplastic, with
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(a) Result from Liu and Borja
[219], deformed using 1×
conformal displacements
(b) Result for proposed model, with k ‖i = 0.0 and
k ‖i = 1.0.
Figure 4.8: Thermally-uncoupled slip-rate-independent stick/slip closure-contact verification ex-
ample, showing displacement component u2 in m, at boundary displacement component u2 = −0.1
m.
the same elastic material parameters. The phase field and regularization’s length scale for the bulk
plasticity examples is l = 0.05 with a characteristic element length h = 3.0 × 10−3 m; in this
case, we require a smaller length scale and finer mesh to capture the micromorphically-regularized
localization of the bulk plastic strain. Plasticity is developed via the Druker-Prager yield function



















dev = I − Pvol, Pvol =
1
3
1 ⊗ 1, (4.71)
where the second-order tensor norm is defined as in Eq. (4.17). The interfacial slip is characterized
by αφ = 0.0 MPa, βφ = 0.1, and ζ s∗ →∞m. In both bulk plastic models, the boundary is displaced
by ∆u2 = −1.0 × 10−4 over thirty increments. In Fig. 4.11(a), we apply bulk plastic parameters
A = 8.0 MPa, B = 1.0, and C = 4.698 MPa after Liu and Borja [6]. In Fig. 4.11(b), we apply
a yield function and nonassociative flow rule with A = 17.0 MPa, B = 1.0, and C = 10.0 MPa







(a) Opening problem geome-
try with dimensions in m, with
phase field as in Fig. 4.6(b).
(b) Displacement component u1 in
m.







(d) Shear problem geometry
with dimensions in m, with
phase field as in Fig. 4.6(b).
(e) Displacement component u1 in
m.
(f) Displacement component u2 in
m.
Figure 4.9: Thermally-uncoupled slip-rate-independent stick/slip and hyperelasticity verification
example, showing: (b-c) results at boundary displacement component u2 = 0.1 m; and, (e-f) results
at boundary displacement component u1 = 0.1 m.
B = 1.0 with b = 0.8 in Eq. (4.70).
The nonassociative bulk plasticity model tends to localize at the initial flaws’ tips, cp. Fig.
4.11(b) to Fig. 4.11(d). The connection between frictional slip and nonassociative Druker-Prager
plasticity is highlighted elsewhere in this work. Numerical fracture models lacking a mixed-mode
propagation criterion often predict crack growth to initiate from the tips and parallel with the initial
flaws, as discussed in the sequel. To numerically capture wing crack propagation, rather than using
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Figure 4.10: Thermally-uncoupled slip-rate-independent stick/slip and hyperelasticity verifica-
tions. In (a), schematic indicating admissible and inadmissible strain energy parts, used to recover
the closure/opening/shear convergence profiles. In (b), convergence profile for verifications, show-
ing: ‘closure’ with displacement as in Fig. 4.7(b) and Fig. 4.8(b); ‘opening’ with displacement as
in Fig. 4.8(b-c); and, ‘shear’ with displacement as in Fig. 4.8(e-f).
(a) Equivalent bulk plastic strain λp∗b for associa-
tive bulk plasticity example.
(b) Equivalent bulk plastic strain λp∗b for nonasso-
ciative bulk plasticity example.
Figure 4.11: Bulk plasticity with slip inelasticity example, showing: (a) associative plasticity at
boundary displacement component u2 = −20.0 × 10−4 m and u2 = −30.0 × 10−4 m; and, (b)
nonassociative plasticity at same boundary displacement.
Interfacial slip-rate-dependent mesh refinement example
The interrelated numerical examples consider rate-dependent interfacial thermoplasticity. The
bulk material is linearly elastic with Young’s modulus E = 10.0 GPa and Poisson ratio ν = 0.3.
The rate-dependent frictional parameters are listed in Table 4.1, and the thermal coupling param-
eters are listed in Table 4.2, taken from the prior works previously noted. To focus on effects




= 300.0 K. For these examples, the initial mesh is conformal with the geometry in Fig. 4.6(a).
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The rectangular quadrilateral cells in each and column row number 41, totaling n0 = 1681 ele-
ments in the initial mesh. Each additional level of refinement equally partitions every cell at the
previous level of refinement into four cells (in 2D). Therefore, the refined mesh contains n0 × 4lh































































Figure 4.12: Mesh refinement study, showing: (a) equivalent interface-tangential inelastic strain
λ
p∗
i , sampled along fracture-parallel transect; and, (b) temperature change θ










































































Figure 4.13: Initial conditions study, showing: (a) equivalent interfacial slip strain λp∗i , sampled
along fracture-parallel transect; and, (b) temperature change θt − θt0, sampled along same transect.
These interrelated cases show that spatially/micromorphically-regularized rate-dependent ther-
moplastic deformation converges to a mesh-independent result, with increasing mesh refinement.
Fig. 4.12 demonstrates the convergence toward mesh-independent behavior, attributable to a com-
bination of correctly capturing the phase field’s gradient and the micromorphic regularization. For
a relatively large characteristic element length h with lh = 2 as in Fig. 4.12(a), the mesh is simply
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too coarse to resolve the phase field d or regularizing field λ̃pi variables’ gradient. For lh ≥ 4 in Fig.
4.12(a), the gradient profile is sufficiently resolved. As a consequence for lh ≥ 4 in Fig. 4.12(b),


























































Figure 4.14: Coefficient of friction β, sampled at centroid: (a) mesh refinement study; and, (b)
initial conditions study.
The second purpose of these cases is to demonstrate that plastic deformation consistently in-
creases at higher temperatures, attributable to Eq. (4.13), our proposed micromechanical-model-
and experimentally-consistent thermoplastic extension to the Dieterich-Ruina slowness relation.
We show the rate dependence’s nonlinear thermal coupling in Fig. 4.13.
We show rate dependence of the frictional model with increasing mesh refinement, Fig. 4.13(a),
and frictional coefficient’s nonlinear temperature dependence, Fig. 4.13(b). In summary, as the
temperature decreases the numerically recovered coefficient of friction also drops. As the thermo-
plastic deformation approaches steady-state behavior, per Eq. (4.14), this trend is decided by ratio
AµQA to BµQB.
Interfacial slip-rate-dependent verification example
The problem is described in Fig. 4.15(a), and it is intended to replicate boundary value prob-
lems presented in Foster, Borja, and Regueiro [5] and Liu and Borja [6]. However, Borja and
co-workers model the crack as a strong discontinuity using assumed the enhanced strain (AES)
enrichment and extended finite element method (XFEM). Using a diffusive crack approximation,
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as in this work, it becomes less straightforward to locate Dirichlet boundary conditions approach-
ing the fracture’s medial line (particularly as the mesh refines and/or the length scale l decreases).
For example, absent the anisotropic stiffness reduction induced by the phase field, point A and
point B represent singular points for shear loadings of the geometry in Fig. 4.15(a). To promote a
more exact comparison between the strong discontinuity and diffusively represented crack models,
we adopt the following approach. The set of cells along the fracture’s medial line is identified.
The Dirichlet boundary condition on the displacement is applied to all boundary cells, except cells
within said set, per Fig. 4.15(a). Thus as the mesh is refined for our convergence study, the length








(a) Problem geometry with di-
mensions in m.
(b) Phase field at l = 0.06 m, 0.03 m, and 0.015 m.
Figure 4.15: Convergence study.
The bulk material is linearly elastic with Young’s modulus E = 5.5 GPa, Poisson ratio ν =
0.25, and cv → ∞ Pa/K. The rate-dependent frictional parameters are listed in Table 4.1, taken
from the prior works previously noted. To compare with Foster, Borja, and Regueiro [5] and
Liu and Borja [6], we need to prescribe specific boundary velocities. The top is displaced by
∆u2 = −10.0 × 10−9 m for 2000 time steps, ∆u2 = −100.0 × 10−6 m for 2000 time steps, and
∆u2 = −1.0 × 10−6 m for 2000 time steps, all with ∆t = 1.0 × 10−3 s; these correspond to loading
rates 10.0×10−6 m/s, 100.0×10−6 m/s, and 10.0×10−6 m/s, as in the prior works. The phase field
for l = 0.06 m is shown in Fig. 4.15(b). In Fig. 4.16(a), we compare our numerically recovered
curve for the friction coefficient with prior results obtained using Foster/AES and Liu/XFEM,
as sampled at the centroid of the body. Despite the diffusive approximation of the slip velocity
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 l  =0.06
 l  =0.03
 l  =0.015
(b)
Figure 4.16: Convergence study, showing: (a) coefficient of friction β compared to numerical
curves in ‘Foster’ and ‘Liu,’ cf. Foster, Borja, and Regueiro [5] and Liu and Borja [219], respec-
tively; and, (b) coefficient of friction β convergence study with decreasing length scale l.
To show the effect of the numerical parameters on the friction coefficient, we conduct a study
where the length l is parameterized between 0.06 m, 0.03 m, and 0.015 m. The same time incre-
ments, loading rates, and normalizing constant Ûζ s∗ are used for all three simulations, as described
above. We refine the mesh while reducing l, s.t. the rectangular quadrilateral cells in each row and
column number 41, 81, and 121 cells (corresponding to h0 = 0.0244 m, 0.0123 m, and 0.0083 m,
per Fig. 4.15(b)).
In Fig. 4.16(b), the friction coefficients closely agree during the rate-dependent frictional slip
for l = 0.06 m, 0.03 m, and 0.015 m. This indicates that increases in the fracture surface-tangential
slip along the crack’s medial line are proportional with reductions in the mesh’s characteristic
element length. In contrast the early-time friction coefficient curves separate for all three lengths
l, indicating that the characteristic slip distance ζ s∗ scales with l.
4.4.2 Fracture complexity demonstration problems
The problems in this section demonstrate the proposed numerical method’s capacity to cap-
ture physics important to the modeling of geological processes. First in Sec. 4.4.2, we present a
set of interrelated 3D numerical examples after Sanz, Borja, and Pollard [220], each investigating
a boundary value problem with the same complex kilometer-scale fault geometries, but different
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coefficients of friction controlling the fault slip. In Sec. 4.4.1, we demonstrate the effect of ini-
tial specimen compaction on the slip-rate-dependent, thermoelastoplastic response of meter-scale
fault-secondary cracks during shear-driven cavity opening. In Sec. 4.4.2, we exhibit the capability
of the frictional slip and interfacial hyperelasticity models to numerically capture the ‘wing crack’
geometry characteristic of mixed-mode fracture propagation in compressive fields.
In Sec. 4.4.2 and Sec. 4.4.1, we initialize simulations with non-negligible gravitational loads
due to body force b and/or an induced stress state attributable to boundary compaction. Induc-
ing the initial stress is treated by ‘preloading’ the body over a sequence of quasi-static, rate-
independent, isothermal pseudo-time steps. The stress return algorithm during these pseudo-time
steps skips updating θt, θs, and ζ s, or other methods requiring the time increment ∆t. Procrastinat-
ing ζ s’s integration causes that α = αφ, β = βφ, and f
p
(·)
≤ 0 for (·) = b, i, everywhere in the body.













(a) Problem geometry in elevation view with dimen-













(b) Problem geometry in plan view with dimensions
in km and θ12 described by the secondary fault’s
cylidrical parameterization, for x3 the out-of-plane
direction.
(c) Phase field.
Figure 4.17: 3D kilometer-scale example.
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Preexisting fault with friction 3D kilometer-scale example
In essence, our kilometer-scale 3D example’s setup and parameterization resembles the prob-
lems in Sanz, Borja, and Pollard [220], although we reduce the applied boundary displacement in
keeping with our small-strain assumption; Borja and co-workers also discuss alternative numerical
methods to solve the similar 2D boundary value problems using a strong discontinuity approach.
The kilometer-scale dimensions of the problem are described in Fig. 4.17(a-b). The x2 and x3 co-
ordinates of the primary fault’s surface are constant in the out-of-plane x1-direction. The secondary
fault is geometrically parameterized by the surface of a cylinder of radius 0.259 km, limited by its
intersection with the primary fault and free surface. The vector describing the cylinder’s isometric
axis is rotated w.r.t. the out-of-plane x1-direction. This vector is [1.0, 0.5, 0.0] km, which passes
through a point described by position vector [0.1, 0.5, 0.4] km w.r.t. the x1-, x2-, and x3- minimum
point in the body.
The bulk material is linearly elastic with Young’s modulus E = 10.0 GPa, Poisson ratio ν =
0.3, and isothermal assumption s.t. cv → ∞ Pa/K. The interfacial slip is characterized by αφ =
0.0 MPa and ζ s∗ → ∞ m. We note that the volume enclosed by the out-of-plane boundaries as
well as the primary and secondary faults is constrained in neither the x2 and x3, absent the stress





i . Body forces b = ρg for ρ = 2.7 kg/m
3 and g standard gravitational acceleration
is conducted over 100 preloading pseudo-time steps. The indicated surface is then displaced by
∆u2 = 0.1 m for 100 time steps. At a ∼ 10.0 × 10−3 m/yr geological displacement rate, 10.0
m represents an approximately thousand-year simulation duration. In consequence we apply a
rate-independent assumption to conduct the simulation, which also enables us to parameterize
the problem in the faults’ friction angle. The hexahedral finite element mesh constructed for the
problem is refined near the faults s.t. the characteristic element length ∼ 5.0 m. The phase field is
initialized as in Fig. 4.17(c) with l = 20.0 m.
The deformed body for βφ = 0.4663 (i.e., φ = 25◦) is shown in Fig. 4.18 at boundary dis-
placement component u2 = 5.0 m and 10.0 m. In Fig. 4.18(a) and Fig. 4.18(b), the out-of-plane
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(a) Displacement component u1, u2, and u3 in m, at boundary displacement component u2 = 5.0 m.
(b) Displacement component u1, u2, and u3 in m, at boundary displacement component u2 = 10.0 m.
Figure 4.18: 3D kilometer-scale example, deformed using 20× conformal displacement with a
x1-axis cut plane through the body’s centroid.
displacement component u1 reaches maximum and minimum near to the secondary fault; unlike
the primary fault, the secondary fault’s surface normal’s x1-gradient is nonzero. In contrast in Fig.
4.18(a) and Fig. 4.18(b), the lateral displacement component u2 maximizes at the top boundary
near the primary faults’ intersection with the free surface (x2 ∼ 0.75 km). This result is explained
in Fig. 4.19(a-b), showing that the interface-tangential inelastic strain’s localization initiates at
that location. As demonstrated in Fig. 4.19(b-d), slip along the primary fault’s slanted section
(x1 = 0.5 km to x1 = 0.38 km) both precedes and drives strain localization along the secondary
fault. A similar spatial distribution and sequence of interface-tangential inelastic strain localization
is observed for all the friction coefficients within our parameterization, as discussed next.
The problem is parameterized in βφ = 0.2679, 0.4663, and 0.7002 (i.e., φ = 15◦, 25◦, and 35◦).




Figure 4.19: 3D kilometer-scale example, showing equivalent interfacial interface-tangential in-
elastic strain λp∗i ≥ 0.01: (a-d) at boundary displacement component u2 = 4.0 m, 6.0 m, 8.0 km,
and 10.0 m.
the boundary displacement along the free surface increases. This claim is supported by comparing
the 0.2679 to 0.7002 curves in Fig. 4.20. Even though the horizontal displacement essentially
overlaps for all friction angles per Fig. 4.20(a), the vertical displacement significantly increases
at lower friction angle per Fig. 4.20(b). We employ the same plots to show the 3D effect of the
problems’ geometry. Nearer to the primary fault the vertical displacement overlaps for curve ‘AB,
βφ = 0.2679’ (x1 = 0.0 km) and curve ‘CD, βφ = 0.2679’ (x1 = 0.2 km).
The overlapping curves indicate the displacement component u3 is nearly identical at position
x2 ∼ 0.75 km along both the out-of-plane/x1-direction minimum and maximum transects. This
result is expected, in that the primary fault’s surface normal’s x1-gradient is zero. In contrast, the
separation between displacement component u3 curve ‘AB, βφ = 0.2679’ (x1 = 0.0 km) and curve
‘CD, βφ = 0.2679’ (x1 = 0.2 km) at position x2 ∼ 0.2 km is also expected, as the secondary
fault’s surface normal’s x1-gradient is certainly nonzero. The separation between transect AB and
transect CD (x1 = 0.0 km vs. x1 = 0.2 km) curves increases as the coefficient of friction reduces
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  AB, βφ  =0.7002
  CD, βφ  =0.7002
(b)
Figure 4.20: 3D kilometer-scale example, showing: (a) displacement component u2, sampled along
vertical maximum and out-of-plane minimum transect (indicated as a dashed line from point A to
point B in Fig. 4.17(b)) and along vertical maximum and out-of-plane maximum transect (indi-
cated as a dashed line from point C to point D in Fig. 4.17(b)); and, (b) displacement component
u3, sampled along same transects.
Preexisting coalescent crack with friction 3D meter-scale example
Our meter-scale 3D example’s setup resembles the physical problem of secondary crack cavi-
tation in Segall and Pollard [156], as motivated in Fig. 4.21(a). They identify two types of dilata-
tional cavity openings of cracks propagated from the tips of small faults: wedged open secondary
fractures, forming triangular cavities; and, coalescent secondary fractures intersecting neighboring
small faults, forming rhob-shaped cavities. The crack opening’s dilation corresponds with shear
loadings on the small faults, Fig. 4.21(b). In comparing Fig. 4.21(a) to Fig. 4.21(b), as well as
our boundary value problem’s geometry, clearly we simplified the problem to consider a single
dominant crack proceeding from the small fault’s termination.
The meter-scale dimensions of the problem are described in Fig. 4.22(a-b). The x2 and x3
coordinates of the small faults’ surface are constant in the out-of-plane x1-direction. The secondary
crack is geometrically parameterized by the surface of a cylinder of radius 0.259 m, limited by its









Figure 4.21: 3D meter-scale example, showing: (a) geological problem motivation, with secondary
cracks proceeding from a small fault’s tip, from Segall and Pollard [156]; and, (b) meter-scale 3D
problem schematic, with ‘secondary crack’ opening to a wedge cavity and ‘coalescent secondary
crack’ opening to a rhomb cavity, after Segall and Pollard [156]. They explicitly indicate meter-
scale spacing of the ‘small faults,’ in their terminology.
[1.0, 0.5, 0.0]m, which passes through a point described by position vector [0.1, 0.45, 0.35]m w.r.t.
the x1-, x2-, and x3- minimum point in the body. Due to the secondary crack’s geometry, its surface
normal’s x1-gradient is nonzero, whereas the faults’ out-of-plane gradient is zero. The hexahedral
finite element mesh constructed for the problem is refined near the faults s.t. the characteristic
element length ∼ 6.0 × 10−3 m. The phase field is initialized as in Fig. 4.22(c) with l = 0.02 m.
The bulk material is linearly thermoelastic with Young’s modulus E = 10.0 GPa and Poisson
ratio ν = 0.3. The rate-dependent frictional parameters are listed in Table 4.1, and the thermal
coupling parameters are listed in Table 4.2. To include the effects of thermoelastoplasticity, we
apply αtθ = 1.0 × 10
−6 K−1 for θt
∗
= 300.0 K. In Fig. 4.23(a), the problem is loaded in pure shear,
s.t. the top is displaced by ∆u2 = −1.0 × 10−6 m for 20 time steps, ∆u2 = −10.0 × 10−6 m for 20
time steps, and ∆u2 = −1.0 × 10−6 m for 30 time steps, all with ∆t = 0.1 s. To apply the load in
pure shear, the applied boundary displacement scales linearly down to ∆u2 = 0.0 m at x3 = 0.0 m.
In Fig. 4.23(b), we additionally vertically compact the body over 100 preloading time steps. The
initial compaction also scales down linearly, from u3 = −100.0 × 10−6 m at the top to u3 = 0.0 m
at x3 = 0.0 m, s.t. the preloading induces a stress singularity at no corner point. In Fig. 4.23(c),
we apply the same initial vertical compaction but apply pure shear displacements s.t. the top is













(a) Problem geometry in elevation view with dimen-









(b) Problem geometry in plan view with dimensions
in m and θ12 described by the secondary cracks’s
cylindrical parameterization, for x3 the out-of-plane
direction.
(c) Phase field.
Figure 4.22: 3D meter-scale example.
and ∆u2 = −10.0 × 10−6 m for 30 time steps, all with ∆t = 0.1 s.
The results are classified as follows: Fig. 4.23(a) as the ‘uncompacted/slower example;’ Fig.
4.23(b) as the ‘compacted/slower example;’ and, Fig. 4.23(c) as the ‘compacted/faster example.’
As shown in our previous Sec. 4.4.1, the thermoplastic coupling often increases θt near the crack
because scaling with λp∗i . In the current parameterization per Fig. 4.24, the same trend is observed
with one caveat. If the body is initially compacted, more significant θt-change is observed, i.e.
cp. Fig. 4.24(a) to Fig. 4.24(b). Per Eq. (4.39), increases in θt are due to the interfacial inelastic
slip work not only the equivalent interface-tangential inelastic strain. For example in Fig. 4.24(a)
which shows the ‘uncompacted/slower example,’ θt increases most in near-fracture regions where
λ
p∗
i is lowest. In contrast in Fig. 4.24(b) which shows the ‘compacted/slower example,’ the initial
uniaxial compaction increases the fracture surface-normal traction, the equivalent plastic strain,
and thus θt in the dilatational cavity. In Fig. 4.24(c) in the ‘compacted/faster example,’ θt increases
in the small faults due to the uniaxial compaction-enhanced interfacial dissipation required for
cavity opening.
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(a) Displacement component u1, u2, and u3 in m, for uncompacted/slower case, deformed using 1000× conformal
displacement.
(b) Displacement component u1, u2, and u3 in m, for compacted/slower case, deformed using 1000× conformal displace-
ment.
(c) Displacement component u1, u2, and u3 in m, for compacted/faster case, deformed using 100× conformal displace-
ment.
Figure 4.23: 3D meter-scale example, with a x1-axis cut plane through the body’s centroid, at
t = 7.0 s.
The thermoplastic coupling is further investigated in Fig. 4.25, depicting the interface-tangential
inelastic strain evolving after the step increase in applied boundary velocity, i.e. at t = 5.0 s and 7.0
s. In the uncompacted case in Fig. 4.25(a), the dominant slip planes coincide with the preexisting
small faults and subsequently along the secondary crack in Fig. 4.25(d). In the initially compacted
cases in Fig. 4.25(b-c), however, λp∗i concentrates along the secondary crack due to cavity opening.
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(a) Uncompacted/slower example,
deformed using 1000× conformal
displacement.
(b) Compacted/slower example, de-
formed using 1000× conformal dis-
placement.
(c) Compacted/faster example, de-
formed using 100× conformal dis-
placement.
Figure 4.24: 3D meter-scale example, with a x1-axis cut plane through the body’s centroid, show-
ing temperature change θt − θt0, at t = 7.0 s.
(a) EQSS λp∗i ≥ 1.5×10
−4 for uncom-
pacted/slower example.
(b) EQSS λp∗i ≥ 1.5 × 10
−4 for com-
pacted/slower example.
(c) EQSS λp∗i ≥ 1.0 × 10
−3 for com-
pacted/faster example.
(d) EQSS λp∗i ≥ 1.5 × 10
−4 for un-
compacted/slower examplese.
(e) EQSS λp∗i ≥ 1.5×10
−4 for uncom-
pacted/slower example.
(f) EQSS λp∗i ≥ 1.0×10
−3 for uncom-
pacted/slower example.
Figure 4.25: 3D meter-scale example, showing equivalent interfacial interface-tangential inelastic
strain λp∗i (EQSS): (a-c) at t = 5.0 s; and, (d-f) at t = 7.0 s.
In the compacted/faster example in Fig. 4.25(c), the interface-tangential inelastic strain localiza-
tion along the secondary crack induces postcedent slip along the small faults in Fig. 4.25(e). In
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the compacted/faster example, the inelastic slip’s localization does not spatially coincide with the
peak θt increase, as highlighted previously.
Evolving mixed-mode crack with friction example
Crack propagation numerical examples are run under compactive loading as in Fig. 4.6(a),
except slip is allowed in the x1-direction on the top and bottom boundaries (as critical to capture
wing crack propagation). The prescribed top displacement increment is ∆u2 = −1.0×10−6 m. The
bulk material is linearly elastic with Young’s modulus E = 10.0 GPa, Poisson ratio ν = 0.3, and
isothermal assumption s.t. cv → ∞ Pa/K. The interfacial slip is characterized by αφ = 0.0 MPa,
βφ = 0.1, and ζ s∗ →∞ m.
(a) Crack phase field. (b) Slip phase field.
Figure 4.26: Shear mode crack example for no mode mixity with Gc = GIc = GI Ic, showing: at
boundary u2 = −190.0×10−6 m and u2 = 199.0×10−6 m; and, (b) at same boundary displacement.
Using the crack propagation technique in Appx. C.4, a comparison example with no mode
mixity is presented in Fig. 4.26. As Gc = GIc = GI Ic = 2.7 × 103 N/m, therefore the fractures
propagate along the shear plane described by the initial flaw. The essential idea behind including
the no-mixity example in this section is contained in Fig. 4.26(b). If the crack phase field d1
propagates in shear, therefore simultaneously so does the anisotropic slip phase field d2, hence
also engaging a frictional response along the evolving fracture’s surface. The different typologies
of no-mode-mixity vs. mixed-mode fractures in compressive fields are well established [25, 28].
Mode mixity is applied by combining the techniques described in Appx. C.4 and in-line
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with the energy-conjugate split formulated in Bryant and Sun [73]. For this example, we apply
GIc = 2.7 × 102 N/m and GI Ic = 10GIc. Clearly in Fig. 4.27(a-b), we qualitatively recover an
evolved fracture geometry qualitatively similar to the wing cracks in Liu and Borja [219]’s Figs.
11-12; unlike our prior numerical examples, it is difficult to compare exactly since they disclose
no units for the fracture toughnesses; further, they apply a maximum hoop stress criterion for the
fracture propagation direction, rather than specify mode I/mode II fracture energies. Unlike in that
work, again see Appx. C.4, our model supplants via energetic arguments their assumption that the
wing cracks constantly propagate at a fixed length increment. Also unlike traditional XFEM as
in Dolbow, Moës, and Belytschko [26] or Liu and Borja [219], our propagated cracks’ geometry
decomposes into smooth curves because unaffected by the particularities of element enrichment.
(a) Crack phase field. (b) Slip phase field.
Figure 4.27: Shear mode crack example for mode mixity with GI Ic = 10GIc, showing: (a) at
boundary displacement component u2 = −271.0 × 10−6 m and u2 = −281.0 × 10−6 m; and, (b) at
same boundary displacement.
Mixed mode crack propagation in the phase field context has been studied e.g. in Bryant and
Sun [73] and Zhang et al. [107]. Both those sources present related numerical examples evidencing
qualitatively similar differences between the baseline no-mixity and mixed-mode fracture propaga-
tion behaviors. I.e., in a compressive stress field enforced by uniaxial boundary compaction, frac-
ture models lacking a mixed-mode propagation criterion generally predict a crack growth cleaving
the specimen parallel with the initial flaw. In the same vein, the propagation example in Fei and
Choo [185]’s Figs. 21-24 evidence similar no-mixity behavior because propagating in the shear
plane described by the initial flaw. If GIc ∼ GI Ic, our results show the same propagation pattern. If
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instead GIc ∼ GI Ic/10, due to our phase field fracture model in Appx. C.4, we numerically capture
wing cracks’ propagation as in Fig. 4.27.
4.5 Conclusion
This work employs the phase field crack approximation to describe rock fracture, coupled with
a stick/slip model to describe frictional sliding along the fracture’s surface. The stick and slip
model although essentially standard is modified extensively to accommodate a regularized repre-
sentation of fracture and the thermoplastic coupling. In this manner, the cohesive-frictional yield
function enforces rate- and temperature-dependence through the friction coefficient. A strain-rate
potential is introduced, s.t. fracture slips only in directions tangent to its surface. In consequence,
our numerical model is structured like an anisotropic and nonassociative plasticity model. Mi-
cromorphic spatial regularization is applied to provide the regularization during strain softening,
while the global-local sequential constitutive update is computed via a regularized stress-return
algorithm. Numerical examples which simulate thermally-coupled slip-weakening/strengthening
phenomena are provided and compared with available benchmark solution obtained from embed-
ded strong discontinuity models (e.g. XFEM).
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Conclusion
In this closure, initially we summarize results and conclusions regarding the mathematical for-
mulations and numerical methods proposed in this work. Subsequently, we detail future research
directions for the proposed numerical methods.
Scope and contribution
This dissertation introduces a family of mathematical frameworks implemented as numerical
models to numerically capture inherent and induced size-dependent anisotropy in geomaterials.
As we have seen, in many rock and subsurface engineering applications it is necessary to distin-
guish between several path- and/or rate-dependent dissipative mechanisms in order to predict the
stress response during strain localization. Spatially regularized models of strain-softening and slip-
weakening provide a powerful tool to simulate these distinct phenomena both without pathological
mesh bias by inducing a length scale associated with the inelastic deformation, and with the capa-
bility to reuse that length scale for important numerical integrations (e.g., of the slip distance as in
Chapter 4). Unlike the prior strong discontinuity models, which have been under development for
decades, the current generation of diffusively regularized discontinuity models are relatively new.
For example until recently, the phase field model have lacked the capability to model mixed-mode
fracture propagations and rate-dependent frictional slips. We need a suite of geomechanics models
which provide the same capabilities from anisotropic plasticity, mixed-mode fracture, and fric-
tional slip models as the prior generation of strong discontinuity crack models, but with the ease of
implementation and parallelism associated with diffusively regularized discontinuities. Chapters
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2, 3, and 4 of this dissertation are aimed to resolve this issue.
In Chapter 2, we introduce a regularized anisotropic modified Cam-clay model which cap-
tures the size-dependent anisotropic elastoplastic responses for clay, mudstone, shales, and sed-
imentary rock. By homogenizing the multiscale anisotropic effects induced by clay particle ag-
gregate, clusters, peds, micro-fabric, and mineral contact across length scales, we introduce two
distinctive anisotropic mechanisms for the plasticity model at the material point and mesoscale
levels. We first employ a mapping that links the anisotropic stress state to a fictitious isotropic
principal stress-space to introduce anisotropy at the material point scale. Then, the mesoscale
anisotropy is introduced via an anisotropic regularization mechanism. This anisotropic regulariza-
tion mechanism is triggered by introducing gradient-dependence of the internal variables through
a penalty method such that the resultant gradient-enhanced plastic flow may exhibit anisotropic re-
sponses non-coaxial to the stress gradient of the yield function. The influence of the size-dependent
anisotropy on the formation of the shear band and the macroscopic responses of the effective media
are analyzed.
In Chapter 3, we introduce a regularized anisotropic mixed-mode fracture model. Under a
pure tensile loading, cracks in brittle, isotropic, and homogeneous materials often propagate such
that pure mode I kinematics are maintained at the crack tip. However, experiments performed
on geo-materials, such as sedimentary rock, shale, mudstone, concrete and gypsum, often lead to
the conclusion that the mode I and mode II critical fracture energies/surface energy release rates
are distinctive. This distinction has great influences on the formation and propagation of wing
cracks and secondary cracks from pre-existing flaws under a combination of shear and tensile
or shear and compressive loadings. To capture the mixed-mode fracture propagation, a mixed-
mode I/II fracture model that employs multiple critical energy release rates is reformulated in
a regularized phase field fracture framework. We obtain the mixed-mode driving force of the
damage phase field by balancing the microforce. Meanwhile, the crack propagation direction and
the corresponding kinematics modes are determined via a local fracture dissipation maximization
problem. The influence of the mode II and mixed-mode crack propagation in brittle materials is
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examined.
In Chapter 4, we unify the gradient-enhanced plasticity and fracture models, in order to regu-
larize an anisotropic model for frictional slip along closed fracture surfaces. Cracks, veins, joints,
faults, and ocean crusts are strong discontinuities of different length scales that can be found in
many geological formations. While the constitutive laws for the frictional slip of these interfaces
have been the focus of decades-long geophysical research, capturing the evolving geometry such
as branching, coalescence, and the corresponding interplay between frictional slip and the mode-II
crack growth in compression remains a challenging task. In this work employs a phase field frame-
work for frictional contact originated in Fei and Choo [185] such that these strong discontinuities
are represented by implicit functions and the frictional responses of the transitional damage zone
is approximated by a diffusive constitutive laws that captures the coupling between the bulk and
interfacial plasticity. To replicate the rate dependence and size effects commonly exhibits in fric-
tional interface, we propose a regularized constitutive law capable of replicating the interfacial slip
weakening and strengthening at different loading rates and temperature regimes. We show that the
regularized model may converge into the strong-discontinuity counterpart, and also can capture the
frictional responses of interfaces of complex geometries.
Future Perspective
We now discuss extending the current family of proposed models in order to address a larger
class of subsurface engineering problems. We focus on recommending specific options for future
work, which are perceived to significantly enhance the capability to capture commercially impor-
tant physics.
As far as the bulk plasticity is concerned, the anisotropic capped-plasticity model is not only ro-
bust but also extensible. Viscoplasticity is natural to incorporate into this model [221], to enhance
realism in modeling shale rock. Shales also demonstrate pressure-sensitive nonlinear elasticity
and fracture in the ductile regime [10]. Due to the variational constitutive update in the plastic-
ity model, incorporating semi-logarithmic hyperelasticity and/or variational phase field models of
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crack propagation can be similarly straightforward to include in the mathematical framework and
computational implementation (cf. Bourdin, Francfort, and Marigo [19] and Borja and Tamagnini
[59] on the elasticity and fracture models, respectively). However, there is a significant issue
with micromorphic spatial regularization of materially nonlinear hyperelasticities, particularly in
combination with phase-field modeling of ductile fracture. In the case of linear hyperelasticity,
identifying effective stress-dimensioned coefficients for the micromorphic regularization is gener-
ally straightforward. Frequently these coefficients are fixed as a fraction of the shear modulus, e.g.
cf. Forest [20] and Aldakheel and Miehe [52]. In contrast in the case of nonlinear hyperelasti-
cies, the elastic tangent is non-constant, and obvious heuristics to fix the micromorphic parameters
are unavailable; also, it may prove advantageous to add micromorphic terms in the stored energy
which regularize the elastic material response.
Moreover, it seems intuitive to couple the variational constitutive update with a diffusive,
variationally-consistent model for ductile fracture, i.e. via the phase field crack approximation.
The obvious benefit is that the ductile part of the fracture driving force can then be written in the
stored plastic work, which is known by dint of the variational constitutive update; in this manner,
one can eliminate phenomenological relations like using unity minus the Taylor-Quinney coeffi-
cient to designate a fraction of the plastic work as dissipated by fracture surface creation. It is
worthwhile to note that in classical/non-variational Cam-clay plasticity models, the stored plastic
work is exactly zero (cf. Eq. (6.20) in Borja [61], which states Dp = σ : εp in their nota-
tion), which problematizes its coupling to model nonlinear damage-hyperelasticity in shales, for
example. However, two aspects of the potential variationally-consistent ductile fracture coupling
are notionally unappealing: first, the lack of an obvious nondimensionalization to derive effec-
tive stress-dimensioned micromorphic coefficients, as noted above; and second, the apparently
necessity of applying a volumetric/deviatoric split to partition the elastic contribution to the stored
energy density, for the phase fracture coupling.
By taking inspiration from an unexpected source, it may be feasible to overcome both im-
pediments simultaneously. Based upon a grouping of the stored energy to derive thresholding
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of fracture initiation [78], Fei and Choo [185] recently rewrote the phase field crack model as
a framework describing the volume fractions of initial isotropic bulk vs. ‘anisotropic’ interfa-
cial stress responses, where anisotropic is used in the sense of Miehe, Welschinger, and Hofacker
[152]. This idea is generically extensible to prescribe various desirable constitutive behaviors,
e.g. Lemaitre damage model-like softening the compressive stress to compactive strain [222]. Of
particular interest for our purposes, however, the volume-fraction-based partitioning of the stored
energy potentially enables the prescription of an anisotropic interfacial hyperelasticity which intro-
duces fixed stress-valued elastic coefficients. In doing so, the interfacial elasticity can encompass
the trivial stress condition, s.t. the resolved fracture surface-normal stress may be zero.
Our work on the anisotropic variational Cam-clay model also highlights an essential aspect
about formulating plasticity as a constrained optimization problem. Namely, the starting-off point
for this approach is to associate the fourth-order projection tensor defining the plastic multiplier’s
norm with the elastic strain invariant within the stored energy density defined by the selfsame pro-
jection tensor. This identification is easily achieved, as shown in our work, by applying the partition
of unity described by that projection tensor and the fourth-order, symmetric identity tensor. Using
this technique, our work on fracture-directional frictional slip may be reformulated as a variational
constitutive update, using additional insight from Ortiz and co-workers to recover the stress-space
yield function at the trivial value of the plastic multiplier [23]. A variational constitutive update
for the frictional slip would ideally complement the variational bulk plasticity model.
Many potential improvements to our work are too numerous and trivial to list. E.g., this work
uses exclusively a quadratic degradation function for the phase field, whereas an alternative func-
tion might be employed, along the lines of Geelen et al. [180], etc. Significant potential im-
provements to the mixed-mode fracture model are intimately related to the anisotropic frictional
slip model, and we discuss both together. The most obvious lacuna in the currently proposed
mixed-mode model is the failure to directly address/differentiate mode II from mode III fracture
propagation behaviors. This criticism is simultaneously valid and explained by the frictional slip
model. We will briefly summarize why this is, as well as the potential remedy.
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Our frictional slip model incorporates aspects of Foster, Borja, and Regueiro [5]’s strong
discontinuity-based slip-strengthening/weakening model as a template for our interfacial stress-
return algorithm. In doing so, we describe the foundational building blocks for future work on
this subject, i.e. describing for the first time: thermoplastic slip-coupling in the stress-strain space,
the micromorphic approach to the spatial regularization of the slip strain, the interfacial fracture
surface-tangential stress-return algorithm, the consistent tangent operator, etc. That said, however,
the energy dissipation mechanisms addressed in our work are limited by closely tracking the topics
addressed practically in Foster, Borja, and Regueiro [5] and theoretically in Borja and Foster [190].
In particular when reading Borja and Foster [190], one notices that they correctly associate their
tangental slip/frictional contact model with the dissipation of mode II fracture energy, cf. their Fig.
2. The reasoning behind this association is: the resolved tangential shear stress component quan-
tifies the magnitude of shear stress along rather than within the plane of the fracture. In contrast,
even brief examination of a generic cartoon representing mode III fracture shows that the out-of-
plane boundary loadings result in in-plane shears at the fracture tip during propagations. In other
words, one requires a norm defining the magnitude of the fracture-surface-in-plane shear stress, in
order to capture mode III dissipations. Simply put, our current work uses the G-norm to define
the mode II-associated, fracture surface-tangential shear stress invariant; future work may employ
the F-norm to the same effect for he mode III-associated, in-plane shear stress at the fracture tip
(using the notation of Walpole [18]).
We identify some potential improvements to the numerical schemes used to capture the mixed-
mode/frictional-slip. For one thing, we have contained our microforce balance-based derivations of
the phase field crack approximation within Choo and Sun [79]’s a priori dissipative framework. I.e.,
we introduce the critical fracture energy as a Lagrange multiplier, expressing the non-negativity
constraint on maximization of the fracture energy dissipation. Our mixed-mode derivational frame-
work applies similarly to the eigen-erosion-based element deletion strategy [111]. As with the
phase field approximation, eigen-erosion was originally proposed as a variational method to track
fracture propagations. Instead of diffusive regularization as in the case of the phase field crack
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approximation, eigen-erosion tracks a discrete set of crack cells and their nonlocal cell neighbors.
Unfortunately, the discrete character of eigen-erosion’s crack surface-approximation engenders
mesh dependence w.r.t the propagated fracture geometry, which can be ameliorated by mesh r-
adaptivity [29, 223]. An alternative method to obtain the singular advantage of eigen-erosion
is to redefine the manner of its application. Viz., we have already suggested the potential for
a mixed phase-field eigen-erosion formulation in our section on multi-phase-field/frictional-slip
propagation. In that context, a mixed formulation offers the obvious advantage that the crack cell
set is finitely supported in space. Due to this feature, the fracture surface-normal direction can
be identified before and fixed after cell erosion. Meanwhile, the propagation of the fracture can
be evolved via the phase field, limiting the mesh dependence of the evolved cracks’ geometry; by
continuing to use the proposed Hill-Walpole strain energy split, mixed mode II/III behaviors may
still be investigated, as proposed above.
The real payoff for a mixed eigen-erosion formulation, however, is for modeling hydraulic
fracture propagation. Realistic numerical modeling of hydraulically propagated fractures requires
using some approximation of Renoylds’ flow in the fractured regions, which in turn requires an
accurate computation of the fractures’ width. Under eigen-erosion, the distance over which a
fracture-transverse strain translates to the local fracture width is simply the breadth of a cell. To
smooth the computation, moreover, we propose to compute the fracture surface-normal direction
nonlocally – i.e., as already proposed in our work on fracture transverse slip. By combining the
eigen-erosion, therefore, we enable both the fracture surface-normal width and the fracture surface-
tangential slip distance to become purely local computations. These computations’ cell-locality is
the potential mixed formulation’s obvious and definite advantage as, in these two cases, strictly
local computations certainly enhance the simulations’ realism.
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Appendix A: Micromorphically regularized Cam-clay model
A.1 Kelvin notation
Kelvin notation is a reduced matrix/vector notation: it accounts for symmetry of second- and
fourth-order tensors. Thus for symmetric second-order stress tensor σ = ∂We/∂ε e and elastic































6×1︸           ︷︷           ︸
Kelvin


































In comparison to Voigt-notated vectors and matricies, Kelvin notation’s significant advantage is
immediately apparent upon contraction: norms of both second-order tensors like the stress σ and
fourth-order tensors like the elastic stiffness tensor Ce are preserved, leading to a geometric in-
terpretation of matrix eigenvectors [224]. Nonetheless the strain tensor resolves quadratically as
ε e : Ce : ε e = ε e TCeε e, and so forth. For symmetric fourth-order elastic stiffness tensor Ce, the
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6×6︸                                                                                      ︷︷                                                                                      ︸
Kelvin
. (A.2)
Derivatives are also straightforward. Component-wise for example, we note that ∂σ/∂σ4 =
[ 0 0 0 1 0 0 ]T.
Finally, we note that the symmetry of second order tensors σ and ε e enables σe and ε e to be
six component vectors. Conversely, as Ce is both symmetric and six-by-six matrix-representable,
its fourth-order tensor equivalent Ce exhibits both the major and minor symmetries, respectively.
In our study, the elastoplastic tangent matrix Cep is also symmetric. As such, its tensor equivalent
Cep similarly combines both the minor and major symmetries, and is hence ’super-symmetric’ cf.
Itskov [58].
A.2 Transversely isotropic elasticity
Per [225] for example, E and ν are the Young’s modulus and Poisson ratio in the plane of
isotropy and characterizing transverse contraction in the plane of isotropy due to tension applied
in the perpendicular direction within the plane of isotropy, respectively. El and νl are the Young’s
modulus and Poisson ratio in the isotropic plane’s normal direction and characterizing transverse
contraction in the plane of isotropy due to tension applied in the isotropic plane’s normal direction,















Extracting c1 through c5 is then a series of purely algebraic steps. This begins with comput-
ing the compliance moduli (with unspecified rotation of material-to-global coordinate systems,






, Se12 = −
ν
E



























































Then the coefficients c1 through c6 are dimensioned Walpole-algebra coefficients [18]. In terms of
Ce’s matrix-entries in Eq. (A.2), the Walpole coefficients are:




12, c3 = c4 =
√
2Ce13, c5 = C
e
66, c6 = C
e
44. (A.4)
By way of comparison between Kelvin and Voigt matrix-vector notations, the Voigt-notated ex-
pressions for the entries in the upper right-hand block of the compliance and stiffness matrices are
identical with the Kelvin-notated expressions in Lubarda and Chen [225]. Conversely for example,




44 . . .C
e
66 differ because expressed in Kelvin notation. In particular for example,
in Voigt notation Se44 = S
e
55 = 1/µl .
To construct Ce per Eq. (2.6), all required fourth-order tensors are built as follows. First one
obtains the microstructural tensors φ = l ⊗ l orthogonal to χ = 1 − l ⊗ l, with both idempotent.
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From these two second-order tensors, all the relevant fourth-order tensors are:
(E1)i j kl = φi jφkl, (E2)i j kl =
1
2









(F)i j kl =
1
2
(χik χjl + χil χj k − χi j χkl), (G)i j kl =
1
2
(φik χjl + φil χj k + χikφ jl + χilφ j k).
Since E1, E2, F, and G each exhibit major symmetry, so does their every combination. I.e. Gi j kl
contains φik χjl but also χikφ jl to the same coefficient. Secondly they express minor symmetry,
which is identifiable by applying the symmetry of φ and χ. Thus their every combination qualifies
as super-symmetric. In contrast, E3 and E4 are not super-symmetric. However as we constrain
their coefficients such that c3 = c4, their every permissible combination exhibits the major sym-
metry [18].
A.3 Transversely isotropic plasticity
Semnani, White, and Borja [24] previously introduced a transversely isotropic plastic mapping
tensor. This linear mapping can be represented by a super-symmetric fourth-order tensor, described
by microstructural direction l and the coefficients α, β, and γ. To construct Pp per Eq. (2.9), all
required fourth-order tensors are built as follows.
(P
p





















δikφ jl + δilφ j k + φikδ jl + φilδ j k
)
,
Formally tensor Pp is a mapping, as lacking idempotence in that Pp , Pp : Pp, see Section 2.4.1
in Simo and Hughes [14]. It is easy to show that, in terms of the Walpole algebra, Eq. (2.9) is
Pp = αE1 + β (E2 + F) + γG.
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Alternately, also within the stress-space, the Walpole algebra contains an isotropic-to-transversely-
isotropic stress-space mapping. Practically, this alternative mapping adds an additional coefficient
δ to the mapping. The combination of tensors forming the basis for this mapping,
αE1 + βE2 + γF + δG,
are derived as the symmetric (linearly independent) elements within the symmetric commutative
Walpole subalgebra [16]. Each element within the subalgebra is idempotent, hence qualifies a
projection in Kunin’s terms. For all coefficients α . . . γ equal to 1, these elements sum to the sym-
metric fourth-order identity tensor. Our notion extends naturally to additional material symmetries,
wherein the mapping’s basis remains the linearly independent elements summing to I .
A.3.1 Local residual and tangent
To derive the local residual r, we apply the chain rule to the stationary condition of optimality















































































σn+1 : (−I ) + σq n+1
∂∆λ
∂∆εp















: (−I ) .
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After some auxiliary simplification, we obtain the residual r associated with Eq. (2.26).
To derive the tangent ∂r/∂x, we separately consider the purely local vs. the micromorphic

























































































































of which the first and last terms combine to produce symmetry. Second, consider the micromorphic
terms
∂2Wpα̃ n+1












+ kλ (Bλ : nn+1) ⊗ (Bλ : nn+1)











[Bλ − (Bλ : nn+1) ⊗ (Bλ : nn+1)] .
Summing the purely local term and the micromorphic terms, we obtain the tangent ∂r/∂x.
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A.4 Initialization
The mapped invariant-dependent flow rule of Eq. (2.30) is useful on occasion. For instance,
even when the simulated specimen is normally consolidated, it oftentimes clarifies interpretation to
begin simulations at: zero displacement, zero plastic strain, and zero field λ̃ and ε̃pv . In this instance,
it suffices to initialize εp
v 0 = 0 and pc 0 as follows. Specify a minimum input preconsolidation
pressure pc 0. For any given in situ stress tensor σ0 at time zero, ∆λ = 0 so Eq. (2.31) becomes
p∗0
(






where subscripting 0 indicates the initialization time and state. Solving, pc 0 = min(pc 0, p∗0 +
q∗ 20 /M
2p0). By use of the mapping tensor, used whilst computing the starred scalars, this method
accounts for plastic anisotropy during initialization. Regarding Eq. (2.8), Wpn at time zero is both
ambiguous and without impact on the plasticity stress-return method’s result. That is, because
lacking the entire strain history, Wp0 at time zero is difficult to determine, even if the stored consol-
idation work can be approximated from Eq. (2.38). Further, given the material is elastically and
plastically anisotropic, we anticipate the initial Wp0 to change with the microstructural direction
(even between different simulations run at the same initial confining stress).
Thus an unwieldy quadratic case can be avoided by bv = Pp vol −1 : 1, as highlighted in Eq.
(2.31). This idea has advantages and disadvantages. On one hand, mapping the trace operator is
nontraditional. Naturally, the purely volumetric definition of scalar εpv also changes. On the other,
mapping the trace-like constraint is somewhat akin to the concomitant mapping of both stress and
back-stress into the plane-stress-space [13]. Hence it promotes both simplicity of initialization and
conceptual consistency. This topic will be investigated in later work.
Regardless of the trace-like constraint for plasticity, the initial elastic strains are always com-
puted in the same manner. For the simulations herein, some divergence-free isotropic stress state is
read-in, with mean stress equal to the normal confining stress σc applied along the lateral bound-







(a) Setup of the material point problem.



























(b) Confining stress σc = −30 MPa.
Figure A.1: Material point plasticity simulations, showing: (a) the problem geometry with mi-
crostructural angle θ l describing the angle between the microstructural direction and its projection
onto the x1-x2 plane; and, (b) simulation curves labeled by θ l , compared to sampled points from
the experimental curve described by [10].
Table A.1: Calibrated plasticity parameters
σc [MPa] Cd αdev βdev αvol βvol
−30 0.00202 0.883 0.542 0.819 0.988
−40 0.00178 0.942 0.631 0.784 0.866
−50 0.00211 1.17 0.739 0.917 0.992
the elastic strains are initialized.
A.5 Material point calibration
We calibrate the local mapping against experimental curves describing Tournemire shale speci-
mens undergoing compressive triaxial loading [10], as did Semnani, White, and Borja [24]. Specif-
ically they compared axial strain against deviatoric stress for various orientations of the local mi-
crostructural direction l at three confining pressures σc, using material point simulations. Our
procedure is similar, in that we assume that the experimental specimens both are initially ho-
mogeneous and deform homogeneously. Under these assumptions, the experimental data for the
Tournemire shale is applicably modeled by a material point simulation.
An optimization procedure was applied to simplify calibration. Loading is imposed as in Fig.
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(a) Confining stress σc = −40 MPa.



























(b) Confining stress σc = −50 MPa.
Figure A.2: Simulation curves labeled by θ l , compared to sampled points from the experimental
curve described by [10].
A.1(a), with a compressive confining pressure σc applied in the x1-x2 plane, and axial strain im-
posed in the x3 direction. Microstructural direction l is parameterized w.r.t. microstructural an-
gle θ l from the x1-x2 plane. For the initial optimization problem, confining pressure σc = −40
MPa was selected because: it is the lowest confining pressure with data available for all three
microstructural angles θ l = 0, π/4, π/2. Optimization of the calibration was performed with the
NL2SOL algorithm [226] using the Dakota software toolkit as a driver program [227]. The objec-
tive function is set to minimize the difference between sampled experimental and simulation curve
data points, Fig. A.2(a).
From the initial calibration at σc = −40 MPa, the elastic material parameters obtained were
E = 25500 MPa, El = 9070 MPa, ν = 0.161, νl = 0.295, and µl = 2300 MPa. Parenthetically, the
most distinct trend observable during the initial optimization relates to the limited selection of the
microstructural angles θ l = 0, π/4, π/2 and optimized value for µl . Simply put, due to the paucity
of experimental curves available, changing modulus µl’s value can move the θ l = π/4 curve,
without effecting simulation results for either θ l = 0 or θ l = π/2. For this reason, the identical
elastic parameters were applied during subsequent optimizations, at both confining pressures σc =
−30, −50 MPa. Also, the critical state line’s slope was fixed at M = 1.0, as was γdev = γvol = 1.0.
Calibrated plasticity material parameters are presented in Table A.1, using the results from Fig.
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A.1(b) and Fig. A.2, and assume constraint bv = 1.
As one important caveat, however, we highlight the rightward shifts of our simulation curves
w.r.t the experimental data sets initial data point [10]. We attempt to use quantitatively the same
shifts as applied in Semnani, White, and Borja [24], in order to account for an initial fracture
’closure phase’ associated with macroscopically apparent convex hardening. They interpret this
closure phase concludes prior to the otherwise concave hardening towards the critical state. Heuris-
tically however, we observe that selection of the initial experimental datum for simulation curve-
fitting can significantly impact the calibrated plasticity parameter values.
In general, our calibrated material parameters agree reasonably with the results of Semnani,
White, and Borja [24]. This is true for the elastic and plastic material parameters, and Cd in
particular. We credit this agreeance to the use of an exponential stored consolidation work per Eq.
(2.8), rather than the hyperbolic stored work proposed by Ortiz and Pandolfi [23], i.e.
Wpc −W
p












In our experience, the hyperbolic law calibrated very different values of Cd , taking ε
p
v 0 = 0 and for
the same pc 0.
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Appendix B: Mixed-mode phase field fracture model
B.1 Spurious crack healing case
Our simplest numerical example compares time series of crack-healing results versus not. This
example addresses the idea to store the maximum value of H over the time history, to putatively
stop crack healing. For GIc , GI Ic, crack healing can be demonstrated numerically. In particular
for GIc  GI Ic, we select a problem similar to the commonly used pure shear benchmark problem
in Miehe, Hofacker, and Welschinger [77]: albeit with mixed-mode boundary conditions, Figure
B.1.
The elastic material parameters are: λ = 121.15 kN/mm2 and µ = 80.77 kN/mm2. The
numerical parameters are l = 15 × 10−3 mm for a mesh universally refined to 3.90625 × 10−3
mm. Elastic and numerical parameters the same for all cases using loading Figure B.1, unless
otherwise noted. The mode I critical energy release rate is GIc = 2.7 × 10−3 kN/mm, whereas
GI Ic = 2.7 × 10−1 kN/mm. Note the lateral left and right boundaries are traction free. On the
bottom boundary ∆u1 = ∆u2 = 0 mm for all time steps. On the top boundary we prescribe:
∆u1 = 0 mm and ∆u2 = 1.0×10−5 for the first 940 time steps; ∆u1 = 0 mm and ∆u2 = −1.0×10−5
mm for the next 940 time steps; and, ∆u1 = 1.0 × 10−5 mm and ∆u2 = 0 for the final 3120 time
steps. The effect of crack healing can be seen by comparison of Figure B.2. The spurious healing
is visible, and can be discerned from local reductions in the damage variable towards the tensile
fracture tip.
If the history function is not as assumed in Eq. (3.21), then spurious crack healing may occur
when GIc , GI Ic. For the case where GIc  GI Ic as above, the spurious healing may occur if the
external force is not monotonically increasing. In this numerical example the external force fol-








Figure B.1: Setup of the boundary value problem used in both the spurious healing and shearing
fracture simulations.
shear. The numerical-experimental premise is to drive up HI for a relatively low value of GIc vs.
GI Ic. Subsequently we unload, so that current values of H exceed the corresponding stored energy
partition due to a legacy of tensile loading. Now loading in pure shear, at some point we increase
the current H (now due to increases in HI I) beyond the historical value (due to legacy HI). But as
GI Ic  GIc for this example, the critical-energy-normalized combination of HI and HI I plunges.
So does the crack heal.
B.2 Shear case
In this work, we decompose the strain energy functional in a new manner. Certainly we do
not follow prior ideas e.g. Miehe, Welschinger, and Hofacker [152], except in its broadest out-
lines. Therefore, the no-mixity GIc = GI Ic result cannot be anticipated to exactly recover Miehe,
Welschinger, and Hofacker [152]-type behavior. Overall, when the body is loaded quasi-statically
in mixed-mode loading, we desire that the induced fracture not branch. This well-known prob-
lem with the phase field fracture approximation traces to Bourdin, Francfort, and Marigo [19].
Compressive-zone fracture can alternately be mitigated by recourse to a volumetric/deviatoric split
Amor, Marigo, and Maurini [210].
This boundary-value problem addresses inhibition of fracture growth in compressive zones.
Specifically we prescribe ∆u1 = 1.0×10−5 mm and ∆u2 = 0 for all 1500 time steps. A comparison
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(a) Irreversible model using combined history function of Eq. (3.21), left-to-right: initial
tensile loading, tensile unloading, subsequent shearing, and final loading step.
(b) Healing model using dual history functions of Eqs. (3.1) and (3.2), left-to-right: same
as the above.
(c) Difference of (a) minus (b)’s phase field.
Figure B.2: Consistency case phase field d, at u1 = 900 × 10−5 and u2 = 1620, 1820, 2620 × 10−5
mm.
of the results is presented in Figure B.3. They evidence a single crack tip emerging from the initial
discontinuity, unlike prior so-called ‘isotropic’ model like Bourdin, Francfort, and Marigo [19]. In
short, our strain decomposition also eliminates undesirable crack initiation in compressive zones,
Figure B.4.
However, another significant trend is noticeable. The crack propagates in a zone without re-
solving a maximizing shear strain. In return, the fracture trajectories as well as force-displacement
curves are basically unaffected by the ratio GI Ic/GIc, Figure B.5. The local dissipation maximization-
based routine both qualitatively as well as quantitatively recovers the result of strain eigenvalue-
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(a) GI Ic/GIc = 1. (b) GI Ic/GIc = 7.
Figure B.3: Shear case phase field d, at u2 = 850, 1340 × 10−5 mm.
Figure B.4: Shear case for critical fracture
energy ratio GI Ic/GIc = 7, least in-plane prin-

























Figure B.5: Shear case force-displacement
curves, overlapping for all critical frac-
ture energy ratios GI Ic/GIc, with compari-
son to the original Miehe, Hofacker, and
Welschinger [77] taking Gc = GIc and reg-
ular vs. isogeometric finite element analy-
sis [120], elsewhere used for e.g. numerical
benchmarking of mesh h-adaptivity [121].
based partition [77]; this problem has been previously studied using both that and the volumet-
ric/deviatoric partitions, cf. Borden et al. [120], Heister, Wheeler, and Wick [121], Ambati, Gerasi-
mov, and De Lorenzis [135], and May, Vignollet, and De Borst [228], among others.
That combination is both sensible and desirable. Inasmuch as the material stiffness degrades
in a region due to opening, the preponderance of near-tip energy dissipation is due to mode I
fracture (as here). Moreover since we ascribe kinematic consistency to this isotropic material, θ
maximizing F resolves zero shear. So F = WI/GIc + 0/GI Ic at the fracture tip, refer to Figure 3.3.
Hence increasing GI Ic causes only slight changes in this result, as demonstrated in the overlapping
force-displacement curves for all ratios GI Ic/GIc. This outcome is as per our expectation, yet very
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dichotomous from fracturing in a compactive region (as with coalescent cases, Section 3.3).
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Appendix C: Frictional slip phase field fracture model
C.1 Tensor calculus in Walpole basis
In this section, we provide the expression for ∂tt/∂σi with elements in the Walpole basis of
fourth-order tensors. The result is used to derive the Hessian ∂2gpi /∂σi ⊗ ∂σi, which is required
for both our interfacial stress-return algorithm and interfacial CTO.
First, define some vector n of arbitrary length s.t. ‖n‖2 = n · n. From that vector and the
second-order identity tensor, one obtains two orthogonal microstructural-like second-order tensors,
φ = n ⊗ n and χ = ‖n‖2 1 − n ⊗ n. The relevant partition of I is the orthogonal and commutative
subalgebra Kunin [16] of the Walpole basis Walpole [18]. For the apposite algebra, all required
fourth-order tensors are








χik χjl + χil χj k − χi j χkl
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Since E1, E2, F, and G each exhibit the major and minor symmetry, so they qualify as ’super-
symmetric’ cf. Itskov [58], and
‖n‖4 I = E2(n) + F(n)︸           ︷︷           ︸
A(n)
+E1(n) + G(n)︸           ︷︷           ︸
B(n)
. (C.2)
For some symmetric second-order tensor σi, we resolve the invariants tn and tt using n as,
t i = n · σi, tn = (n ⊗ n) : σi = n · t i, tt =
√
t i · t i + (‖n‖




(t i − tnn) · (t i − tnn) was used.
Now, consider the derivative of t i ⊗ n + n ⊗ t i in σi. We exploit σi’s symmetry, s.t. nmσi mi =
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Only E1- and G-contractions resolve non-zero terms, s.t.
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(C.6)



























where we have applied tt =
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(2E1 + G) : σi︸                    ︷︷                    ︸
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The above preliminary identities ease computation of the Hessian of function gpi =
√
t2t + γ2.
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where ∂gpi /∂σi = ∂
√
t2t + γ2/∂σi = (tt/
√
t2t + γ2)∂tt/∂σi. Now let ‖n‖
2 = 1 and cancel.
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C.2 Closed loop structure extraction example
The objective of this example is threefold. First, we demonstrate with a numerical example the
bias-free character of the ridge-valley structure extraction method (which is procedurally similar in
2D and 3D, cf. López et al. [216]). To do this, we apply a rotation of the boundary value problem
w.r.t. the reference frame. Second and third, we highlight the reconstruction method’s capacity to
model both curved cracks and crack surfaces containing closed loops, cp. to the algorithms in Fei






























Figure C.1: Thermally-uncoupled rate-independent stick/slip reconstruction example. In (b), con-
vergence profile for ‘closed loop’ with phase field and displacement as in Fig. C.2(a-c) and ‘ro-
tated’ with phase field and displacement as in Fig. C.2(d-f). Note that the numerical curves in (b)
overlap.
The bulk material is linearly elastic with Young’s modulus E = 10.0 GPa, Poisson ratio ν =
0.3, and isothermal assumption s.t. cv →∞ Pa/K. The interfacial slip is characterized by αφ = 0.0
MPa, βφ = 0.1, and ζ s∗ → ∞ m. The boundary value problem’s geometry is described in Fig.
C.1(a), with the top displaced in one increment by ∆u2 = −0.1 m. We use the numerical mesh and
parameters described in Sec. 4.4.1, with one exception. Note the x1- and x2-direction displacement
components within the circle described by the phase field are unconstrained, except for the stress
transmitted through the crack. In such cases, we raise kpi to order K
p





The circular flaw is represented by the phase field crack approximation.
In Fig. C.2, we compare the displacement component results for the boundary value problem
vs. with results for the same problem conducted in the rotated coordinate system. Moreover,
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per Fig C.1(b), the convergence profiles for both simulations overlap. The overlapping indicates
that the rotated and rotated problems’ numerical systems are related at every Newton iteration
conducted during convergence of the displacement increment, s.t. the displacement residual’s
norm overlap subsequent to each linear solve.
(a) Phase field. (b) Displacement component u1 in m. (c) Displacement component u2 in m.
(d) Phase field d. (e) Displacement component u∗1 in m. (f) Displacement component u
∗
2 in m.
Figure C.2: Thermally-uncoupled rate-independent stick/slip reconstruction example, showing:
(a-c) horizontal-x1 and vertical-x2 coordinate system; and, (d-f) rotated boundary value problem
w.r.t. the reference frame, s.t. u∗1 = (e1 − e2) · u/
√
2 and u∗2 = (e1 + e2) · u/
√
2, where e1 and e2
are unit vectors of the x1 and x2 axes, respectively.
C.3 Adiabatic local stress-return algorithm
We describe solution of a 7 × 7 numerical system for the interfacial strains and hence stress
at each integration point, plus the multiplier. We provide two propaedeutic tensor identities. First
anticipating solution for ε ei , the chain rule applied to slip-yield surface’s gradient and the interface-
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for ∂2gpi /∂σi ⊗ ∂σi shown in the appendix.






















anticipating use of ∂tt/∂σi via the chain rule, but as ∂g
p
i /∂σi = (tt/
√
















C.3.1 Time-discretized derivative identities






βtθ∆t + (∂ Ûζ sD
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θ n+1 can be obtained using A : (∂W
e ‖ 2
i /∂
2ε e ‖i ) : A, i.e. taking the reciprocals
of the coefficients of E2 and F.


























1 + ( Ûζ sn+1α3)2




























































We also define the steady-state friction coefficient under non-isothermal conditions, s.t. βφ per
























Last for saturation-type decline function gζ (ζ sn+1( Ûζ
s
n+1)) in Eq. (4.10), we combine the above
derivative identities with the partitions of unity in Eq. (4.11). By the product rule, we can write



































where we use Eq. (4.58) for time discretization. Time-discretizing, we can write (holding constant
Ûζ sn+1)





+ βn+1n ⊗ n +






























where the necessary identities are proved above, e.g. in Eq. (C.18).
C.3.2 Stress-return algorithm
The stress-return algorithm initially applied the globally-returned strain increment exclusively
to the local interfacial elastic strain, to compute ε e tri n+1 hence tn(σi(ε
e tr





ther, we note that the evolution of the internal variables is well defined at the elastic trial state, i.e.
in Eq. (4.60). If f pi (σ
tr




i n+1 = ε
e tr
i n+1, and ∆λ
p
i = 0. Else, iterate to
solve for σi(ε ei n+1) and ∆λ
p













, r k =

(
ε ei n+1 − ε
e tr














where k is the iteration, xk the vector of local unknowns, and r k the residual; our convention is
that (ε ei n+1)6×1 is the Kelvin-notated vector equivalent of ε
e
i n+1, and so forth for similar terms.














































using identities from Eq. (4.58) through Eq. (C.27), in-line with Foster, Borja, and Regueiro





n+1)/∆t, and so forth for similar terms.
C.3.3 Consistent tangent operator
In this section, we resolve an apparent difficulty with the interface-tangential inelastic strain
CTO. Other formulas are available in the literature for computing a CTO, but they are unsuitable
because our interfacial stress mapping isn’t necessarily bijective, e.g. cf. Dutko, Perić, and Owen
[229]. To resolve this issue, we extend the approach specified in Cuitino and Ortiz [230] and
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discussed in De Borst and Groen [231] by computing a modified-elastic-compliance tensor — but,
using a positive-semidefinite elastic stiffness tensor.
The interfacial CTO is computed as follows. If the material point is not slipping, Cei n+1 is
returned as the interfacial tangent to the global system. Otherwise, we return Cepi n+1 as the interface-
tangential inelastic strain CTO. The CTO is evaluated after convergence of the local system, so for
the remainder of this section we drop superscript k and subscript n + 1. After De Souza Neto,
Perić, and Owen [80]’s Eqs. (7.127-7.136), we form

(














































However if k ‖i = 0.0, because C
e
i represents a symmetric positive-semidefinite matrix. Addressing
this issue following de Souza Neto and co-workers’ Eq. (7.144), we rewrite Eq. (C.30)’s first line,
dσi = Pi :
(




















: Cei , (C.31)
with Pi the modified elastic compliance tensor discussed in Cuitino and Ortiz [230] and De Borst
and Groen [231]. Using the equation for Pi , the question of Ce −1i is never reached.
With the problem of Cei resolved, the rest is procedural. To determine C
ep
i as in dσi = C
ep
i :
dε e tri , we back-substitute d∆λ
p
i into Eq. (C.30)’s first line,
C
ep

































C.4 Crack propagation formulation
Up until this point, we have written stored energy, bulk plasticity, and interfacial slip inelasticity
models which replicate the elements in Foster, Borja, and Regueiro [5] and Liu and Borja [6],
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albeit revised for phase field fracture and non-isothermal conditions. However the prior strong
discontinuity-based formulations apply an auxiliary propagation algorithm to advance the crack
tip, e.g. linear elastic fracture mechanics (LEFM). E.g., see the use of LEFM-propogated crack
growth in Liu and Borja [6]’s Figs. 11-12. Use of these extrinsic propagation algorithms cannot
easily be replicated in a phase field-based fracture model. Yet even for us, it remains useful if not
necessary to fix the fracture’s n ⊗ n spatially in front of the frictional slip.
To algorithmically mimic the prior strong discontinuity-based formulations, we append to Eq.
(4.36) the following auxiliary algorithm to describe the fracture tips’ propagation. Specifically, we
solve an additional phase field equation which diffusively resolves the fracture spatially in advance





b + W̃b︸            ︷︷            ︸
bulk energy Wb




i + W̃i︸            ︷︷            ︸
interfacial energy Wi
)] +W tθ, (C.33)
where gd1 for d1 ∈ [0, 1] and gd2 for d2 ∈ [0, 1] are defined as in Eq. (4.35), and for ςni = {εi}
where {εi} is the set of ε ’s eigenvalues,



















where εv is the sum of terms in {εi}. Each field d1 and d2 is associated with a functional Γd1 ≥ 0
and Γd2 ≥ 0 defined as in Eq. (4.4), length scale ld1 and ld2 , as well as a Lagrange multiplier GIc and
GI Ic, respectively. That said, in this section’s numerical examples presented, we apply no fracture
energy mode-mixity: l = ld1 = ld2 and Gc = GIc = GI Ic. Note that d2 ∈ {0, 1} is permissible,
but needs a method to express the abrupt change in stored energy via increased fracture surface.
Specifically the discretization of the crack volume requires finite support in space, e.g. Pandolfi
and Ortiz [111]. In sum, the crux of Eq. (C.33) is to surrogate the isotropic elastic constitutive
relation ∂Wni/∂ε by the initially elastic anisotropic constitutive relation ∂Wi/∂ε = ∂W
e
i /∂ε .
Remark 7. Our proposed multi-phase field formulation resembles to the ‘contact split’ propagation
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algorithm proposed in Hu, Guilleminot, and Dolbow [192], but replaces the functionality of evalu-
ating a Boolean in the stored energy (described below their Eq. (40)) by using a second phase field
to evolve the surface along which frictional slip occurs.
In this vein, two manipulations of the inelastic slip deformation are permissible. First, one
may postpone evaluations of the inelastic slip yield function until after the slip volume fraction
1 − gd2 ≥ 1 − g∗d2 , for 1 − g
∗
d2
a threshold interfacial volume fraction. When the thresholding is
employed, we initialize
αφ = max(αφ, f pi − αφ) (C.35)
when 1 − gd2 = 1 − g∗d2 to ensure f
p
i ≤ 0, after Foster, Borja, and Regueiro [5] and Borja and
Regueiro [218]. Setting αφ in this manner is critical not just by physical arguments, but also
to converge the numerical simulations of rate-dependent boundary value problems. The second
permissible manipulation is procrastinating the integration of Eq. (4.3) until achieving a threshold
1 − gd2 ≥ 1 − g∗d2 .
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