Exascale will present many challenges to the HPC community, but the primary problem will likely be power consumption. Current petascale systems already use a significant fraction of the power that an exascale system will be allotted. In this paper, we show measurements for real I/O power use in three large systems. We show that I/O power use is proportionally fairly low per machine, between 4.4 and 5.5% of the total consumption. We use these measurements to motivate a burst-buffer checkpointing solution for powerefficient I/O at exascale. We estimated this solution to use approximately 6.6% of the exascale machine power budget, which is on par with today's systems.
INTRODUCTION
Many predictions about exascale machines, including those of the Exascale Computing Study [20] , indicate that power is a major obstacle for developing future large platforms. In response, many groups in the high performance computing (HPC) community are undergoing deep investigations to discover inefficiencies. This certainly includes the storage community, where several power-related discussions have taken place. While concern abounds, there is little publicly released data to frame discussions on the power use of data storage infrastructure for large computers.
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MOTIVATION
There is no question that HPC requires a significant amount of power. One reason is that application data is too large to fit into the smallest and fastest memories, necessitating the use of a memory hierarchy. A typical system would include registers, several levels of cache, main memory (DRAM), and disk. Worse, the disks could be located in another machine that is accessed through a network, as is the case in the most popular massively parallel computer architectures [6, 17] .
Traditionally, the main concern is that increasing latency imposed by the memory hierarchy influences the amount of time needed to access data. In the exascale era, the amount of power used is just as important, and is also directly related to where the data is within the memory hierarchy. It makes intuitive sense that, the deeper the data is in the hierarchy, the more power is necessary to retrieve the data. However, the power required to move between layers can be significantly different.
Moving data between DRAM and off-chip cache requires approximately 0.001 and 0.1 nanojoules of energy per byte [11] . Interestingly, this is much less than the amount of energy to move the same amount of data between off-chip cache and on-chip cache, which is approximately between 0.1 and 1 nanojoules per byte [11] . However, both of these figures are drastically less than the amount required for to move data from a disk: 100-1000 nanojoules per byte [11] . Secondary storage appears to be ripe for power optimization.
The true power consumption of I/O, however, depends on several different factors like the application's behavior, the architecture and configuration of the I/O servers within the system, and administrative policies of the system. For example, an application whose primary operation is doubleprecision matrix multiplication will use proportionally less power for I/O than an application that performs a large map-reduce job. To understand real-world power load, one must measure real-world systems. Each site was asked to measure the compute and I/O power use for their machines individually in order to provide an accurate characterization of their machines' power use. It is worth noting that this survey only included compute, storage, and networking infrastructure. No sites included other consumers of power, like cooling.
SITE SURVEYS

Los Alamos National Laboratory
Los Alamos Laboratory and Sandia National Laboratories, through the Alliance for Computing at Extreme Scale (ACES), procured, operate, and use Cielo, the primary capability computing platform for both labs [2] . Cielo has achieved 1.11 PF using LINPACK [7] , which makes it the sixth most powerful supercomputer on the June 2011 Top500 list [25] . The compute section of Cielo, a Cray XE6, has 8,944 dual-socket nodes, populated with 2.4 Ghz eight-core AMD Magny-Cours processors, with 32GB of DDR3 memory per node [24] . Cielo is connected to a 10 PB Panasas storage system that manages hardware-accelerated RAID 6 arrays with eight disks each.
There are other machines in the same building that use an enterprise storage model; i.e., there is another centralized 10 PB high-speed parallel file system that is available to several machines including Roadrunner, a heterogenous platform that contains IBM Cell processors, and 800 TF of capacity compute clusters. The SAN is PaScalBB, a high-bandwidth 10 Gb ethernet fabric [3] . Together, all of the clusters and storage form the secure environment at Los Alamos National Laboratory, comprising approximately 3.5 PF of compute and 20 PB of storage. The secure environment uses approximately 16.5 MW of power total. Intel Xeon X7542 512 GB 6 Sun X4600
AMD Opteron 8220 256 GB 1 HP DL980
Intel Xeon X6560 2 TB 1 Table 1 : Types of compute nodes in Palmetto Figure 1 depicts the power use of Cielo individually, along with the power use of the entire secure computing environment at Los Alamos. The power use of storage was measured by reading the power draw directly from the power distribution units several times throughout the course of a normal working day, when the utilization was high. Cielo uses, on average, 4.3% of its power for disks, SAN, and I/O servers, while the entire secure computing environment in aggregate uses 2.4% for those components. The storage infrastructure is clearly a minor consumer of power compared to compute nodes.
Clemson University
Palmetto is Clemson University's largest compute cluster. It represents a successful instantiation of the condominium model of supercomputing, where users contribute funds for hardware to secure time on the platform [1, 5] . This model creates a varied mix of hardware that can participate in computations. Palmetto is used to run a large number of applications, including molecular dynamics, econometrics, network simulation, biophysics, genomics, and combustion codes. It achieved 92 TF on the LINPACK benchmark, securing it the 96th slot on the June 2011 Top500 list [7, 25] . Table 1 shows a list of all machines within the cluster, sorted by quantity. Nodes are connected to a Myrinet fabric. Once or twice per year, Clemson will make a bulk hardware purchase on behalf of those buying into Palmetto. The vast majority of compute capability in the cluster (1611 nodes, or 14008 cores) were purchased in this manner. A small number of large-RAM nodes were purchased for specific applications, and are not included in the general availability pool of resources. Palmetto's storage hardware includes 32 Dell R510 servers with Dell PERC H700 controllers. Each controller runs a RAID 5 array with five 1 TB disks, with a total usable space of 256 TB. An OrangeFS scratch file system [19] of 115 TB occupies this space, with the remainder unused. A further 360 TB of data storage is provided by three DDN arrays: Two DDN 6620s with sixty 2 TB disks apiece that host home and project directories; and one currently unused DDN 9550 with five trays, each containing forty-eight 500 GB disks [14] . The DDN 6620 units are configured with Sun QFS file systems [18] . Two Sun F5100 servers with eighty 22 GB flash disks each are used for QFS metadata.
In measuring the power use of Palmetto, each power distribution unit was sampled every two hours. . Figure 2 shows that Palmetto's storage power use ranges between 4.9% and 6.1% of the total machine's consumption throughout the testing period, or 20 to 24 kW total. Meanwhile, total compute power draw ranged from 359 to 427 kW. During higher utilization periods, it is likely that the compute power draw is higher. This would reduce the proportion of power used by storage.
Sandia National Laboratories
Red Sky is the premier capacity compute platform at Sandia National Laboratories. When combined with Red Mesa, a similar machine hosted at Sandia for the National Renewable Energy Laboratory [16] , it ranked 16th on the June 2011 Top500 list, having achieved 433.5 TF on the LIN-PACK benchmark [7, 25] . One of the machine's notable features is that it is the first Infiniband cluster with a 3-D torus topology [9] . It is composed of Sun X6275 blades, each containing two Intel X5570 processors and 12 GB of RAM. The storage nodes are nearly identical to the compute nodes, save connection to the storage, and are in the same racks. Red Sky hosts 3 PB of raw storage organized as Linux software RAID 6 arrays. These provide the storage for several Lustre file systems.
Red Sky is designed to be split between two modes of operation simultaneously: Classified and unclassified. The unclassified partition of the machine, at the time of this writing, was configured to be five-sixths of the nodes in Red Sky, or about 54% of the nodes in Red Sky and Red Mesa combined [21] . This portion of the machine includes a 750 TB Lustre file system for scratch, and two other 18 TB Lustre file systems for home and project directories. We project the results based on this portion of the machine, as it is intended to be a reasonable partition that can be used independently.
Rather than measure the power use of the whole machine, we measured three racks (one compute, two storage) and extrapolated it to the size of Red Sky's unclassified partition, which contains 40 racks of compute and six racks of storage. Several times throughout a 14-hour period, we read the power use directly from the compute rack's power distribution unit, and measured the draw of the disk cabinets 
DISCUSSION
The data strongly shows that storage consumes much less power than compute. Figure 4 shows the power use data for each machine, normalized by the LINPACK score for each platform. The proportion of power consumed by storage is remarkably similar among the machines sampled, between 0.17 and 0.31 kW/TF. In comparison, computation uses up to 6.7 kW/TF. As mentioned previously, Palmetto's data shows low power consumption per TF because it was lightly loaded. An interesting feature of Red Sky and Palmetto is the steadiness of storage power consumption. Red Sky showed no variance throughout the testing period, while only 8.3% of Palmetto's 84 samples varied from the mode.
Extrapolation to Exascale
While many options are being contemplated, it is clear that an exascale machine will be quite different than today's machines. Currently, the supercomputers at Los Alamos National Laboratory in aggregate provide approximately 3.5 PF of peak compute power with 16.5 MW of power consumption. However, the first exaflop machine will be limited to approximately 20 MW [23] . This implies a radical transformation in the compute hardware used to construct the machine. Does disk infrastructure have to undergo a similar transition? The power use of current infrastructure can guide our analysis.
At 30 kW/PB, Cielo stands as a machine that has extremely efficient power use for I/O and infrastructure. However, without a change of strategy, an exascale storage system may consume too much power. To understand why, we analyze a common workload for large scale machines, check- pointing. One rule of thumb is that an application should spend less than 5% of its execution time writing checkpoints to storage. With today's disks, this necessitates that the system purchaser buy enough disks to provide necessary bandwidth. The storage space obtained from the purchase is often far in excess of what is otherwise required in a scratch file system. This assumption will also be true in the future. In 2018, when the first exascale system will appear, there will be at least 32 PB of RAM within the system [23] . Disks are projected hold 29.52 TB, and have a bandwidth of 384.2 MB/s [8] . The system is expected to require between 320 PB to 1 EB of storage space [23] . Disregarding fault tolerance measures like RAID, this can be satisfied with 10,847 to 33,898 disks. However, in order to accept a checkpoint every hour, which may be necessary with an exascale machine [8] , the system will need to provide at least 106.7 TB/s of bandwidth. This requires over 277,633 disks! If we hold power per disk constant to our findings, this system would require about 13 MW of power, or 65% of the exascale system's power budget, without extra capacity for fault tolerance.
Grider has described and analyzed a different alternative involving a flash memory burst buffer [8] . Briefly, a small flash-based store can be used to quickly accept checkpoints from compute nodes within five minutes. The flash can be sized to contain three checkpoints, which are slowly transferred to the disk-based system during the 55 minutes between checkpoints. This uses only 9.7 TB/s of disk bandwidth, which can be provided by approximately 25,247 disks. Once again assuming the same power per disk as today, the disk-based storage system would require 1.2 MW, or 6% of the machine's power budget.
For the flash portion of the system, we must extrapolate from properties of contemporary flash memory. The Intel 320 flash drives up to and including the 160 GB models can sustain 1 MB/s of streaming write bandwidth for every gigabyte of capacity [10] . This would imply that, even today, the necessary 90 PB flash partition would deliver 90 TB/s of bandwidth, which is close to the target performance of the burst buffer system. Flash also currently has a lower power consumption per unit of storage under full utilization [10, 13] , and consumes less power per device under real-world workloads [22] , than hard disks. One can assume that adding 10% capacity in flash adds up to 10% additional power consumption, resulting in a system that uses about 6.6% of 20 MW. Grider demonstrates the efficacy of this approach with projected data from manufacturers [8] , lending further weight to these predictions. Unfortunately, we cannot share that proprietary data directly in this paper.
CONCLUSION
Exascale is both a daunting problem and a lofty goal. Many who have analyzed the challenges state plainly that power is one of the biggest problems facing the operators of an exascale machine. Forward-looking members of the HPC community are searching for every opportunity to make significant reductions in power use for computer components by altering architecture, strategy, and design. This discussion is still ongoing, including within the storage community.
We have shown through empirical measurements of power use at three HPC sites that storage is not a large user of power within these machines. Inefficiencies in the power feed systems of the data center is often a larger consumer of power [12] . Further, power-reducing strategies like flash burst buffers can divorce the storage system from the capacitybandwidth relationship of the past, allowing a modest system to have both high bandwidth and capacity for bursty, write-mostly workloads like checkpointing. While the storage community should continue to investigate novel ways to reduce power use within supercomputers, the majority of power use reduction efforts would be more fruitful if spent on subsystems that use significantly more power.
