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Bayesian networks are a useful tool in the rep-
resentation of uncertain knowledge. This paper
proposes a new algorithm to learn the structure
of a Bayesian network. It does this by con-
ducting a search through the space of equiva-
lence classes of Bayesian networks using Ant
Colony Optimization (ACO). To this end, two
novel extensions of traditional ACO techniques
are proposed and implemented. Firstly, mul-
tiple types of moves are allowed on the ACO
construction graph. Secondly, moves can be
given in terms of arbitrary identifiers. The al-
gorithm is implemented and tested. The results
show that ACO performs better than a greedy
search whilst searching in the space of equiva-
lence classes.
1 Introduction
The task of learning Bayesian networks from data has,
in a relatively short amount of time, become a main-
stream application in the process of knowledge dis-
covery and model building (Heckerman et al., 1995b;
Friedman, 2004). The reasons for this are many.
For one, the model built by the process has an in-
tuitive feel — this is because a Bayesian network con-
sists of a directed acyclic graph (DAG), with condi-
tional probability tables annotating each node. Each
node in the graph represents a variable of interest in the
problem domain and the arcs can (with some caveats)
be seen to represent causal relations between these
variables — the nature of these causal relations is gov-
erned by conditional probability tables associated with
each node/variable. An example Bayesian network is
shown in Figure 1.
Another reason for the usefulness of Bayesian net-
works is that aside from the visual attractiveness of the
model, the underlying theory is quite well understood
and has a solid foundation. A Bayesian network can
be seen as a factorisation of a joint probability distri-
bution, with the conditional probability distributions at
each node making up the factors and the graph struc-
ture making up their method of combination. Because
of this equivalence, the network can answer any proba-
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Figure 1: An example Bayesian network
is put to it.
Finally, the popularity of Bayesian networks has
been increased by the accessibility of methods to
query the model and learn both the structure and pa-
rameters of the network. It has been shown that infer-
ence in Bayesian networks is NP-Complete (Dagum &
Luby, 1993; Shimony, 1994), but approximate meth-
ods have been found to perform this operation in an
acceptable amount of time. Learning the structure
of Bayesian networks is also NP-Complete (Chicker-
ing, 1996a), but here too, methods have been found to
render this operation tractable. These include greedy
search, iterated hill climbing and simulated anneal-
ing (Chickering et al., 1995). Recently however,
other heuristics have become popular with the prob-
lem of combinatorial optimization in high dimensional
spaces. These include approaches such as tabu search,
genetic algorithms and — the approach that this paper
will investigate — Ant Colony Optimization.
Ant Colony Optimization (ACO) is a fairly recent,
so called metaheuristic, that is used in the solution
of combinatorially hard problems (Dorigo & Stützle,
2004). It is an iterated, stochastic technique that is
biased by the results of previous iterations (Birattari
et al., 2002). The method is modelled on the behaviour
of real-life ants whilst foraging for food.
Many ants secrete a pheromone trail that is recog-
nisable by other ants and which positively biases them
to follow that trail, with a stronger trail meaning it is
more likely to be biased. Over time this pheromone
trail evaporates. When hunting for food, an ant’s be-
haviour is to randomly walk about, perhaps by follow-
ing a pheromone trail, until it finds some food. It then
returns in the direction from whence it came. Because
the strength of the trail is a factor in choosing to follow
it, if an ant is faced with two or more pheromone trails
to choose from, it will tend to choose the trails with
the highest concentration of pheromone.
With these characteristics, in a situation where
there are multiple paths to a food source, ants gener-
ally follow the shortest path. This can be explained
as follows. Assuming ants start from a nest and no
pheromone trails are present, they will randomly wan-
der until they reach a food source and then return
home, laying pheromone on the way back. The ant that
chooses the shortest path to the food source will re-
turn home the quickest, which means their pheromone
trail will have the highest concentration, as more
pheromone is laid per unit of time. This stronger trail
will cause other ants to prefer it over longer trails,
who will leave their own pheromone on this short trail,
thereby providing a reinforcing behaviour to choose
this trail over others.
Ant Colony Optimization as a computing tech-
nique is roughly modelled on this behaviour. Artifi-
cial ants walk around a graph where the nodes repre-
sent pieces of a solution. They continue this until a
complete solution is found. At each node, a choice
of the next edge to traverse is made, depending on a
pheromone value associated with the edge and a prob-
lem specific heuristic. After a number of ants have
performed a traversal of the graph, one of the best so-
lutions is chosen and the pheromone on the edges that
it took is increased, relative to the other edges. This
biases the ants towards choosing these edges in future
iterations. The search stops when a problem specific
criterion is reached. This could be stagnation in the
quality of solutions or the passage of a fixed amount
of time.
This paper will seek to use the ACO technique in
learning Bayesian networks. Specifically, it will be
used to learn an equivalence class of Bayesian network
structures. To this end, the rest of this paper will be
structured in the following fashion.
Firstly, there will be a more in-depth study of the
problem of searching for an optimum Bayesian net-
work, in both the space of Bayesian networks them-
selves and of equivalence classes of Bayesian net-
works. Then, a new method of formulating a search
for a Bayesian network structure in terms of the ACO
metaheuristic will be introduced. Next, results of tests
against previous techniques will be discussed and fi-
nally, any conclusions and possible future directions
will be stated.
2 Searching for a Bayesian Network
Structure
There are, in general, three different methods used in
learning the structure of a Bayesian network from data.
The first finds conditional independencies in the data
and then uses these conditional independencies to pro-
duce the structure (Spirtes et al., 2000). The second
uses dynamic programming and optionally, clustering,
to construct a DAG (Ott et al., 2004; Ott & Miyano,
2003). The third method — which we will be dealing
with — defines a search on the space of Bayesian net-
works. This method uses a scoring function defined
by the implementer, that says relatively how good a
network is compared to others. Before discussing how
this method works, some definitions and notation will
be introduced.
A graph G is given as a pair (V,E), where V =
{v1, . . . , vn} is the set of vertices or nodes in the graph
and E is the set of edges or arcs between the nodes in
V . A directed graph is a graph where all the edges
have an associated direction from one node to another.
A directed acyclic graph or DAG, is a directed graph,
without any cycles, i.e. it is not possible to return to
a node in the graph by following the direction of the
arcs.
A Bayesian network on a set of variables V =
{v1, . . . , vn} is a pair (G,Θ), where G = (V,E) is
a DAG and Θ = {θ1, . . . , θn} is a set of conditional
probability distributions, where each θi is associated
with each vi.
In learning a Bayesian network from data, both the
structure G and parameters Θ must be learned, nor-
mally separately. In the case of complete multinomial
data, the problem of learning the parameters is easy,
with a simple closed form formula for Θ (Heckerman,
1995). However, in the case of learning the struc-
ture, no such formula exists and other methods are
needed. In fact, learning the structure is an NP-Hard
problem and consequently enumeration and test of all
network structures is not likely to succeed. With just
ten variables there are roughly 1018 possible DAGs,
which leaves non-exact methods as possibly the only
tractable solution.
In order to create a space in which to search
through, three components are needed. Firstly all the
possible solutions must be identified as the set of states
in the space. Secondly a representation mechanism for
each state is needed. Finally a set of operators must be
given, in order to move from state to state in the space.
Once the search space has been defined, two other
pieces are needed to complete the search algorithm, a
scoring function which evaluates the “goodness of fit”
of a structure with a set of data and a search procedure
that decides which operator to apply, normally using
the scoring function to see how good a particular oper-
Figure 2: An example of a PDAG
ator application might be. An example of a search pro-
cedure is greedy search, that at every stage applies the
operator that produces the best change in the structure,
according to the scoring function. As for the scoring
function, various formulæ have been found to see how
well a DAG fits a data sample, e.g. by giving the rela-
tive posterior probability (Heckerman et al., 1995a),
S (G, D) = P (G, D) = P (D|G)P (G)
or using a large-sample approximation to the like-
lihood such as the Bayesian information criterion
(Heckerman, 1995), given as







where θˆ is the maximum likelihood estimate of the pa-
rameters, d is the dimension or number of variables in
the network and N is the number of data.
Traditionally, in searching for a Bayesian network
structure, the set of states was the set of possible
Bayesian network structures, the representation was a
DAG and the set of operators were various small local
changes to a DAG, e.g. adding, removing or reversing
an arc. This is possible because of the decomposition
properties of most score functions,








which means the score of a particular DAG is the sum
of the scores of each node given it’s parents. Success-
ful application of the operators was also dependent on
the changed graph being a DAG, i.e. that no cycle
was formed in applying the operator. In keeping with
the terminology used by Chickering this space shall be
called B-space (Chickering, 1996b).
3 Searching in the Space of Equivalence
Classes
According to many scoring criteria, there are DAGs
that are equivalent to one another, in the sense that
they will produce the same score as each other. Look-
ing at this in more depth, it is found that these equiva-
lent DAGs produce the same set of independence con-
straints as each other, even though the structures are
different. Independence constraints show how a set of
variables are influenced or dependent on another set of
variables, given a certain third set of variables. These
constraints can be checked by analysing the DAG for
certain structures. It turns out, according to a theorem
by Verma and Pearl, that two DAGs are equivalent iff
they have the same skeletons and the same v-structures
(Verma & Pearl, 1991). By skeleton, it is meant the
undirected graph that results in undirecting all edges
in a DAG and by v-structure, (sometimes referred to as
a morality) it is meant a head-to-head meeting of two
arcs, where the tails of the arcs are not joined. From
this notion of equivalence, a class of DAGs that are
equivalent to each other can be defined, notated here
as Class(G).
Because of this apparent redundancy in the space
of DAGs, attempts have been made to conduct the
search for Bayesian network structures in the space
of equivalence classes of DAGs (Chickering, 1996b,
2002a; Munteanu & Bendou, 2001). The search set of
this space is the set of equivalence classes of DAGs
and will be referred to as E-space. To represent the
states of this set, a different type of structure is used,
known as a partially directed acyclic graph (PDAG). A
PDAG (an example of which is shown in Figure 2) is a
graph that contains both undirected and directed edges
and that contains no directed cycles and will be notated
herein as P . Again, the equivalence class of DAGs
corresponding to a PDAG is denoted as Class(P),
with a DAG G ∈ Class(P) iff G and P have the same
skeleton and same set of v-structures. Related to this
is the idea of a consistent extension. If a DAG G has
the same skeleton and the same set of directed edges
as a PDAG P then it is said that G is a consistent ex-
tension of P . Not all PDAGs have a DAG that is a
consistent extension of itself. If a consistent extension
exists, then it is said that the PDAG admits a consistent
extension. Only PDAGs that admit a consistent exten-
sion can be used to represent an equivalence class of
DAGs and hence a Bayesian network.
Directed edges in a PDAG can be either com-
pelled, or made to be directed that way, whilst oth-
ers are reversible, in that they could be undirected
and the PDAG would still represent the same equiv-
alence class. From this idea, we can define a com-
pleted PDAG (CPDAG), where every undirected edge
is reversible in the equivalence class and every directed
edge is compelled in the equivalence class. We shall
denote a CPDAG as PC . It can be shown that there
is a one-to-one mapping between a CPDAG PC and
Class(PC). With this isomorphism, a state in the
space of equivalence classes can be represented by a
CPDAG.
With this representation of equivalence classes of
Bayesian network structures and a set of operators that
modify the CPDAGs which represent them (e.g. insert
an undirected arc, insert a directed arc etc.), a search
procedure can proceed. But one might ask why go to
the bother of this type of search. For one, an equiv-
alence class can represent many different DAGs in a
single structure. Search in the space of DAGs often
moves between states with the same equivalence class
and so, in a sense, is wasted effort. This also affects
the connectivity of the search space, in that the abil-
ity to move to a particular neighbouring equivalence
class can be constrained by the particular representa-
tion given by a DAG.
There is also the problem given by the prior prob-
ability used in the scoring function. Whilst search-
ing through the space of DAGs, certain equivalence
classes can be over represented by this prior, because
there are many more DAGs contained in the class.
These concerns have motivated researchers, with
the results that recent implementations of algorithms
that search through the space of equivalence classes
have produced results that show a marked improve-
ment in execution time and a small improvement in
learning accuracy, depending on the type of data set
(Chickering, 2002a,b).
3.1 Techniques for Searching through
Equivalence Classes
Note that here we refer to a move as an application of
an operator to a particular state in the search space.
To be able to conduct a search through the space
of equivalence classes, a method must be able to find
out whether a particular move is valid and if valid,
how good that move is. These tasks are relatively
easy whilst searching through the space of DAGs — a
check whether a move is valid is equivalent to a check
whether a move keeps a DAG acyclic. The goodness
of such a move is found out by using the scoring func-
tion, but rather then scoring each neighbouring DAG
in the search space, the decomposability of most scor-
ing criterion can be taken advantage of, with the result
that only nodes whose parent sets have changed need
to be scored.
However, this task of checking move validity and
move score is not as easy in the space of equivalence
classes. For one, instead of just checking for cycles,
checks also have to be made so that unintended v-
structures are not created in a consistent extension of a
PDAG. Scoring a move also creates difficulties, as it is
hard to know what extension and hence what changes
in parent sets of nodes will occur, without actually
performing this extension. Also, a local change in
a PDAG might make a non-local change in a corre-
sponding extension and so force unnecessary applica-
tions of the score function.
These problems were voiced as concerns by Chick-
ering (1996b). In this paper he performs validity
checking of moves by trying to obtain a consistent ex-
tension of the resulting PDAG — if none exists then
the move is not valid. Scoring the move was achieved
by scoring the changed nodes in the consistent exten-
sion given. These methods were very generic, but re-
sulted in a significant slowdown in algorithm execu-
tion, compared to search in the space of DAGs.
To alleviate this problem, authors proposed im-
provements that would allow move validity and move
score to be computed without needing to obtain a con-
sistent extension of the PDAG (Munteanu & Bendou,
2001; Chickering, 2002a). This was done by defin-
ing an explicit set of operators, with each operator
having a validity test and corresponding score change
function, that could be calculated on the PDAG. These
changes resulted in a speedup of the execution time of
the algorithm, with the result that search in the space
of equivalence classes of Bayesian networks became
competitive with search in the space of Bayesian net-
works.
4 Ant Colony Optimization
Since the inception of it’s present form in 1992
(Dorigo, 1992), ACO has been a successfully applied
to many combinatorially hard problems (Maniezzo &
Colorni, 1999; Bullnheimer et al., 1999; Gambardella
& Dorgio, 2000; Stützle, 1998; Costa & Hertz, 1997).
The combination of reinforcement of good solutions,
multiple iterations and the ability to introduce problem
dependent heuristics and local search has meant world
class performance on a number of problems. These
include the sequential ordering problem, the vehicle
routing problem, the bin-packing problem and many
more.
Perhaps because of it’s physical resemblance to
ants walking around, the traveling salesman problem
was one of the first to be studied using an algorithm
called Ant System. This introduced most of the funda-









This says that the probabilities of taking a particu-
lar path is proportional to the pheromone on that path
and heuristic desirability of that path. After all the ants
have constructed their tour, pheromone is then evapo-
rated from the paths,
τij ← (1− ρ) τij , ∀ (i, j) ∈ L,
which says that all paths evaporate ρ1% of their
pheromone. Finally all ants deposit pheromone on the
path they traversed as below
τij ← τij +
m∑
k=1
∆τkij , ∀ (i, j) ∈ L
Here, ∆τkij is the amount of pheromone ant k de-
posits on the path and is given by
∆τkij =
{
1/Ck, if arc (i, j) belongs to T k
0, otherwise
,
where Ck is the cost or length of the tour T k made by
ant k.
Advances in ACO generally use the framework de-
scribed above. Some of the newer systems which gen-
erally have improved on Ant System are theMAX–
MIN Ant System (MMAS) (Stützle & Hoos, 2000)
and Ant Colony System (ACS) (Dorigo & Gam-
bardella, 1997), which have mechanisms to favour ex-
ploitation of good solutions over exploration of other
possibilities.
5 Using Ant Colony Optimization in
Learning an Equivalence Class
To date, many state-based search algorithms that cre-
ate a Bayesian network structure have relied on simple
techniques such as greedy-based searches. These can
produce good results, but have the ever prevalent prob-
lem of getting caught at local minima. More sophisti-
cated heuristics have been applied whilst learning in
B-space, such as iterated hill climbing and simulated
annealing (Chickering et al., 1995), but so far, none of
these have been applied to E-space.
This paper seeks to apply the ACO metaheuristic
to E-space. To this end, two apparently novel exten-
sions are made to the basic metaheuristic. The first
is to allow multiple types of moves. This is to allow
more than one operator to be used in traversing the
state space. This is needed, because in general, more
than one type of operator is used whilst searching in
E-space. The second is to allow the pheromone to be
accessed by arbitrary values — normally it is accessed
by a single index if it is associated with solutions com-
ponents (τi), or two indices if it is associated with con-
nections on the construction graph (τij). Again this is
needed because of the operators used in E-space — the
MakeV operator takes three nodes as arguments.
The algorithm given is based, in large part, on the
work of de Campos et al. (2002). In the work they per-
formed, ACO was applied to learning Bayesian net-
works. This current work differs in that it searches
in E-space, uses more than one operator (add an arc)
and doesn’t constrain itself to using matrices to store
pheromone. The algorithm, ACO-E, is shown in Al-
gorithm 1. A description of the algorithm working is
given as follows. Firstly, the various equations imple-
menting the parts of the ACO framework will be given
and then the algorithm itself will be illustrated.
The random proportional choice rule, used to select






, ∀m ∈M (1)
Here, pm is the probability that a particular move
m will be taken and M is the set of possible moves
from the current state, given a set of operators O. The
algorithm also makes use of a technique used in ACS,
which means that the random choice rule is only used
Algorithm 1 ACO-E
Input: Operators O, tmax, tstep, m, ρ, q0, β, n
Output: PDAG P+
(P+, Path+)← greedy(Pempty, Pathempty)
τ0 ← score(P+) /n
for each operator o in O do




for t← 1 to tmax do
for k ← 1 to m do(Pk, Pathk)← ANT-E(O, q0, ρ, β, τ0)











for each move m in Path+ do




some of the time; the rest of the time the best move is





, if q ≤ q0
random proportional, otherwise
Similarly, there is a local evaporation rule, as in
ACS, whereby pheromone is removed from a path as
an ant traverses it
τm ← (1− ρ) τm + ρτ0
and a global pheromone update rule that deposits new
pheromone on the best-so-far path




ACO-E takes as input a number of parameters and
returns the best PDAG found, according to a scoring
criteria, “score”. The meaning of the parameters is as
follows
O This is a set of operators that can modify the cur-
rent PDAG state in the search. Examples of these
are the ones given by Chickering (2002a), e.g. In-
sertU, DeleteU, etc.
tmax This is the number of iterations of the algorithm
to run
tstep This is the gap, in iterations, between which lo-
cal search procedures are run
Algorithm 2 ANT-E
Input: Operators O, ρ, q0, β
Output: PDAG P , Path Path
Empty PDAG P , Empty path Path
while true do
M ← All possible moves from P using O
if maxm∈M total-score(m,β) ≤ 0 then
return P
end if
q ← random number in [0, 1)
if q ≤ q0 then
m← argmaxm∈M total-score(m)
else
m← random according to equation 1
end if
τm ← (1− ρ) τm + ρτ0
P ← apply m to P
Path← append m to Path
end while
return P
m This is the number of ants that run at each iteration
ρ This, a value in [0, 1], is the rate at which
pheromone evaporates
q0 This, a value in [0, 1), is a value that gives the pref-
erence of exploitation over exploration
β This exponent gives the relative importance of the
heuristic over the pheromone levels in deciding
the chance that a particular trail will be followed
n This is the number of nodes in the PDAG
In starting the algorithm, a greedy search is performed.
This gives a starting optimum graph and path from
which the search can proceed. Pheromone levels are
then initialised to τ0. The main loop of the algorithm
then begins for tmax iterations. At each iteration, m
ants perform a search, given by algorithm ANT-E,
shown in Algorithm 2. Also, every tstep iterations, a
local search is performed on the PDAGs returned from
ANT-E, to try and improve results. After the m ants
Algorithm 3 total-score
Input: Move m, β
Output: Score s
return s such that s =
{
τm (ηm)
β if ηm > 0
0 otherwise
have traversed the graph, the best graph and path are
selected from the current best graph and path and the
ones found by each of the ants in the current iteration.
Finally, the global pheromone update lays and evapo-
rates pheromone on the best path.
The ANT-E algorithm creates a PDAG by examin-
ing the various states that may be proceeded to from
the current state, given a set of operators that may act
on the current PDAG. It then selects a new state based
on a random-proportional choice rule. The parameters
to the function have the same description as the ones
to the ACO-E function.
Starting out, the algorithm constructs an empty
PDAG. Then at each stage a move is made to a new
PDAG, that can be reached by applying one of the op-
erators in O. Firstly, a number is given to each move
by total-score, shown in Algorithm 3. This number
represents a weight given to each move m depending
on the current pheromone associated with making that
move τm, and the heuristic associated with making the
move ηm. This heuristic is given by the decrease in
score given by taking that move, lower overall scores
meaning better solutions. If there can be no decrease
in the score, the ant stops and returns the solution P
and the path followed. Otherwise there is a possible
move and the ant decides how to make it. Firstly a ran-
dom number q is obtained. If it is less than a specified
value q0, then the best move is taken. If it is greater
than q0, then a random proportional choice is made,
with the probability of better moves being higher. Af-
ter this, a local pheromone update is applied to the path
just taken, the path is updated with the new location at
the end and the current state is updated to become the
new state given by m. Note that applying a move to
a CPDAG to change state implies the resulting PDAG
will be extended to a DAG by a suitable method (e.g.
that by Dor & Tarsi (1992)) and the resulting DAG be
changed back to a CPDAG. Details can be found in
Chickering (2002a).
6 Implementation and Experimental
Results
In implementing the algorithms given in this paper,
care must be taken to avoid long run times. Firstly,
caching the score of a node given it’s parents is a sim-
ple technique that can greatly improve performance.
Secondly, caching the results of the validity tests
needed to check which moves are applicable at a cer-
tain state, can again increase performance dramati-
cally. However this technique is not as easy to im-
plement (Daly et al., 2006).
Care must also be taken in implementing the
pheromone for the moves. Traditionally, matrices of
values are used, which allow fast access and updating.
However in the case of the MakeV operator, which
takes three indices, a three dimensional matrix would
be needed. This would quickly become infeasible as
the problem size grew. Instead a structure such as a
map can store this information. If the map is imple-
mented as a tree, entries can be accessed in logarith-
mic time and if a hash table is used, access can be in
constant time.
The results of some basic experiments are shown
in Figure 3. 5000 data were generated by sampling the


















Figure 3: ALARM Network
ALARM network (Beinlich et al., 1989). Here the the
algorithm was run with different combinations of ρ, q0
and β. ρ took four values in the range [0.05, 0.2], q0
four values in the range [0.8, 0.95] and β four values
in the range [1, 4]. This gave a total of 64 different
combinations of values. This was done so as to see
algorithm performance over a wide range of possibil-
ities. For all the experiments, the set of operators O
were those given by Chickering (2002a). tmax was set
to 50, tstep to 6 and m to 5. Each combination was
run 10 times and the results averaged. The iteration
t is shown on the horizontal axis and the normalized
score shown on the vertical axis. The score was nor-
malized by subtracting the score of the network which
generated the data. This network score can be seen as
a baseline against which other network scores can be
measured. Each of the lines on the graph represents
a different combination of the values ρ, q0 and β. As
can be seen, with the progression of time, the algo-
rithm finds progressively better networks. This is in
comparison to the greedy search heuristic, whose av-
erage score was 273.
Similar results can be seen in Figure 4. This
data came from the Insurance Company Benchmark
(van der Putten & van Someren, 2004). However, as
this data was not generated from a Bayesian network, a
baseline score is not available to normalize the scores.
That being said, an improvement is seen over a greedy
search, as time progresses.
7 Conclusions and Future Directions
This paper has introduced a new method for learning
the structure of a Bayesian network. It has done this
by introducing a method for performing a search in the
space of equivalence classes of Bayesian networks us-
ing Ant Colony Optimization. In order to implement
this search, two novel extensions to ACO were pro-
posed. Firstly different types of moves on the ACO
















Figure 4: The Insurance Company Benchmark
construction graph are allowed. Secondly, moves were
generalised, to allow moves that needed more than two
integers to represent them. Experiments have been run
using the proposed algorithm and results show an im-
provement against a traditional greedy search.
In the future, more tests need to be run on different
datasets. Also, comparisons need to be drawn between
the algorithm and other heuristic algorithms. Finally,
the performance characteristics need to be analysed.
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