In this paper, we construct a modified Green potential in the upper-half space of the n-dimensional Euclidean space. Meanwhile, the behavior at infinity of it is also given.
Introduction and main results
Let R n (n 2) denote the n-dimensional Euclidean space with points x = (x 1 , x 2 , . . . , x n−1 , x n ) = (x , x n ), where x ∈ R n−1 and x n ∈ R. The boundary and closure of an open Ω of R n are denoted by ∂Ω and Ω respectively. The upper-half space is the set H = {x = (x , x n ) ∈ R n : x n > 0}, whose boundary is ∂H . We identify R n with R n−1 × R and R n−1 with R n−1 × {0}, writing typical points x, y ∈ R n as x = (x , x n ), y = (y , y n ), where x = (x 1 , x 2 , . . . , x n−1 ), y = (y 1 , y 2 , . . . , y n−1 ) ∈ R n−1 and putting x · y = n j =1 x j y j = x · y + x n y n , |x| = √
x · x, |x | = √ x · x .
For x ∈ R n and r > 0, let B(x, r) denote the open ball with center at x and radius r in R n . We shall say that a set E ⊂ H has a covering {r j , R j } if there exists a sequence of balls {B j } with centers in H such that E ⊂ ∞ j =1 B j , where r j is the radius of B j and R j is the distance from the origin to the center of B j .
Firstly let us recall the Dirichlet problem in H u(x) = 0 forx ∈ H, u(x) = f (x) for a.e. x ∈ ∂H, (1.1) where is the Laplace operator. If the integral ∂H |f (y )|(1 + |y |) −n dy converges, the solutions of the problem (1.1) can be written as (absolutely convergent) Poisson's integral ∂H P x, y f y dy , (1.2) where P x, y = 2 w n x n |x − y| n is the harmonic Poisson's kernel for H and w n is the area of the unit sphere in R n .
If the integral (1.2) diverges, a solution to the problem (1.1) can be given as some regularization of this integral. In particular, M. Finkelstein and S. Scheinberg (see [4] ) have constructed a solution to the problem (1.1) with an arbitrary continuous function f . This solution is the integral with a modified Poisson's kernel derived by subtracting of some special harmonic polynomials from P (x, y ). This method, ascending to the Weierstrass' theorem about canonical representations of entire functions, has been used by several authors (see, e.g., [2, 4, 6, 11, 12] ).
Motivated by this modified Poisson's kernel, it is natural to ask if the classical Green function in H can also be modified? In this paper, we give an affirmative answer to this question.
To do this, we set
Let G α (x, y) be the Green function of order α for H , that is
where * denotes reflection in the boundary plane ∂H just as y * = (y 1 , y 2 , . . . , y n−1 , −y n ).
In case α = n = 2, we consider the modified kernel function, which is defined by
In case 0 < α < n, we define
where m is a non-negative integer, C ω j (t) (ω = n−α 2 ) are the ultraspherical (or Gegenbauer) polynomials [14] . The Gegenbauer polynomials come from the generating function
where |r| < 1, |t| 1 and ω > 0. The coefficients C ω j (t) are called the ultraspherical (or Gegenbauer) polynomial of degree j associated with ω, each function C ω j (t) is a polynomial of degree j in t.
Then we define the modified Green kernel G α,m (x, y) by
where μ is a non-negative measure on H . Here note that G α,0 (x, μ) is nothing but the Green potential of general order (see [8] [9] [10] ). Following Fuglede (see [5] ), we set
for a non-negative Borel measurable function k on R n × R n and a non-negative measure μ on a Borel set E ⊂ R n . We define a capacity C k by
where the supremum is taken over all non-negative measures μ such that S μ (the support of μ) is contained in E and k(y, μ) 1 for every y ∈ H . For β 1 and δ 1, we consider the function k α,β,δ defined by
Our first aim is to establish the following theorem.
then there exists a Borel set E ⊂ H with properties:
(1) lim
where
Remark 1. Y. Mizuta (see [8] ) treated the case 0 β 1, δ = 1, m = 0 and 0 < γ n − α + 2.
If we put δ = 1, we have
then there exists a Borel set F ⊂ H with properties:
Remark 2. In the case α = 2 and 0 β 1, by using Lemma 4 below, we can easily show that corollary (2) means that F is β-rarefied at infinity in the sense of [1] . In particular, this condition with α = 2, β = 1 (resp. α = 2, β = 0) means that E is minimally thin at infinity (resp. rarefied at infinity) in the sense of [3] .
Remark 3.
In fact, the size of the exceptional set F is also the best possible. The proof of it is similar to Y. Mizuta's method (see [8, Theorem 2] ), so we omit the proof here.
Finally, we describe the geometrical properties of the exceptional set E. To do this, we define the positive measure on R n by
where γ , m and μ are defined as in Theorem 1. We remark that the total mass of ν is finite. Let > 0, ξ > 0 and ν be any positive measure on R n having finite mass. For each x ∈ R n , the maximal function is defined by
The set {x ∈ R n ; M(x; ν, ξ )|x| ξ > } is denoted by E( ; ν, ξ ).
Remark 4.
If ν({x}) > 0, then M(x; ν, ξ ) = +∞ for any positive number ξ . So we can find {x ∈ R n ; ν({x}) > 0} ⊂ E( ; ν, ξ ).
Then we give a way to estimate the modified Green potentials with measures on H .
Theorem 2. Let α − 2 ζ < n and be a sufficiently small positive number. Then there exists a covering {r
where γ , m are defined as in Theorem 1 and μ is a non-negative measure on H satisfying (1.4).
Some lemmas
Throughout this paper, let M denote various constants independent of the variables in questions, which may be different from line to line. 
Lemma 2. Gegenbauer polynomials have the following properties:
, |t| 1;
Proof.
(1) and (2) can be derived from [14] . (3) follows by taking t = 1 in (1.3); (4) follows by (1), (2) and the Mean Value Theorem for Derivatives. 2
Lemma 3. For x, y ∈ R n (α = n = 2), we have the following properties:
jx n y n |x| j −1 |y| j +1 ;
jx n y n |x| j −1 |y| j +1 .
The following lemma can be proved by using Fuglede [5, Théorème 7.8].
Lemma 4. For any Borel set
where the infimum is taken over all non-negative measures λ on H (resp. H ) such that
The proof of the following lemma is essentially based on Hayman (see [7, p . 109]) in R 2 . We extend this result to R n (n 2) and give the proof here for the completeness.
Lemma 5. If > 0, ξ > 0 and ν is any positive measure on R n (n 2) having finite total mass, then E( ; ν, ξ ) has a covering {r
j , R j } (j = 1, 2, . . .) satisfying ∞ j =1 r i R i ξ < ∞. Proof. Let E j ( ; ν, ξ ) = x ∈ E( ; ν, ξ ): 2 j |x| < 2 j +1 (j = 2, 3, 4, . . .). If x ∈ E j ( ; ν, ξ ), there exists ρ(x) > 0, such that ρ(x) |x| ξ ν
(B(x, ρ(x))) .
Since E j ( ; ν, ξ ) can be covered by the union of a family of balls {B(x j,i , ρ j,i ): i ) ), by the Vitali Lemma (see [13] ) there exists Λ j ⊂ E j ( ; ν, ξ ), which is at most countable, such that {B(x j,i , ρ j,i ): x j,i ∈ Λ j } are disjoint and E j ( ; ν, ξ ) ⊂
On the other hand, note that x j,i ∈Λ j B(x j,i , ρ j,i ) ⊂ {x: 2 j −1 |x| < 2 j +2 }, so that
Hence we obtain
It is easy to see that E( ; ν, ξ ) ∩ {x ∈ R n ; |x| 4} = ∞ j =2 E j ( ; ν, ξ ) and hence E( ; ν, ξ ) is finally covered by a sequence of balls {B (x j,i , ρ j,i ), B(x 1 , 6)} (j = 2, 3, . . . ; i = 1, 2, . . .) satisfying
is the ball which covers {x ∈ R n ; |x| < 4}. 2
Proof of Theorem 1
For any ε > 0, there exists R ε > 2 such that
For fixed x ∈ H and |x| 2R ε , we write
We distinguish the following two cases.
. In view of (1.4), we can find a sequence {a i } of positive numbers such that lim i→∞ a i = ∞ and 
Consider the sets
, we see that Theorem 1(2) is satisfied and lim sup
Moreover, by Lemma 1
Note that C ω 0 (t) ≡ 1. By (3) and (4) in Lemma 2, we take t = x·y |x||y| , t * = x·y * |x||y * | in Lemma 2(4) and obtain
Similarly, we have by (3) and (4) in Lemma 2
By Lemma 1, we get
Similar to the estimate of V 3 (x), we obtain
Combining (3.1)-(3.7), we see that Theorem 1(1) holds in Case 1.
In this case, the estimates of
and V 7 (x) can be proved similarly as in Case 1. Inequalities (3.1), (3.2), (3.5) and (3.6) still hold.
Moreover, by Lemma 3(3), we find
By Lemma 3(4), we have
Similar to the estimate of V 3 (x), we have
Combining (3.1), (3.2), (3.5), (3.6) and (3.8)-(3.10), we see that Theorem 1(1) holds in Case 2.
Hence we complete the proof of Theorem 1.
Proof of Theorem 2
We only estimate the growth property of V 1 (x) in the case 0 < α < n. The remaining estima-
and V 7 (x) in this case can be proved similarly as in Theorem 1.
For any point x ∈ {x; x ∈ H, |x| > 2R } − E( ; ν, n − ζ ), where R is defined as in the proof of Theorem 1 and is a sufficiently small positive number.
To estimate V 1 (x), take a sufficiently small positive number τ independent of x such that
and divide H 1 into two sets Γ (x) and Γ (x), where
There exists a positive τ such that |x − y| τ |x| for any y ∈ Γ (x), and hence
where (x) = inf y∈∂H |x − y| and i = 0, ±1, ±2, . . . .
Since x /
∈ E( ; ν, n − ζ ) and hence ν({x}) = 0 from Remark 4, we can divide
Then by M (x) x n (x ∈ H ), we have Combining (4.2) and (3.2)-(3.7), we finally obtain that if R is sufficiently large and is a sufficiently small, then G α,m (x, μ) = o(x α−ζ −1 n |x| γ +ζ −δ−n+1 ) as |x| → ∞, where x ∈ {x; x ∈ H, |x| > 2R } − E( ; ν, n − ζ ). Finally this and Lemma 5 give the conclusion of Theorem 2. We omit the proofs in the case α = n = 2, which are similar to them in Theorem 1.
Then we complete the proof of Theorem 2.
