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PRESCRIBED CURVATURE MEASURE PROBLEM IN HYPERBOLIC
SPACE
FENGRUI YANG
Abstract. The problem of the prescribed curvature measure is one of the important
problems in differential geometry and nonlinear partial differential equations. In this
paper, we consider prescribed curvature measure problem in hyperbolic space. We obtain
the existence of star-shaped k-convex bodies with prescribed (n-k)-th curvature measures
(k < n) by establishing crucial C2 regularity estimates for solutions to the corresponding
fully nonlinear PDE in the hyperbolic space.
1. Introduction
This paper concerns the general prescribing curvature measures problem in hyperbolic
space Hn+1. Curvature measures and area measures are two main subjects in convex geome-
try. They are the local versions of quermassintegrals in the Brunn-Minkowski theory. They
are closely related to the differential geometry and integral geometry of convex surfaces.
We first recall the definition of curvature measures and area measures in classical convex
geometry in Rn+1 (c.f.[27]).
Suppose K is a convex body in Rn+1. There are two notions of local parallel sets: given
any Borel set β ∈ B(Rn+1), consider
(1) Aρ(K,β) = {x ∈ R
n+1|0 < d(K,x) ≤ ρ, p(K,x) ∈ β}
which is the set of all points x ∈ Rn+1 for which the distance d(K,x) ≤ ρ and for which the
nearest point p(K,x) belongs to β. Alternatively, one may prescribe a Borel set ω ⊂ Sn of
unit vectors and then consider
(2) Bρ(K,ω) = {x ∈ R
n+1|0 < d(K,x) ≤ ρ, u(K,x) ∈ ω}
which is the set of all x ∈ Rn+1 for which d(K,x) ≤ ρ and for which the unit vector u(K,x)
pointing from p(K,x) to x belongs to ω.
A key observation in convex geometry is that the measures of the above local parallel sets
are polynomials in the parameter ρ. More precisely, we have the following Steiner formulae
in Rn+1:
(3) V ol(Aρ(K,β)) =
1
n+ 1
n∑
m=0
ρn+1−mCmn+1 · Cm(K,β)
Date: August 25, 2020.
1991 Mathematics Subject Classification. 35J60, 35B45.
Research of the author was supported by CSC fellowship.
1
2 FENGRUI YANG
(4) V ol(Bρ(K,ω)) =
1
n+ 1
n∑
m=0
ρn+1−mCmn+1 · Sm(K,ω)
for β ∈ B(Rn+1), ω ∈ B(Sn), and ρ > 0. Here Cmn+1 =
(n+1
m
)
.
The Steiner formulae (3) and (4) provide excellent controls on the volume and volume
growth of parallel sets. Therefore, the coefficients defined by (3) and (4) yield fundamental
geometric information on the body K. The measure C0(K, ·), · · · , Cn(K, ·) are called curva-
ture measures of the convex body K, and S0(K, ·), · · · , Sn(K, ·) are called area measures of
K. It’s worth to note that when K is bounded and with C2 boundaryM. Let κ = (κ1, · · · , κn)
be the principal curvatures of M at point x, let r = (r1, · · · , rn) be the principal curvature
radii, and let σk be the k-th elementary symmetric function. Then we have the following
expressions of m-th curvature measure and area measure:
(5) Cm(K,β) =
1
Cn−mn
∫
β
⋂
M
σn−m(κ)dµg
(6) Sm(K,ω) =
1
Cmn
∫
ω
σm(r)dS
n
where dµg is the volume element with respect to the induced metric g of M in R
n+1, and
dSn is the volume element of the standard spherical metric.
The Minkowski problem is a problem of prescribing a given n-th area measure. The
general Christoffel-Minkowski problem is a problem of prescribing a given k-th area measure.
There is a vast literature devoted to the study of these types of problems, and we refer to
[1], [4], [8], [10], [14], [20], [21], [23], [25], and [16] and the references therein. We note that
the area measures in Euclidean space (2), (6) are defined on ω ∈ B(Sn) via Gauss map.
This implies area measures may not be natural in other space forms due to the invalidity
of classical Gauss map. The curvature measures, on the other hand, are defined on the
β ∈ B(Rn+1) (1), (5). So it’s possible to study curvature measures in other space forms like
H
n+1. Our focus in this paper is the corresponding Christoffel-Minkowski problem for the
curvature measures, to be specific, the problem of prescribing curvature measures in Hn+1.
The study of curvature measures for more general sets and spaces was carried out by
Allendoerfer[3] for space forms under strong differentiability assumptions, and by Federer[9]
for sets of positive reach. Sets of positive reach are generalization of convex sets and
smooth submanifolds. Years later, the theory of curvature measures and Steiner formulae
for parallel bodies of sets of positive reach in Euclidean space was generalized to space forms
by Kohlmann[19], see also [29]. Besides, Veronelli[29] proved some properties of curvature
measures in hyperbolic space. Therefore, it’s natural for us to study curvature measures in
the hyperbolic spaces. We first introduce the definition of curvature measures in Hn+1.
Let K(Hn+1) be the set of compact convex sets on Hn+1 with non-empty interior. For
any K ∈ K(Hn+1), and ρ > 0, define set
Kρ = {x ∈ H
n+1|dHn+1(x,K) ≤ ρ}
The map fK : H
n+1\K → ∂K is defined by
dHn+1(fK(x), x) = dHn+1(x,K)
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and is well-defined because K is convex. For β ∈ Hn+1, define also
Mρ(K,β) = f
−1
K (β ∩ ∂K) ∩ (Kρ\K)
Following [Kohlmann[19],Allendoerfer[3]], define a Radon measure µρ on the Borel σ-algebra
of hyperbolic space B(Hn+1) by
µρ(K,β) = V olHn+1(Mρ(K,β))
Set ln+1−r(t) =
∫ t
0 sinh
n−r(x) coshr(x)dx r = 0, · · · , n, then the following Steiner-type
formula exists.[[3],[19]].
(7) µρ(K,β) =
n∑
r=0
ln+1−r(ρ)Φr(K,β) ∀β ∈ B(H
n+1)
When η = ∂K ∩ β is a C3 surface, Φr(K, ·) has following nice expression:
(8) Φr(K,β) =
∫
η
σKn−r(q)dµg(q)
where µg is the surface measure on ∂K induced by V olHn+1 . σ
K
n−r(q) is (n-r)-th elementary
symmetric function of the principal curvatures of ∂K at q.
Φr(K,β) is called r-th curvature measure of convex body K.
The curvature measures defined in (7) and (8) not only contain information about growth
of parallel bodies and surfaces, but also give insight into topological structures as in the
Euclidean case Federer already has observed in [9]. Besides, curvature measures have strong
connections with Euler characteristics. All these imply that the curvature measures defined
in (7) and (8) contain important geometric information. Therefore, it’s natural for us to
ask prescribed curvature measure problems in space forms like R.Schneider (see note 8 on
page 396 of [27]).
Currently, most work regarding prescribed curvature measure problems were done in
Euclidean space. Very little is known in other space forms. The problem of prescribing
0-th curvature measure is called Alexandrov problem, which is a counter part to Minkowski
problem. This problem is equivalent to solve a Monge-Ampe`re type equation on Sn. In
R
n+1, the existence and uniqueness were obtained by Alexandrov[2]. The regularity of the
Alexandrov problem in elliptic case was proved by Pogorelov[24] for n=2 and by Oliker[22]
for higher dimension case. The general regularity results (degenerate case) of the problem
were obtained in Guan-Li[14]. Besides, with certain assumptions of f, Guan-Lin-Ma[15]
obtained the existence and regularity of convex solution of prescribed k-th (k > 0) curvature
measure problem.
The general problem of prescribing k-th (k > 0) curvature measure is an interesting
counterpart of the Christoffel-Minkowski problem, that is, the existence problem of (n-k)-
convex solution of prescribed k-th (k > 0) curvature measure. Guan-Li-Li[13] solved this
problem in Rn+1 space. But the relevant existence problem of (n-k)-convex solution of
prescribed k-th curvature measure (∀k > 0) in hyperbolic space has been open until now.
The main contribution of this paper is to resolve this open problem completely.
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The corresponding nonlinear PDE of the prescribing curvature measure problem is of the
following form,
(9) σk(κ1, · · · , κn) = uf
where u is the support function of hypersurface M.
This is the same nonlinear PDE as in the case of the prescribing curvature measure
problem in Rn+1. Equation (9) has the same difficulty as in the case of Rn+1, the involvement
of normal vector field ν on the right hand side. In Rn+1, the key is the C2 estimate of (9) in
Guan-Li-Li[13]. The major difference in Hn+1 case is the presence of the negative curvature
of the ambient space, which complicates the C2 estimates for equation (9). To be more
specific, term Kh11 exists when switch h11ii into hii11, where K is the sectional curvature
of space form. In Rn+1, K=0, this term doesn’t exist. Yet in hyperbolic space, this term
becomes −h11, a problematic term that need to be handled.
If the right hand side of equation (9) is independent of ν, that is the equation of prescribed
curvature. Jin-Li[18] studied this type of equation and solved prescribed curvature problem
in Hn+1. They gave a nice method in handling C2 estimate of the prescribed curvature
equation from which we benefit a lot. Recently, a very important result was made by Guan-
Ren-Wang[17]. They gave the C2 estimate for convex solution of general curvature measure
equation
σk(κ1, · · · , κn) = f(x, ν(x))(10)
and also a proof for 2-convex solution in the case k = 2. Besides, Ren-Wang[26] obtained
C2 estimate for (n-1)-convex solution of (10) in the case k = n − 1. In the case of k = 2,
Spruck-Xiao [28] obtained C2 estimates for solutions of equation (10) in general space forms.
Thus, C2 estimate for equation (9) is verified for k = 2 in Hn+1. Their paper[28] not only
gave a simpler proof for the scalar curvature case of Guan-Ren-Wang[17], but also have a
large impact on our C2 estimate.
In this paper, we will present a C2 estimate for the general k-convex solutions of pre-
scribed curvature measure equation (9) (∀1 ≤ k ≤ n).
We note the curvature measures defined in (8) only require ∂K to be C3. This implies
we do not necessarily ask K to be convex if r > 0 in (8). And it’s indeed possible to
study curvature measure for more general sets. In the work of Alexandrov[2], the curvature
measures are prescribed on Sn via a radial map. Under the radial parametrization of Ω, the
star-shaped domains are natural class for us to study. So in the rest of this paper, we will
prove existence theorem of the prescribing general k-th curvature measure problem with
k > 0 on bounded C2 star-shaped domains in hyperbolic space.
Let M be a bounded star-shaped domain. Therefore, it can be parametrized by a graph
Σ = {(ρ(θ), θ)|θ ∈ Sn}. Denote
RM S
n →M
θ → (ρ(θ), θ)(11)
The (n-k)-th curvature measure of Hn+1 space on each Borel set β in Sn can be defined as
(12) Cn−k(M,β) =
∫
RM (β)
σk(κ)dµg
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Then the problem of prescribing (n-k)-th curvature measure is:
Question: Given a positive function f ∈ C2(Sn), find a closed hypersurface M which can
be parametrized like (11), such that
(13) Cn−k(M,β) =
∫
β
fdµSn
for every Borel set β in Sn.
As later we shall see, due to parametrization (11), the prescribed curvature measure
problem for star-shaped domain can be reduced to the following curvature type nonlinear
partial differential equation of ρ on Sn:
(14) σk(κ1, · · · , κn) =
f
φ(ρ)n−1
√
φ(ρ)2 + |∇ρ|2
Here κ = (κ1, · · · , κn) is principal curvature vector of M, φ(ρ) = sinh(ρ). We say M is
k-convex if κ(x) = (κ1(x), · · · , κn(x)) ∈ Γk at every point x ∈ M . It’s also worth to note
that equation (14) is a special type of fully nonlinear partial differential equation studied
in the pioneer work by Caffarelli-Nirenberg and Spruck[6].
We now state our main theorem:
Theorem 1. Let n ≥ 2, 1 ≤ k ≤ n− 1. Suppose f ∈ C2(Sn) and f > 0. Then there exists
a unique k-convex star-shaped hypersurface M ∈ C3,α, such that it satisfies (14).
Moreover, there is a constant C only depending on k,n,||f ||C2 , inf(f), and α, such that
||ρ||C3,α ≤ C
The crucial part of proving theorem 1 is to establish C2 estimate for (9) or (14). Here
we use the trick from Brendle-Choi-Daskalopoulos[5] where they use smooth function to
approximate the smallest eigenvalue λn. We use the same method to approximate the largest
eigenvalue λ1. The advantage of λ1 is that it has extra good third-order derivative terms
after differentiate it twice. These extra good third-order terms are extremely important in
our C2 estimate. After that, we separate several cases carefully and finish C2 estimate step
by step.
Theorem 1 gives a complete proof for the existence and uniqueness of star-shaped k-
convex body with prescribed (n-k)-th curvature measure (k < n). When k = n, this is
the Alexandrov problem in hyperbolic space, i.e. the prescribed 0-th curvature measure
problem. At this case, the only difficulty comparing to Theorem 1 is the lack of lower
positive C0 estimate. In fact, as we shall see in Theorem 3, if maxSn(f) < 1, there is no
solution which satisfies (14) (k = n, κ ∈ Γn). Therefore, in the prescribed 0-th curvature
measure problem, extra condition on f is necessary! In section 5, we will give a proof of
the existence and uniqueness of convex body with prescribed 0-th curvature measure under
extra condition infSn(f) > 1. We note that the relevant existence problem (k = n), when
f is endowed with other geometric conditions, is an interesting remaining question.
The rest of this paper is organized as follows. In section 2, we state some useful properties
regarding elementary symmetric function. In section 3, we derive equation (14) and establish
C0 and C1 estimates. In section 4, we establish the crucial C2 estimate. In the section 5, we
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finish the proof of the existence and uniqueness of prescribed curvature measure problem
in hyperbolic space.
We would like to thank Prof. Junfang Li for all his inspiring discussions and helpful
comments. We are extremely grateful to Prof. Pengfei Guan for his supervision and all his
important advice.
2. Preliminaries
In this section, we state some Lemmas regarding elementary symmetric functions which
we are going to use in the following sections.
For 1 ≤ k ≤ n, λ = (λ1, · · · , λn) ∈ R
n,
σk(λ) = Σ1≤i1<i2<···<ik≤nλi1λi2 · · ·λik
For n×n symmetric matrix, W = {Wij}. Let λ(W ) = (λ1(W ), · · · , λn(W )) be eigenval-
ues of W. Then define
σk(W ) = σk(Wij) = σk(λ(W )) = Σ1≤i1<i2<···<ik≤nλi1(W )λi2(W ) · · · λik(W )
Let σk(W |i) be the symmetric function with W deleting the i-row and i-column and
σk(W |ij) be the symmetric function with W deleting the i,j-row and i,j-column.
Lemma 1. Suppose W = {Wij} is diagonal. 1 ≤ k ≤ n. Then
∂σk(W )
∂Wij
=
{
σk−1(W |i) if i = j
0 if i 6= j
∂2σk(W )
∂Wij∂Wsl
=


σk−2(W |is) if i = j, s = l, i 6= s
−σk−2(W |is) if i = l, j = s, i 6= j
0 otherwise
λ = (λ1(W ), · · · , λn(W )). When W is diagonal, suppose λi =Wii, then
σk−1(W |i) = σk−1(λ|i) =
∂σk(λ)
∂λi
σk−2(W |ij) = σk−2(λ|ij) =
∂2σk(λ)
∂λi∂λj
Definition: For 1 ≤ k ≤ n
Γk = {λ ∈ R
n|σj(λ) > 0,∀j = 1, · · · , k}
A n× n symmetric matrix W belongs to Γk if λ(W ) ∈ Γk.
Lemma 2. Let λ ∈ Γk and suppose λ1 ≥ λ2 ≥ · · · ≥ λn, then
(15) λ1σk−1(λ|1) ≥ c(n, k)σk(λ)
For k ≥ l ≥ 1
(16) (
σk(λ)
Ckn
)
1
k ≤ (
σl(λ)
C ln
)
1
l
here c(n, k) means a constant only depending on n,k.
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The following Lemma shows the uniformly elliptic of σk operator on the condition that
we have C2 bound.
Lemma 3. Let F = σk, then the matrix {
∂F
∂Wij
} is positive definite for W ∈ Γk.
Furthermore, if ||W || =
√∑
i,jW
2
ij ≤ R, then we have
σk(W )
R(1 + cn,k · σ
1
k−1
k−1 (I))
I ≤ {
∂F
∂Wij
} ≤ Rk−1σk−1(I)I
The proof is from Guan [11].
Lemma 4. If W ∈ Γk, then {
∂σ
1
k
k
∂Wij
} is positive definite and σ
1
k
k (W ) is a concave function
in Γk.
Lemma 5. λ = (λ1, · · · , λn) for k > l ≥ 0. We have (
σk(λ)
σl(λ)
)
1
k−l is a concave function in
Γk. i.e.
∑
i,j
∂2(σk(λ)σl(λ) )
1
k−l
∂λi∂λj
ξiξj ≤ 0 ∀ξ = (ξ1, · · · , ξn) ∈ R
n
This is equivalent as
−
∑
i 6=j
σk−2(λ|ij)ξiξj ≥ (1 +
1
k − l
)
σk
σ2l
(
∑
i
∂σl
∂λi
ξi)
2 −
2
k − l
1
σl
· (
∑
j
∂σk
∂λj
ξj) · (
∑
i
∂σl
∂λi
ξi)
−(1−
1
k − l
)
1
σk
(
∑
j
∂σk
∂λj
ξj)
2 − σk
∑
i 6=j σl−2(λ|ij)ξiξj
σl
Lemma 6. For ∀i 6= j,
σiil σ
jj
l − σlσl−2(λ|ij) = σl−1(λ|ij)
2 − σl(λ|ij)σl−2(λ|ij)
Proof.
σl = σl−1(λ|i)λi + σl(λ|i)
= (σl−1(λ|ij) + λjσl−2(λ|ij))λi + σl(λ|ij) + σl−1(λ|ij)λj
= σl−1(λ|ij)(λi + λj) + λiλjσl−2(λ|ij) + σl(λ|ij)
Therefore
σiil σ
jj
l − σlσl−2(λ|ij) = σl−1(λ|i)σl−1(λ|j) − σlσl−2(λ|ij)
= (σl−1(λ|ij) + λjσl−2(λ|ij))(σl−1(λ|ij) + λiσl−2(λ|ij))
−(σl−1(λ|ij)(λi + λj) + λiλjσl−2(λ|ij) + σl(λ|ij))σl−2(λ|ij)
= σl−1(λ|ij)
2 − σl(λ|ij)σl−2(λ|ij)

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3. C0 and C1 estimate
Let (M,g) be a hypersurface in Hn+1 (space form with constant sectional curvature -1)
with induced metric g.
M is a bounded star-shaped domain. We can parametrize M over Sn by positive function
ρ. Due to this parametrization, the prescribed curvature measure problem for this class of
domains can be reduced to a curvature type nonlinear partial differential equation of ρ on
Sn.
We now give the following geometric condition on M.
Definition We say a smooth hypersurface M ∈ Hn+1 is k-convex for some 0 ≤ k ≤ n
if its principal curvature vector κ(x) ∈ Γk, ∀x ∈M
where Γk is the Garding cone defined by Γk = {λ ∈ R
n|σj(λ) > 0, ∀j = 1, · · · k}
Since M is star-shaped, it can be parametrized by a graph Σ = {(ρ(θ), θ)|θ ∈ Sn}. Denote
RM S
n →M(17)
θ → (ρ(θ), θ)
From Veronelli [29], Kohlmann [19], the (n-k)-th curvature measure of Hn+1 space on
each Borel set β in Sn can be defined as
(18) Cn−k(M,β) =
∫
RM (β)
σk(κ)dµg
Then the problem of prescribing (n-k)-th curvature measure is:
Given a positive function f ∈ C2(Sn), find a closed hypersurface M which can be
parametrized like (17), such that
(19) Cn−k(M,β) =
∫
β
fdµSn
for every Borel set β in Sn.
Since M’s induce metric is g, therefore, density function is
√
det(g). We have
(20) Cn−k(M,β) =
∫
RM (β)
σk(κ)dµg =
∫
β
σk ·
√
det(g)dµSn
Let {e1, · · · , en} be a local orthonormal frame on S
n. Denote eij the standard spherical
metric with respect to the frame. All the covariant derivatives with respect to the standard
spherical metric eij will also be denoted as ∇ when there is no confusion in the context.
Under the Gaussian geodesic normal coordinates, the metric of Hn+1 can be expressed
as
ds2 = dρ2 + φ(ρ)2dz2
Here φ(ρ) = sinh(ρ), ρ ∈ [0,∞), and dz2 is the induced standard metric on Sn in Eu-
clidean space. We define
Φ(ρ) =
∫ ρ
0
φ(s)ds
Consider the vector field V = φ(ρ) ∂∂ρ , and let ν be the outward normal vector field of M.
Then the generalized support function of M is defined as u = 〈V, ν〉.
PRESCRIBED CURVATURE MEASURE PROBLEM 9
Because M is a star-shaped hypersurface, the support function, induced metric, inverse
metric matrix, second fundamental form can be expressed as follows:
u =
φ2√
φ2 + |∇ρ|2
gij = φ
2δij + ρiρj, g
ij =
1
φ2
(eij −
ρiρj
φ2 + |∇ρ|2
)
hij =
1√
φ2 + |∇ρ|2
(−φρij + 2φ
′
ρiρj + φ
2φ
′
δij)
hij =
1
φ2
√
φ2 + |∇ρ|2
(eik −
ρiρk
φ2 + |∇ρ|2
)(−φρjk + 2φ
′
ρkρj + φ
2φ
′
δkj)
h˜ij =
1
φ2
√
φ2 + |∇ρ|2
(δik −
ρiρk
ω˜(ω˜ + φ)
)(−φρkl + 2φ
′
ρkρl + φ
2φ
′
δkl)(δ
lj −
ρlρj
ω˜(ω˜ + φ)
)
Here φ means φ(ρ), ρi is the derivative with respect to spherical metric eij and ω˜ =√
φ2 + |∇ρ|2.
Then the principal curvatures (κ1, · · · , κn) of M are the eigenvalues of symmetric matrix
H = (h˜ij) and
(21)
√
det(gij) = φ
n−1 ·
√
φ2 + |∇ρ|2
Therefore, from (19) and (20), the prescribed curvature measure problem can be reduced
to the following curvature measure equation on Sn
(22) σk(κ1, · · · , κn) = σk(h˜
i
j) =
f
φn−1
√
φ2 + |∇ρ|2
Here f > 0 is the given function defined on Sn. We say a solution of (22) is admissible
if κ(X) = (κ1, · · · , κn) ∈ Γk, ∀X ∈M .
Actually, any positive C2 function ρ on Sn satisfying equation (22) is an admissible
solution. This is because at the point where ρ obtains its maximum, we have ∇ρ = 0, then
h˜ij =
1
φ3
(−φρij + φ
2φ
′
δij)
Since matrix {ρij} is semi-negative definite at this point, then all principal curvatures
are positive, which means the solution is admissible at this point.
Because Γk, S
n are connected, κ(X) is continuous (X ∈M) and the fact that σk(λ) = 0
on ∂Γk, we obtain this solution is admissible at any point of M.
Next, we will prove the main theorem.
Theorem 2. Let n ≥ 2, 1 ≤ k ≤ n− 1. Suppose f ∈ C2(Sn) and f > 0. Then there exists
a unique k-convex star-shaped hypersurface M ∈ C3,α, such that it satisfies (22).
Moreover, there is a constant C only depending on k,n,||f ||C2 , inf(f), and α, such that
||ρ||C3,α ≤ C
The C0 and C1 estimates are the same methods with Guan-Li-Li[13]. Even though, we
still give the proof here for completeness.
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We first prove C0 estimate.
Theorem 3. let n ≥ 2, 1 ≤ k ≤ n− 1. Suppose ρ is a solution of (22), then
c0 ≤ min(ρ) ≤ max(ρ) ≤ c1
c0, c1 ∼ inf(f), |f |C0 , n, k.
Proof. At the point where ρ obtains its maximum, we have ∇ρ = 0, then
h˜ij = −
ρij
φ2
+
φ
′
φ
δij
Let F (t) = σk(−t ·
ρij
φ2
+ φ
′
φ δij), then
σk(−
ρij
φ2
+
φ
′
φ
δij)− σk(
φ
′
φ
δij) = F (1) − F (0) =
∫ 1
0
F
′
(s)ds
=
∑
i,j
(
∫ 1
0
σ
ij
k (−s ·
ρst
φ2
+
φ
′
φ
δst)ds) ·
−ρij
φ2
Since ρ is an admissible solution, we have {−
ρij
φ2
+ φ
′
φ δij} ∈ Γk. Because {
φ
′
φ δij} ∈ Γk and
the fact that Γk is convex, we have {−s ·
ρij
φ2
+ φ
′
φ δij} ∈ Γk, ∀s ∈ [0, 1].
This implies {σijk (−s·
ρst
φ2
+ φ
′
φ δst)} is positive definite. ∀s ∈ [0, 1]. Hence, at the maximum
point,
σk(−
ρij
φ2
+
φ
′
φ
δij) ≥ σk(
φ
′
φ
δij) = C
k
n ·
(φ
′
)k
φk
f = φn · σk(−
ρij
φ2
+
φ
′
φ
δij) ≥ C
k
n · (φ
′
)k · φn−k ≥ Ckn · φ
n
We have the upper estimate of ρ.
Similarly, at the minimal point of ρ, we have
f ≤ Ckn · (φ
′
)k · φn−k
Since k < n, we obtain the positive lower bound for ρ. 
Before the proof of C1 estimate, we first introduce a new variable γ, satisfying
dγ
dρ
=
1
φ
Define ω =
√
1 + |∇γ|2, then we have
gij = φ
2(δij + γiγj), g
ij =
1
φ2
(δij −
γiγj
ω2
)
hij =
φ
ω
(−γij + φ
′
γiγj + φ
′
δij)
h˜ij =
1
φω
(δik −
γiγk
ω(ω + 1)
)(−γkl + φ
′
γkγl + φ
′
δkl)(δ
lj −
γlγj
ω(ω + 1)
)
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Then equation (22) becomes
(23)
φn−k
ωk−1
σk(b
i
j) = f
Here φ means φ(ρ) and
bij = (δ
ik −
γiγk
ω(ω + 1)
)(−γkl + φ
′
γkγl + φ
′
δkl)(δ
lj −
γlγj
ω(ω + 1)
)
Apparently, (λ1(b
i
j), · · · , λn(b
i
j)) ∈ Γk, here λi means the eigenvalue of matrix {b
i
j}.
We now prove C1 estimate.
Theorem 4. let n ≥ 2, 1 ≤ k ≤ n− 1. Suppose ρ is a solution of (22). Then
max |∇ρ| ≤ C2
C2 ∼ inf(f), ||f ||C1 , n, k.
Proof. We only need to prove |∇γ| is bounded.
Define Gαs = δ
αs− γαγsω(ω+1) , then matrix G = {Gαs} and matrix A = (
∂σk
∂bαβ
) are symmetric
positive definite. Also define
F˜ st =
∑
α,β
∂σk
∂bαβ
(δαs −
γαγs
ω(ω + 1)
)(δtβ −
γtγβ
ω(ω + 1)
)
Since matrix F = {F˜ st} = G ·A ·G, we have {F˜ st} is positive definite.
Consider test function 12 |∇γ|
2, assume it obtains its maximal at x0 ∈ S
n. Then critical
equation is
(24) (
1
2
|∇γ|2)i =
∑
k
γkγki = 0 ∀i
At x0, by proper choice of orthogonal frame, we could assume {γij} is diagonal.
Then at x0, we have
0 ≥
∑
i,j
F˜ ij(
1
2
|∇γ|2)ij =
∑
i,j,k
(F˜ ijγkiγkj + F˜ ijγkγkij)
=
∑
i
F˜ iiγ2ii +
∑
i,j,k
γkF˜ ij(γijk − δikγj + δijγk)(25)
=
∑
i
F˜ iiγ2ii +
∑
i,j
F˜ ijδij · |∇γ|
2 −
∑
i,j
F˜ ijγiγj +
∑
i,j,k
γkF˜ ijγijk
From now on till the end of theorem 4’s proof, σk means σk(b
i
j).
Differentiate with equation (23), using critical equation (24), we have
(26) fθ =
(n− k)φn−k−1φ
′
ρθ
ωk−1
· σk +
∑
α,β
φn−k
ωk−1
∂σk
∂bαβ
(bαβ)θ
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Once again, using critical equation (24)
∑
θ
γθfθ =
(n − k)φn−kφ
′
|∇γ|2
ωk−1
· σk
+
∑
α,β,θ,s,t
φn−k
ωk−1
· γθ ·
∂σk
∂bαβ
(δαs −
γαγs
ω(ω + 1)
)(δtβ −
γtγβ
ω(ω + 1)
)(−γstθ + φ
′′
ρθγsγt + φ
′′
ρθδst)
=
(n− k)φn−kφ
′
|∇γ|2
ωk−1
· σk +
φn−k
ωk−1
∑
s,t
[
∑
θ
γθF˜ st(−γstθ) + (F˜ stγsγt + F˜ stδst)φ
′′
φ · |∇γ|2]
Then we obtain
(27)
∑
s,t,θ
γθF˜ stγstθ = (n−k)φ
′
· |∇γ|2 ·σk+
∑
s,t
(F˜ stγsγt+ F˜ stδst)φ
′′
φ · |∇γ|2−
ωk−1
φn−k
∑
θ
γθfθ
Combining (27) with (25), now we have
0 ≥
∑
i
F˜ iiγ2ii +
∑
i,j
F˜ ijδij · |∇γ|
2 −
∑
i,j
F˜ ijγiγj
+
∑
s,t
(F˜ stγsγt + F˜ stδst)φ
2 · |∇γ|2 + (n− k)φ
′
· |∇γ|2 · σk −
ωk−1
φn−k
∑
θ
γθfθ
≥ (n− k)φ
′
· |∇γ|2 · σk −
ωk−1
φn−k
∑
θ
γθfθ = (n− k)φ
′
· |∇γ|2 · f ·
ωk−1
φn−k
−
ωk−1
φn−k
∑
θ
γθfθ
≥
ωk−1
φn−k
[(n − k)φ
′
· |∇γ|2 · f − |∇γ| · |∇f |]
Because k < n, we have C1 estimate, i.e. |∇γ| ≤ C2, here C2 ∼ inf(f), ||f ||C1 , n, k. 
4. C2 estimate
We now prove C2 estimate. We first work on M and obtain its curvature estimate.
Therefore, in this section, all the covariant derivatives are with respect to the induced
metric gij on the hypersurface M ∈ H
n+1.
Choose local orthonormal frame {e1, · · · , en} on M. ν = en+1 is the unit outer normal of
hypersurface. Let {hij} be the second fundamental form with respect to this frame. Then
under this frame, the following identities hold.
(28) hijk = hikj
(29) hiikk = hkkii + h
2
iihkk − hiih
2
kk − hii + hkk
Let λ1, · · · , λn be the principal curvatures of M. Suppose λ1 ≥ λ2 · · · ≥ λn, then the
following equation defined on Sn
(30) σk(κ1, · · · , κn) = σk(h˜
i
j) =
f0
φn−1
√
φ2 + |∇ρ|2
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can be equivalently expressed as
(31) σk(λ1, · · · , λn)(X) = u(X) · f(X) X ∈M
where f0 > 0 is the given function on S
n. u is the support function. Let X = RM (θ) =
(θ, ρ(θ)), θ ∈ Sn, then
(32) f(X) =
f0(θ)
φn+1(ρ(θ))
Since we already have C0, C1 estimates for function ρ, it’s easy to see for (32), we have
(Guan-Li-Li [13])
(33) |fi(X)| ≤ C(n, k, inf(f0), ||f0||C1) ∀i
(34) |fij(X)| ≤ C(n, k, inf(f0), ||f0||C2)(1 + λ1)(X) ∀i, j
Theorem 5. If k-convex hypersurface M satisfies equation (31) (or (30)) for some 1 ≤ k ≤
n, then we have
maxMλ1 ≤ C
C ∼ n, k, inf(f0), ||f0||C2 , where f0 is the given function on S
n
Proof. We first prove the case 3 ≤ k ≤ n.
We here derive C2 estimate for equation (31).
Now, let λ1 denotes the biggest eigenvalue of M. Consider the following test function:
(35)
λ1g(Φ)
u− a
here φ(ρ) = sinh(ρ), and Φ(ρ) =
∫ ρ
0 φ(s)ds, g(Φ) = e
βΦ, β to be chosen. a = 1N infM (u)
with N large enough depending n, k, inf(f0), ||f0||C1 which will be determined later.
Assume this function obtains its maximum at point x0. We use the trick from [5]. Denote
P (x0) =
λ1g(Φ)
u−a (x0). Define function ψ satisfying
ψ(x)g(Φ)(x)
(u− a)(x)
= P (x0)
It’s easy to see that ψ ≥ λ1 and ψ(x0) = λ1(x0). Choose proper local orthonormal frame
e1, e2, · · · , en around x0, so that {hij} is diagonal at x0 and hii = λi, where λ1 ≥ λ2 · · · ≥ λn.
Let µ denote the multiplicity of the biggest curvature eigenvalue at x0, such that λ1 =
λ2 = · · · = λµ > λµ+1 ≥ · · · ≥ λn. Then from Brendle-Choi-Daskalopoulos [5] well-known
result, we have the followings exist at x0:
(36) ψ = λ1
(37) hkli = ψiδkl 1 ≤ k, l ≤ µ
(38) ψii ≥ h11ii + 2
∑
l>µ
1
λ1 − λl
h21li
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From now on, we only consider the case with no multiple roots of biggest eigenvalue, i.e
µ = 1. As we shall see later, the proof of case µ > 1 is actually a special case of the proof
of case µ = 1.
All the calculations are happening at point x0. We consider the test function:
(39)
ψ(x)g(Φ)(x)
(u− a)(x)
Since this test function has constant value, at x0, (ln(
ψg(Φ)
(u−a) ))i = 0, the critical equation
is
(40)
ψi
ψ
+
g
′
· Φi
g(Φ)
−
ui
u− a
=
h11i
λ1
+ βΦi −
ui
u− a
= 0
Also, at x0, since {hij} is diagonal, by Lemma 1, {σ
ij
k } is also diagonal. Then we have
0 ≥
∑
i
σiik (ln
ψg(Φ)
(u− a)
)ii
≥
∑
i
σiik
h11ii + 2
∑
l≥2
1
λ1−λl
h21li
λ1
−
∑
i
σiik
h211i
λ21
+
∑
i
g
′′
g
σiik 〈
∂
∂ρ
, ei〉
2φ2
+
g
′
g
∑
i=1
σiik · φ
′
−
g
′
g
ku2f −
∑
i
(g
′
)2
g2
σiik 〈
∂
∂ρ
, ei〉
2φ2 − kφ
′ uf
u− a
+
∑
i
u
u− a
σiik h
2
ii −
∑
t
φ〈 ∂∂ρ , et〉(σk)t
u− a
+
∑
i
φ2
(u− a)2
σiik h
2
ii〈
∂
∂ρ
, ei〉
2
Here we already used the following basic results (details of proof in [12]):
(41) ui = φhii〈
∂
∂ρ
, ei〉
(42) uii = φ
′
hii − uh
2
ii +
∑
t
φ〈
∂
∂ρ
, et〉hiit
(43) Φi = 〈φ
∂
∂ρ
, ei〉
(44) Φii = φ
′
− hiiu
Again, by using (28),(29),(31),(33),(34),(40),(41),(42) and following equations
σiik hii11 + σ
ij,mt
k hij1hmt1 = (uf)11
h11t · f
λ1
−
(σk)t
u− a
=
utf
u− a
− βΦtf −
utf + uft
u− a
= −βΦtf −
uft
u− a
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we have
0 ≥ −
∑
i,j,m,t σ
ij,mt
k hij1hmt1
λ1
+
∑
i
2σiik
∑
l≥2
1
λ1−λl
h21li
λ1︸ ︷︷ ︸
(A)
−
∑
i
σiik
h211i
λ21︸ ︷︷ ︸
(B)
+(k − 1)uf · h11 + (βφ
′
− 1)
∑
i≥1
σiik +
∑
i
a
u− a
σiik h
2
ii +
∑
i
σiik (
ui
u− a
)2 − C (♣1)
Here and from now on, C ∼ n, k, inf(f0), ||f0||C2 .
Case 1: |λn| ≥ ε · λ1
Here ε is any sufficiently small fixed constant number to be chosen later.
By using concavity of σ
1/k
k , i.e
∑
i,j
∂σ
1/k
k (λ1,λ2···λn)
∂λi∂λj
ηiηj ≤ 0
A basic calculation yields
−
∑
1≤i,j,m,t≤n
σ
ij,mt
k hij1hmt1
λ1
≥ −
∑
i 6=j σk−2(λ|ij)hii1hjj1
λ1
≥ −C
(σk)
2
1
λ1
≥ −Cλ1
Then (♣1) becomes
(45) 0 ≥ −
∑
i
σiik
h211i
λ21
− Cλ1 + (βφ
′
− 1)
∑
i≥1
σiik +
∑
i
a
u− a
σiik h
2
ii +
∑
i
σiik (
ui
u− a
)2 − C
From critical equation, h11iλ1 = −βΦi+
ui
u−a , then −σ
ii
k
h2
11i
λ2
1
≥ −(1+ε
′
)σiik (
ui
u−a)
2−C(ε
′
)σiik .
By choosing ε
′
∼ n, k, inf(f0), ||f0||C1 small enough so that
1
2
a
u−aσ
ii
k h
2
ii ≥ ε
′
σiik (
ui
u−a)
2.
Now equation (41) becomes
(46) 0 ≥ −Cλ1 − C
∑
i≥1
σiik + c0
∑
i
σiik h
2
ii − C
c0 is a small but positive constant depending n, k, inf(f0), ||f0||C1 .
At this case, σnnk h
2
nn = σ
nn
k λ
2
n ≥ ε
2σnnk λ
2
1 ≫ σ
ii
k ∀1 ≤ i ≤ n. Since σ
nn
k ≥ c(n)σk−1 ≥ c1,
c1 is a small but positive constant depending n, k, inf(f0), ||f0||C1 . This means σ
nn
k λ
2
n ≥
ε2c1λ
2
1 ≫ λ1. Therefore, we have our estimate at this case.
We now separate the proof into several cases:
Case 2: λ2 ≤
1
C1
λ1. C1 is a sufficiently large constant to be chosen.
Case 3: λ2 ≥
1
C1
λ1, λ3 ≤
1
C2
λ1. C1 has been chosen in Case 1. C2 is a sufficiently large
constant depending n, k, C1, inf(f0), ||f0||C1 . C2 is to be chosen.
· · · · · · · · ·
Case l + 1: λ2 ≥
1
C1
λ1, λ3 ≥
1
C2
λ1,· · · , λl ≥
1
Cl−1
λ1, λl+1 ≤
1
Cl
λ1. C1, C2, · · · , Cl−1
have been chosen in Case 1, · · · ,Case l. Cl is a sufficiently large constant depending n, k,
C1, C2, · · · , Cl−1, inf(f0), ||f0||C1 . Cl is to be chosen.
· · ·
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Case k − 1: λ2 ≥
1
C1
λ1, λ3 ≥
1
C2
λ1,· · · , λk−2 ≥
1
Ck−3
λ1, λk−1 ≤
1
Ck−2
λ1. C1, C2, · · · , Ck−3
have been chosen in Case 1, · · · ,Case k− 2. Ck−2 is a sufficiently large constant depending
n, k, C1, C2, · · · , Ck−3, inf(f0), ||f0||C1 . Ck−2 is to be chosen.
Case k: λ2 ≥
1
C1
λ1, λ3 ≥
1
C2
λ1,· · · , λk−2 ≥
1
Ck−3
λ1, λk−1 ≥
1
Ck−2
λ1. C1, C2, · · · , Ck−2
have been chosen in Case 1, · · · ,Case k − 1.
We now prove Case l + 1, 1 ≤ l ≤ k − 2.
Back to (♣1), let λ = (λ1, · · · , λn)
(A) + (B) ≥
∑
i≥2(2σk−2(λ|i1)h
2
11i +
2σ11k
λ1−λi
h211i −
σiik
λ1
h211i)
λ1︸ ︷︷ ︸
(C1)
+
−
∑
i 6=j σk−2(λ|ij)hii1hjj1 +
∑
i≥2
2σiik
λ1−λi
h2ii1
λ1︸ ︷︷ ︸
(C2)
−σ11k (
h111
λ
1
)2︸ ︷︷ ︸
(C3)
(47)
A easy calculation shows
(48) (C1) =
∑
i≥2
λ1+λi
(λ1−λi)λ1
σiik h
2
11i
λ1
> 0
This is because we could always assume |λn| ≤ λ1, otherwise we could use Case 1 to prove.
As for (C3), using critical equation, same as the proof of Case 1, by letting λ1 large
enough, we have
(49) − σ11k (
h111
λ
1
)2 +
a
u− a
σ11k h
2
11 + σ
11
k (
u1
u− a
)2 ≥ −Cσ11k +
1
2
a
u− a
σ11k h
2
11 > 0
Therefore, combining (47), (48), (49), (♣1) becomes
0 ≥
−
∑
i 6=j σk−2(λ|ij)hii1hjj1 +
∑
i≥2
2σiik
λ1−λi
h2ii1
λ1︸ ︷︷ ︸
(C2)
+(k − 1) · uf · h11 + (βφ
′
− 1)
∑
i≥2
σiik − C (♣2)
We now begin to prove Case l + 1:
Case l + 1: λ2 ≥
1
C1
λ1, λ3 ≥
1
C2
λ1,· · · , λl ≥
1
Cl−1
λ1, λl+1 ≤
1
Cl
λ1. C1, C2, · · · , Cl−1
have been chosen in Case 1, · · · ,Case l. Cl is a sufficiently large constant depending n, k,
C1, C2, · · · , Cl−1, inf(f0), ||f0||C1 . Cl is to be chosen.
We first prove some basic facts under current case.
FACT 1: θ2λ
l
1 ≥ σl ≥ θ1λ
l
1 θ1, θ2 ∼ n,C1, · · · , Cl−1
Proof. Since (λ1, · · · , λn) ∈ Γk, we have σk−1(λ|1) > 0, σk−2(λ|12) > 0, · · · , σ1(λ|1 · · · k −
1) > 0. This means λk + λk+1 + · · ·+ λn > 0.
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Suppose λ1 > λ2 ≥ · · · ≥ λt > 0 ≥ λt+1 ≥ · · · ≥ λn, apparently, t ≥ k.
So
0 < λk + λk+1 + · · ·+ λt + λt+1 · · ·+ λn
≤ (t− k + 1)λk + λt+1 · · · + λn
≤ λn + (t− k + 1)λk λj ≤ 0, j ≥ t+ 1
therefore
(50) |λn| ≤ c(n)λk ≤ c(n)λl+1
Using (50), we have
σl = λ1λ2 · · · λl +
∑
i1<···<il
λi1 · · ·λil il ≥ l + 1
≥ λ1λ2 · · · λl − c(n)λ1λ2 · · · λl−1λl+1
Since λl ≥
1
Cl−1
λ1, λl+1 ≤
1
Cl
λ1, we simply let Cl satisfying
Cl ≥ 2c(n) · Cl−1 (♠1)
Then we have
σl ≥
1
2
λ1λ2 · · ·λl ≥ θ1λ
l
1, θ1 ∼ n,C1, · · · , Cl−1
the upper bound is obvious. 
The following facts can be proved similarly as Fact 1:
FACT 2 : θ4λ
l−1
1 ≥ σ
nn
l ≥ · · · ≥ σ
11
l ≥ θ3λ
l−1
1 θ3, θ4 ∼ n,C1, · · · , Cl−1
FACT 3 : σl−2(λ|ij) ≤ θ5 · λ
l−2
1
Remark: θ2, θ4, θ5 only depend on n. θ1, θ3 only depend on n,C1, · · · , Cl−1. No matter
how big Cl is, as long as it satisfying Cl ≥ 2c(n)Cl−1, we will have these facts exist.
Now we handle Term (C2). By using concavity of (
σk
σl
(λ1, · · · , λn))
1
k−l , i.e
∑
i,j
(
σk
σl
(λ1, · · · , λn))
1
k−l
ij ηiηj ≤ 0
Using Lemma 5, we have
−
∑
i 6=j
σk−2(λ|ij)hii1hjj1 ≥ (1 +
1
k − l
)σk · (
∑n
i=1 σ
ii
l hii1
σl
)2 −
2
k − l
(σk)1 ·
∑n
i=1 σ
ii
l hii1
σl
−(1−
1
k − l
)
(σk)
2
1
σk
− σk
∑
i 6=j σl−2(λ|ij)hii1hjj1
σl
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Therefore
−
∑
i 6=j
σk−2(λ|ij)hii1hjj1 ≥ (1 +
1
k − l
)σk · (
σ11l h111
σl
)2 −
2
k − l
(σk)1 ·
σ11l h111
σl︸ ︷︷ ︸
(D)
−(1−
1
k − l
)
(σk)
2
1
σk︸ ︷︷ ︸
(D)
+2(1 +
1
k − l
)σk · (
σ11l h111
σl
) ·
∑l
i=2 σ
ii
l hii1
σl︸ ︷︷ ︸
(E11)
−
2
k − l
(σk)1 ·
∑l
i=2 σ
ii
l hii1
σl︸ ︷︷ ︸
(E12)
−2σk
∑l
i=2 σl−2(λ|1i)h111hii1
σl︸ ︷︷ ︸
(E13)
+(1 +
1
k − l
)σk · (
∑l
i=2 σ
ii
l hii1
σl
)2 − 2σk
∑
2≤i<j≤l σl−2(λ|ij)hii1hjj1
σl︸ ︷︷ ︸
(E2)
+(1 +
1
k − l
)σk · (
∑
j≥l+1 σ
jj
l hjj1
σl
)2 −
2
k − l
(σk)1 ·
∑
j≥l+1 σ
jj
l hjj1
σl︸ ︷︷ ︸
(F )
−2σk
∑
j≥l+1 σl−2(λ|1j)h111hjj1
σl
− 2σk
∑
2≤i≤l,j≥l+1 σl−2(λ|ij)hii1hjj1
σl︸ ︷︷ ︸
(F )
+2(1 +
1
k − l
)σk · (
∑l
i≥2 σ
ii
l hii1
σl
) ·
∑
j≥l+1 σ
jj
l hjj1
σl︸ ︷︷ ︸
(F )
+2(1 +
1
k − l
)σk · (
σ11l h111
σl
) ·
∑
j≥l+1 σ
jj
l hjj1
σl︸ ︷︷ ︸
(F )
−2σk
∑
l+1≤m<j σl−2(λ|mj)hmm1hjj1
σl︸ ︷︷ ︸
(F )
By Fact 1, Fact 2, Fact 3, it’s easy for us to obtain
(F ) ≥ −ε1u
2
1 − ε2 · σk ·
l∑
i≥2
(
σiil
σl
)2h2ii1
−C(ε1, ε2, n, C1, · · · , Cl−1)
∑
j≥l+1
h2jj1
λ21
− C (∞1)
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ε1, ε2 are small constants to be chosen. (Here we already used critical equation:
h111
λ1
+
βΦ1 −
u1
u−a = 0)
The main part of this proof is how to handle term (E11), (E12), (E13).
We first handle term (E12).
By critical equation,
(51)
h111
λ1
=
u1f
(u− a)f
− βΦ1 =
(σk)1
(u− a)f
−
uf1
(u− a)f
− βΦ1
Denote τ := uf1(u−a)f +βΦ1. From now on, τ is a constant size value which can be controlled.
(E12) = −
2
k − l
(u− a)f
λ1
h111
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
= −
2
k − l
(
(u− a)f
σk
·
σl
λ1σ
11
l
− 1)σk
σ11l h111
σl
l∑
i≥2
σiil hii1
σl
−
2
k − l
σk
σ11l h111
σl
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
= −
2
k − l
(
(u− a)f
σk
− 1 + 1−
σ11l λ1
σl
)
σk
(u− a)f
(σk)1
l∑
i≥2
σiil hii1
σl
−
2
k − l
σk
σ11l h111
σl
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
= −
2
k − l
(−
a
u
+ 1−
σ11l λ1
σl
)
σk
(u− a)f
(σk)1
l∑
i≥2
σiil hii1
σl
−
2
k − l
σk
σ11l h111
σl
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
Before continue to handle (E12), we prove the following Fact 4:
FACT 4 : 1 ≥
σ11l λ1
σl
≥ 1− C(n,C1, · · · , Cl−1)
1
Cl
Proof. At current case,
σ11l λ1
σl
=
σ11l λ1
σ11l λ1+σl(λ|1)
≤ 1 (Since l ≤ k − 2). Besides, same as the
proof of Fact 1:
σl(λ|1) ≤ c(n)λ2 · · · λl · λl+1
Therefore,
1−
σ11l λ1
σl
=
σl(λ|1)
σ11l λ1 + σl(λ|1)
≤
σl(λ|1)
σ11l λ1
≤
c(n)λ2 · · · λl · λl+1
θ3 · λl1
≤
c(n)
θ3
·
1
Cl
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This implies,
1 ≥
σ11l λ1
σl
≥ 1− C(n,C1, · · · , Cl−1)
1
Cl

Define θ = max{ 1N , C(n,C1, · · · , Cl−1)
1
Cl
}, as we shall see, θ can be really small.
Now we have
(E12) ≥ −Cθ(σk)1
l∑
i≥2
σiil hii1
σl
−
2
k − l
σk
σ11l h111
σl
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
(52)
By using equation (52),
(E11) + (E12) + (E13) ≥ 2σk · (
σ11l h111
σl
) ·
∑l
i=2 σ
ii
l hii1
σl
− 2σk
∑l
i=2 σl−2(λ|1i)h111hii1
σl
− Cθ(σk)1
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
=
2σk
σ2l
l∑
i=2
(σ11l σ
ii
l − σlσl−2(λ|1i))h111hii1 − Cθ(σk)1
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
=
2σk
σ2l
l∑
i=2
(σl−1(λ|1i)
2 − σl(λ|1i)σl−2(λ|1i))h111hii1 − Cθ(σk)1
l∑
i≥2
σiil hii1
σl
+ τ
l∑
i≥2
σiil hii1
σl
the last equation we used Lemma 6.
Using the same method in the proof of Fact 1, we obtain
|σl−1(λ|1i)| ≤ c(n)λ1λ2 · · ·λl−2 · λl+1 ≤
c(n)
Cl
· λl−11(53)
|σl(λ|1i)| ≤ c(n)λ1λ2 · · · λl−2 · λ
2
l+1 ≤
c(n)
C2l
· λl1(54)
Using Fact 1, Fact 2, Fact 3, (53), (54), we have
(E11) + (E12) + (E13) ≥ −C 1
θ2
1
1
C2l
|h111|
λ1
∑l
i=2
|hii1|
λ1
− Cθ(σk)1
∑l
i≥2
σiil hii1
σl
+ τ
∑l
i≥2
σiil hii1
σl
≥ −C 1
θ2
1
1
C2l
|h111|
λ1
∑l
i=2 |
σiil
σl
hii1| − Cθ(σk)1
∑l
i≥2
σiil hii1
σl
+ τ
∑l
i≥2
σiil hii1
σl
≥ −(
C(n,C1,··· ,Cl−1)
C2l
+Cθ)λ21 − (
C(n,C1,··· ,Cl−1)
C2l
+ Cθ)
∑l
i=2(
σiil
σl
)2(hii1)
2 − C (∞2)
The second inequality we used Fact 1 and Fact 2. The last inequality we used critical
equation.
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Now to (E2), the method is same as handling (E11)+(E12)+(E13)
(E2) = (1 +
1
k − l
)σk · (
∑l
i=2 σ
ii
l hii1
σl
)2 − 2σk
∑
2≤i<j≤l σl−2(λ|ij)hii1hjj1
σl
≥ σk · (
∑l
i=2 σ
ii
l hii1
σl
)2 − 2σk
∑
2≤i<j≤l σl−2(λ|ij)hii1hjj1
σl
= σk
l∑
i=2
(
σiil
σl
)2h2ii1 +
2σk
σ2l
∑
2≤i<j≤l
(σiil σ
jj
l − σlσl−2(λ|ij))hii1hjj1
= σk
l∑
i=2
(
σiil
σl
)2h2ii1 +
2σk
σ2l
∑
2≤i<j≤l
(σl−1(λ|ij)
2 − σl(λ|ij)σl−2(λ|ij))hii1hjj1
≥ σk
l∑
i=2
(
σiil
σl
)2h2ii1 − 2σk
C(n,C1, · · · , Cl−1)
C2l
∑
2≤i<j≤l
|hii1|
λ1
|hjj1|
λ1
≥ (1−
C(n,C1, · · · , Cl−1)
Cl
)σk
l∑
i=2
(
σiil
σl
)2h2ii1 (∞3)
In the second last inequality, we used similar result like (53), (54). In the last equality, we
used Fact 1 and Fact 2 like before.
Lastly, we handle term (D). Using critical equation h111λ1 + βΦ1 −
u1
u−a = 0, we have
(D) ≥ (1 +
1
k − l
)(
σ11l λ1
σl
)2(
σk
(u− a)f
)2 ·
(σk)
2
1
σk
−
2
k − l
σ11l λ1
σl
·
σk
(u− a)f
·
(σk)
2
1
σk
− (1−
1
k − l
)
(σk)
2
1
σk
− Cλ1
=
2
k − l
σ11l λ1
σl
·
σk
(u− a)f
(
σ11l λ1
σl
·
σk
(u− a)f
− 1) ·
(σk)
2
1
σk
+(1−
1
k − l
)(
σ11l λ1
σl
σk
(u− a)f
+ 1)(
σ11l λ1
σl
σk
(u− a)f
− 1) ·
(σk)
2
1
σk
− Cλ1
≥ −c(n)|
σ11l λ1
σl
σk
(u− a)f
− 1|
(σk)
2
1
σk
− Cλ1
= −c(n)
σ11l λ1
σl
|
σk
(u− a)f
− 1 + 1−
σl
σ11l λ1
|
(σk)
2
1
σk
− Cλ1
≥ −c(n) · θ ·
(σk)
2
1
σk
− Cλ1 ≥ −C · θ · λ
2
1 − Cλ1 (∞4)
Now combine (∞1), (∞2), (∞3), (∞4). We choose ε2 small enough, say 1/10, and Cl ≥
A1C(n,C1, · · · , Cl−1), N ≥ A2 (♠2).
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Here A1, A2 are sufficiently large constant only depending on n, k, inf(f0), ||f0||C1 , then
we have
(55) −
∑
i 6=j
σk−2(λ|ij)hii1hjj1 ≥ −(C · θ + ε1) · λ
2
1 − C(ε1, ε2, n, C1, · · · , Cl−1)
∑
j≥l+1
h2jj1
λ21
Before we give a final proof of Case l+1, we first prove a Lemma:
Lemma 7. : For any sufficiently large constant L, we could always find sufficiently large
constant Cl, 2 ≤ l ≤ k − 1. Cl depends on n, k, L.
If λl ≤
1
Cl
λ1, then we have σ
nn
k ≥ · · · ≥ σ
ll
k ≥
L
λ1
.
Proof. Using Lemma 2, since σ11k ≥
c0
λ1
, c0 ∼ n, k, inf(f0), ||f0||C1 , we only need to prove
σllk ≥ L · σ
11
k .
σllk
σ11k
=
σk−1(λ|l)
σk−1(λ|1)
=
λ1σk−2(λ|1l) + σk−1(λ|1l)
λlσk−2(λ|1l) + σk−1(λ|1l)
=
(λ1 − λl) · σk−2(λ|1l)
λlσk−2(λ|1l) + σk−1(λ|1l)
+ 1
If σk−1(λ|1l) < 0, then we have
σllk
σ11k
≥ λ1−λlλl ≥ Cl−1. Let Cl = L+1, we have our result.
If σk−1(λ|1l) ≥ 0, then by Maclaurin inequality σk−1(λ|1l) ≤ σk−2(λ|1l)
k−1
k−2 , then
σllk
σ11k
≥
(λ1 − λl) · σk−2(λ|1l)
λlσk−2(λ|1l) + σk−2(λ|1l)
k−1
k−2
Since k − 2 ≥ l − 1, we have
σk−2(λ|1l) =
∑
i1<i2···<ik−2; ik−2>l
λi1 · · · λik−2
Same reason as before
σk−2(λ|1l) ≤ c(n) · λ
k−3
1 · λl
Therefore
(λ1 − λl) · σk−2(λ|1l)
σk−2(λ|1l)
k−1
k−2
= (
(λ1 − λl)
k−2
σk−2(λ|1l)
)
1
k−2
≥ (1−
1
Cl
)(
λk−21
σk−2(λ|1l)
)
1
k−2 ≥ (1−
1
Cl
)(
1
c(n)
)
1
k−2 (
λ1
λl
)
1
k−2
≥ (1−
1
Cl
)(
1
c(n)
)
1
k−2C
1
k−2
l
Choosing Cl, large enough, depending n, k, L, we have our result. 
Now we deal with Case l+1, (l ≤ k − 2)
Firstly, we choose β = 2, this implies (βφ
′
− 1)
∑n
i=1 σ
ii
k ≥
∑n
i=1 σ
ii
k
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Using (55), (♣2) becomes
0 ≥ −(c(n) · θ + ε1) · λ1 + (k − 1) · uf · λ1 − C(56)
+
−C(ε1, ε2, n, C1, · · · , Cl−1)
∑
j≥l+1
h2jj1
λ2
1
+
∑
j≥l+1
2σjjk
λ1−λj
h2jj1
λ1
here θ = max{ 1N ,
C(n,C1,··· ,Cl−1)
Cl
}.
Firstly, we choose N , Cl large enough such that
Cl ≥ A3C(n,C1, · · · , Cl−1), N ≥ A4, A3, A4 ∼ n, k, inf(f0), ||f0||C1 (♠3)
Then choose ε1 small enough so that
(57) − (c(n) · θ + ε1) · λ1 + (k − 1) · uf · λ1 ≥
k − 1
2
· uf · λ1
Now, since ε1, ε2, C1, · · · , Cl−1 have been chosen, and we also have∑
j≥l+1
2σjjk
λ1 − λj
h2jj1 ≥ c(n)
∑
j≥l+1
σ
jj
k
λ1
h2jj1
Using Lemma 7, we could choose Cl large enough, satisfying
Cl ≥ A5C(n,C1, · · · , Cl−1), A5 ∼ n, k, inf(f0), ||f0||C1 (♠4)
So that we have
(58) σjjk ≥
C(ε1, ε2, n, C1, · · · , Cl−1)
c(n)
1
λ1
(j ≥ l + 1)
Now combing (♠1), (♠2), (♠3), (♠4), we finally decide:
Cl = max{2c(n)Cl−1,max{A1, A3, A5}C(n,C1, · · · , Cl−1)}
N = max{A2, A4}
Using (57), (58), then (56) becomes
0 ≥
k − 1
2
· uf · λ1 − C
We now finish the proof of Case l+1 l ≤ k − 2.
Remark: Discussion of N,C1, · · · , Ck−2.
From (♠2), N ≥ A2. A2 can be written in the explicit form:
(59) N ≥ A2 = c(n)
1
inf(uf)
From (♠3), N ≥ A4. A4 can be written as
(60) A4 = c1(n) ·
max(φ2) ·max(f)
inf(uf) · inf(u)
Let
(61) N = max{A2, A4} = max{c(n)
1
inf(uf)
, c1(n) ·
max(φ2) ·max(f)
inf(uf) · inf(u)
}
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then N only depends on n, |f0|C0 , inf(ρ), |ρ|C0 , |∇ρ|C0 , inf(f0).
Since we already have C0, C1 estimate for ρ, this means
N ∼ n, k, inf(f0), ||f0||C1
where f0 is the given function on S
n.
For C1 in the Case 2:
at this case, (♣1) becomes
0 ≥ −c2(n) ·max{
1
N
,
c3(n)
C1
}
φ2f2
σk
· λ1 − ε1 · φ
2f2 · λ1
+(k − 1)uf · λ1 − C +
− c4(n)ε1
∑
i≥2(
hii1
λ1
)2 +
∑
i≥2
2σiik
λ1−λi
h2ii1
λ1
(62)
First choose
(63) C1 ≥ c5(n) ·
max(φ2)max(f2)
min(uf)2
(64) ε1 =
1
4
·
min(uf)
max(φ2)max(f2)
Since we already chose appropriate N, then (62) becomes
(65) 0 ≥
1
2
uf · λ1 − C +
− c4(n)ε1
∑
i≥2(
hii1
λ1
)2 +
∑
i≥2
2σiik
λ1−λi
h2ii1
λ1
All c(n) and ci(n), 1 ≤ i ≤ 5 are constants only depending on n.
Now again, let C1 large enough, so that the last term of (65) is bigger than 0. From
Lemma 7, C1 only depends on n,k,
c4(n)
ε1
. (∗∗)
Combining (63), (64), (∗∗), C1 is a fixed constant only depending on n, k, inf(f0), ||f0||C1 .
Now by induction and (♠1), (♠2), (♠3), (♠4), Cl only depends on
n, k,C1, · · · , Cl−1, inf(f0), ||f0||C1
This implies Cl only depends on n, k, inf(f0), ||f0||C1 .
Therefore, we have chosen N,C1, · · · , Ck−2. All of them are large, fixed constants only
depending on n, k, inf(f0), ||f0||C1 .
Now we already proved Case 1, Case 2,· · · , Case k-1, the only remaining case is Case k:
λ2 ≥
1
C1
λ1, λ3 ≥
1
C2
λ1, · · · , λk−2 ≥
1
Ck−3
λ1, λk−1 ≥
1
Ck−2
λ1,
C1, C2, · · · , Ck−2 have been chosen in Case 2, · · · ,Case k− 1. By the previous remark, they
only depend on n, k, inf(f0), ||f0||C1 .
We need another Lemma:
Lemma 8. At this case, we have σnnk = σk−1(λ|n) ≥ cα · λ
k−1
1 , cα ∼ C1, · · · , Ck−2
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Proof. Suppose λ1 > λ2 ≥ · · · ≥ λt > 0 ≥ λt+1 ≥ · · · ≥ λn. As we knew, t ≥ k,
Therefore,
σnnk = σk−1(λ|n) ≥ λ1 · · ·λk−1 +
∑
i1<···<ik−1 ik−1≥t+1
λi1 · · ·λik−1
σnnk = σk−1(λ|n) ≥ λ1 · · ·λk−1 − c(n) · λ
k−2
1 · |λn|
≥
1
C1 · · ·Ck−2
λk−11 − c(n) · λ
k−2
1 · |λn|(66)
The first inequality is due to we could always assume |λi| < λ1, otherwise, we would use
Case 1 to handle.
Since C1, · · · , Ck−2 have been chosen,
if |λn| ≥
1
2C1···Ck−2
· 1c(n) · λ1, we could use Case 1 to handle.
if |λn| ≤
1
2C1···Ck−2
· 1c(n) · λ1, from (66) we have
σnnk ≥
1
2C1 · · ·Ck−2
λk−11
let cα =
1
2C1···Ck−2
, we prove Lemma 8. 
From the proof of Case 1 and choose of β, we have
−
∑
i 6=j σk−2(λ|ij)hii1hjj1
λ1
≥ −Cλ1 − C C ∼ n, k, inf(f0), ||f0||C1
βφ
′
− 1 ≥ 1
Therefore, (♣2) becomes
0 ≥ −Cλ1 − C +
n∑
i=2
σiik
≥ −Cλ1 − C + σ
nn
k
≥ −Cλ1 − C + cα · λ
k−1
1
We certainly have our estimate.
Remark: We actually don’t need to prove so many cases. In fact, if k is odd, Case 1,
Case 2, · · · , Case [k2 ] + 1 are totally enough for our proof. And if k is even, Case 1, Case 2,
· · · , Case k2 are enough for the proof. Cause if Case 2, · · · , (Case [
k
2 ] + 1 or Case
k
2 ) all fail,
then the same method of Lemma 8 shows σnnk ≥ cαλ1, by choosing β large enough, we still
have our result.
There finishes the proof of C2 estimate when no multiple roots for biggest eigenvalue.
We now handle the case with multiple roots for biggest eigenvalue. (µ > 1)
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In this case, (♣1) becomes
0 ≥ −
∑
i,j,m,t σ
ij,mt
k hij1hmt1
λ1
+
∑
i
2σiik
∑
l≥µ+1
1
λ1−λl
h21li
λ1︸ ︷︷ ︸
(A)
−
∑
i
σiik
h211i
λ21︸ ︷︷ ︸
(B)
+(k − 1)uf · h11 + (βφ
′
− 1)
∑
i≥1
σiik +
∑
i
a
u− a
σiik h
2
ii +
∑
i
σiik (
ui
u− a
)2 − C (♣3)
(A) + (B) ≥
∑
i≥µ+1(2σk−2(λ|i1)h
2
11i +
2σ11k
λ1−λi
h211i −
σiik
λ1
h211i)
λ1︸ ︷︷ ︸
(C1)
+
−
∑
i 6=j σk−2(λ|ij)hii1hjj1 +
∑
i≥µ+1
2σiik
λ1−λi
h2ii1
λ1︸ ︷︷ ︸
(C2)
−
µ∑
i=1
σiik (
h11i
λ
1
)2
︸ ︷︷ ︸
(C3)
(67)
Same as before, we could simply prove Case 1. This means we could assume |λn| < λ1.
Then (C1) can be handled like before:
(68) (C1) =
∑
i≥µ+1
λ1+λi
(λ1−λi)λ1
σiik h
2
11i
λ1
≥ 0
As for C3, we use critical equation: when 1 ≤ i ≤ µ
(69) − σiik (
h11i
λ1
)2 +
a
u− a
σiik h
2
ii + σ
ii
k (
ui
u− a
)2 ≥ −Cσiik +
1
2
a
u− a
σiik h
2
ii
Since when 1 ≤ i ≤ µ, λi = λ1, we have this term is greater than zero.
Therefore, using (68), (69), (♣3) becomes
0 ≥
−
∑
i 6=j σk−2(λ|ij)hii1hjj1 +
∑
i≥µ+1
2σiik
λ1−λi
h2ii1
λ1
+(k − 1) · uf · h11 + (βφ
′
− 1)
∑
i≥µ+1
σiik −C (♣4)
Since we already have λ1 = λ2 = · · · = λµ, we only need to start from Case µ+ 1,
Case µ + 1: λ1 = λ2 = · · · = λµ, λµ+1 ≤
1
Cµ
λ1, Cµ is large enough which will be
determined later.
Case µ+ 2: λ1 = λ2 = · · · = λµ, λµ+1 ≥
1
Cµ
λ1, λµ+2 ≤
1
Cµ+1
λ1 Cµ has been decided in
Case µ+ 1. Cµ+1 is large enough which will be determined later.
· · · · · ·
Case k − 1: λ2 = λ1,· · · , λµ = λ1, λµ+1 ≥
1
Cµ
λ1, λµ+2 ≥
1
Cµ+1
λ
1
,· · · ,λk−2 ≥
1
Ck−3
λ1,
λk−1 ≤
1
Ck−2
λ1. Cµ, Cµ+1, · · · , Ck−3 have been chosen in Case µ+1, · · · ,Case k−2. Ck−2 is
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a sufficiently large constant depends on n, k, Cµ, Cµ+1, · · · , Ck−3, inf(f0), ||f0||C1 . Ck−2
is to be chosen.
Case k: λ2 = λ1,· · · , λµ = λ1, λµ+1 ≥
1
Cµ
λ1, λµ+2 ≥
1
Cµ+1
λ1,· · · ,λk−2 ≥
1
Ck−3
λ1, λk−1 ≥
1
Ck−2
λ1. Cµ, Cµ+1, · · · , Ck−2 have been chosen in Case µ+ 1, · · · , Case k − 1.
When µ ≤ k − 1, using exactly the same proof as before, we could solve Case µ + 1,
· · · , Case k to get C2 estimate. When n > µ ≥ k − 1, we simply use (♣3), (♣4) and the
same methods in solving Lemma 8 and Case k to obtain our result. When µ = n, we have
λ1 = λ2 = · · · = λn. It’s obvious we have C
2 bound at this case.
We finish the proof of C2 estimate.

Now we prove case k = 1, 2. k = 2 has been solved by Spruck-Xiao [28] and k = 1 is
trival. But for completeness, we still give their proofs.
Same as before, we have
0 ≥
−
∑
i 6=j σk−2(λ|ij)hii1hjj1 +
∑
i≥µ+1
2σiik
λ1−λi
h2ii1
λ1
+(k − 1) · uf · h11 + (βφ
′
− 1)
∑
i≥µ+1
σiik +
1
4
a
u− a
∑
i
σiik h
2
ii − C (ℜ)
k = 2: Since we have
∑
i≥µ+1 σ
ii
2 ≥ λ1. And like before
−
∑
i6=j hii1hjj1
λ1
≥ −C(1 + λ1),
C ∼ n, k, inf(f0), ||f0||C1 , so now (ℜ) becomes
0 ≥ −Cλ1 + (βφ
′
− 1)λ1 −C
By choosing β large enough, depending on n, k, inf(f0), ||f0||C1 , we have our estimate.
k = 1: At this case, σii1 = 1, therefore, from (ℜ) or (♣1), we have
0 ≥
1
4
a
u− a
h211 − C
we also have the estimate.
C2 bound for ρij.
Since we already proved curvature bound λ1 ≤ C, therefore, we also have
|h˜ij | = |
1
φ2
√
φ2 + |∇ρ|2
(δik −
ρiρk
ω˜(ω˜ + φ)
)(−φρkl + 2φ
′
ρkρl + φ
2φ
′
δkl)(δ
lj −
ρlρj
ω˜(ω˜ + φ)
)|
is bounded, where ω˜ =
√
φ2 + |∇ρ|2.
Let G = {δik − ρiρkω˜(ω˜+φ)}, then G
−1 = {δik + ρiρkφ(ω˜+φ)}. Since
{−φρkl + 2φ
′
ρkρl + φ
2φ
′
δkl} = φ
2ω˜ ·G−1 · {h˜ij} ·G
−1
This implies
| − φρkl + 2φ
′
ρkρl + φ
2φ
′
δkl| ≤ C
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and hence
|ρkl| ≤ C ∀k, l
5. Existence and uniqueness of prescribed curvature measure problem
We now use continuous method to prove main theorem.
Proof. : For any positive function f ∈ C2(Sn). For 0 ≤ t ≤ 1, set
ft(x) = ((1 − t) + tf(x))
1
k
Consider the following family of equations for 0 ≤ t ≤ 1
(70) (φn−1 ·
√
φ2 + |∇ρ|2)
1
k · σ
1
k
k (κ1, · · · , κn) = ft(x)
Define: I = {t ∈ [0, 1] : such that (70) is solvable }
(1) Firstly, we could always find some constant ρ0, such that
Ckn · φ(ρ0)
n−k(φ
′
)(ρ0)
k = 1 k < n
This implies ρ ≡ ρ0 is a solution when t=0. Therefore, I is nonempty.
(2) Openness
Like before, (70) is equivalent as
(71)
φn−k
ωk−1
σk(b
i
j) = f
The linearized operator at γ is
(72) L1(v) =
φn−k
ωk−1
· F˜ st · vst +
∑
l
blvl − cv
Here F˜ st was defined in the proof of C1 estimate, bl is a function of γ,∇γ, γij , independent
of v and
(73) c = (n − k)
φn−kφ
′
ωk−1
· σk +
φn−k+2
ωk−1
∑
s,t
(F˜ stγsγt + F˜ stδst)
Apparently, c is a positive number.
Actually, we can also directly work with ρ:
φn−1
√
φ2 + |∇ρ|2σk(h˜
i
j) = f
Then the linearized operator at ρ is
(74) L2(v) =
φn−k
ω˜k−1
· Fˆ st · (
v
φ
)st +
∑
l
bˆl(
v
φ
)l − cˆ
v
φ
Here ω˜ =
√
1 + |∇ρ|
2
φ2 ,
Fˆ st =
∑
i,j
∂σk(hˆ
i
j)
∂hˆij
(δis −
ρi
φ
ρs
φ
ω˜(ω˜ + 1)
)(δtj −
ρt
φ
ρj
φ
ω˜(ω˜ + 1)
)
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and hˆij =
√
φ2 + |∇ρ|2 · h˜ij. {Fˆ
st} is positive definite. bˆl is a function of ρ,∇ρ, ρij , indepen-
dent of v and
(75) cˆ = (n− k)
φn−kφ
′
ω˜k−1
· σk +
φn−k
ω˜k−1
∑
s,t
(Fˆ stρsρt + φ
2Fˆ stδst)
Also, cˆ is a positive number.
Both linearized operators satisfy if Li(v1) = Li(v2), i = 1, 2, then we have v1 = v2.
Then using inverse function theorem, we prove the openness, i.e. I is open.
(3) Closeness
Using Lemma 3 and Lemma 4 and the fact we already obtain C2 estimate for ρ, we have
equation (70) is uniformly elliptic and concave. We apply the Evans-Krylov theorem and
Schauder theorem to obtain
||ρ||C3,α(Sn) ≤ C
C ∼ n, k, inf(f), ||f ||C2 and α.
This proves the closeness. i.e. I is close. Combining (1),(2),(3), we have 1 ∈ I. This
finishes the proof of existence of prescribed curvature measure problem. 
Proof of uniqueness:
Proof. Suppose γ1,γ2 both satisfy equation
φn−k
ωk−1
σk(b
i
j) = f
where ω =
√
1 + |∇γ|2 and
bij = (δ
ik −
γiγk
ω(ω + 1)
)(−γkl + φ
′
γkγl + φ
′
δkl)(δ
lj −
γlγj
ω(ω + 1)
)
Let γ(t) = (1 − t)γ1 + tγ2, ρ(t) be the relevant function with respect to γ(t) satisfying
dγ
dρ =
1
φ . Denote ρ2 = ρ(1), ρ1 = ρ(0) relate to γ2, γ1 respectly. Define
b˘ij = (δ
ik −
(γ1)i(γ1)k
ω1(ω1 + 1)
)(−(γ1)kl + φ
′
(ρ1)(γ1)k(γ1)l + φ
′
(ρ1)δkl)(δ
lj −
(γ1)l(γ1)j
ω1(ω1 + 1)
)
b˜ij = (δ
ik −
(γ2)i(γ2)k
ω2(ω2 + 1)
)(−(γ2)kl + φ
′
(ρ2)(γ2)k(γ2)l + φ
′
(ρ2)δkl)(δ
lj −
(γ2)l(γ2)j
ω2(ω2 + 1)
)
here ωi =
√
1 + |∇γi|2 i = 1, 2. Let
ˆbij(t) = tb˜
i
j + (1− t)b˘
i
j
then
{ ˆbij(t)} = t{b˜
i
j}+ (1− t){b˘
i
j}
this means { ˆbij(t)} ∈ Γk ∀t ∈ [0, 1]. Define function
G(t) =
φn−k(ρ(t))
ωk−1t+1
σk(
ˆbij(t))
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Where ωt+1 =
√
1 + |∇γ(t)|2, then we have
(76) 0 = G(1) −G(0) =
∫ 1
0
G
′
(s)ds
A simple calculation shows
(77) G
′
(s) = (n− k)
φn−kφ
′
ωk−1s+1
σk · (γ2 − γ1) +
φn−k
ωk−1s+1
∑
i,j
σ
ij
k (b˜
i
j − b˘
i
j) +
∑
bl(γ2 − γ1)l
here σαβk =
∂σk
∂ ˆbαβ (s)
.
Since (δik − (γ1)i(γ1)kω1(ω1+1) )− (δ
ik − (γ2)i(γ2)kω2(ω2+1) ) =
∑
l cl(γ2 − γ1)l, let
Fˇ kl =
∑
i,j
σ
ij
k (δ
ik −
(γ1)i(γ1)k
ω1(ω1 + 1)
)(δlj −
(γ1)l(γ1)j
ω1(ω1 + 1)
)
Then we obtain∑
ij
σ
ij
k (b˜
i
j − b˘
i
j) = [
∑
ij
σ
ij
k (δ
ik −
(γ1)i(γ1)k
ω1(ω1 + 1)
)(δlj −
(γ1)l(γ1)j
ω1(ω1 + 1)
)
·(−(γ2)kl + φ
′
(ρ2)(γ2)k(γ2)l + φ
′
(ρ2)δkl + (γ1)kl − φ
′
(ρ1)(γ1)k(γ1)l − φ
′
(ρ1)δkl)] +
∑
l
dl(γ2 − γ1)l
= Fˇ kl(−(γ2 − γ1)kl + (φ
′
(ρ2)− φ
′
(ρ1))((γ1)k(γ1)l + δkl)) +
∑
l
el(γ2 − γ1)l
Therefore, (77) becomes
G
′
(s) = −
φn−k
ωk−1s+1
Fˇ kl(γ2 − γ1)kl +
φn−k
ωk−1s+1
Fˇ kl((γ1)k(γ1)l + δkl) · φ
′′
(ρ˜)(ρ2 − ρ1)
+(n− k)
φn−kφ
′
ωk−1s+1
σk(γ2 − γ1) +
∑
l
gl(γ2 − γ1)l(78)
Where ρ˜ is a function whose value is between ρ1 and ρ2. i.e. if ρ1 ≤ ρ2, we have ρ1 ≤ ρ˜ ≤ ρ2,
otherwise ρ2 ≤ ρ˜ ≤ ρ1. This implies φ
′′
(ρ˜) > 0. Besides, bl, cl, dl, el, gl are certain functions.
Now, using (76), we obtain
0 = −(
∫ 1
0
φn−k
ωk−1s+1
Fˇ klds)(γ2 − γ1)kl + (
∫ 1
0
φn−k
ωk−1s+1
Fˇ klds)((γ1)k(γ1)l + δkl) · φ
′′
(ρ˜)(ρ2 − ρ1)
+(
∫ 1
0
(n − k)
φn−kφ
′
ωk−1s+1
σkds)(γ2 − γ1) +
∑
l
(
∫ 1
0
glds)(γ2 − γ1)l(79)
Now, if γ2 − γ1 could reach its positive maximum point, say x0, then at x0, γ2 > γ1,ρ2 >
ρ1, and {Fˇ kl} is positive definite. Then the right side of (79) is bigger than 0, which is
impossible.
Similarly, γ2− γ1 couldn’t reach its negative minimal point. This implies γ2− γ1 ≡ 0, i.e
γ2 ≡ γ1. We prove the uniqueness. 
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Existence of prescribed 0− th curvature measure.
At this case, we obtain the existence and uniqueness of convex body with prescribed
0-th curvature measures under extra condition infSn(f) > 1. Here f is the given function
defined on Sn. To be specific, we prove the following theorem:
Theorem 6. Suppose f ∈ C2(Sn) and infSn(f) > 1. Then there exists a unique convex
hypersurface M ∈ C3,α. Such that it satisfies
(80) σn(κ1, · · · , κn) =
f
φ(ρ)n−1
√
φ(ρ)2 + |∇ρ|2
Moreover, there is a constant C only depending on n,||f ||C2 , inf(f), and α, such that
||ρ||C3,α ≤ C
Proof. Repeating the proof of Theorem(3), we obtain C0 estimate with extra condition
infSn(f) > 1:
c0 ≤ min(ρ) ≤ max(ρ) ≤ c1
c0, c1 ∼ inf(f), |f |C0 , n.
Now we proof C1 estimate. We first introduce a new variable γ˜ satisfying
dγ˜
dρ
=
1
φ3
Then we have
ρi = φ
3γ˜i
ρij = φ
3γ˜ij + 3φ
′
φ5γ˜iγ˜j
Assume |∇γ˜|2 obtains its maximum at x0. Choose normal frame {e1, · · · , en} at x0,
satisfying γ˜1 = |∇γ˜|, γ˜i = 0, ∀i ≥ 2. Rotate {e2, · · · , en}, such that {γ˜ij} is diagonal at x0,
n ≥ i, j ≥ 2. At x0,
(|∇γ˜|2)α =
∑
k
2γ˜kγ˜kα = 2γ˜1γ˜1α = 0
This implies γ˜1α = 0, ∀α. Hence, at x0,
hij =
1
φ2
√
φ2 + |∇ρ|2
(δik −
ρiρk
φ2 + |∇ρ|2
)(−φρjk + 2φ
′
ρkρj + φ
2φ
′
δkj)
=
1
φ
√
1 + φ4|∇γ˜|2
(δik − φ4
γ˜iγ˜k
1 + φ4|∇γ˜|2
)(−φ2γ˜jk − φ
′
φ4γ˜kγ˜j + φ
′
δkj)
=
1
φ
√
1 + φ4|∇γ˜|2
(−φ2γ˜ij + φ
′
δij −
2
1 + φ4|∇γ˜|2
φ
′
φ4γ˜iγ˜j)
Therefore
h11 =
1
φ
√
1 + φ4|∇γ˜|2
·
φ
′
− φ
′
φ4|∇γ˜|2
1 + φ4|∇γ˜|2
hii =
1
φ
√
1 + φ4|∇γ˜|2
(−φ2γ˜ii + φ
′
) ∀i ≥ 2
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Besides, hi1 = h
1
i = 0, ∀i ≥ 2 and h
j
i = 0, ∀i 6= j ≥ 2.
Since the eigenvalues of {hij} are positve, we have h
1
1 > 0. We then obtain
1
φ2
> |∇γ˜|
We proof C1 estimate.
C2 estimate follows from Theorem 5. As for the existence, define
ft(x) = (2(1 − t) + tf(x))
1
n
ft(x) satisfies infSn ft > 1, when 0 ≤ t ≤ 1.
Consider the following family of equations for 0 ≤ t ≤ 1
(81) (φn−1 ·
√
φ2 + |∇ρ|2)
1
n · σ
1
n
n (κ1, · · · , κn) = ft(x)
Define: I˜ = {t ∈ [0, 1] : such that (81) is solvable }
We could always find some constant ρ0, such that
(φ
′
)(ρ0)
n = 2
This implies ρ ≡ ρ0 is a solution when t=0. Therefore, I˜ is nonempty. Openness follows
from (72),(73),(74),(75). Using C2 estimate, Lemma 3 and Lemma 4, we can see equation
(81) is uniformly elliptic and concave. We apply the Evans-Krylov theorem and Schauder
theorem to obtain the regularity and closeness. Therefore we prove the existence. The
uniqueness follows from (79).

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