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Recently various iterative methods are employed for the
numerical and analytical solution of functional equations such2516397.
E. Babolian), smhosseini86@
@gmail.com (M. Heydari).
y. Production and hosting by
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lsevieras Adomian decomposition method (ADM), homotopy analy-
sis method (HAM), homotopy perturbation method (HPM),
variational iteration method (VIM), and differential transform
method (DTM). In 1992, Liao employed the basic ideas of the
homotopy in topology to propose a general analytic method
for nonlinear problems, namely HAM [1,2]. The HPM was
ﬁrst proposed by He [3] for solving linear and nonlinear prob-
lems. This method is an special case of HAM [4] and provides
an analytical approximate solution for functional equations. In
recent years, HPM and its modiﬁcations have been efﬁciently
employed to solve a wide range of linear and nonlinear prob-
lems in applied sciences [5–16]. The purpose of the present pa-
per is to introduce a new modiﬁcation of the HPM using
optimal Lagrange interpolation polynomials. The proposed
method is applied to solve nonlinear ordinary differential
equations (ODEs), system of ODEs and differential algebraic
equations (DAEs) and compared with the HPM which uses
306 E. Babolian et al.Taylor expansion. Numerical results show that the proposed
modiﬁcation of the HPM is more efﬁcient and accurate con-
vergence of the series solutions.
This paper is organized as follows: In Section 2, we present
the standard HPM. In Section 3, we present the modiﬁcation
technique of HPM. In Section 4, the method is applied to a vari-
ety of examples to show efﬁciency and simplicity of the method.
2. Homotopy perturbation method
To illustrate the basic ideas of HPM, we consider the following
equation:
AðyÞ  fðxÞ ¼ 0; x 2 X; ð1Þ
with boundary condition(s)
B y;
@y
@n
 
¼ 0; x 2 C; ð2Þ
where A is a general differential operator, B a boundary oper-
ator, f(x) a known analytical function and C is the boundary of
the domain X.
The operator A can be generally decomposed into two parts
L and N, where L is linear, while N is nonlinear. Therefore, Eq.
(1) can be written as follows:
LðyÞ þNðyÞ  fðxÞ ¼ 0: ð3Þ
We construct a homotopy, yðx; pÞ : X ½0; 1 ! R, as
Hðy; pÞ ¼ ð1 pÞ½LðyÞ  Lðy0Þ þ p½AðyÞ  fðxÞ ¼ 0; x 2 X;
ð4Þ
which is equivalent to
Hðy; pÞ ¼ LðyÞ  Lðy0Þ þ pLðy0Þ þ p½NðyÞ  fðxÞ ¼ 0; ð5Þ
where p 2 [0, 1] is an embedding parameter and y0 is an initial
approximation which satisﬁes the boundary condition(s) (2). It
follows from (5) that
Hðy; 0Þ ¼ LðyÞ  Lðy0Þ ¼ 0 and Hðy; 1Þ ¼ AðyÞ  fðxÞ ¼ 0:
ð6Þ
Thus, the changing process of p from 0 to 1 is just that of
y(x, p) from y0(x) to y(x). In Topology, this is called deforma-
tion and L(y)  L(y0) and A(y)  f(x) are called homotopic.
Here the embedding parameter is introduced much more nat-
urally, unaffected by artiﬁcial factors; further it can be consid-
ered as a small parameter for 0 6 p 6 1. So it is very natural to
assume that the solution of (4) can be expressed as
yðx; pÞ ¼ u0ðxÞ þ pu1ðxÞ þ p2u2ðxÞ þ    : ð7Þ
By substituting (7) into (5) and rearranging the resultant in
terms of ascending powers of p, an inﬁnite number of differen-
tial equations, is achieved. This set of almost simple differen-
tial equations with proper initial conditions is then solved.
Finally an approximate solution of (1) is written as:
y Pm
i¼0
ui ¼ u0 þ u1 þ    þ um: ð8Þ
The convergence of series (7) as pﬁ 1 has been considered
by He in his papers [3,6].
3. Modiﬁed homotopy perturbation method
Conventionally, in performing the HPM, f(x) is expanded in
Taylor series for an arbitrary natural number # (at x= a),fðxÞ  P#
k¼0
fðkÞðaÞ
k!
ðx aÞk: ð9Þ
In this study, alternatively, f(x) is approximated by optimal
Lagrange interpolation, Pf(x) over the interval [a, b],
fðxÞ  PfðxÞ ¼
P#
k¼0
fðxkÞ
Q#
j¼0;k–j
x xj
xk  xj ; ð10Þ
where xks are the roots of the (# + 1)st Chebyshev polynomial
of the ﬁrst kind T#+1(x) in [1, 1] translated onto the interval
[a, b] given by
xk ¼ aþ b
2
þ b a
2
cos
2kþ 1
2#þ 2 p
 
; k ¼ 0; 1; . . . ; #: ð11ÞRemark 3.1. A better choice of interpolation points to ensure
uniform convergence, is the set of zeros of the Chebyshev
polynomial T#+1(x) (11).
Proof. see Section 2.2 [17]. h4. Test problems
In this section, we demonstrate the effectiveness of the pro-
posed modiﬁcation of the HPM by applying it to two nonlin-
ear problems, one DAEs and one system of ODEs. For each
example, the maximum norm of the error between the N-term
approximation of u(x) and the exact solution is presented.
Moreover, all numerical results obtained by the modiﬁcation
of the HPM using optimal Lagrange interpolation polynomi-
als, uL(x), are compared with the results obtained by the
HPM using Taylor series, uT(x). The algorithms are performed
by Maple 13 with 10 digits precision.
Example 4.1 (18–20). Consider for 0 6 x 6 1:
u00ðxÞ þ xu0ðxÞ þ x2u3ðxÞ ¼ ð2þ 6x2Þex2 þ x2e3x2 ; ð12Þ
with initial conditions
uð0Þ ¼ 1; u0ð0Þ ¼ 0: ð13Þ
The exact solution is given by uðxÞ ¼ ex2 .
Solution: If the HPM is used for solving this problem then
according to (13) we can choose the initial approximation,
u0ðxÞ ¼ 1:
Formally in HPM, we construct a homotopy uðx; pÞ :
½0; 1  ½0; 1 ! R which satisﬁes in (5) and
L½uðxÞ ¼ d
2
dx2
uðxÞ;N½uðxÞ ¼ x d
dx
uðxÞ þ x2u3ðxÞ;
fðxÞ ¼ ð2þ 6x2Þex2 þ x2e3x2 :
Suppose the solution of (12) has the form,
uðxÞ ¼ u0ðxÞ þ pu1ðxÞ þ p2u2ðxÞ þ    : ð14Þ
Substituting (14) into (5) and collecting terms with the same
powers of p gives
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dx2
u1ðxÞþx2ðu0ðxÞÞ3þx d
dx
u0ðxÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
H1ðu0ðxÞÞ
¼ fðxÞ;
u1ð0Þ¼ u01ð0Þ¼ 0;
d2
dx2
u2ðxÞþ3 x2ðu0ðxÞÞ2u1ðxÞþx d
dx
u1ðxÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
H2ðu0ðxÞ;u1ðxÞÞ
¼ 0;
u2ð0Þ¼ u02ð0Þ¼ 0;
d2
dx2
u3ðxÞþ3x2ðu0ðxÞÞ2u2ðxÞþx d
dx
u2ðxÞþ3x2u0ðxÞðu1ðxÞÞ2|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
H3ðu0ðxÞ;u1ðxÞ;u2ðxÞÞ
¼ 0;
u3ð0Þ¼ u03ð0Þ¼ 0;
..
.
ð15Þ
Solving the above equations, we have
u1ðxÞ ¼
Z x
0
Z t
0
ðfðsÞ H1ðu0ðsÞÞÞdsdt
¼
Z x
0
Z t
0
ðfðsÞ  s2Þdsdt; ð16Þ
and
uiþ1ðxÞ ¼ 
Z x
0
Z t
0
Hiþ1ðu0ðsÞ; u1ðsÞ; . . . ; uiðsÞÞdsdt; iP 1:
ð17Þ
Considering f(x), we can see that calculation of u1(x) is difﬁ-
cult. To overcome this difﬁculty, we can expand f as polynomi-
als. For this reason, by setting # = 10, the Taylor series of f
becomes,
fðxÞ  2þ 9x2 þ 10x4 þ 47
6
x6 þ 67
12
x8 þ 437
120
x10: ð18Þ
By substituting (18) into (16) then using (17), we obtain
ui(x), for iP 1, asu1ðxÞ ¼ x2þ 2
3
x4þ 1
3
x6þ 1119047619
8000000000
x8þ 1861111111
30000000000
x10þ 1213888889
44000000000
x12;
u2ðxÞ ¼1
6
x4 425000000027
2250000000000
x6 50000000003
700000000000
x8 26488095239
1125000000000
x10 624007936505214285713
79200000000000000000000
x12 2758838384421969697
8000000000000000000000
x16;
u3ðxÞ ¼ 1
45
x6 51249999973471
2100000000000000
x8  72487516454928976511101151
24000000000000000000000000000000
x28;
..
.Here, for a given arbitrary natural number N,
uTðxÞ ¼
PN
i¼0
uiðxÞ; ð19Þ
denotes the N-term approximation of the exact solution u
which is obtained using Taylor expansion of f. On continue,
the optimal Lagrange interpolation polynomial of f is used.
For this reason, by setting # = 10, the optimal Lagrange inter-
polation polynomial of f becomes,
fðxÞ  P10
k¼0
fðxkÞ
Q10
j¼0;k–j
x xj
xk  xj ;where
xk ¼ 1
2
þ 1
2
cos
2kþ 1
22
p
 
; k ¼ 0; 1; . . . ; 10:
So, we have
fðxÞ  2:0001 0:0249xþ 9:9848x2  15:0026x3
þ 125:7020x4  512:2021x5 þ 1391:0127x6
 2323:7207x7 þ 2386:9392x8  1373:0256x9
þ 350:1686x10: ð20Þ
By substituting (20) into (16) then using (17), we obtain
ui(x), for iP 1, as
u1ðxÞ ¼ 1:0001x2 0:0042x3þ 0:7487x4 0:7501x5
þ 4:1901x6 12:1953x7þ 24:8395x8 32:2739x9
þ 26:5215x10 12:4821x11þ 2:6528x12;
u2ðxÞ ¼0:1667x4þ 0:0006x5 0:1998x6þ 0:0896x7
 0:4890x8þ 1:2169x92:3476x10þ 2:9732x11
 2:5737x12þ 1:5008x13 0:6121x14þ0:1783x15 0:0332x16;
u3ðxÞ ¼ 0:0222x6 0:0001x7 0:0232x8  0:0279x28;
..
.
Here, for a given arbitrary natural number N,
uLðxÞ ¼
PN
i¼0
uiðxÞ; ð21Þ
denotes the N-term approximation of the exact solution u(x)
which is obtained using optimal Lagrange interpolation of f.
Table 1 shows the maximum norm of the errors of approxi-
mate solutions uT(x) and uL(x) for different values of N.
Example 4.2 (18–20). Consider for 0 6 x 6 1:
u00ðxÞ þ u0ðxÞuðxÞ ¼ x sinð2x2Þ  4x2 sinðx2Þ þ 2 cosðx2Þ; ð22Þ
with initial conditionsuð0Þ ¼ u0ð0Þ ¼ 0: ð23Þ
The exact solution is given by u(x) = sin(x2).
Solution: For solving this problem, according to (23) we can
choose the initial approximation,
u0ðxÞ ¼ 0:
We construct a homotopy uðx; pÞ : ½0; 1  ½0; 1 ! R, as in
(5) with
L½uðxÞ ¼ d
2
dx2
uðxÞ; N½uðxÞ ¼ uðxÞ d
dx
uðxÞ;
fðxÞ ¼ x sinð2x2Þ  4x2 sinðx2Þ þ 2 cosðx2Þ:
Table 1 Maximum norm of the errors for Example 4.1.
N iu(x)  uT(x)i1
in HPM using Taylor
series
iu(x)  uL(x)i1 in HPM
using optimal Lagrange
interpolation polynomial
5 1.5e2 4.1e3
10 1.6e2 7.0e6
13 1.6e2 5.5e7
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uðxÞ ¼ u0ðxÞ þ pu1ðxÞ þ p2u2ðxÞ þ    : ð24Þ
Substituting (24) into (5) and collecting terms with the same
powers of p gives
d2
dx2
u1ðxÞ þ d
dx
u0ðxÞu0ðxÞ ¼ fðxÞ; u1ð0Þ ¼ u01ð0Þ ¼ 0;
d2
dx2
u2ðxÞ þ d
dx
u0ðxÞ
 
u1ðxÞ þ d
dx
u1ðxÞ
 
u0ðxÞ ¼ 0;
u2ð0Þ ¼ u02ð0Þ ¼ 0;
d2
dx2
u3ðxÞ þ d
dx
u0ðxÞ
 
u2ðxÞ þ d
dx
u1ðxÞ
 
u1ðxÞ
þ d
dx
u2ðxÞ
 
u0ðxÞ ¼ 0; u3ð0Þ ¼ u03ð0Þ ¼ 0;
..
.
ð25Þ
Solving the above equations, we have
u1ðxÞ ¼
Z x
0
Z t
0
ðfðsÞÞdsdt; ð26Þ
and
uiþ1ðxÞ ¼ 
Z x
0
Z t
0
Pi
k¼0
u0iðsÞuikðsÞ
 
dsdt; iP 1; ð27Þ
and by considering f(x), we can see that calculation 0f u1(x) is
difﬁcult. To overcome this difﬁculty, we can expand f(x) as
polynomials. Now, let # = 10, if we expand f(x) by Taylor ser-
ies (9) and use (26) and (27), we can obtain uTðxÞ ¼
PN
k¼0ukðxÞ,
for a given arbitrary natural number N. On continue, we
approximate f(x) by optimal Lagrange interpolation (10) when
# = 10, and use (26) and (27), we can obtain uLðxÞ ¼PN
k¼0ukðxÞ, for a given arbitrary natural number N. Table 2
shows the maximum norm of the errors of approximate
solutions uT(x) and uL(x).
Many physical problems are naturally described by a sys-
tem of DAEs. These type of systems occur in the modeling
of electrical networks, ﬂow of incompressible ﬂuids, optimal
control, mechanical systems subject to constraints, power sys-
tems, chemical process simulation, computer-aided design andTable 2 Maximum norm of the errors for Example 4.2.
N iu(t)  uT(t)i1 in HPM
using Taylor series
iu(t)  uL(t)i1 in HPM
using optimal Lagrange
interpolation polynomial
10 1.3e3 2.0e5
15 1.33e3 3.7e8
20 1.35e3 3.0e9in many other applications [16,21]. A system of DAEs is one
that consists of ordinary differential equations coupled with
purely algebraic equations. Finding new methods for solving
DAEs has become an interesting task in mathematics and engi-
neering. In the following example, we attempt to solve a non-
linear DAEs by using the proposed modiﬁcation of the HPM.
Example 4.3 (16,22). Consider for 0 6 x 6 1, index-1 semi-
explicit DAEs:
u0ðxÞ  uðxÞ þ vðxÞwðxÞ ¼ sinðxÞ þ x cosðxÞ;
v0ðxÞ  xwðxÞ  u2ðxÞ ¼ sec2ðxÞ  x2ðcosðxÞ þ sin2ðxÞÞ;
wðxÞ  uðxÞ ¼ xðcosðxÞ  sinðxÞÞ;
ð28Þ
with initial conditions
uð0Þ ¼ vð0Þ ¼ wð0Þ ¼ 0: ð29Þ
The exact solution is given by u(x) = xsin(x), v(x) = tan(x)
and w(x) = xcos(x).
Solution: Suppose that f1(x) = sin(x) + xcos(x), f2(x) =
sec2(x)  x2(cos(x) + sin2(x)) and f3(x) = x(cos(x)  sin(x)),
then the problem (28) can be rewritten in the following form:
u0ðxÞ  uðxÞ þ vðxÞwðxÞ ¼ f1ðxÞ;
wðxÞ  uðxÞ ¼ f3ðxÞ;
v0ðxÞ  xwðxÞ  u2ðxÞ ¼ f2ðxÞ:
ð30Þ
According to (29) we can choose the initial approximation,
u0ðxÞ ¼ v0ðxÞ ¼ w0ðxÞ ¼ 0:
We construct a homotopy H(u, v, w, p) as
Hðu; v;w; pÞ ¼
u0ðxÞ  puðxÞ þ vðxÞwðxÞ  pf1ðxÞ ¼ 0;
wðxÞ  puðxÞ  pf3ðxÞ ¼ 0;
v0ðxÞ  pxwðxÞ  u2ðxÞ  pf2ðxÞ ¼ 0;
2
64
3
75:
ð31Þ
Suppose the solution of (30) has the form,
uðxÞ ¼ P1
k¼0
ukðxÞpk; vðxÞ ¼
P1
k¼0
vkðxÞpk; wðxÞ ¼
P1
k¼0
wkðxÞpk:
ð32Þ
Substituting (32) into (31) and collecting terms with the
same powers of p gives
u01ðxÞ  u0ðxÞ þ v0ðxÞw0ðxÞ ¼ f1ðxÞ;
w1ðxÞ  u0ðxÞ ¼ f3ðxÞ;
v01ðxÞ  xw0ðxÞ  u20ðxÞ ¼ f2ðxÞ;
and
u0iþ1ðxÞ  uiðxÞ þ
Pi
k¼1
vkðxÞwiþ1kðxÞ ¼ 0;
wiþ1ðxÞ  uiðxÞ ¼ 0;
v0iþ1ðxÞ  xwiðxÞ 
Pi
k¼1
ukðxÞuiþ1kðxÞ ¼ 0:
iP 1
Table 3 Maximum norm of the error for Example 4.3.
Maximum norm error N= 10 N= 20 N= 30
iu(x)  uT(x)i1 5.0e4 5.0e4 5.0e4
iv(x)  vT(x)i1 1.2e3 1.2e3 1.2e3
iw(x)  wT(x)i1 3.0e3 3.0e3 3.0e3
iu(x)  uL(x)i1 5.0e4 7.9e7 9.1e9
iv(x)  vL(x)i1 1.2e3 1.2e6 2.9e7
iw(x)  wL(x)i1 3.0e3 2.9e6 9.1e9
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u1ðxÞ ¼
Z x
0
f1ðsÞds;
w1ðxÞ ¼ f3ðxÞ;
v1ðxÞ ¼
Z x
0
sw0ðsÞ þ u20ðsÞ þ f2ðsÞ
 
ds;
ð33Þ
and
uiþ1ðxÞ ¼
Z x
0
uiðsÞ 
Pi
k¼1
vkðsÞwiþ1kðsÞ
 
ds;
wiþ1ðxÞ ¼ uiðxÞ;
viþ1ðxÞ ¼
Z x
0
swiðsÞ þ
Pi
k¼1
ukðsÞuiþ1kðsÞ
 
ds: iP 1
ð34Þ
Again, we expand f1, f2 and f3 by Taylor series (9) and use
(33) and (34), to obtain uTðxÞ ¼
PN
k¼0ukðxÞ,
vTðxÞ ¼
PN
k¼0vkðxÞ and wTðxÞ ¼
PN
k¼0wkðxÞ for a given arbi-
trary natural number N. On continue, we approximate f1, f2
and f3 by optimal Lagrange interpolation (10) with # = 10,
and use (33) and (34), to obtain uLðxÞ ¼
PN
k¼0ukðxÞ,
vLðxÞ ¼
PN
k¼0vkðxÞ and wLðxÞ ¼
PN
k¼0wkðxÞ for a given arbi-
trary natural number N. Table 3 shows the maximum norm
of the errors of approximate solutions uT(x),vT(x), wT(x),
uL(x), vL(x) and wL(x).
It should be noted that in order to increase the rate of con-
vergence of the above technique we can use ui+1 instead of ui
for computing wi+1 and use ui+1 and wi+1 instead of ui and wi
for computing vi+1 in Eq. (34). For this reason, we construct a
homotopy of (30) which satisﬁes
Hðu; v;w; pÞ ¼
u0ðxÞ þ puðxÞ þ vðxÞwðxÞ  pf1ðxÞ ¼ 0;
wðxÞ  uðxÞ  pf3ðxÞ ¼ 0;
v0ðxÞ þ ðxwðxÞ  u2ðxÞÞ  pf2ðxÞ ¼ 0;
2
64
3
75:
ð35Þ
Substituting (32) into (35) and collecting terms with the
same powers of p givesTable 4 Maximum norm of the errors for Example 4.3.
N iu(x)  uL(x)i1
in new
iv(x)  vL(x)i1
in new
iw(x)  wL(x)i1
in new
HPM HPM HPM
4 3.7e4 2.4e5 3.7e4
7 7.0e8 6.7e6 6.8e8
10 9.0e9 2.9e7 9.0e9u01ðxÞ  u0ðxÞ þ v0ðxÞw0ðxÞ ¼ f1ðxÞ;
w1ðxÞ  u1ðxÞ ¼ f3ðxÞ;
v01ðxÞ  xw1ðxÞ  u21ðxÞ ¼ f2ðxÞ;
and
u0iþ1ðxÞ  uiðxÞ þ
Pi
k¼1
vkðxÞwiþ1kðxÞ ¼ 0;
wiþ1ðxÞ  uiþ1ðxÞ ¼ 0;
v0iþ1ðxÞ  xwiþ1ðxÞ 
Pi
k¼1
ukðxÞuiþ1kðxÞ ¼ 0:
iP 1
Solving the above equations, we have
u1ðxÞ ¼
Z x
0
f1ðsÞds;
w1ðxÞ ¼ u1 þ f3ðxÞ;
v1ðxÞ ¼
Z x
0
ðsw1ðsÞ þ f2ðsÞÞds;
ð36Þ
and
uiþ1ðxÞ ¼
Z x
0
uiðsÞ 
Pi
k¼1
vkðsÞwiþ1kðsÞ
 
ds;
wiþ1ðxÞ ¼ uiþ1ðxÞ;
viþ1ðxÞ ¼
Z x
0
swiþ1ðsÞ þ
Pi
k¼1
ukðsÞuiþ1kðsÞ
 
ds: iP 1
ð37Þ
Again, we approximate f1,f2 and f3 by optimal Lagrange
interpolation (10) when # = 10, and use (36) and (37). Table
4 shows the maximum norm of the errors of approximate solu-
tions uL(x), vL(x) and wL(x).
Example 4.4 23. Consider for 0 6 x 6 1 the following system
of nonlinear ordinary differential equations:Figure 1 Line: Œu(x)  uT(x)Œ, and dashed line: Œv(x)  vT(x)Œ for
Example 4.4.
;Figure 2 Line: Œu(x)  uL(x)Œ, and dashed line: Œv(x)  vL(x)Œ for
Example 4.4.
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1þx2 2x
2
ð1þx2Þ2þ 14 ln
2ð1þx2Þ 1
2
lnð1þx2Þ;
v00ðxÞþ v2ðxÞþ uðxÞ ¼ 1
1þx2þ 2x
2
ð1þx2Þ2þ 14 ln
2ð1þx2Þþ 1
2
lnð1þx2Þ
with the initial conditions,
uð0Þ ¼ u0ð0Þ ¼ vð0Þ ¼ v0ð0Þ ¼ 0;
and the exact solutions uðxÞ ¼ lnð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ x2p Þ and vðxÞ ¼
lnð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ x2p Þ.
Solution: This problem is solved by the HPM using Taylor
expansions, uT(x), vT(x) , and optimal Lagrange interpolation
polynomials, uL(x), vL(x), with # = 9. Figs. 1 and 2, show the
absolute error of approximate solutions uT(x), vT(x) and uL(x),
vL(x), respectively, when N= 9. The comparison between the
results mentioned in Figs. 1 and 2 and Tables 1–4 show the
efﬁciency and accuracy of the proposed methods of this paper,
for these examples.
5. Conclusions
The HPM has been successful for solving many application
problems. However, difﬁculties may arise in dealing with deter-
mining the components ui. To overcome these difﬁculties the
modiﬁed HPM is proposed using optimal Lagrange interpola-
tion polynomials and is applied for solving nonlinear ordinary
differential equations, system of nonlinear ordinary differential
equations and also differential-algebraic equations in this pa-
per. The results are compared with the HPM using Taylor ser-
ies. The proposed method is shown to be highly accurate. The
merit of modiﬁed HPM is that it requires only a few terms to
obtain accurate approximate solutions. This was clearly dem-
onstrated in the examples. The proposed method can be easily
generalized for more functional equations. Note that, the HPM
has many merits and more advantages than the ADM [18–20].
The main advantage of this method is to overcome the difﬁcul-
ties arising in ﬁnding Adomian’s polynomials.References
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