Abstract-Inspired from recent insights into the common ground of machine learning, optimization and decision-making, this paper proposes an easy-to-implement, but effective procedure to enhance both the quality of renewable energy forecasts and the competitive edge of renewable energy producers in electricity markets with a dual-price settlement of imbalances. The quality and economic gains brought by the proposed procedure essentially stem from the utilization of valuable predictors (also known as features) in a data-driven newsvendor model that renders a computationally inexpensive linear program. We illustrate the proposed procedure and numerically assess its benefits on a realistic case study that considers the aggregate wind power production in the Danish DK1 bidding zone as the variable to be predicted and traded. Within this context, our procedure leverages, among others, spatial information in the form of wind power forecasts issued by transmission system operators (TSO) in surrounding bidding zones and publicly available in online platforms. We show that our method is able to improve the quality of the wind power forecast issued by the Danish TSO by several percentage points (when measured in terms of the mean absolute or the root mean square error) and to significantly reduce the balancing costs incurred by the wind power producer.
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NOMENCLATURE

A. Sets and Indices t
Index of time periods. j Index of features. T Training set. T Test set.
B. Parameters
E
Maximum hourly wind energy production (MWh). λ B t
Balancing market price at hour t (e/MWh). λ
D t
Day-ahead market price at hour t (e/MWh). λ − t Upward regulation price in the balancing market at hour t (e/MWh). λ + t Downward regulation price in the balancing market at hour t (e/MWh). ψ − t
Marginal opportunity cost for underproduction at hour t (e/MWh). ψ + t
Marginal opportunity cost for overproduction at hour t (e/MWh). E t Actual wind energy produced at hour t (MWh).
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C. Variables
Energy bid for hour t of the market horizon submitted to the day-ahead electricity market (MWh).
I. INTRODUCTION
Thrilling yet challenging times lie ahead for the electrical power industry. The development of microgrids, the growing contribution of weather-driven renewable energy sources, the higher involvement of power consumers, and the increasing exchange of electricity among neighbouring regions are demanding profound changes in the power sector. These changes are expected to turn power systems into complex and critical cyber-physical systems, where data will be generated and made accessible in abundance and where data will play an increasingly important role for decision-making.
In Europe, for example, the efforts invested by the EU member countries in setting up a single electricity market have been accompanied with the development of the so-called ENTSO-e Transparency Platform [1] , a web database where data on electricity generation, transmission and consumption in the pan-European market is gradually collected, published, and made publicly available for download. In fact, the research here described constitutes an example of how the information gathered in this platform can be used to generate extra value in two important tasks that are performed daily in electricity markets, namely, renewable energy forecasting and trading. More specifically, we focus on the aggregate onshore wind power production of the DK1 bidding zone of the European market and show that the forecast that is issued by the Danish TSO everyday can be noticeably and easily improved by leveraging the information contained in that platform, in particular, the forecasts of wind power production in neighbouring areas issued by their respective TSOs. Furthermore, we also show that this very same information can be used to increase the profitability of wind power production in electricity markets with a dual-price financial settlement for imbalances.
To achieve these goals, we exploit recent insights into the close bonds that connect the fields of machine learning, optimization and decision-making. For some years now, researchers from these fields have been developing methods that leverage data not to make better predictions, but to make better decisions, on the grounds that the former does not always necessarily imply the latter. In this line, we mention the works [2] - [5] . From among them, our work builds on the data-driven model for the newsvendor problem developed in [5] , because of its simplicity and because it neatly fits with the setup of our problem. As explained later, however, our problem exhibits some peculiarities that make it especially challenging.
On a different front, the technical literature on wind power forecasting and trading is tremendously vast. Mentioning all the many relevant references on both topics in this paper would be, therefore, an infeasible and purposeless task. We refer, instead, to monographs [6] , [7] , which offer a comprehensive treatment of both topics, and highlight next those works that, we believe, are most closely related to ours. In the realm of wind power prediction, such works would be those that either seek to model the spatial correlations among wind sites (see, e.g., [8] - [11] ) or to adaptively combine alternative wind power forecasts for the same site so as to produce a better one (see, for example, [12] - [14] ). In our case, however, we do not aim at developing a better forecasting model. What we propose, instead, is a general mathematical framework to improve the forecasts delivered by any existing method by leveraging available power system data. To do so, we use a straightforward procedure that exploits extra information, for example, information on spatially correlated phenomena. On the other hand, there also exists a wealth of methods to determine the optimal energy bid that a wind power producer should place in a day-ahead electricity market (see, for instance, [15] - [18] ). To this end, all these methods make explicit use of stochastic models for the wind power production and/or market prices, for example, in the form of scenario forecasts or predictive densities. What distinguishes our work from these others is that we directly derive a wind power day-ahead bid from available point forecasts and other relevant data, thus avoiding the need to generate scenarios or probabilistic forecasts for electricity prices and wind power production.
We particularly mention the recently published paper [19] as the work that is probably closest to ours. In [19] , the authors propose two data-driven approaches to reduce the imbalance costs incurred by renewable energy producers. In their first approach, they formulate a meta-optimization problem whereby the hyper-parameters of all the forecasting models involved in the decision-making process are tuned to minimize the imbalance costs. In their second approach, they directly train an artificial neural network to that very same end. In contrast with our proposal, which boils down to a linear programming problem, the complexity of theirs is such that they need to resort to heuristic optimization algorithms. Furthermore, our proposal is not to train the forecasting models to minimize the imbalance costs or directly to get rid of those models, but to use all the information available (also in the form of forecasts) to produce a more cost-effective renewable power bid.
The contributions of our paper are, therefore, the following. 1) We propose a method to improve a forecast of renewable power production by leveraging extra information on potentially correlated phenomena, such as the forecasts of the renewable power production in adjacent regions. The method is based on a data-driven model for the newsvendor problem. 2) We introduce a variant of the method proposed in point 1) above to increase the profitability of renewable power production in electricity markets with a dual-price settlement for imbalances. 3) We illustrate the benefits of our approach on a realistic case study that considers the aggregate onshore wind power production of the DK1 bidding area of the European market. The rest of this paper is organized as follows. Section II states the problem and introduces the data-driven newsvendor model we propose to solve it, while Section III elaborates on its practical implementation. Numerical results from the application of our approach to real data are presented and discussed in Section IV. Finally, conclusions are duly drawn in Section V.
II. DATA-DRIVEN APPROACH
Consider an electricity market for short-term energy transactions that consists of a day-ahead market and a dual-price balancing market. In the former, energy offers and bids are typically to be submitted between 12 and 36 hours in advance of the actual delivery of electricity. In the latter, deviations of market participants with respect to their day-ahead dispatch are financially settled at a price that depends on the sign of the total system imbalance [7, Ch. 7] .
In such a context, the optimal offer E D that a (price-taker) risk-neutral renewable energy producer should place in the day-ahead market is given as the solution to the following linear programming problem, whereby the renewable energy producer seeks to minimize the expected opportunity costs for under-and overproduction:
where (x) + := max(x, 0). In problem (1), the expectation is taken over the stochastic input parameters E, ψ − and ψ + . These parameters represent the renewable energy production and the marginal opportunity costs for under-and overproduction, respectively. Logically, these parameters are uncertain to the renewable energy producer at the moment of offering in the day-ahead market, and as such, the way the solution to problem (1) is addressed depends on the information on E, ψ − and ψ + we have. Furthermore, this problem must be (independently) solved for every trading period comprising the day-ahead market horizon (typically the 24 hours of a day). For simplicity, though, we have dropped the time index from the problem formulation. We will introduce that index in a later stage of our exposition.
The marginal opportunity costs for under-and overproduction, i.e., ψ − and ψ + , are defined as:
where, in turn, the prices for under-and overproduction, i.e., λ − and λ + are given by:
In (4) and (5), λ D and λ B denote the day-ahead and the balancing market prices, in that order.
Therefore, according to the rules (2)-(5) of a dual-price imbalance settlement, the overproduction of a renewable energy producer is always rewarded at a price lower than or equal to the day-ahead market price, while their underproduction is always penalized at a price higher than or equal to the dayahead market price.
Problem (1) takes the form of the classical newsvendor problem [20] , for which an analytical solution exists. Indeed, the optimal solution to this problem (that is, the optimal bid E D * ), is given by:
where F E is the cumulative distribution function (cdf) of the renewable energy production corresponding to the time period of the market horizon for which the day-ahead bid must be submitted, and the overbar character denotes the expected value of the random variable underneath. Despite its apparent simplicity, the application of formula (6) is quite demanding, as it requires models to produce a probabilistic forecast of E (i.e., an estimate of its cdf) and point forecasts of ψ − and ψ + . In the first approach proposed in [19] , for example, those models are tuned (by way of what they call a meta-optimization problem) to produce a good estimate of (6). Our goal, though, is to sidestep the need for those models and directly use available data instead. This motivates our data-driven approach, which we gradually build next.
Suppose that the renewable energy producer is to place a bid in the day-ahead market and that measurements of her renewable energy production at past periods are available. We can then directly use the empirical cdf of these data, namely, F E , in lieu of F E in (6), which thus becomes
where the infimum is required due to the discrete nature of F E . Naturally, E D in (7) and E D * in (6) are generally different, and therefore, E D is usually suboptimal in (1). Actually, E D is the solution to the following sample average approximation (SAA) of (1) min
From the equivalence between (7) and (8), we can infer that if we (artificially) setψ
we get an estimate of the median of the renewable energy production. We will leverage this fact later on to develop a straightforward method to enhance the quality of renewable energy forecasts.
Problem (8) , however, is likely to deliver poor bids E D , because it overlooks the fact that, at the moment of bidding, the renewable power producer may have information on a vector x of p features with some predictive power on her future production. Accordingly, to get a better bid E D , we need to reformulate the SAA problem (8) to account for and take advantage of that information. For this purpose, we consider the enriched dataset {(E t , x t ), ∀t ∈ T }, where x t is the p-dimensional realization of features x observed at time t. These features may include measures of potentially explanatory variables available at time period t or forecasts of these variables issued for that time period. We then follow the approach proposed in [5] and consider the following linear decision rule
which, inserted into (8), renders
Nonetheless, problem (10)- (11) still requires further elaboration to become a fully data-driven model. Indeed, while in the technical literature on the data-driven newsvendor problem (see, for instance, [5] and [21] ), the marginal opportunity costsψ − andψ + are assumed to be known with certainty, in our case, these costs are unknown to the renewable energy producer at the moment of bidding into the day-ahead market. Consequently, problem (10)- (11) still needs the support of a forecasting model that provides it with an estimate ofψ − andψ + . To circumvent this hurdle, we propose to work with the even more enriched dataset (E t , ψ
where the pair (ψ − t , ψ + t ) represents the marginal costs of under-and overproduction that were observed at time t, and solve instead the following optimization problem:
where we have replacedψ − andψ + with ψ − t and ψ + t , respectively. Model (12)- (13) is, in effect, fully data-driven.
The only thing that remains now is to recast problem (12)-(13) as a computationally inexpensive linear program, by removing the positive-part function. This can be easily accomplished by introducing the auxiliary variables o t and u t as follows:
In the next two sections, we explain how specifically we use the linear program (14)- (18) to improve the tasks of renewable energy forecasting and trading.
A. Renewable Energy Forecasting
Problem (14)- (18) provides us with a simple, but effective procedure to enhance the quality of a given renewable energy forecast by exploiting auxiliary information. For this purpose, first we need to set ψ (14)- (18). This results in the following linear programming problem:
where the coefficients q j of the linear decision rule are now optimized to learn the median of the random renewable energy production. In other words, p j=1 q * j x j t , with q * j being the optimal value of q j obtained from (19)- (23), is expected to be a good estimate of the median of the renewable energy production at time t.
Finally, we just have to include the renewable energy forecast we desire to improve as one of the regressors or features x j in the linear decision rule. The remaining features will then correspond to that extra information we want to take advantage of to enhance the quality of the renewable energy forecast. This extra information may be of a very different nature. For example, some of the features could correspond to categorical variables (hour of the day, day of the week ...) and others could be forecasts of potentially related stochastic variables. As a matter of fact, several features in vector x could represent forecasts on the renewable energy production of interest, but issued by different entities. The only condition for a piece of information to be treated as a feature is that it must be available at the time when the enhanced renewable energy forecast is to be generated.
In the particular application we present later on, we seek to improve the onshore wind power production forecast of the DK1 area of the pan-European electricity market that is issued every day by the Danish TSO. This benchmark is referred to as M0 throughout the rest of the paper. To this end, we use, as additional features, the forecasts of the wind power production in neighbouring regions that are produced by the respective TSOs in charge of those regions. We also introduce the constant feature x 1 = 1 to correct for possible offsets.
B. Renewable Energy Trading
In principle, model (14)- (18) could be directly used for renewable energy trading without further ado. To this aim, we would just need to solve this problem for the enriched dataset
, ∀t ∈ T and thus, obtain the optimal coefficient vector q * defining the linear decision rule (this is what we call model training). Then, the bid E D t to be submitted by the renewable energy producer to the day-ahead market for time period t of the market horizon would be computed as
Unfortunately, we observe in practice that the direct application of model (14)- (18) does not produce, in general, a bid more profitable than the expected-value bid (that is, the bid consisting in submitting the point forecast of renewable energy production to the day-ahead market). The reason for this has to do with the limited predictability of the marginal opportunity costs ψ − and ψ + (i.e., the absence of repeating patterns in the series of these costs). In effect, as shown in Fig. 2 of [22] , the most sophisticated models for predicting ψ − and ψ + deliver forecasts that are completely uninformative or misleading for lead times beyond several hours into the future. However, the lead times required for partaking in the day-ahead market are usually longer than 12-14 hours. This empirical observation is, besides, supported by economic theory: the balancing market price λ B represents a marginal cost for system imbalances in real time, which should be purely random. Consequently, the balancing market price should behave as a noise around the spot price λ D . As a result, there is little in ψ − and ψ + that can be predicted for lead times longer than several hours. In this situation, the model flexibility introduced by the features in problem (14)-(18) tends to produce overfitted linear decision rules, that is, rules that capture "fictitious" patterns of ψ − and ψ + in the historical/training dataset, but that do not repeat themselves beyond that set.
Against this background, in lieu of model (14)- (18), we propose to solve the following optimization problem:
where the single feature of this model, namely,ŵ, represents the improved renewable energy forecast obtained from model (19)-(23). What we suggest for renewable energy trading is, therefore, a two-step procedure in which we first improve the renewable energy forecast by way of (19)- (23) and then we correct such a forecast for trading by means of the substantially less flexible model (25)-(28). As reported in [21] , in newsvendor problems (similar to the renewable energy trading problem we address here), the bulk of the economic gains we attain from data-driven procedures are linked to the improvement of the estimate of E that we get. Following this rationale, we first use (19) - (23) to enhance such a estimate as much as possible, and then employ (25)-(28) to account for mid-term patterns of ψ − and ψ + (the little that we can explain about these costs) in the market bid. Therefore, we compute the bid to be submitted to the day-ahead market for time period t as E
with a * being the optimal decision-rule coefficient delivered by (25)-(28).
In the following section, we elaborate on the application of this two-step procedure on a real experiment.
III. EXPERIMENT DESIGN AND MODEL TRAINING
Next we describe in detail the experiment conducted to assess the performance of the data-driven models introduced in Sections II-A and II-B for renewable energy forecasting and trading, respectively. As previously mentioned, we focus on the onshore wind power produced in the DK1 area of the pan-European electricity market.
This section is divided in three parts. In the first one, we present the data gathered and the different models trained and tested. In the second and third parts, we introduce the metrics used to quantify the performance of those models and elaborate on how we train them, in that order.
A. Data and Features
All the data employed in this research span from 01/08/2015 to 04/22/2019 and are publicly available for download from the website of the Danish TSO [23] or the ENTSO-e Transparency Platform [1] . These data pertain to various features that either relate to categorical information, specifically, hour of the day and day of the week, or to predictions about a number of potentially relevant variables. These predictions, in turn, are issued by different TSOs and are available at a certain time point in day D − 1 for the 24 hours of the following day D. The variables to which these day-ahead predictions refer correspond to the wind power productions (onshore, offshore or both) in market zones adjacent to DK1, namely, zone 2 of Denmark (DK2), zone 2 of Norway (NO2), zones 3 and 4 of Sweden (SE3 and SE4, respectively), and the bidding zone of Germany, Austria and Luxembourg (DE-AT-LU). The data also include day-ahead predictions for the total load, scheduled generation and solar power production in DK1.
We build and train four models of the type of (19)- (23). These models differ from one another by the number of features they exploit. More precisely, Model 1 (M1), which only includes the day-ahead predictions of the on-and offshore wind power production in DK1. Model 2 (M2), which results from adding the categorical variables "hour of the day" and "day of the week", and the day-ahead forecasts of solar power production, scheduled generation and total load in DK1 to model M1. Model 3 (M3), which also results from model M1, but in this case adding the day-ahead forecasts of the onshore wind power production in DK2, NO2, DE-AT-LU, SO3 and SO4, and the day-ahead forecasts of offshore wind power production in DK2 and DE-AT-LU. Model 4 (M4), which includes all the previous features.
For trading the onshore DK1-wind power production in the pan-European day-ahead market, we construct and train a fifth model (M5) of the type of (25)-(28) that receives as input the wind power forecastŵ t from model M3, which, as discussed later, is the model that exhibits the best overall prediction performance over the test set.
The wind power forecasts for the market zone DE-AT-LU are available on a 15-min time resolution, while the rest are given in hourly resolution. Consequently, we compute the hourly average values of the DE-AT-LU data series. Besides, some of the series have missing values, although the proportion of gaps in the data series relative to their length is negligible. We fill these gaps with a linear interpolation of the values in their extremes. Last but not least, in models M1-M4, every non-categorical feature is dynamically scaled by the maximum value of the feature that is observed in the training dataset. The target variable, that is, the onshore wind power production in DK1 is also scaled by the most updated value of the wind power capacity installed in that zone that is available in [1] , which is 2966 MW. For convenience, all the data series are labelled using Coordinated Universal Time (UTC), which is also the time reference we use for our experiments.
B. Performance Metrics
To evaluate the performance of the various forecasting models stemming from (19)- (23), we use the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE), i.e.,
where T is the test set.
Recall that, when forecasting, the purpose of model (19)- (23) is to improve an existing renewable energy prediction. In our case, this prediction is the day-ahead forecast of the onshore wind power production in DK1 that is issued by the Danish TSO every day. For this reason, we are especially interested in the percentage improvement with respect to that forecast in terms of MAE and RMSE.
On the other hand, to assess the performance of the trading model that results from (25)-(28), we compute the average opportunity loss (AOL) linked to the onshore wind power production in DK1 over the test set, that is:
The AOL gives us an idea of the monetary value lost by the onshore wind power production in DK1 due to its limited predictability. Therefore, rather than in the value of AOL per se, we are interested in the decrease in AOL that we attain by means of model (25)- (28) relative to the AOL delivered by submitting the Danish TSO's forecast to the day-ahead market. Finally, note that if ψ − t and ψ + t are set to one for all t the AOL metric becomes equivalent to computing the MAE.
Fig . 1 . Illustration of the rolling-window approach.
C. Model Training
Except for the categorical information "hour of the day" and "day of the week", all the features we exploit in models (19)- (23) are forecasts of a variety of potentially informative variables for time t. All these forecasts become available at the same time for the 24 hours of the following day. In actual practice, models (19)- (23) and (25)- (28) are trained using a rolling-window approach and therefore, the training set depends on each time period t of the test set T . The rolling training set is denoted here as T (t) and is illustrated in Fig. 1 . Notice that the length of the training set is kept constant as time progresses. Furthermore, there exists a gap between the time period t and its corresponding training set T (t). The reason for this gap is that the values of E, ψ − and ψ + for the time interval that goes from the moment the forecasts are made available and time t are still not known and consequently, such time periods cannot be used for the training of the models (19)- (23) or (25)
-(28).
This rolling-window approach allows us to dynamically re-estimate the decision-rule parameters q and a in (19)-(23) and (25)-(28), respectively, as the information on the considered features is updated. Every time these parameters are re-estimated, equations (24) and (29) are used to issue improved forecasts and bids for time period t.
Critical to the training of models M1-M5 is determining the length |T (t)| of the training set. This length defines when the data linked to certain days in the past have become too old to be considered in the training process. We devote the first year of data to tune this length for models M1-M4. In this time interval, the piece of data spanning from 08/07/2015 to 02/02/2016 (180 days) is used as the validation subset. We then compute the MAE on this subset for each of the models M1-M4 and for different lengths of the training subset, which we vary from one to seven months. Table I summarizes the results of this analysis, where the MAE linked to each model and length is expressed in percentage reduction with respect to the MAE associated with the benchmark, namely, the onshore DK1-wind power forecast issued by the Danish TSO. In light of these results, we set the length of the training set for forecasting to six months.
We proceed in a similar fashion to establish the length of the dataset we use to train the trading model M5. In this case, we change the validation subset to 06/03/2016-11/29/2016 (180 days). This change is required because model M5 is fed with the improved wind power forecast yielded by M3 (the one showing the best forecasting performance). Consequently, training model M5 involves generating a sufficient number of predictions from model M3 first, which, in turn, is to be trained over a dataset spanning six months. Hence, we need to reserve a big chunk of data to study the impact of the length of the training set on the performance of model M5. Table II shows the results of this study for a length of the training set varying from one to ten months. The numbers in the table correspond to the AOL reduction of model M5 in percentage with respect to the AOL given by the benchmark, that is, the trading strategy consisting in submitting the wind power prediction issued by the Danish TSO to the pan-European electricity market. In view of these results, we also set the length of the training set for trading to six months. Next we discuss the results obtained from the simulation conducted on all the remaining days in the full dataset that have not been used to determine the length of the training set.
IV. RESULTS
We divide this section in two parts. In the first one, we present and discuss the improvements in wind power forecasting brought about by the linear decision rule that results from (19)- (23) . Subsequently, we elaborate on the improvements in wind power trading that we attain by means of model (25)
-(28).
A. Improvements in Wind Power Forecasting
The first and last days in the test set are 02/04/2016 and 04/22/2019. That is, the test set in the simulation comprises 1174 days in total. We observe that model (19) - (23), which, in essence, is an easily implementable and computationally inexpensive linear program, is able to substantially enhance the wind power forecasts made by Energinet.dk. Actually, most of the reduction can be achieved by linearly combining Energinet.dk's predictions for the onshore and offshore DK1-wind power productions (model M1). The models of the type of (19)- (23) that exhibit the best forecasting performance are M3 and M4. Since the former is significantly simpler than the latter, we use M3 to feed M5 with the required wind power forecast. For the sake of illustration, Fig. 2 plots the actual realization of the wind power production in the time interval 01/01/16 to 01/08/16, together with the forecasts issued by Energinet.dk (M0) and the proposed model M3. It can be observed that from hour 80 on, the forecast yielded by M3 is always closer to the actual wind power production than the forecast used by the Danish TSO. On average, model M3 produces forecasts that, over the simulation period, deviate 100.43 MW with respect to the true wind power values, whereas Energinet.dk's average deviation for this period amounts to 109.82 MW.
The simplicity of model (19)- (23) makes it more interpretable than other forecasting models based, for instance, on artificial neural networks. Not surprisingly, the coefficient corresponding to the onshore DK1-wind power forecast issued by the Danish TSO is the most significant one in model M3, with values ranging from 0.8335 to 1.0267 over the simulation period. The other coefficient values of model M3 are depicted in a box plot in Fig. 3 . As observed, the forecasts for the offshore DK1-wind, the onshore and offshore DK2-wind, and the onshore SE4-wind are also significant.
B. Improvements in Wind Power Trading
The first and last days of the test set, in this case, are 11/30/2016 and 04/22/2019, in that order. This means that the test set in this simulation consists of 874 days. In this analysis we assume that the wind power point forecast issued by each model is directly bid into the day-ahead market and then we compute the average opportunity loss as in (32).
If the forecasts issued by M3 are used as bids, the AOL is reduced by 0.32% with respect to the benchmark, which consists in bidding the wind power point forecast issued by the Danish TSO into the day-ahead market. Although model M3 is tailored to forecasting, the reduction of the prediction error that it achieves inevitably involves an AOL reduction too.
If the mid-term dynamics of the marginal opportunity costs are accounted for through model M5, the AOL reduction increases up to 2.26%. In this regard, the histogram of the values taken on by the decision-rule parameter a over the simulation period is plotted in Fig. 4 . Interestingly, this parameter tends to take values above 1, so as to profit from the fact that, in the DK1 bidding zone, overproduction is, on average, more penalized than underproduction.
To further explain the AOL reduction achieved by M5, we define next the empirical critical fractile estimated over the training set T as:
The ratio R balances the marginal opportunity cost for overproduction and the marginal opportunity cost for either underor overproduction, all of them averaged over T . A value of R higher than 0.5 means that the opportunity cost for overproduction was more significant than that for underproduction throughout the training period. In such a case, the optimal market bid should be higher than the forecast production in order to hedge against overproduction. Conversely, if R is lower than 0.5, the optimal market bid should be lower than the forecast production. Fig. 5 depicts the time evolution of the decision-rule parameter a in M5 together with the ratio R over the simulation period 11/30/16-04/22/19. As observed, the value of a continuously adapts to the variations of R as the training period T moves forward. This way, the bids provided by M5 take into account the mid-term dynamics of ψ − and ψ + to properly hedge against under or overproduction. Finally, Fig. 6 illustrates the accrued reduction in opportunity loss achieved by model M5 with respect to the benchmark over the simulation period. Note that the plot is studded with time instants when the accrued improvement suddenly decreases. This is because the series of balancing prices is scattered with highly unpredictable spikes. Indeed, the limited predictability of balancing prices is what makes the trading strategy consisting in minimizing expected deviations so hard to beat.
V. CONCLUSIONS
In this paper we have proposed an inexpensive, easy-toimplement, but effective method to enhance the tasks of renewable energy forecasting and trading. Our method is based on a data-driven newsvendor-type optimization model that leverages extra available information to produce an improved renewable energy forecast or a renewable energy bid that can be directly placed in the day-ahead electricity market.
The effectiveness of our approach is tested on a realistic case study where we aim, on the one hand, to improve the forecast issued by the Danish TSO for the wind power production in the DK1 bidding zone of the pan-European electricity market, and, on the other, to formulate a competitive market bid for such a production. To this end, we build a rolling-window simulation setup that mimics the actual processes of forecasting and bidding and exploits the information available at the moment the forecast must be issued or the bid must be placed.
The numerical results highlight the benefits achieved by our approach, which amounts to a 8.55% of reduction in MAE and a 2.26% of improvement of AOL with respect to the benchmarks for the simulation period considered. These figures point out the intrinsic value of exploiting additional information such as spatially correlated forecasts.
Future work could be focused on the development of robust counterparts of the proposed models with the aim of reducing the volatility of the improvements achieved. Variable selection methodologies could also be implemented as a previous step to determine the best subset of regressors to feed in the models.
