ABSTRACT. An automatic leaves image identification system for endemic plants in
INTRODUCTION
Precision Botany (PB) refers to the application of new technologies in plant identification. Computer vision can be used in PB to distinguish plants from its species level, so that an identification can be applied on the size and number of plants detected for the classification purpose. This work is focused on the application of computer vision for identification purposes of species in Stemonoporus genus. Surveys reveal that there are 3711 flowering plant species in Sri Lanka (Dassanayake, 2003) . Out of these, 926 are endemic (Ashton et al., 1997; Senarathne, 2001) . Since some of these have minute variations, identification of these species has become difficult. Accurate and speedy identification of plants has become a time consuming and a fuzzy work due to non-availability of a computerized scientific plant identification system. Design and implementation of image-based plant classification system is a long felt need in Sri Lanka.
The current electronic devices for capturing images have been developed to a point where there is little or no difference between the target and its digital counterpart. The success of machine learning for image recognition also suggests applications in the area of identification of plant by herbarium specimens. Once the image of a target is captured 1 Faculty of Medicine and Allied Science, University of Rajarata, Saliyapura, Anuradhapura, Sri Lanka digitally, a myriad of image processing algorithms can be used to extract features from it. The use of each of these features will depend on the particular patterns to be highlighted in the image. The automatic classification by computer vision of plants has received increasing attention in the recent past For instance; some relevant machine vision algorithms can classify plants into either crop or weeds (Yang et al., 2000; Burks et al., 2005) . The classification of crops and weeds was studied by Brivot and Marchant (1996) , who used infrared images in low-light conditions to study transplanted crops. Lee et al. (1999) and Hemming and Rath (2001) conducted similar experiments with tomato crops and weeds, respectively, using controlled artificial lighting to identify morphologic features of plants.
Leaf patterns are particular features for identification of plants. Maximum-Likelihood Estimation (MLE) to leaf features, such as area and length, the latter which is a non-invariant feature (Petersen et al., 2002; Asnor et al., 2009) . Gebhardt et al. (2007) and Gebhardt and Kuhbauch (2007) added the features of shape, color and texture and used them in the MLE classification, still using controlled lighting. The advantage of image classification by feature assessment is that the patterns remain identical even if preliminary conditions are changed. Another approach is to use a small number of features that are known to be more representative of the target, and to rely on the classifier (Tang et al., 2000; Guo et al., 2001; Camargoa & Smith, 2009) . In summary, the success of any pattern recognition system will depend not only on the particular feature but also on the quality of the information in the system.
With the increasing use of innovative computer technology, machine vision systems have become a possibility for plant identification. Tang et al. (1999) performed an image-based weed classification using a Gaborwavelet to classify images into broadleaf and grass categories for real time selective herbicide application. A quick glance at various images of leaves will reveal that a more robust technique for plant identification and classification based on an image by herbarium sample is a timely need. Neural networks appear in identification and classification tasks. For instance, Huang (2007) presented an application of neural networks and image processing for classifying seedling diseases. He successfully used color and texture features in all, in a classical Multi Layer Probability (MLP) with the backpropagation learning algorithm, though his process did not include feature selection. In our case, we have decided to use a more recently developed neural-genetic network architecture based on Probabilistic Neural Network (PNN) which is used in MATLAB classifier algorithm (Arribas & Cid-Sueiro, 2005) . PNN network has proven to obtain better classification results than the MLP.
The main objective of this study is to identify and classify individual species of Stemonoporus, a genus of Dipterocarpaceae, by image processing using Probabilistic Neural Network (PNN) to implement a machine vision system (Gonzalez and Woods, 1992; Dassanayake, 2003) . In addition, a plant identification system was constructed by using combination of four features; leaf length, width, perimeter and leaf area feature in selection step, in order to select the most distinct features. This helped to keep our neural-genetic classifier from producing overly-generalized results when an excessive number of input features are entered into the neural network. Finally, we believe that this system might potentially be of help in the field of PB applications in Sri Lanka.
MATERIALS AND METHODS

Experiment samples
A sample of 30 species was selected from the genus Stemonoporus which is endemic to Sri Lanka. Photographs of the specimens in the herbarium were taken in triplicates. Whole specimen sheet consisted of a branch, upper surface of a single leaf and the lower surface of the same leaf. Seventeen species were selected for the study and the images that were taken are listed in Table 1 . 
Image set
The set of 79 images of Stemonoporus species used in this study was obtained from the National Herbarium at the Royal Botanic Garden, Sri Lanka. Color images of the leaf samples were acquired and saved digitally using a Sony Cybershot T77 digital camera and the images were uploaded to a laptop computer. The packaging was removed from the herbarium and the samples were exposed to the atmosphere for ten minutes. The surface moisture was then blotted with a paper towel and the samples were imaged in an enclosed chamber with warm white deluxe fluorescent lighting. The light bulbs were mounted all around the steak sample at about a 45 o incidence angle from the steak surface imaged and they were heavily diffused. The same exposure and focal distance were used for all the images. In all cases, the image format used was JPEG, 24 bits and photographs of the specimens were taken in triplicates (Fig. 1) Fig. 1 .
Images of the Stemonoporus elegans (A) herbarium sample of (B) upper surface of the leaf (C) lower surface of the leaf Image format conversion
The most often used color coordinate systems include the gray scale to binary and the hue, saturation, and intensity systems (Gonzalez & Woods, 1992) . Examination and preliminary analysis of the different image formats indicated that the saturation component, which gives a monochromatic image, revealed the leaf image texture most clearly (Fig. 2) . The Gray Scale to binary was selected for training part of the system. 
Feature extraction
The last stage is the feature extraction in terms of individual and overall characteristics of the leaf. The output of this stage is a description of each leaf candidate in the image. This represents a great reduction in image information and ensures that the subsequent classification of species of the degree of accuracy. In the present work, the features extracted are the leaf length, width, area and perimeter. At this stage, the procedure generates an input vector (4 components) for each leaf candidate. Length and width of the leaf images were extracted using distance tools and, the shape of the leaf was extracted using edge detection tool in MATLAB IPT.
Pixel-value run lengths
A pixel-value run is a connected set of pixels in a specific direction having the same pixel values. Pixel-value run lengths can be used to characterize the spatial variation of pixel values in an image. All the textural primitives for each sample image were combined to form an approximation image and pixel-value run lengths in the horizontal direction were computed from the approximation image by MATLAB IPT. Leaf area was calculated by counting the number of pixels of binary image and leaf perimeter was calculated by counting pixels on the leaf margin. The run length histogram made simple and the best composition to detect leaf area and perimeter.
Probabilistic Neural Networks
PNN derived from Radial Basis Function neural network is one of the most influential neural network models which consists of several layers of nodes (Haykin, 1999) . They include an input layer, an output layer and a hidden layer, which contain input node(s), output node(s), and hidden node(s), respectively. The second layer sums these contributions for each class of inputs to produce a vector of probabilities as its net output. Finally, a complete transfer function on the output of the second layer picks the maximum of these probabilities and produces 1 for that class and 0 for the other classes. Moreover, a well known concern with neural networks is ''overtraining." To ease this problem, Roiger and Geatz (2003) suggested that the experiments could be continually conducted by different parameters. .
Statistical analysis
The performance of a trained network can be measured to some extent by the errors on the test sets but it is often useful to investigate the network response in more detail. One option is to perform a regression analysis between the network response and the corresponding targets. The correlation coefficient obtained between the outputs and targets is a measure of how well the variation in the output is explained by the targets. If this number equals to 1, then there is a perfect correlation between targets and outputs indicating a perfect fit. SPSS version 13 was used for this purpose. During the performance of classification of leaves, before training and testing, all features were normalized and the PNN was used for estimated principal components analysis.
Fig. 3. Process of determining the leaf area, perimeter and training and outcome RESULTS AND DISCUSSION
To validate the proposed technique for the automatic detection of plant species by leaf image processing, a set of 79 leaf images of the herbarium collection from the Peradeniya Royal Botanical Gardens were used. PNN is a popular classifier and has been applied for training and testing purpose in this work. In the training process, four categories of features were assigned based on only using leaf images with image sizes of 120×120 pixels.
Classification results using PNN are presented in Table 2 and the Stemonoporus genus identification results in Table 3 . In addition, to investigate the plant identification method, different lighting conditions were considered using two sets of data. The leaf width, length, area and perimeter results are tabulated in Table 2 with 95 % accuracy. By comparing those with the results of the PNN trained with the Stemonoporus regularization, it is clear that the discrimination performance was improved, especially in the correct recognition of the species. A slight improvement is needed in case of correct recognition of S. acuminatus with respect to S. oblongifolius which is significant (Table 3 ). The classification accuracy for using the curvature value feature analysis is 85 %. It is important to note that without proper optimization of the leaf width, length, area, and perimeter detection process, such good results would not be possible. Fig. 3 shows the results of the whole process of segmentation. The classifier was trained with the proposed system as mentioned above. In this example, the leaf model was trained to acquire and convert into shadowed histogram and it has been correctly detected, since the normalized transformation from RGB into grayscale conversion makes the segmentation independent of lighting.
Since only 79 images were used in training; we gained classifier 85 % accuracy. This is mainly due to the unbalanced output patterns especially when input patterns are highly unbalanced (Fig. 3) . Nevertheless, this is a major issue, related to the number of input samples (less than 100 in our study), the number of classes, the statistics behind those input sample sets, and the optimal size of the network while learning (estimated through the PNN algorithm) since by providing that balanced dataset, one is indeed not following the true prior probability distribution of input data samples. Since the neural network was trained in PNN mode, we divided the input data patterns into two disjointed data sets; the training set to properly train the network under the supervised, known-label mode and the testing set to test the generalization capabilities of the network after the training step (Fig. 3) . Thus the images were classified manually by a human expert in order to provide supervised learning to the neural network classifier (Table 3) . Consequently, further development is required to increase the accuracy. Nevertheless, the findings indicate that the proposed feature extraction algorithm has a great potential for feature representation of leaf images in this classification task. Finally, we computed for 79 leaf images and the four selected input features, and the results are promising. 
CONCLUSIONS
This study confirms the importance of leaf length, width, area and perimeter since the results obtained by the feature selection method selected these features as the most discriminant ones and combined them with other morphological features increased the results to 85 %. Considerable deviations were observed in the S. angustisipalum and S. oblongifolius suggesting needs for further improvement of the system. However, as the study was based on a limited sample size, reconfirmation of findings is needed with an adequate sample size. As the automated system is a novel method of identification of plants from herbarium specimens, we believe that the performance, accuracy and results obtained are at least promising and have a potential in real plant identification application. In order to further improve, the numerical results need to find the best back propagation models. Gebhardt, S. and Kuhbauch, W. (2007) . A new algorithm for automatic Rumex obtusifolius detection in digital images using colour and texture features and the influence of image resolution. Precision Agriculture 8 (1), 1-13. Yang, C.C., Prasher, S.O., Landry, J.A., Ramaswamy, H. and Ditommaso, A. (2000) . Application of artificial neural networks in image recognition and classification of crop and weeds. Canadian Agriculture Engineering 42, 147-152.
