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We study the geometry of quadratic forms using equidistribution theorems in
homogeneous dynamics. First we study the mean square limit of exponential sums
associated to a rational ellipsoid of arbitrary center. We obtain a lower bound for
arbitrary center and that lower bound turns out to be the upper bound as well
for ellipsoids with the center of certain diophantine type(see theorem 1.0.4). This
result generalizes a work of Marklof.
The second topic is the quantitative Oppenheim conjecture for S-arithmetic
quadratic forms. For an arbitrary open set I in QS, we show that the number
of S-integral vectors of norm at most T , whose values of an irrational quadratic
form are Q in I, is asymptotically c(Q, I)Tn−2 as T goes to infinity. This is a
generalization of a work of Eskin-Margulis-Mozes for real case.
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In this thesis, we treat two different applications of homogeneous dynamics to
problems in number theory related to quadratic forms.
I. Distribution of Integral Lattice Points in an Ellipsoid
with a Diophantine Center
The famous Gauss circle problem is to determine the number N(r) of integral
vectors in R2 with the Euclidean norm at most r. By considering a unit area rect-
angle attached to each integral vector, we can easily deduce that the asymptotic
limit of N(r) when r goes to infinity is the volume of the circle with radius r :
lim
r→∞ N(r)r2 = π <∞.
It still remains to obtain the first error term E(r) between N(r) and πr2.
N(r) = πr2 + E(r).
One can see that E(r) = O(r) since by the above argument of unit rectangles,
E(r) is less than the area of δ-neighborhood of a circle with radius r, for some
appropriate δ > 0. Indeed, Gauss showed that |E(r)| ≤ 2
√




|E(r)| = Crx for some x ∈ R,
he showed that x ≤ 1. In 1915, Hardy and Landau independently offered the lower
bound by proving that([8],[13])
|E(r)| 6= o(r1/2(logr)1/4).
Hardy suggests that |E(r)| = O(r1/2+ε) for any positive ε > 0. However it
remains unsolved. The current optimal upper bound of x is 131/208 provided by
Huxley.([10])




N(−→α )] (r) be the number of integral vectors whose distance from a vector
−→α ∈ Rn is at most r and [E(−→α )] (r) be the error term [N(−→α )] (r) − vol(Br).





ωR(r)dr→ 0 as R→∞, (1.1)
where ω ∈ C∞0 (R) is a nonnegative function such that ω(r) = 0 for all r ≤ r0 with
some r0 > 0 and
∫
ω(r)dr = 1 and ωR(r) = ω(r/R)/R.
In the proof of Theorem 1.0.1, they used the results of Marklof [18] about the
mean square value of the exponential sums defined by
[
r
(−→α )] (d) = ∑
−→m ∈ Zn
||−→m ||2 = d
exp(2πi−→m · −→α ), d ∈ N.
for −→α ∈ Rn satisfying the diophantine condition:
Definition 1.0.2. A vector −→α ∈ Rn is said to be of diophantine type κ, if there
exists a constant C > 0 such that∣∣∣∣−→α − −→mq
∣∣∣∣ > Cqκ (1.2)
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for all −→m ∈ Zn and q ∈ N.
The smallest possible value of κ is n+1n and in this case,
−→α is called badly
approximable. Note that the set of vectors having diophantine type κ is of full
Lebesgue measure([18], [24, Theorme 6G]). For such a vector −→α ∈ Rn, Marklof
proved the following theorem.
Theorem 1.0.3. (Marklof)[18, Theorem 1.1] Assume −→α ∈ Rn, n ≥ 2 is such that





∣∣[r(−→α )] (d)∣∣2 ≥ vol(Bn),
where Bn is the unit ball in Rn. If, in addition, −→α is diophantine of type κ <





∣∣[r(−→α )] (d)∣∣2 = vol(Bn).
In the first part of the thesis, we generalize the above Marklof’s theorem to
rational ellipsoids. Let −→a = (a1, . . . , an) ∈ Zn be an integral vector with ai > 0
for all i. Define a quadratic form Q−→a on Rn by
Q−→a (x1, . . . , xn) = a1x21 + · · ·+ anx2n, (1.3)
and the corresponding ellipsoid Ω−→a by
Ω−→a =
{
(x1, . . . , xn) ∈ Rn : a1x21 + · · ·+ anx2n ≤ 1
}
. (1.4)
It is easy to see that the number of the intersection of lattice points and the
dilation RΩ−→a asymptotically goes to the volume of RΩ−→a as R goes to infinity. We
also define a rational ellipsoid centered at −→α ∈ Rn by




RΩ−→a (−→α ) = {(x1, . . . , xn) ∈ Rn : a1(x1 − α1)2 + · · ·+ an(xn − αn)2 ≤ R2} . (1.6)
Let
[
r−→a (−→α )] be the exponential sum corresponding to a vector −→a by[
r−→a (−→α )] (d) = ∑
−→m ∈ Zn
||−→m ||2−→a = d
exp
(
2πi−→m · −→α ) , d ∈ N, (1.7)
where ||−→m||−→a = (a1m21 + · · ·+ anm2n)1/2. Then we show the following theorem.
Theorem 1.0.4. (H.-Kang-Kim-Lim)[9] Let −→α ∈ Rn, n ≥ 2 be a vector such
that
(−→α , 1) ∈ Rn+1 are linearly independent over Q. For a positive integral vector





∣∣[r−→a (−→α )] (d)∣∣2 ≥ vol (Ω−→a (−→α )) . (1.8)





∣∣[r−→a (−→α )] (d)∣∣2 = vol (Ω−→a (−→α )) , (1.9)
where vol is the Lebesgue measure on Rn.
If we let
[
E−→a (−→α )] (r) = [N−→a (−→α )] (r) − vol(rΩ−→a ), as a corollary of Theorem
1.0.4, we can show the following:
Theorem 1.0.5. (H.-Kang-Kim-Lim)[9] Let n ≥ 2 and −→α ,−→a ∈ Rn.∫∞
−∞
[
E−→a (−→α )] (r)
r(n−1)/2
ωR(r)dr→ 0 as R→∞, (1.10)
where ω ∈ C∞0 (R) is a nonnegative function such that ω(r) = 0 for all r ≤ r0 with
some r0 > 0 and
∫
ω(r)dr = 1 and ωR(r) = ω(r/R)/R.
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II. Quantitative Oppenheim Conjecture for S-arithmetic
case
Another classical application of homogeneous dynamics to number theory is
Oppenheim conjecture. Consider a nondegenerate indefinite quadratic form Q of
rank n at least 3, defined over R. We are interested in the distribution of Q(Zn) in
R. If Q is the multiple of a rational quadratic form, then obviously the set Q(Zn)
is discrete. The conjecture by Oppenheim says that the quadratic values Q(Zn)
of integral vectors are dense in R when Q is irrational, that is, it is not the multi-
ple of a rational quadratic form([20]). The earlier accomplishments were by Birch-
Davenport-Ridout for n at least 21([1], [4], [23]) and by Davenport-Heibronn for
n at least 5([2]) using analytic number theory. In 1987, Margulis solved the Op-
penheim conjecture for n at least 3([19]) using ergodic theoretical methods, mainly
the equidistribution theorem of a unipotent flow on homogeneous spaces and Dani-
Margulis nondivergence theorem.
Few years later, Dani-Margulis([3]) and Eskin-Margulis-Mozes([6]) showed the
following quantitative version of Oppenheim conjecture.
Let us define ρ : Sn−1 → R>0, Ω = {−→v ∈ Rn : ||−→v || < ρ(−→v /||−→v ||)} and TΩ =




−→x ∈ Rn : a < Q(−→x ) < b}.
Theorem 1.0.6. (Dani-Margulis, Eskin-Margulis-Mozes)[6, Theorem 2.1] Let Q
be an indefinite quadratic form of signature (p, q), with p ≥ 3 and q ≥ 1. Suppose
Q is not proportional to a rational form. Then for any interval (a, b), as T →∞,
|Zn ∩ VQ(a,b) ∩ TΩ| ∼ λQ,Ω(b− a)T
n−2,






Now let us describe our result. Consider the number field K = Q and let S be
5
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a finite set of places over K containing the archimedean place ∞ and Sf = S \ {∞}
consisting of finite places. Recall that a finite( or a nonarchimedean) place over
Q is a p-adic norm for some prime p, given by ||x||p = p−n, where x = pn a/b,
gcd(a, p) = gcd(b, p) = 1.
Recall that an Ad-unipotent one-parameter subgroup Uv in Gv is a subgroup
Uv = {uv(z) : z ∈ Qv}
such that all uv(z) are Ad-unipotent and uv(z1 + z2) = uv(z1)uv(z2), z1, z2 ∈
Qp([22]). Let U ⊂ SLn(QS) be the product U0 ×
∏
p∈Sf Up of Ad-unipotent one-





up(zp) : 0 < z0 < e
t, |zp|p < p
tp} ⊆ U.
In a sequel, we say that x ∈ G/Γ is generic for U if for every bounded contin-









where dz and dg are normalized Haar measure on QS and G/Γ , respectively. It is
a fact that if a quadratic form Q = Qgo consists of irrational quadratic forms Q
v,
v ∈ S, then gΓ is generic for U.
Let ρ be the product
∏
v∈S ρv of continuous positive functions defined as
(a) ρ0 : Sn−1 = {−→v 0 ∈ Rn : ||−→v 0|| = 1}→ R>0;
(b) ρi : Unpi = {
−→v i ∈ Qnpi : ||−→v i|| = 1}→ {pz : z ∈ Z} satisfying that
ρi(u
−→v i) = ρi(−→v i) (1.12)




Ω = {−→v ∈ QnS : ||−→v 0|| < ρ0(−→v 0/||−→v 0||) and ||−→v i|| ≤ ρi(||−→v i||−→v i), 1 ≤ i ≤ s} (1.13)
and for T = (T0, T1, . . . , Ts) ∈ Rn>0,
TΩ = {−→v ∈ QnS : (T−10 −→v 0, T1−→v 1, . . . , Ts−→v s) ∈ Ω}.
For a0, b0 ∈ R, ap ∈ Qp and bp ∈ Z, p ∈ Sf, we will denote I(a, b) is a subset
of QnS of the form









−→v ∈ QnS : Q(−→v ) ∈ I(a, b)}.
Our main theorem is about the asymptotics of the number |ZnS ∩ V
Q
I(a,b) ∩ TΩ|
as T → ∞, proving the quantitative Oppenheim conjecture for S-arithmetic case,
suggested by G. Margulis.
Theorem 1.0.7. Let Q be a nondegenerate isotropic quadratic form such that
(a) every quadratic form Qv is irrational,
(b) The signature of Q0 is (p, q), with p ≥ 3 and q ≥ 1.
Then for any interval I(a, b), as Ti →∞ for each i,
|ZnS ∩ V
Q
I(a,b) ∩ TΩ| ∼ c(Q,Ω, I(a, b))|T |
n−2,





Distribution of Integral Lattice




Two Representations and Jacobi
Theta Sums
Let S(Rn) be the Schwartz space, that is, the space of rapidly decreasing func-
tions on Rn. We want to define two representations, namely the Schrödinger rep-
resentation of a Heisenberg group H(Rn) and the projective Shale-Weil representa-
tion of a symplectic group Spn(R) acting on the Schwartz space S(Rn)(⊂ L2(Rn)).
2.1 Schrödinger representation











= −→x · −→y ′ −−→y · −→x ′, (2.1)
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where −→x ,−→x ′,−→y ,−→y ′ ∈ Rn and · is the standard inner product in Rn. Define the










(( −→x +−→x ′
−→y +−→y ′
)
, t+ t ′ +




(( −→x +−→x ′
−→y +−→y ′
)












The Lagrangian subspace of R2n with respect to ω is a subspace l satisfying



















For any Lagrangian subspace l, there is a Lagrangian subspace l ′ such that












: −→y ∈ Rn} = Rn(−→y ).



































: −→x ∈ Rn, t ∈ R} .
Then the quotient space H(Rn)/L is isomorphic to Rn = Rn(−→y ).
10
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Then the restriction of f on L is a character on L. Using the function f, define{
φ ∈ L2(H(Rn)) : φ(gh) = f(h)−1φ(g) for any g ∈ H(Rn) and h ∈ L
}
. (2.3)
Since φ in (2.3) is determined by values on H(Rn)/L ∼= Rn(−→y ) and any L2-
function ψ on Rn(−→y ) induces an element of the set (2.3), we can identify the set
(2.3) with L2(Rn(−→y )).
The Schrödinger representation W = Wf(l) is the induced representation of
H(Rn) by the character f of the normal subgroup L on L2(Rn(−→y )) using the above
identification: For such a function φ and g0 ∈ Spn(R),
(W(g0)φ) (g) = φ(g
−1
0 g).















2πi−→x 0 · −→y )φ (−→y −−→y 0) .
It is obvious that the Schrödinger representation W is a unitary representation
on a Hilbert space L2(Rn).
11
Chapter 2. Two Representations and Jacobi Theta Sums
2.2 Shale-Weil representation
The symplectic group Spn(R) is the collection of 2n by 2n invertible matrices
preserving the symplectic form ω. That is,
Spn(R) =
{



















tAD−t CB = Id
tDB =t BD





















is a matrix multiplication.
A projective Shale-Weil representation of Spn(R) can be defined based on the
following theorem.
Theorem 2.2.1. (Stone-von Neumann Theorem)
1. Wf(l) is an irreducible representation of H(Rn);











is a multiple of Wf(l).
We skip the proof of Stone-von Neumann Theorem. For details, see section 1.3
in [14].
12
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(( −→x +−→x ′
−→y +−→y ′
)














( −→x +−→x ′
−→y +−→y ′
)






























































































φ = e2πit φ, φ ∈ L2(Rn).
By Stone-von Neumann theorem, Wg and W are unitary equivalent, that is,
13
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Note that the operator R(g) is well-defined up to scalar multiplication of unit
modulus. Although it does not satisfy that R(g1g2) = R(g1)R(g1), there is a con-
stant c(g1, g2) of unit absolute value such that
R(g1g2) = c(g1, g2)R(g1)R(g2).
We will call R a projective Shale-Weil representation and c a cocycle of a rep-
resentation R. In our case, when l = Rn









tA−→y +t C−→ξ ) eπi(AtB−→y )·−→y e2πi(tB−→y )·(tC−→ξ )eπi(DtC−→ξ )·−→ξ .
For convenience, we want to introduce explicit expressions of R(g) for 3 types
of matrices which we will use later.






(R(g)φ) (−→y ) = |detA|1/2φ (tA−→y ) .





with B =t B, then
(R(g)φ) (−→y ) = eπi(B−→y )·−→yφ(−→y ).
14
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with C invertible, then











ξ +(AC−1−→y )·−→y −2(C−1Y)·−→ξ )
.
2.3 Maslov index and the cocycle of R
Recall that for a given triple of Lagrangian subspaces l1, l2 and l3, the Maslov
index τ(l1, l2, l3) is defined as follow.
Definition 2.3.1. (Maslov index) For any triple of Lagrangian planes l1, l2 and
l3, the Maslov index τ(l1, l2, l3) is given by p−q, where (p, q) is a signature of the
quadratic form Q(v1 + v2 + v3) on the vector space l1 ⊕ l2 ⊕ l3 defined by:
Q(v1 + v2 + v3) = ω(v1, v2) +ω(v2, v3) +ω(v3, v1). (2.5)
We will denote p− q by sign(Q).
Since any element g of Spn(R) preserves the symplectic form ω, if l is a La-
grangian space, then gl is also a Lagrangian space.
Lemma 2.3.2. Suppose that Lagrangian subspaces l1 and l3 are transverse. Let
p13 and p31 be projections to l1 and l3 respectively, based on the decomposition
R2n = l1 ⊕ l3. If we define the quadratic form Q ′ on l2 by
Q ′(v) = ω(p13v, p31v) = ω(v, p31v) = ω(p13v, v),
then τ(l1, l2, l3) coincides with the signature of the quadratic form Q
′.
It turns out that the cocycle c(g1, g2) of the Shale-Weil representation is given
by the exponential of Maslov index:





iτ(Rn(−→x ), g1Rn(−→x ), g1g2Rn(−→x ))) .
In the following special case, we can easily calculate the cocycle c(g1, g2).
15
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Proof. First note that C−11 C3C
−1
2 is a symmetric matrix. Since C3 = C1A2+D1C2
























= C−11 C3 C
−1
2 .







Since g1 preserves ω,
τ(l, g1l, g1g2l) = τ(g
−1
1 l, l, g2l) = −τ(g
−1
1 l, g2l, l).














⇔ C1−→x = −→0 ⇔ −→x = −→0 , (2.7)
since C1 is invertible. Hence g
−1
1 l and l are transverse. By Lemma 2.3.2, τ(g
−1
1 l, g2l, l)
is the signature of ω (p13(g2v), p31(g2v)) with the correspondence l1 = g
−1
1 l, l2 =
g2l and l3 = l.
16
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We also compute that for v ∈ l


































































2.4 The subgroup SL2(R)n and notations















aidi − bici = 1,
1 ≤ i ≤ n

which is isomorphic to a product of n copies of SL2(R). For convenience, we will













By restricting the Shale-Weil representation to SL2(R)n, we can decompose
17












































in SL2(R)n with gg ′ = g ′′, then the corresponding c(g, g ′) is












where sign(x) = x/|x| for x ∈ R\{0} and sign(0) = 0.
Proof. By the above argument, the Maslov index τ
(
Rn(−→x ), g1Rn(−→x ), g1g2Rn(−→x ))
is of the form
τ
(































: xj ∈ R
}
⊂ R2. Thus it suffices to prove when n = 1. In
case that both c and c ′ are not zero, it follows from proposition[numbering?]. If





, then it is easy to check that gR(x) = R(x) so that
ω(v1, v2) ≡ 0 and sign [ω(v2, v3)] = −sign [ω(v3, v1)], where v1 ∈ R(x), v2 ∈ gR(x)
and v3 ∈ gg ′R(x). Similarly, if c ′ = 0 then we have that gR(x) = gg ′R(x),
ω(v2, v3) ≡ 0 and sign [ω(v1, v2)] = −sign [ω(v3, v1)]. Therefore the required equal-
ity holds.
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= (zj, φj)j ,
where zj = uj + ivj ∈ H, a upper-half plane and φj ∈ [0, 2π). We will use the
notation (zj, φj)j for an element SL2(R)
n as well. Note that the left multiplication













The Shale-Weil representation of SL2(R)n with this coordinate (zj, φj)j is given
by the following: for f ∈ S(Rn),
[R(zj, φj)jf] (
−→














Note that when φj =
π






















−→x ·−→ξ f(−→x )d−→x .
Actually the way in which Shale-Weil representation is defined does not guar-
antee of continuity. Indeed, for f ∈ S(Rn),
lim
φ1→0± · · · limφn→0± [R(i, φj)jf] (
−→






for some integer −n ≤ k ≤ n. Thus in order to obtain the continuity, let us define
a new representation R̃ by putting





i(σφ1 + · · ·+ σφn)
)
R (zj, φj)j ,
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where σφk = 2ν if φk = νπ and σφk = 2ν + 1 if νπ < φk < (ν + 1)π for some
integer ν.
2.5 Jacobi’s theta sum



























R̃ (zj, φj)j f
]
(−→m)
= (v1 · · · vk)
1
4 exp (2πit− πi−→x · −→y )×∑
−→m∈Zk fφJ((m1 − y1)v
1
2









−→m · −→x ) ,
where fφJ =
[
R̃ (i, φj)j f
]
. The summation is well-defined since f is rapidly de-
creasing.
We are interested in a product ΘfΘg of a Jacobi’s theta sum Θf and the com-
plex conjugation of a Jacobi’s theta sum Θg for f, g ∈ S(Rn). Then we can get rid
of the variable t in ΘfΘg and we can think of the Jacobi’s theta sum as a function
defined on a semi-direct product Gn = SL2(R)n n R2n from the beginning. Note
that the group Gn is isomorphic to a product of n copies of SL2(R)nR2.





















aj, bj, cj, dj,mj, nj ∈ Z
ajdj − bjcj = 1
 .
Then the left action of Γn on Gn is properly discontinuous. Moreover, a fun-
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where FSL(2,Z) = {z = u + iv ∈ H2 : u ∈ [− 12 ,
1
2), |z| > 1} is the fundamental domain
in H2 of the modular group SL2(Z).
Proof. It is enough to show that the proposition holds for n = 1.
The coordinate (z = u + iv, φ) which comes from the Iwasawa decomposition
of SL2(R) shows that we can think of a quotient space SL2(Z) \ SL2(R) as the
unit tangent bundle of SL2(Z) \ H2. We already know that the fundamental do-
main of the action SL2(Z) on H2 is {z = u + iv ∈ H2 : u ∈ [− 12 ,
1
2), |z| > 1}.










































lies in [−1/2, 1/2).























































































































































where −→s j is an element of Rn whose entries are 0 except that j-th whose entry is 12 .
Proposition 2.5.3. For f, g ∈ S(Rn), ΘfΘg is invariant under the left action of
Γn.
Proof. In the proof, we put the variable t for the convenience of computation. The
claim is that the action of Γn affects theta sums only on exponentials which will



















For f ∈ S(Rk),
R̃(gfl)f(m1, . . . ,mk) =
∫
R
e−2πimlxlf(m1, . . . , xl, . . . ,mn)dxl
which is the l-th partial Fourier transformation of Rn.
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(z1, 0), . . . , (−
1
zl
















(z1, 0), . . . , (−
1
zl




















(z1, 0), . . . , (−
1
zl









(i, φ1), . . . , (i, φl + arg zl), . . . , (i, φn)
)
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(z1, φ1), . . . , (−
1
zl
, φl + arg zl), . . . , (zn, φn)
)
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(z1, φ1), . . . , (−
1
zl























































































For f ∈ S(Rn), since ml(ml + 1) ∈ 2Z,
R̃(ul)f(







(i, 0), . . . , (i+ 1, 0), . . . , (i, 0)
)
f(−→m)
= exp (2πi−→s l · −→m) exp (πi m2l )f(−→m)
















, it follows that
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R̃ (zj, φj)j f
]
(−→m −−→n 2)
Hence we obtain the desired equality since summation in the theta sum is ac-
complished over all integral vectors.
2.6 Relation between Jacobi’s theta sums and the mean
square value of exponential sums
In this subsection, we examine how we can express the mean square value of
exponential sums by Jacobi’s theta sums.
Denote ||−→x ||−→a for a positive integral vector −→a = (a1, . . . , an) ∈ Zn by
||−→x ||−→a = (a1x21 + · · ·+ anx2n)1/2 , −→x ∈ Rn. (2.8)
Let us first consider the explicit form of ΘfΘg for f, g ∈ S(Rn) as follows;
26




















−→m,−→n∈Zn fφ((m1 − y1)v
1
2
1 , . . . , (mn − yn)v
1
2
n )gφ((m1 − y1)v
1
2






















R̃ (i, φj)j g
]
.
We will put zj = aju + iajv, φj = 0 and
−→y = −→0 . Let 1[0,1] be a function on
Rn defined by
1[0,1](
−→x ) = 1[0,1] (||−→x ||2) =
{
1, x21 + · · ·+ x2n ≤ 1;
0, otherwise,
where || · || is a usual Euclidean norm of Rn.
Take an non-decreasing sequence (fk)
∞





















||−→m||2−→a − ||−→n ||2−→a )+ 2πi(−→m −−→n ) · −→x ) .
By integrating both sides on [0, 2] in terms of u and using Lebesgue’s domi-
27
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ΘfkΘfkdu = (a1 · · ·an)
1/2 vn/2×∑
−→m,−→n ∈ Zn,




(−→m −−→n ) · −→x ) . (2.9)
Recall that the exponential sum
[
r−→a (−→α )] is[
r−→a (−→α )] (d) = ∑
−→m ∈ Zn
||−→m ||2−→a = d
exp
(
2πi−→m · −→α ) , d ∈ N,
where −→α ∈ Rn is given. Then,
|
[





‖−→n ‖2−→a = d




‖−→m‖−→a = ‖−→n ‖−→a = d
exp (2πi(−→m −−→n ) · −→α ). (2.10)













Dynamics on SL2(R)n nR2n/Γ
3.1 Equidistribution of closed orbits











, j = 1, . . . , n
 ⊂ SL2(R)n
which is an embedded image of SL2(R) and let’s denote it by SL2(R) as well by the
abuse of notation. Thus the action of SL2(R) on R2n and a subgroup SL2(R)nR2n
of Gn are well defined.
For any positive integral vector −→a = (a1, . . . , an), since we can reparametrize
u by u ′ = gcd(aj)u and v by v
′ = gcd(aj)v, without loss of generality, we may
assume that gcd(aj) of a given integral vector
−→a = (a1, . . . , an) ∈ Nn is one.
Denote
















For a given vector −→a , we will consider a unipotent flow Ψu−→a on Γn\Gn as right
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multiplication of the following one-parameter subgroup;

























Let L0 = SL2(R)nR2n and define L−→a ⊂ SL2(R)n nR2n for each −→a by;














ad− bc = 1,
a, b, c, d, xj, yj ∈ R
 .
Clearly, two flows Ψu−→a and Φt are in L−→a so that we can think of Ψu−→a and Φt
as unipotent flow and geodesic flow of L−→a respectively as well. When L−→a = L0,
we will denote Ψu−→a by Ψu0 . Then
Ψu−→a = A−→a Ψu0A−1−→a .
For now, consider a lattice subgroup Γ 0 of Gn = SL2(R)n n R2n defined by
Γ 0 = SL2(Z)n Z2n and let Γ 0−→a be a lattice subgroup Γ 0−→a of L−→a given by
















ad− bc = 1,
a, b, d,mj, nj ∈ Z
c ∈ lcm(aj)Z
 .
For any finite-indexed subgroup Γ of Γ 0, Γ−→a = Γ ∩ L−→a is a finite-indexed sub-
group of Γ 0−→a , hence Γ−→a is also a lattice subgroup of L−→a .
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We are concerned with the orbit of the unipotent flow Ψu−→a at Γ 0g0 in Γ 0 \ Gn










) , −→x ∈ Rn. (3.3)
Let p be a projection from Gn to Γ 0\Gn. Then p(L−→a ) is a closed submanifold
of Γ 0 \ Gn and we can take a homeomorphism between Γ 0−→a \ L−→a and p(L−→a ) given
by Γ 0g 7→ Γ 0−→a g, g ∈ L−→a . Since Ψu−→a , Φt and g0 are in L−→a , the orbit {Γ 0g0 Ψu−→a :
u ∈ R} is in p(L−→a ) and under the homeomorphism right above, we will denote it
by
{
Γ 0−→a g0Ψu−→a : u ∈ R}, too.
Since g0 commutes with Ψ
u−→a and Ψ1−→a is in Γ 0−→a ,
Γ 0−→a g0Ψu+1−→a Φt = Γ 0−→a g0Ψu−→aΦt.
Thus the orbit
{
Γ 0−→a g0Ψu−→aΦt : u ∈ R} on Γ 0−→a \L−→a can be described as the closed
curve {
Γ 0−→a g0Ψu−→aΦt : u ∈ [0, 1)
}
. (3.4)
If Γ−→a is a finite-indexed subgroup of Γ 0−→a , Γ−→a \L−→a is a finite covering of Γ 0−→a \L−→a .
Consider all lifts of (3.4) on Γ−→a \ L−→a which form in general a disjoint union of
several closed curves. Note that each connected component is composed of the
same number of lifts of (3.4).
Let r = r(Γ−→a ) be the quotient of [Γ 0−→a : Γ−→a ] over the number of connected
component of lifts. Then the closed curve
{
Γ−→a g0Ψu−→aΦt : u ∈ [0, r)} (3.5)
represents an orbit
{
Γ−→a g0Ψu−→aΦt : u ∈ R} on Γ−→a \ L−→a .
For a Γ 0-invariant function F defined on Gn, denote an induced function on
Γ 0 \ Gn by F, a restriction on L−→a by F|L−→a , and an induced function on Γ−→a \ L−→a
31
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by F|L−→a . For any g ∈ L−→a , F and F|L−→a satisfy that
F(Γ 0g) = F|L−→a (Γ−→a g) . (3.6)
Then we prove the following theorem using Theorem 3.1 by Marklof [18].
Theorem 3.1.1. Let F be a bounded continuous function on Gn which is invariant










Gn, where the components of the vector (t−→x , 1) ∈ Rn+1 are Q-linearly indepen-
dent. Let −→a be a positive integral vector and h a piecewise continuous function












where µ−→a is the normalized Haar measure of Γ−→a \ L−→a .
Proof. Theorem 3.1 [18] shows that (3.7) holds for L0 = SL2(R)nR2n. To use this

















































































































a ′ b ′









ax ′j + ajby
′
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a ′ b ′























(( a ′ ajb ′
1
aj









Obviously ϕ is bijective so that the map ϕ is an isomorphism between L−→a and



















ad− bc = 1,
a, b, d,mj, nj ∈ Z,
c ∈ lcm(aj)Z
 ,
is a finite-indexed subgroup of SL2(Z)nZ2n. It means that ϕ(Γ−→a ) is also a finite-
indexed subgroup of SL2(Z)n Z2n.
Since ϕ is a group isomorphism, F|L−→a ◦ϕ−1 is a bounded continuous function
on L0 which is invariant under ϕ(Γ−→a ).














where µ0 is a normalized Haar measure of ϕ(Γ−→a )\L0. After changing of variables,
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where µ−→a is a normalized Haar measure of Γ−→a \ L−→a which shows the theorem.
Concerning the isomorphism ϕ defined in (3.8) for each positive integral vec-
tor −→a = (a1, . . . , an), we can extend the above theorem to dominated unbounded
functions, which is the generalization of theorem 5.1 in [18]. Let us first introduce
a dominated unbounded function on L0 = SL2(R)nR2n following [18].


























: m ∈ Z
}






















Definition 3.1.2. A function F on L0 which is left invariant under a finite-indexed
subgroup Γ of SL2(Z) n Z2n is said to be dominated by FR if there is a constant























If F is a function on Gn invariant under Γ , a finite-indexed subgroup of SL2(Z)nn
Z2n, we will say that F is a dominated function when there is a constant L =
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L(−→a ) > 0 and a function FR = FR(−→a ) such that F|L−→a ◦ ϕ−1−→a satisfies the condition
(3.10) for each positive integral vector −→a .
We mention that if we let
F−→a (g) = F (gA−→a ) , g ∈ Gn
for F defined as above, then F−→a is also a Γ -invariant function on Gn so that F−→a
and F−→a |L−→a are well-defined.
Theorem 3.1.3. Let F ≥ 0 be a continuous dominated function on Gn which is in-










Gn, where −→x is a vector such that the components of the vector (t−→x , 1) ∈ Rn+1
are Q-linearly independent. Let h be a piecewise continuous function on R/rZ,








































where µ−→a is the normalized Haar measure of Γ−→a \ L−→a .
Proof. Note that









































































aj, bj, cj, dj,mj, nj ∈ Z
ajdj − bjcj = 1
 .





. So we remark that we





rather than SL2(Z)n n Z2n.


























ad− bc = 1




























ad− bc = 1
a, b, d,mj, nj ∈ Z
c ∈ lcm(aj)Z
 .
Actually theorems 3.1.1 and 3.13 requires only that ϕ
(
Γn−→a ) is a lattice sub-
group of L0. We refer the next proposition for confirming this and for later cal-
culation.
Proposition 3.1.4. The left action of the group ϕ
(
Γn−→a ) is properly discontinuous.
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A fundamental domain of ϕ
(
Γn−→a ) in SL2(R)nR2 is given by
F1 ×































































Γn−→a ) . (3.14)








































































cd+ cξj + dηj
)⌋
,





and it is obvious that such an element of ϕ
(
Γn−→a ) in (3.14)
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is uniquely taken.
3.2 Proof of Theorem 1.0.4
































which is invariant under the left multiplication of Γn. Although f and g are rapidly
decreasing, F = ΘfΘg is unbounded in general. Hence in order to apply Theorem







∈ L0 = SL2(R)nR2n,
F−→a ◦ϕ−1
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Proposition 3.2.1. The function F in (3.16) is dominated function.
Proof. We modify the proof in [16], [17] and [18] for our situation. For each pos-
itive integral vector −→a = (a1, . . . , an), we set
f∗(−→w ) = (a1 · · ·an)1/2 sup
φ∈R
∣∣∣fφgφ (a−1/21 w1, . . . , a−1/2n wn)∣∣∣ . (3.19)
We claim that f∗ is also rapidly decreasing. Since fφ and gφ are in S(Rn) and
φ ranges over a compact set [0, π], there exists a constant CR > 0 for any R > 1
such that when ||−→w || > R,
f∗(−→w ) ≤ (a1 · · ·an)1/2CR(1+ ( 1
a1





















(−→y γ +−→h )v1/2γ ) vn/2γ 1[R,∞)(vγ).
By considering the tessellation of fundamental domains of SL2(R) in H2, The
set {γ.(u+iv) : γ ∈ SL2(Z) and vγ > 1} is the same as the set {γ.(u+iv) : γ ∈ Γ∞γ0}
for some γ0 ∈ SL2(Z) such that vγ0 > 1. Hence if v > R for sufficiently large R > 1,
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uniformly for all −→y ∈ Rn such that hk−1/2 ≤ hk/ak ≤ hk+1/2 for all k = 1, . . . , n.
































Proposition 3.2.2. Let F be a function defined in (3.16). Following the notation





instead of SLn(Z)nZ2n, we have that∫
Γ−→a \L−→a
F−→a |L−→a dµ−→a =
∫
Rn
f(−→y )g(−→y )d−→y . (3.20)
Proof. Recall that the map f 7→ fφ = R̃ (i, φ) f is a unitary operator for any φ ∈
40
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[0, π], that is, for f, g ∈ S(Rn),∫
Rn
fφ(
−→y )gφ(−→y )d−→y = ∫
Rn
f(−→y )g(−→y )d−→y . (3.21)
As in the proof of the theorem 3.13 and the proposition 3.1.4∫
Γn−→a \L−→a













F−→a |L−→a ◦ϕ−1dgd−→x d−→y ,
where dg is a normalized Haar measure of F1 and d
−→x d−→y is a Lebesgue measure
of R2n. By (3.17),∫
Γn−→a \L−→a






























































































The last equality follows by integrating on −→x so that all factors in the sum-
mation are deleted except when −→m = −→n . For each v, we will reparametrize −→y to
−→y ′ = (√v/a1y1, . . . ,√v/anyn).
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This and the equality (3.21) show that∫
Γn−→a \L−→a

































−→y ′)gφ(−→y ′)d−→y ′dg = ∫
Rn
f(−→y ′)g(−→y ′)d−→y ′.
We can take an integer r = r
(


























ad− bc = 1
a, b, d,mj, nj ∈ Z
c ∈ lcm(aj)Z

of L−→a by 2 since Γn−→a Ψ2−→a = Γn−→a for any positive integral vector −→a .
Corollary 3.2.3. Suppose that f(−→w ) = ψ (||−→w ||2) for a positive-valued function

























where vol(Bn) is the volume of a unit ball Bn in Rn.
Now let us prove the theorem 1.0.4. As Section 2.6, let (fk) and f
′
k be non-
decreasing and non-increasing sequences, respectively, such that fk ≤ 1[0,1] ≤ f ′k
and |fk − f
′
k|∞ → 0 as k→∞. By Section 2.6 and Corollary 3.2.3 with h = 1 and
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Let Sf be a finite set {p1, . . . , ps} of (distinct) odd prime numbers and S =
{∞} ∪ Sf. Each element of S (Sf, respectively) will be called a place (finite place,
respectively). For each v ∈ S, we fix a normalized valuation | · |v on Q; when
v = ∞, | · |v is the usual absolute value. We will simply denote | · |v by | · | when
the implication is clear. Let Qv be the completion of Q with respect to the norm








We think of Q as the image under a diagonal embedding in QS. Let us take




pm11 · · ·p
ms
s











The set ZS is called the ring of S-adic integers.
4.1 Geometry of SLn(QS)/SLn(ZS)
Recall that the quotient space SLn(R)/SLn(Z) is identified with the space of
unimodular lattices in Rn. In the extension of the real case, we want to under-
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stand SLn(QS)/SLn(ZS) as the space of unimodular lattices in QnS . However, since
QS is not a field, we need to modify the definition of lattices.
First observe that QS is a locally compact abelian group and ZS is a discrete
cocompact subgroup of QS.
Proposition 4.1.1. A fundamental domain of ZS in QS is given by [0, 1]×
∏
p∈Sf Zp.
Proof. Let us denote x ∼ x ′ when there is z ∈ ZS such that x = x ′ + z. Assume
that Sf = {p1 < · · · < ps}.
For x ∈ QS, denote x = (x0, x1, . . . , xs), x0 ∈ R and xi ∈ Qpi . We first show
that there is xo ∈ [0, 1] ×
∏
p∈Sf Zp such that x ∼ xo. If x ∈ [0, 1] ×
∏
p∈Sf Zp, we





j + · · ·+ a−1p
−1
j + a0 + a1pj + · · · ,





j +· · ·+a−1p
−1
j ∈ ZS to x. We claim that max{i :









j + · · ·+a−1p
−1
j ∈
Zpi for i > j. If i > j, since 0 ≤ ak ≤ pj − 1 < pi − 1 and p−kj is a unit for




j + · · · +
a−1p
−1
j is also contained in Zpi , which shows the claim. By induction, we can
find x ′′ = (x ′′0 , x
′′
1 , . . . , x
′′
s ) ∈ QS such that each x ′′i is in Zpi . Finally by subtracting
the maximal integer bx ′′0 c less than or equal to x ′′0 , we obtain xo ∈ [0, 1]×
∏
p∈Sf Zp
with xo ∼ x.
The uniqueness follows from the fact that if z ∈ ZS, since |z|v ≥ 1 for some
v ∈ S, x+ z 6∈ [0, 1]×
∏
p∈Sf Zp for any x ∈ [0, 1]×
∏
p∈Sf Zp.
Hence we can define an S-lattice in QnS as follows;
Definition 4.1.2. A ZS-module ∆ is an S-lattice in QnS if there are
−→x 1, . . . ,−→x n ∈
QnS such that
∆ = ZS−→x 1 ⊕ · · · ⊕ ZS−→x n
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and QnS is generated by
−→x 1, . . . ,−→x n.
We say that an S-lattice ∆ is unimodular if the product of absolute values of
determinants of each matrix whose columns are −→x v1, . . . ,−→x vn, v ∈ S, is one. If we
equip QnS with the normalized measure invariant under translations(see Subsection
4.3.1), we see that unimodular S-lattices are those whose covolumes are one.
We can associate any g ∈ SLn(QS) with a unimodular S-lattice gZnS and it is
clear that g1ZnS = g2ZnS if and only if g
−1
1 g2 ∈ SLn(ZS). Hence we can take an
injective map from SLn(QS)/SLn(ZS) into the space of unimodular S-lattices. It
turns out that, unlike the real case, the space of unimodular S-lattices is bigger
than SLn(QS)/SLn(ZS). To show this, for each p ∈ Sf, let
ULn(Qp) = {g ∈ GLn(Qp) : |detg| = 1} .
In other words, ULn(Qp) consists of elements whose determinants are units in Zp.
Note that SLn(Qp) is a p-adic Lie subgroup of ULn(Qp) of positive codimension.






Proof. The map g 7→ gZnS is also well defined and injective so that it suffices to
show the surjectivity. Let ∆ be a given unimodular S-lattice and −→x 1, . . . ,−→x n be
any ZS-basis of ∆. Denote gv =
(−→x v1, . . . ,−→x vn) ∈ GLn(Qv) for each v ∈ S. By
unimodularity,







1 , . . . , p
ns
s ).
If we replace −→x 1 by −→x ′1 =∏sj=1 pnjj −→x 1, then −→x ′1,−→x 2, . . . ,−→x n are also an ZS-
basis of ∆ and the v-norm of the determinant of each g ′v = (
−→x ′v1,−→x v2, . . . ,−→x vn) are
one. Take g ′ = (g ′0, g
′








. Then it is obvious
that g ′ZnS = ∆.
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4.2 Quadratic forms in QnS and orthogonal groups
Recall that a quadratic form Q in QnS is a family of quadratic forms defined
over each completion field Qv, v ∈ S. In Rn, there are n−1 types of nondegenerate
indefinite quadratic forms:
Qo(
−→x ) = x21 + · · ·+ x2p − x2p+1 − · · ·− x2n, 1 ≤ p ≤ n− 1, q = n− p.
We say that a quadratic form Q have the signature (p, q) if there is g ∈
GLn(R) such that Q(−→x ) = Qo(g−→x ).
4.2.1 Quadratic forms over Qp
In this subsection, we review the classification of quadratic forms over Qp for
an odd prime p. It turns out that there are at most eight types of quadratic forms
in Qnp up to GLn(Qp). All notations and theorems follow Serre’s book [25] and
we will omit the reference.
Proposition 4.2.1. Let Up = Zp − pZp be the set of units in Zp, (Up)1 a subset
of Up of the form 1+ pZp and Fp = {x ∈ Up : xp−1 = 1}. Then
Q∗p = {x ∈ Qp : x is invertible }
∼= {p−z : z ∈ Z}× (Up)1 × Fp
∼= Z× Zp × Z/(p− 1)Z.
Corollary 4.2.2. Let Q∗2p = {x2 : x ∈ Q∗p}. Then we have that Q∗p/Q∗2p = {1, p, uo, puo},
where uo ∈ {2, 3, . . . , p− 1} is not a square in the group Z/pZ.
In other words, there are four directions of square numbers in Qp in contrast
to the real field.








Definition 4.2.4. We say that a (nondegenerate) quadratic form Q is isotropic if
there is a nonzero vector −→x ∈ Qnp such that Q(−→x ) = 0.
Proposition 4.2.5. Let Q be an isotropic quadratic form on Qnp . Then there are
two isotropic elements −→x ,−→y ∈ Qnp such that −→x ,−→y form a hyperbolic plane, that
is, Q is of the form
Q(x1, . . . , xn) = x1xn +Q(0, x2, . . . , xn−1, 0)
with an appropriate basis of Qnp .
Recall that a quadratic form Q is indefinite if it has values both less than 0
and greater than 0. For real, quadratic forms being isotropic is equivalent to being
indefinite. However in the case of local fields, they are not equivalent.
Theorem 4.2.6. For any quadratic form Q on Qnp , there exists an orthogonal
basis with respect to Q, that is, Q can be expressed as
Q(x1, . . . , xn) = a1x
2
1 + · · ·+ anx2n
for some a1, . . . , an ∈ Qnp .
Now we introduce two invariants of a quadratic form.
Definition 4.2.7. For a quadratic form Q on Qnp ,
(a) the discriminant is defined as
d(Q) = a1 · · ·an ∈ Q∗p/Q∗2p ,
where Q ∼ a1x
2
1 + · · ·+ anx2n;







where (ai, aj) is the Hilbert symbol of ai, aj ∈ Q∗p.
Theorem 4.2.8. The discriminant d(Q) and the Hasse invariant ε(Q) are inde-
pendent of the choice of basis of Qnp .
Theorem 4.2.9. Two quadratic forms over Qp are equivalent if and only if they
have the same rank, same discriminant, and the same Hasse invariant.
The above theorem shows that in each dimension, there are at most eight dif-
ferent types of quadratic forms up to GLn(Qp), n = rank(Q). Although a modifi-
cation of the following proposition classifies arbitrary quadratic forms, we restrict
our attention to isotropic quadratic forms of rank ≥ 3.
Proposition 4.2.10. A quadratic form Q is isotropic if and only if
1. n = 2 and d = −1 (in Q∗p/Q∗2p );
2. n = 3 and (−1,−d) = ε;
3. n = 4 and either d 6= 1 or d = 1 and ε = (−1,−1);
4. n ≥ 5.
Therefore there are 4 types of quadratic forms of rank 3, 7 types of quadratic
forms of rank 4 and every quadratic forms of rank ≥ 5 are isotropic. We remark
that values of the quadratic form of rank 4 defined by









are spread all over Qp however Q is not isotropic. Let us also mention that this
quadratic form is the reduced norm of the unique non-commutative field of degree
4 over Qp, defined as
{x1 + ix2 + jx3 + kx4 : xi ∈ Qp},
where the multiplication is determined by i2 = −p, j2 = −u, ij = k = −ji([25]).
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Since we are interested in nondegenerate isotropic quadratic forms over Qp, let
us summarize all such quadratic forms of rank ≥ 3.
Notations 4.2.11 (Standard Quadratic form). For a prime p, let u0 be a fixed
element of Zp such that (uo, p) = −1. The standard (isotropic) quadratic form Qpo
over Qnp of a given signature refer to one of followings:
1. n = 3
• x1x3 + αx22, α ∈ {1, uo, p, puo}.
2. n = 4

























• x1x4 + px22 + pux23
3. n ≥ 5
































4 + · · ·+ x2n−1




















5 + · · ·+ x2n−1
From now on, we fix the determinant of bilinear map
B(−→x ,−→y ) = BQ(−→x ,−→y ) = 1
2
(
Q(−→x +−→y ) −Q(−→x ) −Q(−→y ))




For a given quadratic form Q over QS, since Q consists of each quadratic form






gv ∈ SLn(Qv) : Q(gv−→x v) = Q(−→x v), −→x ∈ Qnv } .
We remark that there might be fewer types of orthogonal groups than those
of quadratic forms in Qnp . We give an example when n = 3 for later use. If we
take λ = d(Q), then the quadratic form λQ has the signature (d(λQ), ε(λQ)) =
(1, ε(Q)). Since SO(λQ) = SO(Q) for any λ ∈ Q∗p, it follows that any orthog-











3) if (p, p) = 1 respectively).
Let us introduce two subgroups of SO(Qo) for the standard isotropic quadratic
form Qo with a given signature σ = ((p, q),
∏
p∈Sf(dp, εp)) which will be play
important roles in the proof of the main theorem. The first subgroup is commonly
contained in SO(Qo) for every signature σ defined as
A = { at ∈ SO(Q) : t = (t0, t1, . . . , ts) ∈ R× Zs }
=
{




i , 1, . . . , 1, p
−ti
i )




For the parameter t = (t0, t1, . . . , ts), we will denote T = (e
t0 , p−t11 , . . . , p
−ts
s )




Another significant subgroup of SO(Qo) is a maximal compact subgroup. Re-
call that in the real case, a maximal compact subgroup K0 of SO(Q
0
o) is unique
up to an inner automorphism and we will think of K0 as SO(n) ∩ SO(Q0o) which
is isomorphic to SO(p)× SO(q).
In the p-adic case, it is known that there are possibly many (isomorphic classes
of) maximal subgroups in p-adic linear groups. However, the subgroup SLn(Zp) ⊂
SLn(Qp) plays a role of SO(n) ⊂ SLn(R) in the sense that the linear action of
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SLn(Zp) on Qnp preserves the p-adic norm of Qnp given by
||−→x p|| = max{|xi| : −→x p = (x1, . . . , xn)}, −→x p ∈ Qnp .
We will check later that if the action ∧i(SLn(Zp)) on the i-th exterior power
∧i(Qnp) preserves the norm of ∧i(Qnp) for each i = 1, . . . , n.
It is a fact that the intersection SLn(Zp)∩SO(Qpo) is a maximal compact sub-
group of SO(Qp) and we denote it by Kp. Then a maximal compact subgroup K
of SO(Q) is the product
∏
v∈S Kv.
As the orbit SO(p) × SO(q) of a nonzero vector −→v 0 in Rn, n = p + q, is
the product of two spheres r1S
p−1 × r2Sq−1, where r1 = (v21 + · · · + v2p)1/2 and
r2 = (v
2
p+1+ · · ·+ v2n)1/2, we can figure out the orbit of Kv of a nonzero vector
−→v p
in Qnp . We first recall Witt theorem.
Theorem 4.2.12 (Witt theorem). Let (V,B) be a finite-dimensional vector space
over an arbitrary field together with a nondegenerate symmetric or skew-symmetric
bilinear form. If f : U → U ′ is an isometry between two subspaces of V then f
extends to an isometry of V.
Proposition 4.2.13. Fix an arbitrary −→w p ∈ Qnp . Then Kp acts on {−→v p ∈ Qnp :
Q(−→v p) = Q(−→w p) and ||−→v p||p = ||−→w p||p} transitively.
Proof. For simplicity, let us denote Qp, Kp and
−→v p by Q, K and −→v , etc. We need
to prove that for given two vectors −→v 1 and −→v 2 in Qnp with the same p-norm and
the same quadratic value, there is an element k in K such that k.−→v 1 = −→v 2. For
convenience, we may assume that −→v 1 = −→e 1 and let −→v 2 = −→v ∈ Znp . Since the
same argument will be applied to both isotropic or nonisotropic vectors, we will
think of a quadratic form Q(x1, . . . , xn) as one of
u1x
2
1 + · · ·+ uix2i + p(ui+1x2i+1 + · · ·+ unx2n) or
x1x2 + u3x
2
3 + · · ·+ uix2i + p(ui+1x2i+1 + · · ·+ unx2n).
depending on the case we want to treat. Here ui’s are units in Zp.
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where B ′ and B ′′ are nondegenerate mod p.
The proposition demands to find a matrix k ∈ K satisfying that
(a) k.−→e 1 = −→v and
(b) tkBk = B.
Since Zp is the inverse limit of Z/pjZ, j → ∞, we will construct a chain kj ∈
GLn(Z/pj+1Z) such that
(a’) kj.−→e 1 = −→v mod pj+1,
(b’) tkjBkj = B mod pj+1 and
(c’) kj = kj+1 mod pj+1.
Then the inverse limit of (kj)∞j=0 will be an element satisfying the conditions
(a) and (b). Let us denote kj = k0 + pk1 + p
2k2 + · · ·+ pjkj.





depending on the size of B ′ and B ′′.
By the condition (a’), the first column −→v 0 of k0 is given by −→v mod p. We want






























By the assumption of our quadratic form, Q(pri(
−→e 1)) = Q(pri(−→v 0)), where





, we can get an isometry X0 satisfying that the first column is
pri(
−→v 0) and tX0B ′X0 = B ′ mod p. Since tX0B ′ is invertible, we should take Y0 as
0.Note that In this step, we can not determine Z0 and W0.
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Step2 j = 1. The matrix k1 =
(
X0 + pX1 Y0 + pY1
Z0 + pZ1 W0 + pW1
)
has the first column
































2 for some symmetric matrix C111 ,















Take any Z0 such that the first column is (vi+1, . . . , vn) and any W0 satisfying
tW0B
′′W0 = B
′′ mod p using Witt theorem. Then it suffices to show that there is







′′Z0 = 0 mod p.
Step3 We claim that for a given invertible symmetric matrix A and any sym-
metric matrix C, there is a solution X of the equation tXA+AX = C.
By considering the space of n by n matrices as a n2- dimensional vector space,
we can rewrite the above equation by;
A11 A12 · · · A1n





































a1n a2n · · · · · · ann

when A = (ast), i = j;
All entries are zero except j-th row is
(a1i, a2i, . . . , ani), i 6= j.
Since tXA + AX and C are both symmetric, after removing rows repeated(for
example, one of second row and (n+1)th row corresponding to c12 and c21) we get
a linear equation from (Z/pZ)n2 to (Z/pZ)n(n+1)/2. Furthermore, from the fact
that A is invertible, the rank of this reduced linear equation is exactly n(n+1)/2
which tells us that there is a solution X.






′′Z0 = 0 mod p has a
solution when C1, B
′, X0, B
′′, Z0 and the first column of X1 are given. That is,
the first n2 by n submatrix t(A11, . . . , An1) of the equation (1) is erased together
with the n variables [X]1. Before that, let us assume that the removed row among
the repeated rows in the above argument is always the former one. That is, in
the example, we will remove the second row and leave (n + 1)th row. Hence the
entries of the n(n + 1)/2 by n submatrix of the reduced matrix are zero except







′′Z0 = 0 mod p is n(n+1)/2−1. On the other hand c11 in the equa-
tion (4.2) can be also removed since it is determined by A11 and [X]
1. Therefore






′′Z0 = 0 mod p
holds, we can find a required matrix X1. However this follows from the fact that
Q(−→e 1) = Q(−→v ) = Q(−→v 0 + p−→v 1) mod p.






























































Hence we should find Xj, Yj, Zj−1 and Wj−1 inductively. Take any Zj−1 with
the first column t(vi+1j−1, . . . , v
n
j−1), where
−→v = −→v 0 + p−→v 1 + · · · + pj−→v j + · · · . Then
by step3 with the fact that B(−→v ,−→v ) =∑jk=0 pj (∑ki=0 B(−→v i,−→v k−i)) mod pj+1, we






































+ C12j mod p,




j are obtained from the equations of the formal level j−1(See
the step2).
Consequently, we can find k ∈ GL(n,Zp) such that tkBk = B. Since det k =
±1, k may not be an element of K. However we can easily find k ′ ∈ K from k
with k ′.−→e 1 = −→v using reflections in Qnp .
4.3 Integration on QS
We first recall a measure on a p-adic vector space Qnp which is an analogue
of the canonical volume form dx1 . . . dxn in a real vector space Rn and define a
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measure on a S-arithmetic space QnS as the product measure of measures on each
Qnv , v ∈ S. Moreover, we provide an appropriate measurement for parallelepipeds
of ZS-(sub)lattices and orbits of maximal compact subgroups of orthogonal groups
in QnS .
4.3.1 Measure on Qnp
Let µ be the measure on Qp which is invariant under translations, normalized
by µ(Zp) = 1. Then for a basic open set a−bp Zp in Qp, we have
µ(a+ p−bZp) = pb.
We can also integrate a real-valued function f : Qp → R with respect to µ. For
example, if we think of the p-norm | · | = | · |p as a function from Qp to {pz : z ∈





















We can define µ also by using an inverse limit of a counting measure on Z/p`Z,
that is, for any compact set Y ∈ Qp, if Y ⊆ p−rZp for some r ∈ Z, then
µ(Y) = lim




where Y` is the image of Y under the projection p
−rZp → p−rZp/p`Zp ∼= p−rZ/p`Z.
We equip Qnp with the product measure µn and denote it by dx1 · · ·dxn as
in the real space Rn. It is a fact that the change of variable formula also holds




Proposition 4.3.1. For g ∈ GLn(Qp), g∗(dx1 · · ·dxn) = detg dx1 · · ·dxn.















where d1, d2 and c are in Qp, it suffices to show when g is one of the above ma-
trices. For any basic open set (a1 + p
































































= |p−b1 ||p−b2 | = µ2
(
(a1 + p





























−b1Zp)× (a2 + p−b2Zp)
)
.
The proof for general dimensions can be easily extended.
We are now state the S-arithmetic Siegel integral formula describing the rela-
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tion between the Haar measure of SLn(QS)/SLn(ZS) and the translation-invariant
measure d−→v 1 · · ·d−→v n in QnS . Let f be a bounded function on QnS − {−→0 } whose










Lemma 4.3.2 ([15]). f̃ is integrable on SLn(QS)/SLn(ZS).
Then we can show the following.
Proposition 4.3.3. [S-arithmetic Siegel integral formula] Let f be a continuous
function with compact support on QnS−{
−→






where dg denote the normalized Haar measure of G/Γ .
Proof. Since f̃ is integrable, the map f 7→ ∫G/Γ f̃dg defines a positive linear func-
tional on Cc(QnS ), thus a Radon measure ν on QnS . Since ν is G-invariant, ν is
also G-invariant hence ν is decomposed by a linear combination of measures sup-
ported on G-invariant components(G-orbits of vectors in QnS ). In other words, ν
is of the form
∑
cI ⊗v∈S νQv , where νQv , v ∈ S, is either a Dirac detla measure
δ−→
0 v
or the translation-invariant(Lebesgue for v =∞) measure d−→v v respectively.
Note that all coefficients, except d−→v =∏v∈S d−→v v, are zero since an S-lattice ∆
does not contain a vector −→v with −→v v = 0 for some v ∈ S. Hence it suffices to show
that the coefficient of d−→v is one. Consider an increasing sequence of compactly
supported continuous functions fk approximating characteristic functions of {
−→v ∈
QnS : ||
−→v v|| ≤ (p1 · · ·ps)k}, k ∈ N. As k → ∞, f̃k goes to the volume of the set
{−→v ∈ QnS : ||−→v v|| ≤ (p1 · · ·ps)k}. Hence if we take f ′k = fk/ vol({−→v ∈ QnS : ||−→v v|| ≤
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which complete the proof of the proposition.
4.3.2 Norm of ∧i(QnS)
Recall that the inner product and its induced norm of the i-th exterior power
∧i(Rn) of Rn are defined by
< −→x 1 ∧ · · ·∧−→x i,−→y 1 ∧ · · ·∧−→y i >= det (−→x k · −→y j)1≤k,j≤i and (4.5)
||−→x 1 ∧ · · ·∧−→x i|| = (< −→x 1 ∧ · · ·∧−→x i,−→x 1 ∧ · · ·∧−→x i >)1/2 . (4.6)
for −→x k,−→y j ∈ Rn, where · is the usual inner product of Rn.
The norm (4.6) can be defined in a different way. Let {−→e 1, . . . ,−→e n} be the
canonical basis of Rn. One can easily check that the definition of (4.6) is equiva-
lent to the following; for −→x 1 ∧ · · ·∧−→x i, denote
−→x 1 ∧ · · ·∧−→x i =∑
J
aJ
−→e j1 ∧ · · ·∧−→e ji ,
where J = {1 ≤ j1 < . . . < ji ≤ n} and aJ ∈ R. Then we have that






Note that the group O(n) of linear maps preserving the norm on Rn also pre-
serves the norm on ∧i(Rn).
Now consider the i-th exterior power ∧i(Qnp). We also denote the canonical
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basis of Qnp by {
−→e 1, . . . ,−→e n}. As above, let
−→x 1 ∧ · · ·∧−→x i =∑
J
aJ
−→e j1 ∧ · · ·∧−→e ji ,
where aJ ∈ Qp. Then we can define the norm as follows:
||−→x 1 ∧ · · ·∧−→x i|| = max
J
{aJ}. (4.7)
Proposition 4.3.4. The action ∧i(SLn(Zp)) preserves the norm (4.7) on ∧i(Qnp).




kIaI|| for some kI ∈ Zp}
≤ max{|aI|p} ≤ ||v||
and ||kv|| ≥ ||v|| if we consider k−1 ∈ SLn(Zp).
4.3.3 Integration of submanifolds in Qnp
Now let us introduce volume forms of submanifolds in QnS inherited from the
volume form d−→v of QnS , mainly in order to measure the volumes of orbits of max-
imal compact subgroups of orthogonal groups in QnS . Since such maximal compact
subgroups are products of maximal compact subgroups at each place, in this sub-
section, it suffices to deal with volume forms of p-adic submanifolds in Qnp .
We will provide two equivalent definitions. Recall that any orbit of the p-
adic maximal compact subgroup Kp = SLn(Zp) ∩ SO(Qp) of SO(Qp) for a given
quadratic form Qp on Qnp is of the form
{−→w ∈ Qnp : ||−→w || = pc1 , Qp(−→w ) = c2},
where c1 ∈ Z and c2 ∈ Qp are some constants. Note that the above K-orbit is an
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open subset of the (n− 1)-dimensional p-adic variety in Qnp given by
{−→w ∈ Qnp : Qp(−→w ) = c2}.
Hence from now on, we will consider Y as a compact open subset of a d-
dimensional p-adic variety in Qnp or a parallelepiped Zp
−→v 1 ⊕ · · · ⊕ Zp−→v d where
−→v 1, . . . ,−→v d ∈ Qnp . Then Y is contained in p−rZnp for some r ∈ N.
Definition 4.3.5. Consider the projection π` : p
−rZnp → p−rZnp/p`Znp and let Y` =
π`(Y). Then the volume form νd defined over Y is defined as follow;
νd(Y) = lim
`→∞ #Y`pd` (4.8)
As in the real case, we can define the volume form of a p-adic submanifold by
describing the volume form of its tangent space.
Definition 4.3.6. Let Y be a parallelepiped Zp−→v 1⊕· · ·⊕Zp−→v d, where −→v 1, . . . ,−→v d
are linearly independent in Qnp . Then the volume form ν ′d of the parallelepiped is
defined as
ν ′d(Zp
−→v 1 ⊕ · · · ⊕ Zp−→v d) = ||−→v 1 ∧ · · ·∧−→v d||, (4.9)
where || · || is the maximum norm of ∧d(Qnp) given in (4.7).
The following proposition says that the relationship between the counting mea-
sure ν ′d and ν has many similarities with that of the volume form of a submani-
fold in Rn and the Lebesugue measure of Rn.
Proposition 4.3.7. [27, Theorem 9] Two measures νd and ν
′
d are equivalent.
We remark that since the norm in (4.7) is invariant under SLn(Zp), it implies
that SLn(Zp) is the set of elements in GLn(Qp) whose linear actions on Qnp are
rigid, which is the analogue of the action of O(n) ⊂ GLn(R) on Rn. That is to
say, we can think of columns of each element in SLn(Qp) as an ”orthonormal”










is an unbounded function in general. Since equidistribution theorems are usually
stated for bounded functions, we need a modification to apply them for unbounded
functions.
5.1 The rational subspace and the α-function
Let ∆ be an S-lattice in QnS and let
−→x 1, . . . ,−→x n ∈ QnS be an ZS-basis of ∆;
∆ = ZS−→x 1 ⊕ · · · ⊕ ZS−→x n.
We say that a subspace L ⊆ QnS is ∆-rational if the intersection L∩∆ is an S-
lattice in L, that is, L is a subspace of QnS generated by finite number of elements
in ∆. Suppose that L is i-dimensional and L ∩ ∆ = ZS−→v 1 ⊕ · · · ⊕ ZS−→v i. Define
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d∆(L) or simply d(L) as
d(L) = d∆(L) = ||




||(−→v 1)v ∧ · · ·∧ (−→v i)v||v, (5.1)
where || · ||v is defined in (4.6) for v = ∞ and (4.7) for v ∈ Sf. Note that d(L) is
the volume of the quotient space L/(L∩∆). If L = {
−→
0 }, we write d(L) = 1. Using
properties of the norm in ∧i(QnS ), we can show the following lemma.
Lemma 5.1.1. Let ∆ be an S-lattice in QnS and let L and M be two ∆-rational
subspaces. Then we have
d(L)d(M) ≥ d(L ∩M)d(L+M). (5.2)
Proof. We first examine that if L and M are ∆-rational, then L∩M and L+M are
also ∆-rational. Since a subspace of QnS is ∆-rational if and only if it is generated
by elements of ∆, L +M is clearly a ∆-rational subspace of QnS . On the other
hand, consider the projection map π : QnS → QnS/∆. Note that the projection image
π(H) of a subspace H in QnS is closed if and only if H ∩ ∆ is a lattice subgroup
in H, that is, H is ∆-rational. Since π is proper, if we set H = π−1(π(L ∩M)) =
π−1(π(L) ∩ π(M)), we can easily check that H is ∆-rational and H = L ∩M.
Let p : QnS → QnS/(L ∩M). Since d∆(H) = dp(∆)(p(H))d∆(L ∩M) for any ∆-
rational subspace H, the inequality (5.2) is equivalent to
dp(∆)(L)dp(∆)(M) ≥ dp(∆)(L+M).
Let {−→v 1, . . . ,−→v `} and {−→w 1, . . . ,−→wm} be bases of p(L) and p(M) consisting of
elements in p(∆) respectively. Since (p(L)∩p(∆))+(p(M)∩p(∆)) ⊆ p(L+M)∩p(∆),
dp(∆)(L)dp(∆)(M) = ||
−→v 1 ∧ · · ·∧−→v `|| ||−→w 1 ∧ · · ·∧−→wm||
≥ ||−→v 1 ∧ · · ·∧−→v ` ∧−→w 1 ∧ · · ·∧−→wm|| ≥ dp(∆)(L+M).
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Now let us define the α-function.





: L is a ∆-rational subspace of dimension i
}
,
where 1 ≤ i ≤ n and
α(∆) = max {αi(∆) : 0 ≤ i ≤ n} .
By definition, αi- and α-functions are ranged over the space of unimodular S-
lattices, however we prefer to think of them as functions on SLn(QS)/SLn(ZS).
Since we have a good knowledge of the behavior of αi- and α- functions on cusps
in SLn(QS)/SLn(ZS)(See Subsection 5.2, 5.3), the following S-adic Schmidt lemma
plays an important role in modifying equidistribution theorems.
Lemma 5.1.3 (S-adic Schmidt Lemma). Let f be a bounded function on QnS with
compact support. Then there exists a positive constant c = c(f) > 0 such that
f̃(∆) < cα(∆) (5.3)
for any S-lattice ∆ in QnS and the function f̃ defined in (4.4).
Proof. For any −→v ,−→w ∈ QnS , since Supp(f) is compact and ZS is discrete, there is
`(−→v ,−→w ) > 0 such that
||−→v ||# (Supp(f) ∩ (−→w + ZS.−→v )) ≤ `(−→v ,−→w ). (5.4)
Moreover, we can obtain that the set {(−→v ,−→w ) : # (Supp(f) ∩ (−→w + ZS.−→v )) > 0}
in QnS ×QnS is also compact so that there is
` := max−→v ,−→w∈Qnp `(
−→v ,−→w ) <∞.
Roughly speaking, the quantity ` is an analogue of the diameter of Supp(f) in
the real case. Note that ` depends only on the support of f.
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For any S-lattice ∆, let {−→v 1, . . . ,−→v n} be a ZS-basis of ∆ such that ||−→v j|| < 1
for 1 ≤ j ≤ i and ||−→v j|| ≥ 1 for i + 1 ≤ j ≤ n. Since the number of S-(sub)lattice
points are inversely proportional to the volume of the (sub)lattice parallelepiped,
by definitions of αi, α and `, it follows that
f̃(∆) ≤ ||f||∞# (∆ ∩ Supp(f))
≤ ||f||∞ max−→w∈∆# (−→w + ZS−→v 1 ⊕ · · · ⊕ ZS−→v i ∩ Supp(f))
·max−→w∈∆# (−→w + ZS−→v i+1 ⊕ · · · ⊕ ZS−→v n ∩ Supp(f))
≤ ||f||∞ (`iαi(∆)) · `n−i ≤ ||f||∞`nα(∆),
where ||f||∞ denotes the supremum of values of f.
5.2 The limit of K-orbit in ∧i(Qnp)
Since αi-functions are determined by the norm of ∧
i(QnS ), we are going to ex-
amine the limit of mean values of inverse of norms of atK-orbits of unit vectors
in ∧i(QnS ) as t → ∞(Proposition 5.2.4). Results of the real case can be found in
Section 5 in [6].
For p ∈ Sf, denote Kp = SLn(Zp) ∩ SO(Qp) for the basic quadratic form Qp




t, 1, . . . , 1, p−t) ∈ SLn(Qp) : t ∈ Z
}
. (5.5)
Theorem 5.2.1. [26, p-adic Implicit Function Theorem] Let X and Y be m- and
n-dimensional p-adic manifolds, x ∈ X, y ∈ Y and φ : X→ Y be a continuous func-
tion that is locally given by power series, such that φ(x) = y. Then the followings
are equivalent:
1. The rank of the linear map dxφ : TxX→ TyY is r.




φ(x1, . . . , xm) = (x1, . . . , xr, ψr+1(x1, . . . , xm), . . . , ψn(x1, . . . , xm)),
where ψr+1, . . . , ψn are analytic functions.
Lemma 5.2.2. Let V be a finite dimensional vector space over Qp and K be a
compact subgroup of GLn(V). Let W be a proper subspace of V such that for
any finite index subgroup K ′ of K and any subspace W ′ of W, K ′W ′ *W ′. Then
for any v ∈ V, the subset
tran(v,W) = {k ∈ K : kv ∈W} ⊆ K (5.6)
has Haar measure zero.
Proof. Denote a Haar measure on K by m. Since K is compact, m(K) <∞. Sup-
pose that m(tran(v,W)) is positive. Take W ′ ⊆W of the smallest dimension such
that m(tran(−→v ,W ′)) > 0. For each k ∈ K, set kW ′ = {k−→w : w ∈ W ′}. Clearly
kW ′ is also a proper subspace and for each k ′ ∈ K, we have tran(v, k ′W ′) =
k ′tran(v,W ′) and hence
m(tran(v, k ′W ′)) = m(tran(v,W ′))
for all k ′ ∈ K. If k ′W ′ 6= W ′, since k ′W ′ ∩W ′ has dimension strictly lower than
that of W ′, by minimality, the intersection
tran(v, k ′W ′) ∩ tran(v,W ′) ⊆ tran(v, k ′W ′ ∩W ′)
has measure zero. It implies that the subgroup {kW ′ : k ∈ K} if of finite index in
K and the subspace W ′ is K ′-invariant, which is a contradiction to the assumption
of the Lemma.
Lemma 5.2.3. Let ρ be an analytic representation of SLn(Qp) on a finite dimen-
sional normed space V over Qp such that any elements of ρ (SLn(Zp)) preserve the
norm of V. For g ∈ SLn(Qp) and v ∈ V, we will denote ρ(g)(v) by gv. Let K be
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a closed connected and compact subgroup of SLn(Zp) and let A be given in (5.5).
Assume that V has a decomposition V =W− ⊕W0 ⊕W+, where
W− =
{
v ∈ V : atv = ptv
}
,
W0 = {v ∈ V : atv = v} and
W+ =
{
v ∈ V : atv = p−tv
}
.
Let F be a closed subset of {v ∈ V : ||v|| = 1}. Suppose that the following con-
ditions are satisfied:
1. The subspace W− +W0 satisfies the assumption of Lemma 5.2.2;
2. There is a positive integer ` such that for any nonzero v ∈W−,
codim
{
x ∈ Lie(K) : xv ∈W−
}
≥ `. (5.7)








where m is the normalized Haar measure on K.
Proof. Let p : V → W+ ⊕W0 and p+ : V → W+ denote the natural orthogonal
projections. For any v ∈ V and r ≥ 0, let us consider the following subsets of K:
D(v, r) = {k ∈ K : ||p(kv)||p ≤ r} and
D+(v, r) =
{
k ∈ K : ||p+(kv)||p ≤ r
}
.
We would like to show that the Haar measure of D(v, r) is bounded by Cr`,
where C is uniform over all v ∈ F.
Let us define the Lie algebra Lie(K) as the tangent space of the p-adic mani-
fold K at point e. Consider the map fv : K→W+⊕W0 defined by fv(k) = p(kv).
Note that since K acts by linear transformations, the derivative of fv at the iden-
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tity is given by
defv(x) = p(xv), x ∈ Lie(K) = TeK. (5.9)
For every v ∈ V, set
Lv = {x ∈ Lie(K) : xv ∈W−} = kerdefv.
For k ∈ K, also define the map mk : K → K by mk(k ′) = k ′k. Note that
mk(e) = k and demk : TeK → TkK is an isomorphism. On the other hand, for
k, k ′ ∈ K, we have
fkv(k
′) = p(k ′kv) = fv(k
′k) = (fv ◦mk)(k ′),
implying that fkv = fv ◦mk. Hence, by the chain rule
defkv = de(fv ◦mk) = dk(fv) ◦ demk,
showing that
rankdefkv = rankdkfv.
From the assumption, if fv(k) = 0, then kv ∈W−, hence by the assumption of
the theorem, codim kerdefkv ≥ `, which implies that codim kerdkfv ≥ `.
We know that if f : U→ V is an analytic function, then the map x 7→ rankdxf
is lower semi-continuous:
lim inf
y→x rankdyf ≥ rankdxf.
This implies that for every v ∈W−, there exists an open subset U containing
[v] ∈ P(V) such that for [w] ∈ U, we have codim kerdkfw ≥ `. Since P(W−) can
be covered with finitely many of these open sets, there is ε > 0 such that an ε-
neighborhood of P(W−) in P(V) over which the same holds, i.e. if ‖p(kv)‖ ≤ ε‖v‖,
then the map fv has a rank at least `.
By the implicit function theorem, for any k ∈ K for which ‖p(kv)‖ ≤ ε‖v‖, we
can choose local coordinate systems for Uk ⊂ K at k and for W+ ⊕W0 in which
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fv|Uk takes the form:
fv(u1, . . . , um) = (u1, . . . , u`, ψ`+1, . . . , ψm ′),
where m = dimK, m ′ = dimW0 + dimW+ and ψj(u1, . . . , um) is an analytic
function for j = `+ 1, . . . ,m ′ depending smoothly on v.
If r ≤ ε, for such a neighborhood Uk, k ∈ D(v, r), there is a nonnegative α =
α(k) satisfying that;










m (D(v, r)) .












We will now have to consider the set
D+(v, 0) = {k ∈ K : p+(kv) = 0} = {k ∈ K : kv ∈W0 ⊕W−}.
By Lemma 5.2.2, we know that m(D+(v, 0)) = 0. We claim that this and the
compactness of F imply that
lim
r→0 supv∈F m(D+(v, r)) = 0. (5.11)
Otherwise, pick a sequence rn → 0, and vn ∈ Q such that m(D+(vn, rn)) > ε




ε ≤ m({k : ‖p+(kvn)‖ ≤ rn}) ⊆ m({k : ‖p+(kv)‖ ≤ rn + ‖vn − v‖}).
Since rn + ‖vn − v‖→ 0, we obtain m(D+(v, 0)) ≥ ε, which is a contradiction.































On the other hand, since at|W+ = p
−t IdW+ , we get that ||atkv||
s ≥ pts||p+(kv)||s
























< ε0/3 and m (D
+(v, r1)) r
−s < ε0/3. Then we can take t
′ > 0





We now consider the i-th exterior power ∧i(Qnp) and let ρi be the i-th exterior
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v ∈ Vi : atv = ptv
}
= 〈{−→e 1 ∧−→e j2 ∧ · · ·∧−→e ji : 1 < j2 < · · · < ji < n}〉 ,
W0i = {v ∈ Vi : atv = v}
= 〈{−→e j1 ∧ · · ·∧−→e ji : 1 < j1 < · · · < ji < n}〉
⊕
〈{−→e 1 ∧−→e j2 ∧ · · ·∧−→e ji−1 ∧−→e n : 1 < j2 < · · · < ji−1 < n}〉 and
W+i =
{
v ∈ Vi : atv = p−tv
}
=
〈{−→e j1 ∧ · · ·∧−→e ji−1 ∧−→e n : 1 < j1 < · · · < ji−1 < n}〉
with the standard basis {−→e 1, . . . ,−→e n} of Qnp . Then we can show the following
proposition.
Proposition 5.2.4. Let Qp be the standard quadratic form on Qnp , n ≥ 4 with






i be as before. Let K = K
p
be the maximal compact subgroup SLn(Zp) ∩ SO(Qp). For each Vi, define
F(i) =
{−→x 1 ∧−→x 2 ∧ · · ·∧−→x i : −→x 1,−→x 2, · · · ,−→x i ∈ Qnp} ⊂ Vi (5.13)













αi is one of {±1,±u0,±p,±u0p}, i = 2, 3 and u0 ∈ Zp is such that (u0, p) = 1.










































































 (x −→e 1 ∧−→e 2 + y −→e 1 ∧−→e 3 + z −→e 2 ∧−→e 3)
= x −→e 1 ∧−→e 2 + 2α2u2x −→e 1 ∧−→e 4 − α2u22x −→e 2 ∧−→e 4










 (x −→e 1 ∧−→e 2 + y −→e 1 ∧−→e 3 + z −→e 2 ∧−→e 3)
= x −→e 1 ∧−→e 2 − (u3x+ z) −→e 2 ∧−→e 3 + α3(u23x− 2u3z) −→e 2 ∧−→e 4
+ y −→e 1 ∧−→e 3 − 2α3u3y −→e 1 ∧−→e 4 − α3u23y −→e 3 ∧−→e 4.
Note that if K ′ is a finite index subgroup of K, then it is open in K and K ′
always intersects U2 and U3. The above computation shows that the subspace
W−i +W
0
i of Vi, for any i, satisfies the assumption of Lemma 5.2.2 with respect
to K. Moreover, from the fact that subgroups U2 and U3 are defined near the
identity, we obtain the condition (5.7) at least for ` = 2 of Lemma 5.2.3.








for any i. Now let us show that (5.14) holds for general quadratic forms when
n ≥ 4.
Let Qp be the standard quadratic form on Qnp of general dimension greater






p) induced by the following injection from Q4p into Qnp ;
−→e 1 7→ −→e 1,
−→e 2 7→ −→e j2 ,
−→e 3 7→ −→e j3 ,
−→e 4 7→ −→e n.
(5.17)
Clearly, the embedding ι(j2, j3) maps subgroups U2(Zp) and U3(Zp) into the
maximal subgroup K of SO(Qp). Then for any v ∈W−i +W
0
i , we can find an appro-
priate embedding ι(j2, j3) so that orbits ι(j2, j3)(U2(Zp)).v and ι(j2, j3)(U3(Zp)).v
escape the subspace W−i +W
0
i except the identity. Therefore by the same argu-
ment with the case n = 4, we can come to a conclusion (5.14).
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5.3 Behavior of the α-function
Recall that for a given quadratic form Q on QnS , A and K be subgroups of
SO(Q) given by








i , 1, . . . , 1, p
−ti
i )
: t = (t0, t1, . . . , ts) ∈ R× Zs
}
and








We now study the behavior of the α-function in the direction at as t → ∞.
As mentioned before, t→∞ if and only if each ti goes to infinity, 0 ≤ i ≤ s. We
also denote t  to or T = (et0 , pt11 , . . . , p
ts
s )  To = (e(to)0 , p
(to)1
1 , . . . , p
(to)s
s ) when
ti > (to)i for each 0 ≤ i ≤ s.
Lemma 5.3.1. Let A and K be as above. Suppose that the signature of the real
quadratic form is (p, q) with p > 3. Then for any s, 0 < s < 2 and any c > 0,















Proof. For given c > 0, by Proposition 5.2.4 one can find t ∈ R>0 × Ns such that




















For a given S-lattice ∆ in QnS and each i, there exists a ∆-rational subspace Li




















Define Ψi by the set of ∆-rational subspaces L of dimension i with d∆(L) <
ω2d∆(Li). We will show the inequality (5.18) by dividing cases when Ψi = {Li}
and when Ψi 6= {Li}. First assume that Ψi = {Li}. Then by (5.22),
datk∆(atkL) = ||atkv|| ≥ ω−1||v|| = ω−1d(L)
≥ ωd(Li) = ω||v ′|| ≥ ||atkv ′|| = datk∆(atkLi), (5.23)
where v and v ′ are wedge products of ZS-generators of L and Li respectively. By








Now we assume that Ψi 6= {Li}. Let M be an element of Ψi different from L.
Suppose that dim(M + Li) = i + j for some j > 0. Using Lemma 5.1.1 and the
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inequality (5.22), we get that for any k ∈ K,


















Therefore we get the result (5.18) by combining (5.24) and (5.25).





pλ1 , pλ2 , . . . , pλn
)
∈ GLn(Qp) : λ1 ≤ λ2 ≤ · · · ≤ λn, λi ∈ Z
}
.
For any g ∈ GLn(Qp), consider the Cartan decomposition g = k1(g)d2(g)k2(g),
k1(g), k2(g) ∈ GLn(Zp) and d(g) ∈ D+n . We will denote λi(g), 1 ≤ i ≤ n when
d(g) = diag
(
pλ1(g), pλ2(g), . . . , pλn(g)
)
.
Proposition 5.3.2. Let U be a neighborhood of e in SLn(Zp) given by;
U = {g ∈ SLn(Zp) : ||g− e|| < 1} , (5.26)
where || · || is the maximum p-norm of Mn(Qp) ∼= Qn
2
p . Then for any k ∈ U and
d, d ′ ∈ D+n ,
λi(dkd
′) = λi(d)λi(d
′) for 1 ≤ i ≤ n. (5.27)
Proof. We first note that ||pλ1(g)|| = ||g||. Let us denote (i, j)-entry of g by gij.
Let d = diag
(
pλ1 , . . . , pλn
)
and d ′ = diag(pλ
′
1 , . . . , pλ
′




















Consider the representation ρi of GLn(Qp) on the i-th exterior product ∧i(Qnp)





J = {1 ≤ j1 < · · · < ji ≤ n}
K = {1 ≤ k1 < · · · < ki ≤ n}
}
, (5.29)
where gJK = (gjskt)1≤s,t≤i. Since the element of GLn(Zp) does not change the p-
norm of ∧i(Qnp),
||pλ1(g)+···+λi(g)|| = ||ρi(g)||.




































pλ1 , pλ2 , . . . , pλn
)




Corollary 5.3.3. Let H be a simply connected simple algebraic group in GLn(Qp)
and K a maximal compact subgroup SLn(Zp)∩H of H. For any at = diag(p−t, 1, . . . , 1, pt)
and as = diag(p





Proof. Consider the Cartan decomposition of H(see Theorem 3.14 in [21]). Then
for any g ∈ H, there exist k1(g) and k2(g) in K such that
atgas = k1(g)diag
(
pλ1(atgas), . . . , pλn(atgas)
)
k2(g).
Take a neighborhood U of K satisfying the condition of Proposition 5.3.2. Then
diag
(




pλ1(atas), . . . , pλn(atas)
)
= atas,
hence we get the result.
Proposition 5.3.4. Let H = SO(Q) and K = O(n)×
∏
p∈Sf SLn(Zp) ∩ H. Let F
be a family of strictly positive functions on H having the following properties:
(a) There exists a neighborhood V(λ), λ > 1 of the identity in H such that for any
f ∈ F ,
• λ−1f(h) < f(gh) < λf(h) for any h ∈ H and g ∈ V(λ) and
• diag
(
p−1, 1, . . . , 1, p
)
∈ V(λ) for each p ∈ Sf,
where we consider diag
(
p−1, 1, . . . , 1, p
)
∈ SO(Qp) as the element of SO(Q);
(b) The functions f ∈ F are left K-invariant, that is, f(Kh) = f(h), h ∈ H and
(c) supf∈F f(1) <∞.
Then there exists 0 < c = c(F) < 1 such that if for any Q-linearly independent
t0, . . . , ts  0 and b > 0 there exists B = B(t0, . . . , ts, b) < ∞ with the following
property: If f ∈ F and∫
K
f(atjkh)dm(k) < cf(h) + b, 0 ≤ j ≤ s (5.32)





for any τ > 0.





and F̃ := {f̃ : f ∈ F }, then properties (a), (b) and (c) also hold for F̃ . Hence we
may assume that for any f ∈ F and h ∈ H,
f(KhK) = f(h) (5.33)
and we need to show that
sup
τ0
f(aτ) < B. (5.34)
By corollary 5.3.3 and Lemma 5.11 in [6], we can take a neighborhood U of
the identity in H such that atUaτ ∈ KV(λ)ataτK for any t  0 and τ  0. By














m(U ∩K)f(h) + b, 0 ≤ j ≤ s (5.36)





′, 0 ≤ j ≤ s, (5.37)
where b ′ = 2b/m(U ∩ K). Let Θ be a semigroup generated by t0, . . . , ts. By the
assumption, we can take a subset P = {(τ0, τ1, . . . , τs) : 0 ≤ τj ≤ rj, 0 ≤ j ≤ s} of
R× Zs such that {t ∈ R× Zs : t  0} ⊆ PΘ.
Since diag(e−τ0 , 1, . . . , 1, eτ0), 0 ≤ τ0 ≤ r0 belongs to V(λ)i for some i, where
V(λ)1 = V,V i(λ) = V(λ)V(λ)i−1 and by the second assumption of the condition
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≤ λk = b ′′ <∞. (5.38)
Now we claim that for any τ  0,
f(aτ) ≤ 2b ′′max{f(1), b ′, 1}. (5.39)
For this, observe that for any τ  0, there exist η ∈ P and (`0, `1, . . . , `s) ∈ Ns+1
so that τ = η+ (`0t
0+ `1t
1+ . . .+ `st
s). We will use the induction on ` =
∑s
j=0 `s.
If ` = 0, then it is done. If ` > 0, there is `i > 0 so that by (5.37) and (5.38),










≤ 2b ′′max{f(1), b ′, 1}.
Theorem 5.3.5. Let K be given in Proposition 5.3.4. Assume that the signature







The upper bound is uniform as ∆ varies over compact sets in the space of S-
lattices.
Proof. Define functions f0, f1, . . . , fn on H = SO(Q) by
fi(h) = αi(h∆), h ∈ H.
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Let us check that f0, f1, . . . , fn have the properties (a), (b) and (c).
Since we consider the action of H on ∧i(QnS ), 0 ≤ i ≤ n, the fact that an
element of K preserves the norm of ∧i(QnS ) shows that each fi is left K invariant.
For any λ > 1, we can take V(λ) as the subset of H consisting of element whose
nonzero minors are entirely laid in (λ−1, λ). Moreover, if we set λ = 2p1 · · ·ps,
where Sf = {p1, . . . , ps}, each element diag(p
−1




fi(1) = max { minors of ∆ } <∞.
From Lemma 5.3.1 with h∆, for any i, 0 < i < n and h ∈ H, we can find









s/2 , t = t0, . . . , ts. (5.42)




















since εi(n−i)fsi < fε,s, f0 = 1 and fn = d(λ)
−1, by putting ε = c/(2nω2) in (5.43),
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we have the inequality (5.32) of Proposition 5.3.4.∫
K






= cfε,s + 1+ d(∆)
−1. (5.44)
Let C be an arbitrary compact set of unimodular S-lattices ∆ and consider F is a
family of fε,s for each ∆ ∈ C. Then F has properties of Proposition 5.3.4 with a
neighborhood V(λ) = ∩∆∈CV∆(λ) of the identity in H for λ = 2p1 · · ·ps and (5.44)
tells that fε,s ∈ F shares the constant c and b. Take c small enough so that the
inequality (5.36) is satisfied. Since αi(h∆)
s ≤ ε−i(n−i)fε,s(h), by Proposition 5.3.4,
we conclude that there exists a constant B > 0 such that for each i, all t  0 and







Recall that for a given quadratic form Q of signature σ = {(p, q)}×
∏
p∈Sf(dp, εp),
there is the standard quadratic form Qo(See 4.2.11) such that Q(
−→x ) = Qo(g−→x )
for some g ∈ G = SLn(QS). Consider the orthogonal subgroup H = SO(Qo) of Qo







6.1 p-adic analogue of the Jf function
In this section, we define a p-adic analogue of Jf function which is introduced
at Section 3 in [6] for real. In the following two propositions, we denote Qpo, Kp
and a(tp) ∈ Hp = SO(Qpo) by Qo, K and at ∈ H respectively.
Let π1 : Qnp → Qp be the projection to the first coordinate and Qnp,+ be the
set {−→x ∈ Qnp : π1(−→x ) 6= 0}
Proposition 6.1.1. Let f be a continuous function of compact support on Qnp,+
which satisfies
f(ux1, x2, . . . , xn−1, u
−1xn) = f(x1, x2, . . . , xn),
−→x ∈ Qnp,+ (6.1)
for any unit u ∈ Up = Zp − pZp and ν be a non-negative continuous function on
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Unp = Znp − pZnp such that
ν(u−→x ) = ν(−→x ), −→x ∈ Unp (6.2)
for any unit u ∈ Up. Let Jf be a function on
(










f(p−r, x2, . . . , xn−1, xn)dx2 · · · dxn−1, (6.3)
where in the integral, xn = p
r (ζ−Qo(0, x2, . . . , xn−1, 0)). Then for any ε > 0,
there is tp > 0 such that for t > tp and every




−→v )ν(k−1−→e 1)dm(k) − Jf( pt
||−→v || , ζ
)
ν(||−→v ||−→v )∣∣∣∣ < ε, (6.4)
where c(K) = vol(K.−→e 1)/(1− 1/p) and m is the normalized Haar measure on K.
Proof. Let πi be the ith coordinate projection of Qnp . By the assumption, the sup-











where k, k ′, ki ∈ Z and k > k ′. Since ap(t) = at = diag
(




−→w ) 6= 0 for t+ k ′ > max{k2, . . . , kn},
||−→w || = |π1(−→w )|. (6.6)
Since the maximal compact subgroup K = SL(n,Zp)∩SO(Qo) is norm-preserving,
for any δ ′ > 0, we can take t ′ > 0 such that if f(atk
−→v ) 6= 0 and t > t ′,
|||−→v ||(k−→v ) − u(π1(k−→v ))−→e 1| < δ for a unit u(π1(k−→v )) ∈ U . Then,∣∣∣||−→v ||−→v − k−1(u(π1(k−→v ))−→e 1)∣∣∣ = ∣∣∣||−→v ||−→v − u(π1(k−→v ))(k−1−→e 1)∣∣∣ < δ ′. (6.7)
Take δ ′ > 0 small enough so that if t > t ′, by (6.2), the following inequality
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holds. ∣∣∣ν(k−1−→e 1) − ν(||−→v ||p−→v )∣∣∣ < ε. (6.8)
On the other hand, we can take t ′′ > 0 such that for a given δ ′ > 0, if t > t ′′,∥∥∥∥atk−→v − ( 1||−→v ||pt · u(k−→v ), π2(k−→v ), . . . , πn−1(k−→v ), vnu(k−→v )−1
)∥∥∥∥ < δ1,















By (6.1) and taking δ ′′ > 0 small enough, we can take t ′′ > 0 so that for
t > t ′′, ∣∣∣∣f(atk−→v ) − f( 1||−→v ||pt, π2(k−→v ), . . . , πn−1(k−→v ), vn
)∣∣∣∣ < ε. (6.9)
By considering the relation between the normalized Haar measure on K and a
K-invariant measure of the orbit K.−→v , together with estimation (6.7) and (6.9), we
can approximate the integral in (6.3) by the integration on K.(||−→v ||−1−→e 1) ⊂ Qnp ;
for t > max{t ′, t ′′},∣∣∣∣∫
K
f(atk
−→v )ν(k−1−→e 1)dm(k) (6.10)
−
∫
K.(||−→v ||−1−→e 1) f
(
1
||−→v ||pt, π2(k−→v ), . . . , πn−1(k−→v ), vn
)
ν(||−→v ||−→v )dµ∣∣∣∣∣ ≤ ε,
where µ is the normalized Haar measure on K.(||−→v ||−1−→e 1).
Recall that the orbit K.−→v is given by
K.−→v = {−→w ∈ Qnp : ||−→w || = ||−→v || and Q0(−→w ) = Q0(−→v )} .
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Then K.−→v ∩ Suppf(at·) is contained in the set{−→w ∈ Qnp : w1 ∈ p−t0Zp\p−t0+1Zp, wi ∈ p−kiZp, wn ∈ pt+knZp} ,
where ||−→v || = pt0 . (Note that k ′ < t0 − t < k.)
Take tp > 0 large enough such that tp > max{t
′, t ′′} and if t > tp, the vol-
ume form of the orbit K.(||−→v ||−1−→e 1) near Suppf(at·) can be approximated by
dx1 · · ·dxn−1(See Subsection 4.3.3). When −→w ∈ K.−→v ∩ Suppf(at·), using (6.1),
we can show that
f(atk
−→v ) = f(w1pt, w2, . . . , wn−1, 1
w1
(




















pt, w2, . . . , wn−1, ||w1||
(





where ζ = Qo(
−→v ) and w1 = ||w1||u(w1). We see that vn = ||w1||(ζ−Qo(0,w2, . . . , wn−1, 0))p−t.
Hence (6.10) and the above argument shows that if t > tp,∣∣∣∣∫
K
f(atk
−→v )ν(k−1−→e 1)dm(k) (6.11)
−
1






||−→v ||ppt, x2, . . . , xn−1, vn
)
×
ν(||−→v ||p−→v )dx1 · · · dxn−1| < ε
Since vol(K.(||−→v ||−1−→e 1)) = (||−→v ||)n−1 vol (K.−→e 1) = pt0(n−1) vol (K.−→e 1) and by
integrating on the first variable, the right integration in (6.11) is
1− 1/p






||−→v ||ppt, x2, . . . , xn−1, vn
)
ν(||−→v ||p−→v )dx2 · · · dxn−1.
Putting p−r = pt/||−→v ||p on Jf(p−r, ζ), we get (6.4).
Proposition 6.1.2. [15] Suppose h is a real-valued continuous function of com-
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h(pt−→v , Qo(−→v ))d−→v







h(p−zk−→e 1, ζ)dζdm(k), (6.12)
where vol = voln−1 denote the (n− 1)-dimensional volume in Qnp .
Proof. Note that Qnp =
∑∞










































(−→v , p−2tQo(−→v ))d−→v ,
where 1A is a characteristic function of A and the last equality holds because the
summation over z is actually a finite sum. Hence we may assume that
h = 1A · 1B for A ⊆ p−zUnp and B ⊆ p−z0Zp.
Since such a function h is approximated by characteristic functions of subsets
induced from the projection πk : p
−zZnp(p−z0Zp) → p−zZnp/pkZnp(p−z0Zp/pkZnp) so
that we further assume that there is k 0 such that
−→v ∈ A⇔ −→v + pkZnp ⊂ A,
ζ ∈ B⇔ ζ+ pkZp ⊂ B.
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1({−→v ∈Qnp :||−→v ||=pz,−→v ∈A,p−2tQo(−→v )∈B})(−→v )d−→v
Now consider −→v ′ = p−z−→e 1+Qo(−→v )pz−→e n = p−z−→e 1+xn−→e n and choose to  k
so that if t > to and p
−2tQo(
−→v ) ∈ B, then
||Qo(
−→v )pz|| < pz so that ||−→v ′|| = ||−→v || = pz.
By transitivity of K, there is k ∈ K such that k−→v = −→v ′. We claim that
dx1 · · ·dxn = vol(K.−→e 1)p−2t−zdm(k)dζ, (6.13)
where ζ = p−2tQo(
−→v ). For this, again by transitivity of K, it suffices to show that
the equality (6.13) holds on the local domain U = {(x1, . . . , xn) : |x1| = p
z, |xi| <
|x1|, 2 ≤ i ≤ n}. Then the local coordinate of K.−→v ′ ∩U is given by
(x1, x2, . . . , xn−1, xn) =
(
p−zu, x2, . . . , xn−1, p
zu−1(p2tζ−Qo(0, x2, . . . , xn−1, 0))
)
,
where u ∈ Up. By change of variables,
dx1 · · ·dxn = p−2t−zdx1 · · ·dxn−1dζ
and we have the equality
dx1 · · ·dxn−1dζ = vol(K.−→e 1)dm(k)dζ,




1({−→v ∈Qnp :||−→v ||p=pz,−→v ∈A,p−2tQo(−→v )∈B})(−→v )d−→v =
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1(A)](p−z k−1−→e 1) · 1B(ζ)(vol(K.(p−z−→e 1))p−2t−zdm(k)dζ)





−z k−1−→e 1) · 1B(ζ)dm(k)pz(n−2)dζ,
which shows the lemma.
6.2 S-arithmetic Result
Recall that we denote t = (t0, t1, . . . , ts) ∈ R × Zs, T = (et0 , pt11 , . . . , p
ts
s ) and




Theorem 6.2.1. Let O(σ) = O(p, q, d(Sf), ε(Sf)) denote the space of quadratic
forms Q on QnS such that
1. sign(Q0) = (p, q) and the discriminant of Q0 = (−1)
q,
2. sign(Qj) = (dj, εj) and the discriminant of Qj is dj.
Let I(a, b) be a set of QnS given by






and D be a compact subset of O(σ). If the signature of real quadratic form is
(p, q) with p ≥ 3, then there exists a constant c depending only D, I(a, b) and Ω
such that for any Q ∈ D and all t  0,∣∣∣ZnS ∩ VQI(a,b) ∩ TΩ∣∣∣ < c|T |n−2.
Proof. We can take a compact set C ⊂ G so that every quadratic form in D is
of the form Qgo for some g ∈ C. Since C is compact, there exists β such that for
every g ∈ C and every −→v ∈ QnS , β−1||−→v v||v ≤ ||−→v v|| ≤ β||−→v v||v for every v ∈ S. Let
ε > 0 be given and g ∈ C be arbitrary. Choose a continuous non-negative function
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f =
∏n
v=0 fv on QnS of compact support so that Jfv ≥ 1 + ε on [β−1, 2β] × [a0, b0]
if v = ∞ and Jfv ≥ 1 + ε on [β−1, pβ] × (av + pbZp) if p ∈ Sf. Then if −→v ∈ QnS
satisfies
et0 ≤ ||−→v 0|| ≤ 2et0 ,a0 ≤ Q0o(g0−→v 0) ≤ b0 if v =∞ and (6.14)
||−→v v|| = ptp ,Qvo(gp−→v p) ∈ ap + pbpZp if p ∈ Sf,
then Jf0(||g0
−→v 0||e−t0 , Q0o(g0−→v 0))∏p∈Sf Jfp(||gp−→v p||−1ptp , Qvo(gp−→v p)) ≥ 1 + ε. By





−→v )dm(k) ≥ 1
if −→v satisfies (6.14). By summing over −→v ∈ ZnS , we get that∣∣∣∣∣∣ZnS ∩ VQI(a,b) ∩











−→v )dm(k) = c(K)|T |n−2 ∫
K
f̃(atkg)dm(k).
Proposition 6.2.2. Let f =
∏
v∈S fv be a product of non-negative continuous
functions fv such that the support of fv is on Qnv,+ and fv satisfies the property
(6.1) when v ∈ Sf. Let ν =
∏
v∈S νv be a product of positive continuous functions
νv such that for each v ∈ S, νv is defined on {−→x ∈ Qnv : ||−→x ||v = 1}. Suppose that
the signature of real quadratic form is (p, q) with p ≥ 3. Then for given ε > 0



















−→v p||p, Qpo(gp−→v p)),




Proof. Since Jf =
∏
v∈S Jfv has compact support, by Theorem 6.2.1 for given g ∈
G, the number of −→v ∈ ZnS such that Jf(g,−→v , t)ν(g,−→v ) 6= 0 is bounded by c|T |n−2
for some c > 0. Moreover, since supremum norms ||fv||∞ and ||Jfv ||∞ for each v ∈ S
are bounded, by Lemma 6.1.1 and Lemma 3.6 in [6], there exists To  0 such that∣∣∣∣Jf(g,−→v , t)ν(g,−→v ) − c(K)|T |n−2 ∫
K









≤ |T |−(n−2) · ε/c · c|T |n−2 = ε.
Lemma 6.2.3. Suppose f = f0 ×
∏
p∈Sf fp be a continuous function of compact
support on QnS,+, ν = ν0×
∏
p∈Sf νp a non-negative continuous function on S
n−1×∏
p∈Sf Up defined in Proposition 6.1.1. Let h be a product h0×
∏
p∈Sf hp of func-
tions, where h0 = Jf0(||
































as T goes to infinity.
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Proof. After applying the S-arithmetic version of Siegel integral formula, it suffices
to show the following of the p-adic version of the proof of Lemma 3.9 in [6]. Since
for any unit u,∫
Qn−1p
f(p−r, x2, . . . , xn−1, xn)dx2 · · ·dxn =
∫
Qn−1p
f(p−ru, x2, . . . , xn−1, xn)dx2 · · ·dxn,
we have that∫
Qnp
















Since p−rxn +Q0(0, x2, . . . , xn−1, 0) = ζ and p
rdxn = dζ so that∫
Qnp















This and Proposition 6.1.2 show (6.15).
Lemma 6.2.4. Let Ω be a set defined in (1.13). Then there exists a constant
λ = λQ,Ω so that as T →∞,
vol(VQ
I(a,b) ∩ TΩ) ∼ λQ,Ωµ(I(a, b))|T |
n−2,
where µ is the Haar measure on QS.
Proof. Since the set Ω is the product of Ωv ⊂ Qnv for each place v ∈ S, it suffices




vΩv) ∼ λQv,Ωv vol(prv(I(a, b)))(T
v)n−2
The real case follows from Lemma 3.8 (ii) in [6]. Suppose v = p ∈ Sf. We want
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to prove that
vol({−→v ∈ Qnp : Q(−→v ) ∈ a+ pbZp} ∩ p−tΩp) ∼ λQp,Ωpp−bpn−2 (6.16)
as t→∞. Recall that Ωp = {−→v ∈ Qnp : ||−→v || ≤ ρp(||−→v ||−→v )}, where ρ(u−→v ) = ρ(−→v )
for any −→v ∈ Unp and u ∈ Up. We know that there is an element g ∈ SLn(Qp)
such that Qp(−→v ) = Qpo(g−→v ). By changing g−1Ωp instead of Ω, we may assume
that Qp = Qpo. Note that ρ
′ which determines g−1Ωp also satisfies that ρ
′(−→v ) =
ρ ′(u−→v ) for u ∈ Up.
Let 1Ω̂p×(a+pbZp) be the characteristic function where
Ω̂p = {
−→v ∈ Qnp : ||−→v || = ρ(||−→v ||−→v )}.
We now apply Proposition 6.1.2 to sequences (hm), (h
′
m) of compactly sup-





m|∞ → 0 as m → ∞. Since hm, h ′m are compactly supported, by defi-
nition, limm→∞ L1(hm) = limm→∞ L1(h ′m). Hence
lim






t−→v , Q(−→v ))d−→v






−zk−→e 1)dm(k) = λQ,Ω̂pp−b.
By considering each piΩ̂ instead of Ω̂, i ∈ N and adding these quantities, we
can find a constant λQ,Ω satisfying (6.16).
Theorem 6.2.5. [15] Let Q be a quadratic form such that the signature of the
real quadratic form is (p, q) with p ≥ 3. Let φ be a continuous compactly sup-




p . Let D
be any compact set in G/Γ . Then for any ε > 0, there exist finitely many points
x1, . . . , x` ∈ G/Γ such that
1. the orbit Hx1, . . . ,Hx` are closed and have finite H-invariant measures,
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2. for any compact set F ⊆ D−∪`i=1Hxi, there exists to ∈ R>0×Ns so that for










∣∣∣∣∣ ≤ ε. (6.17)
Define
A(r) = {x ∈ G/Γ : α(x) ≤ r}. (6.18)
Using S-adic version of Mahler’s compactness criterion(See [12, Subsection 7.10],
we obtain that A(r) is compact for any r > 0.
Theorem 6.2.6. Let Q be a quadratic form such that the signature of the real
quadratic form is (p, q) with p ≥ 3. Then Theorem 6.2.5 holds for a continuous
function φ on G/Γ such that for some s, 0 ≤ s ≤ 2, there exists a constant C > 0
so that
|φ(∆)| < Cα(∆)s
for all ∆ in G/Γ .
Proof. We may assume that φ is nonnegative. For each r ∈ R>0, we choose a
continuous function gr on G/Γ such that 0 ≤ gr(x) ≤ 1, gr(x) = 1 if x ∈ A(r) and
gr(x) = 0 outside A(r+ 1). Then
φ(atkx) = (grφ)(atkx) + ((1− gr)φ)(atkx).
Following the proof of Theorem 3.5 in [6], let β = 2−s. Since ((1−gr)φ)(y) = 0
if y ∈ A(r),
((1− gr)φ)(y) ≤ C(1− gr)(y)α(y)2−β ≤ Cα(y)2−β/2(1− gr)(y)α(y)−β/2
≤ Cr−β/2α(y)2−β/2.
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By Theorem 5.3.5 and the fact that ||ν||∞ <∞ , there exists C ′ > 0 such that∫
K







On the other hand, since grφ is compactly supported, we can deduce from










∣∣∣∣∣ < ε/2, (6.20)
where dg is the normalized Haar measure on G/Γ .
Since grφ→ φ as r→∞, (6.19) and (6.20) show the theorem.
6.3 Proof of Main Theorem(Theorem 1.0.7)








−t−→v 0, Q0o(−→v 0))×∏
p∈Sf
hp(p
t−→v p, Qpo(−→v p))d−→v .
Before starting the proof, consider the space L of finite linear combinations of
functions of the form
Jf0(||
−→v 0||, ζ0)ν0(−→v 0/||−→v 0||)×∏
p∈Sf
Jfp(||
−→v p||, ζp)ν(||−→v p||−→v p),
where f0, fp are continuous compactly supported functions on Rn+, Qnp,+, p ∈ Sf
respectively and ν0, νp are non-negative continuous function on Sn−1, Unp respec-
tively. Note that the function Jf0×
∏
p∈Sf Jfp has the same values on the orbit K.
−→v
for each −→v ∈ QnS . By letting rv = ||−→v v||, we may consider Jf0 ×∏p∈Sf Jfp as func-
tions defined over (R×Zs)×QS and we can easily deduce that any continuous com-
pactly supported functions on (R×Zs)×QS are approximated by Jf0×
∏
p∈Sf Jfp for
some functions fv’s from Stone-Weierstrass Theorem(p-adic case, see [5]). It im-
97
Chapter 6. Jf-function and results
plies that for each x ∈ D, there are hx, h ′x such that for all −→v ∈ QnS and ζ ∈ QS,
hx(x




x)| < ε. (6.22)
where 1Ω̂ is the characteristic function of
Ω̂ =
{
−→v ∈ QnS : ρ0(−→v 0/||−→v 0||)/2 < ||−→v 0|| < ρ0(−→v 0/||−→v 0||) and
||−→v i|| = ρi(||−→v i||−→v i), 1 ≤ i ≤ s
}
(6.23)
By Proposition 6.2.2, theorem 6.2.6 and Proposition 6.2.3, there exist points
x1, . . . , x` ∈ G/Γ so that Hxi is closed, 1 ≤ i ≤ `, and for each compact subset F




−→v 0e−t0 , Q0o(g0−→v )∏
p∈Sf
hp(p







−→v 0e−t0 , Q0o(g0−→v )∏
p∈Sf
hp(p



























−t−→v 0, Q0o(−→v 0))×∏
p∈Sf
hp(p
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−t−→v 0, Q0o(−→v 0))×∏
p∈Sf
hp(p
t−→v p, Qpo(−→v p))d−→v − L(h)
∣∣∣∣∣∣ ≤ ε.
(6.25)
By approximating argument with hx, h
′
x with a suitable ε, for every θ > 0,
there exist finitely many points x1, . . . , x` with Hxi closed and for an arbitrary
compact subset F ⊆ D − ∪`i=1Hxi, there exists to ∈ R>0 × Ns such that for every
x = gΓ ∈ F and every t > to, we obtain
(1− θ) vol(VQ




I(a,b) ∩ TΩ̂| ≤ (1+ θ) vol(V
Q
I(a,b) ∩ TΩ̂).
By the argument of geometric series and Lemma 6.2.4, it follows that for suf-
ficiently large T , for every quadratic form Q corresponding x ∈ F ,
|ZnS ∩ V
Q
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국문초록
이 논문에서 우리는 동질 역학에서 특정 조건을 가진 비유계 함수에 대한 균질 분포
정리를 이용하여 이차 형식들의 기하 구조를 공부한다. 첫번째 주제는 임의의 중심점을
가지고 유계 계수를 가지는 타원체와 관련된 지수 합의 이차 평균값에 대해 연구이다.
일반적인 경우에 대해서는 하한 극한을 구할 수 있고, 만일 중심점이 디오판틴 타입일
경우 하한 극한이 상한 극한과 일치함을 보일 수 있었다. 이 결과는 마크로프(Marklof)
의 연구를 일반화한 결과이다.
두번째 주제는 S-산술 이차 형식에 대하여 정량적 오펜하임 추측을 일반화하였다.
QS의 임의의 열린 집합 I에 대하여, 우리는 노움 T를 가지고 이차 형식의 함수값이 I
에 포함되는 S-정수값을 가지는 벡터들의 갯수가 T가 무한대로 증가할 때 c(Q, I)Tn−2
로 근사한다는 것을 보일 수 있었다. 이 연구는 에스킨(Eskin), 마구리스(Margulis) 그
리고 모제스(Mozes)의 실수에서의 정량적 오펜하임 추측에 대한 결과를 일반화하였다.
주요어휘: 동질 동역학, 자코비 세타 합, 정량화된 오펜하임 추측, 비유계 함수의 고른
분포.
학번: 2009-20285
