See Belyaev [2] . In this paper, it is assumed throughout that (1.3) r(t) = l-Ct" + o(ta), as t -> 0 for some finite positive constant C, and a in (0, 2]. Of course a cannot be greater than 2, since then r(t) would not be positive definite. For upcrossings of the conventional type, it has been proved that p. = EN(x, t)/t = VC exp (-x2,W2 tt, where N(x, t) is the number of upcrossings in the interval (0, t]. As observed above, this expression is only meaningful if a = 2. See Cramer and Leadbetter [6, pp. 256-271] . In §2, a limiting form is found for p., when £-upcrossings are involved, and (1.3) holds.
It was shown by Volkonski and Rozanov [11] that for any A, 0<A<oo, (1.4) lim P{N(x, X/fi) = k} = e~KXk/k\, for k = 0, I,..., provided a uniform mixing condition holds. That condition involves the behavior of r(t) as / -> oo. It has been pointed out that the upcrossings constitute a regular stationary stream of events. See [6, pp. 222-227] . It is well known that in order that the number of events have the Poisson distribution, it is necessary and sufficient that on any set of nonoverlapping intervals, the numbers of events be mutually independent. This is, of course, not true for the upcrossings of a stationary Gaussian process. It is heuristically clear, though, that if events far removed in time tend to be less dependent, the independence condition may be approached in the limit. Hence the result (1.4). The mixing condition referred to above does indeed involve the weakening of dependence over time. However, it is a rather strict condition and it is quite difficult to verify. Remarking that this is so, Cramer [5] proved that this condition can be replaced by a simpler and weaker one. He assumed that (1.5) r(t) = 0(t-% for some ß>0, as t->co. Heuristically, it would be reasonable to suppose that a similar result would hold for £-upcrossings. That this is indeed so is the substance of §3. The result is proved assuming (1.3) and a condition similar in kind to (1.5) but still weaker.
In §4, it is shown that the limiting distribution of the waiting time is the Gamma distribution. Some other general observations are also contained in §4.
By symmetry an £-downcrossing could be defined as follows. We say that an e-downcrossing of the level x occurs at t0 if an £-upcrossing of the level x occurs at -t0, for the process X(-t). Clearly then, those results which are presented in this paper for e-upcrossings, hold for e-downcrossings as well. The most complete compendium on problems involving upcrossings of the conventional kind is, of course, the book by Cramer and Leadbetter [6] .
2. The expected number of upcrossings. In this section a theorem is stated and proved which gives an asymptotic formula for EN(e, x, t) as x -*■ oo where, of course, N(e, x, t) is the number of e-upcrossings of the level x, in the interval from 0 to /. First, we define the following quantities. Let Ax(t)= inf \s\-"(\-r2(s))¡2, (2.1) A2(t)= sup \s\-%\-r2(s))/2, OSsSi B(t) = inf r(s).
OSsSt
For any a, x, 0<a, x<co, let the probability measure Px(-) be defined on the process {X(t), -oo<?<oo} as follows. For any integer k, the joint distribution of {X(jax~2la), -k^j^k} is the same under Px(-) as under P(). For any t, let k be the integer such that kax~2la^t<(k+ \)ax~2la. Then, under Px() with probability 1, X(t) = X(kax-2la).
Theorem 2.1. Let {X(t), -oo</<oo} be a separable measurable version of a stationary Gaussian stochastic process with means 0, and covariance function r(t), for which (1.3) holds. Assume also that Before proceeding to prove the Theorem, several lemmas are stated and proven.
Lemma 2.1. For all x>0,
where T(x) is given by (2.2), and
Ti/r/Aermore (2.6) lim (l-cD(x))/T(x) = 1. where {Y(t), 0 ^ t < oo} has the mean and covariance functions (2.3), and (2.8) Z(t) = sup X(s).
Proof. Obviously, for any a,b,0<a,b<co,
First, let us consider the third term on the right-hand side of (2.9). Clearly, it is dominated by Px{Z(nax'2la)>x : X(o)-¿b}. As is well known, the conditional covariance matrix for the variâtes X(kax~2la), l5¡A:5i«, given that X(o) = u is independent of u, and the conditional means are r(kax'2la)u. But, by (1.3), for sufficiently large x, the covariances are all positive, so that
is a nondecreasing function of u. Therefore,
But, evidently, (l-r2(kax-2la))ll2~^2(ka)al2x-1, as x^oo. Thus, for each k,
for some positive finite constant Cl5 as x->co, where $(x) is given by (2.5). Therefore, by Lemma 2.1, [8, p. 125] ) that the integral on the right side of (2.12) converges to the integral on the right side of (2.7). Recalling (2.9) and (2.10) the result follows. The lemma is proved. 
where (D(x) is given by (2.5). Combining (2.15) and (2.16), the result (2.13) follows.
The lemma is proved.
Lemma 2.4. If (1.3) holds, with C=l, and Ay(t)>0,
which is greater than 0 for all a, where Ax(t) is given in (2.1). The expression on the right side of(2.17) is finite provided Ay(t)>0.
Proof. Clearly A*{Z(r) > jc} ^ 2 P{X(kax-2la) > x} (2.18)
where m=[x2lat/a], and [x] is the greatest integer less than or equal to x. By stationarity, the equation (2.18) can be rewritten
But by Lemma 2.3,
Recalling (2.19), then, the result (2.17) follows. Clearly a can be chosen so that the expression on the right side of (2.17) is positive. The lemma is proved.
Lemma 2.5. 7/(1.3) holds with C=l and Ax(t)>0, then Proof. For each positive integer k, let the event Bk={X(kax~2!a)>x}, and for an arbitrary integer n, let Ak=(Jk2lk_1)n + x B,. Clearly,
where [x] is defined to be the greatest integer less than or equal to x. By stationarity P{Ak}=P{Ax} for all k, Jfc£l. Consequently
By Lemma 2.2, then,
where Ha(n, a) is given by (2.7). On the other hand,
k=l,l = n + l I But x2(l -r2(ax~2lam))>2Ay(t)(ma)a where Ay(t), given by (2.1), is assumed to be greater than 0. Recalling Lemma 2.2, The result (2.27) follows, lettingy=r/x(\ -r2)112, c=x((l -r)/(l +r))m. The lemma is proved.
Let us now consider the function R(x). By Lemma 2.1, and using integration by parts,
where T(x) is given by (2.2).
Lemma 2.7. For any a, b, y, 0<a, y<oo, 2~al2<b<l, provided(1.3) holds with C=l,
and 'F(x), R(x), and Z(t) are given respectively by (2.2), (2.8), and (2.28).
Proof. The events Dk, k=0, 1, 2,... are defined as follows. Let Dk = { max X(Jax'2la/2k) = x-x^y + x-^l-b)
where Ej.k = {X(jax~2la/2k) <: x-x^yb*, X((2j+l)ax-2la/2k + 1) > x-x~1ybk + 1}.
Recalling Lemma 2.6,
where Q(x, r, h) is given by (2.27). Consider the argument of the term on the right side of (2.27).
hr
• (A2(2 -<* + »ax -2la))ll2(a/2)al22 " ak<2, where A2(t) and B(t) are given by (2.1). Clearly lim(_0 B(t) = limt^0 2A2(t) = l. So, by the Bounded Convergence Theorem, in the limit as x -^ oo, the argument is y( 1 -b)(a/2) -°i2(2<"2b)k -2 " ll2(a/2)al22 " ak>2. Now consider the term by which the function on the right side of (2.27) is multiplied.
It follows that
where R(y) is given by (2.28). But P{/V(e, x, e') = 1} á P(£) ^ P{/V(e, x, «') = 1}+7>L4 n B).
Consequently P(B)-P(A n B)^P{N(e,x, e') = l}<P(B). Recalling (2.44) and (2.45),
P{N(e, x, e') -1} ~ 77ae'x2/aT(x) as x -> oo. But, e' can be chosen to be smaller than e. Then there can be only one e-upcrossing on the interval (0, e'], and P{N(e, X, e') = 1} = EN(e, X, e').
So the theorem is true if C-1. Suppose that this is not the case. Let (2.46) Xy(t)= X(tC-lla).
Then Xy(t) satisfies the conditions of the theorem with C= 1. An eC ~ 1,<2-upcrossing of the level x by the process Xy(t) is an e-upcrossing of the same level by the process X(t). Furthermore the former satisfies the conditions of the theorem if and only if the latter does. Note that the result of the theorem is independent of the choice of e. The theorem is proved.
3. The asymptotic distribution. In this section, it is shown that under very general conditions, the Poisson limit theorem holds for "e-upcrossings" as it does for upcrossings of the conventional kind. The main result of this section is contained in Theorems 3.1 and 3.2. The latter simplifies the conditions for the former.
Theorem 3.1. Let {X(t), -co</<co} be a separable, measurable version of a continuous stationary Gaussian process, satisfying the conditions of Theorem 2.1. Assume also that the following two conditions hold.
First, for any a, A, 0 < a, A < oo, and any positive integer n, Proof. Let n be an arbitrary positive integer. Let a and A be so chosen that 0 < a, X < oo. Let the events Bh 1 g i á n be defined as in the statement of the theorem. Let A^(l, n) be the number of the events Bt which occur. That is, A^l, n) is the number of subintervals on each of which at least one £-upcrossing occurs. The n subintervals are, of course, the intervals ((i-l)X/np., iX/np.], l^i^n.
Under the measure Px(), the generating function for A^l, n) is where N(2, ri) is the number of intervals on each of which at least two e-upcrossings occur. Recalling all of these conclusions, the result (3.15) follows. The lemma is proved. Proof of Theorem 3.1. First, assume C= 1. Let the event A be the event that the two measures A() and Px() assign different values to N(e,x,X/p.). Clearly A^ KJk=oBk, where Bk is the event that X(kax~2la)^x, and X(t)>x for some t in the interval (kax-2la, (k+l)ax-2la).
But P(A)^ 2k=o P(Bk) = (m + l)P(By), by stationarity, and, by Lemma 2. The proof of this theorem is essentially contained in the following sequence of lemmas.
Lemma 3.5. Let c be any real positive finite quantity, and let P() and P'() be two normalized multivariate Gaussian measures. That is P() and P'() are measures under which the components are jointly normally distributed with means 0, and variances 1. Let the covariances be, respectively, r¡j and r{¡. Then This lemma was originally proved by Berman [3] for the case in which both measures are stationary. The present lemma was first given in [9] . This is Lemma 4.8 of [9] .
Lemma 3.8. In order that the condition (3.1) hold, it is sufficient that either (3.21) or (3.22) hold.
Proof. Let/(x) be a nonnegative function such that By stationarity, it follows that, in the limit as x -» oo, the probability approaches 0 that X(t) > x on any of the intervals ((j-l)X/kHax2'°V(x), ((;-l)X/kHax2'^(x)) +/(x)), j = 1, 2,..., k.
Hence the same is true under Px(-). We can, then, "chop out" the above intervals, without loss of generality. So, by Lemma 3.5, Proof. Let e' > 0 be arbitrarily chosen. Let t0 be so chosen that if t ^ r0, r(r) < e'. This is possible, since it is assumed that (3.37) holds. Let m' be the smallest integer such that (m'+l)ax2ltt^t0. That is [9] . For that reason, it is strongly conjectured that (3.38) is not sufficient.
Comparing Theorem 2.1 with Lemma 4.4 of [9] , it is obvious that Hy = l. The referee has pointed out that this can be verified as follows. When a=l we can write Y(t)= -t+^/2 W(t), where W(t) is a standard Wiener process. That Hx= 1 is evident from well-known properties o'' W(t).
Suppose a = 2. Assume, also, that additional conditions are satisfied, which are sufficient in order that the number of conventional upcrossings has the Poisson distribution in the limit as x^co.
Since both types of upcrossings are "widely spaced" in the limit it is obvious that in the limit as x -s* oo, the probability that a given e-upcrossing is also a conventional one approaches 1, as does the probability that a conventional upcrossing is an £-upcrossing. But the exact expected number of conventional upcrossings is A/vYx, t) = (2"1,2//77) exp (-x2/2).
See Cramer and Leadbetter [6, pp. 194 and 197] . So H2 = 1/-\/tt. It was pointed out by the referee that this is an obvious consequence of the fact that when a = 2, Y(t)= -t+2ll2Ut where U is a standard Gaussian varíate.
The above equivalence confirms the unsurprising fact that the results do not depend on e. Suppose that 0 < £y < e2 < oo. Then an e2-upcrossing is certainly an Ei-upcrossing, but in the limit as x -> oo, the probability approaches 1 that an ¿i-upcrossing is also an e2-upcrossing, if Theorem 3.1 holds.
The conditions considered in this paper are of two types. The condition (1.3) is a "local condition" in that it involves the behavior of r(t) as r->0. The other conditions, in particular (3.21), (3.22) , and (3.38) are "mixing conditions" in the sense that they involve the behavior of r(t) as t -> oo. All of the conditions have been expressed in terms of the covariance function r(t). It is of interest to consider conditions in terms of the spectral distribution function F(to) defined by the relation /»CO r(t) = cos tot dF(to).
J -co
In order that the local condition (1.3) hold for 0 < a < 2 it is necessary and sufficient that there exist a positive finite constant Cy, such that lim toa(l-F(to)) = lim toaF(-to) = Cy.
