[1] Convective systems are an important mechanism in the transport of boundary layer air into the upper troposphere. The Cirrus Regional Study of Tropical Anvils and Cirrus Layers-Florida Area Cirrus Experiment (CRYSTAL-FACE) campaign, in July 2002, was developed as a comprehensive atmospheric mission to improve knowledge of subtropical cirrus systems and their roles in regional and global climate. In situ measurements of carbon monoxide (CO), water vapor (H 2 Ov), and total water (H 2 Ot) aboard NASA's WB-57F aircraft and CO aboard the U.S. Navy's Twin Otter aircraft were obtained to study the role of convective transport. Three flights sampled convective outflow on 11, 16 and 29 July found varying degrees of CO enhancement relative to the free troposphere. A cloud-resolving model used the in situ observations and meteorological fields to study these three systems. Several methods of filtering the observations were devised here using ice water content, relative humidity with respect to ice, and particle number concentration as a means to statistically sample the model results to represent the flight tracks. A weighted histogram based on ice water content observations was then used to sample the simulations for the three flights. In addition, because the observations occurred in the convective outflow cirrus and not in the storm cores, the model was used to estimate the maximum CO within the convective systems. In general, anvil-level air parcels contained an estimated 20-40% boundary layer air in the analyzed storms.
Introduction
[2] It has been widely recognized that convective systems play an important role in the transport of boundary layer pollutants into the upper troposphere and lower stratosphere [Chatfield and Crutzen, 1984; Dickerson et al., 1987; Pickering et al., 1990 Pickering et al., , 1996 Prather and Jacobs, 1997; Thompson et al., 1994] . For example, Pickering et al. [2001] found that the South Pacific Convergence Zone (SPCZ) is an important climatological feature that can establish ozone (O 3 ) and other trace gas distributions in the southwestern tropical Pacific in the middle to upper troposphere. This convective transport of atmospheric tracers to the upper troposphere generally depends upon the strength and the structure of the updrafts and downdrafts, as well as the chemical composition of the boundary layer and the free troposphere, which can vary in nature [Randriambelo et al., 2000; Scala et al., 1990] .
[3] There have been a number of trace gas experiments in convective clouds conducted in past decades (see Table 1 ). For example, the Preliminary Regional Experiment for Stormscale Operational and Meteorology Program-Central Phase (PRESTORM) project investigated the role of summertime convection in the south central United States, in particular in Oklahoma [Luke et al., 1992] . This study provided the first direct observation of convective transport of largely undiluted boundary layer tracers to the upper troposphere in an anvil core [Dickerson et al., 1987] . In contrast, it also demonstrated that not all cases of convection lead to substantial upper tropospheric concentrations from polluted boundary layers [Pickering et al., 1988 ].
[4] There have also been many modeling analyses performed on convective systems. For instance, a deep convective storm observed on 3 April 1993, during the Central Equatorial Pacific Experiment (CEPEX) project was simulated using a two-dimensional cloud dynamics, microphysics and chemical model using O 3 as a passive boundary layer tracer . Wang et al. found that the O 3 redistribution caused by transport and mixing during the mature stage of the simulated storm was significant. Their initial conditions were constrained using an O 3 sounding and assuming horizontal homogeneity. They found, from the model, that convective storms, while producing upward transport of tropospheric air into the tropical stratosphere, also can produce downward transport from the stratosphere into the troposphere. Due to the differences in upward and downward directed transports, the net mixing effect of a thunderstorm can be different at each distinct altitude. Overall, it was determined that horizontal wind profiles must be carefully treated in two-dimensional and threedimensional numerical simulations of convective transport of trace gases [Wang and Prinn, 1998 ] in order to accurately constrain entrainment.
[5] Similarly, during the Cloud Dynamics and Chemistry Field Experiment (CLEOPATRA), O 3 and water vapor (H 2 Ov) measurements were made with the German Falcon aircraft in the cloudy outflow of a convective system over southern Germany in 1992 [Hauf et al., 1995] . A threedimensional, time-dependent, mesoscale model was then used to simulate the thunderstorm. They found an undiluted core of boundary layer air within the anvil cloud that extended vertically and horizontally over the entire length (120 km) of the storm with a large O 3 mixing ratio near the cloud edges. This core eventually eroded due to environmental entrainment at the edges. This simulation suggests that boundary layer air can stay relatively undiluted during the convective transport process and thereby affect large areas downwind of a storm.
[6] During the Transport and Atmospheric Chemistry Near the Equator-Atlantic (TRACE-A) project [Smyth et al., 1996] , the convective pumping of biomass burning pollution to the upper troposphere was studied using a one-dimensional detraining/entraining plume model with carbon monoxide (CO) as a passive tracer of boundary layer pollution [Mari et al., 2000] . The CO boundary layer mixing ratio was high (350 ppb) due to biomass burning influence leading to a postconvective upper troposphere CO-layer mixing ratio of over 200 ppb in both the model and the observations. They found that more than half of the CO entrained in the cloud was from the 7 -15 km region of the free troposphere, while 40% was entrained below the cloud base. This finding is consistent with other studies that found significant entrainment from the midtroposphere [Dickerson et al., 1987; Scala et al., 1990; Wang and Chang, 1993; . It was also found that deep convection in Brazil and southern Africa can transport ozone precursors to the upper troposphere Thompson et al., 1996] .
[7] A companion project to TRACE-A, TRACE-P (Pacific), designed to characterize the chemical composition of Asian outflow and to describe its evolution over the Pacific Basin , included support from several three-dimensional chemical transport models (CTMs). These models were intercompared and evaluated for TRACE-P. The DC-8 flight on 27 March 2000 designed to study middle and high-level outflow over Southeast Asia and China. It was found that convection can reduce air mass Pickering et al. [1989 Pickering et al. [ , 1992 , Pickering et al. [1988 Pickering et al. [ , 1990 Pickering et al. [ , 1995 Pickering et al. [ , 1998 ], Thompson et al. [1994] integrity because updrafts and downdrafts within the convective column will mix air masses of different history [Kiley et al., 2003] . Thus one can be confident in a back trajectory reaching an individual convective system but can be less certain about any prior convective encounters.
[8] Convective systems occurring during the StratosphericTropospheric Experiment: Radiation, Aerosols and Ozone (STERAO)-Deep Convection campaign during summer of 1996 in northeastern Colorado were studied extensively due to the high frequency of varied storms in the area. In a case study, it was found that the strong convective system on 10 July was effective in transporting boundary layer tracers, in particular CO, from the surface to the upper troposphere with relatively little entrainment of mid and upper tropospheric air into the storm core . This was simulated in a three-dimensional nonhydrostatic cloud model and with similar low out-of-cloud air entrainment and mixing occurring in the updrafts [Skamarock et al., 2000] . In addition, this STERAO flight was used in an intercomparison of tracer transport in deep convection using a variety of convective scale models [Barth et al., 2004] . Initial outof-cloud conditions were provided to the models. In general, model-predicted CO mixing ratios agreed relatively well with observations, especially in the anvil core. The edges of convective systems, however, were not predicted as well. In addition, most models overpredicted the CO flux and air mass flux.
[9] Storms in a variety of locations have been studied in the past (Table 1) . However, on the basis of trace gas observations, a large variability has been noted in the ability of the storms to transport boundary layer air to the upper troposphere. Many of the storm experiments were designed to examine transport, and the convective systems were therefore well characterized, but this is not the case for all studies. Overall, statistical methods of comparing the simulations with flight observations have relied on particle number concentrations, meteorological conditions, tracer observations and temporal sampling, but have not been studied in detail. This paper is focused on CO as a convective transport tracer, with a low-altitude aircraft providing the boundary layer (0 -5 km) measurements and a high-altitude aircraft providing the upper tropospheric (8-20 km) measurements. In addition, other observations, in particular ice water content, are used here to statistically compare model results with observations. We will focus on three convective case studies.
CRYSTAL-FACE

Project Goals
[10] The Cirrus Regional Study of Tropical Anvils (CRYSTAL) was developed as a comprehensive atmospheric mission to improve knowledge of tropical cirrus systems and their role in regional and global climate. The Florida Area Cirrus Experiment component of CRYSTAL (CRYSTAL-FACE) took place during July 2002 in Key West, Florida. Its objective was to study the production and evolution of convective systems and cirrus clouds in a subtropical region in preparation for a future tropical component of CRYSTAL [Jensen et al., 2004] . Two of the participating aircraft (the U.S. Navy's Twin Otter and NASA's WB-57F) contained the in situ tracer measurements, with the majority of the tracers on the WB-57F aircraft. The in situ tracers measured on the WB-57F included CO, methane (CH 4 ), O 3 , carbon dioxide (CO 2 ), H 2 Ov, total water (H 2 Ot), nitric oxide (NO) and total reactive nitrogen (NOy), while the Twin Otter in situ measurements included only CO and H 2 Ov measurements.
[11] The broad goal of detailed large-eddy simulations of CRYSTAL-FACE case studies Xueref et al., 2004] has been to draw together myriad independent observations into a quantitatively integrated understanding of the coupled dynamical and microphysical processes Figure 1 . Overview of all CRYSTAL-FACE science flights shown as IWC time series. These data are used to determine the convection-influenced flights for this cloud resolving model tracer transport study. The asterisks in the right corner of the subplot indicate flights studied in this manuscript.
during Florida deep convection. Here we focus on a set of passive tracer measurements made during the experiment. The narrower goal of this particular analysis is to use the measurements to quantitatively evaluate modeled tracer fields. Because storms are highly chaotic and our simulations are only statistical in representation, point-to-point comparisons cannot be made. Assuming that initial and boundary conditions are known, the primary problem encountered during evaluation of simulated four-dimensional tracer fields is therefore that of statistically sampling the modeled fields consistently with the sparse measurements, which were made in this case via aircraft. The approach we take here is to use other measurements made on the aircraft to statistically sample the model results in an effort to compare ''apples with apples'' (observed regions of cirrus outflow with regions of similar cloud density in the simulated anvil, for instance). We also make rough estimates of the uncertainty associated with incomplete measurement of initial and boundary conditions. Finally, we provide our best estimate of average error between model results and observations on each day obtained with our statistical sampling technique.
CRYSTAL-FACE Flight Descriptions
[12] During CRYSTAL-FACE, twelve science flights with multiple objectives were conducted on the WB-57F. Three of those twelve WB-57F flights presented themselves as suitable case studies for convective transport of tracers, which are long-lived, relative to the lifetime of a storm. These included the flights of 11, 16, and 29 July, all of which sampled the peripheries of strong convective systems, as demonstrated by the ice water content (IWC) plots shown in Figure 1 and by radar images of the cloud cover over Florida during those flights (http://angler.larc.nasa.gov/ crystal/). The IWC was calculated both from the combination of the Harvard University Lyman-alpha H 2 Ot and H 2 Ov instruments [Weinstock et al., 1994] and from the combination of JPL's H 2 Ov [Herman et al., 2002] and University of Colorado's H 2 Ot [Hallar et al., 2004] instruments. The calculated IWC values were similar for the Harvard and JPL/CU instruments. For simplicity, Harvard's IWC is the only data shown here. Many of the other flights that showed high IWC either were not tied to an obvious local convective system (e.g., 7 and 28 July) or were not well sampled during flight (e.g., 21 July). Figure 2c represent the altitude binned in-cloud and out-of-cloud, respectively. CO mixing ratios are as defined in the text.
[13] Deep convection over the Florida peninsula is strongly diurnal, developing in an environment of strong surface heating and moisture convergence. A typical day's convection over south Florida begins with the development of small cells, often in lines, in late morning and early afternoon near the coast, often in association with sea breeze fronts. Development moves inland during the midafternoon hours, with new cells breeding on the outflow boundary convergence of decaying cells. By late afternoon, it is not atypical that the field of convection is dominated by a few large cells or groups of cells, generating large but relatively short-lived anvils that span large fractions of the region. In the evening and nighttime hours, further convective development moves offshore. The storm in each of the case studies formed in different areas over or near the Florida peninsula, and this is reflected in the results. The three convective cases were sampled at different stages of storm development. The storms were not sampled in or above the convective cores, but instead were sampled in the anvil blowoff and at the edges of the convective system.
Observational Data and Instrumentation
[14] The CO measurements on the WB-57F were collected with NASA-Ames Research Center's tunable diode laser spectrometer, Argus, a small, lightweight, dual channel instrument capable of measuring atmospheric mixing ratios of CO and CH 4 at a data rate of 0.5 Hertz [Loewenstein et al., 2002] . The accuracy of Argus, to one-sigma, is approximately 3%, with a precision value of near 2 ppb for CO. The lower troposphere CO on the Twin Otter was measured using a resonance fluorescence (RF) technique in the fourth positive band of CO [Gerbig et al., 1999] . The RF and Argus instruments intercompare well (within measurement errors of 3 -5%) within the atmospheric dynamic range sampled during CRYSTAL-FACE (not shown).
[15] In order to analyze the time series data in terms of convective transport to the upper troposphere, the air influenced by convection was identified as air with an IWC greater than 1 ppm. Both IWC measurements (Harvard University and CU) agreed on the presence of ice at this threshold. Cloud-free regions were identified where IWC was less than 1 ppm. In addition, only cloud-free regions upwind of the convective storm of interest were used in order to minimize memory effects due to the storms passing through an area. All data, regardless of instrument, were binned using interpolation between 10-s time intervals to put data on the same time stamp.
[16] An example of how an individual cloud event is defined in a convective system is shown in Figure 2 , using the flight on 29 July as a sample case. The WB-57F aircraft encountered a convective storm near the end of the flight. Figure 2a shows a time series plot, binned at 10-s intervals, for IWC. Whenever IWC was greater than 1 ppm and persisted for at least 30 s, it was marked with a color. IWC greater than 1 ppm was chosen on the basis of agreement between the two IWC measurements on the WB-57F, which also coincided with when total water and water vapor measurements were quite different. Each flight pass through a cloud is uniquely colored. The high IWC found in the early portion of the flight were not colored because they did not belong to the large convective system studied, as determined qualitatively using satellite images with radar overlay (Figure 3) . The first small pass through the convective system was not marked because the CO measurement was in a calibration mode during much of it. Figure 2b shows a typical Argus CO time series with each cloud event marked in the same color as that used in Figure 2a . As IWC increases, so does CO. Lastly, Figure 2c contains altitude plotted against CO with the cloud events still denoted with the same color scheme. The boundary layer CO measurements taken on the Twin Otter are included in Figure 2c to indicate the maximum observed CO values during that day. These measurements include both times when the Twin Otter was near the storm core as well as when under the anvil. This should give an estimate of both an upper and lower limit of what the inflow is into the storm. The two largest cloud events show explicitly that CO is enhanced inside a cloud relative to the free troposphere. The two smaller cloud events also show enhancement of CO in a cloud relative to the free troposphere, but the magnitude is not quite as large. Conversely, as the aircraft leaves the cloud, the CO mixing ratio drops due to dilution with the free tropospheric air. Looking at the data in this manner is acceptable qualitatively, but it does not give a quantitative estimate of the CO transferred to the upper troposphere due to convection.
[17] Another way of analyzing data is examining CO relative to altitude where altitude is binned in 375-m bins (to match the DHARMA model grid spacing). This is demonstrated in Figure 2c using the 29 July 2004 case, where the diamonds represent the altitude-binned in-and out-of-cloud data. There are a few things to note in this plot. First of all, there is overall decrease in CO with increasing altitude, as expected. One also sees a large range in mixing ratios (up to 50 ppb) both in-and out-of-cloud at each altitude. It is also evident that the WB-57F flew level at several altitudes and encountered certain points with high CO relative to the majority of measurements at those altitudes. These CO enhancements were found in the convective anvil cirrus blowoff clouds.
Model Description
[18] The Distributed Hydrodynamic-Aerosol-RadiationMicrophysics Application (DHARMA) model [Ackerman et al., 2004; Fridlind et al., 2004; Jensen et al., 2001; Stevens et al., 2002] is a large-eddy dynamics simulation model with embedded size-resolved microphysics. The simulations presented here were designed to provide results that serve to integrate as much microphysical and dynamical information gathered during the experiment as possible. In order to properly represent microphysical processes and their coupling with dynamical processes within computational limits imposed by a typical parallel computing environment (memory and computational burden), these simulations covered a domain just large enough to encompass a relatively small southern Florida cloud system (96 km by 96 km footprint) on each day, with a translating domain to follow the faster-moving systems on 16 and 29 July. Within this domain, resolution was uniform vertically (375 m) and horizontally (1 km), and dynamics were advanced with a 5-s time step. Microphysical processes were represented by tracking the size distribution of aerosols, liquid, and ice, in 16 mass bins within each grid cell. The activation of drops, collision-coalescence, and subsequent multiphase processes were all explicitly advanced with a variable time step (minimum value of 0.2 s). Except for spatial resolution and translation, all details are as described by Fridlind et al. [2004] . Aside, we note that the great majority of computational time is spent on microphysical processes (especially collision-coalescence). Solving the fluid dynamics equations and advecting CO and idealized tracers require on the order of 5% of the total computation time, but are crucial to evaluating the accuracy of the dynamical processes, which are in turn important to microphysical processes such as anvil crystal formation, and thus cloud evolution and radiative properties.
Evaluation (and Extrapolation
) of DHARMA Simulation Results
Model Setup
[19] As a component of DHARMA model runs to simulate microphysical and dynamical evolution of clouds during CRYSTAL-FACE, CO transport was also calculated with the specific aim of evaluating model representation of entrainment. For each simulation, meteorological initial and time-varying boundary conditions were obtained from forecasts of the Advanced Regional Prediction System (ARPS) mesoscale model [Xue et al., 2003] . Time-varying ARPS model-forecast surface fluxes (15-km horizontal resolution), as well as winds and thermodynamic variables, were used to initialize and nudge the boundaries of the DHARMA model domain (1-km horizontal resolution). Six-to eight-hour simulations were run on each day, with output fields stored at 20-min intervals (Figure 3) . Measured CO out-of-cloud vertical profiles were used to initialize the model. Where measurements were not available, DHARMA interpolated between the available measurements as was mostly the case between 6 and 8 km.
Model Sampling: Overview
[20] Given the DHARMA simulations of these complete diurnal cycles of convection on each day, we then sought a means of using the relatively sparse aircraft observations to evaluate overall model performance. The simple problem with comparing average measured in-cloud CO profiles (over a given flight duration and elevation range) with average simulated in-cloud CO profiles (over a given deep convective event lifetime and elevation range) is that the aircraft actually flew only in thin (or thicker) cirrus at some elevations, or flew only earlier (or later) in the convective cycle on some days. In addition to these day-to-day differences, a simple average of in-cloud model results would always include high-updraft (and high-CO) regions that were entirely avoided by the aircraft. Thus we sought a means of using other variables measured by the aircraft in order to statistically ''sample'' the simulated clouds in a manner similar to the way in which the aircraft sampled the real clouds, in addition to accounting for flight timing during the convective life cycle. In the remainder of this section, we first theoretically consider possible means of sampling the model domain using other aircraft measurements. We then apply what we consider the best technique to the data on each day. Finally, we calculate a single nonabsolute average difference between the observations and the sampled model fields in order to quantify overall model performance.
Temporal Sampling
[21] To begin theoretical consideration of model sampling, we first chose model fields of simulated convection similar to those encountered during the duration of each flight (earlier or later in the diurnal convective cycle) by qualitative evaluation of geostationary satellite images with radar overlay. Because simulated convection timing was not precisely identical to observed timing (differences would be expected simply owing to the use of forecast ARPS fields to drive DHARMA), chosen model times did not precisely match flight times, although durations were the same. Additionally, whereas observations were taken continuously, instantaneous model simulation fields are memory-intensive and were therefore stored only at 20-min simulation time intervals. While most flights lasted 5.5 hours, the relevant flight durations through the convective systems were 1.7 to 3.7 hours. Thus the model results chosen for each day comprised 6 to 12 instantaneous simulation fields.
Spatial Sampling: Methodology
[22] With the temporal aspect of sampling approximately accounted for, we then chose a simple definition of ''incloud'' for both measurements and simulations (1 ppm of condensate, ice plus water, was considered the cloud boundary, as discussed further in section 2.3), and took a theoretical approach to investigate means of sampling the model spatial domain. In Figure 4 , this is demonstrated for the 16 July case. For instance, sampling the model cells with low condensate content intuitively captures the ''thickness'' of cloud sampled on each flight. Compared with averaging over all in-cloud model cells (Figure 4a , open red circles), averaging over the subset of in-cloud model cells with condensate under 50 ppm (Figure 4a , solid red circles) gives markedly lower mean simulated CO values. Also shown for comparison are the mean observed CO values, which were primarily from the thinner cloud regions with less than 50 ppm condensate.
[23] A particle number concentration filter might also be expected to give a similar effect in capturing thickness. For instance, if we rank the in-cloud (>1 ppm condensate) model cells at each elevation from lowest to highest number concentration, and then consider only those in the lowest 10%, we also obtain a somewhat lower average CO (Figure 4b , solid circles versus open circles). The particle number concentrations were calculated only from model results for theoretical analysis. Aside, here we retain use of condensate to define cloud boundaries, which have elsewhere also been defined in terms of particle number [e.g., Barth et al., 2004] .
[24] Finally, we also considered the use of in-cloud (>1 ppm condensate) relative humidity to sample the model results. If we rank the in-cloud model cells at each elevation from lowest to highest relative humidity (calculated only from model results for theoretical analysis), and then consider only those in the lowest 10%, we obtain a drastically lower CO (Figure 3c ). In general, these in-cloud cells with lowest relative humidity likely comprise low CO air around the cloud that has received sedimented cloud particles.
[25] For our actual comparisons, we chose to use total condensate as the simplest means of sampling the model domain, primarily owing to the difficulty of measuring total particle number (distinguishing between large aerosols and small cloud particles, which often dominate total number, may be among the issues) and because in-cloud relative humidity measurements during CRYSTAL-FACE require normalization procedures between in-and out-of-cloud measurements. We thus expected total condensate to be a more reliable measurement in-cloud, and one which we could also use to identify cloud boundaries, for which relative humidity cannot be used, for example.
Spatial Sampling: Application
[26] Having thus chosen a variable on which to base our model sampling, we advanced from using a simple threshold (such as 50 ppm condensate) to using a histogram weighting function based on flight measurements. Since condensate is entirely ice at the aircraft elevations, we determined IWC for each CO measurement and created from them a histogram of IWC at each elevation. The histogram thus reflects the range and frequency of cloud thickness encountered by the aircraft at that elevation over the duration of the flight. Because IWC distribution of the observations deviated from the IWC distribution of the model results (Figure 5 ), we then used the IWC histogram of the observations to sample the model fields by computing a weighted average over the relevant ranges of ice contents, thus averaging over simulated cloud fields of statistically similar ''thickness'' as observed. Results for all 3 days are shown in Figure 6 and will be discussed in further detail in section 5.
Performance Evaluation
[27] To evaluate overall model performance in predicting an in-cloud profile similar to observations, we calculated nonabsolute error (E) and the error's standard deviation (s E ) for each flight case with the following equations: 
N z is the number of observations at each altitude bin, CO simulation,z is the average CO in the model at each altitude bin, and where CO observation,z is the average observed CO at each altitude bin. The observations are binned by altitude in layers that matched model resolution (375 m thickness).
[28] Table 2 summarizes the results of our evaluation. Compared with the case where in-cloud model results were not statistically sampled using IWC (i.e., all simulated incloud values were averaged), agreement between model results and observations through use of sampling involving the IWC histograms was approximately 28% improved on 16 July, 39% improved on 29 July and slightly worsened for 11 July. Thus it was important to take the sampling bias of the aircraft into account when using the measurements to evaluate model performance. However, after this bias was accounted for, we found that simulated CO fields still overestimated in-cloud CO on two out of three cases, thus suggesting that DHARMA underestimates entrainment of low-CO free tropospheric air into rising updrafts. Agreement does appear to correlate with the number of measurements available, although the number of days evaluated is not large enough to determine the significance of this trend.
Sensitivity Tests
[29] We believe that the greatest uncertainty in our simulations is associated with initial and boundary CO fields. These are poorly constrained by measurements, as discussed above, and are therefore also difficult to reasonably bound. We ran three additional simulations (one for each case) with the minimum likely CO initial profile based on measurements (Table 2) , and found that average errors likely are increased or reduced significantly depending on the flight date. Model results continue to appear more frequently biased toward overestimation of CO, with the exception of CO underestimated on 11 July (Table 2) .
Case Studies
Study on 11 July 2002
[30] At around 1200 UT (0800 local time), a line of convection developed that was aligned NE-SW over the Everglades with a portion of the storm forming over the west coast of Florida, and with the anvils spreading west of the line of convection. The WB-57F flew into the developing anvil cirrus outflow shortly after their formation. The cirrus was sampled at several levels between 12.5 and 15.5 km (Figure 3a) . Unfortunately, Twin Otter boundary layer CO data are not available on this flight day, so a composite of all boundary layer CO data collected in the same region during CRYSTAL-FACE was used. Aircraft observations show enhancement in CO mixing ratios in cloud between 12.5 and 14.0 km, where the aircraft encountered the majority of clouds (Figure 6a ). The observed CO mixing ratio enhancement encountered by the WB-57F aircraft in the convective cirrus outflow does not appear as great as on 29 July. This may be for several reasons. Primarily, the observed IWC in the sampled cloud, which can be used as a proxy for cloud ''thickness,'' reached a maximum of below 1000 ppmv (Figures 1 and 5 ) indicating that the clouds through which the WB-57F flew were not as thick as on other flights. Secondly, the assumption for modeled boundary layer mixing ratios may have overestimated the actual mixing ratios at higher altitude on that particular day, though there is no direct evidence to support such a supposition. The observed enhancement may actually have been less than on other convective days during CRYSTAL-FACE as suggested by the smaller model-calculated maximum updraft velocity on this day (maximum 30 m/s), thereby venting less boundary layer air early in the storm formation when the WB-57F was sampling the outflow.
[31] The model on this day was able to reproduce the convective storm quite well physically and geographically on the basis of comparison with satellite and radar data (Figure 3a) . DHARMA computes in-and out-of-cloud mixing ratios for each altitude range while our sampled data are more sparse (Figure 6a, green circles) . In addition, the model predicts very large ranges of CO in-cloud (Figure 6a , red dashed lines), which are not representative of where the WB-57F was flying. Because of this, the mean in-cloud CO in the model (Figure 6a , open red circles) almost always overpredicts the observed CO with a nonabsolute error of 2 ± 5 ppb (Table 2) 2 ± 5 14 ± 3 33 ± 4 12 ± 4 Error using IWC to weight model results Mean measured CO case, ppb À4 ± 4 10 ± 2 20 ± 11 5 ± 5 Minimum measured CO case, ppb À14 ± 6 1 ± 3 13 ± 10 À4 ± 6 130-ppb boundary layer CO case, ppb 5 ± 6 a Error calculation and cases are described in the text.
D09305 LOPEZ ET AL.: CONVECTIVE TRANSPORT IN A CRM red circles). However, the nonabsolute average error using the IWC filter was À4 ± 4 ppb, which was not much different than the unfiltered case (Table 2) .
Study on 16 July 2002
[32] A relatively isolated convection system and its persistent anvil were sampled extensively on 16 July by the WB-57F. Convection formed in south central Florida (mostly over the Everglades) at around 1930 UT and developed a fast-moving anvil that traversed to the west. While this was the most extensively sampled convective outflow, the boundary layer air was relatively clean due to the location of the storm formation and not downwind of any urban or industrialized areas ( Figure 3b ). As on 11 July, Twin Otter data were not available and a composite boundary layer CO mixing ratio sampled in the same region was therefore used (the same CO boundary layer profile as used for 11 July). In addition, the Climate Monitoring and Diagnostics Laboratory (CMDL) ground site (Key Biscayne, Florida) sampled the boundary layer air slightly upwind (inflow) of the storm formation and found that CO at the ground was quite low (around 84 ppb) on this day (P. Novelli, personal communication, 2002) . During most of the WB-57F's high-altitude flight, the convection cirrus outflow was sampled at around 13.5 km. The highest enhancements in CO were observed during the flight in the 12.5 -13.5 km region. The observed enhancements, however, were not as large as those found on 11 July (Figure 6b ), likely due to the formation of convection in relatively clean air (which was not captured by the CO boundary profile used to initialize the model). The fact that the enhancements were actually observed can be attributed to the ''thickness'' in the cloud layer we sampled (IWC maximum between 2000 and 3000 ppm, Figure 1) . A similar study was performed on CO 2 for this convective storm [Xueref et al., 2004] in which CO 2 was found to decrease by about 0.5 ppm in the 12.5-13.5 km range. That study, however, was not constrained by boundary layer observations. The maximum updraft velocity in the simulations reached near 40 m/s, which was higher than that during 11 July. Temporally, this convective system was studied from its formation until it nearly dissipated. It was the best sampled convective system during CRYSTAL-FACE, but CO enhancement from convective transport was minimal. The earlier portions of the WB-57F flight demonstrated greater CO enhancement than later portions (not shown), but this information is lost here by in binning the full flight by altitude.
[33] The DHARMA model results for this convective system, both in-and out-of-cloud can again be found in Figure 5b . The model was able to reproduce the convective storm quite well both physically and spatially as determined by satellite and radar data (Figure 3b ). The average in-cloud CO mixing ratios were once more overpredicted and had an error of 14 ± 3 ppb ( Table 2 ). The maximum convectively transported CO, however, was predicted at the same altitude range as the observations. Despite extensive sampling, the increased error may be due to the overestimated CO boundary layer profile, as low CO observations are not represented by the model. Using the IWC measurements to statistically sample the model results, the over prediction is decreased and the error is reduced by $30% (Figure 6b and Table 2 ). Because most of the flight was spent between 12 and 13.5 km, there were not many observations at higher and lower altitudes. The in-cloud observations outside of that altitude range may not have been sampled enough to be statistically significant. It is, thereby, not surprising that the best model observation agreement is found in 12-13.5 km altitude range.
Study on 29 July 2002
[34] There was a significant thunderstorm that formed north of Naples, Florida between 1700 and 1730 UT on 29 July and moved northward along the west coast of Florida. The storm was largely offshore even in its initial stages and the system produced an extensive cloud deck moving NW off the Florida coast throughout the rest of the afternoon. This storm eventually merged with a convective system, which formed over Lake Okeechobee. The Twin Otter aircraft directly probed below the cloud bases in the thunderstorm activities along the west coast of Florida, so we may have direct measurements of both early and late stage boundary layer air input into the convective turret (Figure 3c ). At all altitudes where the WB-57F flew into anvil outflow, a large enhancement of CO (10 -15 ppb) relative to the free troposphere was observed (Figure 6c ). In fact, this flight showed the largest observed enhancement of CO mixing ratios of any flight during CRYSTAL-FACE. This is not surprising as a majority of this storm formed over a relatively well populated area and the anvil blow off sampled was quite thick (IWC maximum of 3800 ppm, Figure 1 ) relative to all other flights. In addition, the simulated updraft velocity was almost double that of the other two cases, with a maximum velocity of near 60 m/s. The observed CO enhancement was located between 11.5 and 13.3 km. The WB-57F did not sample the convective system higher than 13.3 km.
[35] The unfiltered DHARMA simulation of this convective system, both in-and out-of-cloud modeled means and their respective ranges are shown in Figure 6c . The model on this day was able to reproduce the convective storm quite well physically and geographically, as determined by satellite and radar (Figure 3c ). In the DHARMA simulation, the in-cloud CO mixing ratios were largely overpredicted at all altitudes. The model does, however, again predict the maximum convection-transported CO in the same 11.5-13.5 km region with the peak at 12 km. While this was the strongest observed case of CO enhancement due to convective transport, it was also the least characterized system. The model's overprediction of CO may have related to the peak updraft conditions on 29 July. Using the previously described IWC filter, most of the mean CO from the model approached the observed values but still overpredicted the observations (Figure 6c ). The error decreased by 39% using the IWC filter to sample the model (Table 2) . That the error was not reduced more may be due to sparse sampling during flight that did not acquire enough IWC values for a statistically significant histogram. Interestingly, using just the tenth percentile of model relative humidity actually works quite well in this case (not shown). We, however, do not have actual relative humidity observations with which to constrain the model and can only do a sensitivity test, as described in section 4. Since this storm formed partially over water, we ran an additional simulation (sensitivity test) with the boundary layer air consisting of 130 ppb CO (minimum CO), which is a more realistic value for marine layer CO. The simulation results, while approaching the observations, still overpredict the CO, although, the extent was much smaller (Table 2) .
Summary and Conclusions
[36] Large convective storms found in the midlatitudes, subtropics, and tropics can efficiently redistribute boundary layer air to the upper troposphere. The redistribution of trace gases, especially H 2 Ov to the upper troposphere, can change its chemical and radiative properties. It is therefore important to understand how much boundary layer air reaches the free and upper troposphere. CO can be used as a tracer for boundary air and its degree of dilution because its chemical lifetime is long relative to the transport times of air through convective systems.
[37] During CRYSTAL-FACE, convective systems were only sampled in the cirrus outflows and not in the cores. Consequently, observed CO enhancements were not quite as large as seen in previous studies [i.e., Dickerson et al., 1987] . Furthermore, observed enhancements were diminished due to the relatively clean boundary layer inflow to the convective systems. While we do not have measurements of CO in the cores of these convective systems, the maximum CO levels can be estimated from the model results. Assuming that the initial CO vertical profile in noncloudy air input into DHARMA is correct, maximum CO in the core of the storms on 11, 16, and 29 July can be Figure 7 . Instantaneous cross section of the three-dimensional model simulations, at a time corresponding to the middle of each flight, at the model location of peak total CO in the convective cores for each flight day: (a) 11 July, (b) 16 July, and (c) 29 July. The simulation used corresponds to that which provided lowest error (base case on 11 July and minimum CO sensitivity tests on 16 and 29 July, see Table 2 ). approximated as 160, 130, and 120 ppb, respectively (Figure 7) , where the plotted model cross sections correspond to the middle of each flight temporally, at the horizontal model location where peak lofted CO was found. In addition, the cross sections correspond to the simulations that provided the lowest error (Table 2 ). This includes using the lowest CO out-of-cloud vertical profiles for 16 and 29 July, and the baseline simulation for 11 July. The maximum CO values were found between 12 and 13.5 km, and were 18, 15, and 17% larger than peak CO observations at those same altitudes. The peak simulated CO in the storm outflow on each flight day was approximately 120, 110, and 110 ppb respectively. 11 July was underpredicted in the outflow by 10%, which explains why the error increased when using IWC during the analysis ( Table 2 ). The CO for 16 July, being the best sampled convective system, exhibited less than 2% difference between the maximum observed CO and the peak modeled CO in the outflow. The strongest convective case, 29 July, was overpredicted by 10% in the outflow.
[38] Because CO tracer observations were limited spatially and temporally relative to the simulated convective systems, idealized tracers were used to estimate how much boundary layer air contributed to the in-cloud air at each altitude range. These idealized tracers were initialized to 1.0 below 1.5 km and zero elsewhere. The boundary layer air contribution was evaluated at the same simulated storm time as in Figure 7 . These results are shown in Figures 8a -8c . They are displayed as histograms that show what percentage of the air at each altitude range contained a certain percentage of boundary layer air. For example, on 29 July, at 12 km, anvil air parcels contained up to 60% boundary layer air. Maximum contributions of boundary layer air at anvil levels were usually $60-70%, but these amounts occurred in only a very small percentage of grid cells. In general, the free tropospheric cloudy anvil air contained 20 -40% boundary layer air, with the majority of the air entrained from the free troposphere. This result is similar to other studies [Dickerson et al., 1987; Mari et al., 2003; Scala et al., 1990; Wang and Chang, 1993; where sampling of the convective systems was closer to the core of the storm. Estimating both the maximum CO transported in the core of a storm and the percentage of boundary layer air reaching each altitude is important, especially under the sparse and nonideal sampling conditions during CRYSTAL-FACE.
[39] The work presented in this paper helps understand how much boundary layer air has reached the upper troposphere using less-than-ideal measurements. In this paper, we studied three convective systems that occurred during the CRYSTAL-FACE campaign. We modeled the convective systems with a cloud-resolving model using observational filters to sample the simulation results in a manner consistent with observations. A nonabsolute error and its standard deviation were calculated for each simulation on each day and an overall error was calculated for each case. We found that IWC measurements can be used as a powerful filter under nonideal sampling conditions. [40] In future experiments, better sampling in the inflow region of the convective system could better constrain boundary layer conditions. In addition, sampling at or near the core of the storm as well as in the outflow would help to indicate how much boundary layer air reached the upper troposphere and how quickly the CO is diluted from the maximum in the core. Furthermore, better sampling over a large altitude range is necessary in the free troposphere to establish boundary conditions on free tropospheric inflow to convective storms. In addition, such studies could be augmented with more tracers, such as O 3 , assuming availability of boundary layer measurements. The resulting knowledge of the distribution of a long-lived tracer will be highly beneficial to the interpretation of detailed measurements to better understand transport processes like convective redistribution of gases. However, in the absence of better sampling conditions, we have demonstrated a powerful technique to sample model results in order to better analyze and extrapolate observations under nonideal sampling conditions.
