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a b s t r a c t
We study the Boolean algebras R, CS,D of regular languages, context-sensitive languages
and decidable languages, respectively, over any alphabet. It iswell known that R ⊂ CS ⊂ D,
with proper inclusions. After observing that these Boolean algebras are all isomorphic, we
study some immunity properties: for instance we prove that for every coinfinite decidable
language L there exists a decidable language L′ such that L ⊆ L′, L′ − L is infinite, and there
is no context-sensitive language L′′, with L′′ ⊆ L′ unless L′′ − L is finite; similarly, for every
coinfinite regular language L there exists a context-sensitive language L′ such that L ⊆ L′,
L′−L is infinite, and there is no regular language L′′ such that L′′ ⊆ L′, unless L′′−L is finite.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that several important classes of languages that are studied in computer science form Boolean algebras
with respect to the usual set-theoretic operations: whatever alphabet one is dealing with, this is (almost trivially) true of
the regular languages and of the decidable languages, whereas it requires a much deeper proof in the case of the context-
sensitive languages, for which the problem of whether or not they are closed under complementation was a famous open
problem for more than twenty years, finally settled independently by Immermann, [4], and Szelepcsényi, [16], who showed
that NSPACE[f (n)] = co− NSPACE[f (n)], if f (n) ≥ log n.
Apart from the case of the decidable languages (or, at least, of the decidable sets of natural numbers, see e.g. [2]; see also
[9]), it seems that these Boolean algebras arising from language theory have not been extensively studied, with probably the
only exception of Pippenger’s paper, [10], which describes the dual topological space of the algebra of regular languages. In
particular,wehavenot found in the literature anymention of the fact that the Boolean algebras of regular languages, context-
sensitive languages and decidable languages all have the same isomorphism type.1 In this paper we show (Theorem 2.2)
that this is indeed the case, as a consequence of the fact that the corresponding quotient algebras via the congruence=∗ of
equality modulo finite sets are all countable and atomless. (Here,=∗ is the equivalence relation on languages generated by
the preordering relation ⊆∗, where L ⊆∗ L′ denotes that L ⊆ L′ ∪ F , for some finite language F . We use subscripts, instead
of the symbols =∗, ⊆∗, etc., more commonly used in computability theory, in particular in the study of the computably
enumerable sets modulo finite sets (see e.g. [14]) to avoid conflict with the Kleene star operation on languages.)
✩ Some of the results of this paper, in particular Theorem 2.2, are contained in Sorrentino’s Master’s Thesis, Sorrentino (2009) [15], written under the
supervision of the third author. The authors wish to thank the referees for having pointed out some errors and inadequacies in the original manuscript,
thus contributing to improve greatly the presentation of the paper. They alsowish to thank Clelia De Felice formany suggestions and helpful conversations.∗ Corresponding author. Tel.: +39 0577233727.
E-mail addresses:marinic@unisi.it (C. Marini), simi@unisi.it (G. Simi), sorbi@unisi.it (A. Sorbi).
1 That the algebras of regular languages and of decidable languages are isomorphic has been independently noticed also by Konovalov and Selivanov, [8],
as the third author has come to know while attending the 2010 Mal’tsev meeting.
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We then study immunity properties for these Boolean algebras, or rather for their quotients via=∗. In particular, we show
(Theorem 3.4) that for every coinfinite regular language L, one can find a context-sensitive language L′ such that L ⊆ L′ and
L′− L is infinite, but there is no regular language L′′ with L′′ ⊆∗ L′, unless L′′ ⊆∗ L. A similar, and easier to prove, result holds
if we replace ‘‘regular" with ‘‘context-sensitive’’, and ‘‘context-sensitive’’ with ‘‘decidable’’: in this case we can in fact show
(Theorem 3.3) that for every coinfinite decidable language L there is a decidable extension L′ ⊇ L with L′ − L infinite, but
there is no context-sensitive L′′ such that L′′ ⊆∗ L′, unless L′′ ⊆∗ L.
These properties can be better interpreted in terms of existence of certain strongminimal covers in the quotient algebras
modulo =∗. Let R, CS, and D be the Boolean algebras of regular languages, context-sensitive languages, and decidable
languages, respectively, on any fixed alphabet. It is well known (see e.g. [1]) that R ⊂ CS ⊂ D, with proper inclusions.
For B ∈ {R, CS,D}, let B∗ be the corresponding quotient Boolean algebra modulo =∗, and for every language L, let [L]∗
denote the congruence class of L.
We have (Theorem 3.1): R∗ ⊂ CS∗ ⊂ D∗, with proper inclusions. Let≤ and 1 denote the partial ordering relation and the
top element ofB∗, respectively: since we have that [L]∗ ≤ [L′]∗ if and only if L ⊆∗ L′, the results sketched above amount to
saying that for every a ∈ R∗ − {1}, there exists b ∈ CS∗ such that a < b, and for every c ∈ R∗, if c ≤ b then c ≤ a; and for
every a ∈ D∗ − {1}, there exists b ∈ D∗ such that a < b, and for every c ∈ CS∗, if c ≤ b then c ≤ a.
Background material, terminology and notations for languages and machine models are standard, and can be found for
instance in [1,11], or [13].
For later reference, we recall that given any alphabetΣ , a language L ⊆ Σ∗ is regular if there is some deterministic finite
automaton (abbreviated by dfa)M , such that L = L (M), i.e. L is the set of strings ofΣ∗ that are accepted byM .
A language L ⊆ Σ∗ is context-sensitive if there is exists a linear bounded automaton (abbreviated by lba) such that
L = L(M), i.e. L is the set of strings ofΣ∗ that are accepted byM . For our purposes, an lba can be viewed as a nondeterministic
Turing machine that works in O(n), or linear, space (see e.g. [11]). Thus, a language L is context-sensitive if L belongs to
the complexity class NSPACE[n]: the reader is referred to [13] for details and basic properties of the complexity classes
NSPACE[f (n)] (the class of languages accepted by O(f (n)) space nondeterministic Turing machines), and SPACE[f (n)] (the
class of languages accepted by O(f (n)) space deterministic Turing machines).
For the definitions of a decidable (sometimes called recursive, or computable) language, or of a computably enumerable
(sometimes called recursively enumerable) language, see [13].
2. Isomorphisms between some Boolean algebras of languages
Our basic reference for Boolean algebras is [3]. We recall that an atom in a Boolean algebra is a nonzero element a such
that there is no b < a unless b = 0; a Boolean algebra is atomless if it has no atom, and is atomic if every nonzero element
is above some atom. Finally, the Fréchet ideal of a Boolean algebra is the ideal generated by the atoms of the algebra.
We are interested in Boolean algebras of languages on some alphabetΣ , i.e. Boolean subalgebras of the full Boolean algebra
of sets ⟨P (Σ∗) ,∪,∩,c ,∅,Σ∗⟩, where P (Σ∗) denotes the power set ofΣ∗, and Lc = Σ∗ − L.
Lemma 2.1. If B1 and B2 are Boolean algebras of languages, that are countable, contain all finite languages, and the quotient
algebras (B1)∗ and (B2)∗ modulo =∗ are atomless, then B1 and B2 are isomorphic (the isomorphism type being that of any
countably infinite atomic Boolean algebra, whose quotient via the Fréchet ideal is atomless).
Proof. It is immediate to see that a Boolean algebra B of languages containing all finite languages is atomic, as the atoms
coincide with the singleton languages. Moreover, the finite languages are exactly the finite joins of the atoms: thus the
Fréchet ideal ofB consists exactly of the finite languages. By the very definition of congruence R induced by an ideal I in a
Boolean algebra (i.e. xRy if and only if x ∨ u = y ∨ v, for some u, v ∈ I), it follows thatB∗ coincides with the quotient ofB
via its Fréchet ideal.
Let now B1 and B2 Boolean algebras be as in the statement of the lemma: thus they are countably infinite and atomic.
Since all countable atomless Boolean algebras are isomorphic (see [3, Proposition 1.5.1]) we have that (B1)∗ and (B2)∗ are
isomorphic. On the other hand, it is known (see [3, Proposition 1.5.2]) that if two countably infinite atomic Boolean algebras
have isomorphic quotients via the respective Fréchet ideals, then they are isomorphic. 
Our main application of Lemma 2.1 is as follows.
Theorem 2.2. R, CS, D are isomorphic.
Proof. Since R, CS, D are countable, and contain all finite languages, the proof amounts to showing that R∗, CS∗, and D∗ are
atomless. For this, it is enough to show that ifB ∈ {R, CS,D}, and L ∈ B is infinite, then we can find an infinite L′ ∈ B such
that L′ ⊆ L and L − L′ is infinite. The proof of this fact exploits the principal function f of L (i.e. the function with domain
the set ω of natural numbers, listing L in strict length-lex order), by taking L′ = {f (2i) : i ∈ ω}: if L is a regular language we
consider in fact the principal function of a suitable sublanguage of L.
This is quite obvious for D∗, see e.g. [2]. Suppose that L is an infinite decidable language. An easy exercise shows that an
infinite language is decidable if and only if its principal function is computable. Therefore if f is the principal function of L,
then L′ = {f (2i) : i ∈ ω} is the desired language.
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Next we show that R∗ is atomless2. Let L be an infinite regular language. Then by the Pumping Lemma (see [13]) if x ∈ L
is sufficiently long, there exist words u, v, w, with v ≠ λ (where λ denotes the empty word), such that x = uvw and
(∀i ∈ ω) uviw ∈ L .
Fix u, v, w with this property, and take L′ = uv2iw : i ∈ ω. It is immediate to see that L′ ⊆ L is regular, infinite and L− L′
is infinite.
Finally we show that CS∗ is atomless. Suppose that L is an infinite context-sensitive language. Since, by the above quoted
Immerman–Szelepcsényi Theorem, the context-sensitive languages are closed under complementation, there are two lbas
M1 andM2 accepting L and the complement Lc , respectively. CombiningM1 andM2, one can construct an lbaMwith accepting
state sY and another distinguished state sN such that for every string x,
1. x ∈ L if and only if there is a computation ofM on input x such that the computation halts with state sY ;
2. x /∈ L if and only if there is a computation ofM on input x such that the computation halts with state sN .
ThusM can be used to decide L. In order to find an infinite context-sensitive language L′ ⊆ L such that L− L′ is infinite, the
idea is to construct an lbaMCS that accepts a string x if and only if x ∈ L, and the cardinality of the set {y ∈ L : y < x} is even
(withMCS usingM to determine the parity of this set; here< denotes the strict length-lex order onΣ∗). Then L′ = L(MCS)
is the desired language: notice that L′ = {f (2i) : i ∈ ω}, where f is the principal function of L.
The following (where y− denotes the <-predecessor of the string y) is the code for an algorithm implementing the
informal idea given above.
input: x





if x ∈ L (applyM to x) then
j := 1− j







accept if and only if j = 0
end if
Algorithm 1: AlgorithmMCS
It is indeed immediate thatMCS is a Turing machine that works in linear space and that L′ is context-sensitive. Moreover,
MCS is deterministic, ifM is. 
3. Strong minimal covers
We notice that the quotient algebras of languages considered in this paper still form a proper chain under inclusion:
Theorem 3.1. We have R∗ ⊂ CS∗ ⊂ D∗, with proper inclusions.
Proof. In D∗ the congruence class of any context-sensitive language contains only context-sensitive languages, as is easily
seen. Likewise, in CS∗ the congruence class of any regular language contains only regular languages. 
Further, Theorem 2.2 shows that these algebras are atomless, hence dense: it is immediate to check that if in a Boolean
algebra we have a < b and the interval (a, b) is empty then ¬a ∧ b is an atom (where ¬a denotes the complement of a).
Now, any closed interval [a, b], which is nontrivial, i.e. a < b, of a Boolean algebra B is itself a Boolean algebra, since it is
the image ofB under the homomorphism f (c) = (a∨ c)∧ b. Therefore, forB ∈ {R, CS,D}, all nontrivial closed intervals of
B∗ are countable atomless Boolean algebras (and, thus, all isomorphic with each other, and withB∗). It is known (see [17]
for a detailed proof) that any countable partial order, and in fact any countable distributive lattice, can be embedded into
a countable atomless Boolean algebra. It follows that the structure of any nonempty open interval of B∗ is very rich, as it
embeds every countable distributive lattice. A natural question is then whether R∗ is dense in CS∗, or CS∗ is dense in D∗. In
the following we show that the answer is ‘‘neither".
2 As already remarked, this has been independently noticed also in [8].
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Definition 3.2. Let (P,≤) be a poset, and Q ⊆ P . For a, b ∈ P we say that b is a strong minimal Q -cover of a if
a < b and (∀c ∈ Q ) [c ≤ b ⇒ c ≤ a] .
Theorem 3.3. In D∗ every element different from 1 has a strong minimal CS∗-cover.




j∈ω be an effective list of all context-sensitive
languages; see e.g. [1]. We prove that there exists a decidable language L′ such that L ⊆ L′ and L′ − L is infinite and
(∀j ∈ ω) Lj ⊆∗ L′ ⇒ Lj ⊆∗ L .
Given L we build L′ with a construction reminiscent of the construction of Post’s simple set; see [14]. Let x0 < x1 < . . . be
the listing of Lc , in length-lex order. Let P (e, j, x) be the decidable predicate (where e, j ∈ ω, x ∈ Σ∗, and ⟨e, j⟩ refers to the
Cantor pairing function)
x > x2⟨e,j⟩ and x ∈ Lj − L.
Let
X = x ∈ Σ∗ : (∃e, j ∈ ω) [x least string such that P (e, j, x)] ,
and take L′ = X c . One easily checks that L ⊆ L′, as X ⊆ Lc . Next, we check that L′ − L is infinite. By construction, for every
k, the set X ∩ {xi : i ≤ 2k} contains at most k elements: indeed, if i ≤ 2k and xi ∈ X , then there must be some ⟨e, j⟩, with
2 ⟨e, j⟩ < i ≤ 2k, hence ⟨e, j⟩ < k. It follows that L′ contains at least k elements of {xi : i ≤ 2k}. Finally, assume that Lj *∗ L.
Then Lj − L is infinite, which implies by construction that Lj contributes infinitely many strings to X , as there are infinitely
many e such that some string x ∈ Lj is the least to satisfy P (e, j, x). But then Lj *∗ L′. 
Theorem 3.4. In CS∗ every element [L]∗ ∈ CS− {1}, with L regular, has a strong minimal R∗-cover.
Proof. Wewill show that for every [L]∗ ∈ CS∗−{1}, we can find a context-sensitive language L′, accepted by a deterministic
lba, i.e. L′ ∈ SPACE[n], such that [L′]∗ is a strong minimal R∗-cover of [L]∗.
Let us consider an effective coding of the dfas through strings on some alphabet Ω ⊇ Σ , where Σ is the given input
alphabet: let Mp be the dfa encoded by p ∈ Ω∗, and let Lp = L(Mp). We may assume that the problems (with v ∈ Σ∗, and
p ∈ Ω∗), ‘‘Is v ∈ Lp?’’, and ‘‘Is v ∈ Lp ∩ Lq?’’ (for a fixed q), can be decided by deterministic Turing machines working in
linear space, or even in O(log n) space, where n = |v|: the former problem is in fact in SPACE[log n], see [5]; the latter one
is easily seen to be in the same complexity class.
It is also known, [6], that the infinity problem ‘‘Is Lp infinite?’’ is in NSPACE[log n], where n = |p|. A straightforward
modification of the proof in [6] allows to conclude that for a fixed q, the infinity problem for Lp ∩ Lq is also in NSPACE[log n],
and thus by Savitch’s Theorem, [12], in SPACE[log2 n], which is easily seen to be contained in SPACE[n] (see e.g. [7]). The proof
in [6] uses the fact that Lp is infinite if and only if it contains some string of length ≥ mp, where mp is the number of states
in Mp. The desired algorithm, for a two tape read-only input Turing machine, requires on input p to nondeterministically
guess one by one the symbols of a string x, with |x| ≥ mp, recording the current state on the work tape, and accepting p
if an accepting state is ever reached; a modified version of the algorithm, suitable for Lp ∩ Lq, with fixed q, consists in first
computing the productmpmq, which is the number of states of a dfa recognizing the language Lp∩Lq (see [11]) then guessing
some string of length ≥ mpmq, recording the pair of current states of both Mp and Mq and accepting if a pair of accepting
states is ever reached; all can be done in the desired space complexity. Hence for a fixed regular language L, the problem ‘‘Is
Lp − L infinite?’’ can be deterministically decided in linear space, as Lp − L = Lp ∩ Lq, where Lc = Lq.
Suppose now that we are given a coinfinite regular language L. We want to build a context-sensitive language L′ such
that L ⊆ L′ and L′ − L is infinite and∀p ∈ Ω∗ Lp ⊆∗ L′ ⇒ Lp ⊆∗ L .
To this end, we introduce a deterministic Turing machine M ′, such that L′ = L(M ′) is the desired language. During
its computations, M ′ needs to answer several decision problems concerning regular languages, which, by our previous
discussion, can all be deterministically decided in linear space. The behavior of M ′ can be informally described as follows.
(In the following, the symbol< denotes the length-lex order on bothΩ∗ andΣ∗.)
Given input x ∈ Σ∗, at first M ′ checks if x ∈ L: if so then M ′ accepts x; otherwise, in successive loops (called cycles
below), M ′ tries to determine a finite sequence of triples (pn, vn, zn) (with n ≥ 1), such that pn ∈ Ω∗, vn, zn ∈ Σ∗, and
pn, zn−1 < vn < zn ≤ x (if n = 1 then assume z0 = λ ). If, during a cycle, M ′ rejects or accepts, then it halts, otherwise it
goes to the successive cycle.
In cycle n ≥ 1,M ′ executes the following instructions:
1. search for the <-least p ∈ Ω∗ such that Lp − L is infinite, pn−1 < p < x (if n = 1 then assume p0 = λ ); if no such p is
found then accept; otherwise let pn = p;
2. search for the<-least v ∈ Σ∗ with zn−1 < v (if n = 1 then assume z0 = λ) such that pn < v < x and v ∈ Lpn − L; if no
such v is found, and x ∈ Lpn − L, then reject; otherwise, let vn = v;
3. search for the <-least z ∈ Σ∗, z ≤ x, such that vn < z and z /∈ L; let zn = z (notice that such a z exists since x /∈ L); if
zn = x then accept.
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The following algorithm implements the informal description given above: the outer loops correspond to the cycles of
the informal description of themachine, whereas the inner while-loops of the algorithm correspond to 1., 2., 3. of each cycle
of the informal description. (In the algorithm, p+ denotes the successor of p in the strict length-lex order ofΩ∗, whereas v+
and z+ denote the successors of v and z, respectively, in the strict length-lex order ofΣ∗.)
input: x
if x ∈ L then
accept
else
p := λ; v := λ; z := λ
loop
p := p+
while Lp − L is finite and p < x do
p := p+
end while




while v /∈ Lp − L or v ≤ p, and v < x do
v := v+
end while




while z ∈ L and z < x do
z := z+
end while






reject if and only if p < x, v ∈ Lp − L, and v = x
end if
Algorithm 2: AlgorithmM ′
By our previous conclusions about the complexity of the various decision procedures used by M ′, and given the
constraints p, v, z ≤ x (which imply |p|, |v|, |z| ≤ |x|), it is immediate to conclude that M ′ works in linear space, i.e.
L′ = L(M ′) is context-sensitive.
Let us now check that the language L′ = L M ′ has the desired properties. It is clear that L ⊆ L′. Let p1 < p2 < . . . be
the list of all codes p such that Lp − L is infinite: without loss of generality, we may assume that p1 ≠ λ. For every n ≥ 1, let
vn ∈ Σ∗ be the<-least string such that pn, zn−1 < vn (assume z0 = λ) and vn ∈ Lp − L: such a string v exists since Lpn − L
is infinite; and let zn be the least string z > vn such that z /∈ L: such a string exists since L is coinfinite. A simple inductive
argument on n shows that if M ′ is given any input x ≥ zn, then M ′ completes cycle n of its informal description, providing
the triple (pn, vn, zn). Finally, observe that M ′ rejects vn (since on input x = vn, cycle n ends with pn < x and vn ∈ Lp − L),
but accepts zn. This shows that L′ − L is infinite; moreover, if Lp − L is infinite then so is Lp − L′: there are infinitely many pn
such that Lp = Lpn , and Lp − L′ ⊇

vn : Lp = Lpn

. 
A natural question, at this point, is whether we can strengthen Theorem 3.4 to show that every a ∈ CS∗ − {1}, has a
strong minimal R∗-cover. Now, the algorithm M ′ constructed in the proof of Theorem 3.4 refers, in the while loop for p, to
the decision problem of whether the regular language Lp − L is infinite. Nothing like this can be expected to work if we try
to replace ‘‘regular’’ with ‘‘context-sensitive’’, if only for the fact that the infinity problem for context-sensitive languages is
undecidable (see e.g. [11] for a proof of this result). So we are left with the following open question:
Question 3.5. Is it true that every a ∈ CS∗ − {1} has a strong minimal R∗-cover?
We have the following immediate corollaries, which imply, respectively, that CS∗ is not dense in D∗, and R∗ is not dense
in CS∗:
Corollary 3.6. For every coinfinite decidable language L there exists a decidable language L′ such that [L]∗ < [L′]∗, and there is
no context-sensitive language L′′ such that [L]∗ < [L′′]∗ ≤ [L′]∗.
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Proof. By Theorem 3.3. 
Likewise,
Corollary 3.7. For every coinfinite regular language L there exists a context-sensitive language L′ such that [L]∗ < [L′]∗, and
there is no regular language L′′ such that [L]∗ < [L′′]∗ ≤ [L′]∗.
Proof. By Theorem 3.4. 
One can introduce the following variations of Post’s notion of immunity:
Definition 3.8. An infinite decidable language L is CS-immune if there is no infinite context-sensitive language L′ ⊆ L.
Likewise, an infinite context-sensitive language L is R-immune if there is no infinite regular language L′ ⊆ L.
Corollary 3.9. CS-immune languages exist and R-immune languages exist.
Proof. By Corollaries 3.6 and 3.7. 
Of course the last corollary is also a consequence of elementary facts of language theory. For instance, for the alphabet
Σ = {1} it is easy to show that the context-sensitive language L = {1p : p prime} is R-immune. Suppose, on the contrary,
that there exists an infinite regular language L′ such that L′ ⊆ L. By the Pumping Lemma, there exist strings u, v, w, with
v ≠ λ, such that for all i ∈ ω, uviw ∈ L′. Let p > |u| + |v| + |w| be a prime, and let us solve |u| + i|v| + |w| ≡p 0 in the field
Zp. If i is a solution, then uv(i+p)w ∈ L contradicting the fact that |u| + (i+ p)|v| + |w| is a multiple of p and is composite.
4. Conclusions
We expect that Theorem 2.2 might shed some light on the algebraic properties of the Boolean algebra of context-
sensitive languages, which are perhaps not fully understood yet. In which cases, and to what extent, does the isomorphism
transform algebraic properties of the regular languages into properties of the context-sensitive languages? Moreover,
by the Stone duality for Boolean algebras and topological spaces (see [3] for a suitable account of this duality), R and
CS have homeomorphic dual Stone spaces. (For R∗ and CS∗ the dual spaces are homeomorphic to the Cantor space.) A
topological approach, via the dual Stone space, should hopefully point out otherwise unnoticed algebraic properties of the
context-sensitive languages, similarly to (and, via homeomorphism of the corresponding Stone spaces, sometimes even as a
consequence of) what has been done in the topological approach to regular languages carried out in [10].With this paper we
also hope to give a first contribution to the study of formal languagesmodulo finite sets, in theway the lattice of computably
enumerable sets has been studied for decades in computability theory, see e.g. [14].
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