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Abstract
Denote byKp(n, k) the random subgraph of the usual Kneser graph
K(n, k) in which edges appear independently, each with probability p.
Answering a question of Bolloba´s, Narayanan, and Raigorodskii, we
show that there is a fixed p < 1 such that a.s. (i.e., with probability
tending to 1 as k →∞) the maximum independent sets ofKp(2k+1, k)
are precisely the sets {A ∈ V (K(2k + 1, k)) : x ∈ A} (x ∈ [2k + 1]).
We also complete the determination of the order of magnitude of
the “threshold” for the above property for general k and n ≥ 2k + 2.
This is new for k ∼ n/2, while for smaller k it is a recent result of Das
and Tran.
1 Introduction
The broad context of this paper is an effort, which has been one of the most
interesting and successful combinatorial trends of the last couple decades,
to understand how far some of the subject’s classical results remain true
in a random setting. Since several nice accounts of these developments are
available, we will not attempt a review (see, for example, the survey [13] or
[6, 4] for discussions closer to present concerns) and mainly confine ourselves
to the problem at hand.
Recall that, for integers 0 < k < n/2, the Kneser graph, K(n, k) has
vertices the k-subsets of [n] := {1, 2, . . . , n}, with two vertices adjacent if
and only if they are disjoint sets. In what follows we set K =
([n]
k
)
(the
vertex set of K(n, k)). A star is one of the sets Kx := {A : x ∈ A} (x ∈ [n]).
We also set M =
(
n−1
k−1
)
(the size of a star) and write C for the collection of
M -subsets of K that are not stars.
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In Kneser-graph terms the classical Erdo˝s-Ko-Rado Theorem [8] says
that for k < n/2, the independence number of K(n, k) is M and, moreover,
the only independent sets of this size are the stars.
Say a spanning subgraph H of K(n, k) has the EKR property or is EKR
if each of its largest independent sets is a star. We are interested in this
property for H = Kp(n, k), the random subgraph of K(n, k) in which edges
appear independently, each with probability p. In particular we are inter-
ested in a question suggested and first studied by Bolloba´s, Narayanan, and
Raigorodskii [6], viz.
Question 1. For what p = p(n, k) is Kp(n, k) likely to be EKR?
Formally, we would like to estimate the “threshold,” pc = pc(n, k), which
we define to be the unique p satisfying
Pr(Kp(n, k) is EKR) = 1/2 (1)
(which does turn out to be a threshold in the original Erdo˝s-Re´nyi sense).
Ideally (or nearly so) one hopes to identify some p0, necessarily close to pc,
such that for fixed ε > 0, Kp(n, k) is a.s. EKR if p > (1 + ε)p0 and a.s. not
EKR if p < (1 − ε)p0. (As usual a property holds almost surely (a.s.) if its
probability tends to 1 as the relevant parameter—here n—tends to infinity).
Successively stronger results (some of this “ideal” type, some less precise)
have been achieved by the aforementioned Bolloba´s et al. [6] and then by
Balogh, Bolloba´s, and Narayanan [4] and Das and Tran [7]. Here we briefly
discuss only [7], which subsumes the others.
A natural guess is that the value of pc is driven by the need to avoid
independence of any F ∈ C that, for some x, satisfies |F \ Kx| = 1. This
turns out to suggest that pc = pc(n, k) should be asymptotic to
p0 = p0(n, k) :=
{ (n−k−1
k−1
)−1
log(n
(n−1
k
)
) if n ≥ 2k + 2,
3/4 if n = 2k + 1
(where, here and throughout, log is ln); namely, [7] shows (strictly speaking
only for n ≥ 2k + 2) that for p < (1− ε)p0 (with ε > 0 fixed), Kp(n, k) a.s.
does contain independent F ’s as above (implying pc > (1−o(1))p0), while it
is easy to see that for p > (1+ ε)p0 it a.s. does not. (Note n = 2k+1 is not
really special here: the form of p0 changes because we lose the approximation
of 1− p by e−p.)
In fact, Das and Tran show that, for some specified constant C, pc is
indeed asymptotic to p0 if k < n/(3C), and is less than Cnp0/(n − 2k)
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whenever n ≥ 2k + 2, whence pc = O(p0) if k < (1/2 − Ω(1))n (where
the first implied constant depends on the second). Of course the estimate
becomes less satisfactory as k/n→ 1/2, and in particular gives nothing for
n ∈ {2k + 2, 2k + 1}. On the other hand, both [6] and [4] suggest that
n = 2k + 1 is the most interesting case of the problem and ask whether one
can at least show that Kp(2k + 1, k) is a.s. EKR for some p bounded away
from 1. Here we prove such a result and also show that pc = O(p0) remains
true for general n and k.
Theorem 2. There is a fixed p < 1 such that (for every k) Kp(2k+1, k) is
a.s. EKR. There is a fixed C such that for every n and k, Kp(n, k) is a.s.
EKR for p > Cp0(n, k).
Again, one expects that pc ∼ p0 in all cases and in particular that, as
suggested in [4], pc(2k + 1, k) → 3/4; but we do not come close to these
asymptotics and make no attempt to squeeze the best possible ε and/or C
from our arguments.
It may be worth (briefly) comparing the present question with a similar
one, introduced earlier by Balogh, Bohman and Mubayi [3], in which one
considers a random induced subgraph of K(n, k). Thus, one specifies only
H = Kp (the random set in which each A ∈ K is present with probability
p, independent of other choices) and asks when the subgraph induced by H
has the EKR property, now meaning that each largest independent set (that
is, intersecting subfamily of H) is a star Hx = {A ∈ H : x ∈ A} for some x.
For n = 2k + 1 the situation here is similar to the one above: EKR
should hold (a.s.) for any fixed p > 3/4, but even proving this for p > 1− ε
with a fixed ε > 0—a problem suggested in [3]—does not seem easy; such a
proof was given in [10] (using methods unrelated to those employed here).
But the resemblance may be superficial, and in fact the induced problem
seems considerably subtler than the one considered here (as should probably
be expected, e.g. since (i) the size of a largest star is itself a moving target
and (ii) the most likely violators of EKR are not always families that are
close to stars). See [9] for a guess as to what ought to be true here and [5, 9]
for what’s known at this time.
The rest of the paper is devoted to the proof of Theorem 2. A single
argument will suffice for both assertions, though, as noted below, not all of
what we do is needed for n = 2k + 1.
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2 Proof
Notation. From now on we take n = 2k+c and write V for [n] (so K =
(V
k
)
).
For H ⊆ K, we let Hx = {A ∈ H : x ∈ A}, Hx = H \ Hx (x ∈ V ) and
∆H = max{|Hx| : x ∈ V }. As usual |Hx| is the degree of x in H. We use M
and C as above and set N =
(n−1
k
)
. For F ∈ C we set aF = M − ∆F and
e(F) = |{{A,B} : A,B ∈ F , A ∩ B = ∅}| (the number of Kneser edges in
F).
In view of [7] we may assume
k > 6c. (2)
We also assume henceforth that
p >
{
1− ε if c = 1,
Cp0(n, k) if c ≥ 2
(3)
for suitable fixed C and ε > 0 (namely, ones that support our arguments)
and want to show that then
Pr(some F ∈ C is independent in Kp(n, k)) = o(1).
Perhaps surprisingly, this is given by a straight union bound; that is, there
are lower bounds on the sizes of the various e(F)’s that imply (with F
running over C) ∑
(1− p)e(F) = o(1). (4)
This contrasts with (e.g.) [10], where a naive union bound gives nothing.
The rest of our discussion is devoted to the proof of (4), and we assume
from now on that F ∈ C. Notice that we always have
aF/N ≤ k/n (5)
(since the trivial ∆F ≥ k|F|/n = kM/n gives aF ≤ (1− k/n)M = kN/n).
The next assertion is the main point.
Lemma 3. There is a fixed ϑ > 0 such that for any F ∈ C,
e(F) > ϑk−1
(n−k−1
k−1
)
aF log(N/aF ). (6)
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We first observe that this easily gives (4). Noting that (for any a) the
number of F ’s with aF = a is at most n
(M
a
)(N
a
)
(choose a maximum degree
vertex x of F and then the a-sets Kx \F ⊆ Kx and Fx ⊆ Kx), we find that,
with ϑ as in Lemma 3, the sum in (4) is then less than
n
∑{(M
a
)(N
a
)
exp[−ξϑk−1
(n−k−1
k−1
)
a log(N/a)] : 0 < a ≤ kN/n
}
, (7)
where ξ = log(1/ε) if n = 2k + 1 and otherwise ξ = p. We may bound the
summand using
(M
a
)(N
a
)
< exp[2a log(eN/a)] and
ξϑk−1
(n−k−1
k−1
)
≥
{
ϑ log(1/ε) if n = 2k + 1,
Cϑk−1 log(n
(n−1
k
)
) otherwise,
and the expression in (7) is then easily seen to be small if (say) ε < e−5/ϑ
or C > 4/ϑ (for n = 2k + 1 and n ≥ 2k + 2 respectively).
The proof of Lemma 3 divides into three regimes, depending on aF . The
first of these—aF not too small—is handled as in [7], from which we recall
only what we need (see their Theorem 1.2):
Theorem 4. There is a fixed K such that for any 2 ≤ k < n/2: if F ∈ C
satisfies aF > Kζ
n
cM with ζ ≤
c
(10K)2n
, then e(F) > ζM
(n−k−1
k−1
)
.
It will be convenient to assume (as we may) that K ≥ 1. Theorem 4 gives
(6) for any F satisfying aF > M/(100K) (with ϑ something like .01K
−2),
so we assume from now on that this is not the case.
For smaller values we need to say a little about graphs belonging to the
“Johnson scheme” (e.g. [12]). For positive integers k ≤ m we use Ji(m,k)
for the graph on Vm,k :=
([m]
k
)
with A,B adjacent (A ∼i B) iff |A∆B| = 2i.
Here we take m = n−1 and will be interested in i ∈ {1, c}. Uniform measure
on Vm,k will be denoted µk.
We use βi(A) for the size of the edge boundary of A ⊆ Vm,k in Ji(m,k);
that is,
βi(A) = |{{A,A
′} : A ∈ A, A′ ∈ (Vm,k \ A), A ∼i A
′}|.
The following lower bounds on βc and β1 will suffice for our purposes.
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For βc we use a standard version of the eigenvalue-expansion connection
due to Alon and Milman [2] (see e.g. [1, Theorem 9.2.1]), which (here) says
that for any A ⊆ Vm,k,
βc(A) ≥ λ|A|(1− µk(A)), (8)
with λ the smallest positive eigenvalue of the Laplacian of Jc(m,k) (the
matrix DIN −A, where D =
(
k
c
)(
m−k
c
)
and A are the degree and adjacency
matrix of Jc(m,k)). We assert that (assuming (2))
λ =
m
k
(
k
c
)(
m− k − 1
c− 1
)
. (9)
Proof. (This ought to be known, but we couldn’t find a reference.) The
eigenvalues of A are (again, see e.g. [12])
λj :=
∑c
i=0(−1)
iSji , j = 0, . . . , k,
where Sji :=
(j
i
)(k−j
c−i
)(m−k−j
c−i
)
. In particular, λ0 =
(k
c
)(m−k
c
)
,
λ1 =
(k−1
c
)(m−k−1
c
)
−
(k−1
c−1
)(m−k−1
c−1
)
=
(k−1
c
)(m−k−1
c
)
km−k2−cm
km−k2−cm+c2 (10)
and λ0−λ1 = λ (the value in (9)), so we just need to show that λj ≤ λ1 for
j ≥ 2. In fact it is enough to show that
Sji ≤ λ1 whenever j ≥ 2, (11)
since log-concavity of the sequences
((
a
ℓ
))
ℓ
implies log-concavity of (Sji )i and
thus λj ≤ maxi S
j
i .
Routine manipulations (using the expression for λ1 in (10)) give
Sji /λ1 =
km− k2
km− k2 − cm
(
c
i
)(
k−c
j−i
)
(k
j
)
(
m−k−c
j−i
)(
c
i
)
(m−k
j
) 1(j
i
) ≤ 1(
j
i
) km− k2
km− k2 − cm
.
For 0 < i < j, the r.h.s. is less than 1 since km− k2 < 2(km− k2 − cm), as
follows easily from (2). On the other hand, it is easy to see (using (2)) that
each of S20 and S
2
2 is less than λ1, which gives (11) for i ∈ {0, j}, since S
j
0
and Sjj are decreasing in j.
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For β1 we use an instance of a result of Lee and Yau [11] (estimating the
log-Sobolev constant for J1(m,k)): there is a fixed γ > 0 such that, for any
k as in (2) and A ⊆
([m]
k
)
,
β1(A) > γm|A| log(1/µk(A)). (12)
Proof of Lemma 3. As already noted, Theorem 4 gives Lemma 3 when
aF > M/(100D), so we assume this is not the case.
We assume (w.l.o.g.) that x = n is a maximum degree vertex of F and
set A = Fx and
B = {V \ T : T ∈ Kx \ F}
(so |A| = |B| = aF ).
As above we take m = n − 1. The rest of our discussion takes place in
the universe V \ {x} = [m]. We use Γl for
([m]
l
)
—thus A ⊆ Γk (our earlier
Vm,k) and B ⊆ Γk+c—and set A¯ = Γk \ A and B¯ = Γk+c \ B.
For S ⊆ Γk and T ⊆ Γk+c, set
Λ(S,T ) = |{(A,B) ∈ S × T : A ⊆ B}|.
Notice that
e(F) = Λ(A, B¯) + e(A) ≥ Λ(A, B¯). (13)
We next observe that lower bounds on the β’s imply lower bounds on
the quantities Λ(A, B¯):
Proposition 5. For any F ∈ C,
Λ(A, B¯) ≥ max
{
(2
(
k
c
)
)−1βc(A),
1
2ck
(
k+c−2
c−1
)
β1(A)
}
−
(
k+c−1
c−1
)
|A|/2. (14)
Of course in view of (13) this gives the same lower bound on e(F).
Proof. The combination of
Λ(A,B) + Λ(A, B¯) = Λ(A,Γk+c) =
(
k+c−1
c
)
|A|
and
Λ(A,B) + Λ(A¯,B) = Λ(Γk,B) =
(k+c
c
)
|B| =
(k+c
c
)
|A|
gives
Λ(A¯,B) = Λ(A, B¯) +
(k+c−1
c−1
)
|A|. (15)
For the second bound in (14) we work in the (“Johnson”) graph J1(m,k).
Write Φ for the number of triples (A,B,A′) ∈ A × Γk+c × A¯ with A ∼1 A
′
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and A ∪ A′ ⊆ B. Since each relevant pair (A,A′) admits exactly
(
k+c−2
c−1
)
choices of B, we have
Φ = β1(A)
(k+c−2
c−1
)
. (16)
On the other hand, for each of the above triples, either (A,B) is one of the
pairs counted by Λ(A, B¯) or (A′, B) is one of the pairs counted by Λ(A¯,B)
(and not both). In the first case the number of choices of A′ is at most the
number of neighbors of A contained in B, namely ck, and similarly in the
second case. This with (15) gives
Φ ≤ (Λ(A, B¯) + Λ(A¯,B))ck = ck(2Λ(A, B¯) +
(k+c−1
c−1
)
|A|),
and then combining with (16) yields the stated bound.
The argument for the first bound is similar and we just indicate the
changes. We work in Jc(m,k) and consider triples as above but with A ∼c A
′
(so B = A∪A′). The number of triples, which is now just βc(A), is bounded
above by
(Λ(A, B¯) + Λ(A¯,B))
(k
c
)
=
(k
c
)
(2Λ(A, B¯) +
(k+c−1
c−1
)
|A|)
(
(
k
c
)
being the number of neighbors—now in Jc(m,k)—of A contained in B
when A ∈ Γk, B ∈ Γk+c and A ⊆ B), and the desired bound follows.
Finally, combining (14) with (13) and our earlier bounds on the β’s (see
(8)-(12)) yields (with γ as in (12))
e(F) ≥ |A|2
(
k+c−2
c−1
)
max{
(
1− mk µk(A)
)
, γmck log
1
µk(A)
− k+c−1k }. (17)
(Replacing βc(A) in (14) by the lower bound provided by (8) and (9) gives
e(F) ≥ (2
(k
c
)
)−1mk
(k
c
)(m−k−1
c−1
)
|A|(1− µk(A))−
(k+c−1
c−1
) |A|
2
= |A|2
[
m
k
(
m−k−1
c−1
)
(1− µk(A))−
(
k+c−1
c−1
)]
= |A|2
(k+c−2
c−1
) [
1− mk µk(A)
]
,
and replacing β1 by the lower bound from (12) yields
e(F) ≥ 12ck
(
k+c−2
c−1
)
γm|A| log 1µk(A) −
(
k+c−1
c−1
) |A|
2 ,
which is easily seen to be equal to the second bound in (17).)
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It only remains to observe that this does what we want, namely that (for
suitable ϑ) the expression in (17) is at least as large as the bound in (6), or,
equivalently, that the max in (17) is at least
2(k+c−1)
ck ϑ log(N/aF ) < (4/c)ϑ log(1/µk(A)); (18)
we assert that this is true provided ϑ < γ/5.
If log(1/µk(A)) ≤ c/γ, then the r.h.s. of (18) is less than the first term
in the max (which is essentially 1 since µk(A) = |A|/N < |A|/M , which we
are assuming is less than .01D−1; see following Theorem 4).
If, on the other hand, log(1/µk(A)) > c/γ, then the second term in the
max is at least
γ
c
2k+c−1
k log
1
µk(A)
− γc
k+c−1
k log
1
µk(A)
= γc log
1
µk(A)
,
which is again greater than the r.h.s. of (18).
For n = 2k+1 we could avoid the machinery used above for intermediate
values of |A| (namely (8), (9) and the first bound in (14)) by choosing ζ in
Theorem 4 to handle log(1/µk(A)) ≤ c/γ (and adjusting ϑ accordingly).
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