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Abstract—A hardening method is proposed to enable the use of
CMOS image sensors for Fusion by Inertial Confinement Diagnos-
tics. The mitigation technique improves their radiation tolerance
using a reset mode implemented in the device. The results obtained
evidence a reduction of more than 70% in the number of transient
white pixels induced in the pixel array by the mixed neutron and
-ray pulsed radiation environment.
Index Terms—Active pixel sensor (APS), CMOS Image Sensor
(CIS), dark current distribution, displacement damage dose
(DDD), Geant4, inertial confinement fusion (ICF), neutrons,
single-event transient (SET).
I. INTRODUCTION
M EGAJOULE-CLASS laser facilities are devoted to thestudy of nuclear fusion by inertial confinement (ICF).
Work is in progress both in the US (National Ignition Facility,
NIF) [1] and in France (Laser Megajoule, LMJ) [2], and they
will need plasma diagnostics to perform high neutron yield ex-
periments. Such complex radiation environments can be found
in existing facilities such as the Large Hadron Collider (LHC)
[3], in other facilities currently being developed such as the In-
ternational Thermonuclear Experimental Reactor (ITER) [4],
and in future projects such as the High Power laser Energy Re-
search (HiPER) [5] or the Laser Inertial Fusion Energy (LIFE)
[6]. The different technologies usable for these diagnostics have
been identified.Work is currently in progress to improve the tol-
erance of the different subsystems’ response to the harsh radia-
tion environments associated with such experiments [7], [8].
Most of the existing diagnostics developed to image and ana-
lyze the fusion plasma cannot withstand the high neutron yields
associated with the future experiments, and one of the most sen-
sitive parts of these diagnostics is the solid-state image sensor.
After a laser shot on a deuterium-tritium (D-T) target, the
sensor needs to acquire an image of the X-ray emission asso-
ciated with the fusion plasma. After generation, X-rays prop-
agate from the target chamber center (TCC) inside the facility
to finally interact with a Radiation to Light Converter (RLC), a
long-persistence scintillator. ThisRLC converts theX-ray signal
into another signal at visible wavelengths where it can be cap-
tured by an appropriate high-performance silicon imager. Unfor-
tunately, the radiation pulse contains not only theX-ray emission
but also the 14MeV neutrons from the D-T reaction. These neu-
trons and their induced secondary particles also interact with the
sensor and create a parasitic signal captured simultaneouslywith
the useful visible signal. This dramatically impacts the image
quality. It will affect the sensor performance for low-intensity
shots. For more intense experiments, this transient perturbation
will blind the sensor. In applications for which hardening by
system solutions based on the difference of time travels of neu-
trons and X-rays cannot be found, diagnostic designers will be
forced to use more robust back-up diagnostic solutions (using
solid state films for example), at the price of image quality.
The radiation response of complementary metal oxide semi-
conductor (CMOS) image sensors (CIS), also called Active
Pixel Sensors (APS), has been widely studied as these devices
have been considered for use in radiation environments such
as space [9]–[11], military applications or vision systems in
nuclear industries [12]. Previous experiments have shown that
CIS devices are good candidates for such imaging applications
[13]–[16], this work will show that they can partially solve
this long standing issue, by a system-level hardening approach
combining the use of a long persistence scintillator and a
specific mode of CIS operation.
The paper is organized as follows: the experimental details
with the description of the test setup and facility are given
in Section II. The raw experimental results are presented in
Section III, most have been published as a short 2-page paper
in IEEE Electronics Letter [16]. They are given here for clarity,
limited to the amount needed for readers to understand this
paper without having to constantly look back at the reference.
The current manuscript is an extension of the Letter, providing
additional experiments and discussions in Section IV, regarding
the origin of the results observed experimentally.
II. EXPERIMENTAL DETAILS
A. Tested Devices
A dedicated CIS has been designed and manufactured using
a m CMOS process optimized for imaging application
Fig. 1. Synoptic diagram of the test setup in the LLE OMEGA facility.
(e.g., with optimized doping profiles, metal stack and optical in-
terfaces, etc).. The tested CIS is made of pixels, each
with three N-channel Metal Oxide Semiconductor Field Effect
Transistors (MOSFETs) and one photodiode. It was designed
by the Image Sensor Research Team of the Institut Supérieur de
l’Aéronautique et de l’Espace (ISAE), Toulouse. The on-chip
electronics have been deliberately restricted to the functions
strictly necessary to operate the sensor in order to reduce the
possible occurrence of Single Event Effects (SEE).
B. Test Setup
The experiment was conducted at the OMEGA laser facility
of the Laboratory for Laser Energetics (LLE), University of
Rochester, New York. A dedicated test bench was developed
to simulate the timing sequence of operation of a plasma diag-
nostic instrument.
An overview of the test bench is presented in Fig. 1. It
is designed to acquire the images and to operate the sensor
in different acquisition modes. The CIS itself, the Field Pro-
grammable Gate Array (FPGA) required to drive the acquisition
and the Analog-to-Digital-Converter (ADC) are all located in
The Target Bay, as close as possible to the Target Chamber.
The data acquisition board and computer are located in the
instrumentation zone of the OMEGA Facility (called “La
Cave”), where the radiation level is not significant.
The CIS is driven by a radiation tolerant ACTEL/Microsemi
AX500 FPGA device, based on an antifuse technology, care-
fully selected to ensure that no configuration loss can happen
during or following each radiation pulse. Even though the se-
lected 14-bit Analog-to-Digital-Converter (ADC) is not a radia-
tion tolerant product, it exhibits a good tolerance to Single Event
Latchup (SEL) and was not affected by the radiation levels of
our experiment. The outputs of the ADC and the synchroniza-
tion signals from the FPGA are connected to the computer by
30 m long optical fibers (Fig. 1). The conversion from the elec-
trical output of the ADC to light into the optical fibers is per-
formed using laser diodes, known and characterized to be im-
mune to neutron induced degradation [20].
Fig. 2. Timing diagrams illustrating the standard CCD readout operation, the
dump and read technique and the proposed CIS global reset technique.
Optical fibers were chosen because of their intrinsic immu-
nity to the neutron pulse and the intense electromagnetic radia-
tion pulse following the laser shot [17]. The basic idea is that it
was designed to prevent (as much as possible) any loss of image
acquisition due to SEE induced by the specific radiation envi-
ronment. In addition to the use of optical fibers, electromagnetic
issues were taken care of by placing all the electronics in a ded-
icated shielded box.
Since the CIS test bench is located outside of the Target
Chamber, a direct detection of the X-ray emission cannot be
performed because it is blocked by the walls of the Target
Chamber. Therefore the useful signal, the one that would have
to be detected by the diagnostic instrument, needs to be simu-
lated by a pulsed ultraviolet (UV) light emitting diode (LED),
synchronized with the radiation pulse to excite a slow-decay
RLC (persistence around a few ms), representative of a real
signal. A test pattern was placed after the RLC to make sure
that the sensor properly acquires the simulated useful signal.
C. Sensor Operation and Mitigation Technique
Current plasma diagnostics need solid-state image sensors,
and mostly use charge-coupled devices (CCD). The standard
timing diagram of CCD-based plasma diagnostic instruments is
presented in Fig. 2. As already explained in the introduction sec-
tion, at early times after a laser shot, the image of the x-ray pulse
(the RLC signal) is perturbed by the neutron-induced parasitic
charges in the pixels (stripped area in Fig. 2). In the classical
CCD operating mode (CCD w/o dump), this parasitic signal is
captured simultaneously with the useful visible signal.
The dump and read technique (CCD dump and read in Fig. 2)
[7], [18] tries to overcome the problem by dumping the parasitic
charges. In this case, a slow-decay RLC is required to delay the
useful signal long enough to enable its acquisition in the frame
immediately following the dump phase. An improvement of this
mitigation approach, the fast dump and read technique, has been
proposed for CCD, reducing the time required to remove the
parasitic charges [19].
Here we propose a technique to adapt the CCD fast dump and
read method to APS devices, using the so-called Global Reset
(GR) mode. The main objective is to combine several advan-
tages of CIS over CCD, such as a much higher intrinsic toler-
ance to radiation and the possibility to use radiation hardening
by design techniques to enhance their radiation tolerance, and to
investigate the possibility of further reducing the time required
to evacuate the parasitic charges.
The GR mode available in the sensor consists of a syn-
chronous reset of all the pixels at once, performing an instan-
taneous fast dump and read operation, as illustrated in Fig. 2
(CIS Global Reset). The GR mode is activated before the laser
shot (typically several milliseconds) to empty the pixel array
of all dark charges. When the radiation pulse interacts with
the imager, the generated parasitic charges are instantaneously
evacuated from all pixels. The GR mode is then disabled
after a varying delay (GR delay), kept as short as possible, to
start the integration of the largest amount of useful signal still
remaining. Clearly, reducing the GR delay will significantly
improve the signal to noise ratio by increasing the number of
useful signal charges.
D. Radiation Tests
The vulnerability of the image sensors has been evaluated
during a high-yield deuterium-tritium fusion campaign at the
OMEGA Laser facility (Laboratory for Laser Energetics, Uni-
versity of Rochester) [8]. The average neutron yield induced
by the laser shots was of about neutrons per shot, which
roughly corresponds to an average fluence of n/cm at
the location of the detector. 90% of the dose is generated during
the first 370 ns of the experiment, and the dose rate, initially at
a high level, drops rapidly to a negligible level [8]. The major
threat to the device operation consists of neutron effects, since
the TID at the device level is estimated below 5 mrad (SiO )
per shot.
To discriminate between the effects induced by the photons
and neutrons, the facility called ELSA (CEA, France) was
used. It is a linear accelerator which produces Brehmstrahlung
gammas from a pulsed electron beam hitting a Tantalum target.
The facility delivers s long pulses of 18 MeV gammas,
with a recurrence from 0 (single shot) to 10 Hz.
III. EXPERIMENTAL RESULTS
The test pattern used in combination with the UV-LED shows
that the sensor properly acquires the simulated image, whether
captured with the standard timing diagram (useful signal and
parasitic signal acquired simultaneously) or with the GR fast
dump technique. The respective images are presented in Fig. 3
for the same neutron yield. The test pattern is clearly visible
in both operating modes, showing that the GR mode does not
degrade the image quality [16]. It can also be noticed that the
transient perturbations (parasitic white pixels) are almost com-
pletely removed when the GR mode is activated.
A more precise estimation of the efficiency of the GR mode
can be obtained if the test pattern is removed from the image.
Before each laser shot, an image of the test pattern is captured
in the absence of a radiation pulse, and recorded to serve as a
reference. After each laser shot, this reference image (acquired
immediately before the shot) is subtracted from the one just ac-
quired. This subtraction of the test pattern is shown in Fig. 4.
If no radiation-induced perturbations were present, the result of
this operation should lead to an entirely black image. Obviously,
the presence of any transient white pixel (i.e. a trace of neu-
Fig. 3. RLC and test pattern image captured during a laser shot, from [16].
(a) Image acquired with the standard timing diagram (no GR). (b) Image ac-
quired with the GR fast dump technique.
Fig. 4. Dark image obtained after subtraction of the test pattern image to the
images presented in Fig. 3, from [16]. (a) Image acquired with the standard
timing diagram (no GR). (b) Image acquired using the GR fast dump technique.
tron-induced degradation) in this resulting image is particularly
highlighted and easy to observe.
Fig. 4a shows the unambiguous presence of such parasitic
charges when the sensor is operated in a classic CCD mode. On
the contrary, Fig. 4b confirms that the GR mode dumps most of
the radiation induced parasitic charges. Nevertheless, there are
still some disturbed pixels remaining in the image taken with the
GR mode. The delay after which the image acquisition started
was set at s in the particular case of Fig. 4b.
In order to investigate the origin of these remaining charges,
the GR delay has been varied to study the influence of this pa-
rameter on the effectiveness of the charge dumping technique.
Tuning the GR delay means changing the delay between the ra-
diation pulse and the end of the GR phase (see Fig. 2), when
the image acquisition is started. Fig. 5 represents the numbers
of disturbed pixels expected with the different GR delays.
Each number corresponds to a given laser shot, thus the neu-
tron yield varies for each case. In order to compare the num-
bers, they were normalized to a neutron yield. The number
of disturbed pixels measured when the sensor is operated as a
classic CCD (i.e. when the GR mode is not used) is represented
as a dashed line in Fig. 5, and will serve as a reference to eval-
uate the effectiveness of the GR technique. Using a GR delay of
s leads to a removal of more than 70% of the parasitic white
pixels, showing that the proposed technique has a remarkable
efficiency. Increasing the GR delay after the radiation pulse fur-
ther decreases the number of white pixels, but the decay is seen
to be surprisingly slow, much more than could be expected [16].
Fig. 5. Normalized number of parasitic white pixels as a function of GR delay.
The value achieved with the classical timing diagram (i.e. without GR) is rep-
resented by a dashed line, from [16].
IV. DISCUSSION
Two main possibilities could explain this slow decaying be-
havior: first, the decay could be entirely artificial, due to an elec-
tronic time constant originating from the sensor or its associated
electronics; second, the slow decay could have a physical origin,
such as a time constant due to the complexity of the radiation
environment itself. These two hypotheses are investigated in the
following sections.
A. Origin of the Slow Decay: An “Electronic” Time Constant?
In the first case, it would mean that the GR phase is too short
to dump all the charges deposited by the instantaneous radiation
pulse. Such a mechanism is not expected to induce such long de-
lays. Even a full reset of the sensor when it is entirely saturated
by a light pulse should take less than a few microseconds.
Nevertheless, in order to settle the issue, a dedicated set of ex-
periments were performed using the pulsed 18 MeV -rays ma-
chine ELSA. Photons are not subject to the same diffusion pro-
cesses as neutrons, thus there cannot be any contribution from
diffused particles reaching the sensitive volume at later times
after the photon pulse.
The results are presented in Fig. 6, where the distribution of
the number of charges generated by photon pulses is plotted
versus GR delays. As a reference here again, we also plot the
same distribution for a dark image, acquired when no radiation
pulse is used (no transient white pixel in the CIS). Looking at
Fig. 6, it is obvious that all distributions are superimposed, ex-
cept for the one measured with “No GR” (i.e. when the image
captures all of the parasitic charges). As soon as the GR dump
phase is activated, even with a GR delay as short as 5 ns, the
distribution of charges is identical to that of the initial dark
image. Thus, no parasitic charge is detected after a photon-in-
duced pulse, even for delays much shorter than the ones used
at OMEGA. The slow decay observed in Fig. 5 cannot be at-
tributed to a sensor time constant to dump the charges.
B. Origin of the Slow Decay: The Radiation Environment?
The second hypothesis would imply that the OMEGA mixed
pulse is not as short as initially expected, and that some delayed
particles do reach the sensor after the GR dump phase. High-
energy neutrons are known to interact with all materials sur-
rounding the target (instruments, walls of the experimental hall,
etc…) through a multiple diffusion process. Some of these dif-
Fig. 6. Distribution of the number of charges generated by photon pulses at the
ELSA facility, using the GR technique at different delays after the gamma pulse
(5 ns, 10 ns, 1 ms).
fusing neutrons could reach and interact with the sensor several
micro-seconds or even milliseconds after the radiation pulse.
The Geant4 code [23]–[25] was used to simulate the evolu-
tion with time of the radiation environment at the location of the
sensor. This evolution with time can be calculated once the main
features of the geometry of the Experiment Hall of OMEGA
have been described with enough details to account for the dif-
fusion process degrading the particle energy. This geometry is
simulated using the Monte Carlo Geant4 simulation toolkit ver-
sion 9.4. The 80 m long experimental hall is described with all
the surrounding walls and pillars, as well as the 3 m-diameter
Target Chamber (an aluminum sphere). The focus of the sim-
ulation is on neutron and gamma fluences and their evolution
with time after generation, therefore the G4NeutronHP physics
list is used; and the charged particles generated are not taken
into consideration to reduce calculation time. A total number of
simulated 14 MeV neutrons are emitted isotropically from
a point source located at the center of the target chamber. This
number is a trade-off between good statistics and duration of
the calculation (High Performance Computing resources were
still required for this simulation [26]). The resulting environ-
ment (particle, energy, hit time) is recorded with a perfect de-
tector located outside the target chamber at a distance of 5 m
from the Target Chamber Center (TCC), the one at which the
APS sensor was positioned during the experiment.
During their interaction with materials present in the experi-
mental hall, neutrons also generate other particles. Charged par-
ticles are not considered here mostly because their range is too
short to really have a significant contribution. Including them in
the calculation would lead to a significant increase of the sim-
ulation time. The generated gamma rays on the other hand can
propagate and impact the APS sensor, therefore their contribu-
tion is taken into account.
The first preliminary results of these calculations are shown
in Fig. 7, as a function of time after the radiation pulse, together
with the APS data from Fig. 5 for a direct comparison of the
respective decay kinetics. The Geant4 calculations were per-
formed by tracking neutrons (blue squares) and gammas (red
circles), and the sum of their common contribution (green stars).
Fig. 7. Normalized number of parasitic white pixels in the APS as a function
of GR delay (data from Fig. 5), compared to the calculated number of particles
in the OMEGA environment, at the location of the device, at the corresponding
times after the laser shot.
Two observations are obvious from Fig. 7. First, the decay
mechanisms, both for neutrons and gammas, is similar to the
one observed for white pixels in the APS. Second, the best fit to
the APS data is obtained when both neutrons and gamma con-
tributions are taken into account. This is especially true at early
times ( s after the laser shot). It can be explained, since at
early times most neutrons still have a high enough energy to
generate a significant number of gammas, while at later times
the diffusing neutrons lose more and more energy and gen-
erate fewer gammas. The important point from Fig. 7 is that
the Geant4 calculations show that delayed neutrons, induced by
their interaction with the surroundings of the experiment, are
actually present in the complex radiation environment, and in
a ratio comparable to that of the experimentally observed tran-
sient white pixels in the APS.
These first results show that the radiation environment can be
calculated at the location of the tested CIS. Here we only focus
on the evolution of neutrons and photons with time after their
generation, in order to investigate if this evolution could explain
the slow decay of transient white pixels observed experimen-
tally. In the final application for LMJ, during the design phase
of the experiment different locations are investigated for the di-
agnostics. Each location will present a specific radiation envi-
ronment, and codes like Tripoli [22] or Geant4 [23] are used
to simulate these associated local environments. These simula-
tions can be particularly useful to study the feasibility of a hard-
ening-by-system study through shielding of the image sensor for
example. It can also be used to predict both the permanent and
transient degradations of an image sensor (not detailed here) at
different positions. Additional calculations were performed and
do confirm this hypothesis. It is indeed possible to model the
degradations induced either by displacement damage dose or
by ionizing events (such as Single Event Transients, SET) from
any complex radiation environment. The details of these calcu-
lations are beyond the scope of this paper, but they can be found
in reference [27].
Fig. 8. Distribution of the number of charges generated by light pulses from a
LED measured on the APS device at high level of saturation. The evolution of
the distribution is investigated using the GR technique at different delays after
the LED pulse (1 ns, 1 µs, 1 ms and 10 ms).
C. Limits of the Efficiency of the Hardening Technique
The experiments performed so far show that the GR tech-
nique works remarkably well to reduce the number of transient
parasitic charges collected by a CIS. The remaining work is to
determine the limits of the technique. More specifically, one
needs now to investigate what is the shortest GR delay required
to ensure a complete dump of the parasitic charges. Our exper-
iments so far have shown that a delay as short as 5 ns (Fig. 6
and associated discussion) is sufficient to remove all parasitic
charges, when the radiation pulse is instantaneous. If this GR
delay can be made even shorter, then the CIS will be able to cap-
ture more signal from the decaying RLC scintillator. Also, Fig. 6
shows that the charge generated by photon pulses of moderate
intensity can be efficiently removed by the GR dump phase, but
we still need to investigate if this efficiency is as good for pixels
with a higher level of saturation.
We therefore performed additional experiments to account for
these remaining questions. The aim this time was to achieve a
higher level of saturation in the pixels, compared to the data in
Fig. 6. For these experiments, a fast LED was used to generate
short light pulses at saturation level on the APS sensor. The data
are presented in Fig. 8, in a way directly comparable with that
of Fig. 6.
Here again, with only photons impinging on the sensor, the
generation of charge in the device will be strictly instantaneous,
without any contribution from diffused particles reaching the
sensitive volume at later times after the light pulse. The distri-
butions of the number of charges generated by photon pulses at
different GR delays (1 ns, s, 1 ms and 10 ms) are presented
in Fig. 8. As a reference here again, we also plot the same dis-
tribution for a dark image, acquired when no radiation pulse is
used (no white pixel in the CIS). The distribution measured with
“No GR” (i.e. when the acquisition captures all of the parasitic
charges), shows that the amount of light provided by the LED
pulse was high enough to saturate most of the pixels. The dis-
tribution peaks around 15000 a.u, a much higher level than that
of Fig. 6 ( a.u.). The same LED pulse is used for all the
GR delays, thus the saturation level of generated pixels is the
same in every case. Looking at Fig. 8, it is obvious again that,
except for the one with “no GR,” all the distributions are su-
perimposed. As soon as the GR dump phase is activated, even
with a GR delay as short as 1 ns, the distribution of charges is
identical to that of the initial dark image. With the GR mode
activated, no parasitic charge is detected after a photon-induced
pulse, even for delays as short as 1 ns, much shorter than the
ones used during experiments at OMEGA. This confirms the
result (already shown in Fig. 6) that the slow decay observed
in Fig. 5 cannot be attributed to a sensor time constant to dump
the charges. It will also be true should the sensor be completely
saturated by parasitic charges.
These results demonstrate the ability of the Global Reset
mode to efficiently remove all the parasitic charges generated
during the GR phase, even when the pixels reach a high level
of saturation. Such a high level of saturation in the pixels could
be reached, for example, when the neutron flux increases by
several orders of magnitude. This could be the case when the
device is located much closer to the Target Chamber Center
(TCC), and/or for laser shots at a higher neutron yield (LMJ
shots vs OMEGA). If the APS device is able to acquire images
inside the Target Chamber, where the neutron fluxes are orders
of magnitude higher than at the location of the experiments
described here, it could be used to directly image the X-rays
produced by the reaction. This would lead to simpler designs
for future diagnostic instruments, or enable existing ones to
withstand laser shots with higher neutron yields than currently
planned.
Future experiments will help to determine the limits of the
technique, especially regarding the shortest GR delay needed
to ensure a complete evacuation of the parasitic charges. This
parameter is crucial, since even when using a slow decaying
scintillator (or RLC), at longer times the amount of light emitted
by the scintillator decreases significantly. Therefore, once the
light emission starts to decay, the sooner the image acquisition
is started the better. Thus, the use of the shortest possible delay
will lead to the best image quality by increasing the signal to
noise ratio.
The last topic to be addressed is the change in APS response
with cumulated displacement damage dose. It is well-known
that permanent effects are induced in neutron irradiated imagers.
It has been first observed in CCD [28], [29], and is due to the
creation of electro-active bulk defects acting as Generation-Re-
combination centers in the pixel depleted volume. These dis-
placement damage induced defects enhance the dark current of
the damaged pixel. In a raw dark frame, these defects appear
as gray or white spots, even in the absence of radiation. When
using solid state imagers in ICF environments, the accumula-
tion of laser shots will induce the generation parasitic white and
gray pixels by the successive neutron radiation pulses [28], [29],
[30]. Recently, it was shown that the neutron flux does not have
any significant effect on the displacement damage induced dark
current [33]. Therefore existing data on displacement damage
effects obtained at low and moderate neutron fluxes can be used
to extrapolate the degradation induced at the very high flux
reached during an inertial confinement fusion experiment. Thus,
using Srour’s universal damage factor [31], estimations of the
average dark current level (or of the dark current distribution)
after a given number of laser shots could be obtained [27], [33].
This increase in average dark current, together with most of
the so called “hot-pixels”, induced after successive laser shots,
can simply be removed by subtracting to the current image an
average dark frame (as done here for example in Fig. 4) [32].
This subtraction technique is quite efficient at low to moderate
level of permanent degradation. However, when the dark signal
increases to high values, the subtraction could induce a loss of
dynamic range which cannot be recovered.
Since the possibility of such high dark current can be pre-
dicted [27], [32], [33], several mitigation options can be chosen.
First, the use of very small integration time will significantly re-
duce the number of integrated dark electron. Clearly for such an
ICF experiment, an integration time reduced to a few millisec-
onds would be enough to integrate the useful signal. Second, an-
other available option would be to cool down the sensor, since
the dark current is known to drop exponentially with tempera-
ture. These techniques will extend the lifetime of the sensors
used in these harsh environments by reducing the impact of
pixels with high dark current values.
V. CONCLUSION
We showed that the global reset function integrated in the
CMOS image sensors is effective for a MegaJoule class laser
radiation environment. The technique was tested and validated
in a real inertial confinement fusion facility. About 70% of the
parasitic charges are removed after a s global reset phase.
The origin of the remaining 30% of transient white pixels has
been identified: it is most likely due to diffusing neutrons losing
energy through multiple scattering processes, which ultimately
interact with the sensor, long after the end of the charge dump
phase. Geant4 simulation of the time-dependence of the harsh
environments at the device location in the OMEGA target bay
confirms the presence of such energetic particles several mil-
liseconds after the laser shot.
Additional experiments were performed to address the ability
of the global reset technique to efficiently evacuate parasitic
charges even when the pixels are saturated. They have shown
that the technique can dump these saturating charges instanta-
neously as well.
The next step will be to perform similar kinds of measure-
ments inside the Target Chamber of an ICF facility, in order to
investigate the ability of the APS sensor, using the Global Reset
technique, to acquire images at higher neutron fluxes. Closer to
the point source of the radiation pulse, and with the additional
shielding provided by the target chamber, the environment will
be different, and the radiation background will need to be inves-
tigated. It is likely that the neutron distribution will be closer to
the original 14-MeV pulse, and that optimal shorter delays for
the GR technique will provide an even better reduction of the
number of transient white pixels.
This definitely presents the APS technology as an interesting
candidate not only for these applications, but also for all those
where the GR Mode can bring an advantage. In the perspective
of the LMJ project, the set of results presented in this work is
extremely promising. It opens the way to efficient and reliable
image sensors for diagnostics purposes.
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