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Neural networks are a popular method in supervised machine learning for solving 
classification problems. To solve a classification problem, a neural network must first be 
trained on data. To do this, a measure of error called a cost function is minimized via a 
heuristic method like gradient descent. However, neural networks commonly seek to 
classify high dimensional data, which requires that many parameters be learned. This 
process is computationally expensive and gradient descent is often caught by local 
minima in the network's cost function that may be far from the global minimum. It is 
desirable, then, to work with an exploitable low-dimensional subspace of the high-
dimensional parameter space. We seek this dimensionality reduction by searching for 
active subspaces in neural network cost functions.
We can estimate        via Monte-Carlo. In particular, 
eigenvalue gaps correspond to subspace estimation 
accuracy [1]. 
Experiments






Hidden layer neurons: 
nonlinear transformations
Many choices, not 
always bounded
Output layer neurons: 
Depends. Regression, 
classification?
The neural network above seeks a 
transformation under which the 
data is linearly separable.
With a single hidden layer of arbitrary activations, a 
feed-forward network can approximate any              
Borel-measurable function                 within any     on 
compact subsets of the support. This holds for multi-
hidden-layer networks as well [3].
This doesn’t mean that the approximation is easy to find 
in practice.
Cost function 
i.e. notion of distance
Parameters






Start with logistic regression classifier.
Now what about adding a hidden layer? Three hidden 
neurons is the minimum number necessary to untangle 
the annulus manifolds.
Lots of other cost functions exist and work well. These 
depend on the problem and structure of the network.
Going Forward
Convolutional neural networks (CNN) designed for 
image classification have been shown through pruning 
to have large subset-based dimension reductions. 
We want to see if pruning and active subspaces obtain 
similar results [2].
The problem is that the larger the neural network, the 
larger the eigenvalue problem. This can get 
computationally intensive quickly for even a small CNN 
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