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CHAPTER I. INTRODUCTION 
Consider the nonlinear programming problem 
minimize F(y) 
subject to f(y) < 0 
y e L (l-l) 
where F(y) and f(y) are arbitrary functions in and L is an 
arbitrary set in such that F : > E^  and f : E^ —> E^  . A 
sufficient and often necessary condition for y° to be a solution of 
(l.l) is that there exists a vector x° > 0 such that 
0(y°, x) < 0(y°, x°) < 0(y, x°) Vx > 0. ¥y e L (1.2) 
where 
0(y, x) = F(y) + x'f(y) . 
0(y, x) is commonly denoted as the Lagrangian function associated with 
(l.l), and (1.2) is known as the saddle value problem. 
In establishing the general equivalence relationship between (l.l) 
and (1.2), the following two definitions are needed. 
Definition 1.1. Let z be a vector in and let be the set of 
row vectors z ' = {z^, z)'e with the property that there exists at 
least one y £ L such that -z^  + F(y) < 0 and f(y) + z < 0 , i.e. 
2 
= [zj -Zq + F ( y )  <  0, f(y) + z < 0 for some y e L} . 
Definition 1.2. Slater's Regularity Condition. There exists at least 
one y*e L such that f(y*) < 0 . 
Under the assumptions that the set is convex and that Slater's 
Regularity Condition holds, then for y° to be an optimal solution of 
(l.l) it is necessary that y° and some x° > 0 be a saddle point solu­
tion of (l.2). 
If L = [y 1 y > 0, y e i.e. L = , and if 0(y, x) 
has continuous first derivatives, i.e. 0 and 0 at (y°, x°), 
^ y 
then the following six "Kuhn-Tucker Conditions" are necessary condi­
tions that the composite vector (y°, x°) satisfies (1.2): 
0x(y°, x°)(x°) = 0; ' (1.3) 
< 0; (1-4) 
X 
x°>0; (1.5) 
and 
0^Xy°, x°)(y°) - 0; (1.6) 
0y(y°, x°) > 0; (1-7) 
y° > 0 . (1-8) 
In addition, a sufficient condition to insure that (y°, x°) is a saddle 
point solution is that 0(y, x°) is convex in y , i.e.. 
3 
0(y, X ) >0(y , X ) i 0y(y ' % )(y -y ) o" ' 
Figure 1.1 describes the relationship between the general nonlinear 
minimization problem^  the saddle value problem^ , and the Kuhn-Tucker con­
ditions-
convex 
convexity of 
0(y, x°) 
Slater's 
condition /Saddle lonlinear 
minimiza 
Kuhn-
Tucker 
conditions 
(1 .3)- (1 .8  
value 
problem 
(1.2) 
differentiability 
Figure 1.1. Relationship between the general nonlinear minimization 
problem, the saddle value problem, and the Kuhn-Tucker 
conditions. 
In this study we are concerned with various aspects of quadratic 
programming. Consequently the objective function F(y) is quadratic 
and the restrictions f(y) are linear in y . Usually the set L is 
either or . For these situations F(y) is a convex function 
of y , each component of f(y) is a linear function of y , and L is 
a convex set. 
Under these restrictions, as shown by Sposito and David (l97l)> the 
set K^ is convex and Slater's Condition is not needed in establishing 
the equivalence relationship between (l-l) and (1.2). Especially, if 
4 
F(y) is a convex function, and f(y) is a componentwise convex function 
of y , and if L is an arbitrary convex set, then is convex. More­
over, as underscored by Kunzi and Krelle (1966) and Sposito and David 
(1971), if the feasible region is polyhedral, then Slater's Regularity 
Condition is not needed in establishing the fundamental equivalence rela­
tionship. Consequently, in this study all of the regularity conditions 
are automatically satisfied; see Kunzi and Krelle (I966). 
Within the class of quadratic programming problems, in Chapter II 
and III we investigate the problem of least squares subject to inequality 
restrictions. In particular, in this study we shall extend the concept 
of closed form least squares solutions to closed form least squares solu­
tions over linear interval constraints 
< A'p < ?! 
as well as linear inequality constraints 
A'p > P . 
Specifically, we are interested in deriving the closed form solution 
to the problem 
minimize (Y-Xp)' (Y-Xp) 
subject to A'p > P or Pg < A'p < P^ 
p G . 
The function F(p) = (Y-Xp)' (Y-Xp) of (l.l) is the error sum of squares, 
which is to be minimized over the constrained region. Since p is un­
restricted in ; then the six Kuhn-Tucker conditions (l.3)-(l*8) can be 
reduced to four: 
x°)(x°) = 0 ; (1.9) 
x°) < 0 ; (1.10) 
> 0 ; (1.11) 
and 
x°) = 0 . (1.12) 
In Chapter IV we investigate the bias and mean square error of the 
closed form estimators developed in Chapters II and III. In particular, 
it is shown that these biased estimators often have lower mean square 
error than the unrestricted least squares estimator. 
Finally, in Chapter V a generalized upper bounding algorithm is 
developed to solve a general class of quadratic programming problems. 
This algorithm reduces the size of the basic matrix so that the total 
number of computations is greatly reduced in comparison to other standard 
quadratic programming procedures. This algorithm is extremely useful in 
solving least squares problems with simple bounds on the parameters. 
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CHAPTER II. CLOSED FORM SOLUTIONS FOR LEAST SQUARES 
ESTIMATORS WHEN THE PARAMETERS ARE SUBJECT TO 
LINEAR INEQUALITY CONSTRAINTS 
Introduction 
The traditional multiple regression problem involves estimating p 
in the linear model 
Y = Xp + e J 
where Y is a known nxl vector, X is a known nxk matrix, p is 
a kxl vector and g is an nxl vector of disturbances such that 
~ NID(0, a^) for i = 1, 2, ..., n . Employing least squares as the 
basis for optimality, the problem to solve becomes minimize the error sum 
of sq.uares, i-e- (Y - Xp) " (Y - Xp) . P-rmnnpn (x'x) ^  pvists, thp npst 
^ -1 
linear unbiased estimator for p is p = (X'X) a'Y • 
In the above traditional problem, p is completely unrestricted. 
Often, however, this is not a reasonable assumption, and we have reason 
to investigate the traditional least squares regression problem subject 
to constraints of the form A'p > P , where A' is a known mxk matrix 
and P is a known kxl vector. With the addition of this set of con­
straints, the traditional regression problem becomes a contrained quad­
ratic programming problem. The problem could be solved iteratively 
employing algorithms such as those developed by Hildreth (1957) or Wolfe 
(1957). 
7 
Zellner (1961) offers a closed form solution for the simple linear 
regression case. Thiel and Van de Panne (1960) investigate the general 
setting and suggest only an iterative method of solution, and later 
authors discuss inherent difficulties in the type of iteration needed 
in this procedure. Judge and Takayama (1966) also formulate the above 
restricted least squares problem as a usual quadratic program. The case 
when A' = [1, 0, ..., 0] and P = 0 is examined by Lowell and Prescott 
(1970) resulting in a closed form solution for this case. They also 
investigate the bias and mean square error of the constrained estimator. 
An iterative solution is the result of Mantel's (1969) examination of the 
general situation, provided the set of constraints contains no superfluous 
constraints. 
Viewing the constrained problem as an application of duality theory, 
Pyne (1972) successfully derives a closed form solution for p when 
A'p > P where A' is Ixk and P is an arbitrary real number. Pyne 
shows that his closed form is equivalent to the closed form given by 
Lowell and Prescott. Subsequent cases are not considered by Pyne. 
Hence, this chapter will investigate whether it is possible to extend 
Pyne"s initici... work. 
This study utilizes the Kuhn-Tucker conditions of nonlinear program­
ming which is different than the approach of Pyne. In the next section 
of this chapter we discuss the Kuhn-Tucker results and matrix theory that 
direct our method of investigation. We use these results to derive the 
closed form solution for p when A' is a Ixk and 2xk matrix. 
8 
We then discuss our findings and difficulties encountered when A' is a 
matrix of size mxk • We conclude the chapter with a numerical example. 
Background and Theory 
The least squares problem with inequality conditions can be written 
as 
minimize (Y - Xg)'(Y - Xp) = Y'Y - 23'X'Y - p'X'Xp 
subject to A'p > P 
p unrestricted . 
We can write the problem equivalently as 
minimize |p'X'Xp - p'X'Y 
subject to P - A'p < 0 
p unrestricted . 
The Lagrangian function associated with the saddle value problem is 
X) = ip'x'xp -p'X'Y + X'(P - A'p) . 
Appealing to the results of Kuhn-Tucker (1951), the following conditions 
0 
are necessary and sufficient that a feasible solution ( f i ,  X  )  solves the 
saddle value problem: 
9 
(2.1) 
x°) <0 or (P - A'P) < 0 ; 
X°) =0 or X°'(P - A'p) = 0 ; 
(2 .2 )  
(2.3) 
and 
0p(p, X°) = 0 or X'Xp - X'Y - AX° - 0 . (2.4) 
There are only four conditions instead of the classical six due to the 
fact that p is unrestricted and that the objective function, F(y) = 
èp'X'Xp - p'X'Y is convex, -gg'X'Xp is a quadratic, convex function 
of 3 and -p'X'Y is linear. The partial derivatives of 0(p, X) with 
respect to p can be set equal to zero, resulting in condition (2.4) 
above. 
In the development of the rest of this chapter, the following two 
lemmas will prove fundamental. 
Lemma 2.1. If (X'X) is a positive definite matrix, then (X'X) ^  is 
positive definite-
Proof : 
Since X'X is positive definite, then det (X'X) / 0 and so 
(X*X) ^  exists. Given y  ^0 , it follows that y = (X'X) ^y / 0 , so 
that y'(X'X)y>0. Therefore y'(X'X)''\=y'(X'X)(X'X)"^(X'X)y = 
y'(X'X)y > 0 , so that (X'X) ^  is positive 'definite. Q 
10 
Lenmia 2.2. If (X'x)"^ is a positive definite matrix of size kxk 
and if A' is a matrix with m rows and k columns, that is of full 
row rank, then A'(X'X) ^ A is a symmetric, positive definite matrix. 
Proof: 
Given any vector y 0 , let y = Ay . Since A' and A are of 
rank m , then Ay = y / 0 . Therefore, y'(A'(X'X) ^ A)y = 
(Ay)'(X'X)"^ (Ay) = y'(X'X)"V > 0 , which implies that A'(X'X)"^A is 
positive definite. 
Moreover, A'(X'X) ^ A is symmetric since (X'X) ^  is symmetric. 
Therefore, the result follows. Q 
Corollary 2.1. If A' is not of full row rank, then A'(X'X) ^ A is 
positive semi-definite. 
From now on, we will assume that (X'X) ^ exists and that A' is 
of full row rank, so that A'(X'X) ^ A is positive definite. 
Hildreth (1957) developed an asymptotic algorithm to solve the 
general problem 
minimize {p'x + x'Cx |Ax < b] , (2.5) 
where A is an mxk matrix, C is a positive definite kxk matrix 
and, hence, the objective function is necessarily strictly convex. In 
particular, by appealing to the four Kuhn-Tucker conditions (2.1), (2.2), 
(2.3) and (2.4), a nonclassical dual quadratic problem can be derived 
which also satisfies the Kuhn-Tucker conditions. 
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To show this we introduce slack variables y , so that the four 
Kuhn-Tucker conditions become : 
and 
Ax + y = b ; (2.6) 
2Cx + A'x = -P ; (2.7) 
X >0 , y > 0 ; (2.8) 
"'y = 0 . (2.9) 
Solving for x in (2.7), we have that 
X = x(x) = -|C ^(A'X + p) • 
If we define h = -gAC p^ + b and G =  ^AC ^ A' , and substitute the value 
of x into (2.6), then the four conditions can be reduced to; 
2G\ - y = -h ; (2.10) 
X > 0 , y > 0 ; (2.11) 
and 
X'y = 0 . (2.12) 
From Lemma 2.2, G is positive definite or semi-definite depending on 
the rank of A . Consequently, (2.10), (2.11) and (2.12) are exactly 
the Kuhn-Tucker conditions of the dual quadratic problem 
12 
minimize [h'\ + X'GX U > 0} . (2.13) 
Since the Kuhn-Tucker conditions are necessary and sufficient for 
both (2.5) and (2.I3), we have the following lemma: 
Lemma 2.3- x° = x°(X°) is an optimal solution of (2.5) if and only if 
X° is an optimal solution of the dual problem (2.I3). 
Hildreth does not touch on the topic of closed form expressions for 
the original problem, but only presents an iterative procedure to solve 
the simpler nonclassical dual problem. 
A' is a 1 xk Matrix 
In order to solve the problem 
minimize '^X'Xp - p'X'Y 
subject to P - A'p < 0 
p unrestricted 
we must find (p, x") that satisiiea ihe followiilg Kulm-Tueker condi­
tions : 
X° > 0 ; (2.1) 
P - A'p < 0 ; (2.2) 
X°'(P - A'p) = 0 ; ( 2 . 3 )  
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and 
X'Xp - X'Y - AX° = 0 . (2.4) 
Solving for p in (2.4) we see that 
p = (X'X)"^  [X'Y + AX°] 
= (X'X)"^ 'Y + (X'X)"^AX° 
= P + (X'X)'^A\° ; (2.14) 
A 
where p is the best linear unbiased estimator of p for the traditional 
unrestricted least squares problem. Consequently, to find p , we first 
determine p and then adjust p to p so that p lies within the 
constrained region. 
A 
Case 1. p satisfies the restriction, i.e. P - A'p < 0 
~ A 
(p, X°) = (p, O) satisfies the conditions (2.l)-(2.4), so that 
 ^ A 
p = p = (X'X) T'Y . 
A A 
Case 2. p violates the restriction, i.e. P - A'p > 0 
From condition (2.3) either X° or P - A'p equals zero, or both. 
Subcase 1 = 0 . 
From condition (2.2) and equation (2.14), 
^  " I n  
P - A'p = P - A'p - A'(X'X)"-^ AX < 0 . 
A 
However, since X °  =  0  and P - A'p > 0 , this subcase is impossible. 
Ik 
Subcase 2 X > 0 . 
From condition (2.3) and equation (2.lU) 
^ /\ m 
P - A'p = P - A'p - A'(X'X)" AX° = 0 (2.15) 
Solving for X° in (2.1$), 
X 0 _ P - A'3 
A'(X'X)"^ A 
Substituting for X° in (2.l4), we have that 
(2.16) 
p = P + (X'X)"^ A I  ^" A'P 
A'(X'X) A 
(2.17) 
Table 2.1 summarizes the above discussion. 
Table 2.1. Constrained least squares solution for p where A'p > P 
and A' is a 1 x k matrix 
A I A 
A'p > P A'p < P 
A 
P p + (X'X)"^ A [A'(X'X)"^ A]"^ (P - A'p) 
15 
A' is a 2 X k Matrix 
Following the same procedure as in the previous section, we will 
A 
derive the closed form solution for p by adjusting p to p so that 
A 
P lies in the constrained region. Since it is possible for p to sat­
isfy none, one, or both of the given linear restrictions, it will prove 
convenient to partition the matrices A and A' and vectors P and X  
as follows : 
A = (A^ , Ag) A' 
4 
A: 
2 /  
and 
X = 
We define D = 
I A' 
I Ag 
(X'X)"^ (A^, Ag); D is a 2x2 matrix 
and is the variance-covariance matrix of A^ p and A^ P • From Lemma 
2.2, D is a symmetric, positive definite matrix, so that det D > 0 
and D exists. Consequently, if we define the components of D as 
11 12 
D = 
12 22 
where d^^  and d^ g > 0 , then 
16 
-1 
det D 
2^2 "^ 12 
"^ 12 '^ ll 
Det D = dgg &!! - "^ 12 " 
In partitioned form, the Kuhn-Tucker conditions (2.l)-(2.3) become: 
and 
> 0 , > 0 ; 
- A|p < 0 , Pg - < 0 ; 
(2.1) 
(2 .2)  
(x;, x°) 
Pi - A'p 
Pg 
= X°(Pi - Ajp) + X°(P^  - A^ p) = 0 (2.3) 
From (2.1) and (2.2), X°(P. - Ajp) <0 for i = 1, 2, so that (2-3) 
holds only if 
X°(P. - Ajp) =0 for i = 1, 2 . (2.18) 
Equality (2.18) implies that either = 0 or P^ - Afg = 0 for 
i = 1, 2 . Both of each pair could be zero. 
Once again from the Kuhn-Tucker condition (2.4) we can solve for 
~ A 
P in terms of p . 
17 
X'Xp - X'Y - (A^, Ag) 
Xr 
(2.4) 
Consequently, 
p + (X'X)-l(A^ , Ag) (2.1k) 
where 
p = (X'X)"^ X'Y . 
Substituting for p in condition (2.2), 
Pi -
Pg - A^p 
^ 
Pg-A^P 
4 \ (X'X)-l(A^ , Ag) 
l A ^  ::M:, 
(2.19) 
Rewriting ( 2 . 1 Q ) .  
18 
Case 1« p satisfies both restrictions, i.e., < 
P. 
(2.4), so that p = p 
A / 0 
Mo 
(x'x)"^ x'y 
satisfies the conditions (2.1)-
^ / ^ 1 " ^ 1^  Case 2. p violates both of the restrictions, i.e. , [ A 
> 
From (2.18) either - Al^p , or both equal zero for i -
1, 2 
Subcase 1 X° = 0 ; Xg = 0 . 
This coabination of X? is not sufficient as it does not satisfy 
inequality (2.20). 
I  0 \  I  r  \  I  r ^ \  j  0  \  
M J M - J  
Subcase 2 X° = 0 ; x° > 0 . 
Since Xg > 0 , then from (2.18), Pg - A^p = 0 
(2.20) becomes 
Consequently 
19 
Expression (2.21) is consistent only if 
and dggX° = r^  • (2.22) 
If d,_ < 0 , then (2.22) implies that d^ » > — . This inequality 
can never hold, since —^  is always positive and d^g is assumed to be 
^2 
nonpositive-
+ + 
r, r 
If d > 0 , then from (2.22) X° >—- and = —- • Together 
^^12 2^2 
these imply that 
T- r d _ -
1^ *^ 12 
Therefore, whenever d^ _ > 0 and — < -— then the closed form solu-
12 rg - dgg 
tion for p is 
20 
P + (X'X)"^  Ag) 
'^1 
P + (X'X)"^ (A^ , Ag) 
^22 
/\ _1 f r 
p + (X'X) Ag t à;. 
Subcase 3 x° > 0 ; x° = 0 . 
Since X° > 0 , then from (2.18), - Ajp = 0 . Therefore (2.20) 
becomes 
1^1 *^ 12 
ll2 <^ 22 / 
> 
^ 2  
(2.24) 
Expression (2.2^ ) is consistent only if 
diiX° = rj_ and • (2-25) 
^1 
Putting both expressions of (2.25) together, then -— d p > r . 
11 
4 ""2 ""i "^ 11 
If d > 0 . then or ^ . 
+ 
^1 - + 
If d^ 2 < 0 , then the expression —- can never hold-
'^11 
21 
^1 *^11 
Therefore, if d,„ > 0 and — > -— then the closed form solution 
'2 - ^12 
for p is 
A 1 f r. 
p = p + (X'X)- A, I 3-^^ 
Subcase ^ > 0 ; Xg > 0 . 
Since both X° and X° > 0 . then from (2.18) = 0 and 
P - A^ P = 0 . Therefore inequality (2.20) becomes an equality, i.e. 
11 ^12 
12 22 
I 
(2.26) 
Solving for X° and X° (2.2n), 
l x l \  
U°i 
1 ' •  ^22 "*^12 ^ I  \ 
det D 
-d 12 11 
,0 2^2^ 1 " ^ 12^ 2 . 
^2_ ' J^4- Ti ' det D 
o _ ^11^2 " ^ 12^1 
det D (2.27) 
Since X^; Xg , and det D > 0 , then (2.27) holds only if 
- '^ 12^  ^  ° 4I''2 - ^ 12"'l > ° (2.28) 
22 
If < 0 , then (2.28) is always true. If > 0 then (2.28) 
holds whenever d^^r^ > d^^r^ and d^ gr^  > d^^r^ , which together imply 
that 
^ , 1^ , ^  
2^2 2^ "^ 12 
*^ 12 1^ 1^1 
Consequently, if d.,_ < 0 or if d „ > 0 and -— < — < -— then 
22 ^2 12 
the closed form solution for p is 
/ 2^2^ 1 " ^ 12^ 2 V 
det D 
r-^ ^ - I  
P = 3 + (X'X)"^ (A^ , Ag) 
1^1^ 2 " ^ 12^ 1 
det D 
A  - |  1  A  
= p + (X'X)" AD" (P - A'p) . 
Summary of Case 2 Both constraints are violated. 
A  A  
a) If cav(A,'3, A^e) = d^„ < 0 
then p = P + (X'X) AD"^  (P - A'p) . 
b) If cov(A{p, A^p) = d^2 > 0 
and A 
^ ^1 ° ^ 
' *22 A a 
23 
/s/  ^ -1-1  ^
then p = p + (X'X)" A d" (P - A'p) ; 
or 
.. s "^ 12 _ " 4^  
"> 5^  2 T 
Pg - A^ P 
then p = p + (X'X)" K 2^ - ^ 2^  
•^22 
or if 
iii) ^  
12 ^ 
Pg - A'P 
then p = p + (X'X)"^ A^  .  ^
P^-A^P 
11 
Lemma 2.4. Closed forms b(i) and b(ii) above are equivalent when 
P, - A|P 12 
Pg - A^ P 
22 
Proof : 
Closed form b(i) is 
P = P + (X'X)"1 A[A'(X'X)"^ A]"^  [P - A'p] 
2h 
= p + (X'X) -1 1 
det D 
^11^22 ~ 1^2^ 12 
"^21*^ 22 ~ ^ 12^ 22 
k^l'^ 22 " ^ 12\2 
'^ 11^ 12 1^2^ 11 
"^ 2l'^ 12 *22^ 11 
"^ kl'^ 12 \2'^ 11 
P + (X'X) •1 1 det D 
I  • ^12'^ 12^ V ^ 2(^ 12^ 11 " ^11*^ 12H 
' . , ' - > I . 
^^21^22" 822^ 12^ 1^* ^ 21^ 22^ 11' ^21^ 12^  
' ^^ kl^22 " ^^12^2(^k2^11 " 
- P + (X'X) lY^ "^  1_ 
/ ~ ^ 12'^ 12^ 1 ^  ^12^ 11^ 2 ~ ^ 11*^ 12^ 2 y 
2^l'^ 22^ 1 " ^22^ 12^ 1 ^  ^22^ 11^ 2 " ^21^ 12^ 2 
det D 
k^l^ 22^ 1 " ^k2'^ 12^ 1 k^2'^ 11^ 2 " ^kl^ l2^ 2 
(2.29) 
25 
r. d 
When — = —^ then in (2.29) the first 
and last terms of each row drop. The vector on the right of (2.29) 
becomes 
I ^12^11^2 " ^ 12^ 12^ 1 \ 
2^2^ 11^ 2 " ^ 22^ 12^ 1 
\ ^ "^ 11^ 2 • ^"^ 12^ 1 / 
/ 812(^ 11^ 2 " ^ 12^ 1) \ 
*22(^ 11^ 2 " ^ 12^ 1) 
(^"^ 11^ 2 " ^ 12^ 1) 
,r. - d_ • ) 
12' 11 2 1^2 dgg 
/. , . ^ 12^ 2 \ 
^22^ 11^2 " 12 d ) 
, r_ - d 
22 
1^2^ 2 
11 2 12 d. ) / 
, 1^2^ 2 s 
(11^2 " 12 ' d, ' 
22 
r 
(2.30) 
Multiplying (2.3O) by det D 
1^1^ 2 " ^ 12 
, *^ 11*^ 22 " *12^  
\ 
12 
dgg (^11^22 " ^ 12^ )I 2^2 
(diidgg - àJ 2^)  ^ 
\ / 
26 
= "a* 4 ' • 
A  / P - A'P 
Equation (2.29) is then p + (X'X) A_ I—r 
\ 22 
from b(ii) . 0 
which is the closed 
Lemma 2.$. Closed forms t(i) and b(iii) are equivalent when 
1^ • ^11 
^ *^ 12 
Pj -
Proof: 
The proof is the same as that of Lemma 2.4. 0 
A  
Case 1. 6 violates the second restriction. 
I  "l - 4P \ 
i.e.. I A I = 
I _ .. I 
\ Jr'g - / 
"l 
\ rg / > \ 0 / 
A  
We must adjust p in order to satisfy the second restriction, how­
ever, we must simultaneously guarantee that the first restriction 
continues to be satisfied. 
Subcase 1 = 0 ; Xg = 0 . 
Once again this combination of is not sufficient as it does not 
satisfy (2.20). 
27 
0 
i  since 
< 
> 
0 
0 
Subcase 2 = 0 ; X° > 0 . 
Since Xg > 0 , then from (2.18) Pg - = 0 . 
(2.20); X° must satisfy 
Therefore, from 
1^1 "^ 12 
12 22 
0 
'2 
> 
(2.31) 
Expression (2.31) is consistent only if > r^ and 2^ 
which together imply that 
•^ 12  ^?! 
(2-32) 
If > 0 , then inequality (2.32) always holds since is 
nonpositive. 
"^ 12 _ 1^ 
If d 2^ < 0 , and if g— > — then inequality (2.32) will be 
22 2 
satisfied and X" will be positive. 
Therefore, whenever d^ g >0 or d^ g < 0 and -— > — the closed 
form solution for p is 
"^ 12 . ^1 
"^ 22 2^ 
/ ° \ 
P = P + (X'X)" (A^, AG) ^ ^  J 
28 
p + (X'X)"^  A. 
22 
Subcase 3 > 0 ; Xg = 0 . 
Since > 0, then (2.18) implies that = 0 . This 
combination of X? is not sufficient since (2.20) does not hold, i.e. 
since d^^  and X^ > 0 and is nonpositive. 
Subcase ^ X° > 0 ; Xg > 0 . 
Because X? > 0 for i = 1, 2, then from (2.18) - A^p = 0 for 
i - 1, 2 . Therefore, vc cc.n solve for and. X^  "f'ins equation 
(2.20). 
so that 
'"l 
X° 4 Ag 
det D 
*22^ 1 ~ *12^ 2 
^11^2 ~ *12^1 ! 
(2.33) 
Now, since X^, Xp , and det D > 0 we have that (2.33) will hold only if 
29 
2^2^ 1 " ^ 12^ 2 ^  ° 
4- -f-
and d^^Tg - d^^r^ > 0 . (2.34) 
If d 2^ < 0 J then since is nonpositive, (2.34) will hold if 
322^ 1 > *12^ 2 '^ lf2 > 'il2'^ l ' <"•  ^^  
*^ 12 1^ *^ 11 1^ det D > 0 and d,„ <0, then -— < — implies -— < — . 
12 2^2 '2 "^ 12 2^ 
If d 2^ >0 , then since is nonpositive, (2.3^ ) can never hold. 
*^ 12 1^ 
Therefore, if d, * < 0 and ^— < — , then the closed form solution 
2^2 2^ 
for p is 
d„r, - , / 22 1 
p + (X'X)-^  (A^ , Ag) 
det D 
*11^ 2 " ^ 12^ 1 
det D 
-J. 
P + I^ a-A; A D""^ {r - A'p; 
A 
Summary of Case 3 P violates the second constraint. 
A A 
a) If COV(A^ Pj A^p) = d^ g < 0 
and 
. \ ^ ^1 " 4^ 
' 422 -
" 2  
-
~ A _ / P - A^ p 
then p = 3 + (X'X) ^  A_ j , 
2 \ dgg 
or 
30 
^ —: 
Pj -
^ A _ _ A 
then p = P + (X'X)" A D" (P - A'p) . 
b) If cov(Ajp, A^ p) = d^2 > 0 
then P = P + (X'X)"1 Ag 
\ 
Pg - "SP 
22 
Case U. p violates the first constraint, i.e. 
> 
< 
2 
0 
- «{p 
Pj - 4 
* * * 
If we use the transformation A-[ = A^  , = P^ , P^  = P^ , and 
Ag^ = Aj^  , then this case becomes 
* 
_ 
1 A{ P 
* 
_ 
2 
ca 
> ' 0 ' 
> 
I 0 
which is Case 3-
A 
Summary of Case 4 p violates the first constraint. 
A A 
a) If cov(Ajp, A^p) = d^ 2 < 0 
and 
. \ 1^2 2^ 2^^  
1/ 7— > 
11 A ?! -
31 
-1 I ^1 - 4P 
then p = p + (X'X) ^  ^ 
.. \ "^ 12  ^ 2^ • ^2^  
") % < :
Pi - A'p 
^  A  _  _  A  
then p = P + (X'X)~ A D (P - A'p) . 
A  A  
b) If cov(A^p. A^p) = ® 
. , Pi - A{P 
then P = p + (X'X)"^ A 
11 
Tables 2.2, 2-3 and 2.U summarize the discussion of this section-
In these tables A = (A^ , A^ ), P - A'p 
r \  A l ^ - i r l " v r \ - ^ A  I  jj — n \ri, J r\ 
/d,, 
Pi - A|p 
Pg-A^P 
, and 
i "^12 "^22 I 
A '  is an mxk Matrix 
The m consistent linear restrictions on p are A'p > P . If 
A 
P violates all of these restrictions then we have the following lemma; 
A  ^  
Lemma 2.6. Whenever all restrictions are violated by p and X = 
_ 1  ^  
D (P - A'p) > 0 , then the least squares solution for p is 
A  " )  _  1  ^  " 1  
P = p + (X'X)" A D (P - A'p), where D = A'(X'X)" A . 
Proof : 
We must show that (p, X°) satisfies the Kuhn-Tucker conditions 
Table 2.2. Constrained lec,st squares soluticin for p where A'p > P , A' is a 2xk matrix, 
A 
and A'p < P 
Condition 1^2 < 0 1^2 > 0 
none 
A 
P -
_ A 
- (X'X)" A D" (P A'p) 
1^ 
^2 
A 
B + (X'X)"^ A D~ 1 (p -
A 
A'p) 
"12 > 1^ 
^2 
A 
g + (X'X)"1 Ag ( "2 ) 
'\2 
< 
1^ 
^2 
A 
P + (X'X)"^^ ( 1^ 
1^1 
) 
Table 2-3- Constrained least squares solution for 3 where A'p > P; A' is a 2xk matrix, 
A 
and Aj^3 < Pj_ 
Condition 
o
 
V 
1 1 
*12 > 0 
none P + (X'X) A ( 1 ) 
J. ^11 
*^ 12 
1^1 
> ^2 
1^ 
p + (X'X) 1 A( 1 ) 
°-ll 
^12 
1^1 
< 
^2 
^1 
A _ _J A 
P + (X'X)" A D" (P - A'p) 
Table 2.4. Constrained least squares solution for p where A'g > P , A' is a 2xk matrix, 
A 
and A^ p < Pg 
Condition ^12 < 0 
AI 
0 
none 
A  , 
P + (X'X) 
CM 
CM 
> 
2^ 
A  r  
P + (X'X) 1 Ap( . ) 
22 
<^12 
< fl 
2^ 
A A 
p + (X'X) A D (P - A'p) 
35 
(2.l)-(2.k). 
1 A 
(2.1): X° = D (P - A'p) , which is > 0 . 
(2.2): P - A'p = (P - A'p) - [A'(X'X)"^AD"^(P - A'p)] 
A  A  
= (P - A'p) - [DD (P - A'p)] 
A  A  
= P - A'P - (P - A'p) = 0 , which is < 0 . 
(2.3): X°'(P - A'p) = X°"- 0 = 0. 
(2.4): (X'X)p - X'Y - AX° 
= (X'X)[p + (X'X)"^AD"^(P-A'p)] -X'Y-AD"^ (P-A'P) 
A  _  _  A  - A  
= (X'X)p + (X'X)(X'X)" AD (P-A'p) -X'Y-AD (P-A'p) 
T 1 ^ 1 ^ 
- (X'X)(X'X)"-"(X'Y)+.M)"~(P-A'p) - X ' Y  -
z: 0 . 
Since all four Kuhn-Tucker conditions hold, the result of the lemma 
follows. Q 
A  
When all restrictions are violated by p , then P - A'p > 0 . 
-1 
Therefore, a sufficient condition for X° = D (P - A'p) to be positive 
is that all elements of D  ^are nonnegative with at least one element 
strictly positive. We will derive conditions on D in order to find a 
sufficient condition for X° to be positive. 
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Case 1. m = 3 
D = A'(X'X) is a 3^3 positive definite matrix. Therefore 
D = 
a 
d 
e 
d 
b 
f 
e 
f 
c 
where a,b,c, and det D > 0 and d,e, and f are unrestricted. 
Using the formula for matrix inversion by bordering from page 71 of 
Hemmerle (1967), 
= ( d, J , 
where 
ij 
d 
• "• 'JS - « • 
i/i: ; (2.37) 13 a(det D) ' 
'^21 1^2 ' 
• Sif • «h 
'o • Ssn, • «•»> 
37 
and 
<131 d^ 3 ; 
^32 "^23 ' 
Sî ' a ' 
where 
a = c(det D) - be^ - af^ + 2def • (2.40) 
_1 Since D is positive definite^  then D is also positive definite, 
so that d^^, dgg, d__, and det D are necessarily all greater than 
zero. Due to the positivity of d^  ^, a is therefore positive. 
From (2.3-7); d^  ^ and d^  ^ are nonnegative when (fd - be) > 0 . 
Likewise from (2.39) d^  ^ and d are nonnegative when (ed - af) > 
0 . llnnRonnontlir f.'hp f-ÎTRT, t.prm in i .q nonnpcrat.iw wbenpirpr 
(fd - be) and (ed - af) are nonnegative. Therefore a sufficient 
condition that d^  ^ ^"(1 2^1 nonnegative is that -d is non-
negative, i.e., d <0 . 
In summary, therefore, whenever all constraints are violated, the 
following conditions are sufficient conditions to insure that X° >0: 
fd - be > 0; 
ed - af > 0; 
and 
d < 0 . 
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Case 2. m is any positive integer 
A  
Using Cramer's Rule, the solution to the system DX° = (P - A'p) is 
= 1x1 (2.1.1) 
where |Mj . (-l)'-'^ \D*(l,i) + (-l)^ "^ 2Q2D*{2,i) + ... + (-l)''^\D*(m,i). 
This is the Laplace expansion of det D along the 1st column, where 
(-l)^^^D (j,i) is the classical adjoint of D, and Q. is the jth 
A  ^  
component of the vector (P - A'p) . 
A  
When all constraints are violated, then (P - A'p) >0 , so that a 
sufficient condition for each X? in (2.Ul) to be positive is 
(-1)^ ^^  D (j,i) > 0 and strictly positive for some j and i • 
We shall denote this condition as Condition A. Therefore whenever all 
constraints are violated and D satisfies Condition A, then > 0 . 
From Lemma 2.6, then, 
V 
M 
p = p + (X'X)'^ AX° where X° = ~ ' ' ^  
D 
MM ' 
using formula (2.4l). 
Suppose now that m is any positive integer and that only some of 
A  
the constraint equations are violated by p • Let the constraint equa­
tions be partitioned into two sets as follows: 
r 4P 2 
A'p > P 
Lo >p. 
where 
39 
A' is m X k; A' is m xk^, A' is m~xk and 
m^+nig = m , 
> ?! 
< P. 
We must adjust p to p so that p satisfies the second set of con­
straints, while continuing to satisfy the first set of constraints. 
Let 
D = 
°11 
m^ xm^ 
1^2 
m^ xmg 
1^2' 
mg xm^ 
ro
 
mg xmg J 
mxm 
A  A  
represent the variance-covariance matrix of (A^ p, A^ p) • Therefore we 
A  
must solve the large system DX > P - A'p subject to the cross-product 
equation (P - A'p) = 0 . 
As in Case 3 when m = 2 , it is impossible for X° = 0 . Conse­
quently, there are only two situations to consider. 
Subcase 1 X° = 0 ; Xg > 0 » 
From (2.18) and (2.20), we must have 
11 D 12 
1^2 °22 
4o 
which can be written equivalently as 
> Pi - A'p (2.^2) 
and 
A  
DggXg = Pg - . (2A3) 
-J /\ 
If Dgg satisfies Condition k, then from (2.^3) X° = (Pg - A^p) > 0. 
Substituting for X° in (2^2), 
^  A  A  
1^2 °22 (^ 2 • > (Pi - A{P) . (2Ai;) 
 ^ _1 A 
Since < 0 and (Pg - AgP) > 0 , if all elements of D^ g 
are nonnegative, then (2.4^-) is satisfied. 
Consequently the closed form solution for p is 
I ° 
? = P + (X'X)"^ (A , JL) I 
I D-: (P, -
"lyA n"^ 
= P + (X'X)"-" Ag Dgg (Pg - A^ p) 
Subcase 2 Xi > 0 ; X° > 0 
Frcm expressions (2.18) and (2.20), we must have 
D 11 
12 
Dig 
22 
X 
\ x° / \ Pg - A^ P '' 
kl 
or 
0 .  ^. G ^ 
and 
=11^ 1 + ^ 12^ 2 = - 4P (2-45) 
1^2^ 1 + ^ 2^2 ' 2^ - ' (2.46) 
If ail the elements of are positive then > 0. Since X? > 0 
A  
and P^ -A^ p<0, then (2.4$) will not be satisfied when consists of 
nonnegative elements. 
Situations when (2.4$) and (2.46) are satisfied can be found. How­
ever, the solutions for and Xg depend on the structures of 
D^ g, and . Therefore, under Condition A the only possible general 
case is X^  = 0 and Xg > 0 . We then have the following lemma: 
A  A  
Lemma 2.?. If D^g , the covariance matrix of (A^^, A^p) consists of 
all nonnegative elements and if Dgg satisfies condition A, then 
rsJ  ^ 11  ^
P = P + (X'X)"-" Ag (Pg - A^ P) . 
Proof: 
Since the formula for p was derived from the Kuhn-Tucker conditions, 
we need only check that 3 satisfies all constraints. 
 ^ -1 *1  ^
Pg - = Pg - - [A^ (X'X)''-'AgDg2(Pg - A^ p)] 
= Pg - A^ P - [A^(X'X)'\(A^(X'X)"^Ag)"^(Pg-A^p)] 
A  A  
= Pg - AgP - Pg + AgP 
h2 
?! - - Aj_p - [A^ (X'X)"\D22 (Pg - A^ p)] 
= Pi - A{P - [DI2®22 (^ 2 -
A  
= - A^p - (some positive quantity) . 
Since P^  - Aj^p is negative, then P^ - A|p is negative, i.e., A|p > 
Consequently, all constraints are satisfied. Q 
Numerical Example 
Given the model 
Y. = pQ + PAi ^2^2i ®i ' 
i = 1, 2, 3, where ~ NID(0, o l^) and ^ 
2PQ + 6p^  + 2Pg 
and the data 
I iih-\ • U 
\> - l l  
"(l-i. I I d.(j 
~ I \ 
X, 1 2 3 
X  
^2 1 9 
Y 5 3 1 
find the restricted least squares estimate for p 
For this data 
/1 1 1 \ / 3 6 11+ 
X = 
h 2 ^ ) ' (X'X) = li^  36 
\ 1 3 9 ' \ ]À 36 98 
43 
(X'X) -1 
19 
-21 
-21 5 
24.5 -6 
-6 1.5 
and X'Y = 
9 
14 
26 
Therefore 
= (X'X)"^ 'Y = 
19 
-21 
5 
-21 5 
24.5 -6 
-6 1.5 
7 
-2 
0 
Now 
6 
0 
2 
3 
P = 
4 
20 
Therefore both constraints are violated; this problem is an example of 
Case 2. 
A  A  
Next we must determine cov(A^ P; AgP) . 
= A'(X'X)"-A = 
/ 2 6 2 / 19 -21 
' \ 
' 2 2 
D : -21 24.5 -6 6 0 
\ 2 0 3 , \ 5 -6 1.5/ ^  2 3 
356 -225 
-225 11^ 9.5 
44 
A A 
Hence = 356; = -225; and d^ g = Since cov(A|p^  i^ p) = 
d^  < 0 , then from Table 2.2, 
A  1 1  ^  
p = p + (X'X) AD (P - A'p) 
J ! )  J . :  i L  i  w :  If""'' 
\ Q I \  ^ _6 1.5 / \ 2 3 A ' * ^ 371 / \ 6 / 
I 10.248 ' 
= I -2.694 
' - .166 ' 
Notice that p satisfies both constraints exactly, since 
^  / V  
2Pq+ 6p^  + 2P2 = 4.0 
and 
2Pq+ 3Pp = 20.0 . 
^5 
CHAPTER III. CLOSED FOEM SOLUTIONS FOR LEAST SQUARES 
ESTIMATORS WHEW THE PARAMETERS ARE SUBJECT 
TO LINEAR INTERVAL CONSTRAINTS 
Introduction 
In Chapter II we derived the least squares closed form solution for 
P when p is subject to constraints of the form A'p > P . A related 
but slightly more complicated problem is that of linear interval con­
straints on p , i.e., Pq < A'p < P^ . For such constraints, whenever 
A  
p is known, at most one of each pair of interval inequalities can be 
violated. In this chapter we will use this fact concerning the violated 
inequalities and the theory and results of Chapter II to derive the closed 
form solution for p , when p is restricted by linear interval con­
straints F„ < A'S < P, , where A' is either a Ixk or 2xk matrix. 
U  —  —  _ L  
We conclude the chapter with two numerical examples. 
A' is a Ixk Matrix 
The constraints Pq < A'p < P^  can be written equivalently as 
A'p > Po 
and (3"l) 
-A'p > -P^ . 
A  
For any value of p , at least one of the inequalities of (3*1) is satis­
fied. 
k6 
Case 1. 3 satisfies both restrictions , 
For = 0 , Xg = 0 , and p = p , the Kuhn-Tucker conditions 
(2.l)-(2.^) hold. Consequently the closed form solution for p is 
 ^ -1 
P = P = (X'X)" X'Y . 
A  A  
Case 2. p violates the first inequality, i.e., A'P < 
The only reasonable combination of X° and Xg is X^ > 0 and 
o A ^ ^ 
Xg = 0 ' This corresponds to adjusting p to p so that p lies on 
the boundary of the constrained region, i.e., A'p = Pq . From (2.20), 
in order to satisfy the Kuhn-Tucker conditions, the following system 
must be solved: 
A'' X° PQ - A'P 
A  ( X ' X ) - l  ( A ,  -A) 1 > 
A'J .0 i"^l + , 
(3.2) 
The system (3*2) implies that 
1 A 
A'(X'X) A X° = Pq - A'p (positive) (3.3) 
and 
_I A 
-A'(X'X)" A X° > -P^ + A'p (nonpositive). (3.4) 
Solving for X° in (3*3); we have that 
-^ 0 -
A'(X'X)"^ A 
(3.5) 
1+7 
Substituting (3*5) for X° in (3-^), then 
-A'(X'X)~^  A ^0 -
^A'(X'X)"^A 
= -Pq + A'p > -P^  + A'3 
since, by assumption, P^ > P^ . Therefore, (S*^) is always satisfied-
The closed form solution for p from Table 2.1 is then 
A -1 / PQ - A'P 
P = P + (X'X) A I 
A'(X'X)"^ A 
Case 3- P violates the second inequality, i-e-, -A'p < -P^  
Following the same derivation as in Case 2, the closed form solution 
for p is 
-P  +  A'P 
p = p - (X'X) A I — 
\ A'(X'X)~^A 
Table 3-1 summarizes the results of this section-
Table 3'1' Constrained least squares solution for p where Pq < A'p < P^ 
and A' is a Ixk matrix 
A'p < Pg <A'P < ?! 
A 
A'p > P^ 
A  (X'X)"1 AfPg - A' p )  A 
P 
1  ^
A (X'X) A(A'p - l^) 
A'(X'X)"^ A 
P • -, 
A'(X'X) A 
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A' is a 2xk Matrix 
For convenience, we can partition the matrices A and A' and 
vectors pQ and as follows : 
A = Ag); A' 
Ai\ 
^^ 2 
; and P^  
The constraint inequalities can then be written in partitioned form as 
and 
Po 5 AjP < ?! 
pg < < pg 
(3.6) 
(3.7) 
Given the unrestricted least squares estimate p , at most one 
i WJ. \ ^  « W / tuiiu. S-ZXAVi. XV. AÏQ f V, / O '7\ />or> 4^2^ \ u - I / 
be violated. We will investigate the problem of simultaneous upper and 
lower bounds by considering the possible combinations of violated inequal-
A  ^
ities. We will adjust p to p using the formulae developed in Chapter 
A  ^
II so that the inequalities violated by p are satisfied by p , and 
then find conditions so that p does not then violated the inequalities 
A 
satisfied by p • 
Recall from Chapter II, D = A'(X'X) ^ A is the variance-covariance 
A A 2^  
matrix of A^ p and A^ p . We a^ ain assume (X'X) exists and that A' 
is of full row rank, so that D is positive definite. Likewise, we 
define 
1+9 
D = "^ 11 *^ 12 
"^ 12 "^ 22 
and -1 22 
d_.dnn - d' 11 22 
. -d 
12 \ 12 
12 
11 
Det D = (l2l'^ 22 " ^ 1^2 ^  ^ since D is positive definite. 
A A 
Case 1. 3 satisfies all restrictions, i.e., and 
Pg < < F3 
Rewriting the interval inequalities as four single inequalities, 
i.e., A|p > P^ ; -A^ p > -P^ ; A^ p > P^ ; and -A^ p > -P^  , then the vector 
0 
X =0 and p clearly satisfy the Kuhn-Tucker conditions. Hence, the 
cw A 1 
closed form solution for p  is p  =  p  =  ( x ' x )  "A' y  .  
A A A 
Case 2. p violates both upper bounds, i.e., A^ p > P^  and A^ p > P^  
A  ^
In this situation, we need to adjust p to p so that 
AjP ) I  P^  - Q^ (P^  - Pq) ^ 
P^  - Q^ (P^  - Pg) I ' 
(3.8) 
where and 0^  g [0, 1] • 
In order to appeal to Tables 2.2, 2.3, and 2.4, we must rewrite this 
particular case in the framework of Chapter II. We will, therefore, 
temporarily ignore the lower inequalities of each interval constraint, 
so that, as in Chapter II, we have only two inequality constraints. More­
over, we must make sure that the p from Tables 2.2, 2.3, or 2.It-
continue s to satisfy equation (3-8). 
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Now, rewriting this case in the framework of Chapter II; 
-A^ P > -] 
-/Uf > -Pj 
ÂjP > -Pi 
- — "^ 2 
where both constraints are violated by p . 
In order to use Table 2.2, we need to find the elements of 
D = 
4 
(X'X)"^  (A^ , Ag) 
in terms of the elements of 
4 
Here 
D = I I (X'X)-l (A^ ; Ag) 
1 ; 
• • 
D = 
I ^11 ^12 \ 
di2 2^2 
-4 
-*2 
(X'X)"^  (-A^ , -Ag) 
(X'X)"^  (Ai, -tp) 
^2 
D 
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djl d^ 2 
1^2 *^ 22 
A A 
a) If cov(A|p, AgP) = cov(A^ p, A^ p) = 5 0 , then 
P = P + (X'X)"^(A)D -^ 1 - 4^  
L-P, 
3 -
A / -P + A'p \ 
= p -  (x'x) AD" I A 1-, • » I 
from Table 2.2. 
Therefore 
(Ai, \ 
Us / 
A'p 
A / -P + A'P \ 
A'p - A'(X'X) AD A 
\ -P3 + 
= A'p -
I  - P i  +  A , ' p  \  
-P3 + j 
(3.9) 
Putting equations (3.8) and (3-9) together, we have that 
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1^ " " ^ 0^  
3^ " *^ ^^ 3 ~ 
(3.10) 
where a, and OL e [0, l] . 
- (h\ 
Hence (3*10) implies that =  0  and A'p = I, p j ; 
A , 3 
A 1 1 f -Pi + A'P 
p = p - (X'X) AD ' 
where 
-P. + A^ P 
b) If cov(A^ p, A^ p) = cov(A{p, A^ p) = d^ g > 0 and 
 ^  ^, then 
-P- + A^ p 
p = P + (X'X)"^  A D 
-Pi - A{P 
* A ' 
-Pn - AAP 
= P •= (X'X)"^  
-Pi + A^ P I 
 ^ / 
-Pg + A^ P I  
from Table 2.2. 
Therefore 
A^ P 
= A'p 
= A'p - A'(X'X)"^ AD"^  
-P^  + A{p 
\ -P^  + A^ p / 
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A 
A'p -
-Pi + 
A 
-P3 + 
(3.11) 
Hence, as above, equations (3-ll) and (3.8) imply that = 0 and 
A'P = 
I 
"3 ) 
, Where p = p - (X'X) AD -1 I -^ 1 * 4P ) 
_ A _ A  A  A  
c) If cov(A|p, A^ P) = cov(A|,p, A^ P) = > 0 and -— > 
A 
-Pi + A;p 
-Po + A^P 
, then 
/ . V - I — I i X' I P = P + [ X - A J  A ,  
-Pq - a;B \ 
P - (X'X)"^  A. 
-P. + A^ P 
22 
from Table 2.2. 
Therefore 
'R A{P 
-A^ P 
A{P 
A{(X'X)-^ Ag(-P^  + A^ p) 
22 
A^ (X'X)-^ Ag(-P^  + A^ P) 
22 
5^ 
dg (-"3 + 
A 
(3.12) 
In this case, when (3.12) and (3.8) are set equal. 
\ - -Q) 
Pg - - Pg) 
I (-Pg + A^ p) V (3-13) 
(3.14) 
where and e [0, 1] . 
From (3.14), = 0. 
Rewriting (3-13)> 
12 
A 
^^ 1^ " ^ 0^  " d^  (-P3 - (-?! + A^ p) (3.15) 
Before continuing, we recall that (P^  - Pq), d^^, d^ g, (-P^  + A^ p), and 
A 
(-P^  + A^ p) are positive. 
Since > 0 , then from (3-15) 
d A A 
 ^(-P + A^ p) > (-P^  + A{p) , 
22 
or 
"^ 1 ^ "^ 12 
 ^ a;; ' 
-P, + 
(3.16) 
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which is the condition assumed from Table 2.2. 
Also, since < 1, then from (3.I5), 
- ^ 0 2 ^  (-^ 3 + - (-^ 1 + 
or 
or 
Pi - Pq + (-Pi .  ^(-P3 + 
-Pq + 1^2 
-P3 + A^ p 
"^ 22 
Consequently, whenever d^ g > 0 and 
T> .1. A 1 O J _T) .1. A I O 
-±r\ • XT-, p ^ 
> > 
A - dgg 
then 
P3 + -Pg + 
-1 I \ 
P = P - (%'X)  ^l^ dl— ]• 
_ A _ A A A 
d) If cov(A^ P, A^ p) = cov(A|p, A^ p) = d 
-P + A'p 
— — , then 
A 
-P3 A^ P 
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= ; . (x'x)-: ^  
3 - (X'X)"^  A. 
from Table 2.2. 
Therefore 
A ' p  
A 
A'p 
\ a ' P  
I 
I -
11 
'^ 11 
A. |(X'X)"^  A^ (-P^  + A^ p) \ 
11 
A^ (X'X)'^  A^ (-P^  + A|p) 
11 
 ^(-^ 1 ^  I 
(Â.l8) 
Similarly, when (3.I8) and (3*8) are set equal, 
/ 
?! - Ol(Pl - Po) 
 ^P3 - ^ 2(^ 3 -
"1 
A^ P -
22 
1^1 
cU^  (-fl + AiP) / 
(3.19) 
(3.20) 
where cc^ and OL e [0, 1] 
Prom (3.19), 0^ = 0 . 
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Rewriting (3-20), 
d 
- Pg) =  ^(-?! + A{p) - (-P^  + A^ p) . (3-21) 
A A 
Now (Pg - Pg), d^ g, d^ ,^ (-P^ +A'p), and (-Pg + A^ p) > 0 . 
Since > 0 , then from (3.21) 
dJ(-^ i + Aie) > (-Pj + A^P) 
or 
'^ 1 _ *^ 11 
> 
A - ' 
-P^  + A^ p 
(3.22) 
which is the assumed condition given in Table 2.2. 
Also, since < 1 , then from (3-21), 
Pj - P2 > ^  (-?! + - (-P3 + A'p) 
or 
or 
P3 - Pj + (-P3 H. > g (-Pi + A^ P) 
"Pi , *^ 11 
A 2^2 
-Pg + A^ p 
< -— since -Pg + A^ p is positive- (3-23) 
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Therefore, if  ^® 
then 
-Pi + AjP 
< 
A — d 
-Pg + 
*^ 11  ^-^ 1 
12 
-P3 + A^ p 
A 1 
p = p - (X'X) A, 
11 
Tables 3-2 and 3-3 summarize the situations when either both upper 
A 
or both lower bounds are violated by p . 
Case 3" p violates the first lower and second upper bounds, i.e., 
< P,, and A^ p > P., 
We need to adjust p to p so that 
A'p 
•-••2? / 
pi + - p,) 
-P + r/ CP - P ^ . 
-3 -2'-3 -2' '  
(3.2k) 
where and CL e [0, 1] . 
Rewriting this case in the light of Chapter II: 
AjP > P; 
-A^ p > -Pg. 
-ï>< 
rA{p > 
lA^ p > -Pg 
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where both constraints are violated by p . Now 
D = A' (X'X)"^  A = 
A'\ 
l-A-
(X'X)"^  (A^ , -Ag) 
*^ 11 "^ 12 
\"^ 12 2^2 
Also 
D 
d^ -,d^ _ - d' 
2^2 *^ 12 
11 22 12 \ d 12 11 
A A A A 
a) If cov(Aj^ p, A^ P) = coviAjp, -A^ p) = -d^ g < 0 
P = P + (X'X)"^  (A^ , -Ag)D 
Po -
-Pg + A^ P 
from Table 2.2. 
Therefore 
A{P 4 
,-A^ P 
-^ 2 
1-^ 
P + 
•^ 2 
(X'X)''-^ (A^ , -Ag 
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1 \ A 
P + 
2^ 
Po -
-P3 + 
(3.25) 
Along with (3-24), (3.25) implies that = 0 . Thus 
A-
V-^ 2 
P = 
-P_ 
where 
p = P + (X'X)"^ (A,, -A^ ) D — -1 
_ L  C .  
PO - Ajp 
A A A A 
b) If cav(A^ 3,-A^ 3) = cov(A^ p, A^ p) = -d^ g >0 and 
-d 12 
2^2 
Po - Ajp 
-P3 + A^ P 
11 
-*12 ' 
then 
p = p + (X'X)"1 (A^ , -Ag) D --1 
Po - A{P 
i-P. + A^ p 
from Table 2.2. 
6i 
This is identical to the above situation, so = 0 and 
-^ 2/ 
P = 
-P. 
_ A _ A A A 
c) If cov(A|P,-A^p) = cov(A^P, AgP) = -d^ 2 > 0 and 
-d 
d 
22 
22 
> 
Po - A;p 
-Po + 
, then 
P = P + (X'X)"^  (-Ag) I 
PL + A: P^ 
22 
from Table 2.2. 
Therefore 
A{P 
A -P + A'P 
A'p - A{(X'X) (A^ ) 1 — 
- X \ 22 
A -d, p  A 
- Aie + 5-(-P3  + A^ P) (3.26) 
and 
-A^ p = -A^ P - A^ Xx'Xj-lf-Ag) 
-P3 + A^ P 
2^2 
-A^ P + (-P^  + A^ p) = -P^  . (3.27) 
Along with (3.2^ ), (3*27) implies that 0^ =0 
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Putting (3-26) together with (3«24), 
V + ^  (-^ 3 + = •'o + - ^ o' ' 
which can be rewritten as 
a^ (P^  - Pq) = -(PQ - A{P) + -~ (-P3 + A^ p) . (3.28) 
A A 
Now -d^ g, dgg, P^  - Pq, (Pq - A^ p) and (-P^  + A^ p) are positive, 
and since > 0 , then (3'28) implies that 
•^ (-Pj + i^ p) > (Po-Ajp) 
or 
-d 
_12 
2^2 
> 
-P. + A^ P 
(3.29) 
which is the condition assumed from Table 2.2. 
Also < 1 , so (3*28) implies that 
(îl - Pq' > -(^ 0 - 4) + (-^ 3 " *2^ ' 
or 
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A -d 12 
?! - Po + (^ 0 - Aje) > -àg (-^ 3 + 
or 
A -d.p A 
" • i - H P  i  ^  (-^ 3 ^  
or 
1^ • ^1^   ^""^ 12 
A — d (3.30) 
-P. + A^ p 
22 
Consequently, whenever 
1^ "  ^"^ 12  ^ 0^ " ^ 1^  
-^  + ;y^  -P3 + 
then 
-Pq + A:P 
P = B + (X'X)-- (-Ag) I -i— 
A 
,  - P  + A l p  
p - (X'X) Ag 
22 
6k 
a a a a 
d) If cov(A^ P,-A^ p) ^  cov(A^ P, AgP) = -d^ g > 0 , and 
11 
2^2 
< 
PO - AlP 
-po + a^p 
then 
p = P+(X'X)"\A,) 
a 
A'p 
'0 "1' 
*11 
from Table 2.2. 
Therefore 
= A^ P + A^ (X'X)"^ (A^ ) 
Pp -
1^1 
= A^ P + Po - Ajp 
= P. (3.31) 
ind 
-A^ P - A^ (X'X)"^ (A^ ) I 0 " ^ 1^  
11 
a -d,_ a 
-jyp + -([^ (PO - AÎP) (3.22) 
Together, (3.31) and (3-24) imply that = 0 
Expressions (3*32) and (3*24) imply that 
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A -d^ 2 
-A^ P + "dj (^ 0 • 4^ ) = -^ 3 + «2(^ 3 - • (3.33) 
Recall that -d^ ,^ 2^2' 3^ " ^ 2' ^^ 0 " (-Pg P^) are 
positive, so since > 0 , then from (3-33) 
-d.p A A 
-J- (Pg - Aie) > -P3 + 
or 
0^ " "^ 11 
-P3 + A^ 3 
> (3.3!^ ) 
12 
which is the condition assumed from Table 2.2. Also, since < 1 , 
then iiirûlies thai 
or 
or 
or 
(P3 - Pg) > p, - A^ p + ("0 - 49) 
3^ " ^ 2 " ^ 3 " - "dj '"0 -
A -dip ^ 
- fg 2 (fo - 4P) 
A 
d_ P. - A'p A 
-— > since -P + Aip is positive. (3-35) 
-d - A d d. 
-Pg + A^ P 
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Consequently, whenever 
0^ "  ^ *^ 11  ^ 0^ " ^ 1^  
-d 
-Pg + A^ P 
12 
-P? + A^ P 
then 
P = p + (X'X)"^  A, 
Pp - AjP 
1^1 
Tables 3»^  and 3*5 summarize the situations when one upper and one 
A 
lower bound are violated by p . 
A A 
Case 4. p violates only the second lower bound, i.e. A^ p < 
In order to use the results of Chapter II, we will first assume we 
have only the restrictions 
> Po 
and 
A/fl > Pg 
where the second constraint is violated by p 
A ^ 
p to p so that 
We will need to adjust 
A[P Pq + Q^ (P^  - PQ) 
Pg + " Pg) 
(3.36) 
where and CL e [0, 1] 
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A A 
a) If cov(A|p, A^ p) = > 0 , then 
p = p + (X'X)"^  A, 
to 
Pg -
<^ 22 
from Table 2. 4 .  
Therefore 
A{P 
/ 
A Pp - A:p 
AiP + Ai(X'X) 
" li " 
4P + ^  (^ 2 - (3.37) 
and 
A^ p = A^ p + A^ (X'X)"^  Ag I ^  
22 
= A^ P + (Pg - A^ p) = Pg (3.38) 
Equations ( 3 ' 3 8 )  and ( 3 * 3 6 )  together imply that oc  ^ - 0 
Expressions (3-37) and (3.36) imply that 
dl2 
4P + 
which can be written equivalently as 
A d 
['O A]_P  ^(Pg - AgP)  ^ ° ^ 0^  -Po + ' (3.39) 
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A 
Notice that (Pg - A^ p), - Pq, and (-Pq + Ajp) are 
positive, so that knowing > 0 is of little value in this situation. 
However, since < 1 , then from ( 3 - 3 9 )  
or 
or 
-^ 0 " 4 ^  "^ 2 - < (^ 1 - ^ o' 
^ (Pg - 4 1  <  h  -  4P 
A 
1^2 < 1^ " 4^  . (3.40) 
dgg 
Pg -
Hence, if 
*12 , Pi - AiP 
*^ 22 
< 
Pg - A^ p 
then 
~ A _i / ^ 2 ~ \ 
p = P + 
A 
A A d, p  Pq - A'P 
b) If cov(A|p, A^ p) = d^ g < 0 and ~ >  ^, then 
22 
P, 2 A^ P 
A T / Pg - AAP \ 
p , e, (x-x) I I 
from Table 2 . k .  
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Consequently 
P. 
= 4* (S.in) 
and 
-
= A^ p + A^ (X'X)"^  ^ 2 1 ~ d 
22 
A^ p + (Pg - A^ p) = Pg . (3.42) 
Once again (3'42) and (3-36) imply = 0 . Putting (3-^ 1) together 
with (3-36) ; 
 ^ d-i o  ^
A^ P + (Pg - -A^ P) - Pq ~ ^ 0' • \3-'-3/' 
Now since (-P^  + Ajp), dgg, (Pg - A^ p) and P^  - Pq are positive, 
then since > 0 equation (3-^ 3) implies that 
or 
A |d I A 
•^ 0 + > 5^  (^ 2 - A^ e) 
-Pn + A'p J 
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or 
Po - d 
 ^ ^22 
Pg -
< # , (3.kk) 
which is the condition assumed from Table 2.^ . 
Also < 1 , so (3*^ 3) implies that 
- fo + Aie + (Pg - A^ ê) < Pi-PQ 
or 
or 
- '*iP 2 ^ (^2 - 41 
P - A ' ft 
•'o --Of 
which is always true since d^ g is negative and (P^  - Aj^ p), (Pg - A^ p), 
and dgg are positive. Hence, if 
13 _ A I R 
12 . 0^ '^1^  
Pg - A^ P 
whenever d^ g < 0 ; then 
A . f Pm - A^p 
p = p + (x'x)-^ ^  — d 
22 
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A A 
c) If cov(Aj^ p, A^ p) = 0 and 
J 2  
2^2 
< 
Pq " -^ {P 
then 
ro - 4P 
I pg - A^ p 
from Table 2.4. 
Consequently 
p = P + (X'X)"^  AD"^  
A{P \ 
A'p 
A-n"^  A'p + A'(X'X)" AD 
Pc 
Po - AjP 
xPg - AgP 
(3.46) 
Together with (3-36), expression (3-46) implies that CL = OL = 0 
Thus 
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where 
Tables 3-6-3.$ summarize the four situations when only one inequality 
A 
is violated by p . 
In Tables 3-2-3*9 , 
ana 
1^1 *^ 12 
*^ 12 "^ 22 
= A'(X'X)"^ A 
D = 
\-d 
-d_ 
11 12 
12 2^2 ' 
^o\ I  ^ l \  ^ 1 ^ 1  
Table 3-2- Constrained least squares solution for 3 where < A'p < I and A'p > ( 
2 / \ 3^ / \ 3 
Condition *12 >0 
none p - (X'X)"^ /I)"^ ' 
-Pl+AiP 
-P.+4^  ^
 ^< "^ 1 " ^1^  
2^2 
-Pj + 
< 
11 
1^2 
A ^ / 1 
P - (X'X)" AD~ 
-P. + AJp 
-P3 + A^ P 
OJ 
-P^  + Ajp 
-P^  + A^ p 
< 
12 
A — d 
22 
< 
-Po + jje 
•P + A^ p 
P - (X'X)" Ag d, 22 
A 
-fi + < -^ 1 + 4^  
A — d 
-Pg + A^ P 
12 
-P. + A^ p 
Table 3 . 3 .  Constrained least squares solution for p where | 1 — < (^^1 < j 
Condition ai2<o *12 > 0 
none G + (X'X)"^AD"^ 
Po - A;p 
Pg -
"•12 
^ 2 2  
- Aj_p 
< 
1^1 
'12 
3 + (X'X)"^  AD"^  
Po - A^ p 
Pg -
-
< 12 
2^2 
A  
P. -
< 
-
3 + (X'X)"^  A^  
22 
0^ _ 1^1 , ^0 " 
< 
A  — d < 12 
Pg - A^ P Pg -
P + (X'X)-l ( -Si^  
Table 3-4. Constrained least squares solution for p where I j < A'g < | | , 
\ 2/ \ ^ 3 l  
< Pg and >Po 
Condition *12 < 0 *12 ^  0 
none P + (X'X)"^ (A^ ,-A2)D 
Po -Aje 
A  
-*12 < 0^-4^  < 
22 -Pg+A^ P 
A , ^ 0 AjP 
+ (X'X) ^(A,, -A3)D A  
\-P +A^ p 
Fo - Aie ^  -ai2 
A — d 
-P3 + A^ 9 
22 
P-(X'X) 1 Ar 
-Pg + A^ e 
*22 
'0 
A  
A  
AJp 
-a 
< 
12 ^  2 
-P^  + A^ p 
11 
Po -AjP 
P + (X'X)"1 A_ 0^ - 4^  
'^ ii 
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(iT* F LT* 
§ 
PH 
A 
V 
-P < oa 
W - OJ 
m <; 
Tj 0) 
a 
•H CÔ 
M 
•P 
W 
c < ca 
8 
o 
Al 
5 
g 
T-j 
•P 
•H 
1 
o 
<01 < ca 
OJ 
X 
H 
+ 
< ca 
§ 
c 
CM 
I 
3^" 
PL, 
H 
IP 
OJ 
C ! 
X 
X 
+ 
< ca 
H |  ^  
T) I'd 
V 
'y 
+ 
PM^  
I 
< ca 
I 
.OJ 
A4 
V 
OJ OJ 
H OJ 
-d I'd 
+ 
I 
H 
'cT 
X 
H 
I 
< ca 
'9^  
+ 
Al 
PM 
I 
CM 
I 
VI 
'3^  
+ 
fM 
I 
•f 
_x 
+ 
< ca 
< ca 
"<r 
p? 
I 
3^" 
I 
CM 
Pk 
VI 
OJ 
H 
'd 
CM 
-d™ 
VI 
'y 
+ 
pr' OJ PM 
Table 3-6. Constrained least squares solution for p where ^0^ < A'3 < I I and A{3 < 
Condition 1^2 <: 0 *12 > 0 
12 
1^1 
< 3^ -
Pg -
3 + (X'X)"^  A. 
Fp - 4P 
12 
' l l  
> 
Pg -
fo - AIE 
3 + (X'X)-^  ^
0^ - 4P 
'^ ii 
12 
1^1 
< 
A^ 3 
A{3 
3 + (x'X)~^ ad"^  
Po - A{3 
Pg - A^ 3 
Po\ / ^ 1 \ 
Table 3 ' 7 -  Constrained least squares solution for p where I p I < A'p — 1 P 1 > P^ 
Condition 1^2 <0 di2 > 0 
12 
\ll 
< 
Pg -
1^ - 4P 
1 I P-i - A'f 
9 + (X'X) I ---a---
 ^3 
11 
p. - A^ p 
Pi - A|f 
p + (X'X)"1 A, 
Pi -
1^1 
-12  ^3 P^  - A^ p 
11 
1^ -
p + (X'X)~^  AD"^  
- 4P 
Pg - A^ P 
I  ^ o \  W  Table 3-8. Constrained least squares solution for p where I  p |< A'p < and 
\ 2 / \ 3/ 
Condition *12 < 0 
12 
2^2 
< 
Pi - A 
P + (X'X)"^  Ag '  ^
P^  - A^ 3 
22 
12 
2^2 
-
> 
1 , Pp - A't 
-22 
12 
2^2 
P^  -
< 
A{P A  
P (x'x)"^  A D '^  
Po - A{P 
P2 - A^ f 
/  ^ 0 \  I  h \  Table 3.9. Constrained least squares solution for p where I  ^  |  <A'p< l p  1  and 
Condition d^  ^< 0 d^ 2 ^  0 
1^2  ^foJlM p + (X'X)-l Ag 
22 _ A^ p \ 22 
d. 
12 
2^2 
> 
fl -
P3 - A^ p 
p + (X'X)-l Ag 
P3 -
2^2 
12 
i 22 
< 
fl - AfP 
P + (X'X)"^  AD~^  
1^ -
-
A^ P 
A^ P 
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Numerical Examples 
Example 1 
Given the model i = 1, 2, 3, where 
e. ^  NID(0, a^ l) , and 
1 
< 
Bo^ -SPi  ^ 5 
2(30^  pj ' U 
and the data 
X 1 2  3  
1 3 2 
find the restricted least squares estimate for p 
For this data 
1 1  1  
X = 1  2  
1  3  
(X'X) 
' ') ^ 
6 14 I 
( x ' x )  7/3 
-1 
Consequently 
1 
p = (X'X)" X'Y 
-1 
1/2 
and X'Y 
[ 1 3 /  
1 * 
il/2 j 
Wow 
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A  
A'p (1 2) 
and 
= (2 1) 
1 
\l/2 
1 \ 
I 1/2 , 
= 5/2 
Therefore, violates the second lower bound, and we can use Table 
3 . 6 .  
A  A  
Next we must determine cov(A|p, A^ p) • 
D - A'(X'X)"1A = 
1 2 ]  1 7 / 3  - 1  
-1 1/2 
1 
y2 
2 
1 
' 1/3 2/3 \ 
I 2/3 35/6 
J2/0 . wuw Hence, = 1/3; = 2/3; and 
A  
5 - 2 = 3 and - A^  ^= 3 - 5/2 - l/2 so that 
r_, - /!• 
•iP 
?! - AI9 
2^ -
1/2 
= 6 . 
Also 
12 
2^2 
2/3 
35/6 = 35 
Since — < 6 , then 
35 -
p + (X'X)"^  Ar. 
2^ - *29 
"^ 22 
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Notice that 
46 \ 
3 5  
13 
3 5  
f^  + = 2.056 
and 
2pQ + - 3-000 , 
•371 
so that p does satisfy the interval constraints. 
Example 2 
Assume a manufacturing department has 8 machines that can produce a 
certain item. At any given time the number of machines in operation can 
vary from 0 to 8. The number of defective items (per hour) were recorded 
when various numbers of machines were in operation and appear below. 
Assume it is imown from past experience that when oiily one machine is in 
operation that the number of defective parts (per hour) never exceeds two. 
Machines in 0123^ 5678 
Operation 
Mumber of Befeo- „ g 7 10 12 13 15 17 
tive Parts 
% 
For the model  ^ i - 0, 1, ..., where Y. 
1 
the number of defective parts, is the number of machines in opera 
tion, and the error terms are independent, we wish to find the least 
squares estimate for p that satisfies the preceding restriction, i.e 
0 < + fij < 2 . 
For the given data, 
(X 'X)  -1 1 
5ÏÔ 
201; 
-36 
-36 \ 
9 
A  
P 
I  -^ 67  ^
\ 2-133 I 
and A' - (l l) . Since A'p 2.6 >  2  ,  (p violates the upper 
bound restriction) then from Table 3"1, 
A (X 'X) "^A(A 'P-P)  
P :.r p -
A' (x 'x )  A 
/ --238 \ 
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CHAPTER IV. FIRST kW SECOiE) MOMENTS OF CONSTRAIMD 
REGRESSION ESTIMATORS 
Introduction 
In the previous two chapters we derived the constrained regression 
estimators for p when p is restricted by linear ineq.ualities or inter­
val constraints. In this chapter we will now investigate the bias and 
mean squared error of these constrained estimators when A' is a Ixk 
matrix. We conclude this chapter with tables of these moments; the tables 
illustrate the fact that often the biased constrained estimator has a lower 
mean squared error than the unbiased unconstrained estimator. 
Distribution of the Constrained Estimators 
4".ho Mrtoor» Y»PcrT»oQqî nr> "mnrîpl V = Yk 4- R T*Thpv*p t*,hP pr»T»r>T* irAnf.n-r 
e is multivariate normally distributed with mean vector 0 and variance-
A 
covariance matrix cr|l , then the unconstrained estimator for p , g = 
(X'X)"^ 'Y ; is also multivariate normally distributed with mean vector p 
and variance-covariance matrix C F (^X'X) ^  . 
If we introduce a linear inequality constraint on the p vector , 
~(l) i.e., A'p > P , then from Table 2.1, our estimator p^  ' is given by: 
C t\ A 
P if A'p > P 
 ^ ( h . l )  
; + A(P - A'g) , 
V A'(X'X) A 
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Similarly if we impose a linear interval constraint on p , i.e., 
~f2) 
Pq < A'p < , then from Table 3-1, our estimator is given by: 
1  ^
A (X'X)"^ A(P - A'p) 
P + • 
A'(X'X)"^  A 
= < 
A  
P 
A (X'X)"^  A(A'p - P ) 
P - • 
A'(X'X)"^  A 
if A'p < P 0 
if Po < A'p < Pi 
if A'p > P^  
(4.2) 
Now the one-dimensional random variable A'p is normally distributed 
with mean A'p and variance A'(X'X) ^ A , so that the standard-
A A e 
A'B - A'B ized variable —^ is normally distributed with mean zero and vari­
ance one. From expressions (4.l) and {h.2), then 
A'g(^ ) - A'B 
A'p - A'3 
a. 
A'p - A'p  ^ A'(X'X)"^  A(P - A'p) 
a .  
A a„A'(X'X)"^  A 
if A'p > P 
if A'p < P 
A'e - A'p 
"A 
if A'p - A'p  ^P - A'p 
- a  
A 
(4 .3)  
P - A'p 
0. 
if A'p - A'p  ^P - A'p 
A A 
and 
87 
''A'S-A'B , A'(%'X)-lA(Po - A'P) 
- A'g 
a A'(X'X)" A 
A'e - A'3 
if A'p < P„ 
if P_ < A'p < P, 
0 — — 1 
A - B  -  A ' B  J ^ ' ( X ' X ) - V A - P  -  P , ) 
(T A'(X'X) A 
if A'p > P^  
= < 
Po - A'P 
A  
A'B - A'3 
Pi - A'3 
A'B - A'B , "O -
"A "A 
if 
PQ  - A'3 ^  A'3 - A'e ^  1^ " 
°A - *A *A 
i f  A' e  - A' 3  ^  
C'a  ^ *& (%.4) 
A'g(^ )_4'g - A'B 
The tw o  e s t i m a t ors "' P ^ and —^ — have distributions 
A A 
that are partly continuous and partly discrete. The continuous part can 
be viewed as a truncated staiiu&rd normal distribution and the probability 
associated with the discrete point or points can be evaluated in terms of 
areas under the tail or tails of the standard normal density function. 
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Moments of the Constrained Estimators 
Define _ A'P - P 
A'p - P 0 y -
PjL - A'p 
A 
\2 
A'e - A'g 
a. , FOd 
2_ 
First moments 
E I A'b"-' - A'p 
"A  
A'B - A'e I I A'B - A'e  ^P - A'e 
p - A'e 
»  ^ I 
Pr 
A'G - A'p  ^P - A'p 
J 
A'g - A'e 
p-A'e  ^
"A 
a / , A 
a A'P - A'P 
\ °A 
p-A'e 
A^ 
p-A'e 1 / A'g-A'e) 
a. "^ \ a. / 
2TT 
A 
I G 
• '1^1 
(4.5) 
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Now the first function to be integrated in (4.5) is odd, so that the 
A ' 6 - P limits of integration can be changed to —^  and <» . Hence, 
A 
since 
A'3 - A'e I  ^ A'p - A'e 
A 
d (iu) 
then 
A'p^ ^^ -A'p 
"A 
~—r J e d(|u) + -a)F(-u)) 
= f(u)) - U) F(-(JU) (4.6) 
E I  A 'P" - ' -A 'P  I  I  I  A'P -  A 'P  ^  fg_-  A 'P  ,.ô(2) 
cr, 
A^ 'A 
' A'P - A'p) ^  I < A'P-A'P ^ 21 
A \  
K -A'p\ 
A "A - "A 
1^ " \ I A'P - A'p 1^ " 
A A 
Po-A'( 
1 'A 
e d 
\  " a  I  ^  
J 
-è(%Ê)= 
(A'P -A'P I 
\ A^ / 
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P^ -A'p 
 ^I 
A I A'p - A'P 
Po-A'P 
4 (4^ 1 
A . A'p - A'P 
A 
Pi - A'p 
7^ I .-P^ -A'p 
^  " a ' A  k ' f i  -  A'B 
A 
(4.7) 
Evaluating the middle integral of (4-7), we have 
(-%)' 2 X  
1 -ill 
I/2TT 
1 
e  ^ A_ .-if 
ysn 
Therefore 
E I - A'P P(-X) + f(x) - f(y) +yF(-y) . (4.8) 
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Second moments 
- A'p 
"A 
A'p - A'P 
"A 
PrI A'p-A'p ^ P - A'^  
''A - A^ 
P - A'p 
'A 
2 , A 
A'P - A'P P - A'P 
Pr 
A A 
J 
, 4(%r 
A'P-A'P 1  ^ A ,1 A'p-A'P 
 ^P-A'P  ^
A 
P-A'p A  , 2  
- i ( ^ )  A 
A ',f A'P-A'P 
I'U -Q'I 
= First integral of (4.9) + F(-in) • 
Now the first integral of (4.9) can be rewritten as 
1 r 4-2 
/2n 
t^  e 2" dt + 
v/2n 
14-2 
tf dt 
where 
t^ .. I - A'P I . (4.10) 
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Evaluating the first integral of (k.lO) , it follows that 
T CO 1,2 T CO , 
J t^  e ^  dt = J v^  e"^  dv , 
y[^  Q v/^  Q 
where 
V = iP = it^  ; 
which iB equal to (^)r (I) = ^ (l)r{|) = | • 
The final integral of (4.10) can be evaluated using tables of the 
incomplete gamma function or the normal distribution. In order to use 
the normal tables we outline the following development of Laning and 
Battin (1956, page 363)- Let 
H(z) = F(z) - F(0) = r dm . (4.11) 
0 
Substitute m = tj/TT in expression (4.11) to obtain 
H(z) = — J- e's" " dt . (4.12) 
/IT y/âr 
Differentiating both sides of (4.12) with respect to h  ^ we see that 
n 
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After setting h = 1 and rearranging terms, equation (4-13) can be ex­
pressed as 
Q 
Therefore, (4.10) is equal to  ^+ H(tu) — e ^  , where 
H(u)) = F(u)) - F(0) = F((ju) - I . 
Consequently, 
E ( A'p^  F(u)) - e"^  ^+ u)^  F(nu) 
v/2ÏÏ 
= F((JU) + U)^ F(-u)) -u)f(u)) • (4.15) 
A'p I ^ I 0^ " I / A'p-A'p  ^"0 
A 
Pn-A'PI 
' A  A A 
A ,2 
A'P-A'P I 
" A  
Pr 
, A'B-A'6 , 
"A  
A 2 
^ 
"A 
Pr 
A  
A'P - A'f 
°A 
> 
Pi-A'P 
~v~ 
(4.16) 
=  X F^(-X) + middle term of (4.l6) + y^ F(-y) 
9i+ 
Evaluating the middle term of (4.l6), 
A  , 2  
A'p - A'3 
A  
Pr 
0^ -
'A 
< 
A ' &  -  A ' G  
"A 
< 
R - A'3 
A  
1 
Y/2TT 
J 
1+2 
. -•pt dt where A'e - A'3 
"A 
1 0 1,2 -, y 1+2 
^ J t^ e"2^ dt + — J t2 e-S" dt 
1 0 
0 
11 
1+2 1 Y J. 4.2 
e dt + J e 2 dt 2 a-gt 
y/^  0 
=  H ( X )  - Xf(x) + H(y) - yf(y) 
=  F ( X) - xf(x) + F(y) - yf(y) - 1  •  
Consequently , 
I  ^ ( 2 )  
E I A'P  ^- A'P  ^ x^ F(-x) + F(%) - xf(x) 
+ y^F(-y) + F(y) - yf(y) - 1 • 
Notice that as the constraints are relaxed the moment expressions given 
by {h.6), (^ -8), (il-.1^ ) and (4.1^ ) approach those of the unconstrained 
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estimator. As P —> -co , —> -œ and P^  —> +00 , then uu —> œ , 
X —> 00 and y —> œ , so that (4.6) —> 0 , (4.8) —> 0 , (4.15) —^  1 
and (4.17) —> 1 . 
Tables of Moments 
aTg(^) _ A'R 
In Table 4.1 we present the calculated moments of — ^
defined in (4.3), where 0^  = A'(X'X) ^  A . Notice that for large 
A'p - Pq 
values of u) = , the bias is close to zero and the second moment 
A 
is close to one. For smaller values of u) the effects of imposing 
the bound A'p > P^  are more pronounced. However, the second moment 
is considerably less than that of the unconstrained estimator for many 
values of u) , including some negative values of uu • The minimum of 
the second moment occurs when w = 0 , which corresponds to A'p = P^  • 
Consequently^  the expected loss, as measured by the mean squared error, 
is reduced for a wide range of m values once the bound is imposed. 
Only when m is less than -.75 > i-e., the bound is placed rather 
far on the wrong side of A'p , is the expected loss of the constrained 
estimator greater than that of the corresponding unconstrained estimator. 
~(2) 
For the estimator constrained on both sides, A'p , the first 
. A'mfZ) _ a.R 
and second moments of —=- £ are tabled for various values of x 
"A 
and y in Tables 4.2 and 4 . 3 .  When the bounds are placed symmetrically 
- A'B 
with respect to A'p, the bias of —^ — is zero. As in the 
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case of a single inequality constraint, for many values of x and y , 
the value of the mean squared error is substantially lower than that of 
the corresponding unconstrained estimator. 
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A,g(l) _ A.R 
Table 4.1. Bias and mean squared error of —^  ^when P  is 
A 
subject to the single constraint A'p > Pq 
A'e - Po 
A^ 
E ( - A'P 
\ '^ A 
/ ~fl") 
E 1 - A'P 
I "A 1  
3.0000 0.0004 0.9975 
2.7500 0.0009 0.9945 
2.5000 0.0020 0.9888 
2.2500 0.0042 0.9782 
2.0000 0.0085 0.9603 
1.7500 0.0162 0.9316 
1.5000 0.0293 0.8892 
1.2500 0.0506 0.8311 
1.0000 0.0833 0.7580 
0.7500 0.1312 0.6750 
0.5000 0.1970 0.5926 
0.2500 0.2863 0.5271 
0.0000 0.3989 0.5000 
-0.2500 0.5363 0.5354 
-0.5000 O.69Y8 0.6574 
-0.7500 0.8812 0.8875 
-1.0000 1.0833 1.2420 
-1.2500 1.3006 1.7314 
-1.5000 1.5293 2.3608 
-1.7500 1.7662 3.1309 
-2.0000 2.0085 4.0397 
-2.2500 2.2542 5.0843 
-2.5000 2.5020 6.2612 
-2.7500 2.7509 7.5680 
-3.0000 3.0004 9.0025 
Table h.2. Bias of when 3 is subject to the single interval constraint 
Po < A'P < Pi 
y  3.0000 2.7500 
2.5000 
3. 0000 0.0 0.0005 0.0016 
2. 7500 -0.0005 0.0 0.0011 
2. 5000 -0.0016 -0.0011 0.0 
2. 2500 -0.0039 -0.0033 -0.0022 
2. 0000 -0.0081 -0.0076 -0.0065 
1. 7500 -0.0158 -0.0153 -0.0142 
1. 5000 -0.0289 -0.0284 -0.0273 
1. 2500 -0.0502 -0.0497 -0.0486 
1. 0000 -0.0829 -0.0824 -0.0813 
0. 7500 -0.1308 -0.1303 -0.1292 
0. 5000 -0.197k -0.1969 -0.1958 
0. 2500 -0.2860 -0.2854 -0.2843 
0. 0 -0.3986 -0-3484 -0.3980 
-0. 2500 -0.5360 -0.4858 -0.535b 
—0 • 5000 -0.6974 -0.6472 -0.6969 
-0. 7500 -0.8808 -0.8306 -0.8803 
— 1 • 0000 -1.0829 -1.0327 -1.0824 
-1. 2500 -1.3002 -1.2500 -1.2997 
— 1 • 5000 -1.5289 -1.4787 -1.5284 
-1. 7500 -1.7658 -1.7156 -1.7653 
—2 • 0000 -2.0081 -1.9579 -2.0076 
—2 • 2500 -2.2539 -2.2036 -2.2533 
-2 • 5000 -2.5016 -2.4514 -2.5011 
-2. 7500 -2 .7505  -2.7003 -2.7500 
-3. 0000 -3.0000 -2.9498 -2.9995 
A ' P  
- ^0 -  A ' l  
X - • 
^A "A 
2.2500 
0.0039 
0.0033 
0.0022 
0.0 
-0.0014-3 
-0.0119 
-0.0251 
-0.0464 
-0.0791 
-0.1269 
-0.1936 
-0.2821 
-0.3969 
-0.53^3 
-0.6958 
-0.8792 
-1.0813 
-1.2986 
-1.5273 
-1.7642 
-2.0065 
-2.2522 
-2.5000 
-2.7489 
-2.9984 
2.0000 1.7500 1.5000 
0.0081 
0.0076 
0.0065 
0.0043 
0.0 
-0.0077 
-0.0208 
-O.C^ 21 
-0.0748 
-0.1227 
-0.1893 
-0.2779 
-0.39^ 7 
-0.5321 
-0.6936 
-0.8769 
-1.0791 
-1.2964 
-1.5251 
-1.7619 
-2.0043 
-2.2500 
-2.4978 
-2.7467 
-2.9961 
0.0158 
0.0153 
0.0142 
0.0119 
0.0077 
0.0 
-0.0131 
-0.0344 
-0.0671 
-0.1150 
-0.1816 
-0.2702 
-0.3905 
-0.5279 
-0.6893 
-0.8727 
-1.0748 
-1.2921 
-1.5208 
-1.7577 
-2.0000 
-2.2457 
-2.4935 
-2.7424 
-2.9919 
0.0289 
0.0284 
0.0273 
0.0251 
0.0208 
0.0131 
0.0 
-0.0213 
-0.0540 
-0.1019 
-0.1685 
-0.2570 
-0.3828 
-0.5202 
-O.6816 
-0.8650 
-1.0671 
-1.2844 
-1.5131 
-1.7500 
-1.9923 
-2.2381 
-2.4858 
-2.7347 
-2.9842 
1.2500 
0.0502 
0.0497 
0.0486 
0.0464 
0.0421 
0.0344 
0.0213 
0.0 
-0.0327 
-0.0806 
-0.1472 
-0.2358 
-0.3696 
-0.5070 
-0.6685 
-0.8519 
-1.0540 
-1.2713 
-1.5000 
-1.7369 
-1.9792 
-2.2249 
-2.4727 
-2.7216 
-2.9711 
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Table (Continued) 
1.0000 0.7500 0.5000 0.2500 0.0 -0.2500 -0.5000 -0.7500 -1.0000 
0.7555 
0.7526 
0-7^ 68 
0.7363 
0.7183 
0.6897 
0.6473 
0.5891 
0.5161 
0.4330 
0.3506 
0.2851 
0.2580 
0.2934 
0.4155 
0.6455 
1.0000 
1.4894 
2.1188 
2.8889 
3.7978 
4.8423 
6.0192 
7-3260 
8.7605 
0.6725 
0.6695 
0.6638 
0.6532 
0.6353 
0.6o56 
0.5642 
0.5061 
0.4330 
0.3500 
0.2676 
0.2021 
0.1750 
0.2104 
0.3324 
0.5625 
0.9170 
l.4c64 
2.0358 
2.8059 
3.7147 
4.7592 
5.9362 
7-2429 
8.6-^ 75 
0.5901 
0.5871 
0.5813 
0.5708 
0.5528 
0-5242 
0.4818 
0.4237 
0.3506 
0.2676 
0.1851 
0.1197 
0.0926 
0.1279 
0.2500 
0-41301 
0 - 8345 
1.3239 
1.9533 
2.7234 
3.6323 
4.6768 
5.8538 
7.1605 
8.5951 
0-5246 
0.5217 
0.5159 
0.5054 
0.4874 
0.4588 
0.4i64 
0.3582 
0.2851 
0-2021 
0.1197 
0.0542 
0.0271 
0.0625 
0.1846 
0.4l46 
0.7691 
1.2585 
1.8879 
2.6580 
3.5669 
4. 6ll4 
5-7883 
7.0951 
8.5296 
0.4975 
0.4945 
0.4888 
0.4782 
0.4603 
0.4316 
0.3892 
0.3311 
0.2580 
0.1750 
0.0926 
0.0271 
0.0000 
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0.3875 
0.7420 
1.2314 
1.8608 
2.6309 
3.5397 
4.5843 
5.7612 
7.0680 
8.5025 
0.5329 
0.5299 
0-5242 
0.5136 
0.4956 
0.4670 
0.4246 
0.3665 
0.2934 
0.2104 
0-1279 
0.0625 
0.0354 
0.0708 
0.1928 
0.4229 
0.7773 
1.2668 
1.8961 
2.6662 
3.5751 
4.6196 
5.7966 
7.1033 
8.5379 
0.6549 
0.6520 
0.6462 
0.6357 
0.6177 
0.5891 
0.5467 
0.4886 
0.4155 
0.3324 
0.2500 
0.1846 
o.1574 
0 -1928 
0-3149 
0.5449 
0.8994 
1.3888 
2.0182 
2.7883 
3.6972 
4.7417 
5.9187 
7.2254 
8.6599 
0.8850 
0-8821 
0.8763 
0.8657 
0.8478 
0-8191 
0.7767 
0.7186 
0.6455 
0.5625 
0.4801 
0.4i46 
0.3875 
0-4229 
0-5449 
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1.1295 
1.6189 
2.2483 
3.0184 
3.9272 
4.9718 
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1.2365 
1.2307 
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1.1312 
1.0731 
1.0000 
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0.8345 
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0.7420 
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2.6027 
3.3728 
4.2817 
5.3262 
6.5032 
7.8099 
9.2445 
Table 4-3. (Continued) 
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 ^ X 
-1.2500 -1.5000 -1.7500 
3. 0000 1.7289 2.3583 3.1284 
2.  7500 1.7259 2.3553 3.1254 
2.  5000 1.7202 2.3^ 95 3.1196 
2.  2500 1.7096 2.3390 3.1091 
2.  0000 1.6916 2.3210 3.0911 
1.  7500 1.6630 2.2924 3.0625 
1.  5000 1.6206 2.2500 3.0201 
1.  2500 1.5625 2.1919 2.9620 
1. 0000 1.4894- 2.12.88 2.8889 
0.  7500 1.4o64 2.0358 2.8059 
0.  5000 1.3239 1.9533 2.723^  
0.  2500 1.2585 1.8879 2.6580 
0.  0 1.2314 1.8608 2.6309 
-0. 2500 1.2668 1.8961 2.6662 
-0.  5000 1.3888 2.0182 2.7883 
-0.  7500 1.6189 2.2483 3.0184 
— 1  •0000 1.9734 2.6027 3.3728 
—1 •  2500 2.4628 3.0921 3.8622 
— 1  •5000 3.0921 3.7215 4.4916 
— 1  7500 3.8622 4.4916 5.2617 
—2 •  0000 4.7711 5.4005 6.1706 
—2 •  2500 5.8156 6.4450 7.2151 
—2 •  5000 6.9926 7.6220 8.3921 
—2 •  7500 8.2993 8.9287 9.6988 
-3.  0000 9.7339 10.3633 11.133^  
-2.0000 -2.2500 -2.5000 -2.7500 -3.0000 
U.O372 5.0818 6.2587 7-5655 9-0000 
4.0343 5.0788 6.2558 7-5625 8.9970 
4.0285 5.0730 6.2500 7-5567 8.9913 
4.0180 5.0625 6.2395 7-5^ 62 8.9807 
4.0000 5.0445 6.2215 7.5282 8.9628 
3.9714 5.0159 6.1929 7.^ 996 8.93^1 
3.9290 4.9735 6.1504 7.^ 572 8.8917 
3.8708 4.915^  6.0923 7.3991 8.8336 
3.7978 4.8423 6.0192 7.3260 8.7605 
3.71^ 7 4.7592 5.9362 7-2429 8.6775 o 
3.6323 4.6768 5.8538 7.1605 8.5951 
3.5669 4.6114. 5.7883 7.0951 8.5296 
3.5397 4.5843 5.7612 7.0680 8.5025 
3.5751 4.6196 5.7966 7.1033 8.5379 
3.6972 4.7417 5.9187 7-2254 8.6599 
3.9272 4.9718 6.1487 7-^ 555 8.8900 
4.2817 5.3262 6.5032 7-8099 9.2445 
4.7711 5.8156 6.9926 8.2993 9.7339 
5.4005 6.4450 7.6220 8.9287 10.3633 
6.1706 7.2151 8.3921 9.6988 11.133^ 
7.0795 8.1240 9.3009 10.6077 12.0422 
8.1240 9.1685 10.3^55 11.6522 13.0867 
9.3009 10.3455 11.5224 12.8292 14.2637 
10.6077 11.6522 12.8292 14.1359 15.5704 
12.0422 13.0867 14.2637 15-570^ 17.0050 
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CHAPTER V. GENERALIZED UPPER BOUNDING FOR 
QUADRATIC PROGRAMMING PROBLEMS 
Introduction 
Dantzig and Van Slyke,(1967) developed a procedure to solve bounded 
linear programming problems with a specific set of size p orthogonal 
constraint equations. The general structure of such linear programming 
problems is as follows; 
minimize 
subject to 
® 0 '^ 0 
rows [a x„ •. • + A X + 
° "0 
P y 
rows \ 
v. 
i'l -, ;-i' 
p-i p 
X. > 0, all j 
(5-1) 
= 1 
X  ,  I . . .  X  - 1 
(5.2) 
The columns A^  and the vector b have m components. Problems 
involving the delivery of goods from the supplier to the retailer, called 
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transportation problems, are always of this fom. Any linear programming 
problem with the last p equations orthogonal, and the right-hand side 
and all nonzero constraint coefficients positive, may be transformed into 
the above structure. To do so, we divide each equation by its right-hand 
side component and then scale the variables. Modifications for negative 
coefficients will be discussed in the section, "Adjustments to the Algor­
ithm. " 
The procedure outlined here parallels Dantzig ejid Van Slyke's (1967) 
linear algorithm, in that it is basically a specialization of the simplex 
algorithm using a "working basis" of size mxm rather than of (m+p) x 
(m+p). When p is larger than m it is considerably cheaper to invert 
an mxm matrix than an (m+p) x (m+p) matrix. The following procedure 
requires much less core to store the information needed to carry out the 
calculations for each iteration than the traditional simplex algorithm. 
In this chapter we allow the objective function to be quadratic, 
while retaining linearity in all constraint equations. Thus we make two 
kinds of modifications to Dantzig and Van Slyke's procedure: adjustments 
for a quadratic objective function and simplification for both linear and 
quadratic objective functions. 
The algorithm will prove to be highly suitable for regression prob­
lems subject to side conditions. 
The Structure of the Program 
We first subdivide the columns into p+1 sets i = 0, 1, ..., p, 
such that each column in the set Sj_, i = 1, ..., p, has a 1 as its 
io6 
(m+i)th coefficient. The set Sq consists of the coliomns with zeros as 
their (m+l)st through (m+p)th coefficients. Alternately we could 
think of dividing the variables up into the sets Sq, ... ; as each 
variable x^ . is associated with the column A"^  . These p+1 sets are 
used to index the variables and columns. 
Vectors with m+p components are denoted by underlining A^ , i.e., 
A*^  . The corresponding vector containing only the first m components is 
not underlined. For example, the jth column of the system (5.l)-(5.2) is 
A^  , and the first m components of the jth column is A^  . 
For each set ..., 8^  we must choose a key column. The need for 
such key columns is a consequence of Theorem 1, to be presented in the 
section, "The Theory of the Algorithm. " Since each of the last p rows 
sums to unity, the degrees of freedom for each row is one less than the 
number of variables in the row. Thus choosing one of the variables in 
the row, or alternately picking one column in each of the sets EL, i = 
1, ..., p, as "key" will collapse the subsystem (5«2) into a uniquely 
solvable system. 
This key column can be selected in a variety of ways. Dantzig and 
Van Slyke (igb'f) select the first column in each set S^ , i = 1, ..., p, 
as the key, which allows for easier indexing. A rule for picking the 
optimal key columns is a possible tangent for further research. Until a 
better method is found, we suggest selecting from each set S^ , i = 
1, ..., p; the column with the greatest cost coefficient. For a linear 
programming problem these columns certainl^ r have the highest probability 
of entering the basis and are strong candidates for entering the basis 
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of a quadratic program. If we select as key columns the vectors that 
will appear in the final basis, then we will eliminate iterations and 
calculations that would otherwise be made. 
Notice that the set Sq does not have a key column as it consists 
of the objective function, artificial and slack variables that must be 
added to the system (5.l)-(5-2), and any other variables not involved in 
the subsystem (5-2). 
k^  k k. 
VJe will call the key columns A , ..., A ^  , with A ^  the key for 
set 3^  . 
The Theory of the Algorithm 
The reduced system 
Let us consider the following two theorems as given by Dantzig and 
van Slyke (1967): 
Theorem 1. Any feasible basis for (5.l)-(5'2) must include at least one 
column from each set S^ , i = 0, 1, ..., p. 
Theorem 2. The number of sets containing two or more basic variables is 
at most ra-1 . 
The importance of the key columns is a consequence of Theorem 1. 
Together the two theorems allow us to look at the structure of a feasible 
basis, for the program (5.l)-(5'2). Any feasible basis, B , is of the 
form 
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B = . (5-3) 
We assume that this feasible basis exists and is available. Finding 
an initial feasible basis is the goal of Phase 1 of the simplex method. 
Such a technique will be outlined in the section "Adjustments to the 
Algorithm. " 
1^ 2^ 
We assume that this feasible basis B = [A , a a -^ J con­
sists of all p key columns plus m additional columns. This is a 
reasonable assumption, since the keys will be rechosen whenever this 
situation fails to exist. The column A^  is always basic, Eind will 
occupy the (m+p)th column of every basis. 
ki 
Since the key column of set S^  ^ is denoted by A , then the basis 
in (5-3) can be partitioned as shown in Figure 5.1. 
is an identity matrix of dimension p , and the m vectors in 
the submatrix C are either zero vectors (columns in set 8.) or unit 
pxm u 
vectors. The (p+t)th column of B is from the set S^  , r^ = 0,1,...,p. 
Due to the structure of the program, all columns in the same set have 
identical last p components. Furthemore, due to the specific organiza-
Liùn of (5.2), cach column in set consists of a unit vector in the 
last p components, with the 1 appearing in the (m+i)th position. 
i^ 
Thus, if in Figure 5.1, each of the keys A is subtracted from each 
of the other basic columns in its set, is reduced to a matrix of 
zeros. This new matrix BT is as shown in (5-^ )' 
109 
Key columns Nonkey columns 
A'S tth column from 
Set S 
B = 
r  
A 
mxp 
pxp pxm 
m 
rows 
P 
rows 
Figure 5*1* A partitioned feasible basis 
BT = 
A 1 B 
mxp 1 mxm 
1 
t 
1 I , 0 pxp 1 
L 1 
pxm 
(5.4) 
This matrix consists of two submatrices from B: A^  ^and . 
The 0 submatrix classifies BT as an upper block triangular matrix, 
pxm. — 
and B is the resulting matrix due to the changes to W 
mxm mxm 
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The submatrix B is extremely important. Recall that BT is 
mxm — 
merely the result of subtracting from each nonkey basic column its corres­
ponding key. Therefore, B^  ^is as follows: 
k k k 
"«u. = ["r, - A "r, - A ' 
1  i d  m  
k 
r. 
Note that if e 8^  , then - A since there is no key 
i i i 
for So . 
Once again due to the specific structure of (5-2) and the ordering 
ki k 
of the keys A ... A in the submatrix A , the resulting matrix 
mxp 
B can be formed throu^  a matrix multiplication. 
mxm 
AC = G , where Q. is of the form; 
mxp pxm Tiixm Inxm 
k^  k _ k. k. 
Stxm ° , A A ] , 
with A  ^ a column of zeros if N e 8_ . 
r. 0 
1 
Putting the above operations together, we have 
B = N -8 = N - A C  
mxm mxm inxm mxm mxp pxm 
Expanding the matrix multiplication to all of B , we find that 
the following matrix T is precisely the one needed: 
Ill 
pxp 
-C pxm 
T = 
0 ' I 
mxp I mxm 
The det (T) = 1, so T is nonsIngular. 
Checking, we realize that, in fact, 
A 1 N I 1 -c „ 
mxp 1 mxm pxp 1 pxm 
I ! C 0 1 I 
pxp 1 pxm mxp 1 mxm 
r mxp M  - A C  mxm imcp pxn 1 
pxp 
0 
pxm 
as defined by expression (5*^ )' 
This has, in effect, collapsed the system (5.l)-(5*2) into one of 
size mxm by reducing the number of "working variables" from m+p to m . 
Since 
B Xg = b , where x^  are the basic variables, 
then 
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(BT) (T-\) = b . 
-1 
Letting T 
then BT yg = b . 
Expanding this equation, 
' 1 
A 1  N  - A C  
mxp 1 mxm mxp pxm 
1 
I 
1 
' 0 
pxp 1 pxm 
1 
-
1 
" ^ 1 " " ^ 1 ' 
b 
m 
Vi m^+1 1 
p^+m p^+m 
1 
Multiplying^  
[A ] 
mxp-' 
1^ p^+1 
f 
I—1 
1 
: +  p N  1  ; 
- Pa c 1 • - • 
• 
L. mxm-J 
• L mxp pxmJ • • 
L ^ p - p^+m_  ^ m -
- S -
and 
L^P 
1 
m+1 
L m+p J 
(5-6) 
L 1 J 
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If in (5-5), CVi3 
equation, then 
is subtracted from both sides of the 
y. p+i 
- PA c 1 
L mxp pxnr 
y. 
p+i 
L Vm J 
b 
L P L^P J 
(5-7) 
Substituting (5-6) into (5.7)  and putting together the left-hand side 
of (5.7), then 
[B ] 
L mxm-' 
'p+1 
v 
" n+Tn I 
[A ] 
 ^mxp-' 
(5.8) 
n I 
P k 
b - Z A = d 
i=l 
4 4 i 
Define D'' = A" - A " if A" e 
Then by the structure of ; 
B E B = [C^ IA  ^is basic and not key] 
mxm 
Using this definition for B in (5-8) results in the "reduced system" of 
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size mxm: 
" j 
A " ^ ' •
B is called the "working basis" and is clearly made up of columns 
from the reduced system. 
The preceding presentation gives us the following result: 
Theorem 3- The working basis, B, is a basis for the reduced system. 
One complete iteration 
Recall that B is a feasible basis for the program (5.l)-(5.2) and 
B is a basis for the corresponding reduced system. 
Computing the simplex multipliers 
npf-inif.ion 1. rne simplex multipliers (nirr ) where rr is associated 
with the first m equations and tt* the last p , form a vector satis­
fying the following equation: 
where c„ is the vector of cost coefficients for the basic variables. 
—B 
For our program, all the ordinary variables that are defined in the 
quadratic system (5.l)-(5.2) have a cost coefficient of zero, except for 
XQ which has a cost coefficient of (positive) one. Therefore, 
Cg - (0, 0, 0, 0, 1) 
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The cost coefficients for added artificial variables will be discussed 
in the section "Adjustments to the Algorithm." Multiplying (5*9) on the 
right by B , 
(rrrrr*) B = Cg = (O, 0, 0, 0, l) (5.10) 
Multiplying (5.10) by T , 
(n:n*) (BT) = (O, 0, 0, ..., 0, 1)T (5-11) 
- (OJ 0, 0) 0; 1) 
I ' -C pxp 1 pxm 
1 
0 
-I 
' I 
mxp 1 mxm 
- (0, OJ OJ •••; 0, 1) . 
Using the partitioned form of BT , (5-ll) then becomes 
(n:tt*) 
mxp 
pxp pxm 
- (O; Oj 0; •••) Oj 1) 
Multiplying, 
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k 
nA + TT|' = 0 i = 1, ..., p (5'12) 
and 
m components 
f  ^ \ 
TTB = (0, 0, 0, 0, 1) . (5-13) 
Since B ^  exists, multiplying (5*13) by B ^  , 
TT = (0, 0, 0, 0, I)B'^  , 
-1 
which implies that rr is the mth row of B 
k. 
Subtracting TTA from both sides of ($.12), 
k, . . . 
TT^ - -ûA " , i = 1, P - 15:14-; 
_1 
Therefore if B is known, then a full set of prices for the original 
system can be calculated. 
Determining the colUiun to enter the basis This is done in the 
usual simplex manner, by computing 
CJ = (n:TT*)A^  = TTA^  + rrf , if A^  s 
Substituting ($.14) into the above equation, 
117 
j 
c j - TTA , 
k 
= N(A  ^ - A 1) , if Ay E 8^  , (5-15) 
for nonbasic columns A^  . 
Keeping in mind the cross-product equations (i.e. = 0 and 
i^^ i ~ we select as the entering variable the first (from left-to-
right) possible variable whose corresponding c is negative. If no 
J 
such variable exists, the current basic solution is either optimal or 
infeasible. Let A^  e S enter the basis. 
— a  
Finding the representation of the entering column in terms of the 
current basis When A^  e S enters the basis of the entire system 
" ' k 
(5*l)-(5'2), then correspondingly = A® - A enters the basis of the 
reduced system. Following the revised simplex algorithm, A® must be 
updated via B before it enters the basis, i.e., 
A®* = . (5-16) 
Likewise 
D®* = B"^ (A® - A (5.17) 
s 0^ 
is the current representation of (A - A ) that actually enters the 
basis of the reduced system. Let us investigate the relationship between 
g'X" g 
a and D . We will again make use of the matrix T , since B is the 
upper-right sub-matrix of BT . Multiplying both sides of (5.16) by B , 
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We make a transformation using the matrix T 
A®* = TZ® , 
so that (5*18) becomes 
(BT)Z® = A® 
We will solve the above equation for Z® 
In partitioned form, (5.20) is 
mxp 
pxp 
B 
pxm 
p^+1 
I •/, 
L P+m J 
The bottom p equations of (5-20) yield 
l < i < P  i  ^  ^  
and 
= 0 , 
1 . 
Using the above values in the top m equations of (5.20), 
k 
A +B 
-p+1 
I Cm j 
= A 
(5.19) 
(5.20) 
0 
1 <— 
0 
_ 0 _ 
position 0 
(5.21) 
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k 
Subtracting A from both sides of (5.21), 
'p+1 
p+m 
A= - A"" 
_1 
Multiplying both sides by B , 
p+1 
p)-m 
= B-1(A: - A"'') (5.22) 
From (5-IT) we know that B ^ (A^  - A^ ) = , so that the vector 
r I 7. •" 
s 
p 
s 
p+1 
p+m 
1 <-
0 
C 
position 0 
In view of (5*19) 
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4 
pfm 
pxp 
0 
mxp 
-C 
pxm 
mxm 
1 4i 
0 
D: s* 
DS* 
m 
position a 
(5.23) 
Therefore, is the scalar product of the ith row of T with the 
vector • Recall that the tth column of -C has a -1 in posi-
- pxm 
tion r , (where column p+t of B is a member of group S ) and 
 ^ t 
zeros everywhere else. Therefore, whenever r^  = i , the product of the 
s ith row of -C with D will be nonzero. 
pxm 
Special attention should be drawn to the (m+p)th component of 
Recall that the mth row of consists of the vector tt . 
Since A^  is entering the basis, then 
g-X-
This is precisely the value of , because 
a° 
— m+p m 
= D®* = (B"^ ) (A® - A *) . 
 ^ m 
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Choosing the column to leave the basis This is done in the usual 
simplex way by computing 
mm 
A®* > 0 
= -^ = Q ,  b-2h) 
L i J 
where b^  is the current value for the ith basic variable. If all 
< 0 ,  the program (5.l)-(5.2) has an unbounded solution. Otherwise, 
P 
Or Jr 
column r of B, A , leaves the basis. Let A e S 
Updating the values of the basic variables This is also done 
using the standard simplex formulae: 
(^ i^ new ' (^ i^ old •  ^ i - l,.-.,m+p i / r 
and (5•25) 
( '  h ^1 = w .  
"'r'new 
Updating the inverse of the working basis Recall that the column 
s  ^r 
entering the basis is ^e 8^  and the column leaving is A e • 
There are two different cases we must consider. 
j 
A 
j 
A 
j 
Case 1:  ^ is not a key column. 
 ^ is one of the last m columns of B , say column p+i^  • When 
A ^  is replaced in B by  ^, then the corresponding change in B is 
0^ g -1 
that A • - A ' is replaced by A - A . Thus to update B , adjoin 
to it the column 
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D®* = B"^ (A® - A *) 
We then perform a pivot operation, so that the adjoined column becomes a 
unit vector with ig the unit component- Naturally, the vector tt 
-1 
changes as B does. 
Case 2: A is a key column. 
 ^r s / 
Subcase 2a: A and ^ are from different sets. Since p f o , 
then we are replacing the key column of with a column from S^  . 
Therefore we must choose a new key column for 8^  , because at least one 
column from S must be basic at all times. In view of Theorem 1, B. 
P  ^ -J 
T 
must contain a nonkey column of in addition to A , or else 
 ^r s 
A could not leave when A enters. As the new key for we select 
any nonkey column of S that is presently a member of B , and call it 
P i 
If _ " T 
A" , Where k = p + i„ . it will beuomc key by interchanging it '.rith A 
k 
(which is also A . When this change is made in B , the corresponding 
change in B is as foUcc.-js : 
j;  ^i k. I 
A - A is replaced with A - A when A. e S j. / k 
P 1 1 
and 
k k 
A - A is replaced with a  ^ - a . 
k 
These replacements can all be made by multiplying A - A by -1 and 
i^ 
then adding the results to the original columns of B , where A - A 
with A. eS . In matrix form, B is replaced with BT, , where 
Ji P 
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1 
-1. -1...0 1...0 
1 
row 1, (5.26) 
The -I's occur in the columns corresponding to A e • Recall that 
the ones in the pth row of C also appear in these positions, so that 
row ig of is the negative of row p of C • 
,-l . „-l^ -l 
B is thus replaced by 
-1 
It is easy to see that = T^ ' 
because if we used the same transformation twice, we would obtain 
-1 -1 
the original matrix B . Therefore B is replaced with T^ B . Once 
we make this change, the problem is the same as that in Case 1. 
Subcase 2b: p = a. This time the key column of is being re­
placed by another column from the same set. If there are other nonkey 
Or 
columns from S in B , we interchange one of these with A as in 
P -
subcase 2a. We then perform the operations of Case 1. However, if no 
 ^r s 
nonkey column of is a member of B , then we replace A with  ^
in B and it becomes the nea-r key of S Since the last m columns of 
-1 
B contain no column from 8 , then we do not change B 
While performing subcase 2b, we are correcting for having not chosen 
the "best" key for S • This is a simple change to perform, but if A® 
had been chosen as key for S^ , the iteration would have been avoided. 
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Algorithm flow chart 
All 
yes Terminate• The 
current solution is 
Compute D from (5*17) and A from 
(5.23). 
Compute from left to righ" 
basic variables that could enter the basis. 
Use (5*15) with rr the mth row of B ^  . 
for non-
Begin with the set of key columns, values of 
the basic variables for (5-1) - (5*2) and 
inverse of the working basis, B 
Figure 5-2- Flow chart for the generalized upper bounding algorithms. 
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All Terminate. The 
solution is un­
bounded. 
yes 
 ^no 
Compute 0 using (5-2^ 1-) 
min i^ 1 r^ 
e S leaves the basis 
A key?, 
Case 1; Pivot on row yes 
Case 2a: Replace i„ of D adjoined to 
yes 
V no (Case 2b) 
Are 
/there non-
key columns 
Xrom S„ in. 
Replace B yes 
no 
Update the values 
of the basic vari­
ables using (5*25)* 
is unchanged. 
Figure 5.2.  (Continued) 
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Adjustments to the Algorithm 
Phase I Artificial variables 
In order to arrive at an initial feasible solution; we can add arti­
ficial variables to the system (5*l)-(5*2) as in Phase I of the simplex 
algorithm. We assign cost coefficients of minus one (or any value less 
than zero), to insure that they will not remain in the basis. These 
artificials are added for convenience to begin the algorithm. We gener­
ally adjoin m-1 of them to the initial tableau, thus forming the columns 
of an (m-l) x (m-l) identity matrix. 
Because of the cost coefficient values of -1 , the objective func-
m-1 
tion is temporarily changed from x_ = f(x) to f(x) - E w. , where 
" 1=1 ^  
w^ , i = 1, ..., m-l are the added artificial variables. Therefore, 
instead of maximizing Xq , we maximize Xg + 2 w^ . 
i=l 
All of these w^ are members of SQ , so that the beginning basis 
is 
J 1 Jp 0 
r A A ... A^Jw^ Wn ... w_ T A ] . 
— — — # _L C lU-O. — 
Once we delete all the w^ from the basis, we have an initial feasible 
basis. Due to the -1 cost coefficients these artificials will never 
re-enter the basis once they have left the basis. 
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Modifications for negative coefficients in the last £ equations and 
statistical applications 
After dividing each of the last p equations by its right-hand 
side and scaling the variables, we have right-hand side components with 
values of positive one, and the coefficients of the variables are either 
positive one or negative one. Since each set must have at least 
one variable with a positive one coefficient, then we could assign the 
key columns so that all of them have plus one coefficients. Vfhen form­
ing a "working basis," if a nonkey basic column has a -1 coefficient, 
we then add the key column to the basic matrix rather than subtract this 
k. 
column. Also equation (5«15) changes to c^ = TT(A^ + A ) if A^ e 
and A^ has a -1 coefficient in the last p equations. Similar 
-1 
modifications must be made to the formulae necessary to update B and 
S ^ 
compute A. i 
The above situation occurs in the following regression problems 
with side conditions: 
l) min(y-Xp)'(y-Xp) = y'y + min[-2y'Xp + p'X'Xpl 
n 
Subject to S p. = 0 . 
i=l ^ 
Then if we let p* = + 1 , 
n 
Z p. - 0 can be equivalently expressed as 
i=l ^ 
^1 " ^2 " ^^n ^ • 
If we then double the number of p variables so that 
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p. = > 0; > 0 for all i 
^1 '^1 ^1 ' ^1 - — 
then the entire problem can be rewritten as : 
y'y + min[-2y'Xp + p'X'Xp] 
subject to 
+ ... + + ... + = 1 
0(3) > 0  j =  1 ,  2  and i = 1 ,  2 ,  •••, n . 
i — 
2 )  y'y + min[-2y'Xp + p'X'Xp] 
subject to < 1 , i.e., e (-», 1] . 
Then if we again let P^^^ > 0 
and incorporate p^ as a slack variable, the problem becomes 
y'y + min[-2y'Xp + p'X'Xp] 
subject to 
+ ^2 = 1 
Bg > 0 ' 
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Both of the above problems are quadratic programming problems with 
y'y a constant, -2y'Xp a linear function in the p's , and p'X'Xp 
a quadratic form in the p's • 
Example 
Consider the problem: 
max x^ + x^ - -g-x^ + x^xg - x| 
subject to x^ + Xg <1 
2 x ^  +  3 * 2  > 2  
1—1 X 
AI 0 . 
The original tableau 
o
 
CO 
^1 ^0 So So So So So So So 
b 
^0 ^1 Xg ^2 'l ^1 ^2 ^1 ^2 ^1 ^2 ^3 
A° A^ A3 A^ A5 A^ A^ A^ A9 a1° 
I—1 
1 0 0 0 0 0 0 0 0 1 1 1 -k 
0 1 -1 0 0 -2 1 -1 0 1 0 0 1 
0 -1 2 0 0 -3 1 0 -1 0 1 0 1 
0 2 3 0 -1 0 0 0 0 0 0 1 2 
0 1 1 1 0 0 0 0 0 0 0 0 1 
130 
B = (A^IAWV) ; b = (1,1,1,2,4) . 
B := 
1  I  1 1 1 1  
0 I 10 0 0 
0 1 0 10 0 
0 j 0 0 10 . 
Ï 7 Ô Ô Ô ôj 
B 
-1 
0  1 0  0  
0  0  1 0  
0 0 0 1 
1 -1 -1 -1 
and 
TT = (b"^)), = (1, -1, -1, -1) . 
Determining the column to enter the basis 
k . 
c. = TT(A^ - A ) if A^ e S. , A^ nonbasic. 
J ^ 
Beginning left to right. 
^ = tt(A^ - A^) = (1, -1, -1, -1) = -2 . 
Therefore enters- s : and cr = 1 
1* 1* Computing D and A : 
D^* = B"^(A^ - A^) = 
r 0 1 0 01 
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.1* 
I I -c pxp ' pxm 
' I 
mxp I mxm 
0 
' 1 " 
r- ^ 
1 1," 
"Î" "" 1 
-1 
2 
11 
-1 
2 
-1 
2 
-2 _-2_^ -2 
Note: = (0,0,0,0) since columns 2,3,^,5 of B are from 
Determining the column to leave the basis 
mm 
0 = 
,1* mm (ï ' I ' I ) 
Î3 Is 
We choose to let leave the basis, e , p = 0 
Updating B and b A is not a key column so we follow case 
1. A^ is presently the 1+1st column of B so that ig = 1 • Adjoin 
-1 1* 1* to B the column D and pivot on D_, Consequently 
10 10 0 
- 1 0  0  1 0  
2 0 0 0 1 
-2 1 -1 —1 -1 
r 
10 10 0 
0 0 2 2 0 
0 0 -2 0 1 
0 1 1 -1 -1_ 
v / 
-1 
B new 
The new values of the basic variables are: 
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new = \ - = 1 - (l-l) = 0 ; 
bg new = G = 1 ; 
b^ new = b^ - GA^ = 1- (l*-l) = 2 ; 
bj^ new = \ - = 2 - (l-Z) = 0 ; 
b^ new = b^ - OA^ =-4-(l*»2) =-2. 
Therefore the new basis and basic variables are 
= (A^|A^A^°A^A°) and b = (0,1,2,0,-2) 
I t.oTS+.i on P 
Determining the column to enter the basis Computing the cy's we 
have 
II (L; "I) 
c = TTA = (L, 1, -1, -L) = -6 
0 
-1 
2 
\ 3 
2 2 Therefore A enters the basis. A e 8^ ; a = 1 . 
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2* 2* 
Computing D and A 
- A^) = 
— - -
0 10 0 0 -1 
0  1 1 0  -1 1 
1—1 o
 
CM 1 
o
 2 5 
1 1-1-1 3 -6 
A 
2* 
1 - 1 0  0  0  1 
0 10 0 0 -1 
0 0 10 0 1 
0 0 0 10 5 
0 0 0 0 1.. _ -6 
2 
-1 
1 
5 
-6 
Notice that -C = (-1,0,0.0) ; the -1 corresponds to A e S, 
pxm 1 
Deteraini% the colunm to leave the "basis 
mm 
A^* > 0 .2* 
. ( 0 
mm ^ 2 
2 
1 
t 
I )  = 0 
We choose to let A leave the basis. A e ; p = 1 . 
— 1 Q 
Updating B" and b A^ is the key column of , and since 
g 2 
A and A are both from the same set %e follow Case 2b. Since A is 
a nonkey member of that is a member of B we must change the key 
0 1 1 
for from A"^ to A as is described in Case 2a. A is presently 
the 1 + lst column of B so that = 1 « The key will be reassigned 
13^ 
by multiplying B by the following matrix T 
- 1 0  0  0  
0  1 0  0  
0  0  1 0  
0 0 0 1 
row 
The -1 of row ig corresponds to A e 8^ . 
Since T~^ = , then B ^ is replaced with B ~ = T^B ^ 
B 
-1 
- 1 0  0  0  
0  1 0  0  
0  0  1 0  
0 0 0 1 
0  1 0  0  
0  1 1 0  
0 - 2 0 1  
1  1 - 1 - 1  
0 - 1 0 0  
0  1 1 0  
0 - 2 0 1  
1  1 - 1 - 1  
2.* 2*  D and A must also be updated. 
D = B (A - A ), since A is now the key for 
D 
2* 
0 - 1 0 0  
0  1 1 0  
0 - 2 0 1  
1  1 - 1 - 1  
I f o l  2 
-2 1 
3 5 
-
- 1 -
_-6 J 
and 
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1 - 1 0  0  0  1 -1 
0 1 10 0 0 2 2 
0 1 0 10 0 1 = 1 
0 1 0 0 10 5 5 
0 I 0 0 0 1^ -6 
-1 ~2* ~-1 ~p* 
To update B , adjoin D to B and pivot on 
'2* 
bg new = 0 
new = b^ - GA^ 2* 
\  new = \  -  Q A ^  2* 
b_ new = b_ - 8 A. 
5 5 :? 
2* 
r© 0 - 1 0  -0 1 0 1 o 0 
1 O i l  0 0 0 3/2 1 0 
5 0
 
1 ro
 
o
 
1 0 0 1 1 0 
6 1 1 - 1  -1 0 
\ 
1 -2 -1 -1 
B-1 new 
variables are : 
= 1 
- (0-2) = 1 ; due to the key change 
= 0 = 0 5 
- 2 - (0-1) = 2 5 
= 0 
- (0*5) = 0 3 
= -2 
- (0--6) = -2 
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Note: The above calculations are 
situation occurred when Q ^ 0 • 
variables are 
given in detail in case a similar 
Therefore the new basis and basic 
and b = (1,0,2,0,-2) . 
Iteration 3 
Determining the column to enter the basis Computing the c^'s 
we have 
rr - (B ^ )), = (1,-2,-1,-1) • 
= TTA = (1,-2,-1 -L) 
/ o \  
0 
0 
\ - ^  /  
= 1 . 
A e Sg, but since 1 > 0 , then A does not enter the basis. 
= ttA^ = (1,-2,-1,-1) 
/ \ 
' 0 " 
-2 
\ " = /  
A^ e Sq, however A^ does not enter the basis since 7 > 0 . 
cg = nA = (1,-2,-1,-1) = -3 
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e Sq, and enters the basis. 
A e Sq ; a = 0 
Computing D and A : 
0 -I 0 
0 3/2 1 
0 
0 
1 
-2 -1 -1 
0 
"1 
1 5/2 
1 t 
0 . - 3 -
.6* 
1 1 - 1 0  0  0  0 
o
 
o
 
o
 
1—1 
1
—
 1 o
 "t 
0 1 0 10 0 5/2 
0 1 0 0 10 2 
^ 0 , 0  0  0  1 J L - 3 J  
since a = 0 = 
I 
5/2 
i 
L-\J 
Notice that = (-1,0,0 O) the -1 corresponding to A e . 
Determininp; the column to leave the basis 
9 = 
mm 
A^* > 0 
b 
r 
? 
min ( > 2 0 
S ' i 
t t t 
Al fW jll 
11 11 
A leaves the basis. A s S 
0 ' 
p = 0 
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Updating and b Since is not a key we follow Case 1. 
is presently the 1 + 3rd column of B so that ig = 3 - Adjoin 
6* -1 6* 
D to B and pivot on • 
-& 0 -& 0 0 0 ' 0 0 0 1 
5/2 0 3/2 2 0 0 1 0 -1 1 -5 
® 0 & 0 1 1 1 0 1 0 2 
u-5 1 -2 -1 -1 
' 
0 1 
-
1 1 -1 5 
B ^ new 
The new values of the basic variables are: 
b^ new = b^ - 0A^ 6* = 1 - (O'l) = 1 J 
h - W ' 0 - = 0 
bg new = b^ - GA^* = 2 - (O.5/2) - 2 ; 
bj^ new = 0 = 0 = 0 
^ "X" 
b^ new = b^ - 0A^ = -2 - (0*-3) = -2 • 
Therefore the new basis and values of the basic variables are 
B = [A^Ia^A^^A^A*^] and b = (0,0,2,0,-2) • 
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Iteration ^  
Determining the column to enter the basis Computing the c 
we have 
h\ 
= TTA = (1,1,-1,5) 
0 
0 
-1 
= -5 
A G Sq • 
it- h 
Therefore A enters the basis. A e S^; 0 = 0 
k* 
Compute D and A 
D 
-1 
B \ 
0 0 0 
0 -1 1 
0 1 V 
1 1 -1 
1 
0
 i 
-1 
0 
= 5 
r\ I I r\ I I O I 
;j L-; J i;j 
r 0
 
0
 
0
 
1—1 1 
0
 0 1 
0 10 0 0 -1 -1 
0 0 10 0 5 * since 0= 0  =  5 
0 0 0 1 0 -2 2 
0 0 0 0 Ij 
--5 _ --5 
Determining the column to leave the basis 
Û = 
mm 
A^* > 0 
I ? 
b 
r 
r 
. f 1 2 
= sua I Y , 5 
2 
5 
llvo 
Therefore leaves the basis. e 8^ ; p = 0 . 
Updating the right-hand side This time we will update the right-
hand side first, since we will have the optimal solution. The new values 
of the basic variables are : 
b^ new = b^ - 8A^^ = 1 - (2/5-1) = 3/5 5 
bg new = bg - = 0 - (2/5--l) = 2/5 ; 
b^ new = 0 = 2/5 = 2/5 ; 
j| y 
b^ new = = 0 - (2/5*-2) = 4/5 ; 
It "Jf 
b^ new = by - 0A^ = -2 - (2/5'-5) = 0 
Since by = 0 we have the optimal solution. Therefore, 
B = [A^|A^AVA°] and b _ [3/5,2/5,2/5,1/5,0] 
Note: If had been selected as the original key for 8^ , the lengthy 
iteration 2 would have been eliminated. We selected A as the original 
key for in order to illustrate the calculations involved with a key 
change. 
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