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Abstract
This paper studies a game model that twro robots autonomously travel around the objects distributed in an area
and competitively co■ect them  A novel search algorithm suitable for the game is presented  ln the algOrith■1,
move toward an object through the shortest path is taken as the unit move  The most different points of the
algorithm frOm the usual ones are as follows;(D the mOves are done non―alternatively,② the mOve already done
may be changed
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1.はじめ に
本研究では,自分と利益の反する相手があり,相手と
争いながら何事かを自律的に実行するような種類のロ
ボット(対戦ロボットという)を対象とする。対戦ロボッ
トに特徴的な課題は,メカニックな問題よりも,むしろ,
対戦に勝利するための知的な能力をいかに付与するかに
ある。これは,優れて人工知能的課題(lXりであると言え
る。本研究の目的は,対戦ロボットを通して,人工知能
の解明をすすめることにある。
対戦の内容は,結局,一種のゲームとしてモデル化さ
れる。また,実ロボットの動作を取 り扱うには,ロボッ
トの動力学モデルを明らかにする必要がある。本稿では,
第一段階として,ゲー ムモデルのみを取 り扱うこととす
る。
本稿では,ある領域内に目標物が散在しており,2台の
ロボットが自律的に移動しながら競って目標物を収集す
るという形式のゲームモデル。)について検討する。そし
て,本ゲームモデルに適した先読み探索アルゴリズムと
して,日標に直行する動作を単位とする先読み探索アル
ゴリズム④を提案する。本アルゴリズムの特徴は,着手
が非交互となることと,既着手の修正が生ずることであ
る。今後,プログラムの作成を行って,提案したアルゴ
リズムの有効性を検証する予定である。
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2.対戦のゲームモデルと性質
2.1 ゲームモデル
本稿では,ある領域内に散在する目標物を競争しなが
ら収集する対戦ロボットについて検討する。まず,領域
の広さ・形状,障害物の有無,ロボットの機能 (進行速
度,方向転換に要する時間,双方のロボットの機能が同
じか異なるか),日標物の価値・分布などを明らかにする
必要がある。本稿では,以下のようにゲームモデルを設
定する。
[ルー ル1]ロボットの行動領域は″×Nのマスロ
に分割される。
[ルー ル2]領域内に目標物が散在する。障害物はな
ヤゝ。
[ルー ル4]双方のロボットの機能は等しい。
[ルー ル5]ロボットの位置,および,目標物の位置は
マスロで表わされる。1個のマスロには,一時に1個のロ
ボットだけが存在できる。
[ルー ル6]ロボットは一つのタイミングで,現在位
置の8近傍のマスロに移動できる。
[ルー ル7]2つのロボットが同一のマスロに入ろう
とするとき,いずれか一方が優先権を有する (優先権を
有する側を先手,その反対側を後手という)。
[ルー ル8]目標物の数は変数とする。
[ルー ル9]目標物は価値点を有する。
[ルー ル10]目標物の分布はラングムとする (1回の
対戦ごとに乱数によって決定する)。
[ルー ル11]ロボットが目標物のあるマスロに入る
とその目標物の価値点が得点に加算される。そして,目
標物は削除される。
[ルー ル12]2つのロボットのスタート位置は,相互
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に対称な最も離れた2つのマスロにとる。
[ルー ル13]ある回数の対戦を行い,
先手の得点>後手の得点十汀 ならば先手の勝ち,
そうでないときは後手の勝ち
とする。ただし,〃はハンデキャップ値を表わしており,
多くの対戦結果に基づいて定める。
図 1に,領域を8×8,目標物の数B=6とした場合の
初期局面の例を示している。図において,4は先手ロ
ボット,Bは後手ロボット,分数式 %ルは目標物を表わ
している。%は目標物の番号を,知はその価値点を表わ
している。
2.2 ゲームの数学的性質
はじめに用語を定義する。
[定義1]距離:地点Pから地点@に至る最短経路
に含まれるマスの数をPとoの距離といい,P―olと
表す。
[定義2]勢力圏 :「ロボットAとの距離」が「本目手と
の距離」より大きいマスの集合をロボットAの勢力圏と
いう。2つのロボットからの距離が等しいマスロは先手
側の勢力圏に含める。
[定義3]直面目標 :ロボットの現在位置からある目
標物までの最短経路中に他の目標物が存在しないような
目標物を直面目標という。(言いかえると,他の目標物の
位置を経由してその目標物に到達すると,直行するより
も距離が長くなるような位置にある目標物を直面目標と
ヤぬう)。
[定義4]非切迫度:ある目標物について (自分との
距離一相手との距離)をその目標物の非切迫度という。
本ゲームについて次のような性質が成り立つ。
[定理1]ロボットを4,B,2つの目標物をズ,1/と
l,2
班
yl
B
A
∽
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眈
A:先手ロボット、 B:後手ロボット
n/m: 目標物の番号/イ闘盲b点
表す。/,7ともにAの勢力圏内にあり,かつ,4に対
してもBに対しても直面目標であるとする。いま,IA
―rl>14-ズ|とする。このとき,次の条件が成り立つ
ならば,βはχ,7のいずれか一方を取ることができ
る。
IA―ズ |十1ズー yl>IB―χl AND
IA―ズ 十1ズー 7>B―rl
(証明)スが ズ に直行するならば,βは yに直行し
4より先に rに到着できる。Aがyに直行するなら
ば,Bはyに直行しAがyの地点に入ったときχ に
直行すれば,βは4よりも少なくとも1タイミング早
くχ に到着することができる。         □
[定理2]ロボットを 、/生,B, 2つの目標物 をズ,7
と表す。ズ,7ともにAの勢力圏内にあり,かつ,Bに
対して 7は直面目標であるがχ は直面目標でない (β
は rを経由してズ に到着する)とする。このとき,Aは
ズ,7の両方を取ることができる。
(証明)Aがまず rに直行し次にχ に向かえば,4
が 7,ズの両方にBより先に到着できるのは明白であ
る。                         □
定理 1,定理 2は,相手の勢力圏内にある目標物でも,
配置によっては一部を取ることができることを示してい
る。
3。 最善着手の探索
3.1 先読み探索アルゴリズム
本ゲームモデルでは,ロボットの動作の最小単位は1
マスの移動となるが,この1マス単位の探索を行うと,探
索空間が広くなり先読み探索に要する時間がかかり過ぎ
るので現実的でない。
本稿では,本ゲームモデルに適した先読み探索方法と
して,日標物に最短距離で直行する動作を単位とする方
法を提案する。
まず,着手を次のように定義する。
[定義5]着手:ある目標物に向かって最短距離で直
行することを着手という。
着手を目標物に直行する動作を単位とすると,着手の
回数は目標物の個数Bと等しくなる。着手の回数をBと
すると悉皆探索を取った場合の探索の数はBI となる。
従って,Bが大きくなると悉皆探索は非現実的となる。本
ゲームモデルには,将棋の詰みや連珠の5連のような「突
然の終局」がないので,探索方法としては2-β探索1らの
が有効となると考えられる①
ただし,上記のように目標物に直行する動作を単位と
すると,先手,後手が常に交互に着手するとは限らない
(相手の1回の着手に対し,その着手の到達距離以内なら
ば何回でも連続着手できる)。 また,既着手の変更があり
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得るという問題も生ずる。このように変形された2-β
探索を,以下,「)F交互着手2-β探索法」とよぶことと
する。そのアルゴリズムは以下のようになる。ただし,2,
β値による枝刈りに関する記述は,通常のα―β探索と
同様なので省略している。
まず,次の変数を設ける。
L:探索の深さ (レベル)をメモリ
C:2台のロボットの走行時間の差をメモリ
/:局面評価値の最大値をメモリ
[アルゴリズム1]非交互着手 α―β探索法
(手順1)L←0,C←0,〃←―∞,手番を先手にす
る。
(手順2)L=探索の深さの限界値,または,日標物が
なくなったときは,局面評価を行い,L←L-1,手順 5
へ,さもなければ手順3へ。
(手順3)着手の候補をリストアップする。着手の対
象とする目標物は直面目標とする。ただし,相手がすで
に同一目標物に対して着手しており,かつ,相手の方が
先に到着するときはリストに加えない。
(手順4)一つの着手候補 (優先順位の最も高いもの)
を選択し着手する。
先手番ならば,C←C十目標までの所要時間
後手番ならば,C←C一目標までの所要時間
C>0ならば,手番を後手にする。
C≦0ならば,手番を先手にする。
相手が同一目標物に対してすでに着手しており,かつ,
自分の方が先に到着できる場合は,相手側は着手を変更
する。
L←L+1,手順2へ。
(手順5)先手番なら〃<局面評価値,後手番なら
一〃<局面評価値のとき,″←局面評価値,かつ,最善
着手候補←着手。
着手を戻す。Cの値を戻す。手番を戻す。
(手順6)未探索の着手候補があれば手順4へ,さも
なければ手順7へ。
(手順7)L=0ならば終了, さもなければぅ
L←L-1,手州巨4へ。             □
上言己アルゴリズムにおいて,LとCは全手順を通して
単一の変数である。それ以外の変数は,すべて,再帰的
に用いられる。すなわち,名称が同一でも,探索のレベ
ルが違うと,異なる変数として扱われる。
(1)着手変更のタイミング
本アルゴリズムの最大の問題は,着手の変更が生ずる
ことである。まず,着手を変更するタイミングが問題と
なるが, これには次のような選択が考えられる。
① 同一日標に向かって相手が進行を開始した時。
② 同一日標に相手が到着した時。
③ 上2つの中間で,同一目標に向かっていると認識
できた時。
① はどの目標を目指しているかを進行開始時点で正
確に認識することが困難という問題点を有する。② は
変更のタイミングが遅過ぎる。結局,③が適当となる。
本稿では,相手が目標の中間地点に到着したときに着手
を変更するとして検討をすすめることとする。
(2)着手変更後の処理
着手を変更する側のロボットがそれまで進行していた
位置に停止し,その位置を基準に,あらためて直面目標
を探すこととする。この着手の変更は,この停止位置を
目標とした着手として取り扱うことができる。すなわち,
着手が (あるいは,仮想的な直面目標が)一つ増えたと
して扱うことができる。通常の着手と異なる点は,評価
点が得られないこと,および, この着手に続く相手の着
手が競合した目標に対する着手一つに限られることであ
る。なお,着手の変更は,1手だけに限られ2手以上逆上
ることはない。
(3)連続着手
本アルゴリズムの第2の特徴は,連続着手があり得る
ことであるが,これは,走行時間差 Cの符号によって手
番を決める点が通常のアルゴリズムと異なるだけで,そ
れ以外の問題は生じない。
(4)ゲームの進行
先読み探索は着手単位で行うが,ロボットの移動はあ
くまで1マス単位で行う。従って,1マス移動する度に探
索をし直すことになる。
3.2 ゲームの木
非交互着手α―β探索法に基づくゲームの木の書き方
を以下のように定める。
[ゲー ムの木の書き方]
① 初期局面を◎で表す。
② 着手を矢印で表す。先手の着手は実線で,後手の
着手は点線で表す。
③ 先手の目標到達局面を○,後手の目標到達局面を
□で
表す。以下,○□をノードと呼ぶ。
④ ノー ドの中に,目標の番号/価値点 の式を記入す
る。
⑤ 矢印に,前の位置から目指す目標までの所要時間
を付記する。
③ ノー ドの横にこの局面における走行時間差Cの値
を付言己する。
⑦ 着手の変更は,仮想的な目標を作成し, これに向
かう矢印とこれに到着したノードで表す。ノード
内の番号は変更前の番号にグッシュを付けて表
す。例えば,5番の目標に向かった着手を変更する
ときは,5アのように表す。価値点は0を記述する。
□
図2に,図1の局面に対応するゲームの木を示してい
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る。ただし,一部分のみを示している。図において,□
□と同じ種類のノードが連続するのは,□側の連続着手
を示している。
本ゲームの木の作図においては,走行時間差 Cが重要
な役割を果たす①この点を補足すると次のようになる。
① 始点◎ではC=0とする①これは先手の手番を意
味する。
② 一つのノード (先手側の到着ノードなら○,後手
側なら□)を記述したら,直前のノードからその
ノードまでの所要時間 Tを求める。先手側ノード
ならば,('十T→C,後手側ノードならば,C―T
→Cを求め,Cの値をノードの横に記述する。
③ C≦0なら先手の手番,C>0ならば後手の手番と
:後手の着手
して次の着手を決める。ただし,残りの目標が一
つで,相手が先に到着するときは,手番でも着手
しない。
④ 着手の変更をするときは,変更する着手の始点と
なるノードから新しい矢印を引き停上位置を示す
新しいノードを描く。矢印に付記する時間Tは,
変更する着手の始点となるノードから停上位置ま
での走行時間とする。ノードに付記するCの値
は,通常のノードと同様に,C±Tとする。
⑤ 着手の変更を示すノードの直後は,競合した目標
に対する相手側の着手に限られる。この着手に関
するCの扱いは,通常と変わらない。
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4.着手の優先度評価と局面評価
4.1 着手の優先順位の決め方
探索する着手の優先順位は次のように決めるのが適当
と考えられる。
① まず,自分の勢力圏内にある直面目標に対する着
手で(価値×(P―非切迫度))の大きいものを優先
する。ただし,Pの値は経験に基づいて定める。
② 次に,相手の勢力圏内にある直面目標に対する着
手で(価値×(P十非切迫度))の大きいものを優先
する。
4.2 局面評価
先読み探索において,読み切ることができないときは
局面評価を行って最善着手を決めることになるが,この
局面評価の良否が探索の成果に大きな影響を与える。本
ゲームモデルでは,局面評価に寄与するファクタとして
次が考えられる。① 自己の既得点,②相手の既得点,
③ 自分がこれから得点できる可能性,④相手がこれか
ら得点できる可能性。
本稿では,局面評価を次式のように行う。
局面評価値=自己の既得点十自己の勢力圏内にある目
標物の点の合計値― l本目手の既得点十相
手の勢力圏内にある目標物の点の合計
値)
5.む す び
本稿では,ある領域に散在する目標物を自律的に移動
しながら争って収集するタイプの対戦ロボットを取り上
げ,まず,対戦のゲームモデルを設定した。次に,本ゲー
ムモデルに適した先読み探索アルゴリズムとして,日標
物に直行する動作を単位とする探索アルゴリズム (非交
互着手 α―β探索法)を提案した。
今後,次のような課題を検討する予定である。
① プログラムを作成し,非交互着手2-β探索法の
有効性を検証する。
② 異なるゲームモデル,例えば,1タイミングで8近
傍に到着するのではなく,斜め方向は前後左右よ
り時間がかかるとするモデル,あるいは,マスロ
単位の動作ではない連続系モデルの検討。
③ 動力学モデルを考慮した検討。
なお,本稿で提示したゲームモデルは,「対戦形の巡回
セールスマン問題」ということができ,広い応用の可能
性が考えられる。
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