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1 Richiami sui numeri complessi
• Coniugato, modulo, argomento
Il coniugato di z = x+ iy (x = <z ∈ R, y = =z ∈ R) e`:
z∗ = x− iy.
Per w, z ∈ C si ha:
(z + w)∗ = z∗ + w∗
(z · w)∗ = z∗ · w∗
(z/w)∗ = z∗/w∗ (w 6= 0)
z = z∗ ⇐⇒ z ∈ R.
Il modulo di z = x+ iy, distanza euclidea dall’origine, e`:
|z| =
√
(z · z∗) =
√
x2 + y2.
Vale:
|z| ≥ 0 e |z| = 0⇐⇒ z = 0
|z · w| = |z| · |w|
|z + w| ≤ |z|+ |w|.
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si tratta quindi di una norma. La distanza che induce
d(z, w) = |z − w|
e` la distanza euclidea nel piano. Gli intorni
B(z, r) = {w | d(w, z) < r} r > 0
sono cerchi aperti di centro z e raggio r.
Esercizio 1.1 Tracciare nel piano i punti z che verificano:{ |z − i| < 1
=(z − i) > 0.
Per z 6= 0, z = a+ ib, possiamo scrivere:
z = |z| z|z| = |z|
(
a
|z| + i
b
|z|
)
= |z|(x+ iy)
dove x = a/|z| = a/√a2 + b2, y = b/√a2 + b2 verificano
x2 + y2 = 1.
Esiste quindi un unico ϑ0 ∈ [−pi, pi) con
x = cosϑ0, y = sinϑ0,
da cui
z = |z| (cosϑ0 + i sinϑ0).
ϑ0 e` detto argomento principale di z, ϑ0 = Arg z.
La rappresentazione
z = r(cosϑ+ i sinϑ), r > 0, ϑ ∈ R,
e` detta forma trigonometrica di z 6= 0. E´ necessariamente
r = |z| , ϑ = ϑ0 + 2kpi, k ∈ Z.
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Ciascun ϑ e` detto argomento di z, ϑ = arg z.
Per z = r(cosϑ+ i sinϑ), z
′
= r
′
(cosϑ
′
+ i sinϑ
′
) si ha:
z = z
′ ⇐⇒ r = r′ e ϑ = ϑ′ + 2kpi, k ∈ Z.
Inoltre (provare):
z · z′ = rr′(cos(ϑ+ ϑ′) + i sin(ϑ+ ϑ′)),
z/z
′
= r/r
′
(cos(ϑ− ϑ′) + i sin(ϑ− ϑ′)),
in particolare
zm = rm(cos(mϑ) + i sin(mϑ)), m ∈ Z.
Esercizio 1.2 Porre nella forma algebrica x+ iy il numero (1+ i)10(1− i)5.
Esercizio 1.3 Interpretare geometricamente la trasformazione z 7−→ iz.
Esercizio 1.4 Risolvere l’equazione z−1 = z∗.
• Radici n-esime
Dato z′ ∈ C, n ∈ N, n ≥ 1, l’equazione
zn = z
′
ha l’unica soluzione z = 0 per z
′
= 0.
Per z
′ 6= 0, z′ = r′(cosϑ′ + i sinϑ′), posto z = r(cosϑ+ i sinϑ) si ha:
zn = z
′ ⇐⇒
{
rn = r
′
,
nϑ = ϑ
′
+ 2kpi, k ∈ Z,
da cui
z =
n
√
r′
(
cos
(
ϑ
′
n
+
2kpi
n
)
+ i sin
(
ϑ
′
n
+
2kpi
n
))
.
Si ottengono n soluzioni distinte per k = 0, 1, · · · , n− 1.
Esercizio 1.5 Risolvere
z2 =
1
1− i√3;
(
z − i
z + i
)3
= −i.
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2 Limiti di successioni e serie in C
Lo spazio metrico C coincide con R2 munito della metrica euclidea.
• Limiti di successioni
In particolare data una successione zn, zn −→ z significa:
∀ ε > 0 ∃ nε n > nε =⇒ |zn − z| < ε.
In forma algebrica
zn −→ z ⇐⇒
{ <zn −→ <z,
=zn −→ =z.
Evidentemente zn −→ 0⇐⇒ |zn| −→ 0.
In forma trigonometrica, per
zn = rn(cosϑn + i sinϑn), z = r(cosϑ+ i sinϑ),
zn −→ z ⇐⇒

rn −→ r,
cosϑn −→ cosϑ,
sinϑn −→ sinϑ.
Lo spazio C e` completo:
zn converge ⇐⇒ |zn − zm| m,n−→∞−→ 0,
che significa zn converge se e solo se
∀ ε > 0 ∃ nε n,m > nε =⇒ |zn − zm| < ε.
Quest’ultima e` la condizione di Cauchy.
Esempio 2.1 Esaminiamo la successione zn = z
n con z fissato:
Per |z| < 1 si ha |zn| = |z|n −→ 0, quindi zn −→ 0.
Per |z| > 1 si ha |zn| = |z|n −→∞, quindi zn non converge.
Per z = 1 la successione e` costante. Per |z| = 1, z 6= 1, abbiamo
|zn+1 − zn| = |zn||z − 1| = |z − 1| > 0
quindi non vale la condizione di Cauchy. Dunque, per z 6= 1
zn converge ⇐⇒ |z| < 1
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e quando converge ha limite 0.
Esercizio 2.2 Studiare:
lim
n−→∞
(1− i)n + n(1 + i)
(2 + i)n + n(1− i) .
• Serie numeriche
La serie
∞∑
n=1
zn indica la successione Sn = z1 + · · ·+ zn.
Sn −→ z si scrive anche ∞∑
n=1
zn = z.
Abbiamo
Sn −→ z =⇒ Sn − Sn−1 n−→∞−→ z − z = 0,
ma Sn − Sn−1 = zn, quindi
∞∑
n=1
zn = z =⇒ zn −→ 0.
La condizione e` solo necessaria, in generale non sufficiente.
Posto m = n+ p nella condizione di Cauchy si ha
Sn converge ⇐⇒ ∀ ε > 0 ∃ nε ∀ p n > nε =⇒ |Sn+p − Sn| < ε.
La differenza Sn+p − Sn vale Sn+p − Sn = zn+1 + · · ·+ zn+p e si ha
|Sn+p − Sn| ≤ |zn+1|+ · · ·+ |zn+p|,
quindi se la serie a termini reali non negativi
∞∑
n=1
|zn| verifica la condizione
di Cauchy allora anche
∞∑
n=1
zn verifica la stessa condizione:
∞∑
n=1
|zn| < +∞ =⇒
∞∑
n=1
zn converge,
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che si legge
∞∑
n=1
zn converge assolutamente =⇒
∞∑
n=1
zn converge.
Non vale il viceversa, fatto gia` noto in campo reale:
∞∑
n=1
(−1)n+1
n
converge ma non assolutamente.
Esempio 2.3 Per ogni z ∈ C
∞∑
n=0
zn indica la serie geometrica 1 + z + z2 + · · ·+ zn + · · · .
Per z = 1 e` evidentemente non convergente. Per z 6= 1
1 + z + · · ·+ zn = 1− z
n+1
1− z
quindi
∞∑
n=0
zn converge ⇐⇒ |z| < 1.
Per tali z converge anche assolutamente e si ha
∞∑
n=0
zn =
1
1− z
da cui si ha anche, raccogliendo zk,
∞∑
n=k
zn =
zk
1− z .
Data la serie
∞∑
n=1
zn, da
<(z1 + · · ·+ zn) = <z1 + · · ·+ <zn,
=(z1 + · · ·+ zn) = =z1 + · · ·+ =zn,
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si ha
∞∑
n=1
zn = z ⇐⇒

∞∑
n=1
<zn = <z,
∞∑
n=1
=zn = =z.
Esercizio 2.4 Studiare la convergenza di
∞∑
n=1
n
(1 + i)n
;
∞∑
n=1
in
n2
;
∞∑
n=1
in
n
;
∞∑
n=1
(1− i)n
zn
, z 6= 0.
• Serie di potenze
Fissato z0 ∈ C ed una successione an ∈ C la serie contenente la variabile z
∞∑
n=0
an(z − z0)n = a0 + a1(z − z0) + · · ·+ an(z − z0)n + · · ·
e` detta serie di potenze. Possiamo trattare il caso z0 = 0 senza perdere di
generalita` tramite una traslazione nel piano.
Teorema 2.5
Fissiamo un punto z 6= 0.
∞∑
n=0
anz
nconverge =⇒
∞∑
n=0
anw
n converge assolutamente
per ogni w con |w| < |z|.
Dimostrazione
Deve essere anz
n −→ 0, in particolare
∃M > 0 tale che ∀ n |anzn| < M.
Per |w| < |z| si ha
∞∑
n=0
|anwn| =
∞∑
n=0
|anzn|
∣∣∣w
z
∣∣∣n ≤M ∞∑
n=0
∣∣∣w
z
∣∣∣n <∞,
cioe` la serie converge assolutamente in w come si voleva dimostrare.

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Dal teorema precedente, si definisce il raggio di convergenza
R = sup
{
|z| tale che
∞∑
n=0
anz
n converge
}
.
Per
• R = 0, la serie converge solo per z = 0
(dove ogni serie di potenze si riduce alla successione costante a0);
• R = +∞, la serie converge in ogni punto del piano. In un qualunque
cerchio di raggio r > 0, per ogni punto z del cerchio chiuso si ha
∞∑
n=0
|anzn| ≤
∞∑
n=0
|an|rn < +∞;
• 0 < R < +∞, la serie non converge per |z| > R mentre converge per
|z| < R. In un qualunque cerchio chiuso di raggio r ∈ (0, R), per ogni
z si ha ∞∑
n=0
|anzn| ≤
∞∑
n=0
|an|rn < +∞.
Non si puo` prendere r = R come mostra la serie geometrica
∞∑
n=0
zn il cui
raggio di convergenza e` R = 1.
In generale il comportamento dei punti della circonferenza |z| = R varia da
serie a serie. La serie geometrica non converge in alcun punto z con |z| = 1.
Ricordiamo che (provare):
lim
n→+∞
|an+1|
|an| = ` =⇒ R =
1
`
, lim
n→+∞
n
√
|an| = ` =⇒ R = 1
`
,
dove R = 0 per ` = +∞, R = +∞ per ` = 0.
Esercizio 2.6 Determinare il raggio di convergenze R delle serie
∞∑
n=1
zn
n2
;
∞∑
n=1
zn
n
.
Far vedere che la prima converge nel cerchio chiuso |z| ≤ R mentre la seconda
converge in alcuni punti z con |z| = R ma non nel punto reale z = R.
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3 Funzioni elementari
• Esponenziale
La serie
∞∑
n=0
zn
n!
converge su tutto C. Per x ∈ R si ha
∞∑
n=0
xn
n!
= ex quindi si
prolunga la funzione esponenziale a C ponendo
∞∑
n=0
zn
n!
= ez.
Vale
ez · ew = ez+w
inoltre per ϑ ∈ R si ha (provare)
eiϑ = cosϑ+ i sinϑ.
In particolare, per z = x+ iy
ez = ex(cos y + i sin y)
da cui
|ez| = ex, y = arg ez.
La funzione ez e` periodica di periodo 2pii:
ez+2kpii = ez, k ∈ Z.
Le regole per moltiplicare/dividere numeri complessi in forma trigonometrica
z = reiϑ, z′ = r′eiϑ
′
sono coerenti con le proprieta` dell’esponenziale
eiϑ · eiϑ′ = ei(ϑ+ϑ′), eiϑ/eiϑ′ = ei(ϑ−ϑ′).
Le radici n-esime di z′ si trovano scrivendo
z′ = r′ei(ϑ
′+2kpi)
ed elevando formalmente alla 1/n
n
√
r′ei
(
ϑ′
n
+ 2kpi
n
)
, k = 0, 1, · · · , n− 1.
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Esercizio 3.1 In cosa sono mutate le rette <z = a e =z = b, (a, b costanti
reali) nella trasformazione z 7→ ez?
• Seno, coseno, tangente
Per ogni z ∈ C si pone
sin z =
eiz − e−iz
2i
, cos z =
eiz + e−iz
2
o, equivalentemente,
sin z =
∞∑
n=0
(−1)n z
2n+1
(2n+ 1)!
, cos z =
∞∑
n=0
(−1)n z
2n
(2n)!
.
Per z ∈ R si riottengono le usuali funzioni trigonometriche.
Per cos z 6= 0, cioe` per z 6= pi
2
+ kpi, k ∈ Z (vedi esercizio 3.2), si definisce
tan z =
sin z
cos z
.
Le funzioni iperboliche sono definite da
sinh z =
ez − e−z
2
, cosh z =
ez + e−z
2
.
Esercizio 3.2 Provare che sin z e cos z hanno solo zeri reali.
Provare inoltre che cos2 z + sin2 z = 1 ma che sin z e cos z non sono funzioni
limitate su C contrariamente a quanto accade su R.
• Logaritmi
Esaminiamo le soluzioni dell’equazione ez = w con w ∈ C assegnato.
Per w = 0 non ci sono soluzioni perche` |ez| 6= 0 per ogni z.
Per w 6= 0, posto z = x+ iy,
ez = w ⇐⇒ ex(cos y + i sin y) = w ⇐⇒
{
ex = |w|,
y = argw,
da cui
z = log |w|+ i argw
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dove log |w| e` l’usuale logaritmo reale e argw e` un qualunque argomento.
Fissato l’argomento principale
Argw ∈ [−pi, pi)
si ottengono tutte le soluzioni
z = logw + iArgw + 2kpii, k ∈ Z.
Questi sono i logaritmi di w 6= 0.
Logw = log |w|+ iArgw
e` detto logaritmo principale ed estende a C∗ = C−{0} il logaritmo in R+.
Esercizio 3.3 Verificare che per ogni k fissato in Z
log z = log |z|+ iArg z + 2kpii
e` la funzione inversa della restrizione della funzione esponenziale ad una
striscia del piano complesso.
La precedente funzione log z, in cosa trasforma circonferenze |z| = R e le
semirette uscenti dall’origine?
Esercizio 3.4 Trovare i logaritmi di 1, −1, i.
Esercizio 3.5 Trovare le soluzioni di
e2piz
3
= 1 con
∣∣∣∣z − i2
∣∣∣∣ < √32 .
• Potenze
Per z,w ∈ C, z 6= 0, si pone
zw = ew log z = ew(log |z|+i arg z).
Viene definita una funzione di z solo nel caso w ∈ Z, negli altri casi zw non
indica un solo valore.
• w = m ∈ Z :
em log z = em(log|z|+i arg z) = |z|meim arg z
e` proprio la rappresentazione trigonometrica della usuale potenza zm;
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• w = 1
n
, n ∈ N, n ≥ 1:
e
1
n
log z = e
1
n
(log |z|+i arg z) = e
1
n
(log |z|+i arg z+2kpi) = |z| 1n ei( arg zn + 2kpin )
rappresenta le n radici n-esime di z;
• zm/n, m ∈ Z,
rappresenta le radici n-esime di zm;
• z ∈ C−Q:
ew log z = ew(log |z|+iArg z+2kpi)
rappresenta al variare di k ∈ Z infiniti valori distinti perche` kw /∈ Z.
Per w =
1
2
si indica con
√
z la determinazione principale di z
1
2 :
√
z = e
1
2
Log z = e
1
2
(log |z|+iArg z) =
√
|z|eiArg z2
con Arg z ∈ [−pi, pi).
Si estende cos`ı a C la funzione di variabile reale positiva
√
x.
4 Funzioni continue in C
Per f : D ⊂ C −→ C si puo` considerare
lim
z→z0
f(z)
con z0 punto di accumulazione di D, semplicemente ricordando che lo spazio
metrico C, che coincide con lo spazio metrico R2, e` munito della metrica
euclidea.
lim
z→z0
f(z) = l equivale a ∀ ² > 0 ∃ δ > 0 0 < |z−z0| < δ ⇒ |f(z)−l| < ².
Posto f(z) = u(z) + iv(z) con u(z), v(z) ∈ R questo equivale a
lim
z→z0
u(z) = <l e lim
z→z0
v(z) = =l.
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Con la notazione
z = x+ iy = (x, y), z0 = x0 + iy0 = (x0, y0), l = a+ ib = (a, b)
abbiamo
lim
(x,y)→(x0,y0)
u(x, y) = a e lim
(x,y)→(x0,y0)
v(x, y) = b.
Per z0 ∈ D e di accumulazione, f continua in z0 significa
lim
z→z0
f(z) = f(z0)
che equivale alla continuita` in (x0, y0) delle componenti u(x, y), v(x, y).
• Funzioni elementari e continuita`
ez = ex cos y + iex sin y
e` continua su tutto C quindi lo sono anche sin z, cos z, sinh z, cosh z e, nel
suo dominio, tan z. Per gli usuali teoremi sui limiti sono continue le funzioni
polinomiali p(z) = anz
n+ an−1zn−1+ · · ·+ a0 e, nel loro dominio, le funzioni
razionali
f(z) =
p(z)
q(z)
p e q polinomi.
Fissiamo ora una determinazione di log z, ad esempio la principale
Log z = log |z|+ iArg z, Arg z ∈ [−pi, pi).
Si ha discontinuita` in ogni punto x ∈ R, x < 0:
lim
z→x=z>0
Arg z = pi , lim
z→x=z<0
Arg z = −pi.
Tuttavia, solo questi sono punti di discontinuita`. Per avere una funzione
continua prenderemo come dominio di Log z
C∗∗ = C− {x ∈ R | x ≤ 0}
e lo stesso faremo per ogni determinazione di log z.
Di conseguenza risultera` continua su C∗∗ ogni determinazione di f(z) = zw,
w ∈ C− Z, in particolare √z.
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Osservazione
Al posto della semiretta dei negativi si puo` prendere una qualunque semiretta
S = {z = reiϕ | r ≥ 0}
con ϕ ∈ R fissato. La determinazione
log z = log |z|+ i arg z, arg z ∈ (ϕ, ϕ+ 2pi),
e` continua in C− S.
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5 Funzioni da R a C
Come caso particolare di
f : D ⊂ C −→ C
abbiamo le funzioni di variabile reale a valori complessi:
f : D ⊂ R −→ C.
Con D = [a, b] poniamo
f(x) = u(x) + iv(x) con u, v : [a, b] −→ R.
I punti z = u(x) + iv(x) descrivono una traiettoria nel piano complesso.
f e` derivabile ⇐⇒ u e v sono derivabili.
Quando questo si verifica, il vettore
f ′(x) = u′(x) + iv′(x)
e` un vettore tangente alla traiettoria nel punto u(x) + iv(x).
f e` sommabile ⇐⇒ u e v sono sommabili.
In questo caso, si definisce∫ b
a
f(x)dx =
∫ b
a
u(x)dx+ i
∫ b
a
v(x)dx
e si ha, rispetto al modulo in C,∣∣∣∣∫ b
a
f(x)dx
∣∣∣∣ ≤ ∫ b
a
|f(x)|dx.
Si osservi che f ′(x) e
∫ b
a
f(x)dx sono numeri complessi: derivata ed integrale
appartengono all’insieme dei valori. Se f e` continua in [a, b] ha primitive:
∃ F : [a, b] −→ C tale che F ′(x) = f(x).
Inoltre se F e` una primitiva∫ b
a
f(x)dx = F (b)− F (a).
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In maniera analoga si estendono a questo tipo di funzioni i concetti di som-
mabilita` su un intervallo illimitato I attraverso la sommabilita` su I di
entrambe le funzioni u e v (quindi di |f |).
Lo stesso si fa con l’integrale generalizzato semplicemente convergente.
Esercizio 5.1 Fissato ω ∈ R, consideriamo
f(x) = e−|x|−ixω x ∈ R.
Provare che f e` sommabile su R e calcolare∫
R
f(x)dx =
∫ +∞
−∞
f(x)dx = lim
a→−∞
b→+∞
∫ b
a
f(x)dx.
Usare il fatto che per x→ x0 ∈ R∗
F (x)
C−→ 0⇐⇒ |F (x)| R−→ 0
qualunque sia F : D ⊂ R −→ C.
6 Uniforme convergenza
Sia f : D ⊂ C −→ C limitata. Poniamo
‖f‖∞ = sup
D
|f(z)|.
Rimane definita una norma nello spazio delle funzioni limitate suD. Infatti:
‖f‖∞ ≥ 0 e ‖f‖∞ = 0⇐⇒ f = 0
‖λf‖∞ = |λ| ‖f‖∞ per ogni λ ∈ C
‖f + g‖∞ ≤ ‖f‖∞ + ‖g‖∞ .
Tale norma induce la distanza:
d(f, g) = ‖f − g‖∞ .
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Data una successione di funzioni fn, si dice che fn converge uniforme-
mente (su D) ad f quando
d(fn, f) −→ 0 per n→∞
cioe`
sup
D
|fn(z)− f(z)| −→ 0 per n→∞.
In particolare, per ogni z fissato,
fn(z) −→ f(z)
Quest’ultima viene chiamata convergenza puntuale di fn ad f .
Lo spazio delle funzioni limitate su D e` completo rispetto alla convergenza
uniforme. Infatti se
sup
D
|fn(z)− fm(z)| −→ 0 per m,n→ +∞,
in particolare in ogni z ∈ D fissato, si ha
|fn(z)− fm(z)| −→ 0 per m,n→ +∞,
quindi la successione (numerica perche` z e` fissato) ha limite in C. Tale limite
dipende da z cioe` e` una funzione f(z). In ogni punto z ∈ D si ha
fn(z) −→ f(z) per n→ +∞
cioe` fn converge puntualmente ad f . Mandando m→ +∞ in
sup
D
|fn(z)− fm(z)| −→ 0 per m,n→ +∞
si ha in realta` di piu`:
sup
D
|fn(z)− f(z)| −→ 0 per n→ +∞
cioe` la convergenza uniforme ad f che risulta anch’essa limitata come le fn.
Se D e` compatto, lo spazio delle funzioni continue e` contenuto nello spazio
delle funzioni limitate. Anche questo sottospazio e` completo:
Teorema 6.1
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Consideriamo una successione di funzioni fn : D ⊂ C −→ C tutte continue
in D. Se fn converge uniformemente ad f , anche f e` continua in D.
Per z0 ∈ D punto di accumulazione vale quindi
lim
z→z0
f(z) = f(z0)
che si puo` scrivere anche
lim
z→z0
lim
n→+∞
fn(z)︸ ︷︷ ︸
f(z)
=
f(z0)︷ ︸︸ ︷
lim
n→+∞
lim
z→z0
fn(z)︸ ︷︷ ︸
fn(z0)
.
Si noti lo scambio dei limiti.
Esercizio 6.2 Per fn, f : D ⊂ R −→ R interpretare graficamente la
convergenza uniforme di fn in f .
Esercizio 6.3 Sia
fn : R −→ R fn(x) = xe−n|x|.
Trovare il limite puntuale f e mostrare che la convergenza e` uniforme.
Esercizio 6.4 Sia
fn : [0, 1] −→ R fn(x) = xn.
Trovare il limite puntuale f ed osservare che f e` discontinua per x = 1. Puo`
la convergenza essere uniforme? Verificarlo direttamente.
Questo e` un esempio che la convergenza puntuale non implica quel-
la uniforme. Per funzioni fn : [a, b] −→ C di variabile reale abbiamo anche
i seguenti risultati per gli operatori integrale/derivata:
Teorema 6.5
Siano fn continue su [a, b] uniformemente convergenti ad f . Allora∫ b
a
fn(x)dx −→
∫ b
a
f(x)dx.
Dimostrazione
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Intanto
∫ b
a
f(x)dx e` ben definito perche` anche f e` continua su [a, b]. Poi∣∣∣∣∫ b
a
fn(x)dx−
∫ b
a
f(x)dx
∣∣∣∣ = ∣∣∣∣∫ b
a
fn(x)− f(x)dx
∣∣∣∣ ≤
≤
∫ b
a
|fn(x)− f(x)dx| ≤ (b− a) ‖fn − f‖∞ −→ 0.

Si osservi che e` essenziale che l’intervallo sia di lunghezza finita.
Si puo` scrivere
lim
n→+∞
∫ b
a
fn(x)dx =
∫ b
a
lim
n→+∞
fn(x)dx.
Queste condizioni per passare al limite sotto il segno di integrale verrano
indebolite in seguito.
Teorema 6.6
Siano fn : [a, b] −→ C di classe C1 con f ′n −→ g uniformemente. Sup-
poniamo poi che in un punto x0 la successione numerica fn(x0) converga a
z0 ∈ C. Allora fn converge uniformemente ad una funzione f tale che f ′ = g.
Dimostrazione
Vale
fn(x) = fn(x0) +
∫ x
x0
f ′n(t)dt
per ogni n ed ogni x. Per il teorema precedente esiste il limite puntuale
f(x) = z0 +
∫ x
x0
g(t)dt
che verifica proprio f ′ = g. Infine
|fn(x)− f(x)| =
∣∣∣∣fn(x0)− z0 + ∫ x
x0
(f ′n(t)− g(t))dt
∣∣∣∣
≤ |fn(x0)− z0|+
∣∣∣∣∫ x
x0
|f ′n(t)− g(t)|dt
∣∣∣∣
≤ |fn(x0)− z0|+ (b− a) ‖f ′n − g‖∞
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da cui
‖fn − f‖∞ ≤ |fn(x0)− z0|+ (b− a) ‖f ′n − g‖∞ −→ 0
e la convergenza e` uniforme.

Si puo` scrivere
d
dx
lim
n→+∞
fn(x) = lim
n→∞
d
dx
fn(x).
• Serie di funzioni. Convergenza totale
Una serie di funzioni ∞∑
n=1
fn(z)
con fn : D ⊂ C −→ C e` la successione di funzioni
Sn(z) = f1(z) + f2(z) + · · ·+ fn(z).
Un esempio notevole sono le serie di potenze dove fn(z) = an(z − z0)n.
Se puntualmente
∞∑
n=1
fn(z) = f(z) (cioe` Sn(z) −→ f(z))
diremo che la serie converge uniformemente quando Sn(z) converge unifor-
memente ad f . Diremo che la serie converge totalmente quando converge
la serie numerica reale ∞∑
n=1
sup
D
|fn(z)|.
Teorema 6.7
Se
∞∑
n=1
fn(z) converge totalmente allora converge anche assolutamente
ed uniformemente.
Dimostrazione
Posto an = sup
D
|fn(z)| abbiamo
‖Sn+p − Sn‖∞ = sup
D
|fn+1(z) + · · ·+ fn+p(z)| ≤ an+1 + an+2 + · · ·+ an+p.
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La serie numerica
∞∑
n=1
an verifica la condizione di Cauchy perche` converge:
la disuguaglianza precedente mostra che tale condizione e` soddisfatta da Sn
rispetto alla norma della convergenza uniforme.
Quindi Sn converge uniformemente. La convergenza assoluta e` evidente da
|fn+1(z)|+ · · ·+ |fn+p(z)| ≤ an+1 + · · ·+ an+p
qualunque sia z ∈ D.

Presa una serie di potenze
∞∑
n=0
anz
n di raggio di convergenza R, abbiamo
visto che nei cerchi compatti di raggio r < R si ha
∞∑
n=0
|anzn| ≤
∞∑
n=0
|an|rn, |z| ≤ r,
e che la serie numerica maggiorante
∞∑
n=0
|an|rn e` convergente perche` il
punto reale r e` all’interno del cerchio di convergenza.
Ora possiamo dire che nel cerchio compatto di r la serie converge
totalmente quindi anche uniformemente.
Tornando ai teoremi di continuita`, derivabilita`, integrabilita` in ipotesi di con-
vergenza uniforme, abbiamo:
Teorema 6.8
Siano fn : D ⊂ C −→ C continue e si abbia
∞∑
n=1
fn(z) = f(z) uniformemente.
Allora f e` continua in D.
Basta infatti applicare il teorema della convergenza uniforme alla successione
Sn = f1 + · · ·+ fn
dove tutte le Sn sono continue come somma di funzioni continue.
In particolare la somma
∞∑
n=0
an(z − z0)n
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di una serie di potenze e` una funzione continua all’interno del cerchio di con-
vergenza. Vedremo che in realta` e` una funzione ben piu` regolare.
Per funzioni di variabile reale abbiamo poi:
Teorema 6.9
Siano fn : [a, b] −→ C tutte continue con
∞∑
n=1
fn(x) = f(x) uniformemente.
Allora ∞∑
n=1
∫ b
a
fn(x)dx =
∫ b
a
f(x)dx.
Anche qui basta ricordare che da Sn −→ f uniformemente segue∫ b
a
Sn(x)dx −→
∫ b
a
f(x)dx
ed osservare che∫ b
a
Sn(x)dx =
∫ b
a
f1(x)dx+ · · ·+
∫ b
a
fn(x)dx.
Si puo` scrivere
∞∑
n=1
∫ b
a
fn(x)dx =
∫ b
a
∞∑
n=1
fn(x)dx.
Teorema 6.10
Siano fn : [a, b] −→ C tutte di classe C1 con
∞∑
n=1
f ′n(x) = g(x) uniformemente,
∞∑
n=1
fn(x0) = z0 in un punto fissato.
Allora si ha
∞∑
n=1
fn(x) = f(x) uniformemente con f
′ = g.
Si puo` scrivere
d
dx
∞∑
n=1
fn(x) =
∞∑
n=1
d
dx
fn(x).
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Esercizio 6.11
A) Provare che la serie di funzioni
∞∑
n=1
x2e−nx
converge totalmente per x ∈ [0,+∞).
B) Trovare la somma f(x) della serie e dedurne che la somma della serie
numerica ∞∑
n=1
∫ 1
0
x2e−nxdx vale
∫ 1
0
x
ex − 1dx.
7 Derivata complessa. Funzioni olomorfe
Sia D ∈ C un aperto, connesso, non vuoto. Per
f : D −→ C f(z) = u(z) + iv(z) u, v a valori reali, z = x+ iy,
possiamo considerare le derivate parziali
∂
∂x
f(x+ iy) =
∂
∂x
u(x+ iy) + i
∂
∂x
v(x+ iy),
∂
∂y
f(x+ iy) =
∂
∂y
u(x+ iy) + i
∂
∂y
v(x+ iy),
che corrispondono alle colonne della matrice Jacobiana(
ux uy
vx vy
)
di f pensata come applicazione da R2 a R2 di componenti (u, v).
Possiamo pero` anche far ricorso alla struttura di campo di C e definire
d
dz
f
come limite del rapporto incrementale. Andiamo a vedere le relazioni tra
questi concetti, in particolare vedremo che la derivata complessa
d
dz
e` un
concetto forte rispetto alla derivata reale.
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Dimostreremo infatti che ogni funzione di classe C1 in senso complesso e` in
realta` C∞ e sviluppabile in serie di Taylor cioe` analitica.
• Condizioni di Cauchy Riemman
Data
f : D ⊂ C −→ C z0 ∈ D, z0 = x0 + iy0,
f si dice derivabile in z0 se esiste il limite in C
lim
z→z0
f(z)− f(z0)
z − z0 .
Le notazioni sono le usuali f ′(z0),
d
dz
f(z0), Df(z0). In particolare se f
′(z0)
esiste, considerando z nella forma x+ iy0, x ∈ R, deve risultare
f ′(z0) = lim
x→x0
f(x+ iy0)− f(x0 + iy0)
x− x0 =
∂
∂x
f(z0).
Considerando poi z = x0 + iy, y ∈ R, si ha
f ′(z0) = lim
y→y0
f(x0 + iy)− f(x0 + iy0)
i(y − y0) =
1
i
∂
∂y
f(z0).
Abbiamo cos`ı le condizioni necessarie per la derivabilita` in z0
∂
∂x
f(z0) =
1
i
∂
∂y
f(z0)
note come le condizioni di Cauchy-Riemman.
Ricordando che da f = u+ iv si ha
∂
∂x
f =
∂
∂x
u+ i
∂
∂x
v ,
∂
∂y
f =
∂
∂y
u+ i
∂
∂y
v
una forma equivalente di tali condizioni e`
∂
∂x
u(z0) =
∂
∂y
v(z0),
∂
∂x
v(z0) = − ∂
∂y
u(z0).
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In particolare se u, v sono di classe C2 come applicazioni D ⊂ R2 −→ R e
soddisfano le condizioni di Cauchy-Riemman in ogni punto di D allora
∂2
∂x2
u+
∂2
∂y2
u =
∂
∂x
(
∂
∂y
v
)
− ∂
∂y
(
∂
∂x
v
)
= 0
cioe` u risolve in D l’equazione di Laplace
∆x,y u = 0 dove ∆x,y =
∂2
∂x2
+
∂2
∂y2
.
In modo analogo si ha
∆x,y v = 0.
Le soluzioni dell’equazione di Laplace si chiamano funzioni armoniche.
• Derivabilita` complessa e differenziabilita` reale
Se f e` derivabile in z0 allora come funzione da R2 a R2 risulta differenziabile
in tale punto. Equivalentemente lo sono le componenti u e v come funzioni
da R2 a R. Infatti dalla definizione si ha
∆f = f ′(z0)∆z + o(|∆z|)
con
∆f = f(z)− f(z0), ∆z = z − z0
che abbreviamo in
∆f ∼ f ′(z0)∆z.
Da
f ′(z0) =
∂
∂x
f(z0) =
∂
∂x
u(z0) + i
∂
∂x
v(z0)
e
∆f = ∆u+ i∆v, ∆z = ∆x+ i∆y,
con ovvie posizioni di ∆u, ∆v, ∆x, ∆y, otteniamo
∆u+ i∆v ∼
(
∂
∂x
u(z0) + i
∂
∂x
v(z0)
)
(∆x+ i∆y) =
=
∂
∂x
u(z0)∆x− ∂
∂x
v(z0)∆y + i
(
∂
∂x
v(z0)∆x+
∂
∂x
u(z0)∆y
)
.
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Considerando parte reale e parte immaginaria e tenuto conto delle condizioni
di Cauchy-Riemman si ottiene:
∆u ∼ ∂
∂x
u(z0)∆x+
∂
∂y
u(z0)∆y
∆v ∼ ∂
∂x
v(z0)∆x+
∂
∂y
v(z0)∆y
che significa proprio che u e v sono differenziabili in z0 = x0 + iy0 come
funzioni da D ⊂ R2 −→ R. Poiche` abbiamo usato una catena di equivalenze
abbiamo in realta` mostrato il seguente:
Teorema 7.1
f e` derivabile in z0 ⇔

f e` differenziabile,
∂
∂x
f(z0) =
1
i
∂
∂y
f(z0).
Quando cio` accade si ha
f ′(z0) =
∂
∂x
f(z0) =
1
i
∂
∂y
f(z0).
• Funzioni olomorfe
Una funzione olomorfa in D e` una funzione C1 in senso complesso:
f e` derivabile in tutto D e la funzione f ′(z) e` continua in D.
Dal teorema precedente e dal teorema del differenziale totale segue subito:
Teorema 7.2
f e` olomorfa in D ⇔

∂
∂x
f e
∂
∂y
f sono continue in D,
∂
∂x
f =
1
i
∂
∂y
f su tutto D.
Continuano a valere in C tutte le regole di derivazione (somma, prodotto,
quoziente, composta...) ben note che si fondano solo sulla definizione e sulle
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proprieta` algebriche del campo C.
Dalla definizione stessa di derivata, la funzione potenza
f(z) = zm, m ∈ Z,
e` olomorfa su tutto C (le funzioni olomorfe in tutto C si dicono intere) con
derivata
f ′(z) = mzm−1.
Esercizio 7.3 Verificare direttamente che le funzioni
f(z) = z2, g(z) = z3
soddisfano le condizioni di Cauchy-Riemman e che le loro componenti rea-
li/immaginarie sono funzioni armoniche su C.
Vediamo ora che
f(z) = ez = ex(cos y + i sin y)
e` una funzione intera. Dobbiamo verificare solo Cauchy-Riemman:
∂
∂x
f = ex(cos y + i sin y) = f,
1
i
∂
∂y
f =
1
i
ex(− sin y + i cos y) = ex(cos y + i sin y) = f.
La funzione esponenziale e` olomorfa su C e
d
dz
ez = ez.
Risultano cos`ı olomorfe le funzioni
sin z =
eiz − e−iz
2i
, cos z =
eiz + e−iz
2
,
sinh z =
ez − e−z
2
, cosh z =
ez + e−z
2
,
con derivate
d
dz
sin z = cos z,
d
dz
cos z = − sin z,
d
dz
sinh z = cosh z,
d
dz
cosh z = sinh z.
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Vogliamo vedere che il logaritmo principale
Log z = log |z|+ iArg z
e` olomorfo nella regione in cui e` continuo
C∗∗ = C− {x ∈ R|x ≤ 0}.
In forma trigonometrica abbiamo
Log z = log r + iϑ, z = reiϑ, −pi < ϑ < pi.
r e ϑ sono funzioni di classe C∞ delle variabili (x, y) in tale regione:
r =
√
x2 + y2 , ϑ =

arctan
y
x
, −pi
2
< ϑ < pi
2
,
arctan
y
x
+ pi, pi
2
< ϑ < pi,
arctan
y
x
− pi, −pi < ϑ < −pi
2
.
Dunque
∂
∂x
r =
x√
x2 + y2
= cosϑ,
∂
∂y
r =
y√
x2 + y2
= sinϑ,
∂
∂x
ϑ = −y
x
1
1 +
y2
x2
= −sinϑ
r
,
∂
∂y
ϑ =
1
x
1
1 +
y2
x2
=
cosϑ
r
.
Dalla regola della catena otteniamo
∂
∂x
f =
∂
∂r
f · ∂
∂x
r +
∂
∂ϑ
f · ∂
∂x
ϑ = cosϑ
∂
∂r
f − 1
r
sinϑ
∂
∂ϑ
f,
∂
∂y
f =
∂
∂r
f · ∂
∂y
r +
∂
∂ϑ
f · ∂
∂y
ϑ = sinϑ
∂
∂r
f +
1
r
cosϑ
∂
∂ϑ
f.
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Siamo pronti per verificare Cauchy-Riemman per Log z:
∂
∂x
f(log r + iϑ) = cosϑ · 1
r
− i
r
sinϑ =
1
r
e−iϑ;
1
i
∂
∂y
f(log r + iϑ) =
1
i
sinϑ · 1
r
+
1
r
cosϑ =
1
r
e−iϑ.
Log z e` olomorfa in C∗∗ con derivata
d
dz
Log z =
1
r
e−iϑ =
1
reiϑ
=
1
z
.
Segue in particolare che per la determinazione principale di
f(z) = zw = ew Log z
si ha
f ′(z) = wzw−1, w ∈ C.
• Le trasformate olomorfe sono conformi
Consideriamo due curve regolari in C
z = γ1(t) , z = γ2(t), a ≤ t ≤ b,
e consideriamo le curve trasformate
z = f(γ1(t)) , z = f(γ2(t))
attraverso una funzione olomorfa f . Si ha
d
dz
f(γ1(t)) = f
′(γ1(t)) · γ′1(t),
d
dz
f(γ2(t)) = f
′(γ2(t)) · γ′2(t)
e se le curve γ1 e γ2 si tagliano in z0 = γ1(t0) = γ2(t0) con vettori tangenti
che formano un angolo di ampiezza
ϑ = arg γ′1(t0)− arg γ′2(t0),
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allora le curve trasformate si tagliano in
f(z0) = f(γ1(t0)) = f(γ2(t0))
con angolo
(arg f ′(z0) + arg γ′1(t0))− (arg f ′(z0) + arg γ′2(t0)) = arg γ′1(t0)− arg γ′2(t0)
che coincide con ϑ a meno di 2kpi, k ∈ Z.
Le trasformazioni che conservano gli angoli si dicono conformi: abbiamo
visto che le trasformazioni olomorfe sono conformi.
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8 Olomorfia ed analiticita` delle serie di potenze
Data la serie di potenze
∞∑
n=0
an(z − z0)n = a0 + a1(z − z0) + a2(z − z0)2 + · · ·
possiamo considerare la serie
∞∑
n=1
nan(z − z0)n−1 = a1 + 2a2(z − z0) + · · ·
ottenuta derivando termine a termine.
Teorema 8.1
Le due serie hanno lo stesso raggio di convergenza R. Posto
f(z) =
∞∑
n=0
an(z − z0)n, |z − z0| < R,
la funzione f e` olomorfa con derivata
f ′(z) =
∞∑
n=1
nan(z − z0)n−1, |z − z0| < R.
Ci limitiamo ad osservare che se
R =
1
lim
n→+∞
n
√
|an|
allora evidentemente anche
1
lim
n→+∞
n
√
n|an|
= R
in quanto n
√
n −→ 1. Conclusioni analoghe se
R =
1
lim
n→+∞
|an+1|
|an|
= lim
n→+∞
|an|
|an+1| .
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Per quanto riguarda
f ′(z) =
∞∑
n=1
nan(z − z0)n−1
osserviamo che per funzioni di variabile reale cio` si puo` dedurre anche dal
teorema su derivata e convergenza uniforme (su ogni cerchio compatto di
raggio r < R).
Il caso generale si dimostra direttamente dalla definizione di derivata com-
plessa. In particolare la funzione f(z) e` olomorfa per |z − z0| < R. Il
teorema mostra che le serie di potenze si possono derivare/integrare termine
a termine ottenendo una serie di potenze con lo stesso raggio di convergenza.
Esempio 8.2
Presa una qualunque determinazione del logaritmo in C∗∗ si ha
d
dz
log(1 + z) =
1
1 + z
.
Per |z| < 1 vale
1
1 + z
= 1− z + z2 − · · ·+ (−1)nzn + · · · =
∞∑
n=0
(−1)nzn
(serie geometrica delle potenze di −z)
quindi per tali z, per ognuno dei quali vale 1 + z ∈ C∗∗, si ha:
log(1+ z) = a0+ z− z
2
2
+
z3
3
−· · ·+(−1)n z
n+1
n+ 1
+ · · · = a0+
∞∑
n=0
(−1)n z
n+1
n+ 1
con a0 costante di integrazione che deve coincidere con log 1, quindi
a0 = 2kpii
con k intero stabilito dalla determinazione scelta.
In particolare per il logaritmo principale a0 = 0 da cui
Log(1+z) = z−z
2
2
+
z3
3
−· · ·+(−1)n z
n+1
n+ 1
+· · · =
∞∑
n=0
(−1)n z
n+1
n+ 1
, |z| < 1.
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Tornando al teorema, applicazioni successive dello stesso assicurano che la
funzione
f(z) =
∞∑
n=0
an(z − z0)n, |z − z0| < R,
e` derivabile infinite volte all’interno del cerchio di convergenza con
f ′(z) =
∞∑
n=1
nan(z − z0)n−1,
f ′′(z) =
∞∑
n=2
n(n− 1)an(z − z0)n−2,
...
f (k)(z) =
∞∑
n=k
n(n− 1) · · · (n− k + 1)an(z − z0)n−k,
...
In particolare, ponendo z = z0,
a0 = f(z0),
a1 = f
′(z0),
2a2 = f
′′(z0)
...
k!ak = f
(k)(z0),
...
da cui, ricavando i coefficienti an,
f(z) =
∞∑
n=0
f (n)(z0)
n!
(z − z0)n.
La funzione f(z) a cui converge una serie di potenze e` analitica cioe` e` C∞
e la serie di Taylor di f converge proprio ad f nel dominio |z − z0| < R.
Il concetto di olomorfia (C1 in z) sembra molto piu` debole.
In realta` ogni funzione olomorfa e` analitica! (vedi oltre).
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9 Integrali curvilinei
Sia f : D ⊂ C −→ C continua e sia
z = z(t) = x(t) + iy(t), a ≤ t ≤ b,
una curva regolare orientata γ in D. Si definisce∫
γ
f(z)dz =
∫ b
a
f(z(t))z′(t)dt.
L’integrale non dipende dalla parametrizzazione.
Indicando con −γ la curva orientata in senso opposto si ha∫
−γ
f(z)dz = −
∫
γ
f(z)dz
(provare le due affermazioni).
Scrivendo f = u+ iv,∫
γ
f(z)dz =
∫ b
a
(u+ iv)(x′ + iy′)dt =
∫ b
a
(ux′ − vy′)dt+ i
∫ b
a
(vx′ + uy′)dt.
La parte reale e` il lavoro su γ del campo
G1 = (u,−v),
quella immaginaria del campo
G2 = (v, u).
Confrontando con Cauchy-Riemman segue:
f olomorfa ⇐⇒ G1 e G2 chiusi.
• Primitiva olomorfa
Per f : D ⊂ C −→ C continua, una primitiva F : D −→ C e` una funzione
tale che
d
dz
F = f.
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F e`, in particolare, olomorfa. Se esiste una primitiva, gli integrali curvilinei
non dipendono dal percorso:∫
γ
f(z)dz =
∫ b
a
f(z(t))z′(t)dt =
∫ b
a
d
dt
F (z(t))dt = F (z(b))− F (z(a)).
Viceversa se gli integrali non dipendono dal percorso ma solo dagli estremi
(in maniera equivalente l’integrale su ogni curva chiusa e` 0) allora esiste una
primitiva olomorfa. Infatti in tali ipotesi i campi
G1 = (u,−v) G2 = (v, u)
hanno potenziali U e V
∇U = G1 ∇V = G2.
la funzione F = U + iV soddisfa Cauchy-Riemman (provare) e
d
dz
F =
∂
∂x
F =
∂
∂x
U + i
∂
∂x
V = u+ iv = f.
• Integrali di funzioni olomorfe
Le condizioni di Cauchy-Riemman equivalgono alla chiusura dei campi
G1 = (u,−v) G2 = (v, u)
tali che per f = u+ iv si ha∫
γ
f(z)dz =
∫
γ
G1 + i
∫
γ
G2
dove gli integrali a destra dell’uguale sono integrali (reali) di lavoro.
Poiche` campi chiusi in aperti semplicemente connessi hanno potenziale,
una funzione f : D −→ C olomorfa ha primitive olomorfe in ogni A ⊂ D
semplicemente connesso. In particolare vale:
Teorema 9.1
Sia f : D −→ C olomorfa e sia γ una curva regolare chiusa inD che circonda
un aperto B ⊂ D. Allora ∫
γ
f(z)dz = 0.
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Vale inoltre:
Teorema 9.2
Sia f : D −→ C olomorfa e siano γ1 e γ2 curve regolari chiuse orientate in
maniera concorde, ad esempio in senso antiorario.
Se γ1 e γ2 racchiudono una corona contenuta in D allora∫
γ1
f(z)dz =
∫
γ2
f(z)dz.
Dimostrazione
Operiamo due tagli per creare due regioni nella corona, quella tratteggiata e
quella bianca, che sono circondate da curve chiuse Γ1 e Γ2 orientate in senso
antiorario. Si noti che la curva interna della corona risulta percorsa in senso
orario quindi e` −γ1. All’interno delle due regioni f e` olomorfa quindi∫
Γ1
f(z)dz +
∫
Γ2
f(z)dz = 0 + 0 = 0.
In questa somma ciascun taglio viene percorso due volte con orientamenti
opposti da cui ∫
−γ1
f(z)dz +
∫
γ2
f(z)dz = 0
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quindi ∫
γ1
f(z)dz =
∫
γ2
f(z)dz.
Nella situazione precedente la curva γ2 puo` essere “deformata con continuita`”
fino a coincidere con γ1 rimanendo all’interno di una regione di olomorfia
per f . Curve di questo tipo si dicono omologhe per f .
L’integrale di f(z)dz e` invariante su curve omologhe per f .
• Integrali di potenze. Residui
Un caso importante e` ∫
γ
zmdz
con m intero e γ una curva chiusa che gira intorno all’origine in senso
antiorario. Il dominio di olomorfia comune a tutte tali potenze e`
C∗ = C− 0.
Ogni curva chiusa γ che circonda l’origine e` omologa ad una circonferenza di
centro l’origine. Possiamo calcolare l’integrale su
γ : z(ϑ) = reiϑ, 0 ≤ ϑ ≤ 2pi,
o direttamente o attraverso primitive.
Attraverso primitive. Per m 6= −1, zm ha la primitiva olomorfa
zm+1
m+ 1
.
Ne segue ∫
γ
zmdz = 0, m 6= −1.
Per m = −1, 1
z
ha la primitiva Log z che non e` olomorfa su C∗ ma solo su
C∗∗ dove sono contenuti gli archi
γϑ1,ϑ2 : z(ϑ) = re
iϑ, −pi < ϑ1 ≤ ϑ ≤ ϑ2 < pi.
Dunque∫
γϑ1,ϑ2
1
z
dz = Log(reiϑ2)−Log(reiϑ1) = log r+ iϑ2−(log r+ iϑ2) = i(ϑ2−ϑ1).
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Per ϑ1 −→ −pi, ϑ2 −→ pi si ha ∫
γ
1
z
dz = 2pii.
Direttamente∫
γ
zmdz =
∫ 2pi
0
rmeimϑz′(ϑ)dϑ =
∫ 2pi
0
rmeimϑ(ireiϑ)dϑ = rm+1i
∫ 2pi
0
ei(m+1)ϑdϑ.
Per m 6= −1 si ottiene
rm+1i
[
ei(m+1)ϑ
m+ 1
]2pi
0
= 0,
per m = −1
i [ϑ]2pi0 = 2pii.
Se f e` olomorfa in un cerchio forato
D = {z | 0 < |z − z0| < r}
(in particolare z 6= z0) si definisce residuo di f in z0 il numero R tale che
f(z)− R
z − z0
ha una primitiva olomorfa in D. Ad esempio per
f(z) =
bm
(z − z0)m + · · ·+
b1
(z − z0) + a0 + a1(z − z0) + · · ·+ an(z − z0)
n
si ha R = b1. Da quanto visto, per ogni curva chiusa γ in D che gira in senso
antiorario intorno a z0 si ha∫
γ
(
f(z)− R
z − z0
)
dz = 0
da cui ∫
γ
f(z)dz =
∫
γ
R
z − z0dz = 2piiR.
Per calcolare l’integrale basta quindi saper calcolare il residuo.
E´ questo il caso piu` semplice del Teorema dei residui che vedremo oltre.
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10 La formula integrale di Cauchy. Le funzioni
olomorfe sono analitiche
Sia f una funzione olomorfa in D e fissiamo z ∈ D ed una curva regolare
chiusa γ in D che gira in senso antiorario intorno a z.
La funzione di variabile s
g(s) =
f(s)
s− z
e` olomorfa in D privato del punto z. La funzione
g(s)− R
s− z
si puo` prolungare ad una funzione continua anche in z scegliendo R = f(z),
infatti esiste
lim
s→z
g(s)− R
s− z = lims→z
f(s)− f(z)
s− z = f
′(z).
Se questo prolungamento e` olomorfo allora ha una primitiva olomorfa in
un intorno di z ed il residuo di g in z e` f(z). Quindi∫
γ
g(s)ds = 2piiR = 2piif(z)
cioe`
f(z) =
1
2pii
∫
γ
f(s)
s− zds.
Questa rappresentazione di f(z) in realta` e` valida.
Lo facciamo vedere direttamente perche` con quello visto sinora non siamo in
grado di mostrare che il prolungamento di g(s) − R
s− z e` olomorfo. Questo
risultera` evidente in seguito.
Teorema 10.1(Formula integrale di Cauchy)
Nella situazione precedente per f , γ e z si ha
f(z) =
1
2pii
∫
γ
f(s)
s− zds.
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Dimostrazione
Sia
Cr = {s = z + reiϑ ; 0 ≤ ϑ ≤ 2pi}
una circonferenza di centro z e raggio r interna a γ. Sappiamo che∫
γ
f(s)
s− zds =
∫
Cr
f(s)
s− zds
in particolare il secondo membro e` costante per r −→ 0. Ma∫
Cr
f(s)
s− zds =
∫ 2pi
0
f(z + reiϑ)
reiϑ
ireiϑdϑ = i
∫ 2pi
0
f(z + reiϑ)dϑ.
Ora, per continuita` di f in z, per ogni ² > 0
|f(z + reiϑ)− f(z)| < ²
non appena r < δ². Per tali r:∣∣∣∣∫ 2pi
0
f(z + reiϑ)dϑ− 2pif(z)
∣∣∣∣ = ∣∣∣∣∫ 2pi
0
[
f(z + reiϑ)− f(z)] dϑ∣∣∣∣ ≤
≤
∫ 2pi
0
∣∣f(z + reiϑ)− f(z)∣∣ dϑ < ∫ 2pi
0
²dϑ = 2pi².
Quindi ∫ 2pi
0
f(z + reiϑ)dϑ −→ 2pif(z) per r −→ 0
(si puo` passare al limite sotto il segno di integrale). Cos`ı∫
γ
f(s)
s− zds = limr→0 i
∫ 2pi
0
f(z + reiϑ)dϑ = 2piif(z).

La formula di Cauchy e` fondamentale. Da essa si deduce che ogni funzio-
ne olomorfa e` sviluppabile in serie di potenze, quindi e` analitica,
a partire da un qualunque punto z0 nel dominio di olomorfia D e raggio di
convergenza dato dalla distanza di z0 dalla frontiera di D (cioe` la distanza
di z0 dalla piu` vicina “singolarita`” di f).
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Teorema 10.2
Sia f : D −→ C olomorfa, sia z0 ∈ D e sia R > 0 il piu` grande raggio tale che
il cerchio aperto {z | |z − z0| < R} e` contenuto in D. Allora in tale cerchio
f(z) =
∞∑
n=0
an(z − z0)n |z − z0| < R
con coefficienti
an =
1
2pii
∫
γ
f(s)
(s− z0)n+1ds
con γ una qualunque curva regolare chiusa in D che gira attorno a z0 in
senso antiorario (ad esempio una circonferenza s = z0 + re
iϑ, 0 ≤ ϑ ≤ 2pi,
con r < R).
Dimostrazione
Fissiamo z0, z, r, r
′ in modo che
|z − z0| = r′ < r < R
e consideriamo la circonferenza
γ : s = z0 + re
iϑ 0 ≤ ϑ ≤ 2pi
Dalla formula integrale di Cauchy applicata al punto z si ha
f(z) =
1
2pii
∫
γ
f(s)
s− zds
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quindi
f(z) =
1
2pii
∫
γ
f(s)
s− z0 − (z − z0)ds =
1
2pii
∫
γ
f(s)
(s− z0)
[
1− z−z0
s−z0
]ds.
Ora ∣∣∣∣z − z0s− z0
∣∣∣∣ = |z − z0|r = r′r < 1
quindi
1
1− z − z0
s− z0
= 1 +
z − z0
s− z0 +
(z − z0)2
(s− z0)2 + · · · =
∞∑
n=0
(z − z0)n
(s− z0)n
con convergenza totale quindi uniforme rispetto ad s.
Possiamo scambiare i simboli
∑
e
∫
nella rappresentazione
f(z) =
1
2pii
∫
γ
f(s)
∞∑
n=0
(z − z0)n
(s− z0)n+1ds =
1
2pii
∞∑
n=0
(z − z0)n
∫
γ
f(s)
(s− z0)n+1ds
ottenendo cos`ı la formula voluta.
La circonferenza γ puo` essere sostituita da una qualunque curva in D che
gira attorno a z0 perche` tali curve sono omologhe per la funzione
g(s) =
f(s)
(s− z0)n+1 (singolare solo per s = z0)

Ricordando quanto visto sulle serie di potenze si ha in particolare
f (n)(z0) =
n!
2pii
∫
γ
f(s)
(s− z0)n+1ds.
11 Principali conseguenze della analiticita`. Zeri di
funzioni olomorfe
Posto
Mr = max|z−z0|=r
|f(z)|
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per una funzione olomorfa sul cerchio
|z − z0| < R, r < R,
abbiamo per γ : z = z0 + re
iϑ, 0 ≤ ϑ ≤ 2pi,∣∣f (n)(z0)∣∣ = n!
2pi
∣∣∣∣∫ 2pi
0
f(z0 + re
iϑ)
rn+1ei(n+1)ϑ
reiϑdϑ
∣∣∣∣ ≤ n!2pirn
∫ 2pi
0
Mrdϑ =
n!
rn
Mr.
In particolare:
Corollario 11.1
Una funzione intera (cioe` olomorfa su tutto C) e limitata e` necessariamente
costante.
Dimostrazione
Sia M > 0 tale che
∀ z ∈ C |f(z)| ≤M.
Allora ∣∣f (n)(0)∣∣ ≤M n!
rn
qualunque sia n ≥ 0 ed r > 0. Fissato n ≥ 1 e mandando r −→ +∞ si ha
f (n)(0) = 0, n ≥ 1.
Dunque
f(z) =
∞∑
n=0
f (n)(0)
n!
zn = f(0)
per ogni z, cioe` f e` costante in C.

Siamo in grado di dimostrare il Teorema fondamentale dell’algebra:
Teorema 11.2
Un polinomio p(z) non costante ha almeno una radice in C.
Dimostrazione
Se fosse p(z) 6= 0 per tutti i z, la funzione 1
p(z)
sarebbe intera ed evidente-
mente limitata
(
lim
|z|→+∞
∣∣∣∣ 1p(z)
∣∣∣∣ = 0).
Per il corollario precedente
1
p(z)
sarebbe costante: assurdo.
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Teorema 11.3
Sia z0 ∈ D fissato. Se f (n)(z0) = 0 per ogni n ≥ 0 allora f e` la funzione
identicamente nulla su D.
Dimostrazione
Dallo sviluppo
f(z) =
∞∑
n=0
f (n)(z0)
n!
(z − z0)n
segue che f e` la funzione identicamente nulla per |z− z0| < R, R la distanza
di z0 dalla frontiera di D. Se tale cerchio non esaurisce D, prendendo come
punti iniziali degli sviluppi punti sufficientemente vicini alla circonferenza
l’insieme degli z dove f(z) = 0 puo` essere ampliato ad un aperto contenente
strettamente il cerchio di partenza.
Non puo` essere che f(z) = 0 valga solo in un aperto A strettamente
contenuto in D: in maniera simile f(z) = 0 varrebbe in un aperto piu`
grande. In definitiva
f (n)(z0) = 0 ∀ n ≥ 0⇐⇒ f ≡ 0 in D.

Veniamo ora ad un importante conseguenza della analiticita` che riguarda gli
zeri di una funzione olomorfa in un aperto D, cioe` le soluzioni dell’equazione
f(z) = 0, z ∈ D.
Teorema 11.4
Gli zeri delle funzioni olomorfe sono punti isolati.
(tranne che per la funzione identicamente nulla!)
Dimostrazione
Sia f(z0) = 0 ed m ≥ 1 il piu` grande intero tale che
f(z0) = f
′(z0) = · · · = f (m−1)(z0), f (m)(z0) 6= 0.
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Un tale m esiste altrimenti f sarebbe la funzione identicamente nulla su D
per il teorema precedente.
Con tale m si ha
f(z) =
f (m)(z0)
m!
(z−z0)m+f
(m+1)(z0)
(m+ 1)!
(z−z0)m+1+· · · = (z−z0)mg(z), |z−z0| < R,
con
g(z0) =
f (m)(z0)
m!
6= 0.
Per continuita`
g(z) 6= 0 per |z − z0| ≤ r ≤ R
da cui z0 e` l’unico zero di f nel cerchio |z − z0| ≤ r.

L’intero m ≥ 1 caratterizzato dall’essere il piu` grande per il quale esiste in C
lim
z→z0
f(z)
(z − z0)m
si chiama ordine dello zero z0.
Le funzioni olomorfe hanno zeri isolati di ordine finito.
L’ordine e` m se e solo se
f(z0) = f
′(z0) = · · · = f (m−1)(z0) = 0, f (m)(z0) 6= 0.
Per m = 1, 2, · · · , z0 si dice uno zero semplice, doppio, ecc. ecc.
Dal teorema precedente segue il principio di indentita` per funzioni olomorfe:
Teorema 11.5
Siano f, g : D −→ C olomorfe. Se f(z) = g(z) vale su un sottinsieme di D
che ha un punto di accumulazione in D allora f(z) = g(z) su tutto D.
Dimostrazione
Sia z0 ∈ D il punto di accumulazione.
Per continuita` f(z0) = g(z0) cos`ı z0 e` uno zero non isolato della funzione
olomorfa f(z)− g(z). Tale funzione e` quindi identicamente nulla in D.

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12 Serie bilatere. Funzioni olomorfe in corone
Consideriamo una serie di potenze nella variabile
1
z
∞∑
n=1
bn
zn
con raggio di convergenza R > 0. La serie
converge per
1
|z| < R cioe` per |z| >
1
R
,
non converge per
1
|z| > R quindi per |z| <
1
R
, z 6= 0.
Il piu` grande aperto in cui converge e` quindi il complementare di un cerchio
chiuso. Tale cerchio si riduce a {0} e la serie converge per ogni z ∈ C∗ nel
caso R = +∞. La somma di due serie
∞∑
n=1
bn
zn
+
∞∑
n=0
anz
n
si chiama serie bilatera e, dopo aver posto
a−n = bn per n ≥ 1,
si indica
n=+∞∑
n=−∞
anz
n.
La serie
−1∑
n=−∞
anz
n =
∞∑
n=1
bn
zn
si chiama parte singolare della serie bilatera mentre
∞∑
n=0
anz
n
si dice parte regolare. Si dice che
n=+∞∑
n=−∞
anz
n
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converge quando convergono sia la parte singolare che quella regolare.
In presenza di una parte singolare non identicamente nulla, se l’insieme di
convergenza non e` vuoto ha per parte interna una corona circolare
r < |z| < R, 0 ≤ r < R ≤ +∞.
Per r = 0 si ottiene il disco forato
|z| < R, z 6= 0.
In corone chiuse di raggi r′, R′
r′ < |z| < R′, r < r′ ≤ R′ < R.
la convergenza e` totale. La funzione
f(z) =
n=+∞∑
n=−∞
anz
n
e` olomorfa all’interno della corona di convergenza con
f ′(z) =
n=+∞∑
n=−∞
nanz
n−1.
Per quanto riguarda primitive olomorfe, f ne ammette nella corona D se e
solo se a−1 = 0 nel qual caso esse sono date da
F (z) = c+
n=+∞∑
n=−∞
an
n+ 1
zn+1.
In generale quindi, e` la funzione
f(z)− a−1
z
ad ammettere una primitiva olomorfa nella corona e per ogni curva chiusa
γ semplice e regolare che racchiude la circonferenza interna |z| = r ed
orientata positivamente si ha∫
γ
f(z)dz = 2piia−1.
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In particolare nel caso r = 0 di un disco forato
|z| < R, z 6= 0,
a−1 e` il residuo di f in 0.
Sottolineiamo che solo nel caso r = 0 del disco forato ha senso parlare
di residuo di f . Il residuo e` un concetto puntuale che si definisce solo in
singolarita` isolate z0 e che richiede percio` che f sia definita ed olomorfa
in tutti i punti z 6= z0 di un intorno di z0.
L’affermazione “a−1 e` il residuo della serie bilatera
f(z) =
n=+∞∑
n=−∞
an(z − z0)n
nel suo centro z0” e` priva di significato se la corona di convergenza ha
un raggio interno r > 0: in questo caso infatti f(z) non e` nemmeno
definita in intorni forati di z0!
Vediamo ora che ogni funzione olomorfa in una corona
r < |z − z0| < R
e` la somma di una serie bilatera:
Teorema 12.1
Sia f olomorfa in r < |z − z0| < R, allora
f(z) =
n=+∞∑
n=−∞
an(z − z0)n
con
an =
1
2pii
∫
γ
f(s)
(s− z0)n+1ds
e γ una qualunque curva chiusa regolare semplice orientata positivamente e
che racchiude la circonferenza interna |z − z0| = r.
Dimostrazione
Consideriamo raggi r′, R′, con r < r′ < R′ < R, per le due circonferenze
orientate
γ1 : s = z0 + r
′eiϑ, γ2 : s = z0 +R′eiϑ, 0 ≤ ϑ ≤ 2pi.
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Preso un qualunque z con r′ < |z − z0| < R′ si ha
f(z) =
1
2pii
∫
γ2
f(s)
s− zds−
1
2pii
∫
γ1
f(s)
s− zds
come mostra il grafico dove si hanno due cammini chiusi: integrando su
quello, chiamiamolo Γ1, che circonda z, per la formula di Cauchy
f(z) =
1
2pii
∫
Γ1
f(s)
s− zds.
Integrando sull’altro, chiamiamolo Γ2 si ha∫
Γ2
f(s)
s− zds = 0
perche` la funzione integranda e` olomorfa nella regione delimitata da Γ2. Cos`ı
f(z) =
1
2pii
∫
Γ1
f(s)
s− zds+
1
2pii
∫
Γ2
f(s)
s− zds =
=
1
2pii
∫
γ2
f(s)
s− zds−
1
2pii
∫
γ1
f(s)
s− zds
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perche` gli integrali su ciascun raggio sono opposti e γ1 viene sostituito da−γ1.
Come gia` visto
1
2pii
∫
γ2
f(s)
s− zds =
∞∑
n=0
an(z − z0)n
con
an =
1
2pii
∫
γ2
f(s)
(s− z0)n+1ds =
1
2pii
∫
γ
f(s)
(s− z0)n+1ds n ≥ 0
per una qualunque curva chiusa γ omologa a γ2. E´ questa la parte regolare
della serie. L’integrale su γ1 genera la parte singolare:
− 1
2pii
∫
γ1
f(s)
s− zds =
1
2pii
∫
γ1
f(s)
(z − z0)− (s− z0)ds =
1
2pii
∫
γ1
f(s)
z − z0 ·
1
1− s−z0
z−z0
ds.
Ora ∣∣∣∣s− z0z − z0
∣∣∣∣ = r′|z − z0| < 1
quindi
− 1
2pii
∫
γ1
f(s)
s− zds =
1
2pii
∫
γ1
f(s)
z − z0 ·
∞∑
k=0
(s− z0)k
(z − z0)k ds =
=
1
2pii
∫
γ1
f(s)
−1∑
n=−∞
(z − z0)n(s− z0)−n−1ds
ponendo k + 1 = −n. La convergenza totale della serie rispetto ad s in γ1
consente lo scambio integrale/serie ottenendo
−1∑
n=−∞
an(z − z0)n
per
an =
1
2pii
∫
γ1
f(s)(s− z0)−n−1ds = 1
2pii
∫
γ
f(s)(s− z0)−n−1ds
con n ≤ −1 e γ una qualunque curva omologa a γ1.

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Esercizio 12.2 Data la funzione
f(z) =
1
z(z − 3i)
determinare gli sviluppi in serie di potenze di (z − i) in:
A) Il cerchio |z − i| < 1;
B) La corona 1 < |z − 1| < 2;
C) La corona |z − i| > 2.
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La funzione e` olomorfa in C− {0, 3i}. Scriviamola in fratti semplici
f(z) =
i
3
· 1
z
− i
3
· 1
z − 3i .
I coefficienti sono esattamente i residui nei punti singolari 0 e 3i:
f(z)− i
3
1
z
= − i
3
1
z − 3i
e` olomorfa (quindi ha primitiva olomorfa) in tutti gli intorni sufficientemente
piccoli di z = 0:
i
3
e` il residuo di f in 0. In particolare∫
γ
f(z)dz = 2pii · i
3
= −2pi
3
su ogni curva chiusa che circonda la sola singolarita` z = 0 orientata in senso
antiorario. Analogamente − i
3
e` il residuo di f in z = 3i.
Veniamo agli sviluppi di punto iniziale i assegnato nell’esercizio:
A) La funzione e` olomorfa per |z−i| < 1 quindi si sviluppa in serie regolare.
Il raggio 1 e` la distanza del centro z = i dalla piu` vicina singolarita` z = 0.
f(z) =
i
3
· 1
z
− i
3
· 1
z − 3i =
i
3
· 1
z − i+ i −
i
3
· 1
z − i− 2i =
=
i
3
· 1
i[1− i(z − i)] −
i
3
· 1−2i [1− ( z−i
2i
)]
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dove si e` prima messo in evidenza (z− i) poi si e` raccolto in maniera tale che
per gli z nella regione attualmente in considerazione apparisse la somma
1
1− q , |q| < 1, di una serie geometrica
∞∑
n=0
qn.
Infatti sotto la attuale condizione |z − i| < 1 vale
|i(z − i)| < 1,
∣∣∣∣z − i2i
∣∣∣∣ < 12 < 1,
f(z) =
1
3
∞∑
n=0
in(z − i)n + 1
6
∞∑
n=0
1
(2i)n
(z − i)n =
∞∑
n=0
an(z − i)n
con
an =
1
3
in +
1
6
· 1
(2i)n
.
Come previsto, f si sviluppa in serie regolare nel cerchio |z − i| < 1.
B) Ora 1 < |z − i| < 2
f(z) =
i
3
· 1
z − i+ i −
i
3
· 1
z − i− 2i =
=
i
3
· 1
(z − 1) [1− ( −i
z−i
)] − i
3
· 1−2i [1− ( z−i
2i
)]
dove ∣∣∣∣ −iz − i
∣∣∣∣ = 1|z − i| < 1 perche` ora |z − i| > 1,
∣∣∣∣z − i2i
∣∣∣∣ = |z − i|2 < 1 perche` ora |z − i| < 2.
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f(z) =
i
3
· 1
(z − i)
∞∑
k=0
(−i)k
(z − i)k +
1
6
∞∑
n=0
1
(2i)n
(z − i)n =
=
∞∑
k=0
(−1)k
3
ik+1
(z − i)k+1 +
∞∑
n=0
1
6(2i)n
(z − i)n =
=
−1∑
n=−∞
(−1)−n−1
3
i−n(z − i)n︸ ︷︷ ︸
parte singolare
+
∞∑
n=0
1
6(2i)n
(z − i)n︸ ︷︷ ︸
parte regolare.
Nella parte singolari il coefficiente di
1
z − i e`
1
3
i.
Questo non significa che la funzione abbia un residuo per z = i: lo sviluppo
che abbiamo ottenuto vale nella corona
1 < |z − i| < 2
cioe` per punti distanti da i piu` di 1. Nessuna informazione locale riferita al
punto i puo` essere dedotta. D’alta parte sappiamo gia` che f e` regolare nel
cerchio |z − i| < 1 quindi per z = i non vi e` alcun residuo.
Il fatto che integrando lo sviluppo ottenuto su una circonferenza
z − i = reiϑ, 0 ≤ ϑ ≤ 2pi, 1 < r < 2,
si ottenga 2pii · 1
3
i, e` coerente col fatto che
1
3
i e` il residuo per z = 0 che e`
l’unica singolarita` racchiusa da tale curva.
C) Ora |z − i| > 2. Abbiamo
f(z) =
i
3
· 1
z − i+ i −
i
3
· 1
z − i− 2i =
=
i
3
· 1
(z − 1) [1− ( −i
z−i
)] − i
3
· 1
(z − i) [1− ( 2i
z−i
)]
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dove ∣∣∣∣ −iz − i
∣∣∣∣ = 1|z − i| < 12 < 1 da |z − i| > 2,
∣∣∣∣ 2iz − i
∣∣∣∣ = 2|z − i| < 1 da |z − i| > 2.
Quindi
f(z) =
−1∑
n=−∞
(−1)−n−1
3
i−n(z − i)n − i
3
1
z − i
∞∑
k=0
(2i)k
(z − i)k =
=
−1∑
n=−∞
(−1)−n−1
3
i−n(z − i)n −
∞∑
k=0
2kik+1
3
1
(z − i)k+1 =
=
−1∑
n=−∞
(
(−1)−n−1
3
i−n − 2
−n−1
3
i−n
)
(z − i)n =
−1∑
n=−∞
an(z − i)n.
Si presenta solo la parte singolare. Il coefficiente a−1 =
i
3
− i
3
= 0 e`
la somma dei due residui in z = 0 e z = 3i che sono le due singolarita`
racchiuse da ogni circonferenza nella zona C)
z − i = reiϑ, 0 ≤ ϑ ≤ 2pi, r > 2.
Cio` e` coerente col Teorema dei residui (vedi oltre).
Esercizio 12.3 Sviluppare la stessa funzione
f(z) =
1
z(z − 3i)
dell’esercizio precedente in potenze di z.
Traccia
Ora il centro degli sviluppi e` la singolarita` z = 0.
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Ci sono due regioni da sviluppare:
A) 0 < |z| < 3, cerchio forato;
B) |z| > 3.
In A) da
f(z) =
i
3
· 1
z
− i
3
· 1
z − 3i
abbiamo un termine che e` gia` una potenza di z:
i
3
· 1
z
.
Questa e` la parte singolare che si riduce ad un solo termine. Invece
− i
3
· 1
z − 3i = −
i
3
· 1−3i (1− z
3i
)
genera la parte regolare.
Qui e` corretto dedurre dallo sviluppo che
i
3
e` il residuo in z = 0.
In B), oltre a
i
3
· 1
z
che e` gia` una potenza (singolare) di z, anche
− i
3
· 1
z − 3i = −
i
3
· 1
z
(
1− 3i
z
)
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genera solo potenze singolari di z.
Il coefficiente di
1
z
sara`
i
3
− i
3
= 0, somma dei residui in z = 0 e z = 3i.
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13 Funzioni meromorfe, Teorema dei residui
Una funzione f : D ⊂ C −→ C si dice meromorfa quando e` olomorfa
in D meno un insieme di punti isolati. In altre parole f ha solo singolarita`
isolate. Sia z0 una di queste singolarita`: f e` olomorfa in un disco forato
0 < |z − z0| < r
per r > 0 opportuno. Nel cerchio |z − z0| < r, z0 e` l’unica singolarita`.
Ne segue che per tali z vale lo sviluppo
f(z) =
n=+∞∑
n=−∞
an(z − z0)n
ed e` ben definito il residuo di f in z0:
Res(f, z0) = a−1.
• Teorema dei residui
Sia f meromorfa inD e sia γ una curva semplice regolare (a tratti) chiusa inD
che non passa dalle singolarita` di f . Supponiamo che nella regione racchiusa
da γ f sia olomorfa tranne che in un numero finito di punti z1, · · · , zm.
Infine sia γ orientata in senso antiorario. Vale∫
γ
f(z)dz = 2pii
m∑
k=1
Res(f, zk).
Dimostrazione
Possiamo scegliere r > 0 in modo che, per ogni k, f sia olomorfa in
0 < |z − zk| < r
e che tali dischi forati siano tutti contenuti nella regione racchiusa da γ.
Seguendo il disegno, dove per semplicita` si e` preso m = 2, si deduce che∫
γ
f(z)dz =
m∑
k=1
∫
γk
f(z)dz
con γk la circonferenza
z = zk + re
iϑ, 0 ≤ ϑ ≤ 2pi.
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Infatti ∫
γ
f(z)dz +
m∑
k=1
∫
−γk
f(z)dz = 0
perche` si racchiudono regioni di olomorfia per f , le circonferenze vengono
percorse in senso orario, i contributi sui tagli si elidono. Ma∫
γk
f(z)dz = 2piiRes(f, zk)
integrando lo sviluppo in serie bilatera di centro zk in un disco forato che
contenga γk. Cio` conclude la dimostrazione.

• Classificazione delle singolarita`, metodi per determinare i residui
Sia z0 una singolarita` isolata di f e sia
f(z) =
n=+∞∑
n=−∞
an(z − z0)n
lo sviluppo in un disco forato di raggio r convenientemente piccolo tale che
f sia olomorfa in 0 < |z − z0| < r.
• Se esiste in C
lim
z→z0
f(z)
allora lo sviluppo consiste solo della parte regolare.
Il limite e` a0, la funzione si puo` prolungare ad una funzione olomorfa
anche in z0 ponendo f(z0) = a0.
La singolarita` si dice eliminabile, il residuo e` nullo.
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• Se c’e` un naturale m ≥ 1 tale che esiste in C
lim
z→z0
(z − z0)mf(z)
allora z0 si dice un polo di ordine m.
Lo sviluppo in serie ha una parte singolare finita
f(z) =
a−m
(z − z0)m + · · ·+
a−1
(z − z0) +
∞∑
n=0
an(z − z0)n︸ ︷︷ ︸
parte regolare
.
Ne segue
(z − z0)mf(z) = a−m + · · ·+ a−1(z − z0)m−1 + · · ·
Se m = 1, polo semplice, allora il residuo a−1 si calcola attraverso
lim
z→z0
(z − z0)f(z).
Perm ≥ 2, si derivam−1 volte lo sviluppo in serie regolare di (z−z0)mf(z)
ottenendo
d m−1
dzm−1
((z − z0)mf(z)) = (m− 1)!a−1 +m!a0(z − z0) + · · ·
da cui
Res(f, z0) = lim
z→z0
1
(m− 1)!
d m−1
dzm−1
((z − z0)mf(z)).
• Se per nessun m ≥ 0 esiste
lim
z→z0
(z − z0)mf(z)
allora la singolarita` si dice essenziale.
Per determinare il residuo non vi e` in generale alcun metodo alternativo
a determinare lo sviluppo in serie bilatera in un disco forato e leggere
il coefficiente a−1. La parte singolare consiste di infiniti termini.
• Quozienti di funzioni olomorfe
Se f(z) =
N(z)
D(z)
con N e D olomorfe allora le singolarita` di f sono negli zeri
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di D(z) quindi sono isolate.
Fissiamo z0 tale che D(z0) = 0. Sia d la molteplicita` di z0, cioe`
D(z0) = · · · = Dd−1(z0) = 0 , Dd(z0) 6= 0
quindi
D(z) = (z − z0)dQd(z)
con Qd olomorfa in un intorno completo di z0,
Qd(z0) =
D(d)(z0)
d!
6= 0.
Ora guardiamo anche il numeratore N(z):
• se N(z0) 6= 0 allora z0 e` un polo di ordine d:
lim
z→z0
(z − z0)df(z) = lim
z→z0
(z − z0)dN(z)
(z − z0)dQd(z) =
N(z0)
Qd(z0)
6= 0.
• se invece N(z0) = 0 con z0 zero di molteplicita` n
N(z0) = · · · = N (n−1)(z0) = 0 , N (n)(z0) 6= 0,
quindi
N(z) = (z − z0)nQn(z0)
con Qn olomorfa in z0,
Qn(z0) =
N (n)(z0)
n!
6= 0.
Ne segue
f(z) =
(z − z0)nQn(z0)
(z − z0)dQd(z0)
da cui
1. n = d⇒ z0 singolarita` eliminabile (f(z0) 6= 0);
2. n < d⇒ z0 polo di ordine d− n;
3. n > d⇒ z0 singolarita` eliminabile, f(z0) = 0 con molteplicita` n−d.
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14 Forme
0
0
con funzioni olomorfe
La forma indeterminata
0
0
in limiti
lim
z→z0
f(z)
g(z)
, f, g olomorfe in z0,
f(z0) = g(z0) = 0, si scioglie facilmente: vale
f(z) = (z − z0)hq1(z)q1(z0) 6= 0,
g(z) = (z − z0)kq2(z)q2(z0) 6= 0,
con h, k le rispettive molteplicita`, quozienti q1, q2 olomorfi,
q1(z0) =
f (h)(z0)
h!
,
q2(z0) =
g(k)(z0)
k!
.
Il limite esiste in C se e solo se h ≥ k (quindi non esiste per h < k).
Se h > k vale 0.
Se h = k vale
f (h)(z0)
g(h)(z0)
.
Nel calcolo del limite dato si passa quindi a
f ′(z)
g′(z)
e se e` ancora indertermi-
nato a
f ′′(z)
g′′(z)
finche` almeno uno dei due termini in
f (l)(z)
g(l)(z)
e` diverso da 0 per z = z0. A questo punto l’indeterminazione e` sciolta:
• se g(l)(z0) = 0, f (l)(z0) 6= 0 il limite non esiste;
• se g(l)(z0) 6= 0 il limite e`
f (l)(z0)
g(l)(z0)
.
Si noti l’analogia con le regole di De L’Hospital in campo reale.
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15 Calcolo di integrali di variabile reale col teorema
dei residui
•
∫ 2pi
0
R(sinϑ, cosϑ)dϑ con R funzione razionale
Da
sinϑ =
eiϑ − e−iϑ
2i
, cosϑ =
eiϑ + e−iϑ
2
,
si scrive R(sinϑ, cosϑ) = f(eiϑ) con f razionale. Ora∫ 2pi
0
f(eiϑ)dϑ =
∫ 2pi
0
f(eiϑ)
ieiϑ
ieiϑdϑ =
1
i
∫
γ
f(z)
z
dz
con γ la circonferenza unitaria orientata positivamente z(ϑ) = eiϑ.
A questo punto si applica il teorema dei residui.
•
∫ +∞
−∞
P (x)
Q(x)
P polinomio di grado n
Q polinomio di grado almeno n+ 2
Q(x) 6= 0 per ogni x ∈ R
La funzione
f(x) =
P (x)
Q(x)
e` continua quindi sommabile su ogni intervallo limitato. All’infinito si ha
|f(x)| =
∣∣∣∣P (x)Q(x)
∣∣∣∣ ∼ C|x|α per |x| −→ +∞
con C > 0 ed α ≥ 2. Quindi f(x) e` sommabile su R.
Consideriamo la funzione di variabile complessa
P (z)
Q(z)
ed il suo integrale
∫
γR
f(z)dz
63
con γR la curva in figura:
Le singolarita` di f nel piano sono in numero finito (al piu` pari al grado di Q)
cos`ı per R sufficientemente grande∫
γR
f(z)dz =
∑
=z0>0
2piiRes(f, z0).
Se facciamo vedere che l’integrale sulla semicirconferenza tende a
0 per R −→ +∞ allora avremo∫ +∞
−∞
f(x)dx = lim
R→+∞
∫ R
−R
f(x)dx = lim
R→+∞
∫
γR
f(z)dz =
∑
=z0>0
2piiRes(f, z0)
in quanto sul segmento reale l’integrale in dx e quello in dz coincidono.
Rimane da valutare l’integrale sulla semicirconferenza z = Reiϑ, 0 ≤ ϑ ≤ pi:∣∣∣∣∫ pi
0
f(Reiϑ)Rieiϑdϑ
∣∣∣∣ ≤ R ∫ pi
0
∣∣f(Reiϑ)∣∣ dϑ ≤
≤ R
∫ pi
0
C
Rα
dϑ =
Cpi
Rα−1
−→ 0 per R −→ +∞,
dal momento che α ≥ 2.
•
∫ +∞
−∞
P (x)
Q(x)
e−iωxdx
P (x)
Q(x)
come prima, ω ∈ R
Il caso ω = 0 e` il precedente.
La funzione f(x) =
P (x)
Q(x)
e−iωx e` ancora sommabile su R perche` |f(x)| =
∣∣∣∣P (x)Q(x)
∣∣∣∣.
Consideriamo il prolungamento complesso
f(z) =
P (z)
Q(z)
e−iωz
64
Si agisce come prima avendo cura di controllare
|e−iωz| = |e−iω(x+iy)| = eωy (z = x+ iy).
Per ω < 0 si ha eωy limitato per y ≥ 0, 0 < eωy ≤ 1.
Sceglieremo quindi il cammino
e si avra` come prima∫ +∞
−∞
P (x)
Q(x)
e−iωxdx =
∑
=z0>0
2piiRes
(
P (z)
Q(z)
e−iωz, z0
)
, ω < 0.
Per ω > 0 si ha eωy limitato per y ≤ 0, 0 < eiω ≤ 1.
Sceglieremo quindi il cammino seguente che risulta orientato in senso orario.
Avremo∫ +∞
−∞
P (x)
Q(x)
e−iωxdx = −
∑
=z0<0
2piiRes
(
P (z)
Q(z)
e−iωz, z0
)
, ω > 0.
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16 Integrali semplicemente convergenti
∫ +∞
−∞
P (x)
Q(x)
e−iaxdx
Q(x) 6= 0 su R
grado di Q = (grado di P ) + 1
ω 6= 0
Questo non e` un integrale di una funzione sommabile su tutto R:∫ +∞
−∞
∣∣∣∣P (x)Q(x)e−iωx
∣∣∣∣ dx = ∫ +∞−∞
∣∣∣∣P (x)Q(x)
∣∣∣∣ dx = +∞
perche` ∣∣∣∣P (x)Q(x)
∣∣∣∣ ∼ C|x| per |x| −→ +∞.
La funzione e` sommabile su ogni intervallo [a, b] ed esiste finito
lim
a−→−∞
b−→+∞
∫ b
a
P (x)
Q(x)
e−iωxdx
per tutti gli ω 6= 0. Tale limite si indica ancora∫ +∞
−∞
P (x)
Q(x)
e−iωxdx.
Si tratta quindi di un integrale generalizzato semplicemente convergente(
come
∫ +∞
−∞
sin x
x
dx
)
.
In particolare esiste il limite
lim
R→+∞
∫ R
−R
P (x)
Q(x)
e−iωxdx
che si calcola alla stessa maniera del caso precedente di funzioni
sommabili. Non e` piu` sufficiente, per provare cio`, osservare in maniera
facile la limitatezza di |e−iωz| sulla semicirconferenza superiore/inferiore.
Fissiamo ω < 0, quindi la semicirconferenza superiore
z = Reiϑ = R(cosϑ+ i sinϑ), 0 ≤ ϑ ≤ pi.
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∣∣∣∣∫ pi
0
P (Reiϑ)
Q(Reiϑ)
e−iωR(cosϑ+i sinϑ)Rieiϑdϑ
∣∣∣∣ ≤ CR
∫ pi
0
ReωR sinϑdϑ
e non basta piu` eωR sinϑ ≤ 1 (ω < 0) per vedere che l’integrale va a 0 per
R −→ +∞. Dobbiamo valutare in maniera piu` precisa∫ pi
0
eωR sinϑdϑ.
Per simmetria tale integrale vale
2
∫ pi/2
0
eωR sinϑdϑ.
Ora la funzione
sinϑ
ϑ
in (0, pi/2] e` una funzione decrescente quindi
sinϑ
ϑ
≥ sin
pi
2
pi
2
=
2
pi
da cui
0 ≤
∫ pi/2
0
eωR sinϑdϑ ≤
∫ pi/2
0
e
2ωRϑ
pi dϑ =
pi
2ωR
[
e
2ωRϑ
pi
]pi/2
0
=
=
pi
2ωR
(eωR − 1) ≤ pi
2|ω|R
R→+∞−→ 0
(ω < 0, |ω| = −ω, 1− eωR < 1).
Il caso ω > 0 porta ad un conto analogo sulla semicirconferenza inferiore.
A patto di interpretare l’integrale tra −∞ e +∞ per quello che e` e cioe`
lim
a−→−∞
b−→+∞
∫ b
a
P (x)
Q(x)
e−iωxdx
(
non quindi nel senso delle funzioni sommabili:
∫ +∞
−∞
∣∣∣∣P (x)Q(x)e−iωx
∣∣∣∣ dx = +∞
nelle attuali ipotesi
)
le conclusioni sono le stesse del caso precedente.
• Calcolo di
∫ +∞
−∞
sin x
x
dx (solo semplice convergenza)
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Consideriamo
f(z) =
eiz
z
=
cos z + i sin z
z
e l’integrale su γR,² in figura.
Sul tratto reale grazie al fatto che gli integrali sono in senso principale
cioe` in maniera simmetrica rispetto all’origine si ha∫
²<|x|<R
f(x)dx = i
∫
²<|x|<R
sin x
x
dx
(
perche`
cosx
x
e` dispari
)
.
Avremo il risultato voluto mandando R −→ +∞, ² −→ 0. Abbiamo∫
γR,²
f(z)dz = 0
perche` f non ha singolarita` all’interno. Per R −→ +∞ abbiamo visto che
l’integrale sulla semicirconferenza di raggio R tende a 0, quindi
0 = i
∫ −²
−∞
sin x
x
dx+ i
∫ +∞
²
sin x
x
dx−
∫
γ²
eiz
z
dz
con γ² la semicirconferenza z = ² e
iϑ, 0 ≤ ϑ ≤ pi. Mandando ² −→ 0
i
∫ +∞
−∞
sin x
x
dx = lim
²→0
∫
γ²
eiz
z
dz = lim
²→0
∫ pi
0
ei²(cosϑ+i sinϑ)
² eiϑ
i² eiϑdϑ =
= lim
²→0
∫ pi
0
iei²(cosϑ+i sinϑ)dϑ = i
∫ pi
0
dϑ = ipi,
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come si vede sfruttando la continuita` della funzione integranda. Quindi∫ +∞
−∞
sin x
x
dx = pi
nel senso degli integrali semplicemente convergenti.
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