The authors developed and cross-validated prediction models for newly diagnosed cases of liver disorders by using logistic regression and neural networks. Computerized files of health care encounters from the Fallon Community Health Plan were used to identify 1,674 subjects who had had liver-related health services between July 1,1992, and June 30,1993. A total of 219 subjects were confirmed by review of medical records as incident cases. The 1,674 subjects were randomly and evenly divided into training and test sets. The training set was used to derive prediction algorithms based solely on the automated data; the test set was used for cross-validation. The area under the Receiver Operating Characteristic curve for a neural network model was significantly larger than that for logistic regression in the training set (p = 0.04). However, the performance was statistically equivalent in the test set (p = 0.45). Despite its superior performance in the training set, the generalizability of the neural network model is limited. Logistic regression may therefore be preferred over neural network on the basis of its established advantages. More generalizable modeling techniques for neural networks may be necessary before they are practical for medical research. Aw J
lished truths, then the neglect of replication must be viewed as scientific irresponsibility" (7, p. 971) .
The objective of the study was to determine whether newly diagnosed cases could be reliably identified on the basis of utilization of medical services, since utilization data are available in a great variety of settings. While a more general and interesting research objective would be to identify true incident disease, in this study we did not attempt to distinguish true incident cases from the newly diagnosed.
We proceeded in two steps. First, multivariate logistic regression and artificial neural networks are applied to health maintenance organization (HMO) administrative data in an attempt to separate newly diagnosed cases of hepatic disorders from other subjects with liver diagnostic codes (i.e., International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes) and/or liver laboratory tests indicative of possible liver diseases. The predictions generated from these two models are compared with review of medical charts for the same cases. The performances of these two classification schemes are compared using Receiver Operating Characteristic (ROC) curves. Second, generalizability of logistic regression and neural networks is investigated by cross-validating the algorithms in an independent testing sample.
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MATERIALS AND METHODS

Data source
Fallon Community Health Plan, Inc. (FCHP) is a Massachusetts state-licensed HMO made up of hospitals, preferred provider organizations, and independent group practices located in central Massachusetts. The FCHP served 143,548 members in 1991, 159,176 in 1992, and 171,524 in 1993. As is the case for the central Massachusetts region that Fallon Clinic serves, almost all patients are white.
FCHP has maintained machine-readable records indexed by unique medical record numbers of its members since 1987. The data files include demographic characteristics (date of birth, sex, and duration of membership), outpatient consultation records (including ICD-9-CM diagnostic codes, laboratory tests, and special examinations), hospitalization records (discharge diagnoses and special procedures), laboratory results, and pharmacy dispensing records (including drug, dosage, quantity, and price).
The computerized information on outpatient medical diagnoses at Fallon Clinic is derived from a visit summary sheet completed by the physician after each visit. For each medical specialty, the sheet contains a list of about 50 common diagnoses, any number of which can be marked by the physician, plus space for the physician to enter any diagnosis not listed. A medical nosologist then recodes these diagnoses into ICD-9-CM codes, which are keyed into a computer file for later integration into the database (8) . The entered diagnoses may not be confirmed and may only record the physician's current impression or reasons for the visit. These diagnoses are distinct from billing diagnoses and have no bearing on the physician's reimbursement or the patient's cost of care. The hospitalization data are recorded in a standard discharge data set When a patient is discharged from a Fallon hospital, the discharge diagnoses assigned by the treating physician may be rearranged according to standard guidelines so that the true primary diagnosis is listed first.
Study population
This study investigated newly diagnosed cases of liver disease of all kinds during the 1-year study period of July 1, 1992-June 30, 1993. Newly diagnosed cases of liver disease were defined as subjects with new recognition of hepatic disorders during the study period who had no previous history of liver disease recorded between January 1, 1991, and June 30, 1992. Liver injuries that occurred prior to January 1, 1991, were considered as independent episodes from those that occurred after July 1, 1992, as long as there was no manifest of disease in the interim.
To identify subjects who potentially had a new diagnosis of liver disease, we obtained anonymous data files of all individuals who fulfilled either of the following two criteria between July 1, 1992, and June 30, 1993: 1) having any outpatient or inpatient ICD-9-CM codes consistent with a hepatic disorder; 2) having any combination of at least two of the following laboratory tests ordered within an 8-week interval: chemical profile 12, aspartate aminotransferase (i.e., aspartate aminotransferase and serum glutamicoxaloacetic transaminase), alanine aminotransferase (i.e., alanine aminotransferase and serum glutamate pyruvate transaminase), gamma glutamyl transpeptidase, total bilirubin, direct bilirubin, and alkaline phosphatase. With these criteria, 2,637 subjects were identified.
Subjects who were not members of FCHP between January 1, 1991, and June 30, 1992, who were less than age 15 years, who had evidence of prior hepatic disease on the computerized database, and who had conflicting age and gender information on the data were further excluded from the study, leaving 1,674 subjects.
'True" cases in this study were identified on the basis of laboratory results and/or physicians' diagnoses on medical records. These cases represented the "gold standard" against those that algorithms based on utilization generated. Liver injury was defined as an increase of over two times the upper limit of normal range in alanine aminotransferase or a combined increase in aspartate aminotransferase, alkaline phosphatase, and total bilirubin provided one of them was above two times of the upper limit of normal range (9) . Of the population who met the initial selection criteria, 1,262 (75.4 percent) subjects did not meet the minimum criteria of enzyme elevations, given above, for having a liver disorders. The medical records of the remainder were reviewed. A total of 193 (11.5 percent) subjects had established liver disease before the study according to the medical records, and 219 (13.1 percent) had newly diagnosed liver disorders during the study period. Further details of the nature and demographics of these cases are reported elsewhere (M-S Duh et al., unpublished manuscript).
Selection of training and test sets
The 1,674 Fallon members with some indication of hepatic illness were randomly and evenly divided into training and test sets. Subjects were sorted by their encrypted identification numbers in an ascending order, with a counter numbering from one to 1,674. Subjects belonged to the training set if the counter number was odd and to the test set if die counter number was even. There are no differences, beyond those that would be ascribable to chance, in age and sex between the training and test sets.
Covariate definition
We formulated factors possibly predictive of newly diagnosed liver disease in the group of people whose administrative data had indications of a hepatic disorder. The variables included biologic determinants as recorded in the administrative data and descriptors of health care delivery. These were patient age (>65 or <65), gender, hospitalization for hepatitis, multiple drug use, and use of prescriptive drugs carrying warnings of hepatotoxicity in the 1995 Physicians' Desk Reference (10) . Multiple drug use was defined as having more than seven prescription drugs in the study period. Factors reflecting health care delivery included the presence/absence of the following characteristics: liver function tests within 30 days before the appearance of hepatitis-related diagnostic codes; a rninimum of two hepatitis-related ICD-9-CM codes assigned within 60 days of each other; two or more liver function tests performed within 60 days of each other; in-hospital hepatic procedures; clinic site; treating doctor; and ICD-9-CM codes for unspecified hepatitis, alcohol abuse, and chronic hepatitis. Clinic site and doctor were scored as "yes" if the clinic or physician seeing the greatest number of patients in the data set saw the patient in question and "no" otherwise.
For each of these dichotomous variables except gender, their continuous counterparts were also created. Instead of the presence or absence of a certain characteristic, the continuous variables addressed the frequency of the occurrences of such a characteristic for each variable. All 27 independent variables were used for the final model search in the data analysis.
Analysis
For both logistic regression and neural network models, data of the training set were used to derive parameter estimates. The resulting values were used to calculate the fitted probability of being a newly diagnosed case of hepatic disorders for each observation. We then applied these parameter estimates to the test set to compute the predicted probabilities of being newly diagnosed cases of hepatic disorders for this population. The fitted and predicted probabilities were compared with the results of medical records review to see how closely the predictions generated from logistic regression and neural nets mimicked the clinical opinion.
ROC Analyzer (11) was used to calculate the area under the ROC curve and its standard error to evaluate the predictive accuracy of logistic regression and neural networks. A Z score test was used to compare areas under the ROC curves. Because the ROC curves in this study were derived from the same population sample, the standard error (SE) of the difference between two areas (A 1 and A 2 ) needs to take into account the correlation between the two (12, 13) . The formula used to calculate the Z statistics was:
where A x and A 2 denote areas under the curves, and y is a correlation coefficient, which can be obtained using table I from the paper by Hanley and McNeil (13) .
In the logistic regression analysis, stepwise procedure of PROC LOGISTIC in SAS statistical package (SAS Institute, Inc., Cary, North Carolina) was used to choose the significant predictors for the training set. After the significant factors were selected, all possible second-order interactions between variables were tested. The final model for the incident cases of liver disorders contained the significant independent variables with significant interactions. A 5 percent significance level was chosen.
Neural network processing is performed by an organized network of computing nodes and connections (14) . In the simplest network, neurons are arranged in layers that define the successive linking of inputs and outputs. Typically, there are three types of layers. The input layer contains neurons, each with a single input corresponding to the value of one independent variable. The output layer contains neurons, each with a single output corresponding to a category of dependent variable. Between these input and output layers are the hidden layers whose outputs are connected either to the output or to other hidden layers. In this paper, we will consider only networks with a single hidden layer. The number of neurons in the hidden layer is a configurable parameter that has a significant effect on the performance of the network (15) . Within the input and hidden layers, there is always a node, called the bias neuron, with a fixed output (+1 or-1) to all nodes in the next layer. When the number of layers is determined, the input neurons are not counted as a layer because they perform no computation.
Training a network by error back-propagation algorithm involves three stages: the feed-forward of the input patterns, back-propagation of the associated error, and the adjustment of the weights (16) .
During feed-forward, each input neuron receives an input value X t and relays this value to each of the hidden neurons ( figure 1) . The inputs at each hidden node are weighted, summed, and transformed to create the output Yj, which is transferred to each output node. At the output nodes, the process is repeated to form the fitted response, O h for the given input pattern.
In each step, we used the logistic transform, expressed asy(net) =1/(1 + exp(-net)), where net is the sum of the products of inputs and weights. Let i denote the ith input neuron, j denote yth hidden neuron, and k denote &th output neuron. In addition, let V jt denote an element in the weight vector between input and hidden layers and W^ denote an element in the weight vector between hidden and output layers. The feed-forward step then transforms a vector of input covariates X into a vector of predicted values, or outputs, O, according to the rule:
where / is the total number of input neurons, and / is the total number of hidden neurons. Richard and Lippmann (17) An error back-propagation is the calculation of weight adjustments that should tend to improve the correspondence between outputs and desired values. That is, for a set of observed values of a dependent variable and covariates, fitting or training a neural network consists of finding arrays of weights, W and V that minimize the discrepancy between the set of fitted outputs and the desired values. The measure of discrepancy is usually taken as the mean squared error, which is the mean of the cumulative errors over the full data set. The delta learning rule is used to calculate the weight adjustments between hidden and output layers. For each individual input pattern, the direction of weight adjustment is in the direction of steepest decline of the error.
The error back-propagation training algorithm begins by assigning small random values to initialize weights W, V. The first pattern then is submitted to the input neurons and is processed through the network of initial weights and neurons. As a result, the fitted responses of hidden and output layers are computed. The fitted outputs and the desired outputs are then used to compute the overall error, which is used to calculate the weight adjustments and, therefore, update weights in the output layer. The results of the output layer are propagated back to the hidden layer to adjust and update weights of the hidden layer. This is the end of one cycle. More patterns are subsequently submitted to continuing the training. The ultimate task of the neural net is to choose one particular set of weights to map input patterns and desired outputs as closely as allowed.
The predictive performance of the neural net models depends on a number of design choices, most of which are currently made by rules of thumb, trial and error, and cross-validation (18) . In this study, we used networks with one hidden layer and a range of 1-13 hidden neurons. Networks with more than 13 hidden neurons were found to have performances almost identical to those of the networks with 13 hidden neurons. One output neuron was used to represent the predicted probability of incident cases of hepatic disorder.
Input Layer
Hidden Layer Output Layer For each number of hidden neurons, we stopped the neural net training at 25, 150, 250, and 500 iterations, respectively, to assess the optimal point to stop training. We did this by assessing the networks' performance in the test set. We adopted this approach because the techniques for choosing stopping rules are not well developed. By definition, no training set-derived stopping rule could outperform the test set-derived rule in terms of its ability to predict test set results. Although we have selected the point at which the predictive power in the test set begins to decline as the optimal stopping rule, the reader should note that the ability of each of these models to capture the training set information continues to rise with further training and with larger numbers of hidden neurons.
RESULTS
Logistic regression
Using logistic regression with stepwise selection among the 27 candidate variables and entering all variables that were significant at an alpha level of 0.05, we identified eight independent correlates of newly diagnosed disease in the training set. These eight variables were: liver tests ordered within 30 days before assignment of liver diagnostic codes, liverrelated hospital procedure(s) performed, prescription of drugs with established hepatotoxicity, a physician indicator, number of ICD-9-CM codes for unspecified hepatitis, number of ICD-9-CM codes for chronic hepatitis, two liver tests ordered within 60 days of each other, and two liver diagnostic codes assigned within 60 days of each other. Among these variables, the latter two were the only pair that had significant second-order interaction (p -0.02). The final logistic regression model for the training set therefore includes the above eight independent variables and this interaction term. These regression parameter estimates were then applied to the test set for the calculation of the predicted probabilities. This logistic regression model discriminating patients with and those without acute hepatic disorders generated an area (±SE) under the ROC curve of 0.74 (±0.03) in the training set and 0.68 (±0.03) in the test set. Figure 2 shows the relation between number of hidden neurons and area under the ROC curve for the training and test sets, respectively. The areas of the neural networks in the training sets were all statistically significantly larger than that of the logistic regression model (p < 0.05). The training set areas for neural networks appeared to be independent of the number of hidden neurons; this may be because the neural networks were optimized for their performance on the test set rather than on the training set. The areas of the neural networks for the test sets were relatively constant in relation to the number of hidden neurons and were slightly below that of the logistic regression.
Neural networks
The three-hidden-neuron model generated the greatest area under the ROC curve for the test set. In the interest of generalizability, the three-hidden-neuron model may be the most desirable model for this example. The areas (±SE) under the ROC curve for this final neural network model were 0.80 (±0.03) and 0.69 (±0.03) for the training and test sets, respectively.
Comparison of neural networks and logistic regression
Figures 3 and 4 present the ROC curves for the logistic regression and neural network models in the training and test sets, respectively. The neural network model with three hidden neurons significantly outperformed logistic regression in the training set {p -0.04). However, the performance for the neural network and logistic regression models were statistically equivalent on the test set (p = 0.45).
DISCUSSION
Despite the use of a stopping criterion that artificially maximized the applicability of neural networkderived decision rules, the neural network provided no improvement in predictive power over conventional logistic regression in the test set. Since the computerized database at the Fallon Clinic is not essentially different from administrative databases at many other HMOs, the conclusion drawn from this study may be relevant to other HMO settings.
Automated HMO databases permit quick and relatively inexpensive ascertainment of disease and exposure information for large populations. However, data collected for administrative purposes may be inade- quate for research. The ICD-9-CM codes, whether they are billing or administrative diagnoses, often represent the reasons for the outpatient office visits rather than physicians' confirmed diagnoses, leading to low specificity of the codes. Information with respect to history of alcohol or intravenous drug abuse may be noted in medical records only. The review of medical charts therefore remains critical accompanying the use of automated HMO databases. However, the low specificity of ICD-9-CM codes makes it expensive to review medical records for all of the potential cases. The purpose of exploring new technologies such as neural networks in this study is to find algorithms that can identify records with a low probability of meeting case criteria, thereby decreasing the time and cost of human review of records of noncases. The definition of liver diseases in this study is based in part on laboratory criteria and includes patients whose disease runs from asymptomatic abnormalities to fulminant hepatitis. The risk factor profiles for mild and severe liver diseases may be different, and hence the accuracy of our classification algorithms may be obscured. Further stratification might enable the identification of classification algorithms for different levels of severity for liver diseases. However, this will require a substantially greater population than our study because of the rarity of severe forms of liver diseases.
We employed the ROC curve method, the most commonly used way of comparing the prediction accuracy (19) , to compare logistic regression and neural network models. Because ROC area is independent of the prior probability of the outcome of interest and of the arbitrary choice of a discriminant threshold, it assesses the accuracy of a prediction model, but not its precision (3) . As an assay, the ROC curve is most sensitive to that which the neural network does poorly, providing predictive probabilities. The ROC curve is relatively insensitive way of detecting specific pattern recognition, which neural networks are said to do well.
Our study shows that neural network models always outperformed logistic regression in the training set; however, their performances were no better in the test set. The generalizability of the neural network model in this 27-variable problem therefore appears to have been limited. Logistic regression offers several advantages over neural networks, including fewer parameters, model simplicity, interpretability of the parameters, readily available modeling techniques, and fewer computational demands. Neural networks are structurally more complicated, and their coefficients do not have tangible interpretations that are easily expressed in ordinary language. Modeling techniques used in logistic regression, such as model selection, goodnessof-fit, and significance testing of input variables, are not yet available for neural network's models. As a result, much of the model building in neural networks depends on the analyst's intuition, which may be faulty or untestable and in any case cannot be easily taught or generalized. Neural network training usually requires longer computational time (minutes to hours for a problem solved in seconds by logistic regression) and larger hardware capacity. In the absence of clear advantages of the predictive model, logistic regression is therefore to be preferred over neural network in this example.
The neural networks used in this study had from two to 13 hidden neurons. The connections between the input, hidden, and output layers yielded 30-337 parameters. In contrast, the final logistic regression model had 10 parameters. The excessive number of parameters in the neural network may unavoidably capture the influence of idiosyncratic patterns in the data, despite our attempt to stop training at a maximally generalizable point. A large number of parameters relative to outcomes has been implicated in the poor reproducibility of prediction models (3) .
The value of a clinical prediction model rests upon its reproducibility in a new patient sample. Although this study shows that neural networks may not be as promising as they had seemed due to limited external validity, more comparative studies are needed to verify this finding. New modeling optimization techniques that will improve the predictive accuracy and generalizability of neural network models are urgently needed to justify the practical usefulness of neural networks in medical research.
