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Abstract
In this paper, we examine new ‘‘phase-ﬁeld’’ models with semi-diffuse interfaces. These
models have the property that the 1= þ 1 planar phase transitions take place over a ﬁnite
interval. The models also support multiple interface solutions with interfaces centered at
arbitrary points L1oL2o?oLN : These solutions correspond to local minima of an entropy
functional (see (3.3) and (3.7)) rather than saddle points and are dynamically stable. The
classical models have no such exact solutions but they do support solutions with N equally
spaced transition points where the order parameter transitions between values pminðNÞ and
pmaxðNÞ satisfying 1opminðNÞo0opmaxðNÞo1: These solutions of the classical model are
saddle points of the entropy functional associated with those models and are not dynamically
stable.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In classical ‘‘phase-ﬁeld’’ models used to describe melting and solidiﬁcation planar
phase transitions where the order parameter p goes from 1 to þ1 are typically of
the form
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These transitions are diffuse and require the whole interval NoxoN to
complete. The parameter L where p ¼ 0 is identiﬁed as the position of the interface.
In this paper, we examine a new class of phase-ﬁeld models with semi-diffuse
interfaces. These models have the property that the 1= þ 1 planar transitions take
place over a ﬁnite interval, i.e. the order parameter p satisﬁes
p ¼
1; xpL  dO;
0; x ¼ L;
1; L þ dOpx;
8><
>:
pðxÞ ¼ pðxÞ; and 0op0ðxÞ; L  dOoxoL þ dO: O is independent of the length
scale d and is determined by other system parameters. These models also support
multiple interface solutions with interfaces centered at L1oL2o?LN : These
solutions are valid so long as Liþ1  Li42dO; 1pipN  1: The classical models
have no such exact solutions. We note these solutions are local minima of the
entropy functional which characterizes the system and are dynamically stable.
In Section 2 we present the new model in the context of melting and solidiﬁcation
problems and establish a decay estimate for the system which allows us to replace the
detailed energy balance with an averaged energy balance. This replacement yields a
non-local equation for the order parameter p rather than a coupled system linking
the temperature and order parameter. In Section 3 we establish the existence of
multiple moving front solutions to this non-local equation and the convergence of
these solutions to equilibria exhibiting microstructure. In Section 3 we also show that
if certain parameter constraints hold, then the system supports a Gibbs–Thomson
relation similar to the classical phase-ﬁeld model. Section 4 is devoted to numerical
simulations.
2. The model and basic estimates
In this section, we focus on a new phase-ﬁeld model with semi-diffuse interfaces
which we use to describe melting and solidiﬁcation processes. Our notation is as
follows: y denotes the absolute temperature, ym denotes the nominal melt
temperature of the material, T ¼ yymym is the dimensionless temperature ﬁeld, p is
the dimensionless order parameter which characterizes whether the material is in the
solid or liquid state (when p ¼ 1 we have a pure solid and when p ¼ þ1 a pure
liquid), and e is the dimensionless internal energy density.
We assume that





j1 s2jm ds ð2:2Þ
J.M. Greenberg / J. Differential Equations 189 (2003) 161–182162
and 0omo1: Conservation of energy takes the form
t1et þ l1 div q ¼ 0 3 t1ðTt þ j1 p2jmptÞ þ l1 div q ¼ 0; ð2:3Þ
where t140 is interpreted as a relaxation time, l140 a diffusive length scale, and q is
the dimensionless heat ﬂux vector. The heat ﬂux q is related to T via either the
Fourier Law
q ¼ a2l1XT ð2:4aÞ
or the relaxation equation
t1qt þ q þ a2l1XT ¼ 0: ð2:4bÞ
In either case a240 is a dimensionless parameter.
We assume the order parameter p is linked to T via
d
c
pt ¼ dgþ1 div ðjXpjg1XpÞ þ T j1 p2jm þ pj1 p2jl sign ð1 p2Þ: ð2:5Þ
Here d40 has the interpretation of the diffusive length scale for the p process, c has
the dimensions of length/time, and we assume that
1pg; 0omo1 and 0plo1: ð2:6Þ
It is hard to argue on fundamental grounds for the value of the models put forth here
over those popularized by others. All such models are phenomenological, consistent
with continuum thermodynamics, and represent an attempt to avoid the difﬁculties
of dealing with discontinuities in the internal energy present in the sharp interface
theories of melting and solidiﬁcation. The strength of any such model lies in its
predictions and whether these conform with what is observed. The models developed
here seem to meet that test and, as the reader shall see, they are fairly easy to deal
with analytically.
To obtain the multiple moving front solutions described in the introduction not all
parameter choices satisfying (2.6) are permissible. The parameters must satisfy the
additional constraint
ðgþ 1Þm ¼ lþ 1: ð2:7Þ
If one also desires a Gibbs–Thomson relation to hold in the d ¼ 0þ sharp interface
limit, one is further required to choose g ¼ 1: This choice and (2.7) then constrains m
to satisfy
m ¼ lþ 1
2
: ð2:8Þ
None of the constraints (2.7) or (2.8) are necessary for the basic decay estimates
which we shall develop presently. We note that the classical phase-ﬁeld models all
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deal with the situation where g ¼ 1 and m and l are both positive integers; for details
see [1–9].
Throughout the remainder of this section we assume that (2.3), (2.4a) or (2.4b),
and (2.5) hold in a bounded, simply connected domain O in R2 with smooth
boundary @O: On @O we assume that
q  n ¼Xp  n ¼ 0 ðx; yÞA@O&t40: ð2:9Þ
Here, nðx; yÞ is the exterior unit normal to @O at ðx; yÞ:
If q is given by (2.4b) in O	 ð0;NÞ; we assume that the initial data for q satisﬁes
curl qðx; y; 0þÞ ¼ e3ðq2x  q1yÞðx; y; 0þÞ 
 0: This hypothesis guarantees the exis-
tence of a potential f so that
q ¼ a2l1Xf ðx; yÞAO&tX0 ð2:10Þ
and
T ¼ t1ft þ f ðx; yÞAO&tX0: ð2:11Þ
In this situation, (2.3) reduces to
t1ðt1ft þ fÞt þ t1j1 p2jmpt  a2l21Df ¼ 0 ðx; yÞAO and t40 ð2:12Þ
and (2.9) and (2.10) imply that
Xf  n ¼ 0 ðx; yÞA@O and t40: ð2:13Þ
On the other hand, if q is given by (2.4a), then (2.3) reduces to
t1ðTt þ j1 p2jmptÞ  a2l21DT ¼ 0 ðx; yÞAO and tX0 ð2:14Þ
and (2.9) implies that
XT  n ¼ 0; ðx; yÞA@O and t40: ð2:15Þ
2.1. Basic estimates
We ﬁrst observe that if 1ppðx; y; 0þÞp1; then the same inequality is valid for all
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div ðTXTÞ ¼ a
2l21
t1d
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2l21
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ððt1ft þ fÞ2 þ a2l21 jXfj2Þ 
a2l21
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When the Fourier Law holds we add (2.16)–(2.18), integrate the resulting
expression over O	 ð0; tÞ; and exploit the boundary conditions (2.9) and (2.15) and










































ðx; y; sÞ dx dy
 
ds: ð2:21Þ
The latter inequality implies, in particular, that XT is bounded in L2ðOÞ-L2ðO	
ð0; tÞÞ independently of t: We also have ps and Ts bounded in L2ðO	 ð0; tÞÞ
independently of t:
Lemma 1. XT tends to zero strongly in L2ðOÞ as t-N:
Proof. The preceding bounds imply that we can ﬁnd an increasing sequence of
times, ftngNn¼1; so that limn-N tn ¼N and limn-N
R R
O jXT j2ðx; y; tnÞ dx dy ¼ 0:
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Moreover, (2.18) implies that for any totnZ Z
O
jXT j2ðx; y; tÞ dx dyp
Z Z
O







ð3T2s þ p2s Þðx; y; sÞ dx dy
 
ds: ð2:22Þ
If we now let n-N and exploit the fact that Tt and pt are L2ðO	 ð0;NÞÞ we obtainZ Z
O






ð3T2s þ p2s Þðx; y; sÞ dx dy
 
ds: ð2:23Þ
Eq. (2.23) then yields the desired result. &
When q obeys the relaxation law (2.4b) we add (2.16), (2.19), and (2.20), integrate
the resulting expression over O	 ð0; tÞ; and exploit the boundary conditions (2.9)






























































ðx; y; sÞ dx dy
 
ds: ð2:24Þ
The latter inequality implies that Xf and ft are bounded in L2ðOÞ-L2ðO	 ð0; tÞÞ
independently of t: We also have ps bounded in L2ðO	 ð0; tÞÞ independently of t:












ðx; y; tÞ dx dy ¼ 0: ð2:25Þ
Proof. Inequality (2.24) implies we can ﬁnd a sequence tnotnþ1; n ¼ 1; 2;y; with












ðx; y; tnÞ dx dy ¼ 0: ð2:26Þ
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ð3f2s þ p2s Þðx; y; sÞ dx dy
 
ds: ð2:27Þ
If we now let n-N and exploit the fact that (2.24) implies that ps and fs are in















ð3f2s þ p2s Þðx; y; sÞ dx dy
 
ds ð2:28Þ
and (2.28) implies (2.25). &
No matter whether the heat ﬂux q is given by (2.4a) or (2.4b), the results of
Lemmas 1 and 2 guarantee that if we make the following decomposition of the
temperature ﬁeld
Tðx; y; tÞ ¼ T0ðtÞ þ T1ðx; y; tÞ; ð2:29Þ
where Z Z
O
T1ðx; y; tÞ dx dy ¼ 0; tX0; ð2:30Þ
then the spatially varying temperature ﬁeld, T1; converges to zero strongly in L2ðOÞ
as t-N: When q is given by (2.4a) we obtain the stronger result that T1 converges to
zero strongly in H1ðOÞ as t-N:
These observations imply that if our interest is in the long term dynamics of the
system we may neglect the detailed energy balance (2.3) and (2.4a) or (2.4b) and
replace the term T j1 p2jm in (2.5) by T0j1 p2jm: In the last formula
T0ðtÞ ¼ emð1ÞH0 
Z Z
O
emðpðx; y; tÞÞ dx dy
 Z Z
O
1 dx dy ð2:31Þ




ðTðx; y; 0þÞ þ emðpðx; y; 0þÞÞÞ dx dy
 
emð1Þ: ð2:32Þ
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3. Moving front solutions
In this section, we produce the moving front solutions discussed in the
introduction. These satisfy the reduced one-dimensional equation
d
c
pt ¼ dgþ1 @
@x





ð0; tÞ ¼ @p
@x
ð1; tÞ ¼ 0: ð3:2Þ
Here,
T0ðtÞ ¼ emð1ÞH0 
Z 1
0











j1 s2jm ds: ð3:5Þ
Our justiﬁcation for replacing the detailed energy balance (2.3) and either (2.4a) or
(2.4b) with (3.3) is the decay estimate of the last section which guarantees that the
spatially varying component of the temperature decays to zero.
We note that solutions of (3.1)–(3.5) are gradient ﬂows, i.e. for every fAC1½0; 1Z 1
0





























ðj1 p2jmfÞðx; tÞ dx ð3:8Þ











2jlj sign ð1 p2Þ þ T0j1 p2jm
d
!!
ðx; tÞ dx: ð3:9Þ
We will return to these identities at the end of this section.
We also require that the parameters gX1; 0omo1; and 0plo1 satisfy (2.7).









; L1ðtÞ  OdoxoL1ðtÞ þ Od;
1; L1ðtÞ þ OdpxpL2ðtÞ  Od;
^
ð1Þk; Lk1ðtÞ þ OdpxpLkðtÞ  Od;
ð1Þk1p˜ x  LkðtÞ
d
 
; LkðtÞ  OdoxoLkðtÞ þ Od;
2pkpN  1;
^
ð1ÞN ; LN1ðtÞ þ OdpxpLNðtÞ  Od;
ð1ÞN1p˜ x  LNðtÞ
d
 
; LNðtÞ  OdoxoLNðtÞ þ Od;
























ðtÞp˜x þ T0ðtÞj1 p˜2jm þ p˜j1 p˜2jl sign ð1 p˜2Þ ¼ 0: ð3:13Þ
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That this equation must hold comes from insertion of (3.10) into (3.1). We seek a
solution to (3.13) satisfying the reduced ansatz
dp˜
dx
¼ Aj1 p˜2jm; ð3:14Þ
where 0omo1; A40 and p˜ð0Þ ¼ 0: The reduced ansatz implies that




ðjp˜xjg1p˜xÞ ¼ 2gmAgþ1p˜j1 p˜2jðgþ1Þm1 sign ð1 p˜2Þ ð3:16Þ
and therefore (3.13) reduces to






j1 p˜2jm ¼ 0: ð3:17Þ






while (2.7) implies that
ðgþ 1Þm 1 ¼ l ð3:19Þ













ð1 Z2Þm ¼ x ð3:21Þ







ð1 Z2Þm ¼ O: ð3:22Þ
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For xp O; p˜ðxÞ 
 1 and for Opx; p˜ðxÞ ¼ 1: The fact that the basic proﬁle is
odd in x guarantees that the moving front solution deﬁned in (3.10) satisﬁes
Z 1
0
emðpNðx; tÞÞ dx ¼ emð1Þ
XNþ1=2
i¼1






In the above formula ½N=2 is the greatest integer which is less than or equal to N=2
and we have adopted the convention that L0ðtÞ 
 0 and that LNþ1ðtÞ 
 1: An
equivalent formula to (3.23) is
Z 1
0






and the latter identity implies that so long as OdoL1ðtÞ; 2OdoLiþ1ðtÞ  LiðtÞ; and
LNðtÞo1 Od; the temperature T0 is given by






Finally, the individual interfaces satisfy
dLi
dt
¼ ð1ÞicT0ðtÞð2ðlþ 1 mÞÞ
m
lþ1: ð3:26Þ




¼  2cT0ð2ðlþ 1 mÞÞ
m
lþ1
¼ 2cemð1Þð2ðlþ 1 mÞÞ
m






and thus that Z¼def P½N=2þ1i¼1 ðL2i1  L2ði1ÞÞ obeys
dZ
dt
¼ cemð1ÞNð2ðlþ 1 mÞÞ
m
lþ1ð1 H0  2ZÞ: ð3:28Þ
Given an initial distribution of internal interfaces fL0i gNi¼1 satisfying
OdoL01; 2OdoL0iþ1  L0i ; 1pipN  1 and L0No1 Od; ð3:29Þ





ðL02i1  L02ði1ÞÞ ð3:30Þ
and solve (3.28) to obtain
ZðtÞ ¼ Z0e2KNt þ ð1 H0Þð1 e2KNtÞ=2; ð3:31Þ
where
K ¼ cemð1Þð2ðlþ 1 mÞÞ
m
lþ1: ð3:32Þ
This latter formula implies that a necessary condition for (3.31) to be valid for all tX0
is that the constant H0 satisﬁes
1þ 2NOdoH0o1 2NOd: ð3:33Þ
If we assume that (3.33) holds, then the individual interfaces are given by
LiðtÞ ¼ L0i þ ð1Þi1ð1 H0  2Z0Þð1 e2KNtÞ=2N ð3:34Þ
and, once again, a necessary condition for (3.34) to be valid for all tX0 is that
OdoL1ðtÞ; 2OdoLiþ1ðtÞ  LiðtÞ; 1pipN  1;
and LNðtÞo1 Od: ð3:35Þ
We note that if we evaluate the functional JðÞ deﬁned in (3.7) on the proﬁle pN
























and is independent of the position of the particular interfaces Li; 1pipN; so long as
constraints (3.35) hold. This observation implies that the equilibrium interfaces
LNi ¼ L0i þ ð1Þi1ð1 H0  2Z0Þ=2N ð3:37Þ
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and associated equilibrium proﬁles pNð;NÞ are local minima of JðÞ rather than
saddle points.
3.1. Gibbs–Thomson relation
We conclude this section with some remarks about the Gibbs–Thomson relation
for the reduced two-dimensional equation
d
c
pt ¼ d2Dp þ T0ðtÞj1 p2j
1þl
2 þ pj1 p2jl sign ð1 p2Þ: ð3:38Þ
Again, we assume this equation holds in a bounded, simply connected domain O in
R2 and on @O we require that
@p
@n
¼ 0; ðx; yÞA@O: ð3:39Þ
Here we have exploited the results of Section 2 and replaced the balance of energy








ðpðx; y; tÞÞ dx dy
 Z Z
O





ðTðx; y; 0þÞ þ e1þl
2









j1 s2j1þl2 ds: ð3:42Þ
Our task is to ﬁnd the analogue of the moving front solutions for (3.38)–(3.42).
For simplicity, we conﬁne our attention to solutions with a single moving interface.
We assume that at some instant, t0; the solution to (3.38)–(3.42) has the following
structure: there exists a simple closed curve
Gðt0Þ ¼ fx ¼ xˆðs; t0Þ and y ¼ yˆðs; t0Þ; 0pspLðt0Þg ð3:43Þ
in O with the property that po0 in the region surrounded by
Gðt0Þ; pðxˆðs; t0Þ; yˆðs; t0Þ; t0Þ ¼ 0; and p40 in the portion of O exterior to Gðt0Þ:
We further assume the curve Gðt0Þ is parameterized by arc length; i.e. that xˆ2s ðs; t0Þ þ
yˆ2s ðs; t0Þ ¼ 1: We let
tðs; t0Þ ¼ ðxˆs; yˆsÞðs; t0Þ and nðs; t0Þ ¼ ðyˆs;xˆsÞðs; t0Þ ð3:44Þ
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be the unit tangent and normal to Gðt0Þ at ðxˆ; yˆÞðs; t0Þ and note that
nsðs; t0Þ ¼ Kðs; t0Þtðs; t0Þ ð3:45Þ
and
tsðs; t0Þ ¼ Kðs; t0Þnðs; t0Þ ð3:46Þ
where
Kðs; t0Þ ¼ ðyˆss xˆs  xˆss yˆsÞðs; t0Þ ð3:47Þ
in the mean curvature. Finally, we introduce the local change of coordinates
Xðs; rÞ ¼ #xðs; t0Þ þ rnðs; t0Þ ð3:48Þ
and note that
X s ¼ ð1þ Kðs; t0ÞrÞtðs; t0Þ ð3:49Þ
and
Xr ¼ nðs; t0Þ: ð3:50Þ
For jrj{1 and jt  t0j{1 our evolution equation (3.38) takes the form
d
c
pt ¼ d2prr þ Kd
2












2 þ pj1 p2jl sign ð1 p2Þ: ð3:51Þ
Our moving fronts will be approximate solutions of (3.51) of the form







At t ¼ t0; these approximate solutions satisfy
p˜xx þ Kðs; t0Þdp˜x þ c˜ðs; t0Þ
c
p˜x þ T0ðt0Þj1 p˜2j
1þl
2
þ p˜j1 p˜2jl sign ð1 p˜2Þ ¼ 0ðd2Þ ð3:53Þ
and the boundary conditions
p˜ðNÞ ¼ 1 and p˜ðNÞ ¼ þ1: ð3:54Þ
If we replace the 0ðd2Þ terms on the right-hand side of (3.53) by 0, then the analysis of
the early part of this section guarantees an approximate proﬁle which satisﬁes the
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reduced ansatz
p˜x ¼ j1 p˜2j
1þl
2 ð3:55Þ












For xp O; p˜ðxÞ ¼ 1 and for Opx; p˜ðxÞ ¼ 1: The normal velocity, c˜ðs; t0Þ ¼
ðx˜tðs; t0Þ; yˆtðs; t0ÞÞ  nðs; t0Þ; is not arbitrary but satisﬁes
c˜ðs; t0Þ
c
þ Kðs; t0Þdþ T0ðt0Þ ¼ 0: ð3:58Þ
Eq. (3.58) is the Gibbs–Thomson relation for the reduced system (3.38)–(3.42). The
oddness of the p˜ proﬁle in x implies that for a solution with a single interface Gðt0Þ
the mean temperature is given by
T0ðt0Þ ¼ e1þl
2




ðxˆyˆs  yˆxˆsÞðs; t0Þ ds
 !,Z Z
O
1 dx dy: ð3:59Þ
This latter formula is easily modiﬁed for solutions with multiple interfaces.
4. Numerical simulations
In this section, we focus on simulations for the one-dimensional system (3.1)–(3.5).
For deﬁniteness we choose
g ¼ 2 and m ¼ l ¼ 1=2: ð4:1Þ
These parameters are consistent with (3.19) and thus the resulting system supports
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and
e1=2ðpÞ ¼ e1=2ðpÞ; Nopp0 ð4:3Þ



























ðTðx; 0þÞ þ e1=2ðpðx; 0þÞÞÞ dx: ð4:6Þ
This basic decay estimate for this system follows from the identity
c d
dt
Jðpð; tÞÞ ¼ cDJðpð; tÞjptð; tÞÞ ¼
Z 1
0
p2t ðx; tÞ dx; ð4:7Þ
which guarantees that






p2s ðx; sÞ dx
 
ds ¼ Jðpð; 0þÞÞ: ð4:8Þ
Finally, for the choice of parameters ðg; m; lÞ ¼ ð2; 1=2; 1=2Þ the basic single front
proﬁle centered at x ¼ LðtÞ is of the form
p˜ ¼


















In our numerical simulations we choose
Dx ¼ 1=500 and d ¼ 5Dx2
2=3
p
¼ 0:0050529y : ð4:10Þ
With this choice of Dx and d the basic 1= þ 1 phase transition deﬁned in (4.9) takes
place over an interval of length 10Dx:
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Our basic computational cells are centered at the grid points
xk ¼ ð2k  1Þ
1000
; 1pkp500 ð4:11Þ
and the discrete unknowns, pkðtÞ; denote the approximate values of p at xk at time t;
i.e.
pkðtÞCpðxk; tÞ: ð4:12Þ




pðx; tÞ dx: ð4:13Þ
Using the method of lines, we replace (3.1) with
d
c
’pk ¼ð500Þ3d3ðjpkþ1  pkjðpkþ1  pkÞ  jpk  pk1jðpk  pk1ÞÞ
þ ðT0ðtÞ þ pk sign ð1 p2kÞÞj1 p2kj1=2 ð4:14Þ
and our implementation of the boundary conditions (3.2) comes from insisting that
p0ðtÞ ¼ p1ðtÞ and p501ðtÞ ¼ p500ðtÞ: ð4:15Þ






















then (4.14) may be rewritten as
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We note that if the constant H0 in (4.16) satisﬁes
4
p
þ 1pH0p4p 1 ð4:19Þ
and the initial data pkð0þÞ ¼ p0k satisﬁes
1pp0kp1; 1pkp500; ð4:20Þ











If these constraints hold, then the solutions of (4.14)–(4.16) taking on the initial data
pkð0þÞ ¼ p0k; 1pkp500; satisfy the pointwise bounds







In all simulations we chose a modiﬁed ﬁrst-order Euler scheme to integrate (4.14)




We also chose c ¼ 1 and initial data satisfying (4.20) and (4.22). The speciﬁc scheme
is given below. We let
Pk ¼ pnk þ lðjpnkþ1  pnkjðpnkþ1  pnkÞ  jpnk  pnk1jðpnk  pnk1ÞÞ







and m ¼ Dt
d
¼ p
500  22=3: ð4:26Þ
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The updates, pnþ1k ; are then given by
pnþ1k ¼
1 if Pko 1;




We note that the diffusive portion of the update, namely the term
P˜k ¼ pnk þ lðjpnkþ1  pnkjðpnkþ1  pnkÞ  jpnk  pnk1jðpnk  pnk1ÞÞ ð4:28Þ
may be rewritten as
P˜k ¼ð1 ljpnkþ1  pnkj  ljpnk  pnk1jÞpnk þ ljpnk  pnk1jpnk1
þ ljpnkþ1  pnkjpnkþ1 ð4:29Þ






index k and entropy : 1     0.83643






 computed profile and theoretical profile blow up in a neighborhood of L(k,1) =0.5
Fig. 1.
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¼ 0:0804187y; j ¼ 0; 1 ð4:30Þ
and thus the diffusive portion of the update satisﬁes
1pP˜kp1: ð4:31Þ
Moreover, the smallness of m implies that the Pk’s deﬁned in (4.25) can violate the
upper and lower bounds in a single iteration by a negligible amount.
All simulations were run with the constant H0 ¼ 0: To check our code we
conducted tests with the initial data
pkðx; 0þÞ ¼ cosð2k1pxÞ; k ¼ 1; 2; 3: ð4:32Þ






index k and entropy : 2      1.6729






 computed profile and theoretical profile blow up in a neighborhood of L(k,1) =0.25
Fig. 2.
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The kth data yielded stationary interfaces located at
Lk;j ¼ ð2j  1Þ
2k
; 1pjp2k1: ð4:33Þ
The top frame in each of Figs. 1–3 shows the computed equilibrium proﬁle starting
from the data (4.32)k and the bottom frame shows a blowup of the computed proﬁle
and also a plot of the theoretical equilibrium proﬁle, sinðxLk;1
2ð1=2ÞdÞ; over the interval
Lk;1  5DxpxpLk;1 þ 5Dx:
The computed proﬁles are in blue and the theoretical proﬁles are in green. The reader
will note that these overlay each other and are indistinguishable.






index k and entropy : 3       3.346






 computed profile and theoretical profile blow up in a neighborhood of L(k,1) =0.125
Fig. 3.
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5. Conclusions
The author believes that the class of models developed in this paper has many
strengths not shared by the classical phase-ﬁeld models. In particular, when
describing planar melt/solidiﬁcation problems our model supports stable equilibria
which represent slabs of ice interspersed between wet regions, all at the constant melt
temperature. No such solutions are supported by classical phase-ﬁeld models. Since
similar solutions are supported by sharp-interface theories of melting and
solidiﬁcation it is clear that the models presented here are better candidates for
regularizations of the sharp interface model than the classic phase-ﬁeld model, i.e.
for regularizations which yield the observed solutions of the sharp-interface model in
the d ¼ 0þ limit.
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