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Summary
Li both the marine and power industries there is now a choice of off-the-shelf 
condition monitoring systems available that utilise artificial intelligence 
techniques to analyse engine performance data. It is accepted that such 
systems are a valuable aid to optimising performance and reducing down­
time by assisting w ith maintenance planning. They rely on careful 
monitoring of an engine's performance, for instance speed, fuelling, boost 
pressure, turbine inlet pressure, turbocharger speed, and exhaust 
temperature. They often utilise interpolation and pattern recognition 
algorithms to compare the data w ith previously recorded data stored in look­
up tables.
This thesis describes a test environment that was developed at the University 
to investigate alternative diagnostic approaches. A Diesel engine test cell has 
been configured to give ready access to both real engine data and data 
generated by a complex thermodynamic simulation. This simulator was 
modified to run  on a powerful multi-processor computer so that entire 
performance m aps can be generated quickly.
It is proposed that a neural network approach could be used as an alternative 
approach for the diagnostic problem, or to enhance current systems. Neural 
networks greatly reduce the need for large lookup tables and complex pattern 
recognition programs currently used. It is shown that neural networks make 
more efficient use of computer resources than do conventional expert 
methods in other applications.
Alternative approaches for constructing diagnostic systems are discussed. 
Demonstration models are used to investigate the alternatives. The first set of 
models uses experimental data supplied by British Gas, taken from a gas 
powered combined heat and power (CHP) plant. A spreadsheet environment 
was used to construct a simulation of this plant at the University. The 
simulator was used to generate data representing a healthy, and a faulted, 
system. This information was used to train a variety of networks to recognise 
a num ber of different hypothetical faults in the system. The models were 
tested on both simulated data and the real data supplied by British Gas.
The test facility at the University was used to develop a more complex on-line 
model. A detailed thermodynamic simulator of the test cell's turbo-charged
The test facility at the University was used to develop a more complex on-line 
model. A detailed thermodynamic simulator of the test cell's turbo-charged 
Diesel engine was constructed and calibrated give a good match with the test 
engine's base-line results. The simulator was then used to generate entire 
performance m aps of the engine under a number of different fault conditions. 
This data was used to train a diagnostic neural network that was run  on a PC. 
The neural network software was linked to the data acquisition software 
monitoring the test engine. This system was able to identify a limited number 
of faults artificially introduced on the test engine while it was operating 
anywhere in its performance envelope.
The models show that neural networks can respond well to real engine test 
data when trained on simulated results The neural networks are shown to be 
capable of learning how the performance of a complex system, such as a 
Diesel engine, varies with the introduction of a limited number of fault 
conditions. They can then be used to monitor the engine and indicate when a 
fault appears and identify what fault is present. The demonstration networks 
work well even if the load and ambient conditions are changed. They do, 
however, need a great deal of training data and do not respond well to 
conditions outside the domain of this data. The networks are also able to cope 
w ith the presence of multiple faults even though trained on individual fault 
data.
This thesis shows that neural network technology has the potential of 
simplifying the computational requirements of conventional performance 
analysis systems. It proposes that a complex diagnostic system, based on 
neural network technology, can be easily integrated with the control system 
of engineering machinery such as the m odem  Diesel engine and it suggests 
the architecture for such a system.
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Chapter 1 
Introduction
1.1. The need for advanced monitoring and diagnostic systems.
All products of m odern engineering, from bridges to satellites, require some 
form of monitoring to ensure they are performing their task satisfactorily. 
This monitoring may be vital for safety reasons or it may be used to improve 
operating efficiency by reducing energy consumption or to optimise system 
usage by assisting with maintenance planning.
Traditionally this monitoring has been performed by a person who has expert 
training which allows them to inspect and make judgements as to the 
system's state of health. In many cases this manual approach is now no longer 
suitable. This m ay be for a variety of reasons:
o  the system may be too complex for an expert to understand fully.
c  the m ean time between failures may be so long that it is not 
economic to employ a specialist on site to watch over it.
o  there may be no specialists available.
o  the system may be too new for the expert to have gained sufficient 
experience of it.
o  the consequence of a failure is so great that the possibility of 
hum an error in the diagnosis cannot be allowed
O the operating environment may be too hostile for hum an 
inspection.
Many methods have been developed in order to assist in the monitoring and 
inspection of engineering systems. Some aid the expert by providing 
information that helps them to make a judgement, others replace the expert 
completely by monitoring and analysing the system automatically. All major 
industries are actively involved in developing new monitoring techniques. 
Particularly active are the nuclear and aerospace industries because the 
consequence of a major failure is so catastrophic. The shipping industry is 
also very active in order to improve safety, maintenance planning, efficiency
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and to reduce on-board manning levels. The automotive industry is under 
pressure to improve efficiency and reduce toxic emissions from their engines 
and so there is a need to monitor and control them in much more detail than 
has been previously required.
Although the details of each specific system will be different depending on its 
application, the general principles of monitoring and diagnosis are essentially 
the same. A diagnostic system must have:
c  A set of measuring devices to show the current operating 
performance of the system.
c  A reference set of data that shows the expected performance.
c  A list of possible faults that may occur and their effect on the
normal operating state.
o  Some analysis techniques to interpret the above data.
O A system environment to control the whole operation.
1.2. The systems investigated by diagnostic techniques in this 
project.
This study is based on experiments which investigate diagnosis of two types 
of engineering system these are:
• a combined heat and power (CHP) plant based on a 2 litre natural 
gas engine,
• an 11 litre turbocharged Diesel engine.
These IC engine based systems are ideal for general demonstration for several 
reasons.
o They have, at their hearts, a complex m ulti-input multi-output 
non-linear system, the IC engine.
o IC engine performance has been studied extensively over many 
years, both theoretically and experimentally, and so its 
characteristics are well known.
c  It is a suitable system for realistic, economic laboratory analysis.
G There are many systems in use world wide.
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1.3. An overview of the limitations of current IC engine 
diagnostic systems.
There have been many attempts to design diagnostic tools to analyse sub 
systems of the IC engine and several that take a more holistic approach which 
are able to monitor an entire installation.
Conventional diagnostic systems fall into three catagories.
1) Direct measurement o f the fa u l t  Techniques, such as vibration 
analysis fall into this catagory because they measure the effect of a 
particular fault, such as a worn bearing, directly.
2) Rule based systems. This type is based on generating sets of rules 
that relate differences in cause and effect of different fault 
conditions. The database may be composed of logical statements 
such as A  fault in the oil pump will cause low oil pressure and Low oil 
pressure will cause high bearing temperature. The diagnostic system 
uses heuristic reasoning to relate the observed deviation in 
performance, such as high bearing temperature, to the fault, in this 
case the oil pump. The rules can be generated by previous 
experimental, or field, observations or can come from theoretical 
analysis.
3) Pattern recognition systems. These rely on matching the currently 
observed performance w ith recorded data sets that represent the 
performance of the system under all healthy and faulted states.
For complex multi-component systems, such as the IC engine, there are too 
many components to make direct measurement practical and there can be 
great difficulty in establishing what the expected output should be for a given 
input state because there are so many variables that are involved. The size of 
the databases that are required for the rule and pattern based systems 
increases exponentially as the numbers of measuring points and fault states 
increase. The introduction of extra scenarios such as multiple faults, trend 
analysis or instrument failure may overload these traditional expert systems 
completely. Comprehensive diagnostic systems for IC engines have therefore 
been limited in their application to very large installations, such as found in 
power stations and ships, where the expense of the necessary processing 
power and instrumentation can be justified.
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For the reasons m entioned above it is widely accepted that a new approach to 
data processing and analysis is required before health diagnostic systems can 
be applied on a wider scale to complex systems such as IC engines in cars.
1.4 The aims of this research project
This research investigates how artificial neural networks can be applied to the 
performance diagnosis of an IC engine based system.
It has been shown in other areas of research, how artificial neural networks 
are capable of recreating complex, non-linear, relationships with relatively 
small data processing requirements. This project assesses the ability of such 
techniques to extrapolate the state of health of IC engine based systems 
directly from measurements. Different network architectures and training 
algorithms are proposed and studied.
Real neural networks, for example the hum an brain, are able to recognise 
patterns such as faces and sounds despite corruption and fragmentation of 
input data. It is therefore felt that diagnostic tools working on the same 
processing principles should be able to cope with multiple faults and data 
corruption caused by instrument failure more easily than traditional pattern 
matching systems. This ability is therefore investigated in the study.
The specific aims of this project are:
-to develop an environment suitable for the analysis of diagnostic 
systems.
-to study diagnostic techniques currently in use.
-to investigate different ways of enhancing these methods using neural 
network techniques.
-to research the abilities of any methods proposed.






This thesis examines the potential of artificial neural network techniques 
applied to diagnostic systems. To put the work into context it is necessary to 
describe w hy these systems are needed and to review the current diagnostic 
techniques that are available and look at some commercial applications that 
apply them. It is also beneficial to review the history of artificial neural 
networks. The theory and techniques of artificial neural processing will be 
looked at in more detail later on.
2.2. The need for intelligent health monitoring and diagnostic 
systems
It is widely accepted that considerable savings in the running costs of large 
engineering systems can be achieved by using condition monitoring 
techniques to assist w ith the performance optimisation and maintenance 
planning. Nolden [1] states that typically 20% of direct maintenance costs can 
be saved this way. Fox [2] demonstrates how these savings can be achieved in 
the trials conducted by the National Bus Company for the DTI. In this case 
diagnostic equipm ent was installed into a fleet of 20 buses. It was shown that 
it can be up to ten times more expensive to conduct remedial maintenance 
after catastrophic failure than it is to carry out preventive maintenance in a 
planned way using condition monitoring techniques to detect deterioration 
of operating components. In this example, the condition monitoring system 
had the added benefit of being able to show the effectiveness of conventional 
servicing operations. For instance the system highlighted problems of the 
staff over-filling the lube oil systems and w ith calibration problems of the air 
brake system test rig.
However, it is suggested [3] that the large amounts of data that typical 
condition monitoring systems now generate are difficult to interpret 
manually. It states that expert systems can greatly assist the engineer w ith the 
task of extracting useful diagnostic information from this data. Expert
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systems require a great deal of development and hardw are to run. Neale [4], 
however, suggests that companies are prepared to invest up to 1% of a 
machine’s capital value in monitoring devices. This has made it economically 
viable for suppliers of large power plant to develop quite complex systems 
dedicated to the health monitoring and performance optimisation of the 
plant. As hardw are costs reduce and processing power increases these expert 
systems are becoming more powerful and are now viable propositions for a 
m uch larger num ber of plant users.
2.3. A review of health monitoring and diagnostic techniques
The m ain techniques used for data processing in diagnostic systems include:
o Trend analysis
c Spectral Analysis (e.g. vibration)
c Chemical composition analysis of working fluids
o Failure Mode Effects Analysis
o Rule based expert systems
c Fuzzy logic
c Multi Level Flow Models
c Neural networks
Each of these techniques will now be looked at in more detail:
2.3.1. Trend analysis
Trend analysis is one of the simplest and most fundamental condition 
monitoring techniques. By relating measured parameters to a time base it is 
possible to extract much more information than is possible from 
instantaneous observation. The rate of change of performance of a system can 
give useful information that can assist in the prediction of a failure. Typical 
trend analysis is done manually, most monitoring systems store a history of 
m easured values so that the operator can view the trends, as illustrated in 
m any of the examples below. Various mathematical techniques have been 
utilised to project trends to anticipate the time to failure. Most methods 
however are limited by the effects of noisy data and the highly non-linear 
nature of system failures. As will be discussed later, neural network 
techniques have been effectively applied to the trend analysis problem.
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2.3.2. V ibration Spectral Analysis
Spectral Analysis is another method of extracting information from the time 
domain of measurements taken from from dynamic systems. Spectral 
analysis is most commonly used for diagnosing information from vibration 
and noise transducers. However, for automotive applications, the technique 
is also used for the more specific role of extracting diagnostic information 
from crankshaft speed and torque measurements from engines.
The general m ethods for spectral analysis are described by H addad [5] where 
he shows that vibration analysis can be conducted at various levels:
o Level 1; overall vibration can give some indication as to the general state
of health of the plant.
o  Level 2; third octave frequency analysis gives a clear indication of the
m agnitude of the major frequencies that indicate most events occurring 
within an engine, such as piston movement and bearing rotation. 
Current operating states can be compared w ith historical data of healthy 
systems to identify the increased contribution of individual components 
to the overall vibration.
O Level 3; narrow band analysis can be conducted by filtering out all but
specific frequencies. This can be used to investigate known frequencies 
at which specific faults will cause vibrations.
o Level 4; normalised narrow band analysis can be used to produce
output proportional to the amount of vibration present in certain 
components. Detailed knowledge of the transfer functions defining the 
response of the components at a certain operating point are needed for 
this technique to work.
A method that can perform diagnostic operations on IC engines by analysis of 
speed and torque wave forms is described by Mauer and Watts [6]. They 
describe the filtering needed to reduce the signal-noise ratio in order to 
extract useful information from the torque and speed wave forms. Digital 
techniques using low pass Fourier filters were used. Analysis of the filtered 
results can show the power contributions made by each cylinder as it 
compresses and fires. This information is used to identify cylinder to cylinder 
faults. The technique can be used to differentiate between compression and 
combustion faults bu t is currently limited to engines w ith less than 6 
cylinders.
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2.3.3. Chemical analysis of working fluids
Chemical analysis of the lubricating fluids can be an effective means of 
studying the degradation of components that are too inaccessible for normal 
inspection techniques. Skinner [7] indicates that this method can be used to 
discriminate between wear of the various moving parts in an engine such as 
the piston rings and bearings because of their different chemical 
composition. The technique can be enhanced by fingerprinting various 
components by incorporating unique compounds in their wear surfaces.
Reasons for the wear can also be determined to a limited degree. Skinner 
shows that chemical analysis can differentiate between dirt, sand and sea 
water contamination. The technique can also highlight harmful 
contamination of the fuel by cracking catalysts.
The oil analysis is usually conducted off-line. The engine operator sends 
samples to the oil company for analysis. Results are typically returned within 
2-3 days. The potential of on-line analysis is being investigated by many 
institutions and companies.
2.3.4. Failure Mode Effects Analysis (FMEA)
FMEA is a diagnostic approach that has arisen from the design phase of a 
system. The various modes of failure of each component are assessed during 
the design stage. The consequence of each mode is then projected throughout 
the whole system so that the effects can be assessed. Statistical methods can 
be used to determine the probability of failure of each component and the 
consequence to the whole system. The information can be used for calculating 
estimated m ean time between failures and for tracing faults when they occur.
Clearly this method becomes very numerically intensive as the number of 
components increase.
2.3.5. Rule based expert systems
Rule based systems have been the mainstay of expert systems to date as is 
illustrated in the example of commercial systems below. These systems are 
based on encoding a set of rules that define the relationships between 
parameters and between components and sub assemblies of the system. The 
rules can be generated from service histories, interrogation of hum an experts 
and from FMEA described above. Logic processing algorithms are used to 
establish which rules are valid at any one time. Many high level languages
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have been written to simplify the design and application of the knowledge 
data bases.
Knowledge data bases rapidly grow in size as the number of components and 
fault scenarios increase and so these methods are very memory intensive and 
rely heavily on very efficient data base interrogation procedures to be 
effective.
2.3.6. Fuzzy logic
Fuzzy logic systems operate on fuzzy set theory defined by Zadeh in 1965. 
The logic systems operate with similar logic to the rule based systems 
described above. However, instead of operating on absolute values, fuzzy 
systems operate on a range of values defined by a membership set. This 
allows the processing of more abstract rules, for instance a rule could be: IF 
the oil pum p of an engine is worn THEN the oil pressure will be low AND the 
oil temperature will be high. Although fuzzy system research started in the 
US, Munakata [8] describes how the Japanese were the first to commercially 
exploit this technology in practical systems. Many Japanese appliances 
include fuzzy logic controllers. The development of these systems in Japan 
have been assisted by the Laboratory for International Fuzzy Engineering 
Research founded in Japan in 1989.
2.3.7. Multi-Level Flow M odels (MFM)
This technique is described by Lind [9]. Using MFM a system is represented 
as a set of inter-related flow structures describing the flow of mass, energy 
and information on different abstraction levels. This technique allows the 
integration of various categories of knowledge about the plant in a natural 
way. The flow structures are defined as a set of abstract functions that have 
certain goals which are used as inputs to other functions. For instance an oil 
pum p has the goal of achieving oil mass flow  and has inputs of oil tank level 
and pump motor power. Oil mass flow will be one of the inputs to the 
lubrication model. MFM provides a structure for interrogating the causes and 
effects of various disturbances in these subsystems. MFM gives a more 
structured means of tracking the effects of various faults than does 
conventional heuristic reasoning. This allows a more efficient method of 
conducting the monitoring and identification tasks of diagnostic systems.
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2.3.8. Neural netw orks
Neural networks are data structures that are designed to store and operate 
knowledge in a highly interconnected network of simple processing nodes. 
This technique has been developed to mimic the way that the brain processes 
data. The methods by which neural networks work are described in detail in 
the next chapter.
2.4. An overview of techniques used in current commercial 
diagnostic systems
This thesis is primarily concerned w ith diagnosis of engine installations, there 
are several commercial diagnostic systems currently available for these 
installations. This section reviews the most significant. As can be seen from 
this review most are aimed at very large installations such as ship and power 
station engines and large processing plants. This is due to the complex, hence 
expensive, processes that they employ.
2.4.1. Ricardo C onsulting Engineers - Diesel Engine Intelligent 
M onitoring System (DEIMOS)
Richards [10] describes the demonstration Diesel Engine Intelligent 
Monitoring System (DEIMOS II). This demonstration model was developed 
by a consortium lead by Ricardo consulting engineers as part of the UK 
Government's Alvey programme for advanced information systems. DEIMOS 
uses a blackboard architecture to combine various different m odular 
information processing systems. The tasks that these sub systems are 
responsible for include:
O Live data acquisition from the engine.
o  Data retrieval from historical databases to provide reference data
w ith which the current operating state can be compared.
O Numerical simulation. This is used to provide reference data so 
that the live data can be qualitively assessed despite changes in 
ambient conditions. For instance, values that are higher or lower 
than the simulation results are used by the expert modules for 
diagnosis.
O Feature finding. This system is used to look for significant groups 
of performance deviation, such as temperatures and pressures 
either side of a compressor.
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o  Set comparison. Pattern recognition techniques are used to 
investigate the deviation results.
c  Inference mechanism uses rule based algorithms to link cause and 
effects of potential known faults.
c  Truth maintenance. This is used to arbitrate when different 
conclusions are met by different sub systems. If assumptions have 
been m ade in some of the diagnostic solutions then the truth 
maintenace system checks the validity of the assumption and 
w ithdraw s the solution if the justification is weak.
o  Reporting. A separate system is used to present the combined 
diagnostic solution in a structure that can easily be understood by 
the operator. The reporting system includes relevent information 
taken from the data acquisition system for future reference.
o  Operator interface. This allows access for the operator. The 
operator can view the current operating performance directly and 
also look at the results of the diagnostic system. The operator can 
interrogate the reporting system to determine the methods that 
have been used to form the diagnosis.
The whole system is controlled by a stratagist system that has access to all the 
data on the blackboard and controls the requests for action by all the sub 
systems. For instance it will first request live data from the engine, it will then 
ask for simulation results at the current ambient state extracted from this 
data. These two sets of results are compared by the feature extraction module. 
Results from this may cause the strategist to request the set comparison 
system and inference system to suggest reasons for any discrepency. If 
contradictory results are fed back the the truth maintenance system will 
attempt to find the most plausible cause. The operator is then alerted and the 
cause is reported.
2.4.2. GEC A lsthom  Regulateurs Europa - Fault detection and diagnosis 
system (FDDS)
This system is described by Poppe [11, 12] of GEC. It is a first generation 
prototype developed by a consortium including GEC Alsthom, Ricardo 
Consulting Engineers and the MOD. It is a development of Ricardo's own 
Diesel Engine Intelligent Monitoring System (DEIMOS) described above. It is 
a PC-UNIX based monitoring system that uses heuristic algorithms enhanced 
w ith fault symptom matrix (FSM) techniques. This enhancement is used to
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give quantitative rather than qualitative output. The diagnosis is based on the 
values of about 40 performance parameters. The rules that define the 
expected relationships between performance parameters and fault states are 
established from the knowledge of hum an experts w ith the help of computer 
simulation. It is finely tuned, or fingerprinted, w ith test data from the actual 
engine to which the system is being applied.
The engine operator uses the system as a tool to aid their understanding of 
the current health of the engine. The operator can select different ways of 
viewing the data. This way they are able to see past, present and predicted 
parameter values, trend graphs and plots of parameter deviations from 
healthy conditions. This information can be viewed in tabular or mimic form. 
It is also possible to see the results of the fault diagnosis system including the 
justification of any diagnosis.
2.4.3. Asea Brown Boveri - CYLDET cylinder pressure monitoring for 
Diesel and Gas engines
Cyldet[13] is a PC based system used for the continuous monitoring of the 
combustion chamber presssure of Diesel and gas engine installations. The 
system is capable of monitoring up to 20 cylinders per engine for a maximum 
of 10 engines. The system can display the cylinder pressure vs. crank angle 
for each combustion chamber. From this pressure data, the system calculates 
the following performance parameters:
c start of combustion
c ignition delay
e mean indicated pressure (MIP)
o pressure at top dead centre
0 peak pressure
o expansion pressure at 36° after TDC
o indicated cylinder power
The system also monitors scavenge air pressure and various parameters of 
the fuel injection system. These include:
O pressure of fuel oil after the non-return valve
o crank angle at fuel pum p start
c  pressure at fuel pum p opening
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o angle at fuel valve opening 
o  maximum fuel pressure
o duration of fuel injection in degrees of crank angle
o  quantity of fuel injected per stroke
Cyldet checks that all the values are within acceptable limits set by the 
operator. If a param eter goes out of limits the operator is w arned and a signal 
can be sent to the engine management system to automatically alter the 
engine operating state. For instance MIP can be used to signal engine 
overloading.
All the data is stored and can be used for trend analysis using graphical 
displays of the historical data.
An auto diagnostic system is avaliable that compares current values with 
theoretical values for the current operating state. The system uses heuristic 
logic to provide reasons for poor combustion and to give advice on how to 
remedy the situation.
2.4.4. Marconi Com mand and Control Systems Ltd & Lloyds Register of 
Shipping - C ondition M onitoring and Predictive Systems (CPMPS)
Described by Davies [14] and Katsoulakos et al [15], the CPMPS project was 
established to develop an on-line marine engine monitoring and management 
system. The project was a co-operative venture between Marconi, Lloyds 
Register of Shipping, the University of Newcastle and Humberside College of 
Higher Education. The sponsor was the DTI. The system was to have 5 main 
functions:
o  To assess the condition of the engine
o  To diagnose faults
o  To monitor performance and efficiency
o  To optimise performance
o  To plan maintenance activities
The heart of the CPMPS system is a pattern matching system that relates 
current operating performance w ith simulated reference data for both healthy 
and faulted cases. Causal analysis is used to ensure that the faults, or 
combination of faults, that are proposed are possible and logical. The 
reference data is provided by a polynomial based engine model reference
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generator for the healthy data and a re-configurable thermodynamic 
simulation for the fault states. The expert system can request the simulation 
of certain faults at the current operating point for accurate comparison with 
the real engine data.
The heuristic rules defining the cause and effects of different faults were 
w ritten based on historical data provided by Lloyd's Register of Shipping. 
The actual performance data was gathered from a test engine at Newcastle 
University. The rules that make up the expert knowledge base were then 
generated using an automatic rule induction process.
The development tool used to integrate the various expert system techniques 
was MUSE. This system provides a blackboard architecture that allows each 
knowledge source to make its own contribution to a central decision making 
process.
The experimental system was constructed using a variety of hardware 
including Sun workstations, a DEC VAX system and PC’s. A complete 
integrated system has however been designed to conduct on-board sea trials. 
This is a shared memory system that uses a Motorola 68020 processor to run 
the expert system and thermodynamic simulation and includes an IBM 286 
processor to run  data acquisition tasks.
2.4.5. Power Group International Ltd - Remote condition m onitoring of 
standby Diesel generators
This system is discussed by Perryman[16]. The system described is used to 
remotely monitor standby generators in order that they may start reliably 
w hen called upon to provide emergency power.
The system comprises of three 80C196 micro-controllers on the generator set. 
These are connected to a display board and modem. The boards have various 
analog and digital inputs and outputs connected to transducers and actuators 
on the generator set in order to monitor and control it. The system stores the 
data that is collected at rates that vary between 1 sample per second to 1 per 
hour depending on the operating state of the plant. Each time the plant is run, 
or if a signal goes out of limits, the data is communicated via a modem and 
telephone lines to a central monitoring station.
The central monitoring station is equipped w ith a network of Apollo 
workstations. The workstations can be connected to several generating sets at 
any one time. The system is capable of monitoring up to 100 hundred sets in 
total. At the workstation the operator is able to interrogate the current
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operating state of a particular generator set by logging onto it via the modem 
link. It is also possible to look at the entire performance history of the unit as 
all the performance logs are kept at the central monitoring station. 
Performance patterns and trends can therefore be investigated. The operator 
also has the ability to remotely start and run the generator set to ensure that 
all is well.
The group has suggested that considerable savings in operating costs can be 
made if a condition based maintenance strategy is employed rather than the 
preventative maintenance methods conventionally employed on emergency 
generator sets. The large amounts of data that their system gathers on the 
generator sets should allow reasonably accurate prediction of faults. A 
separate PC has been implemented at the central monitoring point for 
analysis of the large data histories that are accumulated on the generator sets 
using expert system techniques.
The PC system uses conventional heuristic reasoning methods to determine 
the causes of performance deviations. The expert system input information is 
based on the patterns of the discrete measured values including digital alarm 
states (e.g. on/off) and categorised analogue values (e.g. high/norm al/low ).
The group highlights that these techniques are limited on their dependence of 
predetermined rules laid dow n by hum an experts. Perryman suggests that 
this constrains the system to the hum an level of expertise. The group’s system 
therefore supplements the standard rule base w ith new rules that are made 
up using statistical machine learning algorithms whenever a new pattern of 
behaviour is encountered. The operator is still needed to provide an 
explanation of the new pattern but the implementation of the new rule in the 
system is automatic.
2.4.6. W artsilla - Fault avoidance Knowledge System (FAKS)
FAKS [17] is an Apple Macintosh based diagnostic system for the VASA 32 
and the VASA 46 marine Diesel installations. Every 15 minutes the system 
automatically measures various performance parameters such as 
temperatures and pressures around the engine, about 10 transducers per 
cylinder are used. These measurements are categorised into bands depending 
on the current operating state (e.g. high/norm al/low ). The data can be 
viewed in mimic form and normalised trends can be shown. Fault diagnosis 
can also be performed either manually or automatically. This mode warns the 
operator if the probability of a particular fault exceeds a pre-defined limit.
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The diagnosis is based on heuristic analysis of the patterns of banded 
deviation of the performance data. The system has a knowledge base of the 
cause and effect of about 1000 different faults. Diagnosis can also be assisted 
with satellite links to company headquarters so that diagnostic information 
can be exchanged. The system has been evaluated on board the Railship III 
with a system that monitors the 5 engine installations using about 300 
transducers.
2.4.7. Renk AG, MAN, B&W, AG and AEG, - ADES, M odis Geadit and 
GEDIS
ADES [18] is a comprehensive expert diagnostic system that integrates 
individual diagnostic systems such as the Diesel engine diagnostic system, 
Modis Geadit, and the gearbox diagnostic system GEDIS. Modis Geadit is a 
PC based diagnosis and trend analysis program for large marine Diesel 
installations. The PC monitors data captured by on-line monitoring plant, or 
off-line, by m anual input by the operator. A major part of this system is 
combustion analysis conducted on pressure traces taken from the combustion 
chambers. GEDIS is an expert system that uses knowledge of the important 
components such as gear teeth and bearings, coupling and oil system and of 
operating parameters such as temperatures vibration and noise. ADES takes 
all the information from these systems and uses inference mechanisms based 
on a separate knowledge and rule database to perform fault diagnosis, trend 
analysis functions and to produce maintenance instructions.
2.4.8. M aK ,-D ICA RE
DICARE [19], is a PC based expert diagnostic system currently installed on 
about 68 engine installations. The system monitors the performance values of 
speed, power and load as well as pressure and tem peratures around the 
system. The program  relates deviations of performance, adjusted according 
to ambient conditions, w ith fault causes using heuristic analysis. Data is 
stored every 2 seconds and the historical data can be used for manual trend 
analysis by plotting graphs.
2.4.9. Cum m ins Engine Company Inc., - Com puchek
Compuchek [20] is a workshop based Diesel engine diagnostic tool 
developed by Cummins for their 6 cylinder 14 litre Diesel engines. It is 
capable of identifying up to 50 faults in areas of cylinder performance, fuel 
pum p set up, injector set up, combustion air delivery, lube and cooling
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systems. The system recommends maintenance procedures based on analysis 
of direct measurements taken from pressure and temperatures around the 
engine using simple causal logic. It is able to infer in-cylinder performance by 
comparing measured crank shaft speed wave forms w ith predicted values 
generated by a computer model. This technique allows cylinder to cylinder 
comparisons in power contribution, compression powers, torque contribution 
and piston blow-by.
The system has gained wide commercial acceptance and is installed in 90 
locations in N orth America.
2.5. The history of neural networks and their application into 
diagnostics
Neurologists have been using computer and electronic methods of simulating 
brain cell behaviour since the 1950s. The earliest work includes Rosenblatt's 
work on a device he nam ed the perceptron and the development of a system 
called Adaline by Widrow. These systems tried to mimic the highly parallel 
nature of the brain. The structure and programming of these systems were 
based on the Hebbian principles of learning [21] established in 1949. The 
brain's power lies in the transmission of signals through a highly inter­
connected network of neurons. Hebb proposed that repeated stimulation of 
inter-neuron connections will increase the sensitivity of transmission of the 
signal between them. By altering the sensitivity of the neurons the brain is 
able to produce different responses to different patterns of input.
The non-linear nature of the neural nodes and their highly interconnected 
nature meant that the techniques are able to cope well w ith non-linear 
relationships. This property has meant that they were applied to engineering 
problems from the outset although there was great scepticism because of the 
difficulty in numerically analysing the behaviour of the large analogue 
networks. Freeman [22] states that general research in the subject was stifled 
by the sceptical analysis of the perceptron by Minsky and Papart in 1969 [23]. 
In 1986 the subject was considerably revitalised by the publishing of Parallel 
Distributed Processing by Rummelhart and McClelland [24]. Since then 
research in the field has flourished and many commercial systems are now 
coming into operation that utilise neural network techniques. One of the first 
markets for the technology was in the finance industry where it was used to 
interpret the apparently chaotic systems of exchange rates and stock values. 
The Chase M anhatten Bank introduced a system to monitor personal bank
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accounts to spot unusual spending patterns to detect credit card fraud. 
Neural networks have been applied to the problems of character recognition 
from the outset and Hall [25] describes the rapidly developing market for 
chip based products such as those capable of intelligent character recognition. 
The latest generation of notepad computers employ neural techniques to 
learn the owners' hand writing so that data entry can be performed by free­
hand writing w ith an electronic pen. Similar hand writing recognition 
systems have been developed to enhance fax machines so that incoming faxes 
can be turned into computer ready format.
The process control industry has been the first to seriously utilise the 
technology in the engineering world but there are now many prototype and 
commissioned systems in use today.
The Science Applications International Corporation (SAIC) is one of the first 
companies to commercially use neural networks in an engineering diagnostic 
role w ith their steam turbine boiler monitoring system [26]. SAIC have been 
investigating applications for neural network technologies since 1986 [27] The 
applications include:
o  data verification of measured signals used for a power station 
control system.
o  chip based neural networks for a variety of em bedded 
applications, including chips with on-chip learning
o  data enhancement on an explosives detector for flight baggage 
checking
o  signal separation tasks for submarine acoustic signals and satellite 
communications
o form reading applications
o  intelligent active vibration damping systems that learn the counter 
motion necessary to reduce vibration
The boiler monitoring system is required to intelligently process the large 
quantity of monitoring data available so that only data that is currently useful 
to the operator is passed on. The system is designed to give prior warning of 
faults, improve efficiency, avoid operation in high wear states and advise on 
operating procedures in unfamiliar situations.
A neural network that is trained on historical data is used to provide 
reference data to compare w ith the current sensor values. Deviations are
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passed to a conventional heuristic system used to determine the cause of the 
fault.
The neural network utilises data from 30 monitoring sensors. The model was 
designed to include a time domain by using 5 consecutive samples as 
separate inputs for each sensor.
Wu et al [28] describe how neural networks can be used for diagnostics by 
using them in a pattern recognition role to produce corrective remedies to 
faults observed in injection m oulded products. A three layer network was 
trained to relate 20 known faults to 15 known causes. The neural approach 
achieved very promising results in cause identification. This approach was 
adopted because of its flexibility and speed of adaptation to a new situation. 
The network also proved to be able to generalise well around scarce training 
data.
Aylward et al [29] describe the advantages of a neural network approach to 
diagnostics on a F-15 fighter plane over conventional expert systems that 
have been used. They state that neural networks offer more rapid 
development as the complex rule data bases do not need to be made up. They 
also state that the neural network system coped better w ith the noisy data 
common in the aircraft's diagnostic system. The low memory requirement of 
the networks were also highlighted as an advantage. In addition to straight 
forward pattern recognition the networks included trend information by 
using consecutive values of the measured parameters as different inputs to 
the network. The networks were trained purely on simulated data bu t the 
authors propose to train future systems on data from a variety of sources
including;
a) Systems integration bench test data
b) Flight components avionics and hydraulic test data
c) Flight simulation test data
d) Subsystem qualification data
e) Failure m ode effects analysis
The networks produced outputs indicating both the presence of individual 
faults and the amount of fault. The quantitative results being a great 
improvement over mathematical methods that had been tried previously. The 
authors have also proposed methods of allowing the networks to be
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expanded to indude new faults while in  service, as new components are 
added, whilst still retaining all their old knowledge.
Guillot [30] describes a diagnostic network that also operates on time domain 
data by performing trend analysis. The network tested had 20 inputs and 1 
output with 5 intermediate nodes. The input nodes consisted of the 20 most 
recent samples of data extracted from a machine tool dynamometer. The 
output signals whether the tool is OK, a value of 0 suggests that it is healthy 
and 1 shows that the tool has broken. Traditional methods of monitoring 
machine tool equipment have proved unreliable or ineffective because of the 
noise that is present on measurements from such machinery. The network 
was trained on data that represented different feed rates of cutting and data 
showing the transition as the tool enters and exits the cut. The network 
approach yielded excellent results when tested on simulations of various tool 
failures.
Wasserman [31] investigated the use of neural networks to analyse vibration 
data to detect bearing wear and crack propagation in drive shafts. For the 
bearing analysis, vibration data was taken from a test rig fitted w ith new 
bearings and with worn bearings. The vibration signature is first filtered and 
then digitised. 8 features were extracted using time, frequency and cepstral 
domain techniques. These 8 features were used as the inputs to the network. 
280 samples were taken from the rig in total. The network was trained using 
a combination of back propagation and probabilistic neural network 
techniques. The network achieved 100% accuracy in recognition of poor 
bearings in this test although field trials on other machinery have not yet 
been applied. The crank shaft network was also trained on real data taken 
from a shaft in which a crack was allowed to propagate. By regular 
inspection, parameters extracted from the vibration of the shaft were related 
to crack size by the network. The crack size was represented by dividing the 
output into 10 values each related to a specific crack depth. The system 
managed to identify cracks deeper than 4% of the shaft diameter.
Lin [32] describes a system adopted on the Space Shuttle and F8 and F100 
fighter aircraft which utilise neural networks to mimic the system being 
monitored in order to detect sensor failures. On the Space Shuttle example, 
the network monitors all the sensors on the main engine. It produces an 
output of expected sensor values that is compared with actual sensor results 
in order to detect failures. A hidden layer of the network is smaller than the 
input and output layers so that each output can not be directly connected to
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its respective input. The hidden layer therefore represents a data compression 
stage, the output that is reconstructed is therefore influenced by all the input 
values. This means that the indicated value for each sensor is dependent on 
the values of all the sensors that are being monitored not just the original 
value of the sensor itself. This system therefore allows the reconstruction of 
expected values of a sensor even if the actual sensor has failed. In the 
example given 10 sensors were monitored and so the network has 10 inputs 
and 10 outputs. It has 3 hidden layers of which the middle layer is the 
bottleneck and has only 4 nodes. Either side of the bottle neck are layers of 20 
nodes each used for the data compression and regeneration. The network was 
trained on simulated and test data representing the engine operating over its 
entire operating envelope. The system proved very effective at maintaining 
valid sensor data for the complex non-linear control system even when 2 
sensors out of 10 were corrupted. Improved performance was achieved by 
feeding back the predicted output of suspected faulty sensors into the input 
layer of the network instead of the measured signal itself.
In the automotive field, Bacon & Shayler [33] have recognised the potential of 
neural networks for replacing the large multidimensional look-up tables 
currently in use in m odem  electronic engine control systems (EEC's). They 
describe three systems to determine spark advance and injection duration 
from engine speed, load and air mass flow and temperature. The first system 
is a total neural network control system. The network was trained on data 
taken from an experimental engine operating a conventional EEC system. A 
fairly course sample of training points was used (19 points) and the network 
had some difficulty in interpolating between the test points in the desired 
manner. Some of the verification points involved extrapolation beyond the 
original map and the network produced poor results in this region. In an 
attempt to reduce these errors, the second system adopted a hybrid approach 
which uses neural networks to produce a correction factor to add to an output 
generated by a simple mathematical polynomial. This approach reduced the 
errors considerably. The third method was another hybrid system similar to 
the second system. However, in this case, the contribution from the neural 
network was limited to a proportion of the estimated value from the 
polynomial. This prevented the total output from the system being 
dominated by the corrective function. The authors state that the systems 
showed potential for actual application but further work was needed.
All the systems described so far are based on digital simulations of the neural 
networks. A neural node is, however, an analogue device and there have
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been several developments in devising analogue circuitry containing 
physically connected programmable analogue devices. These can be purely 
electronic, as is Edinburgh University's [34] device, or photonic as described 
by Farhat [35]. The introduction of these devices will allow the development 
of neural systems that can be connected directly to a system without the need 
for conventional computers which require signal translation into digital 
format.
2.6. Conclusions drawn from the literature review
With the increased complexity of m odem  machinery and increased demands 
on them in terms of performance and efficiency, there is clearly a dem and for 
condition monitoring equipment. It has also been widely demonstrated that 
there can be considerable advantages in applying artificial intelligence 
techniques to analyse the large amounts of data that can be extracted from 
such equipment.
However, only a fraction of the known Al technology has found itself onto 
widely used commercial diagnostic systems, most advanced systems have not 
progressed m uch further than the prototype stage. This is not only due to the 
time lag of production but is due in part to the complexity of the systems 
themselves. Diagnostic systems are becoming more complex than the plant 
they are monitoring and subsequently just as likely to fail !. Wood [36] 
identifies this as the m ain problem that has prevented the introduction of 
m uch needed diagnostics of Armoured Fighting Vehicles in the UK, USA and 
Germany.
Most systems use causal reasoning and pattern recognition techniques to 
interpret the signals from the monitoring system. For anything other than 
simple alarm signalling this requires the establishment of large knowledge 
data bases and very complex control algorithms for interrogation and 
interpolation of these data bases. All developers of heuristic based diagnostic 
systems accept that it is essential for such a system to be able to present its 
reasoning for a particular diagnosis to the operator for their interpretation of 
whether the logic is justifiable. This indicates that there is still a lack of 
confidence in the results and that these systems are still far from perfect. 
Neale [37] confirms this w ith his recommendation that at least two sources of 
information are required because it is relatively easy to obtain spurious 
readings and conclude incorrectly that either a major fault is occurring or 
alternatively that im portant trends are ignored.
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This thesis suggests that there is a considerable amount to be gained from the 
simplification and rationalisation of the diagnostic knowledge database and 
control systems by the application of artificial neural network techniques. 
This technology has been taken up in other fields where traditional 
processing techniques have failed to produce results or are too slow to 
process large am ounts of data in the required time, as in character recognition 
systems.
The adoption of this technology could open the door to the replacement of 
complex computer systems, that need a great deal of signal conditioning 
before digital calculations can be performed, w ith analogue devices that 
could be connected directly to the transducers, thereby greatly simplifying 
the overall system complexity and reducing response times.
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Chapter 3 
Introduction to neural network techniques
3.1. Introduction
Neural Networks are an artificial intelligence technique otherwise known as 
Parallel Distributed Processing (PDP). This technique has evolved from 
studies of the brain and its ability to solve complex problems, even though it 
is m ade up of cells that are very limited in their individual processing power. 
PDP simulates the brain by using an array of simple processing units to 
translate input data into output results. This is in contrast to conventional 
programming techniques that involve solving mathematical equations w ith a 
single complex processing module, see figure 3.1.
X = f l ( a,b,c) y = / 2 ( a,b,c) z = / 3 ( a,b,c)
O utpute xjyjz described by 5  mathematical functions
Synapses Syne pees
Input neurone Intermediate neurone O utput neurone
O utpute connected to  
Inputs a,b,c by a  neural network
Figure 3.1 The conventional mathematical approach vs. a neural 
netw ork
3.2. The threshold function
The neurons, or neural nodes, w ithin the network amplify the sum of the 
signals at their input side. The amount of amplification is determined by a 
function, known as the forw ard pass function, the characteristic of which is 
controlled by a parameter called the bias. This function is usually a non­
linear (sigmoid) relationship as illustrated in figure 3.2. The output of each
24
neuron, known as its activation, is transmitted to other neurons by the 
interconnecting synapses. A synapse can amplify or reduce the strength of 




( I a /yvy>y + <p)
a = activation  
w  = weighting factor 
(p = bias
Figure 3.2 An example forward path threshold function
By setting different biases and weights for all the neurons and synapses, 
different relationships between inputs and outputs can be achieved.
3.3. C o m p lex  re la tio n sh ip s  b y  m u lt ip le  n e u ro n s
A parallel layer of multiple neurons is able to produce a non-linear output as 
shown in figure 3.3. An individual neuron's bias will affect the level of input 
required before it starts to have an effect on the output. The weight will 
determine the amount of influence that an individual neuron will have on the 
output after that point. Very complex relationships can be developed by fully 
connecting several layers of these parallel structures together. Formal analysis 
of the capability of an artificial neural network (ANN) to generate non-linear 
output has proved impossibly complex using formal mathematical methods. 
The size and architecture of a network necessary for a particular problem is 
therefore usually based on experimentation.
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non-linear output
a = activation 
w  = weighting factor 
cp = bias
Figure 3.3 Complex output generated by m ultiple neurons
3.4. T ra in in g  o f  n e tw o rk s  u s in g  th e  b a c k  p ro p a g a tio n  m e th o d
The programmer does not have to specify the bias and weight of all the 
neurons and connections because the network calculates these during a 
training process.
The most common training method currently used for multi-layer ANNs is 
the Back Propagation Method. This method is described in detail by 
Rumelhart[38] and the mathematical basis of this method is detailed in 
Appendix A. The method relies upon presenting the network with data 
vectors containing known inputs and corresponding outputs. The inputs are 
fed into the network and the errors in the outputs are calculated. These errors 
are monitored during the training process to assess how well the network is 
learning the relationship. All the weights and biases are re-calculated to 
reduce the mean error, this iteration is known as a training epoch. The input 
vectors are presented repeatedly until the training error is satisfactory.
3.5. L im ita tio n s  o f th e  s ta n d a rd  b a c k  p ro p a g a tio n  m e th o d  a n d  
so m e  p o te n tia l  so lu tio n s
Each iteration of the back propogation method relies on reducing the training 
error. A multi- level ANN is highly non-linear, therefore the training process 
is also highly non-linear. The training can therefore get locked into a local 
minimum. The back propagation will not allow the increase in error 
necessary to climb out of this situation. This situation is usually overcome by 
randomising the network and starting the training process again.
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Because the standard back propagation method is iterating towards the 
minimum error, it may overshoot the desired minimum error solution and 
become unstable. For this reason there is control of the amount of adjustment 
allowed per iteration. The parameter used to control this is known as the 
learning rate. It is up  to the programmer to set this rate. This is usually 
determined by experimentation.
Variants of the standard back propagation method have been designed to 
tackle some of these problems. These methods include; the stochastic back 
propagation m ethod, the quick propagation method, proposed by Scott 
Fahlman, and the Haffner modified back propagation method. The stochastic 
method adjusts the weights and biases after each individual input vector is 
presented rather than accumulating the errors from all the input vectors of 
the training data. The order in which the sets are presented is changed each 
cycle in a random  way. This method should stop the solution becoming 
trapped or unstable. The Haffner and Scott Fahlman methods monitor the 
training progress and are therefore able to adjust the learning rates 
dynamically. These rates are designed to progress to a stable solution as 
quickly as possible.
The most appropriate method for a particular solution is usually found by 
experimentation.
3.6. The benefits of neural networks for diagnostics
Neural networks are able to store and regenerate complex non-linear 
relationships very simply and efficiently. They are ideal for use when 
historical data is readily available and where conventional mathematical 
methods are too complex or cumbersome to be used on-line. Neural networks 
have found m any successful applications, ranging from money transaction 
analysis to process control, as described in the previous chapter.
The mechanism of neural net processing means that the system naturally 
interpolates between the known data points and will produce output patterns 
even if portions of the input data are missing. This ability has proved 
particulary useful in the control industry where neural networks have coped 
well with loss of instrumentation used in the control loop. They have also 
been shown to cope well w ith the noisy data that is common in this industry. 
This was highlighted by Aylward in his experiences with experimentation 
w ith neural networks on the F15 fighter aircraft. It is however accepted that a 
networks ability to interpolate and cope with noisy data is limited if training
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is allowed to progress too far. The ideal amount of training necessary is again 
an am ount determined by experience and experimentation.
Neural network techniques have proved to be a very efficient way of storing 
information. The hum an brain seems to be capable of storing a lifetime of 
experiences in a finite num ber of cells. An ANN can be defined by a simple 
list of weights, biases and interconnection architecture of all of the neurons. 
This takes up much less space than the training data set that the network has 
learnt. These techniques are now used in data compaction systems because of 
this reason. In the previous chapter it is shown that neural networks were 
used to predict instrumentation failure on the space shuttle because it was the 
most efficient and simplest way of storing the knowledge of w hat values 
w ould be expected at any particular operating point.
ANNs are also very versatile and can be reconfigured to a new set of 
knowledge very quickly. This has proved particularly useful in the control 
and diagnostic applications.
The relationship of the performance of complex systems, such as the 
combined heat and power plant and Diesel engine, to its state of health is a 
complex problem ideally suited to neural net processing. It is not always 
known exactly w hat the cause and effect of a particular fault, or group of 
faults might be. Also the data that is used for the analysis is often subject to 
limitations in experimental accuracy and noise. Prohibitively large rule bases 
would be needed to describe the effects of all known faults at all known 
ambient conditions at all operation points using conventional heuristic 
methods. Mathematical simulations that can be used to generate the effects 
under the known conditions tend to be extremely complex and difficult to 
control. Neural networks offer the opportunity to do complex performance 
analysis w ith limited processing resources.
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Chapter 4 
The test facilities used for this project
4.1. In tro d u c tio n
This chapter describes the equipment used for this research project to 
evaluate the diagnostic tool’s ability to deal with data from real engineering 
plant. Test data was collected from an experimental combined heat and 
power plant (CHP) at the British Gas Midland Research Centre and a Diesel 
engine test cell located at the University of Bath. The chapter details the type 
of engine, the instrumentation and the signal conditioning. It also describes 
the computer data acquisition hardware used, although the software is 
discussed in the next chapter.
4.2. T h e  B ritish  G as C H P  te s t u n i t
This experimental plant is located at the British Gas West Midlands Research 
station in Solihull. It consists of an integrated unit containing a 2 litre Ford 
Sierra engine converted to run on natural gas. This produces useful electrical 
power via a 3-phase electric generator which is patched into the site electrical 
system. The engine coolant system is modified to retrieve as much heat as 
possible from the engine and its exhaust and oil using a set of heat 
exchangers. The heat is passed from the plant to the site water via a water- 
water heat exchanger. Figure 4.1 shows a schematic view of the system and 
also shows the location of transducers used to monitor the system. A full list 
of transducers is given in table 4.1.









m = maee flow
Subscript® 
a * angina coolant 
a = ofte 
al = alactrlcal 
ok = oxhauat
Wta Watar Haot Exchanger
Figure 4.1 Schematic view of the CHP showing measuring points
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Label Description Type
T.e1 Engine coolant temp afte r site HX PRT
T,e2 Engine coolant temp afte r oil cooler PRT
T.e3 Engine coolant temp afte r exhaust HX PPT
T.e4 Engine coolant temp after exhaust manifold 
jacket
PRT
T.e5 Engine coolant temp afte r engine block PPT
T.ex2 Exhaust gas temp afte r manifold Thermocouple
T .ex3 Exhaust gas temp afte r exhaust HX Thermocouple
T.s1 Site water entering site HX PRT
T.s2 Site water leaving site HX PRT
T.amb Ambient air temperature PRT
T.a2 Generator coolant air temperature PRT
T.o1 Oil tem perature entering cooler PRT
T.o2 Oil tem perature entering block PRT
m.g Gas m ass flow
P.e Electrical pow er out of generator
Table 4.1 Transducers used on the CHP plant
Data is gathered by a PC fitted w ith an analogue and digital data acquisition 
card w ith built in signal conditioning. The data is gathered hourly and 
represents an average value for the hour. The data is stored in standard 
ASCH files on the PC. The processing of this data is described in the next 
section on software. This system can only analyse historical data and 
therefore, for this project, is used to investigate different neural network 
architectures.
4.3. The Leyland TL-11 Diesel test cell
At the University a Diesel engine test facility has been developed by the 
author for the validation of computer simulation techniques and the 
development of diagnostic systems.
4.3.1. The TL-11 test engine
The test facility is based around a highly instrumented turbo-charged and 
inter-cooled six cylinder, direct injection, Diesel engine. The engine is a
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illustrated in figure 4.2 below
Leyland TL-11 truck and bus engine, rated at 190 kW at 2100 r/m in. It is
Figure 4.2 The Leyland TL-11 diesel engine
The test engine has had several modifications made to it to increase its 
flexibility as a research engine. These include:
Turbo-charger. An instrumented turbo-charger with known 
performance characteristics has been supplied by Garrett Air Research. 
The compressor's nose cone and casing have been drilled through to 
allow optical measurement of turbine speed.
The mechanical fuel injection pump. This has been altered to include a 
timing advance/retard facility. This enables active control of the timing 
to + /-  6°  either side of the standard 22°  before top dead centre (TDC) 
injection point.
The inter-cooler. This has been replaced by a high capacity cooler with a 
very low air resistance. Water and air flow through it can be controlled 
by gate valves. This allows complete control of the inter-cooler 
characteristics. The effectiveness can be altered over the range of 0-99%. 
The pressure drop at full load can be varied from about 15 mbar to
Engine cooling. This is acheived using a thermostatically controlled heat 
exchanger with controllable water flow.
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Air Inlet and Exhaust Outlet. These have butterfly valves on them to 
allow control of inlet depression and exhaust back pressure.
Dynamometer. The hydraulic dynamometer has a control system that 
allows the engine to be run in 3 modes:
c  Constant speed mode
G Constant torque mode
c  Windage mode in which torque increases as a square of
the speed.
Windage mode simulates the resistive loading that a vehicle would 
experience as its speed increases. The gain of the torque - speed 
relationship can be altered.
These modifications allow the controlled simulation of various faults that
occur in real engines in service, such as fouled, or leaking, air and water
passages, and poor fuel injection timing.
4.3.2. T h e  in s tru m e n ta t io n  o n  th e  TL-11
The test cell is fitted with a large number of transducers that measure the 
thermodynamic processes occurring within the engine. The measuring points 




















Figure 4.3 A schematic view of the Leyland TL-11 Diesel engine
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Param eter Transducer type Ranae
Crank Speed AVI 30 6 0 C /6 0 0  Optical encoder 0.2°/pulse 2 2 0 0  rpm
Turbo Speed Optical eouter 2 pulses/rev and Orbit tachometer 100000  rpm
Load Torque Vibrometer brush less torque meter 0-1000 Nm
Fuel m ass & volume flow & density EXAC harmonic meterinq device EX6100 0 -2 0  q/sec
Timinq advance/retard Potentiometer feedback +/- 6 °
In-cylinder pressure (pyls 3  & 6) Ristler 6121 Piezo-electric and 500 7  charqe amp 0 -2 0 0  bar
Needle lift (cyls 3  & 6) EJentley nevada inductive cap. proximeter
Ambient pressure Druck absolute pressure transducer 0-1.6 bar
Inlet depression PDCR 920/7WL differential transducer 0-175 mbar
Differential air flow orifice pressure Furness differential transducer FC040 Mk2 0 -5 0  mbar
Compressor outlet pressure Druck qauqe pressure transducer FC040 Mk2 0-1.6 barq
Differential intercooler pressure Furness differential transducer 0 -5 0  mbar
Inlet manifold pressure Druck qauqe pressure transducer 0-1.6 barq
Front exhaust manifold pressure Druck qauqe pressure transducer 0-1.6 barq
Exhaust manifold differential pressure Furness differential transducer FC040 Mk2 0-25  mbar
Turbine outlet pressure PDCR 920/7WL differential transducer 0-175 mbar
Front exhaust temperature R-type thermocouple 0-1000 C
Rear exhaust tem perature R-type thermocouple 0-1000 C
Compressor outlet tem perature R-type thermocouple 0-1000 C
Turbine uutlet tem perature R-type thermocouple 0-1000 C
Exhaust stack tem perature R-type thermocouple 0-1000 C
Dyno oil cooler temperature R-type thermocouple 0-1000 C
Dyno oil tank temperature R-type thermocouple 0-1000 c
Enqine coolant tem perature into block R-type thermocouple 0-100 c
Enqine coolant tem perature out of block R-type thermocouple 0-100 c
Air box temperature R-type thermocouple 0-100 c
Cell temperature R-type thermocouple 0-100 c
Fuel pump outlet temperature R-type thermocouple 0-100 c
5ump oil temperature R-type thermocouple 0-100 c
Inlet Manifold tem perature R-type thermocouple 0-100 c
Oil cooler water outlet tem perature R-type thermocouple 0-100 c
Air cooler outlet temperature R-type thermocouple 0-100 c
Fuel tank temperature R-type thermocouple 0-100 c
Intercooler water inlet temperature R-tvoe thermocouple 0-100 c
Table 4.2 Transducers used on the TL-11 test engine
4.3.3. The signal conditioning and accuracy of the test data
The signals are conditioned to a standard +/-5 V level outside the test cell 
using high integrity instrumentation amplifier boards built at the University. 
All channels achieve a total accuracy of + /-1 %  of full scale deflection using 
this system.
The importance of keeping instrumentation errors as low as possible is 
highlighted in the MPhil thesis by the author [39]. The thesis shows how the 
accuracy of parameters dependent on several inputs can be degraded by 
compounded instrumentation errors, especially w hen the instruments are 
measuring at the lower limits of their range. Figure 4.4 shows a typical result 
of this analysis. The figure shows the range of the potential error in the
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calculation of brake specific fuel consumption (BSFC), a parameter that is 
dependant on 3 inputs; torque, speed and fuel mass flow. The figure shows the 
actual value of BSFC calculated at 5 operating points over the engine's entire 
operating range plus the maximum and minimum values that could be 
expected due to instrumentation errors compounded in the calculation. The 
errors included in the analysis are of the three types outlined below:
C Gain where the error is proportional to value
o Linear where the value deviates within a fixed band either side
of the true value
O Offset where the error is constant over the whole range.
As can be seen in the figure, the accumulated effect on the final solution can 
be quite significant even though very small instrumentation errors are 
assumed.
E rro r B onds of BSFC eq u o tio n  
BSFCfg/lclDhr)
4 0 0 -i
.3 0 0 -
2 0 0 -
1 0 0 -
151050
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Figure 4.4 Possible errors in  a typical derived performance param eter 
due to instrum entation errors
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The BSFC example is only dependent on 3 inputs. A parameter such as 
turbine power is based on 12 inputs and the compounded effect of small errors 
is quite dramatic, as can be seen in figure 4.5. In reality the probability of all 
these errors compounding in one direction is very slight, they will tend to 
occur in random directions. The dotted line in this figure shows the expected 
probable error band. These examples do, however, highlight the problems of 
post-processing of experimental data and the importance of keeping 
instrumentation errors as low as possible.
In order to keep the errors as low as possible the test cell was regularly re­
calibrated and tested and any deviations logged for probability analysis.
E rro r  B o n d s o f  T urb ine  P o w e r  e q u o tio n  
T u rb in e  P o w e r tk tl l)
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Figure 4.5 Possible errors in a typical derived performance parameter 
due to instrum entation errors
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4.3.4. T h e  d a ta  a c q u is itio n  a n d  c o m m u n ic a tio n  sy s te m
For this research the output signals from the test cell were logged by a data 
acquisition card located in an IBM compatible 486 Personal Computer system. 
This acquisition system can be seen in figure 4.6 together with the signal 
conditioning and control rack.
The acquisition card used was a Data Translation DT 2811. This has a 25 kHz 
analogue to digital converter (ADC). In this application the ADC is 
configured to be multiplexed giving 16 channels of pseudo differential input. 
This gives a sampling rate of 1.5 kHz per channel. Four of these channels are 
externally multiplexed a further 16 ways per channel by the thermocouple 
signal conditioning units. This means that there are 16 x 4 = 64 channels 
available for temperature measurement, each giving a sample rate of 97 Hz. 
Control of the external multiplexing is via digital output from the DT 2811 
card.
Figure 4.6 The control and acquisition system for the TL-11 test cell
The computer was running the pseudo multi-tasking graphical user interface 
windows 3.1. Using software written for the purpose by the author, the PC 
was able to communicate concurrently with the data acquisition cards, the 
neural network software and the high speed computer system used for 
engine simulation as shown in figure 4.7. This software is described in the
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next chapter. The entire test facility is therefore capable of modelling a real 
on-line diagnostic system and process live data coming from the engine.
Multi-tasking PC used for 
diagnostics, including 





usea for generating 
simulated data
□
l f % - lf t . ,  ft i i i  ft
t O O O (
I— L i
D O O  : 
" h - l —
Leyland TL-11 te s t  engine
Figure 4.7 A schematic view of the test facility
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Chapter 5
The integrated software environment
5.1. Introduction
The first aim of this project was to develop an environment for the 
investigation of diagnostic techniques. This section describes how a PC based 
multi-tasking system has been configured to make a flexible operating 
environment for this investigation. It describes the operating system chosen 
and the various software packages used to build the complete system. These 
include commercial packages such as Excel and NeuralDesk and a package 
written for this project, EngSpy, that was used for the on-line acquisition of 
engine data from the test cell.
5.2. The windows 3.1 environment and Microsoft Excel v4
The popular multi-tasking graphical user interface windows 3.1 was chosen 
to be the platform for this research environment. This was chosen for the 
following reasons.
O It allows several processes to run  concurrently.
o  It provides a clear, well defined means of communication and data 
transport between packages. This allows the easy integration of 
several packages to work together without extra low-level 
programming.
O It is inexpensive.
O The hardw are necessary is readily available and relatively 
inexpensive.
O It is well supported by compatible software packages.
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5.3. Microsoft Excel v4
Microsoft's spread sheet package, Excel v4, was chosen to be the main 
program for data handling for this project because:
o It has a comprehensive list of built in and programmable 
mathematical functions 
o It has an internal multi-page workbook file structure which allows 
simple and clear cross referencing of data.
O It is totally compatible w ith the w indow s 3.1 dynamic data transfer 
protocols of dynamic data exchange (DDE) and dynamic link  
libraries (DLL) which allows live connection to external packages, 
o  It is user friendly, allowing rapid development of new ideas.
5.4. The data processing of the British Gas CHP data
For this research the data is imported into a spreadsheet page of an Excel 
workbook for processing. The data is first reduced to SI units and then 
represented in several configurations on subsequent pages. Secondary 
calculations, such as power transfer around the system are calculated on these 
pages. These are listed in Table 5.1 and detailed in Appendix B. Table 5.2 
shows the typical output indicating the temperature and power distribution 
around the heat exchanger circuit.
Performance param eter Units
Engine coolant m ass flow kg/s
Site water coolant m ass flow rate kg/s
Gas m ass flow ra te kg/s
Air m ass flow ra te kg/s
Density of engine coolant kg/m3
Density of site coolant kg/m3^
Specific heat of engine coolant J/kgK.
Specific heat of site coolant J/kgK
Specific heat of exhaust gases J/kgK
Density of gas kg/m3
Calorific value of gas J/kg
Power into plant from gas ~w......
Power transfer in each heat exchanger W
Heat exchanger effectiveness for each 7o
Heat loss from generator "W
Generator efficiency 7.
Table 5.1 Secondary calculations perform ed in  Excel spreadsheet on 
data supplied  by  British Gas
39
Engine Coolant (tuba aid* data) Secondsy circuit (shall aid#) Effectiveness
Nan* Type mflow Cp m.Cp InlatT Outlat dT Rows mflow Cp m.Cp InlatT OutlatT dT Rows E
kalt J/OcgK) W/K K K K W ka/t J/OcgK) W/K K K K W
D«t» from d«t« loggs
1 Water heats(glycol) wator-waterHX 1.455 3728 5424.24 361.9 347.8 -14.1 -76,482 1.6617 3998 6642.5 327.4 338.5 11.1 73,732 0.39
2 CM cooler oil-waterHX 1.455 3728 5424.24 347.8 348.6 0.8 4,339 0.8900 1900 1691.0 369.6 367.0 -2.6 -4,397 0.12
3 Exhaust pipe air-water HX 1.455 3728 5424.24 348.6 353.9 5.3 28,748 0.0497 1222 60.8 875.0 400.0 •475.0 •28,862 0.90
4 Exhaust manilold water jacket 1.455 3728 5424.24 353.9 356.8 2.9 15,730 0.0497 1279 63.6 1125.0 875.0 -250.0 •15,898 0.32
5 Pump 1.455 3728 5424.24 356.8 356.8 0.0 0
6 Engine 1.455 3728 5424.24 356.8 361.9 5.1 27,664
Table 5.2 Example of processed data from British Gas CHP test rig
Simulated results were also generated for the CHP plant in the Excel 
workbook, this simulator is described in the next chapter.
5.5. The data acquisition from the TL-11 using EngSpy
Data is collected from the test engine by data acquisition cards described in 
the previous chapter. Software to handle this data dynamically was not 
available at the time this research began and so a software package EngSpy 
was written for this project. This software allows the control of high and low 
speed time coded digital and analogue data into any w indows package that 
supports dynamic data exchange (DDE). The timing of data collection is set by 
the clock on the data acquisition card. The software uses interrupt routines to 
ensure that data is collected at regular intervals despite other processor 
dem ands that may be present in the multi-tasking environment. EngSpy also 
drives the external multiplexing of the thermocouple units using the digital 
output port of the DT2811 card. Because of the way the hardware is 
configured, 16 samples of data are taken from the standard ADC channels for 
every thermocouple measurement. EngSpy accumulates these values and 
calculates the average. Engspy also calculates the crank and turbo-charger 
speed from the digital counter-timer cards that are used to measure these 
parameters. How the data flow is controlled in the multi-tasking environment 
by the software is described in detail in the paper by Mobley and the author 
[40] given in Appendix C.
For this project EngSpy is used to import data into a spreadsheet in an Excel 
workbook from where it is processed in a similar way to data from the British 
Gas rig - except that the data in this case is live, and so is continuously 
updated from the engine test cell. The data is first coverted to SI units. 
Various performance parameters are then calculated. These are listed below 
in table 5.3 and detailed in Appendix D.
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P a r a m e te r U n ite
Brake Power w
Brake mean effective pressure N/m2
Brake thermal efficiency -
Brake specific fuel consumption g/kWhr
Air m ass flow ra te kg/s
Air/fuel ratio -
Volumetric efficiency -
Compressor pressure ratio -
Turbine pressure ratio -
C o m p re e e o r  density ratio -
Turbine density ratio -
Compressor m ass flow parameter kgVKm2/N
Turbine m ass flow parameter kgVl\m2/N
Compressor efficiency -
Turbine efficiency -
Compressor pow er W
Turbine p ow er W
Intercooler pressure ratio -
Intercooler density ratio -
Intercooler ffectiveness -
Table 5.3 Secondary calculations performed in Excel spreadsheet on
data acquired from the TL-11 Diesel engine
5.6. NeuralDesk v2.0
NeuralDesk is a proprietary collection of programs[41] that allows the 
construction and execution of artificial neural networks in the windows 
environment. This package was chosen because:
O It is fully compatible w ith windows 3.1 protocols
o  It allows easy construction of different neural architectures using
the graphical NeuModel program.
o It can allow the training and interrogation of networks using the 
program NeuRun either via the self contained spreadsheet and 
control program  NeuDesk or externally via dynamic data exchange 
from packages such as Excel.
5.7. The integrated environment
As described above, the w indow s GUI allows communication between 
several packages running concurrently. Figure 5.1 shows how these packages
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were configured for this research project. The figure shows the highly 
integrated system and how control is centralised into the Excel spreadsheet
Independant Windows programmes
such a s  Excel. Neurun, Engspy user interface, etc
Windows graphical user In ter fa ce  
allows In ter-program  communication 







Figure 5.1 Schematic view of the multi-tasking environment
Live dynamic linking is used to pass the data from EngSpy into an Excel 
spreadsheet. This updates automatically as soon as new data is collected. The 
workbook environment is used to extract relevent data onto a separate 
spreadsheet for the neural processsing. Macros are then used to send the data 
to the neural network package Neurun via dynamic data exchange. These 
macros are instigated by pushing software buttons on the spreadsheet using 
the computer's mouse. The results of the neural processing are returned to a 




Simulation of the CHP plant and the Diesel engine
6.1. Introduction
A neural network needs to be trained on examples of inputs and their 
corresponding outputs so that they can learn the relationship between them. 
For fault recognition systems this data needs to represent both healthy and 
faulted systems. For the CHP plant, the inputs needed would define the 
current ambient conditions and operating performance of the system. For 
instance the speed and power output of the engine and generator would be 
needed together w ith the temperature changes of the coolant and exhaust 
gases as they pass through the heat exchangers. For several reasons the 
availability of this data is limited. For instance, data sets can be incomplete 
because of the unavailability of instrumentation or it may not be possible to 
measure some fault states on a test rig due to the permanent damage that 
w ould be incurred. For this reason there is a need to supplement real data 
w ith data generated by simulation.
Simulators can vary greatly in  complexity. They may simply be used to 
predict missing values in data sets or they can be a complete free standing 
model of the whole system.
This chapter describes two simulators used for this research. The first is a 
spreadsheet based model of the heat and power distributions around the 
CHP plant. The second is a comprehensive thermodynamic model of the IC 
engine. This was modified to run  on a high power multi-processor machine 
to generate large data sets representing entire engine performance maps. The 
chapter describes the principles of these simulators and illustrates their 
effectiveness.
6.2. The CHP simulator
Data was available for this study from the plant described in the previous 
chapter. Much of this data, however, was insufficient due to incomplete 
instrumentation, or failure of existing transducers. Test data was also only 
available for the healthy state as the plant could not be compromised because
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of other research programmes, although a known fault did develop giving 
one real fault state to analyse. A simple simulator was therefore written to fill 
in the gaps and to generate information that could mimic several faulted 
conditions.
The simulator is based around an interactive spreadsheet operating in the PC 
w indow s 3,1 environment. It can communicate directly with the spreadsheets 
containing the actual engine data and the neural network package.
The simulator generates the temperature distribution around the CHP plant 
based on the electrical and heat loads on the system. It contains models of the 
heat exchangers, the engine and the alternator. It produces a solution by 
iteration from a set of assumed initial conditions that define the operating 
parameters of the models together w ith the power added to the system by gas 
and the power removed by the site water and electrical connections.
The heat exchanger models are based on their effectiveness and the mass of 
coolant flow through them according to the following relationship, based on 
analysis by Stoeker [42];
e  =  t — % ■f t 5’" '----------------7 ................................................................6 . 1
. \^hol,in ^cold,in )  r nun
from which the exit tem perature of working fluid 2, t2/0u b can determined 
as
"hCPiih.ooi
kout = ----------7-z--------- + hM ................................... 6.2m7Cp2
where fluid suffix 1 has the lower product of mCp of the two fluids passing 
through the heat exchanger.
The fluid temperature at exit from one heat exchanger is used as the input to 
the next.
The engine model is based on the the 1st law of thermodynamics defining the 
energy conservation of the engine and the mass flow of air and fuel through 
it such that:
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P  — P  +  P  4 ■ P  +  Ptotal work exhaust coolant oil
P  P  P  P .the ratios ■ ... - °^-ol-e^ t- —21L  are use(j as inputs to the model.
P  P  P  Ptotal total total total
The alternator model is also based on its energy conservation, in this case 
between heat generated and electrical power out. The air temperature rise 
across it is then calculated from an assumed mass flow generated by the fan 
using the relationship:
P  =  m C p W ................................................. 6.4
The variable param eters of the model were adjusted to give a good match 
with the data available from the British Gas test engine.
A comparison of real and simulated data showing the temperatures around
the heat exchanger circuit is given below in table 6.1.
Engine Coolant (tube elde data) Secondary circuit (ehell aide) Efledlveneea
Nam* Type inflow Cp m.Cp InlatT OuBat dT Power inflow Cp m.Cp InlatT OuBetT dT Power E
kg/e J/(kgK) W/K K K K W kg/e J/(kgK) W/K K K K W
Data from data loggsr
1 Water heater(glycol) waler-water HX 1.455 3728 5424.24 361.8 347.8 -14.1 -76,482 1.6617 3998 6642.5 327.4 338.5 11.1 73,732 0.39
2 Oi cooter oil-water HX 1.455 3728 5424.24 347.8 348.6 0.8 4,339 0.8900 1900 1691.0 369.6 367.0 -2.6 •4,397 0.12
3 Exhaust pipe air-water HX 1.455 3728 5424.24 348.6 353.8 5.3 28,748 0.0497 1222 60.8 875.0 400.0 •475.0 -28,862 0.90
4 Exhaust manifold water jacket 1.455 3728 5424.24 353.9 356.8 2.9 15,730 0.0497 1279 63.6 1125.0 875.0 •250.0 -15,896 0.32
5 Pump 1.455 3728 5424.24 356.8 356.8 0.0 0
6 Engine 1.455 3728 5424.24 356.8 381.9 5.1 27,664
Simulated data
1 Water heater waler-water HX 1.455 3728 5424.24 361.2 347.3 -13.8 -75,024 1.6700 3998 6675.8 325.7 337.0 11.2 75,024 0.39
2 Oi cooler oil-waterHX 1.455 3728 5424.24 347.3 348.1 0.8 4,186 0.8900 1900 1691.0 368.0 365.5 -2.5 -4,186 0.12
3 Exhaust Heater air-water HX 1.455 3728 5424.24 348.1 353.5 5.3 28,953 0.0497 1223 60.8 878.0 401.6 -476.3 -28,953 0.90
4 Exhaust manifold water jacket 1.455 3728 5424.24 353.5 356.4 2.9 15,767 0.0497 1279 63.6 1125.9 878.0 -248.0 -15,767 0.32
5 Pump 0 0.0
6 Engine 1.455 3728 5424.24 356.4 361.4 5.0 27,314
%age difference of real to al mulcted data
1 Water heater waler-water HX 0.0% 0.0% 0.0% •0.2% •0.1% -1.9% -1.9% 0.5% 0.0% 0.5% -0.5% •0.5% 1.2% 1.7% -1.0%
2 OI cooler oil-waterHX 0.0% 0.0% 0.0% -0.1% -0.1% -3.7% -3.7% 0.0% 0.0% 0.0% -0.4% •0.4% -5.0% •5.0% 1.9%
3 Exhaust Heater air-water HX 0.0% 0.0% 0.0% -0.1% -0.1% 0.7% 0.7% 0.0% 0.1% 0.0% 0.3% 0.4% 0.3% 0.3% 0.0%
4 Exhaust manifold water jacket 0.0% 0.0% 0.0% -0.1% -0.1% 0.2% 0.2% 0.0% 0.0% 0.0% 0.1% 0.3% -0.8% •0.8% 0.1%
5 Pump
6 Engine 0.0% 0.0% 0.0% 0.0 0.0 0.0 -1.3%
Table 6.1 A comparison of real and sim ulated data
The various efficiencies and power distribution balances can be altered to 
mimic faults in sub systems of the plant. The simulator then calculates the 
new temperature distributions around the system.
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o Site heat exchanger fault
o Oil heat exchanger fault
o Exhaust heat exchanger fault
o Exhaust manifold heat exchanger fault
The first four faults affecting timing and mixture were simulated by changing 
the gas flow, a ir/fuel ratio and power balance of the model as determined by 
prior experimentation and given in table 6.2 below
Mas© flow AFR Power to  
©haft
Power to  
exhaust
Power to  
coolant
Power to  
Oil
Power to  
air
Healthy 0 .0 0 2 6 4 16.5 30% 36.5 % 20 Vo 3.3 % 6.2 %
Timing Advanced 0.002561 16.5 31 % 35% 22% 3.3 % 6.7 Vo
Timing Retarded 0.002561 16.5 27% 42% 22% 3% 6%
Mixture rich 0.002561 15 26% 36% 24% 3.3 % 6.7 %
Mixture lean 0.002561 16 26% 41 % 22% 3% 6%
Table 6.2 Assum ed power balance effect of various faults
The alternator fault was simulated by changing the power balance of the 
generator from 14% (power lost to heat) to 20%.
The heat exchanger faults were simulated by changing the effectivenesses by 
the amounts shown in table 6.3:
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Healthy Faulted
Site heat exchanger 39% 30%
Oil heat exchanger 12% 6%
Exhaust heat exchanger £>9.9 % 50%
Ex manifold heat exchanger 32.1 % 20%
Table 6.3 Assumed heat exchanger effectiveness changes due to 
faults
6.3. The SPICE II D iesel engine simulator
The simulator used in this research is the thermodynamic filling and emptying 
model, SPICE II [43]. The mathematics of this model are described briefly in 
Appendix E.
Simulation codes such as SPICE II have been used in Diesel engine design for 
many years and have proved to be reasonably accurate, provided sufficient 
data is available to describe the system. Data, such as poppet valve effective 
area and turbo-machinery characteristics, has to be known if a realistic 
prediction of performance is to be made. In this study the research engine is 
an 11 litre Leyland TL-11 truck and bus engine, described in Chapter 4, the 
characteristics of which are well established. A schematic diagram of the 
SPICE II model of this engine is given in Figure 6.1. An example of the input 






Figure 6.1 A schematic view of the SPICE II model of the Leyland TL- 
11 Diesel Engine
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The model is comprised of six variable control volumes representing the 
cylinders, five constant control volumes representing the manifolds and the 
inlet and exhaust pipes. The volumes are interconnected by 16 flow junctions 
that represent inlet and exhaust orifices, the engine's valves and the twin 
entry turbocharger.
An example of the output file from SPICE II simulator is given in Appendix 
F. The model represents the engine w ith good accuracy as may be seen in 
figure 6.2, although a great deal of development was needed to get a good 
match over the entire performance envelope, as described later.





















Figure 6.2 A com parison of real and sim ulated data at 1600 r/min
6.3.1. Multiprocessor SPICE II
Because of the large CPU requirements of the SPICE II code it is a very time 
consuming process to generate the large amounts of data needed to train 
neural networks using the standard PC version of the program. For this 
research the core program  was adapted to run  on a UNIX based multi­
processor computer. The computer used was a Computing Surface Meiko
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which is based on 16 Intel i860 processors. Each of these processors is capable 
of 1 MFloP performance. A suite of program s had to be written by the author 
to co-ordinate the batch processing operations on this machine. The programs 
are responsible for acquiring resources from the operating system and the 
generation and distribution of files to be run.
The first program  constructs input files from a template that defines the 
engine's geometry and a separate control file which contains operating point 
information for each point on the map to be processed. The program saves 
each new input file generated and adds its name to a list of files to be 
processed by the batch processing controller.
The batch processing controller is a separate program that monitors processor 
activity and sends the next input file on the list for processing as soon as one 
becomes available.
Significant performance enhancement was achieved using this adaptation. A 
single operating point w ould take approximately 20-30 minutes to simulate 
on a 386 type machine. An entire 35 point m ap could be simulated in around 
10-15 m inutes on the multiprocessor version.
Two post processing program s were written for the multi-processor system to 
extract relevant data from the large amount of output that SPICE produces. 
The SPICE program  is set to save the end of cycle results after each iteration 
of the simulation. The post processing packages searches for the last complete 
cycle and extracts the performance parameters that are also available from the 
real engine using the data acquisition package. The first program puts the 
data into a format that can be compared directly with the real data within the 
PC's Excel environment. The second program  puts data into a format suitable 
for the graphics program , Unimap. Macros were written for Unimap so that 
3D graphs of performance param eter vs. load & speed can be plotted. Some 
examples of these m aps are show n in the next section.
6.3.2. Simulation of performance maps using SPICE II
Until this research SPICE II had  only been used to simulate isolated points, or 
regions, of an engine’s performance envelope and had not been tested over 
entire operating maps. The integrated environment developed for this 
research allowed the rapid comparison of entire performance maps and this 
enabled the development of a comprehensive simulation of the real engine.
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SPICE II is dependent on a great deal of input data defining the engine's 
geometry as the input data set in Appendix F illustrates. Not all of this data is 
known precisely, values such as valve, and orifice, discharge coefficients can 
only be estimated, or determined through experimentation. It is often 
necessary to adjust these to get a good base-line match w ith real results. It 
proved very difficult to develop a single template that achieved a good match 
over the whole operating range of the engine and some additions to the basic 
model were needed. An example of this is w ith the inlet and outlets of the 
system. The standard practice is to use a model in which the inlet and outlet 
to the engine are defined as the orifice junctions of the turbo-charger. It 
proved impossible to establish fixed discharge coefficients for these junctions 
that allowed the simulated turbo-charger performance, such as speed and 
pressure ratio, to accurately match experimental results at all four comers of 
the map. The problem was overcome by adding the additional volumes (vlO 
& v l l)  and junctions (jl5 & jl6). These represent the air box and exhaust 
stack. These volumes created a more realistic simulation as the correct inlet 
depressions and back pressures were set up. The turbo-charger is very 
sensitive to these values in both the simulation and on the real engine, 
especially at low loads and speeds when the turbo-charger is not working 
hard and is basically free-wheeling. The schedule of effective areas of inlet 
and outlet valves also had to be carefully calculated because the geometry 
and discharge coefficients change as they open. The calculations used to 
generate the valve schedules for this model are given in Appendix G. The 
flow through these valves is critical on a real engine. The simulator proved 
equally sensitive and this makes it very important to get the correct values.
The final model simulates the real engine with great accuracy over the entire 
map as can be seen in the following examples of simulated vs real data.
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B r a k e  T h e r m a l  Eff i c iency
Turbocharger Speed
Exhaust Manifold Pressure
Real Data  Simulated d a ta
Figure 6.3 Example performance maps of real data vs simulated results 
for the TL-11 engine
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6.3.3. Simulation of performance maps of a faulty engine using 
SPICE II
In this study SPICE II has been used to generate the response of the system to 
a range of faults over the entire load and speed range. Five faults that effect 
the airflow were selected. These were chosen because they may be replicated 
on the research engine, they were:
G Intercooler fault
G Exhaust restriction
G Exhaust manifold leak
G Inlet manifold leak
G Exhaust valve leak.
These faults will all tend to reduce air flow but the actual effect on the 
various performance parameters is very hard to predict, particularly those 
relating to the turbo-machinery, therefore if the diagnostic system is able to 
distinguish between them it will be a good test. These faults can also be 
applied to the engine w ithout major modification. The faults were introduced 
into the simulation as follows:
G The intercooler fault  was simulated by reducing the effectiveness
from 88 % to 50 %. (The water flow can be restricted on the real 
engine)
G The exhaust restriction was simulated by reducing the effective 
area of exhaust junction (jl6) from 0.01 to 0.005 m^. (The 
exhaust butterfly valve can be closed on the real engine)
G The exhaust manifold leak was simulated by introducing a new 
orifice junction of effective area 47x10"^ (7.7mm dia) into the
manifold (v9) connecting it to atmosphere. This orifice size is 
equivalent to about 1 % total manifold area. (A plug can be 
removed from the manifold on the real engine)
G The inlet manifold (v7) was altered in the same way as the exhaust 
manifold.
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o  The exhaust valve leak was simulated by introducing a new orifice 
junction betw een the exhaust manifold (v8) and the cylinder 
volume (vl). The effective area of this junction was 132 mm^ which 
is equivalent to a permanent valve lift of 1 mm. (This can be 
acheived by tighteneing the tappets on the real engine, although 
this w as not actually tried because of the potential risk of damage 
due to the low bum ping clearances of the engine)
Figure 6.4 compares typical m aps of predicted turbocharger speed for the 
healthy engine and the engine w ith a simulated leak in the exhaust manifold. 
It can clearly be seen in  this figure how the simulator is sensitive to this 
change because the turbocharger speed has been considerably reduced in  the 
higher speed and load region w ith the fault present. The accuracy of the 
simulation of the faults w as tested at isolated points bu t not over entire maps 
due to risk of dam age to the engine. The comparisons yielded reasonable 
results as shown in the later sections where the neural nets are used to 
compare real and sim ulated fault data.
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Figure 6.4 A m ap of sim ulated turbocharger speed for a healthy 




Alternative approaches to fault diagnostics using neural 
networks (CHP plant)
7.1. Introduction
This section demonstrates alternative ways that were investigated to apply 
neural networks to the diagnostic problem. The networks are trained on 
simulated data and tested using both simulated and real data. The results of 
these models are analysed and then the networks that would enhance the 
basic models are discussed and demonstrated.
7.2. The Basic Diagnostic models
Five models are tested. The input to each is the data taken from the CHP 
plant as shown in table 7.1. The values are normalised to the range 0-1 
depending on their maximum and minimum expected values.
G as flow
Electrical power out
Temperatures o f the  engine coolant w ater leaving: 
th e  site heat exchanger (T. s ite  HX out) 
th e  oil cooler (T. Oil cooler HX out) 
th e  exhaust heat exchanger (T Ex HX out) 
the  exhaust manifold jacke t ( T Ex Man out) 
th e  engine block (T Engine out)
Temperatures o f th e  site w a te r
entering th e  site w ater heat exchanger (T s ite  w a te r in) 
leaving th e  site w ater heat exchanger (T s ite  w a te r out) 
Temperatures o f th e  engine oil:
entering th e  oil cooler (T Oil in) 
leaving th e  oil cooler (T Oil out)
Temperatures o f the  engine exhaust:
leaving the  engine (T Ex engine out) 
leaving th e  cooled manifold (T Ex man out) 
leaving th e  exhaust heat exchanger (T Ex HX out)
Ambient tem perature
Temperature o f th e  air leaving the  a lte rnato r  
Table 7.1 Input param eters for the diagnostic models
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From the table above it can be seen that the parameters used for inputs to the 
networks are restrained to those that can be directly measured as opposed to 
performance parameters requiring secondary calculation. A hum an expert 
will tend to work with these secondary results because it helps him 
understand the system behaviour. It is felt, however, that the compounding 
of measurement errors through these calculations can seriously jeopardise the 
integrity of the diagnostic system. It has been shown in analysis by the author 
[39] which is highlighted in  Chapter 4, that measurement errors of less than 
1% FSD can produce errors in some performance calculations of well over 
10%. Also if one instrument fails it may corrupt the results of several 
performance calculations which will lead to a confused diagnosis. Restraining 
the inputs to direct measurements therefore increases accuracy and helps in 
the tracking of instrumentation faults.
The diagnostic models fall into two categories depending on the output they 
produce. These are:
H ealth Status Recognition models These have one output that indicates
that the plant is either healthy or faulted
Fault Recognition m odels These models have several outputs, each
one indicating that a particular fault is 
present when active
The difference between the models in each category is in the network 
architecture and the methods used to train them.
Each model is discussed in more detail below.
7.2.1. Description of the basic diagnostic models
7.2.1.1. Model 1 - Health Status Recognition type
This model is shown in figure 7.1. The 16 inputs monitoring each measured 
parameter are connected to the single output, indicating system health, via 
one intermediate layer of 5 neurons. Different numbers of layers and neurons 
were tested for the intermediate levels and this configuration proved optimal 
for training purposes. Increasing the complexity of the hidden layers tends to 
lead to problems of the training getting trapped in local minima, a problem 
discusssed in Chapter 3. Too few neurons means that the network cannot 
learn the complex relationships between the performance parameters.
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The network is trained on simulated healthy engine data representing several 
different ambient and operating conditions. These included differences in:
o Gas mass flow (equivalent to differing electrical demand) from 
0.00276 to 0.00292 k g /s
Ambient temperature, from 275 to 290 K
Site water power demand from 70 to 78 kW
O Gas calorific value, from 4.79 to 4.83 M J/kg
The network must have data in the training set that represents the plant not 
in the healthy state otherwise the connection weights will tend to increase to 
their maximum value during training meaning that the output will just go 
high for any value of input, signalling that the plant is healthy for any level of 
input.
For this first model the maximum and minimum values of 0 and 1 are used in 
the input vectors to represent the unhealthy condition. This approach 
assumes that the network should generate an output that peaks when the 
input vectors that represent the healthy state are encountered. The output 
should tend towards 0 as the values of the input vector move away from 
these recognised states.
GaeFlow 
Electrical power out 
T Site HXout 
T Oil cooler HX out 
T Ex. HX out 
TEx. Men. out 
T Engine out 
TStte water In 
T Site water out 
TOII In 
TOllout # Q ) - >
T Ex engine out 








Figure 7.1 The health recognition neural network models 1 and 2
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7.2.1.2. M o d e l 2 - H e a lth  S ta tu s  R eco g n itio n  ty p e
This network has the same structure as model 1. The training data used 
however is different. The same ambient and operating points are used to 
represent the healthy state but the unhealthy state in this case is represented 
by examples of actual simulated faults. This approach should make the 
network more sensitive to the subtle changes in performance that faults will 
incur r.
7.2.1.3. M o d e l 3 - D ia g n o stic
This network is shown in figure 7.2. It has the same 16 inputs as the previous 
two models but has 10 outputs. The neural network in this case is trained to 
identify faults. 9 of these are to indicate the presence of each of the 9 test fault 
and one output indicates that the plant is OK, similar to the output of models 
1&2. In this case only one output should be active at any one time but if all go 
low then this indicates that an unidentifiable fault is present.
A single intemediate layer of 5 neurons proved to be optimal for this model 
as well.
Gae Flow 
Electrical power out 
T Site HX out 
T Oil cooler HX out 
TEx. HX out 
T Ex. Man. out 
T Engine out 
T Site water In 
T Site water out 
T Oil In 
T Oil out 
TEx engine out 
T Ex man. out 
TEx HX out 
T Ambient 
T Alternator air out
Input neurone





4—(O )^  Mixture rich 
4—(O )-# Mixture lean
Alternator fault 
Site HX fault 
Oil HX fault 




7.2.1.4. Model 4 - Diagnostic
This model has the same structure as the previous model. The input data is 
however modified. The input values used are the deviations from a known 
healthy state at one ambient condition. Because the neurons work on an 
activation level between 0 and 1 the deviations are normalised using 
maximum and minimum anticipated deviations. This means that zero 
deviation from the healthy state is represented by an activation of 0.5. The 
healthy state of the system is therefore when the activation of all the inputs 
equals 0.5. An activation of 1 shows that the parameter is very much above 
normal and a value of 0 is very m uch below.
This approach should give m uch more obvious patterns of change due to the 
introduction of the various faults. It also makes it easier for the operator to 
understand w hat inputs are influencing the network as he can inspect the 
input data and look for values that are not close to 0.5.
7.2.1.5. Model 5 - Diagnostic
This model is a modification of the previous example. Each of the inputs are 
split into two and so there are 32 inputs to this network. Each performance 
parameter has a pair of inputs associated w ith it. One input represents that 
the value is higher than norm al and the other shows that the value is lower.
The performance data is pre-processed in a similar way to the previous 
example. The input deviations from the expected performance are first 
calculated. These values are filtered so that, if the deviation value is over 5% 
above the normal value, the high input neuron for that parameter is set to 1. If 
the value is less than 5% below the expected value the low input neuron is set 
to 1. The healthy case is therefore represented by zero values at all inputs.
This approach gives m uch stronger input patterns than any of the previous 
models as it is basically a binary system, all input values are either 0 or 1. The 
level of filtering is clearly critical because if it is set too high then a lot of 
subtle deviation information is lost, too low and the system becomes 
susceptible to noise.
This pre-processing is similar to that necessary for most rule based expert 
systems. The performance of this network should therefore compare directly 
with conventional techniques.
This model is shown in figure 7.3. In this case it was found that an extra 
intermediate neuron w as needed.
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Figure 7.3 The fault recognition neural network model 5
7.2.2. A  c o m p a riso n  o f  th e  tra in in g  o f th e  m o d e ls
The training of each network was logged and the results are shown in figure
7.4. The figure shows the maximum training error after each training epoch 
as described in Chapter 3.
The different training requirements of each model can clearly be seen. The 
figure does not relate directly to time because extra incidental factors also 
effect this. These include the complexity of the network and the number of 
other processes running concurrently with the neural network package. The 
times indicated on the figure are therefore very approximate. They are the 
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Figure 7.4 The training error logs for the basic diagnostic networks.
What can be seen is that the simpler binary type networks of models 1 and 5 
train very rapidly, converging to the desired accuracy of less than 1% 
maximum training error in less than 1000 iterations (epochs). The more 
sensitive networks, however, take much longer and are prone to some 
interesting irregularities, as can be seen in the figure.
Model 2 was trained initially using the standard back propogation method, 
but there was clearly no reduction in training error even after about 4000 
epochs. At this point the training method was changed to the stochastic back 
propogation method. This method presents the vectors of the training data set 
in a random order and calculates the new weights and biases after each
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individual vector is presented rather than calculating after all the vectors of 
the set have been presented. This method is therefore slower but, in this case, 
it manages to break the training process out of the deadlock. In this example, 
after the new m ethod is adopted the training becomes unstable for a short 
period and then stabilises at a much lower training error, gradually reducing 
for a further 15,000 epochs. It then suddenly becomes very unstable again. At 
this point the learning rate was reduced from 0.1 to 0.01 so that the weights 
and biases w ould not be changed too much each iteration. This allowed the 
network to stabilise again and train steadily until a satisfactory error level 
was reached after a further 30,000 epochs.
These results show that interactive training is necessary when the networks 
are trying to learn complex relationships. The NCS package was very useful 
for this because it gives a good clear display of how the training is 
progressing and allows control of the model while it is working. As the next 
two models show, a certain amount of interference was necessary to achieve 
the desired training accuracy.
In several cases in the course of this research it was impossible to break out of 
a training deadlock, bu t if the network was re-randomised it managed to 
train w ithout further problems.
7.2.3. Storage requirements of the basic models
The data defining the netw ork is stored on a file that take up very little space, 
less than 6 kBytes of storage for all the example networks described here, as 
can be seen in the table 7.2 below.
Unlike conventional knowledge based systems, this size does not need to be 
increased if extra information needs to be learnt. A conventional rule based 
system needs more space to store new rules, a neural network only needs 
retraining w ith the new information._____________________________________
Model name File name Size (b y te s )
Healthy recognition model 1 HLTH1REC.NCS 1962
Healthy recognition model 2 HLTH2REC.NCS 1962
Fault recognition model 3 FAULTREC.NCS 2 9 3 4
Fault recognition model 4 DEV1REC.NCS 2 9 3 4
Fault recognition model 5 DEV2REC.NCS 5 4 3 6
Table 7.2 Storage requirem ents the diagnostic m odels
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7.2.4. Assessment of the performance of the basic diagnostic 
models
To compare each model a set of standard tests were developed and applied to 
all networks. The tests were designed to investigate the networks' ability to 
learn the performance data and deviations due to faults, and also to test the 
sensitivity to problems that a real system might have, such as changes in 
ambient conditions, noisy data or the occurance of unknown and multiple 
faults. The tests were as follows:
i) Interrogation with simulated data representing different normal 
and ambient conditions.
ii) Interrogation with simulated data that varied from the normal data 
set by a random  amount + /-  1%. This is to represent sensitivity to 
m easurement errors in the test cell.
iii) Interrogation w ith a set of the 9 simulated faults listed above.
iv) Interrogation w ith data representing a progressive fault in the 
exhaust heat exchanger
v) Interrogation w ith simulated data representing a dual fault, one in 
the alternator and one in the exhaust heat exchanger
vi) Interrogation w ith real data from the healthy CHP plant and from 
the plant w ith a defective exhaust heat exchanger, (effectiveness 
reduced to 77% from 89%)
Each test was constructed in an excel workbook. The test data were passed to 
the neurun module via the windows DDE protocol using excel macros, as 
described in Chapter 5. The results of the interrgoation were returned to the 
excel workbook where they were presented in the form of a bar graph of the 
activation level for each output. The entire interrogation process takes well 
under a second to perform for all the models examined. This interrogation time 
contrasts sharply with the training times of up to 8 hours described 
previously.
The results of each of the tests are described below:
7.2.4.I. Interrogation with simulated data representing different 
normal and ambient conditions.
This test is designed to investigate whether the networks can cope with 
changes in ambient conditions. The outputs of the health recognition models
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should equal 1 in all cases. Only the plant OK output should be active for the 
diagnostic models.
Figures 7.5 shows the response of the two healthy recognition models to 
different ambient conditions. Clearly both of these models indicate that the 
plant is healthy.
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Figure 7.5 A comparison of the output of the healthy recognition
models to data representing differing ambient conditions
The response from the fault recognition plants in figure 7.6 clearly shows that 
all three diagnostic models indicate that the plant is healthy under all 
ambient conditions.
There is a small blip on the model 5 output for the case when low power is 
being absorbed into the site water. The model still shows that the plant is 
healthy but there is some doubt. What is interesting about this feature is that 
this is the model that has binary inputs. As can be seen in this example the 
output is not restricted to binary levels, if the input pattern does not match 
one of the training patterns exactly it gives an output that reflects the most 
likely contributers to the deviation. This ability to give proportional outputs 
clearly makes this approach more flexible than conventional pattern 
recognition techniques analysis.
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Figure 7.6 A comparison of the output of the fault recognition models 
to data representing differing ambient conditions
7.2.4.2. Interrogation w ith simulated data that varied from the 
normal data set by a random amount up to +/-1%.
This test is to assess the diagnostic model's sensitivity to typical measurement 
errors. The measurement error of modem instrumentation quality 
transducers and signal conditioning is about 1% FSD and so this was the level 
set for this test. 10 different sets of random data were used to ensure that the 
networks were exposed to a reasonably diverse set of examples. This test 
should give the same healthy outputs as the previous one if the networks are 
insensitive to these errors.
The output of the healthy recognition networks shown in figure 7.7 and 


















Figure 7.7 A comparison of the sensitivity of the healthy recognition 
models to random deviations of up to +/-1%
Figure 7.8 shows that the fault recognition models are also insensitive to the 
random deviations. They all clearly indicate that the plant is healthy.
It should be noted that the 1% level is also the level set for the maximum 
training error for the networks and is below the filtering threshold value for 
model 5. When the networks were allowed to train further, or if the threshold 
is reduced, then they do become sensitive to these random fluctuations. Over 
training makes the networks very sensitive to the actual patterns of the 
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Figure 7.8 A comparison of the sensitivity of the fault recognition 
models to random deviations of up to +/-1%
7.2.4.3. Interrogation w ith a set of the 9 simulated faults listed  
above.
This test is designed to see if the networks can pick up the presence of a fault 
and, in the case of the diagnostic models, identify it. The output of the health 
recognition models should therefore be 0. For the diagnostic models, all 
outputs should be 0 apart from the output representing the fault that is 
present.
Figure 7.9 shows the response of the health recognition models. Model 1 does 
not respond to the faults at all, wrongly indicating that the plant is still 
healthy. Model 1 has had no exposure to fault information in its training and 
obviously the data looks enough like the healthy plant data that it was
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trained on for it to respond in this way. Model 2 performs better indicating 
the 8 faults that it had previously experienced. The last fault that was 
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Figure 7.9 The response of the healthy recognition models to 9 
sim ulated faults
All three fault recognition models perform very well on this test clearly 
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Figure 7.10 The response of the fault recognition models to 9 simulated 
faults
7 .2A A . Interrogation with data representing a progressive fault 
in the exhaust heat exchanger
This test is designed to investigate at what levels the network begins to 
respond to a new fault. In the training data a faulted exhaust heat exchanger 
was defined as one with an effectiveness of 50% as opposed to 89% for the 
healthy version. The CHP was therefore simulated with varying levels of heat 
exchanger effectiveness and this data passed through each network. The 
output should therefore indicate reducing levels of health and highlight the 












Figure 7.11 shows again that the first health recognition model is insensitive 
to all levels of this fault. The second model responds well showing a clear 
reduction in confidence of the state of health of the plant, even with only a 9% 













Figure 7.11 The response of the healthy recognition models to a 
progressive introduction of a single fault
There is very clear responses from the fault recognition models as can be seen 
in figure 7.12.
Diagnostic Model 3 is clearly very sensitive and shows that the plant is not 
healthy with only a 9% reduction in heat exchanger effectiveness present. At 
this stage, however it can not identify the cause of the fault. By the time the 
effectiveness has reached 70% it is clearly indicating that the exhaust heat 
exhanger is the cause, this output having an activation of about 50%. Once the 
effectiveness has been reduced to 60% the output activation for this fault has 
increased to over 90%.
Model 4 is just as sensitive to the presense of the fault but is not so certain 
about the cause, indicating that is is either the exhaust heat exchanger or the 
oil cooler until the 60% effectiveness is reached.
69
Model 5 takes much longer to respond and also gives two potential causes 
until the final 50% effectiveness is reached. This insensitivity is due to the 
filtering of the data that is occuring before the network sees it. Important 
information about small deviations is therefore being lost because of this 
filtering. The network does respond well to the patterns when the 
information starts getting through. Clearly the level of filtering is very 
important for this approach to be as effective as the ones that are connected 































Figure 7.12 The response of the healthy recognition models to 
progressive introduction of a single fault
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7.2.4.5. In te r ro g a t io n  w ith  s im u la te d  d a ta  re p re se n tin g  a d u a l 
fa u lt , o n e  in  th e  a lte rn a to r  a n d  o n e  in  th e  e x h a u s t h e a t 
e x c h a n g e r
Many diagnostic systems become confused by the effects of several faults 
present at the same time. This test is designed to investigate how the 
networks respond to performance data from the CHP plant when two faults 
are present, even though they were trained on each fault individually.
All the models, except model 1, generally give a good response in this test 
despite being trained on the faults independently as can be seen in figure 
7.13. The healthy recognition model 2 clearly indicates the presence of a fault 
as does the fault recognition model 3. Fault recognition models 4 and 5 show 
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Figure 7.13 The response of the models to a combined alternator and 
heat exhaust exchanger fault
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7.2.4.6. In te rro g a tio n  w ith  rea l d a ta  fro m  th e  C H P  p la n t.
For this test data from the British Gas experimental plant was used. Data was 
available for both a healthy system and the system with a known fault in the 
exhaust heat exchanger. It is known from performance analysis of the data 
that the fault reduced the effectiveness from 89% to 77%.
Again all but the first health recognition model performed well with the real 
data as can be seen in figure 7.14. They all show the data from the real 
healthy plant to be OK and show the presence of a fault with the data from 
the faulted plant. The fault recognition model 4 correctly diagnoses the fault, 
although it does suggest a combined fault. Models 3 and 5 show that the 
installation is faulty but wrongly diagnose the cause.
H « lth y  Hmt achanpr
Healthy recognition model 1
Healthy














Figure 7.14 The response of the models to real CHP data from both 
healthy plant and plant with a known exhaust heat 
exchanger fault.
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7.3. Enhancements to the basic models
The previous results show promising results despite their simplistic methods.
is expected at a certain operating point under the specific ambient conditions. 
The effects of ambient conditions could then be removed leaving clearer 
patterns for the networks to work on. A separate network could be used to 
predict the performance expected under particular operating conditions. The 
measured performance could then be subtracted from the output to generate 
deviations for a diagnostic model.
The third fault recognition model is able to filter out misleading deviations 
that could be caused by small ambient fluctuations or measurement error. 
This model, however, requires the banding of the deviation into different 
streams according to the amount of deviation. The second enhancement 
looked at in this section shows how neural networks can be used to stream 
the deviation into 2 or more channels.
How the different units described here could be combined to make a 
complete system is described in the discussion of the results later on.
7.3.1. The performance predictor model
This model has 4 inputs representing the different parameters that determine 
the system's operating point. It has 16 outputs that represent the 16 
measuring points on the plant. The network is illustrated in figure 7.15.
The examples show there would be benefits from knowing what performance
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Figure 7.15 The performance predictor neural network.
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The network was trained on an operating map generated for the tests above. 
The trained network was able to reproduce the original data very well as can 
be seen in figure 7.16 showing the absolute error of each output at each 
training point.
Figure 7.16 The error in response of the performance predictor neural 
network.
7.3.2. T h e  d e v ia tio n  f ilte r
Two neural filters are shown in this section. The networks can be seen in 
figure 7.17 and the output in figure 7.18.
The first streams the input value into 2 bands representing law and high 
values. If the input value is less than -0.05 then the high output = 0 and the law 
output = 1, indicating that the input is low. If the input is between -0.05 and + 
0.05 then both outputs are = 0, indicating that the input is neither high nor 
low. If the input is above +0.05 then the high output = 1 and the law output = 0, 
indicating that the input is high.
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Clearly this simple network could provide very effective streaming of data 
comparing expected and actual performance suitable for generating inputs 
for a banded deviation diagnostic network such as the demonstration model 
5 described previously, or for activating warning lights.
information with coarse filtering. The other filter shows the potential for 
streaming the data into more than two bands to give the network more 
information to base its diagnosis on. In this case the outputs show that the 
input is very low, low, high or very high. This could be used for a more 
comprehensive banded deviation diagnostic network.
Model 5 proved to be insensitive to small changes because of the loss of
2 band deviation filter
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Figure 7.18 The response of the neural network deviation filters.
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Chapter 8
An on-line neural network diagnostic system (Diesel 
engine)
8.1. Introduction
The previous chapter shows alternative approaches to constructing a neural 
network diagnostic system. It demonstrates how a simulation can be used to 
generate the data necessary for training the network. The example uses a very 
simple simulator but does produce reasonable results with the real data 
available. This chapter describes a more comprehensive system that was built 
to run on-line with the TL-11 diesel test engine. For this the complex 
simulation described earlier was used to generate entire performance maps of 
both the healthy and faulted engine. This was used to train a neural network 
off-line that was then connected to the real engine via the software described 
earlier. This system was able to produces a live diagnosis of the engine as it 
ran.
8.2. TL 11 D iesel Engine diagnostic model
The working model shown in figure 8.1 has been developed to demonstrate 
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Figure 8.1 The neural network for the diagnostic model
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The network is comprised of 17 inputs that represent key performance 
parameters and 6 outputs that represent the engine's state of health; A high 
value of the first output value indicates that the engine is healthy, the second 
value indicates that fault 1 is present, etc. One intermediate layer of 13 
neurons proved adequate for this example.
The network is first trained on simulated data for the healthy and faulted 
engine for all speeds between 1000 and 2200 rpm (at 200 rpm intervals) and 
for all bmep's between 2 and 10 bar (at 2 bar intervals). An example of the 
training data is given in figure 8.2. This shows the monitored performance 
parameters for the healthy engine compared with each of the different fault 
conditions at one speed and load point. The values have been normalised 
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Figure 8.2 An example of the training data set at one load and speed 
point
It can be seen that this data is all from one operating point as the load and 
speed values are constant height for all fault states. This figure shows how 
complex the pattern of change is for the various faults. Parameters such as 
turbine speed decreases with some faults yet increases with others. It is these 
patterns for all operating points that the network is trained to recognise.
As discussed in Chapter 3, the training process is an iterative one, whereby 
the entire data set is repeatedly passed through the network. The errors in the 




used for the neural processing uses the standard back propagation method. 
The iteration is allowed to continue until the average error has reached an 
acceptable level. The network described above is able to achieve an average 
96% convergence over all the data sets given. It can therefore be said that the 
network is able to learn the relationship between the engine performance and 
its state of health, with regard to the faults described above.
To illustrate the type of output that can be gained from the network, Figure 
8.3 shows how the networks outputs respond to the introduction of a 
simulated leak of various sizes in the inlet manifold, at one load and speed 
point.
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Figure 8.3 Neural response to increasing manifold 
leakage at 2000 r/min, 8 bar bmep
From this figure it can be seen that the output indicating health has the 
highest activation until the hole reaches 15mm diameter At this point this 
activation is reduced to about 0.7 indicating that a fault may be present. Of all
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the other outputs only the inlet manifold leak output has increased, but only to 
about 0.2 suggesting that this may be the cause. Once the hole has reached 
20mm the network is confident that an inlet manifold leak m ust be present.
Figure 8.4 shows in more detail how the two key outputs respond to the 
introduction of the leak. The figure shows maps of the response of the healthy 
output and the inlet manifold leak output at all speeds at 8 bar bmep.
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Figure 8.4 Response of the healthy and inlet m anifold leak outputs to 
the introduction of a hole into the inlet m anifold
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The above examples used simulated data. Figure 8.5 shows the response of 
the network to real engine data whilst running at 1600 rpm 800 Nm. The 
figure shows the results for a healthy engine plus its response after the 
introduction of several faults. Typically an interrogation by the network takes 
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Figure 8.5 Response of the neural network to real engine data with 
the introduction of various faults
The first case on the chart shows that the network is 70% certain that the 
engine is healthy. The activation of all the other outputs indicating faults are 
minimal. If the engine has faults introduced, the network responds 
accordingly. The network does fail to distinguish the restriction of the water 
supply to the intercooler as an intercooler fault. It shows that a fault is 
present, indicating this by giving very low activation's on all output channels 
including healthy. The inlet manifold fault has the largest activation of 28%. 
This may mean that the method of simulation for the intercooler fault does 
not tie in with the response from the real engine and needs further 
investigation.
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The example given concentrates on one operating point, but the network does 
perform equally well on all areas of the map. It even managed, w ith limited 
success, to respond to operating points that lie outside the limits of the 
original data sets. This problem would be very difficult to resolve for 
conventional pattern recognition techniques.
82
Chapter 9 
Recommendations for future research
9.1. Introduction
The example networks in the previous chapters show that this technique 
clearly has potential in the field of diagnostics. The examples do, however, 
demonstrate that many areas need further research before a commercial 
system could be employed. This section highlights the areas of research that 
the author considers to be of primary concern. Various considerations for 
verifying such a system are also considered.
9.2. Specific areas requiring further research
The areas of study can be classified into the following areas, 
c  The effect of different training algorithms.
O The effect of training convergence.
O Neural network architectures, 
o Input data requirements.
O The development of a detailed simulator.
O The potential for analogue solutions
9.2.1. The effect of different training algorithms.
For this research only the standard back propagation and the stochastic back 
propagation were used. In some cases the network failed to converge whilst 
training and would not train further. This problem can sometimes be 
overcome by simply resetting the network parameters to random  values and 
starting again or by selecting a different algorithm. A range of available 
algorithms should be assessed for a prospective application.
9.2.2. The effect of training convergence.
During this research it was found that the best results for specific examples 
were achieved by letting the network train to very low average errors. This
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was found, however to compromise the models generality. The ideal extent to 
which networks should be trained needs to be assessed. The addition of 
random  noise to the training data to avoid over training is a technique that 
should be investigated in this context.
9.2.3. Neural network architectures.
Various network architectures have been demonstrated in this study with 
varying degrees of success. For a commercial system these architectures will 
need to be extended. Because the network is a very dynamic system the 
relationship between network architecture and training algorithm needs to be 
carefully considered.
Other applications have shown that the use of feed back paths can greatly 
enhance the sensitivity of ANN’s. The possibility of using these types of 
architectures, particularly to reduce the effect of broken instrumentation 
needs to be investigated.
9.2.4. Input data requirements.
The more data available to a diagnostic system the more detailed the 
diagnosis can be. Extensive instrumentation is, however, very expensive. 
Further research is clearly needed to analyse w hat data is most useful and the 
most cost effective way of retrieving it.
9.2.5. The development of a detailed simulator.
The examples given in this study are based on great simplifications of the real 
CHP plant. It is, however, very clear from all these examples that large 
amounts of data are required in order to train any diagnostic system. 
Computer simulation may be the only cost effective way to generate this data 
for the diverse range of equipment to which such diagnostic systems could be 
applied. Any simulator needs to be very comprehensive to be able to 
accurately represent the plant under the wide range of operating and ambient 
conditions that are possible.
9.2.6. The potential for analogue solutions
In the literature survey the concept of analogue devices that are being 
developed for building neural systems is discussed. The potential of these 
techniques should be investigated for this application.
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9.3. Verification methods for a diagnostic system
As with all non-linear systems, neural networks are extremely complicated to 
investigate analytically and so much of the work above would need to be 
conducted experimentally.
A neural diagnostic system could only be verified by extensive field trials. A 
systematic method of testing would therefore need to be developed so that 
the different methods can be compared fairly. Several methods have been 
used in this study. The most fundamental technique is the interrogation of the 
trained network w ith the input data set used for training. This is to see how 
well the network can reconstruct the original output relationship. Tests with 
random  numbers and data sets not previously encountered have also been 




10.1. Discussion of the experimental results
The systems described in the previous chapters clearly show that artificial 
neural networks (ANNs) are capable of learning the complex relationships 
between performance parameters of both the CHP plant and the Diesel 
engine test cell. This in itself can be useful as it means that an ANN can be 
used to predict w hat values are expected at a particular operating point. This 
is illustrated in the performance predictor example. This technique can be 
used to produce base-line values from which changes in expected 
performance can be calculated. These changes can be used to diagnose system 
faults from the pattern of change or to highlight individual transducers that 
are giving unexpected readings. This may help identify transducers that may 
be faulty.
Diagnostic networks have been demonstrated that can relate performance 
directly w ith state of health. It is shown that these networks work 
significantly better on fault diagnosis problems than health recognition 
whereby they can differentiate between known data sets rather than 
responding to one known data set amongst several unknown ones.
The examples show that it is valid to train such networks on simulated data 
because they are to able to analyse real results effectively. The research does 
show that great care is needed in the development and fine tuning of the 
individual simulation before accurate results can be established over the 
entire operating envelope of an engine.
It is demonstrated that it is much more difficult to train networks to recognise 
absolute values than it is to train them to recognise deviations from the 
normal. It is clearly shown that they train easiest w ith binary type patterns of 
input. The advantage of the neural network approach for binary pattern 
recognition over other conventional mathematical pattern recognition 
techniques is that the output is not restrained to binary values, a value 
approaching 1 will be given if the input pattern is almost correct. The
86
advantages of the ease of training of the binary type input networks will 
become significant as the networks become more complex as more faults are 
introduced.
There can be problems of setting error levels desired during training. If they 
are set too low then the network becomes too sensitive to the origninal data 
and are sensitive to noisy data. Too high and they do not produce clear 
outputs. The noise problem can be overcome with filtering but then there are 
problems with setting filter levels.
As the examples show, the neural networks show potential in identifying 
multiple faults without extra programming, this is a particularly difficult 
problem for conventional pattern recognition methods.
The on-line example shows that a diagnostic system using neural networks 
can be run effectively on a simple computer platform such as a PC. The 
generation of training data required extensive computer resources, test cell 
experimentation and time. However, the implementation of the acquired 
knowledge using the neural network takes only a fraction of a second on the 
PC.
10.2. Proposed neural network system
The models shown in the previous chapters are clearly very simple and as 
such are very limited for practical application in their present form. They do, 
however, show great potential and should provide a useful basis for 
designing a practical diagnostic system. By combining ideas from several 
models discussed here a viable system could be constructed. A suggested 










Figure 10.1 An integrated diagnostic system.
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In this proposed system, the measured ambients and engine load settings are 
passed though a performance predictor network to get the expected 
performance. This is subtracted from the measured data to form a deviation. 
This is streamed by a set of neural filters into several discrete channels 
depending on the amount of deviation. This data is then passed through a 
fault identification network to formulate a diagnosis.
The benefits of a modular approach such as this is that each part can be 
trained and tested individually. The data passing between each section can 
also be interrogated to assist with the diagnosis - the banded data could be 
used directly to drive indicator lights that may be of use to an operator. The 
data could also be divided up and shared amongst several specialist 
networks.
10.3. Conclusions
This thesis describes the limitations in the methods used in current 
commercial diagnostic systems. Conventional expert system techniques are 
very susceptible to mis-diagnosis due to many reasons, including; 
instrumentation failure, noisy data and the presence of multiple faults. They 
are also extremely demanding in terms of the hardware necessary to store 
and process the large knowledge databases that they employ. Neural 
networks have been used very effectively in other knowledge processing 
systems. These systems have proved to be very efficient on resources and 
behave well w hen used on real data.
Several experimental systems are described that could form the basis of a 
practical engine fault recognition and diagnosis system. The requirements for 
on-line computer hardware and software are shown to be much less than for 
existing condition monitoring systems. Processing of operating data is very 
rapid, taking a fraction of a second on the model systems described.
The artificial neural networks have been trained using computer simulated 
engine data. The generation of this data is demanding but the data generation 
and training functions would be carried out off-line when the system is 
configured for a particular application. The simulation and training tasks for 
some of the examples described would require an equivalent of several days 
computing on a conventional 486 based PC.
In order to calibrate the simulation it has been shown to be necessary to 
obtain experimental data from the engine in its healthy state. Such data 
would normally be available from the test bed evaluation of the particular
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engine prior to delivery, or from data generated during the engine 
development programme. The chief role of the simulator is to generate 
engine responses for a wide range of possible faults, which could not possibly 
be generated experimentally due to potenial risk to the engine and the time 
that such tests w ould take.
The thesis describes the methods that could be used to make and train a 
practical neural network diagnostic system and the different ways in which 
such a system could be implemented. The further work that would be needed 
before such a system could be implemented commercially has been 
highlighted in the preceeding Chapter.
The artificial neural network industry is rapidly expanding and the thesis 
points towards the types of technology that may be available to assist this 
approach to knowledge based systems in the near future.
The neural network techniques are shown to give not only a means of 
processing complex data but a simple environment in which several 
processing systems can be combined to form a complete intelligent system.
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Appendix A 
Mathematical Basis of the Back Propogation Method
A.1 Introduction
This algorithm detailed by Rumelhart [38] is used for solving multilayer 
neural networks as shown in figure.
Synapses Synapses
Input neurons Intermediate neurons Output neurons
Figure A.1 Schematic model of the m ulti-layer neural netw ork
The output of the fth neuron in layer m, VJmis given by the sigmoid function:
Vm =
1 + e A.1
A.2 Algorithm
1 Set all weights to small random  values
2 Present an input vector I and desired output vector O. Apply I to 
the input layer (m=0) so that V°=I.
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3 For other layers, namely ra=l,...,M, perform the forward 
computation:
v r = f
V  1 A.2
where w™ represents the connection weight from V" 1 to V”1
4 Compute the errors in the output layer:
8"= ^ "(l-V ")(0 i -^ " ) ................................A3
5 Compute the back propogation errors for the preceeding layers M- 
1 , 1
5r_1 =v;m-1( i - v ”-1) X w"s 7
j ..................................A.4
6 Adjust the weights:
< ( * + i ) = < w + n 5 r v r ' ..................................A 5
where T| is the gain parameter. Thresholds are adjusted in a way 
similar to weights
7 Repeat by going to step 2
The algorithm continues until the overall error, which is the mean square 
difference between the desired and actual outputs for all training patterns is 
reduced to an acceptable level.
91
Appendix B
Performance calculations used on British Gas CHP data
B.l Introduction
This section outlines the performance clacultions that were used to analyse 
the results from the British Gas experimental combined heat and power plant. 
These include calculations of:
• Engine coolant mass flow rate
• Site water coolant mass flow rate
• Gas mass flow rate
• Air mass flow rate
• Density of engine coolant
• Density of site coolant
• Specific heat of engine coolant
• Specific heat of site coolant
• Specific heat of exhaust gases
• Density of gas
• Calorific value of gas
• Power into plant from gas
• Power transfer in each heat exchanger W
• Heat exchanger effectiveness for each %
• Heat loss from generator W
• Generator efficiency %
Each of these calculations will be detailed below.
6.2 Engine coolant mass flow
Engine coolant mass flow, rhec(kg/s) is derived from the measured volume 















B.3 Site water coolant mass flow
Site coolant mass flow, msc (kg/s), is derived from the measured volume flow 
rate, VJC (m3 /s), and the calculated density, pac (kg /m 3)..
=V„.p„ .................................................B.2SC SC V  sc
B.4 Gas mass flow
Gas mass flow, mg (kg/s) is derived from the measured volume flow rate Vg 
(m3 /s) and the calculated density p  ^ (kg/m 3) at the measured temperature
and pressure (see below).
= ^ P *  ..................................................B-3
B.5 Air mass flow
Air mass flow, ma (kg/s) is derived from the calculated gas mass flow, mg 
(kg/s), and the fixed air fuel ratio Xf . This ratio is assumed to be fixed 
because it is measured and controlled by the CHP control system.
ma - m gX f  .................................................B.4
B.6 Density of engine and site coolants
The density of the engine and site coolant, p (kg/m 3)' is calculated from the 
density, p (kg/m 3), and mass fraction, r (-), of the two constituents; water 
(suffix H2 O) and ethylene glycol (suffix eg).
P = r H20 • PH20  “*■ reg *Peg ...........................................................................................
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B.7 Specific heat of engine coolant
The Specific heat of the engine and site coolant, Cp (J/KgK)' is calulated from 
the specific heats, Cp (J/kgK), and mass fraction, r (-), of the two constituents; 
water (suffix H2 O) and ethylene glycol (suffix eg).
Cp = rH2o-CpH20 + reg.Cpeg ..................................... B.6
B.8 Cp of exhaust gases
The specific heat of the exhaust gas C p ^ y ^ ^ i  (J/kgK) is determined from the 
measured gas temperature Texhaust (K) and the a ir/fuel ratio X using the 
polynomial:









B.9 Density of gas
The gas density, (kg/m^), is determined by the density of the gas at NPT 
(105 N /m 2, 298 K), pgNpr (kg/m 3), which is found from the mass fraction, r (- 
), and densities, p (kg/m 3)/ of the constituent gases at the measured gas 
temperature, Tg (K), and pressure, Pg.(N /m 2)
= X p -r ................................................B-8
gases
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p = p t ,2 s -J a n ...........................................B.9r g  r g Npr rp
P n p t  l g
The gases and mass fractions are given in table B.2
Gas Formula Mass fraction 
%age




Methane c h 4 85.64% 0.7160 0.6637
Ethane c 2h* 7.52% 1.3420 0.0582
Propane CsHg 2.36% 1.9670 0.0183
Butanes n-C4Hm 0.97% 2.5930 0.0075
Pentanes C5H12 0.33% 32190 0.0026
Nitrogen n 2 1.81% 1.1600 0.0130
Carbon dioxide CO? 137% 1.8000 0.0097
Totals 100.00% 0.7731
Table B.l Density contributions of natural gas fuel
B.10 Calorific value of gas
The calorific value, Q jjy  (J/kg), is determined by the mass fraction, r  (-), and 
calorific values, Q ^y  (J/kg), of the constituent gases given in table B.2 below 
according to the relationship
Q h v  ~  B.10
gases
The gases and mass fractions are given in table B.2






Methane c h 4 85.64% 50.01 42.83
Ethane c 2h 6 7.52% 47.49 3.57
Propane C3H8 2.36% 46.35 1.09
Butanes n-C4Hm 0.97% 45.73 0.44
Pentanes c 5h 12 0.33% 45.37 0.15
Nitrogen n 2 1.81% 0.00 0.00
Carbon dioxide c o 2 1.37% 0.00 0.00
Totals 100.00% 48.09
Table B.2 Calorfic value of natural gas fuel
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B .ll Power into plant from gas
Power into the plant from the gas, Qg (W), is determined from the calculated 
mass flow rate, mg (kg/s), (see above) and the calculated calorific value, Q ^y
(J/kg) (see above)
Qg =mg QHv...............................................B .ll
B.12 Power transfer in each heat exchanger
Power transfer across the heat exchangers, Q (W), is determined by the 
calculated mass flow rates, m (kg/s), the calculated specific heats, Cp 
(J/kgK), and the measured temperature differential, AT (K), across the heat 
exchanger according to the relationship:
Q -m .C p .A J ..............................................B.12
B.13 Heat exchanger effectiveness
The heat exchanger effectiveness, e  (-), is calculated from the calculated 
power transfer, Qactual (W), and the theoretical maximum transfer possible 
determined from the measured inlet temperatures, T (K), and the lowest 
product of calculated specific heat, Cp (J/kgK), and mass flow rate, m (kg/s), 
of the two working fluids.
e = t  v fa"*'----------- 7..................................B.13
(m. Cp) \Thotin — Tcoldin)
B.14 Heat loss from generator
The heat lost from the generator, Q (W), is calculated from the measured 
temperature rise of the cooling air, AT (K), and an assumed air mass flow, m 
(kg/s) determined from previous experimentation using the equation:
Q -m .C p .A T ..............................................B.14
The specific heat of the air, Cpa\r (J/kgK), is determined from the measured 
ambient temperature, Tafr (K) using the polynomial:
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= c ,+ ^ .( c 2 + roir.c3) where,
c, =920.7128  B.15
c2 = 280.5702e"3 
c3 = -54.0389e*6
B.15 Generator efficiency
The generator efficiency, X)generator (-), is determined from the measured 
electrical power, W (W), and the calculated heat loss, Q (W).
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SYNOPSIS
With the recent introduction of multi-tasking operating systems the personal 
computer can now offer the engineer a complete set of powerful tools to aid data analysis. 
The aim of this paper is to demonstrate how separate software packages can be combined 
in this environment for the specialist activity of data acquisition and post-processing. The 
paper describes a complete hardware and software system designed to aid the engineer in 
the capture and analysis of complex, real-time waveforms and signals. The system utilises 
both standard data acquisition hardware and hardware developed at the University for 
very high speed, high accuracy data capture on multiple channels. The research uses 
commercial software, such as spread-sheets and graph plotting packages, but the binding 
agent which integrates these parts together is software developed at the University.
NOTATION
ADC Analogue to Digital Converter 
DDE Dynamic data exchange 
DMA Direct memory access 
GUI Graphical user interface 
KSPS Kilo samples per second 
MPU Microprocessor unit 
MSPS Mega samples per second 
OLE Object linking and embedding
PC Personal computer (IBM PC-AT)
RAM Random access memory 
SRAM Static random access memory
1. INTRODUCTION
The arrival of the new generation of 
powerful desk-top personal computers 
(PCs) has provided a platform for 
conducting the advanced data processing 
common in modem engineering. The type of 
data processing that previously necessitated 
the use of main frames can now be 
conducted on the desk, or portable PC.
Previously software had to be written 
with the hardware in mind, the speed of 
execution and the size of memory were 
critical to performance. Software could not 
easily serve the needs of the user because of 
the limitations of the hardware.
Improvements in PCs have allowed the 
software to become better matched to the 
needs of the user. The advances in graphical 
displays have allowed better presentation
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and hence made packages easier to 
understand and interact with.
The increasing power of the micro 
processor used in PCs has meant that multi­
tasking operating systems are now being 
used []. These allow multiple software 
packages to run concurrently on a single 
machine. Standard protocols have been 
developed in these operating systems that 
allow software packages to exchange data 
easily. This development has meant that the 
user is no longer restricted to the limitations 
of a single software package because he can 
easily create links to transfer data to other 
packages if required.
To take full advantage of this new 
technology the research described here has 
re-investigated the concepts of data 
acquisition and a new strategy has been 
developed.
The focus of this work has been on the 
flow of information through multi-tasking 
systems and its interaction with the user.
The work was first developed in 
conjunction with research into the 
processing of data from internal combustion 
engines by neural networks [2]. In this work, 
data was collected from a Diesel engine by 
commercial data acquisition cards with 
software written at the University. The 
information is passed to a spreadsheet for 
processing. Specific data items are extracted 
from the spreadsheet and conveyed to a 
neural network package for subsequent 
analysis. All these activities run 
concurrently in the Windows 3.1 
environment.
Another application that has been used 
to investigate these techniques has been the 
high speed data capture of information from 
a moving vehicle used in research. This 
work utilised special data acquisition 
hardware developed at the University 
connected to a laptop PC in the vehicle. 
Special software allowing the control of the 
high data flow rates has been written to 
work in the Windows environment.
The paper describes how the software 
and hardware integrates with the multi­
tasking operating system and the 
commercial software packages used for data 
presentation.
2. DATA FLOW - A DIFFERENT 
APPROACH
The main purpose of instrumentation is 
to provide a detailed and accurate set of 
data on the performance of the equipment 
under observation. This data is critical to the 
correct understanding of the equipment and 
its operation. The integrity of the data, from 
the sensors, through the computer and to 
the operator is of vital importance for error 
free results.
The flow of data through a system will 
dictate the design of the software, and is the 
basis of the new operating environments. 
The basic concept is to deal with data as a 
fundamental resource which is then acted 
upon by various tools. These act on the data 
in different forms. The data sets are referred 
to as objects and the techniques of 
manipulating them is called object linking 
and embedding (OLE) [3]. The data flow 
through the acquisition system is no longer 
regarded as an intangible part of a complex 
process, but rather as a dynamic stream of 
information which can be presented in any 
form chosen by the user.
3. MULTI-TASKING PCS AND 
THE GRAPHICAL USER 
INTERFACE
The Graphical User Interface (GUI) is 
now standard on PCs and provides a 
platform for running multiple software 
packages, including new data acquisition 
systems. However, there are some criticism 
of these GUIs, response is very dependent 
on the number of processes running and the 
internal architecture of the software. Straight 
conversions of long serial programs 
designed for conventional operating systems 
to the new object orientated environment do 
not work efficiently. However, many of the 
speed associated problems can often be 
overcome by hardware upgrades.
There are several multi-tasking 
operating systems available for PCs but 
Windows 3.1 is currently the most widely 
used. Windows incorporates a graphical user 
interface, it conforms to the object linking and 
embedding philosophy. It also provides built 
in functions to allow data exchange between 
software packages. One such method is
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dynamic data exchange (DDE) which is a 
protocol widely used to link software 
packages. The Windows operating 
environment therefore provides a powerful 
framework for the integration of different 
products. Because of the popularity of this 
environment there is also very good 
software and hardware support.
For the above reasons the University 
has chosen Windows 3.1 as the platform for 
the recent development of acquisition 
systems.
4. APPLICATIONS
Engineering experimentation involves 
the collection two types of data. The first is 
quasi-static, in which the data is steady or 
slowly fluctuating during a test. The second 
is high speed which is captured in a 
'snapshot'. For example, in IC engine 
research both sets of data are present. The 
engine coolant temperature remains 
constant, cycle to cycle, but is variable over 
longer periods, whereas in-cylinder 
pressures vary through the cycle and a 
snapshot of data is required. Acquisition 
systems need to provide for both types of 
data.
For the quasi-static data, samples are 
taken at slow intervals (up to 100 Hz). At 
these rates they can be presented live to a 
spread-sheet via the dynamic data exchange 
protocol.
Large quantities of fast moving data 
dramatically reduce system response and 
resources, so for high speed data capture 
alternative methods need to be used. These 
include; direct memory access (DMA) and 
buffer memory. DMA is a hardware device 
which is used to transfer data direct from 
the data acquisition card to the PC’s main 
memory avoiding any restrictions caused by 
the execution of slow programs. The 
advantage with DMA is cost, the PC has an 
in-built capability and so is cheap to 
implement. However, system contentions 
can limit the maximum data rate, and there 
are problems with data integrity.
Buffer memory is additional memory 
that resides on the acquisition card and can 
be written to at any time and speed by the 
analogue to digital converters (ADC's). The 
information can be transferred to the PC
when convenient. In contrast to DMA the 
buffer memory approach offers virtually 
unlimited acquisition rates but suffers from 
the cost of the additional memory required. 
However, the cost of memory is continually 
reducing and so this option is becoming 
cheaper. It is therefore this option which 
was chosen for research.
5. DATA ACQUISITION CARDS
The PC interfaces to the outside world 
by using expansion cards which plug into 
the computer's system bus. These cards are 
widely available to fulfil a range of 
functions. For low speed data standard 
multi-function acquisition cards may be 
used.
For higher data rates it is felt that buffer 
memory cards provide the best solution in 
terms of simplicity and convenience. There 
are several suitable acquisition cards with 
on-board memory available, however in the 
area of ultra high speed data acquisition, 
over 1 million samples per second (MSPS), 
the choice is very limited. Therefore, a card 
was specifically designed at the University.
6. THE UNIVERSITY OF BATH 
DATA ACQUISITION CARD
This card was designed to fulfil the 
needs of high speed data capture from 
Diesel engines. It can provide 40 Mega 
samples per second (MSPS) of 10 bit data 
capture. There is 1 MByte of on board 
memory, which provides sufficient space to 
capture two channels of data from an engine 
over many cycles at maximum speed. The 
design is described in appendix A.
7. DRIVER SOFTWARE
To enable an efficient system to be 
created there must exist a flexible link 
between the expansion cards, the PC and the 
user software. Via this link, data from the 
expansion card is fed to the user software.
If this link is slow and unpredictable, 
data gathered may be of little value due to 
errors and missing blocks. Many expansion 
cards are available with links into the 
standard PC disk operating system (MS-
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DOS), but few provide the necessary links 
into the Windows 3.1 environment. MS-DOS 
drivers provide the facility to transfer data 
to a single MS-DOS program, but Windows 
drivers must work in a multi-tasking 
environment and be able to transfer data to 
multiple programs. The unpredictable 
nature of the operating state of multi­
tasking environments and the complexity of 
the system mean that the drivers written for 
MS-DOS cannot be used for environments 
such as Windows.
The driver software must provide all 
the necessary controls and links to enable 
the user to be connected to the data stream. 
These links are transparent to the user but a 
driver window is provided to control the 
acquisition of data and other relevant test 
parameters.
8. A USER INTERFACE FOR IC 
ENGINES
A system for work with IC engines has 
been constructed and tested to record data 
from an engine and continuously variable 
transmission (CVT) installed in a car. The 
data collected has both low and high speed 
content and is captured during a 30 second 
run.
The system consists of three data 
acquisition devices;
(i) a low speed multi-function card,
(ii) a high speed card,
(iii) a timer/counter card.
There is also driver and user interface 
software. The architecture of the system is 
illustrated in Figure 1.
The multi-function card provides 
temperature and slow speed pressure 
information and monitors various status 
parameters. The engine speed, CVT primary 
and secondary shaft speeds are measured by 
the timer/counter card.
This data is presented to the PC at 0.5 
second intervals using the interrupt lines to 
request the attention of the computer's 
operating system. When called, the driver’s 
interrupt routine transfers the data to 
system memory (and disk) and posts a 
Windows protocol message to secondary 
packages such as spreadsheets to inform
them of new data. As the live data updates 
the spreadsheet, the system under test can 
be analysed and the data stream examined. 
Figure 2 shows a typical quasi-static live 
output using Microsoft's spread-sheet Excel.
The high speed card is activated by the 
driver software under user control and 
provides a snapshot of the data stream. This 
snapshot is then transferred from the card's 
own buffer memory to the PC's disk and to 
the display software Signal Spy, described 
below. In this example, the high speed data 
card records hydraulic oil pressure 
transients in the CVT transmission.
On completion of the test, the high 
speed data can be read into a spreadsheet. 
Time varying graphs can then be generated 
and examined. Figure 3. shows a typical 
output from Origin, a Windows based 
scientific graphing package.
9. SIGNAL SPY
To view the large amounts of data 
generated by high speed cards a new 
display package has been developed at the 
University called Signal Spy.
This package is designed to view long 
data streams, up to the limit of acquisition 
memory. The package integrates into the 
data stream through the driver software and 
provides a method for visualising high 
speed data as it is generated. Signal Spy has 
been designed specifically to display 4 
channels of data with unlimited sample 
size, subject to the amount of system 
memory available.
At present the package is still in the 
development phase and plans for the future 
include full OLE compatibility.
10. FUTURE DEVELOPMENTS
As the cost of high speed memory 
decreases the ability to place data analysis 
and signal processing on the expansion 
cards becomes more cost effective. New 
RISC microprocessors are becoming 
available and there are great benefits gained 
by placing a RISC processor, fast memory 
and high speed A /D  converters on the 
acquisition card. These include the ability to 
condense the data from raw information to a
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higher form on the acquisition card. Hence 
the quantity of data transferred to the PC is 
substantially reduced but the content is 
enhanced.
In this area, a set of ultra high speed 
acquisition cards is being designed at the 
University. These cards provides an entire 
sub-processing system which can enable 
high speed Digital Signal Processing. The 
system consists of three expansion cards 
which reside on the PC-AT Bus and 
communicate together across their own 
separate high speed bus.
The system can provide 120 MSPS of 12 
bit data capture. This is supported by 1 
Mega word of acquisition memory.
This system is still in the design phase 
but is partly constructed.
Second generation true multi-tasking 
operating systems such as Windows New 
Technology (NT) will be available soon and 
this will make the dominance of the PC-AT 
architecture weaker. (Windows 3.1 is only 
pseudo multi-tasking as it still uses MS-DOS 
as a sub shell). The basis of NT is to provide 
a common GUI for any machine irrespective 
of make and model. Indeed, Windows NT 
Beta versions are already available for both 
Intel and R4000 RISC architectures. This 
may dramatically affect the market for 
expansion cards and acquisition systems.
The built in features of NT for 
networking can be exploited to enable a 
common acquisition system to exist across 
many machines. The data acquisition system 
described above is being developed for use 
with networks and the PC-AT bus, to cover 
the needs of Windows 3.1 and NT.
distributed autonomous multi-tasking PCs 
and mini-computers that will be using 
Windows NT as the main operating system. 
Networking is a standard part of this 
operating system and will be used to share 
common resources such as printers and 
extra storage space. Thus future work will 
concentrate on providing data acquisition 
systems that will fit in to this complex area.
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11. CONCLUSIONS
In this paper work has been presented 
which attempts to provide a set of useful 
tools for the engineer. This work has proved 
to be successful for a number of different 
research projects. The research into 
continuously variable transmission has 
shown that a fully integrated acquisition 
systems can provide the system required to 
capture, analyse and present various data 
types required by the project.
There are strong indications that the 
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Figure 4. BLOCK DIAGRAM OF HIGH SPEED 3 CARD ACQUISITION
SYSTEM.
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APPENDIX A. ULTRA HIGH SPEED ACQUISITION CARD
The design of the card was based 
around two 10 bit 20 MSPS a /d  converters 
and 256 KWords of static random access 
memory (SRAM). To enable continious 
conversion at the 20 MHz rate the SRAM 
needed an access time of 20 ns. Hitachi 256k 
by 1 - 20 ns SRAM’S were chosen and to 
provide 2 * 10 bits, 20 devices were needed. 
To enable automatic data capture a method 
of RAM addressing was required. These 
addresses was generated by an 18 bit 
counter which was implemented in a 15 ns 
EPLD-Intel 85C090-15.
The time available between samples is 
50 ns, the SRAM need 20 ns for access, and 
the address generator needs 15 ns to 
generate the next address. This leaves a safe 
15 ns for signal propagation and settle time. 
The system could achieve a higher data rate 
by;
1. using faster SRAM 10 ns is 
available.
2. a faster EPLD 12 ns and
3 the address time can be masked by 
the access time of the SRAM, this is 
shown in Figures 5 and 6.
memory. To read the data the driver 
software places an address in the interface 
and then reads the contents of the memory 
accessed by that address. It must do this for 
all 256k locations to read all the data.
If the trigger is activated before the 
memory is transferred the old data is 
overwritten.
The prototype acquisition board was 
wire wrapped on to a blank expansion card 
and has been tested to 10 MHz. For full 
performance tests to be generated the design 
needs migrating to a PCB.
Clock
A/D sample 1 I A/D sampJe(2
address i a d d r e ss  2 Ad d r ess  3
L A T C H  A D D R  1 L A T C H  A D C *  2 L A T C H  A D O R 3
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Figure 6.
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Once a trigger is received the system  
automatically starts generating addresses at 
a rate governed by the external clock, 
usually fed from an encoder. This address is 
presented to the SRAM and the data from 
the flash converters is stored at that location. 
Once the counter reaches 2A17 the trigger is 
released and the system returns to the 
inactive state.
While the board is in this inactive state 
the driver software is able to access the
Figure 7 BLOCK DIAGRAM OF 




Performance calculations used on TL-11 data
D .l Introduction
This section outlines the performance calculations that are used to analyse the 
results from the TL-11 Diesel test cell at the University of Bath. These include 
calculations of:
A ir/fuel ratio 
Volumetric efficiency 
Compressor pressure ratio 
Turbine pressure 
Compressor density ratio 
Turbine density ratio
Compressor mass flow parameter kgVKm^/N 





Iintercooler pressure ratio 
Intercooler density ratio 
Intercooler effectiveness
Brake Power
Brake mean effective pressure 
Brake thermal efficiency 
Brake specific fuel consumption 





Each of these will be detailed below.
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D.2 Brake power
Engine brake power, Wbrake (W) is calculated from the measured brake 
torque, Tbrake (Nm), and the measured speed, N  (r/m in).
W - j  n  —
brake bTake 60 ..........................................D .l
D.3 Brake mean effective pressure
Engine brake mean effective pressure, bmep (N /m ^), is derived from the 
calculated brake power, Wbrake (W) , the measured speed, N  (r/m in) and the 
known engine geometry including: stroke, s (2 or 4), displacement volume of 
each cylinder Vc (m^) and the number of cylinders nc.
u w  60 5bmep = Wbrake.— .
N 2.nc.Vc ....................................D 2
D.4 Brake thermal efficiency
The brake thermal efficiency, T\brake (-), is derived from the the measured fuel 
mass flow rate, mf  (kg/s), the calculated brake power, Wbrake (W)/ and the
assumed calorific value of the fuel, Qh v  0 /kg )
_   brake
Ibrake • «
MfldHV .............................................Q 3
D.5 Brake specific fuel consumption
The brake specific fuel consumption, bsfc (g/kW hr), is derived from the 
calculated brake power, Wbrake (W)/ and the measured fuel mass flow rate, 
mf  (kg/s)
rhf . 60.60.106 
bsfc = — -------------
Wbrake .........................................D.4
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D.6 Air mass flow rate
The air mass flow rate, ma (kg/s), is derived from the following parameters:
Measured: Pa Ambient absolute pressure (N /m 2)
Vog Inlet gauge pressure (N /m 2)
Pot Pressure difference across orifice (N /m 2)
T0 Upstream temperature (K)
Calculated Po Upstream absolute pressure (N /m 2)
Pt Orifice throat absolute pressure (N /m 2)
Assumed R gas constant (=  287.1) (J/kgK)
Cd Disharge coefficient (=  0.9867) (-)
M Orifice throat area (=  0.0045603) (m2)
7 C p/C v (=  1.4) (-)
The calculations used are as follows:
P o = P a + P o g
P t = P o + P o t
_ Cd.A, I 2 \  p0
m‘ = - m  - V t - i ' V T









The air fuel ratio, X (-), is derived from the calculated air mass flow rate, ma 
(kg/s), and the measured fuel mass flow rate, mf  (kg/s).
D.8 Volumetric efficiency
The volumetric efficiency,T|vo, (-), is determined from the calculated air mass 
flow rate, ma (kg/s), the measured crank speed, N  (r/m in), the measured 
inlet manifold pressure, P[m (N /m ^), and temperature, Tjm (K), and the 
geometric values of stroke, s (2 or 4), cylinder displacement volume, Vc (m^), 
and the number of cylinders, nc .
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Tlvo/ 2 N  P
c c 5 60 R.Tt^m
D.9 Compressor pressure ratio
Compressor pressure ratio, rc (-), is derived from the measured ambient 
absolute pressure, pa (N /m 2), and the measured inlet gauge pressure, p0 
(N /m 2), and the measured compressor outlet gauge pressure, pco (N /m 2)
_ — Pa Pco ................................................ D-8
Pa+Po
D.10 Turbine pressure ratio
Turbine pressure ratio, rf (-), is derived from the measured ambient absolute 
pressure, pa (N /m 2), and the measured exhaust manifold gauge pressure, 
Pem (N /m 2), and the measured turbine outlet gauge pressure, pf0 (N /m ^)
r = Pa+Pem ................................................ D.9
Pa+Pto
D .ll Compressor density ratio
The compressor density ratio, rPe (-), is derived from the measured ambient 
absolute pressure, pa (N /m ^), and the measured inlet gauge pressure, p0 
(N /m 2), the measured compressor outlet gauge pressure, pco (N /m 2), and 
the measure inlet and outlet temperatures, T0 & Tco (K)-
r _ Pa +Pco T0 ......................................D.10
Pe Tco 'Pa+Po
D.12 Turbine density ratio
The turbine density ratio, rp (-), is derived from the measured ambient
absolute pressure, pa (N /m 2), and the measured exhaust manifold gauge 
pressure, p ^  (N /m 2), the measured turbine outlet gauge pressure, pf0 
(N /m 2), and the measure inlet and outlet temperatures, Tem & Tt0.(K).
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D.12 Turbine density ratio
The turbine density ratio, rp (-), is derived from the measured ambient
absolute pressure, pa (N /m ^), and the measured exhaust manifold gauge 
pressure, p^  (N /m ^), the measured turbine outlet gauge pressure, pf0 
(N /m ^), and the measure inlet and outlet temperatures, Tem & T f0 (K).
r = Tw pa + pm ......................................D .ll
P' P a + P to ' Tern
D.13 Compressor mass flow parameter
The compressor mass flow parameter, mfpc (kgVKm^/N), is derived from the 
calculated air mass flow rate, ma (kg/s), the measured ambient pressure, pa
(N /m ^), the measured inlet gauge pressure, p0 (N /m ^), and the measured 
inlet temperature T0 (K).
, . V?T  D.12
mfP c = m a .  ■-------
P a + P o
D.14 Turbine mass flow parameter
The turbine mass flow parameter, mfpf (kgVKm^/N), is derived from the 
calculated air mass flow rate, ma (kg/s), the measured fuel mass flow, mf
(kg/s), the measured ambient pressure, pa (N /m ^), the measured exhaust 
manifold gauge pressure, p^  (N /m ^), and the measured exhaust manifold 
tem perature Tem (®Q*
m f p = ( m a + m f ).- - ..........................................D 1 3
P a+ P em
D.15 Compressor efficiency
The compressor efficiency, r|c (-), is derived from the measured inlet 
temperature, T0 (K), the measured compressor outlet temperature, Tco (K)/
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the calculated compressor pressure ratio, rc (-), and the assumed ratio of 
specific heats for the air,ya (-).
D.14
D.16 Turbine efficiency
The turbine efficiency, t\ ,  (-), is derived from the measured exhaust manifold 
temperature, Tem (K), the measured turbine outlet temperature, Tf0 (K), the 
calculated turbine pressure ratio, ry (-), and the assumed ratio of specific heats 
for the exhaust gas m i x t u r e , (-).
D.17 Compressor power
The compressor power, Qc (W), is derived from the measured inlet 
temperature, T0 (K), the calculated specific heat of the air, Cpa (J/kgK), (this 
is calculated as in the processing of the British Gas data in Appendix A), the 
calculated air mass flow rate, ma (kg/s), the calculated compressor pressure 
ratio, rc (-), the calculated compressor efficiency, r|, (-), and the assumed 






The turbine power, Qf (W), is derived from the measured exhaust manifold 
temperature, Tem (K), the calculated turbine efficiency, r\, (-), the calculated 
specific heat of the exhaust gas mixture, Cpex (J/kgK), (this is calculated as in 
the processing of the British Gas data in Appendix A), the calculated mass 
flow rates of air and fuel, ma & mf  (kg/s), the calculated turbine pressure 
ratio, rf (-), and the assumed ratio of specific heats for the exhaust gas 
mixture,Y„ (-).
Q =(ma+mf ).Cpa .Tm.r\,. 1-
D.17
D.19 Intercooler pressure ratio
Intercooler pressure ratio, %  (-), is derived from the measured ambient 
absolute pressure, pa (N /m 2), and the measured compressor outlet gauge 
pressure, pco (N /m 2), and the measured inlet manifold gauge pressure, pjm 
(N /m 2)
r - P*+P™
Pa + Pco .....................................D *18
D.20 Intercooler density ratio
Intercooler density ratio, rpfc (-), is derived from the measured ambient 
absolute pressure, pa (N /m 2), and the measured compressor outlet gauge 
pressure, pco (N /m 2), the measured inlet manifold gauge pressure, p[m 
(N /m 2), and the measured temperatures into and out of the intercooler, Tco 
& T im (K).
r  = £ z - + Pl‘
P* T.m -P '+ P "  ......................................D.19
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D.21 Intercooler effectiveness
Intercooler effectiveness, %  (-), is derived from the measured temperatures 
into and out of the intercooler, Tco & T jm (K), and of the coolant entering the 
intercooler, water.in 0 9
Appendix E 
Mathematical Basis of the Engine Simulation
E .l In tro d u c tio n
The mathematical model presented here describes the variation of the 
thermodynamic state of an engine system during steady-state or transient 
operation. The computer code created for this investigation makes use of the 
SPICE II subroutine library[43], which provides infrastructure, such as gas 
properties, piston motion and numerical integration routines.
The model makes use of the concept of the thermodynamic control volume as 
shown schematically in Figure E.l. The equations which determine the 
behaviour of the system are derived from the principles of mass and energy 
conservation for the thermodynamic control volume and momentum 
conservation for the crank shaft and turbocharger rotor. The application of 
each conservation principle leads to a first order ordinary differential 
equation (ODE). The complete set consists of 31 coupled ODEs. The 
development of the basic equations for a general thermodynamic control 
volume may be found in reference [44] The set of ODEs is given below.
Control volume sta te  
p, V, T, m, h, u, s
Figure E.l Schematic model of the SPICE II control volume
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E.2 Mass Conservation
In order to satisfy the principle of mass conservation for an individual control 
volume, and thereby the system as a whole, the sum of the flows entering and 
leaving should be equal to the rate of change of mass in the control volume. 
Allowance is made for the additional mass of the fuel at the time of heat 
release.
dhd dim y ' ditte drrif ^  ^
~ d x ~ \ H t ~ T ~ d T + ~ d T ............................................
E.3 Energy Conservation
The principle of conservation of energy is applied through the first law of 
thermodynamics...
AC/ = 2 e - X w + ( X f f , - £ / / , ) ...............................E.2
Wherein the change in internal energy is a simple function of the net heat 
transfer at the system boundary (SQ), the work done on the surrounding 
(SW) and the enthalpy (SH) entering an d /o r leaving the control volume. 
When each term is broken down into its component parts the equation for the 





X . dim y i , dimh i + > h e----
at , dt ~  dt
m du dudX mRT dV dm u—°T  dXdt V dt dt
.E.3
E.4 Mixing of air with the products of combustion
The physical properties of the working fluid are assumed to depend on both 
temperature and composition. Composition is derived from the ratio of dry 
air to products of combustion. Atmospheric hum idity and high temperature 
dissociation effects are ignored. Thus the working fluid in any part of the 
system consists of nitrogen, carbon dioxide, gaseous water and oxygen. The 
relative proportions of each component can be deduced from the fueliair ratio
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at which the original heat release took place. Hence, in each of the control 
volumes in the system a "fuel: air ratio" (1) is computed....
dk
dt
(1 + X) dmf y  dm> { h - X )  
m dt i dt (l + X/)
.E.4
The mixing process between the contents of a control volume and an 
incoming flow, or the products of combustion, is assumed to occur 
instantaneously; the so-called perfect mixing assumption. The gas properties 
are then computed as a function of temperature and composition from 4th 
and 5th order polynomials.
E.5 Flow between Control Volumes
Figure E.l showed the assembly of thermodynamic control volumes in the 
configuration of a six cylinder turbocharged diesel engine.
Exhaust






O utput S h a ft
Fuel Injection Pump
Schematic view of the SPICE II model of the Leyland TL-11 
Diesel engine
It will be seen that control volumes (vl to v ll)  are interconnected by flow 
elements (jl to jl6). Flow elements have properties dependent upon their 
function in the model. Poppet valves have a schedule of effective area with 
crank angle, derived from the cam profile and the flow characteristics of the 
valve-seat-port combination. The instantaneous rate of flow through the valve 
is determined from the prevailing pressure ratio across the valve using one­
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dimensional quasi steady-state compressible flow theory. The kinetic energy 
developed at the throat is assumed to be dissipated fully in the downstream 
control volume, that is without pressure recovery. Turbocharger compressors 
and turbines are represented by performance maps, usually obtained from 
steady-state rig tests. The performance maps relate rotational speed and 
pressure ratio to mass flow and isentropic efficiency. The calculation of 
turbomachine power assumes quasi steady-state flow, in which the work 
transfer is equal to the enthalpy change.
E.6 Crank Shaft Dynamics, Fuel Pump and Speed Control
The crank shaft model consists of a concentrated moment of inertia w ith a 
num ber of applied torques. The acceleration is given b y ...
which, when integrated will yield both the instantaneous angular velocity 
(dj/d t) and the position (j). Hie engine under test was controlled by a 
hydromechanical fixed speed governor, with many non-linearities, for 
example, due to the flow of hydraulic fluid through ports and viscous 
friction. Consequently, it was decided not to attempt to develop a detailed 
physical model of the governor. For this study a 3 term - proportional, 
integral and derivative - transfer function was used to represent the governor, 
w ith a first order lag being used to represent the fuel pum p rack actuator. 
The governor equation is as follow s...
E.6
The actuator equation i s ..
x, = jr*(l E.7
The combined equation becom es..







Example input & output data files from the SPICE II 
engine simulation
F.l The SPICE II engine definition file for the TL-11 baseline 
model
* F i l e :  t i l l . b a s e . 0 5 . p r o  V e r s i o n :  05 D a t e :  6 / 8 / 9 2
* c o n t r o l  d a t a  
2
3 . 0  1 2 5 . 0 E - 6
* mode 2
* d u r a t i o n  /  s t e p  s i z e
C nv n j  n s  nh  ng n h t  n v a l  n s h l  ngov  n f p  n s s  n t c l  
11 16 3 1  10 1 2 1 1 1 1  0
* p r i n t  a n d  p l o t  c o n t r o l s  
1 - 2  0 - 2  
1 - 2 0 0 0 0 0
* v o lu m e  d a t a f i r i n g  o r d e r  o f  TL11 1s  1 , 5 . 3 6 . 2 .
0 1 1 1 1 360 4 1 21 1 * CYL #1 v l
0 1 1 1 1 600 4 1 21 1 * CYL #2 v2
0 1 1 1 1 120 4 1 21 1 * CYL #3 v3
0 1 1 1 1 480 4 1 21 1 * CYL #4 v4
0 1 1 1 1 240 4 1 21 1 * CYL #5 v5
0 1 1 1 1 0 4 1 21 1 * CYL #6 v6
1 2 0 0 1 0 0 0 0 0 0 * INLT MFLD #1 v7
1 3 0 0 1 0 0 0 0 0 0 * EXHST MFLD #1 v8
1 4 0 0 1 0 0 0 0 0 0 * EXHST MFLD #2 v9
1 7 0 0 1 0 0 0 0 0 0 * I n l e t  p i p e vlO
1 9 0 0 1 0 0 0 0 0 0 * E x h a u s t  p i p e v l l
* j u n c t i o n d a t a
1 1 0 7 0 0 0 1 1 * INLT VALVE CYL #1 J1
1 2 0 1 0 0 0 8 1 * EXHST VALVE CYL #1 J2
1 1 0 7 0 0 0 2 2 * INLT VALVE CYL #2 J3
1 2 0 2 0 0 0 8 2 * EXHST VALVE CYL #2 J4
1 1 0 7 0 0 0 3 3 * INLT VALVE CYL #3 J5
1 2 0 3 0 0 0 8 3 * EXHST VALVE CYL #3 J6
1 1 0 7 0 0 0 4 4 * INLT VALVE CYL # 4 J7
1 2 0 4 0 0 0 9 4 * EXHST VALVE CYL H J8
1 1 0 7 0 0 0 5 5 * INLT VALVE CYL #5 J9
1 2 0 5 0 0 0 9 5 * EXHST VALVE CYL #5 j i o
1 1 0 7 0 0 0 6 6 * INLT VALVE CYL #6 j l l
1 2 0 6 0 0 0 9 6 * EXHST VALVE CYL # 6 J12
2 0 0 10 0 0 0 7’ 2> 4 t u r b o c h a r g e r  c o m p r e s s o r J 13
3 0 2 8 9 0 0 11 2> 4 t u r b o c h a r g e r  t u r b i n e J14
0 8 0 0 0 0 0 1G! G1 * I n l e t  O r i f i c e J 15
0 10 CI 11 0 0 c1 0 0 * E x h a u s t  O r i f i c e J 16
* s h a f t  d a t a
2 4 . 0  0 . 0 0  * c r a n k s h a f t
2 1 . 4 E - 4  1 . 0 0  * t u r b o c h a r g e r  r o t o r
2 1 . 0  1 . 0 0  * o u t p u t  s h a f t
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* h e a t  r e l e a s e  d a t a  s e t s  
0 0  125 4 2 .8 E 6  0 0 . 7  1 0 0
* g e o m e t r i c  d a t a  s e t s
0 . 1 2 7 0 . 1 4 6 1 5 .7 5 0 . 2 6 6 7 0 . 0
0 . 0 0 4 8 8 0 . 0 0 0 0 . 0 0 . 0 0 0 . 0
0 .0 0 1 5 0 . 1 2 8 . 0 2 9 2 . 2 6 0 . 0
0 . 0 0 1 1 0 . 0 8 2 8 . 0 2 9 2 . 2 6 0 . 0
LOAD.TORQUE 0 . 0 0 . 0 0 . 0 0 . 0
3 0 . 0 e - 9 0 . 0 5 . 0 e - 9 0 . 0 0 . 0
0 .0 0 2 9 0 . 0 0 . 0 0 . 0 0 . 0
0 . 0 0 4 9 9 6 0 . 0 0 . 0 0 . 0 0 . 0
0 . 5 0 . 0 0 . 0 0 . 0 0 . 0
0 . 0 0 8 0 . 0 0 . 0 0 . 0 0 . 0
* c y l i n d e r  g e o m e t ry
* I n t a k e  m a n i f o l d  vo lum e
* e x h a u s t  m a n i f o l d  vo lum e  8
* e x h a u s t  m a n i f o l d  vo lu m e  9
* s p e e d  - t o r q u e  c o e f f i c i e n t s
* g o v e r n o r  c o e f f i c i e n t s
* I n l e t  p i p e
* BS O r i f i c e
* E x h a u s t  P i p e
* E x h a u s t  O r i f i c e  d i a  (130mm Cd 0 . 6 )
* c h a m b e r  w a l l  h e a t  t r a n s f e r  p r o p e r t i e s  
5
1000 350 0 . 0 2 5  160
oo
0135  544 0 . 3 0 0
1000 350 0 . 0 1 2 40 0 0 .0 1 2 3 616 0 . 0 0 0
1000 350 0 . 0 1 2 40 0 0 .0 1 7 5 592 0 . 0 4 5
1000 350 0 . 0 1 2 40 0 0 .0 1 7 5 427 0 . 0 9 0
1000 350 0 . 0 1 2 40 0 0 .0 1 7 5 387 0 . 1 3 6
* p o p p e t  v a l v e  d e f i n i t i o n s
17 0 1 I E - 6  * I n l e t  v a l v e  ( d a t a  c a l c u l a t e d  2 9 / 1 / 9 1 )
3 55  370 385  400  41 5  430 445  46 0  475 490 505 520 535 550 565 580 595
0 108  366  628  863  1025 1143 114 3  1133 1115 1026 870 645 361 130 15 0
18 0 1 I E - 6  * e x h a u s t  v a l v e  ( d i t t o )
130 145 160 175 190 205 220 235 250 265 280 295 310 32 5  340  355 370  390
0 48  21 8  504 791 1002 1134  120 6  1207 1207 1163 1046 855  599 300 100 19 0
* s h a f t  l o a d  d e f i n i t i o n s  /  t y p e  /  s h a f t  /  ’ geom* d a t a  s e t  /  s p a r e  /  s p a r e  /  s p a r e  
1 3  5 0 0 0  * l o a d  t o r q u e  on t h e  o u t p u t  s h a f t
* s h a f t  s y s t e m  d e f i n i t i o n s  
2
1 3 * g r o u p  s h a f t s  1 and  3 1n f i x e d  r a t i o
f u e l  pump
/  num ber  o f  s p e e d s  ( h o r i z o n t a l  c u r v e )
/  c o n t r o l  v o lu m e  u s e d  f o r  b o o s t  c o n t r o l  ( n o t  u s e d )
1 . 0 0 e + 5  2 . 0 e + 5
500 re v /m 1 n  
0 . 0 0 2 0  0 . 0 1 0
2 0 e - 6  1 2 0 e - 6
6 9 8  698
/  b o o s t  c o n t r o l  p r e s s u r e  r a n g e
0 . 0 1 0  r a c k ( m )
1 2 0 e - 6  f u e l ( k g / s h o t )
698 t i m i n g  (2 2  d e g  BTDC. m a n u f a c t u r e r ' s  d a t a )
3 0 0 0  re v /m 1 n
0 . 0 0 2 0  0 . 0 1 0  0 . 0 1 0  r a c k ( m )
2 0 e - 6  1 2 0 e - 6  1 2 0 e - 6  f u e l ( k g / s h o t )
6 9 8  69 8  698  t i m i n g
* s p e e d  g o v e r n o r  
1 1 1 6  DEMAND.SPEED
* t r a n s i e n t  c o n t r o l  I n s t r u c t i o n  
s
* e n t r y  and  e x i t  c o n d i t i o n s  
99E+3 300  99E+3 300
120
F.2 The SPICE II compressor definition file for the TL-11
model
* F i l e : c o r a p . d a t ;  V e r s 1 o n : 2 ;  D a t e : 4 / 9 / 9 1 ;  C o m p r e s s o r  Map f o r  G a r r e t t  Comp T51
* CONTROL DATA NO SPEED LINES. SCALING FACTORS: PR. N. EFF. MF.
7 1 0 . 0 5 7 5  0 . 0 0 9 2  I E - 4
* AFTERCOOLER DATA 
2 60 0  290  0 . 8 8
* TABULATED COMPRESSOR MAP. PR. MF. EFF.
4 09 0 0
1 . 2 8 0 . 0 5 6 0 . 0
1 . 2 6 0 . 1 4 7 0 . 0
1 . 2 3 0 . 2 3 7 0 . 0
1 . 2 0 0 . 2 8 6 5 . 0
1 . 1 8 0 . 3 2 6 0 . 0
1 . 0 2 0 . 4 8 4 0 . 0
*
56300
1 . 5 4 0 . 1 0 6 0 . 0
1 . 5 4 0 . 2 4 7 3 . 0
1 . 5 2 0 . 3 2 7 5 . 0
1 . 4 8 0 . 3 8 7 3 . 0
1 . 4 0 0 . 4 6 6 5 . 0
1 . 1 0 0 . 6 0 4 0 . 0
*
679 0 0
1 . 8 2 0 . 1 9 6 5 . 0
1 . 8 4 0 . 3 5 7 5 . 0
1 . 8 0 0 . 4 8 7 5 . 0
1 . 7 5 0 . 5 3 7 3 . 0
1 . 6 9 0 . 5 7 7 0 . 0
1 . 2 4 0 . 7 2 4 0 . 0
*
77900
2 . 1 8 0 . 2 8 7 0 . 0
2 . 2 1 0 . 4 3 7 5 . 0
2 . 1 2 0 . 6 0 7 5 . 0
1 . 9 9 0 . 6 8 7 0 . 0
1 . 8 0 0 . 7 4 6 0 . 0
1 . 3 6 0 . 8 1 4 0 . 0
*
871 0 0
2 . 5 0 0 . 4 8 7 3 . 0
2 . 6 0 0 . 5 5 7 5 . 0
2 . 5 4 0 . 6 7 7 5 . 0
2 . 3 5 0 . 7 7 7 0 . 0
2 . 0 8 0 . 8 1 6 0 . 0
1 . 4 4 0 . 8 5 4 0 . 0
*
95100
3 . 0 2 0 . 5 9 7 0 . 0
2 . 8 9 0 . 7 7 7 3 . 0
2 . 7 2 0 . 8 2 7 0 . 0
2 . 5 2 0 . 8 4 6 5 . 0
2 . 3 4 0 . 8 5 6 0 . 0
1 . 6 0 0 . 8 5 4 0 . 0
*
102700
3 . 4 4 0 . 6 7 7 0 . 0
3 . 4 4 0 . 7 4 7 0 . 0
3 . 4 0 0 . 7 8 7 0 . 0
3 . 2 4 0 . 8 2 7 0 . 0
2 . 8 8 0 . 8 7 6 5 . 0











Simulated TL-11 bos? line
3901
1 . 6
1009 0SO605 03 0
m a s s  f l o u j  parcxw \G .'W ' ^  !l£> v/i< 'j
Figure F.l Compressor map for the TL-11 turbocharger
1 2 2
F.3 The SPICE II turbine map definition file for the TL-11
model
* F 1 l e r t u r b . d a t ;  V e r s 1 o n : 0 4 ;  D a t e :  5 / 8 / 9 2  T u r b i n e  map f o r  G a r r e t t  A1r 1 .3 4 6 9  T u r b i n e
* CONTROL DATA NO SPEED LINES. ROTOR D IA . ,  SCALING - PR. N. EFF. MF 
8 0 . 0 7 5  1 . 0  0 . 0 5 8 9  0 .0 0 9 6  1 . 0 E - 4
* TABULATED TURBINE MAP PR. MF. EFF.
22900
1 .0 5  0 .2 0 0  5 0 .0  
1 .1 3  0 .2 9 5  6 3 .0
1 .1 8  0 .3 5 0  6 8 .0  
1 .22  0 .3 8 0  6 7 .0  
1 .24  0 .4 0 5  6 6 .0
1 .26  0 .4 2 5  6 5 .0
*
31200
1.07 0 .2 0 0  4 7 .0
1 .20  0 .3 5 0  6 8 .0  
1 .3 0  0 .4 2 0  7 0 .0
1 .3 6  0 .4 6 0  6 9 .5  
1 .4 4  0 .4 9 5  6 8 .5  
1 .52  0 .5 2 0  6 6 .0  ★
37600
1 .09  0 .2 0 0  4 3 .0
1 .2 0  0 .3 3 0  6 4 .0
1 .4 0  0 .4 6 0  7 0 .0  
1 .5 0  0 .5 0 5  7 0 .5  
1 .64  0 .5 4 5  70 .0
1 .7 4  0 .5 7 0  6 8 .0  
*
4 33 0 0
1 .10  0 .2 0 0  3 8 .0
1 .2 0  0 .3 1 0  6 0 .0
1 .4 0  0 .4 0 0  6 7 .0
1 .6 0  0 .5 1 5  7 0 .0
1 .7 4  0 .5 5 0  7 1 .0
2 .0 0  0 .5 9 0  6 9 .0  *
4 84 0 0
1 .12  0 .2 0 0  3 7 .0
1 .2 0  0 .3 0 0  5 7 .0
1 .4 0  0 .4 2 0  6 4 .0
1 .6 0  0 .5 0 0  6 8 .0  
2 .0 4  0 .5 8 0  7 0 .0
2 .2 6  0 .5 9 3  6 8 .0  
*
52600
1 .1 3  0 .2 0 0  3 6 .0
1 .4 0  0 .4 0 0  6 2 .0
1 .6 0  0 .4 7 5  6 6 .0
2 .0 0  0 .5 6 0  6 8 .0
2 .3 6  0 .5 8 0  6 8 .0  
2 .5 4  0 .5 8 0  6 8 .0  *
56900
1 .1 5  0 .2 0 0  3 5 .0
1 .6 0  0 .4 4 0  6 4 .0
2 .0 0  0 .5 3 0  6 7 .0
2 .4 0  0 .5 6 0  6 7 .0  
2 .7 0  0 .5 6 5  6 5 .0
2 .8 0  0 .5 6 5  6 5 .0  
*
70000
1 .1 8  0 .2 0 0  3 3 .0
1 .4 0  0 .3 3 0  5 7 .0
1 .8 0  0 .4 6 0  6 4 .0
2 .4 0  0 .5 2 0  6 5 .0
3 .0 0  0 .5 3 0  6 2 .0
3 .4 0  0 .5 2 0  6 0 .0  
*
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Figure F.2 Turbine map for the TL-11 turbocharger
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F.4 An example of a SPICE II results file for the TL-11 model
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
** * *  SPICE I I  ENGINE SYSTEM SIMULATOR * * * * * * * * * * * * * *  UNIVERSITY OF BATH ****  
** * *  V e r s i o n  1 . 1 0  HAY 1990  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
T i t l e  :
*  F i l e :  t i l l . b a s e . 0 5 . 2 2 0 0 . 8 8 3 . e n g ;  S p e e d :  2200 rpm; Load :  883  Nm; Mark S c a l f e  19
* F 1 l e : c o m p . d a t ;  V e r s 1 o n : 2 ;  D a t e : 4 / 9 / 9 1 ;  C o m p r e s s o r  Map f o r  G a r r e t t  Comp T51
* F 1 l e : t u r b . d a t ;  V e r s 1 o n : 0 4 ;  D a t e :  5 / 8 / 9 2  T u r b i n e  map f o r  G a r r e t t  A i r  1 .3 4 6 9  T u r
D u r a t i o n  o f  s i m u l a t i o n  ( s ) -  3 . 0 0 0 0 0 0  I n t e g r a t i o n  t i m e  s t e p  ( s ) -  0 . 0 0 0 1 2 5
Number o f  c o n t r o l  v o lu m e s  -  11 Number o f  f l o w  j u n c t i o n s  -  16
Number o f  s h a f t s  -  3
END-0F-CYCLE SUMMARY OF RESULTS {CYCLE 53}
C y l i n d e r s  : 1 2  3 4 5 6
SIMULATION TIME 2 . 9 7 0 6 2 5  [SEC] ELAPSED TIME 0 . 0 0  [MIN] 
CYLINDERS
IMEP BMEP FMEP PMEP' ISFC BSFC EFFICIENCY POWER [kW] VOL.IEFFICIENCY SCAV
[BAR] [g /k W h ] b .T h MECH IND. BRAKE TRAPD 0/ALL RATIO
1 1 . 7 6 1 0 . 0  1 . 7 5 - 0 . 9 6 1 9 1 . 9  2 2 5 . 5 3 7 . 3 0 8 5 . 1 1 3 9 . 7 3 3 . 8 8 5 . 9 8 6 . 2 1 .0 0 3 7
1 1 . 8 0 1 0 . 0  1 . 7 5 - 0 . 9 6 1 9 1 . 8  2 2 5 . 2 3 7 . 3 5 8 5 . 1 6 3 9 . 9 3 4 . 0 8 6 . 0 8 6 . 3 1 .0 0 3 6
1 1 . 7 5 1 0 . 0  1 . 7 5 - 0 . 9 5 1 9 2 . 3  2 2 6 . 0 3 7 . 2 2 8 5 . 1 0 3 9 . 7 3 3 . 8 8 5 . 9 8 6 . 2 1 .0 0 3 5
1 1 . 6 9 9 . 9  1 . 7 5 - 0 . 9 9 1 9 2 . 4  2 2 6 . 3 3 7 . 1 6 8 5 . 0 2 3 9 . 5 3 3 . 6 8 6 . 0 8 5 . 9 0 . 9 9 9 2
1 1 . 7 8 1 0 . 0  1 . 7 5 - 0 . 9 8 1 9 2 . 2  2 2 5 . 8 3 7 . 2 5 8 5 . 1 4 3 9 . 8 3 3 . 9 8 6 . 0 8 6 . 4 1 .0 0 3 8
1 1 . 7 3 1 0 . 0  1 . 7 5 - 0 . 9 9 1 8 8 . 3  2 2 1 . 4 3 7 . 9 9 8 5 . 0 7 3 9 . 6 3 3 . 7 8 6 . 0 8 6 . 3 1 . 0 0 3 7
CYLINDERS
CYL. Pmax & ANG A F tr Tmax Tmean hmean Qwl Qw2 QW3 QW4 QW5 Q1nj
[BAR] [K] [K] [W/m2K] [ J / c y c l e ]
1 1 3 0 . 7 . 8 3 1 . 1 1 7 4 7 . 1 0 4 6 . 1  6 3 1 . 5 1 7 2 . 2 1 5 . 1 6 2 . 0 . 0 . 4 9 6 2 .
2 1 3 0 . 7 . 0 3 1 . 1 1 7 5 0 . 1 0 4 8 . 0  6 3 1 . 8 1 7 3 . 2 1 6 . 1 6 4 . 0 . 0 . 4 9 7 6 .
3 1 3 0 . 7 . 1 3 1 . 2 1 7 4 8 . 1 0 4 6 . 2  6 3 1 . 4 1 7 1 . 2 1 5 . 1 6 3 . 0 . 0 . 4 9 7 0 .
4 1 3 0 . 5 . 8 3 1 . 4 1 7 4 3 . 1 0 4 3 . 1  6 3 1 .1 1 7 1 . 2 1 3 . 1 6 1 . 0 . 0 . 4 9 4 4 .
5 1 3 0 . 6 . 6 3 1 . 2 1 7 4 9 . 1 0 4 7 . 9  6 3 2 . 4 1 7 3 . 2 1 6 . 1 6 4 . 0 . 0 . 4 9 7 8 .
6 1 3 0 . 6 . 5 3 1 . 2 1 7 4 8 . 1 0 4 3 . 9  6 2 8 . 6 1 7 3 . 2 1 2 . 1 6 0 . 0 . 0 . 4 8 5 5 .
COMBUSTION SUMMARY
VOL., Pm ID TmID ID ID L p lp e C A s ta t CA1nj CAcomb BETA MODEL
[ b a r ] [K] [m s] [ d e g ] [m] [ d e g ] [ d e g ] [ d e g ] TYPE
1 6 2 . 0 8 5 2 . 0 . 6 1 8 . 0 8 0 . 7 0 6 9 8 . 0 7 0 4 . 5 7 1 2 . 6 0 . 2 0 9 2  21
2 6 2 . 0 8 5 2 . 0 . 6 1 8 . 0 8 0 . 7 0 6 9 8 . 0 7 0 4 . 5 7 1 2 . 6 0 . 2 1 1 1  21
3 6 2 . 0 8 5 2 . 0 . 6 1 8 . 0 8 0 . 7 0 6 9 8 . 0 7 0 4 . 5 7 1 2 . 6 0 . 2 0 9 2  21
4 6 2 . 0 8 5 2 . 0 . 6 1 8 . 0 7 0 . 7 0 6 9 8 . 0 7 0 4 . 5 7 1 2 . 6 0 . 2 0 9 6  21
5 6 2 . 0 8 5 1 . 0 . 6 1 8 . 0 8 0 . 7 0 6 9 8 . 0 7 0 4 . 5 7 1 2 . 6 0 . 2 1 0 4  21
6 6 2 . 1 8 5 2 . 0 . 6 1 8 . 0 7 0 . 7 0 6 9 8 . 0 7 0 4 . 5 7 1 2 . 6 0 .2 1 1 7  21
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HEAT TRANSFER SUMMARY New s u r fa c e  te m p e ra tu re s  [K ]
CYL. PISTON CYL.HD LINER ADDITIONAL AREAS
UPPER MID LOWER
1 5 8 5 . 4 6 6 3 . 8 6 2 9 . 9 4 4 4 . 7 3 9 7 . 9 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
2 5 8 6 . 2 6 6 4 . 8 6 3 0 . 6 4 4 4 . 8 3 9 7 . 8 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
3 5 8 5 . 5 6 6 3 . 8 6 2 9 . 9 4 4 4 . 1 3 9 7 . 5 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
4 5 8 4 . 3 6 6 2 . 4 6 2 8 . 8 4 4 4 . 5 3 9 7 . 4 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
5 5 8 6 . 3 6 6 4 . 9 6 3 0 . 6 4 4 5 . 1 3 9 8 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
6 5 8 4 . 0 6 6 2 . 0 6 2 9 . 9 4 4 4 . 9 3 9 7 . 8 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
ADDITIONAL SYSTEM DATA
CYL SHAFT SPEED VALVE FLOW INLET.,..MANIFOLDS ...EXHAUST
[ r e v / m 1 n ] INLET [ k g / c y c l e ] EXHAUST NO. P [ b a r ]  T[K] NO. P [ b a r ]  T[K]
1 1 2 1 9 9 . 8 8 1 0 . 0 0 3 6 2 2 0 . 0 0 3 7 3 7 2 . 0 0 3 0 6 . 2 7 8 2 . 1 3  8 1 3 . 1 9
2 1 2 1 9 9 . 8 8 3 0 . 0 0 3 6 2 4 0 . 0 0 3 7 3 7 2 . 0 0 3 0 6 . 2 7 8 2 . 1 3  8 1 3 . 1 9
3 1 2 1 9 9 . 8 8 5 0 . 0 0 3 6 2 6 0 . 0 0 3 7 3 7 2 . 0 0 3 0 6 . 2 7 8 2 . 1 3  8 1 3 . 1 9
4 1 2 1 9 9 . 8 8 7 0 .0 0 3 6 1 8 0 . 0 0 3 7 4 7 2 . 0 0 3 0 6 . 2 7 9 2 . 1 5  8 0 8 . 8 5
5 1 2 1 9 9 .8 8 9 0 . 0 0 3 6 3 10 0 . 0 0 3 7 3 7 2 . 0 0 3 0 6 . 2 7 9 2 . 1 5  8 0 8 . 8 5
6 1 2 1 9 9 . 8 8 11 0 . 0 0 3 6 2 12 0 . 0 0 3 7 4 7 2 . 0 0 3 0 6 . 2 7 9 2 . 1 5  8 0 8 . 8 5
CONSTANT VOLUMES - Mean V a l u e s
VOL Pmn Tmn Tmn AFRm Q1n Qconv Q rad V o l .  A s u r f
[ b a r ] [K] [C ] [ J / c y c l e ] [ l i t r e s ]  [cm 2]
7 2 . 0 0 4 3 0 6 . 3 3 . 1 4 8 0 3 .4 4 0 . 0 0 0 . 0 0 0 . 0 0 4 . 8 8  0 . 0 0
8 2 . 1 2 9 8 1 3 . 5 4 0 . 3 1 . 2 1 0 . 0 0 4 2 7 2 .7 1 0 . 0 0 1 . 5 0  1 0 0 0 .0 0
9 2 . 1 5 1 8 0 9 . 5 3 6 . 3 1 . 2 9 0 . 0 0 3 3 7 7 .0 7 0 . 0 0 1 . 1 0  8 0 0 . 0 0
10 0 . 9 6 1 3 0 0 . 2 7 . 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 2 . 9 0  0 . 0 0
11 1 . 0 1 8 7 3 3 . 4 6 0 . 3 1 . 1 6 0 . 0 0 0 . 0 0 0 . 0 0 5 0 0 . 0 0  0 . 0 0



















[ k g / s ]
0 . 0 6 6 4 3
0 . 0 6 8 5 0
0 . 0 6 6 4 4
0 .0 6 8 5 1
0 . 0 6 6 4 1
0 .0 6 8 5 1
0 . 0 6 6 1 8
0 . 0 6 8 5 8
0 . 0 6 6 5 3
0 . 0 6 8 4 2
0 . 0 6 6 5 0
0 . 0 6 8 6 3
0 . 3 9 8 4 8
0 . 4 1 1 2 0
0 . 3 9 8 4 8































3 2 1 . 4  
8 5 . 7
3 2 2 . 3
88.2
3 2 2 . 0
8 8 . 5
3 2 6 . 0  
8 7 . 1
3 2 7 . 5
8 9 . 5  
3 2 6 . 7
7 1 . 2




4 5 . 8 7
4 5 . 8 8
0 . 6 3 7 6




















0 . 0 0 0 0 7 1 8  
0 . 0 0 0 0 5 3 6  0 . 5 2 6 2
SHAFTS - Mean V a l u e s
SHAFT TORQUE VALUES [Nm] POWER TRANSMITTED [kW] MN.SPEED MN.ACCEL
NO. NET INPUT OUTPUT NET INPUT OUTPUT [ r e v / m 1 n ] [ r e v / m 1 n / s ]
1 8 8 4 . 1  1 9 4 7 . 8 1 0 6 3 .7 203,.6 4  4 4 8 . 7 3  2 4 5 . 1 0 2 1 9 9 . 9 0 .2 0 5 1 E + 0 1
2 0 . 0  5 . 4 5 . 4 0..01  4 5 . 8 8  4 5 . 8 7 8 1 0 7 4 . 4 0 .1 0 4 5 E + 0 3
3 - 8 8 3 . 0  0 . 0 8 8 3 . 0  - 203,.42  0 . 0 0  2 0 3 . 4 2 2 1 9 9 . 9 0 .2 0 5 1 E + 0 1
SYSTEM MASS BALANCE SYSTEM ENERGY BALANCE [ J ] [X]
AIR ENTERING SYSTEM 0 . 0 2 1 7 1 7 3 2 ENERGY OF FUEL 2 9 6 8 5 .7 1 0 0 .0 0
FUEL ENTERING SYSTEM - 0 . 0 0 0 6 9 3 5 9 ENERGY TO EXHAUST 1 0 8 3 6 .7 3 6 . 5 0
EXHAUST LEAVING SYSTEM - 0 . 0 2 2 4 2 9 9 4 ENERGY TO COOLANT 3 2 9 4 . 0 1 1 . 1 0
MASS BALANCE - 0 .9 9 9 2 USEFUL WORK 1 1 0 9 8 .8 3 7 . 3 9
FRICTION WORK 1 9 4 2 .9 6 . 5 4




0.0  0.00 
1 . 0 0 4 0
INITIAL CONDITIONS - FOR RESTART
* I n i t i a l  Fu e l  Pump Rack P o s i t i o n s  
9 .8 3 8 9 7 9 7 E - 0 3
* I n i t i a l  S h a f t  S p e e d s
2 1 9 3 .3 5 7  
8 1 2 9 1 . 1 3
2 1 9 3 .3 5 7
* I n i t i a l  P r e s s u r e  /  T e m p e r a t u r e  /  F u e l - A 1 r  R a t i o
2 3 4 4 8 3 .3 6 9 7 .0 0 4 6 3 .2 0 3 2 4 1 2 E - 0 2
2 6 2 7 6 5 . 8 3 8 7 .1 2 6 6 1 .1 5 0 3 3 6 1 E - 0 3
7 2 7 5 1 7 . 4 1 0 5 7 .5 3 4 3 .2 0 8 1 2 9 1 E - 0 2
1 7 4 6 9 0 .6 3 4 9 .3 0 8 5 1 .5 0 6 7 3 6 7 E -0 3
2 7 7 4 2 0 .2 8 0 9 .6 8 9 7 3 .2 0 8 4 9 0 8 E - 0 2
1 .2 2 0 3 4 4 1 E + 0 7 1 3 9 8 .6 3 4 1 .2 3 5 8 8 3 0 E - 0 2
2 0 0 6 1 0 .6 3 0 6 .3 8 3 6 6 .4 4 7 4 4 4 3 E - 0 5
1 6 6 4 1 4 .1 7 2 7 .1 5 9 2 3 .2 0 3 6 2 6 0 E - 0 2
2 6 1 2 4 1 .0 8 7 4 .4 7 4 5 3 .2 0 5 3 3 3 7 E - 0 2
9 6 1 0 0 .6 6 2 9 9 .9 7 3 5 0 .0 0 0 0 0 0 0 E + 0 0
1 0 1 9 1 1 .4 7 3 3 .6 9 3 3 3 .2 0 8 3 6 9 0 E - 0 2
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Appendix G
Calculation of valve effective area for SPICE II model of 
the TL-11 Diesel engine
G.l Introduction
It is demonstrated in the text that it is very important to get accurate values 
for the schedule of effective areas for input to the SPICE II simulator.
This section shows the calculations and assumptions used to calculate these 
values for the inlet and exhaust valves of the TL-11 model.
G.2 Calculation of effective area of a poppet valve as it opens
For a poppet valve with a 30° face angle, as shown in figure Figure G .l 
below, the cross-sectional flow area is given as:
Av = ud^ 0.866+0.375 G.l
L
d
Figure G .l Poppet valve geometry
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For the TL-11 the values of dt are:
Inlet valve = 49.64 mm
Exhaust valve d] = 42.02 
The effective flow area is given as:
\ = A vCd .................................................. G.2
where CD is assumed to vary linearly between the following two values
Valve open CD = 0.4
Valve closed CD = 0.8
The valve lift for the TL-11 were measured on the real engine and the 
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