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Introduction
Groundwater is a natural resource, which can have negative effects on mining operation (Brawner, 1986) . In mines where excavation is carried out below the water table, water flows from the surrounding strata towards the mining works. In particular, in the case of a confined aquifer, as the overburden materials and the mineral deposit are extracted during the mining operation, the impervious bed(s) may break and water under high-pressure may flow into the mining excavation (Bahrami et al., 2014) . Investigations have revealed that the resulting unexpected inflows in large quantities may impede production, delay the project and may cause many safety and environmental problems (Singh and Atkins, 1985a, b) .
Undesirable effects of this may include:
 loss of access to all or part of the mine working area  greater use of explosives  increased explosive failures resulting from wet blast holes, or the need to use special explosives  increased wear to equipment and tyres  inefficient loading and hauling  unsafe working conditions (Morton and Van Mekerk, 1993) .
Furthermore, groundwater inflow can have a harmful effect on pit slope stability. Hence, it is necessary to design an effective dewatering system to defeat these problems and simulation of groundwater inflow will greatly assist in this design work.
Further problems can follow because dewatering can place considerable hydrological stress on the regional groundwater system by creating an extensive and prolonged cone of depression, regional groundwater table lowering, overlapping cones of depression, land subsidence, and water quality deterioration, problems which can endanger mine productivity and even human life (Keqiang et al., 2006) . All of these problems are related to changes in hydraulic head (Morton and Van Mekerk, 1993 ) so modelling the hydraulic head during pit advance can provide valuable information for designing an appropriate dewatering scheme.
Many analytical solutions have been used to estimate groundwater inflow into mining excavations (e.g. Hofedank and Engineers, 1979; Lewis, 1999; Marinelli and Niccoli, 2000; McWhorter, 1981; Singh and Atkins, 1985a, b; Singh et al., 1985; Singh and Reed, 1987; Singh and Atkins, 1984; Vandersluis et al., 1995) but analytical models are based on some assumptions and specific boundary conditions that limit their applicability in different mining situations. For example, most analytical solutions do not directly account for inflow through the pit bottom (Hanna et al., 1994) and they cannot simulate hydraulic head and saturated/unsaturated flow conditions in a confined aquifer (Doulati Ardejani et al., 2003a) . Hence, analytical solutions are not appropriate for all hydrogeological situations.
Numerical models are routinely used for simulation of the groundwater flow in a complex aquifer system, the finite element method incorporating the Galerkin approach (Gray and Pinder, 1974) being recognised as a strong and powerful numerical technique for this purpose (Rabbani and Warner, 1994) . Several numerical models have been developed to predict the groundwater inflow to open pit mines and to predict the hydraulic head in observation wells at different distances from the centre of the pit (e.g. Aryafar et al., 2009; Bahrami et al., 2014; Crowe et al., 2004; Doulati Ardejani et al., 2003a; Hernández et al., 2012; Singh et al., 2012) . Bahrami et al. (2014) presented a two-dimensional (2D) numerical finite element model using SEEP/W (Geo-slope International Limitd, 2012) software to predict the groundwater inflow to an open pit mine, and modeled the hydraulic head in observation wells at different distances from the centre of the pit, for the period of the mining process. The accuracy and reliability of this model results were verified by field data and the results obtained by analytical solutions.
Doulati Ardejani et al. (2003a) presented a 2D numerical finite element model using SEEP/W software to predict groundwater inflow to surface mining excavations and to calculate the height of the seepage face in and around the pits.
They simulated saturated/unsaturated flow conditions, taking into account the hydraulic conductivities and the water content as a function of pore water pressure. The simulation results were compared to those from analytical solutions and other existing numerical codes developed for pit inflow prediction but the application of the model in a real mine was not evaluated. Crowe et al. (2004) the predicted inflow and the real inflow was not presented. Singh et al. (2012) investigated the hydrogeological problems relating to the Thar lignite field in Sindh, Pakistan. They described the proposed mine dewatering system to facilitate depressurising of the rock mass surrounding the mining excavations. A SEEP/W finite element model was used to predict groundwater inflow to the surface mining excavation during its advance. A sensitivity analysis was carried out to evaluate various factors affecting groundwater inflow. It was concluded that the model is very sensitive to permeability of the aquifer.
Numerical methods have been also used by the other researchers to simulate mine water problems (e.g. Azrag et al., 1998; Davis and Zabolotney, 1996; Dong et al., 2012; Naugle and Atkinson, 1993; Rogowski and Weinrich, 1981) .
Although numerical methods have been widely used for groundwater flow modelling and mine water related problems, these models require many parameters including hydraulic conductivity of the aquifer, transmissivity, pre-dewatering initial hydraulic head, rainfall data, saturated thickness of the aquifer, specific storage, porosity and other specific initial and boundary conditions. Determining all of these highly nonlinear characteristics is very difficult and requires a lot of time and cost. In addition, the number of factors required for developing a model can increase the uncertainty of its final results by accumulation of the miscalculations in the factors.
Approximation models such as artificial neural networks (ANNs) provide a powerful and reliable alternative with fewer required inputs to predict the nonlinear behaviour of groundwater inflow to open pit mines and changes in hydraulic head in the vicinity of the mine during pit advance. An ANN is an empirical modelling tool that is based on the behaviour of biological neural structures (Doulati Ardejani et al., 2013; Yao et al., 2005) and the use of such networks is rapidly increasing, especially in process modelling, simulation and predictions (Banerjee et al., 2011; Doulati Ardejani et al., 2013; Khalil et al., 2011; Sadeghiamirshahidi and Ardejani, 2013; Yoon et al., 2011) .
Doulati presented a neural network model to predict the groundwater rebound process after cessation of dewatering at a restored open cut coal site in the East Midlands area of the UK. Time (days after dewatering), water table levels in the aquifer and the backfilled site, hydraulic conductivity of the aquifer and backfilled site, and precipitation were used as inputs. The output of the network was the water table height (residual drawdown). A feedforward artificial neural network incorporating batch gradient descent with a momentum-learning algorithm and 6-1-6-1 arrangement was used to achieve this goal. Banerjee et al. (2011) developed an artificial neural network (ANN) to estimate groundwater salinity in island aquifers. A Feed-forward ANN model with quick propagation as training algorithm has been used to forecast the salinity under varied pumping rates. Yoon et al. (2011) presented two nonlinear time-series models for predicting groundwater level (GWL) fluctuations using artificial neural networks (ANNs) and support vector machines (SVMs). The models were applied to GWL prediction of two wells at a coastal aquifer in Korea.
Three models have been developed by Khalil et al. (2011) , for the estimation of water quality mean values at ungauged sites. The first model is based on ANNs, the second model is based on ensemble ANN (EANN) and the third one is based on canonical correlation analysis (CCA) and EANN. Sadeghiamirshahidi and Ardejani (2013) presented a feed-forward multi-layer ANN with back-propagation learning algorithm, with 4-7-4-1 arrangement to predict pyrite oxidation process in the spoils of the Anjir Tangeh coal washing plant, northern Iran. The spoil depth, annual precipitation, effective diffusion coefficient of oxygen transport and initial amount of pyrite in the spoil particles were the inputs and the fraction of pyrite remaining in the spoil was the output of the model.
The performance of an artificial neural network depends upon the selection of proper weight connections and network topology during network training. Due to the complex nature of neural network training, even simple functions result in very complex error surfaces. Since the nature of neural network learning algorithms is local convergence, it can be demonstrated that solutions are highly dependent upon the initial random drawing of connection weights. If these initial weights are located on a local grade, which is probable, the learning algorithm will likely become trapped in a local solution that may or may not be the global solution (Zanchettin and Ludermir, 2007) . Global search techniques are known to more consistently obtain the optimal solution (Sexton et al., 1999) . Recently GA and SA have been combined with neural methods to avoid drawbacks of local minimization methods. Many other global minimization methods are suitable for that purpose, although they are used rather rarely in this context (Duch and Korczak, 1998; Bhattacharjya and Datta, 2009; Yeh, 2015; Sreekanth and Datta, 2015) . The coupled ANN-GA and ANN-SA algorithms have a great potential to handle problems such as optimization in complicated nonlinear systems. These methods have been used by many researchers (e.g. Alavi and Gandomi, 2011; Hao et al., 2004; Kana et al., 2012; Yeh, 2015) . Yeh (2015) reviewed the various optimization approaches, such as GA and gradient-based methods that have been used for solving the groundwater planning and management programs. The author explained the idea that, a key advantage of using the GA method is to solve non-linear optimization problems. In order to enhance the efficiency of the GA method, it may be coupled with the gradient-based optimizer methods. Alavi and Gandomi (2011) developed new models to predict the peak time-domain characteristics of strong groundmotions utilising a hybrid method (ANNs-SA). The principal groundmotion parameters formulated were peak ground acceleration (PGA), peak ground velocity (PGV) and peak ground displacement (PGD). The proposed models relate PGA, PGV and PGD to earthquake magnitude, earthquake source to site distance, average shear-wave velocity and faulting mechanisms.
Despite the remarkable prediction capabilities of ANNs methods and especially hybrid models, such as ANNs-GA and ANNs-SA, there have not yet been any scientific efforts directed at applying them to model groundwater inflow to mines.
In this study, hybrid models (ANNs-GA and ANNs-SA) are utilised to predict groundwater inflow to an open pit mine and model the hydraulic head at different distances from the centre of the pit during mining operations. For this purpose, MATLAB software was used. The accuracy of these hybrid models is verified by field data, results of a 2D axisymmetric finite element model using the SEEP/W package, outputs of a feed-forward artificial neural network with back-propagation learning algorithm and some of the famous analytical solution results.
It is noted that the field data include the quantity of groundwater inflow from a confined aquifer to an open pit mine (Goushfil pit, Central Iran) and the hydraulic heads at two observation wells around the pit during its advance over 30 weeks (Esfahan province environmental office, 2013). In addition, the hydrodynamic coefficients of the aquifer were calculated using a pump out test conducted within 22 hours. The modelling methods described in this paper can be used to develop an effective dewatering program. 
Geology
The main zone of the mine is covered with carbonate sediments which are located on lower Jurrassic sediments unconformably and consist of continuous Cretaceous age deposits. The total thickness of these rocks is above 800 m which comprise limestone and dolomite with lesser amounts of shale and marl. The carbonate sediments are identified as a source rock for Goushfil mine deposit.
Hydrogeological Investigation and Precipitation
Investigations (BAMA Mining Company, 2003; Reichert, 2007) showed a fully saturated confined aquifer with an average thickness of 35 m in the Irankuh district in the dolomite rocks extending toward the Goushfil mine throughout the study area. It is an artesian aquifer type with an 80 m initial head and a porous medium flow domain is dominant. The hydraulic conductivity and storage coefficient of the confined aquifer were 4×10
-5 m/s and 0.1 respectively.
Pit Geometry
Information about the ore body comprising thickness, dip, depth, lateral extension and the proposed mining boundaries define the pit geometry (Singh et al., 1985) . Topmost and bottommost benches of the study pit were at elevations 1680 m 
Measuring Field Data
Field data which were measured in this study included rate of groundwater inflow from the confined aquifer to the Goushfil open pit mine, hydraulic heads at two observation wells (observation wells 1 and 2 in Fig. 1 ) around the pit during its advance over thirty weeks, hydrodynamic coefficients and hydraulic heads at another observation well, 15 m from the pumping-test well ( Fig. 1) , over a 22 hour period. All of the observation wells and the pump-test well fully penetrated the confined aquifer.
The water levels were monitored at the observation wells using a tape measure equipped with a device that is designed to make a noise when it touches the water surface. To quantify the aquifer hydrodynamic parameters including transmissivity and storage coefficient, a 0.25 m diameter pumping-test well was drilled using a cable tool drilling method. The pit inflow rate from the confined aquifer was obtained by measuring the pump-out rate from the pit lake to maintain a constant water level equal to the height of the pit floor. In all wells, the aquifer thickness was approximately 35 m. The hydraulic conductivity and storativity values of the aquifer, obtained from the pump-test data, were 4×10
A total of 129 data sets were used for training and testing the networks for predicting the rate of groundwater inflow to the mine (102 sets for training and 27 sets for testing the networks).The data sets used for training the networks were from Esfahan province environmental office (2013).
A total of 237data sets were used for training and testing the networks to predict hydraulic head in observation wells in the vicinity of the pit during its advance (177 sets for training and 60 sets for testing the networks). The data sets used for training the networks come from previous works (Bahrami et al., 2014 ; Esfahan province environmental office, 2013). The 60 data sets from two distinct observation wells in this study ( Fig. 1) were used for testing the networks.
Description of Pit Progress into the Aquifer
When the pit bottom reaches the upper layer of the confined aquifer, depth of pit penetration in aquifer is assumed zero and when it reaches the bottom layer of the aquifer, the depth of pit penetration in aquifer will be the aquifer thickness (the vertical distance between two confining layers).
A phase of pit advance is defined as the amount of penetration of pit into the aquifer. It is equal to the height of a bench (10 m). It should be noted that for further penetration of pit into the aquifer and creating a new bench, the existing benches are extended laterally. Each phase of the pit advance may include a number of time steps, as weeks during the inflow process. In each time step, the top base pit radius is described as radius of the pit at the uppermost confining layer of aquifer and the bottom base pit radius is the radius of pit in the bottom confining layer of aquifer.
3. Methodology
Artificial Neural Networks (ANNs)
Different types of ANNs have previously been used in hydrological modelling (e.g. Adamowski and Sun, 2010; Banerjee et al., 2011; Belayneh et al., 2014; Cannas et al., 2005; Chen and Chang, 2009; Chiang et al., 2004; Doulati Ardejani et al., 2013; Imrie et al., 2000; Ketabchi and Ataie-Ashtiani, 2015; Khalil et al., 2011; Sivakumar et al., 2002; Yoon et al., 2011) .
The most popular ANN model is the multi-layer perceptron (MLP) which includes a feed-forward and layered network of neurons and can provide a nonlinear mapping between the input and output.
The general relationship between input and output in an ANN model can be expressed as (Fazeli et al., 2013) :
where, is an input vector; denotes the connection weight from the th neuron in the input layer to the th neuron in the hidden layer; represents the threshold value or bias of th hidden neuron; stands for the connection weight from the th neuron in the hidden layer to the th neuron in the output layer; refers to the bias of the th output neuron and ℎ and find the value of the weight that minimises differences between the real output and the predicted output in the output layer in order to minimise the mean square errors (MSEs), the average squared error between the network predictions and the target outputs . In order to find the optimal weight ( ) and the bias ( ), training or learning processes must be implemented to minimise the error (Fazeli et al., 2013) .
In recent years, the literature contains details of several optimization algorithms which have been presented and extensively investigated. Most of them were based on deterministic or stochastic methods, in order to solve optimization problems with multiple objectives that conflict with each other. Some multi-objective stochastic optimizers have been developed based on local or global search methods to solve optimal design problems.
Most local optimization algorithms are gradient-based. They utilise gradient information to find the optimum solution, and such algorithms are widely used to solve a variety of optimization problems in engineering. However, these algorithms have several drawbacks in that they can only find a local optimum. In addition, they have difficulty in solving discrete optimization problems. Moreover, they are complex and are difficult to implement efficiently, and they may be susceptible to numerical noise.
Global optimization algorithms offer a much better chance of finding the global or near global optimum than the local algorithms (Mukherjee and Ray, 2006; Venter, 2010) . Genetic algorithms and simulated annealing are two types of the best global search methods (Corana et al., 1987; Duch and Korczak, 1998; Goffe et al., 1994; Jiang, 2013; Sexton et al., 1999) .
The training procedure of the ANNs is generally divided into two important steps: (1) initialization and (2) optimization.
The initialization process might involve allocating initial random values to the network's weights. This process can be done by local and/or global optimization algorithms.
The local methods tend to become trapped in a local solution that may or may not be the global solution. If these initial weights reach a local grade, which is probable, the learning algorithm will likely become trapped in a local solution. Thus, these algorithms require a good starting point to be effective.
On the other hand, global search techniques (such as GA and SA) are more capable to obtain the optimal solution and also they offer a much better chance of finding the global or near global optimum than the local algorithms. But, doing a complete training process (both the initialization and optimization steps) might be more complicated by the use of global methods such as GA and SA. Therefore, a complete training scenario depends on both the initialization and optimization processes.
Genetic Algorithm (GA)
The GA is a global search technique that finds the global optimum point from a set of solutions. As the algorithm continuously samples the parameter space, the search is directed toward the area of the best solution so far. This algorithm has been shown to use extremely well in gaining global solutions for difficult non-linear functions (Sexton et al., 1998) and has been used to develop many applications (e.g. Chow et al., 2002; Hao et al., 2001; Ketabchi and Ataie-Ashtiani, 2015; Kuo and Lin, 2013; Lemonge and Barbosa, 2004) . Basically, there are four steps, comprising 1. Creation of population, 2.
Selection, 3. Crossover, and 4. Mutation, in a GA algorithm (see Deb et al. (2000 Deb et al. ( , 2002 and Horn et al. (1994) for more details).
Simulated Annealing
The simulated annealing (SA) method is a meta-heuristic technique for solving complex optimisation problems and is based on the physical phenomenon of annealing (Schlünz and Van Vuuren, 2013) . It was first proposed by Kirkpatrick et al. (1983) and many applications have been developed using SA (e.g. Kumral, 2013; Meiri and Zahavi, 2006; Saraiva et al., 2011; Zameer et al., 2014) .
The SA algorithm is a randomised search procedure that starts from an initial solution to the problem. A control parameter is set to an initial 'temperature' value and is systematically decreased according to a cooling schedule (see Hamzadayi et al., 2013 for more details). Before starting the SA algorithm, it is necessary to choose starting values for the parameters, the cooling schedule and the stopping conditions (see Eglese (1990); Ingber (1993) and Alavi and Gandomi, (2011) for more details).
Model Development using Simple ANN Method
Two ANN models with a feed-forward artificial neural network and back-propagation learning algorithm were developed to predict groundwater inflow to the open pit mine and the hydraulic heads in the observation wells at different distance from the centre of the pit, respectively. The simple ANN models were trained by different algorithms (such as: Powell method, Levenberg-Marquardt method, etc.). The obtained results were then compared together and finally the methods with the best results were selected. In the present case, the best results were obtained by the conjugate gradient coupled with Powell-Beale restarts method (Powell, 1977) . For this purpose, the Neural Network Toolbox of MATLAB software, R2013b was used. The input layer, output layer, optimal architecture and transfer functions for each layer of these models are similar to those of the ANN-GA and ANN-SA models, which are described in the following section.
3.5. Model Development using the ANN-GA and ANN-SA Methods
In this manuscript, it is tried to develop predictive models so that in addition to applying the fewer and simpler input parameters than the numerical models, they can predict the groundwater inflow and hydraulic head, more accurately. To enhance the efficiency of ANN model, the GA and SA methods were used for initialization phase of training procedure.
After reaching good starting points, local optimization (learning) algorithms were used for the optimization phase of training procedure and consequently for the training scenario of the ANN.
The ANN-GA and ANN-SA models are developed by considering the following ratios as input parameters:
1. 
Hydraulic head in observation wells
Distance of observation wells from the centre of pit .
During the pit advance, based on the Section 2.1, the ratios (1) and (2) can vary between 0 and 1.
As it is shown in Fig. 1 , two observation wells 1 and 2 are drilled at 1250 and 1750 m distance from the centre of the pit, respectively. Rate of groundwater inflow from the confined aquifer to the Goushfil open pit mine and also the hydraulic heads, at the two observation wells around the pit during its advance, over 30 weeks are measured. All of these data and only the first 27 of them were used to predict the hydraulic head and the groundwater inflow, respectively. Therefore, "inverse of pit advance time" can be defined as 1/1, 1/2, 1/3 … 1/29 and 1/30.
By dividing the hydraulic head in each well by the distance to the well from the centre of pit, the ratio (4) can be calculated. If the dewatering process from the pit sump during the pit advance is conducted consistently, ratio (4) can decrease with time. Table 1 gives the correlation Matrix between the ratios (1)-(4) and rate of groundwater inflow to the pit, (5). During the pit advance, ratios (2)-(4) and item (5) decreased with time and ratio (1) increased with time. Therefore, ratios (2)-(4) are positive correlated with "groundwater inflow" and (1) is negatively correlated. 
Two models were constructed to predict the groundwater inflow. In these models, the initialization phase of training procedure was implemented by GA and SA methods. Besides, the optimization phase, and in other words the learning phase, of them were attempted using a number of different local optimization (learning) methods. Levenberg-Marquardt (Marquardt, 1963; Moré, 1978) method provided the best results. Number of the layers and nodes per layer as well as type of the transform functions in each layer were optimally obtained during a run scenario of the networks using a loop which frequently improved these variables so that the optimal value/kind of them were achieved. Finally, the optimal architecture (4-5-3-1) of the ANN-GA and ANN-SA networks was found capable to predict groundwater inflow to the mine and hydraulic heads in the mine vicinity. It has two middle layers which have 5 and 3 nodes, respectively. In this architecture, the transfer function between the inputs, first and second hidden layers are hyperbolic tangent. It is a linear type (purelin) between the second hidden layer and the output layer (Fig. 2) . By switching the last argument of the input layer, (4), with the argument of the output layer of the two previous models, two other new models with similar architecture were prepared to predict the hydraulic head in observation wells 1 and 2 ( Fig. 1) for the time period of the mining process. Finally, four models were designed for two purposes: two models were to predict the groundwater inflow and two other models were to predict the hydraulic head. The methodology was implemented in MATLAB.
Groundwater inflow to mine pit 1 Pit advance time (Bahrami et al., 2014) . The appropriate initial and boundary conditions must be specified to constrain the problem and make the solution unique. Detailed theoretical aspects of SEEP/W software and the solution method for the governing equation are described elsewhere (e.g. Ardejani et al., 2003a, b; Gray and Pinder, 1974; Hofedank and Engineers, 1979 ).
Conceptual Model
A real geo-water system and its behaviour are often complicated and much detail is needed to describe such environments. One of the major steps in the modelling process is the construction of a conceptual model of the problem and of the relevant domain. The conceptual model includes a set of assumptions that reduce the real problem and the real domain to simplified versions that are satisfactory in view of the modelling objectives, the associated management problem, and the available data (Bear and Cheng, 2010 ). 
Evaluation of Aquifer Parameters
The pump-out test data and values of hydraulic head monitored at an observation well, 15 m from the pumping well, were used to calculate the transmissivity and storage coefficient of the aquifer using the Cooper-Jacob equation (Cooper and Jacob, 1946; Kruseman and de Ridder, 1979) as follows:
where, T is the transmissivity (m 2 /s), Q is the pumping rate (8.5×10 -2 m 3 /s) and represents drawdown (11.118 m).
Thus, the average transmissivity of the aquifer is calculated equal to 0.0014 m 2 /s.
The average hydraulic conductivity of the aquifer can be expressed as:
where is the permeable thickness of the aquifer (35 m) and represents transmissivity (m 2 /s).
Thus, the hydraulic conductivity ( ) will be 4×10 -5 m/s.
The storage coefficient (S) can be calculated using the following equation: An axisymmetric finite element analysis was run using a grid with 50 elements and 102 nodes, the rectangular grid consisting of four-noded elements. Numbers of time steps were 8, 10 and 9 for phase 1 (weeks 1-8), phase 2 (weeks 8-18) and phase 3 (weeks 18-27), respectively. The axisymmetric analysis simulates a radial flow to the mine. The total simulation time was 27 weeks.
The advance of the pit was simulated by assigning a constant head at the radius of the pit corresponding to specified pit depths at various stages of the pit advance.
After constructing the finite element grid and applying the hydraulic conductivity, a steady-state simulation was carried out to build an initial condition for the aquifer before transient simulations were carried out. Constant heads of 80 m were allocated at the two ends of the aquifer and the modelling was then run. This simulation generated a uniform total head distribution of 80 m throughout the entire aquifer, representing the pre-mining situation. More details can be seen in Doulati Ardejani et al. (2003a) .
In the first stage of the transient simulation with 8 time steps, a constant head of 25 m was specified at the mine excavation. By calling the initial condition and by specifying a storage coefficient of 0.1, the inflow to the pit was predicted during each phase.
Similarly, by assigning appropriate constant heads of 15 and 5 m at the mine excavation, the second and the third phases respectively of transient simulations were carried out. The predictions obtained for the last time step of each phase of the simulation were used to provide the initial conditions for predicting inflows during the following phase of the simulation.
To predict hydraulic heads at the observation wells 1 and 2, the finite element mesh of each model (Fig. 6 ) was constructed so that the observation wells were exactly located on the nodes at different distances from the pit axis.
Performance Measures
The performance of the network presented is evaluated by using statistical parameters such as correlation coefficient (R), mean absolute error (MAE), mean absolute percentage error (MAPE) and mean squared error (MSE) values as follows (Alavi and Gandomi, 2011) :
 
Results and Discussion

Results of Groundwater Inflow Prediction to the Mine
According to Table 1 , the absolute correlation values between output layer of the networks, ratio (5), and the parameters of the input layer vary between 0.04 and 0.33. If they exceed 0.5, the other simpler methods, such as a simple regression method could solve the problem and consequently it is not required to implement more complicated methods, such as ANN-GA or ANN-SA methods. Hence, the use of the ANNs approach is justified. The top of Table 2 gives the R, MAE and MAPE values by ANN-GA, ANN-SA and simple ANN for the training and testing stages of groundwater inflow prediction.
Based on this table, all of the ANNs models have the ability to be generalised. The 27 data sets were used for testing the networks. According to Table 2 , only the ANN-GA and ANN-SA models have the capability to be good predictive tools. simple ANN, numerical model and analytical solutions (McWhorter, 1981; Singh et al., 1985) during the mine advance. The inflow quantities for three phases of pit advance decreased with time at different rates, so that phase 1 and phase 3 show the maximum and minimum decreasing rates respectively. Except for the beginning of the inflow prediction (between weeks 1 and 2), the analytical solutions underestimated the inflow quantities. The simple ANN model exhibits a decreasing trend of inflow with time, in general with frequent over-and underestimation. The ANN-GA method had a very good correlation with the field data. However, it slightly overestimated the inflow within week 9.
In the first phase of transient prediction, the inflow decreased sharply from 4. According to Fig. 7 , the inflow fluctuates at the beginning of each phase. The inflow fluctuation is relatively very large at phase 1. It, however, becomes smaller at the beginning of the subsequence phases due to reduction in water pressure of the confined aquifer and an increase in the available surface areas wherein inflow occurs. Table 3 gives the mean percent error (MPE) in predicting groundwater inflow by ANN-GA, ANN-SA, simple ANN, numerical models and analytical solutions related to measured inflows over a 27-week time period. According to Tables 2   and 3 and Fig. 7 , the ANN-GA, numerical and ANN-SA models showed a good fit with the field data. Analytical solution (Singh et al., 1985) Field data the field data with those from ANN-GA, ANN-SA, simple ANN, and numerical models and analytical solutions (Kruseman and de Ridder, 1979; Theis, 1935) for HHs at observation wells 1 and 2, in the vicinity of the Goushfil pit, respectively.
According to these figures, the HH decreases with time and also with a decrease in distance from the centre of the pit. The analytical solutions presented by Kruseman and de Ridder (1979) and Theis (1935) (Theis, 1935) Analytical solution (Kruseman and De Ridder, 1979) Field data (Theis, 1935) Analytical solution (Kruseman and De Ridder, 1979) Field data It can be seen from Tables 2-4 that the ANN-GA and ANN-SA models with high R and low MAPE and MAE values provide acceptable estimates of the target values. The performance of the models on the training and testing data indicates that they have both good predictive ability and generalization performance. (1) The hybrid models proposed in the paper can be effectively used as appropriate tools that allow the mines holders to 8 develop quickly and cost-effectively appropriate methods to control water problems at each stage of mine development.
9
(2) One of the great capabilities of the models presented here is their strong features and abilities to simulate non-linear 10 water flow behaviour from complex geological strata towards a surface mine. However, analytical solutions are not as 11 versatile as the hybrid models in dealing with complex hydrogeological-mining situations.
12
(3) As mine hydrogeologists are searching for appropriate models that have both the accuracy in prediction and the easy 13 to use for implementation in solving the groundwater inflow problems, numerical models may be appropriate. However, 14 in addition to the difficulties related to use of the numerical models, they need many input parameters and also, they impose 15 much time and cost to the mine hydrogeologists.
16
On the other hand, the hybrid models utilise simpler and fewer inputs and can impose less time and cost to the mine 17 owners. Furthermore, in comparison to the numerical and analytical solutions, they can accurately predict the mine inflow results of the numerical model used in this research are highly sensitive to the hydraulic conductivity and storage 22 coefficient. In addition, the agreement between the predicted results and the field data was somewhat close.
23
Due to the difficulties related to the use of numerical models for hydrogeological modelling, we tried to develop 24 predictive models so that in addition to applying the fewer and simpler input parameters than the numerical models, they 25 can predict the groundwater inflow to open pit mine and hydraulic head at the vicinity of pit during the pit advance, more 26 accurately. After running several simulation scenarios with a simple ANN model, an architecture of 4-5-3-1 was found as an 27 optimal one to predict the groundwater inflow and hydraulic head. In this architecture, the transfer function between the 28 inputs, first and second hidden layers were hyperbolic tangent. A linear transfer function (purelin) was adopted between the 29 second hidden layer and the output layer.
30
The local optimization (learning) methods were used for the training procedure (both the initialization and optimization 31 processes) of the simple ANN models. However, results show a similar trend change of inflow and hydraulic head as a 32 function of time with frequent over-and underestimation.
33
Due to the fact that a comprehensive training scenario requires application of appropriate methods for initialization and 34 optimization processes, we enhanced the efficiency of the simple ANN models. Therefore, they are modified so that the GA
35
and SA methods were used for initialization phase of training procedure. After reaching good starting points, the 36 Levenberg-Marquardt method was used for the optimization phase of training procedure and therefore for the learning 37 process of ANNs.
38
The statistical parameters of the performance of models applying the training and testing data such as correlation 39 coefficient (R), mean squared error (MSE), mean absolute error (MAE) and mean absolute percentage error (MAPE)
40
indicate that the hybrid models have both good predictive ability and generalization performance.
41
The ANN-GA, ANN-SA and numerical models results all have a good fit with the field data, but the ANN-GA model
42
shows the best correlation. Results further show that despite using the fewer and simpler (in terms of cost and time for data 
