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013.02.0Abstract The spatial diversity of distributed network demands the individual ﬁlter to accommo-
date the topology of interference environment. In this paper, a type of distributed adaptive beam-
former is proposed to mitigate interference over coordinated antenna arrays network. The proposed
approach is formulated as generalized sidelobe canceller (GSC) structure to facilitate the convex
combination of neighboring nodes’ weights, and then it is solved by unconstrained least mean
square (LMS) algorithm due to simplicity. Numerical results show that the robustness and conver-
gence rate of antenna arrays network can be signiﬁcantly improved in strong interference scenario.
And they also clearly illustrate that mixing vector is optimized adaptively and adjusted according to
the spatial diversity of the distributed nodes which are placed in different power of received signals
to interference ratio (SIR) environments.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Adaptive beamforming techniques based on generalized side-
lobe canceller (GSC) have already been developed successfully
to suppress interference through increasing the signal to inter-
ference plus noise ratio (SINR) at the output of an antenna82317240.
u.cn (D. Liu), songtao@ias-
n (J. Sun), wangj203@buaa.e-
orial Committee of CJA.
g by Elsevier
ng by Elsevier Ltd. on behalf of C
13array and make the implementation of the linearly constrained
minimum variance (LCMV) beamformer much more efﬁcient
with adaptive algorithms.1 Although some works have been
concentrated on improving the adaptive algorithms,2,3 a chal-
lenging problem remains unsolved by conventional techniques
that there is a bottleneck to enhance both the convergence rate
and output SINR in the steady-state.
Recently, the focus on the adaptive signal processing issue
has shifted from individual ﬁltering to the network side, and it
is also realized that the coordinated ﬁlters actually account
for most of the energy consumption in distributed networks.
The main idea is that multiple distributed nodes with spatial
diversity corporately process their local signals by means of fus-
ing their weights, exchanging the information and adaptively ﬁl-
tering, in order to obtain an overall ﬁlter of improved network
performance. Among these schemes, incremental,4 diffusion,5
and probabilistic diffusion6 schemes have received attentionSAA & BUAA. Open access under CC BY-NC-ND license.
Fig. 1 A distributed antenna array network with N nodes, where
the degree of the kth node is nk ¼ 4. The kth node has an estimate
wkðiÞ at ith instant and then cooperates with its neighbors.
358 D. Liu et al.because of their very low complexity of realization and univer-
sal behavior in steady-state. For other diffusion modes of coop-
eration, adaptive combination approaches are proposed to
weight neighboring nodes, such as the maximum,7 Metropolis8
and relative degree9 based on the network topology and/or
noise proﬁles. In Ref.10, it was shown that steady-state excess
mean square error (EMSE) of the network can be greatly de-
creased without prior knowledge of the network statistics with
a fully adaptive convex combination approach. And another
convex combination one still got good results.11 Although some
previous studies in Refs.12,13 of adaptive combination of two
adaptive ﬁlters are addressed to improve the performance for
local antenna array, by exploiting multiple nodes the jointly
processing method may provide a far-reaching and promising
way to enhance the performance of interferencemitigation tech-
niques in distributed antenna arrays.
In this paper, we propose a novel distributed adaptive GSC
beamformer by employing a convex combination of weights of
neighboring nodes over the antenna arrays network. Central to
the proposed general structure of distributed GSC beamformer
is that the proposed one offers a collaborative way to mitigate
interference through distributed networks, which takes the
advantages of information of neighboring nodes to weight
the connected ﬁlters optimally in such a way that the overall
performances, such as the convergence rate and the steady-
state performance, of network output SINR are greatly im-
proved. Attributing to the desired ﬂexible structure offered
by the weighting vector, the distributed GSC beamformer
can give a reasonable proportion of every combined ﬁlter’s
weight. Along with the optimal design of the mixing vectors,
adaptive updating algorithm is developed as well based on
least mean square (LMS) algorithm to reduce the computation
complexity and ensure the stability in facilitating practical
implementation. Moreover, we also show that the robustness
in terms of the steady-state SINR versus step-size varying is
also conducted to evaluate the stable performance of the pro-
posed algorithm.
Throughout the paper Efg denotes the mathematical
expectation, and ðÞH stands for the Hermitian transpose while
ðÞ for complex conjugation. And special vector 1N represents
vector of length N whose entries are all one.
2. Coordinated adaptive network beamforming
Consider a predeﬁned topology with N distributed nodes as
shown in Fig. 1, where the nodes form clusters Xk such that
the kth node has connected nk neighborhood nodes, and as-
sume that the cluster diameter is not large comparing with
ranges of the sources. Each node k has its own desired scalar
measurement dk 2 C which impinges from a known direction
of arrival (DOA), corrupted by unknown interfering signals
plus noise, and an antenna array with M elements, whose re-
ceived M 1 data vector at ith snapshot is denoted by
xkðiÞ 2 CM1 and formulated by
xkðiÞ ¼ dkðiÞad þ
XD
t¼1
sktðiÞat þ vkðiÞ ð1Þ
where ad represents the desired direction vector. Similarly,
skt(i) and at represent the waveform from tth ðt ¼ 1; 2; . . . ;DÞ
interference to kth antenna array node and its direction vector
to the antenna array network, respectively. And vk(i) is anadditive white Gaussian noise vector with zero mean and its
covariance matrix is r2kIMM, where IMM is identity matrix.
We also assume the signal, noise and interference to be tempo-
rally independent. Hence, the correlation matrix of interfer-
ence plus noise at kth node is expressed by
Rkiþn ¼ Rki þ Rkn ¼
XD
t¼1
r2ktata
H
t þ r2kIMM ð2Þ
where r2kt denotes the interference power coming from the tth
direction to kth node. Moreover, the matrix Rkiþn can be
decomposed as
Rkiþn ¼
XM
j¼1
kkj u
k
j ðukj ÞH ð3Þ
where the eigenvalues satisfy
kk1  kk2      kkDþ1 ¼    ¼ kkM ¼ r2k ð4Þ
while fukj gMj¼1 are the corresponding eigenvectors. Besides,
½ uk1 uk2    ukD  and ½ ukDþ1 ukDþ2    ukM  span interfer-
ence and noise subspace, respectively. Due to
XM
j¼Dþ1
ukj ðukj ÞH ¼ IMM 
XD
j¼1
ukj ðukj ÞH ð5Þ
we obtain the inverse matrix of Rkiþn, i.e.,
ðRkiþnÞ1 ¼
XD
j¼1
1
kkj
ukj ðukj ÞH þ
1
r2k
XM
j¼Dþ1
ukj ðukj ÞH
¼ 1
r2k
IMM 
XD
j¼1
kkj  r2k
kkj
ukj ðukj ÞH
 !
ð6Þ
Assuming the interference power is much stronger than
noise, we have kkj  r2k, which yields
Rkiþn
 1 	 1
r2k
IMM 
XD
j¼1
ukj ðukj ÞH
 !
¼ 1
r2k
XM
j¼Dþ1
ukj ðukj ÞH ð7Þ
In order to mitigate the interference, we need to ﬁnd a class
of weights fwkg which maximize the output SINR of each
node, i.e.,
max
wk
SINRk ¼ max
wk
wHk R
k
swk
wHk R
k
iþnwk
ð8Þ
Coordinated adaptive beamformer over distributed antenna network 359where Rks is the correlation matrix of the desired signals at kth
node. If there is one desired DOA signal as Eq. (1), then the
optimum SINRk is given by
14
SINRkopt ¼ r2skaHd ðRkiþnÞ1ad ð9Þ
where r2sk 
 r2tk is the power of desired signal at kth node and
wk ¼ ðRkiþnÞ1ad ð10Þ
From Eq. (10), we know that if Rkiþn ¼ Rk
0
iþn where k – k
0,
k; k0 2 1; 2; . . . ;N, then there exists a global optimum weight
wopt which ensures k nodes can be convergent to the same
SINR value, although every node is interfered at different
levels.
The matrix Rki consists of a weighted sum of D outer prod-
ucts, so rankðRki Þ ¼ D in Eq. (2). According to (xvi) and (xvii)
in Ref. [14, p. 1347], we know that the ﬁrst D eigenvectors of
Rkiþn are still linear combinations of at and the eigenvalues
are denoted by kkj . Furthermore, there are MD eigenvalues
equal to r2k and the corresponding eigenvectors can be chosen
to be any orthonormal set that are also orthogonal to ukj
(j ¼ 1; 2; . . . ;D). Therefore, it is concluded that
XM
j¼Dþ1
ukj ðukj ÞH ¼
XM
j¼Dþ1
uk
0
j ðuk
0
j ÞH ð11Þ
From Eqs. (7) and (10), it is apparent that ðRkiþnÞ1 ¼
ðRk0iþnÞ1 if r21 ¼ r22 ¼    ¼ r2N ¼ r2, which indicates that the
optimum weight of every node k is independent of the power
of interference but receiver’s noise, i.e.,
d^kðiÞ ¼ wHoptxkðiÞ ð12ÞFig. 2 Local node GSC beamformer for distributed adaptive
antenna array networks.3. Adaptive combination approach over antenna array network
In antenna array network, if the receiver noise of each node is
equivalent with each other, the proposed distributed approach
could compute the linear combination of weights of neighbor-
ing nodes and its own at each node k by employing combine-
then-adaptive (CTA) strategy. And then the combined esti-
mate ukði 1Þ and local measurement fdkðiÞ; xkðiÞg at kth
node are adopted by the local adaptive ﬁlter to update its
weight. The principle can be summarized as the two main steps
at each node, i.e.,
ukði 1Þ ¼
X
l2Xk
cklðiÞwlði 1Þ
wkðiÞ ¼ ukði 1Þ þ lkxkðiÞekðiÞ
8<
: ð13Þ
where cklðiÞ is combination factor, lk step-size parameter, and
ekðiÞ ¼ dkðiÞ  uHk ði 1ÞxkðiÞ.
After every individual ﬁlter converges, the local estimates
fwkðiÞg satisfy
Efwkg ¼ wopt; k 2 f1; 2; . . . ;Ng ð14Þ
In the proposed distributed case, nodes in different interfer-
ence environments could have complementary characteristics
such that the proposed method may improve the convergent
rate, steady-state output SINR and robustness of network per-
formance greatly by exchanging their weights intentionally
from neighbors timely.3.1. Problem formulation
For the convenience of further discussion, node k is represented
as anyone in the network, and it is assumed that it has nk  N
accesses to its neighboring nodes in the network. We deﬁne
W , ½w1 w2    wnk  2 CMnk
ck , ½ ck1 ck2    cknk  2 Rnk ; k 2 f1; 2; . . . ;Ng
(
ð15Þ
where W is the globe weight matrix which contains estimate
vector wk; k 2 f1; 2; . . . ; nkg of each node and the vector ck rep-
resents the combination weight for kth node. Hence, the pro-
posed linear combination weights of each connected node
are given by uk ¼ ck1w1 þ ck2w2 þ    þ cknkwnk . The widely
used LCMV beamformer determines uk by minimizing the
output signal power under linear constraints, which is equiva-
lent to the maximum SINR beamformer.14 In the distributed
beamforming technique, the goal of optimization can be ex-
pressed mathematically by the following problem.14
min
ck2Rnk
XN
k¼1
uHk RXkuk s:t: C
Huk ¼ f ð16Þ
where RXk , EfxkðiÞxHk ðiÞg is the input correlation matrix of
kth antenna array, C 2 CMP the constraint matrix which
makes sure that the P desired DOAs can be received without
distortion, and f 2 CP1 the response vector.
Obviously, this problem can be decoupled into N subprob-
lems independently, i.e., for each node k, it is optimized by
min
ck2Rnk
uHk RXkuk s:t: C
Huk ¼ f ð17Þ
To reduce the implementation complexity, the well-known
GSC beamformer is adopted to free the hurdle of direction
constraints as shown in Fig. 2.
Therefore, the local GSC beamformer and distributed one
are proposed as follows.
Local GSC beamformer: The weight vector of each node k is
computed by
~wkðiÞ ¼ wq  Bw^kðiÞ ð18Þ
where wq ¼ CðCHCÞf is the quiescent ﬁlter, which is matched
to the desired signal spatial signature, w^kðiÞ the M 1 esti-
mated weight vector updated efﬁciently through an adaptive
algorithm1,14, and B an M ðM PÞ blocking matrix such
that CHB ¼ 0 and BBH ¼ IMM. And ﬁlter wkðiÞ of each node
is updated through
ekðiÞ ¼ ~wHk ðiÞxkðiÞ ¼ dkðiÞ  d^kðiÞ ð19Þ
where dkðiÞ ¼ wHq xkðiÞ and d^kðiÞ ¼ w^Hk BxkðiÞ.
Distributed GSC beamformer: Since the GSC beamformer
can easily update weight of every node with unconstraint algo-
rithms and guarantee the desired direction signal without
distortion, in combination stage we still compute the weight
Fig. 3 The proposed GSC-like structure for convex combination
of distributed nodes.
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different adaptive ﬁlters through
~ukðiÞ ¼ wq  Bu^kðiÞ ð20Þ
where
u^kðiÞ ¼ W^ck
W^ , ½ w^1 w^2    w^nk  2 CMnk
(
ð21Þ
and the mixing parameter vector ck should be further designed
to ensure the output errors of every weighted nodes can
achieve minimum. Analogously, the adaptive combined beam-
former output is given by
e0kðiÞ ¼ ~uHk ðiÞxkðiÞ ¼ dkðiÞ  d^0kðiÞ ð22Þ
with d^0kðiÞ ¼ u^Hk BxkðiÞ.
Convex combination method, i.e., cTk1nk ¼ 1, ck  0, is a
straightforward way to design the ck. Here, the curled inequal-
ity denotes componentwise inequality. In this case, the goal of
the GSC beamformer amounts to designing the mixing param-
eter vector ck such as to minimize the output power of fe0kðiÞg,
and the optimization problem Eq. (17) turns to
min
ck2Rnk
~uHk RXk ~uk s:t: c
T
k1nk ¼ 1; ck  0 ð23Þ
Actually, ck may still reﬂect the temporal and spatial ﬂow of
energy across network. Hereby, Refs.10,11 propose a convex
combination approach for distributed antenna array, which
can clearly show the proportion of every weighted weight
transmitted from the neighboring node. Also, the weighted val-
ues in mixing vector can be viewed as an important benchmark
for probabilistic coordination protocol in energy efﬁcient net-
works. Meanwhile, low complexity iterative algorithm is neces-
sarily developed to update ck at the ith snapshot.
3.2. Optimum distributed beamforming
Regarding that the GSC beamformer is sophisticated in trans-
forming the equality constraints to an unconstraint one, we
need to improve the distributed beamformer as a more efﬁcient
way. Deﬁning the matrix
Wq , ½wq wq    wq  2 CMnk ð24Þ
then we notice the fact that
~ukðiÞ ¼ ðWq  BHW^Þck ¼ ½ ~w1ðiÞ ~w2ðiÞ    ~wnkðiÞ ck ð25Þ
where cTk1nk ¼ 1, and we have
~uHk ðiÞxkðiÞ ¼ e1ðiÞ e2ðiÞ    enkðiÞ½ ck , eHk ðiÞck ð26Þ
where ekðiÞ is the output error vector at kth node. Then, the
problem reduces to a quadratic optimization, i.e.,
min
ck2Rnk
cTkEkck s:t: c
T
k1nk ¼ 1; ck  0 ð27Þ
where Ek ¼ EfekðiÞeHk ðiÞg is at least positive semi-deﬁnite, since
the correlation values depend on the different output errors of
individual ﬁlters. Apparently, the optimal ck can be obtained
through Lagrange multiplier method14 as
coptk ¼
E1k 1nk
1TnkE
1
k 1nk
ð28Þ
And the entries of coptk can be easily normalized as positive
numbers.3.3. Adaptive distributed approach
Most importantly, the above problem can be solved recursively
by GSC-like adaptive beamformer, and the optimization prob-
lem (28) can be converted into an unconstrained one. Firstly,
we construct the normalized constraint vector hk in order to
ensure cTk1nk ¼ 1, which yields
hk ¼ 1nkk1nkk
¼ 1nkﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1Tnk1nk
q ¼ 1nkﬃﬃﬃﬃ
nk
p ð29Þ
where k  k denotes the Euclidean norm. And then the block-
ing matrix is constructed by
~B ¼ Inknk  hkhHk ¼ Inknk 
1nk1
T
nk
nk
ð30Þ
which satisﬁes ~Bhk ¼ 0.
Next, we can get iterative updating equation of ck, i.e.,
~ckðiÞ ¼ hk  ~Bc^kðiÞ ð31Þ
With this form, any complexity efﬁcient recursive uncon-
straint adaptive algorithm could be adopted to estimate copt
at the ith snapshot. In this paper, the proposed low complexity
LMS algorithm utilizes the gradient of the instantaneous var-
iance of the beamformer output to update the mixing vector,
i.e.,
c^kðiþ 1Þ ¼ c^kðiÞ  1
2
mk$cH
k
fe2kðiÞg ¼ c^kðiÞ þ mkekðiÞ~ekðiÞ ð32Þ
where mk is the step-size parameter, satisfying the condition of
0 < mk < 2=kmaxð~EkÞ for stability of LMS in the mean15, where
kmaxðÞ is the maximum eigenvalue of the matrix in the bracket
and ~Ek , Ef~ekðiÞ~eHk ðiÞg. The prior output estimation error is
deﬁned by ekðiÞ , rkðiÞ  r^kðiÞ, where rkðiÞ ¼ hHk ekðiÞ, r^kðiÞ ¼
c^Tk ðiÞ~ekðiÞ and ~ekðiÞ ¼ ~BekðiÞ. Fig. 3 shows the block diagram
of the proposed GSC-like adaptive combination scheme for
distributed antenna arrays.
Finally, the complete updating procedure of w^kðiÞ is ob-
tained through
w^kðiÞ ¼ ~ukði 1Þ þ lk~ekðiÞekðiÞ ð33Þ
where ~ukði 1Þ ¼ W^~ckði 1Þ. Since the constraint problem
(27) has been converted to unconstraint one, the convergent
rate and steady-state analysis of the distributed LMS algo-
rithm can be found in the existing literature.4,5,10,16 In addi-
tion, the proposed one also keeps a ﬂexible structure that
can optimally weight any number of connected nodes and dis-
card the very ‘‘bad’’ ones or set them to go to sleep directly
against environment changing through the network informa-
tion provided by ckðiÞ. In this process, it only needs to adjust
the dimensions of hk. Consequently, this method may be the
best choice for energy efﬁcient networks.
Coordinated adaptive beamformer over distributed antenna network 3614. Simulation results
The proposed approach has a very wide application for coor-
dinated antenna arrays systems to mitigate interference, such
as Ad Hoc networks, heterogenous networks, coordinated
multipoint (CoMP) transmission systems, distributed radar
and sonar systems, etc. Particularly, we take a common
deployment as an example to illustrate the availability of the
proposed scheme. The distributed antenna arrays are equipped
with the similar hardware such that the power of receivers’
noise r2k at every node should be the same or approximately
equal. The far ﬁeld desired signals and interferences come from
any direction which may be fading, distorted and distracted,
but powers of interferences still keep much stronger than the
desired ones. Therefore, the received signals at each node k
are interfered with different levels in very strong interference’s
environment but with the common incident directions.
In this section, we apply the proposed combination ap-
proach into a one-half wavelength spaced uniform linear array
(ULA), and adopt LMS algorithm for every local ﬁlter under
the GSC beamformer. The bandwidth of wideband interfer-
ence is 10 times wider than the signal’s 1 MHz. The signal-
to-noise ratio (SNR) is 10 dB. And the desired direction ar-
rives at 0 while the three interferences come from 40, 20
and 60 with the transmitted signal to interference power ra-
tio (SIR) 45, 50 and 40 dB, respectively. Generally, if the
interference power is stronger than the desired one more thanFig. 4 Network settings.30 dB, then we consider it as strong interference. The network
topology is the simplest centralized one, where the Node 1 is as
the center and other ones are distributed randomly around it
and exchange their weights with it. Fig. 4 shows the traces of
the received interference signals and the desired signals at every
coordinated node. We can ﬁnd that the received SNRs and
SIRs are quite different which can make possible for various
nodes to cooperate together in mitigating interference.
Through 100 Monte Carlo trials, the convergence perfor-
mances of the ckðiÞ at Node 1 are shown in Fig. 5(a), which dis-
tinctly illustrates the proportion of weights of every connected
nodes in the mixing vector ckðiÞ, explaining the process of how
the proposed algorithm optimizes the output errors adaptively.
Comparison between Fig. 5(a and b) shows the perfect consis-
tency of the SIR curves and the values of coefﬁcients in the
mixing vector, which states that the relative bigger values will
be assigned in high SIR interference environment.
Furthermore, Fig. 6 displays that the proposed algorithm
has better performance than the non-cooperation way with
both faster convergence rate and higher steady-state output
SINR, and it also outperforms the diffusion algorithm with
uniform weighting vector and incremental combination
schemes signiﬁcantly in steady-state attributing to its adaptive
update of each entry in the mixing vector ckðiÞ. In Fig. 7, we
also offer the comparison of the performance that the fourFig. 5 Relationship between received interference and weighted
values of every node’s weight.
Fig. 6 Comparison of output network SINRs between the
proposed algorithm, incremental LMS algorithm, diffusion LMS
algorithm and non-cooperation approach. The step-size of every
local beamformer is 1 109, and the proposed one is also
1 109. The number of antenna elements is M ¼ 9. In the
incremental LMS algorithm, we used the cyclic path from Node 1
to Node 8 sequentially.
Fig. 7 Inﬂuence of step-size of local GSC ﬁlters with different
algorithms. The number of antenna elements is M ¼ 7.
362 D. Liu et al.approaches operate at different step-sizes which change from
2 · 1010 to 1.6 · 109. And the output SINR of the proposed
method presents more resilient to step-size increasing than
other ones, which veriﬁes its robustness and stability against
step-size mismatch of adaptive individual local LMS
algorithms.
5. Conclusions
In this paper, an adaptive distributed convex combination is
proposed to mitigate interference based on GSC beamformer
for smart antenna systems. The global optimum weight is
proved in strong interference scenario such that it opens a no-
vel cooperated way to mitigate interference in distributed ar-
rays network. The optimal combination problem is designed
by GSC-like beamformer and its effective iterative algorithm
is also provided through LMS ﬁlter. Simulation results show
that the proposed distributed ﬁlter markedly improves the net-
works’ performances in both convergence rate and steady-state
output SINR than other methods for interference mitigation.
Moreover, the proposed scheme is fairly robust againststep-size varying and clearly illustrate the proportion of
weighted neighboring nodes’ weights in the mixing vector,
which thus can be considered for energy efﬁcient networks.Acknowledgement
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