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A systematic method for calculating higher-order corrections of the rela-
tivistic semiclassical fixed-energy amplitude is given. The central scheme in
computing corrections of all orders is related to a time ordering operation of
an operator involving the Van Vleck determinant. This study provides us a
new viewpoint for quantization.




I. CORRECTION OF ALL ORDER FOR THE SEMICLASSICAL RELATIVISTIC
FIXED-ENERGY AMPLITUDE
It was pointed out by Van Vleck [1] that the semiclassical approximation of the propa-
gator in quantum mechanics can be expressed via the superposition of terms involving the
classical action in the exponent, and allowing for more than one possible classical paths
between two specied points in a given time interval (tb − ta):

















where R is the Hamilton principal function, and xb,xa is the terminal points of the orbits.
This resulting formula are often analytically quite complicated, but they have the great
merit of describing almost all the physics. Especially, they are often astonishingly accurate;
this is important, because it is precisely in the semiclassical limit that many of the standard
calculational methods of wave mechanics converge very slowly [2].
In this letter, we would like to present the semiclassical approximation of the relativistic
xed-energy amplitude (Green’s function). The corrections of all orders is given by a \time"
like ordering operator. This study provides us a new viewpoint for quantization.
The starting point is Kleinert’s path integral representation of the xed-energy amplitude



























where s in Eq. (1.2) is dened as





in which ρ(λ) is an arbitrary dimensionless fluctuating scale variable, ρ(0) is the terminal
point of the function ρ(λ), and [ρ(λ)] is some convenient gauge-xing functional [3-6]. The
only condition on [ρ(λ)] is that
∫
Dρ(λ) [ρ(λ)] = 1. (1.5)
h/Mc is the well-known Compton wave length of a particle of mass M , A(x) is the vector
potential, V (x) is the scalar potential, E is the system energy, and x is the spatial part of
the (3 + 1) vector ~x = (x, τ).
It is without lost the generally that the functional  [ρ(λ)] is taken as the δ-functional
δ [ρ− 1] to xed the value of ρ(λ) to unity [3{5,7]. Then the lowest order’s approximation

































A(x,s)  x˙(s) + 1
2Mc2
(
V 2(x, s)− 2EV (x,s)
)]
, (1.7)
where DE is the second derivative with respect to AE and is given by
∣∣∣det [−∂xj
b
∂xiaAE(xb, sb j xa, sa)
]∣∣∣ , (1.8)
and the pseudoenergy ε is dened as (E2−M2c4)/2Mc2. We have assumed that A(x,s) and
V (x, s) are functions of coordinate x and the timelike parameter s. This will be useful for
reducing to non-relativistic semi-classical approximation.






























hkg(k)(xb, sb j xa, sa)
}
. (1.9)
The subscript \all” stand for the all order corrections. An important observation in eval-
uating the unknown functions g(k)(xb,xa; s) is that the curly bracket above satises the
Schro¨dinger-like equation
[
H^E (−ih∂xb ,xb; s)− ih∂s
]
Kall(xb, sb j xa, sa) = −ihδ (sb − sa) δ3 (x− xa) , (1.10)
where H^E is the Hamilton operator
H^E (p^,x; s) = (p^− e/cA(x,s))2 /2M + [2EV (x,s)− V 2(x,s)]/2Mc2 (1.11)
with pˆ = −ih∂x. Since the boundary condition given in Eq. (1.6) and the limiting property
is Kall(xb, sa j xa, sa) = δ3 (xb − xa) for the pseudopropagator Kall, we obtain the relations
g(0)(xb, sb j xa, sa) = 1
g(k)(xb, sa j xa, sa) = 0, k  1
. (1.12)
To go further, let us insert the pseudopropagator Kall in Eq. (1.9) into Eq. (1.10). Three




∂xiAE(x, s j xa, sa)− e/cAi(x,s)
]2
+ VE(x,s) = ∂sAE(x, s j xa, sa), (1.13)
where VE(x,s) is dened as [2EV (x,s)− V 2(x,s)]/2Mc2,
∂sD
1/2



























g(k)(x, s j xa, sa)
= O^E(x, s j xa, sa)g(k−1)(x, s j xa, sa). (1.15)
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Here the action of the operator O^E is dened as






Eqs. (1.13) and (1.14) is just the Hamilton-Jacobi equation and continuity equation, respec-
tively. Eq. (1.15) will provide us the information of each order. To solve it, we note that













if we identify g(k)(x, s j xa, sa) = g(k)(x(s;xb, sb j xa, sa), s j xa, sa). The left-hand side of Eq.
(1.15) now equals the total derivative
d
ds
g(k)(x(s;xb, sb j xa, sa), s j xa, sa) = left hand side of Eq. (1.15). (1.18)
From this, it is easy to nd the explicitly solution, subject the condition in Eq. (1.12),














O^E(sn)O^E(sn−1)    O^E(s1)
)
 O^E(sin)O^E(sin−1)    O^E(si1), (1.20)
where sin,    , si1 are the pseudotimes sn,    , s1 relabeled in the causal order, so that
sin  sin−1      si1 . (1.21)


















dsO^E(x, s j xa, sa)
}
. (1.22)
Considering the phase change coming from the conjugate points of classical orbits [10,11] and

















dsO^E(x, s j xa, sa)
}
. (1.23)
This result relates to the operation of Van Vleck determinant. Since the summation of
the perturbation series should converges to the xed-energy amplitude, we have a new
point of view for quantization which just relates to the topology and the summation of
classical orbits. Contrary to the Feynman’s path integral, where many nonclassical paths
are summed, we just need to consider the physical paths here. We believe that classical
orbits are the most fundamental factor for quantization. This idea was exploited by Bohr’s
in 1913 by postulating the famous rule that only a countable number of orbits are allowed
by the quantum condition
∮
pdq = nh (n 2 N). However, this \old" quantum mechanics is
not sucient, because it does not consider the topology of the classical orbits [12].
The idea of summing the classical orbits for quantization can be found in the trace
formula [11]. The energy spectra produced by taking the trace of the non-relativistic version
of Eq. (1.23) even in the lowest order approximation are highly accurate. Another evidence
for quantization via classical orbits comes from gauge transformation. The well-known
space-time technique in path integral is a gauge transformation [5]. It stands for the over-
summation of the classical orbits, think for instance of gauge xing techniques in gauge eld
theory where divergence arises for over counting the gauge elds when we perform the sum
over gauge elds using path integral.
Eq. (1.23) is also suitable for the non-relativistic systems. This is achieved by replac-
ing VE(x,s) and ε with V (x,s) and E, respectively. Numerous physical problems such as
6
tunneling eect, quantization of classical chaotic systems, and the systems related to the
semiclassical quantization require higher order corrections. We hope that our result may
oer a useful tool for performing these calculations. Particularly, the formula given in Eq.
(1.23) may provide systems failing to be quantized using Feynman’s method an alternate
way of quantization via classical orbits.
Details about the calculations discussed in this letter and illustrative examples will be
presented elsewhere. We expect that the formula in Eq. (1.23) provide detailed microscopic
information via the classical orbits.
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