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Scanned probe microscopy techniques can be used to create nanometer-
resolution surface maps of forces as small as an attonewton. In this work, a new
method for measuring local electric ﬁeld gradients at the surface of a polymer
ﬁlm is presented.
The centerpiece of this thesis is a protocol for measuring and deciphering
noise in a cantilever’s resonance frequency (Chapter 4). The protocol was tested
on thin polymer ﬁlm samples; these measurements conﬁrmed the predictions
of a zero-free parameter theory described in Chapter 3, which relates cantilever
frequency noise to local dielectric ﬂuctuations emanating from within the poly-
mer.
Chapter 5 is a presentation of preliminary efforts towards achieving a local
measurement of carrier mobility in an organic semiconductor.BIOGRAPHICAL SKETCH
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xiCHAPTER 1
INTRODUCTION
1.1 The limits of force detection
The detection of small forces has been of interest since at least 1798, when
Henry Cavendish ﬁrst succeeded in detecting the gravitational force between
lead spheres with a resolution of 10 8 N [1]. With the invention of the atomic
force microscope (AFM) in 1986 by Binnig, Quate and Gerber [2], the detection
of much smaller forces, in the range of 10 10 to 10 13 N, has become routine.
Forces of this magnitude are suitable for for atomic resolution imaging because
they can be exerted between a probe tip and a sample without seriously per-
turbing the surface atomic structure [1]. By comparison, the force required to
break a chemical bond is roughly a nanonewton (10 9 N) and the force between
two electrons situated a micron apart is about 0.1 femtonewtons (10 16 N).
Recent innovations in the fabrication of mechanical resonators have facil-
itated the detection of forces as small as an attonewton (10 18N); for ease of
reference, we shall henceforth refer to these measurements as “ultra-sensitive”.
Ultra-sensitive cantilevers have thus opened up the possibility of access to an
even more remote realm of forces. In 1997, Stowe et al. [3] measured a 36 aN
electrostatic force between a cantilever tip and a gold electrode situated 1 mm
apart in high vacuum and at a temperature of T = 4:8 K. Ultra-sensitive can-
tilevers have since demonstrated a force sensitivity as good as 0:82aN in a 1 Hz
bandwidth in high vacuum at T = 110 mK [4]. Ultra-sensitive cantilevers have
been used to study local dopant density [5], to measure the magnetic proper-
ties of individual nanomagnets [6, 7, 8], and to detect magnetic resonance from
1small numbers of nuclear spins [9, 10] and from individual electron spins [11].
Ultra-sensitive cantilevers will be used in this thesis to explore the mechanisms
of non-contact friction and to probe minute electric ﬁeld (and ﬁeld gradient)
ﬂuctuations near surfaces [12, 13, 14, 15].
1.2 Atomic force microscopy
A schematic of the operation of an atomic force microscope is shown in Fig-
ure 1.1. The force sensor in an AFM is a sharp tip mounted on the end of a
ﬂexible cantilever that is usually made of silicon or silicon nitride. The sepa-
ration between the tip and a sample is adjusted by means of a piezoceramic
actuator. Once the tip and sample are in close proximity, the tip is “scanned”
parallel to the xy plane in length increments of roughly a few nanometers, and
forces acting on the tip cause the cantilever to deﬂect. This deﬂection is typi-
cally detected by using a four-quadrant photodiode to infer the deﬂection of a
laser beam as it is reﬂected from the cantilever end. Older microscopes operated
in ”contact mode”, whereby the tip was brought into contact with the sample
surface and deﬂection was caused by the inter-atomic repulsion between the tip
and the sample. over a ﬂat sample. “Tapping mode” operation is much more
common, and entails applying a driving force to the cantilever, then monitoring
changes in its oscillation amplitude as it scans along a sample surface.
AFM is now only one element of a large set of scanned probe microscopies.
The original ensemble of a ﬂexible micro-mechanical force sensor, deﬂection de-
tector and actuating element has since been combined with other technologies
to create new techniques for mapping magnetization [16], electrostatic poten-
2tial [17], chemical forces [18], capacitance [17], dopant density in semiconduc-
tors [5], magnetic resonance [19] and dielectric ﬂuctuations [13].
Atomic force microscopy not only enabled the detection of minute forces, it
also provided a glimpse into the local spatial distribution of these forces. Bin-
ning and Quate’s seminal paper on the topography of an Al2O3 surface was the
ﬁrst study to map atomic forces at mesoscale lateral resolution. The mesoscopic
realm falls into the sizeable grey area between the quantum and the bulk and
typically describes regions comprised of a few thousand atoms or molecules.
Surprisingly, the bulk behavior of a material can be strongly inﬂuenced by its
ordering on the mesoscopic scale [20]. For instance, it was shown by Surin and
co-workers[21]viaatomic forcemicroscopythatthinﬁlmsofpolythiophene (an
organic semiconductor) are a patchwork of crystalline and amorphous regions
and that the ratio of these areas can signiﬁcantly affect the bulk conductivity.
The AFM can be used not only to sense forces but also to apply them. In
1989, researchers at IBM’s Almaden research center demonstrated the ability to
manipulate individual atoms with atomic-scale precision, forming the letters “I-
B-M” with individual Xenon atoms [22]. More recently, in 2008 the same group
measured the force required to to move a single cobalt atom over a smooth
platinum surface [23].
1.3 Electric force microscopy
Electric force microscopy (EFM) is one of the techniques employed in the work
presented in this thesis. EFM was ﬁrst demonstrated in 1988 by Wickramas-
inghe et al. [24] and probes electrostatic forces arising from the attraction or
3Figure 1.1: The atomic force microscope consists of a cantilever with a sharp tip,
a photodiode to monitor the deﬂection of the cantilever in response to
forces on the sample surface, and a piezo actuator to facilitate scanning.
Image taken from the public domain.
repulsion between charge on the cantilever tip and charge on the sample and
can be used to measure local capacitance and potential. Because electrostatic
forces are long range, EFM images can be obtained at tip-sample separations
as large as roughly 200 nm. This is a useful attribute of the technique because
perturbations due to chemical and mechanical interactions are minimized [25]
and because it facilitates access to interesting phenomena such as charge trap-
ping [26]. Electric force microscopy (and its fraternal twin, Kelvin probe mi-
croscopy) has been used extensively to study organic semiconductors, includ-
ing dopant distributions in electrochemically prepared ﬁlms [27], energy level
alignment [28], charge injection [29, 30, 31, 32], the development of the accumu-
lation layer [33], charge transport [34, 29, 35], charge trapping [36, 37, 38, 39],
and degradation [40] in ﬁlms and working transistors. It has also been used
4to measure the density of states in thin amorphous ﬁlms [41], to study the mo-
tion of ions in light-emitting electrochemical cells [42, 43] and to image charge
generation in photovoltaic ﬁlms [44].
The observable in a classic AFM experiment is the cantilever’s DC deﬂection
in response to a force. In an EFM experiment, the observable quantity is a shift
in the cantilever’s resonance frequency originating from the Kelvin force [24].














where C is the tip-sample capacitance, z is the tip-sample separation, Vts is the
applied tip-sample potential, t is the chemical potential of the tip, and s is the
electrostatic potential in the sample directly below the tip. In deriving Eq. (1.1)
it is assumed that the tip is vibrating in the z direction, that charge redistributes
instantaneously between the tip and the sample during the cantilever oscilla-
tion in order to maintain the tip at a constant voltage, and that s(x;y) is inde-
pendent of z. The contact potential difference is the difference between the work
functions of the cantilever tip and the surface. Eq. (1.2) gives the shift in the can-
tilever’s resonance frequency in response to an electrostatic force as a function
of the applied tip-sample voltage,

















where f is the frequency shift, kc is the cantilever’s spring constant and fc is
the cantilever’s resonance frequency. The frequency shift f shift can originate
either from the topography of the sample or from the surface potential.
5Figure 1.2: Cartoon of the contrast between the atomic force microscope (a)
(shown here in contact mode to highlight the difference between the
two techniques) and the electric force microscope (b). In electric force
microscopy (b), a potential is applied between the tip and the sample.
1.4 Non-contact friction and frequency jitter
All experiments described herein rely on the assumption that a cantilever can
be modeled as harmonic oscillator. In fact this is an extremely faithful approx-
imation and is discussed at length in Appendix E. In principle, the behavior of
a cantilever can be entirely described by the equation of motion for a harmonic
oscillator,
m¨ x(t) +  ˙ x(t) + kx(t) = F(t); (1.4)
where x(t) is the direction of the cantilever’s motion, m is the mass of the can-
tilever,   is the intrinsic friction and F(t) is the force. The thermal ﬂuctuations
acting to damp the cantilever motion act as a stochastic force whose power spec-
tral density is given by
PF = 4kBT  (1.5)
The minimum detectable force is given by Fmin = (PF b)1=2 where b is the detec-
tion bandwidth, the inverse of the averaging time.
The development of single-crystal ultra-sensitive cantilevers signiﬁcantly re-
duced the cantilever’s intrinsic friction, thus lowering the noise ﬂoor and fa-
cilitating the observation of quantities other than the static frequency shift. It
is now possible to fabricate a cantilever with a damping parameter   lower
6than the frictional drag exerted on the cantilever tip by, for instance, a sheet
of epitaxial gold located about 100 nm away (assuming a tip charge of about
10 18 C). Prior to the invention of ultra-sensitive cantilevers, the signal-to-noise
ratio would have precluded such an experiment from taking place.
Ultra-sensitive cantilevers have also greatly improved the signal-to-noise ra-
tio associated with measurements of the time-dependent ﬂuctuation in the res-
onance frequency, fc,
fc(t) = fc(t)   ¯ fc; (1.6)
where ¯ fc istheaverageresonancefrequency. Thesquareofthisquantityiscalled
“jitter” and is discussed at length in Chapter 3. Jitter has not been as widely
studied as friction, but as we will show in this thesis, it can contain interest-
ing information about the low-frequency atomic motions in thin-ﬁlm materials.
Jitter and friction are the primary observables utilized for the experiments de-
scribed in this thesis.
1.5 Summary and outline of the thesis
AFM is now a standard technique for the characterization of surface topogra-
phy. Ultra-sensitive force detection has shown great promise but still has not
developed into a “workhorse” technique. In large part, this is because the inter-
pretation of these experiments can be very complicated.
The experiments of Rugar and co-workers [12, 11, 3] and many others have
served to reﬁne the techniques of atomic force microscopy in environments en-
gineered to test the limits of force detection. Over the past few years, our group
has sought to apply these techniques and others to measure microscopic forces
7in real systems. Israeloff and co-workers [20, 45, 46] have measured frequency
noise over thin polymer ﬁlms, and in 2006, Kuehn et al. [13] presented the ﬁrst
measurements of non-contact friction in an organic system. Here we present the
ﬁrst ultra-sensitive measurements of frequency jitter in an organic system, and
provide a clear interpretation of our results. Brieﬂy, we have been able to show
that cantilever frequency jitter can be a direct probe of of stochastic electric ﬁeld
gradients arising from thermal dielectric ﬂuctuations in thin polymer ﬁlms.
The outline of the thesis is as follows. Chapter 1 is a brief introduction to
the concepts of scanned probe microscopy. Chapter 2 describes our custom-
built scanned probe microscope, measurement protocols and also contains de-
tails of the cantilever fabrication process. Chapter 3 is a presentation of a theory
which allows us to predict cantilever frequency jitter from a polymer’s dielec-
tric function and thickness and the cantilever tip’s height and radius, each of
which may be measured independently. Experimental evidence for this theory
is provided in Chapter 4, which contains the bulk of the work completed by
the author. In Chapter 5, we present our preliminary efforts toward applying
the techniques of Chapter 4 to an even more interesting system – an organic
semiconductor. Organic semiconductors are promising materials for display





All experiments were conducted using a custom-built scanning probe micro-
scope. The fundamental elements of the microscope are:
(a) a cantilever for mechanical force detection (Section 2.11 and in greater detail
in Appendix B),
(b) an interferometer for monitoring the cantilever’s displacement (Section 2.9),
(c) a means of inducing the cantilever to oscillate (Section 2.13),
(d) a means of manipulating the lateral position of the sample relative to the
cantilever (Section 2.4)
(e) a means of adjusting the separation between the cantilever and the sample
(Section 2.3), and
(e) a means of isolating the microscope from ambient vibrations (Section 2.8).
The microscope was originally designed by Seppe Kuehn, a former grad-
uate student at Cornell, to facilitate rapid exchange of samples in a room-
temperature, high-vacuum environment isolated from ambient vibrations. For
the experiments contained in Chapter 4, the only modiﬁcation we made was to
change the model and orientation of the vertical positioner. The microscope was
signiﬁcantly altered for the experiments of Chapter 5, which required greater
lateral scanning capabilities than afforded by the original design.
9Figure 2.1: Rendering of the microscope. The brass rings (B and H) hold the
microscope components and provide structural stability. The rings are
threaded onto stainless steel rods (A) and secured with set screws. The
sample holder (D) is connected to the Attocube piezo stack (models
ANPz-51, ANPx-50, ANPx-51 and ANSxy-50) (E) with a double stack
of sapphire plates mounted on magnets. The entire structure is fastened
to a ﬂexible bellows, which in turn is connected to the vacuum line. The
delicate piezo stack is encased in a protective aluminum box (F). The
cantilever is mounted to an aluminum piece (C) that also holds the op-
tical ﬁber and the drive piezo. The wires are threaded through the bel-
lows down the microscope through a rubber tube (G) to a Delrin piece
(I) that holds a pin connector.
102.2 Microscope super-structure
CAD drawings of the microscope’s super-structure and many other useful de-
tailsareavailableinRef.[47]andinAppendixA.Thevacuumlineandvibration
isolation are identical to those described by Kuehn in Ref. [47].
The microscope components are mounted onto three brass discs stacked on
stainless steel rods. The brass discs are secured to the stainless steels rods with
2-56 stainless steel set screws. The top brass disc holds the electrical connec-
tions, which terminate in a 19-pin connector. The electrical connections run
from the uppermost brass ring down to the underside of the lowest brass ring
through a shrink-wrap tube and are soldered directly to a 2 cm long 16-pin
connector. The pin connector attaches to the lowest brass ring via an adap-
tor piece machined from Delrin (a Dupont trademark for polyoxymethylene, a
wear-resistant thermoplastic) to provide electrical insulation. Where possible,
we soldered the ground pins to each other to avert the formation of ground
loops.
The second disc holds the cantilever and the lowest disc holds the lateral
positioning hardware. The entire structure is connected to soft edge welded
bellows to isolate the experiment from vibrations.
Stops were carved into the steel rods to ensure that the lowest brass disc
(which holds the lateral positioning hardware) cannot move beyond a precisely
machined set point. These stops serve both to protect the cantilever from un-
controlled contact with the surface and to maintain perpendicularity. The mi-
croscope was designed to ensure that distance between the tip and the sample
remained as stable as possible. The coarse-approach ﬁber mount is machined
11from aluminum and is attached to the same brass piece as the cantilever mount.
The coarse approach ﬁber points directly at the sample mount, so as to account
for any ﬂuctuation in the tip-sample distance resulting from thermal expansion.
All experiments were conducted at room temperature in an environment where
the ambient ﬂuctuations are minimal, so materials were not chosen to match
thermal expansion coefﬁcients.
2.3 Vertical positioning
The separation between the tip of the cantilever and the surface of the sam-
ple can be roughly adjusted between 0 and 2 mm, and reliably varied between
2 and 5000 nm. The tip-sample separation is regulated by afﬁxing the sam-
ple to a commercial nanopositioner, the ANPz-51 (manufactured by Attocube
Systems AG). The ANPz-51 replaced the ANPx-50, which was employed as a
vertical positioner in the original probe and was occasionally prone to “jump”
when left at rest for long periods of time. Unlike the ANPx-50, the ANPx-51
is designed speciﬁcally for use in the vertical geometry. Attocube positioners
employ piezocrystals (which rely on the converse piezoelectric effect, where the
application of an electric ﬁeld creates mechanical deformation in the crystal) to
achieve controllable nanometer-scale motion. The piezocrystal itself is manu-
factured by PZT ceramics. The motor consists of three parts: a “mover”, an
actuator (piezo crystal) and an inertial weight.
There are two modes of approach. “Coarse” positioning (see Fig. 2.2) is suit-
able for long-range, rough positioning and is achieved by sending regular saw-
tooth voltage pulses to the actuator. Coarse positioning operates on the “slip-
12Figure 2.2: The nanopositioner operates on the “slip-stick” principle of inertial
motion and is based on the controlled movement of a sliding block. The
block experiences friction as it slides along a rod. To step, the rod is
ﬁrst accelerated rapidly over a short time period so that the inertia of
the sliding block overcomes the friction. The block disengages from the
accelerated rod and remains at rest. The rod moves back to its initial
position slowly enough so that the sliding block sticks to it and takes a
step. The rod is pushed and pulled by a piezoceramic crystal. Figure is
reproduced from the Attocube User Manual, Copyright 2005 Attocube
Systems AG.
stick” principle: when a voltage is applied to the actuator, it rapidly contracts
or expands. This generates a strong inertial force which induces the mover to
move against static friction. When the voltage is ramped down, the actuator
slowly retracts, but the static friction of the mover exceeds the inertial force and
it does not return to its initial position. “Fine” motion is the preferred method
for short-range, accurate positioning and is achieved by simply applying a DC
voltage to the piezocrystal.
13Table 2.1: Speciﬁcations for the Attocube positioners. The nm/V for coarse po-
sitioning is given for 15 V steps in the absence of a load. Both the coarse
and the ﬁne positioning calibrations were measured in our laboratory
using a bench-top interferometer. The Attocube manual advises that the
step sizes can change depending on the size of the load. The maximum
load, ﬁne range and coarse range parameters were obtained from the At-
tocube manual.
Model nm/V nm/V Max Load Fine range Coarse range
(coarse) (ﬁne) (grams) (m) (mm)
ANPz-51 108 50 50 5 2.5
ANPx-51 110 40 25 5 3
ANPx-50 31 130 25 5 4
ANSxy-50 n/a 330 50 20 n/a
2.4 Lateral positioning
The piezo tube scanner employed in the original dissipation microscope pos-
sessed a ﬁne scan span of 20 um, but was not designed to facilitate reliable
coarse motion. It was adequate for relatively homogeneous polymer ﬁlms of
the type studied in Chapter 4 of this thesis. However, it was not suitable for
systems where there is signiﬁcant topographical inhomogeneity. The organic
ﬁeld effect transistors described in Chapter 5 of this thesis typically consisted of
arrays of 50 interdigitated electrodes of width 15 m spaced about 5 m apart.
In order to improve the scan range of the microscope, the piezo tube was
replaced with three commercial nanopositioners, also purchased from Attocube
Systems AG. All positioners were calibrated in our laboratory using a bench-top
interferometer and the results, along with key manufacturer’s speciﬁcations,
are provided in Table 2.1. Whereas the new ANPx-51 and ANSxy-50 models
evinced clear, highly reproducible interference patterns, the performance of the
ANPx-50 signiﬁcantly degraded over a six year period.
14To achieve coarse lateral motion, we used the ANPx-50 (carried forward
from the previous incarnation of the microscope) in conjunction with the ANPx-
51 (a newer and considerably more robust version of the ANPx-50). For ﬁne
motion, we used the ANSxy-50. The maximum load of each positioner is differ-
ent and they are stacked accordingly; the ANPx-50 sits at the very top because it
is the most fragile. It was necessary to disassemble the ANSxy-50 to incorporate
it into the stack.
In general, piezo tubes are prone to non-linear behaviour; displacement may
not scale linearly with applied voltage, scans are not exactly planar, and errors
tend to increase with scan range [48]. The Attocube positioners do not appear to
be as susceptible to these errors. The two main disadvantages of the Attocube
positioners are their extreme fragility and their price. The latter is beyond our
control; our attempts to mitigate the former are described in 2.6.
2.5 Voltage sources
The high voltages and high currents required by the piezo actuators were sup-
plied by the ANC 150, a voltage controller also manufactured by Attocube Sys-
tems AG. The ANC 150 can supply frequencies from 1 Hz - 8 kHz and voltages
of up to 70V. The manufacturers do not recommended application of more than
20 V to any of the positioners because it may result in de-polarization of the
piezo. The most reliable indicator of the positioner’s performance is its capaci-
tance. We have found that even a slight decline in the capacitance usually indi-
cates a problem with the quality of the electrical connections. To facilitate ﬁne
motion, we supplied an external voltage to the ANC 150 from a National Instru-
15ments DAQ BNC-2090 board connected to a low-noise ampliﬁer manufactured
by Piezomechanik GmbH (Model SVR 350-3-bip).
The ANC 150 unit‘s sole means of communicating with a computer is an RS-
232 port. RS-232 technology is nearly obsolete, and it was impractical to pur-
chase a computer with RS-232 capabilities. To remedy the problem, we bought
a RS-232 to USB (Universal Serial Bus) converter cable (BAFO, Model BF-810).
Unfortunately, our instrument control software (LabView 8.0, by National In-
struments) does not interface smoothly with serial ports (speciﬁcally, there is no
status byte for serial communication in LabView). The software driver provided
by Attocube AG (ANC150 communication.vi) will not function with a RS-232
to USB converter cable unless the LabView code is modiﬁed so that it correctly
monitors the bytes at port. We wrote software to address this problem. The
software sends a system request to the ANC 150 controller, and then “waits” for
the controller to indicate that the command has been processed. This indication
takes the form of an ASCII string n bytes in length; we instruct the software to
loop so that it queries the software for the bytes received at port. The software
exits the loop when it detects that n bytes have been received at port. It is im-
portant to note that one cannot simply set a large “timeout value” at the port
(i.e. instruct the software to proceed after a certain length of time has elapsed)
because the information at port has an indeterminate half-life. A directory of
commands to the controller is located in the Attocube manual.
The ANC 150 is also quite sensitive to static charge. We found that the unit
was prone to automatically power cycling when touched without a ground-
ing strap. We also found that applying a simple low-pass RC ﬁlter centered at
200 Hz to the ANPz-51 whilst taking measurements tends to reduce cantilever
16Figure 2.3: Microscope with a sample mounted. The Attocubes sit inside the
aluminum box. Electrical connections are gathered at the bottom for
ease of access. The entire structure is suspended from a 5” ﬂexible bel-
lows, which is fastened to an HV ISO 5.118” OD Flange. A 19-pin con-
nector is welded to the ﬂange. The bellows, ﬂange and 19-pin connector




sample holder (B and C). The CAD drawings for these parts and others,
along with all relevant dimensions, are contained in Appendix A.
2.6 Protective box for piezo stack
The Attocubes, particularly the now obsolete ANPx-50 model, are extremely
fragile, so it was necessary to design an enclosure to protect them (refer to Fig-
ure 2.4, part A). Some research groups have machined similar boxes from tita-
nium, which has a high thermal conductivity that makes it a good candidate for
low-temperature experiments. Our experiments do not require cryogenic tem-
peratures, so we used aluminum (60/61 alloy). The box has three walls, one
of which has a wide slit in the middle to accommodate protruding twisted-pair
wires. The piezo stack is fastened to the protective box with two countersunk
M2 screws that attach to the ANPz-51, and the box itself is afﬁxed to a 5 mm
thick brass plate with four 2-56 screws. The lowest brass plate was cut 5 mm
thick instead of 2.5 mm thick like its counterparts to increase the mass of the
base. It was necessary to increase the base mass because the Attocubes require
an inertial counter-weight of at least 50 grams to function properly.
18Figure 2.5: Close-up of sample mount. The cantilever is positioned directly over
an interdigitated ﬁeld-effect transistor device. The optical ﬁber is clearly
visible directly below the cantilever die.
2.7 Sample holder and cantilever holder
The sample holder is an L-shaped sheet of aluminum with a recessed 4 cm2
cavity (see Figure 2.4, part C). A reﬂective piece of silicon is superglued to
the “arm” of the L-shape (part B). A ﬁber-optic cable is threaded through an
aluminum tube (Small Parts, #CTSXX-6220-12) 1.5 mm in diameter and points
squarely at the silicon piece to allow the motion of the ANPz-51 relative to the
brass ring holding the cantilever to be monitored via interferometry. The alu-
minum tube is secured to the microscope with a set screw through an aluminum
adaptor piece attached to a brass ring which also supports the cantilever holder.
In order to minimize the shear force applied to the Attocube piezo crystal, we
attached the sample holder to the piezo stack with NdFeB magnets (K&J Mag-
netics, Model DX01). A piece of sapphire was super-glued to a magnet, which
was itself super-glued to a thin sheet of aluminum. The aluminum piece was at-
tached to the Attocube with four 2-56 screws. A second sapphire piece/magnet
was glued to the aluminum sample holder. We found that this conﬁguration
19ﬁrmly secured the sample holder to the microscope, but allowed us to remove
samples without subjecting the piezo stack to excessive force. We insulated the
sample holder with a layer of 0.2 mm thick clear packing Scotch tape. Electri-
cal connections to the sample electrodes were made with copper clips (Mueller
Electric Company; Model 34C).
The cantilever holder is machined from aluminum. The cantilever sits in a
3 mm2 groove and is secured to the microscope with a CuBe clip that fastens
to the body of the holder with a 1-64 plastic screw. The CuBe clip also supplies
a voltage to the cantilever tip. To electrically insulate the clip from the body
of the aluminum piece, we coated all but the very tip of the clip in an insulat-
ing varnish. We placed a small dot of silver paint at the interface between clip
and cantilever base to ensure that the cantilever and the clip were in electrical
contact. When the probe is fully assembled and the z-positioner fully retracted,
the distance between the cantilever tip and the sample surface is only 2 mm.
To minimize the probability of accidental tip-sample contact during assembly,
we designed a “sliding” adaptor piece for the cantilever holder so that it can be
moved smoothly in and out of the microscope like a desk drawer (see Figure
A.5). The stationary base of the slider is secured to the uppermost brass ring
with two 1-64 screws. The adaptor piece fastens to the cantilever holder with
two 2-56 screws and can be ﬁrmly attached to the stationary base with a 1-56
screw.
20Figure 2.6: Renderings of the sliding “drawer” for moving the cantilever holder
in and out of the microscope (left and center). The fully assembled piece
is shown on the right, with the sliding “drawer” pieces colored gray and
black and the cantilever holder colored brown.
2.8 Vibration isolation and vacuum
All experiments were conducted at 10 6 mbar using a turbomolecular pump
with a rotary vane backing pump (Pfeiffer; model no. DUO 2.5). Ambient vi-
brations from both the building and from the turbomolecular pump were of
great concern, so two levels of vibration isolation were employed in the appara-
tus. The sample/cantilever stage was suspended from custom soft edge-welded
bellows (BellowTech; loaded resonance frequency 5 Hz). The entire vacuum
chamber was mounted on a commercial vibration-isolation table (Minus-k tech-
nologies, model 250BM-3; loaded mechanical resonance frequencies of 0.6 Hz
(lateral) and 0.7 Hz (vertical)). An additional set of bellows was used to me-
chanically isolate the pumplines from the chamber (BellowTech).
212.9 Interferometer
Cantilever displacement was detected via interferometry, which enables quan-
titative evaluation of small displacements. The basic operation of the interfer-
ometer is described below. A laser beam propagates through a ﬂexible optical
ﬁber and into a 90:10 ﬁber-optic directional coupler (Ipitek, Model LA 26-03).
Thelighttravelsthroughthe10%armofthecouplertothecleavedendofthe
ﬁber, where a small fraction of the initial power is reﬂected from the surface of
the cleaved edge and travels back through the ﬁber. The remainder of the light
is reﬂected by the cantilever “pad”. The space between the cleaved end of the
ﬁber and the cantilever pad constitutes a Fabry-Perot cavity, where the reﬂected
light forms a standing wave. Incident power on the cantilever is typically 9 W.
Reﬂected light from the cantilever pad travels back down the directional
coupler’s90%armandconvertedtoavoltageusingacommercialphotodetector
(New Focus; model no. 2011 photodiode; gain = 104, high-pass cutoff frequency
300 Hz, low-pass cutoff frequency 30kHz).
The light source for the interferometer was a diode laser operating at a wave-
length of  = 1310 nm (Laser Diode Incorporated; model no. LD-27492). The
laser was driven using a precision current source (ILX Lightwave; model no.
LDX-3620) delivering 16 to 28 mA. In order to set the interferometer at its sen-
sitive point, the laser wavelength was adjusted by afﬁxing the laser to a ther-
moelectric cooler (ILX Lightwave; model no. LDM-4980 Laser Diode Mount),
the temperature of which was adjusted to between 0 C and 40 C using a tem-
perature controller (ILX Lightwave; model no. LDT-5910B). A typical operating
distance between the cantilever and the ﬁber was roughly 2 microns.
22To mitigate the effect of laser mode hopping (which severely degrades the
interferometernoiseﬂoor), a5.0dBm250MHzcurrent(HewlettPackard; model
no. 8657A Signal Generator) was added to the laser’s DC current using a
bias tee (Minicircuits; model no. 2F BI-4R2G). To calibrate the interferome-
ter, the cantilever was driven to a peak-to-peak amplitude larger than =4 and
the minimum and maximum output voltages were observed (typical values
Vmin=2.5 V to Vmax = 4.5 V). The interferometer sensitivity was calculated from
S = =(2(Vmax   Vmin). A typical S was 104 nm/V. The fringe depth of the in-
terferometer signal was typically ranged from 2-6 V. The interferometer set-up
is common to all of the scanned probe microscopes in the laboratory and is de-
scribed in greater detail in Ref. [49].
2.10 Cantilever design
Cantilevers were designed to maximize their sensitivity to extremely small
changes in resonance frequency. The minimum detectable frequency shift has









where kB isBoltzmann’sconstant, T isthetemperature, b isthebandwidthofthe
measurement, xrms is the amplitude of oscillation, kc is the spring constant and  
is the intrinsic friction. The quality factor Q describes the cantilever’s response
to a driving force at its resonance frequency. The higher the Q, the narrow the
width of the response peak (see Figure 2.7). According to Eq. (4.3), highest sen-
sitivity is achieved when when   is as small as possible. An expression for   in
terms of cantilever geometry was derived by Stowe et al. [51] and was used a
23Figure 2.7: The quality factor Q is the quality of the cantilever’s response at its
resonance frequency. Here we depict data for ﬁctional cantilevers with
a high Q (blue lines), medium Q (blue circles) and low Q (red crosses).
All three peaks are centered at the same resonance frequency.









where w is the width of the cantilever, l is its length, t is its thickness,  is the
density of silicon (2330 kg/m3), E is Young’s modulus (150GPa) and Q is the
cantilever’s quality factor. Eq. (2.2) suggests that   is minimized when the can-
tilever is as thin, narrow and long. Long cantilevers are also beneﬁcial because
it is known [52] that short cantilevers, which are more susceptible to support
loss and surface loss through the native oxide layer, tend to have lower quality
factors.
For a typical commercial EFM cantilever with f= 1 kHz, k=1 N/m, Q=1000,
l=290 m, w=40 nm and t=2 m,   is on the order of 10 9 kg/s. Rugar et al. [53, 3]
and Marohn et al. [7] have fabricated single crystal silicon with non-contact fric-
tion coefﬁcients as low as 10 13 kg/s. Recently, Budakian et al. [54] have fab-
ricated cantilevers from silicon nanowires with non-contact friction coefﬁcients
as low as 10 15 kg/s. The cantilevers are batch-fabricated from single-crystal
24silicon and are extremely thin (0.1 m). The fabrication process was modiﬁed
from a protocol described by Kuehn in Ref. [47], which itself was adapted from
Ref. [51]. The process is described in the following section and in Appendix B.
2.11 Cantilever fabrication
This section is a condensed account of the fabrication process. All details of
the process are contained in Appendix B. We fabricated our cantilevers at the
CornellNanoscaleandTechnologyFacility(CNF)andaschematicoftheprocess
is shown in Figure 2.8. The starting material is a silicon-on-insulator (SOI)
waferpurchasedfromSoitech. Figure2.8showsthearchitectureofthesewafers:
400 nm of thermally grown SiO2 sandwiched between 450 m of 100 n-type
polished silicon and 340 nm of 100 n-type silicon. The resistivity of the silicon
layer was 1-50
 cm. In theory, it is possible to fabricate silicon-on-insulator
wafers de novo. However, the CNF does not currently possess the technology
to grow single crystal silicon wafers of comparable quality to those produced
by Soitech. The quality of the silicon crystal has a direct bearing on the quality
factor of the cantilever.
As discussed in the previous section, cantilevers that are long, narrow and
thin provide the best sensitivity to frequency noise. To facilitate greater sensi-
tivity, 200  20 nm deep pits were etched into the top 340 nm silicon layer (see
Figure 2.8(a)). Etching deeper than 240 nm usually renders the tips too weak to
withstand processing.
Figure 2.8(a)-(e) is a schematic of the wafer’s top-side processing. In step
(b), the cantilevers are deﬁned in a layer of photoresist, which serves as a mask
25Figure 2.8: Cantilever fabrication process. Generally, the smallest features that
can readily be deﬁned via photolithography are on the order of about
1 micron. Here we are able to use photolithography to fabricate can-
tilevers with tips as small as 100 nm in diameter. The cantilevers are
deﬁned in the intersection between two photolithographically deﬁned
layers (f). Note that the offset in (f) is exaggerated for visualization pur-
poses. In reality, the two cantilever layers lie nearly on top of each other.
for the etch step depicted in (c), where the wafer is subjected to a reactive ion
etch. The reactive ion etch removes the entire silicon layer except for the parts
that have been “masked” by photoresist. In step (d), the photoresist deﬁnition is
repeated, withthecantileversoffsetby0.025mm), andasecondreactiveionetch
removes all unmasked silicon. After the photoresist is removed, what remains is
the intersection of the two sets of deﬁned cantilevers (see step (f)). This process
can produce cantilever tips as small as 100 nm. As indicated by Figure 2.8,
at this stage, the wafer consists of cantilevers embedded in a 400 nm layer of
26Figure 2.9: Custom-machined brass rig for evaporating metal onto the can-
tilever tips. The rig is described in greater detail in Ref. [47].
SiO2, which is itself embedded in 450 m of polished p-type silicon. To enable
handling of the wafers, rectangular 2x3 mm dies are deﬁned in the handle wafer
using a backside exposure process. The remainder of the process is devoted to
removing the excess material. A protective 2 m layer of SiO2 is deposited onto
thefrontsideofthewaferusingaplasma-enhancedchemicalvapourdeposition
process. The excess silicon via a Botsch etch, and the SiO2 is carefully removed
via a liquid HF etch. The cantilevers are removed from solvent using a critical
point dryer. The ﬁnished cantilevers are typically 275 m in length, 6 m in
width, and 340 nm thick; the tips of the cantilevers are triangular prismic in
shape. We coat the cantilever tips with 15 nm of platinum by “masking” the
cantilever from the reﬂective pad to the base with a razor blade mounted on
top of a custom machined brass rig (see Figure 2.9). The cantilevers are secured
to the rig using a CuBe clip and a 2-56 screw. Scanning electron micrographs
of the ﬁnished cantilevers are shown in Figure 2.10. The cantilever fabrication
scheme is very sensitive to processing conditions. Even small errors can destroy
the ﬁnal product; Figure 2.11 shows scanning electron micrographs of some of
the most common processing failures. We found that in roughly 10% of cases,
after 12 hours in vacuum, platinum-coated cantilevers experienced a decline in
Q of roughly two orders of magnitude. The cause of this decline is unknown.
27Figure 2.10: Cantilever glamor shots. Scanning electron micrographs of (a) the
cantilever attached to the die. Inset: The diameter of the cantilever
tip can be as small as 100 nm. (b) A 15 nm thick layer of platinum
has been deposited in the light-colored region. (c) The silicon in the
triangular tip region has been thinned to about 120 nm. The thickness
of the rectangular region is 340 nm.
2.12 Measurement protocols
There are two observables in this experiment. The ﬁrst is the cantilever damp-
ing parameter  , deﬁned in Chapter 1 and discussed in Appendix E. We mea-
sure   by driving the cantilever at a set amplitude A, then abruptly terminating
the drive signal, allowing the cantilever to “ring down” to equilibrium. The
“ringdown time” is deﬁned as the time required for the cantilever’s oscillation
amplitude to reach an amplitude of A=e. The ringdown time  is related to the






28Figure 2.11: Some of the most common failures of the cantilever fabrication pro-
cess: (a) failure to completely remove the SiO2 during the HF etch
resulted in superﬂuous material clinging to the cantilever, (b) over-
etching during the cantilever deﬁnition steps rendered the cantilever
tip too weak to withstand processing, so it fell off, (c) failure to com-
pletely remove the silicon during the cantilever deﬁnition etch steps
resulted in a “two-headed” cantilever and (d) the cantilever acquired a
layer of dirt after prolonged use in the scanned probe microscope.
Figure 2.12: Left: Simpliﬁed picture of a ringdown. At t = 0, the driving force
to the cantilever is abruptly terminated and the cantilever is allowed
to “ring down” to equilibrium. Right: Jitter is the time-random ﬂuctu-
ation in the cantilever resonance frequency.
where Qisthecantilever’squalityfactorand fc istheresonancefrequency. Jitter,
hfci2, is conceptually simpler. The time-dependent frequency shift fc(t) is sim-
29ply the noise in the cantilever’s resonance frequency and is deﬁned as follows,
fc(t) = fc(t)   ¯ fc; (2.4)
where fc(t) is the time-dependent frequency of the cantilever and ¯ fc is the mean
frequency. Jitter is a separate entity from the static frequency shift f.
2.13 Drive circuit
Whenacantilevercircuitisconnectedtoanoutsidepowersource, theoscillation
is said to be “driven”. The cantilever was driven via a self-oscillation circuit.
In our system, which was designed by Dr. SangGap Lee, the cantilever sig-
nal is sent through a bandpass ﬁlter centered roughly within 100 Hz of the can-
tilever’s resonance frequency. The Q of the ﬁlter is 0.625. The signal is then
phase-shifted by -90 degrees; this is critical to the operation of the circuit be-
cause it is the effect of the lag in the drive signal’s phase shift that induces the
cantilever to oscillate on resonance. The cantilever drive signal was fed to a
2x4 mm bimorph piezocrystal (Piezo Systems) that was mounted underneath
the cantilever. One side of the bimorph piezo was electrically isolated from
the rest of the probe. The -90 degree phase-shifted signal was converted to a
5 V peak-to-peak square wave. The square wave was multiplied by a set DC
voltage supplied by a DAC Board (National Instruments, Model BNC-2090) un-
til the cantilever reached a full-fringe amplitude. It was then sent through a
band pass (Q=2.5) ﬁlter centered at the cantilever’s resonance frequency. The
key features of the circuit are its ﬂat-gain wide-phase accessible phase shifter
and its automatic gain controller (consisting of a voltage comparator followed
by a band pass ﬁlter). The circuit usually operated in constant drive amplitude
30Figure 2.13: We found that the peak-to-peak output of the circuit (blue circles)
was linear in applied voltage. Left: The input was a test sine wave
with a peak to peak amplitude of 0.56 V and a frequency of 4600 Hz
(chosen to emulate a typical cantilever resonance frequency). The red
line (y = 0:82x + 0:0035) is a best ﬁt to the data. Right: close-up of the
region from 0.1-0.8 V.
Figure 2.14: We measured the response of the cantilever’s amplitude to the
drive voltage at tip-sample separations of 450 nm (blue dots), 145 nm
(red dots) and 20 nm (green dots). We found that the response is linear.
31Figure 2.15: Q measured over 280 nm PMMA via the “ringdown” method (blue
dots) and via a scaled measurement of the output voltage to the drive
piezo (green dots). The surface is deﬁned as the location at which Q
extrapolates to zero. Here the surface is at 1730 nm. The cantilever’s
spring constant is 0.0007 N/m and the frequency was 7 KHz; the allot-
ted time for the piezo voltage to “settle” was 5 seconds.
mode. It was possible to maintain constant oscillation amplitude by adjusting
the set DC voltage via a PID loop. The PID was implemented in software using
a program supplied by National Instruments.
To ensure that the feedback electronics did not make an appreciable con-
tribution to the frequency noise, we systematically tested the response of the
circuit to the DC set voltage (drive voltage). As shown in Figure 2.13, we found
that the magnitude of the output signal generated by the circuit was linear in
the input for voltages ranging from 0.1 to 8 Volts. We also tested the response
of the output amplitude of an actual cantilever signal to the drive voltage (see
Figure 2.14). We found that for three different tip-sample separations, the can-
32Figure 2.16: Q versus time measured via ringdowns (blue) and via a scaled mea-
surement of the output voltage to the drive piezo (red). In order to
isolate this experiment from possible contributions from the sample or
from the feedback electronics, we conducted the experiment in the ab-
sence of a sample, with the vacuum vent valve cracked slightly open
so that Q could diminish without any external interference.
tilever’s response was linear in drive voltage.
2.14 Locating the surface
In many EFM experiments, the location of the surface is determined by gently
forcing the cantilever into physical contact with the sample (when the cantilever
contacts the surface, the sudden large mechanical deﬂection causes a large, eas-
ily measured spike in the DC signal from the interferometer). This was not
a palatable option for our experiment because our low-k cantilevers are ex-
tremely delicate and contact with the surface tends to blunt the tip, diminishing
the cantilever’s quality factor Q (see Figure 2.11 (d)). Instead, we determined
33tip-sample separation by measuring the cantilever’s quality factor via a “ring-
down” method, described in detail in Ref. [3] and in Ref. [47]. In this method, Q
is measured as a function of piezo extension, but the cantilever never contacts
the surface. The Q of the cantilever gradually diminishes as the tip nears the
surface; this decline is due to interactions between the tip and the sample. The
Q can decrease by as much as 95% before the tip contacts the surface. The nature
of these interactions is described in greater detail in Chapters 3 and 4.
The surface is deﬁned as the location at which the quality factor extrapolates
to zero. We veriﬁed that the technique is accurate to within 2 nm by comparing
the results to those obtained from the “forced contact” method (this entailed
the sacriﬁce of several cantilevers). We conﬁrmed that the drive voltage to the
cantilever piezo is directly proportional to Q (see Figure 2.16) and can thus also
be used as a means of locating the surface.
34CHAPTER 3
THEORY OF CANTILEVER JITTER OVER THIN POLYMER FILMS
3.1 Summary
Chapter 3 and Chapter 4 are a summary of the results published in Ref. [14] and
in Ref. [15], which together describe a new approach to measuring microscopic
electric ﬁeld gradients in polymers via an analysis of cantilever frequency ﬂuc-
tuations.
In this chapter, we make the case that non-contact friction and frequency jit-
ter over polymers can both originate from dielectric relaxation processes. The
connection between frequency jitter and dielectric ﬂuctuations has previously
been suggested by Israeloff and co-workers [20, 55]. However, we present the
ﬁrst zero-free parameter theory of cantilever frequency ﬂuctuations over an or-
ganic system, and fully describe the dependence of these ﬂuctuations on tip
height, dielectric spectrum, polymer ﬁlm thickness and tip charge. In Chapter
4, we will present experimental evidence consistent with this theory.
The expressions contained in Sections 3.4 to 3.11 were derived entirely by
Professor Roger Loring in Ref. [14] and are included here only for the conve-
nience of the reader. The experimentalist may be most interested in the ﬁnal
result, contained in Eq. (3.59), which is an analytical expression for the power
spectral density of frequency ﬂuctuations at the cantilever tip in the presence of
a thin polymer ﬁlm.
353.2 Literature survey: theoretical studies of jitter and non-
contact friction
Stipe et al. [12] studied dissipation over epitaxial gold in high vacuum and in-
troduced the idea that the non-contact friction coefﬁcient   is connected to the
spectral density of sample electric ﬁeld ﬂuctuations at the cantilever frequency






where qc is the charge at the tip and S E is the spectral density of electric ﬁeld
ﬂuctuations at the cantilever frequency. This was a signiﬁcant ﬁnding because
it facilitated a means of access to microscopic electric ﬁeld ﬂuctuations. They
proposed that inhomogeneous ﬁelds emanating from the cantilever tip and the
sample induced charges in the opposing surface, and that the motion of the tip
led to a current, resulting in Ohmic dissipation. However, friction was observed
at unexpectedly long ranges, suggesting that their proposed mechanism could
not completely account for the effect.
Stipe’s work motivated several theoretical [56, 57, 58, 59] and experimental
[60, 13, 61, 62, 15] quests for the fundamental origins of electric ﬁeld ﬂuctuations
over metals. Persson et al. [63] calculated the contribution to the non-contact
frictional force between moving two ﬂat metal surfaces from Coulombic interac-
tions. They hypothesized that for most practical cases, the Coulomb drag makes
a negligible contribution to the friction force. However, they also conceded that
their invocation of two perfect single-crystal metal surfaces was improbable and
suggested that friction derived from ﬂuctuations could make an important con-
tribution if there were physically adsorbed impurities on the metal surface giv-
36ing rise to strong local electric ﬁelds. Zurita-Sanchez et al. [59] also derived an
expression for the non-contact friction experienced by a classical oscillator in-
duced by the electromagnetic ﬁeld generated by thermally ﬂuctuating currents
in the environment. They predicted that friction is related to correlation func-
tions involving the induced dipole and the ﬂuctuating electric ﬁeld or ﬁeld gra-
dient; they also predicted that friction over a dielectric should be considerably
larger than that observed over a metal.
Unfortunately, none of these early theories satisfactorily accounted for the
large discrepancy between theory and experiment. Persson predicted that even
assuming an imperfect crystal, contributions to friction from thermal ﬂuctua-
tions were only expected to be signiﬁcant at separations of d = 1 nm or less.
Stipe and co-workers, on the other hand, observed non-contact friction even at
distances d = 20 nm or greater.
To address this discrepancy, Volokitin and Persson [58] reﬁned their model
so that it more closely resembled an atomic force microscope tip and a metal
substrate in the presence of a bias voltage. They predicted that large long-
range non-contact friction is due to the electromagnetic interaction of the mov-
ing charges induced on the surface of the tip by the bias voltage, with acoustic
vibrations in an adsorbate layer on the surface.
The work of Kuehn et al. [13] is the most relevant to this chapter. They con-
ducted the ﬁrst measurements of non-contact friction over an organic surface
(thin polymer ﬁlms). They presented a theory linking non-contact friction to the
ﬂuctuating electric ﬁeld correlation function via the complex-valued dielectric
response of the sample [61] and conducted experiments that correctly predicted
the magnitude of the predicted effect.
37Cantilever frequency jitter has not been systematically studied over metals.
However, Israeloff et al. [20] have extensively studied frequency ﬂuctuations
over thin polymer ﬁlms. They observed 1=f noise in dielectric materials and
theorized that this noise arises from thermal polarization ﬂuctuations, which
are related to the dielectric susceptibility via the ﬂuctuation-dissipation theo-
rem. In a series of variable temperature studies, they found that for ﬁlms of
poly(vinyl acetate) and poly(methyl methacrylate), 1=f ﬂuctuations peaked in
intensity near the glass transition. They also studied the size of “co-operative
regions” within thin polymer ﬁlms. By assuming that broadband kinetics arise
from a distribution of locally exponential processes and that dipoles reorient co-
operatively, they estimated that the cooperative length scale for PVAc is on the
order of a few nanometers in size [64].
Israeloff and co-workers [46] were the ﬁrst to access the dielectric spectrum
of a polymer by means of scanned probe microscopy. They measured the 2f
component of the cantilever frequency, which is directly proportional to the
force gradient at the cantilever tip. They then derived a simple expression for
the force gradient as a function of the material’s dielectric properties by model-
ing the tip/dielectric/metal system as a parallel plate capacitor.
3.3 Description of the system
The system of interest is depicted in Figure 3.1. We consider a cantilever tip
located a distance z = d > 0 above a dielectric slab of thickness h layered
over a conductor. The dielectric slab has a complex-valued dielectric function
(!) = 0(!) + i00(!) and a dielectric constant 0(0). The motion of the cantilever
38Figure 3.1: To probe electric ﬁeld ﬂuctuations, a cantilever tip oscillates in the
x direction at height z = d above the surface of a dielectric sample of
thickness h.
is assumed to be harmonic; this assumption is justiﬁed by the experimental ob-







where xrms is the mean-squared variation in the cantilever displacement, kB is
Boltzmann’s constant, T is the temperature and kc is the cantilever’s spring con-
stant.
The cantilever tip is driven to oscillate in the x direction by an ap-
plied force that undergoes time-random ﬂuctuations, Fx(t). We apply a volt-
age Vts between the tip and the sample, enabling us to approximate the
tip/vacuum/dielectric/gold system as a parallel plate capacitor with qc = CVts,
where C is the capacitance, and qc is the charge on the cantilever tip. The driven
cantilever obeys the Langevin equation given in Eq.(3.3). A Langevin equation
39is a stochastic differential equation describing Brownian motion in a potential.









where !c is the resonance frequency of the cantilever,  is the non-contact fric-
tion coefﬁcient and m is the effective mass (related to the cantilever spring con-
stant kc by m  kc=!2
c).
3.4 Derivation of cantilever frequency shift induced by a ﬂuc-
tuating electric ﬁeld
Equation (3.3) implies that both the cantilever’s non-contact friction coefﬁcient
and its resonance frequency can be affected by changes in the external ﬁeld
Ex(x;t). In this section, we will derive an expression for the change in the can-
tilever’s resonance frequency that occurs in the presence of a ﬂuctuating electric
ﬁeld. This change has both a time-dependent and a time-independent compo-
nent; the time-dependent component is related to the frequency jitter, an expres-
sion for which shall be derived in the next few sections.
We express the ﬂuctuating electric ﬁeld Ex(x;t) in terms of its average value,
Ex(x)  hEx(x;t)iqc and the ﬂuctuation about this mean, Ex(x;t),
Ex(x;t) = Ex(x) + Ex(x;t): (3.4)
The angular brackets hiqc designate an average over all degrees of freedom
of the dielectric in the presence of nonzero probe charge qc. Both mean and
ﬂuctuation are then linearized in x about x = 0,
Ex(x)  Ex(0) + xExx; (3.5)
Ex(x;t)  Ex(t) + xExx(t); (3.6)
40with Exx  (@Ex=@x)x=0 and Exx(t)  (@Ex(x;t)=@x)x=0. We may now re-write
the ﬂuctuating electric ﬁeld term in the Langevin equation so that it reﬂects the
linearization:








(Ex(0) + x(t)Exx + Ex(t) + x(t)Exx(t)); (3.7)
Grouping terms together yields:
¨ x(t) =  (!
2






(Ex(0) + Ex(t)); (3.8)





































Equation 3.3 thus becomes a Langevin equation for a Brownian harmonic oscil-
lator with a frequency containing a static ﬁeld-induced shift !c, as well as a
time-varying ﬂuctuation !c(t),









!c(t)  ¯ !c + !c(t); (3.14)









41In Eq.(3.14), wehave madethe experimentallyjustiﬁed [13]assumption that the
ﬁeld-induced frequency shifts are small compared to the resonance frequency.
3.5 Friction and jitter
We now proceed to seek relationships between non-contact friction and fre-
quency jitter and ﬂuctuations in the dielectric slab. We assume that the dielec-
tric slab undergoes thermally induced, time-random ﬂuctuations, and that the
tip charge qc has no effect on these ﬂuctuations (or, effectively, that qc = 0).
In the absence of perturbation by the tip charge qc, the friction coefﬁcient
in Eq. (3.13) is related to the equilibrium correlation function of electric ﬁeld
ﬂuctuations by the ﬂuctuation-dissipation relation [12, 61] given in Eq. (3.18).
The ﬂuctuation-dissipation theorem states that the response of a system in ther-
modynamic equilibrium to a small applied force is the same as its response to a
spontaneous ﬂuctuation. Eq. (3.18) encapsulates the direct relationship between









Cxx(t)  hEx(t)Ex(0)i (3.19)
InEq. (3.19), hiisthecorrelationfunctionfortheﬂuctuatingelectricﬁeldEx(t).
A correlation function for a ﬂuctuating quantity A may be deﬁned as
C(t) = hA(0)A(t)i = hA(t)A(0)i   hAi
2; (3.20)
and can be conceptualized as a means of quantifying the time over which the
system has a “memory” of its previous state [47]. The correlation function Cxx(t)
42represents the equilibrium average of the thermally induced electric ﬁeld ﬂuc-
tuations. Eq. (3.18) implies that non-contact friction should be quadratic in tip
charge qc. In Chapter 4, we will present experimental data conﬁrming that this
is the case.
We will characterize the frequency jitter by its power spectrum P!c(!) [20,

























Integrating this expression over ! and remembering that
R 1











Setting t = 0 yields an expression for the mean-squared frequency ﬂuctuations











tuations within the dielectric, and frequency jitter arises from electric ﬁeld gra-
dient ﬂuctuations within the dielectric. Evaluation of the noncontact friction
requires the equilibrium correlation function of electric ﬁeld ﬂuctuations in Eq.
(3.19), while evaluation of the statistics of frequency jitter requires the equilib-
rium correlation function of electric ﬁeld gradient ﬂuctuations that appears in
43Eq. (3.24). The calculation of these two quantities is addressed in Sections 3.7
and 3.9.
3.6 Field correlation functions from linear response theory
The objective of this analysis is to calculate the spontaneous thermal ﬂuctua-
tions associated with a thin dielectric slab. Recall that the ﬂuctuation dissipa-
tion theorem states that the response of a system to a spontaneous ﬂuctuation is
equivalent to the response of the same system to a perturbation. Our approach
is to calculate the response of the dielectric to a ﬁctitious perturbation at the loca-
tion of the cantilever tip. It is important to remember that the actual tip charge
qc is assumed to exert no effect on the thin dielectric slab.
We calculate the ﬁeld and ﬁeld-gradient autocorrelation functions in Eqs.
(3.19) and (3.24) by assuming that the ﬂuctuating electric ﬁeld in the sample
responds linearly to a perturbation. We imagine that this perturbation is a
ﬁctitious time-varying charge distribution located at the cantilever tip, which
polarizes the dielectric. This polarization in turn produces an electric reaction
ﬁeld [67] back at the tip. The reaction ﬁeld is then calculated using the quasi-
static approximation to electrodynamics, in which Fourier components of the
electric ﬁeld and charge distribution are assumed to obey the static version of
Maxwell’s equations [67, 68].
The electric ﬁeld correlation function ˆ Cxx(!) is determined by considering
the polarization of the dielectric by a time-varying electric dipole, since the elec-
tric dipole moment couples to the electric ﬁeld in the Hamiltonian. The electric
ﬁeld-gradient correlation function ˆ Cxx;xx(!) is calculated by treating the interac-
44tion of the dielectric with a time-varying electric quadrupole, since this quantity
couples to electric ﬁeld gradients in the Hamiltonian.
As stated previously, these dipole and quadrupole perturbations are ﬁcti-
tious. They do not physically represent any aspect of the actual measurement,
but are devices in a thought experiment that allow the equilibrium electric ﬁeld
and electric ﬁeld gradient correlation functions to be calculated from macro-
scopic electrostatics. The ﬁctitious charge distributions are deliberately chosen
so that a linear response calculation of the reaction ﬁeld [69, 67, 70, 71] gener-
ated by the dielectric requires a “response function” related to the autocorrela-
tion function we seek. The response function is deﬁned in the next section.
3.7 Connection between non-contact friction and electric ﬁeld
correlation function
To compute the coefﬁcient of noncontact friction, we consider a ﬁctitious electric
dipole (t), oriented along x, and located at z = d > 0, interacting with the
dielectric according to the perturbation Hamiltonian
Hint(t) =  (t)Ex(t): (3.26)
where Ex(t) is the ﬂuctuating reaction ﬁeld induced by the dipole perturbation.
We choose a dipole because its energy is linear in electric ﬁeld. Because mate-
rials do not polarize instantaneously in response to an applied ﬁeld, it is nec-
essary to deﬁne a “linear response function” that describes the time-dependent
response of the electric ﬁeld to the perturbation. Classical mechanical linear re-
sponse theory can be used to relate the reaction ﬁeld to the perturbing dipole




d(t   )(); (3.27)
where t is the time at which the ﬁeld is measured and  is the time at which the







where Cxx(t) is the equilibrium correlation function of electric ﬁeld ﬂuctuations,






i!tCxx(t) = ˆ C0xx(!) + i ˆ C00xx(!): (3.29)
Eqs. (3.27) and (3.28) are more compactly formulated in Fourier space:
ˆ Ex(!) = ˆ (!)ˆ (!); (3.30)
ˆ (!) =
[i! ˆ Cxx(!) +Cxx(0)]
kBT
(3.31)
The ﬁnal expression for the reaction ﬁeld is thus:
ˆ Ex(!) = ˆ (!)





is related to the friction via the ﬂuctuation-dissipation theorem, expressed be-






In the next section, we will derive an expression for the response function ˆ (!)
using electrostatics, which in turn will yield an expression for .
463.8 Solving for the reaction ﬁeld
The time-independent electric ﬁeld Ex deﬁned in Eq. (3.5) obeys the conven-
tional form of Maxwell’s equations, and is related to the microscopic, time-
dependent ﬂuctuating ﬁeld Ex in Eq. (3.26) by Ex = hExi, with the brackets de-
noting an average over the degrees of freedom of the dielectric. We invoke the
the quasi-static approximation,
r  ˆ E(!) = 0; (3.34)
(!)r  ˆ E(!) = 4ˆ (!); (3.35)
with (!) the complex-valued dielectric function and ˆ (!) the free charge den-
sity. The system is subject to the boundary conditions of continuity across the
interface of the component of the electric displacement (!)ˆ E(!) perpendicular
to the interface and of the component of ˆ E(!) parallel to the interface. We now
solve for the response function ˆ 00
(!) by treating the problem as a boundary
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(3.40)
47In the limit of inﬁnite dielectric thickness h  d, the integral in Eq. (3.40) may












For ﬁnite sample thickness, additional d dependence results from the inte-
gral in Eq. (3.40). The noncontact friction for arbitrary h=d follows from substi-







This relation connects  to the tip charge, sample dielectric function and thick-
ness, and tip-sample separation.
3.9 Connection between frequency jitter and electric ﬁeld gra-
dient correlation function
We next apply this response function strategy to calculate the autocorrela-
tion function of ﬁeld gradient ﬂuctuations. A ﬁctitious time-varying electric
quadrupole is located a distance d > 0 from the interface. The quadrupole ten-
sor is diagonal in the Cartesian basis of Figure 3.1, with nonzero quadrupole
tensor elements Qxx  Q(t), Qyy = Qzz =  Q(t)=2. This charge distribution may
be visualized, for example, as a central charge of magnitude  2q(t) with two
charges of magnitude q(t) displaced from the central charge along x by r, in
the limit r ! 0 with 4q(t)r2 = Q(t). The orientation of this charge distribution
is chosen for convenience, in that rotating this quadrupole would not alter the
ﬁnal results obtained below. The interaction between quadrupole and medium























The analog of Eqs. (3.27)-(3.28) relating macroscopic ﬁeld gradients to re-
sponse functions ˆ 
Q(!) and then to correlation functions of ﬂuctuating ﬁeld
gradients is




















i! ˆ C;zz(!) +C;zz(0)
#
; (3.45)
with  = x;y;z and C;(t)  h(@E(t)=@)(@E(0)=@)i. Solving the quasistatic
























Q(!) = 0, which follows from r  ˆ E(!) = 0.
The jitter power spectrum in Eq. (3.22) is proportional to the cosine trans-
form ˆ C0
xx;xx(!). Taking the imaginary parts of Eqs. (3.46)-(3.48) relates cosine
transforms of various ﬁeld gradient correlation functions to the imaginary part























































These ﬁeld gradient correlation functions are not all distinct. From classical
mechanical time-reversal symmetry, ˆ C0
;(!) = ˆ C0
;(!) and from the isotropy
of this particular problem in the xy plane, ˆ C0
xx;xx(!) = ˆ C0
yy;yy(!) and ˆ C0
xx;zz(!) =
ˆ C0







































ing the quasistatic version of Maxwell’s equations to the mesoscopic ﬂuctuating
ﬁeld E rather than the macroscopic averaged ﬁeld E in Eqs. (3.34) and (3.35). In
the Maxwell’s equations obeyed by E, the dielectric medium is represented by
its dielectric function (!), while in the Maxwell’s equations obeyed by E, the
medium is represented microscopically as a time-varying charge distribution.
In vacuum, the ﬂuctuating ﬁeld satisﬁes r  E(t) = 0, so that for z > 0,
h(r  E(t))(r  E(0))i = 2Cxx;xx(t) +Czz;zz(t) +
4Cxx;zz(t) + 2Cxx;yy(t) = 0:
(3.55)








zz;zz + 2 ˆ C
0
xx;zz + ˆ C
0
xx;yy = 0: (3.56)
50Equations (3.50), (3.53), (3.54) and (3.56) provide four independent constraints








The integral J4(!) is deﬁned in Eq. (3.40). As with Eq. (3.39) for the ﬁeld autocor-



















In the limit of low frequency [20, 45], 00(!)  0(!)  0(0), the power spectrum
in Eq. (3.59) factors into a product of a function of frequency and a function of












frequency ﬂuctuation in Eq. (4.8). The zero-time limit of the ﬁeld gradient cor-
relation function may be obtained by the static analog of the strategy that pro-
duced Eqs. (3.50), (3.53), (3.54) and (3.56). The static analogs of these relations
may be obtained with the substitutions ˆ C0
;(!) ! C;(0) and R00(!)=! !









with I4(0) the integral in Eq. (4.10) with n = 4 and with (!) set to 0(0). The
mean-squared frequency ﬂuctuation depends on the dielectric constant 0(0),
through (0), deﬁned as the zero frequency limit of Eq. (4.11).
513.10 Comparison to results of Israeloff et al.
The power spectrum of the frequency jitter induced by a dielectric on an oscil-
lating charged probe has been measured by Israeloff and coworkers [20, 45] and












with C and C0 respectively the capacitance with and without the dielectric sam-
ple. These experiments were carried out with a probe oscillating perpendicular
to the interface rather than parallel to it as considered here. G is a dimension-
less factor that is stated [45, 20] to depend on experimental geometry and on the
dielectric constant of the sample. Like our limiting expression for ! ! 0 in Eq.
(3.60), Eq. (3.62) factors into a product of a function of ! and a function depend-
ing on dielectric constant and geometry. The two expressions predict the same
! dependence: 00(!)=!. To compare the frequency-independent factors in Eqs.
(3.62) and (3.60), we must determine the voltage derivative of the mean probe
frequency appearing in Eq. (3.62). The static, sample-induced shift in the probe
frequency is related in Eq. (3.16) to the averaged ﬁeld gradient Exx. Solving the




with I2(!) deﬁned in Eq. (4.10). The tip charge qc is then proportional to the




























52Comparison of our limiting Eq. (3.65) to Eq. (3.62) shows that the two relations
predict the same frequency dependence for S(!), with Eq. (3.65) providing ex-
plicit dependence on dielectric constant, sample thickness, and tip-sample sep-
aration.
3.11 Field correlation functions from stochastic electrodynam-
ics
In the previous section, we showed a calculation for the autocorrelation func-
tions of electric ﬁeld and electric ﬁeld gradient ﬂuctuations by determining the
response functions associated with the reaction ﬁelds induced by ﬁctitious time-
varying charge distributions. These reaction ﬁelds were then determined with
a quasistatic approximation to electrodynamics.
Reference [14] describes an alternative strategy, also devised by Professor
Roger Loring, based on a full electrodynamic description, applying the stochas-
tic form of Maxwell’s equations used by Lifshitz [72, 73, 74] to determine the
dispersion force [75, 76] between two semi-inﬁnite dielectric slabs to calculate
the correlation functions directly in the absence of external charge distributions.
The result of the analysis is identical to the result of Section 3.9. However, this
approach is more readily generalizable and has the potential to treat a more
complete model of the measurement.
533.12 Conclusions
In summary, we have derived expressions for the non-contact friction and jit-
ter experienced by a cantilever in close proximity to a thin dielectric slab. Our
results have two potential applications. First, they can provide a means for pre-
dictingfrequencyjitterandfrictionthatcanlimitthedirectmechanicaldetection
of very weak spin forces ([19, 11]) and hence may ﬁnd application in designing
such measurements. Second, they can be applied to interpret electric force mi-
croscopy results as a local probe of dielectric ﬂuctuations ([47]) at surfaces.
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tip and a thin polymer ﬁlm are in close proximity, the time-random noise in
the cantilever’s resonance frequency signiﬁcantly increases. In this chapter, we
seek the origins of this phenomenon and present the most sensitive and most
broadband measurements to date of frequency noise over an organic system. In
Chapter 3, we presented a zero-free parameter theory identifying the source of
the excess noise as dielectric relaxation processes within the polymer ﬁlm. Here
we show that the theory is consistent with the experimental evidence.
This ﬁnding is signiﬁcant because it conﬁrms that the entire low frequency
spectrum of electric ﬁeld gradient ﬂuctuations is encoded in cantilever fre-
quency noise [55, 46]. Moreover, our results show that our custom-made can-
tilevers are a particularly broadband detector, capable of quantifying electric
ﬁeld gradient ﬂuctuations from below 10 2 Hz to nearly 103 Hz. Our ﬁnd-
ings can potentially be applied to probe other microscopic ﬂuctuations, such
as charge ﬂuctuations in heterogeneous electronic materials. In this chapter, we
also:
(a) describe the experimental techniques involved in measuring and analyzing
cantilever frequency ﬂuctuations (Sections 4.3, 4.4)
(b) show that noise in the cantilever’s resonance frequency can contain a wealth
of information about both the sample and the apparatus (Section 4.6), and
55(c) describe a method for separating noise emanating from the sample from
noise intrinsic to the apparatus (Section 4.5).
4.2 Literature survey: scanned probe studies of electric ﬁeld
ﬂuctuations
The ﬁrst measurements of local electric ﬁeld ﬂuctuations via scanned probe mi-
croscopy were conducted by Denk and Pohl [77], who measured dissipation by
monitoring changes in the cantilever’s mechanical quality factor. They found
that cantilever dissipation over GaAs/AlGaAs semiconductor heterostructures
depended on the dopant concentration, the type of material, and the applied
voltage. This was an important result because it established that cantilever dis-
sipation can be sensitive to the electrical properties of the sample. Stowe et
al. [5] extended this work by using non-contact friction to measure doping lev-
els in silicon. Stipe et al. [12] studied dissipation over epitaxial gold in high
vacuum and introduced the idea that the cantilever’s non-contact friction co-
efﬁcient  can be connected to random electric ﬁeld ﬂuctuations within a sam-
ple via the ﬂuctuation-dissipation theorem. This was a signiﬁcant ﬁnding be-
cause it established a relationship between , which is relatively easy to mea-
sure, and microscopic electric ﬁeld ﬂuctuations, which are almost impossible to
determine experimentally by other means. Stipe’s work motivated several the-
oretical [56, 57, 58, 78, 59] and experimental [60, 13, 61, 62, 15] quests for the
fundamental origins of electric ﬁeld ﬂuctuations over metals.
Israeloff and coworkers [20, 45] used commercial cantilevers to study low-
frequency cantilever frequency ﬂuctuations near the glass transition tempera-
56ture in thin ﬁlms of PVAc and PMMA. Two major conclusions can be drawn
from their work on thin ﬁlms of PVAc: that low-frequency cantilever frequency
noise can be an effective probe of dielectric relaxation, and that the intensity of
low-frequency 1=f ﬂuctuations peaks near the polymer’s glass transition tem-
perature. These were the ﬁrst studies to suggest that low frequency (<1 Hz) 1/f
ﬂuctuations could be related to thermal dielectric polarization ﬂuctuations. Un-
fortunately, their experiments relied on commercial cantilevers that restricted
their measurements to extremely low frequencies, limiting their ability to make
a systematic test of their hypothesis. Furthermore, their theory did not explic-
itly account for the dependence of the ﬂuctuations on experimental parameters
like the tip-sample separation, the thickness of the ﬁlm or the identity of the
polymer. In the present study, we attempt to address these issues and several
others.
Kuehn et al. [13] achieved the ﬁrst direct mechanical detection of non-contact
friction due to local electric ﬁeld ﬂuctuations in an organic system. They used
ultra-sensitive cantilevers to measure energy losses over PMMA (poly(methyl
methacrylate)), PVAc (poly(vinyl acetate)) and polystyrene thin ﬁlms and found
that the cantilever’s non-contact friction parameter  was directly proportional
to the spectral density of electric ﬁeld ﬂuctuations within the polymer ﬁlm oc-
curring at the cantilever’s resonance frequency. They also presented a theory
delineating the quantitative dependence of non-contact friction on parameters
including the tip charge, the tip-sample separation and the complex-valued di-
electric response of the sample (!) [61].
57Figure 4.1: Conﬁguration of the experiment: a charged cantilever tip oscillates
in the x direction, parallel to the sample surface, at a height z = d above
the surface of a dielectric sample of thickness h. The tip is charged by
applying a voltage Vts between the tip and a metal ﬁlm under the sam-
ple.
4.3 Conﬁguration of the experiment
We measured cantilever frequency noise in the vicinity of the cantilever’s reso-
nance frequency as a function of distance and sample thickness over three dif-
ferent polymers. A schematic of the experiment is depicted in Figure 4.1. Chap-
ter 2 contains a detailed description of the apparatus. We prepared thin poly-
mer ﬁlms from the following species: poly(methyl methacrylate), poly(vinyl
acetate), and polystyrene. Chemical structures of the polymers are shown in
Figure 4.2, and their speciﬁcations are given in Table 4.1. All polymers were
spin-cast from toluene onto epitaxial Au(111)-on-mica substrates (Agilent; Part
No. N9805B-FG). Sample thicknesses were measured by proﬁleometry. The
samples were annealed in a high vacuum oven (P = 10 6mbar) and annealed at
58Table 4.1: Polymers studied. Here r is the relative dielectric constant, Mw is the
weight-averaged molecular weight, Mw=Mn is the polydispersity, and Tg
is the glass transition temperature from Refs. [79, 80, 81].
polymer r Mw Mw=Mn Tg Maker
(kDa) (C)
atactic PMMA 3.9 145 1.05 115 Scientiﬁc Polymer Products
atactic PVAc 2.4 140 3.1 35 Aldrich
polystyrene 2.5 151 1.09 108 Scientiﬁc Polymer Products
Tg+10C for 12 hours to remove solvent and water. We obtained Tg values from
the literature [79, 80, 81].
All measurements of cantilever frequency noise were carried out using the
custom-fabricated silicon cantilevers described in 2.11. Several different can-
tilevers used were used in the experiment; all were L=275 m long, 7 m wide
and 340 nm thick with resonance frequencies between 5 and 6 kHz and mechan-
ical quality factors as high as 15 000 in high vacuum (P = 10 6 mbar). The spring
constants of the cantilevers varied from 7:610 4 N/m to 1:710 3 N/m. Can-
tilever spring constants were measured using the approach pioneered by Hutter
and Beckhoefer [82]. This method is described fully in Appendix E. We afﬁxed
an ultra-sensitive cantilever to our custom-built scanning probe microscope and
applied a voltage Vts between the cantilever and the substrate. The cantilever
was gradually lowered until the distance d between the tip and the sample was
1000 nm or less in accordance with the protocol described in 2.14. The can-
tilever was driven to oscillate at its resonance frequency via the custom-built
analog positive feedback circuit described in 2.13. The instantaneous cantilever
frequency fc(t) was determined by means of a software frequency demodulator,
as described in 4.4. The next section describes a method for generating a power
spectrum of cantilever frequency noise.
59Figure 4.2: Polymers studied. We measured frequency ﬂuctuations over thin
ﬁlms of three different polymers: (a) polystyrene, (b) poly(methyl
methacrylate) and (c) poly(vinyl acetate).
4.4 Cantilever noise in the frequency domain
Frequency jitter can be analyzed in the time domain (See Figure 4.3, but the
frequency domain is more informative. In this section we describe a method
for transferring time-domain ﬂuctuation data into the frequency domain. The
practical advantage of this approach is discussed at length in the next section.
Recall the deﬁnition of jitter:
fc(t) = fc(t)   ¯ fc; (4.1)






where Pfc(f) is the power spectrum of cantilever frequency noise. A typical
frequency ﬂuctuation power spectrum is shown in Figure 4.4(d). The spectrum
was obtained by digitizing 25 s of cantilever self-oscillation data and passing it
60Figure 4.3: Visual algorithm for separating the “raw” data into position and
phase components. (a) Cantilever position versus time data (b) Fourier
transform of data in (a). For subsequent analysis, everything is dis-
carded except the data in green. (c) and (d) Original data (blue), plotted
with in-phase (red) and out-of-phase (green) components of the inverse
Fourier transform. Shown at the start and at the end.
through a software frequency-demodulation algorithm. The functioning of the
algorithm is summarized below.
A typical example of the cantilever’s position versus time data X(t) is shown
in Figure 4.3 (a). A Hilbert transform is carried out by Fourier transforming
X(t), bandpass ﬁltering the transformed signal by multiplying it with a 1 kHz
wide window centered at the cantilever frequency, discarding the negative half
of the Fourier transform. The power spectrum of the data is shown in Fig-
ure 4.3 (b), with the ﬁltered region colored green. A 90 phase-shifted copy of
the oscillation, Y(t), is created via a Hilbert transform. The ﬁltered signal is back
61Figure 4.4: Visual algorithm for generating a power spectrum of cantilever fre-
quency ﬂuctuations from the phase versus time data. (a) In-phase com-
ponent versus out-of-phase component. (b) Phase versus time. The
slope of the line is equal to the frequency. (c) Frequency shift versus
time (d) Fourier transform of the frequency versus time data.
Fourier-transformed to give Z(t) = X(t)+iY(t), as shown in Figure 4.3 (c). The in-
stantaneous cantilever phase was calculated as (t) =
arctanY=X
2 and the cantilever
amplitude A(t) was calculated from from A(t) =
p
(X(t)2 + Y(t)2). Here X(t) is the
original oscillation signal multiplied by 1=2 and Y(t) is the phase-shifted copy of
the input oscillation signal, also multiplied by 1=2.
Figure 4.4(a) plots the in-phase versus the out-of-phase components of the
signal. The phase versus time data (t) was broken into 250 s segments and
each segment was ﬁt to a line, shown in Figure 4.4(b); the slope of the line is the
cantilever frequency fc(t). The time-random ﬂuctuation in the mean frequency,
62fc(t), is depicted in Figure 4.4(c) and was computed by subtracting the mean ¯ fc
frequency from fc(t). This data is Fourier transformed to yield the ﬁnal result,
a power spectrum shown like the one shown in Figure 4.4 (d). The data in
Figure 4.4 (d) terminates abruptly at roughly 2000 Hz because a tenth-order
Butterworth ﬁlter has been applied at half the Nyquist frequency. The effect of
the ﬁlter is to prevent noise at higher frequencies from folding into the power
spectrum and distorting the result. Code for this procedure was developed in
MATLAB by Professor John Marohn.
4.5 Cantilever frequency noise in the absence of a sample
Figure 4.5 is an average of 100 cantilever frequency ﬂuctuation power spectra,
all of which where generated using the method described in Section 4.4. The
data used to generate the power spectrum were obtained using a custom fab-
ricated (the fabrication process is described in Appendix B) cantilever which
was driven to oscillate at xrms=57 nm. The cantilever had a spring constant k of
4  10 3N/m, a Q of 166060 and a resonance frequency fc of 7073 Hz.
There was no sample in the microscope and the cantilever simply was al-
lowed to oscillate in high vacuum; 4 s of oscillation data were collected. In
the absence of a sample or other perturbation, Pfc is equal to the sum of the

















63Figure 4.5: Power spectrum of frequency noise in the absence of a sample (gray
dots). The solid line is a ﬁt to Eq.( 4.3). The dashed line (thermo-
mechanical noise) plots Eq. (2.1), Both axes are logarithmic. At higher
frequencies, the spectral density of cantilever frequency ﬂuctuations
increases quadratically due to detector noise. The cantilever’s self-










x is the position noise power spectrum. These two sources of noise
are uncorrelated, and account quantitatively for the entire power spectrum of
cantilever frequency ﬂuctuations in Figure 4.5.
The thermo-mechanical noise Ptherm
fc is “white” (independent of frequency)
and its magnitude is determined by the temperature, the amplitude of the can-
tilever’s oscillation, the spring constant kc and the ringdown time . The ring-
down time is the time required for the cantilever’s amplitude to decay to 1=e
of its initial value when the driving force is abruptly discontinued. Eq.( 4.4) is
derived in in Ref. [83] and in Ref. [50].
64The detector noise Pdet is quadratic in frequency; this dependence arises
from the conversion from position ﬂuctuations to frequency ﬂuctuations. Ptherm
and Pdet are both inversely proportional to the mean-squared amplitude of the
driven cantilever.
Eq.( 4.3) quantitatively accounts for the entire power spectrum of frequency
noise shown in Figure 4.5. The intersection of the dash-dot and the dotted
line represents the frequency, ftherm, at which the contributions to the noise
power spectrum from thermo-mechanical noise and detector noise are equal.
The agreement between data and the functional form of Eq.( 4.3) at frequencies
f lower than ftherm is signiﬁcant. It is signiﬁcant because it conﬁrms that for
frequencies lower than ftherm, the detection limit of the measurement is set by
Brownian motion and not by detector noise. However, the sensitivity of the in-
strument degrades sharply (proportional to f 2) when f > ftherm. We found that
ftherm typically falls around 1000 Hz.
4.6 Cantilever frequency noise over a thin polymer ﬁlm
In Section 4.5, we showed that in the absence of a sample, the cantilever fre-
quency noise spectrum consists entirely of contributions from the detector and
from the cantilever’s Brownian motion and can be completely predicted from
Eq. (4.3). In this section, we show that when the tip-sample separation falls
below a certain threshold, Equation 4.3 ceases to describe the power spectrum.
This result is illustrated in Figure 4.6, a plot of frequency ﬂuctuations over
a 200 nm thick ﬁlm of PMMA for a cantilever near to (d = 25 nm) and far from
(d = 2000 nm) the surface. Fluctuations are shown in both the time (a,b) and
65Figure 4.6: Cantilever frequency ﬂuctuations over a 200 nm thick ﬁlm of PMMA
at large tip-sample separation (d = 2000 nm, upper panels, blue data)
and small tip-sample separation (d = 25 nm, lower panels, black data).
(a,b) Cantilever frequency ﬂuctuations in a 2100Hz bandwidth centered
at the cantilever frequency. (c,d) Power spectra of cantilever frequency
ﬂuctuations. The lines show contributions to the cantilever frequency-
ﬂuctuation power spectra from detector noise (dashed) and thermo-
mechanical position ﬂuctuations (dot-dashed). Here fc = 4158 Hz,
kc = 0:87 mN=m, and Q(d = 2000 nm) = 4700 while Q(d = 25 nm) = 500.
The dot-dashed lines were computed using these values and Eq.( 4.4).
The dashed line was computed from Eq.( 4.5) using the measured detec-
tor noise Pdet
x (d = 2000 nm) = 3:3  10 6 nm2=Hz and Pdet
x (d = 25 nm) =
6:6  10 6 nm2=Hz. The cantilever amplitude was xrms = 70 nm-rms and
the tip-sample voltage was Vts =  + 0:5 V where  =  0:1 V is the mea-
sured contact potential difference between the tip and the underlying
gold substrate.
frequency domains (c,d). The data of Figure 4.6 (a) and (b) show that when the
tip-sample separation is decreased from d=2000 to d=25 nm, the rms ﬂuctua-
tion in the cantilever frequency increases over four-fold. The remainder of this
chapter is devoted to exploring the origins of this increase. Figures 4.6(c) and
(d) depict the same data in the frequency domain and were generated using the
66method described in Section 4.4.
We attempted to ﬁt both power spectra to Eq.( 4.3). The excellent ﬁt of the
power spectrum acquired at d=2000 nm to Eq.( 4.3) conﬁrms that at this dis-
tance, the interaction between the tip and the sample is negligible. We can con-
clude from Figure 4.6 (c) that at d=2000 nm, the cantilever is insensitive to the
presence of the polymer ﬁlm and all frequency ﬂuctuations arise either from
detector noise or from Brownian motion.
By contrast, the data of Figure 4.6 (d), acquired at a height d=25 nm from the
surface of the polymer ﬁlm, cannot be described by Eq.( 4.3). We may conclude
that when the tip and the sample are in close proximity, there is an additional
source of frequency ﬂuctuations. At low frequencies (< 1000 Hz), the ﬂuctua-
tions have a power spectrum over 102 times larger than the thermo-mechanical
and detector contributions. We attribute this excess frequency noise to inter-
action between the tip and the sample. According to the central hypothesis of
Chapter 3, the excess ﬂuctuations in the cantilever’s frequency originate from
dielectric ﬂuctuations within the polymer.
4.7 Bandwidth
In principle, the information contained within the frequency domain and the














Here fL and fU are respectively the lower and upper limits of the measurement
in frequency space. The bandwidth b of the measurement, fU   fL, is selected
so that it captures the bulk of the integral of the power spectrum, but excludes
detector noise. The data of Figure 4.6 (d) indicate that a bandwidth of 100 Hz
excludes the vast majority of the detector noise, but captures most of the area
under the power spectrum. Henceforth we shall use the term “jitter” to refer to
the ﬁnite-bandwidth integral of the power spectrum.
4.8 Amplitude dependence of jitter
Figure 4.7 contains further support for our hypothesis that the power spectrum
at large tip-sample separation can be characterized by a sum of contributions
from Brownian and detector noise, but the power spectrum at small-tip sample
separation cannot. Both Ptherm
fc and pdet are proportional to 1=x2
rms, where xrms is
the rms amplitude of the driven cantilever. If Brownian motion and detector
noise are the only contributors to frequency noise, then a log-log plot of rms
cantilever amplitude versus jitter should have a slope of -2. Figure 4.7 (a) is
a plot of jitter versus rms oscillation amplitude at a height d=2000 nm over a
200 nm thick PMMA ﬁlm. The solid line on the log-log plot has a slope of -
2, conﬁrming that as predicted by Eq.( 4.3), jitter is proportional to 1=x2
rms. By
contrast, Figure 4.7 (b) plots jitter versus rms oscillation amplitude for d=25 nm.
At amplitudes between 50 and 150 nm, jitter does not have a slope of -2; in fact,
it is essentially constant.
68Figure 4.7: Cantilever frequency jitter in a 100 Hz bandwidth versus root-mean-
square cantilever amplitude over a 200 nm thick ﬁlm of PMMA at (a)
2000 nm from the surface and at (b) 25 nm from the surface.
4.9 Dependence of jitter on tip charge
In Chapter 3, we presented a theory which postulated that cantilever frequency
ﬂuctuations over polymers can arise from dielectric relaxation processes. In this
section, we test one of the key assumptions of this hypothesis – that the tip-
sample system may be described by linear response. The analysis of Section 3.5












Assuming that the tip/vacuum/dielectric/epitaxial gold system behaves as a
capacitor, tip charge can be calculated from qc = C(Vts   ), where Vts is the
voltage applied between the tip and the sample, and C is the tip-sample capac-
itance. Our methods for measuring the tip-sample capacitance are described
in Appendix D. Here , the tip-sample contact potential difference, is deﬁned
as the electric potential difference between the vacuum levels of two metals in
close proximity.
We would thus expect a plot of Vts versus jitter to be a parabola centered
at  with a curvature proportional to the tip-sample capacitance. The contact
69Figure 4.8: Frequency jitter versus tip-sample voltage over a 466 nm thick
PMMA ﬁlm at various heights. Data (points) and parabola ﬁts (lines)
are shown for tip-sample heights of d=75 nm (black triangles), d=100 nm
(green squares) and d=250 nm (blue circles). The cantilever amplitude
was xrms=75 nm and the cutoff frequencies, as deﬁned in Eq. 4.7 were
fL=0 Hz and fU=100 Hz.
potential  is deﬁned as the difference between the work function of the tip and
the work function of the sample and is discussed in greater detail in Section
4.13. The data of Figure 4.8, a plot of frequency jitter versus tip-sample voltage
for a cantilever at various heights over a thin ﬁlm of PMMA, conﬁrm that jitter
is indeed a quadratic function of the applied voltage Vts. We also note that the
contact potential  appears to exhibit a slight height dependence.
The quadratic dependence of jitter on voltage conﬁrms a key assumption of
our theory, that cantilever frequency ﬂuctuations can be calculated using linear-
response theory. The increase in the curvature of the parabolas with increasing
tip-sample proximity is consistent with the the hypothesis that the curvature
of the parabola is proportional to capacitance (which likewise increases with
tip-sample proximity).
704.10 Comparison of predicted and measured power spectra
In Section 3.9, we derived an exact expression for the dependence of the can-
tilever frequency noise power spectrum over polymers on the dielectric spec-

























It is helpful to the experimentalist to consider the equation in Syst` eme Interna-
tionale (SI) units. The power spectrum of the frequency jitter, rewritten in terms

























We proceed to compare the measured Pfc to the theoretical Pfc predicted by
Eq. (4.12). However, it is ﬁrst necessary to clarify all of the input parameters to
Eq. (4.12). The tip charge qc and the dielectric spectrum are particularly non-
trivial quantities.
714.11 Inputs to the theory: capacitance, dielectric spectra and
contact potential
The tip charge qc is governed by the capacitance between the tip and the sample,
aquantitywhichdependsstronglyonthetip-sampledistance. Becausethemea-
surement is carried out at constant tip-sample voltage Vts [13, 61], qc varies with
d and must be determined at each height using the probe-sample capacitance C
and qc = C Vts. Following the method described in Ref. [13], we determined this
capacitance by approximating the charged tip of the probe by a sphere of radius



















In the limit 0(0) ! 1, this expression is exactly correct for a sphere of radius R
with center a distance R + d + h above a conducting plane [84, 85]. The replace-
ment of h with h=0(0) is correct for a dielectric layer of thickness h within a par-
allel plate capacitor. The dielectric constant-dependent correction in Eq. (4.15)
approximately accounts for the dielectric in the present conﬁguration.
Dielectric spectra were measured for bulk (thicker than 450 nm) samples of
PMMA and PVAc by Kuehn [47]. The dielectric spectrum of polystyrene can be
difﬁcult to measure because polystyrene is a low loss material. The impedance
analyzer at Cornell (Hewlett-Packard; Model No. 4192 A LF) was not sufﬁ-
ciently sensitive to acquire dielectric spectrum of polystyrene. Polystyrene spec-
tra were kindly provided by Professor Ranko Richert. A complete description
72Figure 4.9: Observed and calculated power spectrum of cantilever frequency
ﬂuctuations at height d = 100 nm over a 200 nm thick PMMA ﬁlm. The
small blue-gray dots are the observed spectrum. The large black cir-
cles are the spectrum calculated from Eq. (4.12), the measured dielectric
spectrum and the tip-sample capacitance model discussed in the text.
The red line shows a 1=f spectrum, as a guide to the eye. Applied volt-
age Vts = 0:5V+ with  =  0:1V; and xrms = 70nm-rms, the number of
averages was 50, and the acquisition time is 25 seconds.
of the dielectric spectroscopy data used in this experiment is contained in Ap-
pendix D.
The data of Figure 4.8 clearly show that jitter depends strongly on the ap-
plied tip-sample voltage (and thus the tip charge qc). The theoretical jitter also
depends on qc. In order to ensure that comparisons between theory and ex-
periment were made at identical qc, we carefully recorded the contact potential
prior to every measurement. We obtained the contact potential  in the manner
described in Section 4.9.
Figure 4.9 is a comparison of theory to experiment. The plot shows the the-
oretical and measured Pfc at a height d = 100 nm above a 200 nm thick PMMA
ﬁlm. Themeasuredandcalculatedcurvesagreewithinafactoroftwoovermore
than two decades of frequency. A Pfc / 1=f line is plotted as a guide to the eye.
The cantilever frequency-ﬂuctuation power spectrum is well approximated as
a 1=f spectrum for frequencies in the 5 to 500 Hz range, with small deviations
73from 1=f behavior apparent only below f  5 Hz. The theoretical curve does
not extend below 5 Hz because one of the inputs to the theory is the dielectric
spectrum; our instrument at Cornell was incapable of reliable measurements
below 5 Hz. Thus Eq. (4.12), which contains no free parameters, quantitatively
accounts for the cantilever frequency noise spectrum over a thin polymer ﬁlm.
4.12 Theory versus experiment
Figure 4.10 is the central result of Chapters 3 and 4. In Fig. 4.10 we use the mea-
sured contact potential, estimated capacitance, measured dielectric spectrum,
and Eq. (4.12) and Eq. (4.7) to predict jitter in a bandwidth from 5 to 100Hz as a
function of tip-sample separation d.
In computing tip charge, we found it necessary to account for the height
dependence of the contact potential  shown in Fig. 4.8, as follows. In each
sample  was measured at 4 to 10 selected heights. Over the six samples studied
at heights from d = 10 nm to over 200 nm, the observed  ranged from 0:29 V
to 0:95 V. In any one sample, a variation of  0:2 V was seen. In each sample,
a high, low, and average contact potential (high, low, and avg) were identiﬁed.
The applied voltage was set to Vts  0:5 V + avg. To account for the observed
variation in contact potential, for each sample two theory curves are calculated:
one with  = low and one with  = high. In Fig. 4.10 the region between these
two curves is colored yellow.
Six samples were studied: ﬁlms of PMMA, PVAc, and PS of thickness h =
40 nm and h = 450 nm. The theory correctly predicts the magnitude of the
observed jitter and its dependence, qualitatively, on distance. The theory also
74Figure 4.10: Dependence of jitter on tip-sample separation for six polymer
ﬁlms.The ﬁlm composition and thickness are indicated in the ﬁgure.
The red dots are the jitter obtained from the measured power spec-
trum using fL = 5 Hz and fU = 100 Hz. The yellow regions are the
predicted jitter, calculated as discussed in the text. The applied volt-
age was Vts  0:5 V + avg where avg is the height-averaged contact
potential, measured independently in each sample. The cantilever am-
plitude was xrms = 70 nm-rms, Navg = 50, and the acquisition time was
1 second.
75correctlypredictswhetherthethickﬁlmorthethinﬁlmofthesamecomposition
will have the larger jitter at close separation. This prediction cannot be made
without a detailed calculation: the electric ﬁeld gradient ﬂuctuations are largest
over the thick ﬁlm, but at ﬁxed tip-sample voltage the tip charge is less over the
thick ﬁlm and so the ﬂuctuations couple less well to the cantilever; differences
in kc must also be accounted for.
The agreement between theory and experiment is poorest in polystyrene,
where theory underestimates the jitter observed at close separations by a factor
of three in the thick ﬁlm and by a factor of ten in the thin ﬁlm. It is not surpris-
ing that of the three samples, polystyrene would show the worst agreement.
The 00 in polystyrene is very small and notoriously difﬁcult to measure, and
is likely therefore more sensitive to sample preparation than either PMMA and
PVAc. Although we were able to obtain 0 and 00 for polystyrene of molecular
weight comparable to ours [86], the sample was not identical to that used in
our cantilever measurements. Treating these constants as adjustable parameters
does not yield a dielectric function that reproduces the PS data for both thin and
thick ﬁlms with the same level of agreement shown for PVAc and PMMA. This
suggests that dielectric ﬂuctuations in the thin PS ﬁlm are not well represented
by bulk dielectric relaxation processes alone.
For the four PMMA and PVAc ﬁlms, where 0 and 00 could be measured in
identically prepared samples, the measured and predicted jitter are in quantita-
tive agreement. The magnitude of the jitter and its dependence on tip-sample
separation is correctly predicted over two decades of jitter in both of these sam-
ples. The agreement between theory and measurement in Figure 4.10 conﬁrms
[45, 20] that the jitter measurement probes low frequency polymer motions. In
76PMMA, for example, these low frequency motions include hindered rotations
of polar side groups [87].
4.13 The contact potential
To attain a more thorough understanding of the contact potential, we studied
non-contact friction and the static frequency shift, which are also quadratic in
applied tip-sample voltage. The contact potential is the primary observable in
most electric force microscopy experiments. It is a useful quantity because it can
be a direct indicator of the surface charge density. Silveira et al. [31], for instance,
extracted the contact potential from frequency parabolas to directly observe the
transition from Ohmic to space-charge limited conduction in an organic semi-
conductor.
Figure 4.11 (a) is a plot of simultaneously acquired jitter, non-contact friction
coefﬁcient   and frequency fc as a sample of tip-sample voltage Vts. The sam-
ple is 200 nm PMMA. The contact potentials obtained by ﬁtting the jitter and
  data to parabolas are statistically equivalent (respectively,  0:14   0:02 V
and  0:13   0:04) V. In principle, the measurement of cantilever frequency
should yield a contact potential equivalent to that obtained from the previous
two methods. However, the contact potential inferred from the fc versus Vts
curve is fc =  1:02   0:03 V, which is twenty four standard deviations away
from the values obtained for jitter and . We speculate on the possible origins
of this discrepancy in the next section.
We measured jitter,   and fc as a function of tip-sample separation for sep-
arations ranging from d=25 nm to d=500 nm. The results are summarized in Fig-
77Figure 4.11: Simultaneously acquired jitter (blue circles), noncontact friction co-
efﬁcient   (green squares), and cantilever frequency fc (black triangles)
vs tip-sample voltage Vts at a height d=100 nm over a 200 nm thick ﬁlm
of PMMA. Solid-lines are parabolic ﬁts. (b) The voltage at the parabola
minimum, , as measured from the jitter (blue circles), noncontact fric-
tioncoefﬁcient(greensquares), andfrequency(blacktriangles)parabo-
las. The cantilever amplitude was xrms=70 nm; jitter was measured in a
100 Hz bandwidth (fL=0 Hz and fU=100 Hz).
ure 4.11 (b). The contact potentials extracted from jitter and non-contact friction
parabolas agreed within 0.1 V and were essentially independent of tip-sample
separation. However, this was not the case for fc. The contact potential ob-
tained from analyzing the frequency shift, fc, agrees with jitter and   only at
very small tip-sample separations. At large tip-sample separations, it differs
from jitter and   by as much as 1.5 Volts. In Ref. [62], Rast et al. also observed
a large height-dependent shift in contact potential in their measurements of fre-
quency versus Vts over thin gold ﬁlms in ultra-high vacuum. They attributed
the shift to either patch charges on the gold or to surface contamination. Un-
fortunately, neither of these hypotheses explains the large discrepancy between
78fc and jitter or  . An alternative hypothesis is that the frequency measurement
is more sensitive to the presence of charge on the silicon body of the cantilever
(which has a different work function from the platinum tip), than are the mea-
surements of friction and jitter.
4.14 Origin of the parabolic dependence of friction and fre-
quency on tip charge
Stipe et al. [12] showed that sample-induced cantilever non-contact friction fol-





where qc and  were deﬁned in Section 4.9, kB is Boltzmann’s constant, T is the
temperature, andS E(fc)isthepowerspectrumoftheelectricﬁeldﬂuctuationsat
thecantilever’sresonancefrequencyarisingfromthesample. Figure4.11clearly
shows that   is proportional to V2
ts, conﬁrming that non-contact friction is gov-
erned by the ﬂuctuation-dissipation theorem of Eq.(4.16). The results for jitter
and friction shown in Figure 4.11 are highly typical. We have consistently ob-
served that both of these quantities are quadratic in applied tip-sample voltage;
we have also noted that without exception, the sign of the resulting parabola
is positive, and that the quality of the parabolic ﬁts improves with increasing
tip-sample proximity. The nature of the relationship between frequency shift
and tip-sample voltage is less clear. Stowe [51] gives the following expression




















79Figure 4.12: Frequency shift versus applied tip voltage over epitaxial gold at
50 nm from the surface (blue circles) and 1000 nm from the surface
(green circles).
where ~ F = (Fx;Fy;Fz) is the force on the tip, x is the direction of the cantilever’s
motion, l is the length of the cantilever, k is the cantilever’s spring constant, fc is
the cantilever’s resonance frequency, and  is the angle between the cantilever
and the normal to the surface. Figure 4.14 is an illustration of these competing
forces. In the absence of signiﬁcant angular misalignment, contributions from
the latter two terms are expected to be minimal. Fz=l is the force pulling the
cantilevertowardthesurface, andhasbeencalculatedtobesigniﬁcantlysmaller
than Fx. Itis thus unlikely that Fz contributes signiﬁcantly tothe frequency shift.
Thus
Fx
x , which accounts for the sample’s spatial or electrical heterogeneity, is
expected to dominate. Given that @Fx=@x = q@Ex=@x and @Ex=@x  Exx, it is clear





80Figure 4.13: Frequency shift versus applied tip voltage over epitaxial gold at
350 nm from the surface (blue circles) and 250 nm from the surface
(red circles).
Figure 4.14: Depiction of the forces acting on a cantilever oscillating parallel to
the sample surface. Figure is reproduced from Ref. [51].
81If this is indeed the case, then Eq. (4.18) clearly suggests that the sign of the
frequency shift versus tip sample voltage parabola should be positive. Our ex-
periments show that the dependence is usually parabolic, but as demonstrated
in Figure 4.12, the sign of the parabola can be variable. We have also observed
non-parabolic behavior. Figure 4.13, a plot of frequency shift versus tip-sample
voltage over epitaxial gold at two different tip-sample separations, shows the
relationship between tip charge and frequency is not always quadratic.
It is possible that the the inverted parabolas arise from contributions from
othertermsinEq.(4.18). Themostlikelycandidateisthependulumterm, which
is also quadratic in Vts (see Eq. (4.19) below), but is opposite in sign to
Fx
x . If
the epitaxial gold-on-mica sample is truly atomically ﬂat, then the magnitude
of
Fx
x is likely to be small. Fz, on the other hand, is likely to be less sensitive
to the homogeneity of the sample (unless the surface contains patch charges),
but more sensitive to the tip-sample separation. This hypothesis is consistent
with the observation that the inversion is observed only at small tip-sample
separations. If we approximate the tip/vacuum/dielectric/gold system as a









where C is the tip-sample capacitance. As the tip-sample distance decreases,
the magnitude of Fz increases, and thus Fz might be expected to dominate in
spatially homogeneous samples when d is small - as we observed for epitaxial
gold. Unfortunately, this hypothesis does not explain the data of Figure 4.13,
where the dependence of frequency on Vts is clearly not parabolic. Eq. (4.18),
which is entirely parabolic in Vts, may thus not provide a complete description
of frequency shift.
824.15 Additional sources of jitter: cantilever anharmonicity
Although the excellent agreement between theory and experiment observed in
Figure 4.10 strongly suggests that any heretofore unmentioned sources of jitter
are probably negligible, we have carried out further experiments and calcula-
tions to prove it.
If the cantilever’s potential energy contains an anharmonic perturbation,
then force ﬂuctuations acting in concert with the anharmonic potential lead to
additional frequency noise [14]. An anharmonicity could arise from intrinsic
cantilever nonlinearities or, alternatively, from tip charge interacting with the
ﬁeldderivative @2Ex=@x2 expectedtobe presentnearaﬁlm of randomlyoriented
dipoles. Thereforeananharmonicitycouldbeafunctionofsamplecomposition,
tip location and tip-sample separation height. To measure the anharmonicity,
we note that adding a cubic term Va =  x3=6 to the potential energy of a har-
monic oscillator leads to a negative fractional frequency shift which depends on











Figure 4.15 presents a measurement of cantilever frequency as a function of
drive amplitude for a charged cantilever at a height d = 50 nm over a 40 nm
thick PMMA ﬁlm. Because the frequency in Figure 4.15 increases rather than
decreases with amplitude, we conclude that the frequency dependence does not
stem from a cubic, but rather from a quartic (or higher order) perturbation to the











83Figure 4.15: The dependence of cantilever frequency on drive amplitude at
height d = 50 nm over a 40 nm thick PMMA ﬁlm with Vts = 0:5 V + 
with  = 0:8 V. The line is a best ﬁt to Eq. 4.21.
Fitting the data in Figure 4.15 to Eq. (4.21), we ﬁnd =kc = 7  10 8 nm 2. To
quantify this perturbation, we compare the energy of the anharmonic term to
that of the unperturbed (harmonic) potential energy Vh = kcx2=2. At the peak of









For a typical rms cantilever amplitude of 100 nm, we ﬁnd that rb = 710 4  1.
Therefore our cantilever is well represented by a harmonic oscillator. Although
a measurable cantilever anharmonicity is present near a polymer surface, it ap-
pears to be a negligible source of cantilever frequency ﬂuctuations in the poly-
mers studied here.
4.16 Sensitivity
The fabrication of custom single-crystal silicon cantilevers is an expensive and
time-consuming process. We use these cantilevers because they improve the
sensitivity of the measurement by over three orders of magnitude relative to a
commercial cantilever. This is explicitly calculated below.
84Let us deﬁne a spectral density of electric ﬁeld gradient ﬂuctuations PExx
and rewrite Pfc (Eq.( 4.12)) in terms of PExx. To determine the thermally-limited
minimum detectable electric ﬁeld gradient, we set Pfc (Eq. 4.12) equal to Ptherm
fc









where we have written the result in terms of the dissipation constant using
  = kc=2fcQ. For a commercial electric force microscope cantilever,   =
1:5  10 9 Ns=m (fc = 75 kHz, kc = 3:5 N=m, and Q = 5  103). For an ultra-
sensitive cantilever, the friction coefﬁcient can be as low as   = 5  10 13 Ns=m
(fc = 7:4 kHz, kc = 0:7 mN=m, and Q = 3:1  104) [13]. We conclude that the
ultra-sensitive cantilever can resolve a 3000-fold smaller ﬂuctuation PExx than
can a commercial cantilever operated in vacuum with the same tip charge and
amplitude.
85CHAPTER 5
TOWARD A LOCAL MEASUREMENT OF CARRIER MOBILITY IN
ORGANIC FIELD EFFECT TRANSISTORS
5.1 Summary
In Chapters 3 and 4, we described a method for measuring microscopic electric
ﬁeld and electric ﬁeld gradient ﬂuctuations using scanned probe microscopy.
We tested the technique on thin ﬁlms of three common polymers – PMMA,
PVAc and polystyrene. These polymers were good test candidates because they
are readily available, easy to prepare and have had their properties quite thor-
oughly characterized.
We now turn our attention to organic semiconductors, an interesting class
of molecules with properties that are considerably less well understood. Or-
ganic semiconductors have attracted a great deal of attention in recent years
because they are more mechanically ﬂexible, easier to process and cheaper to
synthesize than their inorganic counterparts. However, it is unlikely that they
will become viable candidates for semiconductor technology in the absence of a
morethoroughunderstandingoftheirelectronicproperties. Chargetransportin
amorphous ﬁlms of small -conjugated molcules at high temperature[89, 90, 91]
is believed to be mediated by transitions between localized electronic states
(“hopping transport”). However, in single crystals of -conjugated molecules
at low temperature, there is general agreement that band transport is probably
the dominant mechanism of charge transport. In polycrystalline and polymeric
materials, where both ordered and disordered regions of molecules are present,
models have been developed although to our knowledge these models have not
86been tested microscopically [92].
The most well established methods for characterizing the temperature-
and electric-ﬁeld dependence of mobility in amorphous ﬁlms and molecularly
doped polymers are time-of-ﬂight current-transient measurements [93, 89] and
analysis of current-voltage characteristics. Time-of-ﬂight measurements are
well suited for the slow (relative to silicon) transport times of organic semi-
conductors, but require ﬁlms with thicknesses on the order of  10 m - about
two orders of magnitude thicker than optimal for most organic semiconduc-
tors. However, the main difﬁculty with both time-of-ﬂight and current-voltage
experiments is that these techniques cannot readily be used to distinguish be-
tween bulk and local effects. These local effects can include contributions from
polymer chain packing, dipoles at the organic/dielectric interface, charge den-
sity, trapped charge and injection barriers.
It is possible to obtain independent estimates of contact and bulk resistance
by studying many transistors with different channel lengths, but the interpre-
tation of this data can be problematic on account of factors like short channel
effects, space charge effects and contact effects. In other words, the mode of
charge conduction may change with the geometry of the device. Scanned probe
microscopy is a technique well suited to address this challenge because it is sen-
sitive to local effects.
In Chapter 4, we showed that thermally induced dielectric ﬂuctuations in
polymers are detectable as frequency jitter or non-contact friction. The mobile
charges in organic semiconductors are also expected to give rise to ﬂuctuating
electric ﬁelds, which in principle should be detectable as non-contact friction
or jitter. In this chapter, we propose a method for measuring the local carrier
87Figure 5.1: Small molecule organic semiconductors. (a) N,N’-diphenyl-N,N’-
bis-(3-methylphenyl)-1,1’-biphenyl-4,4’-diamine (TPD). (b) rubrene. (c)
pentacene.
mobility in an organic ﬁeld effect transistor and present our preliminary efforts
toward realizing this goal.
5.2 Why organic semiconductors?
Organic semiconductors, unlike their inorganic counterparts, transport charge
by means of delocalized, -conjugated linkages or by hopping between local-
ized states instead of through a crystal lattice [94]. Most organic semicon-
ductors are either small molecules (e.g. pentacene and rubrene) or strongly
-conjugated polymers such as poly(3-hexylthiophene) and poly(p-phenylene
vinylene). Figures 5.1 and 5.2 depict some of the most commonly studied sys-
tems. Semiconduction in an organic species was ﬁrst reported in 1963 by Weiss
et al., who reported high conductivity in iodine-doped oxidized polypyrrole
[95]. In 1979, Shirakawa et al. [96] reported high conductivity in oxidized and
iodine-doped polyacetylene and in 2000, Shirakawa, Heeger and MacDiarmid
shared the Nobel Prize for Chemistry.
88Figure 5.2: Semiconductive organic polymers. Left: poly(p-phenyl vinylene).
Right: poly(3-hexyl thiophene)
.
In recent years, with the successful commercialization of organic light-
emitting diodes, there has been a ﬂurry of interest in organic semiconductors in
both academic and industrial circles. In large part, this is because organic semi-
conductorsarecheaperandeasiertoprocessthantraditionalsilicon-basedsemi-
conductors [97]. Most conjugated organic polymers are solution-processable
and can readily be spin-coated or inkjet printed onto a substrate, thus avoid-
ing the expense and trouble of vacuum sublimation. Small organic molecules
tend to be superior semiconductors, but generally must be deposited via vac-
uum sublimation. Organic semiconductors are not expected to compete with
high-end silicon technology; however, they are promising candidates for lower-
resolution, mechanically ﬂexible or large area items such as identiﬁcation tags,
smart cards and displays [98]. In May 2007, Sony Corporation reported the ﬁrst
full-color, ﬂexible, all organic display, in which both the thin ﬁlm ﬁeld-effect
transistors and the light emitting pixels were made of organic materials. In
terms of energy efﬁciency, these displays were a signiﬁcant improvement over
their liquid crystal display or plasma-based predecessors.
Silicon can form a nearly perfect crystal lattice, and for this reason the
physics of inorganic semiconductors is quite well understood. Charge transport
in silicon occurs via band transport, where charge is delocalized over extended
89states [99]. Describing the path of charge through an amorphous, massive poly-
mer or through a collection of loosely associated small molecules is less straight-
forward. However, Dunlap and Novikov [90, 91] have developed a predic-
tive theory describing charge transport in amorphous ﬁlms of small molecules.
Charge transport in disordered polymers is regarded as a hopping process be-
tween localized sites, which are thought to consist of conjugated polymer chain
segments [100]. The remainder of this thesis describes our experimental efforts
to characterize charge transport in an organic semiconductor via scanned probe
microscopy.
5.3 Introduction to ﬁeld effect transistors
The ﬁeld-effect transistor (FET), ﬁrst developed by Shockley in 1952, is essen-
tially a voltage-controlled resistor [99] and is an integral component of most
digital integrated circuits. A FET is a three-terminal device constructed from
the following basic components: electrodes (for the source, drain and gate), a
dielectric layer (frequently SiO2) and a semiconducting layer. The current ﬂow
between the drain and source electrodes Ids is modulated by an applied gate
voltage Vg. When a voltage is applied between the source and the gate, charges
are induced in the semiconductor at its interface with dielectric layer [98]. A
generic FET is depicted in Figure 5.3. One of the key indicators of a FET’s per-
formance is its ﬁeld-effect mobility, a term which is sometimes confused with
carrier mobility in the literature. Carrier mobility is the proportionality constant





90Figure 5.3: Generic ﬁeld-effect transistor. Charge is induced into the interface
between the dielectric layer and the semiconductor layer via applica-
tion of voltage between the gate and the source. Current ﬂows from
the source to the drain. The device can be conceptualized as a voltage-
controlled resistor
.
where E is the electric ﬁeld and v is the drift velocity, or the terminal ve-
locity that a particle such as an electron attains due to an electric ﬁeld. A
schematic of the motion of charge carriers through a ﬁeld-effect transistor is
shown in Figure 5.4. The current-voltage characteristics of a ﬁeld-effect tran-
sistor prepared from N,N’-diphenyl-N,N’-bis-(3-methylphenyl)-1,1’-biphenyl-
4,4’-diamine (TPD) are shown in 5.5.
The simplest and most common way to determine ﬁeld-effect mobility is
to extract it from the current-voltage (I-V) characteristics. The relationship be-
tween current and voltage in the saturation region is governed by the following






where Ids is the current in the saturation region of the curve, Vg is the applied
gate voltage, Vt is the threshold voltage,  is the ﬁeld-effect mobility, W is the
channel width, L is the channel length and Ci is the capacitance per unit area
91Figure 5.4: Schematic of charge motion through an organic semiconductor.
Charges are induced into the channel via application of a gate voltage.
Injection occurs at the source and can be a signiﬁcant source of resis-
tance. Charges “hop” between localized sites, possibly falling into low-
energy “trapping” sites before eventual extraction at the drain.
of the dielectric layer. The threshold voltage is the gate voltage at which suf-
ﬁcient carriers accumulate in the inversion layer to enable the formation of a
low resistance conducting path, or channel, between the source and the drain.
At source-drain voltages signiﬁcantly smaller than Vg, the device behaves like a
variable resistor and the FET is said to be in “linear mode” or “ohmic mode”. In
this mode, the only effect of changes to Vg is to alter the channel resistance. At
source-drain voltages comparable to or larger than the gate voltage, the poten-
tial gradient across the source-drain gap increases and the shape of the channel
becomes asymmetric or “pinched” at the drain. The FET is said to be in “satu-
ration mode” and behaves as a ﬁxed current source. The ﬁeld-effect mobility 
can be obtained by ﬁtting I-V data to Eq. (5.2). One difﬁculty with ﬁeld-effect
mobility as an indicator of performance is that it cannot be used to discern the
effects of contact resistance (i.e. the energy barrier associated with the transport
of charge from a metal electrode into an organic ﬁlm) from the intrinsic ability
of the organic ﬁlm to conduct. This may be a signiﬁcant obstacle to the design
of new conductive materials.
92Figure 5.5: Characteristic transfer curve (left) and output curves (right) for a
TPDﬁeldeffecttransistor. Theoutputcurvesareaplotofappliedsource
voltage versus drain current at various gate voltages: 0 V (red), -20 V
(orange), -40 V (yellow), -60 V (green) and -80 V (blue). The ﬁlm thick-
ness was 80 nm and the ﬁeld-effect mobility on the order of 10 6cm2=Vs.
The transfer curve is a plot of the applied gate voltage versus the drain
current at a current source-drain voltage of -30 V. It is clear that current
begins to ﬂow at around Vgate=+5V, which corresponds to the threshold
voltage of the device. Here the dielectric layer was 300 nm of thermally
grown (n=1.46) silicon oxide, the total channel length was 1.5 m and the
gap size was 5 m.
5.4 Literature survey: theoretical descriptions of carrier mobil-
ity in organic semiconductors
One of the difﬁculties with Eq.(5.2) is that it relies on an assumption that is
frequently observed for inorganic semiconductors, but not for organic semicon-
ductors – namely that mobility is ﬁeld-independent. A general feature of charge
transport in organic materials is that the mobility becomes ﬁeld dependent at
high electric ﬁelds [101]. For amorphous ﬁlms of small molecules at low charge
density, this dependence is well understood and has been described by Dunlap
et al. [90], and Novikov et al. [91], as described in Borsenberger and Weiss [89].
93There have been several other studies suggesting that  is governed by a
number of additional quantities, including morphology [21], the number of
semiconductor monolayers [102], charge density [103, 100] and the tempera-
ture [104]. None of these additional factors are reﬂected in Eq. (5.2), and it
remains a challenge to formulate a description of charge transport that is more
appropriate to an organic system.
A number of groups have endeavored to ﬁnd a more suitable theoretical
model for carrier mobility in organic semiconductors. Vissenberg and Mat-
ters [105] derived an analytic expression for the ﬁeld-effect mobility in a thin-
ﬁlm transistor of an amorphous semiconductor, using percolation theory and
the idea that charges in an organic semiconductor “hop” from site to site in an








where Nt is the number of states per unit volume and T0 is a parameter that in-
dicates the width of the exponential distribution. Their ﬁnal expression exhibits
strong dependence on both temperature and charge density.
Pasveer et al. [100] undertook a numerical solution of a steady state master
equation representing hopping of charge carriers on a lattice of sites:
X
j,i
[Wijpi(1   pj)   Wjipj(1   pi)] = 0 (5.4)
where pi is the probability that site i is occupied by a charge and Wij is the tran-
sition rate for hopping from site i to j. The factors 1   pi reﬂect the assumption
that only one carrier an occupy a site. They solve Eq. (5.4) by assuming that
the carriers hop between sites arranged in a cubic lattice; the site energies are
drawn randomly from a Gaussian distribution of width . Their ﬁnal expres-
sion, which also depends strongly on charge density and temperature, agreed
94well with experimental data; they found that omitting the charge density and
electric ﬁeld dependences signiﬁcantly worsened the agreement.
Unfortunately, most theories of carrier mobility in organic systems introduce
empirical parameters that are speciﬁc to a particular material, and accordingly
must be ﬁtted to experimental data [106]. A complete theory of charge transport
in organic semiconductors remains elusive.
5.5 Literature survey: experimental techniques for measuring
mobility in organic semiconductors
Many literature values of organic semiconductor mobilities were obtained via
analysis of the current-voltage characteristics of ﬁeld-effect transistor devices.
However, there are several other more complicated, but probably more accu-
rate experimental methods for determining ﬁeld-effect mobility in organic tran-
sistors. Most of these techniques (time of ﬂight, time-resolved microwave con-
ductivity and electron spin resonance) suffer from the same limitation - they are
generally only valid for low charge densities. In addition, none of them provide
information about the effects of the electrode/semiconductor contact.
Time of ﬂight (TOF) spectroscopy is a technique for measuring the time it
takes for a particle, object or stream to reach a detector whilst traveling over
a known distance in a known applied electric ﬁeld. Application of TOF mea-
surements to organic semiconductors is described in Refs. [89] and [93]. Dod-
abalapur and coworkers [107] were the ﬁrst to use a TOF method to measure
carrier mobility in an organic ﬁeld effect transistor. They studied a thin ﬁlm
95poly-3-hexyl thiophene transistor by turning the device on, allowing it to reach
a steady state, then introducing a quick voltage pulse at the source. The effect of
the pulse, which is only a fraction of the applied DC bias, is to inject a few extra
carriers into the channel. These carriers traverse the channel and are collected
at the drain; their transit time is collected according to traditional time-of-ﬂight
techniques.
Time-resolved microwave conductivity (TMRC), was developed by Warman
and co-workers [108]. In this technique, the material’s microwave conductivity
is monitored after irradiation with a nanosecond pulse of 3-MeV electrons. This
technique may facilitate measurement of a truly intrinsic  because it does re-
quire any contact with the sample. However, because charges do not move very
far in a microwave-frequency electric ﬁeld before they turn around, they cannot
encounter imperfections like grain boundaries, defects, or chain kinks. For this
reason, TDMC measurements may be of limited utility. The other disadvantage
of this technique is that it requires the assumption that only one type of carrier
displays a signiﬁcant intrinsic .
Kuroda and co-workers [109] observed charge carrier concentration in a
polythiophene-based transistor using electron spin resonance (ESR). They ob-
served ESR signals from ﬁeld-induced polarons upon application of a gate volt-
age to the device. The ESR signal was observed to steadily decline with increas-
ing source-drain voltage, ultimately reaching 50% of its initial intensity at the
pinch-off voltage of the device.
965.6 Literature survey: non-contact friction studies of semicon-
ductor devices
There have been several scanned probe microscopy studies of conductive ma-
terials. Denk and Pohl [77] were the ﬁrst to study non-contact friction over a
semiconductor; they observed that friction over GaAs depended strongly on
the doping. Stowe et al. studied the dopant density in n-type and p-type sili-
con samples by imaging the non-contact friction near the surface. Salmeron et
al. [110] used atomic force microscopy to show that friction over highly doped
silicon depends strongly on charge carrier concentration. They patterned alter-
nating stripes of p- and n-doped regions into silicon via ion implantation and
controlled the carrier concentration by applying a tip-sample bias. They ob-
served a signiﬁcant increase in friction when a positive voltage was applied to
the AFM tip whilst it was positioned over a p-type region and attributed this
to induced band bending. Because carrier density depends exponentially on
the energy difference between the Fermi level and the valence band edge, the
band bending gives rise to accumulation of majority carriers (holes) near the
semiconducting surface. Salmeron et al. were thus the ﬁrst to directly detect
charge carrier accumulation via scanned probe microscopy. However, the fact
that complementary behavior was not observed over the n-doped stripe sug-
gests that the interpretation experiment is not completely understood.
Tal et al. [41] determined the density of states and the microscopic effects of
doping in an amorphous organic ﬁlm via Kelvin probe microscopy, to the den-
sity of states, related to the contact potential difference between the cantilever
tip and the sample. They also found that the density of states broadened signif-
97icantly upon addition of a dopant.
5.7 A new approach to measuring carrier mobility in an organic
semiconductor
Most of the common methods for measuring carrier mobility exploit the rela-
tionship between carrier mobility and current. We attack the problem from an-
other angle. Device current is related to carrier mobility via J = E, where  is
the charge density and E is the applied electric ﬁeld. However, mobility is also
related to the intrinsic diffusion constant of the material’s charge carriers. This
relationship is encapsulated by the Einstein relation:
D = kBT; (5.5)
where D is the diffusion constant and  is the mobility of the particles. Hirao
and coworkers [111] have explored the relationship between mobility and the
diffusion coefﬁcient in molecularly doped polymers for a time-of-ﬂight experi-
ment. They assume that the initial carrier distribution of charges in the channel
is injected via a light pulse, and then use the equation for the transient current
of a thin sample to calculate the photocurrent resulting from the initial carrier
distribution. They ﬁtted this equation to measured photocurrent transients to
obtain a relationship between mobility and the diffusion constant. They also
derived a relationship between mobility and the diffusion coefﬁcient from the
Langevin equation for a molecularly doped polymer (e.g. TPD in polystyrene),
modelling the mobile charges as randomly oriented dipoles which give rise to a
random, ﬂuctuating electric ﬁeld.
98Professor John Marohn has derived a relationship between cantilever fre-
quency jitter/friction and the diffusion constant. Assuming a two-dimensional
plane of charged particles in the absence of an applied electric ﬁeld, the density












dx dy (x;y;t) (5.7)
Using Eq. 5.6 and Eq. 5.7, it is possible to formulate an expression for the distri-
bution of these randomly diffusing charges at time t. The results of Chapters 3
and 4 suggest that these diffusing charges will give rise to a ﬂuctuating electric
ﬁeld at the cantilever that can be detected as friction or jitter. An expression for
the ﬂuctuating electric ﬁeld may be derived by approximating the tip as a point
charge located some distance above the plane of diffusing charges, and assum-
ing that the interaction the tip and the plane is mediated by Coulomb’s law. The
















2 + 4d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and where  =
2fh2
D , h is the distance between the tip and the sample, ca is the
charge density and  = h2

























2 + 4d (5.11)
99Our approach to the experiment is to fabricate an organic thin-ﬁlm tran-
sistor, position the cantilever over the device perpendicular to the direction
of charge motion and then test the predicted dependence of jitter and friction
on tip-sample height and charge density. A schematic of the experiment is de-
picted in Figure 5.6. Two promising candidates for this experiment are poly-3-
hexylthiophene and TPD.
Regioregular poly(3-hexylthiophene) (P3HT) is one of the most promising
organic semiconductors (its structure is shown in Fig.5.2). Field-effect mobili-
ties as high as 0.1-0.3 cm2=Vs have been achieved for this species; these values
rival those of amorphous silicon [21]. Thin ﬁlms of P3HT adopt a microcrys-
talline lamellar microstructure. They are usually comprised of two-dimensional
conjugated layers with strong - interchain interactions that are separated by
layers of solvating, insulating side chains. The mobility of P3HT depends very
sensitively on the degree of head-to-tail regioregularity and deposition condi-
tions [112].
TPD (see Fig.5.1 (a)) is a small molecule that has a modestly high hole drift
mobility and was initially developed as a charge transport layer in xerogra-
phy [89, 112]. TPD-doped polystyrene is a very low-mobility material and thus
is not considered a promising candidate for commercial electronic devices. In-
deed, Furukawa et al.’s 2003 report on the infrared structure of thermally evap-
orated TPD is one of the few published instance of a TPD-based transistor [113].
However, in principle, TPD is an excellent test system for the theory described
in Section 5.7, which assumes that electric ﬁeld ﬂuctuations arise only from the
motion of randomly diffusing mobile charges. TPD is believed to conduct ex-
clusively by “hopping”. On the other hand, thin ﬁlms of P3HT are known to
100Figure 5.6: Schematic of the experiment. We prepare a ﬁeld-effect transistor and
deposit a thin organic ﬁlm between the source and the drain via spin-
casting. We position the cantilever between the source and drain elec-
trodes and induce charges into the channel by applying a gate voltage.
Because the source-drain potential is zero, we expect the motion of the
charges to be governed by thermal diffusion. We then extract the dif-
fusion constant from a relationship between friction/jitter and the gate
voltage that was derived in 5.7.
contain both amorphous (low ) and microcrystalline regions (high ). The
presence of these microcrystalline regions, which may conduct via some form
of band transport [92], makes P3HT a difﬁcult system to characterize.
The additional advantage of TPD is that it can be deposited in extremely
smooth, ﬂat ﬁlms. In our laboratory, we have obtained surface roughnesses on
the order of 4 nm. This is an attractive characteristic because the cantilever
frequency shift is governed by capacitance as well as by the surface potential,
and the interpretation of EFM measurements can be complicated by rough ﬁlm
surfaces.
1015.8 Experiment: substrate fabrication
We fabricated two types of bottom-contact ﬁeld-effect transistors from heavily
doped n-type silicon (Wafer Works), both of which are depicted in Figure 5.7.
Appendix C contains details of the fabrication process. In both geometries, a
300 nm layer of thermal oxide was grown onto the silicon to form a robust di-
electric layer. However, the electrode patterning on the two devices was very
different.
The interdigitated device in Figure 5.7 (a) was designed for a microscope
withfulllateralscanningcapabilities. Eachdevicecontainedatotalof50source-
drain gaps, so the cantilever may be positioned anywhere over a 0.75 cm2 area.
The devices had a total channel length of 1.5 m and a gap size of 5 m. The
device dielectric consisted of 300 nm of thermally grown SiO2 with an estimated
gate dielectric capacitance per unit area on the order of 1 F/cm2.
The right device in Figure 5.7 (b) was designed for a microscope with lim-
ited scanning capabilities. The device architecture makes it possible to align the
tip squarely in the center of the device between the two electrodes by eye. The
drawback of the design is that it was suitable only for variable gate voltage mea-
surements. These devices consisted of two “C”-shaped gold electrodes 0.5 cm
in width separated by a 5m gap.
5.9 Experiment: preparation of thin organic ﬁlms
It is imperative that all devices are scrupulously clean prior to deposition of
the organic ﬁlm. Before depositing a semiconducting layer, the devices were
102Figure 5.7: Two different device architectures. (a) interdigitated device, suitable
for a microscope with scanning capabilities. (b) large-gap device, suit-
able for a microscope with limited scan capabilities. The silicon and
dielectric layers were identical in both cases.
sonicated for 10 minutes each in acetone and isopropanol to remove photore-
sist or other impurities. Residual organic matter was removed via a 10 minute
treatment in a UV/ozone machine (UVO-Cleaner, Model No.42, Jelight Com-
pany). We deposited the organic semiconductor by spin-coating to achieve ﬁlm
thicknesses on the order of 100 nm. Film thicknesses were measured via pro-
ﬁleometry. For P3HT, we used concentrations of about 1 mg/mL and spin-cast
from chloroform at 2500 rpm. P3HT was obtained from Sigmal-Aldrich, Inc.
(part no. 445703) and had a molecular weight of 64 kDa. We spin-cast TPD
from tetrahydrofuran (purchased from Mallinckrodt Baker, part no. 8498, wa-
ter content less than 0.05%) using concentrations of 15 mg/mL in 15 mg/mL
of polystyrene. No additional precautions were taken to ensure that the solu-
tion was anhydrous; for a high-integrity devices it may be pertinent to do so.
Polystyrene was obtained from Scientiﬁc Polymer Products and had a molecu-
lar weight of 151 kDa and a polydispersity of 1.09.
We found that device performance can be enhanced by exposing the sub-
strate to hexamethyldisilazane (HMDS). HMDS forms a hydrophilic monolayer
103onthehydrophobicSiO2 surfacethatpromotesadhesionoftheorganicsemicon-
ductor to the silicon oxide layer. The most assiduous technique for depositing
these monolayers is vapor priming. Vapor priming is achieved by dehydrating
the sample surface, then immersing it in pure HMDS vapor. Yield Engineering
Systems manufactures a specialized oven for the purpose. We did not utilize
this method, but rather employed a “poor man’s vapor prime”, which can be
achieved by taping the substrate to the bottom of a beaker, then placing the up-
turned beaker on a hot plate over a solution of HMDS. We have also found that
even soaking the substrate in HMDS for 15 minutes can improve output current
by an order of magnitude. HMDS was purchased from Sigma-Aldrich Inc. (part
no. 379212).
Current-voltage curves for a P3HT ﬁeld-effect transistor are shown in Fig-
ure 5.8; curves for a TPD FET are shown in Figure 5.5. The quality of P3HT
devices can be highly variable because even small changes in the preparation
process can change the morphology of P3HT thin ﬁlms from amorphous to crys-
talline. X-ray diffraction studies have revealed that regular  stacking with the
stacking direction in the plane of the ﬁlm is important for obtaining efﬁcient
charge transport. Surin et al. [21] found that both the choice of solvent and the
manner of deposition can have strong effects on the device performance. They
also found that optimal performance is obtained when the polythiophene or-
ders into ﬁbrillar crystalline structures, suggesting that the ﬁbrils act as efﬁcient
“conduits” for charge carrier transport.
We spin-cast P3HT from chloroform, but it is also soluble in 2,5-
dimethyltetrahydrofuran, p-xylene and 1,2,4-trichlorobenzene. It is frequently
necessary to run the solution through ﬁlter paper before spin-casting, and it is
104Figure 5.8: Output curves for a ﬁeld-effect transistor with an active layer of
80 nm of poly-3-hexylthiophene. Here the dielectric layer was 300 nm
of thermally grown silicon oxide (n=1.46), the total channel length was
1.5 m and the gap size was 5 m.
critical to ensure that the glassware and all substrates are scrupulously clean, or
poor device performance will be nearly a certainty. Solutions which are translu-
cent and bright orange in color tend to yield high quality ﬁlms.
We dispersed TPD in polystyrene before spin-casting it from THF. The
TPD/polystyrene system is called a “molecularly doped polymer” and forms
an extremely uniform amorphous ﬁlm with a surface roughness of 5 nm or less.
5.10 Non-contact friction over a thin polythiophene ﬁlm
The experiments presented in this section were conducted using the scanned
probe microscope described in Chapter 2. The sample was an 80 nm ﬁlm of
105P3HT spin cast onto a device with the conﬁguration depicted in Figure 5.7 (b).
We grounded the source and drain electrodes, adjusted the tip-sample separa-
tion to 50 nm and varied the applied gate voltage (thus varying the charge den-
sity within the channel) from -30 V to +5 V. At each gate voltage, we measured
the dependence of non-contact friction on tip voltage. One may recall from Sec-
tion 4.14 that this dependence is expected to be parabolic, with the curvature of
the parabola proportional to the spectral density of electric ﬁeld ﬂuctuations at
the cantilever frequency. The parabola should be centered at , the difference
between the local electrostatic potential and the the tip’s chemical potential (see
Eq. 1.3).
According to the central hypothesis of this thesis, larger electric ﬁeld ﬂuctu-
ations should give rise to a larger measured non-contact friction. We predicted
that the application of a large negative voltage to the gate would induce ran-
domly diffusing charges into the channel, generating electric ﬁeld ﬂuctuations
detectable as non-contact friction. We also anticipated that the application of a
positive voltage to the channel would have little or no impact on the observable
non-contact friction. In fact, Figure 5.10 (b) shows that we observed precisely
the opposite. We found that varying the gate voltage from 0 V to -30 V had
virtually no effect on non-contact friction. On the other hand, when the applied
gate voltage was positive, non-contact friction immediately evinced a dramatic
increase.
On the other hand, the contact potential behaved almost precisely as pre-
dicted. Because the channel was conductive and the source and drain were
grounded, we expected that the application of a negative gate voltage would
induce a sheet of positive charge into the channel that would “shield” the tip
106from the large negative bias, resulting in   0 [37]. We also predicted that
at positive gate voltages, the sheet of negative charges in the channel would
vanish, resulting in a contact potential of   Vg. Figure 5.10 (a) shows that
this is indeed the case - the contact potential faithfully tracks positive applied
gate voltages, but but remains close to zero for negative gate voltages, as ex-
pected [37].
These results are puzzling. Figure 5.10 (a) appears to conﬁrm our assump-
tion that the application of a negative gate voltage induces hole carriers into the
channel, but 5.10 (b) seems to suggest that hole carriers, if present in the chan-
nel, are either absent, immobile, or are otherwise not contributing signiﬁcantly
to friction. These data are simultaneously acquired, thus eliminating the possi-
bility of trapping effects. Further experiments are necessary to fully understand
this phenomenon.
5.11 Summary and future directions
In summary, we have fabricated, de novo, ﬁeld-effect transistors and employed
two different organic semiconductors as an active layer. We have found that
non-contact friction is highly sensitive to the presence or absence of charge car-
riers in the transistor channel. We have also shown that  can be inferred by
measuring   (rather than the usual observable, frequency shift) as a function of
tip voltage. It may be helpful to test an organic semiconductor that conducts
electrons rather than holes to see if similar results are observed.
107Figure 5.9: Output curves a ﬁeld-effect transistor with an 80 nm thin ﬁlm of
poly-3-hexylthiophene. Thetip-sampleheightwas50nm. Wegrounded
the source-drain potential, then applied 12 different gate voltages over
the range between +5 V and -30 V. We observed that for negative volt-
ages, where charge is expected to accumulate in the channel, the contact
potential is very small. For positive gate voltages, the contact potential
tracks the gate voltage.
Figure 5.10: Friction over a polythiophene ﬁeld-effect transistor. Theory pre-
dicts that charge accumulated in the channel should give rise to elec-
tric ﬁeld and electric ﬁeld gradient ﬂuctuations, which in turn should
manifest as friction or jitter at the cantilever tip.
108APPENDIX A
CAD DRAWINGS FOR RENOVATED DISSIPATION MICROSCOPE
109Figure A.1: Thepiezostack, whichconsistsofcommercialnano-positionerspur-
chased from Attocube AG, is exceedingly delicate. In order to protect
it, we built a three-walled aluminum box to house the piezo stack. All
dimensions have been carefully chosen to ensure that the stack can be
mounted to the brass ring (see Figure A.2) without restricting the mo-
tion of the piezo motors.
110Figure A.2: The microscope’s super-structure consists of three brass rings
threaded onto three stainless steel rods. The upper two rings, pictured
here, are identical.
111Figure A.3: The microscope’s super-structure consists of three brass rings
threaded onto three stainless steel rods. The stainless steel rods have
a diameter of 0.125 in, except immediately below the “stops”, where
the diameter is 0.093 in. The lowest brass ring, pictured here, is the
thickest because the piezo stack requires an inertial weight to achieve
reliable coarse motion.
112Figure A.4: In order to prevent accidental tip-sample sample, we designed the
microscope such that the cantilever “slides” into place. This is the sta-
tionary element of the “slider”.
113Figure A.5: In order to prevent accidental tip-sample crashes, we designed the
microscope such that the cantilever “slides” into place. This is the mov-
ing element of the “slider”.




This recipe was adapted from Appendix G of Ref. [47], which was itself adapted
from a process pioneered by Stowe et al. [3] Our starting material was a silicon-
on-insulator (SOI) wafer purchased from Soitech (Thick Unibond
TM). The SOI
wafer has three layers. The top layer consists of a 340 nm thick “device” layer of
single-crystal 100 n-type silicon. The middle layer is a 400 nm layer of thermally
grown SiO2, atop a 450 m thick base layer of silicon.
The process is comprised of three parts. First, 20 m by 20 m pits are etched
into the wafer at the location of the cantilever tips. Second, the cantilevers are
deﬁned in the device layer, with the tips of the cantilevers aligned to the etched
“tip thinning” pits. Finally, the 400 nm of SiO2 and 450 m of silicon beneath
the cantilevers are painstakingly removed.
B.1 Tip thinning pits
1. Clean the SOI wafer with acetone and isopropanol on the spinner. Use the
spray bottles in the fumehood, and dispense solvent for roughly 10 seconds.
2. Deposit 1 pipette (roughly 2 mL) of MicroPrime MP-P20 (P20) onto the wafer
and spin at 3000 rpm for 30 seconds. P20 is manufactured by Shin-Etsu Mi-
croSci and consists of 20% hexamethyldisilazane (HMDS) in 80% propylene
glycol methyl ether acetate (PGMEA), a solvent. HDMS, which has a molecular
formula of (CH3)3Si-NH-Si(CH3)3, promotes the adhesion of photoresist to the
wafer in the following manner. The surface of a silicon wafer is typically passi-
116vated by a layer of adsorbed water, rendering the silicon hydrophilic. When the
surface is coated with an organic photoresist, dewetting and adhesion problems
can occur. “Priming” the silicon surface with HDMS displaces the adsorbed wa-
ter and renders it hydrophobic, promoting adhesion of the photoresist [114].
3. Deposit 1 pipette (roughly 2 mL) of photoresist onto the wafer. We used
Megaposit SPR-955-CM, a general purpose i-Line positive photoresist. Spin at
3000 rpm for 30 seconds. The resulting ﬁlm should be about 2 m thick.
4. “Soft bake” the wafer on a hot plate at 90 C for 90 seconds. The purpose
of the soft bake is three-fold: to drive away residual PGMEA, to improve adhe-
sion, and to anneal away the shear stresses induced by spin coating [114].
5. Using the mask marked “Tip thinning holes”, expose the wafer for 0.3 sec-
onds on the 5x GCA Autostep.
6. Develop in Hamatech automated wafer developer using the “300 MIF 120
seconds” recipe. MIF is manufactured by AZ Electronic Materials USA Corpo-
ration and its active ingredient is tetramethylammonium hydroxide (TMAH).
TMAH is used in preference to a simple solution of NaOH to avoid contamina-
tion by metal ions.[114]
7. Etch22020nmoftheexposedsiliconusingtheSF6=O2 processintheOxford
80 Reactive Ion Etcher. The etch is essentially isotropic. The etch rate is nomi-
nally on the order of 700 nm/minute but it can vary substantially. To establish
the etch rate, either calibrate using a standard silicon wafer or etch sequentially
in very small increments. We favored the latter approach because we found that
the etch rates for SOI and standard silicon wafers could be inconsistent. How-
ever, it is possible that the inconsistency arose simply from the fact that our etch
times were very short (less than 10 seconds) - it may take tens of seconds for
the plasma to stabilize. We measured the depth of the etch pits using a P10 pro-
117ﬁleometer. Over-etching will result in narrower cantilevers.
8. Strip the resist in solvent bath 1 for 10 minutes and bath 2 for 10 minutes. The
baths contain AZ 300T, a trade name for a mixture of 1,2-propanediol, 1-methyl-
2-pyrrolidinone and tetramethylammonium hydroxide. Alternatively, sonicate
in acetone for 15 minutes.
B.2 Cantilever deﬁnition
1. Clean the wafer with acetone and isopropanol.
2. Deposit 1 pipette of P20 onto the wafer and spin at 3000 rpm for 30 seconds.
3. Deposit 1 pipette (roughly 2 mL) of Megaposit SPR-955-CM onto the wafer.
4. Using the mask marked “Cantilever dissipation Showey”, expose for 0.6 sec-
onds on the 5x GCA Autostep. Set the key offset to -0.252. The units of the offset
are millimeters.
5. Bake on a hot plate at 90 for 120 s.
6. Develop in Hamatech automated wafer developer using the “300 MIF 120
seconds” recipe.
7. Etch away the entire unexposed device layer using the SF6=O2 process in the
Oxford 80 Reactive Ion Etcher.
8. Strip the resist in solvent bath 1 for 10 minutes and bath 2 for 10 minutes.
9. Use the P10 proﬁleometer to ensure that the entire device layer (340 nm) has
been etched.
10. Repeat Steps 1-8, with the following crucial modiﬁcation to Step 3: set the
key offset to -0.250.
11. Inspect the wafer. At this stage, the cantilevers should be clearly and cleanly
118deﬁned. The color of the thinned tips should clearly contrast to the color of the
cantilever base.
12. Soak the wafer for at least 10 hours in Microposit Remover 1165 (1165), a
solvent manufactured by Shipley Company. 1165 is comprised of 1-methyl-2-
pyrrolidone (molecular formula C5H9NO and a trade secret pyrrolidone com-
pound. It is superior to acetone for resist removal, but it takes a good deal
longer to achieve results. An alternative strategy is to sonicate in acetone for 15
minutes.
13. Rinse with DI H2O and blow dry with N2(g) using the chemical hood noz-
zles. 14. Deposit 1.5 m of low stress SiO2 using the GSI PECVD TEOS recipe.
TEOS uses tetraethylorthosilicate (C8H20O4Si) as its source material. The more
standard PECVD recipes (“n 1.46”, for instance) use silane or a silane derivative.
“1.46” refers to the refractive index of amorphous silicon oxide. TEOS is advan-
tageous because its silicon atoms are already fully oxidized and the process of
oxide formation resembles a rearrangement rather than a reaction - a lower en-
ergy (and thus lower stress) process. During my tenure at Cornell, the TEOS
processes had been disabled and we used the standard n=1.46 recipe.
B.3 Backside processing
1. Clean the back of the SOI wafer with acetone and isopropanol on the spinner.
2. Deposit 1 pipette of P20 onto the wafer and spin at 3000 rpm for 30 seconds.
3. Steps 3-8 were devised by Steven Hickman. Deposit 2 pipettes (roughly 4
mL) of Shipley 620-7i photoresist onto the wafer in a “swirl” pattern.
4. Spin at 1800 rpm for 45 seconds. Set the spinner to accelerate at 100 rpm
for 5 seconds, then 1000 rpm for 40 seconds. The period of slow acceleration
119helps to evenly distribute the thick resist over the wafer. Aim for a thickness of
roughly 11 m.
4. Bake on a hot plate at 90 for 120 seconds.
5. Using the mask marked “Backside wafer Showey”, expose for 25 seconds
using the EV620 contact aligner. During my tenure at Cornell, the power was
8mW/cm2. Use the “Bottom side soft contact” recipe.
6. Develop in Hamatech automated wafer developer using the “300 MIF 120
seconds” recipe.
7. If necessary, develop in Hamatech automated wafer developer using the “300
MIF 30 seconds” recipe.
8. Bake at 90 degrees in the convection oven for at least four hours, and prefer-
ably overnight.
9. Etch the wafer using the “1 THRU” recipe on the Unaxis ICP 770. The “1
THRU recipe” is faster than “0 TRENCH” but harsher on the wafer. After about
400 loops, remove the wafer and check the etch rate via proﬁleometry. We found
itwasprudenttoswitchto“0TRENCH”aftertheinitial400loops. Proceedvery
carefully over the ﬁnal 200 loops. When all of the silicon has been etched away,
a thin, iridescent layer of silicon oxide will be clearly visible. Roughly 900 loops
are required in total. The entire process takes 4-5 hours.
10. Remove the residual resist (if there is any; depending on the etch rate, it
is possible that it will have all been etched away in Step 9) using the “Oxygen
Clean” recipe in the Oxford 80 Reactive Ion Etcher. The Oxford etch rates can
be quite variable, but roughly 15 minutes of etch time are required.
11. Place the wafer in teﬂon wafer boat custom designed by Sean Garner. The
boat has a convenient teﬂon handle that makes transfer between solvent baths
easier. Remove the silicon oxide layer by etching it in 6:1 Buffered Oxide Etch
120(BOE) (manufactured by Mallinckrodt Baker). BOE is a mixture of ammonium
ﬂuoride and hydroﬂuoric acid (HF) and is preferable to neat HF because it en-
ables more readily controllable etching. Residual HF is disposed of in the ap-
propriate bottle. The HF bath itself is rinsed several times for at least two or
three minutes with full-pressure streams of both DI and city water.
12. Rinse for four minutes in de-ionized H2O. Repeat three times.
13. Rinse for four minutes in isopropanol. Repeat three times.
14. Carefully transfer to the critical point dryer and run the process.
15. Inspect the ﬁnished product under the optical microscope.
16. Evaporate 15 nm of Pt onto the cantilever tips using the shadow mask tech-
nique described in Chapter 2.
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SUBSTRATE FABRICATION RECIPE
This recipe for an interdigitated ﬁeld-effect transistor was adapted from a
recipe contained in Ref. [49]. The ﬁnal transistors consist of a gate layer made
from highly doped silicon, a 300 nm dielectric layer of SiO2 and a patterned
array of metal electrodes. Wafers were purchased from Wafer Works, inc. The
wafers were n-type, with phosphorus as the dopant, and had a resistivity of
0.0007-60 (
-cm).
1. Clean the wafer with acetone and isopropanol on the spinner.
2. Deposit 1 pipette (roughly 2 mL) of P20 onto the wafer and spin at 3000 rpm
for 30 seconds.
3. Deposit 1 pipette (roughly 2 mL) of photoresist onto the wafer. We used Ship-
ley 1813, a general purpose i-Line positive photoresist. Spin at 3000 rpm for 30
seconds. The resulting ﬁlm should be about 2 m thick.
4. “Soft bake” the wafer on a hot plate at 90
 for 90 seconds.
5. Using the mask marked “Gate layer”, expose the wafer for 25 seconds on the
EV 620 Contact Aligner in “soft contact proximity” mode.
6. Develop in the Hamatech automated wafer developer using the “300 MIF 60
seconds” recipe.
7. “Hard bake” the wafer on a hot plate at 90
 for 60 seconds.
8. Etch away the entire exposed oxide layer (300 nm) using the CHF3/O2 pro-
cess in the Oxford 80 Reactive Ion Etcher. Etch rates can vary considerably, so
it is advisable to ﬁrst test the apparatus on a sacriﬁcial wafer. We used the P10
proﬁleometer to measure all ﬁlm thicknesses.
9. Etch 20-30 nm into the silicon layer using the SiF6/O2 recipe on the Oxford
80.
12210. Sonicate the wafer in acetone for 15-20 minutes to remove the resist. Rinse
with dionized water and blow dry with N2.
11. Clean the wafer with acetone and isopropanol on the spinner.
12. Deposit 1 pipette (roughly 2 mL) of P20 onto the wafer and spin at 3000 rpm
for 30 seconds.
13. Deposit 1 pipette (roughly 2 mL) of photoresist onto the wafer.
14. “Soft bake” the wafer on a hot plate at 90
 for 90 seconds. 15. Using the
mask marked “Source-Drain layer”, expose the wafer for 25 seconds on the EV
620 Contact Aligner.
16. Place the wafer into the Image Reversal oven (YES), which slowly ﬂoods the
chamber with ammonia.
17. “Flood expose” using the EV 620 Contact Aligner for 25 seconds.
18. Develop in MF 321 for 60 seconds.
19. Remove residual organic material with a 2 minute “oxygen clean” in the
Oxford 80 RIE etcher.
20. Using the CHA thermal evaporator, deposit 5 nm of chromium (adhesion
layer) followed by 50 nm of Au. We used an evaporation rate of roughly 0.4
kÅ/s.
21. Strip resist in 1165 overnight. If lift-off has not completed, sonicate in ace-
tone for 15-20 minutes.
123APPENDIX D
DIELECTRIC SPECTROSCOPY
All dielectric spectroscopy measurements described below were carried out by
Seppe Kuehn for the purposes of the experiments carried out in Ref. [13]. Our
polymer samples were identical to those prepared by Kuehn and co-workers, so
we did not ﬁnd it necessary to repeat the measurements.
Dielectric spectroscopy measurements were made on 450 nm thick PMMA
andPVAcﬁlms. Thesemeasurementsrequiredconstructingthin-ﬁlmcapacitors
of PMMA and PVAc of known area.
Capacitor substrates were constructed from standard quartz wafers by dic-
ing the wafers into 1-inch squares using a commercial wafer dicing saw. The
substrate squares were cleaned by repeated ultrasonication in methanol. The
squares were loaded into an electron gun evaporator supplied with a custom-
made evaporation jig that exposed a 1-inch by 0.5-inch area (Fig. D.1(a)). A
50 nm thick layer of aluminum was evaporated onto the quartz substrate at a
rate of 0.5 nm/s to create the bottom electrode of the capacitor.
AthinﬁlmofPMMAorPVAcwasspincastontothemetalizedsubstrateand
annealed as discussed in the paper. The ﬁlms were removed from the annealing
oven and placed in the high vacuum chamber of the electron gun evaporator
within 30 minutes to minimize contamination and water absorption. A second
evaporation was then carried out to create the top electrode of the capacitor.
Again the jig of Fig. D.1(a) was used, but now the substrate was rotated by 180.
To minimize substrate heating, the evaporation rate was kept below 0.1 nm/s
so as not to melt the polymer thin ﬁlm. During this second evaporation, the
124Figure D.1: Dielectric spectroscopy apparatus. (a) A custom brass evapora-
tion jig for making capacitors from polymer thin ﬁlms on quartz sub-
strates. The actual jig evaporates four substrates simultaneously. Top
down view (top): the exposed portion of the quartz substrate is evap-
orated with a 50 nm aluminum thin ﬁlm by electron gun evaporation.
The mounting holes allow mounting in the evaporator using machine
screws. Proﬁle view (bottom): the quartz substrate and the aluminum
electrode. (b) Custom dielectric spectroscopy jig for capacitors con-
structed from thin ﬁlms. Electrical contacts to electrodes are made with
clips which are connected to the leads of the spectrum analyzer. For the
low frequency measurements presented here coaxial cables were not
necessary.
substrate thermometer did not exceed 17 C. Slow evaporation was especially
important for the low-Tg PVAc samples.
The result was a capacitor where top and bottom electrodes could be inde-
pendently contacted with clips, as shown in Fig. D.1(b). The capacitor had a
total area of A = 0:5 in  0:75 in = 2:4  10 4 m2 and an electrode separation set
by the thickness of the spin-cast polymer ﬁlm. Several devices were sacriﬁced
to check that evaporation of the second electrode did not alter the ﬁlm thick-
ness and to check the overall thickness of the devices by proﬁlometry. Attempts
were made to construct capacitor electrodes by sputtering gold, since sputter-
ing gold electrodes required only a few minutes instead of the 2 hours required
to sputter aluminum electrodes. Disappointingly, gold electrodes shorted with-
125Figure D.2: Dielectric spectra of PMMA and PVAc: (a) real part of the relative
dielectric constant and (b) loss tangent.
out exception. This failure was presumably the result of penetration of the gold
into the polymer during evaporation or a consequence of the high mobility of
gold within the polymer ﬁlm at room temperature. Aluminum electrodes were
unshorted 90% of the time.
A commercial impedance analyzer (Hewlett Packard; Model No. 4192 A LF)
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126The observed (real) capacitance C0(f) was converted to (real) dielectric con-
stant ˆ 0(f) using the parallel-plate-capacitor formula and the known area of the
electrodes and the measured thickness of the polymer ﬁlm. We constructed
three copies of PMMA and PVAc capacitors and measured each using the
impedance analyzer. There was approximately a 10% variation in the measured
values across the three capacitors for both PMMA and PVAc. This variation is
likely due to variation in the ﬁlm thickness and possibly the metal roughness.
These measurements were averaged to produce the resulting spectra shown in
Fig. D.2.
We believe that the rise of tan at high frequency apparent in Fig. D.2(b) is
an artifact of the lead capacitance. The lead capacitance can be compensated
for [115], but this would have required measuring the lead capacitance inde-
pendently, which we did not do. The error introduced by the lead-capacitance
artifact in the frequency range of interest, 5 to 500Hz, is less than 10% — smaller
than the sample-to-sample variation in capacitance and therefore negligible.
Capacitors with dielectric layers of polystyrene were also constructed. The
sensitivity of the Hewlett Packard 4192 A LF impedance analyzer was unfortu-
natelynotsufﬁcienttomeasuretheverylowlossesinpolystyrene(tan  0:001).
ProfessorRankoRichertofArizonaStateUniversitykindlyprovideduswith
the room temperature dielectric spectrum of polystyrene. The polystyrene had a
weight-averaged molecular weight of Mw = 181;000g=mol and a polydispersity
of Mw=Mn = 1:03. In the 1 to 100 Hz range, the average values for the dielectric
constants are 0 = 2:82 and 00 = 5  10 4. The data was measured in the course
of doing work for Ref. [116], but the spectra were not published.
127APPENDIX E
MEASUREMENT OF THE MINIMUM DETECTABLE FORCE
E.1 Introduction to the minimum detectable force
In this section, we state the equation for the minimum force detectable by a can-
tilever and brieﬂy discuss the experimental techniques involved in measuring
it. In doing so, we hope to underscore the importance of the non-contact friction
parameter  , which is one of the key observable quantities in the present work.
A cantilever in an atomic force microscope can be modeled quite faithfully as
a harmonic oscillator that is subject to perturbation by the sample. In principle,
the motion of a cantilever can be entirely described by the following equation,
m¨ x(t) +  ˙ x(t) + kx(t) = F(t); (E.1)
where x(t) is the direction of the cantilever’s motion, m is the effective mass the
of cantilever, k is the cantilever’s spring constant,   is the friction coefﬁcient and
F(t) is force. The resonance frequency of the cantilever fc is related to m and k
via fc =
p
k=42m. The frictional damping constant   is deﬁned as   = k=2fcQ,
where Q is the mechanical quality factor of the oscillator. The minimum de-






were b is the bandwidth of the measurement. We will now discuss the experi-
mental methods used to determine k, fc, and Q from an analysis of the cantilever
ﬂuctuations.
128In EFM experiments, F(t) is a coherent AC force applied at the cantilever’s
resonance frequency. However, the cantilever is always in motion, even in the
absence of an applied driving force. This is because an oscillator is subject to
random forces arising from its interactions with the bath in which it resides.
The source of these forces is thermal energy, and the resulting motion is known
as Brownian motion. For the cantilevers used in our experiments, the Brownian
motion is on the order of 10 nm at room temperature. The smallest force that
can be measured in a given bandwidth is determined by   and temperature T.
The smallest force detectable by a harmonic oscillator is thus determined by the
magnitude of the time-random thermal forces (F(t)) to which the oscillator is
subject and by the intrinsic ability of the cantilever to respond to these forces (kc,
fc and Q). The factors that inﬂuence   include the geometry of the cantilever and
the integrity of the silicon crystal used to make the cantilever; the study of the
factors affecting Q is itself an entire ﬁeld of study (see, for instance, Ref. [117]).
The root-mean-square variation in cantilever displacement at a given tem-
perature can be determined from classical and statistical mechanics. For any
system where the energy is a quadratic function of a generalized coordinate
and the sum over states in the partition function may be approximated as an








The rms thermal position ﬂuctuations experienced by a cantilever at equilib-
rium in a bath, hx2i, is thus set by the cantilever’s spring constant and by the
temperature. The spring constant k may be determined by means of the follow-
ing simple experiment. If one changes the frequency of AC driving force to a
cantilever, it is a property of a harmonic oscillator that Px(f), the power spec-
trum of the cantilever’s position ﬂuctuations, will assume a roughly Lorentzian
129Figure E.1: Power spectrum of cantilever position ﬂuctuations at room temper-
ature. We slowly varied the frequency of an applied AC driving force to
the cantilever, and found that the spectral density of the resulting ﬂuc-
tuations in the cantilever’s position follow a Lorentzian distribution.
For this cantilever, k = 0.87 mN/m and Q = 3500.
lineshape centered at fc, the cantilever’s resonance frequency. Px(f) was dis-
cussed in Chapters 3 and 4; here it is sufﬁcient to state that Px(f) is the power
spectrum of the cantilever’s time-dependent displacement x(t). The results of
such an experiment are shown in Figure E.1.
It is now useful to invoke Parseval’s theorem. Loosely stated, Parseval’s the-
orem states that the integral of the square of a function (in this instance, x(t)) is














In short, the integral under a power spectrum such as the one shown in E.1 is
proportional to the spring constant k, which is itself proportional to hx2i. This
is a very useful ﬁnding because it provides direct access to the spring constant
130k. To determine Q we turn again to classical mechanics, which also predicts the




(f 2   f 2
c )2   f 2f 2
c =Q2 + S x (E.6)
Here S x is the detector noise ﬂoor and Px(0) is the apparent position ﬂuctuation




where PF(0) is the power spectrum of frequency ﬂuctuations at zero frequency.
It is convenient to assume that the random force ﬂuctuations driving the oscilla-
tor are “white” - i.e. that the power spectrum PF(f) is ﬂat. Fitting the data of E.1
to the equation returns least-squares estimates for fc, k, and Px(0). Combining










Here b is the bandwidth of the measurement. Stated in this way, the minimum
detectable force is set only by   and by the temperature.
E.2 Details of the measurement of k
The spring constant k of each cantilever was measured by analyzing thermome-
chanical position ﬂuctuations using the equipartition theorem, according to the
approach of Hutter and Beckhoefer [82], as follows.
131Figure E.2: (a) Power spectrum of cantilever position ﬂuctuations. The solid line
is the thermal contribution and the dotted line is the instrument noise
ﬂoor contribution. (b) Analysis of position ﬂuctuations.
Cantilever position ﬂuctuations, x(t), were detected using a calibrated in-
terferometer. A 25-second transient of position ﬂuctuations was recorded and
its power spectrum computed. Since the decay time of the cantilever could be
as long as a second, it was important to record up to 25 seconds of position-
ﬂuctuation data in order to accurately capture the lineshape of the cantilever
resonance in the power spectrum. Twenty-ﬁve transients were averaged to give
a position-ﬂuctuation power spectrum, Px. A representative power spectrum
is shown in Fig. E.2(a). The power spectrum was ﬁt to Eq.(E.6), which con-
tains both a thermomechanical contribution and a detector noise ﬂoor contribu-
tion. The area under the thermomechanical contribution to the power spectrum,
equal to h(xth)2i, was computed (with error bars) from ﬁtted parameters as de-
scribed in Sec. VI of the Ref. [14] Supplement.
132The spring constant was computed as k = kBT=hx2
thi. A representative spring
constant and associated error is shown in Fig. E.2(b): 8:7  0:6  10 4 N=m. The
typical error in the measurement of the spring constant is 5 to 10%.
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