An e cient Monte Carlo algorithm for 2-dimensional quantum spins or boson systems was implemented on two massively parallel distributed memory supercomputers: Intel Delta and iPSC/860. The algorithm uses a multispin coding technique which allows signicant data compacti cation and e cient vectorization of Monte Carlo updates. Two data decompositions, corresponding naturally to di erent Monte Carlo updating processes and observable measurements, are devised such that only nearest neighbor communications are needed within a given decomposition. The algorithm dynamically switches between the two decompositions using a simple pipe along the 1-dimensional ring of processing nodes of the parallel computer. In this two-decomposition scheme, the entire algorithm uses only two communication routines (exchange and broadcast); this simpli cation makes the code easily portable to other computers. On a 128-node Intel Delta, this algorithm updates 183 million spins per second (21 on CM-2 and 6.2 on Cray YMP). A systematic performance analysis shows a better than 90% e ciency in the parallel implementation. We brie y discuss several new physics results on the magnetic properties of the high temperature superconductors obtained in the simulations.
Introduction
High performance computers are now increasingly used in a wide variety of applications in physics. A particular application area is the two-dimensional(2D) strongly correlated electronic systems 1], which has attracted enormous attentions in recent years, prompted by the recent discovery of high temperature superconductivity. This class of 2D quantum many body systems rarely admits reliable analytical treatments; good understanding of them is lacking. Numerical simulations of these quantum systems using the advanced computer architectures prove to be very fruitful 2]. Besides revealing qualitative features of these systems, numerical simulations in some cases provide quantitative information which can be directly compared with experimental results, leading to conclusive and speci c descriptions about what is happening in these delicate materials.
In this paper, we describe one such simulation. In particular, we describe in detail the algorithm and its implementation on a class of distributed-memory parallel supercomputers which includes Intel iPSC/860 and Delta/Paragon, Connection Machine CM-5, nCUBE/2, Meiko Computers, etc. Unlike many other cases where existing sequential codes (often on vector computers) are re-implemented on parallel computers, the code for this problem is written from scratch and takes full advantage of the parallel architecture. This class of quantum system uses discrete representations and we show that a multispin coding technique (Sec.5) is particularly e ective for these systems. We devised a two-decomposition parallel implementation (Sec.6) which avoids complicated global communications for global Monte Carlo moves by dynamically switching between primary and secondary data decompositions, thus achieve higher e ciency and simpler programming structures. By using a small number of carefully chosen communications routines (the entire algorithm uses only two, exchange and broadcast), the code is easily portable to di erent communications systems and to di erent computers. A systematic performance analysis (Sec.7) is presented which indicates a high (90%) parallel e ciency. On a 128-node Intel Delta (while the rest 384 nodes of the 512-node Delta are busy in doing other computations), the algorithm updates 183 millions spin per second. For comparison, a similar algorithm for 1-dimensional quantum system 3] (simpler in algorithm structure and cost about half compared with our 2D algorithm) implemented on CM-2 updates 21 million spins and a highly vectorized code on Cray YMP updates 6.2 million spins. Thus this class of quantum systems are best suited to the parallel architectures. (Over 98% calculations in the algorithm are integer operations, due to the multispin coding technique.)
The extensive simulations of this algorithm for various magnetic properties of the undoped superconductors [4] [5] [6] [7] were carried out rst on the Caltech/JPL MarkIIIfp, later on the Intel iPSC/860 and Intel Touchstone Delta. Results of these simulations resolved several outstanding issues and physical parameters are extracted from the comparison with experiment 2,4-7]. We will brie y discuss some of them in Sec.8. For more details, we refer readers to an editorial article in Nature 8] which gives a vivid discussion about some of our simulation results with proper perspective.
Physical System
It is well-known that the dominant feature of the high temperature superconductors are 2-dimensional, shown in 
where hiji goes over all the nearest neighbor pairs on the square lattice and S i is the spin- 1 2 operator. Besides describing a variety of magnetic systems, this model also describes 9] a class of bosonic particle systems, such as . This interacting boson model describes the dynamics of the super uids, Helium lm, e.g., and of the superconductors when the coherence length of the Cooper pairs are less than lattice spacing. In this paper, we shall use the spin language for convenience, and comment brie y when the boson representation is appropriate.
Quantum Monte Carlo
In statistical theory, most useful information are derived from the partition function Z = Tr(e ?H=kT ), where the trace is over all possible quantum states. The quantum Monte Carlo method follows a path-integral formulation. We break the partition function into m pieces so that J=mkT is small. One has the following identity: The quantum system, under this transformation, becomes a general 3-dimensional Ising spin system with plaquette (4-spin square) interactions. A slice of the lattice in the x-t plane is shown in Fig.3 . In two dimensions, the geometry becomes quite more complicated due to increased interactions in 2D, as described in the next section.
Monte Carlo Moves
We simulate the system using the Metropolis algorithm which for this 2-state problem is equivalent to Heatbath algorithm. A simple single-spin ip violates the conservation law and its acceptance probability is zero. To avoid generating trial states with these zero transfer probabilities and thus wasting CPU time because they would never be accepted, two spins in each interacting plaquette should be ipped together, as indicated in Fig.2 . In this way, the conservation law is built into the Monte Carlo moves. Since each grid point on the lattice has two associated interacting plaquettes, the links between the ipped spins on a plaquette should form a closed loop. The procedure is then (1) to locate a loop C of L spins, and (2) check, for each of the interacting plaquettes on the loop, if the ipping of the two spins belongs to the two types indicated in Fig.2 . If this is so, we compute the probability that the present con guration remains unchanged:
where W (k) C k ;C k are the diagonal elements of the transfer matrices cf. Eq.4] along the loop C. The probability that all the spins on the loop are ipped is
where W (k) C k ;C k+1 are the o -diagonal elements of the transfer matrices. The Metropolis algorithm is to accept the ip according to the probability P = P f =P i : (5) If the ip is not accepted, we keep the initial con guration and go on to the next loop of spins.
On the (2+1) dimensional lattice (the extra t-direction is introduced in the pathintegral formulation, Eq.2) , there exist very large number of closed loops such that ipping all the spins on the loop satis es the conservation law. We chose a set of four elementary loops such that all other loops can be built as successive application of these elementary loops. Twe of the loops are local loops. A time-like loop consists of 8 spins of a rectangle extending in t-direction, bordering 8 interacting plaquettes (see Fig.4 ). A ip is attempted only when all 4 spins on a vertical edge are up and all the 4 spins on the other edge are down (or vice versa). Either all eight spins are ipped or none of them is ipped. A spacelike loop consists of 4 spins on a plaquette in the x-y plane (Fig.4) . A ip is attempted only when all four spins are in a N eel state.
Two loops are global loops. One of these is a single straight line extending from t = 0 to t = 4m along the t-direction (periodic boundary condition makes it a closed loop). Either all of the 4m spins are ipped or none is ipped. This move changes the magnetization of the system: at nite temperature, there are always some uctuations in the magnetization. (In the corresponding boson system, this amounts to density uctuations in a grand canonical system.) Another global loop extends in either the x-direction or the y-direction and includes 2N x spins (see Fig.3 ). This changes the winding number of the system which is related to spin modulus (super uid density in boson systems). The inclusion of global updates also speeds up the thermal relaxation (sampling rate in the phase space).
In the simulations, periodic boundary conditions are imposed in all directions to preserve the translation invariance in spatial directions and to satisfy the trace requirement in the time direction.
Multispin Coding
The discrete representations of these quantum systems is naturally represented by integers. Each spin has two states, either up or down. In the boson case, each grid point is either occupied by a boson or empty.
To achieve a high level of speed and e ciency, we implemented this algorithm via a multi-spin coding technique. The idea is that a nite number of state can be most e ectively represented by individual \bits" in the integers. In the present case, each spin on a grid point is a single bit, and 32 spins along the imaginary time direction are packed into an 4-Byte integer. The algorithm is most e cient if the integers are completely packed, which means that the number of time slices has to be a multiple of 32 (or, alternatively, the Trotter number, m, should be an integer multiple of 8).
All the necessary checks and updates can be implemented through bitwise logical operations on integers. The same principles are applied for both local and global moves, but it is easier to illustrate them for local moves, as shown in Fig.4 .
A pair of adjacent integers S 1 ; S 2 contains eight \time" loops. These eight loops of spins are updated in the following vectorized fashion. We rst compute F = S 1 XOR S 2 ; E 1 = S 1 XOR N 1 ; E 5 = S 1 XOR N 5 ; E 6 = S 1 XOR N 6 ; E 2 = S 2 XOR N 2 ; E 3 = S 2 XOR N 3 ; E 4 = S 2 XOR N 4 ; H 1 = S 1 XOR (S 1 RIGHTSHIFT 1); where N 1 ; N 5 ; N 6 are for the determination of the three interacting plaquettes extending horizontally out of S 1 , and N 2 ; N 3 ; N 4 are for those extending out of S 2 . H 1 is for determining the plaquettes above and below the loops. Now we are ready to update loops i=0,2,4,6, since they are independent of each other. If etc. Now using the information contained in N 1 ? N 6 , we can easily determine by a few logical operations the six f t type ips for the six horizontal interacting plaquettes (see Fig.2 ) and the two f s type ips in the upper and lower plaquettes. The result is a 8-bit integer which is then used as index to nd the Metropolis ratio cf. Eq.5] in a pre-calculated lookup table. Notice that the only oating point operations in these updates are random number generations and comparisons, required for the Metropolis accept/reject test. If the trial is accepted, we ip the 8 spins by Four adjacent integers contain eight \space" loops, which can be even more easily vectorized. They can be updated without alternating even and odd ones, since they are decoupled.
The global move in time direction is very easy to implement with this type of spin packing. We can only attempt a ip if either all 4m bits on this t-line are 0's or all of them are 1's. If so, we XOR this integer with four neighboring integers to get the transition probability. The same principles are used to implement the global ip in spatial directions, although the actual procedure is more complicated. It is desirable to have the simplest possible spin interaction in order to minimize the complexity of the various tests needed to determine the transition probability. For this reason, we believe that our \bond-type" decomposition is preferable due to the simplicity of spin interactions, although the spin packing could be done with any other decomposition, such as \cell-type" breakup, which leads to more complicated 8-spin interactions 13].
To summarize, the spins are compacted into integers and are updated in a vectorized fashion. A single logical operation on an integer calculates energy information for all eight time/space loops and the use of the lookup table essentially eliminates all the oating point evaluations of the transfer matrices. This multispin coding and vectorized update algorithm is thus very e cient.
Parallel Implementation
Using the multispin coding technique, the data is very compact and does not occupy large memory storage. However, the simulation is computation intensive, due to the high statistics required at low temperatures when the correlations are strong. Typically order of 10 5 Monte Carlo sweeps through the lattice are necessary. This requires many processors to compute simultaneously on di erent domains of the physical space to speedup the calculation in a coarse-grained parallelism. The Monte Carlo nature of the calculation allows simple data decompositions 14]; each processor updates the spins in its subdomain almost independently, but pays careful attention to the interactions with spins on other nodes.
Two data decompositions are used in the parallelization (see Fig.5 ). In the ydecomposition, the 2D physical space is partitioned into strips (subdomains) along xdirection and each subdomain is mapped onto a node. The processor nodes in a parallel computer are con gured as a 1D ring. This is the primary decomposition in which most of the simulation is carried out. During the simulation, each node updates the spins of local loops in its subdomain. This sometimes requires spins on neighbor node which are brought in with simple nearest-neighbor communications. The global loop along the time direction (magnetization uctuation) and along the x-direction (winding number uctuation) are entirely local and its environment is also obtained by nearest-neighbor communications. The communications are quite e cient because each call shifts N y N t spins instead of just N t spins if we had used a 2D decomposition. The communication overhead is reduced by a factor of N y in the 1D decomposition compared with a 2D decomposition.
In the y-decomposition, the global loop which changes winding numbers along the y-direction requires a true global communication because it involves spins on all nodes. In addition, we need to compute the correlation functions and other properties which also require the same global communications along the y-direction. For these operations, we used the x-decomposition (Fig.5) , where strips along y-directions are mapped onto a processor-node. The processors are still con gured as a 1D ring. The switching between the y-decomposition and the x-decomposition is accomplished in a loosely synchronous pipelined fashion by shifting the data to the left node along the 1D ring and each node only picks up the corresponding portion for its subdomain, much like a matrix transpose operation on the distributed memory environment. Although the amount of work in this switching between di erent decompositions scales as the total number of processors, the actual CPU time spent on it is very small, compared with the local and global updates of the spins. Furthermore, the switching itself does not occur very often, since the global updates and correlation measurement are carried out much less frequently than the local updates.
The communications system adopted here is EXPRESS. However, due to the twodecomposition scheme, the communication pattern is signi cantly simpli ed so that only two communication routines (exchange and broadcast) are used in the entire algorithm. The fact that the algorithm uses only such a small number of simple and carefully chosen communication routines makes it easily portable to other communication systems and even to di erent computers. In the simulation, we use a parallel version of the legged Fibonacci additive random number generator which has a period larger than 2 127 15].
In short, the main ideas we nally used in this parallelization are (1) rather than designing a complicated communication pattern for the global moves, we switch between di erent data decompositions each of which corresponds to di erent global moves; (2) use only a small number of carefully chosen communication routines.
Performance Analysis
This algorithm was rst implemented on the Caltech/JPL MarkIIIfp parallel computer 14]. Later it is further re ned and implemented on the Intel Delta and iPSC/860.
On the 32-node MarkIIIfp, the largest problem size is 128x128 due to memory limitations (4MB/node). On the 64-node Intel iPSC/860, the largest problem we have run is 1024x1024, a factor of 64 larger. On the 512-node Intel Delta, the largest problem we can run is 8192x8192, which is almost a macroscopic scale! On the 128-node Intel Delta, switching between the primary and secondary decompositions requires 131 seconds for a quantum cluster 2048x2048 (m=80). The compacted data in this case is 168MB. Thus the e ective data transfer rate is 1.3MB/sec which includes pure data transmission and a simple sorting (data indexing is di erent in the two decompositions). This rate is about 30% higher than that on the Intel iPSC/860 due to the specially-designed routing chip for communication in Delta.
In this multispin coding implementation of the quantum simulation, the dominant calculation is the vectorized updates, they are mostly bit-wise logical operations. The entire codes are written in C, and the communications are written in EXPRESS in the loosely synchronous mode. For this code, the Intel Delta (and Gamma) is about 4 times faster than the nCUBE/2, and 2 times faster than MarkIIIfp on per node basis. On the Connection Machine (64K CM-2) (implemented in C/Paris) the rate is 21 million spins per second (it would be nice to see the results on CM-5). On Cray YMP 8/128 (only one processor is used), a highly vectorized code updates 6.2 million spins per second; this slow rate is probably due to the relative slower integer manipulations on the Cray since in this algorithm the overwhelming portions are integer operations (see Section 5).
In Fig.6 , we plotted the parallel speedup, t 1 =t M (t i is the time for the same cluster run on i nodes), on up to 64 Intel Delta nodes for various cluster sizes. As clear from the gure, the speedup is 59.7 for the largest cluster size, which is quite close to the ideal speedup of 64. In general, the speedup (or the parallel e ciency) is higher for larger cluster sizes, simply because the surface to volume ratio becomes smaller as cluster size increases. Evidently, this quantum simulation problem is quite suited for the parallel computers.
Physics Results
The 2D quantum systems simulated by this algorithm describe the physical properties of a wide class of emerging new materials. Using this algorithm, we have carried out extensive simulations. Many of the simulation results provide new understanding of these materials and have been presented elsewhere [4] [5] [6] [7] . Here we brie y discuss some them. For the pure Heisenberg model = 0, our simulation has rmly established that the spin correlation length behaves as (T)=a = 0:276e J=kT at low temperature, where a is the Cu-Cu distance and the spin sti ness constant = 1:25 0:01. In Fig.7 , the inverse correlation length obtained in our simulations is directly compared with neutron scattering experiments. The agreement is excellent. This in turn determines another important physical parameter, the spin exchange coupling constant J:
This results agrees well with J = 1480 70K obtained from Raman scattering experiments. Raman scattering probes short distance physics and the correlation length describes the large distance phenomenon. Thus, the agreement on J between Raman scattering and correlation length provides a solid evidence that the Heisenberg model is a good theoretical model for the undoped superconductors 4, 8] . The value of J obtained in our simulation is now widely quoted in the literature.
In Fig.7 , at very low temperature T ' 200K, the theoretical curve deviates from the experment. This is attributed to the small anisotropy 10 ?4 present in the real material. With this tiny in-plain XY -anisotropy our simulation results indicates the appearance of the long range order at T c = 210 ? 280K in the undoped materials 5], as shown in the phase diagram in Fig.8 . Such a long range order at this temperature range does exist experimentally, although many people consider it as the results of the very week coupling between the 2D layers. Our simulation therefore provides new insights to this long range order 5].
In other materials, the crystal eld e ects and the spin-orbital coupling introduces the Ising-like anisotropy < 0. This situation is also shown in Fig.8 , where a second-order phase transition separates the disordered phase from the antiferromagnetically ordered phase. As shown in Fig.9 , the speci c heat capacity diverges as the quantum cluster sizes increase, clearly indicating a second order transition.
Finally, for = 1, the quantum model has the complete O(2) symmetry and exhibits clearly the Kosterlitz-Thouless scaling behaviors (Fig.10) , similar to those in classical models. In fact, our extensive simulation results con rm the general universality arguments that near the critical temperature, the scaling behaviors are determined by the symmetry of the interaction. Quantum e ects, although particularly strong in the spin- 1 2 case, appears to be properly accounted by renormalizing some the parameters and the overall scaling behaviors remain unchanged.
Concluding Remarks
We have presented in detail a parallel implementation of a 2D quantum Monte Carlo algorithm. From the implementation and performance analysis, we demonstrated that this algorithm is particularly suited to parallel architectures. The discrete representation in this class of quantum system leads naturally to the multi-spin integer representation. The use of look-up table for transition probabilities leaves the algorithm entirely dominated by integer operations. This character makes the algorithm performs poorly on all vector/pipelined processors, which explains why Cray also performs poorly on this algorithm. On the other hand, the regularity of this problem makes the algorithm highly scalable, as con rmed in a systematical performance analysis. For this type of applications, massively parallel computers performs far more better than the conventional vector supercomputers.
Many of the techniques and design ideas used in this algorithm such as multispin coding, multiple decomposition scheme, the use of minimal set of communication routines for code portability, etc., are quite general and can be applied in many other parallel supercomputer applications.
This research project is driven primarily by the need to obtain physics results which is di cult (or even impossible) to obtain on conventional vector supercomputers. The code is written from scratch and implemented on parallel computers with moderate e orts due to the coarse-grained parallelism. The extensive new physics results obtained through this parallel algorithm demonstrate the promise and potential of these advanced parallel supercomputers on this class of quantum systems. shell are lled. There is a hole in the Cu 3d shell, leading to the Heisenberg spin coupling through superexchange. Fig.2 . The six allowed 4-spin states. There are only two types of spin ips: f t ips two spins along t direction, and f s ips two spins in x-y plane. Fig.3 . A slice from the 3-dimensional spin lattice. The shaded plaquettes are interacting plaquettes. Also shown is the global loop which changes the winding number. 
