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Abstract. Quadratically constrained quadratic programs (QCQPs) are
a fundamental class of optimization problems well-known to be NP-hard
in general. In this paper we study sufficient conditions for a convex hull
result that immediately implies that the standard semidefinite program
(SDP) relaxation of a QCQP is tight. We begin by outlining a general
framework for proving such sufficient conditions. Then using this frame-
work, we show that the convex hull result holds whenever the quadratic
eigenvalue multiplicity, a parameter capturing the amount of symmetry
present in a given problem, is large enough. Our results also imply new
sufficient conditions for the tightness (as well as convex hull exactness) of
a second order cone program relaxation of simultaneously diagonalizable
QCQPs.
Keywords: Quadratically constrained quadratic programming · Semidef-
inite program · Convex hull · Relaxation · Lagrange function .
1 Introduction
In this paper we study quadratically constrained quadratic programs (QCQPs)
of the following form
Opt := inf
x∈RN
{
q0(x) :
qi(x) ≤ 0, ∀i ∈ JmIK
qi(x) = 0, ∀i ∈ JmI + 1,mI +mEK
}
, (1)
where for every i ∈ J0,mI +mEK, the function qi : RN → R is a (possibly
nonconvex) quadratic function. We will write qi(x) = x
>Aix+ 2b>i x+ ci where
Ai ∈ SN , bi ∈ RN , and ci ∈ R. We will assume that the number of constraints
m := mI +mE is at least 1.
QCQPs arise naturally in many areas. A non-exhaustive list of applications
contains facility location, production planning, pooling, max-cut, max-clique,
and certain robust optimization problems (see [2, 7, 21] and references therein).
Although QCQPs are NP-hard to solve in general, they admit tractable con-
vex relaxations. One natural relaxation is the standard (Shor) semidefinite pro-
gram (SDP) relaxation [34]. There is a vast literature on approximation guaran-
tees associated with this relaxation [9, 27, 30, 40], however, less is known about
its exactness. Recently, a number of exciting results in phase retrieval [17] and
clustering [1, 28, 31] have shown that under various assumptions on the data,
the QCQP formulation of the corresponding problem has a tight SDP relax-
ation. In contrast to these results, which address QCQPs arising from particular
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problems, Burer and Ye [16] very recently gave appealing deterministic sufficient
conditions under which the standard SDP relaxation of general QCQPs is tight.
In our paper, we continue this vein of research for general QCQPs. More pre-
cisely, we will provide sufficient conditions under which the convex hull of the
epigraph of the QCQP is given by the projection of the epigraph of its SDP re-
laxation. Note that such a result immediately implies that the optimal objective
value of the QCQP is equal to the optimal objective value of its SDP relaxation.
We will refer to these two types of results as “convex hull results” and “SDP
tightness results.” In this paper we will focus mainly on conditions that imply
the convex hull result. See the full paper [38] for additional new conditions which
imply the SDP tightness result directly.
Convex hull results will necessarily require stronger assumptions than SDP
tightness results, however they are also more broadly applicable because they
may be used to derive strong convex relaxations for complex problems. In fact,
the convexification of commonly occurring substructures has been critical in ad-
vancing the state-of-the-art computational approaches for mixed integer linear
programs and general nonlinear nonconvex programs [18, 36]. For computational
purposes, conditions guaranteeing simple convex hull descriptions are particu-
larly favorable. As we will discuss later, a number of our sufficient conditions will
guarantee that the desired convex hulls are given by a finite number of easily
computable convex quadratic constraints in the original space of variables.
Related work Convex hull results are well-known for simple QCQPs such as the
Trust Region Subproblem (TRS) and the Generalized Trust Region Subproblem
(GTRS). Recall that the TRS is a QCQP with a single strictly convex inequal-
ity constraint and that the GTRS is a QCQP with a single (possibly noncon-
vex) inequality constraint. A celebrated result due to Fradkov and Yakubovich
[19] implies that the SDP relaxation of the GTRS is tight. More recently, Ho-
Nguyen and Kılınc¸-Karzan [22] and Wang and Kılınc¸-Karzan [37] showed that
the (closed) convex hulls of the TRS and GTRS epigraphs are given exactly by
the projection of the SDP epigraphs. In both cases, the projections of the SDP
epigraphs can also be described in the original space of variables with at most
two convex quadratic inequalities. As a result, the TRS and the GTRS can be
solved without explicitly running costly SDP-based algorithms.
A different line of research has focused on providing explicit descriptions
for the convex hull of the intersection of a single nonconvex quadratic region
with convex sets such as convex quadratic regions, second-order cones (SOCs),
or polytopes, or with one other nonconvex quadratic region [14, 24, 29, 32, 42,
43]. For example, the convex hull of the intersection of a two-term disjunction,
which is a nonconvex quadratic constraint under mild assumptions, with the
second-order cone (SOC) or its cross sections has received much attention in
mixed integer programming; see [14, 24, 43] and references therein. In contrast
to these results, we will not limit the number of nonconvex quadratic constraints
in our QCQPs. On the other hand, the nonconvex sets that we study in this
paper will arise as epigraphs of QCQPs. In particular, the epigraph variable
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will play a special role in our analysis. Therefore, we view our developments as
complementary to these results.
The convex hull question has also received attention for certain strengthened
relaxations of simple QCQPs [12, 13, 15, 35]. In this line of work, the stan-
dard SDP relaxation is strengthened by additional inequalities derived using the
Reformulation-Linearization Technique (RLT). For example, Sturm and Zhang
[35] showed that the standard SDP relaxation strengthened with an additional
SOC constraint derived from RLT gives the convex hull of the epigraph of the
TRS with one additional linear inequality. See [12] for a survey of some results in
this area. In this paper, we restrict our attention to the standard SDP relaxation
of QCQPs. Nevertheless, exactness conditions for strengthened SDP relaxations
of QCQPs are clearly of great interest and are a direction for future research.
A number of SDP tightness results are known for variants of the TRS [6, 22,
23, 41], for simultaneously diagonalizable QCQPs [26], quadratic matrix pro-
grams [4, 5], and random general QCQPs [16]. See the full version of this paper
for a more complete survey of the related SDP tightness results.
Overview and outline of paper In contrast to the literature, which has
mainly focused on simple QCQPs or QCQPs under certain structural assump-
tions, in this paper, we will consider general QCQPs and develop sufficient con-
ditions for both the convex hull result and the SDP tightness result.
We first introduce the epigraph of the QCQP by writing
Opt = inf
(x,t)∈RN+1
{2t : (x, t) ∈ D} ,
where D is the epigraph of the QCQP in (1), i.e.,
D :=
(x, t) ∈ RN × R : q0(x) ≤ 2tqi(x) ≤ 0, ∀i ∈ JmIK
qi(x) = 0, ∀i ∈ JmI + 1,mK
 . (2)
As (x, t) 7→ 2t is linear, we may replace the (potentially nonconvex) epigraph
D with its convex hull conv(D). Then,
Opt = inf
(x,t)∈RN+1
{2t : (x, t) ∈ conv(D)} .
A summary of our contributions1, along with an outline of the paper, is as
follows. In Section 2, we introduce and study the standard SDP relaxation of
QCQPs [34] along with its optimal value OptSDP and projected epigraph DSDP.
We set up a framework for deriving sufficient conditions for the “convex hull
result,” conv(D) = DSDP, and the “SDP tightness result,” Opt = OptSDP. This
framework is based on the Lagrangian function (γ, x) 7→ q0(x) +
∑m
i=1 γiqi(x)
1 Due to space constraints, we omit full proofs, more detailed comparisons of our
results with the literature, and our SDP tightness results in this extended abstract.
The full version of this paper can be found at [38].
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and the eigenvalue structure of a dual object Γ ⊆ Rm. This object Γ , which
consists of the convex Lagrange multipliers, has been extensively studied in
the literature (see [39, Chapter 13.4] and more recently [33]). In Section 3,
we define an integer parameter k, the quadratic eigenvalue multiplicity, that
captures the amount of symmetry in a given QCQP. We then give examples
where the quadratic eigenvalue multiplicity is large. Specifically, vectorized re-
formulations of quadratic matrix programs [4] are such an example. In Sec-
tion 4, we use our framework to derive sufficient conditions for the convex hull
result: conv(D) = DSDP. Theorem 2 states that if Γ is polyhedral and k is
sufficiently large, then conv(D) = DSDP. This theorem actually follows as a
consequence of Theorem 1, which replaces the assumption on the quadratic
eigenvalue multiplicity with a weaker assumption regarding the dimension of
zero eigenspaces related to the Ai matrices. Furthermore, our results in this
section establish that if Γ is polyhedral, then DSDP is SOC representable; see
Remark 3. In particular, when the assumptions of Theorems 1 or 2 hold, we have
that conv(D) = DSDP is SOC representable. We provide several classes of prob-
lems that satisfy the assumptions of these theorems. In particular, we recover a
number of results regarding the TRS [22], the GTRS [37], and the solvability of
systems of quadratic equations [3].
To the best of our knowledge, our results are the first to provide a unified
explanation of many of the exactness guarantees in the literature. Moreover, we
provide significant generalizations of known results in a number of settings.
Notation For nonnegative integers m ≤ n let JnK := {1, . . . , n} and Jm,nK :=
{m,m+ 1, . . . , n− 1, n}. Let Sn−1 = {x ∈ Rn : ‖x‖ = 1} denote the n−1 sphere.
Let Sn denote the set of real symmetric n × n matrices. For a positive integer
n, let I = In denote the n × n identity matrix. When the dimension is clear,
we will simply write I. Given two matrices A and B, let A ⊗ B denote their
Kronecker product. For a set D ⊆ Rn, let conv(D), cone(D), extr(D), dim(D)
and aff dim(D) denote the convex hull, conic hull, extreme points, dimension,
and affine dimension of D, respectively.
2 A general framework
In this section, we introduce a general framework for analyzing the standard Shor
SDP relaxation of QCQPs. We will examine how both the objective value and
the feasible domain change when moving from a QCQP to its SDP relaxation.
We make an assumption that can be thought of as a primal feasibility and
dual strict feasibility assumption. This assumption (or a slightly stronger version
of it) is standard and is routinely made in the literature on QCQPs [4, 10, 41].
Assumption 1. Assume the feasible region of (1) is nonempty and there exists
γ∗ ∈ Rm such that γ∗i ≥ 0 for all i ∈ JmIK and A0 +∑mi=1 γ∗i Ai  0. uunionsq
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The standard SDP relaxation to (1) is
OptSDP := inf
x∈RN ,X∈SN
〈Q0, Y 〉 :
Y :=
(
1 x>
x X
)
〈Qi, Y 〉 ≤ 0, ∀i ∈ JmIK
〈Qi, Y 〉 = 0, ∀i ∈ JmI + 1,mK
Y  0
 , (3)
where Qi ∈ SN+1 is the matrix Qi :=
(
ci b
>
i
bi Ai
)
. Let DSDP denote the epigraph of
the relaxation (3) projected away from the X variables, i.e., define
DSDP :=

(x, t) ∈ RN+1 :
∃X ∈ SN :
Y :=
(
1 x>
x X
)
〈Q0, Y 〉 ≤ 2t
〈Qi, Y 〉 ≤ 0, ∀i ∈ JmIK
〈Qi, Y 〉 = 0, ∀i ∈ JmI + 1,mK
Y  0

. (4)
By taking X = xx> in both (3) and (4), we see that D ⊆ DSDP and
Opt ≥ OptSDP. Noting that DSDP is convex (it is the projection of a convex
set), we further have that conv(D) ⊆ DSDP. The framework that we set up in
the remainder of this section allows us to reason about when equality occurs in
either relation.
2.1 Rewriting the SDP in terms of a dual object
For γ ∈ Rm, define
A(γ) := A0 +
m∑
i=1
γiAi, b(γ) := b0 +
m∑
i=1
γibi, c(γ) := c0 +
m∑
i=1
γici,
q(γ, x) := q0(x) +
m∑
i=1
γiqi(x).
Our framework for analyzing (3) is based on the dual object
Γ :=
{
γ ∈ Rm : A(γ)  0
γi ≥ 0, ∀i ∈ JmIK
}
.
This object will play a key role our analysis for the following fundamental reason.
Lemma 1. Suppose Assumption 1 holds. Then
DSDP =
{
(x, t) : sup
γ∈Γ
q(γ, x) ≤ 2t
}
and OptSDP = min
x∈RN
sup
γ∈Γ
q(γ, x).
The second identity is well-known; see e.g., Fujie and Kojima [20].
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2.2 The eigenvalue structure of Γ
We now define a number of objects related to Γ . Noting that γ 7→ q(γ, xˆ) is
linear and that Γ is closed leads to the following observation.
Observation 1 Let xˆ ∈ RN . If supγ∈Γ q(γ, xˆ) is finite, then q(γ, xˆ) achieves its
maximum value in Γ on some face F of Γ .
In particular, the following definition is well-defined.
Definition 1. For any xˆ ∈ RN such that supγ∈Γ q(γ, xˆ) is finite, define F(xˆ)
to be the face of Γ maximizing q(γ, xˆ).
Definition 2. Let F be a face of Γ . We say that F is a definite face if there
exists γ ∈ F such that A(γ)  0. Otherwise, we say that F is a semidefinite face
and let V(F) denote the shared zero eigenspace of F , i.e.,
V(F) := {v ∈ RN : A(γ)v = 0, ∀γ ∈ F} .
It is possible to show that for F semidefinite, the set V(F) is nontrivial. As a
sketch, suppose otherwise, then for every v on the unit sphere, we can associate
a γv ∈ F such that v>A(γv)v > 0. Then we can produce a positive definite
matrix A(γ¯) where γ¯ is an “average” over the γv, a contradiction. See Lemma 2
in the full version of this paper for a formal proof.
2.3 The framework
Our framework consists of two parts: an “easy part” that only requires Assump-
tion 1 to hold and a “hard part” that may require much stronger assumptions.
The “easy part” consists of the following lemma and observation.
Lemma 2. Suppose Assumption 1 holds and let (xˆ, tˆ) ∈ DSDP. If F(xˆ) is a
definite face of Γ , then (xˆ, tˆ) ∈ D.
Observation 2 Suppose Assumption 1 holds and let F be a face of Γ . If aff dim(F) =
m, then F is definite.
The “hard part” of the framework works as follows: In order to show the
convex hull result DSDP = conv(D), it suffices to guarantee that every (xˆ, tˆ) ∈
DSDP can be decomposed as a convex combination of pairs (xα, tα) for which
F(xα) is definite. Then, by Lemma 2, we will have that (xα, tα) ∈ D. We give
examples of such sufficient conditions in Section 4. Our decomposition procedures
will be recursive and we will use Observation 2 to show that they terminate.
Remark 1. Consider performing an invertible affine transformation on the space
RN , i.e. let y = U(x+z) where U ∈ RN×N is an invertible linear transformation
and z ∈ RN . Define the quadratic functions q′0, . . . , q′m : RN → R such that
q′i(y) = q
′
i(U(x+z)) = qi(x) for all x ∈ RN . We will use an apostrophe to denote
all the quantities corresponding to the QCQP in the variable y.
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Define the map ` : RN+1 → RN+1 by (x, t) 7→ (U(x+z), t). Note that Opt′ =
Opt and conv(D′) = `(conv(D)). Furthermore a straightforward application of
Lemma 1 gives Opt′SDP = OptSDP and D′SDP = `(DSDP). We deduce that the
questions conv(D) ?= DSDP and Opt ?= OptSDP are invariant under invertible
affine transformation of the x-space. In particular, the sufficient conditions that
we will present in Theorems 1 and 2 only need to hold after some invertible
affine transformation. In this sense, the SDP relaxation will “find” structure in
a given QCQP even if it is “hidden” by an affine transformation. uunionsq
3 Symmetries in QCQPs
In this section, we examine a parameter k that captures the amount of symmetry
present in a QCQP of the form (1).
Definition 3. The quadratic eigenvalue multiplicity of a QCQP of the form (1)
is the largest integer k such that for every i ∈ J0,mK there exists Ai ∈ Sn for
which Ai = Ik ⊗Ai. Let A(γ) := A0 +
∑m
i=1 γiAi.
This value is well-defined: k is always at least 1 as we can write Ai = I1 ⊗ Ai.
On the other hand, k must also be a divisor of N .
The next lemma states the crucial structure inherent in QCQPs with large
quadratic eigenvalue multiplicities.
Lemma 3. If F is a semidefinite face of Γ , then dim(V(F)) ≥ k.
Remark 2. In quadratic matrix programming [4, 5], we are asked to optimize
inf
X∈Rn×k
 tr(X
>A0X) + 2 tr(B>0 X) + c0 :
tr(X>AiX) + 2 tr(B>i X) + ci ≤ 0, ∀i ∈ JmIK
tr(X>AiX) + 2 tr(B>i X) + ci = 0, ∀i ∈ JmI + 1,mK
 , (5)
where Ai ∈ Sn, Bi ∈ Rn×k and ci ∈ R for all i ∈ J0,mK. We can transform
this program to an equivalent QCQP in the vector variable x ∈ Rnk. Then
tr(X>AiX) + 2 tr(B>i X) + ci = x> (Ik ⊗Ai)x+ 2b>i x+ ci, where bi ∈ Rnk has
entries (bi)(t−1)n+s = (Bi)s,t. In particular, the vectorized reformulation of (5)
has quadratic eigenvalue value multiplicity k. uunionsq
4 Convex hull results
We now present new sufficient conditions for the convex hull result DSDP =
conv(D). We analyze the case where the geometry of Γ is particularly nice.
Assumption 2. Assume that Γ is polyhedral. uunionsq
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We remark that although Assumption 2 is rather restrictive, it is general enough
to cover the case where the set of quadratic forms {Ai}i∈J0,mK is diagonal or
simultaneously diagonalizable — a class of QCQPs which have been studied
extensively in the literature [8, 25, 26]. See the full version of this paper for convex
hull and SDP tightness results without Assumption 2 as well as a discussion on
the difficulties in removing it.
Our main result in this paper is the following theorem.
Theorem 1. Suppose Assumptions 1 and 2 hold. If for every semidefinite face
F of Γ we have dim(V(F)) ≥ aff dim({b(γ) : γ ∈ F})+1, then conv(D) = DSDP.
Assumption 1 allows us to apply Lemma 2 to handle any (xˆ, tˆ) ∈ DSDP for
which F(xˆ) is definite. Therefore, in order to prove Theorem 1, it suffices to
prove the following lemma.
Lemma 4. Suppose Assumptions 1 and 2 hold. Let (xˆ, tˆ) ∈ DSDP and let F =
F(xˆ). If F is a semidefinite face of Γ and dim(V(F)) ≥ aff dim({b(γ) : γ ∈ F})+
1, then (xˆ, tˆ) can be written as a convex combination of points (xα, tα) satisfying
the following properties:
1. (xα, tα) ∈ DSDP, and
2. aff dim(F(xα)) > aff dim(F(xˆ)).
We give a proof sketch of Lemma 4 in Appendix A.
The proof of Theorem 1 follows at once from Lemmas 2 and 4 and Observa-
tion 2. Indeed, Lemma 4 guarantees that aff dim(F(xα)) > aff dim(F(xˆ)). Thus,
by Observation 2, we will have successfully decomposed (xˆ, tˆ) as a convex com-
bination of (xα, tα), where (xα, tα) ∈ DSDP and F(xα) is definite, after at most
m− 1 rounds of applying Lemma 4. Finally, Lemma 2 guarantees that each pair
(xα, tα) is an element of D, the epigraph of the QCQP.
The next theorem follows as a corollary to Theorem 1.
Theorem 2. Suppose Assumptions 1 and 2 hold. If for every semidefinite face
F of Γ we have k ≥ aff dim({b(γ) : γ ∈ F}) + 1, then conv(D) = DSDP.
Remark 3. We remark that when Γ is polyhedral (Assumption 2), the set DSDP
is actually SOC representable: By the Minkowski-Weyl Theorem, we can de-
compose Γ = Γe + cone(Γr) where both Γe and Γr are polytopes. Let q˘(γ, x) =∑m
i=1 γiqi(x). Then, by Lemma 1 we can write
DSDP =
{
(x, t) : sup
γ∈Γ
q(γ, x) ≤ 2t
}
=
{
(x, t) :
q(γe, x) ≤ 2t, ∀γe ∈ extr(Γe)
q˘(γf , x) ≤ 0, ∀γf ∈ extr(Γr)
}
.
That is, DSDP is defined by finitely many convex quadratic inequalities. Thus the
assumptions of Theorems 1 and 2 imply that conv(D) is SOC representable. uunionsq
We now give examples of problems where our assumptions hold.
Corollary 1. Suppose m = 1 and Assumption 1 holds. Then, conv(D) = DSDP.
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Corollary 1 recovers results associated with the epigraph of the TRS2 and the
GTRS (see [22, Theorem 13] and [37, Theorems 1 and 2]).
Corollary 2. Suppose Assumptions 1 and 2 hold. If bi = 0 for all i ∈ JmK, then
conv(D) = DSDP.
Example 1. Consider the following optimization problem.
inf
x∈R2
{
x21 + x
2
2 + 10x1 :
x21 − x22 − 5 ≤ 0
−x21 + x22 − 50 ≤ 0
}
We check that the conditions of Corollary 2 hold. Assumption 1 holds as A(0) =
A0 = I  0 and x = 0 is feasible. Next, Assumption 2 holds as
Γ =
γ ∈ R2 : 1 + γ1 − γ2 ≥ 01− γ1 + γ2 ≥ 0
γ ≥ 0
 .
One can verify that Γ = conv ({(0, 0), (1, 0), (0, 1)}) + cone({(1, 1)}). Finally, we
note that b1 = b2 = 0. Hence, Corollary 2 and Remark 3 imply that
conv(D) = DSDP =
(x, t) : x
2
1 + x
2
2 + 10x1 ≤ 2t
2x21 + 10x1 − 5 ≤ 2t
2x22 + 10x1 − 50 ≤ 2t
 .
We plot D and conv(D) = DSDP in Figure 1. uunionsq
Fig. 1. The sets D (in orange) and conv(D) (in yellow) from Example 1
Remark 4. Barvinok [3] shows that one can decide in polynomial time (in N)
whether a constant number, mE , of quadratic forms {Ai}i∈JmEK has a joint
nontrivial zero. That is, whether the system x>Aix = 0 for i ∈ JmEK and x>x =
2 Corollary 1 fails to recover the full extent of [22, Theorem 13]. Indeed, [22, Theorem
13] also gives a description of the convex hull of the epigraph of the TRS with an
additional conic constraint under some assumptions.
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1 is feasible. We can recast this as asking whether the following optimization
problem
min
x∈RN
{
−x>x : x
>x ≤ 1
x>Aix = 0,∀i ∈ JmEK
}
has objective value −1 or 0.
Thus, the feasibility problem studied in [3] reduces to a QCQP of the form we
study in this paper. It is easy to verify that Assumption 1 holds. Then when Γ is
polyhedral (Assumption 2), Corollary 2 implies that the feasibility problem (even
in a variable number of quadratic forms) can be decided using a semidefinite
programming approach. Nevertheless, Assumption 2 may not necessarily hold in
general and so Corollary 2 does not recover the full result of [3]. uunionsq
Corollary 3. Suppose Assumption 1 holds and for every i ∈ J0,mK, there exists
αi such that Ai = αiIN . If m ≤ N , then conv(D) = DSDP.
Remark 5. Consider the problem of finding the distance between the origin 0 ∈
RN and a piece of Swiss cheese C ⊆ RN . We will assume that C is nonempty
and defined as
C =
x ∈ RN : ‖x− yi‖ ≤ si, ∀i ∈ Jm1K‖x− zi‖ ≥ ti, ∀i ∈ Jm2K〈x, bi〉 ≥ ci, ∀i ∈ Jm3K
 ,
where yi, zi, bi ∈ RN and si, ti, ci ∈ R are arbitrary. In other words, C is defined
by m1-many “inside-ball” constraints, m2-many “outside-ball” constraints, and
m3-many linear inequalities. Note that each of these constraints may be writ-
ten as a quadratic inequality constraint with quadratic form I, −I, or 0. In
particular, Corollary 3 implies that if m1 +m2 +m3 ≤ N , then the value
inf
x∈RN
{
‖x‖2 : x ∈ C
}
may be computed using the standard SDP relaxation of the problem.
Bienstock and Michalka [11] give sufficient conditions under which a related
problem
inf
x∈RN
{q0(x) : x ∈ C} ,
is polynomial-time solvable. Here, q0 : RN → R may be an arbitrary quadratic
function however m1 and m2 must be constant. They devise an enumerative
algorithm for this problem and prove its correctness under different assumptions.
In contrast, our work deals only with the standard SDP relaxation and does not
assume that the number of quadratic forms is constant. uunionsq
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A Proof sketch of Lemma 4
For simplicity, we will assume that Γ is a polytope in this proof sketch. Let (xˆ, tˆ)
satisfy the assumptions of Lemma 4. Without loss of generality, we may assume
that supγ∈Γ q(γ, xˆ) = 2tˆ.
We claim that the following system in variables v and s{
〈b(γ), v〉 = s, ∀γ ∈ F
v ∈ V(F), s ∈ R
has a nonzero solution. Indeed, we may replace the first constraint with at most
aff dim({b(γ) : γ ∈ F}) + 1 ≤ dim(V(F))
homogeneous linear equalities in the variables v and s. The claim then follows by
noting that the equivalent system is an under-constrained homogeneous system
of linear equalities and thus has a nonzero solution (v, s). It is easy to verify that
v 6= 0 and hence, by scaling, we may take v ∈ SN−1.
We will modify (xˆ, tˆ) in the (v, s) direction. For α ∈ R, define
(xα, tα) :=
(
xˆ+ αv, tˆ+ αs
)
.
We will sketch the existence of an α > 0 such that (xα, tα) satisfies the conclu-
sions of Lemma 4. A similar line of reasoning will produce an analogous α < 0.
This will complete the proof sketch.
Suppose γ ∈ F . Then, by our choice of v and s, the function α 7→ q(γ, xα)−
2tα = q(γ, xˆ) − 2t = 0 is identically zero. Now suppose γ ∈ Γ \ F . Then, the
function α 7→ q(γ, xα)− 2tα is a convex quadratic function which is negative at
α = 0.
We conclude that the following set
Q := {α 7→ q(γ, xα)− 2tα : γ ∈ extr(Γ )} \ {0} ,
consists of convex quadratic functions which are negative at α = 0. The finiteness
of this set follows from the assumption that Γ is polyhedral.
Assumption 1 implies that at least one of the functions inQ is strictly convex.
Then as Q is a finite set, there exists an α+ > 0 such that q(α+) ≤ 0 for all
q ∈ Q with at least one equality. We emphasize that this is the step where
Assumption 2 cannot be dropped.
Finally, it is easy to check that (xα+ , tα+) satisfies the conclusions of Lemma 4.
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