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Der elektronische Handel hat in den letzten Jahren stark an Bedeutung gewonnen. So lag
der Umsatz dieses Bereichs allein in Deutschland im Jahr 2005 bei 321 Milliarden Euro,
davon immerhin 32 Milliarden Euro im Endkundengeschäft (Business-to-Consumer, B2C)
[Bund06b]. Ein großes Manko des E-Commerce im Vergleich zu traditionellen Ladenge-
schäften ist jedoch der Mangel an persönlicher Beratung. Ein Verkäufer kann beispielsweise
einem ihm bekannten Kunden Kaufempfehlungen geben, die er im Beratungsgespräch ent-
wickelt oder aus der persönlichen Kenntnis der Interessen des Kunden ableitet. Ein Versuch,
dieses Manko auszugleichen, liegt in der Entwicklung von Empfehlungssystemen [ReVa97],
die dem Kunden personalisierte Bewertungen für ihm bekannte Produkte generieren oder
auch Empfehlungen für vorher unbekannte Produkte aussprechen können. Erfolgreiche Un-
ternehmen wie beispielsweise der Buchhändler Amazon (http://www.amazon.de, [LiSY03])
setzen solche Systeme bereits seit Jahren ein. Systeme eines einzelnen Händlers haben in der
Regel aber den Nachteil, auf Produkte beschränkt zu sein, die dieser Händler auch anbie-
tet. Übergreifende Empfehlungssysteme haben sich in Form von Portalen wie ciao.de und
dooyoo.de in den letzten Jahren entwickelt. Gemein ist auch diesen Empfehlungsdiensten
jedoch, dass sie von einem kommerziellen Betreiber auf einer zentralisierten Plattform be-
trieben werden. Für den Nutzer kann dies zu Nachteilen führen:
• Die zentrale Stelle ist aus technischer Sicht ein Single Point of Failure. Fällt sie aus oder
ist sie nicht mehr erreichbar, so kann das Empfehlungssystem nicht mehr funktionie-
ren. Die redundante Vorhaltung zentraler Komponenten kann dieses Problem teilwei-
se ausgleichen, führt jedoch zu deutlich erhöhten Kosten.
• Auch unabhängig von möglichen technischen Fehlern ist das System vom Betreiber
abhängig. So kann dieser zum Schutz eigener Interessen Inhalte beeinflussen oder fil-
tern; wirtschaftliche Schwierigkeiten des Betreibers oder bewusste Managementent-
scheidungen können zum Verlust der gespeicherten Informationen führen.
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Andere Anwendungen leiden oder litten unter ähnlichen Problemen. Der – oft rechtswid-
rige – Austausch urheberrechtlich geschützter Werke beispielsweise erfolgte lange Zeit nach
dem Client-Server-Prinzip oder mit Hilfe von Systemen wie Napster, bei denen zwar der ei-
gentliche Datenaustausch auf Peer-to-Peer-Basis funktioniert, aber dennoch zentrale Kom-
ponenten benötigt wurden. Die Robustheit des „Filesharings“ konnte in der Folge durch
Dezentralisierung erheblich erhöht werden. Indem Netze wie Gnutella [Ripe01] und seine
Nachfolger oder Bittorrent [PGES05] sich selbst organisieren, ohne auf eine zentrale Instanz
angewiesen zu sein, wird erreicht, dass ein – juristischer oder technischer – Angriff auf ein-
zelne Knoten nur geringe Auswirkungen auf das Netz als ganzes hat. Weil potentiell alle
Netzteilnehmer gleichgestellt sind, spricht man auch von (reinen) Peer-to-Peer-Systemen.
Mit einiger Verzögerung folgten dem Filesharing weitere Anwendungen wie die inter-
netbasierte Telefonie. Für diese wird beispielsweise mit dem Skype-System [BaSc04] ein –
allerdings um zentrale Komponenten ergänztes – Peer-to-Peer-System eingesetzt. Auch zur
Unterstützung des Electronic Commerce gibt es in der Forschung bereits Ansätze. Sol-
che wurden beispielsweise im Rahmen des SESAM-Projekts an der Universität Karlsru-
he (TH) entwickelt; genannt seien hier Peer-to-Peer-basierte Marktplattformen [CDHS+05]
und Auktionsverfahren [RCNS06]. Sie ermöglichen es, auf einen einzelnen Betreiber zu ver-
zichten und somit potentiell die Robustheit der erbrachten Dienstleistung zu erhöhen.
Es liegt nahe, bei der Konstruktion eines Empfehlungssystems, das ganz ähnliche Ent-
wurfsziele erreichen soll, auf die gleichen Prinzipien zurückzugreifen. Die bestehenden
Ansätze, die den elektronischen Handel auf Basis von Peer-to-Peer-Systemen unterstützen,
können somit sinnvoll ergänzt werden. Konkret bedeutet dies, dass auf eine zentrale In-
stanz zur Berechnung von Empfehlungen verzichtet werden soll; auch die Datenhaltung
soll dezentral erfolgen.
Ziel der vorliegenden Arbeit ist die Entwicklung eines solchen Systems, das Empfehlun-
gen durch Einsatz eines Peer-to-Peer-Systems ohne zentrale Komponente ermöglicht. Auch,
wenn die Motivation der Arbeit sich aus der Verwendung in Märkten ergibt, werden öko-
nomische Aspekte nur am Rande betrachtet. Die Herausforderungen der Entwicklung eines
Empfehlungssystems liegen vielmehr im Bereich der Informatik.
Eine rein technische Betrachtung der Problemstellung reicht allerdings nicht aus. Zu-
nächst gilt es bei der Entwicklung und dem Betrieb eines Systems, das Daten über die Prä-
ferenzen einer Person – also personenbezogene Daten – verwaltet, juristische Einschränkun-
gen zu beachten. Wichtiger erscheint jedoch, dass das Recht auch helfen kann, die Erwartun-
gen eines Nutzers an das System dort zu erfüllen, wo die Technik alleine dazu nicht in der
Lage ist. Im Vergleich zu zentral funktionierenden Systemen ergeben sich durch den Ein-
satz von Peer-to-Peer-Systemen auch schwerwiegende neue juristische Problemstellungen.
Dies betrifft beispielsweise die Verantwortlichkeit (insbesondere im Datenschutzrecht), aber
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auch den Umgang mit Angriffen auf das System (Computerkriminalität). Auf einen Teil der
auftretenden Fragestellungen will diese Dissertation eine Antwort geben.
1.2 Verwandte Arbeiten
Die vorliegende Arbeit nimmt bei der Betrachtung selbstorganisierender Empfehlungssys-
teme eine breite Perspektive ein; vergleichbare Arbeiten finden sich in der Literatur nicht.
Zahlreiche Einzelprobleme, die in dieser Dissertation aufgegriffen werden, sind jedoch be-
reits diskutiert worden.
Aus technischer Sicht ist der Ausgangspunkt der Forschung an Empfehlungssystemen
im Tapestry-System [GNOT92] zu sehen, das zur Filterung von E-Mails nach ihrer Rele-
vanz entwickelt wurde. In der Folge wurden zahlreiche weitere verwandte Systeme entwi-
ckelt, von denen als prominenteste GroupLens [KMMH+97] für die Filterung von Usenet-
Nachrichten sowie das durch den erfolgreichen praktischen Einsatz bekannt gewordene
Amazon.com-Empfehlungssystem [LiSY03] zu nennen sind. Ein Überblick über entspre-
chende Arbeiten wird in [RZFK00] und [AdTu05] gegeben. Vertrauen als Grundlage von
Empfehlungssystemen wird in diversen Arbeiten, darunter [O’Sm05] und [Golb06], thema-
tisiert.
Als Ergänzung zentralisierter Empfehlungssysteme werden seit wenigen Jahren auch ver-
teilte Systeme betrachtet. Insbesondere sei hier [Zieg05] genannt: In der Arbeit wird unter-
sucht, wie der Einsatz von Taxonomien (also die Klassifikation von Objekten) zur Dezen-
tralisierung von Empfehlungssystemen beitragen kann. Das in der Arbeit vorgeschlagene
Empfehlungssystem basiert auf dem Einsatz dieser Taxonomien sowie auf vertrauensba-
sierten Ähnlichkeitsmaßen. Der Einsatz in Peer-to-Peer-Systemen, also unter Verzicht auf
eine zentrale Kontrollinstanz, findet jedoch in [Zieg05] keine Beachtung. In [Kaza05] wird
betrachtet, wie unter Verwendung von Web-Technologien verteilte Informationen herange-
zogen werden können, um Empfehlungen zu erzeugen; der Schwerpunkt dieser Arbeit liegt
auf der Datenhaltung und -modellierung, die in der vorliegenden Dissertation lediglich am
Rande diskutiert werden.
Erst vereinzelt befassen sich in der Literatur vorhandene Ansätze auch mit der Problema-
tik der Empfehlungserzeugung in Peer-to-Peer-Systemen. Eine Zusammenfassung findet
sich in Tabelle 1.1. Dabei ist u die Anzahl durch einen Nutzer bewerteter Objekte, t für nut-
zerbasierte Ansätze die Anzahl der betrachteten Nachbarschaft ähnlicher Knoten und n die
Gesamtzahl an Knoten im Peer-to-Peer-System. Der Kommunikationsaufwand ergibt sich
dabei aus der Anzahl auf Transportschicht versandter Nachrichten und bezieht sich jeweils
auf das Einfügen einer einzelnen Bewertung bzw. die Berechnung einer einzelnen Empfeh-
lung.






Ansatz Bewertung Empfehlung Bemerkung
[PSWS05] O(t) O(t) —
[MiKR04] O(t ·




log n) O(u · log n)
nicht implementiert
II-Chord
[HXYS04] O(u · log n) O(u · log n)
durchschn. Aufwand durch Auswahl
betrachteter Bewertungen reduziert;
dadurch beschränkter Anwendungsbereich
[XHYS04] O(u · log n) O(u · log n) Erweiterung von [HXYS04]







System vorgestellt und verschiedene Ideen diskutiert, wie sich dieses auf ein Peer-to-Peer-
System übertragen lässt. Hierzu zählt ein Ansatz (II-Chord), bei dem Daten über die ge-
meinsame Verwendung eines Objekts mit anderen Objekten in der verteilten Hashtabelle
Chord [SMKK+01] unter dem Schlüssel der jeweiligen Objekte gespeichert werden. Dieser
Ansatz wird von den Autoren nicht evaluiert; in der vorgestellten Form führt er beim Ein-
fügen einer Bewertung zu einem linearen Kommunikationsaufwand in der Anzahl bis zu
diesem Zeitpunkt abgegebener Bewertungen – sowohl beim Einfügen einer Bewertung als
auch bei der Berechnung einer Empfehlung. Über die gesamte Laufzeit des Systems ergibt
sich somit für das Einfügen von (insgesamt u) Bewertungen sogar ein quadratischer Auf-
wand; durch den Versand von Nachrichten im Chord-System erhöht dieser sich noch um
den Faktor log n (vgl. Tabelle 1.1).
Ebenfalls in [MiKR04] wird ein Ansatz (UI-Chord) vorgeschlagen, bei dem als Schlüs-
sel für die Speicherung von Bewertungen die Identität des jeweils Bewertenden verwendet
wird. Jeder Knoten kann somit die Nutzerprofile einer Reihe anderer Knoten aus dem ver-
wendeten Peer-to-Peer-System abrufen und daraus eigene Empfehlungen berechnen. Ein
konkreter Algorithmus für das Auffinden dieser benachbarten Knoten fehlt ebenso wie eine
Implementierung oder simulative Evaluierung. Der Ansatz bildet jedoch einen Ausgangs-
punkt für den nutzerbasierten Ansatz, wie er im Rahmen der vorliegenden Arbeit imple-
mentiert wird. Ein weiterer nutzerbasierter Ansatz, bei dem Bewertungen ähnlicher Kno-
ten als Grundlage der Empfehlungsberechnung dienen, ist in [PSWS05] dargestellt. Da hier
jeder Knoten nur mit seiner Nachbarschaft kommuniziert, hängt der Kommunikationsauf-
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wand lediglich von der Größe dieser Nachbarschaft ab; auch hier erhöht sich der Aufwand
durch den Versand von Nachrichten im Chord-System noch um den Faktor log n.
In [OkMA04] wird eine Plattform vorgestellt, die Daten für verschiedene Empfehlungs-
systeme halten soll. Die Autoren postulieren die Anwendbarkeit in einem Peer-to-Peer-
System (Chord [SMKK+01]), gehen jedoch nicht darauf ein, in welcher Weise dies kon-
kret geschehen könnte. In [HXYS04] wird ein Peer-to-Peer-Empfehlungssystem vorgestellt,
das darauf beruht, Nutzer zu finden, die Objekte identisch bewertet haben. Dafür wird als
Schlüssel zum Auffinden von Bewertungen die Kombination aus Identität des bewerteten
Objekts und dessen Bewertung verwendet. Vorteil dieses Verfahrens ist, dass ein Knoten
leicht ähnliche Knoten finden kann: Wird eine Bewertung in das System eingefügt, kann
der einfügende Knoten unter dem gleichen Schlüssel, den er zum Einfügen verwendet hat,
auch Identitäten anderer Knoten finden, die das entsprechende Objekt gleich bewertet ha-
ben. Allerdings ist der Ansatz nur beschränkt anwendbar: Er kommt nur in Frage, wenn es
lediglich eine kleine Menge möglicher Bewertungen gibt, da ansonsten die Wahrscheinlich-
keit, dass überhaupt ein anderer Knoten ein Objekt gleich bewertet hat, zu gering ist. Zu-
dem ist die Auswahl möglicher Ähnlichkeitsmaße beschränkt: Im allgemeinen Fall können
Knoten sich ähnlich sein, ohne ein einziges Objekt genau gleich bewertet zu haben. Die-
se ähnlichen Knoten können mit dem Verfahren aus [HXYS04] jedoch nicht aufgefunden
werden. In [XHYS04] wird dieser Ansatz ergänzt, indem eine Vorauswahl ähnlicher Knoten
getroffen wird, deren Bewertungen für einen Knoten von Interesse sind. Beide Verfahren
haben im schlechtesten Fall einen Kommunikationsaufwand entsprechend dem II-Chord-
Verfahren. [WPLR06] beschreiben ein Empfehlungssystem für Filesharing-Netze, bei dem
mit jeder Datei Informationen gespeichert werden, welche weiteren Dateien gemeinsam
mit diesen Dateien genutzt wurden. Dieser Ansatz ist für das Erzeugen von Empfehlungen
deshalb effizient, weil beim Download einer Datei die Information, welche anderen Dateien
mit dieser gemeinsam genutzt wurden, sofort als Metainformation mit übertragen werden
kann; es müssen also keine zusätzlichen Kommunikationsverbindungen aufgebaut werden.
Der Ansatz setzt jedoch voraus, dass ein Knoten beim Download einer Datei andere Kno-
ten, von denen er vorher Dateien bezogen hat, benachrichtigt, um die jeweiligen Profile zu
aktualisieren. Für das Einfügen einer einzelnen Bewertung müssen also Nachrichten an u
Knoten verschickt werden, wenn vorher bereits u andere Dateien heruntergeladen werden.
Insgesamt entsteht (ähnlich [MiKR04]) über die Laufzeit des Systems so ein Kommunika-
tionsaufwand, der mit der Anzahl der Dateien, die ein Nutzer herunterlädt, quadratisch
wächst. Das System ist somit nicht beliebig skalierbar.
Gemein ist all diesen Ansätzen, dass sie sich nur auf einzelne Aspekte Peer-to-Peer-
basierter Empfehlungssysteme konzentrieren. Die Betrachtung von Sicherheits- und Daten-
schutzaspekten tritt in den Hintergrund, die Skalierbarkeit der Systeme ist nur bei einem
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Teil der Ansätze in Betracht gezogen, und simulative Evaluationen beschränken sich auf
eine kleine Knotenzahl.
Aus juristischer Sicht findet sich bislang keine Literatur über Peer-to-Peer-basierte Emp-
fehlungssysteme. Auch liegen keine Arbeiten vor, die sich spezifisch mit (zentralen) Emp-
fehlungssystemen beschäftigen. In [Roßn07] sowie [Schw06] wird jedoch das Themengebiet
der Personalisierung beleuchtet, in das sich auch Empfehlungssysteme einordnen lassen.
Auch das verwandte Thema der Reputationssysteme hat – nicht zuletzt durch entsprechen-
des Interesse aus der Praxis, das durch den Erfolg des eBay-Reputationssystems entstan-
den ist – in die Literatur Eingang gefunden. Als umfassendste Darstellungen hervorzuheben
sind hier [ScLa05] und [DöKo07].
Ebenfalls aus der Praxis heraus motiviert sind Beiträge, die sich mit juristischen Aspekten
von Peer-to-Peer-Systemen beschäftigen. Diese gehen jedoch überwiegend von der Anwen-
dung des Filesharing aus (so insbesondere [Wenz05, ReSc01]) und streifen Fragestellungen,
die über das Urheberrecht hinausgehen, nur am Rande. Als einzige umfassende Darstel-
lung jenseits des Urheberrechts kann [RaDH07] mit einer Betrachtung telekommunikations-
rechtlicher Fragestellungen genannt werden. Die Autoren kommen zu dem Ergebnis, dass
zumindest Teilfunktionalitäten von Peer-to-Peer-Systemen als Telekommunikationsdienste
einzuordnen sind. Die Einordnung von Peer-to-Peer-Systemen aus Sicht des Telemedien-
rechts wird dabei jedoch ausdrücklich offen gelassen und wird auch sonst in der juristischen
Literatur nicht betracht. Diese bildet deshalb auch den Schwerpunkt des juristischen Teils
der vorliegenden Arbeit.
1.3 Gliederung
Das folgende Kapitel 2 gibt eine Einführung in Empfehlungssysteme und betrachtet die
Grundlagen, die für das Verständnis der weiteren Kapitel benötigt werden. Datenschutz
als wesentliche Anforderung für selbstorganisierende Empfehlungssysteme wird im drit-
ten Kapitel betrachtet. Hierzu werden zunächst die Datenschutzanforderungen aus Nutzer-
sicht betrachtet und in ein Modell aus fünf Ebenen eingeordnet; sodann wird die Rechtslage
analysiert und diskutiert, inwieweit die bestehenden Datenschutzanforderungen durch das
Recht erfüllt werden können. Kapitel 4 befasst sich mit dem Phänomen Vertrauen und seiner
Behandlung in Rechtswissenschaft und Informatik. Es bildet somit eine wichtige Grundlage
für den eigentlichen Entwurf eines Empfehlungssystems, der in Kapitel 5 behandelt wird. Es
zeigt sich, dass die Betrachtung von Vertrauensbeziehungen sowohl die eigentliche Funk-
tionalität des Systems unterstützen als auch eine missbräuchliche Verwendung erschweren
kann.
Ob und inwieweit die angestrebten Ziele erreicht werden können, wird in Kapitel 6 unter-
sucht. Dazu werden zunächst Metriken betrachtet, mit deren Hilfe die Bewertungsqualität
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evaluiert werden kann; sodann wird – neben dieser qualitativen Betrachtung – die Skalier-
barkeit, Robustheit und Sicherheit des Systems analysiert. Auch die im System gesetzten
Anreize und die Erfüllung juristischer Vorgaben werden berücksichtigt.
Den Abschluss der Arbeit bietet ein Ausblick aus Sicht der Rechtswissenschaft: Probleme
der derzeitigen Rechtslage im Bereich selbstorganisierender Empfehlungssysteme werden






Dieses Kapitel beschreibt wesentliche Grundlagen, die für den Entwurf eines Empfehlungs-
systems benötigt werden.
2.1 Grundlagen aus Sicht der Telematik
Aus Sicht der Telematik ist ein selbstorganisierendes Empfehlungssystem zunächst eine An-
wendung der Telekommunikation. An dieser Stelle werden deshalb Grundlagen von Kom-
munikationssystemen betrachtet: Zum einen die Strukturierung solcher Systeme in Schich-
ten, zum anderen die Funktionsweise von Peer-to-Peer-Systemen als selbstorganisierende
Kommunikationssysteme.
2.1.1 Schichtenmodelle der Telekommunikation
Protokolle, die zur Kommunikation innerhalb von Rechnernetzen verwendet werden, las-
sen sich in ein Schichtenmodell einordnen. Die Strukturierung anhand eines solchen Mo-
dells hat den Vorteil, dass bei der Betrachtung einer spezifischen Aufgabenstellung von
(internen) Details darunter- und darüberliegender Schichten abstrahiert werden kann. Zu
diesem Zweck bietet jede Schicht der darüberliegenden einen Dienstzugangspunkt (Ser-
vice Access Point, SAP) an und verwendet den Dienstzugangspunkt der darunterliegenden
Schicht, um deren Dienste in Anspruch nehmen zu können.
In der Telekommunikation wird gedanklich meist das sogenannte ISO/OSI-
Schichtenmodell (für ISO/Open Systems Interconnection) [Inte94] zugrunde gelegt, das
von der International Organization for Standardization standardisiert wurde. In diesem
Modell werden sieben Schichten unterschieden (für eine ausführlichere Darstellung sie-
he [Zimm80]):
• Die Bitübertragungsschicht (Schicht 1), die physikalisches Übertragungsmedium und
Übertragungsverfahren spezifiziert. Behandelt wird in dieser Schicht die Übertragung















Abbildung 2.1: ISO/OSI- und TCP/IP-Schichtenmodell gegenübergestellt
• Die Sicherungsschicht (Schicht 2), die die Übertragung von Dateneinheiten zwischen
zwei benachbarten Stationen ermöglicht. Fehlererkennung und -behebung können,
falls benötigt, in dieser Schicht realisiert werden.
• Die Vermittlungsschicht (Schicht 3), die für die Wegewahl und Weiterleitung von Pake-
ten zuständig ist. Erst sie ermöglicht die weltweite Kommunikation zwischen Kom-
munikationspartnern. In dieser Schicht ist auch die Adressierung der beteiligten Sta-
tionen angesiedelt.
• Die Transportschicht (Schicht 4), die den (zuverlässigen oder unzuverlässigen) Daten-
transport zwischen Endsystemen (Ende-zu-Ende-Transport) ermöglicht. Sie stellt der
Kommunikationssteuerungsschicht eine Schnittstelle zum Transport von Nachrichten
weitgehend unabhängig von den Chrakteristika des darunter liegenden Netzes zur
Verfügung [Hals96].
• Die Kommunikationssteuerungsschicht (Schicht 5), die für die Verwaltung von Kommu-
nikationssitzungen zuständig ist. Sie stellt auch Synchronisationspunkte zur Verfü-
gung, an denen eine zwischenzeitlich unterbrochene Kommunikation wieder aufge-
nommen werden kann.
• Die Darstellungsschicht (Schicht 6), die eine systemunabhängige Darstellung von Daten
erreicht.
• Die Anwendungsschicht (Schicht 7), die Anwendungen eine Schnittstelle zur Kommuni-
kation zur Verfügung stellt und dabei vielfältige Funktionalitäten unterstützen kann.
Wenn auch das ISO/OSI-Schichtenmodell als Referenz große Beachtung gefunden hat
und noch findet, ist – zumindest bezogen auf das Internet – in der Praxis das TCP/IP-Modell
[RePo87] von größerer Bedeutung. Abbildung 2.1 stellt die beiden Schichtenmodelle gegen-
über. Die untersten beiden sowie die obersten drei Schichten des ISO/OSI-Schichtenmodells
sind hier jeweils in einer Schicht zusammengefasst: Bitübertragungs- und Sicherungsschicht
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werden zur Rechner-Netzanschluss-Schicht, Kommunikationssteuerungs-, Darstellungs-
und Anwendungsschicht zur Anwendungsschicht zusammengefasst.
2.1.2 Sichere Kommunikation
Der Einsatz kryptographischer Verfahren dient u.a. der Gewährleistung von Datensicher-
heit und Datenschutz, wie sie für das im Rahmen dieser Arbeit zu entwickelnde System
unterstützt werden sollen. Im Folgenden werden deshalb Anforderungen an die sichere
Übermittlung von Nachrichten aufgezeigt und ihre Umsetzung durch kryptographische
Verfahren skizziert.
2.1.2.1 Anforderungen an die sichere Nachrichtenübertragung
Als wesentliche Anforderungen an die sichere Übertragung von Nachrichten lassen sich
identifizieren (vgl. [TrWa02, S. 9]):
• Integrität: Eine Nachricht kann während des Transports nicht unbemerkt verändert
werden.
• Authentizität: Der Empfänger kann sich der Identität des Urhebers der Nachricht si-
cher sein.
• Nicht-Abstreitbarkeit: Der Absender kann nicht mit Erfolg die Integrität und Authenti-
zität einer von ihm stammenden Nachricht bestreiten.1
• Vertraulichkeit: Kein Dritter soll vom Inhalt einer Nachricht Kenntnis nehmen können.
2.1.2.2 Symmetrische und Asymmetrische Kryptographie
Kryptographie ist die Wissenschaft der Verschlüsselung von Informationen. Heute übliche
Verschlüsselungsverfahren können als Funktion f (m, k) = c beschrieben werden, wobei m
die Originalnachricht, c das Chiffrat (die verschlüsselte Nachricht), k einen Schlüssel und
f eine öffentlich bekannte Verschlüsselungsfunktion bezeichnen. Verfahren, bei denen für
die Entschlüsselung einer Nachricht m derselbe Schlüssel k wie für die Verschlüsselung ver-
wendet wird, werden als symmetrische Verfahren bezeichnet. Will ein Nutzer (Alice) einem
anderen Nutzer (Bob) eine Nachricht zusenden, die vertraulich bleiben soll, so benötigen
sie bei einem solchen Verfahren einen Schlüssel, der Alice und Bob (aber keinem Dritten)
bekannt ist.
Bei asymmetrischen Verfahren (Public-Key-Kryptographie) werden zwei verschiedene
Schlüssel verwendet. Dies sind der (geheim zu haltende) private Schlüssel e und der öf-
fentliche Schlüssel d. Beide hängen so zusammen, dass eine mit dem öffentlichen Schlüssel
1In der Literatur wird unter den Begriff der Nicht-Abstreitbarkeit zum Teil auch gefasst, dass der Empfänger
den Erhalt einer Nachricht nicht bestreiten können soll.
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verschlüsselte Nachricht mit dem privaten wieder entschlüsselt werden kann.2 Wichtig für
die Funktionsweise ist, dass der private Schlüssel aus dem öffentlichen Schlüssel nur mit
unverhältnismäßig hohem Aufwand zu berechnen ist. Will Alice Bob eine Nachricht zu-
senden, die vertraulich bleiben soll, so benötigt Alice dazu Bobs öffentlichen Schlüssel; Bob
kann die Nachricht mit seinem privaten Schlüssel entschlüsseln. Wohl bekanntestes Beispiel
eines solchen Verfahrens ist der RSA-Algorithmus, vorgeschlagen in [RiSA78].
2.1.2.3 Elektronische Signaturen
Neben der reinen Verschlüsselung, die dem Schutz der Vertraulichkeit dient, können kryp-
tographische Verfahren auch zur Gewährleistung von Integrität, Authentizität und Nicht-
Abstreitbarkeit eingesetzt werden. Ein gängiger Mechanismus zur Erreichung dieser Ziele
ist die elektronische Signatur, zu deren Erzeugung in der Regel kryptographische Hash-
Funktionen eingesetzt werden. Eine Hash-Funktion ist definiert als eine leicht zu berech-
nende Funktion, die eine Eingabe beliebiger Länge auf eine Ausgabe fester Länge abbil-
det [Wätj03, S.87].
Kryptographische Hash-Funktionen sind Hash-Funktionen, die den folgenden Anforde-
rungen genügen (vgl. [TrWa02, S. 182], [Wätj03, S.87-90]):
• Es ist nicht effizient möglich, zu einem gegebenen Funktionswert (Hash-Wert) ein Ur-
bild zu bestimmen.
• Es ist nicht effizient möglich, zu einer gegebenen Nachricht eine zweite zu finden, der
der gleiche Funktionswert zugeordnet wird (schwache Kollisionsresistenz).
• Es ist nicht effizient möglich, zwei Nachrichten zu konstruieren, die auf den gleichen
Funktionswert abgebildet werden (starke Kollisionsresistenz).
Will ein Nutzer (Alice) nun eine Nachricht m signieren, so berechnet er zunächst deren
Hash-Wert, wendet eine Funktion darauf an, in die ihr privater Schlüssel eingeht – diese
soll als Verschlüsselung bezeichnet werden – und fügt das Ergebnis der Nachricht hinzu.
Will ein Empfänger (Bob) die Signatur prüfen, so berechnet er ebenfalls den Hash-Wert
von m. Danach entschlüsselt er den Hash-Wert, der der Nachricht beigefügt war, mit Alices
öffentlichem Schlüssel d. Stimmen beide Werte überein, so sind Authentizität und Integrität
der Nachricht sichergestellt. Darüber hinaus kann Alice nicht mehr erfolgreich abstreiten,
die Nachricht signiert zu haben. Der Signaturvorgang ist in Abbildung 2.2 dargestellt.
Gängige kryptographische Hashfunktionen sind z.B. MD5 (128 bit Ausgabe, dokumen-
tiert in [Rive92]) und SHA-1 (160 bit Ausgabe, dokumentiert in [SHA195]). In jüngerer
Zeit wurden allerdings Angriffe auf weit verbreitete Hashfunktionen, insbesondere MD5
[WaYu05], veröffentlicht.
2Wenn dies in beide Richtungen funktioniert, ist es möglich, mit nur einem Schlüsselpaar Nachrichten zu
signieren (vgl. Abschnitt 2.1.2.3) und zu verschlüsseln.
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Abbildung 2.2: Elektronische Signatur [Sorg05]
2.1.2.4 Zertifizierung
Ein verbleibendes Problem des Ansatzes der elektronischen Signatur ist die sichere Her-
stellung der Zuordnung zwischen einer Person bzw. einer Identität und einem öffentlichen
Schlüssel. Damit nicht jeder, der die elektronische Signatur eines Nutzers prüfen will, den
öffentlichen Schlüssel persönlich von diesem Nutzer erhalten muss, wird das Prinzip der
Zertifizierung angewendet. Jeder Nutzer besorgt sich einmalig den öffentlichen Schlüssel ei-
ner vertrauenswürdigen Instanz, der Zertifizierungsstelle (engl. certification authority, CA).
Diese wiederum überprüft die Identität von Nutzern, die sicher kommunizieren wollen,
und stellt diesen ein Zertifikat (ID-Zertifikat, Identitätszertifikat) aus. Das Zertifikat besteht
aus einem öffentlichen Schlüssel, Daten, die diesem Schlüssel zugeordnet werden sollen,
und der Signatur der vorgenannten Werte durch die Zertifizierungsstelle. Mit dem öffentli-
chen Schlüssel der CA kann jedes von ihr ausgestellte Zertifikat überprüft werden. Statt nur
einer Zertifizierungsstelle können auch mehrere (nebeneinander oder in einer Hierarchie)
bestehen.
Die Infrastruktur, die zum Management von Identitätszertifikaten benötigt wird und die
Authentifizierung der Bindung eines öffentlichen Schlüssels an eine Identität ermöglicht,




Im Rahmen der vorliegenden Arbeit werden selbstorganisierende Empfehlungssysteme be-
trachtet. In Anlehnung an [PrBe05] wird dabei die folgende Definition der Selbstorganisati-
on zugrunde gelegt:
Definition 1. Ein System aus mehreren Komponenten ist selbstorganisierend, wenn
• eine lokale Interaktion zwischen Komponenten des Systems besteht,
• sich durch diese Interaktion ein emergentes Verhalten des Systems ergibt, also auf
der Makroebene eine Funktionalität entsteht, die die einzelnen Komponenten für sich
genommen nicht zur Verfügung stellen,
• sich das System an Änderungen in der Umgebung anpassen kann und
• diese Eigenschaften nicht durch Eingriffe von außerhalb des Systems entstehen.
Die vorliegende Arbeit befasst sich dabei ausschließlich mit einem verteilten, selbstorga-
nisierenden System, das ohne zentrale Komponenten auskommt und keiner einheitlichen
Verwaltung oder Kontrolle unterliegt.
2.1.4 Overlay-Netze
Mit dem Begriff Overlay-Netz soll in dieser Arbeit – der Definition aus [CGBD+05] folgend –
ein logisches Kommunikationsnetz bezeichnet werden, das auf einem oder mehreren beste-
henden Netzen (den Underlays) aufsetzt, um die Heterogenität dieser Netze zu verstecken,
zusätzliche Dienste zu ermöglichen oder eine hohe Adaptivität oder Konfigurierbarkeit zu
erreichen. So kann beispielsweise eine zusätzliche Adressierung hinzugefügt werden, wie
dies bei Peer-to-Peer-Overlay-Netzen oft der Fall ist.
2.1.5 Peer-to-Peer
Grundidee von Peer-to-Peer-Systemen ist die gleichberechtigte Kommunikation zwischen
Knoten – ohne herausgehobene Rolle einzelner Kommunikationspartner. Peer-to-Peer-
Systeme sind kein neues Konzept – grundsätzlich waren im Internet von seiner Entstehung
an die beteiligten Endsysteme gleichberechtigt.
Routing-Protokolle (wie OSPF [Moy98]) können als prominentestes Beispiel für den Ein-
satz des Peer-to-Peer-Prinzips genannt werden genannt werden; doch auch auf Anwen-
dungsschicht existieren schon seit langer Zeit Protokolle, bei denen die beteiligten Knoten
gleichberechtigt sind – beispielsweise für den Austausch von Nachrichten, die in den Dis-
kussionsforen des Usenet veröffentlicht werden [RFC1036]. In diesem Fall sind die gleich-
berechtigten Knoten allerdings nicht jeweils nur einem Nutzer zugeordnet, sondern bieten
ihrerseits in der Regel einen Dienst für viele Nutzer an.
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Dennoch ist für viele Anwendungsbereiche das Client/Server-Modell vorherrschend.
Hier wird zwischen einem Dienstgeber (Server) und einem Dienstnehmer (Client) diffe-
renziert, die unterschiedliche Aufgaben wahrnehmen. Als Beispiel kann der Abruf einer
Website dienen: Der Web-Browser als Clientanwendung sendet eine Anfrage an den Server,
der die Website daraufhin ausliefert. Dazu wird das HTTP-Protokoll [RFC2616] verwendet,
in dem die Rollen von Dienstnehmer und Dienstgeber klar unterschieden werden.
Bei Peer-to-Peer-Systemen kann grundsätzlich jeder Teilnehmer beide Rollen einnehmen.
Zwar gibt es Peer-to-Peer-Systeme, in denen für bestimmte Aufgaben (wie das Bereithal-
ten eines Index oder Aufgaben der Authentifizierung und ggf. Abrechnung) ein zentraler
Ansatz gewählt wird; in der vorliegenden Arbeit soll aber von sogenannten reinen Peer-
to-Peer-Systemen ausgegangen werden. Es wird also auf jegliche zentrale Komponenten
verzichtet.
In Anlehnung an [StWe04]3 werden (reine) Peer-to-Peer-Systeme wie folgt definiert:
Definition 2. Ein Peer-to-Peer-System ist ein selbstorganisierendes System, dessen Kompo-
nenten gleichberechtigte und autonome Einheiten sind, die einander Ressourcen zur Verfü-
gung stellen und die nicht auf zentrale Dienste zurückgreifen.
Als Ressourcen kommen dabei beispielsweise Rechenleistung oder Speicherplatz in Fra-
ge.
Die in der vorliegenden Arbeit betrachteten Peer-to-Peer-Systeme lassen sich unterglie-
dern in ein Overlay-Netz und eine darauf aufbauende Anwendung, die ihrerseits wiederum
in mehrere Schichten gegliedert sein kann. Diese Modellierung erlaubt es, die Anwendung
soweit wie möglich unabhängig von der Overlay-Implementierung zu gestalten und gege-
benenfalls das verwendete Overlay-Netz auch auszutauschen, ohne dass dabei wesentliche
Änderungen der Anwendung erforderlich werden.
Peer-to-Peer-Systeme lassen sich in zwei Kategorien einteilen: Strukturierte und unstruk-
turierte Systeme [DuGH03].
2.1.5.1 Unstrukturierte Peer-to-Peer-Systeme
Unstrukturierte Systeme zeichnen sich insbesondere dadurch aus, dass ein teilnehmen-
der Knoten kein Wissen darüber hat, wo er welche Ressourcen im Netz auffinden kann
[DuGH03]. Dies führt zu einer ineffizienten Suche nach Ressourcen, andererseits aber auch
einer hohen Robustheit. Typischer Vertreter dieser Klasse von Peer-to-Peer-Systemen ist
Gnutella [Ripe01].




Bei strukturierten Systemen hilft lokales Wissen einem Knoten bei der Suche nach Ressour-
cen [DuGH03]; beispielsweise weiß er, an welchen Knoten er eine Anfrage senden muss, um
möglichst schnell eine bestimmte Ressource zu erreichen. Dies ermöglicht eine effizientere
Suche, erfordert jedoch auch Aufwand, um die lokale Information aktuell zu halten.
Als konkretes Beispiel soll das Chord-Protokoll [SMKK+01] dienen. Das Verfahren ba-
siert auf einer verteilten Hashtabelle (Distributed Hashtable, DHT): Auf den Identifikator
(beispielsweise die IP-Adresse) eines jeden Knoten wird eine Hashfunktion angewendet;
so ergibt sich sein Chord-Identifikator – ein Zahlenwert, der als Adresse des Knotens im
Overlay-Netz fungiert. Einer Ressource, die im Netz vorhanden ist, wird ebenfalls ein Iden-
tifikator (beispielsweise ein Dateiname) zugeordnet. Dieser Identifikator heißt auch Schlüs-
sel. Auf den Identifikator wird die gleiche Hash-Funktion angewendet wie auf den Iden-
tifikator eines Knoten. So ergibt sich, wo in der DHT die Ressource aufgefunden werden
soll: Ein Knoten ist dann für einen Bereich der DHT zuständig, der in der Nähe des eigenen
Identifikators liegt.
Im Fall von Chord lässt sich die DHT als Ring darstellen. Der Umfang des Rings ent-
spricht dabei der Anzahl möglicher Ausgabewerte der verwendeten Hash-Funktion. Ein
Knoten ist zuständig für alle Ressourcen, die im Ring (bei Durchqueren im Uhrzeigersinn)
zwischen dem Chord-Identifikator seines Vorgängers im Ring und seinem eigenen liegen.
Jeder Knoten kennt nun, neben der Adresse seines Vorgängers, O(log N) (N Anzahl der
Netzteilnehmer) weitere Knoten im Netz; er kennt also zu einer bestimmten Position im
Ring jeweils die IP-Adresse des Knotens, dessen Chord-Identifikator dieser Position ent-
spricht. Die Datenstruktur, in der diese Zuordnung abgelegt ist, heißt finger table. Der Kno-
ten kennt dabei viele Knoten in seiner näherem Umgebung auf dem Chord-Ring und we-
nige in weiter entfernten Regionen des Rings. Insbesondere ist in der finger table die IP-
Adresse des direkten Nachfolgerknotens enthalten. Die Knoten, die in der finger table ent-
halten sind, können auch als Nachbarn bezeichnet werden. Die Speicherung von O(log N)
Knoten in der finger table führt dazu, dass auch beim Routen einer Nachricht zum Zielkno-
ten im Chord-Ring im Durchschnitt O(log N) Schritte (Hops) benötigt werden.
Abbildung 2.3 zeigt ein vereinfachtes Beispiel des Auffindens einer Ressource: Knoten 11
kennt die Knoten, die für die Ressourcen 12, 13, 18, 15 und 3 zuständig sind.4 Er möchte nun
auf die Ressource Nummer 1 zugreifen und kontaktiert deshalb den ihm bekannten Knoten
mit dem größten Chord-Identifikator, der kleiner ist als 1 (im vorliegenden Fall modulo 20
gerechnet, da der Chord-Ring einen Umfang von 20 hat). Es handelt sich hier um Knoten
18 (Abbildung 2.3 a). Die finger table von Knoten 18 hat die Einträge 19, 0, 2, 5 und 10.
Der nächste betrachtete Knoten ist nun Knoten 0, da dieser den größten Chord-Identifikator
4Zur Vereinfachung wurde in der Grafik angenommen, dass zu jeder adressierbaren Ressource tatsächlich
genau ein Knoten gehört. Dies ist in einem echten Chord-Netz nicht realistisch.
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(a) (b) (c)
Abbildung 2.3: Auffinden einer Ressource mit Chord
der Knoten aus der finger table von Knoten 18 hat, der kleiner ist als 1 (Abbildung 2.3 b).
Im Fall von iterativen Lookup-Operationen gibt Knoten 18 diese Information an Knoten 11
weiter, der dann Knoten 0 kontaktiert; bei rekursivem Lookup leitet Knoten 18 die Anfrage
von Knoten 11 selbst an Knoten 0 weiter. Dieser wiederum kennt direkt den gewünschten
Zielknoten (Abbildung 2.3 c).
Das Chord-Protokoll [SMKK+01] selbst spezifiziert keine Möglichkeit zur Speicherung
von Daten, sondern lediglich das Routing zu einem zuständigen Knoten. Wird ein auf
Chord basierendes Peer-to-Peer-System zur Speicherung von Dokumenten oder anderen
Daten eingesetzt, ist also eine Ergänzung der Spezifikation erforderlich. Im einfachen Fall
wird ein Dokument stets auf dem Knoten gespeichert, der nach dem Chord-Protokoll für
den jeweiligen Schlüssel zuständig ist. Bei Ausfall dieses Knotens oder falls er das Netz
regulär verlässt, ist dies alleine jedoch nicht ausreichend.
In [DBKK+01] wird eine einfache Ergänzung des Protokolls, das DHASH-System, vor-
geschlagen: Ein eingefügtes Dokument wird nicht nur auf einem Nachfolgerknoten der
Chord-ID des Inhalts, sondern auf den r folgenden Knoten gespeichert. Auf diese Wei-
se wird die Zuverlässigkeit der Speicherung erhöht. Zudem ist die Übertragung von Do-
kumenten auf neu hinzukommende Knoten vorgesehen. [DBKK+01] spezifiziert weiterhin
einen Cache-Mechanismus zur Erhöhung der Zugriffsgeschwindigkeiten im System. Wird
ein Schlüssel über mehrere Hops hinweg gesucht, wird das zugehörige Dokument im An-
schluss auf jedem Knoten auf dem Pfad gespeichert. Dies führt zu einer Verteilung insbe-
sondere besonders häufig nachgefragter Dokumente.
2.1.6 Betrachtete Systembestandteile




• Ein Nutzer ist eine natürliche Person, die mit dem Empfehlungssystem interagiert.
• Ein Knoten ist die einem einzelnen Nutzer zugeordnete Systemkomponente. Das Peer-
to-Peer-System besteht aus vielen solcher Knoten.
Nutzer und Knoten gemeinsam werden als Teilnehmer des Systems bezeichnet.
2.1.7 Angriffe auf Peer-to-Peer-Systeme
In der Literatur ist eine Reihe von Angriffen auf Peer-to-Peer-Systeme beschrieben, die es
auch in der vorliegenden Arbeit zu berücksichtigen gilt. Als bekanntester Angriff ist der
Sybil-Angriff zu nennen. Hierbei tritt ein Angreifer unter mehr als einer Identität im Netz
auf. Verlässt sich ein Protokoll darauf, dass nur eine kleine Anzahl bösartiger Knoten am
Netz teilnimmt, kann der Angriff die Funktionalität erheblich beeinträchtigen. In [Douc02]
wird gezeigt, dass eine ausschließlich auf dezentralen Mechanismen basierende Abwehr
des Sybil-Angriffs unter realistischen Annahmen nicht möglich ist. Es bestehen aber zwei
Möglichkeiten, dennoch Abhilfe zu schaffen.
• Zum einen kann das Problem durch Verwendung einer zentralen Instanz gelöst
werden. Denkbar sind beispielsweise die zentralisierte Vergabe der IDs [Wall03],
[FrRe01] oder der Rückgriff auf ohnehin vorhandene – durch zentrale Stellen verge-
bene – externe Identifikatoren, wie beispielsweise digitale Zertifikate.
• Zum anderen kann der Sybil-Angriff durch dezentral funktionierende Mechanismen
zwar nicht verhindert, aber doch erschwert werden. Denkbar ist die Verwendung so-
genannter Crypto Puzzles, bei der ein beitretender Knoten beweisen muss, eine Re-
chenaufgabe gelöst zu haben (vgl. dazu Abschnitt 5.5.2.3, in dem diese Idee erneut
aufgegriffen wird), oder der in [DiHa06] vorgeschlagene Prozess der „Selbstregistrie-
rung“, der auf die IP-Adressen der Knoten zurückgreift und eine Überprüfung der so
erlangten ID durch andere Teilnehmer des Netzes vorsieht.
Es ist davon auszugehen, dass die vorgestellten Lösungsansätze hinreichend sind, um den
Sybil-Angriff für die Einnahme einer großen Anzahl an Identitäten zumindest so teuer zu
gestalten, dass er sich für den Zweck der Manipulation eines Empfehlungssystems nicht
lohnt. Als besondere Anforderung an das Verfahren zur Vergabe der Identitäten ist jedoch
zu erwähnen, dass langlebige Identitäten erforderlich sind. Haben die Teilnehmer an dem
Netz dynamisch zugewiesene IP-Adressen, kann der in [SMKK+01] beschriebene Mecha-
nismus, die Knoten-ID als Hash-Wert der IP-Adresse zu ermitteln, diese nicht sicherstellen.
Die anderen, oben erwähnten Verfahren haben dieses Problem jedoch nicht.
Er bleibt jedoch eine Reihe weiterer möglicher Angriffe gegen Overlay-Netze, die an die-
ser Stelle betrachtet werden müssen. Im Bereich des Routing sind zu nennen:
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• der Eclipse-Angriff. Hierbei werden Knoten geschickt so im Netz positioniert, dass
sie die durch Verzicht auf das Weiterleiten von Nachrichten bestimmte andere Knoten
von der Kommunikation abschneiden können. Bei Chord ist durch seine strukturellen
Eigenschaften – insbesondere die Tatsache, dass jeder Knoten sowohl Knoten in sei-
ner unmittelbaren Umgebung als auch in weit entfernten Bereichen des Chord-Rings
kennt – dieser Angriff jedoch sehr aufwendig [SCDR04].
• der Churn-Angriff, bei dem zahlreiche Knoten in rascher Folge dem Netz beitreten
und es wieder verlassen. Da beim Chord-Protokoll für Beitritt und Austritt eines Kno-
tens jeweils O((log N)2) Nachrichten ausgetauscht werden müssen [SMKK+01], stellt
dies eine höhere Netzbelastung dar als einfache Lookup-Operationen. Auch dieser
Angriff erfordert jedoch die Kontrolle über zahlreiche Knoten. Der Umgang mit Churn
ist nicht Gegenstand der vorliegenden Arbeit; für eine ausführliche Betrachtung der
Thematik sei auf [RGRK04] verwiesen.
• die Rückgabe falscher Routing-Information. Auf diese Weise kann ein Angreifer die
weitere Kommunikation eines Nutzers auf andere bösartige Knoten beschränken;
das setzt voraus, dass der Angreifer von seinem Opfer überhaupt nach Routing-
Informationen gefragt wird. Eine Diskussion dieses Angriffs und Maßnahmen zu sei-
ner Verhinderung finden sich in [CDGR+02].
2.2 Grundlagen von Empfehlungssystemen
Empfehlungssysteme haben die Aufgabe,
• einem Nutzer Objekte zu empfehlen, die für ihn interessant sein könnten. Oft, aber
nicht immer, sind dies Produkte, die der Nutzer erwerben kann.
• eine personalisierte Empfehlung von Objekten zu erstellen. Hierbei wird versucht,
die Bewertung vorherzusagen, die der Nutzer dem Objekt geben würde, falls er es
nach Benutzung selbst bewerten müsste. Diese Funktionalität wird benötigt, wenn
ein Nutzer ein bestimmtes Objekt bereits in Erwägung zieht und wissen möchte, ob es
für ihn geeignet wäre.
Im Rahmen der vorliegenden Arbeit ist die Eingabe des Empfehlungssystems eine Menge
von Bewertungen, die Ausgabe eine Empfehlung.
Definition 3. Eine Bewertung ist die subjektive Einschätzung eines Objekts durch einen Nut-
zer. Die Ausgabe des Empfehlungssystems wird als Empfehlung bezeichnet.




• Inhaltsbasierte Verfahren basieren darauf, dass ein Nutzer eine Beschreibung des ge-
wünschten Objekts eingibt und das System diese mit Beschreibungen anderer Objekte
vergleicht. Objekte mit ähnlichen Beschreibungen werden dem Nutzer als Empfeh-
lungen präsentiert.
• Demographische Verfahren basieren auf demographischen Angaben. Ein Objekt wird
dann empfohlen, wenn es von Nutzern des gleichen Geschlechts, ähnlichen Alters
etc. benutzt wurde.
• Bei Kollaborativem Filtern werden Empfehlungen für einen Nutzer auf Basis der Be-
wertungen, die andere Nutzer über Objekte abgegeben haben, oder auf Basis des Nut-
zungsverhaltens anderer Nutzer erstellt.
Im Rahmen der vorliegenden Arbeit wird der Ansatz des Kollaborativen Filterns ver-
folgt. Dies liegt in den vielfältigen Vorteilen dieses Ansatzes begründet: So werden keine
demographischen Angaben der Nutzer und keine (Meta-)Informationen über die zu emp-
fehlenden Objekte benötigt. Auch kann Kollaboratives Filtern auf beliebige Objekte an-
gewandt werden; es wird nicht gefordert, dass Objekte beispielsweise einem paarweisen
Vergleich oder einer Beschreibung anhand gewisser Eigenschaften zugänglich sind. Ver-
fahren, die den Ansatz des Kollaborativen Filterns umsetzen, bauen beispielsweise auf der
Ähnlichkeit zwischen Nutzern auf; einem Nutzer werden dann diejenigen Objekte emp-
fohlen, die von ähnlichen Nutzern eine positive Bewertung erhalten haben. Essentiell für
die Funktionalität eines solchen Systems ist daher das verwendete Ähnlichkeitsmaß. In
der Literatur wird beispielsweise der Korrelationskoeffizient nach Pearson herangezogen
[KMMH+97, O’He99, SKKR00]; ebenfalls häufig verwendet wird der Cosinus des Winkels
zwischen den – als Vektoren interpretierten – Nutzerprofilen [CoFa00,SKKR00]. Beide Maße
stammen aus dem Gebiet des Information Retrieval, das mit dem der Empfehlungssysteme
eng verwandt ist [BeCr92].
Grundlage eines Empfehlungssystems, das auf Kollaborativem Filtern beruht, ist eine
Matrix ähnlich derjenigen, die in Abbildung 2.4 dargestellt ist: Eine Menge N von Nutzern
gibt Bewertungen über eine Menge O von Objekten ab (statt Bewertungen sind auch reine
Benutzungsvorgänge denkbar). Die Menge der Bewertungen zu einem Objekt o heißt nun
Bo. Als Empfehlung ausgegeben wird
• für ein gegebenes Tupel (n, o) mit n ∈ N, o ∈ O: Die Vorhersage b∗(n, o) der Bewer-
tung des Objekts o durch den Nutzer n.
• für einen Nutzer n: Die Menge E(n) ⊆ O diesem Nutzer empfohlener Objekte.
Von Empfehlungssystemen zu unterscheiden sind Reputationssysteme, die der Einschät-
zung der Vertrauenswürdigkeit von Nutzern dienen; dort wird für jeden Nutzer n eine Men-
ge Bn Bewertungen von Bewertungen herangezogen.
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Objekt
Bewertung für…
Alice - 3 4 - - - 2
Bob 5 3 4 - - - -
Claus 1 5 3 - 4 3 1
Doris - - 1 - - 3 1
Eva - - - 1 - - -










































In einem verteilten Empfehlungssystem stellt sich nun die Frage, wie die Speicherung der
Daten organisiert werden soll; in der Folge ergibt sich auch, welche Empfehlungsalgorith-
men in Frage kommen.
Die dafür verwendbaren Ansätze lassen sich grundsätzlich in zwei Klassen einteilen.
Die erste Klasse beinhaltet nutzerbasierte Ansätze. Dies bedeutet, dass Bewertungen ei-
nes Nutzers gemeinsam gespeichert werden und dem Empfehlungsalgorithmus somit ge-
meinsam zur Verfügung gestellt werden können. In Abbildung 2.4 bedeutet dies, dass die
Matrix zeilenweise gespeichert wird. Dies kann sowohl in einem strukturierten Peer-to-
Peer-System als auch in einem unstrukturierten System geschehen. Der Ansatz eignet sich
somit grundsätzlich auch für die Verwendung in Umgebungen mit unzuverlässigen Kom-
munikationsverbindungen, denn statt sich auf die Eigenschaften eines strukturierten Netzes
zu verlassen, deren Aufrechterhaltung bei unzuverlässigen Kommunikationsverbindungen
sehr aufwendig sein kann, genügt die Möglichkeit, Nachbarn aufzufinden - eine Aufgabe,
die auch beim Wegfall bestimmter Verbindungen noch erfüllt werden kann. Die Empfeh-
lungsqualität kann in diesem Fall jedoch leiden. Nutzerbasierte Ansätze sind bereits in der
Literatur [PSWS05] vorgeschlagen worden. Die grundlegende Idee besteht darin, Algorith-
men anzuwenden, die auch in zentralen Systemen Verwendung finden; hierbei werden dem
Algorithmus aus der gesamten Nutzer-Objekt-Matrix (wie in Abbildung 2.4 dargestellt)
nur einige Zeilen zur Verfügung gestellt – nämlich solche aus der (zu definierenden) Nach-
barschaft des jeweiligen Knotens. Sogar für zentralisierte Empfehlungssysteme ist ähnli-
ches vorgeschlagen worden, um den benötigten Rechenaufwand zu reduzieren [GRGP01].
In der konkreten Implementierung in [PSWS05] wird der Algorithmus des Amazon.com-
Systems [LiSY03] eingesetzt. Für die Nachbarschaft eines Knotens aus Sicht des Empfeh-
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lungssystems werden Peers ausgewählt, die dem suchenden Knoten möglichst ähnlich sind,
die sogenannten taste buddies.
Die zweite Klasse beinhaltet objektbasierte Ansätze. Hier werden Bewertungen eines Ob-
jekts gemeinsam gespeichert, also die Spalten der Matrix aus Abbildung 2.4. Benötigt wird
nun ein Weg, gezielt auf Daten über ein bestimmtes Objekt zugreifen zu können – die Be-
trachtung lediglich der Objekte, die beispielsweise auf benachbarten Knoten eines Nutzers
verwaltet werden, reicht nicht aus. Die Möglichkeit, auf einem strukturierten Peer-to-Peer-
System aufzubauen, schafft die notwendigen Voraussetzungen. In [MiKR04] werden ver-
schiedene mögliche Architekturen vorgeschlagen, die für ein Empfehlungssystem benötig-
ten Daten unter Verwendung einer DHT – konkret wird Chord [SMKK+01] herangezogen –
zu speichern. Ähnlich zu einer dieser Architekturen wird in [WPLR06] ein System vorge-
stellt und evaluiert, das Musikempfehlungen auf Basis von Daten generiert, die in einem
strukturierten Peer-to-Peer-System – auf das in [WPLR06] jedoch nicht eingegangen wird –
abgelegt sind.
Problem dieses Ansatzes ist die mangelnde Skalierbarkeit in der Größe der Nutzerpro-
file – dementsprechend findet sich auch nur in [WPLR06] eine simulative Evaluierung, die
dazu noch auf eine kleine Knotenzahl beschränkt ist. Da der Ansatz aber im Gegensatz zu
nutzerbasierten Verfahren grundsätzlich ermöglicht, zu jedem im System bekannten Objekt
Informationen – insbesondere Bewertungen – aufzufinden, soll in der weiteren Betrachtung
ein grundlegendes Verfahren ähnlich dem in [WPLR06] verwendet werden. Es soll aber in
seiner Skalierbarkeit, seinen Sicherheits- und Datenschutzeigenschaften erheblich verbes-
sert werden. Ansätze zur Verbesserung der Skalierbarkeit sind in [Jäge06] beschrieben. Zur
Erfüllung der gestellten Anforderungen reichen sie jedoch nicht aus.
2.2.1 Aufgaben und Anwendungsfälle
Um die gewünschte Funktionalität eines Empfehlungssystems zu erreichen, lassen sich
zwei grundlegende Aufgabenstellungen identifizieren (vgl. dazu auch [HKTR04]).
• Zum einen sollen dem Nutzer zu einem Objekt, das er bereits kennt, Bewertungen an-
gezeigt werden können. Neben der Möglichkeit, auf einzelne Bewertungen zugreifen
zu können, soll auch eine Aggregation möglich sein. Diese Aggregation dient letztlich
dazu, die Bewertung vorherzusagen, die der Nutzer einem Objekt selbst geben würde,
und kann so eine Kaufentscheidung erleichtern. Einzelne Bewertungen sollten dabei
als Dokumente in einem Peer-to-Peer-System gespeichert und eine Suche durch den
Nutzer ermöglicht werden.
• Zum anderen soll der Nutzer aber auch auf Objekte aufmerksam gemacht werden, die
er noch nicht kennt. Diese Aufgabe, die auch als „Finden relevanter Objekte“ bezeich-
net wird, kann als Kernaufgabe eines Empfehlungssystems betrachtet werden.
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2.2.2 Identifikation bewerteter Objekte
Um ein Objekt in einer DHT so speichern zu können, dass es effizient wieder aufgefunden
werden kann, ist eine Identifikation dieses Objekts nötig. Die Existenz eines solchen Identi-
fikators ist aber nicht selbstverständlich.
Für zahlreiche Produktklassen sind Identifikationsschemata jedoch bereits gebräuchlich;
zu nennen sind beispielsweise
• ISBN (International Standard Book Number [Inte05]) für Bücher.
• ISRC (International Standard Recording Code [Inte01]) für Musikaufnahmen.
• GTIN (Global Trade Item Number) in verschiedenen Varianten für alle Arten von Han-
delswaren.
• DOI (Digital Object Identifier [Inte06]) für digitale Objekte und Objekte, zu denen In-
formationen im Internet abrufbar sind.
Trotz der Existenz dieser Schemata bleiben Probleme bei der Identifikation empfohlener
Objekte:
• Die parallele Verwendung mehrerer Identifikationsschemata kann dazu führen, dass
ein Objekt auf verschiedene IDs abgebildet wird. Diesem Problem kann begegnet wer-
den, indem eine Rangfolge bevorzugter Identifikationsschemata definiert wird.
• Auch innerhalb eines Identifikationsschemas kann ein Objekt mehrere IDs haben.
• Verschiedene Versionen eines Objekts, die von den Nutzern als gleichwertig wahrge-
nommen werden, haben dennoch verschiedene IDs.
Begegnet werden kann diesen Problemen, indem in Dokumenten, die auf bestimmte Ob-
jekte Bezug nehmen, auf andere Identifikatoren des gleichen Objekts sowie auf verwandte
Objekte hingewiesen wird. Das Durchsuchen des Netzes nach Stichwörtern [ReVa03] könn-
te für Nutzer weiterhin hilfreich sein, um ein bestimmtes Objekt zu identifizieren; dies wird
jedoch im Rahmen dieser Arbeit nicht betrachtet. Ebenfalls außer Betracht bleibt die Bewer-
tung von Personen bzw. anderen Nutzern des Systems; dies ist die Aufgabe von Reputati-
onssytemen.
2.3 Ökonomischer Hintergrund: Eine Einführung
Empfehlungssysteme kommen in der Praxis meist dann zum Einsatz, wenn eine Entschei-
dung über den Kauf von Produkten an einem Markt gefällt werden muss; daher soll an
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dieser Stelle ein kurzer Überblick der ökonomischen Sichtweise auf Empfehlungen gegeben
werden.
Ein Markt ist ein Ort, an dem Angebot und Nachfrage zusammentreffen [BeKi99, S. 34];
er dient dem Austausch von Gütern, also Waren und Dienstleistungen. Nahezu alle materi-
ellen Bedürfnisse können auf Märkten gedeckt werden. In einem einfachen Modell der Ent-
scheidungsfindung eines am Markt agierenden Nachfragers hat dieser eine ihm bekannte
Nutzenfunktion sowie beschränkte (finanzielle) Ressourcen. Am Markt gibt es eine Vielzahl
an Anbietern, die ihm verschiedene Güter zu unterschiedlichen Preisen anbieten.
Der Nachfrager wird nun seine Ressourcen so einsetzen, dass der Nutzen maximiert wird,
der ihm aus seinem Agieren am Markt entsteht. Diese Maximierung ist ihm jedoch nur
möglich, wenn ihm hinreichende Informationen zur Verfügung stehen – was in der Regel
nicht der Fall ist. Zu den benötigten Informationen zählen
• alle Eigenschaften der gehandelten Güter – dies betrifft auch ihre Qualität und die Be-
nutzbarkeit für verschiedene Einsatzzwecke. Bereits Akerlof [Aker70] wies auf Infor-
mationsasymmetrien zwischen Käufer und Verkäufer hin. So ist es dem Käufer in vie-
len Fällen nicht möglich, hinreichende Informationen über das gewünschte Produkt
zu erhalten.
• die Anbieter der Güter und die von diesen Anbietern verlangten Preise inklusive ent-
stehender Transaktionskosten.
• die eigenen Präferenzen, bezogen auf die angebotenen Güter. Anders ausgedrückt:
Der Nachfrager muss zu jedem Produkt wissen, wieviel es zu seinem eigenen Nutzen
beitragen würde, um eine Entscheidung für oder gegen den Kauf dieses Produkts
treffen zu können.
Insgesamt ist also, neben dem eigentlichen Treffen der Kaufentscheidungen, auch die Be-
reitstellung der dafür notwendigen Informationen problematisch. Auch gilt zu beachten,
dass bereits die Suche nach einer optimalen Lösung Ressourcen beansprucht (Suchkosten),
so dass das Finden einer nahezu optimalen Lösung sich im Allgemeinen nicht lohnt.
Es liegt nun nahe, die Optimierungsaufgabe eines Nachfragers auf elektronischem Weg
zu unterstützen. Bereits die Verbreitung von Online-Shops, die mit Hilfe von Suchmaschi-
nen aufgefunden werden können, war ein erster Schritt in diese Richtung. Je mehr Produkt-
informationen über Rechnernetze abrufbar sind, desto leichter wird – zumindest bei geeig-
neter Darstellung dieser Produktinformationen – die Informationsgewinnung. Insbesonde-
re die Information über Anbieter und Preise wird erleichtert; Suchkosten werden durch den
Electronic Commerce somit gesenkt [Bako97]. In einem nächsten Schritt kann die Informa-
tionsgewinnung oder letztlich gar der Kauf beispielsweise an Softwareagenten delegiert
werden, was die Transaktionskosten weiter senken kann.
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Empfehlungen können nun als weitere Unterstützung des Such- und Entscheidungspro-
zesses verstanden werden. Die Bedeutung von Bewertungen anderer Nutzer für den Ent-
scheidungsfindungsprozess wird auch in der ökonomischen Literatur betont. In [AvRZ99]
wird aus diesem Grund beispielsweise sogar das Schaffen eines Marktes für die Bewertun-
gen selbst vorgeschlagen. In der vorliegenden Arbeit wird zwar nicht von einem solchen
Markt ausgegangen; auch ohne einen solchen können aber durchaus zahlreiche Vorteile
durch ein Empfehlungssystem erreicht werden:
• Durch Empfehlungen kann der Nachfrager von der Existenz eines Produkts erfahren.
• Auch können Empfehlungen Informationen über die Eigenschaften eines Produkts
beinhalten.
• Schließlich kann ein Empfehlungssystem sogar helfen, die eigene, zu maximierende
Nutzenfunktion zu bestimmen. So könnte ein Konsument beispielsweise aufgrund
seiner Interessen dahingehend beraten werden, ein bestimmtes Produkt zu kaufen –
auch, wenn ihm dieses Produkt vorher gar nicht bekannt war.
2.4 Fazit
Im vorliegenden Kapitel wurden die Grundlagen aufgezeigt, die für den Entwurf eines de-
zentralen, selbstorganisierenden Empfehlungssystems benötigt werden. Aus Sicht der Te-
lematik sind dies insbesondere die Schichtenmodelle der Telekommunikation, der Einsatz
kryptographischer Verfahren, um sichere Kommunikation zu erzielen, sowie die Erbrin-
gung von Diensten durch Peer-to-Peer-Systeme. Daneben wurden auch die Grundlagen von
Empfehlungssystemen dargestellt sowie einige grundlegende Aspekte von Empfehlungen






In Kapitel 2 wurden die Grundlagen eines dezentralen und selbstorganisierenden
Empfehlungssystems skizziert. Doch abgesehen von der – rein technisch betrachteten –
Funktionalität des Systems müssen an eine Anwendung der Telekommunikation sowohl
aus Nutzersicht als auch aus Sicht des Rechtssystems weitere Anforderungen gestellt
werden. Diese werden im vorliegenden Kapitel erörtert.
3.1 Motivation
Es versteht sich von selbst, dass die Funktionalität eines Empfehlungssystems die Verar-
beitung von Daten erfordert. Zum einen sind dies Daten, die technisch bedingt in einem
Kommunikationssystem grundsätzlich anfallen, wie z.B. die Adressen beteiligter Endsys-
teme. Zum anderen werden Daten verarbeitet, die für die eigentliche Funktionalität des
Empfehlungssystems von Belang sind. Auf den ersten Blick mag diese Datenverarbeitung
unproblematisch erscheinen, da der Sinn des Systems in der Bewertung von Produkten,
nicht von Nutzern besteht. Jedoch kann die Bewertung von Nutzern sich durchaus als hilf-
reich herausstellen, wenn es gilt, eine Einschätzung über die Qualität von Empfehlungen zu
gewinnen. Zudem ist die Information, wie ein Nutzer ein Produkt bewertet hat, nicht allein
eine Information über das Produkt, sondern auch über den Nutzer. Mag dies bei einer ein-
zelnen Bewertung noch unkritisch sein, so kann die Gesamtheit aller Bewertungen, die ein
Nutzer abgegeben oder angefordert hat, doch bereits Rückschlüsse auf diesen Nutzer zu-
lassen, die von diesem möglicherweise nicht gewünscht sind. So können Empfehlungen im
Bereich von Nahrungsmitteln oder pharmazeutischen Produkten Hinweise auf Vorlieben
oder gar Erkrankungen des Nutzers geben. Aber auch scheinbar banale Daten wie Kalen-
derdatum und Uhrzeit, zu der eine Empfehlung erstellt wurde, lassen auf Gewohnheiten
des Empfehlenden schließen.
Ein derartige Möglichkeit zur Verletzung der Privatsphäre eines Nutzers sollte in einem
Empfehlungssystem minimiert werden. Es gilt, eine möglichst gute Funktionalität des Sys-
tems bei gleichzeitigem Schutz seiner Nutzer vor ungewollter oder nicht notwendiger Preis-
gabe ihrer Daten zu erreichen.
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Aus diesem Grund wird im Folgenden analysiert, wie die Anforderungen an den Da-
tenschutz in einem Empfehlungssystem aus Nutzersicht aussehen können. Anschließend
werden Möglichkeiten diskutiert, diese Anforderungen mit Hilfe des Rechts, aber auch mit
technischen Mitteln zu erreichen: Es ist davon auszugehen, dass weder technische noch
juristische Maßnahmen jeweils alleine zur Sicherstellung eines ausreichenden Datenschutz-
niveaus in der Lage sind. Zwar können technische Maßnahmen den sparsamen Umgang
mit personenbezogenen Daten fördern, aber nur schwer den Missbrauch einmal erhobener
Daten verhindern. Das Recht wiederum kann solche Regelungen aufstellen, bedarf jedoch
der Verwirklichung in einer konkreten technischen Umsetzung.
3.1.1 Anforderungen an den Datenschutz
Datenschutz dient dazu, natürliche Personen in Bezug auf den Umgang mit ihren perso-
nenbezogenen Daten zu schützen. Ausgangspunkt der Betrachtung sollen deshalb weder
die Rechtslage noch technische Schutzmaßnahmen sein. Vielmehr werden zunächst die An-
forderungen der Nutzer an den Datenschutz betrachtet. Empirische Untersuchungen zu
Nutzeranforderungen an den Datenschutz in Empfehlungssystemen liegen noch nicht vor;
jedoch können allgemeine Untersuchungen zu Datenschutzanforderungen herangezogen
werden, um daraus im nächsten Schritt eine Spezialisierung auf Empfehlungssysteme abzu-
leiten. Erst im Anschluss wird dann betrachtet, welche Anforderungen an den Datenschutz
aus Sicht des Rechts zu stellen sind und wie diese einerseits wieder durch gesetzgeberische
Maßnahmen, andererseits durch technische Verfahren erfüllt werden können.
3.1.1.1 Allgemeine Nutzeranforderungen
Verschiedene Studien haben gezeigt, dass Datenschutz von der Bevölkerung im allgemei-
nen und von Nutzern des Internets – mit Schwerpunkt auf dem World Wide Web, was auf
dessen Beliebtheit zurückzuführen ist – im speziellen als wichtig angesehen wird. In einer
Studie von Harris Interactive [Harr01, Q705] antworteten beispielsweise 79,7% der Befrag-
ten (US-Bürger über 18 Jahren), es sei ihnen „sehr wichtig“, die Kontrolle darüber zu ha-
ben, welche Informationen über sie gesammelt werden. In Deutschland wünschen sich nach
einer Umfrage des Freizeit-Forschungsinstituts 53% der Befragten, dass dem Datenschutz
künftig mehr Bedeutung zukommt [Opas01, Teil VI]. Bemerkenswert erscheint, dass die
Bedenken der Internetnutzer in bezug auf Datenschutz mit wachsender Erfahrung zuneh-
men [MiFe01, S. 38]. Dies deutet darauf hin, dass nicht etwa Berührungsängste oder Un-
kenntnis – beispielsweise bezogen auf mögliche Schutzmaßnahmen, Verschlüsselungsme-
chanismen und Datenschutzprotokolle – Ursache dieser Bedenken sind. Vorausgesetzt wird




Doch wann sehen Nutzer die Weitergabe von Daten wirklich als problematisch an? Aus-
gehend von dieser Fragestellung werden in der Literatur verschiedene Einflussfaktoren auf
den Datenschutz diskutiert. Für die Zwecke dieser Arbeit wird auf dieser Grundlage ein
Modell erstellt, in dem die von Nutzern verfolgten Schutzziele in fünf Kategorien (Ebe-
nen) eingeteilt werden. Entsprechend der Ansätze, diese Ziele zu unterstützen, findet sich
ein Teil dieser Kategorien in Gesetzgebung und Rechtsprechung wieder, ein anderer Teil in
technischen Ansätzen zum Datenschutz. Im Einzelnen handelt es sich um
• die Inhaltsebene, in der betrachtet wird, welche Arten von Daten der Nutzer preiszu-
geben bereit ist,
• die Empfängerebene, deren Gegenstand die Auswahl von potentiellen Empfängern der
Daten ist,
• die Identitätsebene, in der es um den Schutz der Identität des Nutzers geht,
• die Zweckebene, in der der Verwendungszweck der Daten betrachtet wird,
• die Kontrollebene, die sich auf die Kontrolle des Nutzers über erhobene Daten bezieht.
Diese Ebenen werden nun näher betrachtet. Dabei gilt jedoch zu beachten, dass die Be-
reitschaft eines Nutzers zur Preisgabe persönlicher Daten nicht lediglich durch eine Ebene
bestimmt wird; stattdessen spielen jeweils mehrere oder alle Ebenen zusammen. Auch spie-
len individuelle Neigungen der Nutzer eine Rolle; diese entziehen sich jedoch dem Einfluss
des Systemgestalters und werden deshalb an dieser Stelle nicht näher betrachtet.
Inhaltsebene Hier gilt es, über Art und Umfang preiszugebender Daten zu entscheiden.
Offensichtlich werden nicht alle Daten als gleich sensibel empfunden. So gaben in einer Um-
frage (s. [AcCR99, S. 3]; basierend auf [CrRA99, Anhang, Frage 12]), 82% der (überwiegend
amerikanischen) Befragten an, die Preisgabe ihrer bevorzugten Fernsehsendung gegenüber
einer Website üblicherweise oder immer als unproblematisch zu empfinden; bei der Postan-
schrift galt dies nur für 44%, bei medizinischen Informationen für 18% und bei der – in den
USA besonders sensiblen – Sozialversicherungsnummer nur noch für 1%.
Empfängerebene Die Bereitschaft, personenbezogene Daten preiszugeben, hängt auch
vom Gegenüber ab. Eine mögliche Ursache hierfür ist die wahrgenommene Zuverlässig-
keit des Empfängers im Umgang mit den Daten. So gaben in der bereits zitierten Umfrage
des Freizeit-Forschungsinstituts [Opas01, Teil VI] 52% der Befragten an, Banken für „absolut
zuverlässig“ im Umgang mit privaten Daten zu halten, während dies für Internetanbieter1
und Versandhändler nur noch 10% annahmen.
1Dieser unscharfe Begriff wurde laut [Opas01, Teil VI] in der Umfrage verwendet.
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Innerhalb der Empfängerebene gilt zu differenzieren, wie die Nutzer den Empfängerkreis
einschränken wollen:
• Sollen Daten nur gegenüber einem genau bestimmten Empfängerkreis offenbart und
ihre nicht autorisierte Weitergabe verhindert werden?
• Soll lediglich ganz allgemein verhindert werden, dass „zu viele“ Empfänger Daten
über den Betroffenen erhalten?
• Will der Betroffene nur verhindern, dass ein einzelner Empfänger zu viele Daten über
ihn kennt? Dies ist durchaus vorstellbar, da oft erst eine hinreichend große Datenmen-
ge das Erschließen Informationen über eine Person erlaubt.
Inwieweit diese Unterscheidung in der Praxis eine Rolle spielt, ist bislang empirisch nicht
untersucht; diese Fragestellung könnte für zukünftige Forschungsarbeiten aber von Rele-
vanz sein.
Neben der Frage nach dem Empfängerkreis spielt auch die Datensicherheit in der Emp-
fängerebene eine Rolle, wenn die unbeabsichtigte Preisgabe von Informationen berücksich-
tigt werden soll (vgl. dazu [PaJø04, S. 7]).
Identitätsebene In der Identitätsebene wird betrachtet, ob Daten einem bestimmten Nut-
zer zugeordnet werden können – umgekehrt stellt sich für den Nutzer die Frage, ob er seine
Identität preisgibt. Somit entscheidet sich, ob preisgegebene Daten Personenbezug haben.
Doch kann keine binäre Unterscheidung (Bekanntgabe oder Geheimhaltung der Identität)
getroffen werden. So wird beispielsweise in [ReRu98, S. 69] eine Skala eingeführt, die sich
an der Wahrscheinlichkeit orientiert, mit der Aussagen über die Identität einer Person (dort
spezifisch als Teilnehmer eines Kommunikationsvorgangs) zu treffen sind. Neben die Frage,
ob die Identität preisgegeben wird, kann die Frage treten, mit welcher Identität der Nutzer
auftritt. So kann eine Person unter einer Vielzahl verschiedener Pseudonyme agieren. Die
Verwendung eines Pseudonyms bedeutet jedoch nicht notwendigerweise die Lösung aller
Datenschutzprobleme. So können Pseudonyme langlebig und für ihren Träger sehr wert-
voll sein – man betrachte nur die Pseudonyme, unter denen ein Verkäufer bei eBay auftritt
und die im dort verwendeten Reputationssystem [ReZe02] zugrunde gelegt werden. Auch
besteht die Gefahr, dass verschiedene Identitäten einer Person zusammengeführt werden
können.
Als ein Beispiel, wie dieses Problem von Nutzern des Internet gesehen wird, kann der
Umgang mit Cookies dienen: Diese können dazu eingesetzt werden, die sonst oft nur kurz-
lebigen Identitäten der Nutzer einer Website durch Vergabe eines eindeutigen, auf Client-
Seite gespeicherten Identifikators zu einer langlebigen Identität zu verknüpfen. Eine Um-
frage [AcCR99, S. 5], [CrRA99, Anhang, Frage 18] ergab, dass 52% der Web-Nutzer die Ver-
wendung von Cookies als problematisch ansehen; ein Ergebnis, dessen Aussagekraft jedoch
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durch Unkenntnis und falsche Vorstellungen der Nutzer, die von den Autoren der Studie
konstatiert werden, eingeschränkt wird. Die Frage nach einem persistenten Identifikator
wurde in der gleichen Umfrage ohne Verwendung des Begriffs „Cookie“ erneut gestellt; nun
waren zunächst 78% mit einem solchen Identifikator einverstanden. Es zeigt sich jedoch die
Interdependenz mit Zweck- und Empfängerebene: Die Verwendung des Identifikators für
personalisierte Werbung fand noch die Zustimmung von 60% der Befragten. Sollte die lang-
lebige Identität zum Zweck personalisierter Werbung gegenüber vielen Websites verwendet
werden, stimmten nur noch 44% zu.
Auch zeigt sich – wenig überraschend –, dass Nutzer eher bereit sind, Informationen
preiszugeben, wenn diese nicht mit ihrem Namen verknüpft sind: So wurden amerikani-
sche Internetnutzer nach ihrer Bereitschaft gefragt, für personalisierte Dienste ihre Postleit-
zahl anzugeben und einige Fragen zu ihren Interessen zu beantworten. 83,5% waren dazu
„definitiv“ oder „wahrscheinlich“ bereit. Diese Zahl sank auf 49,5%, wenn zusätzlich der
Name angegeben werden sollte. [CrRA99, Anhang, Fragen 3 und 4].
Die Wahrnehmung der Bedeutung der Identitätsebene deckt sich mit den Bemühungen
der Forschung, Datenschutz in Rechnernetzen zu gewährleisten – diese setzen zu einem
großen Teil auf der Identitätsebene an (vgl. Abschnitt 3.3). Auch in der vorliegenden Ar-
beit liegt der Schwerpunkt der datenschutzgerechten Umsetzung eines Empfehlungssys-
tems auf der Identitätsebene.
Zweckebene Die Zweckebene betrifft den Verwendungszweck der Daten, zu dem diese
offenbart werden. Wünscht der Nutzer die Beschränkung der Verwendung der Daten auf
einen bestimmten Zweck? Gibt er sie nur preis, wenn er davon ausgehen kann, dass es
bei der Verwendung zu diesem Zweck bleibt? Wie sonst soll er sich vor missbräuchlicher
Verwendung schützen?
Es zeigt sich, dass Internetnutzer die Zweckbindung sehr ernst nehmen. 97,3% der befrag-
ten Internetnutzer [CrRA99, Anhang, Frage 20]2 bezeichneten den beabsichtigten Verwen-
dungszweck als wichtiges oder sehr wichtiges Kriterium bei der Bewertung einer Privacy
Policy. Dies deckt sich mit dem Ergebnis einer anderen Umfrage [KrLG02, S. 115,Q 211]:
Demnach betrachten 53% die Möglichkeit, ihre Daten könnten außerhalb der Transaktion,
für die sie gedacht waren, verwendet werden, mit „großer Sorge“ (im Original: „a major
concern“) und weitere 42% mit „Sorge“ („a minor concern“). Lediglich 5% sahen hier über-
haupt kein Problem.
Kontrollebene Die letzte betrachtete Ebene ist die Kontrollebene. Wie beeinflusst einen
Nutzer die Kontrolle, die er über preisgegebene Daten hat? Zum einen ist dies eine Frage
der Transparenz: Kontrolle kann nur stattfinden, wenn der Nutzer weiß, welche Daten er of-
2In neueren Untersuchungen wurde diese Fragestellung allerdings nicht erneut aufgegriffen.
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fenbart, wo diese gespeichert und wie sie verarbeitet werden. So wünschten sich beispiels-
weise 61,4% der befragten amerikanischen Internetnutzer die Möglichkeit, Formulare auf
Websites auf Anforderung automatisch mit dem Browser bereits bekannten Informationen
auszufüllen – ein Wunsch, der mit sinkender Transparenz der Implementierung zurückging:
Ein Ausfüllen ohne Anforderung, bei dem die Formulardaten erst durch Nutzerinteraktion
versendet werden, wurde nur noch von 50,9% gewünscht; ein automatisches Versenden oh-
ne Eingrifssmöglichkeit, aber mit Information des Nutzers wünschten noch 13,9%, und ein
unbemerktes Versenden von Informationen wurde nur noch von 5,5% der Nutzer begrüßt.
Zum anderen bedeutet Kontrolle aber auch, Einfluss auf Daten nehmen zu können, auch,
wenn diese bereits offenbart wurden – beispielsweise, um fehlerhafte Informationen zu kor-
rigieren oder auch die Löschung von Daten zu veranlassen. Dazu gehört auch der Wunsch
nach Sanktionen, wenn mit Daten nicht in der erwarteten Form umgegangen wird.
In einer Studie [Fox00, S. 11] wünschten beispielsweise 94% der Befragten solche Sank-
tionen, falls der Betreiber einer Website personenbezogene Daten in einer anderen Weise
als angegeben verarbeitet – 11% wünschten Gefängnisstrafen, 26% ein Schließen der betref-
fenden Website und 27% sonstige Strafen gegen den Betreiber. Immerhin 30% wünschten
jedoch lediglich einen Reputationsmechanismus und fordern die Veröffentlichung einer Lis-
te mit betrügerischen Websites. Weitere 2% wünschten keine Bestrafung; weitere Antwort-
möglichkeiten waren nicht vorgesehen.
Die Bedeutung der Kontrollebene wird im Zusammenspiel mit den anderen Ebenen deut-
lich – beispielsweise, wenn die Kontrolle über den Verwendungszweck von Daten betrachtet
wird: Ein Nutzer kann bereit sein, personenbezogene Daten für einen bestimmten Zweck
(wie z.B. die Teilnahme an einem Gewinnspiel) preiszugeben. Doch die Gewissheit, dass
die Daten auch tatsächlich nur für diesen Zweck verwendet werden, erhält der Nutzer nur
durch den Einsatz von Kontrollmechanismen.
Die entwickelte Einordnung der Datenschutzanforderungen in fünf Ebenen wird für den
Entwurf eines datenschutzgerechten Empfehlungssystems erneut aufgegriffen werden.
3.2 Grundlagen des Datenschutzes im deutschen Recht
Die bestehenden Anforderungen der Bevölkerung an den Datenschutz sind kein neues Phä-
nomen. Schon 1890 diskutierten Warren und Brandeis [WaBr90] – bezogen auf amerikani-
sches Recht – ein „right to privacy“, also ein Recht auf Privatsphäre. Die Autoren kommen
in ihren Überlegungen dem heutigen Konzept des Datenschutzes bereits recht nahe.
Nachdem in den 1950er Jahren der Einsatz elektronischer Datenverarbeitung begonnen
hatte, erkannten die deutschen Gesetzgeber, beginnend 1969, die Datenschutzproblematik;
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in Hessen wurde das erste Landesdatenschutzgesetz3 erlassen, und nach langen Debatten
trat das Bundesdatenschutzgesetz 1978 in Kraft (Abel in [Roßn03, Abschnitt 2.7, Rn. 13–17]).
Wesentlich geprägt wurde das deutsche Datenschutzrecht durch das Volkszählungsurteil
des Bundesverfassungsgerichts [Bund83]. In diesem Urteil wurden die verfassungsrechtli-
chen Anforderungen an die Verarbeitung personenbezogener Daten formuliert. Insbesonde-
re leitete das Gericht das informationelle Selbstbestimmungsrecht – also die „Befugnis des Ein-
zelnen, grundsätzlich selbst zu entscheiden, wann und innerhalb welcher Grenzen persön-
liche Lebenssachverhalte offenbart werden“ [Bund83] – aus Artikel 2 Abs. 1 in Verbindung
mit Artikel 1 Abs. 1 Grundgesetz (GG) ab. Mit dieser Formulierung knüpft das Bundesver-
fassungsgericht an Westins Definition des Begriffs „Privacy“ aus dem Jahre 1967 an („Priva-
cy is the claim of individuals, groups, or institutions to determine for themselves when, how,
and to what extent information about them is communicated to others“ [West67, S. 7]). Das
informationelle Selbstbestimmungsrecht ist jedoch nicht schrankenlos gewährleistet; dies
ergibt sich schon aus der Einbindung des Einzelnen in die soziale Gemeinschaft [Bund83].
Einschränkungen, die der deutsche Gesetzgeber vorgenommen hat, dienen beispielsweise
der Strafverfolgung (wie die Rasterfahndung §§ 98a, 98b der Strafprozessordnung StPO).
Weitere Meilensteine auf dem Weg zum heutigen Datenschutzrecht waren die Novellie-
rungen des Bundesdatenschutzgesetzes in den Jahren 1990 und – zur Umsetzung der eu-
ropäischen Datenschutz-Richtlinie – 2001 (Abel in [Roßn03, Abschnitt 2.7, Rn. 44,52]). Be-
reichsspezifische Regelungen aufgrund der spezifischen Herausfordeurngen einzelner Re-
gelungsgebiete – wie das 1997 verabschiedete Teledienstedatenschutzgesetz (TDDSG), das
2007 in das neu geschaffene Telemediengesetz integriert wurde – ergänzen das Bundesda-
tenschutzgesetz.
3.2.1 Allgemeines
Kern des deutschen Datenschutzrechts ist das bereits erwähnte Bundesdatenschutzgesetz.
Es ist als sogenanntes Auffanggesetz konzipiert. Wenn und soweit bereichsspezifische Re-
gelungen zum Datenschutz bestehen, so haben diese Vorrang (§ 1 Abs. 3 S. 1 BDSG); andern-
falls ist das BDSG anzuwenden. Beispiele solcher bereichsspezifischen Regelungen sind die
§§ 91–107 TKG (Telekommunikationsgesetz), das Teledienstedatenschutzgesetz (TDDSG)
bzw. die aus diesem in das Telemediengesetz (TMG) übernommenen Regelungen. Sieht man
von Sonder-, Schluss- und Übergangsvorschriften ab, so ist das Gesetz in drei Abschnitte
gegliedert; sie enthalten
• allgemeine und gemeinsame Bestimmungen (also solche, die für öffentliche und für
nicht-öffentliche Stellen gelten)
• Regelungen über die Datenverarbeitung der öffentlichen Stellen und
3Landesdatenschutzgesetze spielen für das Themengebiet der vorliegenden Arbeit allerdings keine Rolle.
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• Regelungen über die Datenverarbeitung nicht-öffentlicher Stellen und öffentlich-
rechtlicher Wettbewerbsunternehmen.
Grundlegende Regelungen des Gesetzes sollen an dieser Stelle nur kurz angerissen wer-
den; ausführlichere Darstellungen finden sich in [WoGe05] und [GoKl03].
Normadressat (also durch das Gesetz angesprochene Personen) sind – neben den hier
nicht betrachteten öffentlichen Stellen – alle nicht-öffentlichen Stellen, die Daten „unter Ein-
satz von Datenverarbeitungsanlagen verarbeiten, nutzen oder dafür erheben oder die Da-
ten in oder aus nicht automatisierten Dateien verarbeiten, nutzen oder dafür erheben“ (§ 1
Abs. 2 Nr. 3 BDSG), sofern dies nicht ausschließlich im Rahmen einer persönlichen oder
familiären Tätigkeit geschieht. Nicht-öffentliche Stellen sind dabei grundsätzlich alle „na-
türliche[n] und juristische[n] Personen, Gesellschaften und andere Personenvereinigungen
des privaten Rechts“. Der sachliche Anwendungsbereich erstreckt sich auf die Verarbeitung,
Nutzung und Erhebung personenbezogener Daten (§ 1 Abs. 2 BDSG), also „Einzelangaben
über persönliche oder sachliche Verhältnisse einer bestimmten oder bestimmbaren natürli-
chen Person“ (§ 3 Abs. 1 BDSG).
Eine grundlegende Regelung des BDSG, die sowohl öffentliche als auch nicht-öffentliche
Stellen betrifft, ist das Verbot mit Erlaubnisvorbehalt des § 4 Abs. 1. Demnach dürfen per-
sonenbezogene Daten nur erhoben, verarbeitet oder genutzt werden, wenn ein Gesetz dies
erlaubt oder der Betroffene eingewilligt hat; die Einwilligung bedarf dabei grundsätzlich
der Schriftform (§ 4a Abs. 1 S. 3 BDSG). Weiterhin wird der Grundsatz der Erhebung beim
Betroffenen aufgestellt (§ 4 Abs. 2 BDSG). Dies bedeutet, dass Daten (bis auf wenige Aus-
nahmen) direkt beim Betroffenen und nicht bei Dritten erhoben werden dürfen; dies dient
der Transparenz der Datenerhebung.
Für den nicht-öffentlichen Bereich ist § 28 die zentrale Erlaubnisnorm. Die Erhebung,
Speicherung, Veränderung oder Übermittlung wird unter anderem dann für zulässig er-
klärt, wenn dies der Zweckbestimmung eines Vertragsverhältnisses mit dem Betroffenen
dient (Abs. 1 S. 1 Nr. 1), es zur Wahrung berechtigter Interessen der verantwortlichen Stel-
le erforderlich ist (Abs. 1 S. 1 Nr. 2) oder die Daten allgemein zugänglich sind (Abs. 1 S. 1
Nr. 3). In den letzten beiden Fällen ist dabei eine Abwägung mit den schutzwürdigen Inter-
essen des Betroffenen erforderlich. Stets ist zu beachten, dass bereits bei der Erhebung der
Zweck der Verarbeitung oder Nutzung konkret festzulegen ist (Abs. 1 S. 2).
Weitere Erlaubnistatbestände des Abschnitts über nicht-öffentliche Stellen betreffen unter
anderem Werbung (vgl. Abschnitt 3.7), Markt- und Meinungsforschung und geschäftsmä-
ßige Datenerhebung zum Zweck der Übermittlung. Auf die letztgenannten soll an dieser
Stelle jedoch nicht eingegangen werden.
Zu erwähnen ist hingegen der für die Transparenz der Datenspeicherung zentrale Aus-
kunftsanspruch des Betroffenen. Nach § 34 Abs. 1 BDSG kann er grundsätzlich Auskunft
über die zu seiner Person gespeicherten Daten, die Empfänger, an die diese Daten weiterge-
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geben wurden und den Zweck der Speicherung verlangen. Die Auskunft ist dabei grund-
sätzlich schriftlich zu erteilen (§ 34 Abs. 3).
3.2.2 Datenschutz in der Telekommunikation
Bereits das Bundesdatenschutzgesetz ist eine Reaktion auf die Möglichkeiten und Risiken,
die durch die Verarbeitung personenbezogener Daten in Rechnersystemen entstehen. Doch
ergeben sich durch die Vernetzung solcher Systeme neue Risiken – insbesondere, seit die
Nutzung vernetzter Rechnersysteme sich verbreitet hat und auch Privatnutzern in großem
Umfang zugänglich ist. Aus diesem Grund wurden bereichsspezifische Regelungen nötig,
die der Gesetzgeber schuf
• durch Verabschiedung des Teledienstedatenschutzgesetzes (TDDSG) 1997,
• durch Aufnahme von – zum TDDSG fast wortgleichen – Datenschutzregelungen in
den ebenfalls 1997 verabschiedeten Mediendienste-Staatsvertrag4,
• durch Regelungen zum Telekommunikationsdatenschutz, die – nachdem sie sich zu-
vor in der Telekommunikations-Datenschutzverordnung (TDSV) gefunden hatten –
im Jahr 2004 in das Telekommunikationsgesetz (TKG) aufgenommen wurden.
Soweit in diesen Gesetzeswerken keine Regelungen getroffen sind, gelten die Regelungen
des BDSG. Im folgenden Abschnitt wird die Abgrenzung der genannten Regelungswerke
diskutiert.
3.2.2.1 Ein Schichtenmodell des Datenschutzes in der Telekommunikation
Rechnernetze werden üblicherweise gemäß einem Schichtenmodell strukturiert (vgl. Ab-
schnitt 2.1.1). Auf diesem Ansatz aufbauend, wird auch in der juristischen Literatur die
Abgrenzung der verschiedenen Regelungsmaterien des Datenschutzes in der Telekom-
munikation mit Hilfe eines Schichtenmodells diskutiert (siehe nur [Schl04], [GoMü00,
S. 105 ff.]). Dieses Schichtenmodell ist jedoch, wie unten im Einzelnen dargestellt wird,
nicht deckungsgleich mit dem ISO/OSI-Schichtenmodell oder dem TCP/IP-Modell (an-
derer Auffassung Raabe in [Raab03, S. 136]). Vielmehr werden alle Aspekte der reinen
Übertragung von Nachrichten in einer Schicht zusammengefasst. Eine graphische Darstel-
lung des Datenschutz-Schichtenmodells im Vergleich zum TCP/IP-Schichtenmodell fin-
det sich in Abbildung 3.1. Sie verdeutlicht, dass sich die Grenze zwischen den Schich-
ten des Datenschutz-Schichtenmodells nicht trennscharf entlang der Grenzen des TCP/IP-
Schichtenmodells5 ziehen lässt. Die Interaktionsschicht des Datenschutzmodells beginnt je-
denfalls oberhalb der Transportschicht des TCP/IP-Modells. Ob die Anwendungsschicht
4Die Regelungen des TDDSG und die Datenschutzregelungen des MdStV wurden 2007 in das TMG überführt.























Abbildung 3.1: Telekommunikationsdatenschutz im Schichtenmodell: Links das TCP/IP-
Modell, rechts das Datenschutz-Modell. Nutzerinteraktion und Inhalte
der Kommunikation (gestrichelt dargestellt) sind im eigentlichen TCP/IP-
Modell nicht enthalten.
oder Teile davon ebenfalls noch zur Interaktionsebene zu rechnen sind, lässt sich nur im
Einzelfall entscheiden. In aller Regel wird ein Dienst jedoch nicht nur auf der Anwendungs-
schicht des TCP/IP-Modells erbracht, denn dieses Modell befasst sich lediglich mit Kom-
munikationsaspekten. In Abbildung 3.1 ist deshalb oberhalb der Anwendunschicht eine
weitere Schicht eingezeichnet, die rechtlich je nach Einzelfall zumindest teilweise ebenfalls
noch der Interaktionsebene zuzurechnen ist. Oberhalb der Interaktionsebene liegt schließ-
lich die Inhaltsebene.
Die einzelnen Schichten lassen sich dabei wie folgt abgrenzen:
• Schicht 1: Telekommunikation Die unterste Schicht des Schichtenmodells umfasst alle
Aspekte der Telekommunikation, die definiert ist als „der technische Vorgang des
Aussendens, Übermittelns und Empfangens von Signalen mittels Telekommunikati-
onsanlagen“ (§ 3 Nr. 22 TKG). Diese Definition ist zwar sehr umfassend, doch auf-
grund des verwendeten Begriffs eines „technischen Vorgangs“ geht die herrschende
Meinung von einer funktionalen Abgrenzung aus: Das TKG umfasst demnach nur
den Transport von Nachrichten – also eine rein technische Dienstleistung – , nicht je-
doch deren inhaltliche Verarbeitung ( [Schm00, S. 71], Neubauer in [MoDr05, Teil
D, Rz. 6]). Der Telekommunikationsbegriff des TKG lässt sich nicht trennscharf an
Schichtengrenzen des TCP/IP-Referenzmodells abgrenzen (anderer Auffassung Raa-
be in [Raab03, S. 136], der Dienste der Anwendungsschicht als Teledienste einord-
net. Zum gleichen Ergebnis kommen Helmke et al. [HeMN98, Rz. 44], allerdings vom
ISO/OSI-Modell ausgehend. Teils wird die Grenze auch zwischen Schicht 5 und 6
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des ISO/OSI-Modells gezogen, so in [Hoer98, S. 4] bezüglich des Begriffs der Tele-
kommunikationsanlagen6). So ist der Dienst E-Mail mit dem SMTP-Protokoll in die
Anwendungsschicht des Referenzmodells einzuordnen, doch besteht hier kein inhalt-
licher Bezug; der reine Transport einer E-Mail unterfällt also dem Begriff der Tele-
kommunikation (vgl. Spindler in [SpSG04, Rn. 50 zu § 2 TDG]). Die Grenze zwi-
schen Transport- und Anwendungsschicht des TCP/IP-Referenzmodells und zwi-
schen Telekommunikations- und Inhaltsebene fallen vielmehr nur dann zusammen,
wenn auf der Anwendungsschicht keine Weiterleitung von Nachrichten mehr erfolgt.
Am ehesten ist dies bei Protokollen der Anwendungsschicht gegeben, bei denen ein
Client direkt mit einem Server kommuniziert. Die dabei auf Anwendungsschicht er-
brachte Dienstleistung kann weit über den reinen Transport von Nachrichten hin-
ausgehen7. Anders stellt sich die Situation beispielsweise bei der Overlay-Schicht
des SESAM-Basissystems [CDHS+05] dar, die zwar zumindest teilweise der Anwen-
dungsschicht des TCP/IP-Modells zugerechnet werden kann, aber aus rechtlicher
Sicht einen reinen Transportdienst darstellt und somit ausschließlich als Telekommu-
nikation eingeordnet werden kann. In Abbildung 3.1 stimmen die Schichtengrenzen
des TCP/IP-Referenzmodells aus diesen Gründen nicht mit denen des Datenschutz-
Schichtenmodells überein.
Der Datenschutz auf der Telekommunikationsebene ist in Teil 7 des TKG geregelt.
Abschnitt 1 regelt das Fernmeldegeheimnis, dem „der Inhalt der Telekommunikation
und ihre näheren Umstände, insbesondere die Tatsache, ob jemand an einem Telekom-
munikationsvorgang beteiligt ist oder war“ unterliegen (§ 88 Abs. 1 S. 1 TKG). Die den
Datenschutz im Kern betreffenden Normen finden sich in Abschnitt 2. Normadressat
sind „Unternehmen und Personen, die geschäftsmäßig Telekommunikationsdienste
erbringen oder an deren Erbringung mitwirken“ (§ 90 Abs. 1 S. 2 TKG). Inhaltlich re-
gelt das TKG insbesondere die Form der datenschutzrechtlichen Einwilligung (§ 94),
den Umgang mit anfallenden Bestands (§ 95)-, Verkehrs (§ 96)- und Standortdaten
(§ 98) sowie die Anforderungen an „Nachrichtenübermittlungssysteme mit Zwischen-
speicherung8“ (§ 107).
Als weitere Regelung des Telekommunikationsrechts, die den Datenschutz tan-
giert, ist die Verordnung über die technische und organisatorische Umsetzung
von Maßnahmen zur Überwachung der Telekommunikation (Telekommunikations-
6Selbst wenn man der Auffassung folgt, die Abgrenzung sei trennscharf anhand der Schichten des ISO/OSI-
oder des TCP/IP-Modells zu treffen, so erscheint diese Grenzziehung doch nicht sachgerecht: Die systemu-
nabhängige Darstellung von Daten, für die Schicht 6 zuständig ist, wird ebenso beispielsweise bei der reinen
Sprachübertragung benötigt.
7Dennoch findet selbst bei solchen Protokollen auch Telekommunikation statt.
8Es handelt sich hierbei um Systeme, bei denen eine Nachricht zum Zweck eines späteren Abrufs (wie z.B.




Überwachungsverordnung, TKÜV) zu nennen; sie befasst sich mit Maßnahmen zur
Telekommunikationsüberwachung durch Strafverfolgungsbehörden und Geheim-
dienste.
• Schicht 2: Interaktion Auf Schicht 2 wird die Interaktion eines Nutzers mit einem
Dienste- bzw. Inhaltsanbieter betrachtet [Schl04, S. 729]. Auf Schicht 2 werden somit
Inhalte der auf Schicht 1 stattfindenden Kommunikation betrachtet – allerdings nur,
soweit die Kommunikation zwischen Nutzer und Dienst betroffen ist. Die Kommu-
nikation zwischen Nutzer und Inhalteanbieter wird in dieser Schicht nicht betrach-
tet [Schl04, S. 729]. Typische Beispiele solcher Dienste sind Websites: Der Nutzer for-
dert mittels HTTP von einem Server Daten an. Der Webserver entscheidet aufgrund
dieser Anfrage, welche Daten er ausliefern soll, und zeichnet gegebenenfalls Daten
über das Nutzungsverhalten auf. Ob unter Verwendung des Dienstes, also beispiels-
weise eines Formulars auf der Website, Verträge geschlossen oder schutzwürdige Da-
ten mit dem Inhalteanbieter ausgetauscht werden, ist hingegen in der Betrachtung auf
Schicht 2 nicht relevant.
Das Telemediengesetz9 beinhaltet bereichsspezifische Regelungen zum Datenschutz;
namentlich werden zusätzliche Pflichten der Diensteanbieter normiert (§ 13 TMG) so-
wie der Umgang mit Bestands (§ 14 TMG)-, Nutzungs (§ 15 TMG)- und Abrechnungs-
daten (§ 15 Abs. 4–8 TMG) geregelt. Das Auskunftsrecht des Nutzers (§ 13 Abs. 7
TMG) und die Form der Einwilligung (§§ 12 Abs. 1–3, 13 Abs. 2 TMG) werden vom
BDSG abweichend geregelt, indem jeweils die elektronische Form für zulässig erklärt
wird. Soweit im TMG keine bereichsspezifischen Regelungen enthalten sind, gilt auch
für den Datenschutz in Schicht 2 das BDSG.
• Schicht 3: Inhalte Auf Schicht 3 wird von sämtlichen technischen Gegebenheiten abstra-
hiert und nur noch der Inhalt der Kommunikation betrachtet [Schl04, S. 728]. Dement-
sprechend gelten auch keine telekommunikationsspezifischen gesetzlichen Regelun-
gen, sondern nur das BDSG (und gegebenenfalls weitere Regelungen in Abhängigkeit
von der Art des Kommunikationsinhalts). Wird beispielsweise ein Kaufvertrag unter
Verwendung einer Website geschlossen, so ist für die Datenverarbeitung bei der Ver-
tragsabwicklung lediglich das BDSG einschlägig, nicht aber TMG oder TKG. Wenig
stichhaltig erscheint die Kritik von Imhof [Imho00, S. 113 ff.], der die Existenz von In-
haltsdaten bei Telediensten10 abstreitet und davon ausgeht, das TDDSG11 beziehe sich
auch auf die im Rahmen der Nutzung eines Teledienstes übermittelten Daten. Dieser
9Dieses Gesetz führt die bislang in Teledienstegesetz (TDG), Teledienstedatenschutzgesetz (TDDSG) und
Mediendienste-Staatsvertrag (MdStV) enthaltenen Regelungen zusammen. Ein Großteil dieser Regelungen
wurde wörtlich aus den bisherigen Gesetzen übernommen. Für diese unveränderten Regelungen wird im
Folgenden deshalb auch Literatur herangezogen, die sich noch auf TDG, TDDSG und MdStV bezieht.
10Seit Inkrafttreten des TMG: Telemedien.
11Diese Argumentation lässt sich auf das TMG übertragen.
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Meinung nach unterfielen auch Daten, die im Rahmen einer Vertragsbeziehung (bei-
spielsweise im Versandhandel) mit dem Nutzer ausgetauscht werden, dem TMG.
Einzelne Regelungen werden, soweit sie für das Szenario selbstorganisierender Empfeh-
lungssysteme relevant sind, an geeigneter Stelle noch ausführlicher diskutiert.
Da, wie bereits erwähnt, das Recht alleine nicht zur Sicherstellung eines ausreichenden
Datenschutzniveaus ausreicht und sogar selbst den Einsatz datenschutzfreundlicher Tech-
nik fordert (§ 3a BDSG), werden im nächsten Abschnitt Ansätze zum Datenschutz durch
Technik diskutiert.
3.3 Technische Ansätze zum Datenschutz in Netzen
Techniken zur Verbesserung des Datenschutzniveaus werden auch als Privacy Enhancing
Technologies (PET) bezeichnet. Solche Techniken lassen sich – in Abwandlung der Klassifika-
tion von Grimm in [RoBG03, S. 82] – wie folgt klassifizieren:
• Werkzeuge zum Schutz der Identität des Nutzers (Anonymität und Pseudonymität) –
sie lassen sich nach dem Modell der Nutzeranforderungen aus Abschnitt 3.1.1.1 der
Identitätsebene zuordnen.
• Werkzeuge, die übermittelte Daten schützen (Integrität, Authentizität, Vertraulich-
keit). Dienen sie der Vertraulichkeit, so lassen sie sich der Empfängerebene des Mo-
dells aus Abschnitt 3.1.1.1 zuordnen, da sie sicherstellen, dass nur beabsichtigte Emp-
fänger Daten erhalten. Werkzeuge zum Schutz von Integrität und Authentizität lassen
sich der Kontrollebene zurechnen, denn sie ermöglichen die Kontrolle darüber, ob die
übermittelten Daten verändert wurden.
• Werkzeuge, die Transparenz über übermittelte Daten herstellen (sie betreffen die
Inhalts- und die Kontrollebene):
– Filter-Tools, die automatisch Daten ausfiltern, deren Übermittlung vom Nutzer
nicht gewünscht wird. Transparenz wird dabei insofern hergestellt, als dem Nut-
zer die Kontrolle erleichtert wird, welche Daten übermittelt werden.
– Policy-Tools, die Hinweise eines Datenempfängers bezüglich des Umgangs mit
personenbezogenen Daten mit den Präferenzen des Nutzers abgleichen.
– Sonstige Werkzeuge zur datenschutzbezogenen Kommunikation, die beispiels-
weise die datenschutzrechtliche Einwilligung des § 4a BDSG oder des § 4 Abs. 2
TDDSG erleichtern.
Eine weitere mögliche Klassifikation auf Basis des TDDSG (neu: des TMG) unterschei-
det nach Transparenz, System- und Selbstdatenschutz (Grimm in [S. 83] [RoBG03]). Dabei
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sollen Werkzeuge zur Untersützung der Transparenz dem Nutzer sichtbar machen, ob und
wie mit seinen personenbezogenen Daten umgegangen wird. Systemdatenschutz bedeutet,
dass Funktionen zum Datenschutz bereits dem System immanent sind, mit dem Daten ver-
arbeitet werden. Gola/Klug [GoKl03, S. 47] bezeichnen dies als „Gestaltung der System-
strukturen“ zur Reduktion der Erhebung, Verarbeitung und Nutzung personenbezogener
Daten auf das notwendige Mindestmaß. Unter dem Begriff Selbstdatenschutz werden alle
Datenschutzmaßnahmen zusammengefasst, die der Nutzer treffen kann – seien sie durch
ein System unterstützt oder nicht.
Im Rahmen dieser Arbeit wird naturgemäß der Schwerpunkt auf Gesichtspunkten des
Systemdatenschutzes liegen, da ein System entworfen wird, das personenbezogene Daten
verarbeitet und in dem Datenschutzaspekte von Anfang an berücksichtigt werden. Dieser
Schutz umfasst zum einen die Identität des Nutzers und zum anderen den Schutz der über-
mittelten Daten.
Im Folgenden werden einige bestehende Ansätze aus dem Bereich des Systemdatenschut-
zes klassifiziert und kurz vorgestellt. Dabei werden lediglich Ansätze berücksichtigt, die
über den einfachen Einsatz von Verschlüsselungs- und Signaturverfahren zum Schutz von
Vertraulichkeit, Integrität und Authentizität hinausgehen – auf diese wurde bereits in Ab-
schnitt 2.1.2 eingegangen. Die betrachteten Verfahren setzen auf der Identitätsebene an,
denn erst die Identität der Nutzer führt zu personenbezogenen Daten. Zugrunde liegende
Idee aller Ansätze ist die Zusammenfassung mehrerer Nutzer zu einer Gruppe in der Art,
dass der Kommunikationspartner oder ein Dritter lediglich die Gruppenzugehörigkeit des
geschützten Nutzers, nicht aber seine genaue Identität feststellen kann. Die Qualität dieses
Schutzes hängt somit von der Größe dieser Gruppe ab, die jedoch bei allen Verfahren variiert
werden kann. Die vorgestellten Verfahren schützen lediglich den Telekommunikationsvor-
gang; ist die Identität eines Nutzers auf der Interaktions- oder Inhaltsebene verfügbar, kann
ihr Schutz dadurch nicht gewährleistet werden.
3.3.1 Schutz der Identität durch Stellvertreter
Im einfachsten Fall wird die Identität eines Nutzers dadurch geschützt, dass seine Kom-
munikation über einen Stellvertreter abgewickelt wird. Alle Nachrichten werden zunächst
an diesen gesendet, der sie an den jeweiligen Empfänger weiterleitet. Kommunikations-
partner kennen lediglich die Identität des Stellvertreters. Das Prinzip kann im Internet auf
verschiedenen Schichten angewendet werden. Auf Anwendungsschicht kann beispielswei-
se ein anonymisierende HTTP-Proxyserver verwendet werden, wie er zum Beispiel bei
http://www.anonymizer.com oder http://www.idzap.com angeboten wird. Auf Vermitt-
lungsschicht kann das Verfahren Network Address Translation (NAT) [RFC3022] eingesetzt
werden. Hierbei ist für den Kommunikationspartner lediglich die IP-Adresse des Stellver-
treters (Zwischensystems) sichtbar. In beiden Fällen ist die Gruppe, der ein Nutzer zugeord-
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net werden kann, gleich der Gruppe aller Nutzer des jeweiligen Stellvertreters. Wesentlicher
Nachteil der Lösungen ist das notwendige Vertrauen in den Stellvertreter bzw. dessen Be-
treiber: Diesem ist die Identität der an der Kommunikation beteiligten Knoten bekannt.
3.3.2 Schutz der Identität durch gruppeninterne Nachrichtenweiterleitung
Abhilfe können Verfahren schaffen, die mehrere Knoten zur Nachrichtenweiterleitung ein-
setzen. Solche Verfahren existieren in zahlreichen Varianten. In [Chau81] wird ein Verfahren
für den anonymen Versand von E-Mails vorgeschlagen. Dabei wird die zu übertragende
Nachricht m zunächst mit dem öffentlichen Schlüssel des Empfängers verschlüsselt. Die
resultierende Nachricht m′ wird zunächst einschließlich der Empfängeradresse mit dem öf-
fentlichen Schlüssel eines Zwischensystems (der sogenannten Mix) verschlüsselt und dann
an dieses System gesendet. Das Zwischensystem entschlüsselt Nachricht m′ und Empfän-
geradresse und leitet die Nachricht dann an den eigentlichen Empfänger weiter. Um zu ver-
hindern, dass durch den zeitlichen Ablauf bei Beobachtung des Mixes Rückschlüsse darauf
gezogen werden können, welche aus- zu einer eingehenden Nachricht gehört, wird vor der
Weiterleitung abgewartet, bis sich genügend Nachrichten beim Mix angesammelt haben.
Der Absender kann den benutzten Mix auswählen, insbesondere aber auch mehrere Mi-
xes kaskadieren. In diesem Fall entschlüsselt der erste Mix die Adresse des zweiten Mix,
kann jedoch das eigentliche Ziel nicht entschlüsseln. Der Absender kann einen beliebig lan-
gen Pfad durch verschiedene Mixes vorgeben, wobei jeder Mix nur seinen eigenen Vorgän-
ger und Nachfolger sowie der Empfänger den letzten Mix im Pfad kennt. Solange nur einer
der beteiligten Mixes die Beziehung zwischen ein- und ausgehender Nachricht geheimhält,
ist die Identität des Absenders geschützt. Die Gruppe, der ein Nutzer zugeordnet werden
kann, ist – sofern die Adressen der Nutzer öffentlich bekannt sind – bei diesem Verfahren
identisch mit der Gesamtheit der Nutzer des Verfahrens.
Eine neuere Entwicklung, die jedoch auf dem gleichen Prinzip beruht, ist das Onion Rou-
ting [ReSG98]. Die Weiterleitung über mehrere Zwischensysteme erfolgt wie beim Mix-
Ansatz, jedoch soll Onion Routing auch zum Einsatz kommen, wenn nur kurze Verzöge-
rungen tolerabel sind. Aus diesem Grund wird auf die Zwischenspeicherung von Nach-
richten verzichtet; stattdessen wird zufälliger, inhaltlich bedeutungsloser Netzwerkverkehr
erzeugt, um die Verknüpfbarkeit ein- und ausgehender Nachrichten zu verhindern.
Der Begriff „Onion Routing“ rührt von der Analogie zu Zwiebelschalen. Jedes Zwischen-
system entfernt eine Verschlüsselungsschicht und leitet die so „geschälte Zwiebel“ an das
nächste System weiter. Auch hier kann, wie bei Mixes, ein Nutzer einer Gruppe zugeordnet
werden kann, die – wiederum bei öffentlich bekannten Adressen der Nutzer – identisch mit
der Gesamtheit der Nutzer des Verfahrens ist.
Ein weiterer vielbeachteter Ansatz zum Schutz der Identität eines Nutzers ist das Crowds-
System [ReRu98]. Hier kann der Absender nicht den Pfad einer Nachricht festlegen. Statt-
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dessen gilt innerhalb einer Gruppe (Crowd), dass jede Nachricht – sei es eine selbst generier-
te oder eine weiterzuleitende – mit einer gewissen Wahrscheinlichkeit p an das eigentliche
Ziel gesendet, mit einer Wahrscheinlichkeit von 1 − p jedoch innerhalb der Gruppe wei-
tergeleitet wird. Dieser Ansatz führt zwar dazu, dass der eigentliche Absender durch den
Empfänger nicht identifiziert werden kann, doch ist die Erzeugung der Gruppen problema-
tisch: [ReRu98, S. 7] schlägt vor, neue Gruppenmitglieder durch einen zentralen Server, den
sogenannten Blender, autorisieren zu lassen. Die Notwendigkeit einer zentralen Instanz ist
jedoch eine Schwachstelle, da alle Nutzer ihr vertrauen müssen.
Das Prinzip gruppeninterner Nachrichtenweiterleitung wird auch in anonymitätsun-
terstützenden Peer-to-Peer-Systemen eingesetzt; Beispiele sind Freenet [CSWH01], Tarzan
[FSCM02] und [Serj02]. In der Regel wird dabei eine einzige Gruppe gebildet, in der alle am
Peer-to-Peer-System teilnehmenden Knoten Mitglied sind. Die Verwaltung des Beitritts und
des Verlassens der Gruppe wird durch das Peer-to-Peer-System übernommen.
3.4 Datenschutz in Peer-to-Peer-Systemen aus technischer Sicht
Konzepte wie das von Onion-Routing und Mixes können grundsätzlich auch in Peer-to-
Peer-Systemen eingesetzt werden. Doch ändern sich durch den Einsatz von Peer-to-Peer-
Technologie die Anforderungen an den Datenschutz: In reinen Web-Szenarien wird meist
davon ausgegangen, dass derjenige, der Dienste in Anspruch nimmt oder Informationen
abruft, schützenswert ist, der Anbieter jedoch nicht. Dies deckt sich auch mit der Rechtsla-
ge. In der Regel handelt es sich bei Websites um Telemedien12. Deren Anbieter sind ohnehin
in vielen Fällen – bei „geschäftsmäßigen, in der Regel gegen Entgelt angebotenen Telemedi-
en“ – zur Angabe von Namen, Anschrift und sonstigen Kontaktinformationen verpflichtet
(§ 5 Abs. 1 TMG).
Wird ein Dienst jedoch in einem Peer-to-Peer-System erbracht, so ergeben sich aus techni-
scher Sicht neue Möglichkeiten. So kann auch derjenige Nutzer, der Inhalte bereitstellt – und
nicht nur derjenige, der sie abruft – seine Identität einfach verbergen. Wie dies im Einzelnen
geschieht, wird in den folgenden Absätzen dargestellt. Inwieweit ein Verbergen der Anbie-
teridentität überhaupt wünschenswert und rechtlich zulässig ist, wird in Abschnitt 3.6.7.10
sowie in Kapitel 7 diskutiert.
3.4.1 Einfacher Fall: Inhaltsbasierte Adressierung
Auch ohne explizite Berücksichtigung von Datenschutzaspekten beim Entwurf von Peer-to-
Peer-Systemen bleibt der Urheber eingespeister Inhalte dem abrufenden Knoten in vielen
Fällen unbekannt. Dies wird beispielsweise bei der Adressierung von Dokumenten auf Ba-
sis ihres Inhalts, wie sie in Distributed Hashtables (DHTs) (beispielsweise CAN [RFHK+01]
12Zur Definition von Telemedien siehe noch Abschnitt 3.5.
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und Chord [SMKK+01]) verwendet wird, erreicht. Dokumente werden in diesen Fällen
nicht beim einspeisenden Knoten gespeichert, sondern bei dem Knoten, der für den aus
dem jeweiligen Dokument ermittelten Hashwert zuständig ist. Wird nun ein solches Doku-
ment abgerufen, so erfährt der abrufende Knoten lediglich die Adresse des speichernden
Knotens, nicht aber die des Knotens, der den Inhalt eingespeist hat.
Dieses Prinzip alleine schützt zwar die Identität eines einspeisenden Knotens im Verhält-
nis zu demjenigen, der diese Inhalte abruft, doch bleiben zwei Probleme offen:
• Die Identität des Abrufenden wird nicht geschützt; dem oder den Knoten, die Inhalte
speichern, ist bekannt, wer sich für diese interessiert.
• Die Identität des einspeisenden Knotens ist mindestens einem anderen Knoten be-
kannt.
Beide Probleme sind nicht für Peer-to-Peer-Systeme spezifisch; bei zentraler Diensterbrin-
gung können sie beispielsweise mit Hilfe von Onion Routing gelöst werden. Dies ist bei
Peer-to-Peer-Systemen ebenso möglich, doch existieren daneben auch weitere Lösungsan-
sätze. Exemplarisch soll an dieser Stelle das Freenet-System als bekanntester Ansatz kurz
erläutert werden.
3.4.2 Freenet
Freenet [CSWH01] wurde mit dem Ziel entworfen, ein effizientes, vollständig verteiltes und
zensurresistentes Peer-to-Peer-Filesharing-System zu schaffen, bei dem die Identität der In-
halteersteller und -abrufer geschützt ist und die speichernden Knoten die Kenntnis des In-
halts gespeicherter Dokumente abstreiten können.
Grundidee ist auch hier – wie bei Mixes, Onion Routing und Crowds – die Kombination
der Weiterleitung von Nachrichten über mehrere Knoten mit der Verschlüsselung dieser
Nachrichten. Dieses Prinzip wird sowohl beim Einfügen als auch beim Abrufen eines Do-
kuments verwendet. Dokumente werde in der Regel auf mehreren Knoten gespeichert. Sie
werden vor dem Einfügen in das Netz zudem verschlüsselt – der speichernde Knoten kennt
somit nicht notwendigerweise den Inhalt der bei ihm gespeicherten Daten. Zum einen führt
dies dazu, dass das Nachverfolgen der Interessenten bestimmter Inhalte weiter erschwert
wird. Zum anderen wird Zensur – das Ausfiltern unerwünschter Inhalte – auf diese Weise
weitgehend verhindert. Gleichzeitig erschwert ein System, das konsequent auf die Anony-
mität seiner Teilnehmer ausgelegt ist, aber auch die Verfolgbarkeit von Rechtsverletzungen.
Diese Problematik ist nicht auf Peer-to-Peer-Systeme beschränkt; durch den hohen Ressour-
cenaufwand, der bei zentraler Diensterbringung durch den Dienstgeber erbracht werden
muss, ist der unauffällige Betrieb eines solchen rechtsverletzenden Systems in der Praxis
jedoch wesentlich schwieriger und die praktische Verfolgbarkeit somit wesentlich eher ge-
geben. Die Problematik der Verfolgung von Rechtsverletzungen wird in Kapitel 7 diskutiert.
43
Kapitel 3 Datenschutz
3.5 Rechtliche Einordnung selbstorganisierender
Empfehlungssysteme
Die Einordnung selbstorganisierender Empfehlungssysteme in das Schichtenmodell des Te-
lekommunikationsdatenschutzrechts (vgl. Abschnitt 3.2.2.1, S. 35) ist Grundvoraussetzung
für die Beurteilung der sich ergebenden datenschutzrechtlichen Pflichten. Es stellt sich je-
doch heraus, dass bereits die grundlegende Frage, ob und in welchem Umfang ein solches
System dem Regelungsregime des Telemediengesetzes (TMG) unterworfen ist, erhebliche
Probleme aufwirft. Deshalb wird zunächst diese Frage ausführlich diskutiert.
An dieser Stelle wird zunächst die Interaktionsebene betrachtet. Dazu werden als erstes
klassische, auf dem Client-Server-Prinzip beruhende Empfehlungssysteme untersucht. Im
Anschluss wird geprüft, inwieweit die gefundenen Ergebnisse im Fall eines Peer-to-Peer-
Systems noch haltbar sind.
3.5.1 Erster Schritt: Zentralisierte Empfehlungssysteme
Es stellt sich die Frage, ob ein Empfehlungssystem ein Telemedium im Sinne des TMG dar-
stellt. Da jeder bisherige Teledienst auch Telemedium ist13, andererseits die Einordnung
nach altem Recht noch für Altfälle relevant sein kann, bietet es sich an, die Definition von
Telediensten nach TDG als Ausgangspunkt zu nehmen. § 2 I TDG definiert Teledienste als
elektronische Informations- und Kommunikationsdienste, die für eine indivi-
duelle Nutzung von kombinierbaren Daten wie Zeichen, Bilder oder Töne be-
stimmt sind und denen eine Übermittlung mittels Telekommunikation zugrun-
de liegt.
Diese Definition ist von mehreren Seiten als unzureichend und zu wenig trennscharf kri-
tisiert worden (siehe nur Gola/Müthlein in [GoMü00, S. 63, § 2 TDG Nr. 3.3]; Weinknecht
in [Wein97], der den Charakter als Legaldefinition in Frage stellt). Dennoch soll der Wortlaut
der Definition der Ausgangspunkt einer Prüfung der Anwendbarkeit des TDG auf selbstor-
ganisierende Empfehlungssysteme sein, da er jedenfalls einen Rahmen für das Verständnis
des Teledienstbegriffs vorgibt.
Dazu ist in einem ersten Schritt eine abstrakt-technische Zuordnung vorzunehmen (Tet-
tenborn in [EFMT01, Rn. 41 zu § 2 TDG]):
• Handelt es sich um einen elektronischen Informations- und/oder Kommunikations-
dienst? Die Definition des § 2 I TDG lässt aufgrund des verwendeten Plurals offen,
13Dies ergibt sich einerseits aus dem Wortlaut der Definitionen: Beide beinhalten den Begriff der „elektroni-
schen Informations- und Kommunikationsdienste“, der jedoch im TMG nur gegen Telekommunikations-
dienste, telekommunikationsgestützte Dienste und Rundfunk abgegrenzt, hingegen im TDG weiter einge-
grenzt wird. Andererseits spricht dafür auch die Gesetzesbegründung des TMG [Bund06a, S. 11]
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ob nur Dienste gemeint sind, die beide Aspekte (also Information und Kommunika-
tion) beinhalten, oder ob einer dieser Aspekte ausreicht. Bereits die Bezeichnung als
Teledienst legt jedoch nahe, dass die Möglichkeit des Zugriffs aus der Ferne, also die
Verwendung einer Telekommunikationsinfrastruktur vorausgesetzt wird. Wenn der
Gesetzgeber nun die Begriffe Information und Kommunikation gleichwertig verwen-
det, so geht er wohl tatsächlich von einem Informations- und Kommunikationsdienst
aus. So schlägt auch Tettenborn [EFMT01, Rn. 46 zu § 2 TDG] als erstes Prüfkriterium
die Frage vor, ob es sich um ein „elektronisch gespeichertes, mittels Telekommunikati-
on individuell und unmittelbar (ohne Medienbruch) abrufbares inhaltliches Angebot“
handelt. Der Begriff eines „gespeicherten“ Angebots ist jedoch eine zu weitgehende
Einschränkung, da auch ein Angebot, das in dieser Form erst auf Nutzeranfrage au-
tomatisch generiert, jedoch nur zum Zweck der Übermittlung kurzfristig zwischen-
gespeichert wird, als Informations- und Kommunikationsdienst zu qualifizieren ist:
Zumindest sind dem Gesetz keine gegenteiligen Anhaltspunkte zu entnehmen. Eine
Unterscheidung anhand dieses, für den Anwender kaum überprüfbaren Kriteriums
wäre auch nicht sachgerecht.
In der Praxis dürfte bei einem Empfehlungssystem immer von einem Informations-
und Kommunikationsdienst auszugehen sein: Das Angebot kommt zwar erst durch
Beiträge der Nutzer zustande, die explizit oder implizit Bewertungen abgeben oder
doch zumindest in einer Weise handeln, die dem System die Ableitung von Empfeh-
lungen ermöglicht. Doch dies ist für die rechtliche Bewertung des Abrufs nicht re-
levant. Die Empfehlungen oder doch zumindest die Grundlagen, aufgrund derer sie
berechnet werden, sind auf einem Rechnersystem des Systembetreibers gespeichert.
Ein Nutzer, der dem System eine Empfehlung entnehmen will, ruft diese mit Mitteln
der Telekommunikation (in der Regel unter Verwendung des Internets) individuell
und ohne Medienbruch ab. Zu bemerken gilt hier noch, dass Telekommunikation ein-
gesetzt wird, das Empfehlungssystem aber selbst keinen Telekommunikationsdienst
darstellt, denn der Dienst besteht nicht „ganz oder überwiegend in der Übertragung
von Signalen über Telekommunikationsnetze“ (§ 3 Nr. 24 TKG).
• Aus den Ausführungen des letzten Absatzes ergibt sich auch bereits, dass dem Dienst
eine „Übermittlung mittels Telekommunikation zugrunde liegt“. Auch dieses Kriteri-
um des § 2 I TDG kann also als erfüllt angesehen werden.
• Werden „kombinierbare Daten wie Zeichen, Bilder oder Töne“ genutzt? Es sind ver-
schiedene Präsentationsformen einer Empfehlung denkbar, doch ist davon auszuge-
hen, dass jede dieser Formen zumindest auch auf Zeichen, Bilder oder Töne zurück-
greift. Nicht zu folgen ist Tettenborn (in [EFMT01, Rn. 41, 46]), der eine „multimediale
Nutzung“ verlangt und von „monomedialen Diensten bzw. Angeboten“ abgrenzen
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will. Auch reine Textdarstellungen können Teledienste sein. Weder der Wortlaut des
Gesetzes noch dessen amtliche Begründung [Bund97] sehen die Integration mehrerer
Medien als zwingende Voraussetzung für das Vorliegen eines Teledienstes.
• Sind diese Daten auch für die individuelle Nutzung bestimmt? Zumindest aus rein
technischer Sicht lässt sich dies bejahen: Die Daten werden an jeden Nutzer individuell
übermittelt; sie können sogar beim Abruf durch einen Nutzer erst für diesen erzeugt
werden, was jedoch für das Vorliegen eines Teledienstes keine Voraussetzung ist.
Aus „technisch-abstrakter“ [EFMT01, Rn. 46] Sicht kann also für Empfehlungssysteme
die Eigenschaft als Teledienste bejaht werden. Dem Prüfungsschema aus [EFMT01, Rn. 46]
folgend, schließt sich jedoch eine funktionale Prüfung an. In deren erstem Schritt gilt es
festzustellen, ob sich Empfehlungssysteme in die Liste der Teledienste des § 2 II TDG ein-
ordnen lassen. In Frage kommen hier lediglich zwei Elemente dieser Liste; als Teledienste
eingeordnet werden demnach
• „Angebote im Bereich der Individualkommunikation (zum Beispiel Telebanking, Da-
tenaustausch)“ (§ 2 II Nr. 1 TDG). Ein Empfehlungsdienst beschränkt sich jedoch in
aller Regel nicht darauf, den Austausch von Empfehlungen zwischen individuellen
Nutzern zu ermöglichen. Vielmehr findet eine Aggregation und eine Speicherung von
Bewertungen statt. Empfehlungsdienste unterfallen also nicht dem § 2 II Nr. 1 TDG.
• „Angebote zur Information oder Kommunikation, soweit nicht die redaktionelle Ge-
staltung zur Meinungsbildung für die Öffentlichkeit im Vordergrund steht (Daten-
dienste, zum Beispiel Verkehrs-, Wetter-, Umwelt- und Börsendaten, Verbreitung von
Informationen über Waren und Dienstleistungsangebote)“ (§ 2 II Nr. 2 TDG). In der
Tat ist ein Empfehlungsdienst ein „Angebot zur Information“; dem Nutzer werden
Informationen darüber angeboten, welche Objekte für ihn interessant sein könnten
bzw. wie andere Nutzer ihn interessierende Objekte bewerten. Auch wird die „Ver-
breitung von Informationen über Waren und Dienstleistungsangebote“ explizit aufge-
führt. Zwar lässt die Gesetzesbegründung [Bund97, S. 19] darauf schließen, dass der
Gesetzgeber damit ursprünglich Angebote zum Zweck der Werbung meinte. Doch
spricht nichts dagegen, auch unabhängige Produktinformationen entsprechend ein-
zuordnen.
Auch dem Charakter als Angebot steht nichts entgegen – insbesondere liegt ein
Anbieter-Nutzer-Verhältnis vor, bei dem der Betreiber des Empfehlungsdienstes der
Anbieter ist. Vorläufig sind Empfehlungsdienste also als Teledienste im Sinne des TDG
einzuordnen.
Problematisch könnte allein die Einschränkung sein, nach der die „redaktionelle Ge-
staltung zur Meinungsbildung für die Öffentlichkeit“ nicht im Vordergrund stehen
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darf. Sie dient der Abgrenzung zu Mediendiensten, der im Folgenden ein eigener Ab-
satz gewidmet wird.
3.5.1.1 Abgrenzung zu Mediendiensten
Die Existenz eines Teledienstegesetzes und eines Mediendienstestaatsvertrags (MdStV), de-
ren Anwendungsbereich zumindest in Teilgebieten schwer abgrenzbar14 war, liegt in den
Gesetzgebungskompetenzen von Bund und Ländern begründet, die zu einer Zeit geregelt
wurden, als die zunehmende Medienkonvergenz noch nicht absehbar war. Im Rahmen ei-
nes 1996 geschlossenen Kompromisses einigten sich Bund und Länder auf die Schaffung
eines in der Sache einheitlichen Rechtsrahmens in TDG und MdStV [Sieb99, S. 3]. In we-
sentlichen Punkten, insbesondere den Regelungen über Verantwortlichkeiten für bereitge-
haltene oder übermittelte Inhalte, stimmten beide Regelungswerke inhaltlich überein. Doch
gibt es auch Abweichungen, die teils durch die Nähe von Mediendiensten zur Presse be-
dingt sind (beispielsweise der Anspruch auf Gegendarstellung aus § 14 MdStV, der im TDG
kein Pendant fand). Im Detail unterschiedlich waren auch die Regelungen zur Anbieter-
kennzeichnung [Brun04, S. 8]. Eine Abgrenzung war also zumindest nicht in allen Fällen
verzichtbar.
Abgrenzungskriterium war bereits nach dem Wortlaut der gesetzlichen Regelungen (§ 2
I Satz 1 MdStV, § 2 I und § 2 IV Nr. 3 TDG) die Frage, ob „die redaktionelle Gestaltung
zur Meinungsbildung für die Allgemeinheit“ (§ 2 IV Nr. 3 TDG) im Vordergrund steht.
Leitbild sind hier Presse und sonstige Druckerzeugnisse (Tettenborn in [EFMT01, Rn. 46 zu
§ 2 TDG]).
Wie ist nun ein Empfehlungsdienst einzuordnen? Wesentliche Aufgaben eines solchen
Dienstes sind
• einem Nutzer das Auffinden potentiell interessanter Objekte zu ermöglichen;
• einem Nutzer Bewertungen von Objekten, die ihm (durch das System selbst oder auf
anderem Weg) bekannt sind, zur Verfügung zu stellen.
Beide Funktionen sind grundsätzlich im Rahmen eines Angebots denkbar, bei dem „die
redaktionelle Gestaltung zur Meinungsbildung für die Allgemeinheit“ im Vordergrund
steht. Ein solches Angebot könnte die elektronische Variante eines Warentest-Magazins dar-
stellen, in dem Produkte vorgestellt und bewertet werden. Jedoch wäre ein solches Angebot
nur im weiteren Sinne als Empfehlungssystem zu bezeichnen, denn aufgrund der fehlenden
Personalisierung kann es eben keine maßgeschneiderten Empfehlungen geben.
Werden einem Nutzer aufgrund seines Profils jedoch personalisierte Empfehlungen ange-
boten, wird man im allgemeinen nicht mehr davon sprechen können, dass die redaktionelle
14Siehe nur [Wald98, S. 124], [Goun97, S. 2994].
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Gestaltung im Vordergrund stehe. Dies ist lediglich dann noch der Fall, wenn auf Grundla-
ge eines Profils ein redaktionell aufbereitetes Angebot angezeigt wird. Auch dann gilt eine
Empfehlung jedoch nicht mehr für die Allgemeinheit, kann also auch schwerlich zur „Mei-
nungsbildung für die Allgemeinheit“ beitragen.
Zwar sind Ausnahmen denkbar, beispielsweise wenn der Empfehlungsdienst nur als
Teil einer anderen Dienstleistung erbracht wird, die selbst einen Mediendienst darstellt;
in diesem Fall ist, so man noch von einem einheitlichen Dienst sprechen kann, eine „Ge-
samtschau“ vorzunehmen (so [Wald98, S. 125]; anderer Auffassung [Tett99, S. 518]15). Doch
in der Regel werden (zentralisierte) Empfehlungssysteme aus den genannten Gründen als
Teledienste zu qualifizieren sein. In der Literatur wird die Meinung vertreten, dass ohne-
hin im Zweifel von einem Teledienst auszugehen sei, da Bundesrecht (also auch das TDG)
nach Artikel 31 GG Landesrecht bricht (so Waldenberger in [Wald98, S. 126], Tettenborn
in [EFMT01, vor § 1 TDG Rn. 20]; anderer Auffassung Spindler in [SpSG04, Rn. 21 zu § 2
TDG]). Für den konkreten Fall der Empfehlungssysteme kann dahinstehen, ob dieser An-
sicht gefolgt werden kann. Im Ergebnis bleibt festzuhalten, dass jedenfalls ein zentralisiertes
Empfehlungssystem in aller Regel als Teledienst einzuordnen war. Nach neuem Recht fällt
diese Abgrenzung weg, denn Mediendienste-Staatsvertrag und Teledienstegesetz wurden
im TMG zusammengeführt. Zentralisierte Empfehlungssysteme sind somit – da die Defini-
tion der Telemedien in § 1 Abs. 1 TMG sowohl Teledienste als auch Mediendienste nach
altem Recht umfasst – in jedem Fall als Telemedien einzuordnen.
3.5.2 Auswirkungen der Eigenschaften von Peer-to-Peer-Systemen
Dieses Ergebnis nun auf ein verteiltes, selbstorganisierendes Empfehlungssystem zu über-
tragen, erscheint auf den ersten Blick trivial. Die erbrachte Funktion ändert sich nicht oder
nur marginal. Im Extremfall kann durch die Nutzerschnittstelle sogar völlig von der techni-
schen Funktionsweise abstrahiert werden.
Doch auf der anderen Seite ändert sich die technische Funktionsweise, also die Art, in
der der Dienst erbracht wird, vollkommen: Es gibt nicht mehr den einen Anbieter, an den
der Nutzer sich wenden kann. Doch rechtfertigt dies eine gänzlich andere Behandlung als
im Fall des zentralisierten Systems? Um dies zu beantworten, müssen lediglich zwei Fra-
gen gestellt werden, die eng miteinander verknüpft sind: Liegt nach wie vor ein Anbieter-
15Der Widerspruch beider Autoren liegt jedoch vornehmlich in der Frage, wann noch ein einheitlicher Dienst
vorliegt; Waldenberger [Wald98, S. 125] geht davon aus, dass das „vollständige, unter einer bestimmten Ho-
mepage (Eingangsseite) einschließlich der untergeordneten Seiten abrufbare Angebot eines Unternehmens“
als ein einheitlicher Dienst anzusehen ist und geht damit deutlich zu weit. Vielmehr ist von einem einheit-
lichen Dienst nur dann auszugehen, wenn sich mehrere vorhandene Angebote „als Einheit darstellen, da
sich dem Nutzer nicht die unterschiedlichen Funktionen der Individual- und der Massenkommunikation
aufdrängen“ (so Spindler in [SpSG04, Rn. 39 zu § 2TDG]). Zum Begriff des einheitlichen Dienstes vgl. auch
Abschnitt 3.6.7.5
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Nutzer-Verhältnis vor? Und worin liegt eigentlich bei einem selbstorganisierenden, dezen-
tralen System der erbrachte Dienst?
3.5.2.1 Anbieter-Nutzer-Verhältnis
Tettenborn [Tett99, S. 518] weist darauf hin, ein Teledienst könne – wie in § 2 Abs. 2
TDG deutlich werde – nur vorliegen, wenn ein Angebot bestehe, also ein Anbieter-Nutzer-
Verhältnis vorliege (so auch Gola/Müthlein in [GoMü00, S. 88, § 2 TDG Nr. 6.4.1]). Nun
enthält § 2 Abs. 2 TDG lediglich Regelbeispiele („insbesondere“) für Teledienste, aber kei-
ne abschließende Aufzählung. Die Tatsache, dass alle fünf Regelbeispiele den Begriff „An-
gebot“ beinhalten, ist ein Indiz, dass der Gesetzgeber tatsächlich nur diesen Fall im Blick
hatte. Jedenfalls kann aber der von Tettenborn in [EFMT01, Rn. 40 zu § 2 TDG] vertretenen
Auffassung gefolgt werden, nach der der in § 2 Abs. 1 TDG verwendete Begriff „Dienst“
als Synonym für „Angebot“16 verwendet wird. Im Ergebnis kann ein Teledienst also nur
bestehen, wenn ein Angebot, also auch ein Anbieter vorhanden ist. Ein „Nutzer-Nutzer-
Verhältnis“ reicht nicht aus [EFMT01, Rn. 40 zu § 2 TDG]. Als Beispiele werden firmenin-
terne Kommunikation [Tett99, S. 518] und der Aufbau von Punkt-zu-Punkt-Verbindungen
mittels ISDN (Gola/Müthlein in [GoMü00, S. 75, § 2 TDG Nr. 4.2.3]) herangezogen. In bei-
den Fällen wird kein Dienst erbracht (bzw. es liegt kein Angebot vor). Diese in der Literatur
herangezogenen Beispiele sind missverständlich; die Herstellung einer Verbindung mittels
ISDN betrifft nicht die Interaktionsebene, und prinzipiell kann auch auf diese Weise die
Nutzung eines Teledienstes ermöglicht werden. Der Interpretation, dass bei gleichberech-
tigter Kommunikation unter Nutzern kein Teledienst vorliegt, kann dennoch zugestimmt
werden. Dies gilt auch für Telemedien: Dass ein Anbieter-Nutzer-Verhältnis für die Geltung
der datenschutzrechtlichen Normen des TMG erforderlich ist, hat der Gesetzgeber für zwei
Spezialfälle (Dienst- und Arbeitsverhältnis, § 11 Abs. 1 Nr. 1 TMG sowie die Steuerung von
Arbeits- oder Geschäftsprozessen in § 11 Abs. 1 Nr. 2 TMG) explizit klargestellt. Die weite-
re Verwendung des Begriffs „Informations- und Kommunikationsdienst“, der Hinweis des
Gesetzgebers, TDG und MdStV zusammenführen zu wollen [Bund06a, S. 13] und die Bei-
behaltung des Begriffs der „Abhol- und Verteildienste“ (ebenda) deuten darauf hin, dass in
dieser Hinsicht auch jenseits der genannten Spezialfälle keine Änderung beabsichtigt war.
Doch wie genau ist zwischen Kommunikation unter Nutzern und der Erbringung ei-
nes Teledienstes bzw. Telemediums abzugrenzen? Eine Möglichkeit wäre, wie durch den
Begriff „Nutzer-Nutzer-Verhältnis“ nahegelegt, einen Dienst stets dann abzulehnen, wenn
zwei gleichberechtigte Teilnehmer beteiligt sind. In dieser Allgemeinheit wäre das jedoch zu
kurz gegriffen. Vielmehr gilt zu differenzieren: Bearbeiten diese Teilnehmer gemeinsam eine
Aufgabe zum gegenseitigen Nutzen (oder zum Nutzen eines Dritten), so kann keine Partei
16Der Angebotsbegriff ist hier jedoch nicht im Sinne des Vertragsrechts als Willenserklärung zu verstehen, son-
dern folgt dem allgemeinen Sprachgebrauch.
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(nur) als Dienstnehmer oder Dienstgeber identifiziert werden. In diesem Fall liegt also auch
im Verhältnis zwischen den Teilnehmern kein Teledienst vor. Wenn jedoch jede Seite die
andere mit der Erfüllung von Aufgaben beauftragen kann, so handelt es sich um einen Te-
ledienst, bei dem lediglich die ständige Möglichkeit zum Rollenwechsel besteht. Es besteht
kein Anlass, einem Nutzer, der selbst auch Dienste erbringt, deshalb den Schutz des Te-
ledienstegesetzes und des Teledienstedatenschutzgesetzes bzw. des Telemediengesetzes zu
nehmen. Dennoch bleibt die Abgrenzung schwierig, da der Übergang von der echten Zu-
sammenarbeit zur Erbringung eines Dienstes mit Möglichkeit zum Rollenwechsel fließend
ist. Im konkreten Fall selbstorganisierender Empfehlungssysteme ist jedoch davon auszuge-
hen, dass die Aufgabe „Erstellen einer konkreten Objektempfehlung“ eben nicht von beiden
Seiten nachgefragt wird. Dies gilt zunächst unabhängig davon, ob als Gegenüber des Nut-
zers ein einzelner Knoten oder das System als Ganzes gesehen wird. Welche Probleme sich
in beiden Fällen ergeben können, wird im nächsten Abschnitt diskutiert.
3.5.2.2 Erbrachter Dienst
Grundsätzlich kann also auch in einem Peer-to-Peer-System ein Dienst erbracht werden. Es
stellt sich jedoch die Frage, worin genau der Dienst gesehen werden kann: Viele – potentiell
alle – Netzteilnehmer wirken zusammen. Sie erledigen Teilaufgaben, wie das Weiterleiten
von Anfragen oder das Versenden von Bewertungen, um die gewünschten Gesamtaufgabe
(einem Nutzer ein Objekt zu empfehlen) zu erbringen. Liegt nun der Teledienst bereits in
der Bearbeitung der Teilaufgaben, bietet also jeder der Teilnehmer einen Dienst an? Oder
liegt ein Teledienst bzw. Telemedium erst bei Betrachtung des Gesamtsystems vor, ist also
das Erfüllen der „Gesamtaufgabe“ erst der Dienst? Beide Möglichkeiten sollen im Folgen-
den erörtert werden.
Teilaufgaben als Teledienste bzw. Telemedien. Die von den einzelnen Knoten auszufüh-
renden Teilaufgaben lassen sich im wesentlichen in zwei Bereiche unterteilen: zum einen die
Beantwortung von Anfragen, beispielsweise durch Versenden einer Objektbewertung (sei es
aufgrund lokal gespeicherter Bewertungen oder aufgrund von Informationen, die andere
Knoten beigesteuert haben), zum anderen das reine Weiterleiten solcher Anfragen.
• Was die Beantwortung von Anfragen angeht, so ändert sich an der Argumentation zur
Einordnung als Teledienst gegenüber dem bereits diskutierten zentralisierten Empfeh-
lungssystem zunächst nichts; es bleibt bei einem Angebot der „Verbreitung von Infor-
mationen über Waren und Dienstleistungsangebote)“ (§ 2 II Nr. 2 TDG). Doch stellt
sich die Frage, ob dieses Angebot umfassend genug ist, um als Teledienst betrachtet
zu werden: Es ist gut denkbar, dass auf einem Knoten nur eine einzige Objektbewer-
tung gespeichert ist. Ein beliebiger Nutzer wird also einen bestimmten Knoten nur
mit einer geringen Wahrscheinlichkeit überhaupt in Anspruch nehmen. Wenn er dies
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tut, wird er in der Regel Informationen von mehreren Knoten verwenden; der Beitrag
eines einzelnen Knotens zur letztendlich errechneten Empfehlung ist also zumindest
potentiell eher gering. Es kann somit nur von einem wenig umfangreichen Angebot
ausgegangen werden, dessen Qualifikation als Teledienst es noch zu diskutieren gilt.
Dies hängt eng damit zusammen, dass ein Teilnehmer primär nicht die Dienstleistung
im Blick hat, die ein einzelner Knoten anbietet, sondern nur am Gesamtergebnis inter-
essiert ist.
All dies spricht auf den ersten Blick dagegen, die Erbringung eines Teledienstes bzw.
Telemediums durch die einzelnen Knoten anzunehmen. Einer näheren Betrachtung
halten diese Argumente jedoch nicht stand. Dass ein einzelner Knoten nur mit ge-
ringer Wahrscheinlichkeit überhaupt durch einen Nutzer in Anspruch genommen
wird, ändert nichts daran, dass im Fall der Inanspruchnahme ein Teledienst vorlie-
gen kann. Die Situation ist der Inanspruchnahme einer Website, wie beispielsweise
einer privaten Homepage, die in aller Regel ein Telemedium bzw. einen Teledienst
(oder bei redaktioneller Gestaltung einen Mediendienst) darstellt (vgl. nur Tettenborn
in [EFMT01, Rn. 53 zu § 2 TDG], [EFMT98, S. 11]), nicht unähnlich. Auch der gerin-
ge Umfang der erbrachten Dienstleistung – der aus Sicht des Nutzers zu beurteilen
ist – ist unschädlich: So wird in der Literatur bereits die Vergabe von IP-Adressen (bei-
spielsweise mittels des Dynamic Host Configuration Protocol [Drom97]) als Teledienst
eingeordnet (so z.B. im Evaluierungsbericht der Bundesregierung zum Informations-
und Kommunikationsdienstegesetz, [Bund99, S. 7 f.]). Zwar ist diese Einordnung ab-
zulehnen, aber nur, da die Vergabe von IP-Adressen nicht auf der Inhalteebene stattfin-
det, sondern der technischen Funktion des Netzes zuzuordnen und mithin nach TKG
zu beurteilen ist (so auch [LGDA05, Abs. 41]; Spindler in [SpSG04, Rn. 26 zu § 2 TDG]).
Der Umfang dieses Dienstes wird in der betrachteten Literatur jedoch durchweg nicht
als problematisch angesehen. Wird DHCP lediglich zur Vergabe von IP-Adressen ein-
gesetzt, so wird dieser Dienst dem Nutzer im Normalfall nicht einmal bewusst. Das
Beispiel zeigt deutlich, dass es praktisch keine untere Schranke für Umfang und Kom-
plexität eines Teledienstes gibt.
• Betreffend die reine Weiterleitung von Anfragen ergibt sich noch eine weitere Abgren-
zungsfrage. Das Teledienstegesetz gilt nicht für Telekommunikationsdienstleistungen
(§ 2 Abs. 4 Nr. 1 TDG). Dieser in der alten Fassung des Telekommunikationsgesetzes
(TKG) definierte Begriff wurde durch den Begriff des „Telekommunikationsdienstes“
ersetzt, was – trotz abweichender Definition – für den konkreten Anwendungsfall je-
doch nicht von Belang ist. Das Telemediengesetz nimmt (in § 1 Abs. 1) bereits bezug
auf den neuen Begriff des Telekommunikationsdiensts. in Telekommunikationsdiens-
te sind „in der Regel gegen Entgelt erbrachte Dienste, die ganz oder überwiegend in
der Übertragung von Signalen über Telekommunikationsnetze bestehen [. . . ]“ (§ 3 S. 1
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Nr. 24 TKG). Aus zweierlei Gründen trifft diese Einschränkung des Anwendungsbe-
reichs des TDG bzw. des TMG jedoch für selbstorganisierende Empfehlungssysteme
nicht zu:
– Zum einen werden Anfragen in Peer-to-Peer-Systemen in der Regel nicht gegen
Entgelt17 weitergeleitet; eine entsprechende Entwicklung ist auch nicht absehbar.
Selbst wenn ein einzelnes System vorsieht, eine Entgeltlichkeit der Weiterleitung
von Anfragen einzuführen, so ist damit noch kein „Regelfall“ begründet und so-
mit noch nicht von einem Telekommunikationsdienst auszugehen. Die Entgelt-
lichkeit der Erbringung anderer Dienste, die nicht lediglich in der Weiterleitung
von Anfragen bestehen, ist davon unabhängig.
– Zum anderen handelt es sich in aller Regel nicht um eine reine Weiterleitung an
einen vorher bestimmten Adressaten, sondern der weiterleitende Knoten wählt
den oder die Empfänger anhand inhaltlicher Kriterien der Nachricht selbst aus18.
Folgt man der in der Literatur überwiegend vertretenen funktionalen Abgren-
zung (siehe nur Neubauer in [MoDr05, Teil D, Rn. 6], Spindler in [SpSG04, Rn. 22,
26 zu § 2 TDG]), nach der inhaltsbezogene Dienste dem TDG (neu: dem TMG) zu-
zuordnen sind, die rein technische Dienstleistung jedoch dem TKG, so führt dies
zur Einordnung als Teledienst (neu: als Telemedium) und nicht als Telekommuni-
kationsdienst.19 Auch wird zwar argumentiert, die Anwendbarkeit des TDG set-
ze eine unmittelbare Kommunikationsbeziehung zum Nutzer des Dienstes vor-
aus, was sich im Katalog von Telediensten des § 2 Abs. 2 TDG zeige20 (Spindler
in [SpSG04, Rn. 31 zu § 2 TDG]); diese Argumentation verkennt aber, dass der Ge-
setzgeber das TDG bewusst für neue Entwicklungen offenhalten wollte [Bund97]
und kein Grund besteht, die Rechtsstellung des Anbieters einer Dienstleistung
von der Unmittelbarkeit der Kommunikation abhängig zu machen. Vielmehr ge-
nügt die funktionale Abgrenzung, die bezüglich der Einordnung von Routern,
wie sie durch Spindler in [SpSG04, Rn. 31 zu § 2 TDG] diskutiert wird, ohnehin
zum gleichen Ergebnis führt.
Insgesamt ist also auch die Weiterleitung von Anfragen im Rahmen des Empfehlungs-
systems als Teledienst gemäß § 2 Abs. 1 TDG bzw. als Telemedium gemäß § 1 Abs. 1
TMG einzuordnen.
17Der Begriff des Entgelts ist im TKG nicht definiert. Es ist davon auszugehen, dass ein Entgelt nicht in Geld be-
stehen muss; wenn kein durchsetzbarer Anspruch auf eine Gegenleistung erworben wird, sondern lediglich
Anreize zu einem bestimmten Verhalten geschaffen werden, kann indes nicht von einem Entgelt die Rede
sein.
18Dies gilt, auch wenn der weiterleitende Knoten in dieser Auswahl nicht völlig frei ist, sondern anhand eines
vorgegebenen Protokolls entscheidet.
19Anders stellt sich die Sachlage bei Routern dar, die den Inhalt von Datenpaketen gar nicht zur Kenntnis
nehmen müssen, sondern lediglich auf Grundlage von IP-Adressen Pakete weiterleiten können (anderer
Auffassung [Roßn00, S. 625]).
20Diese Argumentation ist mit Wegfall dieses Katalogs im TMG ohnehin überholt.
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Vorläufig kann als Ergebnis also festgehalten werden, dass die Teilnehmer eines selbst-
organisierenden Empfehlungssystems in aller Regel einen Teledienst erbringen (so für den
Fall von Peer-to-Peer-Filesharing-Netzen ohne weitere Diskussion auch [Koch05, S. 752]).
Eingeschränkt werden könnte dieses Ergebnis jedoch, falls sich herausstellen sollte, dass
• das Gesamtsystem als Teledienst einzuordnen ist
• und dies die Telediensteigenschaft seiner Bestandteile verhindert. Dies wäre der Fall,
falls ein Angebot nicht gleichzeitig Teledienst und Teil eines umfassenderen Telediens-
tes sein könnte.
Diese Fragestellungen werden im Folgenden diskutiert.
Gesamtsystem als Teledienst Die Frage, ob ein Peer-to-Peer-System als Ganzes als Te-
ledienst bzw. Telemedium zu qualifizieren ist, hat in der Literatur bisher nur am Rande
Erwähnung gefunden. Brinkel [Brin06, S. 263] bezeichnet die Subsumtion von Peer-to-Peer-
Systemen unter die Kategorien des TDG als problematisch bis unmöglich; Wenzl [Wenz05,
S.124] argumentiert (ebenfalls von Filesharing-Systemen ausgehend), dass sich bei „echten“
Peer-to-Peer-Systemen kein Diensteanbieter identifizieren lasse und daher kein „Dienst“ im
Sinne des TDG vorliege. Wie bereits angedeutet, erfüllt das Gesamtsystem die gleichen Auf-
gaben wie ein zentralisiertes Empfehlungssystem. Aus funktionaler Sicht ist das System also
als Teledienst zu qualifizieren. Auch ein Anbieter-Nutzer-Verhältnis könnte grundsätzlich
vorliegen (s. oben S. 49). Probleme ergeben sich jedoch aus zweierlei Gründen: Praktisch
ist es nicht möglich, einen Anspruch gegen ein dezentrales, selbstorganisierendes System
durchzusetzen. Eng damit zusammen hängt der zweite Grund, nämlich die Definition des
Diensteanbieters in § 3 Satz 1 Nr. 1 TDG bzw. § 2 Satz 1 Nr. 1 TMG. Diensteanbieter ist
demnach
jede natürliche oder juristische Person, die eigene oder fremde Teledienste21 zur
Nutzung bereithält oder den Zugang zur Nutzung vermittelt.
Diejenigen Personengesellschaften, die mit der Fähigkeit ausgestattet ist, Rechte zu erwer-
ben und Verbindlichkeiten einzugehen, sind gemäß § 3 Satz 2 TDG (§ 2 Satz 2 TMG) juristi-
schen Personen gleichgestellt.
Zur rechtlichen Beurteilung des Systems sind somit drei Fragen zu beantworten:
• Lässt sich eine natürliche Person, eine juristische Person oder eine teilrechtsfähige Per-
sonengesellschaft identifizieren, die als Anbieter des Gesamtsystems betrachtet wer-
den kann?
21In § 2 Satz 1 Nr. 1 TMG: Telemedien
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• Falls dies nicht der Fall ist, kann das Gesamtsystem dennoch ein Teledienst bzw. Tele-
medium sein, ohne dass ein Diensteanbieter im Sinne des § 3 S. 1 Nr. 1 TDG (§ 2 Satz 1
Nr. 1 TMG) vorliegt? Da die weiteren Normen des TDG bzw. des TMG an Dienstean-
bieter gerichtet sind, ist diese Frage von geringer praktischer Relevanz. Dennoch soll
sie an dieser Stelle kurz diskutiert werden.
• Falls das Gesamtsystem ein Teledienst ist, können dann die einzelnen Knoten des Sys-
tems nach wie vor als Diensteanbieter eingeordnet werden?
Diese Fragen werden in den folgenden Absätzen diskutiert.
Person oder Personengesellschaft als Betreiber? In Frage kommen gemäß § 3 S. 1 Nr. 1, § 3
S. 2 TDG (§ 2 Satz 1 Nr. 1, § 2 Satz 2 TMG) nur natürliche Personen, juristische Personen
und teilrechtsfähige Personengesellschaften. Lässt sich nun eine dieser drei Alternativen
als Betreiber selbstorganisierender Systeme identifizieren? Bevor die Betreibereigenschaft
desjenigen diskutiert wird, der das System entwirft und die zu seinem Betrieb notwendige
Software bereitstellt, sollen zunächst die Systemteilnehmer selbst betrachtet werden.
• Eine natürliche Person lässt sich nicht als Systembetreiber identifizieren, da das Sys-
tem sich gerade durch die Mitwirkung einer Vielzahl natürlicher Personen auszeich-
net.
• Das Vorliegen einer juristischen Person scheidet aus, da juristische Personen nach deut-
schem Recht ausschließlich durch Registereintragung, behördliche Anerkennung oder
staatliche Verleihung entstehen können (vgl. Heinrichs in [Pala06, Rn. 6,7 vor § 21]).
• Denkbar wäre jedoch das Vorliegen einer teilrechtsfähigen Personengemeinschaft.
In Frage kommen der nichtrechtsfähige Verein22 und die Gesellschaft bürgerlichen
Rechts.
– Der nichtrechtsfähige Verein ist in § 54 BGB geregelt; demnach finden die Vorschrif-
ten über die Gesellschaft bürgerlichen Rechts Anwendung (§ 54 S. 1 BGB). Recht-
sprechung und Literatur wenden jedoch die Vorschriften über den rechtsfähigen
Verein analog an, was mit dem zumindest stillschweigenden Abbedingen der un-
passenden Regelungen des Gesellschaftsrechts begründet wird [Brox05, Rn. 770].
Ein nichtrechtsfähiger Verein ist eine auf Dauer angelegte und auf die Erreichung
eines gemeinsamen Zwecks gerichtete Verbindung einer größeren Personenzahl,
die „nach ihrer Satzung körperschaftlich organisiert ist, einen Gesellschaftsna-
men führt und auf einen wechselnden Mitgliederbestand angelegt ist“ (Hein-
richs in [Pala06, Rn. 1 zu § 54]). Der nichteingetragene23 Verein ist teilrechtsfä-
hig (Heinrichs in [Pala06, Rn. 7 zu § 54]). Doch lassen sich selbstorganisierende
22Trotz des scheinbaren begrifflichen Widerspruchs ist ein nichtrechtsfähiger Verein eine teilrechtsfähige Perso-
nengemeinschaft.
23Und somit nicht rechtsfähige.
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Empfehlungssysteme nicht als Vereine klassifizieren. So kann zwar vom Bestehen
eines gemeinsamen Zwecks – der Erstellung von Empfehlungen – ausgegangen
werden. Problematischer ist aber schon das Bestehen einer Satzung. Eine solche
bedarf zwar keiner Form und kann auch konkludent beschlossen werden (vgl.
Heinrichs in [Pala06, Rn. 6 zu § 54]). Sie kann aber wohl nicht schon in der Ei-
nigung der Teilnehmer gesehen werden, einem Peer-to-Peer-System beizutreten
und für die Kommunikation ein bestimmtes Protokoll zu verwenden. Die kör-
perschaftliche Organisation und das Führen eines Gesellschaftsnamens fehlen
schließlich völlig – ein selbstorganisierendes Empfehlungssystem hat keine Orga-
ne, durch die es (rechtlich) handeln kann. Auch ist ein nichtrechtsfähiger Verein
zwar auf einen wechselnden Mitgliederbestand angelegt, doch geht das Vereins-
recht nicht von der ständigen Möglichkeit des Ein- und Austretens binnen kür-
zester Zeitspannen aus, wie sie in Peer-to-Peer-Systemen üblich ist. Insgesamt
liegt also kein nichtrechtsfähiger Verein vor.
– Die Gesellschaft bürgerlichen Rechts (GbR) ist in den §§ 705 ff. BGB geregelt. In
einer solchen Gesellschaft „verpflichten sich die Gesellschafter gegenseitig, die
Erreichung eines gemeinsamen Zwecks [. . . ] zu fördern [. . . ]“ (§ 705 BGB). Eine
körperschaftliche Organisation ist hier gerade nicht gegeben (vgl. Sprau in [Pa-
la06, Rn. 4 zu § 705]). Der gemeinsame Zweck ist zwar bei selbstorganisierenden
Empfehlungssystemen gegeben, doch passt die Konzeption der § 705 ff. ansons-
ten nicht: Der Bestand einer GbR ist von ihren Mitgliedern abhängig – im Gegen-
satz zum auf wechselnden Mitgliederbestand angelegten nichtrechtsfähigen Ver-
ein (Sprau in [Pala06, Rn. 4 zu § 705]). Für Vereinigungen, denen viele Personen
angehören, passen die Vorschriften über die GbR deshalb nicht [Brox05, Rn. 729].
Ein selbstorganisierendes Empfehlungssystem kann deshalb nicht als GbR ein-
geordnet werden.
Da die im Gesetzestext vorgesehenen Alternativen nicht in Frage kommen, liegt zunächst
der Gedanke einer analogen Anwendung des § 3 Satz 1 Nr. 1, § 3 Satz 2 TDG (§ 2 Satz 1 Nr. 1,
§ 2 Satz 2 TMG) auf das Gesamtsystem nahe. Voraussetzung für eine Analogie ist jedoch das
Vorliegen einer planwidrigen Regelungslücke24. Eine solche besteht nicht; vielmehr hat der
Gesetzgeber die in der alten Fassung des § 3 TDG noch vorgesehenen Personenvereinigun-
gen bewusst aus dem Katalog möglicher Diensteanbieter herausgenommen, da diese „recht-
lich nicht erfasst werden können“ [Bund01b, S. 15]. Zwar vertritt Spindler [SpSG04, Rn. 3 zu
§ 3 TDG] dennoch die Auffassung, der Begriff sei „derart weit gefaßt, dass jeder nur denk-
bare Handelnde hierunter fällt“, doch kann sich dies nur auf rechtsgeschäftliches Handeln
24Eine Norm kann nur analog angewendet werden wenn sie eine ähnliche Interessenlage regelt und die Rege-
lung auf die konkret zu entscheidende Frage übertragen werden kann, damit eine durch den Gesetzgeber
nicht beabsichtigte (planwidrigen) Regelungslücke ausgefüllt werden kann und kein verfassungsrechtliches
Verbots dieser Analogie vorliegt [Schw03a, S. 107 f.].
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beziehen, wohingegen andere Formen des Handelns zwar denkbar, aber durch das Gesetz
nicht erfasst sind. Die hinter dieser Entscheidung stehenden praktischen Erwägungen sind
auch durchaus nachvollziehbar: Eine Einheit, die nicht in der Lage ist, Rechte zu erwerben
oder Verbindlichkeiten einzugehen, muss auch kein Normadressat sein – auch, wenn dies
rein begrifflich zu einer unbefriedigenden Situation führt, da der Diensteanbieter-Begriff
des TDG bzw. des TMG und der normalsprachlich verwendete Begriff in Einzelfällen aus-
einanderfallen können.
Da die Teilnehmer des Systems also als Diensteanbieter ausscheiden, bleibt als einzige
Möglichkeit noch die Person oder Personenvereinigung, die auf Basis eines Peer-to-Peer-
Protokolls die für das Empfehlungssystem benötigte Software bereitstellt. Auch hier erge-
ben sich bereits aus rein praktischer Sicht Probleme:
• Auch Software wird nicht notwendigerweise von einer natürlichen oder juristischen
Person bzw. einer teilrechtsfähigen Personengesellschaft bereitgestellt. Vielmehr ist
ein verteilter Entwicklungsprozess, bei dem viele, nicht notwendigerweise nament-
lich bekannte Personen zusammenwirken, nicht unüblich.
• Es muss nicht nur ein einzelnes Softwareprodukt geben, das das Protokoll des selbst-
organisierenden Empfehlungssystems implementiert.
Da diese Probleme zwar auftauchen können, aber nicht müssen, lohnt sich dennoch die
Betrachtung des Falls der Identifizierbarkeit einer natürlichen oder juristischen Person (oder
einer teilrechtsfähigen Personengesellschaft), die die einzige Software bereitstellt, mit der
das System betrieben werden kann.
Für den Fall von Peer-to-Peer-Filesharing-Systemen hat diese Frage bereits in der Lite-
ratur Erwähnung gefunden [Koch05, S. 752]. Für den Download der Software liegt dem-
zufolge ein Teledienst vor. Bezüglich des Systems selbst kommt [Koch05, S. 752] (wie auch
Spindler/Leistner [SpLe05, S. 787]) zu dem richtigen Ergebnis, dass der Softwareanbieter
kein Diensteanbieter im Sinne des § 3 S. 1 Nr. 1 TDG ist, da er die von den Nutzern ge-
wünschten Dateien weder bereithält noch zwischenspeichert oder durchleitet, sondern mit
diesen überhaupt nicht in Kontakt kommt.25 Dieses Ergebnis lässt sich auch ohne weiteres
auf Empfehlungssysteme übertragen. Zwar implementiert die Software ein Protokoll, das
einem Teledienst zugrunde liegt. Doch zum Einsatz bringt es eben nicht der Anbieter der
Software, sondern der konkrete Nutzer. Nutzer sind es auch, die die Inhalte, auf die es bei
einem Teledienst letztlich ankommt, überwiegend zur Verfügung stellen. Auch bei selbstor-
ganisierenden Empfehlungssystemen ist der Softwareanbieter also kein Anbieter eines Te-
ledienstes, was den Betrieb des Systems betrifft. Anders könnte sich die Situation lediglich
darstellen, wenn der Softwareanbieter zusätzliche Infrastrukturdienstleistungen erbringen
25Der Autor diskutiert dennoch bestehende Pflichten des Sofwareanbieters, die jedoch unabhängig von der
Einordnung als Diensteanbieter im Sinne des TDG sind.
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würde; dies ist jedoch für das im Rahmen dieser Arbeit zu entwickelnde System nicht vor-
gesehen.
Teledienst ohne Diensteanbieter? Wie sich gezeigt hat, lässt sich für das Gesamtsystem kein
Diensteanbieter im Sinne des § 3 S. 1 Nr. 1 TDG (§ 2 Satz 1 Nr. 1 TMG) identifizieren. Ande-
rerseits ist das System aus funktionaler Sicht eindeutig als Teledienst (Telemedium) einzu-
ordnen. Kann es also einen Teledienst bzw. ein Telemedium ohne einen solchen Dienstean-
bieter geben? Oder ist ein solcher in der Definition des Telediensts bzw. des Telemediums
(§ 2 Abs. 1 TDG, § 1 Abs. 1 TMG) zwingend vorausgesetzt?
Fest steht, dass das Vorliegen eines Dienstes stets ein Anbieter-Nutzer-Verhältnis erfordert
(vgl. oben S. 49; Tettenborn in [Tett99, S. 518]). Doch kann ein solches nur vorliegen, wenn
der Anbieter auch „Diensteanbieter“ ist? Dafür spricht zum einen der Wortlaut: Wer sonst,
wenn nicht ein Diensteanbieter, sollte einen (Tele-)dienst26 anbieten27? Zum anderen knüpft
keine einzige Bestimmung in TDG oder TDDSG bzw. TMG direkt an das Vorliegen eines
Teledienstes (Telemediums) an; es wird ausschließlich der Diensteanbieter verpflichtet. Es
besteht also keine Veranlassung, die Definition des Teledienstes bzw. des Telemediums wei-
ter zu ziehen. Ohne nähere Diskussion der Problematik kommen auch Reber/Schorr [Re-
Sc01, S. 676] zu diesem Ergebnis.
Für die These, dass ein Teledienst bzw. Telemedium auch ohne Diensteanbieter vorliegen
kann, spricht hingegen die Systematik des Abschnitts 1 des TDG: Liegt ein Teledienst nur
vor, wenn auch ein „Diensteanbieter“ vorhanden ist, so setzt die Definition des Telediensts
(§ 2 Abs. 1 TDG) die des Diensteanbieters (§ 3 S. 1 Nr. 1 TDG) voraus und umgekehrt. Dies
gilt ebenso im neuen Telemediengesetz (§§ 1 Abs. 1, 2 Satz 1 Nr. 1 TMG). Zwar lässt sich die-
se zirkuläre Abhängigkeit auflösen, doch ist fraglich, ob sie in dieser Form gewünscht war.
Ebenso fraglich ist, ob der Gesetzgeber mit der Änderung der Definition des Dienstean-
bieters auch zugleich den Begriff des Teledienstes verändern wollte. Diese Überlegungen
führen tendenziell zum Ergebnis, dass ein Teledienst durchaus auch ohne Diensteanbieter
im Sinne des § 3 S. 1 Nr. 1 TDG und nach neuer Rechtslage ein Telemedium ohne Diens-
teanbieter im Sinne des § 2 Satz 1 Nr. 1 TMG existieren kann. Letztlich kann dies jedoch
dahinstehen, da zumindest nach bisheriger Rechtslage keinerlei Konsequenzen an das blo-
ße Vorliegen eines Telediensts geknüpft sind. Das Fehlen eines Diensteanbieters führt somit
dazu, dass für einen Teledienst (ein Telemedium) schlicht keine rechtlichen Verpflichtungen
mehr aus dem Teledienstegesetz (dem Telemediengesetz) erwachsen.
Dienstleistungen einzelner Knoten und Gesamtsystem als Teledienst? Selbst, wenn man da-
von ausgeht, dass das Gesamtsystem ein Teledienst bzw. Telemedium ist: Dies ändert nichts
daran, dass einzelne Knoten dennoch für die Dienstleistungen, die sie im Rahmen des Sys-
26Das Argument gilt auch für Telemedien, die nach der Definition des § 1 Abs. 1 Satz 1 TMG ebenfalls „Dienste“
sind.
27Dieses Kriterium ist jedoch kein sehr gewichtiges Argument, denn umgekehrt müssen Diensteanbieter gemäß
§ 3 S. 1 Nr. 1 TDG (§ 2 Satz 1 Nr. 1 TMG) auch nicht notwendigerweise Dienste anbieten; es genügt, wenn
sie „den Zugang zur Nutzung vermitteln“.
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tems erbringen, Diensteanbieter sind. Ein ähnlich gelagerter Fall liegt beispielsweise bei
Online-Auktionshäusern vor: Auch hier gibt es einen übergeordneten Teledienst, nämlich
das Angebot des Plattformbetreibers, und zahlreiche einzelne Teledienste bzw. Telemedi-
en, nämlich die Angebote einzelner Warenanbieter. Die Rechtsprechung hat beide richtig
als Teledienste eingeordnet (für den Plattformbetreiber [OLGBR04], für den einzelnen Wa-
renanbieter [OLG 06]). Jedenfalls ändert also die Einordnung des Gesamtsystems als Tele-
dienst bzw. Telemedium nichts daran, dass auch Teildienste Teledienste bzw. Telemedien
sein können. In der Sache besteht zwar insofern ein Unterschied, als der Betreiber einer zen-
tralen Plattform selbst Diensteanbieter ist und einen Dienst erbringt, der von den einzelnen
Angeboten zunächst unabhängig ist; aber auch in einem selbstorganisierenden, verteilten
Empfehlungssystem bietet das Systemverhalten einen Mehrwert im Vergleich zur Summe
der einzelnen Knoten. Somit ist aus Nutzersicht kein grundlegender Unterschied zwischen
beiden Fällen ersichtlich.
Als Ergebnis kann insgesamt festgehalten werden, dass die einzelnen Knoten des Systems
als Diensteanbieter einzuordnen sind. Das Gesamtsystem kann, trotz bestehender Zweifel –
aber ohne rechtliche Konsequenzen – als Teledienst (Telemedium) eingeordnet werden, für
das sich jedoch kein Diensteanbieter identifizieren lässt.
Die Ergebnisse des vorliegenden Abschnitts sind in [Sorg07c] veröffentlicht.
3.6 Datenschutz in verteilten, selbstorganisierenden Systemen aus
rechtlicher Sicht
Mit dieser Einordnung selbstorganisierender Empfehlungssysteme ist die Grundlage ge-
schaffen, die Konsequenzen zu untersuchen, die sich für teilnehmende Knoten ergeben.
Zum einen gilt das Verbot mit Erlaubnisvorbehalt des § 4 Abs. 1 BDSG und des § 3 Abs. 1
TDDSG (§ 12 Abs. 1 TMG). Entsprechende Erlaubnisnormen finden sich für die Inhalt-
sebene im BDSG, für die Interaktionsebene im TDDSG (TMG). Zum anderen werden aber
auch konkrete Anforderungen an die Gestaltung datenverarbeitender Systeme gestellt; man
spricht hier von Systemdatenschutz.
3.6.1 Abgrenzung Inhalts- und Interaktionsebene
In einem ersten Schritt gilt es nun herauszuarbeiten, wo sich bei einem selbstorganisieren-
den Empfehlungssystem die Grenze zwischen Inhalts- und Interaktionsebene im Sinne des
Schichtenmodells (Abschnitt 3.2.2.1, S. 35) ziehen lässt.
Das TDDSG galt für den „Schutz personenbezogener Daten der Nutzer von Telediens-
ten„ (§ 1 Abs. 1 Satz 1 TDDSG); seine Regelungen wurden überwiegend wörtlich in das
TMG übernommen. Ausschlaggebend ist also – mit der herrschenden Meinung (h.M.) von
der funktionalen Abgrenzung der Schichten des Datenschutz-Schichtenmodells ausgehend
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(vgl. oben S. 35) – die Abgrenzung, welche Daten in der Eigenschaft als Nutzer eines Tele-
dienstes bzw. Telemediums anfallen.
Zweifelsfrei der Interaktionsebene zuordnen lassen sich somit Daten über den Ablauf des
Zugriffs auf ein System, beispielsweise Uhrzeit, IP-Adressen beteiligter Knoten, Pseudony-
me der jeweiligen Nutzer bei Abruf einer Empfehlung oder Absenden eines Empfehlungs-
dokuments.
Sofern in Dokumenten, die über das System übermittelt werden, von Menschen erstellte
personenbezogene Daten enthalten sind – beispielsweise, wenn das System die Bewertung
von Systemteilnehmern erlaubt –, so handelt es sich hierbei ebenso eindeutig um Inhaltsda-
ten (anderer Auffassung aber Imhof [Imho00, S. 113 ff.], der die Existenz von Inhaltsdaten
bei Telediensten generell ablehnt).
Es fallen jedoch auch Daten an, deren Einordnung sich schwieriger gestaltet: Daten über
Präferenzen von Nutzern oder Daten, aus denen sich diese Präferenzen ableiten lassen,
sind Inhalte, die zwar durch das Telemedium erstellt werden; doch sind sie nicht für Te-
lemedien spezifisch, sondern auch ohne das Vorliegen von Telekommunikation vorstellbar.
Diese Art der Abgrenzung würde jedoch zu weit führen; grundsätzlich könnte fast jede
einem Telemedium zugrunde liegende Datenbasis auch ohne Telekommunikation verwen-
det werden. Vielmehr ist (mit Schulz in [Roßn99, 3. Teil, Rn. 43 zu § 1 TDDSG]) darauf
abzustellen, ob Daten zur Durchführung eines Telemediums erhoben, verarbeitet oder ge-
nutzt werden. Lediglich bei einer reinen Übermittlung durch Telemedien (beispielsweise
Daten, die für den Abschluss eines Kaufvertrags mit einem Versandhändler nötig sind) ist
für die Inhaltsdaten der Anwendungsbereich des BDSG eröffnet. Der Anwendungsbereich
der datenschutzrechtlichen Regelungen des TMG ist somit recht weit gefasst; dies lag aber
auch in der Intention des Gesetzgebers: Die Bundesregierung lehnte im Gesetzgebungsver-
fahren einen Änderungsvorschlag des Bundesrats [Bund97, S. 53] zu § 1 TDDSG, der den
Anwendungsbereich des Gesetzes eingeschränkt hätte, ab und beharrte auf einer umfassen-
den Gültigkeit des TDDSG ( [Bund97, S. 70], vgl. auch Schulz in [Roßn99, 3. Teil, Rn. 12 zu
§ 1 TDDSG]) – die von der Bundesregierung vorgeschlagene Fassung trat schließlich auch
in Kraft. Die später erfolgte Abänderung diente lediglich der Klarstellung und Verdeutli-
chung des Geltungsbereichs [Bund01b, S. 14]. Mit Übernahme in das TMG wurde der An-
wendungsbereich der datenschutzrechtlichen Regelungen lediglich gegenüber dem TKG
abgegrenzt; gegenüber dem BDSG wurde jedoch keine Abgrenzung vorgenommen. Inso-
fern ist also von einem unveränderten Anwendungsbereich auszugehen. Im konkreten Fall
von Empfehlungssystemen unterfallen somit alle erhobenen, verarbeiteten und genutzten
Daten dem TMG. Ausgenommen sind nur die bereits erwähnten, von Menschen verfass-
ten Dokumente, die durch den Teledienst nicht verarbeitet, sondern lediglich übermittelt
werden. Es gilt jedoch anzumerken, dass die Einordnung von Inhaltsdaten in der Literatur
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umstritten ist; eine Diskussion zur Anwendbarkeit von TDDSG und BDSG auf Inhaltsdaten
findet sich in Schmitz [SpSG04, Rn. 20 ff. zu § 6 TDDSG].
3.6.2 Erlaubnistatbestände auf Interaktionsebene
Auf der Interaktionsebene – wie auch auf der Inhaltsebene – gilt das Prinzip des Verbots mit
Erlaubnisvorbehalt, das hier in § 12 Abs. 1 TMG normiert ist. Zentrale Erlaubnisnormen
sind – entgegen ihrem Wortlaut – die §§ 14, 15 TMG. § 14 befasst sich mit Bestandsdaten,
§ 15 mit Nutzungsdaten. Für Telemedien sind diese Erlaubnistatbestände auf der Interakti-
onsebene auch abschließend; solche des BDSG dürfen nicht ergänzend herangezogen wer-
den (vgl. dazu bereits für Teledienste die Gesetzesbegründung des TDDSG [Bund01b, S. 14,
29] sowie Schmitz in [SpSG04, Rn. 1 zu § 5 TDDSG; Rn. 3 zu § 6 TTDSG]; der Gesetzgeber
hat mittlerweile klargestellt, dass nur Erlaubnistatbestände des TMG oder solche, die sich
ausdrücklich auf Telemedien beziehen, in Frage kommen (§ 12 Abs. 1 TMG)).
3.6.2.1 Bestandsdaten
Bestandsdaten sind Daten, die für die „Begründung, inhaltliche Ausgestaltung oder Ände-
rung eines Vertragsverhältnisses mit ihm [dem Nutzer] über die Nutzung von Telediensten
erforderlich sind“ (§ 14 Satz 1 TMG). Beispiele für Bestandsdaten sind die Rechnungsadres-
se, Authentifizierungsdaten oder die Kontakt-E-Mail-Adresse des Nutzers. Die Erhebung,
Verarbeitung und Nutzung von Bestandsdaten wird durch 14 Satz 1 TMG auch ohne Einwil-
ligung erlaubt. Die Formulierung der Vorschrift, nach der personenbezogene Daten nur er-
hoben, verarbeitet oder genutzt werden dürfen, wenn es sich um Bestandsdaten handelt, ist
als gesetzgeberisches Versehen zu werten. Bei wortgetreuer Auslegung verletzt sie nicht nur
die Systematik des TMG – Verbot der Verarbeitung personenbezogener Daten in § 12 Abs. 1
TMG und Durchbrechen dieses Verbots durch einzelne Erlaubnisnormen –, sondern sie setzt
sich auch in Widerspruch zu § 15 Abs. 1 Satz 1 TMG, der wiederum nur die Erhebung, Verar-
beitung und Nutzung von Nutzungsdaten zulässt. Mit der entsprechenden Änderung der
§§ 5, 6 TDDSG28 durch den Bundestagsausschuss für Wirtschaft und Technologie wurde
bei der Novellierung des Gesetzes jedoch nicht das Ziel verfolgt, den Erlaubnistatbestand
inhaltlich zu ändern; vielmehr sollte sie lediglich die Einführung eines Bußgeldtatbestands
erleichtern [Bund01a, S. 32]. Insofern kann weiterhin von einer Erlaubnisnorm ausgegan-
gen werden. Für ein selbstorganisierendes Empfehlungssystem problematisch könnte indes
der Inhalt dieser Erlaubnisnorm sein: Der Bestandsdatenbegriff des TDDSG erfordert das
Vorliegen eines Vertragsverhältnisses „über die Nutzung von Telediensten“.
Schleipfer [Schl04, S. 731 f.] hält die Formulierung des § 5 Satz 1 TDDSG (neu: § 14 Abs. 1
TMG) für einen Irrtum des Gesetzgebers und weist darauf hin, dass in vielen Fällen Be-
28Diese wurden wortgleich in das TMG übernommen.
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standsdaten benötigt würden, jedoch lediglich ein Gefälligkeitsverhältnis vorliege. Dieser
Auffassung kann aber nicht zugestimmt werden: Der Begriff der Bestandsdaten ist im TMG
vielmehr enger gefasst als im allgemeinen Sprachgebrauch29, in dem er alle personenbe-
zogenen Daten erfasst, die einem Betroffenen auf Dauer zugeordnet sind (vgl. [Scha02,
Rn. 374]). Anzeichen dafür, dass der Gesetzgeber mit § 14 Satz 1 TMG auch Gefälligkeits-
verhältnisse erfassen wollte, bestehen nicht.
Ein solches Gefälligkeitsverhältnis ist auch im Fall des geplanten selbstorganisierenden
Empfehlungssystems gegeben: Ein Vertrag kommt mit Wirksamwerden zweier überein-
stimmender, aufeinander bezogener Willenserklärungen zustande [Brox05, Rn. 76]. Voraus-
setzung für eine fehlerfreie Willenserklärung ist der Rechtsbindungswille des Erklärenden.
Bei der Nutzung des geplanten Systems wird jedoch in der Regel kein solcher Rechtsbin-
dungswille vorliegen. Zwar sollen bestimmte Verhaltensweisen der Nutzer – beispielsweise
das Leisten eines Beitrags durch Bereitstellung von Ressourcen oder Verfassen von Empfeh-
lungsdokumenten – gefördert werden, doch eine rechtliche Verpflichtung soll damit nicht
verbunden sein. Mit dem Fehlen des Rechtsbindungswillens kommen keine Willenserklä-
rungen und folglich auch keine Vertragsverhältnisses zustande; mithin liegen also auch kei-
ne Bestandsdaten im Sinne des § 14 TMG vor, so dass diese Erlaubnisnorm für das geplante
selbstorganisierende Empfehlungssystem nicht weiterhilft.
Dieses Ergebnis lässt sich allerdings nicht beliebig verallgemeinern. So sind Vertragsver-
hältnisse selbstverständlich auch in Peer-to-Peer-Systemen möglich. Es könnte durchaus
eine Gegenleistung für die Berechnung einer Empfehlung verlangt und ein Vertrag dar-
über geschlossen werden. Selbst in diesem Fall würde die gesetzliche Erlaubnis des § 14
TMG aber keinen Ausweg bieten, denn in einem Peer-to-Peer-System interagieren oft wech-
selnde Knoten miteinander; die Erlaubnis für einzelne Knoten, jeweils Daten über ihren
Interaktions- und Vertragspartner zu erheben, zu verarbeiten oder zu nutzen, hilft also zwar
bei der Abwicklung eines Vertragsverhältnisses, nicht aber bei der Erbringung der Funktio-
nalität des Systems weiter.
Diese Beschränkung des § 14 TMG bedeutet jedoch andererseits alleine noch keine Ein-
schränkung der Funktionalität des geplanten Empfehlungssystems. Neben der Möglichkeit
der Einwilligung besteht noch der Erlaubnistatbestand des § 15 TMG, der im Folgenden
diskutiert wird.
3.6.2.2 Nutzungsdaten
§ 15 Abs. 1 Satz 1 TMG definiert Nutzungsdaten als Daten, die erforderlich sind, um „die
Inanspruchnahme von Telediensten zu ermöglichen und abzurechnen“. Ihre Erhebung, Ver-
arbeitung und Nutzung wird durch die Norm erlaubt. Der Begriff der Erforderlichkeit ist
29Aus dieser Sichtweise heraus erübrigt sich auch Schleipfers Einwand in [Schl04, S. 731 f.]
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jedoch eng auszulegen (Schmitz in [SpSG04, Rn. 5 zu § 5 TDDSG]30). Aus dem Vorbehalt
der Erforderlichkeit folgt auch eine Pflicht zur Löschung, sobald die Erforderlichkeit weg-
fällt (Schmitz ebenda).
Für das Szenario des selbstorganisierenden Empfehlungssystems bedeutet dies, dass al-
le Daten eines Nutzers, die benötigt werden, um ihm den Dienst zu erbringen, für diesen
Zweck auch erhoben, verarbeitet und genutzt werden dürfen. Aus der engen Auslegung des
Begriffs der Erforderlichkeit folgt nicht, dass nur eine Version des Empfehlungssystem im-
plementiert werden darf, die besonders wenige Daten benötigt; um die Qualität von Emp-
fehlungen zu verbessern oder schlicht als Folge der Wahl eines bestimmten Ansatzes (wie
z.B. Demographie-basiertes Filtern) dürfen auch mehr Daten verarbeitet werden, als dies
grundsätzlich für irgendein Empfehlungssystem nötig wäre. Eine Verpflichtung zur daten-
sparsamen Realisierung des Dienstes kann sich allenfalls aus § 3a BDSG ergeben, der jedoch
das Angebot „datenintensiver“ Dienste ebenfalls nicht generell verbietet. Ein solches Verbot
wäre auch als Eingriff in das informationelle Selbstbestimmungsrecht des Nutzers verfas-
sungsrechtlich problematisch (vgl. dazu auch Schmitz in [SpSG04, Rn. 12 zu § 6 TDDSG]).
Lediglich Daten, die auch für den gewählten Ansatz nicht nötig sind, unterfallen dem Er-
laubnistatbestand des § 6 Abs. 1 Satz 1 TDDSG also nicht. Der Begriff der Nutzungsdaten
ist im übrigen auch nicht disjunkt zu dem der Bestandsdaten; auch dauerhaft einem Nutzer
zugeordnete Daten wie Authentifizierungsdaten (die in § 15 Abs. 1 Satz 2 Nr. 1 TMG gar als
Regelbeispiel genannt werden) können Nutzungsdaten sein.
Es stellt sich jedoch die Frage, wie mit Daten umzugehen ist, die nicht oder nicht aus-
schließlich dem Nutzer dienen, dem sie als Person zugeordnet sind. Wertet das System bei-
spielsweise aus, welche Objekte ein Nutzer zusammen mit anderen Objekten genutzt hat,
so ist diese Information nur wertvoll, wenn sie auch für andere Nutzer – die gerade keine
Empfehlung wünschen – ausgewertet wird. Der Wortlaut des § 15 Abs. 1 Satz 1 TMG scheint
auch diese Nutzung personenbezogener Daten zuzulassen: Die Vorschrift stellt auf die Er-
forderlichkeit für die Ermöglichung der Inanspruchnahme von Telediensten ab, ohne dies
jedoch darauf einzuschränken, dass diese Inanspruchnahme durch den Betroffenen erfolgt.
Eine solche Auslegung würde indes dem Schutzzweck des TDDSG nicht gerecht werden.
Die Transparenz über im Umlauf befindliche Daten, Voraussetzung für die Verwirklichung
des informationellen Selbstbestimmungsrechts – wie es durch das TMG konkretisiert wird
–, könnte gerade nicht mehr gewährleistet werden, würde die Erlaubnisnorm des § 15 TMG
so weit gehen: Der Nutzer eines Teledienstes rechnet üblicherweise nicht damit, dass sei-
ne Daten auch dazu verwendet werden, anderen einen Dienst anzubieten. Dies mag sich
im Fall von Empfehlungssystemen zwar anders darstellen; das TDDSG gilt jedoch für alle
Teledienste. Da § 15 TMG nicht danach differenziert, ob der Nutzer mit der weiteren Ver-
30Auch der Wortlaut dieser Norm wurde mit Übernahme in das TMG nicht geändert.
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arbeitung und Nutzung seiner Daten rechnen konnte, besteht auch für diesen Spezialfall
keine Erlaubnis.
Um die Verarbeitung solcher Daten dennoch zu ermöglichen, bestehen zwei Möglichkei-
ten:
• Durch Anonymisierung oder Pseudonymisierung könnte der Personenbezug entfernt
werden.
• Eine Einwilligung des Nutzers könnte eingeholt werden.
Diese Möglichkeiten werden in den folgenden Abschnitten diskutiert.
3.6.3 Anonymisierung und Pseudonymisierung
Wie bereits erwähnt, dient das Datenschutzrecht dem Schutz personenbezogener Daten. So-
wohl das BDSG (s. § 1 Abs. 1) als auch das TMG (§ 12 Abs. 1) knüpfen an diesen Begriff an,
der in § 3 Abs. 1 BDSG definiert ist als „Einzelangaben über persönliche oder sachliche Ver-
hältnisse einer bestimmten oder bestimmbaren natürlichen Person (Betroffener)“. Bestimmt
ist eine Person dabei, wenn aus den Daten unmittelbar auf die Identität des Betroffenen
geschlossen werden kann; bestimmbar ist sie, wenn dieser Rückschluss mit Hilfe von Zu-
satzinformationen möglich ist (vgl. Tinnefeld in [Roßn03, Abschnitt 4.1, Rn. 20]).
Anonyme Daten zeichnen sich gerade dadurch aus, dass sie zwar Daten über eine Person
enthalten, sie aber keiner Person – nicht einmal einer mehr als äußerst kurzfristig geltenden
Identität – zugeordnet werden können. Sie sind daher nicht als personenbezogene Daten im
Sinne des Datenschutzrechts anzusehen. Es wird nicht gefordert, dass die Herstellung des
Personenbezugs beweisbar unmöglich ist; ist ein unverhältnismäßig großer „Aufwand an
Zeit, Kosten und Arbeitskraft“ nötig, um den Personenbezug herzustellen, so reicht dies aus
(§ 3 Abs. 6 BDSG; für eine ausführliche Diskussion der Personenbeziehbarkeit anonymer
Daten siehe [RoSc00, S. 726 f.]). Anonyme Daten können beliebig erhoben, verarbeitet und
genutzt werden.
Der ausschließlichen Verwendung anonymer Daten in Empfehlungssystemen stehen in-
des praktische Gründe entgegen: Um Manipulationen vorbeugen und Reputationsmecha-
nismen einsetzen zu können, sind langfristig gültige Identitäten unumgänglich. Diese Über-
legung führt zur Verwendung von Pseudonymen (§ 3 Abs. 7 BDSG) – doch wie sind diese
einzuordnen? Das BDSG selbst trifft hierzu keine Aussage; lediglich als Regelung zum Sys-
temdatenschutz fordert § 3a BDSG den Einsatz der Pseudonymisierung, soweit dies mit
vertretbarem Aufwand möglich ist. Auch das TDDSG trifft keine eindeutige Aussage be-
züglich des Personenbezugs pseudonymisierter Daten.
In der Literatur wird die „Relativität des Personenbezugs“ (Tinnefeld in [Roßn03, Ab-
schnitt 4.1, Rn. 30]) hervorgehoben: Kennt der Datenverwender die Zuordnungsregel von
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Pseudonym zu „echter“ Identität des Pseudonymträgers, so sind die Daten als personenbe-
zogene Daten zu werten.
Diskussionswürdig ist jedoch der Umgang mit dem Risiko der Aufdeckung eines Pseud-
onyms. Sind einem Pseudonym zu viele Daten zugeordnet, so ist denkbar, dass dieses Profil
nur noch auf eine einzige Person zutrifft – ein Risiko, das beispielsweise in [RKMG+01] dis-
kutiert wird. Hier lässt sich jedoch keine scharfe Grenze ziehen – mit [RoSc00, S. 726 f.] ist
davon auszugehen, dass der praktische Ausschluss des Personenbezugs für den Verwender
der Daten ausreicht. Als Mindestvoraussetzung für diesen praktischen Ausschluss muss
gelten, dass an der Herstellung des Personenbezugs für den Verwender kein wirtschaft-
liches Interesse besteht, die entstehenden Kosten den wirtschaftlichen Nutzen personen-
bezogener Daten also deutlich überwiegen. Darüber hinaus ist jedoch auch der Tatsache
Rechnung zu tragen, dass nicht-wirtschaftliche Interessen zu einer Aufdeckung von Pseud-
onymen führen könnten. Das gilt auch dann, wenn der Personenbezug beispielsweise durch
aufwendige Rechenoperationen – wie einem Brute-Force-Angriff auf eine Hash-Funktion –
möglich ist. Eine feste Regel, wann von einem praktischen Ausschluss des Personenbezugs
auszugehen ist, kann somit nicht angegeben werden; vielmehr ist eine Einzelfallbetrachtung
vorzunehmen.
3.6.4 Einwilligung
Soll auf eine hinreichend sichere Pseudonymisierung verzichtet werden, so lässt sich die Da-
tenverwendung weiterhin durch eine Einwilligung des Nutzers rechtfertigen. Im Rahmen
der Erbringung des Teledienstes ist für den Diensteanbieter wünschenswert, diese Einwilli-
gung ohne Medienbruch, d.h. ebenfalls auf dem Weg der Telekommunikation, einholen zu
können.
Grundsätze zur datenschutzrechtlichen Einwilligung bei Telediensten sind in § 12 Abs. 3–
4, § 13 Abs. 2–3 TMG geregelt. Auch die elektronische Einwilligung wird für zulässig erklärt
(§ 13 Abs. 2 TMG31), jedoch an bestimmte Voraussetzungen geknüpft. Demnach muss si-
chergestellt sein, dass
• „der Nutzer seine Einwilligung bewusst und eindeutig erteilt hat“ (§ 13 Abs. 2 Nr. 1).
Dies lässt sich durch Gestaltung der Nutzeroberfläche der Software, die den Dienst
implementiert, erreichen. Dem Nutzer muss deutlich werden, in was er einwilligt; im
„Kleingedruckten“ enthaltene Klauseln zur Datenverwendung reichen nicht aus.
• „die Einwilligung protokolliert wird“ (§ 13 Abs. 2 Nr. 2). Von Bedeutung ist dies ins-
besondere, wenn der Inhalt der Einwilligung sich über die Zeit ändert. Aus techni-
scher Sicht lässt sich die Protokollierung realisieren, ohne dass für jeden einzelnen
31Die Norm wurde mit der Überleitung ins TMG an die entsprechende Norm (§ 94) des TKG angepasst.
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Nutzer der vollständige Wortlaut aufgezeichnet wird. Einmaliges Vorhalten des Ein-
willigungswortlauts reicht aus, wenn für jeden Nutzer ein Zeiger auf den vollstän-
digen Wortlaut protokolliert wird – beispielsweise könnte dies ein kryptographischer
Hash über die abgegebene Erklärung oder ein Schlüssel des entsprechenden Texts
in einer Datenbanktabelle sein. Die Protokollierung ist im Fall eines selbstorganisie-
renden, verteilten Systems nicht trivial zu realisieren: Es ist zwar davon auszugehen,
dass ein Diensteanbieter die Speicherung des Protokolls delegieren darf und somit
nicht jeder Knoten, mit dem ein Teilnehmer in Kontakt tritt, die Einwilligung spei-
chern muss; dennoch ist aber die Speicherung auf lediglich einem einzelnen Knoten
nicht ausreichend, soll die Verfügbarkeit der protokollierten Daten gewährleistet wer-
den. Die hierbei auftretenden Schwierigkeiten sind jedoch lösbar, denn eine robuste
Speicherung von Daten gehört ohnehin zu den Anforderungen, die an viele Peer-to-
Peer-Systeme gestellt werden.
• „der Inhalt der Einwilligung jederzeit vom Nutzer abgerufen werden kann.“ (§ 13
Abs. 2 Nr. 3). Wenn ohnehin eine Protokollierung implementiert ist, ist diese zusätzli-
che Anforderung unproblematisch zu erfüllen.
• „der Nutzer die Einwilligung jederzeit mit Wirkung für die Zukunft widerrufen
kann.“ (§ 13 Abs. 2 Nr. 4). Hierbei handelt es sich nicht um die Rücknahme einer Ein-
willigung – diese Möglichkeit einer solchen Rücknahme, die sich auch auf die Vergan-
genheit erstreckte, wurde durch den Gesetzgeber in der wortgleichen Regelung des
§ 94 TKG bewusst gestrichen (Büttgen in [GPSS06, Rn. 12 zu § 94 TKG]). Der Wider-
ruf einer Einwilligung ist technisch zunächst unproblematisch; solange lesend auf die
Einwilligungserklärung zugegriffen werden kann, ist grundsätzlich auch die Möglich-
keit einer Löschung gegeben. Lediglich eine Möglichkeit der Authentifizierung müss-
te dazu geschaffen werden. Wenn allerdings ein robustes System gespeicherte Daten
auf mehrere Knoten repliziert, können praktische Probleme auftreten; es muss sicher-
gestellt werden, dass die Aufforderung zur Löschung auch alle diese Knoten erreicht
und von ihnen befolgt wird.
Insgesamt kann die Einwilligung also auch in einem selbstorganisierenden, verteilten
System – trotz auftretender Schwierigkeiten bei der Protokollierung – entsprechend den An-
forderungen des TMG erklärt werden.
3.6.5 Erlaubnistatbestände auf Inhaltsebene
Wie bereits erwähnt, ist der Anwendungsbereich des BDSG im Fall selbstorganisierender
Empfehlungssysteme sehr eingeschränkt. Hauptsächlicher Anwendungsfall sind von den
Nutzern abgegebene textuelle Bewertungen. Als Erlaubnistatbestand kommt auf Inhalt-
sebene insbesondere § 28 BDSG in Frage. Absatz 1 Nr. 1 der Vorschrift erlaubt „Erheben,
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Speichern, Verändern oder Übermitteln personenbezogener Daten oder ihre Nutzung als
Mittel für die Erfüllung eigener Geschäftszwecke [. . . ] wenn es der Zweckbestimmung eines
Vertragsverhältnisses oder vertragsähnlichen Vertrauensverhältnisses mit dem Betroffenen
dient“.
Zwar liegt – wie bereits diskutiert – im Fall des Empfehlungssystems kein Vertragsver-
hältnis vor. Von einem vertragsähnlichen Vertrauensverhältnis ist aber auszugehen: Zwar
liegt kein Rechtsbindungswille bezüglich der Verbreitung von Empfehlungsdokumenten
vor, doch erledigt der Diensteanbieter eine Aufgabe auf Wunsch seines Nutzers, der ein
solches Dokument verbreiten will. Die beiden beteiligten Parteien setzen dabei Vertrauen
ineinander: Es liegt im Interesse des Nutzers, dass sein Dokument Verbreitung findet32.
Umgekehrt erwartet der Diensteanbieter vom Nutzer, dass dessen Empfehlungsdokument
einen Mehrwert für das Gesamtsystem bedeutet.
Die Erlaubnis des § 28 Abs. 1 Nr. 1 BDSG ist für selbstorganisierende Empfehlungssyste-
me also anwendbar.
3.6.6 Erstellung von Nutzungsprofilen
Um Empfehlungen zu generieren, könnten – die Nutzung des Empfehlungssystems selbst
oder die Nutzung anderer Dienste betreffende – sogenannte Nutzungsprofile hilfreich sein,
also Daten über die Verwendung des Teledienstes bzw. Telemediums durch einen Nutzer.
Grundsätzlich bestehen hier zwei Möglichkeiten der Realisierung:
• Der Nutzer selbst verwaltet sein Nutzungsprofil, und es wird lediglich lokal bei der
Auswertung von Antworten des Dienstes berücksichtigt. In diesem Fall entstehen aus
Sicht des Datenschutzes keine Probleme.
• Das Nutzungsprofil wird von einem oder mehreren Diensteanbietern im Netz erstellt.
Der zweite Fall ist in § 15 Abs. 3 TMG geregelt. Nach Satz 1 dieser Norm darf der Diens-
teanbieter unter anderem „zur bedarfsgerechten Gestaltung der Teledienste Nutzungsprofi-
le bei Verwendung von Pseudonymen erstellen, sofern der Nutzer dem nicht widerspricht.“
Nutzungsprofile zu erstellen, um bessere Empfehlungen zu ermöglichen, ist nach dieser
Vorschrift also gestattet, denn verbesserte Empfehlungen sind ein Fall der „bedarfsgerech-
ten Gestaltung“ des Empfehlungsdiensts. Der Nutzer ist über sein Widerspruchsrecht zu
unterrichten (Satz 2 der Vorschrift). Zudem ist ein Zusammenführen von Daten über den
Pseudonymträger mit dem Nutzungsprofil nicht gestattet (Satz 3).
Somit stellt sich aber die Frage, ob § 15 Abs. 3 die Geltung des TMG nicht über perso-
nenbezogene Daten hinaus erweitert, indem dem Diensteanbieter auch für den Fall pseud-
onymisierter Daten Pflichten auferlegt werden – insbesondere unter Berücksichtigung des
32Die Verbreitung bringt ihm zwar keinen unmittelbaren Vorteil, doch würde er diesen Beitrag nicht als in
seinem Interesse liegend erachten, würde er ihn nicht leisten; seinerseits profitiert der Nutzer von anderen,
ähnlich handelnden Systemteilnehmern.
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Verbots aus Satz 3 der Vorschrift. Dies ist jedoch nicht der Fall; es bleibt bei der sich aus
§ 12 ergebenden Geltung nur für personenbezogene Daten. Auch bei der Verwendung von
Pseudonymen kann aber ein solcher Personenbezug bestehen. Schmitz [SpSG04, Rn. 25 zu
§ 6 TDDSG] weist sogar – zumindest für den Regelfall völlig zu recht – darauf hin, dass ein
möglicher Personenbezug sogar erforderlich ist, um bei mehreren Nutzungsvorgängen an-
fallende Daten überhaupt erst einem Pseudonym zuordnen zu können. § 15 Abs. 3 TMG
stellt also in der Tat eine zusätzliche Erlaubnisnorm dar, die aber nur greift, wenn der An-
bieter die Pseudonyme grundsätzlich mit einer Person in Verbindung bringen kann. Das
Verbot dieser Zusammenführung ändert nichts am Personenbezug, der sich nämlich nicht
aus dem rechtlich Erlaubten, sondern allein nach dem technisch Praktikablen ergibt.
3.6.7 Datenschutzrechtliche Pflichten und Systemdatenschutz für Teledienste
Neben der Regelung von Erlaubnistatbeständen für die Verwendung personenbezogener
Daten beinhaltet das TMG auch Aspekte des Systemdatenschutzes. Sie sind überwiegend
in der Kontrollebene des in Abschnitt 3.1.1.1 eingeführten Modells einzuordnen. Konkret
ergeben sich – unter der Annahme eines kostenfreien Systems, bei dem keine Abrechnungs-
daten benötigt werden33 – als Pflichten
• die Unterrichtung des Nutzers über Art, Umfang und Zweck der Erhebung und Ver-
wendung seiner personenbezogenen Daten (§ 13 Abs. 1 TMG).
• die Ermöglichung der Beendigung der Nutzung des Dienstes (§ 13 Abs. 4 Nr. 1 TMG).
• die Sicherstellung der sofortigen Löschung oder Sperrung der angefallenen Nut-
zungsdaten nach Zugriff (§ 13 Abs. 4 Nr. 2 TMG).
• den Schutz der Benutzung des Dienstes vor der Kenntnisnahme Dritter (§ 13 Abs. 4
Nr. 3 TMG).
• die Ermöglichung der getrennten Verwendung von Daten über die Nutzung verschie-
dener Telemedien (§ 13 Abs. 4 Nr. 4 TMG).
• die lediglich pseudonyme Erstellung von Nutzungsprofilen, die nicht mit Daten über
die Pseudonymträger zusammengeführt werden dürfen (§ 13 Abs. 4 Nr. 6 TMG).
• die Anzeige der Weitervermittlung zu einem anderen Diensteanbieter (§ 13 Abs. 5
TMG).
• die Ermöglichung anonymer oder pseudonymer Nutzung des Dienstes (§ 13 Abs. 6
TMG).
33Werden Abrechnungsdaten benötigt, so ergeben sich für den Umgang mit diesen Daten zusätzliche Pflichten.
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• die Pflicht zur Auskunftserteilung über gespeicherte, personenbezogene oder pseud-
onyme Daten (§ 13 Abs. 7 TMG).
• die Pflicht zur Anbieterkennzeichnung (§ 5 TMG).
Diese Pflichten werden in den folgenden Abschnitten diskutiert. Sie richten sich aus-
schließlich an den Diensteanbieter – auch wenn ihre Umsetzung überwiegend nur in der
Entwurfsphase des Systems (also zu einem Zeitpunkt, zu dem es noch gar keinen Diens-
teanbieter gibt) bzw. bei der Implementierung der Software, die die Systemfunktionalität
umsetzt, möglich ist.
3.6.7.1 Unterrichtungspflicht
Gemäß § 13 Abs. 1 S. 1 TMG ist der Nutzer durch den Diensteanbieter „zu Beginn des
Nutzungsvorgangs über Art, Umfang und Zwecke der Erhebung und Verwendung perso-
nenbezogener Daten [. . . ] zu unterrichten, sofern eine solche Unterrichtung nicht bereits
erfolgt ist.“ Diese Verpflichtung trifft zwar grundsätzlich jeden Knoten, der einen Dienst für
den Nutzer erbringt, doch könnte der zweite Halbsatz eine Lösung bieten: Wird die Unter-
richtung bereits durch die Software vorgenommen, die das Protokoll implementiert, so ist
eine erneute Unterrichtung durch den einzelnen Diensteanbieter grundsätzlich nicht mehr
nötig. Zwei Probleme treten bei diesem Lösungsansatz jedoch auf:
• Es ist nicht sichergestellt, dass ein Nutzer tatsächlich die vom Diensteanbieter erwarte-
te Software einsetzt. Eine andere Software führt die erwünschte Unterrichtung mögli-
cherweise aber nicht durch. Das vergleichbare Problem der Darstellung der Anbieter-
kennzeichnung nach § 6 TDG (neu: § 5 TMG) durch Web-Browser wurde in Literatur
und Rechtsprechung bereits betrachtet. So fordert Woitke [Woit03, S. 873] eine Dar-
stellung, die „insgesamt kompatibel zu den gängigen Browsern mit ihren jeweiligen
Default-Einstellungen“ und gängigen Änderungen dieser Einstellungen ist. Es könne
nicht angenommen werden, dass Grafiken auf jedem Endsystem dargestellt werden.
In [Brun04, S. 10] wird jedoch davon ausgegangen, dass seltene Ausgabegeräte (wie
beispielsweise solche, die keine Grafiken darstellen) nicht berücksichtigt werden müs-
sen. Auch Spindler (in [SpSG04, Rn. 10 zu § 6 TDG]) hält die „in den angesprochenen
Verkehrskreisen übliche, durchschnittliche technische Ausrüstung“ für maßgeblich.
Diese Auffasung geht zwar etwas zu weit: Das Datenschutzrecht soll nicht lediglich
den Durchschnittsnutzer, sondern grundsätzlich jeden schützen, dessen personenbe-
zogene Daten verarbeitet werden. Doch kann ihr insoweit zugestimmt werden, dass
zumindest sehr seltene Konfigurationen auf Nutzerseite nicht berücksichtigt werden
müssen: Der Nutzer kann diese in aller Regel im Bedarfsfall mit wenig Aufwand än-
dern. Der Aufwand des Diensteanbieters, alle Eventualitäten zu berücksichtigen, wäre
jedoch sehr hoch.
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Dieses Ergebnis lässt sich auch auf die Unterrichtungspflicht des § 13 Abs. 1 S. 1 TMG
übertragen; beide Vorschriften dienen in vergleichbarer Weise der Herstellung von
Transparenz, im Fall des § 6 TDG (§ 5 TMG) auf Empfängerebene, im Fall des § 13
Abs. 1 S. 1 TMG auf Zweckebene.
Doch wie stellt sich die Situation dar, falls eine Software, die den Unterrichtungspflich-
ten nicht gerecht wird, weite Verbreitung findet? Als Lösungsansatz bietet sich an, in-
nerhalb der ausgetauschten Nachrichten die verwendete Softwareversion sowie die
Information, ob und welche Unterrichtung stattgefunden hat, zu vermerken. Auf die-
se Weise könnte der Diensteanbieter zumindest mit hoher Wahrscheinlichkeit darauf
schließen, ob der Nutzer unterrichtet wurde – dies gilt, obwohl die Übertragung der
genannten Information natürlich keinen Beweis im naturwissenschaftlichen Sinn dar-
stellt, dass die Unterrichtung tatsächlich dargestellt wurde. Die Erbringung eines sol-
chen Beweises ist dem Diensteanbieter aber auch nicht zuzumuten. Wenn andererseits
der Nutzer den Diensteanbieter bewusst täuscht, indem er vorgibt, unterrichtet wor-
den zu sein, so muss er sich dies zurechnen lassen. Dies gilt auch, wenn das Verhalten
durch die vom Nutzer verwendete Software verursacht wird.
• Es stellt sich die Frage, wie konkret die Unterrichtung sein muss. Umfasst die Un-
terrichtung über „Art, Umfang und Zwecke“ der Datenverarbeitung (bzw. -erhebung
und -nutzung) auch die Frage, von wem genau die Daten verarbeitet werden? Dies
kann eindeutig verneint werden, da der Gesetzgeber die Unterrichtungspflicht über
den Ort der Datenverarbeitung bewusst aus dem Gesetz gestrichen hat: Eine solche
Regelung wurde nicht mehr als praktikabel empfunden ( [Bund01b, S. 28]; vgl. auch
Schmitz in [SpSG04, Rn. 4 zu § 4 TDDSG]). Eine einmalige Unterrichtung durch die
Software reicht also grundsätzlich aus, selbst, wenn zu diesem Zeitpunkt noch nicht
klar ist, durch wen die Daten eigentlich verarbeitet werden.
Zusätzlich zu den bereits genannten Angaben hat die Unterrichtung auch einen Hinweis
zu enthalten, dass die Daten auch außerhalb der Europäischen Union verarbeitet werden
(auch dies eine Anforderung des § 13 Abs. 1 Satz 1 TMG); dies ist in einem Peer-to-Peer-
System kaum zu vermeiden.
§ 13 Abs. 1 Satz 2 TMG enthält eine Regelung für automatisierte „Verfahren, die eine
spätere Identifizierung des Nutzers ermöglichen und eine Erhebung oder Verwendung per-
sonenbezogener Daten vorbereiten“; dies betrifft beispielsweise den Fall von Cookies, kann
jedoch auch für die bei einem Empfehlungssystem verwendete Software zutreffen – etwa,
wenn der Nutzer eine Identität für die Benutzung des Systems auswählt und erstellt. In die-
sem Fall ist die Einwilligung bereits „zu Beginn dieses Verfahrens“, also nicht erst bei der
tatsächlichen Erhebung oder Verarbeitung personenbezogener Daten zu unterrichten.
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Nach § 13 Abs. 1 Satz 3 TMG muss der Inalt der Unterrichtung „für den Nutzer jederzeit
abrufbar“ sein – wird die Unterrichtung durch die beim Nutzer installierte Software durch-
geführt, so ist dieses Erfordernis unproblematisch zu erfüllen. Doch auch bei anderen For-
men der Unterrichtung bestehen hier keine technischen Probleme – dies insbesondere, da
mit der aktuellen Fassung des TMG keine Verpflichtung zur Protokollierung der tatsächlich
durchgeführten Unterrichtung besteht (Schmitz bereits in [SpSG04, Rn. 8 zu § 4 TDDSG]).
3.6.7.2 Beendigung der Nutzung
§ 13 Abs. 4 TMG enthält Vorschriften zum Systemdatenschutz; es handelt sich um Regelun-
gen zur technischen und organisatorischen Gestaltung von Datenverarbeitungssystemen.
§ 13 Abs. 4 Nr. 1 TMG schreibt vor, dem Benutzer die jederzeitige Beendigung der Dienst-
nutzung zu ermöglichen. Der Verbindungsabbruch (so der Wortlaut der entsprechenden
Regelung im TDDSG) ist bei Internet-Anwendungen grundsätzlich unproblematisch (vgl.
dazu auch Schmitz in [SpSG04, Rn. 32 zu § 4 TDDSG]); aus diesem Grund müssen beim
Entwurf eines Empfehlungssystems hier auch keine besonderen Anforderungen beachtet
werden.
3.6.7.3 Löschen von Daten nach Zugriff
Gemäß § 13 Abs. 4 Nr. 2 TMG ist sicherzustellen, dass personenbezogene Daten „über den
Ablauf des Zugriffs oder der sonstigen Nutzung unmittelbar nach deren Beendigung ge-
löscht“ oder gesperrt werden. Für das Empfehlungssystem selbst ist diese Anforderung zu-
nächst unproblematisch: Der Ablauf des Zugriffs auf das System ist meist nicht von Inter-
esse; die transportierten Inhalte – beispielsweise also abgerufene Empfehlungen – sind von
der Vorschrift nicht betroffen.
Dennoch kann es Fälle geben, in denen die Vorschrift zu Einschränkungen führt:
• wenn das Verhalten des Nutzers in einem anderen System beobachtet werden soll –
beispielsweise der Einkauf bei Versandhändlern oder Downloads in einer Filesharing-
Börse –, um Rückschlüsse auf seine Präferenzen zu gewinnen.
• wenn das Verhalten des Nutzers bei Benutzung des Empfehlungsdienstes selbst beob-
achtet werden soll, um beispielsweise Angriffe auf das System entdecken oder eben-
falls auf die Präferenzen des Nutzers schließen zu können.
In der entsprechenden Vorschrift des TDDSG (§ 4 Abs. 4 Nr. 2) war explizit lediglich die
Möglichkeit zur Löschung gefordert – nicht, dass die genannten Daten in jedem Fall sofort
nach Ablauf der Nutzung gelöscht werden müssen. Dies ist auch aus systematischer Sicht
die zu bevorzugende Lösung: § 13 Abs. 4 ist eine Regelung des Systemdatenschutzes und
dient dazu, auf die Gestaltung eines Systems einzuwirken, in dem personenbezogene Daten
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erhoben und verwendet werden. Die Erhebung und Verwendung selbst ist davon zunächst
unabhängig.
Auf die technische Realisierung indes wirkt sich die Änderung des Gesetzeswortlauts
nicht aus, da die technischen Vorkehrungen für eine mögliche Löschung bereits nach
TDDSG vorgesehen sein mussten; lediglich in der praktischen Anwendung ergibt sich die
Verpflichtung, die Löschung auch tatsächlich durchzuführen.
3.6.7.4 Schutz vor Kenntnisnahme Dritter
§ 13 Abs. 4 Nr. 3 TMG schreibt vor, dass Nutzer Teledienste „gegen Kenntnisnahme Dritter
geschützt“ benutzen können müssen. Unter Beachtung des Schichtenmodells des Telekom-
munikationsdatenschutzes ergibt sich, dass dieser Schutz sich nicht auf die Telekommuni-
kation selbst bezieht, sondern lediglich auf die Datenverarbeitung durch den Diensteanbie-
ter (vgl. Schmitz in [SpSG04, Rn. 34 zu § 4 TDG]). Die Vorschrift bedeutet auch nicht, dass
der Diensteanbieter sich nicht bei der Diensterbringung der Mitarbeit anderer Dienstean-
bieter bedienen darf: Wird ein Dienst durch mehrere Anbieter gemeinsam erbracht, so ist
keiner dieser Diensteanbieter ein „Dritter“ (vgl. für den parallelen Fall des Telekommuni-
kationsdiensteanbieter betreffenden § 88 TKG [Meng04, S. 2018]). Wer am Erbringen des
Dienstes nicht beteiligt ist, soll jedoch keine Kenntnis von der Nutzung erlangen. Die Erfül-
lung dieser Forderung ist für ein Empfehlungssystem jedoch unproblematisch. Besteht die
Nutzung in der Abgabe einer Empfehlung, so ist die Kenntnisnahme durch Dritte kaum zu
vermeiden – dies ist aber auch gar nicht gefordert (vgl. Roßnagel in [Roßn03, Abschnitt 7.9,
Rn. 119]). Eine solche Regelung wäre für den Schutz der Nutzer weder nötig noch zielfüh-
rend.
3.6.7.5 Getrennte Verarbeitung von Daten verschiedener Teledienste
Das Gebot der „informationellen Gewaltenteilung“ (so Schmitz in [SpSG04, Rn. 35 zu § 4
TDDSG]) aus § 13 Abs. 4 Nr. 4 TMG besagt, dass es möglich sein muss, personenbezogene
Daten über die Inanspruchnahme verschiedener Teledienste getrennt zu verarbeiten. Dies
soll die Erstellung umfassender Nutzungsprofile verhindern (vgl. dazu die Gesetzesbegrün-
dung [Bund97, S. 24], bezogen auf die inhaltlich identische alte Fassung des § 4 Abs. 2 Nr. 4
TDDSG). Problematisch ist jedoch die Abgrenzung, wann noch ein einheitlicher Dienst und
wann „verschiedene Teledienste“ (bzw. Telemedien) vorliegen (eine Problematik, auf die
bereits [Büll99, S. 264] hinweist).
Nach [EFMT97, S. 2982] ist vom „konkreten Angebot einer einzelnen, in sich abgeschlos-
senen Informations- und Kommunikationsdienstleistung [. . . ] und nicht vom Gesamtspek-
trum der Angebote eines Diensteanbieters“ auszugehen (so auch [Enge97, S. 234]) – dieser
Auffassung ist zwar zuzustimmen, doch ist es nach wie vor schwierig, zu entscheiden, wann
eine Dienstleistung „in sich abgeschlossen“ ist.
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In der Praxis müssen zur Abgrenzung wohl mehrere Kriterien betrachtet werden.
• Die Nutzerperspektive: Stellt sich ein Dienst dem Nutzer als einheitlich dar, so kann er
er auch mit einer zusammenhängenden Speicherung seiner Daten rechnen; er ist also
weniger schutzbedürftig als bei scheinbar voneinander unabhängigen Diensten.
• Die technische Perspektive: Ein einheitlicher Dienst kann auch gegeben sein, wenn aus
technischer Sicht ein enger Zusammenhang der Einzelkomponenten besteht und die-
se typischerweise gemeinsam implementiert werden. Beispiel sind Adressbuch- und
E-Mail-Dienste, die in der Praxis fast immer gemeinsam angeboten werden, da von ei-
ner zusammenhängenden Nutzung ausgegangen wird und auf eine gemeinsame Au-
thentifizierungskomponente zurückgegriffen werden kann. E-Mail-Dienste und Such-
maschinen hingegen werden zwar von mehreren Anbietern unter einer einheitlichen
Bedienoberfläche angeboten, doch besteht aus technischer Sicht hier kein Zusammen-
hang.
In der Tendenz führt diese Einordnung dazu, dass die gemeinsame Verarbeitung von Daten
über die Nutzung unterschiedlicher Dienstleistungen dann ermöglicht werden darf, wenn
dazu ein technischer Grund besteht und der Benutzer mit der gemeinsamen Verarbeitung
rechnen konnte. Dies erfordert jedoch stets eine Einzelfallbetrachtung.
Welche Folgen hat dies nun für Empfehlungssysteme? Es kann für ein Empfehlungssys-
tem vorteilhaft sein, Daten über die Nutzung anderer Dienste zu verarbeiten. So könnten –
wie bereits erwähnt – Präferenzen von Nutzern aus ihrem Nutzungsverhalten bei der Ver-
wendung dieser anderen Dienste abgeleitet werden, um so die Qualität von Empfehlungen
zu verbessern. Ein technischer Grund für die Integration dieser Dienste mit dem Empfeh-
lungssystem ist also gegeben. Doch kann die gemeinsame Verarbeitung der Daten nur er-
folgen, wenn dem Nutzer auch der Eindruck eines einheitlichen Dienstes vermittelt wird.
Wenn dies nicht gelingt, so muss – auch im Lichte des Transparenzgedankens, wie er aus
dem informationellen Selbstbestimmungsrecht abzuleiten ist – auf die mögliche Verbesse-
rung der Empfehlungsqualität zugunsten des Datenschutzes verzichtet werden.
3.6.7.6 Trennung von Nutzungsprofilen und Daten über Pseudonymträger
§ 15 Abs. 3 TMG erlaubt die Erstellung von Nutzungsprofilen „für Zwecke der Werbung,
der Marktforschung oder zur bedarfsgerechten Gestaltung der Telemedien“ (vgl. Abschnitt
3.6.6). Jedoch hat der Diensteanbieter sicherzustellen, dass diese Profile nicht mit Daten über
den Pseudonymträger zusammengeführt werden können (§ 13 Abs. 4 Nr. 6 TMG). Diese
Forderung ist unproblematisch zu erfüllen; im zu entwerfenden Empfehlungssystem ist die
Verwaltung der Pseudonyme unabhängig von der eigentlichen Funktionalität des Systems
zu realisieren.
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Es gilt zu beachten, dass trotz dieser Trennung der Personenbezug der Pseudonyme – falls
ein solcher besteht – nicht aufgehoben wird (§ 15 Abs. 3 TMG wäre sonst obsolet). Vielmehr
können alle Daten, die erforderlich sind, um Daten über den Pseudonymträger mit seinem
Nutzungsprofil zusammenzuführen, beim Diensteanbieter vorhanden sein. Dieser hat je-
doch seine Datenverarbeitungsprozesse so zu gestalten, dass diese prinzipielle Möglichkeit
in der Praxis nicht umgesetzt werden kann.
3.6.7.7 Anzeige der Weitervermittlung
Wird ein Nutzer zu einem anderen Diensteanbieter weitervermittelt, so ist ihm dies anzu-
zeigen (§ 13 Abs. 5 TMG). Ziel ist nach der Gesetzesbegründung [Bund97, S. 24] die Herstel-
lung von Transparenz, um dem Nutzer die Inanspruchnahme seines Auskunftsrechts und
eine wirksame Datenschutzkontrolle zu ermöglichen. Wenn mehrere Anbieter einen Dienst
zusammen erbringen, heißt dies jedoch nicht, dass bei jeder anstehenden Teilaufgabe, die
von einem anderen Anbieter erbracht wird, eine Information an den Nutzer zu erfolgen
hat. Der Übergang zwischen der gemeinsamen Erbringung eines Dienstes durch mehrere
Anbieter und der Weitervermittlung eines Nutzers ist zwar fließend; im Fall der Dienster-
bringung in einem Peer-to-Peer-System überwiegt jedoch der Charakter des gemeinsamen
Angebots.
3.6.7.8 Anonyme und pseudonyme Nutzung
Nach § 13 Abs. 6 TMG hat der Diensteanbieter dem Nutzer – soweit technisch möglich und
zumutbar – eine anonyme oder pseudonyme Nutzung des Teledienstes zu ermöglichen.
Diese Bestimmung betrifft also die Identitätsebene des in Abschnit 3.1.1.1 vorgestellten Mo-
dells. Mit Schmitz [Schm00, S. 115] ist davon auszugehen, dass bei internetbasierten Diens-
ten der Diensteanbieter selbst meist nicht die Möglichkeit hat, die anonyme Nutzung zu
ermöglichen – mit der IP-Adresse des Nutzers liegt bereits eine Art Pseudonym vor, auch,
wenn der Diensteanbieter in der Regel die Zuordnungsvorschrift zu einer natürlichen Per-
son nicht kennt.
Die pseudonyme Nutzung hingegen ist im geplanten Empfehlungssystem jedoch reali-
sierbar. Für die Funktionalität kann die Kenntnis einer Identität zwar hilfreich sein; diese
Identität kann jedoch auch in einem Pseudonym bestehen (vgl. Abschnitt 3.6.3, S. 63). Auch
diese Anforderung des TDDSG kann also umgesetzt werden.
3.6.7.9 Auskunftserteilung
§ 13 Abs. 7 Satz 1 TMG schreibt vor, dass dem Nutzer, wenn er dies verlangt, „unentgelt-
lich und unverzüglich Auskunft über die zu seiner Person oder zu seinem Pseudonym ge-
speicherten Daten zu erteilen“ ist. Jedoch ist diese Vorschrift im Fall der Verwendung von
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Pseudonymen nicht unproblematisch. Es sind dann zwei mögliche Fallgruppen zu unter-
scheiden:
• Der Diensteanbieter hat Daten zum Nutzer unter einem Pseudonym gespeichert; die-
ses Pseudonym ist dem Nutzer jedoch nicht bekannt, da es durch den Anbieter gene-
riert wurde. Der Nutzer kann sein Auskunftsbegehren in diesem Fall nur unter seiner
eigentlichen Identität vorbringen. Um ihm zu entsprechen, müsste der Anbieter also
Daten über den Träger des Pseudonyms mit zu diesem Pseudonym gespeicherten Da-
ten zusammenführen. Zumindest für den in der Praxis wohl relevantesten Fall, dass es
sich zumindest auch um Nutzungsprofile handelt, ist ihm das aber durch § 13 Abs. 4
Nr. 6 TMG verboten. Schmitz (in [SpSG04, Rn. 51, 52 zu § 4 TDDSG]) kommt zu dem
Ergebnis, dass die resultierende Verpflichtung zur Aufdeckung des Pseudonyms das
informationelle Selbstbestimmungsrecht des Nutzers verletzt und § 4 Abs. 7 TDDSG
(neu: § 13 Abs. 7 TMG) insoweit verfassungswidrig und somit nichtig ist. Als mög-
liche – und durchaus praktikable – Lösung schlägt er vor, den Nutzer in diesem Fall
über die Folgen der Auskunftserteilung zu informieren und die tatsächliche Auskunft-
serteilung von seiner Einwilligung abhängig zu machen. Dies kann jedoch nicht hei-
ßen, dass der Anbieter durch diese Vorschrift gezwungen werden kann, die Zusam-
menführung von Pseudonymen und Daten über Pseudonymträger überhaupt tech-
nisch zu ermöglichen: Damit würde sich § 13 Abs. 7 TMG in Widerspruch zum Gebot
der Datenvermeidung und Datensparsamkeit des § 3a BDSG setzen. Vielmehr sind le-
diglich vorhandene Möglichkeiten im Falle eines Auskunftsbegehrens – und falls der
Nutzer eingewilligt hat – zu nutzen.
• Dem Nutzer ist sein Pseudonym bekannt. In diesem Fall kann er unter seinem Pseud-
onym Auskunft verlangen; es sind dann jedoch Sicherungsmaßnahmen zu ergreifen,
um zu verhindern, dass Dritte das Auskunftsbegehren vorbringen. So könnte ein ge-
meinsames Geheimnis zwischen Nutzer und Diensteanbieter vereinbart werden (so
auch Schaar in [Scha02, Rn. 508]). Wenn der Nutzer auf das gemeinsame Geheim-
nis nicht mehr zugreifen kann, sollte der Anbieter im Rahmen der – eng begrenz-
ten – technischen Möglichkeiten versuchen, alternative Authentifizierungsmechanis-
men anzubieten.
Zu beachten gilt ferner, dass Auskünfte im Fall des pseudonymen Auskunftsbegeh-
rens nicht schriftlich erteilt werden können; nach § 34 Abs. 3 BDSG, zu dem § 13 Abs. 7
TMG lex specialis ist, ist die schriftliche Auskunftserteilung der Regelfall. § 13 Abs. 7
Satz 2 TMG weicht davon ab, indem er die elektronische Auskunft „auf Verlangen
des Nutzers“ erlaubt. Da die schriftliche Auskunft in aller Regel die Aufdeckung des
Pseudonyms erfordert, ist ein pseudonymes Auskunftsbegehren aber als solches Ver-
langen zu interpretieren.
74
3.6 Datenschutz in verteilten, selbstorganisierenden Systemen aus rechtlicher Sicht
Für das geplante Empfehlungssystem ist zur Erfüllung des Auskunftsanspruchs vorzu-
sehen, dass mit Pseudonymen gearbeitet wird, die den Nutzern bekannt sind. Eine ohnehin
benötigte Authentifizierungskomponente ist auch zur Prüfung pseudonym vorgebrachter
Auskunftsbegehren einzusetzen.
3.6.7.10 Informationspflichten
Die Pflicht des Anbieters, dem Nutzer gewisse Informationen zur Verfügung zu stellen,
hat direkte Auswirkungen auf den Datenschutz – sowohl für den Anbieter, der ggf. perso-
nenbezogene Daten bereitstellen muss, als auch für den Nutzer, für den die Anbieterkenn-
zeichnung Transparenz herstellen kann, wer seine personenbezogenen Daten verarbeitet.
Sie betrifft somit die Kontrollebene des in Abschnitt 3.1.1.1 diskutierten Modells.
Die Informationspflichten des Anbieters sind in § 5 TMG geregelt34. Sie umfassen zu-
mindest Namen und Anschrift des Anbieters (§ 5 Satz 1 Nr. 1 TMG) sowie „Angaben, die
eine schnelle elektronische Kontaktaufnahme und unmittelbare Kommunikation mit [ihm]
ermöglichen, einschließlich der Adresse der elektronischen Post“ (§ 5 Satz 1 Nr. 2 TMG);
in den Fällen juristischer Personen, bei Vorliegen einer beruflichen oder zulassungspflich-
tigen Tätigkeit oder eines Eintrags in einem öffentlichen Register sowie bei Besitz einer
Umsatzsteueridentifikationsnummer treten weitere Angaben hinzu. Die Anschrift muss ei-
ne ladungsfähige postalische Adresse sein (siehe nur Spindler in [SpSG04, Rn. 23 zu § 6
TDG] sowie die Gesetzesbegründung zur weitgehend übereinstimmenden Vorgängerrege-
lung § 6 TDG [Bund01b, S. 21]). Zu den Angaben, die „eine schnelle elektronische Kon-
taktaufnahme und unmittelbare Kommunikation“ ermöglichen, zählt nach dieser Gesetzes-
begründung [Bund01b, S. 21] auch zumindest die Telefonnummer. Auch in Literatur und
Rechtsprechung wird die Pflicht zur Angabe der Telefonnummer vertreten (so – ohne nähere
Begründung – beispielsweise in [Brun04, S. 10], [Stic04, S. 113]). Doch ist der Gegenmeinung
zuzustimmen: Dem Gesetzestext ist keine entsprechende Verpflichtung zu entnehmen; un-
mittelbare Kommunikation ist grundsätzlich auch mittels Instant Messaging, E-Mail, über
Web-Formulare und ähnliche Techniken möglich (vgl. dazu auch [OLGH04, S. 1046]). Mit
Hinweis auf verfassungsrechtliche Bedenken aufgrund der Unbestimmtheit der Norm wird
eine Verpflichtung zur Angabe der Telefonnummer auch in [Füll05, S. VI] zu Recht abge-
lehnt.
Doch stellt sich die Frage, ob Nutzer eines Peer-to-Peer-Systems, zumindest soweit es –
wie bisher die Regel – kostenlos angeboten wird, überhaupt der Kennzeichnungspflicht des
§ 5 TMG unterliegen. Diese gilt nämlich lediglich für „geschäftsmäßige, in der Regel gegen
Entgelt angebotene Telemedien“. Der Begriff „geschäftsmäßig“ ist umstritten, da das TMG
keine Legaldefinition enthält. Mit Blick auf die Definition des § 3 Nr. 10 TKG35 wurde in der
34Für „kommerzielle Kommunikationen“ gilt zusätzlich § 6 TMG
35Die zitierte Literatur bezieht sich überwiegend noch auf die alte Fassung des TKG, die den Begriff der Ge-
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Literatur bezüglich der Vorgängernorm (§ 6 TDG), die die Einschränkung auf „in der Regel
gegen Entgelt angebotene Telemedien“ noch nicht enthielt, vertreten, dass dafür keine Ge-
winnerzielungsabsicht, sondern lediglich die Nachhaltigkeit des Angebots erforderlich ist
( [Schm05, S. 2143], Spindler in [SpSG04, Rn. 7 zu § 6 TDG]). Die Gegenmeinung ( [Woit03,
S. 872], [Stic04, S. 112 f.], [Webe02, Abs. 14, 16]) erkennt diese Argumentation an, nimmt aber
eine teleologische Reduktion der Norm vor: Argumentiert wurde beispielsweise, § 6 TDG
sei eine verbraucherschützende Norm im Zusammenhang mit elektronischem Geschäfts-
verkehr, seine Anwendbarkeit auf private Homepages daher vom Gesetzgeber nicht inten-
diert [Woit03, S. 872]. Die Befürworter dieser Ansicht konnten auf die Gesetzesbegründung
verweisen: In der Begründung zum Regierungsentwurf zur alten Fassung des TDG wird
§ 6 als verbraucherschützende Vorschrift bezeichnet und mit der räumlichen Trennung zum
„möglichen Vertragspartner“ begründet [Bund97, S. 21]. Zwar wurde § 6 TDG später ge-
ändert, doch diente diese Änderung ausweislich der Gesetzesbegründung [Bund01b, S. 21]
dazu, zusätzliche Informationsverpflichtungen zu ergänzen. Spindler [SpSG04, Rn. 7 zu § 6
TDG] indes geht davon aus, dass die Norm der Sicherung von Transparenz und Rechtever-
folgung dient – ein Schutzzweck, der auch für private Angebote zutrifft. Auch diese Auffas-
sung kann sich auf die Gesetzesbegründung stützen, nach der die Vorschrift – im Einklang
mit der Definition des § 3 Nr. 10 TKG – „nur für geschäftsmäßige Angebote, die aufgrund
einer nachhaltigen Tätigkeit mit oder ohne Gewinnerzielungsabsicht abgegeben werden“.
Da der Gesetzesbegründung also keine eindeutige Aussage zu entnehmen war, was nach-
haltige private Tätigkeiten angeht, war (trotz der gerechtfertigten Bedenken, Privatnutzern
die Preisgabe ihrer Kontakdaten abzuverlangen) – dem Wortlaut des § 6 TDG und der Defi-
nition der Geschäftsmäßigkeit des § 3 Nr. 10 TKG folgend – vom Vorliegen einer Kennzeich-
nungspflicht auch bei privaten Anbietern auszugehen. Erst die Klarstellung im TMG, dass
die Informationspflichten lediglich „in der Regel gegen Entgelt angebotene Telemedien“ be-
trifft, schafft hier Klarheit. Dennoch kann in manchen Fällen weiter ein Problem bestehen:
In einem Peer-to-Peer-System – insbesondere in dem hier betrachteten selbstorganisieren-
den Empfehlungssystem – ist jeder Teilnehmer auch Diensteanbieter (vgl. Abschnitt 3.5.2,
S. 48 ff.). Falls dieses Angebot nachhaltig ist und einen „in der Regel gegen Entgelt“ ange-
botenen Dienst betrifft, ist demnach eine Kennzeichnungspflicht nach § 5 TMG gegeben.
Dienste, die in der Regel gegen Entgelt angeboten werden, sind bei Peer-to-Peer-Systemen
zwar bislang die Ausnahme, sie sind aber durchaus denkbar. Doch wann ist die Nachhaltig-
keit gegeben? Im Gegensatz zu einem typischen Web-Angebot ist ein Peer-to-Peer-Knoten
oft nicht ständig mit dem Netz verbunden; gerade ihre Dynamik zeichnet solche Netze aus.
Doch erfordert Nachhaltigkeit auch keine ständige Verfügbarkeit; wer sich nur einmalig für
kurze Zeit mit dem Netz verbindet, handelt nicht nachhaltig, doch wer über Monate hin-
weg täglich für einige Stunden dem System beitritt, bei dem kann ein nachhaltiges Angebot
schäftsmäßigkeit in § 3 Nr. 5 TKG definierte; jedoch hat sich der Wortlaut der entsprechenden Bestimmung
nur geringfügig und ohne Auswirkung auf die Definition der Geschäftsmäßigkeit geändert.
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wohl ohne weiteres angenommen werden. Dies führt zu dem wenig befriedigenden Ergeb-
nis, dass nach den Regelungen des TMG ein Teil der Netzteilnehmer – nämlich die Gruppe
der nachhaltigen Anbieter, deren Dienst jedoch nur bei Betrachtung der zeitlichen Kompo-
nente vom Dienst der anderen Teilnehmer zu unterscheiden ist – zur Angabe von Name und
ladungsfähiger Anschrift verpflichtet ist. Problematisch ist dies deshalb, weil diese Knoten
gleichzeitig auch Nutzer des Dienstes sind und in dieser Rolle durch die Datenschutzge-
setzgebung gerade vor der Preisgabe personenbezogener Daten geschützt werden sollen.
Verschärft wird diese Problematik durch die im März 2007 neu in den Rundfunkstaatsver-
trag (RStV) aufgenommenen Regelungen über Telemedien. Nach § 55 Abs. 1 RStV müssen
Anbieter von Telemedien, die „nicht ausschließlich persönlichen oder familiären Zwecken
dienen“, ihren Namen und Anschrift ständig verfügbar halten. Die Pflicht zur Anbieter-
kennzeichnung wird somit über die Regelung des § 5 TMG hinaus ausgedehnt. Fraglich
ist, ob bei Nutzern eines Peer-to-Peer-Empfehlungssystems von „persönlichen Zwecken“
ausgegangen werden kann. Die Begründung der Norm will auch den „gelegentlichen pri-
vaten wirtschaftlichen Geschäftsverkehr“ von der Pflicht zur Anbieterkennzeichnung aus-
nehmen [RStV07, S. 17]. Wiederum ist bislang davon auszugehen, dass in aller Regel ein
Nutzer des Peer-to-Peer-Systems dies zu persönlichen Zwecken tut und somit auch in sei-
ner Rolle als Diensteanbieter dieser Pflicht zur Anbieterkennzeichnung nicht unterworfen
ist; Ausnahmen sind jedoch auch hier denkbar. Dies gilt insbesondere mit Blick auf mögli-
che zukünftige Entwicklungen.
Es bestehen grundsätzlich zwei Möglichkeiten zur Lösung des Konflikts zwischen der
Pflicht zur Anbieterkennzeichnung und dem Schutz personenbezogener Daten:
• Zum einen könnten auf technischem Weg Anbieter- und Nutzerrolle getrennt wer-
den – beispielsweise durch Verwendung unterschiedlicher Pseudonyme für beide Rol-
len. Es ist jedoch fraglich, ob dies für Peer-to-Peer-Systeme im allgemeinen Fall mög-
lich ist, da Reputationssysteme eine Verknüpfung beider Funktionen benötigen oder
bereits die Adressierung der Knoten zu dieser Verknüpfung beitragen kann.
• Ist keine technische Trennung möglich, so ergibt sich eine unbefriedigende Situation:
Der Diensteanbieter hat dem Nutzer nach § 13 Abs. 6 TMG grundsätzlich die anony-
me oder pseudonyme Nutzung des Dienstes zu ermöglichen. Andererseits führt die
Verpflichtung zur Anbieterkennzeichnung dazu, dass der selbe Nutzer, übt er – wie
in Peer-to-Peer-Systemen vorgesehen – auch die Funktion eines Diensteanbieters aus,
sein Pseudonym aufdecken muss. § 13 Abs. 6 TMG enthält jedoch eine Einschränkung:
Die Pflicht, eine zumindest pseudonyme Nutzung zu ermöglichen, gilt nur, soweit
dies „soweit dies technisch möglich und zumutbar ist“. Im Zusammenhang mit der
Pflicht zur Anbieterkennzeichnung ist dies aber gerade nicht der Fall. Zudem gilt zu
beachten, dass gerade nicht der jeweilige Diensteanbieter die pseudonyme Nutzung
unmöglich macht; vielmehr findet die Aufdeckung durch den Nutzer selbst statt.
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Viel problematischer ist in diesem Zusammenhang jedoch die so erreichte Personen-
beziehbarkeit von Nutzungsdaten durch den Diensteanbieter, der die Anbieterkenn-
zeichnung derjenigen Nutzer, die eine solche bereithalten, jederzeit abrufen und mit
den unter Pseudonym gespeicherten Daten zusammenführen kann. Der Personen-
bezug dieser Daten – verbunden mit der Tatsache, dass ein Teil der Nutzungsdaten
zur Erstellung von Empfehlungen für andere Nutzer langfristig gespeichert werden
kann – führt zu einem drastisch reduzierten Datenschutzniveau für einen Teil der
Dienstnutzer. Die Einwilligung der Nutzer würde den Betrieb des Systems zwar den-
noch ermöglichen; doch wäre ein solches System wohl für nachhaltige Nutzer nicht
mehr attraktiv.
Im Lichte dieser Überlegungen erscheint eine einschränkendere Auslegung der Kenn-
zeichnungspflicht des § 5 TMG geboten, als sie sich bei der reinen Betrachtung „klas-
sischer“ Diensteanbieter, wie sie der Würdigung dieser Vorschrift in der Literatur und
durch den Gesetzgeber zugrunde liegt, ergibt. Grundlage dieser restriktiven Ausle-
gung ist das Recht auf informationelle Selbstbestimmung: Offensichtlich ist die Ver-
pflichtung zur Preisgabe einer ladungsfähigen Anschrift ein schwerwiegender Ein-
griff in dieses Recht, der einer entsprechenden Rechtfertigung bedarf. Im Fall der klas-
sischen Website, wie der Gesetzgeber sie im Auge hatte, ist diese zumindest tenden-
ziell gegeben: Der Anbieter begibt sich in diesem Fall bewusst in die Öffentlichkeit;
der Nutzer soll wissen, mit wem er es zu tun hat, beispielsweise um im Streitfall seine
Interessen verfolgen zu können (vgl. Spindler in [SpSG04, Rn. 1 zu § 6 TDDSG]).
Im Fall eines selbstorganisierenden Empfehlungssystems – aber auch in anderen, ver-
gleichbaren Anwendungsszenarien – stellt sich die Interessenlage jedoch anders dar:
Zum einen ist die Eingriffsintensität deutlich erhöht, da der Diensteanbieter auch in
seiner Rolle als Nutzer betroffen ist; zum anderen kann aber auch das dem Anbie-
ter innewohnende Gefährdungspotential deutlich reduziert werden. So ist ein Emp-
fehlungssystem auf einen engen Anwendungsbereich zugeschnitten, was auch das
Spektrum möglicher Rechtsverletzungen verringert. Reputationsmechanismen kön-
nen weiterhin dazu beitragen, die Wirksamkeit rechtsverletzender Äußerungen und
Handlungen einzuschränken. Schließlich ist auch der Beitrag eines einzelnen Diens-
teanbieters zum Gesamtsystem vergleichsweise gering. All dies führt dazu, dass die
Informationspflichten aus § 5 TMG einen unangemessenen und nicht gerechtfertigten
Eingriff in das informationelle Selbstbestimmungsrecht aus Art. 1 Abs. 2, 2 Abs. 1 GG
darstellen würden. Im Vergleich zur Regelung des § 6 TDG ist dieses Problem jedoch
deutlich gemindert; nach bisherigem Stand ist nicht davon auszugehen, dass Empfeh-
lungssysteme „in der Regel gegen Entgelt“ angeboten werden, so dass derzeit auch
die Informationspflichten des § 5 TMG nicht greifen.
Bei einer Erweiterung des angebotenen Dienstes ist nicht auszuschließen, dass manche
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Systemteilnehmer nach wie vor der Kennzeichnungspflicht unterliegen; dies dürfte
jedoch eher einen Ausnahmefall darstellen, der zwar beim Systementwurf zu berück-
sichtigen ist, jedoch kein ernstes Hindernis für dessen Benutzbarkeit darstellt.
Daneben gilt festzuhalten, dass diese Problematik bei nicht gewerbsmäßig agierenden
Diensteanbietern in der Praxis bislang keine Rolle gespielt hat und damit auch in Zukunft
nicht zu rechnen ist. Für gewerbsmäßig handelnde Anbieter hingegen bestand die Kenn-
zeichnungspflicht bereits im alten TDG; diese Unterscheidung ist auch durchaus sachge-
recht.
Die rein technische Realisierung der Anbieterkennzeichnung ist unproblematisch; so gilt
es lediglich, eine Schnittstelle für die Bereitstellung der entsprechenden Informationen vor-
zusehen.
3.6.8 Fazit
Im vorliegenden Abschnitt wurden die rechtlichen Anforderungen an den Datenschutz in
verteilten, selbstorganisierenden Systemen betrachtet. Die Ergebnisse dieser Betrachtung
sind in [Sorg07b] veröffentlicht; ob sich für Empfehlungssysteme weitere Besonderheiten
ergeben, soll im nächsten Abschnitt diskutiert werden.
3.7 Besonderheiten von Empfehlungssystemen
Die bisherigen Ausführungen basieren zwar auf der Einordnung selbstorganisierender, ver-
teilter Empfehlungssysteme als Telemedien; sie sind jedoch auf alle verteilten Systeme an-
wendbar, die sich als Telemedien einordnen lassen. Doch ergeben sich auch Besonderheiten
dieser speziellen Anwendung? Solche Besonderheiten könnten sich ergeben aus
• der Art der Daten. Das deutsche Datenschutzrecht stellt an die Zulässigkeit der Er-
hebung, Verarbeitung und Nutzung „besonderer Arten personenbezogener Daten“
besondere Anforderungen (für nicht-öffentliche Stellen in § 28 Abs. 6–9 BDSG). Diese
sind definiert als „Angaben über die rassische und ethnische Herkunft, politische Mei-
nungen, religiöse oder philosophische Überzeugungen, Gewerkschaftszugehörigkeit,
Gesundheit oder Sexualleben“ (§ 3 Abs. 9 BDSG). In Empfehlungssystemen werden
solche Angaben allerdings in aller Regel nicht benötigt. In Einzelfällen kann es jedoch
vorkommen, dass sich aus den im Empfehlungssystem verwendeten Daten mit einer
gewissen Wahrscheinlichkeit eine Aussage beispielsweise über die Gesundheit eines
Nutzers ableiten lässt (so beispielsweise aus empfohlener Literatur über die religiöse
Überzeugung).
• dem Verwendungszweck der Daten. § 28 Abs. 3 Nr. 3 erlaubt die Übermittlung oder
Nutzung personenbezogener Daten zum Zweck der Werbung sowie der Markt- und
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Meinungsforschung, sofern „kein Grund zu der Annahme besteht, dass der Betrof-
fene ein schutzwürdiges Interesse an dem Ausschluss der Übermittlung oder Nut-
zung hat“. Für Empfehlungssysteme ist diese Ausnahmeregelung jedoch nicht rele-
vant. Zwar können diese durchaus auch zum Zweck der Werbung eingesetzt werden,
doch beschränkt sich die gesetzliche Erlaubnis auf „listenmäßig oder sonst zusam-
mengefasste Daten“ und gibt zudem die Art der Daten, die übermittelt werden kön-
nen, vor. Konkret handelt es sich um die Angabe über die Zugehörigkeit des Betroffe-
nen zu einer Personengruppe, eine Berufs-, Branchen- oder Geschäftsbezeichnung so-
wie Name, Titel, akademische Grade, Anschrift und Geburtsjahr. Diese Daten reichen
jedoch in aller Regel nicht aus, um eine Empfehlung zu berechnen. Theoretisch wä-
re denkbar, die benötigten Informationen durch die Zuordnung zu Personengruppen
zu codieren – beispielsweise die Gruppe der „Schatz im Silbersee“-Leser. § 28 Abs. 3
Nr. 3 BDSG spricht jedoch lediglich von einer Personengruppe. Die Übermittlung der
Tatsache, dass ein Nutzer zu zahlreichen Gruppen gehört, die sich jeweils dadurch
auszeichnen, jeweils ein bestimmtes Objekt gekauft zu haben, wäre durch diese Er-
laubnisnorm nicht mehr gedeckt. Dies ergibt sich aus einer teleologischen Auslegung
der Norm, die durch die so mögliche Codierung beliebiger Informationen über eine
Person zur fast vollständigen Aufhebung der Schutzfunktion des BDSG führen wür-
de.
• dem Umfang der erhobenen Daten. Allerdings können in einem Empfehlungssys-
tem zwar personenbezogene Daten in großem Umfang erhoben werden, doch gilt
dies zum einen auch für zahlreiche andere Anwendungen, zum anderen kennt das
deutsche Datenschutzrecht keine untere Grenze für Umfang oder Bedeutung perso-
nenbezogener Daten. Dies ergibt sich bereits aus dem Volkszählungsurteil des BVerfG
[Bund83].
In der Summe kann somit festgehalten werden, dass sich für selbstorganisierende, ver-
teilte Empfehlungsdienste zwar ein hohes tatsächliches Gefährdungspotential in Bezug auf
den Datenschutz ergibt, aus rechtlicher Sicht allerdings keine Unterschiede zu sonstigen
selbstorganisierend und verteilt funktionierenden Telemedien besteht.
3.8 Fazit
In diesem Kapitel wurden Anforderungen von Internetnutzern an den Datenschutz analy-
siert und daraus ein Modell aus fünf Ebenen – Inhalts-, Empfänger-, Identitäts-, Zweck- und
Kontrollebene – entwickelt. Ansätze zur Erfüllung dieser Anforderungen wurden sowohl
aus technischer als auch aus juristischer Sicht diskutiert. Zusammenfassend stellt Tabelle
3.1 dar, wie sich diese Ansätze in das entwickelte Anforderungsmodell aus Abschnitt 3.1.1.1
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einordnen lassen. Hierbei wird deutlich, dass das TMG insbesondere in der Kontrollebene
zahlreiche Anforderungen an die technische Umsetzung von Telemedien stellt. Dennoch be-
stehen auf der Kontrollebene Defizite: Trotz aller gesetzlichen Regelungen, die Transparenz
herstellen und dem Nutzer somit die Kontrolle über preisgegebene personenbezogene Da-
ten geben sollen, kann er direkten Einfluss lediglich bei der Erhebung seiner Daten ausüben.
Dieser Einfluss erstreckt sich auf die Inhalts- und (mit Einschränkungen) die Identitäts- so-
wie die Empfängerebene. Der Nutzer kann übersehen, welche Daten er preisgibt und in
der Regel auch, unter welcher Identität. Welcher Empfänger die Daten durch ihn erhält, ist
ebenfalls für den Nutzer kontrollierbar – nicht jedoch, an wen die Daten weitergegeben wer-
den. Auch bezüglich des Zwecks, zu dem die Daten verarbeitet werden, muss er sich auf
die Aussagen des Verwenders verlassen. Zwar enthält das BDSG in den §§ 43,44 Bußgeld-
und Strafvorschriften, und eine Reihe von Vorschriften (§§ 4d–4g BDSG sowie Regelungen
über die Datenschutzkontrolle in den Datenschutzgesetzen der Länder) dient ebenfalls der
Kontrolle der Verarbeitung personenbezogener Daten. Doch gestaltet sich die Überprüfung
von Datenverarbeitungsvorgängen in der Praxis schwierig, sodass trotz guter Ansätze im
Gesetz die Kontrollebene als problematisch anzusehen ist. Auch durch weitere gesetzgebe-
rische Maßnahmen ist hier Abhilfe kaum möglich, da Rechtsverstöße schwer zu entdecken
sind.
Auch bei rechtmäßigem Handeln werden durch das Datenschutzrecht nicht alle Ebenen
hinreichend abgedeckt: Wenn beispielsweise das Datenschutzrecht personenbezogene Da-
ten auf der Kontroll- und der Zweckebene schützt, kann die Technik darüber hinausgehen,
indem einerseits die Identitätsebene – durch eine geeignete Verwaltung von Pseudonymi-
sierung und Anonymisierung – einbezogen wird, andererseits auch Pseudonyme selbst als
wertvoll betrachtet und die mit ihnen verknüpften Daten begrenzt werden können.
Ein Schwerpunkt soll in dieser Arbeit auf dem Datenschutz, aber auch der Funktionalität
eines Empfehlungssystems auf der Basis von Vertrauensbeziehungen liegen. Deshalb wird
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Das Phänomen Vertrauen spielt in Bezug auf das zu entwickelnde Empfehlungssystem in
vielerlei Hinsicht eine große Rolle. Dies betrifft beispielsweise das Vertrauen in Empfeh-
lungen anderer Marktteilnehmer, das sich wiederum auf das Vertrauen in diese Personen
stützt. Notwendig für die Einführung eines technischen Systems ist aber auch immer das
Vertrauen der Nutzer in das System.
Bevor auf die konkrete Anwendung von Vertrauen und Vertrauensbeziehungen in Peer-
to-Peer-Systemen – und, in der Folge, in Peer-to-Peer-basierten Empfehlungssystemen –
eingegangen wird, wird das Thema zunächst allgemeiner betrachtet. Zunächst wird da-
zu die sozialwissenschaftliche Sicht herangezogen. Eng damit verbunden ist eine ökono-
mische Betrachtung des Themas. Das Verhältnis zwischen Vertrauen und Recht wird im
Anschluss erörtert. Kernpunkt des Kapitels ist die Vertrauenserzeugung in Netzen, für die
Reputationssysteme als wesentliches Konzept identifiziert werden. Herausforderungen für
Reputationssysteme werden aus Sicht der Informatik und des Rechts betrachtet. Aus den
Ergebnissen, die für Reputationssysteme erzielt werden, lassen sich Folgerungen für Emp-
fehlungssysteme ableiten.
Den Abschluss des Kapitels bildet ein Bogenschlag vom Konzept Vertrauen zur Vertrau-
lichkeit. Ein Verfahren, das auf Grundlage eines Vertrauensmodells auch eine Entscheidung
über die Preisgabe vertraulicher Informationen treffen kann, wird vorgestellt.
4.1 Grundlagen
Den ersten Schritt der Diskussion des Themas Vertrauen bildet notwendigerweise die Su-
che nach einer Definition des Begriffs. Eine einheitliche Definition des Begriffs existiert
nicht1; Einigkeit besteht lediglich darüber, dass Vertrauen mit einem Risiko behaftet ist
(vgl. [Will93, S. 463], [Cole90, S. 91], [Levi01, S. 15922]). Als Ausgangspunkt der Betrachtung
von Vertrauen in dieser Arbeit können die Definitionen von Esser [Esse00], Sztompka [Sz-
to01] und Gambetta [Gamb88] dienen:
1Definitionen finden sich beispielsweise in [Brai98, S. 47], [Esse00, S. 73], [Szto01, S. 15913], [Cole90, S. 91].
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• Esser [Esse00, S. 73] definiert Vertrauen als „eine generalisierte Erwartung, dass eine
Vorleistung nicht ausgenutzt wird“. Dabei ist der Erwartende sich aber bewusst, dass
ein Risiko besteht: Die Vorleistung kann eben doch ausgenutzt werden.
• Auch Sztompka [Szto01, S. 15913] betont diesen Aspekt der Ungewissheit, indem er
Vertrauen als Wette über zukünftige, ungewisse Handlungen Anderer bezeichnet.2
Wer vertraue, der handle, als kenne er die Art und Weise, in der andere sich verhielten.
Implizit enthält auch diese Definition das Konzept einer Vorleistung, denn bei einer
Wette muss ein Einsatz erbracht werden.
• Gambetta [Gamb88, S. 217] definiert Vertrauen als „[. . . ] subjektive Wahrscheinlich-
keit, mit der ein Agent3 davon ausgeht, dass ein anderer Agent oder eine Gruppe von
Agenten eine bestimmte Handlung ausführt, bevor er die Handlung beobachten kann
(oder unabhängig davon, ob er diese jemals wird beobachten können), und zwar in
einem Kontext, in dem seine eigenen Handlungen davon beeinflusst werden.“4
Einer Verfeinerung bedürfen diese Definitionen bezüglich der zeitlichen Komponente:
Das Verhalten, auf das vertraut wird, muss nicht nach der Vertrauenshandlung geschehen.
Wichtig ist allein, dass der Vertrauende das Verhalten, auf dass er sich verlässt, nicht beob-
achten kann.
In einem Versuch, die Definitionen zusammenzufassen, soll in dieser Arbeit unter dem
Begriff Vertrauen verstanden werden:
Definition 4. Vertrauen ist die Annahme, dass das bewusste, risikobehaftete Eingehen einer
Abhängigkeit vom (zum Entscheidungszeitpunkt nicht beobachtbaren)
• Verhalten einer Person, Sache, Institution oder eines Systems
• oder Vorliegen eines bestimmten Sachverhalts
den eigenen Interessen dient. Eine Person, Sache, Institution oder ein System, dem vertraut
wird, heißt Vertrauensnehmer. Der Vertrauensnehmer ist vertrauenswürdig, wenn es sich die-
ser Annahme entsprechend verhält.
Wichtig ist an dieser Definition, dass Vertrauen sich nicht nur auf Personen beziehen
kann, sondern beispielsweise auch auf den Staat oder andere Institutionen.
Zur Abgrenzung zwischen Vertrauen und Sicherheit bleibt anzumerken, dass beide Kon-
zepte sich ergänzen. Ist ein System aus Sicht seiner Nutzer sicher, dann besteht kein Risiko;
Vertrauen ist also nicht notwendig. Zum einen muss aber selbst ein objektiv sicheres Sys-
tem nicht auch als sicher wahrgenommen werden – in vielen Fällen sind die Nutzer schlicht
nicht in der Lage, die Sicherheit des Systems objektiv einzuschätzen, weshalb Vertrauen not-
wendig ist. Zum anderen kann es vorkommen, dass ein System nicht oder nur unter prohi-
2„Trust is a bet about the future contingent actions of others.“
3Der Begriff wird in diesem Kontext als Synonym für „Akteur“ verwendet.
4„a particular level of the subjective probability with which an agent assesses that another agent or group
of agents will perform a particular action, both before he can monitor such action (or independently of his
capacity ever to be able to monitor it) and in a context in which it affects his own action.“
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bitiv hohem Aufwand abgesichert werden kann. Auch in diesem Fall erlaubt das Konzept
des Vertrauens den wirtschaftlich sinnvollen Einsatz des Systems.
Wer beispielsweise vertrauliche Daten per E-Mail an einen bestimmten Empfänger über-
mittelt, der kann (auf den ersten Blick) zwar durch Verschlüsselung sicherstellen, dass sie
nur von diesem Empfänger gelesen werden können. Vertrauen braucht er dennoch, und
zwar bezüglich der Art, wie der Empfänger mit den Daten umgeht. Bei genauerer Betrach-
tung stellt man fest, dass Vertrauen in diesem Szenario sogar in vielerlei Hinsicht notwendig
ist:
• Vertrauen in das eigene Computersystem, das die Verschlüsselung vornimmt, ein-
schließlich der verwendeten Software.
• Vertrauen in die Authentizität des verwendeten Schlüsselmaterials.
• Vertrauen, dass die verwendeten kryptographischen Algorithmen nicht in absehbarer
Zeit gebrochen werden können.
• Vertrauen nicht nur in den guten Willen, sondern auch in die Kompetenz des Empfän-
gers, die Daten sicher zu halten.
4.1.1 Vertrauen aus soziologischer Sicht
Grundlegende Eigenschaften des Vertrauens als gesellschaftliches Phänomen werden in der
Soziologie untersucht, die deshalb Ausgangspunkt der vorliegenden Betrachtung sein soll.
Eine Einführung in die soziologische Sicht auf Vertrauen wird in [Levi01] gegeben. Ausge-
hend von dieser Arbeit werden im Folgenden mögliche Motivationen für Vertrauen disku-
tiert und die Messbarkeit von Vertrauen untersucht.
4.1.1.1 Warum Vertrauen?
[Levi01, S. 15923] identifiziert vier mögliche Motivationen, zu vertrauen:
• Veranlagung. In der Literatur ist anerkannt, dass Menschen unterschiedlich stark ge-
neigt sind, zu vertrauen. Ob und inwieweit dies am Charakter, Prägung in der Kind-
heit oder dem sozialen Umfeld liegt, ist jedoch umstritten.
• Moral. Einerseits steht Vertrauenswürdigkeit in engem Zusammenhang mit morali-
schem Verhalten; andererseits wird auch das Vertrauen selbst von der Gesellschaft
grundsätzlich (wenn auch nicht undifferenziert) als positiv betrachtet. Dies ist auch
einer der Gründe, warum Vertrauen von der Rechtsordnung geschützt wird (daneben
treten ökonomische Gründe – siehe dazu Abschnitt 4.2.1).
• Soziale Gründe. Eng damit verknüpft sind soziale Gründe: Das Leben in der Gemein-
schaft erfordert Vertrauen. Wer nicht vertraut oder sich nicht als vertrauenswürdig
erweist, dessen sozialer Status ist gefährdet. Hinweis auf diese Motivation des Ver-
trauens ist die unterschiedliche Vertrauensneigung in verschiedenen Gesellschaften
(siehe nur [YaYa94, S. 130]).
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• Rationale Erwägungen. Im Zentrum der wirtschaftswissenschaftlichen Betrachtung ste-
hen rationale Gründe, die zu Vertrauen führen. Ist in einer Entscheidungssituation
der erwartete Nutzen aus der Entscheidung, zu vertrauen, größer als derjenige aus
der Entscheidung, nicht zu vertrauen, so wird der rational denkende Mensch sich für
das Vertrauen entscheiden.5
4.1.1.2 Messbarkeit von Vertrauen
Die oben aufgestellte Definition ermöglicht lediglich die Unterscheidung, ob man vertraut
oder nicht. Will man Abstufungen von Vertrauen messen, so kann auf die Definition von
Gambetta [Gamb88, S. 217] zurückgegriffen werden. Unterschieden werden kann dann die
subjektive (wahrgenommene) Wahrscheinlichkeit, mit der die Annahme, der Interaktions-
partner sei vertrauenswürdig, zutrifft.
Diese explizit anzugeben, ist jedoch meist nicht möglich. Die Aussagekraft entsprechen-
der Umfragen ist deshalb begrenzt; so wird nicht notwendigerweise ausschließlich Vertrau-
en gemessen, und verschiedene Umfragen können i.A. nicht miteinander verglichen wer-
den. [Levi01, S. 15924 f.]
In der Literatur finden sich verschiedene Ansätze, das Problem zu umgehen; so wird der
Geldbetrag, den man einer Person anzuvertrauen bereit ist, als Maß verwendet [GLSS00] –
ein Ansatz, der sich jedoch nicht beliebig verallgemeinern lässt, da nicht in allen Domä-
nen ein monetäres Äquivalent gefunden werden kann. In vielen Fällen wird daher auf die
Zuweisung einer expliziten Bedeutung zu verschiedenen Stufen einer Vertrauensskala ver-
zichtet, so beispielsweise im PGP-Web-of-Trust [Abdu97], das lediglich unscharfe Bezeich-
nungen wie „marginal trust“ kennt. Marsh [Mars94, Abschnitt 2.3] schlägt die Verwendung
von reellen Zahlen im Intervall [-1;1] vor, die für menschliche Nutzer durch verständliche
Bezeichner (wie „blindes Vertrauen“) ergänzt werden. Im Rahmen dieser Arbeit soll das
Konzept, Vertrauen als Zahlenwert abzubilden, zur Vereinfachung übernommen werden;
dabei wird das Intervall [0;1] gewählt. Eine Notwendigkeit zur Modellierung von Misstrau-
en (durch negative Zahlenwerte) besteht im Rahmen dieser Arbeit nicht.
4.1.1.3 Domänenabhängigkeit von Vertrauen
In zahlreichen Anwendungen wird sich die Domänenabhängigkeit von Vertrauen als wich-
tiger Aspekt herausstellen. Vertrauen lässt sich nicht mit der Aussage „A vertraut B“ dar-
stellen, sondern nur als „A vertraut darauf, dass B die Handlung Z vornimmt“ [Jone01,
S. 15918] – oder „A vertraut B mit Bezug auf Domäne D“.




















B hat hohen Profit. 
Auszahlung: (-1,2)
Nein Ja
Abbildung 4.1: Das Vertrauensspiel (vgl. [Jone01], [Dasg88, S. 59 ff.])
4.1.2 Vertrauen aus wirtschaftswissenschaftlicher Sicht
Aus wirtschaftswissenschaftlicher Sicht existieren zahlreiche Beiträge über das Phänomen
Vertrauen. Ausgangspunkt einer Untersuchung kann die Spieltheorie sein, denn die Be-
trachtung einer Vertrauensentscheidung als Spiel ermöglicht die Einordnung zahlreicher
mit dieser Entscheidung verbundener Einflussfaktoren.
4.1.2.1 Spieltheorie
Der oben (S. 86) erarbeiteten Definition von Vertrauen folgend, muss ein Spiel, das eine Ver-
trauensentscheidung abbilden soll, im Wesentlichen zwei Aspekte modellieren: Zum Einen
muss eine risikobehaftete Entscheidung getroffen werden, d.h. das Verhalten des jeweils
anderen Spielers steht nicht sicher fest. Zum Anderen geht ein Spieler, der vertraut, eine
Abhängigkeit ein. Sobald er sich entschieden hat, zu vertrauen, kann er den Ausgang des
Spiels nicht mehr bestimmen. Diese Entscheidung liegt vielmehr in der Hand des anderen
Spielers.
Das Spiel in Abbildung 4.1 genügt diesen Charakteristika: In der ersten Runde entschei-
det A, ob er B vertrauen soll oder nicht. Tut er es nicht, profitiert keiner der Akteure aus
der Interaktion, d.h. beide erhalten eine Auszahlung von null. Entscheidet A jedoch, B zu
vertrauen, so kann B in der zweiten Runde entscheiden, ob er dieses Vertrauen ausnutzt
oder sich als vertrauenswürdig erweist. Im ersten Fall verliert A durch diese Entscheidung
(Auszahlung -1), wohingegen B profitiert (Auszahlung 2). Im zweiten Fall profitieren bei-
de Spieler (Auszahlung 1 für A und B); der Gewinn des Spielers B ist jedoch geringer als
im ersten Fall. Dies ist auch der Grund, warum ein rationaler Spieler B sich in der zweiten
Runde dafür entscheiden würde, das Vertrauen seines Interaktionspartners A auszunutzen.
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Da A in Kenntnis dieser Tatsache B in der ersten Runde kein Vertrauen entgegenbringt,
kommt es jedoch nicht zu dieser Entscheidung. Statt des (für beide Seiten vorteilhaften)
Ausgangs, in dem beide Spieler die Auszahlung 1 erhalten, wird also überhaupt kein Ge-
winn realisiert (beispielsweise kommt keine Geschäftsbeziehung zustande). Diese einfache
Betrachtung zeigt auch, dass durch Vertrauen Effizienzgewinne realisiert, also in manchen
Fällen alle Beteiligten besser gestellt werden können.
Zu beachten gilt allerdings, dass die in der Analyse des Spiels unterstellte vollständige
Information der Teilnehmer in der Realität nicht gegeben ist. Bestenfalls kennt ein Spieler
seine eigenen Auszahlungen in Abhängigkeit vom Ausgang des Spiels. Bezüglich mögli-
cher Auszahlungen des anderen Spielers ist er jedoch auf seine persönliche Einschätzung
angewiesen. Das heißt beispielsweise, dass Spieler A in der ersten Runde nicht weiß, wie
die Auszahlungen von Spieler B in der dritten Runde sich gestalten. Daher weiß Spieler A
ebenfalls nicht, wie Spieler B sich in der zweiten Runde entscheiden wird. Spieler A wird
jedoch zu einer subjektiven Einschätzung der Wahrscheinlichkeit kommen können, dass
Spieler B das in ihn gesetzte Vertrauen erfüllt. Die Beeinflussung dieser Einschätzung ist
ein Kernproblem im Umgang mit Vertrauen, das sich auch bei Vertrauensfragestellungen in
Rechnernetzen herausstellen wird.
4.1.2.2 Sonstige wirtschaftswissenschaftliche Forschung
Neben der Spieltheorie befassen sich auch andere Forschungsgebiete der Wirtschaftswis-
senschaften mit dem Phänomen Vertrauen. Hierzu zählen insbesondere
• die Organisationswissenschaft. Forschungsgegenstand sind hier die Auswirkungen
von Vertrauen auf die Organisation innerhalb von Unternehmen sowie im Verhältnis
verschiedener Unternehmen (siehe z.B. [ZaMP98]).
• die Neuroökonomik [KePl05], die an der Schnittstelle zwischen Gehirnforschung und
Wirtschaftswissenschaften den Ursprung menschlichen Verhaltens untersucht. Aller-
dings finden sich in der Literatur zur Neuroökonomik noch keine belastbaren Ergeb-
nisse zum Thema Vertrauen.
Neben Soziologie und Wirtschaftswissenschaften, die sich mit den Grundlagen des Ver-
trauens beschäftigen, spielt das Phänomen Vertrauen auch in der Rechtswissenschaft eine
große Rolle.
4.2 Vertrauen im deutschen Recht
Bevor der Umgang mit Vertrauen im deutschen Recht untersucht wird, soll jedoch zunächst
das Verhältnis zwischen Vertrauen und Recht betrachtet werden. Darmstaedter [Darm48,
Sp. 433] vertritt die Auffassung, das Recht wolle Vertrauen überflüssig machen: Indem es
Normen und Sanktionen beim Verstoß gegen diese Normen aufstelle, wolle es erreichen,
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Situation trust Behaviour trust
Strafrecht Verbotsirrtum (§ 17 StGB)7 Schutz vertraulicher Infor-








(§§ 823, 826 BGB)
Tabelle 4.1: Beispiele für den Schutz von Vertrauen in verschiedenen Rechtsgebieten
dass der Vertrauende selbst dann nicht benachteiligt wird, wenn sein Vertrauen sich als
nicht gerechtfertigt herausstellt. Die Rechtsordnung könne damit allerdings nur den fehlen-
den guten Willen zur Leistung, nicht aber das fehlende Können ersetzen. Der Vertrauensbe-
griff wird durch diese Argumentation beschränkt auf das Vertrauen, dass eine Person eine
Leistung erbringen wird – dies hängt vermutlich damit zusammen, dass es sich hierbei um
eine der Rechtsdurchsetzung besonders zugängliche Art des Vertrauens handelt.
Darmstaedters Auffassung ist nur eingeschränkt zuzustimmen. In der Tat kann die
Rechtsordnung eher auf den Leistungswillen als auf das Leistungsvermögen einwirken. Sie
kann jedoch in der Regel das Vertrauen nicht ersetzen. So besteht stets das Risiko, dass der
Leistungspflichtige sich der Rechtsordnung entzieht oder das ihm entgegengebrachte Ver-
trauen in einer nicht sanktionierten Art und Weise missbraucht.
Die Rechtsordnung kann also Vertrauen begünstigen, indem das damit verbundene Risi-
ko reduziert wird. Statt eines Substituts ist sie folglich oft eine Voraussetzung für Vertrauen.
Sie hilft somit in vielen Fällen, die ökonomischen Vorteile, die sich durch Vertrauen ergeben
können, auch tatsächlich zu realisieren.
Wie sich diese Unterstützung von Vertrauen durch das Recht konkret darstellt, wird von
Memmo et al. [MeSC03] untersucht; dieser Beitrag diskutiert das Verhältnis zwischen Ver-
trauen und Recht am Beispiel des italienischen Rechts – die Ergebnisse lassen sich aber ohne
weiteres auch auf die Rechtslage in Deutschland übertragen. Memmo et al. unterscheiden
zwischen verschiedenen Arten von Vertrauen.6
• Vertrauen, dass eine bestimmte (rechtlich relevante) Situation vorliegt (Situation trust).
Das Vertrauen in das Vorliegen einer Situation ist indes nicht Gegenstand der vorlie-
genden Arbeit und wird daher nicht weiter betrachtet.
• Vertrauen in das Verhalten eines Anderen (Behaviour trust).
6Weiterhin findet sich eine Unterteilung in Vertrauen im engeren Sinne (core trust) und Sich-Verlassen (reliance),
auf die an dieser Stelle jedoch nicht eingegangen werden soll. Stattdessen wird in dieser Dissertation nur
Vertrauen im engeren Sinne betrachtet.
91
Kapitel 4 Vertrauen
Tabelle 4.1 zeigt einige Beispiele für beide Formen des Schutzes von Vertrauen in ver-
schiedenen Rechtsgebieten auf. Im Folgenden soll jedoch nur noch das „Behaviour Trust“
betrachtet werden. Relevant wird das Verhältnis des Behaviour Trust zum Recht in drei Be-
reichen:
• Vertrauen aufgrund gesetzlicher Regelungen, die das Verhalten anderer beeinflussen.
Hierzu gehören beispielsweise
– das Strafrecht. Als Beispiel kann das Vertrauen eines Patienten herangezogen
werden, dass sein Arzt keine vertraulichen Informationen über seine Gesund-
heit preisgibt. Einer der Gründe für dieses Vertrauen kann darin liegen, dass dem
Arzt eine Strafe droht, falls er solche vertraulichen Informationen offenbart (§ 203
I Nr. 1 StGB).
– das Zivilrecht, insbesondere das Deliktsrecht. Als Beispiel kann § 823 Abs. 2
BGB gelten. Besteht ein Gesetz zum Schutz einer Person, so kann diese Person
von der Einhaltung des Gesetzes ausgehen. Wird das Gesetz nicht eingehalten,
so kann der Verletzte Schadensersatz verlangen. Diese Regelung liefert einer-
seits einen Anreiz zur Einhaltung des Schutzgesetzes; andererseits wird selbst
bei einer eventuell doch auftretenden Verletzung ein Ausgleich des entstande-
nen Schadens geschaffen. In Abbildung 4.1 bedeutet dies, dass sowohl die Wahr-
scheinlichkeit nicht vertrauenswürdigen Verhaltens von B als auch der in diesem
Fall entstehende Schaden für A sinkt.
• Direkter Schutz von Vertrauen durch das Recht. Dieser Schutz wird in Abschnitt 4.2.1
diskutiert.
• Gesetzliche Regelungen, die sich mit vertrauensbildenden Verfahren außerhalb des
Rechts beschäftigen. Reputationssysteme als wichtigstes Beispiel werden in Abschnitt
Abschnitt 4.3.5 (S. 101) diskutiert.
4.2.1 Direkter Schutz von Vertrauen durch das Recht
Abgesehen von Normen, die nur indirekt vertrauensfördernd wirken, gibt es auch Regelun-
gen, die einen direkten Schutz des Vertrauens einer Person in das Verhalten einer anderen
begründen. Vertraut eine Person A darauf, dass eine Person B sich in einer bestimmten Wei-
se verhält, und weicht Person B von diesem erwarteten Verhalten ab, führt dies zu einem
(zumindest teilweisen) Ersatz des Schadens, den A dadurch erleidet. Dieser Schutz liegt
im Vertrauen von A begründet, nicht in einer allgemeinen Ablehung des Verhaltens von B
durch die Rechtsordnung. Wird der Ersatz des Schadens durch B geleistet, so spricht man
von Vertrauenshaftung.
7Die Norm schützt das Vertrauen in die Rechtmäßigkeit einer Tat, auch, wenn diese Tat strafbar ist. Dieser
Schutz ist aber auf unvermeidliche Irrtümer über die Rechtmäßigkeit beschränkt.
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Konkret findet sich die Vertrauenshaftung beispielsweise in den folgenden Fällen (vgl. da-
zu [ScOt05, S. 525–528]):
• Das Stellvertretungsrecht. §§ 170, 171 Abs. 2, 172 Abs. 2, 173 und 179 Abs. 1 BGB schüt-
zen das Vertrauen einer Person in die Vertretungsmacht einer anderen. Die §§ 170, 171
Abs. 2 und 172 Abs. 2 BGB regeln das Fortbestehen der Vertretungsmacht, die einem
Dritten auf eine bestimmte Art und Weise bekanntgegeben wurde; eine Ausnahme
dieses Fortbestands wird in § 173 BGB geregelt. Vertraut ein Dritter auf einen Vertre-
ter, der keine Vertretungsmacht hat, so wird er durch § 179 Abs. 1 BGB geschützt.
• Die Erklärungshaftung. Ficht eine Person eine von ihr abgegebene Erklärung an, so
begründet dies einen Anspruch desjenigen, der auf die Gültigkeit der Erklärung ver-
traut, auf Ersatz des Vertrauensschadens (§ 122 BGB). Auch § 179 Abs. 1 BGB begrün-
det (im bereits erwähnten Stellvertretungsrecht) die Haftung für eine Erklärung.
• Die Lehre vom Rechtsschein. Ein Dritter kann sich auf das Bestehen einer bestimm-
ten Rechtslage (den Rechtsschein), auf das er vertraut hat und vertrauen durfte, dann
berufen, wenn eine Person in einer zurechenbaren Weise den Anschein erweckt hat,
dass diese Rechtslage bestehe [Cana71, S. 526–528].
• Widersprüchliches Verhalten. Dieses Konzept gründet sich auf § 242 BGB. Vertraut je-
mand in einer schutzwürdigen Weise auf das Verhalten einer anderen Person, wird
der Vertrauende geschützt, wenn die andere Person sich zu seinem früheren Verhal-
ten in Widerspruch setzt. Der Vertrauende kann sich dann auf das frühere Verhalten
berufen [ScOt05, S. 528]. Allerdings kann dieser Schutz nicht so weit gehen, dass eine
Person ihr Verhalten überhaupt nicht mehr ändern kann.
Doch warum schützt das Recht in diesen Fällen das Vertrauen? Aus Sicht der Ökonomie
haben Schäfer und Ott [ScOt05, S. 517] vier Voraussetzungen für einen Schutz des Vertrau-
ens durch das Recht identifiziert:
• Asymmetrie von Informationskosten. Kann eine der beteiligten Parteien unter geringerem
Kostenaufwand eine Information beschaffen als die andere Partei, so kann es sinnvoll
sein, die Partei zu schützen, die auf diese Information vertraut. Dies gilt insbesondere,
wenn die Information das zukünftige Verhalten der erstgenannten Partei betrifft.
• Gesamtgesellschaftliche Produktivität der Information. Die Beschaffung einer Information
ist dann sinnvoll, wenn – gesamtgesellschaftlich gesehen – die Kosten der Informati-
onsbeschaffung unter dem aus der Information entstehenden Nutzen liegen. Deshalb
sollte das Vertrauen der anderen Partei in die Partei, die die Information erhält, ge-
schützt werden. Beispielsweise lohnt sich die Beschaffung der Information, ob eine
Person Vertretungsmacht für einen Dritten hat: Der Schaden, den eine Partei durch
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Vertrauen auf die Gültigkeit eines Vertrages erleiden kann, wird in vielen Fällen hö-
her sein als der Nutzen der Person, die diese Information nicht bereitstellt, obwohl sie
dies könnte. Aus diesem Grund wird das Vertrauen des Vertragspartners geschützt.
• Die Existenz einer Vertrauensprämie. Die Person, der vertraut wird, und die somit
ggf. auch haftbar gemacht wird, muss für dieses erhöhte Risiko und die dadurch ent-
stehenden Kosten auch einen Ausgleich erhalten – die sogenannte Vertrauensprämie.
In einem Markt wird diese Prämie durch den Marktmechanismus erreicht; wird eine
Information hingegen lediglich als Gefälligkeit zur Verfügung gestellt, gibt es auch
keine Vertrauensprämie, und ein Schutz des Vertrauens wäre nicht angebracht. Eine
ausführliche Diskussion des Konzepts der Vertrauensprämie findet sich in [ScOt05,
S. 519–522].
• Das Verhältnis von Vertrauens- und Opportunismusprämie. Ein rechtlicher Schutz des Ver-
trauens ist nur dann nötig, wenn die Partei, der vertraut wird, einen höheren Nutzen
aus opportunistischem Verhalten als aus vertrauenswürdigem Verhalten hat. Andern-
falls besteht kein Anreiz, sich nicht vertrauenswürdig zu verhalten. Die Sanktion op-
portunistischen Verhaltens kann beispielsweise in einem verschlechterten Ruf liegen,
der zukünftige Transaktionen erschwert. Dies greift jedoch nur, wenn das Verhalten
tatsächlich in einer Verschlechterung des Rufs resultiert – Voraussetzung hierfür ist,
dass andere Personen vom opportunistischen Verhalten erfahren. Eine Möglichkeit,
dies bei Anwendungen in Rechnernetzen zu erreichen, sind Reputationssysteme, die
in der Folge diskutiert werden.
Sind alle vier Voraussetzungen erfüllt, so ist also schon aus ökonomischer Sicht ein Schutz
des Vertrauens durch das Recht wünschenswert; daneben tritt als Motivation die allgemeine
positive Einschätzung des Vertrauens in der Gesellschaft (vgl. Abschnitt 4.1.1.1).
4.3 Vertrauenserzeugung in Netzen
Für das Verständnis der Vertrauenserzeugung in Peer-to-Peer-Netzen ist es hilfreich, analo-
ge Mechanismen, wie sie außerhalb von Rechnernetzen angewendet werden, zu betrachten.
Im Folgenden wird dann die Übertragung dieser Mechanismen auf Rechnernetze, insbeson-
dere die Anwendung von Reputationssystemen in solchen Netzen, betrachtet.
4.3.1 Klassische Reputationsmechanismen
Reputationssysteme haben im Zusammenhang mit der Verbreitung des E-Commerce in der
Literatur seit einigen Jahren Aufmerksamkeit gefunden. Doch schon vorher bestand die
Notwendigkeit, sich über die Vertrauenswürdigkeit anderer Personen oder Institutionen
auszutauschen, und entsprechende Mechanismen sind seit langer Zeit etabliert.
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Erbringt z.B. ein Dienstleister in einer Kleinstadt Dienstleistungen mangelhafter Quali-
tät, so wird sich dies bald herumsprechen. Auch Bewohner der Stadt, die keine eigenen
Erfahrungen mit diesem Dienstleister gemacht haben, erfahren von diesen Problemen und
verbreiten die Information vielleicht sogar selbst weiter. Problematisch ist allerdings die oft
mangelnde Überprüfung der behaupteten Tatsachen. So könnte der Ausgangspunkt ent-
sprechender Berichte auch ein Konkurrent des Dienstleisters sein, der auf diese Art und
Weise Kunden abwerben möchte.
Wer nun entscheiden möchte, ob er einer Information glauben schenken soll, der kann
dazu verschiedene Aspekte in seine Überlegungen einbeziehen:
• Aufgrund eigener Erfahrung lässt sich eine subjektive, von der Informationsquelle
unabhängige Wahrscheinlichkeit bestimmen, mit der die Information den Tatsachen
entspricht.
• Die Vertrauenswürdigkeit der Informationsquelle kann bewertet werden.
• Gibt die Informationsquelle an, von wem die Information stammt, so lässt sich unter
Umständen auch die Vertrauenswürdigkeit dieser Person bewerten.
• Zusätzlich kann miteinbezogen werden, wie viele Zwischenschritte zwischen Erfah-
rung aus erster Hand und eigener Kenntnisnahme der Information zurückgelegt wur-
den.
Voraussetzung, um diese Methoden anwenden zu können, ist die Fähigkeit, die Vertrau-
enswürdigkeit einer Person einzuschätzen. Dazu verwendete Informationen können sein:
• Eigene, frühere Erfahrungen mit dieser Person. Hat die Person sich früher vertrauens-
würdig verhalten?
• Die Erfahrungen anderer Personen, insbesondere solcher, denen man selbst vertraut,
mit der zu beurteilenden Person.
• Wenn beides nicht möglich ist, ist nur noch der Rückgriff auf den persönlichen Ein-
druck möglich. Dieser kann z.B. durch die Kleidung der Person, ihre Stimme oder ihr
Auftreten geprägt sein.
Der persönliche Eindruck, den eine Person hinterlässt, kann in weiten Grenzen von dieser
Person direkt beeinflusst werden. Deshalb sind offenbar die ersten beiden Kategorien (eige-
ne Erfahrungen und die Erfahrungen Anderer) vorzuziehen. Sie sind eng verknüpft mit der
Reputation.
Definition 5. Die Reputation eines Knotens ist seine Vertrauenswürdigkeit (also die wahr-
genommene Wahrscheinlichkeit, mit der er sich erwartungsgemäß verhalten wird) in der
Wahrnehmung einer Gruppe von Knoten. Sie basiert auf seinem vergangenen Verhalten.
Vertrauensentscheidungen auf Reputation zu stützen, gründet sich
• auf die (empirisch begründete) Annahme, das Verhalten bzw. die Vertrauenswürdig-
keit einer Person ändere sich über die Zeit nicht.
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• auf den wirtschaftlichen Wert der Reputation: Ein guter Ruf kann zukünftige Trans-
aktionen erleichtern; dies reduziert die Wahrscheinlichkeit, dass er durch böswilliges
Verhalten aufs Spiel gesetzt wird (vgl. [RZFK00, S. 46]).
Es zeigt sich, dass die Vertrauensbildung online ganz ähnlich funktioniert. So können frü-
here eigene Erfahrungen herangezogen werden oder das Aussehen einer graphischen Ober-
fläche anstelle der Kleidung Grundlage einer Vertrauensentscheidung sein. Der nächste Ab-
schnitt geht detaillierter auf die online anwendbaren Methoden der Vertrauenserzeugung
ein.
4.3.2 Vertrauensbildende Faktoren
In jüngerer Zeit hat die Literatur untersucht, wie Vertrauen ohne unmittelbaren persönli-
chen Kontakt erzeugt werden kann. Der Schwerpunkt liegt dabei im Bereich des Electronic
Commerce.
Für klassische E-Commerce-Angebote haben Patton und Jøsang [PaJø03] eine Reihe sol-
che Möglichkeiten identifiziert:
1. Die Gestaltung des Web-Interface. Wie sich diese im Einzelnen auf die wahrgenom-
mene Glaubwürdigkeit und somit auf das Vertrauen in eine Website auswirken kann,
ist in [FMLO+01] empirisch untersucht.
2. Datenschutzstrategien und Datenschutzerklärungen. P3P [P3P06] als Standard für die
Kommunikation von Datenschutzerklärungen ist hier eine Unterstützung. Die Einhal-
tung der Datenschutzerklärung kann so jedoch nicht überwacht werden, so dass auch
in Hinblick auf Datenschutz Vertrauen nach wie vor notwendig ist.
3. Humanoide. Durch die Darstellung animierter, menschenähnlicher Figuren, die zu
Gestik und Mimik in der Lage sind, soll ein persönliches Gespräch nachempfunden
werden. [PaJø03, S. 83] Die Aufführung von Humanoiden als eigener Kategorie er-
scheint jedoch zweifelhaft; sie sind Teil des Nutzer-Interfaces und können daher mit
dem Web-Interface zusammengefasst werden, auch, wenn sie ein besonders hervor-
stechendes Beispiel darstellen.
4. Selbstregulierung und Gütezeichen. Die Anbieter von Gütezeichen bestätigen, dass
die zertifizierte Website bestimmten Standards genügt.
5. Sicherheitsstrategien und ihre Wahrnehmung. Neben der tatsächlichen Absicherung
verwendeter Systeme spielt die Darstellung dieser Absicherung nach außen eine
große Rolle.
6. Zahlungsintermediäre und Versicherungsdienstleister. Zahlungsintermediäre (wie
Kreditkartenanbieter) sind meist in der Lage, die Identität eines Website-Anbieters
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zu verifizieren. Außerdem können Zahlungsintermediäre und Versicherungsanbieter
das Risiko eines Käufers senken, sofern sie selbst vertrauenswürdig sind. Vertrauen
in einen Händler kann also (in Grenzen) durch Vertrauen in den Intermediär ersetzt
werden.
7. Das Angebot alternativer Streitschlichtung. Die Streitschlichtung außerhalb der Ge-
richtsbarkeit kann die Kosten im Streitfall reduzieren.
8. Mathematische Vertrauensmodelle, wie das PGP-Web-of-Trust.
9. Reputationssysteme. Auf diese, wie auch auf mathematische Vertrauensmodelle, wird
in Abschnitt 4.3.4 näher eingegangen.
Diese Methoden und Systeme lassen sich in drei Kategorien zusammenfassen:
• Durch den Vertrauensnehmer angewandte Methoden und Systeme, die hauptsäch-
lich zu einer Verringerung der wahrgenommenen Wahrscheinlichkeit führen, dass das
Vertrauen des Kunden enttäuscht wird (1, 2, 3, 4, 5).
• Methoden, die hauptsächlich den Schaden des Kunden im Fall missbrauchten Ver-
trauens reduzieren sollen (6, 7).
• Methoden, die ohne direkte Einwirkungsmöglichkeit des Vertrauensnehmers die Ein-
schätzung seiner Vertrauenswürdigkeit ermöglichen sollen (8, 9).
Die ersten beiden Kategorien betreffen keine spezifischen Fragestellungen des Vertrau-
ens in Netzen und werden daher an dieser Stelle nicht weiter verfolgt. Vor einer näheren
Betrachtung der letzten Kategorie soll nun das Konzept transitiven Vertrauens eingeführt
werden.
4.3.3 Transitives Vertrauen
Transitives Vertrauen kommt dann zum Einsatz, wenn die Vertrauenswürdigkeit eines Sys-
tems oder einer Person beurteilt werden soll, der Beurteilende dies aber nicht selbst tun
kann. Er bedient sich dann einer weiteren Person (oder eines Systems), der er vertraut. Tran-
sitives Vertrauen liegt vor, wenn der Beurteilende aufgrund der Tatsache, dass die zweite
Person dem zu Beurteilenden vertraut, selbst auch Vertrauen in den zu Beurteilenden ent-
wickelt. Wenn Interaktionen mit vielen anderen Personen oder Systemen vorkommen – wie
dies beispielsweise in Peer-to-Peer-Netzen üblich ist – ist transitives Vertrauen hilfreich, um
überhaupt erst Aussagen über die Vertrauenswürdigkeit eines Großteils der Netzteilnehmer
treffen zu können.
Abdul-Rahman und Hailes [ARHa97, S. 50] haben Voraussetzungen für die Transitivität
von Vertrauen (die sie „bedingte Transitivität von Vertrauen“ nennen) identifiziert. Dem-




• B teilt A ausdrücklich mit, dass er C vertraut.
• A vertraut B als Vertrauenseinführer.
• A darf die Qualität von Bs Empfehlung für C beurteilen.
• Das Vertrauen von A in C kann geringer sein als das von B in C.
Transitives Vertrauen kann implizit verwendet oder explizit modelliert werden. Die im-
plizite Verwendung findet sich oft in Reputationssystemen, die im folgenden Abschnitt ein-
geführt werden.
4.3.4 Reputation und Reputationssysteme
Ziel von Reputationssystemen ist, das Konzept der Reputation auch in rechnernetzbasierten
Interaktionen nutzen zu können. Da zwischen den Nutzern der Systeme keine verbale Kom-
munikation stattfindet, muss ein Reputationssystem auf einem anderen Weg ermöglichen,
die Vertrauenswürdigkeit von Nutzern beurteilen zu können. Resnick et al. [RZFK00, S. 46]
stellen dazu fest:
Ein Reputationssystem sammelt, verteilt und aggregiert Rückmeldungen über
vergangenes Verhalten seiner Teilnehmer.8
Darauf aufbauend lassen sich Reputationssysteme wie folgt definieren:
Definition 6. Reputationssysteme sind Systeme, die Informationen bereitstellen, die dazu
verwendet werden, die Vertrauenswürdigkeit (oder Reputation) von Personen oder Syste-
men zu beurteilen.
Reputation dient dabei als stellvertretende Variable für die Vertrauenswürdigkeit, die sich
in den meisten Fällen nicht direkt beobachten lässt. Der Nutzer ist also an der Vertrauens-
würdigkeit eines anderen Nutzers interessiert, stützt sein Urteil aber auf dessen Reputation.
4.3.4.1 Allgemeines
In der Literatur wurden folgende Mindestanforderungen an Reputationssysteme identifi-
ziert:
• Sowohl Nutzer, die vertrauen, als auch solche, denen vertraut wird, sollten langlebige
Identitäten haben (vgl. [RZFK00, S. 47]). Somit wird sichergestellt, dass sich die Vor-
nahme einer Bewertung überhaupt lohnt. Was unter Langlebigkeit verstanden wird,
ist anwendungsabhängig; zumindest sollte die Lebensdauer so gewählt werden, dass
während dieses Zeitraums zahlreiche Transaktionen stattfinden – typischerweise im
Bereich von Monaten oder Jahren.
8„A reputation system collects, distributes, and aggregates feedback about participants’ past behavior.“
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• In engem Zusammenhang damit steht, dass die Identität eines Teilnehmers entweder
mit seinem echten Namen verknüpft werden oder zumindest sichergestellt werden
muss, dass ein Nutzer unter einer neu geschaffenen Identität kein Vertrauen genießt
(vgl. [KaSGM03, S. 640]). Im ersten Fall wird verhindert, dass ein Angreifer zahlreiche
virtuelle Identitäten schafft (Sybil-Attack [Douc02]); im zweiten Fall kann ein Angrei-
fer diese zwar schaffen, hat aber keinen Vorteil davon.
• Informationen sollten so zur Reputation eines bewerteten Teilnehmers aggregiert wer-
den, dass sie für den Nutzer verständlich sind und als Grundlage für eine Vertrauens-
entscheidung dienen können.
Als Beispiel kann das eBay-Reputationssystem [ReZe02] dienen: Die Verknüpfung der
Identität eines Teilnehmers mit dessen realem Namen und Adresse (und somit auch ei-
ne gewisse Langlebigkeit – Identitäten bleiben typischerweise über mehrerere Jahre hinweg
gültig) wird durch den Plattformbetreiber hergestellt. Nach jeder Transaktion können beide
Transaktionspartner jeweils eine Bewertung abgeben, die positiv, neutral oder negativ sein
und zusätzlich eine textuelle Information enthalten kann. Die Bewertungspunktzahl – also
der aggregierte Reputationswert – eines Teilnehmers ergibt sich als Differenz der Anzahl po-
sitiver und negativer Bewertungen; außerdem werden einige zusätzliche statistische Maße
zur Verfügung gestellt.
Trotz offensichtlicher Schwächen – so beispielsweise der fehlenden Gewichtung einzelner
Transaktionen, die dazu führt, dass ein guter Reputationswert durch eine Vielzahl gering-
wertiger Transaktionen erreicht werden kann, aber für die Beurteilung auch bei anstehen-
den Geschäften erheblicher Bedeutung herangezogen wird – kann dieses System als Grund-
lage für eine Vertrauensentscheidung dienen. Insbesondere ist der aggregierte Reputations-
wert leicht zu interpretieren, da sein Zustandekommen auch für Laien verständlich ist.
Das eBay-Reputationssystem realisiert ein zentralisiertes Reputationsmanagement. Das
bedeutet, dass die Reputationswerte der Teilnehmer werden an einer zentralen Stelle er-
rechnet und direkt von dort abgefragt werden.
4.3.4.2 Verteilte Reputationssysteme
Während der Betrieb eines Reputationssystems auf einem zentralen Server gut beherrschbar
ist, stellen verteilte Reputationssysteme eine größere technische Herausforderung dar. Die
Forschung konzentriert sich derzeit auf Peer-to-Peer-Systeme als wichtigstes Anwendungs-
szenario [JøIB07]. Da diese derzeit überwiegend für den Zweck des Austauschs von Dateien
(oft mit multimedialen Inhalten), also Filesharing, genutzt werden, liegt der Anwendungs-
bereich der verteilten Reputationssysteme meist darin, Netzteilnehmern eine schlechte Re-
putation zuzuweisen, die gar keine Dateien, nur solche mangelhafter Qualität oder Viren,
Würmer und trojanische Pferde verbreiten.
Beispiele sind das Credence-Reputationssystem [WaSi05] und der EigenTrust-
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Algorithmus [KaSGM03], der ebenfalls als Grundlage eines Reputationssystems dienen
kann. Der EigenTrust-Algorithmus berechnet einen globalen Reputationswert für jeden
Netzteilnehmer, das heißt, sein Reputationswert ist aus Sicht aller anderen Knoten gleich.
Dazu propagieren Knoten im Peer-to-Peer-System ihre Vertrauenseinstufungen – also Wer-
te, die aussagen, für wie vertrauenswürdig sie andere Knoten halten. Jeder Knoten gewich-
tet die Vertrauenseinstufungen, die er von anderen Knoten empfängt, mit seiner eigenen
Einschätzung von deren Vertrauenswürdigkeit. Indem jeder Netzteilnehmer diesen Schritt
mehrfach durchführt, konvergieren die Reputationswerte, die über jeden Teilnehmer ge-
speichert sind, gegen seinen globalen Reputationswert. Die Speicherung des Reputations-
werts eines Knotens erfolgt jeweils bei mehreren anderen Knoten, um sicherzustellen, dass
keine Manipulationen möglich sind.
Schwachpunkte sind bislang bei vielen Reputationssystemen
• das Fehlen einer expliziten Modellierung der Domäne, auf die sich das Reputations-
system bezieht. So kann ein Reputationssystem beispielsweise ein Urteil über die Zu-
verlässigkeit einer Person als Geschäftspartner liefern – es ist aber nicht möglich, au-
tomatisiert zu entscheiden, ob diese Person im Kontext einer bestimmten Interaktion
als vertrauenswürdig gelten kann: Selbst wenn die Domäne der Interaktion bekannt
ist, kann sie nicht mit der Domäne des Reputationswerts abgeglichen werden.
• der Versuch vieler Systeme, einen globalen Vertrauenswert zu berechnen – auch, wenn
in vielen Fällen eine lokale Sichtweise sinnvoller wäre.
• das Fehlen einer expliziten Modellierung transitiven Vertrauens. Diese ist nötig, um
automatisiert Vertrauensentscheidungen treffen zu können, wenn direktes Vertrauen
nicht vorliegt.
Mathematische Vertrauensmodelle können einen Teil dieser Schwächen umgehen.
4.3.4.3 Mathematische Vertrauensmodelle
Mathematische Vertrauensmodelle, in [PaJø03] als Alternative zu Reputationssystemen auf-
geführt, sind hier bewusst als Spezialfall aufgeführt: Auch sie stellen Informationen bereit,
die dazu dienen können, die Vertrauenswürdigkeit von Vertrauensnehmern zu beurteilen,
und fallen somit unter die Definition von Reputationssystemen. Dabei wird jedoch nicht
versucht, einen einzelnen, globalen Reputationswert zu berechnen; vielmehr wird eine lo-
kale Sicht auf Vertrauensbeziehungen bereitgestellt.
Als Beispiel für mathematische Vertrauensmodelle wird in der Literatur oft das PGP-Web-
of-Trust [Abdu97] herangezogen. Sein Ziel ist, Vertrauen in die Authentizität eines öffentli-
chen Schlüssels herzustellen, der zur Verschlüsselung oder zur Verifikation digitaler Signa-
turen dienen kann. PGP verfolgt dabei einen dezentralen Ansatz: Grundsätzlich kann jeder
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Teilnehmer des Web-of-Trust den öffentlichen Schlüssel jedes anderen Teilnehmers signie-
ren und damit die Zuordnung des Schlüssels zu einer Person bestätigen. Dabei ist jedoch
nicht jede Signatur gleich viel wert, denn nicht jedem wird die gleiche Befähigung zuge-
traut, die Identität Anderer zu überprüfen.
Zunächst wird in PGP also nur eine Domäne modelliert, in der Vertrauen hergestellt
wird: Es handelt sich um das Vertrauen in die Authentizität bestimmter öffentlicher Schlüs-
sel. Hinzu kommt jedoch eine zweite Domäne, nämlich das Vertrauen in die Fähigkeit ei-
nes Schlüsselinhabers, als Vertrauenseinführer zu fungieren (also das Vertrauen in die Au-
thentizität der Schlüssel anderer Personen herzustellen). Das OpenPGP-Vertrauensmodell
[RFC2440] sieht sogar transitives Vertrauen vor, das zwischen Teilnehmern kommuniziert
werden kann; in der Praxis wird dies jedoch kaum verwendet und stattdessen das Vertrauen
in Vertrauenseinführer lediglich lokal verwaltet.
Trotz der Beschränkung auf den Bereich der Schlüsselverwaltung kann PGP als Vorbild
für andere Reputationssysteme dienen. Explizite Modellierung transitiven Vertrauens und
die Berechnung lokaler Sichten statt globaler Reputationswerte könnten für weitere Einsatz-
bereiche interessant werden.
Reputationssysteme sind jedoch nicht nur aus Sicht von Soziologie und Informatik von
Interesse; durch die Beliebtheit des eBay-Reputationssystems [ReZe02] hat außerdem auch
das Recht der Reputationssysteme in jüngerer Zeit an Bedeutung gewonnen. Da negative
Bewertungen erheblichen ökonomischen Schaden verursachen können, sind sie regelmäßig
Gegenstand von Rechtsstreitigkeiten. Dabei stellt sich nicht nur die Frage, unter welchen
Umständen eine Bewertung zurückgenommen werden muss, sondern auch die Frage nach
der Verantwortlichkeit des Plattformbetreibers. Diese Fragestellungen werden in den fol-
genden Abschnitten erörtert.
4.3.5 Reputationssysteme und Recht
Wie oben ausgeführt, stellen Reputationssysteme im Wesentlichen Informationen bereit. Es
lassen sich zwei Fälle unterscheiden:
• Die Information kann aus (ggf. nachprüfbaren) Tatsachen bestehen; eine solche Tatsa-
che könnte beispielsweise sein, dass der Bewertete eine Rechnung beim Bewertenden
nicht bezahlt hat. Begünstigt wird diese Form der Informationsbereitstellung, wenn
die Abgabe einer Bewertung an das Stattfinden einer Transaktion geknüpft ist.
• Die Information kann aus subjektiven Einschätzungen bestehen, die die Vertrauens-
würdigkeit der Bewerteten betreffen.
Im Folgenden wird gezeigt, wie beide Fälle im deutschen Recht behandelt werden.
101
Kapitel 4 Vertrauen
4.3.5.1 Rechtmäßigkeit von Bewertungen
Ein Anspruch auf Unterlassung bzw. Schadensersatz könnte sich bei Bewertungen ergeben
aus (vgl. [ScLa05, S. 208])
• §§ 1004, 823 Abs. 2 BGB. Als Schutzgesetze kommen §§ 185 (Beleidigung), 186 (üble
Nachrede) und 187 (Verleumdung) StGB in Frage. Dies wird jedoch wohl nur in Aus-
nahmefällen relevant [ScLa05, S. 208].
• § 824 BGB (Kreditgefährdung). Dies setzt die Verbreitung einer nicht wahrheitsgemä-
ßen Tatsachenbehauptung voraus.
• § 826 BGB (Vorsätzliche sittenwidrige Schädigung). Die Voraussetzungen dieser Vor-
schrift sind recht hoch, so dass sie nur in Ausnahmefällen Anwendung finden kann.
Gefordert ist eine „besondere Verwerflichkeit“ des Verhaltens des Schädigers, die sich
insbesondere aus deren Zweck oder den eingesetzten Mitteln ergeben kann (Sprau
in [Pala06, Rn. 4 zu § 826 BGB]).
• §§ 1004, 823 Abs. 1 BGB. § 823 Abs. 1 BGB schützt eine Reihe absoluter Rechte; wer
vorsätzlich oder fahrlässig eines dieser Rechte verletzt, ist dem Verletzten zum Scha-
densersatz verpflichtet. Im Fall von Reputationssystemen kommt das allgemeine Per-
sönlichkeitsrecht9 (aus Artikel 1 Abs. 1 GG und Artikel 2 Abs. 1 GG) oder das Recht am
eingerichteten und ausgeübten Gewerbebetrieb des Bewerteten als „sonstiges Recht“
im Sinne des § 823 Abs. 1 in Frage. Diese Norm wird in der Regel herangezogen, wenn
keine Tatsachenbehauptung, sondern ein Werturteil vorliegt. Das Recht am eingerich-
teten und ausgeübten Gewerbebetrieb hat allerdings einen eingeschränkten Anwen-
dungsbereich: Ein Gewerbebetrieb soll gegenüber einer natürlichen Person nicht pri-
vilegiert werden [vSta99, Rn. D2]. Zudem handelt es sich lediglich um einen Auffang-
tatbestand, der eine Lücke im geschriebenen Recht schließt – aber nur, soweit diese
Lücke auch besteht [vSta99, Rn. D20], Sprau in [Pala06, Rn. 126 zu § 823 BGB]. Spe-
ziellere Normen wie § 824 BGB oder wettbewerbesrechtliche Regelungen gehen dem
Recht am eingerichteten und ausgeübten Gewerbebetrieb also vor. Ob dieses Recht
überhaupt ein „sonstiges Recht“ im Sinne des § 823 Abs. 1 BGB ist, ist zwar umstrit-
ten, doch ist dies nur von beschränkter praktischer Relevanz [vSta99, Rn. D3]. Dör-
re/Kochmann [DöKo07, S. 33] weisen zudem darauf hin, dass eine einzelne Bewer-
tung nur in den seltensten Fällen einen Gewerbebetrieb in seiner Gesamtheit beein-
trächtigen kann, was aber Voraussetzung für die Verletzung dieses Rechts wäre.
• §§ 280 Abs. 1, 241 Abs. 2 BGB im Fall bestehender vertraglicher Beziehungen. § 241
Abs. 2 BGB regelt Nebenpflichten aus einem Schuldverhältnis, zu denen die Rück-
sichtnahme auf Rechte und Interessen der anderen Partei gehört. Dörre/Kochmann
[DöKo07, S. 36 f.] leiten eine solche Nebenpflicht im Fall des eBay-Reputationssystems
aus den Allgemeinen Geschäftsbedingungen des Plattformbetreibers her; es ist jedoch
9In der Rechtsprechung beispielsweise in [OLGOL06] herangezogen.
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davon auszugehen, dass auch ohne solche AGB eine Pflicht besteht, bei der Formu-
lierung der Bewertung Rücksicht auf den Vertragspartner zu nehmen10. Eine solche
Pflicht geht dann zwar nicht so weit wie im Beispiel der eBay-AGB – die eine „sachli-
che“, d.h. auf Tatsachen gestützte Bewertung verlangen11 – gefordert. Sie schließt aber
zumindest solche Bewertungen aus, die vorwiegend der Schädigung des Vertragspart-
ners dienen.
• §§ 3, 4 Nr. 8 UWG. Wenn ein Wettbewerber eine ungerechtfertigte Bewertung abgibt,
beeinträchtigt dies den Wettbewerb zum Nachteil des Bewerteten. Bei einer mehr als
unerheblichen Beeinträchtigung ist diese Handlung unzulässig (§ 3 UWG, konkreti-
siert durch das Beispiel in § 4 Nr. 8 UWG). Daraus folgt ein Unterlassungs (§ 8 Abs. 1
UWG)- und Schadensersatzanspruch (§ 9 UWG).
In allen Fällen gilt es bei der Auslegung das Spannungsverhältnis grundrechtlich ge-
schützter Rechtsgüter zu beachten: Auf der einen Seite das Recht auf freie Meinungsäuße-
rung (Art. 5 I Satz 1 GG) des Bewertenden, auf der anderen das Allgemeine Persönlichkeits-
recht bzw. das Recht am eingerichteten und ausgeübten Gewerbebetrieb (oder sonstige, z.B.
durch Schutzgesetze im Sinne des § 823 Abs. 2 BGB geschützte Rechtsgüter) des Bewerteten.
Unter einer Meinung, die durch Art. 5 I GG geschützt ist, versteht man jede Äußerung,
die „durch die Elemente der Stellungnahme, des Dafürhaltens oder Meinens geprägt ist“
[BVerfG82]. Somit wird auch deutlich, wieso eine Unterscheidung zwischen durch das Re-
putationssystem bereitgestellten Tatsachen und subjektiven Einschätzungen zu treffen ist:
Während subjektive Einschätzungen einer Person grundrechtlich geschützt sind, gilt das
für reine Tatsachenbehauptungen nicht. Die Abgrenzung ist jedoch oft schwierig. Wah-
re Tatsachenbehauptungen sind stets unproblematisch und müssen daher an dieser Stelle
nicht betrachtet werden. Unwahre Tatsachenbehauptungen als solche sind nicht grundrecht-
lich geschützt.12 Auch eine Äußerung, in der Elemente der Meinungsäußerung mit Tatsa-
chenbehauptungen vermischt werden, kann in den Schutzbereich des Art. 5 I GG fallen. Es
gilt jedoch im Einzelfall abzuwägen, ob eine Äußerung vorwiegend Tatsachenbehauptung
ist, oder ob die Nennung zur Unterstützung der Meinungsbildung dienen soll (vgl. da-
zu [BVerfG82]), es sich also um „meinungserhebliche Tatsachenbehauptungen“ [NoTa04,
S. 111] handelt.
Selbst wenn eine Äußerung als Meinungsäußerung unter den Schutzbereich des Art. 5 I
Satz 1 GG fällt, gibt es allerdings Grenzen für ihre Zulässigkeit. Nach Art. 5 II GG findet das
Recht auf freie Meinungsäußerung seine Schranken „in den Vorschriften der allgemeinen
Gesetze [...] und in dem Recht der persönlichen Ehre“. Zwischen dem Recht auf freie Mei-
nungsäußerung und dem anderen zu schützenden Rechtsgut (i.d.R. die Ehre des Bewerte-
10Diese Auffassung findet sich auch in der Rechtsprechung, siehe z.B. [AGEr04]
11Dörre/Kochmann [DöKo07, S. 37]
12„Unrichtige Information ist unter dem Blickwinkel der Meinungsfreiheit kein schützenswertes Gut, weil




ten) ist eine Abwägung vorzunehmen. Lediglich bei Vorliegen einer Schmähkritik erübrigt
sich diese Abwägung [BVerfG01, Absatz 19]. Schmähkritik ist dabei diejenige Kritik, die der
„Diffamierung, Herabwürdigung und Schädigung des Betroffenen“ [ScLa05, S. 209] dienen
soll, wobei die Sache, um die es vorgeblich geht, in den Hintergrund tritt13. Bei Bewer-
tungen, denen sich der Bewertete freiwillig unterwirft, sind etwaige Meinungsäußerungen
i.d.R. auch nur in diesem Fall rechtswidrig: Wer Waren oder Dienstleistungen anbietet oder
sich gar bewusst bei einem Bewertungsportal anmeldet, der profitiert auch von den Bewer-
tungsmöglichkeiten und ist daher nur in geringerem Maße schutzwürdig. Die Grenze ist
erst bei einem „stark herabsetzenden Inhalt“ [ScLa05, S. 209] überschritten, von dem i.d.R.
nur bei der oben erwähnten Schmähkritik ausgegangen wird.
Während die Rechtsprechung sich auf textuelle Bewertungen direkt anwenden lässt,
fällt eine Übertragung auf numerische Bewertungen auf einer Ordinal- oder Kardinalskala
schwer. So ist trotz diverser Urteile zum eBay-Bewertungssystem [AGPe05, LGD004, LG-
KN04, AGEr04, OLGOL06] keine Rechtsprechung bekannt, die sich auf eine lediglich „ne-
gative“ Bewertung ohne textuelle Erläuterungen bezieht. In aller Regel wird der Nachweis,
dass es bei einer Bewertung wie „−1“ lediglich um Diffamierung und Schädigung des Be-
werteten geht, schwer zu führen sein. Gänzlich ausgeschlossen ist dies indes nicht. Oft ist
zu einer numerischen Bewertungsskala auch eine Art „Übersetzungstabelle“ angegeben, die
Anhaltspunkte für die Wahl eines Zahlenwertes geben kann. Ist beispielsweise eine Trans-
aktion reibungslos abgelaufen, so soll ein positiver Wert vergeben werden. Wenn nun trotz
reibungslosen Ablaufs ein negativer Wert vergeben wird, so ist dies ein Indiz für die Diffa-
mierungsabsicht (die wiederum zum Vorliegen einer rechtswidrigen Schmähkritik führen
kann) – oder einen schlichten Irrtum.
Auch die Person des Bewertenden kann ein solches Indiz sein. Gibt beispielsweise ein
Wettbewerber des Bewerteten eine ungewöhnlich negative Bewertung ab, so liegt nahe, dass
dieser in Wettbewerbsabsicht handelt und auf eine Herabsetzung des Bewerteten zielt.
Es gilt jedoch nicht nur zu beachten, auf welcher Skala bewertet wird – eine größere Rolle
spielt, was bewertet wird. Je subjektiver Werturteile im jeweiligen Bereich sind, desto mehr
entziehen sie sich der richterlichen Inhaltskontrolle. Wird die Schnelligkeit der Abwicklung
einer konkreten Transaktion bewertet, sind die Bewertungen noch vergleichsweise objek-
tivierbar. Gibt eine Bewertung jedoch an, ob der Bewertende bereit wäre, dem Bewerteten
ein Geheimnis anzuvertrauen, so kann dies völlig ohne rationale Grundlage geschehen. In
diesem Fall kann eine gerichtliche Korrektur aufgrund des grundrechtlichen Schutzes der
Meinungsäußerung nicht erfolgen.
Bei allen Problemen, die durch einzelne negative Bewertungen entstehen, gilt es indes zu
bedenken, dass diese zum Teil nur in primitiven Reputationssystemen auftreten. Berück-
13In der Rechtsprechung wurden selbst Äußerungen wie „Achtung Betrüger unterwegs“ – abhängig vom Kon-
text, in dem sie fallen – als zulässige Meinungsäußerungen eingeordnet, die die Grenze der Schmähkritik
nicht überschreiten [OLGKo07].
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sichtigt der Algorithmus zur Aggregation von Bewertungen wiederum die Reputation des
Bewertenden – wie das beispielsweise beim EigenTrust-Verfahren [KaSGM03] der Fall ist –
, sinkt die Wahrscheinlichkeit ungerechtfertigter Negativbewertungen erheblich. Anderer-
seits werden durch die Aggregation neue Angriffsmöglichkeiten eröffnet: Prüft der Nutzer
nicht mehr einzelne textuelle Bewertungen, sondern verlässt sich auf einen Aggregationsal-
gorithmus – im einfachsten Fall die Durchschnittsbildung über Bewertungszahlen – , so ist
dieser möglicherweise Angriffen ausgesetzt. Neben der Berücksichtigung von Sicherheits-
erwägungen beim Entwurf dieser Algorithmen könnten auch rechtliche Möglichkeiten bei
der Abwehr von Angreifern bestehen. Auch, wenn im vorliegenden Abschnitt Aggregati-
onsalgorithmen für Reputationssysteme diskutiert werden, lassen die Ergebnisse sich doch
auf Empfehlungsalgorithmen übertragen, wie sie in Kapitel 5 eingeführt werden.
4.3.5.2 Angriffe auf Aggregationsalgorithmen
Über die rechtliche Bewertung solcher Angriffe findet sich bislang keine Literatur. Deshalb
gilt es zunächst herauszuarbeiten, wann die Beeinflussung eines Algorithmus zur Aggre-
gation von Bewertungen rechtswidrig ist. Anschließend wird die Anwendbarkeit straf- und
zivilrechtlicher Normen geprüft. Zunächst wird dabei vom Fall einer bestehenden zentralen
Plattform ausgegangen. Anschließend wird diskutiert, inwieweit das gefundene Ergebnis
für verteilte Mechanismen haltbar ist.
Die Einflussnahme auf Bewertungsalgorithmen ist nicht grundsätzlich rechtswidrig:
Schon die Abgabe einer Bewertung stellt eine solche Einflussnahme dar. Welche Einfluss-
nahme noch erlaubt ist, ergibt sich zunächst, soweit der Angreifer in einem Vertragsverhält-
nis mit dem Plattformbetreiber steht, aus diesem Vertrag.
Vertragliche Regelungen Vertragliche Regelungen erscheinen als natürlicher Weg, uner-
wünschte Einflussnahme auf verwendete Bewertungsalgorithmen auszuschließen. Sofern
nicht ausdrückliche Regelungen (wie beispielsweise in den eBay-AGB [EBAY07], die in § 18
die Verwendung von „Mechanismen [. . . ], die das Funktionieren der eBay-Website stören
können“ untersagen) bestehen, so kann sich das Verbot einer solchen Einflussnahme durch
Auslegung des Vertrags über die Nutzung des Bewertungssystems ergeben.
Wird die Grenze des (vertraglich) Erlaubten überschritten, so besteht die Möglichkeit
strafrechtlicher Sanktionen und deliktischer Haftung.
Strafrechtliche Bewertung. Aus strafrechtlicher Sicht kommt zunächst § 263a StGB in Be-
tracht. Der relevante Absatz 1 lautet:
Wer in der Absicht, sich oder einem Dritten einen rechtswidrigen Vermögens-
vorteil zu verschaffen, das Vermögen eines anderen dadurch beschädigt, dass
er das Ergebnis eines Datenverarbeitungsvorgangs durch unrichtige Gestaltung
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des Programms, durch Verwendung unrichtiger oder unvollständiger Daten,
durch unbefugte Verwendung von Daten oder sonst durch unbefugte Einwir-
kung auf den Ablauf beeinflusst, wird mit Freiheitsstrafe bis zu fünf Jahren oder
mit Geldstrafe bestraft.
Unproblematisch ist, einen Aggregationsalgorithmus als Datenverarbeitungsvorgang zu
qualifizieren. Fraglich sind jedoch die weiteren Voraussetzungen:
• Die „unrichtige Gestaltung des Programms“ kommt in der Regel nicht in Frage, wenn
lediglich die Eingaben des Algorithmus manipuliert werden können. Denkbar wä-
re dieses Tatbestandsmerkmal jedoch, wenn die Daten Programmteile enthalten, die
durch Ausnutzen von Sicherheitslücken zur Ausführung kommen (z.B. Buffer Over-
flows).
• Die „Verwendung unrichtiger oder unvollständiger Daten“ bezieht sich auf inhalt-
lich falsche Daten (vgl. Perron in [ScLS06, Rn. 6 zu § 263a], Ernst in [Erns04a, S. 105,
Rz. 300]), nicht jedoch auf Daten, die gezielt in den Ablauf eines Algorithmus eingrei-
fen.
• Die „unbefugte Verwendung von Daten“ umfasst z.B. die Verwendung von Authenti-
fizierungs- oder Autorisierungsinformationen durch Nichtberechtigte (vgl. [ScLS06,
Rn. 8 zu § 263a]), kann also bei einem Angriff auf einen Aggregationsalgorithmus
zutreffen.
• Eine sonstige „unbefugte Einwirkung auf den Ablauf“ liegt beispielsweise vor, wenn
Daten so gestaltet sind, dass der Algorithmus sie anders als vorgesehen verarbeitet.
Ob die Einwirkung unbefugt ist, muss durch eine zivilrechtliche Betrachtung geklärt
werden; jedoch ist die Möglichkeit bei einem Aggregationsalgorithmus im Rahmen
eines Reputationssystems durchaus gegeben.
Dem Wortlaut der Norm nach sind Angriffe auf Aggregationsalgorithmen also erfasst.
Zusätzlich wird in der Literatur aufgrund der Nähe zum Tatbestand des Betrugs jedoch
vorausgesetzt, dass der Datenverarbeitungsvorgang „vermögensrelevant“ ist (Perron in
[ScLS06, Rn. 20 zu § 263a]) bzw. durch diesen Vorgang eine Vermögensdisposition aus-
gelöst oder auf ihren Inhalt Einfluss genommen wird [LeWi86, S. 659]. Dies ist bei einem
Reputationssystem aber nicht der Fall. Zwar kann die Reputation Grundlage für eine Ent-
scheidung sein, die zu einer Vermögensverfügung führt. Doch ist das nur eine mittelbare
Folge der Einwirkung auf den Algorithmus, die für eine Strafbarkeit nach § 263a StGB nicht
ausreicht (vgl. Perron in [ScLS06, Rn. 21 zu § 263a]). Die Entscheidung selbst wird durch
einen Menschen getroffen. Wird im Ergebnis dadurch ein Mensch getäuscht, so ist denkbar,
dass dadurch der Tatbestand des Betrugs (§ 263 StGB) verwirklicht wird.
Denkbar wäre auch eine Strafbarkeit nach § 303a StGB (Datenveränderung). Absatz 1
lautet:
Wer rechtswidrig Daten (§ 202a Abs. 2) löscht, unterdrückt, unbrauchbar
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macht oder verändert, wird mit Freiheitsstrafe bis zu zwei Jahren oder mit Geld-
strafe bestraft.
Die Veränderung von Daten schließt dabei auch die Veränderung eines Computerpro-
gramms ein [Erns04a, S. 95, Rz. 269]. Wer also unbefugt den Aggregationsalgorithmus selbst
ändert, der macht sich nach § 303a I StGB strafbar. Eine Einwirkung durch geschickte Wahl
der Eingabedaten des Algorithmus wird jedoch i.d.R. nicht dem § 303a StGB unterfallen. In
diesem Fall kann sich eine Strafbarkeit lediglich aus § 263 StGB (Betrug) ergeben.
Zivilrechtliche Ansprüche Zivilrechtliche Ansprüche gegen denjenigen, der auf seinen
Aggregationsalgorithmus Einfluss nimmt, können sich ergeben aus
• § 826 BGB (vorsätzliche sittenwidrige Schädigung) im Falle von Vorsatz des Täters.
Bedingter Vorsatz (der Täter nimmt den Schaden billigend in Kauf) reicht aus [Ma-
Er04, S. 181, Rz. 501].
• § 823 II BGB, wobei die oben aufgeführten strafrechtlichen Normen als Schutzgesetze
herangezogen werden können.
• Soweit die Einflussnahme auf den Algorithmus der Diffamierung von Teilnehmern
des Reputationssystems dient, so können die gleichen Normen herangezogen werden
wie bei einer einzelnen, ungerechtfertigt negativen Bewertung (vgl. S. 102).
In allen Fällen wird sich jedoch der Nachweis eines Schadens und seiner Höhe meist sehr
schwierig gestalten.
Fazit In diesem Abschnitt wurde gezeigt, wie das Recht einen Interessenausgleich zwi-
schen Bewertendem und Bewertetem schaffen kann. Dazu wurden Ansprüche gegen den
Ersteller einer Bewertung sowie Sanktionen gegen Angreifer auf Bewertungsalgorithmen
geprüft. Im Folgenden wird untersucht, welche Ansprüche gegen den Betreiber eines Re-
putationssystems bestehen könnten.
4.3.5.3 Verantwortlichkeit des Plattformbetreibers
Auch, wenn der Anspruch eines Nutzers auf Entfernung der ihn betreffenden Bewertungen
feststeht, stellt sich die Frage, ob er auch einen Anspruch gegen den Plattformbetreiber hat.
Fraglich ist einerseits, ob der Plattformbetreiber einerseits zur Auskunft über die Person des
Bewertenden verpflichtet ist. Mangels spezialgesetzlicher Regelungen kommt lediglich ein
sich aus § 242 BGB (Treu und Glauben) ergebender Auskunftsanspruch in Frage. Vorausset-
zung dafür wäre das Bestehen eines Hauptanspruchs [BGH89], wie er in einem Anspruch
auf Löschung einer Bewertung durchaus vorliegen könnte. Zudem wäre aber auch eine Son-
derverbindung zwischen dem Auskunftersuchenden und dem Plattformbetreiber erforder-
lich. Mit Schmitz/Laun [ScLa05, S. 212] ist davon auszugehen, dass eine solche nicht allein
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durch das Vorliegen einer Bewertung über den Auskunftersuchenden im Reputationssys-
tem (in der Literatur auch als Bewertungsplattform bezeichnet) des Plattformbetreibers ge-
geben ist.
Andererseits ist auch fraglich, ob gegen den Plattformbetreiber selbst ein Anspruch be-
steht
• auf Löschung bzw. Berichtigung einer Bewertung,
• auf Leistung von Schadensersatz für rechtswidrige Bewertungen
Zur Beantwortung dieser Fragen bedarf es zunächst einer Betrachtung des Telemedien-
rechts, da sich aus diesem die Verantwortlichkeit eines Plattformbetreibers ergibt. Die Argu-
mentation bezüglich der Einordnung von Empfehlungsdiensten als Telemedien aus Kapitel
3 ändert sich für Reputationssysteme nicht; auch Reputationssysteme sind als Telemedien
einzuordnen.
Die Verantwortlichkeit des Plattformbetreibers ist also in den §§ 7-10 TMG geregelt. Nach
§ 7 I TMG sind Diensteanbieter „für eigene Informationen [. . . ] nach den allgemeinen Geset-
zen verantwortlich.“ Dies gilt auch für „zu eigen gemachte“ Informationen14. Da die Bewer-
tungen in der Regel nicht vom Betreiber des Reputationssystems stammen, könnte nur der
letztgenannte Fall vorliegen.
Eigene Information Zwei Gründe könnten zu der Annahme führen, der Betreiber ma-
che sich die abgegebenen Bewertungen zu eigen: Zum einen genießt der Plattformbetreiber
einen wirtschaftlichen Vorteil durch die Bewertungen, zum anderen lässt er sich in vielen
Fällen Nutzungsrechte an abgegebenen Bewertungen einräumen. Mit [ScLa05, S. 21] sind
beide Argumente jedoch abzulehnen. Ein wirtschaftliches Interesse an der Kommunikati-
on liegt beispielsweise auch bei einem reinen Zugangs-Provider vor, der jedoch nicht für
die übermittelte Information haftet. Die Einräumung von Nutzungsrechten andererseits soll
lediglich urheberrechtlich begründeten Unterlassungsansprüchen vorbeugen. Für die ein-
zelnen Bewertungen kann also das Vorliegen zu Eigen gemachter Informationen verneint
werden.
Anders könnte sich dies jedoch darstellen, wenn der Plattformbetreiber die vorgenom-
menen Bewertungen aggregiert. Hier lässt sich argumentieren, dass durch die Aggregation
keine neue Information entstünde. In der Tat bedeutet Aggregation sogar eine Reduktion
vorhandener, von den Nutzern zur Verfügung gestellter Information. Dennoch ist sie aus
Anwendersicht und damit auch für die juristische Betrachtungsweise als die Erstellung neu-
er Information anzusehen. Die Aggregation mag zwar nur dafür gedacht sein, dem Nutzer
das Lesen jeder einzelnen Bewertung zu ersparen und ihm trotzdem Gelegenheit zu ge-
14Dies geht aus der Gesetzesbegründung der wortgleichen früheren §§ 8–11 TDG [Bund01b, S. 23] hervor und
wird so auch in der Literatur [ScLa05, S. 210], [Bedn07, Abs. 24] und Rechtsprechung [OLGK02, OLGD02]
vertreten. Entscheidend ist, dass aus Sicht des Nutzers tatsächlich der Eindruck entsteht, dass der Plattform-
betreiber sich die Information zu eigen macht.
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ben, sich ein Bild des Bewerteten zu machen. Diese Funktion alleine erlaubt zwar erst das
Erfassen der vorhandenen Information; sie kann dennoch nicht als das Erzeugen neuer In-
formation bezeichnet werden. Die Aggregation enthält aber immer auch eine Wertung. Je
nach Gewichtung unterschiedlicher einfließender Bewertungen kann ein gänzlich anderes
Bild eines Bewerteten entstehen. So können Bewertungen
• in Abhängigkeit ihres Alters,
• bei transaktionsbasierten Systemen in Abhängigkeit des Transaktionswerts,
• nach Reputation der Bewerter
und nach weiteren Kriterien gewichtet werden. Es besteht kein technischer Sachzwang, der
eine bestimmte Gewichtung zwingend erforderlich machen würde. Da der Plattformbetrei-
ber die Art der Aggregation also in weiten Grenzen frei festlegen kann, ist ihm die erzeugte
Information auch als eigene Information zuzurechnen. Diese Frage wurde in der Literatur
allerdings bislang nicht diskutiert. Praktisch relevant wird sie ohnehin nur, wenn die Art
der Aggregation (und nicht etwa die zugrunde liegenden Daten) angegriffen werden.
Folgerungen Soweit angebotene Informationen als eigene Informationen qualifiziert wer-
den können, so ist der Plattformbetreiber (als Anbieter eines Telemediums) nach § 7 I TMG
nach den allgemeinen Gesetzen für diese verantwortlich. Dies gilt also insbesondere für die
aggregierten Bewertungen.
Für die Fälle, in denen dies nicht zutrifft, stellt sich die Frage, in welche der Kategorien
der §§ 8–10 TMG der Betreiber eines Reputationssystems einzuordnen ist:
• § 8 TMG („Durchleitung von Informationen“) befasst sich mit Anbietern, die frem-
de Informationen „in einem Kommunikationsnetz übermitteln“ oder den Zugang zu
ihrer Nutzung vermitteln. Dies ist aber jedenfalls nicht das Kernfeld der Geschäftstä-
tigkeit des Betreibers eines Reputationssystems. Nach § 8 I Nr. 3 TMG greift die Privi-
legierung dieser Anbieter ohnehin nur, falls sie „die übermittelten Informationen nicht
ausgewählt oder verändert haben.“ Diese Voraussetzung dürfte beim Betreiber eines
Reputationssystems i.d.R. nicht erfüllt sein.
• Auch § 9 TMG (Zwischenspeicherung zur beschleunigten Übermittlung von Informa-
tionen) trifft nicht zu.
• § 10 TMG regelt die Verantwortlichkeit für fremde Informationen, die ein Dienstean-
bieter für einen Nutzer speichert. Dass es sich bei den einzelnen Bewertungen um
fremde Informationen handelt, wurde oben (S. 108) gezeigt. Fraglich ist aber, ob von
der Speicherung „für einen Benutzer“ gesprochen werden kann. Die Tatsache, dass die
Bewertungen durch andere Benutzer genutzt werden können, schließt die Speicherung
„für einen Benutzer“ nicht aus: Die Begründung zu § 11 TDG [Bund01b] erwähnt aus-
drücklich die Anwendbarkeit auf Hosting-Provider. Das Hauptinteresse an der Spei-
cherung einer Bewertung hat jedoch nicht der Bewertende, sondern diejenigen, die
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eine Entscheidung auf die Bewertung stützen wollen, sowie der Plattformbetreiber.
Da die Speicherung allerdings durch den Bewertenden ausgelöst wird, kann von ei-
ner Speicherung für ihn ausgegangen werden. Dies steht auch im Einklang mit der
Intention des Gesetzgebers (vgl. [ScLa05, S. 211]).
Nach § 10 TMG ist der Betreiber eines Reputationssystems somit nicht für die gespei-
cherten Bewertungen verantwortlich, sofern er keine Kenntnis von der rechtswidrigen
Bewertung15 hat oder nach Erlangung dieser Kenntnis unverzüglich die Bewertung
löscht bzw. den Zugang zu ihr sperrt. Nach § 7 II TMG ist der Betreiber auch nicht zur
aktiven Suche nach rechtswidrigen Bewertungen verpflichtet; er kann also den Ein-
gang entsprechender Hinweise abwarten.
Es gilt jedoch zu beachten, dass die Haftungsprivilegierung der §§ 8–10 TMG nicht für Un-
terlassungsansprüche gilt [Stad05, Rn. 26], [BGH04]. Ein Plattformbetreiber kann folglich
als Störer auf Unterlassung in Anspruch genommen werden; dies gilt unabhängig vom Ver-
schulden. Vorausgesetzt wird einerseits die „willentliche und adäquat kausale Herbeifüh-
rung“ einer rechtswidrigen Beeinträchtigung [Libe07, S. 144], andererseits die Verletzung
einer Prüfungspflicht [ScLa05, S. 211]. Die Prüfung muss dem Plattformbetreiber aber zu-
gemutet werden können; dies ist in der Regel erst dann der Fall, wenn Rechtsverletzungen
bereits bekannt geworden sind und die technische Möglichkeit besteht, vergleichbare Ver-
letzungen zu unterbinden16 [ScLa05, S. 212]. Ob dies möglich ist, ist eine Frage des Einzel-
falls – jedenfalls kann aber festgehalten werden, dass eine Pflicht zur Vorabprüfung nicht
besteht.
4.3.6 Übertragbarkeit auf Empfehlungssysteme
In Literatur und Rechtsprechung hat zwar das Recht der Reputationssysteme bereits erheb-
liche Aufmerksamkeit gefunden – doch wie lassen sich die gefundenen Erkenntnisse auf
Empfehlungssysteme übertragen? Während ein Reputationssystem der Bewertung der Ver-
trauenswürdigkeit von Personen oder Systemen dient, soll ein Empfehlungssystem die Be-
wertung von Objekten ermöglichen und die Aufmerksamkeit eines Nutzers auf interessante
Objekte lenken helfen. Doch sind nach wie vor textuelle Bewertungen möglich, und auch
die Rechte anderer Personen (Hersteller oder Händler) können ebenso verletzt werden. So-
mit ergibt sich als einziger Unterschied, dass das Allgemeine Persönlichkeitsrecht bei der
Bewertung von Objekten in geringerem Maße betroffen ist; eine Bewertung für ein Objekt
kann zwar mittelbar auch Auswirkungen auf eine Person haben, doch wird die Abwägung
hier im Zweifelsfall eher zu Gunsten des Bewertenden ausfallen als bei der Bewertung einer
Person.
15Kenntnis der Bewertung reicht aus; es ist nicht gefordert, dass der Betreiber auch weiß, dass diese Bewertung
rechtswidrig ist.
16Für Auktionsplattformen wurde dies im Fall von Marken- sowie Urheberrechtsverletzungen in der Recht-
sprechung aber schon verschiedentlich bejaht [LGM06, BGH04]
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Ansprüche, die sich nicht auf das Allgemeine Persönlichkeitsrecht stützen – insbesondere
wettbewerbsrechtliche Ansprüche – werden dadurch nicht berührt; hier lässt sich die Argu-
mentation, die für Reputationssysteme herangezogen wurde, direkt auf Empfehlungssyste-
me übertragen.
4.3.7 Fazit
In diesem Abschnitt wurden Reputationssysteme als ein Mittel zur Erzeugung von Vertrau-
en vorgestellt und aus juristischer Sicht diskutiert. Im Folgenden soll nun betrachtet werden,
wie sich Vertrauen und Vertraulichkeit zueinander verhalten und wie Vertrauen zum Schutz
vertraulicher Information eingesetzt werden kann.
4.4 Vertrauen als Konzept zum Schutz von Vertraulichkeit
Vertrauen und Vertraulichkeit sind eng miteinander verknüpft: Wer jemandem eine ver-
trauliche Information mitteilt, der vertraut ihm diese an. Anders formuliert: Er begibt sich
bewusst in eine Abhängigkeit vom Verhalten des anderen, da dieser die Information preis-
geben könnte. Dieser Sachverhalt unterfällt also der Definition von Vertrauen (S. 86); wer
vertrauenswürdige Informationen teilt, muss dem Empfänger vertrauen.
Dies lässt sich auch auf Empfehlungssysteme anwenden, in denen potentiell vertrauli-
che Daten verwendet werden können. So kann die Tatsache, dass eine Person ein bestimm-
tes Medikament empfiehlt, zwar anderen Personen bei ihrer Wahl helfen, aber auch Infor-
mationen über den Gesundheitszustand der empfehlenden Person beinhalten. Sind diese
Informationen vertraulich, sollten sie nur an vertrauenswürdige Personen weitergegeben
werden. Es besteht also ein Bedürfnis zum Schutz bestimmter Informationen, die aber an-
dererseits nicht völlig geheimgehalten werden müssen.
4.4.1 Grundlagen
Vertrauliche Informationen können auf verschiedene Arten geschützt werden:
• Durch das Recht. Hierzu zählen z.B. das Datenschutzrecht (s. Kapitel 3), die ärztliche
Schweigepflicht (§ 203 StGB), der wettbewerbsrechtliche Schutz von Geschäfts- und
Betriebsgeheimnissen (§ 17 UWG), der Schutz des Fernmeldegeheimnisses (Art. 10
GG, § 85 TKG) usw.
• Durch Zugriffskontrollmechanismen (vgl. z.B. [SCFY96]).
• Durch kryptographische Verfahren, insbesondere Verschlüsselung von Daten.
Diese Schutzmechanismen schließen sich nicht gegenseitig aus, sondern können einander
ergänzen. Sie sind hilfreich dabei, Nichtberechtigte vom Zugriff auf Informationen oder
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Ressourcen auszuschließen, doch helfen sie nur eingeschränkt bei der Feststellung, wer zum
Zugriff berechtigt sein soll.17
Da es sich hierbei um eine Vertrauensentscheidung handelt, liegt nahe, sie ähnlich ande-
ren Vertrauensentscheidungen durch ein Reputationssystem zu unterstützen. Jedoch ist der
Anwendungsbereich beschränkt, da die Preisgabe von Daten aus dem engsten Persönlich-
keitsbereich oftmals nur an enge Vertraute gewünscht wird.
Im nächsten Abschnitt wird ein Verfahren vorgestellt, dass unter Berücksichtigung dieser
Problematik eine möglichst gute Unterstützung des Entscheidungsprozesses zu erreichen
sucht.
4.4.2 Schutz von Vertraulichkeit auf Basis von Reputation
Grundidee des Verfahrens (vgl. dazu auch [SoZi06]) ist, in einem Peer-to-Peer-System ver-
trauliche Informationen bereitzustellen. Diese sollen aber nicht allen anderen Knoten zur
Verfügung gestellt werden, sondern nur solchen, zu denen der Absender eine (direkte oder
indirekte) Vertrauensbeziehung hat. Eine direkte Vertrauensbeziehung besteht dabei, wenn
ein Nutzer einem anderen Nutzer aufgrund eigener Erfahrungen einen positiven Vertrau-
enswert gegeben hat. Die Entstehung direkter Vertrauensbeziehungen wird dabei nicht be-
trachtet; indirekte Vertrauensbeziehungen werden aus den direkten Vertrauensbeziehungen
durch ein Vertrauensmodell hergestellt. Zur Herstellung transitiven Vertrauens werden –
ähnlich dem PGP-Web-of-Trust – Vertrauenseinführer eingesetzt. Ein Vertrauenseinführer
ist dabei ein Knoten, dem ein anderer Knoten in Bezug auf die Aufgabe vertraut, die Ver-
trauenswürdigkeit weiterer Knoten einzuschätzen18.
Klassisch wird die Anforderung der Vertraulichkeit so verstanden, dass die Vertraulich-
keit einer Nachricht geschützt ist, wenn außer Absender und beabsichtigtem Empfänger
niemand ihren Inhalt zur Kenntnis nehmen kann. Eine Nachricht kann also vertraulich (vor
unberechtigtem Lesen geschützt) sein oder nicht. Als Verfeinerung wird die Vertraulichkeit
nicht binär, sondern in Abstufungen definiert – je höher die Vertraulichkeit, desto kleiner der
Kreis derjenigen, die die Nachricht lesen können. In Abstufungen wird auch das Vertrauen
in andere Knoten definiert. Zudem wird die Domänenabhängigkeit von Vertrauen berück-
sichtigt: Der Nutzer ordnet jedes zu verbreitende Dokument einer Domäne zu, und auch
Vertrauensbeziehungen sind jeweils nur für eine Domäne gültig. Das vorgestellte Verfahren
implementiert auf diese Weise ein einfaches Vertraulichkeitsmodell.
Der Anwendungsbereich ist nicht auf Empfehlungssysteme beschränkt; für diese bietet
sich das Verfahren aber an: So kann ein Nutzer Bewertungen von Objekten19 in einem Peer-
17Rollenbasierte Zugriffskontrolle bietet lediglich insofern eine Erleichterung, als Zugriffsberechtigungen nicht
mehr an eine konkrete Person, sondern eine Rolle anknüpfen. Die Zuordnung von Personen zu Rollen ist
jedoch von Hand vorzunehmen.
18Zu den Begriffen Vertrauen und Vertrauenswürdigkeit siehe auch Seite 86
19In der Darstellung des Verfahrens werden die Bewertungen allgemeiner als Dokumente bezeichnet.
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to-Peer-System an vertrauenswürdige andere Nutzer verbreiten und somit diesen die Be-
rechnung von Empfehlungen ermöglichen. Gleichzeitig kann er jedoch sicherstellen, dass
nicht vertrauenswürdige Nutzer nicht erfahren, dass er bestimmte Objekte – beispielsweise
die bereits angeführten Medikamente – bewertet hat.
Die folgende Terminologie wird zur Beschreibung des Verfahrens verwendet:
TDa (b, c) Vertrauen von Knoten b in Knoten c, bezogen auf Domäne D, aus Sicht von Knoten
a.
ID(b, c) Vertrauen von Knoten b in Knoten c als Vertrauenseinführer, d.h. der Grad, zu dem
Knoten b Knoten c vertraut, die Vertrauenswürdigkeit Anderer zu beurteilen. Auch
dieser Wert bezieht sich auf Domäne D.
Conf(Z) Vertraulichkeitseinstufung des Dokuments Z aus Sicht seines Autors. Jedes Do-
kument gehört zu genau einer bestimmten Domäne D und stammt von genau einem
Autor (beide Einschränkungen können aufgehoben werden; darauf wird jedoch im
Sinne einer einfacheren Darstellung des Verfahrens im Folgenden verzichtet).
U Menge aller Knoten, die an dem System teilnehmen.
VDi Menge der Knoten j, für die gilt: T
D
i (i, j) > 0
Eb(X) Inhalt X, mit dem öffentlichen Schlüssel von b verschlüsselt.
Sa(X) Inhalt X, durch a mit einem Zeitstempel versehen und signiert.
Alle Werte T, I und Conf müssen im Intervall [0; 1] liegen. Die Messbarkeit von Vertrauen
und Vertraulichkeit auf der gleichen Skala wird dabei vorausgesetzt, denn jedes Mal, wenn
ein Knoten ein Dokument an einen anderen weiterleitet, prüft er, ob die Vertrauenseinstu-
fung des Empfängers durch den Absender höher ist als die Vertraulichkeitseinstufung des
Dokuments (jeweils auf eine Domäne bezogen).
Die Zuweisung von Vertrauenseinführer-Bewertungen in Abhängigkeit von der jeweili-
gen Domäne wird als notwendig angesehen: Es ist durchaus denkbar, dass eine Person in ei-
ner Domäne die Vertrauenswürdigkeit anderer Personen gut beurteilen kann, dies aber für
andere Domänen nicht gilt. Die Vornahme dieser Einstufung kann für den Nutzer jedoch
sehr komplex werden. Deshalb wird als Vereinfachung vorgeschlagen, dass ein Knoten B
einem anderen Knoten C eine allgemeine Vertrauenseinführer-Bewertung I(b, c) zuweist.
Der domänenspezifische Wert ID(b, c) wird dann als Produkt aus dieser Bewertung und
dem jeweiligen domänenspezifischen Vertrauenswert bestimmt: ID(b, c) = I(b, c) · TDb (b, c).
Die Entscheidung wird aber immer lokal getroffen, ein Knoten kann also von diesem vor-
geschlagenen Verfahren stets auch abweichen.
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An dieser Stelle sei darauf hingewiesen, dass zur Verringerung der Komplexität des Ver-
fahrens die Vertraulichkeit eines Dokuments nicht als domänenabhängig modelliert ist. Dar-
aus folgt, dass eine bestimmte Information nur einer einzigen Domäne zugewiesen werden
kann. Selbstverständlich kann in realen Anwendungen eine Information auch mehreren Do-
mänen zugehörig sein. Eine Erweiterung des vorliegend beschriebenen Verfahrens, die die-
se Zugehörigkeit zu mehreren Domänen abbilden kann, wäre möglich, wird aber nicht ver-
folgt, um die Komplexität des Verfahrens nicht weiter zu erhöhen.
Durch das Verfahren soll nun ein Knoten, der an einem Peer-to-Peer-System teilnimmt,
in die Lage versetzt werden, zu entscheiden, ob ein Dokument an einen bestimmten an-
deren Knoten weitergeleitet werden darf. Die Entscheidung wird dabei auf Grundlage des
Vertrauens des jeweiligen Dokumentautors in den potentiellen Empfänger getroffen. Die
Weiterleitung eines Dokuments ist genau dann zulässig, wenn das Vertrauen des Autors
in den vorgesehenen Empfänger größer oder gleich der Vertraulichkeitseinstufung des Do-
kuments ist. Da der Autor in aller Regel nicht ständig verfügbar sein wird, wird die Ent-
scheidung durch andere Knoten ermöglicht, die dazu ein Vertrauensmodell heranziehen.
Vertrauensbeziehungen sollen dabei jedoch nur offengelegt werden, sofern dies nötig ist –
also die schon bekannten Vertrauensbeziehungen nicht ohnehin die Weiterleitung des Do-
kuments ermöglichen.
4.4.2.1 Anforderungen
Um die gewünschte Funktionalität zu erreichen und den Einsatz in einem reinen Peer-to-
Peer-System zu ermöglichen, lassen sich im Detail die folgenden Anforderungen an das
Verfahren identifizieren:
1. Das Verfahren soll ohne zentrale Komponenten auskommen.
2. Ein Dokument darf nur dann an einen Knoten b weitergeleitet werden, wenn (aus
der Sicht des weiterleitenden Knotens a) das Vertrauen des Autors c des Dokuments
in b (bezogen auf die Domäne des Dokuments Z) größer oder gleich der Vertraulich-
keitseinstufung des Dokuments ist: TDa (c, b) ≥Conf(Z).
3. Aus Gründen des Datenschutzes sollten Vertrauensbeziehungen in einen Knoten nur
mit Mitwirkung dieses Knotens offengelegt werden können.
Sowohl in den meisten Reputationssystemen als auch dem PGP-Web-of-Trust sind
Vertrauensbeziehungen öffentlich sichtbar. Diese – wenn möglich – zu verstecken, ist
jedoch sinnvoll: Es handelt sich um grundsätzlich schützenswerte personenbezoge-
ne Daten, und wenn sie nicht aus einem bestehenden Reputationssystem stammen,
sondern direkt definiert sind, werden sie auch nicht auf anderem Wege offengelegt.
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4. Ein Knoten M kann TDm (b, c) nicht unentdeckt höher als von b erlaubt wählen.
Andernfalls könnte der Angreifer M nicht nur die Dokumente eines Knotens b an
einen nicht vertrauenswürdigen Knoten c weiterleiten, sondern zusätzlich andere
Knoten – auch solche, die sich gutwillig verhalten – dazu bringen, das Gleiche zu tun.
5. Die Erlangung mehrerer Identitäten gibt einem Angreifer keinen Vorteil.
Dies bedeutet Immunität gegen den sogenannten Sybil-Angriff (vgl. Abschnitt 2.1.7).
6. Vertrauenseinstufungen können jederzeit geändert werden.
Vertrauen ändert sich im Laufe der Zeit, insbesondere ist ein Verlust von Vertrauen
möglich.
7. Ständige Erreichbarkeit der Netzteilnehmer sollte nicht erforderlich sein.
Diese Anforderung ist für den Einsatz in Peer-to-Peer-Systemen wichtig, bei denen
nicht von einer hohen Verfügbarkeit einzelner Knoten ausgegangen werden kann.
8. Das Verfahren soll auch skalierbar sein; der Kommunikationsaufwand soll im Ver-
gleich zu einem Peer-to-Peer-System ohne den Schutz der Vertraulichkeit höchstens
um einen konstanten Faktor steigen.
Bei diesen Anforderungen wurde der Schwerpunkt auf Sicherheit und Datenschutz ge-
legt; andere wünschenswerte Eigenschaften, wie Nutzerfreundlichkeit und Effizienz, sind
nicht im Fokus dieser Arbeit. Die Aufzählung sollte daher nicht als abschließend betrachtet
werden.
Um diese Anforderungen erfüllen zu können, müssen zunächst einige Annahmen zuge-
sichert werden; diese werden im nächsten Abschnitt erörtert.
4.4.2.2 Annahmen
Folgende Voraussetzungen müssen erfüllt sein, um die Funktionalität des Verfahrens sicher-
stellen zu können.
• (A1) Indirekte Vertrauensbeziehungen werden auf Basis direkter Beziehungen ge-
schaffen. Dazu ist transitives Vertrauen – zumindest in einer eingeschränkten Form –
notwendig.
• (A2) Direkte Vertrauensbeziehungen müssen bestehen oder etabliert werden, bei-
spielsweise durch Verwendung eines Reputationssystems. Um direkte Vertrauensbe-
ziehungen aufbauen zu können, sind langlebige Identitäten der beteiligten Knoten







Abbildung 4.2: Ein einfaches Beispiel transitiven Vertrauens
• (A3) Neu hinzukommenden Knoten darf kein positiver direkter Vertrauenswert zuge-
wiesen werden, oder die Erschaffung neuer Identitäten muss schwierig sein. Entweder
wird neuen Teilnehmern also nicht vertraut, oder sie müssen eine Leistung erbringen,
um Vertrauen zu gewinnen. Mit dieser Annahme wird dem Sybil-Angriff Rechnung
getragen.
• (A4) Eine Public-Key-Infrastruktur (PKI) wird benötigt, um die asymmetrische Ver-
schlüsselung von Dokumenten zu ermöglichen. Sie stellt die öffentlichen Schlüssel
der Knoten bereit, die das Verfahren anwenden. Die PKI kann durchaus auch bereits
die Erfüllung der Annahmen A2 und A3 sicherstellen.
4.4.2.3 Beispiel
In diesem Abschnitt wird das zugrunde liegende Vertrauensmodell anhand eines Beispiels
erläutert (vgl. Abbildung 4.2).
Alice gibt Bob in der Domäne „Ernährung“ (N für „nutrition“) einen Vertrauenswert von
0, 3 und eine allgemeine Bewertung als Vertrauenseinführer von 0, 7. Alice berechnet daraus
einen domänenspezifischen Wert von 0, 21 für Bob als Vertrauenseinführer:
IN(a, b) = 0, 21
Bob stuft Charlie in der gleichen Domäne mit einem Vertrauenswert von 0, 5 ein:
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TNb (b, c) = 0, 5
Aus Bobs Sicht ergibt sich damit:
TNb (a, c) = I
N(a, b) · TNb (b, c) = 0, 21 · 0, 5 = 0, 105
Im nächsten Schritt wird Eve von Alice mit einem Vertrauenswert von 0, 4 in der Domäne
Ernährung und einer allgemeinen Bewertung als Vertrauenseinführer von 0, 9 eingestuft.
Dies führt zu einer domänenspezifischen Bewertung von 0, 36 als Vertrauenseinführer:
IN(a, e) = 0, 36
Eve vertraut Charlie in der Domäne Ernährung mit einem Wert von 0, 2:
TNe (e, c) = 0, 2
Aus Eves Sicht ergibt sich somit:
TNe (a, c) = I
N(a, e) · TNe (e, c) = 0, 36 · 0, 2 = 0, 072
Eve könnte ein Dokument aus der entsprechenden Domäne, das von Alice erstellt wurde,
also nur dann an Charlie weiterleiten, wenn dessen Vertraulichkeit mit 0, 072 (oder weniger)
eingestuft ist. Unter Berücksichtigung von Bobs Einstufung wäre eine Weiterleitung bis zu
einer Vertraulichkeit von 0, 105 möglich – dies könnte sogar durch Eve erfolgen, wenn diese
Kenntnis von Charlies Einstufung hat.
Aus diesem Beispiel ergibt sich, dass die Existenz direkter Vertrauensbeziehungen zwi-
schen den beteiligten Knoten notwendige Voraussetzung des vorliegenden Verfahrens ist.
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Dies gilt sowohl für Vertrauen in der jeweiligen Domäne, andererseits auf das Vertrauen in
andere Knoten als Vertrauenseinführer.
Wird ein Dokument an einen anderen Knoten gesandt, werden die Vertrauensbeziehun-
gen des Autors – wie sie im Beispiel dargestellt sind – diesem hinzugefügt. Der Empfänger
erfährt somit seine Einstufung I als Vertrauenseinführer. Jegliche weitere Informationen
über Vertrauenseinstufungen wird mit dem jeweiligen öffentlichen Schlüssel des bewerte-
ten Knotens verschlüsselt. Der Absender muss also nur diejenigen Vertrauenseinstufungen
offenlegen, die tatsächlich benötigt werden, um die Entscheidung über die Weiterleitung
eines Dokuments zu treffen; sogar der Empfänger des Dokuments kann die entsprechende
Information nicht selbst entschlüsseln.
4.4.2.4 Vertrauensbildung
Als ersten Schritt muss jeder Knoten a die Werte TDa (a, b) und ID(a, b) für mindestens einen
Knoten b 6= a bestimmen und lokal speichern. Die Grundlagen für solche Vertrauensent-
scheidungen können vielfältig sein. Persönliche Beziehungen sind eine Möglichkeit, aber
nicht notwendig. Ein Knoten könnte beispielsweise auch positive Vertrauenseinstufungen
auf der Basis der IP-Adressen anderer Knoten (beispielsweise im selben Unternehmens-
netz), auf Basis des Landes, in dem sie sich befinden, oder des Vorhandenseins von Identi-
tätszertifikaten vertrauter Zertifizierungsstellen vornehmen. Schließlich könnten auch Ein-
stufungen aus einem bereits bestehenden Reputationssystem herangezogen werden. Indi-
rekte Vertrauensbeziehungen werden aus direkten mit Hilfe der folgenden Beziehung be-
rechnet:
∀x, y, z mit x, y, z ∈ U, z ∈ VDx : TDx (y, z) = ID(y, x) · TDx (x, z), d.h. das Vertrauen von
x in z wird diskontiert, da y nur beschränktes Vertrauen in x als Vertrauenseinführer hat.
Durch diese multiplikative Verkleinerung wird erreicht, dass nur kurze Vertrauenspfade
entstehen – das heißt, das Vertrauen nur über wenige Zwischenknoten aufgebaut wird. So
soll transitives Vertrauen realistisch modelliert werden: Auch in der Realität mag man dem
Freund eines Freundes vertrauen, nicht aber jemandem, den man nur über zahlreiche Zwi-
schenschritte kennt. Wird mehr als ein Vertrauenspfad gefunden, so wird der höchste der
Vertrauenswerte verwendet.
Die Pfadfindung wird dabei durchgeführt, indem der Dijkstra-Algorithmus auf einen
Graphen (den Vertrauensgraphen) mit den Nutzern als Knoten und ihren Vertrauenswer-
ten als Kanten angewendet wird; im Gegensatz zur gängigen Variante dieses Algorithmus
werden die Kantengewichte im betrachteten Vertrauensgraphen nicht addiert, sondern mul-
tipliziert. Gesucht wird dann für jeden Zielknoten der Pfad, bei dem das Produkt der Kan-
tengewichte maximal ist.
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Abbildung 4.3: Übertragung eines vertraulichen Dokuments
4.4.2.5 Übertragung eines Dokuments
Dieser Abschnitt beschreibt das Verfahren, das der Übertragung eines Dokuments zugrunde
liegt.
Erstellung eines Dokuments Bei der Erstellung eines Dokuments Z legt der Autor a des-
sen Vertraulichkeit Conf(Z) fest, wobei 0 ≤Conf(Z) ≤ 1. Zudem wählt er eine Domä-
ne D, der das Dokument angehört. Er signiert Dokument und Vertraulichkeitseinstufung:
Sa(Z,Conf(Z)).
Übertragung eines Dokuments Das Verfahren zur Übertragung eines Dokuments aus
Sicht eines einzelnen Knotens ist in seinen Grundzügen in Abbildung 4.3 dargestellt. Will
ein Knoten b ein Dokument Z, das von a erstellt wurde, an einen Knoten f weiterleiten,
so muss b prüfen, ob f ausreichend vertrauenswürdig ist, d.h. ob TDb (a, f ) ≥Conf(Z). Zu-
nächst wird aufgrund der lokal vorliegenden Information ein Vertrauenspfad von a nach f
berechnet. b bestimmt TDb (a, f ) auf eine der folgenden Arten:
• Der Wert könnte von früheren Übermittlungen zwischengespeichert sein.
• Seien ID(a, b) und TDb (b, f ) gegeben, so setzt b: T
D
b (a, f ) = I
D(a, b) · TDb (b, f ).
• Kennt B die Vertrauensbewertungen durch andere Knoten, so kann er den Vertrauens-
pfad von a nach f wie in Abschnitt 4.4.2.4 beschrieben berechnen.
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Ergibt sich, dass das Vertrauen des Autors in den Zielknoten aus Sicht des weiterleitenden
Knoten größer (oder gleich) ist als die Vertraulichkeitseinstufung des Dokuments – es gilt
also TDb (a, f ) ≥Conf(Z) – ,so heißt das, dass die Weiterleitung berechtigt ist. In diesem Fall
sendet b an f eine Nachricht M mit folgenden vier Einträgen als Inhalt:
• Falls b der Ersteller des Dokuments ist (also b = a): Sb(Z,Conf(Z))
Sonst: Die Nachricht M′, die b von seinem Vorgänger im Pfad erhalten hat.
• Sb(ID(b, f )), d.h. das Vertrauen von b in f als Vertrauenseinführer, mit dem die Tran-
sitivität von Vertrauen eingeschränkt werden kann.
• Falls b nicht der Ersteller des Dokuments ist: Das Vertrauen des Knoten x, von dem b
das Dokument erhalten hat, in b: Sx(TDx (x, b))
• Für jeden Knoten u ∈ VDb , für den TDb (a, u) ≥Conf(Z) (einschließlich f) :
– Eu(Sb(TDb (b, u)))
Dadurch, dass die Vertrauensbeziehungen von b mitgeschickt werden, können
andere Knoten Vertrauenseinstufungen für a berechnen. Sie sind jeweils mit dem
öffentlichen Schlüssel des vertrauten Knotens verschlüsselt. Im konkreten Bei-
spiel bedeutet das, dass f nicht erfährt, welchen anderen Knoten b vertraut – dies
ist nur unter Mitwirkung des jeweiligen Knotens möglich. f kann selbst nur einen
einzigen Eintrag des Vektors von Vertrauensbeziehungen selbst entschlüsseln.
Durch Anfügen aller Vertrauensbeziehungen von A entsteht ein erheblich erhöh-
ter Übertragungsaufwand. Wird für die Verschlüsselung beispielsweise der RSA-
Algorithmus verwendet, so entspricht die Datenmenge, die für einen Eintrag
benötigt wird, der Länge des in diesem Algorithmus verwendeten Modulus20 –
typischerweise 1024 oder 2048 bit (128 bzw. 256 byte). Dieser Overhead ist jedoch
nötig, um den Verzicht auf eine zentrale Speicherung von Vertrauensbeziehun-
gen zu ermöglichen. Der Vergleich mit anderen Systemen, in denen Vertrauens-
werte gespeichert werden (wie dem PGP-Web-of-Trust21), führt allerdings zu der
Vermutung, dass die Anzahl an direkten Vertrauensbeziehungen sich im Rahmen
hält und typischerweise nicht über den unteren zweistelligen Bereich hinausgeht.
Die resultierende Nachrichtengröße bleibt also handhabbar. Der sich beim Emp-
fänger ergebende Rechenaufwand kann aus dem gleichen Grund vernachlässigt
werden; denn er ergibt sich im wesentlichen aus dem Nachvollziehen der Berech-
tigungen bei der Weiterleitung der Nachricht über den gewählten Pfad.
20Unter der Annahme, dass Sb(TDb (b, u)) eine geringere als die genannte Datenmenge beansprucht – dieser
Wert ist jedoch durchaus erreichbar.
21Eine Analyse [Cede07] des PGP-Web-of-Trust hat ergeben, dass diejenigen PGP-Schlüssel, die zur größten
Menge von Schlüsseln gehören, zwischen denen jeweils ein Vertrauenspfad besteht, im Durchschnitt 10,04
Signaturen tragen.
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Zusätzlich wird die gesamte Nachricht M mit dem öffentlichen Schlüssel von f verschlüs-
selt. Gesendet wird also E f (M).
Ist das Vertrauen des Autors in den Zielknoten aus Sicht des weiterleitenden Kno-
ten hingegen kleiner als die Vertraulichkeitseinstufung des Dokuments – es gilt also
TDb (a, f ) <Conf(Z) – , so ist die Weiterleitung des Dokuments zunächst nicht möglich.
Dies entspricht in Abbildung 4.3 dem Zustand „Weiterleitung nicht berechtigt“. In diesem
Fall muss b zunächst feststellen, ob die verschlüsselte Vertrauensinformation, die er emp-
fangen hat, aber nicht lesen kann, eine andere Einstufung rechtfertigt:
b schickt an f für jeden Vorgänger y von b im Pfad von a zu b den Vektor mit den Einträgen
Eu(Sy(TDy (y, u))) mit u ∈ VDy , wobei für u gilt TDy (a, u) ≥Conf(Z) – das Dokument selbst
jedoch noch nicht.
Kann f einen der Einträge mit seinem privaten Schlüssel entschlüsseln (ist also eine Ver-
trauensbewertung für f enthalten), entschlüsselt f diesen Eintrag E f (Sy(TDy (y, f ))) und
schickt ihn – verschlüsselt mit dem öffentlichen Schlüssel von b – an b.22 Somit ist der Grad
an Vertrauen von y in f bewiesen. Kann f den Eintrag nicht entschlüsseln, sind keine wei-
teren Aktionen möglich.
Erhält b eine Antwort, so gelangt er in den Zustand „Entschlüsselten Vertrauenswert emp-
fangen“. b speichert den Wert TDy (y, f ) ab und wiederholt die Berechnung von TDb (a, f ). Der
neue Wert ist in Abbildung 4.3 als T’ bezeichnet. Ist dieser Wert nun größer als Conf(Z),
kann b weiter vorgehen, als hätte er die Vertrauensbeziehung zwischen a und f selbst her-
stellen können. Ansonsten kann das Dokument endgültig nicht weitergeleitet werden.
4.4.2.6 Erhalt einer Nachricht
Erhält ein Knoten f eine Nachricht von seinem Vorgänger b, so entschlüsselt er diese. So-
dann
• prüft er die Signatur von Dokument und Vertraulichkeitseinstufung Sa(Z,Conf(Z)).
• prüft er die Signatur aller Einstufungen als Vertrauenseinführer Sx(ID(x, y)), die je-
der Knoten x entlang des Pfades für seinen jeweiligen Nachfolger Y der Nachricht
hinzugefügt hat, und speichert den Wert (einschließlich der Signatur) lokal ab.
• prüft er die Signaturen der Vertrauenswerte Sx(TDx (x, y)), die jeder Knoten x entlang
des Pfades für seinen jeweiligen Nachfolger y der Nachricht hinzugefügt hat, und
speichert diese lokal ab.
• entschlüsselt er den Wert E f (Sb(TDb (b, f ))) und speichert den Vertrauenswert ein-
schließlich der Signatur lokal ab.




Mit Hilfe der nun lokal gespeicherten Vertrauensinformationen berechnet f das Vertrauen
des Dokumenterstellers A in f aus Sicht seines Vorgängerknotens b (TDb (a, f )) und erfährt
so, ob die Weiterleitung des Dokuments durch b protokollkonform war.
4.4.2.7 Änderung von Vertrauenseinstufungen
Ändert sich das Vertrauen eines Knotens in einen anderen – oder ist eine festgelegte Zeit-
spanne seit der Erstellung vergangen – müssen noch zwischengespeicherte Vertrauenswerte
überschrieben werden. Wird nach einer lokalen Änderung erstmals ein Dokument versandt,
wird das vorgeschlagene Protokoll ohne Änderung durchgeführt. Allerdings wird im von
A versendeten Vektor EU(Sa(TDa (a, u))) der entsprechende Eintrag mit einer Markierung
versehen, die auf die Aktualisierung hinweist. Auch der neue Vertrauenswert wird jedoch
nicht offengelegt. Stattdessen werden alle von a vorgenommenen Vertrauensbewertungen
aus dem Speicher der Empfängerknoten gelöscht. Es ist denkbar, dass ein Knoten sich nicht
an diese Vorgabe hält: Empfängt ein Knoten f den Vektor Eu(Sa(TDa (A, U))) und soll den
Vertrauenswert TDa (a, u) entschlüsseln, könnte er zwar noch mit dem alten Wert antworten;
der in der Signatur enthaltene Zeitstempel ermöglicht aber eine Überprüfung der Aktualität
der Vertrauensbewertung.
Mit dieser Prozedur kann allerdings nicht immer verhindert werden, dass ein nicht mehr
als ausreichend vertrauenswürdig betrachtetet Knoten ein Dokument erhält, da das Pro-
pagieren der neuen Vertrauensinformation durch das Netz eine gewisse Zeit in Anspruch
nimmt und in der Zwischenzeit das Dokument weiter an nicht mehr vertrauenswürdige
Knoten verbreitet werden kann.
4.5 Erfüllung der Anforderungen
Dieser Abschnitt analysiert, in welchem Maß die Anforderungen aus Abschnitt 4.4.2.1 durch
das beschriebene Verfahren erfüllt werden können.
1. Das Verfahren soll ohne zentrale Komponenten auskommen.
Beim Entwurf wurden keine zentralen Komponenten verwendet; es ist lediglich denk-
bar, dass die PKI, die als Grundlage des Systems nötig ist, zentrale Komponenten be-
nötigt.
2. Ein Dokument darf nur dann an einen Knoten b weitergeleitet werden, wenn (aus der Sicht des
weiterleitenden Knotens a) das Vertrauen des Autors c des Dokuments in b (bezogen auf die
Domäne des Dokuments Z) größer oder gleich der Vertraulichkeitseinstufung des Dokuments
ist: TDa (c, b) ≥Conf(Z).
Verhält der weiterleitende Knoten sich protokollkonform, ist die Erfüllung dieser An-
forderung unproblematisch:
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• Der weiterleitende Knoten kennt Conf(Z), denn dieser Wert wird dem Doku-
ment angefügt und signiert. Durch das Vorhandensein einer PKI ist es dem wei-
terleitenden Knoten möglich, diese Signatur auch zu prüfen.
• Der weiterleitende Knoten a, der ein von b erstelltes Dokument an c weiterleiten
will, muss auch TDa (b, c) berechnen können. Dazu benötigt er
– falls ein ausreichender Vertrauenspfad von b zu c über a selbst läuft: Das
Vertrauen von b in a als Vertrauenseinführer. Entweder hat a diesen Vertrau-
enswert direkt von b erhalten – dann ist er von b signiert, seine Authentizität
kann geprüft werden, und a muss lediglich noch sein eigenes Vertrauen in
c kennen, um anhand des Vertrauensmodells TDa (b, c) errechnen zu können.
Oder es existiert ein Pfad von Vertrauenseinführerbewertungen23 von b zu
A. Diesen Pfad kennt A, denn jeder Knoten entlang des Pfades, über den das
Dokument gesendet wurde, hängt an die Nachricht die Vertrauenseinführer-
bewertung für seinen Folgeknoten an und signiert diese. So muss a lediglich
die Signaturen prüfen und kennt wiederum seine Bewertung als Vertrauen-
seinführer.
– falls ein ausreichender Vertrauenspfad aufgrund der zwischengespeicherten
Vertrauensbeziehungen zwischen anderen Knoten besteht: Die Bewertungen
als Vertrauenseinführer entlang dieses Pfades bis zum letzten Knoten, der im
Pfad vor c liegt, sowie dessen Vertrauen in C. Sofern diese Werte zwischen-
gespeichert sind, hat b auch sie zusammen mit einer Signatur erhalten.
– falls eine Abfrage höherer Vertrauenswerte bei c notwendig ist: Das Vertrau-
en von a in c. c sendet diese Einstufung an b; sie ist von a signiert, und b kann
diese Signatur prüfen.
• Ist die Herstellung eines Vertrauenspfads so nicht möglich, wird das Dokument
auch nicht weitergeleitet.
Je nach Anwendungsszenario können Dokumente – insbesondere wenn sie für die
Verwendung durch den menschlichen Benutzer bestimmt sind – unabsichtlich offen-
gelegt werden. Hier kann aus technischer Sicht lediglich eine Warnung erfolgen.
Ist ein weiterleitender, als vertrauenswürdig eingestufter Knoten ein Angreifer, kann
der Empfänger die Protokollverletzung – also die Weiterleitung an einen Knoten, die
nach dem Protokoll nicht zulässig war – erkennen: Er überprüft die Signatur der Ver-
traulichkeitseinstufung des Dokuments und berechnet – ebenso wie der Knoten, von
dem er das Dokument erhalten hat – seine eigene Vertrauenseinstufung. Entfernt der
Angreifer allerdings die Information über den Ersteller des Dokuments und gibt sich
selbst als solcher aus, kann die protokollwidrige Weiterleitung nicht mehr entdeckt
23Dieser Pfad kann sich von einem Vertrauenspfad aus direkten Vertrauensbewertungen unterscheiden.
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werden. Es handelt sich um ein prinzipielles Problem, denn mit Mitteln der Kryp-
tographie kann zwar die Authentizität eines Dokuments nachgewiesen werden, das
unerlaubte Entfernen der Authentifizierungsdaten lässt sich jedoch nicht verhindern.
Eine Angriffserkennung wäre nur noch dadurch möglich, dass zwei inhaltlich identi-
sche Dokumente mit verschiedenen Autoren im Netz vorhanden sind – auch könnten
beispielsweise digitale Wasserzeichen eingesetzt werden, um den tatsächlichen Autor
rekonstruieren zu können. Beides ist jedoch nicht Gegenstand dieser Arbeit.
Für den Anwendungsfall der Empfehlungssysteme ist dieser Angriff jedoch unpro-
blematisch: Enthält ein weitergeleitetes Dokument eine Bewertung für ein bestimmtes
Objekt, so besteht die vertrauliche Information darin, dass der Autor des Dokuments
dieses Objekt bewertet bzw. in seinem Besitz hat – ohne diesen Personenbezug ist die
Bewertung eines Objekts grundsätzlich unkritisch. Entfernt ein Angreifer nun die In-
formation über den Autor, so besteht auch kein Schutzbedarf mehr. Er könnte sich
zwar selbst als Autor ausgeben; aus Sicht des Datenschutzes ist dies jedoch unproble-
matisch.
Die Preisgabe eines vertraulichen Dokuments kann im Übrigen nicht verhindert wer-
den, wenn nur ein einzelner Knoten sich im Nachhinein als nicht vertrauenswürdig
herausstellt.
3. Aus Gründen des Datenschutzes sollten Vertrauensbeziehungen in einen Knoten nur mit Mit-
wirkung dieses Knotens offengelegt werden können.
Vertrauenseinstufungen werden mit dem öffentlichen Schlüssel des Knotens ver-
schlüsselt, dem vertraut wird. Das asymmetrische Kryptographieverfahren, das ein-
gesetzt wird, garantiert, dass nur mit dessem privaten Schlüssel eine Entschlüsselung
der Vertrauensbeziehung möglich ist.
4. Ein Knoten m kann TDm (b, c) nicht unentdeckt höher als von b erlaubt wählen.
Diese Anforderung lässt sich zurückführen auf Anforderung 2. Die Informationen, die
M zur Verfügung stehen, um zu beurteilen, ob TDm (b, c) ≥Conf(Z), stehen auch dem
Nachfolgeknoten c zur Verfügung, so dass dieser überprüfen kann, ob die Weiterlei-
tung gerechtfertigt war.
5. Die Erlangung mehrerer Identitäten gibt einem Angreifer keinen Vorteil.
Solange kein Teilnehmer außerhalb der Gruppe von Identitäten, die durch den An-
greifer erzeugt wurde, einer Identität innerhalb dieser Gruppe vertraut, werden kei-
ne Dokumente an diese Gruppe gesendet. Die Erzeugung multipler Identitäten er-
möglicht die Erzeugung von längeren Vertrauenspfaden einerseits und von mehr Ver-
trauenspfaden andererseits. Längere Vertrauenspfade führen lediglich zu reduzier-
tem Vertrauen; zusätzliche Vertrauenspfade bleiben wirkungslos, da nur derjenige
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Pfad berücksichtigt wird, der zur höchsten Vertrauenseinstufung führt. Insbesonde-
re kann ein Angreifer sich nicht am Beginn eines Vertrauenspfads positionieren – an
dieser Stelle hat noch keine multiplikative Verkleinerung des Vertrauenswerts statt-
gefunden – , denn dies würde Vertrauen durch den Autor selbst erfordern. Während
das Protokoll für die Anwendung transitiven Vertrauens sicherstellt, dass die Verwen-
dung mehrerer Identitäten keinen Vorteil bietet, ist dies für die erforderlichen direkten
Vertrauensbeziehungen durch Annahme A3 erfasst.
6. Vertrauenseinstufungen können jederzeit geändert werden.
Das Verfahren für die Veränderung von Vertrauensbeziehungen ist in Abschnitt 4.4.2.7
beschrieben.
7. Ständige Erreichbarkeit der Netzteilnehmer sollte nicht erforderlich sein.
Das Verfahren erfordert keine länger anhaltenden Kommunikationsbeziehungen, als
sie für den Dokumentenaustausch selbst nötig sind: Die benötigte zusätzliche Kom-
munikation findet unmittelbar vor dem Austausch des jeweiligen Dokuments statt.
8. Das Verfahren soll auch skalierbar sein; der Kommunikationsaufwand soll im Vergleich zu ei-
nem Peer-to-Peer-System ohne den Schutz der Vertraulichkeit höchstens um einen konstanten
Faktor steigen.
Im beschriebenen Verfahren werden bei der Weiterleitung eines Dokuments keine zu-
sätzlichen Nachrichten ausgetauscht; die für das Verfahren benötigten Informationen
werden Nachrichten angehängt, die ohnehin ausgetauscht werden. Einzige Ausnah-
me bildet die Abfrage nach höheren Vertrauenswerten, für die jeweils höchstens zwei
zusätzliche Nachrichten gebraucht werden (Anfrage und ggf. Antwort). Der Umfang
der übertragenen Nachrichten wird deutlich erhöht: Pro durchlaufenem Knoten wer-
den die Vertrauenseinstufungen dieses Knotens hinzugefügt. Jedoch ist die Anzahl
dieser Vertrauenseinstufungen nicht von der Anzahl der Knoten, die das Verfahren
nutzen, abhängig; stattdessen ist nur von einer geringen Anzahl solcher Vertrauensbe-
ziehungen pro Knoten auszugehen24. Die Nachrichtengröße wird insbesondere nicht
multiplikativ erhöht, sondern es wird ein von Nachrichten- und Netzgröße unabhän-
giger Overhead hinzugefügt. Die grundsätzliche Umsetzbarkeit des Verfahrens wurde
durch eine prototypische Implementierung auf Basis des SESAM-Systems [CDHS+05]
im Rahmen einer Studienarbeit [Wund07] gezeigt.
4.5.1 Fazit
Das Konzept des Vertrauens wird nicht nur in der Forschung diskutiert, sondern ist auch
von erheblicher praktischer Relevanz. Im vorliegenden Kapitel wurden die Grundlagen des
24Im PGP-Web-of-Trust liegt diese Anzahl ungefähr bei 10, vgl. Fußnote 21
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Phänomens Vertrauen aus der Sicht verschiedener Wissenschaften aufgezeigt und sodann
Mechanismen zur Vertrauenserzeugung für Anwendungen in Rechnernetzen betrachtet.
Der Schwerpunkt wurde dabei auf Reputationssysteme gelegt, die in der Folge auch aus ju-
ristischer Sicht betrachtet wurden. Es zeigt sich, dass die Rechtmäßigkeit von Bewertungen,
die im Rahmen eines solchen Systems abgegeben werden, in vielen Fällen der Abwägung
von grundrechtlich geschützten Positionen des Bewertenden und des Bewerteten bedarf.
Die Erkenntnisse, die für Reputationssysteme gewonnen wurden, lassen sich überwiegend
auch auf Empfehlungssysteme übertragen. Schließlich wurde ein Verfahren vorgestellt, mit
dem – ausgehend von Vertrauensbeziehungen zwischen Nutzern – die Weitergabe von Do-
kumenten in einem Peer-to-Peer-Netz auf vertrauenswürdige Knoten beschränken lässt.




Das vorliegende Kapitel befasst sich mit der konkreten Umsetzung eines Empfehlungssys-
tems.
Das Kapitel ist wie folgt gegliedert: Zunächst werden die Inhalte von Bewertungsdoku-
menten und Nutzerprofilen betrachtet, die in allen verfolgten Ansätzen verwendet werden.
Anschließend werden Aufgaben und Anforderungen der entworfenen Systeme identifiziert
sowie eine Architektur präsentiert, in die sich die dargestellten Verfahren einordnen lassen.
Den Abschluss des Kapitels bildet die Darstellung einzelner Komponenten dieser Architek-
tur: Overlay-Netz und Datenspeicherung als gemeinsame Komponenten sowie die darauf
aufbauenden Anwendungen: Nutzerbasiertes Kollaboratives Filtern, die verteilte Speiche-
rung von Bewertungsdokumenten sowie objektbasiertes Kollaboratives Filtern.
5.1 Bewertungsdokumente
Die Bewertung eines Objekts durch einen Nutzer wird in einem Bewertungsdokument zu-
sammengefasst. Das Format der verwendeten Bewertungsdokumente wurde bislang in der
Literatur nicht diskutiert. Für die vorliegende Arbeit sollen Bewertungsdokumente mit fol-
gendem Inhalt verwendet werden:
• Identifikator des Bewertungsdokuments
• Identifikator des bewerteten Objekts
• Erstellungszeitpunkt des Bewertungsdokuments
• Bewertung in Form einer Bewertungszahl a zwischen 0 und 1
• Identität (Pseudonym) des Dokumentautors
• Einordnung des Objekts in eine Kategorie1 (optional, beliebig oft)
1Kategorien können mit den im letzten Abschnitt beschriebenen Domänen identisch sein; die Unterteilung in
Kategorien ist aber potentiell von höherer Granularität.
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• Klartextbezeichnung des Objekts (optional)
• Identifikatoren verwandter Objekte (optional)
• Weitere Identifikatoren des gleichen Objekts (optional)
• Textuelle Bewertung und Beschreibung des Objekts (optional)
• Signatur (optional)
Durch den Empfehlungsalgorithmus wird im Rahmen des Kollaborativen Filterns da-
bei nur die Bewertungszahl und die Identität des Dokumentautors berücksichtigt. Daneben
wird von der Anwendung die Signatur des Dokuments geprüft. Die weiteren Werte können
für die Darstellung in der Nutzerschnittstelle verwendet werden.
Die Bewertungsdokumente eines Nutzers bilden zusammengenommen sein Nutzerprofil;
für jedes Objekt, das ein Nutzer bewertet hat, enthält es genau ein Bewertungsdokument.
5.2 Aufgaben, Anwendungsfälle und Anforderungen
Als Anforderungen an ein Empfehlungssystem ergeben sich, dass jeder Benutzer
• unter einer bestimmten ID eines Objekts ein Bewertungsdokument in das Empfeh-
lungssystem einspeisen können soll – jedoch nicht mehr als eines. Hintergrund dieser
Anforderung ist, dass die Gesamteinschätzung eines Objekts durch einen Nutzer als
Grundlage der Empfehlungserzeugung dient und nicht etwa die Einschätzung nach
jeder einzelnen Benutzung des Objekts.
• dieses Bewertungsdokument zu einem späteren Zeitpunkt ändern oder löschen kön-
nen soll. Ein bestehendes Bewertungsdokument kann also durch ein neues ersetzt
werden.
• zur gegebenen ID eines Objektes alle zu diesem Zeitpunkt im Netz verfügbaren Be-
wertungsdokumente abrufen können soll, die sich auf diese ID beziehen.
• auf Grundlage seiner bisherigen Objektnutzungen und -bewertungen Empfehlungen
für weitere Objekte erhalten können soll. Dies umfasst zum einen das Auffinden von
Objekten, die für einen Nutzer von Interesse sein könnten, zum anderen die Vorhersage
der Bewertung, die ein Nutzer einem Objekt voraussichtlich geben wird.
Darüber hinaus soll das System skalierbar sein, der benötigte Speicher- und Kommunikati-
onsaufwand also auch für große Teilnehmer- und Bewertungszahlen beherrschbar bleiben.
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5.2.1 Anforderungen an Sicherheit und Datenschutz
Neben die funktionalen Anforderungen treten weitere Anforderungen, die Sicherheit und
Datenschutz betreffen. Sicherheitsanforderungen betreffen die Sicherheit vor Angriffen, die
Einfluss auf die Funktionalität des Systems nehmen. Datenschutzanforderungen betreffen
die Sicherheit vor Angriffen, die auf die Aufdeckung personenbezogener Daten von Nut-
zern des Systems zielen. Für die Sicherheit des Systems ergeben sich als Anforderungen
konkret:
• Die Verfügbarkeit des Systems ist zu gewährleisten; Denial-of-Service-Angriffe (DoS-
Angriffe) sollen erschwert werden.
• Das Zurückziehen einzelner Bewertungsdokumente – außer durch den Autor – ist zu
verhindern.
• Die Integrität und Authentizität der gespeicherten Bewertungsdokumente ist zu ge-
währleisten.
• Das massenweise Einspeisen von Bewertungsdokumenten soll erschwert werden.
• Der Einsatz eines Reputationssystems soll möglich sein. Diese Anforderung betrifft
indirekt die Sicherheit des Systems, denn sie ermöglicht die Sanktionierung uner-
wünschten Verhaltens durch Verlust von Reputation.
Aus Sicht des Datenschutzes ist weiterhin die Identität beteiligter Teilnehmer zu schüt-
zen. Beim Abruf von Bewertungsdokumenten soll die Identität des abrufenden Teilnehmers
überhaupt nicht offengelegt werden; beim Einfügen solcher Dokumente in das System ist
die Identität des Einfügenden zu schützen, soweit dies unter Wahrung der Anforderungen
an Funktionalität und Sicherheit möglich ist. Der Verzicht auf die Erhebung personenbezo-
gener Daten bedeutet auch, dass die Sperrung eines Nutzers beispielsweise bei missbräuch-
licher Verwendung des Systems erschwert wird.
Da – wie sich in diesem Kapitel zeigen wird – die Erfüllung von Datenschutzanforderun-
gen in einem erheblich erhöhten Aufwand sowie reduzierter Sicherheit resultiert, sollen die
entsprechenden Maßnahmen optional sein.
5.3 Gliederung und Architektur
Abbildung 5.1 zeigt die Architektur, die dem Entwurf, wie er in diesem Kapitel beschrieben
wird, zugrunde liegt.
Alle beschriebenen Ansätze bauen auf einem Netz auf, in dem die Protokollfamilie
TCP/IP zum Einsatz kommt – dies ermöglicht auch den problemlosen Einsatz im Internet.
Auf diese Protokollfamilie soll an dieser Stelle nicht eingegangen werden; relevant ist für die
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Abbildung 5.1: Überblick der entworfenen Architektur
Zwecke der vorliegenden Arbeit lediglich, dass die Kommunikation zwischen Anwendun-
gen ermöglicht wird, die auf mit dem Internet verbundenen Endgeräten ausgeführt werden.
Darauf aufgebaut wird ein Peer-to-Peer-Overlay-Netz. Die Anwendungen „Objektbasier-
tes Kollaboratives Filtern“ und „Speicherung von Bewertungen“ erfordern ein strukturier-
tes Overlay-Netz nebst darauf aufbauender Datenspeicherungsschicht. Dieses und die dar-
auf aufbauende Datenspeicherung werden am Beispiel Chord in Abschnitt 5.4 beschrie-
ben. Die betrachteten strukturierten Overlay-Netze erlauben das Senden einer Nachricht
an einen Knoten, der für einen bestimmten Schlüssel zuständig ist. Die Anwendung „Nut-
zerbasiertes Kollaboratives Filtern“ kann grundsätzlich auch auf einem unstrukturierten
Overlay-Netz und einer zugehörigen Datenspeicherungsschicht aufbauen. Tatsächlich um-
gesetzt wird auch diese Anwendung aber auf Basis eines strukturierten Netzes.
Die Datenspeicherungsschicht (Abschnitt 5.5) definiert die verteilte Speicherung von Do-
kumenten aufbauend auf einem Overlay-Netz. Sie bietet das Einfügen von Dokumenten
unter einem bestimmten Schlüssel, die Suche nach Dokumenten unter Verwendung dieses
Schlüssels sowie die Löschung derselben an.
Auf der Datenspeicherungsschicht baut einerseits die verteilte Speicherung von Bewer-
tungsdokumenten auf (Abschnitt 5.7), andererseits zwei Anwendungen, die Kollaboratives
Filtern ermöglichen. Zum einen handelt es sich um einen nutzerbasierten Ansatz, der in
Abschnitt 5.6 beschrieben und in Abschnitt 5.6.6 zu einem kombinierten Ansatz erweitert
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wird. Andererseits wird ein objektbasierter Ansatz zur Empfehlungserzeugung entwickelt
(Abschnitt 5.8). Die beiden letztgenannten Anwendungen bieten die gleichen Schnittstel-
len: Sie erlauben dem Nutzer, eine Bewertung abzugeben, sich eine Bewertung für ein be-
stimmtes Objekt vorhersagen zu lassen oder eine Liste relevanter Objekte zu generieren.
Die Anwendungen greifen dabei auf einen Empfehlungsalgorithmus zurück, der Empfeh-
lungen auf das Basis einer Menge von Bewertungen errechnet. Die Suche und Anzeige von
Bewertungsdokumenten wird durch diese beiden Anwendungen nicht realisiert, sondern
erfordert eine Kombination mit der Anwendung „verteilte Speicherung von Bewertungs-
dokumenten“.
5.4 Overlay-Netz
In dieser Schicht wird der effiziente Zugriff auf bestimmte Datenblöcke (insbesondere kön-
nen dies Dokumente sein) ermöglicht, die einem bekannten Identifikator (Schlüssel) zu-
geordnet sind. Für diesen Zweck sind in der Literatur diverse Peer-to-Peer-Overlay-Netze
vorgeschlagen worden. Auch, wenn typische Implementierungen oft gleichzeitig weitere
Teilaufgaben lösen, soll an dieser Stelle lediglich das effiziente Routing von Anfragen zu
einem Kommunikationspartner betrachtet werden.
Als unstrukturiertes Netz kann ein beliebiges Netz zum Einsatz kommen, das Nachbar-
schaftsbeziehungen zu anderen Knoten finden und aufrecht erhalten kann; zu nennen ist
beispielsweise Gnutella [Ripe01].
Da strukturierte Netze diese Eigenschaft auch erfüllen, dabei aber zusätzliche Vorteile –
insbesondere die Möglichkeit des effizienten Auffindens von Ressourcen – bieten (vgl. Ab-
schnitt 2.1.5.2), liegt der Schwerpunkt jedoch auf der Anwendung solcher Netze. Kon-
kret wird die DHT (Distributed Hashtable) Chord [SMKK+01] mit rekursiven Lookup-
Operationen verwendet. Soll eine Nachricht an den für einen Schlüssel zuständigen Knoten
gesendet werden, so sendet der Senderknoten diese ab, und sie wird ohne seine weitere
Mitwirkung bis zum zuständigen Empfänger geleitet.
Der Grund für die Auswahl von Chord liegt zum einen am geringen Such- sowie Spei-
cheraufwand, der jeweils in O(log N) (N Anzahl der Knoten) liegt. Zum anderen ist Chord
ein sehr gut untersuchtes System, und das Vorhandensein verlässlicher und getesteter Im-
plementierungen erlaubt eine zuverlässige Evaluierung.
Während auf der Overlay-Ebene für das Routing vollständig auf die ursprüngliche Versi-
on des Chord-Protokolls zurückgegriffen werden kann, ist die Vergabe der Identitäten eine
besondere Herausforderung. Bedingt wird dies durch die Existenz des Sybil-Angriffs (vgl.
Abschnitt 2.1.7). Dennoch soll die Identitätsvergabe – als Aufgabe der Overlay-Schicht –
nicht betrachtet werden; es werden lediglich die folgenden Annahmen getroffen:
• Die Identitäten werden in der Weise zugewiesen, dass
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– sie langfristig gültig sind,
– ein Knoten seine Identität nicht gezielt wählen kann und
– der Sybil-Angriff vermieden wird.
• Ein Knoten kann seine Identität beweisen, die ihm auf Overlay-Ebene zugewiesen ist.
Lösungsansätze, die dies gewährleisten sollen, sind in der Literatur beschrieben und in
Abschnitt 2.1.7 zusammengefasst.
Zusätzlich wird eine Public-Key-Infrastruktur (PKI) vorausgesetzt. Public-Key-Infra-
strukturen für Peer-to-Peer-Netze wurden in der Literatur [WöWü05] vorgeschlagen; auch
kann das PGP Web of Trust für diesen Zweck eingesetzt werden.2
5.5 Datenspeicherung
Oberhalb der Overlay-Ebene wird die verteilte Datenspeicherung betrachtet. Der Schwer-
punkt liegt dabei in der Verwendung einer DHT (Distributed Hashtable) als Overlay-Schicht
(vgl. dazu Abschnitt 2.1.5.2). Zunächst wird die grundlegende Funktionsweise vorgestellt;
Erweiterungen, die für einzelne Ansätze der folgenden Abschnitte nötig sind, werden dort
erörtert.
Der folgende Entwurf beschreibt die Verwendung einer Datenspeicherungsschicht, die
auf einer DHT basiert.3
Die Schnittstelle dieser Datenspeicherungsschicht umfasst lediglich die Operationen
void4 einfügen(Schlüssel, Dokument), void löschen(Schlüssel, Dokument-Identifikator, Signa-
tur), Dokument suchen(Schlüssel) und Dokument suchen(Schlüssel, Sucheinschränkung). Die
letztgenannte Operation erlaubt es, bei Speicherung mehrerer Dokumente unter einem
Schlüssel eine Einschränkung der gesuchten Dokumente vorzunehmen.
2Kann keine bestehende PKI eingesetzt werden, so kann stattdessen folgender, einfacher Mechanismus ver-
wendet werden:
• Jeder Knoten generiert lokal ein Schlüsselpaar aus öffentlichem und privatem Schlüssel.
• Den öffentlichen Schlüssel speichert er (unter Verwendung der im folgenden Abschnitt beschriebenen
Datenspeicherungs-Schicht) auf den für seine Identität zuständigen Knoten. Die speichernden Knoten
lassen sich die zugewiesene Identität beweisen. Jeder dieser Knoten signiert daraufhin den öffentlichen
Schlüssel und sendet ihn an den Schlüsselinhaber zurück.
• Ein prüfender Knoten betrachtet die Signatur als gültig, sobald er mindestens einem der Unterzeich-
ner des öffentlichen Schlüssels vertraut; anderenfalls führt er selbst eine Überprüfung der Identität des
Unterzeichners durch.
3Für unstrukturierte Overlay-Netze kann stattdessen eine einfache Datenspeicherungsschicht eingesetzt wer-
den. Jeder Knoten ist für die Speicherung der eigenen Dokumente verantwortlich. Zusätzlich könnten diese
bei k Nachbarknoten gespeichert werden, die über jede Aktualisierung informiert werden und die Doku-
mente weiterhin bereithalten, wenn deren Ersteller das Netz verlässt. Diese Form der Datenspeicherung ist
somit zwar möglich, soll aber nicht Gegenstand der vorliegenden Betrachtung sein.




Als Schlüssel werden dabei in allen Fällen die in Abschnitt 2.2.2 diskutierten Identifikato-
ren für Objekte herangezogen. Dabei können zwar grundsätzlich Probleme entstehen – der
Hersteller könnte beispielsweise die ID des Objekts und somit die Auswahl der zuständi-
gen Knoten beeinflussen. Die konkrete Lösung des Problems hängt von der Anwendungs-
domäne und den konkret verwendeten Identifikatoren ab. Bei Schemata wie ISBN kann der
Hersteller (Verlag) den Identifikator nicht frei wählen, wodurch diese Problematik bereits
gelöst wird.
Durch Anwendung einer kryptographischen Hash-Funktion wird aus dem Identi-
fikator – wie in [SMKK+01] vorgesehen – jeweils die Chord-ID des Inhalts gewonnen.
Für einen Schlüssel zuständig ist dann der Nachfolgerknoten der Chord-ID des Inhalts
Nachfolger(Chord-ID(Schlüssel)) = Nachfolger(hash(Schlüssel)). Ein eingefügtes Dokument
wird mit Hilfe des Chord-Routing zu demjenigen Knoten geroutet, der für den angegebe-
nen Schlüssel zuständig ist.
Wie beim DHASH-Verfahren (vgl. Abschnitt 2.1.5.2) wird ein eingefügtes Dokument nicht
nur auf diesem zuständigen Knoten K, sondern auch auf r − 1 weiteren Nachfolgerknoten
gespeichert; Nachfolgerknoten sind dabei die im Chord-Ring folgenden Knoten, nicht die
r− 1 ersten Einträge der finger table. Sobald der zuständige Knoten das Dokument erhalten
hat, leitet er es also an seinen Nachfolgerknoten weiter. Zusätzlich zum übertragenen Doku-
ment enthält die Nachricht einen Hop-Zähler, den K auf r setzt. Der Nachfolgerknoten von
K leitet die Nachricht wiederum an seinen Nachfolger weiter und dekrementiert dabei den
Hop-Zähler um 1. Die Nachricht wird nicht mehr weitergeleitet, sobald der Hop-Zähler den
Wert 1 erreicht hat. Die so erzielte redundante Datenspeicherung soll als lokale Redundanz
bezeichnet werden.
Betrachtet man auch Sicherheitsüberlegungen, so ist dieser Schutz jedoch nicht ausrei-
chend, da der eigentlich zuständige Knoten auf Anfrage auch falsche Nachfolger liefern
könnte (vgl. [SiMo02]). Gelöst werden kann dieses Problem, indem die redundante Spei-
cherung zusätzlich an voneinander im Chord-Ring weit entfernten Knoten vorgenommen
wird. Bereits der Ausgangsknoten sendet das Dokument im vorgeschlagenen System nicht
nur an den Knoten Nachfolger(hash(Schlüssel)), sondern auch Nachfolger(hash(i|Schlüssel) mod
k), mit i ∈ {2, . . . , s}, k Größe des Wertebereichs der Hashfunktion, Konkatenationsopera-
tor. Für i ist dabei ein Feld fester Länge vorgesehen, so dass i nicht als Teil des eigentlichen
Schlüssels aufgefasst werden kann. Auf diesem Weg kann s-fache Redundanz (die auch
als globale Redundanz bezeichnet werden kann) erzielt werden. Der Kommunikations- und
Speicheraufwand des Systems wird somit allerdings um den Faktor s erhöht. Bei Ausfall
eines Knotens hat dessen nun neu zuständiger Nachfolger die Daten bereits gespeichert
und muss lediglich die erneute Herstellung der lokalen (r-fachen) Redundanz sicherstel-
len. Lediglich, wenn ein Knoten überhaupt keine Antwort liefert – und sich so auch seine
Nachfolger nicht ermitteln lassen – oder eine Überprüfung zurückgelieferter Ergebnisse er-
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forderlich ist, wird tatsächlich auf den entfernten speichernden Knoten zurückgegriffen;
ansonsten werden Anfragen nur an den ersten zuständigen Knoten gesandt.
Auf den im DHASH-Verfahren vorgeschlagenen Caching-Mechanismus soll verzichtet
werden; im Vergleich zu klassischen Filesharing-Anwendungsszenarien ist bei Empfeh-
lungssystemen mit einer häufigeren Aktualisierung der gespeicherten Daten zu rechnen: Ei-
ne Datei (beispielsweise ein Film oder ein Lied) kann sich zwar ändern; im Fall von bewerte-
ten Objekten ist aber das Hinzufügen neuer Bewertungen sogar der Regelfall. Der Aufwand,
den Cache aktuell zu halten, könnte so zu groß werden. Auch auf die in [DBKK+01] weiter-
hin vorgesehene Lastverteilung durch Aufteilung von Dokumenten bzw. Dateien kann für
den Anwendungsfall des Empfehlungssystems zunächst verzichtet werden, da die meisten
der abgerufenen Dokumente klein sind und die durch andere Verfahren erreichbare Vertei-
lung der Systemlast somit ausreicht.
Zusammengefasst sendet ein Knoten, der ein Dokument einfügen will, dieses an die s zu-
ständigen Knoten, die sich aus der Anwendung der Hash-Funktion auf den verwendeten
Schlüssel ergeben. Jeder dieser Knoten sendet das Dokument an seine r Nachfolgerknoten.
Hat einer der Empfänger bereits ein Bewertungsdokument für das entsprechende Objekt er-
halten, dessen Autor identisch zum neu erhaltenen Dokument ist, so prüft er, ob dieses neu
eintreffende Dokument neuer ist. Ist dies der Fall, wird das bestehende Dokument durch
das neue ersetzt. Andernfalls wird die entsprechende Nachricht ignoriert.
Jeder Knoten, dem ein Vorgängerknoten zur Speicherung erhalten hat oder an einen
Nachfolgerknoten zur Speicherung gesendet hat, prüft periodisch, ob dieser Knoten noch
erreichbar ist; diese Prüfung wird ohnehin durch das Chord-Protokoll zur Verfügung ge-
stellt. Ist der Vorgänger- bzw. Nachfolgerknoten nicht mehr erreichbar, sendet der jeweilige
Knoten an den neuen Vorgänger bzw. Nachfolger das gespeicherte Dokument. Wie bereits
beim DHASH-Verfahren werden einem neu beitretenden Knoten Dokumente zur Speiche-
rung übermittelt, für die er zuständig wird. Da das Chord-Protokoll den Nachfolgerkno-
ten des neu beitretenden Knotens über dessen Beitritt informiert, kann dieser prüfen, ob
sein neuer Vorgänger für ein bei ihm gespeichertes Dokument zuständig wird. Ist dies der
Fall, übermittelt er das entsprechende Dokument an den Vorgänger. Ist auf diesem Weg ei-
ne r + 1-fach redundante Speicherung des Dokuments erreicht, wird der Knoten, der im
Chord-Ring von dem für den Schlüssel eigentlich zuständigen Knoten am weitesten ent-
fernt ist, benachrichtigt und löscht das Dokument lokal.
Ein Knoten, der ein Dokument sucht (Operation suchenSchlüssel), sendet eine Anfrage an
den Knoten, der für hash(Schlüssel) zuständig ist. Erhält er nach einem Zeitraum ∆t keine
Antwort, so sendet er die Anfrage an den Knoten, der für hash(i|Schlüssel) zuständig ist.




5.5.1 Löschung von Daten
Durch die Verwendung elektronischer Signaturen gestaltet die Löschung von Dokumenten
sich einfach. Die Lösch-Operation erfordert den Schlüssel des zu löschenden Dokuments,
um die speichernden Knoten auffinden zu können, sowie den Identifikator des entspre-
chenden Dokuments. Zusätzlich wird eine Signatur benötigt, die mit dem gleichen priva-
ten Schlüssel erstellt wird wie die Signatur des zu löschenden Dokuments. Realisiert wird
die Löschung eines Dokuments innerhalb der Datenspeicherungsschicht, indem ein Do-
kument erstellt wird, das einen Löschbefehl enthält und dann die Operation void einfü-
gen(Schlüssel, Dokument) verwendet wird. Ein Knoten, der eine solche Löschanforderung
erhält, prüft, ob er das zu löschende Dokument gespeichert hat; dann prüft er die Signatur
der Löschanforderung und überprüft, ob sie mittels des gleichen privaten Schlüssels erstellt
wurde wie die Signatur des Dokuments selbst. Ist dies der Fall, löscht er das Dokument.
Diese Art der Löschung ist unabhängig von den verwendeten Identitäten (z.B. Pseudony-
men), da sie lediglich die Kenntnis des privaten Schlüssels erfordert.
5.5.2 Datenschutz in der Datenspeicherungsschicht
Aus Sicht des Datenschutzes gilt es, zwei Problemkreise zu unterscheiden: Einerseits soll
der Nutzer beim Abrufen von Bewertungsdokumenten geschützt werden, andererseits soll
auch die Profilbildung über Personen vermieden werden, die Bewertungsdokumente ver-
öffentlichen.
5.5.2.1 Datenschutz beim Abruf von Dokumenten
Beim Abruf von Dokumenten ist im Wesentlichen problematisch, dass
• der für die Speicherung von Dokumenten mit einem bestimmten Schlüssel zuständi-
ge Knoten die Chord-IDs aller anfragenden Knoten erfährt, sofern zur Übertragung
dieser Dokumente jeweils eine direkte Verbindung zu diesen anfragenden Dokumen-
ten hergestellt wird. Beispielsweise handelt es sich bei diesen Dokumenten um alle
Informationen zu einem bestimmten bewerteten Objekt oder das Nutzerprofil eines
bestimmten Nutzers. Das Problem kann durch Caching reduziert, aber nicht gelöst
werden.
• Suchanfragen eines bestimmten Knoten im ersten Schritt nur an eine begrenzte Anzahl
anderer Knoten geleitet werden – diejenigen, die in der finger table dieses Knotens
enthalten sind – und somit eine partielle Profilbildung ermöglicht wird: Jeder Knoten
in der finger table kennt einen Teil der Suchanfragen des suchenden Knotens.
Die Lösung des ersten Problems liegt darin, keine direkte Verbindung auf Transport-
schicht zwischen dem speichernden und dem anfragenden Knoten herzustellen. Da im
135
Kapitel 5 Entwurf eines Empfehlungssystems
Overlay-Netz rekursive Lookups (vgl. Abschnitt 2.1.5.2) verwendet werden, ist ein Weg,
diese direkte Kommunikation zu vermeiden, bereits vorgezeichnet: Die Antwort – also das
oder die gewünschten Dokumente – wird auf dem gleichen Pfad zurückübertragen wie die
Anfrage selbst. Hierbei merkt sich jeder Knoten, der eine Anfrage weiterleitet, für eine be-
schränkte Zeitspanne den Knoten, von dem er diese erhalten hat, und sendet die später
eintreffende Antwort an diesen zurück. Die Identität des Anfragenden braucht somit in der
Anfrage nicht mehr enthalten zu sein. Der Kommunikationsaufwand steigt im Vergleich
zu dem in [DBKK+01] vorgeschlagenen Caching-Verfahren höchstens linear an (die Anzahl
versendeter Nachrichten entspricht dem doppelten der Pfadlänge von anfragendem zu ant-
wortendem Knoten, die wiederum in O(log N) mit N Anzahl der teilnehmenden Knoten
liegt). Verlässt jedoch einer der beteiligten Knoten zwischen Anfrage und Antwort das Peer-
to-Peer-System, muss die Anfrage wiederholt werden. Es wird auch keine Sicherheit gegen
einen Angreifer erzielt, der das gesamte System beobachten kann. Kooperieren mehrere
Knoten auf dem Pfad einer Suchanfrage, besteht zudem das Risiko, dass der Pfad rekon-
struiert werden kann.
Für das zweite Problem sind mehrere Lösungen denkbar:
• Das normale Chord-Routing könnte verwendet werden – jedoch wie bereits in der Lö-
sung des ersten Problems, ohne den Anfragen Absenderinformationen beizufügen.
Jeder Knoten entlang des Anfragepfads wüsste somit zwar, von wem er die Anfrage
erhalten hat, nicht aber, wer der ursprüngliche Absender ist. Nachteil dieser Lösung
ist jedoch die Möglichkeit, aufgrund der Funktionsweise des Chord-Routings Rück-
schlüsse darauf zu ziehen, ob ein Knoten eine Nachricht lediglich weitergeleitet hat
oder er selbst der Absender ist. In [O’Va04] wird gezeigt, dass ein passiver Angrei-
fer bei Verwendung des Chord-Protokolls zwar im Durchschnitt nur eine Menge von
n
12 Knoten (mit n = Anzahl der Teilnehmer des Chord-Netzes) bestimmen kann, un-
ter denen sich der Absender befindet. Diese Menge verkleinert sich jedoch, falls der
Angreifer sich innerhalb des Chord-Rings weit vom zuständigen Knoten entfernt be-
findet oder wenn mehrere Knoten zusammenarbeiten. Andererseits wird die Menge
durch Caching erheblich vergrößert.
• Auf dem ersten Hop könnten Anonymisierungsverfahren wie Crowds [ReRu98] oder
Onion Routing [ReSG98] angewandt werden. Die Identität des Anfragenden kann mit
diesen Verfahren zuverlässig geschützt werden, doch erhöht sich – in Abhängigkeit
von der gewünschten Sicherheit – der Kommunikationsaufwand beträchtlich.
Zusammengefasst bestehen also beim Einfügen eines Bewertungsdokuments drei Mög-
lichkeiten:
• Der suchende Knoten bedient sich des normalen Chord-Routings und fügt seine Ab-
senderinformationen bei. Die Antwort wird direkt zum suchenden Knoten gesandt.
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• Der suchende Knoten bedient sich des normalen Chord-Routings und fügt keine Ab-
senderinformationen bei. Die Antwort wird auf dem gleichen Pfad zurückgesandt wie
die Anfrage.
• Der suchende Knoten sendet seine Anfrage mittels des in [SyGR97] beschriebenen Ver-
fahrens an den ersten Knoten auf dem Pfad zum für den gesuchten Schlüssel zustän-
digen Knoten. Die Antwort wird dann ebenfalls an diesen Knoten gesendet, der sie
daraufhin ebenfalls mittels Onion Routing an den ursüprünglich anfragenden Knoten
zurückliefert.
Die im Rahmen der vorliegenden Arbeit entstandene Implementierung greift auf die erste
Variante zurück; es handelt sich um die effizienteste, die allerdings das geringste Daten-
schutzniveau gewährleistet. Es ist jedoch möglich, das Verfahren konfigurierbar zu gestal-
ten, so dass für besonders sensible Anfragen eine der beiden anderen Lösungen verwendet
werden kann. Das entsprechende Verfahren ist aus diesem Grund einfach austauschbar.
5.5.2.2 Datenschutz für Ersteller von Bewertungen
Für die Ersteller von Bewertungen stellt sich die Datenschutzproblematik anders dar: Be-
wertungsdokumente werden über einen längeren Zeitraum gespeichert. Auch, wenn kei-
ne Suche nach Autoren, sondern lediglich nach bewerteten Objekten möglich ist, so kann
durch systematisches Abfragen von Bewertungsdokumenten, wenn auch unter sehr hohem
Aufwand, doch ein Profil eines Autors erstellt werden: Ein Angreifer fragt dazu alle ihm
bekannten Objekte ab und erhält zu jedem Objekt unter anderem eine Liste bewertender
Autoren. Durch Neusortieren dieser Liste können Profile erstellt werden. Zudem kann auf
diese Art und Weise nicht nur die Tatsache festgestellt werden, dass ein Nutzer sich für ein
Objekt interessiert, sondern auch, wie er dieses bewertet hat.
Das Problem kann auf verschiedenen Ebenen des in Abschnitt 3.1.1.1 beschriebenen Mo-
dells gelöst werden:
• Auf der Identitätsebene. Dies bedeutet, dass die Identität des Bewertenden aus der
Bewertung nicht erkennbar sein sollte. Während diese Anforderung grundsätzlich un-
problematisch zu erfüllen ist, stellt sie im Zusammenhang mit der Verwendung von
Reputationssystemen eine Herausforderung dar. Wie dies dennoch ermöglicht wer-
den kann, wird in Abschnitt 5.7.1 erörtert.
• Auf der Empfängerebene. Hierzu könnte das in Abschnitt 4.4.2 beschriebene System
verwendet werden, um Bewertungsdokumente nur vertrauenswürdigen Empfängern
zugänglich zu machen. Darauf soll jedoch zunächst verzichtet werden, da die Profil-
bildung durch andere Maßnahmen hinreichend erschwert werden kann.
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• Auf der Zweckebene. Die Verwendung eines Dokuments zu einem bestimmten Zweck
kann zwar nicht sichergestellt werden. Wird jedoch der zum Abruf von Bewertungs-
dokumenten nötige Aufwand erhöht, so kann die Verwendung zum Zweck der Pro-
filbildung zumindest erschwert werden. Der Schutz muss in diesem Fall durch die je-
weiligen speichernden Knoten sichergestellt werden. Wie dies erreicht werden kann,
wird im folgenden Abschnitt dargestellt.
5.5.2.3 Massenabruf von Dokumenten
Der massenhafte Abruf von Bewertungen kann – ebenso wie das massenhafte Einfügen – auf
verschiedenen Wegen erschwert werden. Diesen liegt jedoch stets die Idee zugrunde, dem
abrufenden Kosten zu verursachen, die bei einem einzelnen Abruf nicht ins Gewicht fallen,
den systematischen Abruf zahlreicher Dokumente zur Profilbildung jedoch prohibitiv teuer
werden lassen.5
Der einfache Ansatz, Antworten auf Dokumentanfragen zeitverzögert zu versenden, ist
dabei aufgrund der möglichen Parallelisierung seitens des Angreifers nicht praktikabel.
Stattdessen bietet sich die Verwendung sogenannter crypto puzzles an: Bevor eine Antwort
versandt wird, muss der abfragende Knoten beweisen, dass er eine Rechenaufgabe gelöst
hat. Die Lösung sollte dabei schwierig zu finden, aber leicht zu überprüfen sein. Ein entspre-
chender Ansatz wird bereits in [RiSW96] vorgestellt. Im Rahmen dieser Arbeit wird jedoch
auf den in [RFC3972] und [CDGR+02] verfolgten Ansatz zurückgegriffen, eine kryptogra-
phische Hash-Funktion einzusetzen. Hierzu wird folgendes Verfahren verwendet:
Will ein Knoten die Bewertungsdokumente für ein Objekt abrufen, so kontaktiert er den
für die Speicherung zuständigen Knoten. Die Anfrage enthält folgende Einträge:
• ID des verwendeten Objekts id.
• Zeitstempel t.
• Eine Zeichenkette S, für die gilt: Die letzten k bit von hash(id|t|S) sind 0.
Der Parameter k dient dabei der Anpassung an im Laufe der Zeit steigende Rechenleistun-
gen; hash(x) ist eine kryptographische Hash-Funktion. Die Bedingung an die Zeichenkette
S kann somit nur erfüllt werden, indem der anfragende Knoten so lange verschiedene Wer-
te für S ausprobiert, bis die Bedingung erfüllt ist. Der antwortende Knoten prüft, ob er für
das Objekt id zuständig ist, ob der Zeitstempel t aktuell – beispielsweise nicht älter als 5 Mi-
nuten – ist, und ob die Bedingung, dass die letzten k bit von hash(id|t|S) den Wert 0 haben,
erfüllt ist. Nur in diesem Fall wird die Anfrage beantwortet.
Ein Problem bei der Verwendung des Verfahrens liegt darin, dass eine Anpassung an
steigende Rechenleistung über den Verlauf der Zeit hinweg möglich ist, nicht aber eine



























Abbildung 5.2: Abruf gespeicherter Bewertungen
Anpassung an die unterschiedlichen Rechenleistungen verwendeter Endgeräte. Es bietet
sich deshalb an, die Konstante k an leistungsstarken Endgeräten auszurichten. Für Geräte
mit geringerer Prozessorleistung – beispielsweise Mobiltelefone – soll eine kleinere Konstan-
te km verwendet werden. In diesem Fall soll aber die Information über den Ersteller des Do-
kuments entfernt werden. Diese Lösung beeinträchtigt die Funktionalität des Systems, da
der anfragende Knoten Bewertungen ihm bekannter Nutzer nicht mehr bevorzugen kann
und zudem die Integrität und Authentizität übertragener Bewertungsdokumente sich nicht
überprüfen lässt. Jedoch ist zumindest eine Teilfunktionalität auch für mobile Geräte noch
vorhanden.
Der Abruf von Bewertungen ist in Abbildung 5.2 zusammengefasst. Der Knoten, der die
Bewertung gespeichert hat – startet bei Erhalt einer Request-Nachricht (Anforderung einer
Bewertung) den Prüfprozess zur Entscheidung, ob die Bewertung versendet werden kann.
Dieser Prüfprozess ist im inneren Automaten dargestellt. Werden weniger als k Nullen ge-
lesen, schlägt die Prüfung fehl; andernfalls ist sie erfolgreich, und der abrufende Knoten
erhält die angeforderten Bewertungen. Für das Einfügen von Bewertungen findet das glei-
che Verfahren Anwendung.
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5.6 Nutzerbasiertes kollaboratives Filtern
Dieser Abschnitt beschreibt ein Verfahren zum nutzerbasierten Kollaborativen Filtern. Zu-
nächst wird dabei ein grundlegendes nutzerbasiertes Verfahren entworfen, das im nächsten
Schritt zu einem kombinierten Ansatz erweitert wird.
5.6.1 Basismodell
Bei der Verwendung nutzerbasierter Ansätze bestehen vier wesentliche Herausforderun-
gen:
• Die Speicherung der Nutzerprofile.
• Das Ähnlichkeitsmaß, das durch diesen Algorithmus herangezogen wird.
• Der eigentliche Empfehlungsalgorithmus, der grundsätzlich beliebig gewählt werden
kann.
• Der Algorithmus, der zum Finden ähnlicher Knoten (taste buddies) verwendet wird.
Hierbei gilt es, einen Kompromiss aus Kommunikationsaufwand und der Auswahl
möglichst passender Knoten zu finden.
5.6.2 Speicherung von Nutzerprofilen
Grundsätzlich kann bei einem nutzerbasierten Ansatz jeder Knoten sein eigenes Nutzerpro-
fil speichern und auch selbst die Liste ähnlicher Knoten verwalten6. Um die Verfügbarkeit
der Informationen auch dann zu gewährleisten, wenn ein Knoten nicht mit dem Peer-to-
Peer-System verbunden ist, bietet sich auch hier die Verwendung der Datenspeicherungs-
schicht des Peer-to-Peer-Systems an. Als Schlüssel für die Speicherung wird die Identität
des jeweiligen Nutzers verwendet.
• Hat ein Nutzer ein Objekt bewertet, so wird ein Bewertungsdokument erstellt und
die Funktion einfügen(Nutzer-ID, Bewertungsdokument) des Datenspeicherungsdiensts
aufgerufen.
• Soll eine Empfehlung für einen Nutzer erstellt werden, so wird für jeden taste buddy
des suchenden Nutzers die Funktion Dokument suchen(ID des taste buddy) aufgerufen.
Aus den so erhaltenen Dokumenten wird die Empfehlung berechnet.
Zusätzlich speichert jeder Knoten lokal das eigene Nutzerprofil sowie eine Liste der tas-
te buddies mit deren Nutzer-IDs und Nutzerprofilen. Dazu wird eine Datenstruktur fester
6Bei einem objektbasierten Ansatz ist dies nicht möglich, da die Speicherung dort nicht nach Nutzern organi-
siert ist.
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Größe t verwendet – könnte diese Datenstruktur beliebig wachsen, wäre die Skalierbarkeit
des Verfahrens gefährdet. Sind alle Einträge dieser Datenstruktur belegt, werden weitere
taste buddies nur dann hinzugefügt, wenn sie dem aktuellen Knoten ähnlicher sind als der
bis dahin unähnlichste taste buddy; dieser wird in diesem Fall verdrängt. Hat ein Knoten
seine taste-buddy-Liste aktualisiert, so speichert er sie unter Verwendung der Datenspei-
cherungsschicht mittels des Aufrufs einfügen(Nutzer-ID, Liste der taste buddies).
5.6.3 Ähnlichkeitsmaß
Im Zusammenhang mit der vorliegenden Arbeit entstand eine erste Implementierung eines
nutzerbasieren Ansatzes [Jäge06], die ähnlich [PSWS05] auf ein cosinus-basiertes Ähnlich-
keitsmaß zurückgreift. Die Nutzerprofile werden dabei als Vektoren aufgefasst, die sich aus
den Zeilen der in Abbildung 2.4 abgebildeten Matrix ergeben. Die Ähnlichkeit ist dann der
Cosinus des Winkels zwischen diesen Vektoren:










Dieses Ähnlichkeitsmaß wird für die vorliegende Arbeit übernommen.
5.6.4 Empfehlungsalgorithmus
Der für die vorliegende Arbeit verwendete Empfehlungsalgorithmus gewichtet lediglich
die Bewertungen der taste buddies mit deren Ähnlichkeitswert. Die vorhergesagte Bewer-
tung, die einem Objekt OA auf Knoten i zugewiesen wird, ergibt sich als
BOA(i) =
∑j∈tb(i),∃BOA(j)(Sim(i, j) · BOA(j))
∑j∈tb(i),∃BOA(j) Sim(i, j)
(5.2)
Es wird also für jeden Nutzer, der das jeweilige Objekt bewertet hat, das Produkt aus
dessen Ähnlichkeit zum aktuell betrachteten Knoten mit der Bewertung des Objekts multi-
pliziert. Die Ergebnisse werden aufsummiert und durch die Summe der Ähnlichkeiten der
Nutzer, die das Objekt bewertet haben, geteilt. Da die vorhergesagte Bewertung einfach als
gewichtetes Mittel gebildet wird, wird die Qualität der Vorhersage durch das als Gewicht
verwendete Ähnlichkeitsmaß bestimmt. Die Datenstruktur, die die Bewertungen enthält,
muss dabei den Zugriff auf Bewertungen anhand der Identität des Knotens, der sie abgege-
ben hat, ermöglichen. So kann auf vollständige Nutzerprofile zugegriffen werden. Konkret
wird ein Vektor verwendet, der für jeden Knoten eine Hashtabelle enthält; als Schlüssel in
diese Hashtabelle werden Objekt-IDs verwendet. Erforderlich ist auch die Möglichkeit, oh-
ne Kenntnis der Schlüssel auf die gespeicherten Bewertungen zugreifen zu können, da dies
für die effiziente Berechnung der Ähnlichkeit von Nutzerprofilen notwendig ist. Diese An-
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forderung ist aber in der praktischen Implementierung einer Hashtabelle unproblematisch
zu erfüllen.
Für die Aufgabe, eine Bewertung vorherzusagen, muss nun auf Knoten K (mit Nutzer-
profil ~K) lediglich der folgende Algorithmus durchgeführt werden, der als Eingabe die ID
des Objekts O, dessen Bewertung vorherzusagen ist, sowie eine Menge von Bewertungen
erhält.
1. Für jeden bewertenden Knoten X (mit Nutzerprofil ~X), der O bewertet hat: Berechne
Sim(~K, ~X).
2. Berechne die Summe der in Schritt 1 berechneten Ähnlichkeiten.
3. Berechne BO(K) gemäß Gleichung 5.2.
Die Aufgabe „relevante Objekte finden“ wird wie folgt gelöst: Für jedes Objekt, das min-
destens von einem taste buddy, aber nicht vom aktuellen Knoten bewertet wurde, wird die
Operation „Bewertung vorhersagen“ ausgeführt. Die resultierenden Bewertungen werden
von der besten Bewertung an absteigend sortiert und die ersten m Bewertungen dem Nutzer
als relevante Objekte dargestellt.
5.6.5 Auffinden ähnlicher Knoten
Das Auffinden neuer taste buddies ist – aufbauend auf [Jäge06] – wie folgt umgesetzt:
• Zur Initialisierung kontaktiert jeder neue Netzteilnehmer eine gewisse Anzahl z′ zu-
fällig ausgewählter Knoten aus der eigenen Nachbarschaft. Als Nachbarschaft wird
dabei die finger table des Chord-Verfahrens herangezogen, um sicherzustellen, dass
nicht ausschließlich taste buddies aus der direkten Nachbarschaft gewählt werden.
Die Anwendung greift dabei direkt auf die Overlay-Schicht zu, ohne die Datenspei-
cherungsschicht zu verwenden7.
Die Auswahl zufälliger Knoten durch einen Knoten x geschieht in folgender Weise:
– Die Menge M der Nachbarn des Knotens ist gleich der Einträge in der finger table
aus dem Chord-Protokoll. Sie hat m Elemente.
– x berechnet z = d z′me
– Ist m · z = z′, so setzt x zi = z für i ∈ 1, . . . , m. Ist m · z > z′, so setzt x: zi = z− 1
für i ∈ 1, . . . m · z− z′ und zi = z, sonst.
7Zur Vereinfachung ist dieser – einzige – Fall der Umgehung der Datenspeicherungsschicht in Abbildung 5.1
nicht dargestellt.
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Abbildung 5.3: Finden ähnlicher Knoten
zi muss also so gewählt werden, dass sich für alle kontaktierten Nachbarn i zusam-
men die Summe t (also die Gesamtzahl erwünschter taste buddies) ergibt. Nun sen-
det der Knoten eine Nachricht zum Aufbau einer Nachbarschaftsbeziehung an seine
Nachbarn; in der Nachricht an Nachbar i ist dabei der Wert zi enthalten. Mit Wahr-
scheinlichkeit p beantwortet der direkte Nachbar i die Nachricht selbst, sendet – falls
ein solches vorhanden ist – sein gespeichertes Nutzerprofil an den anfragenden Kno-
ten und leitet die Nachricht an z− 1 Knoten aus seiner eigenen Nachbarschaft weiter.
Mit Wahrscheinlichkeit 1− p leitet er die Nachricht an z seiner Nachbarn weiter und
wird nicht zum taste buddy. Die Empfänger im nächsten Schritt verfahren nach der-
selben Methode. Das grundlegende Vorgehen bei diesem Protokoll wird in Abbildung
5.3 dargestellt.
• Jeder Knoten sendet periodisch Anfragen an die Knoten, die für die Speicherung der
Nutzerprofile seiner taste buddies zuständig sind; dazu wird jeweils die Funktion
suchen(Nutzer-ID(taste buddy), Sucheinschränkung) der Datenspeicherungsschicht ge-
nutzt. Die Sucheinschränkung besteht jeweils aus dem eigenen Nutzerprofil und dem
Ähnlichkeitswert des unähnlichsten eigenen taste buddies (0, wenn die eigene taste-
buddy-Liste nicht voll ist). Jeder Empfänger einer solchen Suchanfrage vergleicht die-
ses Nutzerprofil mit allen eigenen taste buddies. Findet er einen taste buddy, der dem
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Nutzerprofil aus der empfangenen Nachricht ähnlicher ist als der in der Nachricht
angegebene Ähnlichkeitswert, so antwortet er mit dessen Nutzerprofil.
5.6.6 Kombinierter Ansatz: Auffinden von Objekten
Eine große Schwäche des nutzerbasierten Verfahrens ist die eingeschränkte Möglichkeit,
Objekte aufzufinden. Möchte ein Nutzer eine personalisierte Bewertung eines bestimmten
Objekts, so kann er diese nur erhalten, wenn mindestens einer seiner taste buddies dieses
Objekt bewertet hat. Die Bewertungen anderer Knoten im Netz für dieses Objekt kennt der
Knoten jedoch nicht. Um diesen Mangel zu beheben, ohne jedoch die Vorteile des nutzerba-
sierten Verfahrens aufzugeben, wird folgendes Verfahren vorgeschlagen:
• Hat ein Knoten seine taste buddies gefunden, so prüft er für jedes Objekt aus seinem
Nutzerprofil, ob dieses mindestens von γ seiner taste buddies bewertet wurde. Die
selbe Überprüfung wird auch durchgeführt, wenn der Knoten ein neues Objekt be-
wertet.
• Ist dies nicht der Fall, so speichert er einen Verweis auf seine eigene Identität unter
dem Schlüssel des entsprechenden Objekts (Aufruf von einfügen(Schlüssel(Objekt), ei-
gene Identität)).
• Der oder die für diesen Schlüssel zuständigen Knoten speichern bis zu η Identitäten
von Nutzern, die das Objekt bewertet haben; die ältesten Bewertungen werden ver-
drängt.
• Sucht nun ein Knoten eine Bewertung eines Objekts, das seine taste buddies nicht
bewertet haben, so sendet er eine Anfrage an den Knoten, der für das entsprechende
Objekt zuständig ist, und fügt die dort gespeicherten Nutzerprofile temporär seinen
taste buddies hinzu. Hierbei werden keine bestehenden taste buddies verdrängt; die
Speicherung erfolgt zusätzlich zu den vorhandenen Nutzerprofilen.
Auf diesem Weg kann die Anzahl an Objekten, für die eine Bewertung vorhergesagt wer-
den kann, deutlich erhöht werden. Dazu werden Elemente eines objektbasierten Ansatzes
eingeführt, jedoch nur für diejenigen Objekte, die mit Hilfe des nutzerbasierten Ansatzes
wahrscheinlich nicht gefunden werden könnten. Es entsteht hier also eine Kombination aus
nutzer- und objektbasiertem Ansatz.
5.7 Verteilte Speicherung von Bewertungsdokumenten
In diesem Abschnitt wird die verteilte Speicherung von Bewertungsdokumenten darge-
stellt. Im Grundsatz wird ein Bewertungsdokument dabei lediglich über die Funktion einfü-
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gen(Schlüssel, Dokument) der Datenspeicherungsschicht eingefügt. Diese Funktionalität kann
jedoch noch ergänzt werden.
5.7.1 Reputation und Schutz von Identitäten
Zwischen der Funktionalität eines Reputationssystems und dem Schutz der Identität von
Systemteilnehmern besteht ein Spannungsverhältnis: Reputation ist stets mit einem Trä-
ger – üblicherweise einer natürlichen oder juristischen Person – verknüpft, was jedoch zum
Vorliegen personenbezogener Daten führen kann.
Als Lösungsmöglichkeit bietet sich zum einen an, statt der Nutzer nur einzelne Bewer-
tungen zu bewerten. Diese Möglichkeit nimmt den Teilnehmern den Wohlverhaltensanreiz,
wie er durch Bewertungen der Nutzer selbst erreicht werden kann; die Möglichkeit, Bewer-
tungen zu bewerten, wird dennoch vorgesehen.
Zum anderen kann jedoch auch die Verwendung von Pseudonymen Abhilfe bringen. Da-
bei ist zu beachten, ein Nutzer, der einen schlechten Ruf erlangt hat, diesen nicht einfach
durch Wechsel des Pseudonyms verbessern können soll. Zunächst werden daher auf An-
wendungsebene die Identitäten der Knoten aus der Overlay-Ebene übernommen, so dass
die Maßnahmen zur Abwehr des Sybil-Angriffs (vgl. Seite 18) auch das Reputationssystem
schützen.
Zusätzlich könnte der Pseudonymwechsel auch auf Anwendungsebene mit Kosten ver-
bunden werden. Diese müssen nicht monetärer Natur sein; denkbar ist auch
• von einem Pseudonymträger zu verlangen oder mit erhöhter Reputation zu belohnen,
dass dieser einen Beweis für investierte Ressourcen (wie Rechenaufwand) erbringt,
falls dies nicht bereits auf Overlay-Ebene geschieht – ein Ansatz, der beispielsweise
in [RFC3972] verfolgt wird – ,
• den Anreiz zum Pseudonymwechsel zu nehmen, indem neu erstellte Pseudonyme
mit der schlechtestmöglichen Reputation ausgestattet werden – die Kosten des Pseud-
onymwechsels liegen in diesem Fall in der verlorenen Reputation.
Im Rahmen des entwickelten Systems wird darauf jedoch verzichtet und die Verwaltung
von Identitäten allein auf der Overlay-Ebene vorgenommen. Die zitierten Verfahren sind in
der Literatur bereits hinreichend diskutiert und können dem System bei Bedarf hinzugefügt
werden.
Wie kann der Einsatz eines Reputationssystems aber Fehlverhalten von Teilnehmern re-
duzieren? Dies setzt zum einen voraus, dass Fehlverhalten eines Teilnehmers entdeckt und
mit einer Verschlechterung seiner Reputation geahndet werden kann; zum anderen muss
ein schlechter Ruf auch zu negativen Konsequenzen für den jeweiligen Teilnehmer führen.
Die erste Voraussetzung ist ohne Weiteres zu erfüllen. Aufgrund der eingefügten Bewer-
tungsdokumente können andere Peers Nutzer bewerten. Zu bedenken gilt jedoch, dass eine
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schlechte Reputation in einem Empfehlungssystem nicht notwendigerweise zu Nachteilen
führt. Jedoch könnte eine solche zum Anlass genommen werden,
• Bewertungsdokumente des jeweiligen Nutzers nur mit geringem Gewicht zu berück-
sichtigen. Dies nimmt den Anreiz, zur Förderung bestimmter Objekte (beispielsweise
eigener Produkte) in großer Zahl Bewertungsdokumente zur Verfügung zu stellen.
Wie dies konkret umgesetzt wird, wird in Abschnitt 5.7.2 gezeigt.
• Anfragen des entsprechenden Knotens niedriger zu priorisieren bzw. Antworten zu
verzögern, wenn dieser selbst Bewertungsdokumente abrufen will. Dies betrifft nor-
male Nutzer des Systems, die Bewertungen schlechter Qualität abgeben.
Die Verwendung solch dauerhafter Pseudonyme birgt jedoch auch Risiken. Gelingt es
einem Angreifer, Bewertungsdokumente zu sammeln, die durch einen einzelnen Knoten
erstellt wurden, so besteht die Gefahr, dass ein genaues Profil über den Pseudonymträger
erstellt werden kann – je nach Art der bewerteten Objekte kann so ein Pseudonym auch
aufgedeckt werden (vgl. zu den möglichen Angriffen auch [RKMG+01]).
Die Erstellung eines solchen Profils wird daher durch den in Abschnitt 5.5.2.3 beschrie-
benen Mechanismus schon in der Datenspeicherungsschicht erschwert. Durch das Verfah-
ren wird sichergestellt, dass beim Abruf eines Bewertungsdokuments Kosten (in Form von
Rechenaufwand) entstehen; das Erstellen von Nutzerprofilen wird somit nicht unmöglich,
aber wenig attraktiv.
5.7.2 Bewertungen von Bewertungen
Zusätzlich zur Bewertung von Objekten kann Information zur Verfügung gestellt werden,
die die Beurteilung der Bewertungen erlaubt. Hierzu werden Bewertungen in der gleichen
Weise bewertet wie Objekte selbst. Weitere Bewertungsebenen sind nicht vorgesehen: Die
Bewertung einer Bewertung kann nicht bewertet werden – dem dadurch entstehenden ge-
ringen Nutzen stünde das Risiko eines DoS-Angriffs durch Einfügen beliebig vieler Bewer-
tungen immer tieferer Ebenen gegenüber.
Für die Bewertungen von Bewertungen wird kein neuer Schlüssel definiert, der zur Zu-
ständigkeit eines anderen Knotens führen könnte. Stattdessen wird der Schlüssel des zuge-
hörigen Objekts verwendet, sodass die gleichen Knoten, die für Bewertungen des Objekts
zuständig sind, auch die Bewertungen der Bewertungen speichern.
Die Bewertungen von Bewertungen werden im Nutzer-Interface herangezogen, um die
Reihenfolge zu steuern, in der Objektbewertungen angezeigt werden, und die Aggregation
von Bewertungszahlen zu einer Gesamtbewertung zu ermöglichen. Sind p der Identifika-
tor eines Objekts, bip die Bewertungsdokumente zu diesem Objekt, a(bip) (mit i = 1, . . . ,
Anzahl der Bewertungsdokumente zu Objekt p) die zugehörigen Bewertungszahlen, id(bip)
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die Identifikatoren der jeweiligen Bewertungsdokumente, ki die Anzahl von Bewertungen
der Objektbewertung i sowie t(author(bip)) das Vertrauen in deren Autor, so ergibt sich das














Somit wird sowohl die Sicht des jeweiligen Nutzers (durch die Einbeziehung seines Ver-
trauens in den Autor) als auch die anderer Nutzer im System (aufgrund ihrer Bewertungen)
berücksichtigt. Der Vertrauenswert ergibt sich durch die Verwendung eines Reputationssys-
tems oder aufgrund manueller Auswahl durch den Nutzer. Werden keine Vertrauenswerte
vergeben, wird der entsprechende Parameter auf den Wert 1 gesetzt; sie könnte jedoch auch
als Funktion der Anzahl durch den jeweiligen Autor abgegebener Bewertungen bestimmt
werden.
Zur Aggregation der Objektbewertungen über ihren Zahlenwert wird die Gesamtbewer-





w(bip) · a(bip), (5.4)
wobei l die Gesamtzahl der Bewertungen des Objekts ist. Dies bedeutet eine einfache Ge-
wichtung der eingehenden Einzelbewertungen.
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Die verteilte Speicherung von Bewertungsdokumenten ermöglicht zwar das Auffinden von
Informationen über Objekte; sie erlaubt es aber noch nicht, Empfehlungen im Sinne einer in-
dividuellen Vorhersage der Bewertung von Objekten oder des Auffindens relevanter Objek-
te zu erstellen. Im Folgenden soll nun ein objektbasierter Ansatz des Kollaborativen Filterns
dargestellt werden, der eine Alternative zum bereits vorgestellten nutzerbasierten Ansatz
darstellt.
5.8.1 Basismodell
Die grundlegende Idee des Verfahrens besteht darin, in einer DHT jeweils unter dem Schlüs-
sel eines Objekts die Information abzulegen, welche anderen Objekte mit diesem (wie oft)
gemeinsam benutzt wurden (vgl. Abb. 5.4). Eine gemeinsame Benutzung ist dabei als das
Vorhandensein der Objekte in einem Nutzerprofil definiert. Die verwendete Datenstruktur
heißt auch Objekttabelle. Im Gegensatz zum nutzerbasierten Ansatz werden also nicht die
Zeilen, sondern die Spalten der Matrix aus Abbildung 2.4 jeweils unter einem gemeinsa-
men Schlüssel gespeichert. Eine Objekttabelle enthält konkret die folgenden Einträge:
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Mit Objekt 6 
benutzt
Abbildung 5.4: Speicherung von Objekttabellen in Chord
• Gesamtzahl der Benutzungen des Objekts
• Für jede gemeinsame Nutzung mit einem anderen Objekt (das heißt, für jedes Vorhan-
densein beider Objekte im Nutzerprofil eines Nutzers):
– Identifikator des anderen Objekts
– Zeitpunkte der Benutzung beider Objekte
– Bewertungszahlen beider Objekte (wie durch den Nutzer vergeben)
– Identität (Pseudonym) der benutzenden Person
– Signatur der benutzenden Person
Die tatsächliche Einbeziehung der Bewertungszahlen durch den verwendeten Empfeh-
lungsalgorithmus ist dabei nicht nötig; dies hängt vom jeweiligen Anwendungsszenario ab.
Der Empfehlungsalgorithmus ist dabei leicht austauschbar.
Jeder Knoten hat zudem eine Liste aller Objekte, die der jeweilige Nutzer bereits in Benut-
zung hatte, inklusive der zugehörigen Bewertungsdokumente (Nutzerprofil). Wünscht der
Nutzer nun eine Empfehlung, so wird bei den für jedes lokal bewertete Objekt jeweils zu-
ständigen Knoten angefragt, welche anderen Obekte mit diesem gemeinsam benutzt wur-
den. Aus dieser Information kann dann lokal eine Empfehlung erzeugt werden. Benutzt
ein Teilnehmer ein weiteres Objekt, so muss er alle Knoten benachrichtigen, die für ein von
ihm genutztes Objekt zuständig sind, d.h. er muss die Information über die gemeinsame
Benutzung unter den Schlüsseln dieser Objekte speichern. Dies führt auch schon zum be-
reits angesprochenen Skalierbarkeitsproblem: Der benötigte Kommunikationsaufwand für
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die Aktualisierung (bei Erwerb eines neuen Objekts) liegt bei einer Nutzerprofil-Größe von
u in O(u), betrachtet man die Anzahl der Nachrichten auf der Overlay-Ebene. In der Trans-
portschicht ergeben sich daraus O(u · log n) Nachrichten (n Anzahl der Knoten im Overlay)
(vgl. [SMKK+01]). Für den Aufbau aller Objekttabellen – unterstellend, dass immer ein Ob-
jekt auf einmal den Tabellen hinzugefügt wird – ergibt sich gar ein quadratischer Aufwand.
Zusammengefasst für alle m Nutzer des Systems sind auf Overlay-Schicht O(m · u2) Nach-
richten und auf Transportschicht O(m · u2 · log(n)) Nachrichten zu versenden. Wird verein-
fachend m = n gesetzt (jedem Nutzer also genau ein Knoten zugeordnet), sind es O(n · u2)
Nachrichten auf Overlay- und O(n · u2 · log(n)) auf Transportschicht. Will ein Knoten aktua-
lisierte Objekttabellen abrufen, so sind dazu ebenfalls O(u) Nachrichten auf Anwendungs-
bzw. O(u · log n) Nachrichten auf Transportschicht erforderlich. Unterstellt man, zu jedem
erworbenen Objekt sei vorher eine solche Aktualisierung vorgenommen worden, ergibt sich
hierfür der gleiche Gesamtaufwand wie bereits für das Versenden der eigenen Aktualisie-
rungsnachrichten.
Im Folgenden werden zunächst funktionale Verbesserungen betrachtet, die die Skalier-
barkeit erheblich verbessern und eine hohe Empfehlungsqualität ermöglichen. Anschlie-
ßend werden Sicherheitsmechanismen eingeführt, die auch die Anbindung eines Reputati-
onssystems umfassen und den Schutz personenbezogener Daten im System ermöglichen.
5.8.2 Empfehlungsberechnung
Der verwendete Empfehlungsalgorithmus basiert auf der Häufigkeit gemeinsamer Benut-
zungen zweier Objekte. Er lehnt sich an einen in [DeKa04] vorgeschlagenen Algorithmus
an. Für alle Objekte, die für den Nutzer interessant sein könnten – also alle, die mindestens
einmal gemeinsam mit einem Objekt aus seinem Nutzerprofil verwendet wurden – , wird









mit α ∈ [0, 1] Konstante. Die Relevanz eines Objekts B für ein Objekt A ergibt sich also
durch Division der Anzahl gemeinsamer Benutzungen F∩, geteilt durch das Produkt aus
der Anzahl an Benutzungen von Objekt A und der mit α potenzierten Benutzungshäufigkeit
von Objekt B. Die normierte Objekt-zu-Objekt-Relevanz wird aus Sicht eines Nutzers i über
alle in seinem Nutzerprofil upi enthaltenen Objekte gebildet.
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die durchschnittliche Bewertung für das zu bewertende Objekt durch Nutzer, die auch das
jeweilige andere Objekt bewertet haben.
Die vorhergesagte Bewertung E∗i ergibt sich dann durch eine einfache Gewichtung
E∗i (OA) = ∑
OB∈upi
NRi(OB, OA) · EOA,OB(OA) (5.8)
Ausgehend von diesem Berechnungsverfahren lässt sich eine Rangordnung der für einen
Nutzer relevantesten Objekte, die ihm vorher nicht bekannt waren, erstellen, oder auch eine
Bewertung eines einzelnen Objekts vorhersagen. Es ist denkbar, dass das Berechnungsver-
fahren keine Bewertungsvorhersage erstellen lässt – beispielsweise, wenn das Nutzerprofil
des berechnenden Knoten i leer ist oder keines der darin enthaltenen Objekte gemeinsam
mit dem Zielobjekt OA benutzt wurde. In diesem Fall wird die durchschnittliche Bewertung
von OA als Ergebnis zurückgeliefert.
Die nächsten Abschnitte sollen zeigen, wie basierend auf dem dargestellten Berechnungs-
verfahren Empfehlungen in einem Peer-to-Peer-System erzeugt werden können.
5.8.2.1 Ablauf der Empfehlungserzeugung
Die Empfehlungserzeugung kann grundsätzlich auf zwei verschiedenen Wegen stattfinden
• Im ersten Fall sollen dem Nutzer aufgrund seines Profils für ihn relevante weitere
Objekte empfohlen werden („Finde relevante Objekte“). Die Empfehlungserzeugung
läuft dabei wie folgt ab:
– Der Knoten ruft die Objekttabellen zu den in seinem Nutzerprofil vorhandenen
Objekten ab bzw. fordert eine Aktualisierung an. Er führt also die Operation su-
chen(Schlüssel) für jedes dieser Objekte aus.
– Zu den damit gemeinsam genutzten Objekten schätzt er aufgrund der nun vor-
handenen Informationen deren Relevanz ab und fordert von den k relevantes-
ten wiederum die Objekttabellen an. Zur Abschätzung, welches die relevantes-
ten Objekte sind, wird in Gleichung 5.5 die Nutzungshäufigkeit F des nicht im
lokal vorhandenen Nutzerprofil enthaltenen Objekts auf 1 gesetzt, da die Infor-
mation über die tatsächliche Nutzungshäufigkeit noch nicht vorhanden ist. Die
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– Aus den nun vorhandenen, normierten Informationen wird aufgrund der aus
Gleichung 5.6 errechneten Relevanzen eine Rangliste der relevantesten, im loka-
len Nutzerprofil noch nicht vorhandenen Objekte erstellt. Die obersten Einträge
werden dem Nutzer empfohlen (Anzahl je nach Auswahl des Nutzers).
• Im zweiten Fall soll eine nutzerspezifische Bewertung – also eine Prognose über die
Einschätzung eines Objekts durch einen Nutzer – erzeugt werden. Dazu wird die Ob-
jekttabelle des jeweiligen Objekts angefordert und dessen Bewertung gemäß Glei-
chung 5.8 berechnet.
Im Vergleich zum naiven Verfahren, bei dem für jeden Schritt eine Nachricht an alle Kno-
ten gesendet wird, die die Objekttabelle des jeweils gewünschten Objekts verwalten, sind
diverse Verbesserungen möglich.
5.8.3 Funktionale Optimierungen
Den ersten Schritt bilden funktionale Optimierungen, die einen Teil der benötigten Nach-
richten einsparen können. Hierzu werden verschiedene Ansätze verfolgt:
• Auf der Ebene der Datenhaltung:
– Die Replikation von Objekttabellen in verschiedenen Bereichen des Chord-Rings.
– Die Verwendung eines einfachen Anwendungs-Multicast-Protokolls zum Ver-
senden von Aktualisierungsnachrichten.
• Auf der Ebene der Empfehlungsanwendung:
– Die Reduktion der Häufigkeit von Aktualisierungen von Objekttabellen.
– Die Speicherung der Objekttabellen verschiedener Objekte an einem gemeinsa-
men Speicherort (Schlüssel).
– Die Zusammenfassung mehrerer Aktualisierungsnachrichten verschiedener Ob-
jekte.
Diese Verbesserungen werden im Folgenden beschrieben.
5.8.3.1 Replikation von Objekttabellen
Sollte eine verbesserte Lastverteilung nötig werden so bietet es sich an, gespeicherte Inhalte
auch auf andere Knoten zu replizieren. Durch die Besonderheiten des Chord-Routings kann
dabei gleichzeitig der Kommunikationsaufwand auf Kosten des Speicheraufwands verrin-
gert werden. Hierzu sind verschiedene Verfahren denkbar:
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• Der in [DBKK+01] vorgeschlagene Caching-Mechanismus (vgl. Abschnitt 5.5) könnte
eingesetzt werden.
• Alternativ soll an dieser Stelle ein durch den speichernden Knoten initiierter Repli-
kationsmechanismus vorgestellt werden. Ziel ist dabei, diesem Knoten die Kontrolle
über die Replikation zu geben, um im Bedarfsfall eine schnellere Aktualisierung der
repliziert gespeicherten Daten herbeiführen zu können.
Der Chord-Ring wird in m Teile unterteilt (mit m ∈ {1, 2, 4, . . .}). Jeder Knoten be-
stimmt m dabei in Abhängigkeit der Netzlast im Overlay. Grundsätzlich sind beliebi-
ge Funktionen zur Ermittlung der Netzlast anwendbar. Notwendig ist lediglich ihre
Nachvollziehbarkeit. Für die Evaluierung des Verfahrens wird die lokale Knotendich-






mit l Konstante, cido eigene Chord-ID, cids Chord-Id des Nachfolgeknotens, d(x, y)
Distanz der Knoten x und y im Chord-Ring (als Abstand der Chord-IDs ermittelt), k
Größe des Wertebereichs der für Chord verwendeten Hashfunktion.
Im Normalfall soll – abgesehen von der auf der Datenspeicherungsschicht nötigen
Redundanz – nach wie vor nur ein einzelner Knoten für einen Schlüssel verantwortlich
sein. Steigt dessen Belastung, werden jedoch zusätzliche zuständige Knoten bestimmt.
Dies geschieht dadurch, dass einem Objekt zusätzliche Speicherorte zugewiesen wer-
den. Entscheidet ein Knoten sich, die bei ihm vorhandenen Daten zu replizieren, so
wird der für m ermittelte Wert aber lediglich als obere Grenze verwendet; der Knoten
darf die Replikation bei dieser Anzahl anderer Knoten vornehmen, muss aber nicht.
Diese Entscheidung wird in Abhängigkeit der Auslastung des Knotens auf Anwen-
dungsebene gefällt.
ortj = ort1 +
⌈




wobei j = 1, . . . , m, k die Größe des Wertebereichs der verwendeten Hashfunktion und ort1
der im ursprünglichen Chord-Protokoll zugewiesene Speicherort (also hash(Schlüssel)) ist.
Der für diesen Schlüssel zuständige Knoten kann entscheiden, seine Objekttabelle an lokal –
für einen bestimmten Bereich des Chord-Rings – zuständige Knoten zu senden, sodass sie
insgesamt bis zu m mal gespeichert sind. Durch Beobachtung der jeweils lokal vorliegenden
Knotendichte kommen andere Knoten zu einem ähnlichen m-Wert und können den jeweils
nächstgelegenen Knoten kontaktieren, der die gewünschte Objekttabelle repliziert. Liegt die
Objekttabelle dort nicht vor, so leitet dieser Knoten sie an den nächsten zuständigen Knoten
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Abbildung 5.5: Multicast in der Datenspeicherungsschicht
weiter, der für den sich aus Gleichung 5.11 ergebenden Speicherort unter Verwendung des
halbierten Werts für m zuständig ist.
Vorteil dieses Verfahrens ist, dass der zuständige Knoten die Replikation selbst kontrol-
lieren und dementsprechend auch bei Aktualisierungen schnell reagieren kann. So kann die
Konsistenz des Datenbestands weitgehend gewährleistet werden.
5.8.3.2 Multicast auf Anwendungs-Ebene
Betrachtet man die von einem Knoten sowohl bei der Aktualisierung der lokal gespeicher-
ten Empfehlungsdaten als auch nach der Benutzung eines Objekts versandten Nachrich-
ten, so fällt auf, dass fast identischer Nachrichteninhalt an eine Vielzahl anderer Knoten im
Chord-Ring gesendet wird: Im einen Fall besteht die Nachricht lediglich aus der Anfrage
nach der Zusendung einer aktualisierten Objekttabelle; im anderen Fall wird das Benut-
zungsprofil des jeweiligen Knotens versandt. Es bietet sich an, die erforderliche Nachrich-
tenzahl durch Verwendung eines Multicast-Protokolls auf der Overlay-Ebene – wie sie in
allgemeiner Form in [Hueb03] beschrieben sind – zu reduzieren. Die Datenspeicherungs-
schicht wird dazu um eine Methode einfügen(Liste von Schlüsseln, Dokument) ergänzt. Hier-
153
Kapitel 5 Entwurf eines Empfehlungssystems
zu wird eine einfache Variante gewählt: Der Absender bestimmt die Zielschlüssel, sortiert
die zugehörigen Speicherorte in aufsteigender Reihenfolge – beginnend mit seiner eigenen
Knoten-ID – und sendet sie dann an den ersten Knoten in der Liste. Jeder Empfänger ent-
fernt sich von der Empfängerliste und leitet die Nachricht an den ersten folgenden Spei-
cherort auf der Liste weiter. Da die durchschnittliche Entfernung zum Folgeknoten geringer
ist, als wenn der Ausgangsknoten seine Nachricht an jeden einzelnen Empfänger senden
müsste, wird die Anzahl erforderlicher Hops auf diesem Wege reduziert. Um weiterhin die
Redundanz auf der Datenspeicherungsebene zu ermöglichen, wird das Protokoll einzeln
für jeweils ein Replikat ausgeführt. Abbildung 5.5 verdeutlicht dieses Verfahren aus Sicht
des ursprünglich einfügenden Knotens: Ist der Parameter s aus Abschnitt 5.5 gleich 1, so
ist das Verfahren nach Sortieren der Speicherorte und Versenden an den ersten Speicherort
der Liste abgeschlossen; andernfalls wird es für jede Redundanzebene mit den dann jeweils
gültigen Speicherorten wiederholt.
5.8.3.3 Aggregierte Aktualisierung
Ein erster Schritt zur Verringerung des Kommunikationsaufwands besteht darin, Aktuali-
sierungen von Objekttabellen nicht bei jeder Änderung vorzunehmen, sondern stets meh-
rere Aktualisierungen zusammenzufassen.
Für den Abruf von aktualisierten Objekttabellen können folgende Grundsätze herangezo-
gen werden:
• Solange wenige Einträge vorhanden sind, sollten Aktualisierungen häufiger vorge-
nommen werden; spätere Aktualisierungen können mit größerer Verzögerung vor-
genommen werden . In [Jäge06] wird dazu vorgeschlagen, jeweils erst nach 2i(i ∈
{1, . . .}) lokalen Aktualisierungen eine Änderung zu propagieren. Dieser Vorschlag
bietet einen Ansatzpunkt, doch führt seine Implementierung bei großen Nutzerpro-
filen dazu, dass praktisch gar keine Aktualisierungen mehr vorgenommen werden.
Im Rahmen dieser Arbeit wird die Aktualisierungsfrequenz daher nicht exponentiell
reduziert, sondern lediglich linear.
• Einträge, die nur mit geringem Gewicht in die Empfehlungsberechnung einfließen,
erfordern seltener eine Aktualisierung. Das setzt jedoch voraus, dass dem Knoten,
der die Aktualisierung anstößt, diese Einträge bekannt sind – funktioniert also nicht
während der Initialisierung eines Knotens. Zur Unterstützung dieser Funktion lässt
sich die Relevanz abschätzen, mit der das entsprechende Objekt OA in die Empfehlung
für einen Nutzer eingeht. Als Schätzfunktion wird verwendet:
ER(OA) = F(OA) (5.12)
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Die geschätzte Relevanz ER des Objekts entspricht also seiner Häufigkeit. Dement-
sprechend kann auch der Abruf der Objekttabelle selten benutzter Objekte mit gerin-
ger Frequenz geschehen. Dies gilt zumindest für das Empfehlen dem Nutzer noch
nicht bekannter Objekte; die Bewertung eines Objekts vorherzusagen, erfordert ohne-
hin einen deutlich geringeren Aufwand.
Zusammenfassend lässt sich die Dauer zwischen zwei aufeinanderfolgenden Aktualisie-
rungen der lokalen Kopie der Objekttabelle für Objekt OA wie folgt beschreiben: Die Aktua-
lisierung findet statt, wenn eine der beiden folgenden Bedingungen erfüllt ist.
∆t = c · |E|
F(OA)
(5.13)
∆E = d · |E|
F(OA)
(5.14)
wobei |E| die Gesamtzahl durch den Nutzer angeforderter Empfehlungen ist; c und d sind
Konstanten. Die konkrete Umsetzung ist in Abbildung 5.6 beschrieben. Jeder Knoten spei-
chert für alle Objekte, deren Objekttabellen vorhanden sind, jeweils die Anzahl an Schritten
bis zur nächsten Aktualisierung (in Abbildung 5.6: „Schritte bis Aktualisierung“) sowie den
spätesten Zeitpunkt (in Abbildung 5.6: „Zeit für Aktualisierung“) der nächsten Aktualisie-
rung. Als „Schritt“ wird dabei jede Verwendung der Objekttabelle durch den Empfehlungs-
algorithmus gezählt.
Für jedes Objekt, dessen Objekttabelle durch den Empfehlungsalgorithmus benötigt wird,
prüft das Verfahren, ob diese Tabelle bereits lokal vorhanden ist. Ist dies nicht der Fall, wird
die Tabelle angefordert. Ansonsten wird der Schrittzähler für das Objekt geprüft; ist er bei 0
angelangt, wird die Objekttabelle angefordert, sonst der Zähler dekrementiert. Die Objekt-
tabelle wird auch angefordert, wenn der vorgegebene Zeitpunkt für eine Aktualisierung
verstrichen ist.
Das Anfordern einer Objekttabelle wird durch die Operation suchen(Schlüssel(Objekt))
der Datenspeicherungsschicht realisiert. Nach dieser Anforderung werden Schrittzähler
und spätester Zeitpunkt der nächsten Aktualisierung für das jeweilige Objekt gemäß Glei-
chung 5.14 neu gesetzt.
Für das Einfügen neuer Objektbewertungen kann differenziert werden:
• Den Objekttabellen der neu hinzugekommenen Objekte müssen die bereits vor der
neu hinzugefügten Bewertung im lokalen Nutzerprofil enthaltenen Objekte hinzuge-
fügt werden. Diese Vorgang ist als solcher für jedes neue Objekt einmalig; hier können
zwar mehrere neue Objekte zusammengefasst werden, doch eine Priorisierung nach
Objekten ist nicht nötig.
• Den Objekttabellen der bereits vor der neu hinzugefügten Bewertung im lokalen Nut-
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Abbildung 5.6: Aggregierte Aktualisierung von Objekttabellen
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zerprofil enthaltenen Objekte müssen die neu hinzugekommenen Objekte hinzuge-
fügt werden. Hier ist eine Priorisierung nach Relevanz des jeweils zu aktualisierenden
älteren Objekts möglich; dabei ist jedoch darauf zu achten, dass hierdurch die Zusam-
menfassung mehrerer Aktualisierungen in einer Nachricht erschwert wird. Aus die-
sem Grund wird für die Implementierung im Rahmen dieser Arbeit auf eine solche
Priorisierung verzichtet.
Zusammenfassend wird eine Aktualisierungsnachricht dann versendet, wenn eines der
beiden folgenden Kriterien erfüllt ist:
∆t = f · log |R| (5.15)
∆B = g · log |R| (5.16)
mit |R| Gesamtzahl versandter Aktualisierungsnachrichten, B Anzahl durch den Nutzer
abgegebener Bewertungen, f und g Konstanten. Ob die Kriterien erfüllt sind, wird auch
hier erst überprüft, sobald neue Objekte benutzt und bewertet wurden. Das Vorgehen beim
Einfügen einer neuen Bewertung ist in Abbildung 5.7 dargestellt: Jede Bewertung, die der
Nutzer abgibt, wird sofort dem lokalen Nutzerprofil hinzugefügt. Sobald im lokalen Nut-
zerprofil eine Bewertung länger als die Zeitspanne ∆t vorliegt und noch nicht veröffentlicht
ist oder mehr als ∆B (gemäß Gleichung 5.15 bzw. 5.16) Bewertungen nicht veröffentlicht
sind, wird eine Aktualisierungsnachricht versendet.
Im Zusammenhang mit dem Multicast-Verfahren aus Abschnitt 5.8.3.2 werden beim Ein-
fügen von Bewertungen nur zwei Nachrichten versendet. Zunächst wird unter den Schlüs-
seln der bereits vorher bewerteten Objekte ein Dokument mit folgendem Inhalt eingefügt:
• Nutzer-ID des bewertenden Nutzers
• Für jedes neu bewertete Objekt:
– Identifikator des Objekts
– Zeitpunkt der Benutzung
– Bewertungszahl
– Signatur über Nutzer-ID, Identifikator des neu bewerteten Objekts, Zeitpunkt der
Benutzung und Bewertungszahl
Unter den Schlüsseln der neu bewerteten Objekte wird ein Dokument mit dem folgenden
Inhalt eingefügt:
• Nutzer-ID des bewertenden Nutzers
• Für jedes neu bewertete und jedes vorher bewertete Objekt:
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Abbildung 5.7: Einfügen neuer Bewertungen
– Identifikator des Objekts
– Zeitpunkt der Benutzung
– Bewertungszahl
– Signatur über Nutzer-ID, Identifikator des Objekts, Zeitpunkt der Benutzung
und Bewertungszahl
Beim Generieren einer Empfehlung bleibt es bei dem in Abbildung 5.6 dargestellten Ver-
fahren. Statt des Schritts „Rufe Objekttabelle für Objekt o ab“ wird dieses Objekt lediglich in
eine Liste zu aktualisierende Objekttabellen eingetragen; erst, wenn die Prüfung aus Abbil-
dung 5.6 für alle Objekte abgeschlossen ist, die zur Erzeugung einer Empfehlung benötigt
werden, wird die Aktualisierungsanfrage für alle Objekte versandt, also die Operation su-
chen(Schlüssel der eingetragenen Objekte) ausgeführt.
5.8.3.4 Aggregierte Speicherung von Bewertungen
Der Kommunikationsaufwand lässt sich zusätzlich verringern, indem Informationen über
mehrere Objekte zusammengefasst auf jeweils einem Knoten gespeichert werden. Dies lässt
sich einerseits – jedoch auf Kosten der Lastverteilung – dadurch erreichen, dass die Anzahl
an Knoten, die grundsätzlich Informationen speichern können, reduziert wird. Dazu könn-
te beispielsweise eine modifizierte Chord-ID zu jedem Schlüssel gebildet werden, indem
die ursprüngliche Chord-ID ganzzahlig durch eine Konstante k geteilt wird (Chord-IDneu =
Chord-ID mod k).
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Abbildung 5.8: Aggregation von Objekttabellen
Eleganter erscheint jedoch die Zusammenfassung von Objekten, die ohnehin häufig ge-
meinsam abgerufen werden. Dies bietet sich beim verwendeten Ansatz schon deshalb an,
weil die benötigte Information – die Häufigkeit gemeinsamer Benutzungen – ohnehin be-
reits vorhanden ist. Abbildung 5.8 fasst den Algorithmus zusammen, mit dem diese Aggre-
gation durchgeführt wird. Sobald ein vorgegebener Schwellwert gemeinsamer Nutzungen
überschritten wird, sendet einer der beteiligten Knoten seine Objekttabelle an den Knoten,
der für das zweite Objekt zuständig ist – er verwendet dazu den Aufruf einfügen(Schlüssel
des zweiten Objekts, Objekttabelle). Welcher Knoten zuständig wird, wird durch den Vergleich
der Hashwerte der beiden Objekt-Identifikatoren zufällig, aber nachvollziehbar bestimmt.
Der Knoten, der seine Zuständigkeit verloren hat, beantwortet künftige Anfragen mit ei-
nem Verweis auf den neuen Schlüssel. Dies erhöht zwar den Aufwand bei einer erstmaligen
Anfrage, doch durch Caching der Verweisinformation können zukünftige Anfragen direkt
an den neu zuständigen Knoten gerichtet werden. Jeder Knoten, der einen Verweis auf einen
neuen Schlüssel erhält, speichert diesen lokal ab.
5.8.4 Angriffsvektoren und Lösungswege
In der vorgestellten Version lässt sich zwar die Funktionalität des Empfehlungssystems ge-
währleisten, doch sind noch keinerlei Sicherheitsmaßnahmen vorgesehen. Eine Vielzahl von
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Angriffen ist denkbar. An dieser Stelle werden Abwehrmaßnahmen gegen einzelne Angriffe
erörtert; eine ausführliche Analyse der Sicherheit des Gesamtsystems folgt in Kapitel 6.
Angriffe durch speichernde Knoten Die erste Kategorie von Angriffen ist nur den Knoten
möglich, die für die Speicherung einer Objekttabelle zuständig sind. Diese können:
• Eine höhere Anzahl gemeinsamer Objektbenutzungen mit bestimmten anderen Ob-
jekten vortäuschen, als diese tatsächlich vorliegt.
• Eine niedrigere Anzahl gemeinsamer Objektbenutzungen mit bestimmten anderen
Objekten vortäuschen, als diese tatsächlich vorliegt.
• Eine höhere Gesamtzahl an Benutzungen des von ihnen verwalteten Objekts vortäu-
schen, als sie tatsächlich vorliegt.
• Eine niedrigere Gesamtzahl an Benutzungen des von ihnen verwalteten Objekts vor-
täuschen, als sie tatsächlich vorliegt.
• Einen Teil der empfangenen Anfragen – oder alle – ignorieren.
Angriffe durch andere Knoten Auch andere Knoten können das System erheblich beein-
trächtigen. Im Wesentlichen kann ein Angreifer gemeinsame Objektbenutzungen veröffent-
lichen, die nicht stattgefunden haben – oder in höherer Anzahl, als sie stattgefunden haben.
Im Folgenden werden all diese Angriffsmöglichkeiten und die angewandten Lösungswe-
ge diskutiert.
5.8.4.1 Angriffe durch speichernde Knoten
In einem ersten Schritt soll der Anreiz eines Knotens reduziert werden, Empfehlungen für
ein Objekt zu beeinflussen. Wer ein solches Interesse hat, wird im Allgemeinen daran inter-
essiert sein, Empfehlungen für ein bestimmtes Objekt zu erreichen oder zu verhindern. Ziel
muss also sein, die Auswahl der Chord-ID, für die ein Knoten zuständig sein soll, durch
diesen Knoten zu erschweren. Wie dies möglich ist, wird bereits in Abschnitt 2.1.7 disku-
tiert.
Zusätzlich sollen jedoch Gegenmaßnahmen gegen einzelne Angriffe, wie sie oben aufge-
führt wurden, ergriffen werden.
Übertreiben der Anzahl gemeinsamer Objektbenutzungen Ein Angreifer, der ein Objekt
bewerben will, kann dies dadurch tun, dass er auf Anfrage behaupten, dieses sei sehr häufig
mit anderen Objekten benutzt worden. Es bringt dem Angreifer dabei jedoch keinen Vorteil,
die Objekttabelle dieses Objekts zu verwalten: Wer die entsprechende Objekttabelle abruft,
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tut dies, weil das Objekt bereits Teil seines Profils ist und er nach Empfehlungen für an-
dere Objekte sucht. Doch auch, wenn der Angreifer andere Objekttabellen verwaltet, kann
dem Angriff vorgebeugt werden: Zu diesem Zweck muss der Knoten, der eine Objektta-
belle speichert, nicht nur die Anzahl gemeinsamer Objektbenutzungen speichern, sondern
auch die signierten Aktualisierungsnachrichten der Knoten, die das Objekt verwendet ha-
ben. Auf diese Weise kann er beweisen, dass nicht weniger gemeinsame Objektbenutzungen
vorliegen, als von ihm behauptet.
Untertreiben der Anzahl gemeinsamer Objektbenutzungen Der umgekehrte Angriff – das
Zurückliefern einer kleineren Anzahl gemeinsamer Objektbenutzungen, als sie tatsächlich
vorliegen – ist schwieriger aufzudecken. Ein Angreifer könnte daran Interesse haben, um
eine Empfehlung für ein anderes Objekt zu provozieren. Zur Überprüfung kann man sich
jedoch die Symmetrie der gespeicherten Informationen zunutze machen: Wurde Objekt A
10mal gemeinsam mit Objekt B genutzt, so gilt dies natürlich auch umgekehrt. Ein überprü-
fender Knoten kann also den für Objekt B verantwortlichen Knoten befragen und sich von
diesem auch belegen lassen, dass der durch ihn gelieferte Wert nicht zu hoch ist.
Um diese Überprüfung effizient zu gestalten, wird sie jedoch nicht für alle Objekte durch-
geführt. Lediglich Objekte, die dem Nutzer tatsächlich vorgeschlagen werden, werden auf
diese Weise überprüft.
Übertreiben der Gesamtzahl an Objektbenutzungen Die Information, wie oft ein Objekt
insgesamt benutzt wurde, fließt in die Empfehlungsberechnung ebenfalls mit ein. Der Kno-
ten, der die jeweilige Objekttabelle speichert, kann analog zu den einzelnen Einträgen der
Tabelle auch die Gesamtsumme an Objektbenutzungen beweisen, indem er alle signierten
Aktualisierungsnachrichten, aus denen sich die Zahl ergibt, einem überprüfenden Knoten
zur Verifikation sendet. Da es sich jedoch um eine sehr große Zahl an Dokumenten handeln
kann, sollte eine solche Überprüfung nicht bei jeder Anfrage an einen Knoten durchgeführt
werden.
Untertreiben der Gesamtzahl an Objektbenutzungen Schwieriger stellt sich das Problem
dar, dass ein Knoten die Gesamtzahl an Objektbenutzungen auch untertreiben kann. Wer-
den beispielsweise einzelne Zeilen der Objekttabelle als leer zurückgemeldet, so kann gera-
de nicht mehr durch Anfrage bei einem anderen Knoten überprüft werden, ob diese Aus-
sage korrekt ist. Eine Lösung kann hier nur in redundanter Speicherung von Daten liegen.
Auch hier soll aber auf den Abgleich bei jeder Anfrage verzichtet werden, sondern nur eine
stichprobenartige Überprüfung vorgenommen werden.
Ignorieren von Anfragen Ignoriert ein Knoten Anfragen, so kann der anfragende Knoten
dies zwar an ausbleibenden Bestätigungen bemerken – sicher verhindern lässt sich ein sol-
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ches Verhalten jedoch nicht. Auch hier wird die Funktionalität des Systems also durch die
redundante Speicherung von Daten sichergestellt.
5.8.4.2 Sonstige Angriffe
Problematischer als die Angriffe der für ein Objekt jeweils verantwortlichen speichernden
Knoten sind solche, die allen Systemteilnehmern möglich sind: Diese betreffen nicht mehr
nur je ein Objekt, sondern potentiell alle dem System bekannten.
Einfügen inkorrekter Objektbenutzungsangaben Das Einfügen inkorrekter Objektbenut-
zungsangaben kann nicht direkt sanktioniert werden – welche Objekte ein Systemteilneh-
mer benutzt hat, ist durch das System nicht nachvollziehbar. Denkbar sind lediglich Plau-
sibilitätsprüfungen (die Anzahl an Objekten, die ein Nutzer in der Praxis benutzen kann,
ist begrenzt) und Bewertungen aufgrund der Qualität der Empfehlungen, die sich bei Be-
rücksichtigung des entsprechenden Nutzers ergibt. Hier besteht allerdings das Problem,
dass Nutzern mit ungewöhnlichem Bewertungsprofil der Anreiz genommen werden könn-
te, dieses wahrheitsgemäß zu offenbaren.
Der Anreiz zum Einfügen inkorrekter Angaben könnte jedoch – wenn der Sybil-Angriff,
wie in Abschnitt 2.1.7 diskutiert, vermieden wird – auch dadurch reduziert werden, dass
Bewertungen eines Nutzers geringer gewichtet werden, wenn dieser viele Bewertungen ab-
gegeben hat. Einfach zu realisieren ist dies bei Verzicht auf die Anonymitätsunterstützung.
So kann für jeden Knoten A ein weiterer Knoten B bestimmt werden, der für die Speiche-
rung der Anzahl bereits vorgenommener Bewertungen zuständig ist. In diesem Fall legt
A den Hash-Wert der aktualisierten Objekttabelle it zur Signatur bei B vor; B signiert so-
dann die Zeichenkette (A|hash(it)|Zeitstempel|Anzahl von A benutzter Objekte). Die so
signierte Zeichenkette wird bei den für die Speicherung zuständigen Knoten vorgelegt, die
die Signatur von A prüfen und, wenn der enthaltene Zeitstempel aktuell ist, ihre Objektta-
bellen aktualisieren. Aus Sicherheitsgründen bietet es sich an, statt eines einzelnen Knotens
B mehrere einzusetzen; ein nicht kooperativer Knoten könnte sonst leicht durch Verweigern
der Signatur die Teilnahme des korrespondierenden A-Knotens am System verhindern.
Konkret wird die geringere Gewichtung von Knoten, die sehr viele Bewertungen abgege-
ben haben, realisiert, indem das in Gleichung 5.6 gegebene Relevanzmaß modifiziert wird.
Die Funktion F(OA), die in der ursprünglichen Version lediglich die Anzahl der Benutzun-
gen des Objekts A angibt, wird dazu umdefiniert. Statt die Anzahl der Nutzerprofile Li(OA)






wi(Li) · Li(OA), (5.17)
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wobei wi(Li) eine Gewichtungsfunktion ist, die dazu führt, dass Nutzerprofile mit vielen
Einträgen geringer gewichtet werden als solche mit wenigen Einträgen.
Als einfache Funktion wird dabei vorgeschlagen
wi(Li) =
1
1 + log |Li|
(5.18)
Diese Gewichtungsfunktion wird auch in der Evaluierung des vorgestellten Ansatzes zu-
grunde gelegt.
5.8.4.3 Vertrauen als Empfehlungsgrundlage
Zusätzlich kann bei der Empfehlungsberechnung das Vertrauen in andere Knoten mit ein-
fließen. Der einfachste Weg, dies zu erreichen, ist eine Modifikation der Gewichtungsfunk-
tion aus Gleichung 5.18 durch Gewichtung mit dem Vertrauen ti in den jeweiligen Knoten:




Der Vertrauenswert kann sich dabei wiederum aus der Verwendung eines Reputations-
systems ergeben.
Ähnlich dem in Abschnitt 5.9.1 Verfahren kann auch hier Reputation in Abhängigkeit von
der Qualität einer errechneten Empfehlung generiert werden. Wiederum wird die Empfeh-
lung sowohl ohne als auch mit dem Beitrag des entsprechenden Nutzers berechnet; ergibt
sich durch die Berücksichtigung des Nutzers bei der Empfehlungsberechnung eine Verbes-
serung, wird eine positive Bewertung abgegeben, sonst eine negative.
5.8.4.4 Reputation und Datenschutz
Reputationssysteme können auch aus einem anderen Gesichtspunkt heraus hilfreich sein.
Wie sich gezeigt hat, ist eine Überprüfung der Angaben von Knoten in einigen Fällen zwar
möglich, soll aufgrund des hohen Aufwands aber nicht bei jedem Abruf, sondern nur stich-
probenartig vorgenommen werden. Es stellt sich somit jedoch die Frage, wie auf Angriffe
reagiert werden soll. Eine natürliche Reaktion auf den Angriff eines Knotens ist es, diesem
Knoten nicht mehr zu vertrauen – um dies zu kommunizieren, ist der Einsatz eines Reputa-
tionssystems unerlässlich.
Wie bereits erwähnt, soll an dieser Stelle kein neuer Reputationsmechanismus entwickelt
werden – vielmehr stellt sich die Frage, wie ein bestehendes Reputationssystem einbezogen
werden kann, ohne dabei die hohen Anforderungen an den Datenschutz zu verletzen. Die
Grundidee besteht dabei darin, einem Knoten zwar eine persistente Identität zuzuweisen
und diese auch für das Reputationssystem zu verwenden, jedoch in den Objekttabellen auf
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die Verwendung dieser Identitäten zu verzichten. Aufgrund des damit verbundenen Kom-
munikationsaufwands bleibt auch dieses Protokoll optional.
Schutz der Identität bei der Aktualisierung von Objekttabellen Der Prozess beim Aktua-
lisieren einer Objekttabelle verläuft wie folgt:
Die Aktualisierungsnachricht besteht aus zwei Teilen: Dem bestehenden Nutzerprofil,
aus dem sich ergibt, an welche Knoten die Nachricht geschickt wird, und den l neuen Ob-
jekten, die der Nutzer hinzufügen möchte.
Beim Versand einer Aktualisierungsnachricht führt der jeweilige Knoten N nun den fol-
genden Algorithmus durch:
Für jedes neu bewertete Objekt k
Für jedes vorher bewertete Objekt p
berechne hash(k, p, timestamp, salt),
mit salt Zufallszahl. Alle berechneten Hash-Werte für ein festes k werden an den Kno-
ten Hk gesendet, der für den folgenden Schlüssel verantwortlich ist: (Erste t2 bits von
hash(Identifikator des neu bewerteten Objekts k) | Erste t2 bits von hash(N)), mit ’|’ Kon-
katenationsoperator, t Länge einer Knoten-ID in bits.
Hk überprüft sodann, ob er für Anfragen von N zuständig ist, indem er ebenfalls die ers-
ten t2 bits von hash(N) berechnet. Ist das der Fall, prüft er, ob er schon einmal eine Anfrage
von N erhalten hat – ist das der Fall, verwirft er die Anfrage. Andernfalls signiert Hk die
Zeichenketten (Hk | hash(k, p, timestamp, salt) | timestamp | lokal eindeutiger Bezeichner
für N | Anzahl vorher von N bewerteter Objekte | Reputation von N). Er speichert die
Host-ID des Knotens N und den lokal eindeutigen Bezeichner für N in einer Datenbank
und sendet die signierten Zeichenketten an N. Der Knoten N sendet daraufhin die Ak-
tualisierungsnachrichten; jede enthält ein neu bewertetes Objekt und einen Teil der vorher
bewerteten Objekte. Für jeden Eintrag werden der Salt-Wert und die von Hk empfangenen
Informationen, einschließlich des bei Hk lokal eindeutigen Bezeichners für N, mitgeschickt.
Für den ersten Overlay-Hop jeder Aktualisierungsnachricht wird Onion Routing als An-
onymisierungsprotokoll verwendet, sodass für den empfangenden Knoten nicht ersichtlich
ist, wer die Nachricht abgesendet hat. Der für die jeweilige Objekttabelle zuständige Knoten
wiederum prüft, ob der Knoten Hk tatsächlich für das Objekt zuständig gewesen sein kann.
Falls dies der Fall ist, wird die Signatur geprüft und der Eintrag aus benutztem Objekt und
den von Hk versandten Informationen in der Objekttabelle gespeichert.
Mit Hilfe dieses Protokolls werden zweierlei Ziele erreicht: Zum einen wird verhindert,
dass ein Knoten mehrfach die gleiche Objektkombination angibt. Zum anderen wird die
Reputation eines Knotens bei der jeweiligen Objektkombination vermerkt. Beides ist mög-
lich, ohne die Identität dieses Knotens zu enthüllen. Es bleibt jedoch die Frage, wie diese
Reputation bei Bedarf aktualisiert werden kann.
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Aktualisierung von Reputationsinformation Offensichtlich kann es vorkommen, dass die
Reputation eines Knotens aktualisiert werden muss, nachdem dieser eine Bewertung abge-
geben hat. Jedoch kennt ein Knoten KB, der auf eine Bewertung zugreift, nicht die Identität
des Bewertenden. Um basierend auf einer Transaktion sein Vertrauen zum Ausdruck zu
bringen, sendet er deshalb eine Nachricht an den Knoten Hk, der die Bewertung – nach Ab-
warten eines zufälligen Zeitraums ∆t – an das Reputationssystem weiterreicht. Folge dieses
Verfahrens ist jedoch, dass das Reputationssystem die Bewertung behandeln muss, als habe
der Knoten Hk sie aufgrund eigener Erfahrungen abgegeben. Wird stattdessen die Identität
von KB verwendet, können Dritte eine Zuordnung zwischen dieser und der Identität des
Bewerteten herstellen.
Da die Identität eines Knotens jedoch für jedes Objekt von einem anderen Knoten ver-
waltet wird, kann im Fall eines Knotens, der unzutreffende Objektbewertungen abgibt, das
Reputationssystem dennoch effektiv eingesetzt werden.
5.9 Erweiterungen
Neben den beschriebenen Mechanismen sind Erweiterungen denkbar, die für die grundle-
gende Funktionalität der vorgestellten Verfahren nicht notwendig sind, aber Verbesserun-
gen in verschiedenen Eigenschaften bewirken können.
5.9.1 Vertrauen, Sicherheit und Datenschutz im nutzerbasierten Ansatz
Der nutzerbasierte Ansatz lässt sich durch das Einbeziehen von Vertrauensbeziehungen er-
weitern. Erweisen sich die Empfehlungen eines Knotens als hilfreich, so ist dies ein Anlass,
diesem Knoten zukünftig mehr Vertrauen entgegenzubringen und sie folglich mit einem
höheren Gewicht in die eigene Entscheidungsfindung einfließen zu lassen.
Wiederum kann dieses Vertrauen zunächst lokal gespeichert werden; der Einsatz eines
Reputationssystems, um lokale Vertrauensentscheidungen auch anderen Netzteilnehmern
kommunizieren zu können, ist aber eine wünschenswerte Ergänzung. Das Reputationssys-
tem selbst ist nicht Fokus dieser Arbeit. In der Literatur ist bereits eine Reihe von Reputati-
onssystemen für Peer-to-Peer-Systeme vorgestellt worden – genannt seien hier insbesonde-
re das Eigentrust-System [KaSGM03] sowie [KiPe03], [CDVP+02] und [GuJA03] sowie (auf
Empfehlungssysteme bezogen) [Zieg05].
Die Verwendung eines Vertrauenswerts in einem Empfehlungsalgorithmus ist dabei zu-
nächst unproblematisch; eine einfache Gewichtung von Eingabegrößen mit dem Vertrau-
enswert des jeweiligen Nutzers reicht in der Regel aus. Fraglich ist jedoch, wie ein Vertrau-
enswert konkret berechnet werden kann. Verschiedene Verfahren sind denkbar:
• Vertrauen kann durch persönliche Kontakte zwischen den Teilnehmern des Systems
entstehen. Zusätzliche Vertrauenswerte können durch manuelle Bewertungen seitens
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der Nutzer generiert werden, die beispielsweise aufgrund ähnlicher Bewertungspro-
file entscheiden. Dieser Weg eignet sich offensichtlich nur für eine geringe Anzahl von
Kommunikationspartnern.
• Vertrauenswerte können auch auf Basis erzeugter Empfehlungen vergeben werden:
Führt die Berücksichtigung des Profils eines Knotens bei der Empfehlungsberechnung
zu einer Einschätzung, die von der danach durch den Nutzer des empfohlenen Guts
vorgenommenen Einschätzung abweicht, so führt dies zu einer Vertrauensreduktion,
andernfalls wird der Vertrauenswert erhöht. Hier besteht die Gefahr, dass Nutzern
das Vertrauen lediglich aufgrund ungewöhnlicher Vorlieben entzogen wird. Dennoch
wird der Ansatz in der folgenden Art und Weise verfolgt: Die Bewertungen von Ob-
jekten werden wie oben beschrieben berechnet. Diese Berechnung wird im Anschluss
pro taste buddy einmal wiederholt, wobei das Profil des jeweiligen taste buddy nicht
in die Berechnung einfließt. Nun wird der Betrag d der Differenz aus der durch den
Nutzer selbst vorgenommenen Bewertung B∗OA(i) und der ursprünglichen Bewertung
BOA(i) des Empfehlungssystems gebildet. Zusätzlich berechnet das System den Betrag
d\j der Differenz zwischen B∗OA(i) und der Bewertung ohne taste buddy j BO\jA (i)
. Ist
nun d − d\j > 0, so hat sich die Empfehlungsqualität durch Einbeziehung von taste
buddy j verbessert, und der lokale Vertrauenswert wird erhöht; sonst wird er gesenkt.
Die auf diese Art gewonnenen Vertrauenswerte können verwendet werden, um mit Hilfe
des in Abschnitt 4.4.2 beschriebenen Systems die Kenntnisnahme von Bewertungen durch
andere Knoten einzuschränken.
5.9.2 Kategoriebildung beim objektbasierten Ansatz
Die Suche nach einer Empfehlung wird in aller Regel nicht dem Ziel dienen, Empfeh-
lungen zu irgendeinem Objekt zu erhalten; vielmehr hat der Suchende Interesse an ei-
ner bestimmten Kategorie von Objekten. In der Literatur bislang betrachtete Peer-to-Peer-
Empfehlungssysteme betrachten nur Empfehlungen innerhalb einer bestimmten Domäne,
doch bedeutet dies eine erhebliche Einschränkung der Anwendbarkeit solcher Systeme.
Im vorliegenden System soll dementsprechend eine Empfehlungsberechnung in Abhän-
gigkeit von Objektkategorien ermöglicht werden. Dabei stellen sich zwei wesentliche Her-
ausforderungen:
• Die Bildung von Objektkategorien muss ermöglicht werden.
• Die Empfehlungserzeugung muss so modifiziert werden, dass sie die gewünschte
Zielkategorie berücksichtigt.
Beide Probleme werden in den folgenden Absätzen erörtert.
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Bildung von Objektkategorien Objektkategorien sollen in eine Baumstruktur eingeord-
net werden: Ausgehend von einer Wurzelkategorie werden dabei jeweils Unterkategorien
definiert. Jede Kategorie gehört zu genau einer Oberkategorie, kann jedoch beliebig viele
Unterkategorien haben. Der Baum kann im System im einfachen Fall statisch vorgegeben
werden. Dazu ist es möglich, bestehende Taxonomien von Objekten heranzuziehen. Eine
solche Taxonomie wird beispielsweise in [LAKV+01] herangezogen.
Alternativ oder ergänzend besteht die Möglichkeit, eine Taxonomie durch die Nutzer des
Systems pflegen zu lassen, wie dies beispielsweise im Wikipedia-Projekt (www.wikipedia.
org) der Fall ist. Das Hinzufügen und Entfernen von Kategorien könnte dabei durch einen
Abstimmungsprozess ermöglicht werden. Zur Speicherung der Taxonomie ist ein System
denkbar, das sich am Domain Name System [RFC1034] orientiert. Die konkrete Implemen-
tierung eines solchen Systems ist jedoch nicht Gegenstand der vorliegenden Arbeit.
Empfehlungserzeugung Bei der Empfehlungserzeugung gibt es grundsätzlich zwei Mög-
lichkeiten. So können einerseits Objekttabellen aller Kategorien berücksichtigt werden; an-
dererseits kann auch auf die Aktualisierung von Objekttabellen nicht gewünschter Katego-
rien verzichtet werden. Wie sich beides auf die Empfehlungsqualität auswirkt, ist in der Li-
teratur unzureichend untersucht. Um den Kommunikationsaufwand gering zu halten, soll-
te die Suche jedoch zumindest auf einen Teilbaum des oben erwähnten Kategorienbaums
beschränkt werden.
5.10 Fazit
In diesem Kapitel wurden zwei Anwendungsfälle von Empfehlungssystemen identifiziert.
Für den Anwendungsfall der verteilten Speicherung von Bewertungen wurde ein System
entworfen, das auf dem strukturierten Overlay-Netz Chord aufbaut. Die Empfehlung dem
Nutzer unbekannter Objekte kann auf zwei verschiedenen Wegen realisiert werden. Ein An-
satz eignet sich für unstrukturierte wie auch für strukturierte Netze, stellt jedoch nur einen
Ausschnitt potentiell relevanter Daten zur Verfügung. Durch Ausnutzung der Eigenschaf-
ten strukturierter Netze ermöglicht der zweite Ansatz eine vollständigere Datengrundlage
für die Empfehlungsberechnung.
Beide Ansätze sollen durch diverse Protokollerweiterungen in ihren Eigenschaften be-
züglich Sicherheit, Datenschutz und Skalierbarkeit verbessert werden. Ein hybrider Ansatz
kann zudem die Vorteile beider Ansätze in Teilen vereinen. Die Ergebnisse des vorliegenden
Kapitels sind in Teilen in [Sorg07a] veröffentlicht.
Im folgenden Kapitel wird analysiert, inwieweit diese Verbesserungsvorschläge die iden-
tifizierten Anforderungen erfüllen.
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In diesem Kapitel wird der Entwurf, wie er im vorherigen Kapitel dargestellt wurde, an-
hand verschiedener Kriterien bewertet. Zunächst wird eine prototypische Implementierung
dargestellt, die zeigt, dass das entworfene Empfehlungssystem grundsätzlich in die Praxis
umgesetzt werden kann. Die Bewertung aus technischer Sicht wird im Anschluss nach drei
Kriterien vorgenommen, die in den folgenden Abschnitten betrachtet werden:
• Zum einen wird die Qualität der errechneten Empfehlungen der Anwendungen des
Kollaborativen Filterns betrachtet. Kann nur ein Teil der Eingabedaten zur Verfügung
gestellt werden, die in einem zentralen System verfügbar wären, ist mit einer Ver-
schlechterung der Qualität zu rechnen, die es aber in Grenzen zu halten gilt. Die Qua-
lität wird simulativ ermittelt, da so reproduzierbare Ergebnisse erlangt werden kön-
nen.
• Den zweiten Schritt bilden Betrachtungen zur Skalierbarkeit. Auch hier bildet eine
Simulation des Systems die Grundlage; die Überprüfung der Skalierbarkeit mittels
einer prototypischen Implementierung würde sich im Vergleich deutlich aufwendiger
gestalten.
• Den Abschluss bilden Sicherheitsbetrachtungen. Diese basieren auf theoretischen
Überlegungen.
Da ein Großteil der technischen Evaluation auf Simulationen des Systems aufbaut, soll zu-
nächst deren Aufbau beschrieben werden. Im Anschluss werden Bewertungsmetriken vor-
gestellt, die der Einordnung der erreichten Empfehlungsqualität dienen können. Schließlich
werden die einzelnen oben genannten Bewertungskriterien betrachtet.
6.1 Prototypische Implementierung
Die prototypische Implementierung eines Empfehlungssystems dient dazu, die praktische
Anwendbarkeit des entworfenen Systems zu überprüfen. Auf Grundlage des SESAM-
Basissystems [CDHS+05] setzt sie die verteilte Speicherung von Bewertungsdokumenten
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Abbildung 6.1: Prototypische Implementierung
sowie die Grundversion objektorientierten Kollaborativen Filterns um – jedoch ohne die
funktionalen Erweiterungen, die in der Simulation evaluiert werden. Wesentliche Teile der
Implementierung gehen dabei auf eine Studienarbeit [Scan06] zurück, die im Rahmen der
vorliegenden Arbeit entstand.
Das SESAM-Basissystem stellt bereits ein Äquivalent zur Datenspeicherungsschicht des
in Kapitel 5 beschriebenen Entwurfs zur Verfügung: Der Dokumentendienst ermöglicht
es, Dokumente – so auch Bewertungsdokumente – zu speichern, zu löschen, und abzuru-
fen. Die funktionellen Anforderungen an die Datenspeicherungsschicht werden durch den
Dienst also erfüllt. Er wird daher anstelle der beschriebenen Datenspeicherungsschicht her-
angezogen. Inwieweit die diskutierten Datenschutzanforderungen erfüllt werden, hängt
von der konkreten Implementierung der darunter liegenden Schichten ab. Um die Durch-
führbarkeit des gewählten Ansatzes zu demonstrieren, reicht das SESAM-Basissystem je-
doch jedenfalls aus.
Der Empfehlungsdienst beinhaltet die Komponente RecommendationCache, die lokale Ko-
pien von Bewertungsdokumenten vorhält, sowie den RecommendationGenerator, der den ei-
gentlichen Empfehlungsalgorithmus beinhaltet. Dieser Algorithmus ist dabei austauschbar
und kann zur Laufzeit ausgewählt werden. Die Nutzeroberfläche – in einem Beispiel in Ab-
bildung 6.1 dargestellt – erlaubt es Nutzern, Bewertungen abzugeben, nach Bewertungsdo-
kumenten zu suchen und Empfehlungen zu berechnen.
Als Besonderheit der Implementierung ist die Möglichkeit des Einsatzes einer Taxono-
mie hervorzuheben. Im SESAM-Basissystem werden Ontologien eingesetzt, also (formale)
Spezifikationen einer Begriffsbildung [Grub93]. Wesentlicher Mechanismus dieser Spezifi-
kation ist die Einordnung in eine Taxonomie. Die Verwendung von Ontologien wurde für
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die verwendeten Bewertungsdokumente auch in das prototypisch implementierte Empfeh-
lungssystem übernommen: Dazu wurde eine einfache Beispieltaxonomie für die Ansicht zu
empfehlender Objekte eingeführt. Auf diesem Weg lässt sich die Suche nach Dokumenten
einschränken, so dass nur Bewertungen bestimmter Kategorien von Objekten berücksichtigt
werden. Beispielsweise können so die Bewertungen aller Sportartikel gesucht werden.
6.2 Simulationen
6.2.1 Verwendeter Datensatz
Eine Reihe verschiedener Datensätze ist in der Literatur für die Evaluation von Empfeh-
lungssystemen herangezogen worden. Die gängigsten sind der EachMovie-Datensatz, der
Jester-Datensatz und der Movielens-Datensatz [HKTR04]. In [BEKR06] sind diese Datensät-
ze analysiert und gegenübergestellt:
• Der EachMovie-Datensatz besteht aus insgesamt 2.711.718 Bewertungen von 74.424
Nutzern über 1.649 Objekte (Filme). Dieser Datensatz ist jedoch nicht mehr öffentlich
verfügbar.
• Der Jester-Datensatz besteht aus 3.519.449 Bewertungen von 48.483 Nutzern über 100
Objekte (Witze).
• Der MovieLens-Datensatz steht in verschiedenen Varianten zur Verfügung; es han-
delt sich hierbei um verschieden große Ausschnitte einer Datenbasis von Filmbewer-
tungen. Die umfangreichste davon („Movielens Million“) enthält 1.000.209 explizite
Bewertungen auf einer ganzzahligen Skala von 1–5, die 6.040 Nutzer über 3.952 Filme
abgegeben haben.
Außer den in [BEKR06] dargestellten Datensätzen ist noch der Bookcrossing-Datensatz
[ZMKL05] zu erwähnen. Dieser enthält 1.149.780 explizite Bewertungen von 278.858 Nut-
zern über 271.379 Objekte (Bücher).
Für die Simulation der untersuchten Ansätze wurde der durch das GroupLens-Projekt1
zur Verfügung gestellte Movielens-Datensatzes ausgewählt. Bei diesem Datensatz ist im
Gegensatz zu den anderen genannten Datensätzen jede Bewertung mit einem Zeitstempel
versehen; dies ermöglicht eine Einbeziehung des zeitlichen Ablaufs der Bewertungsabgabe
in die durchgeführten Simulationen. Der Zeitraum, in dem die Bewertungen gesammelt
wurden, reicht von April 2000 bis Februar 2003. Demographische Informationen über die
Nutzer sowie eine Einordnung der Filme in Genres sind ebenfalls enthalten, wurden jedoch
nicht verwendet.
1http://www.grouplens.org, abgerufen am 20. März 2007
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In [BEKR06] sind einige statistische Merkmale des Movielens-Datensatzes zusammenge-
fasst: Im Durchschnitt hat jeder Nutzer 165,6 Bewertungen abgegeben; dies führt zu einer
Bewertungsdichte (Quotient aus tatsächlich abgegebenen und theoretisch möglichen Be-
wertungen) von 4,19%. Die durchschnittliche Bewertung liegt bei 3,580, bei einer Standard-
abweichung von 0,935.
In den Simulationen wurde jedem im Movielens-Datensatz vorhandenen Nutzer ein zu-
fällig ausgewählter Knoten im Peer-to-Peer-System zugeordnet – jedoch nicht umgekehrt,
so dass stets mehr Knoten vorhanden waren als bewertende Nutzer: Zwar ist denkbar, dass
in der Praxis mehrere Nutzer sich einen Knoten teilen. Dies dürfte aber nicht der Regelfall
sein. Der Kommunikationsaufwand des Peer-to-Peer-Systems würde sich dadurch zudem
verringern, so dass jedenfalls keine Verschlechterung der Skalierbarkeit des Systems im Ver-
gleich zur simulierten Variante zu erwarten ist.
Die Bewertungszeitpunkte wurden gemäß der Reihenfolge gewählt, wie sie durch die
Zeitstempel des MovieLens-Datensatzes vorgegeben ist. Die Simulationen wurden mit der
vollen Nutzerzahl – also 6.040 Nutzern – und 10.000 Knoten durchgeführt. Für einen Teil
der durchgeführten Simulationen wurde jedoch nur ein Ausschnitt der im Datensatz vor-
handenen Objekte betrachtet – beispielsweise die Objekte mit den Identifikatoren 1–100. In
diesem Fall wurden die dargestellten Ergebnisse als Mittelwert aus jeweils mehreren sol-
cher Teilmengen gewonnen. Das Vorgehen erlaubte es, insgesamt eine größere Anzahl an
Simulationen durchzuführen.
Ergänzend wurde für einzelne Simulationen ein weiterer Datensatz herangezogen. Hier-
zu kamen nur der Jester- und der Bookcrossing-Datensatz in Frage. Der Jester-Datensatz
enthält allerdings nur 100 Objekte, was seine Aussagekraft zumindest für den objektbasier-
ten Ansatz einschränkt. Daher wurde der Bookcrossing-Datensatz [ZMKL05] herangezo-
gen. Da auch in diesem Datensatz keine Bewertungszeitpunkte enthalten sind, beschränk-
ten sich diese Simulationen auf die Ermittlung der Empfehlungsqualität mittels der betrach-
teten Empfehlungsalgorithmen. Der Datensatz enthält insgesamt 1.149.780 Bewertungen
von 278.858 Nutzern über 271.379 Objekte (Bücher). Zum Teil handelt es sich dabei um
explizite, von den Nutzern auf einer Skala von 1–10 vorgenommene Bewertungen; es sind
aber auch implizite Bewertungen enthalten, die lediglich das Interesse eines Nutzers an ei-
nem Buch ausdrücken.
6.2.2 Simulator
Die Empfehlungsqualität und der Kommunikationsaufwand, der beim Einsatz der An-
wendungen für kollaboratives Filtern entsteht, wurden simulativ untersucht. Dabei wur-
de der in der Programmiersprache Java implementierte, ereignisbasierte Simulator Planet-
Sim [GPMP+05] eingesetzt; er wurde aufgrund seiner Skalierbarkeit – also der Möglichkeit,
172
6.2 Simulationen
ihn auch für die Simulation sehr großer Netze einzusetzen – ausgewählt2. Als Bestand-
teil des PlanetSim-Simulators ist das Chord-Protokoll implementiert. Es besteht somit die
Möglichkeit, einen Chord-Ring aufzubauen, Knoten beitreten zu lassen und Nachrichten
an Knoten zu senden, die für einen bestimmten Schlüssel zuständig sind. Es handelt sich
um einen Overlay-Simulator; die Charakteristika des Underlays, also des IP-Netzes, das
die Basis für das betrachtete Peer-to-Peer-System bildet, werden (trotz entsprechender Er-
weiterbarkeit des Simulators) nur unzureichend modelliert. So können insbesondere keine
Latenzen bei der Kommunikation zwischen den einzelnen Knoten berücksichtigt werden;
möglich ist hier lediglich eine Abschätzung aufgrund der Anzahl auf Transportschicht ver-
sandter Nachrichten. Diese Einschränkung kann jedoch für die Betrachtung einer Peer-to-
Peer-Anwendung in Kauf genommen werden.
Die dargestellten Simulationen liefen jeweils wie folgt ab: Zunächst wurden 10.000 Kno-
ten instantiiert. Diese Anzahl ergibt sich daraus, dass einerseits ein möglichst großes System
untersucht werden sollte, andererseits aber die Ressourcenanforderungen der Simulation
keine beliebige Steigerung zulassen.
Die Knoten traten nacheinander dem Chord-Overlay-Netz bei, wobei vollständig auf
die Chord-Implementierung des PlanetSim-Simulators zurückgegriffen wurde. Den Kno-
ten wurde dann – unabhängig von ihren Chord-IDs – Nummern von 1 bis 10.000 zugewie-
sen. Im verwendeten Movielens-Datensatz sind Nutzer ebenfalls durch Nummern reprä-
sentiert. Der Datensatz wurde nach den Zeitpunkten der Abgabe von Bewertungen sortiert.
Für jede im Datensatz enthaltene Bewertung wurde nun auf dem simulierten Knoten, des-
sen Nummer der zu dieser Bewertung enthaltenen Nutzernummer entsprach, die Methode
zum Hinzufügen einer Bewertung aufgerufen. Zugleich wurde auf dem Knoten der Zeit-
punkt der Bewertung, wie er im Datensatz enthalten ist, mitgeteilt.
In den Simulationen wurden grundsätzlich die aggregierte Aktualisierung und aggre-
gierte Speicherung von Bewertungen, Replikation von Objekttabellen und Multicast auf
Anwendungsebene eingesetzt. Die in den Simulationen verwendeten Parameter sind in Ta-
belle 6.1 aufgeführt. Zur Evaluation einzelner Optimierungen wurden einzelne Parameter
variiert; dies ist im jeweiligen Abschnitt beschrieben.
Die verwendeten Chord-IDs hatten eine Länge von 32 bit, die finger tables der Knoten 32
Einträge. Zudem kannte jeder Knoten seine 16 direkten Nachfolger.
Auf die redundante Datenspeicherung wurde in der Regel verzichtet; allerdings wurde
in einzelnen Simulationsläufen bestätigt, dass der Kommunikationsaufwand in Parameter
s linear und in Parameter r sublinear steigt. Soweit nicht anders erwähnt, wurde beim ob-
jektbasierten Ansatz für die aggregierte Aktualisierung der Parameter d aus Formel 5.14
2Bei den Simulationen zeigte sich, dass diese Skalierbarkeit zwar für den Aufbau eines Netzes besteht, der
Nachrichtenaustausch zwischen den so erzeugten Knoten jedoch ineffizient gestaltet war; entsprechend
mussten in Teilbereichen Anpassungen vorgenommen werden. Die Funktionalität selbst wurde dabei nicht
geändert, jedoch das Format der verwendeten IDs angepasst sowie der Umfang der erzeugten Statistiken
reduziert, wodurch der Speicheraufwand des Simulators erheblich verringert werden konnte.
173
Kapitel 6 Evaluation
sowie Parameter g aus Formel 5.16 auf 1, 0 gesetzt; als Parameter f aus Gleichung 5.14 wur-
den 90 Sekunden gewählt. Parameter c aus Gleichung 5.16 wurde auf den deutlich höheren
Wert von einer Woche gesetzt. Der im Vergleich zum Parameter f deutlich höhere Wert liegt
darin begründet, dass f beim Einfügen einer Bewertung herangezogen wird; bei einer zu
großen Verzögerung besteht hier die Gefahr, dass der Knoten das Peer-to-Peer-System zwi-
schenzeitlich verlässt. Bei dem durch den Parameter c mitbestimmten Abrufen aktualisierter
Informationen besteht dieses Problem nicht.
Für den Empfehlungsalgorithmus des objektbasierten Ansatzes wurde α auf 0 gesetzt.
Der Schwellenwert für die Zusammenfassung der Objekttabellen gemeinsam genutzter Ob-
jekte lag bei 100. Beim nutzerbasierten Ansatz fragte jeder Knoten vor dem Berechnen von
Empfehlungen seine Nachbarknoten zwei Mal nach ihren taste buddies.
Die Ergebnisse einzelner Simulationsläufe können als Stichprobe aus der Gesamtheit al-
ler möglichen Abläufe der Empfehlungserzeugung verstanden werden. Als Maß für den
Stichprobenfehler wurde bei den durchgeführten Untersuchungen der Standardfehler σn
herangezogen, der als Quotient aus Standardabweichung σ und der Wurzel aus der Anzahl





Dieses Maß erlaubt die Einschätzung der Güte der jeweils ermittelten Mittelwerte; je kleiner
der Standardfehler, desto zuverlässiger ist die Schätzung durch die gezogenen Stichproben.
Soweit nicht anders angegeben, wurden für jede Untersuchung 5 Simulationsläufe durch-
geführt, wobei jeweils unterschiedliche Ausschnitte des Movielens-Datensatzes betrach-
tet (jeweils die Objekte mit den IDs 0–100, 100–200, . . . ) und das Chord-Netz neu initia-
lisiert wurden. Trotz dieser geringen Zahl an Simulationsläufen konnten die auftretenden
Stichprobenfehler klein gehalten werden: Ein durchschnittlicher Ausschnitt des Movielens-
Datensatzes mit 100 Objekten beinhaltet bereits 25.309 Bewertungen, so dass eine geringe
Varianz der in verschiedenen Simulationsläufen gemessenen Ergebnisse erzielt wurde.
6.2.3 Betrachtete Szenarien
Die durchgeführten Untersuchungen beruhen auf zwei Szenarien. In Szenario 1 wurden
Bewertungen durch die Nutzer in der durch den Movielens-Datensatz vorgegebenen zeit-
lichen Reihenfolge abgegeben – der Datensatz für diesen Zweck nach Bewertungszeitpunk-
ten sortiert – , bis der Datensatz vollständig eingelesen war. In Szenario 2 forderten nach
jeweils 1000 eingelesenen Bewertungen alle Nutzer Objektempfehlungen an.
Um nach gewünschten Aufgaben des Empfehlungssystems differenzieren zu können,
wurde weiterhin unterschieden, ob Nutzer relevante Objekte finden wollten (in diesem Fall







Finger table 32 Nachbarn
Bekannte direkte Nachfolger 16
Datenspeicherung
r (vgl. Abschnitt 5.5) 1
s (vgl. Abschnitt 5.5) 1
Nutzerbasierter Ansatz
taste buddies 40
z′ (vgl. Abschnitt 5.6.5) 40
Durchläufe der taste-buddy-Suche 2
Wahrscheinlichkeit p (vgl. Abschnitt 5.6.5) 0
Kombinierter Ansatz
γ (vgl. Abschnitt 5.6.6) 1
η (vgl. Abschnitt 5.6.6) 2
Weitere Parameter Wie nutzerbasierter Ansatz
Objektbasierter Ansatz
Empfehlungsalgorithmus:
α (vgl. Abschnitt 5.8.2) 0
Replikation von Objekttabellen:
l (vgl. Abschnitt 5.8.3.1, Gleichung 5.10) 0,2
Aggregierte Aktualisierung:
c (vgl. Abschnitt 5.8.3.3, Gleichung 5.14) 604.800 s (1 Woche)
d (vgl. Abschnitt 5.8.3.3, Gleichung 5.14) 1, 0
f (vgl. Abschnitt 5.8.3.3, Gleichung 5.16) 90 s
g (vgl. Abschnitt 5.8.3.3, Gleichung 5.16) 1, 0
Aggregierte Speicherung:
Zusammenfassung ab gemeinsamen Nutzungen 100
Tabelle 6.1: Parameter der Simulationen (vgl. Abschnitt 6.2.2)
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tungen (mit MAE als Metrik; die Metriken werden im folgenden Abschnitt dargestellt) ge-
zielt wurde.
6.2.4 Empfehlungsqualität
Die Messung der erzielten Empfehlungsqualität stellt sich als methodisch schwierig heraus;
die Methodik und auftretende Schwierigkeiten werden in [HKTR04] ausführlich diskutiert.
In einem ersten Schritt gilt es die Aufgaben des Empfehlungssystems zu identifizieren, die
bewertet werden sollen. Für die vorliegende Arbeit werden die – auch in der Literatur am
meisten betrachteten – Aufgaben diskutiert, die in Abschnitt 2.2.1 bereits eingeführt wur-
den: Bewertung von Objekten (in [HKTR04] allgemeiner als „Annotation“ bezeichnet) einer-
seits und die Empfehlung dem Nutzer noch unbekannter Objekte andererseits (in [HKTR04]
als „find good items“ bezeichnet). Eine Reihe verwandter Aufgaben kann grundsätzlich
ebenfalls mit den betrachteten Systemen erfüllt werden; diese sind jedoch nicht die Kernauf-
gaben, die bei den Entwurfsüberlegungen berücksichtigt wurden. Ohnehin ist ein Vergleich
mit anderen Systemen bezüglich der Erfüllung anderer Aufgaben nur begrenzt möglich, da
diese in der Literatur kaum berücksichtigt sind.
Im zweiten Schritt stellt sich die Frage, ob die Bewertung anhand von Experimenten
mit realen Nutzern oder auf der Basis bereits vorhandener Datensätze („offline“) durch-
geführt werden soll. Da neben der Bewertungsqualität auch die Skalierbarkeit gezeigt
werden soll, würden sich Experimente mit realen Nutzern jedoch sehr aufwendig gestal-
ten – insbesondere, wenn mehrere Systeme oder Algorithmen miteinander verglichen wer-
den sollen (vgl. [HKTR04]). Zudem leidet unter der Auswahl der Testpersonen auch die
Vergleichbarkeit mit Ansätzen aus der Literatur. Aus diesen Gründen wurde die Offline-
Datenanalyse gewählt. Hierfür können frei verfügbare Testdatensätze verwendet werden,
so dass Ergebnisse reproduzierbar und mit der Literatur – soweit der gleiche Datensatz ver-
wendet wird – vergleichbar sind. Allerdings weist diese Form der Evaluation ebenfalls me-
thodische Schwächen auf:
• Schlägt das System dem Nutzer ein Objekt vor, so kann dieser in einem realen Ex-
periment entscheiden, ob er es für relevant hält oder nicht. Bei der Offline-Analyse
aufgrund bestehender Datensätze kann die Tatsache, dass ein Nutzer ein Objekt nicht
als relevant eingestuft oder nicht bewertet hat, auch schlicht dadurch begründet sein,
dass er es nicht kennt. Dieser Effekt führt dazu, dass die Qualität von Objektvorschlä-
gen systematisch unterschätzt wird (vgl. [HKTR04]).
• Die subjektive Einschätzung des Empfehlungssystems (beispielsweise aufgrund




• Für die Beurteilung der Skalierbarkeit des Systems ist auch der zeitliche Verlauf des
Einfügens von Dokumenten in das System sowie des Abrufens von Empfehlungen
von Bedeutung. Dieser zeitliche Verlauf ist jedoch nicht in allen gängigen Datensätzen
enthalten.
Entscheidend ist neben der Auswahl der zu verwendenden Testdaten noch die Metrik, mit
denen die Empfehlungsqualität auf diesen Daten gemessen wird. Die in der Evaluation ver-
wendeten Metriken werden im folgenden Abschnitt vorgestellt.
6.2.4.1 Metriken
In [HKTR04] werden drei Klassen von Bewertungsmetriken unterschieden:
• Vorhersagegenauigkeitsmetriken (Predictive Accuracy Metrics), die die durch das Sys-
tem errechneten Bewertungen mit den von den Nutzern tatsächlich vergebenen ver-
gleichen.
• Klassifikationsgenauigkeitsmetriken (Classification Accuracy Metrics), die die korrek-
te Einteilung von Objekten in Klassen (wie „relevant“, „nicht relevant“) bewerten.
• Ranggenauigkeitsmetriken (rank accuracy metrics), die die Genauigkeit messen, mit
der ein Empfehlungssystem die Rangordnung von den Nutzern präferierter Objekte
vorhersagt.
Im Rahmen dieser Arbeit werden Vertreter der ersten beiden Klassen gewählt:
• Der durchschnittliche absolute Fehler (Mean Absolute Error, MAE) als Vorhersage-
genauigkeitsmetrik. Er ist definiert als die durchschnittliche Differenz zwischen der
durch das Empfehlungssystem vorhergesagten und der durch den Nutzer anschlie-
ßend tatsächlich vorgenommenen Bewertung:
MAE =
∑Ni=1 |Evorhergesagt − ENutzer|
N
, (6.2)
mit N Gesamtzahl an Bewertungen im System. Eine empirische Untersuchung
[HKTR04] hat gezeigt, dass der MAE gut mit anderen Genauigkeitsmetriken korre-
liert, solange diese über alle Bewertungen im System und nicht pro Nutzer berechnet
werden.3 Er kann deshalb als Stellvertreter für diese Klasse von Metriken verwendet
werden. Zu beachten gilt, dass der MAE keine Vergleichbarkeit zwischen verschie-
denen Datensätzen herstellt. In [GRGP01] wird der normalisierte MAE vorgeschla-
gen, der sich als Quotient aus MAE und der Breite der verwendeten Bewertungsskala














Abbildung 6.2: Precision und Recall
ergibt; ob sich dadurch die Vergleichbarkeit verschiedener Datensätze tatsächlich ver-
bessert, ist jedoch bislang nicht empirisch untersucht oder theoretisch gezeigt worden.
• Precision und Recall [ClKe66] als Klassifikationsgenauigkeitsmetriken; sie messen die
Genauigkeit der Einteilung in zwei Klassen („relevant“ und „nicht relevant“). Die Me-
triken stammen aus dem Bereich des Information Retrieval und werden für einzelne
Nutzer berechnet, um anschließend den Durchschnitt über alle Nutzer zu bilden. Die
Precision ist der Anteil tatsächlich als relevant empfundener Objekte an den als rele-





Der Recall hingegen ist definiert als der Anteil der als relevant empfundenen und auch





Sollen bei einem System, das Bewertungen von Objekten liefert, die über die Eintei-
lung in zwei Klassen hinausgeht, Precision und Recall berechnet werden, so spielt
die Schwelle, ab der Objekte als relevant eingestuft werden, eine entscheidende Rolle:
Je höher diese angesetzt wird – je weniger Objekte dem Nutzer also tatsächlich emp-
fohlen werden – desto geringer fällt typischerweise der Recall aus, wohingegen die
Precision tendenziell steigt. Aus diesem Grund sind Precision und Recall auch nur in
ihrer Kombination aussagekräftig. Die beiden Metriken wurden für die Evaluation im
Rahmen der vorliegenden Arbeit aufgrund ihrer Anschaulichkeit ausgewählt.
Als Metrik für die Vorhersagegenauigkeit (für den Fall, dass Bewertungen vorhergesagt
werden sollen), wird der oben bereits beschriebene Mean Absolute Error (MAE) herangezo-
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gen. Betrachtet werden sowohl personalisierte Vorhersagen, also solche, die aufgrund der
gemeinsamen Benutzungen mit Objekten aus dem eigenen Nutzerprofil entstehen (vgl. Ab-
schnitt 5.8.2), als auch Objekte, für die das nicht möglich ist (hier wurde die Durchschnitts-
bewertung herangezogen). Konkret wurde der Mean Absolute Error dergestalt ermittelt,
dass jeder Knoten für jedes Objekt, das im Movielens-Datensatz vorhanden und von diesem
Knoten bewertet war, eine Empfehlung in Form einer vorhergesagten Bewertung anforder-
te – unabhängig davon, ob die Bewertung bereits in das System eingefügt war.
Bei der Empfehlungsberechnung hingegen wurden nur diejenigen Objekte berücksich-
tigt, die dem Nutzerprofil des jeweiligen Knotens zum entsprechenden Zeitpunkt bereits
hinzugefügt worden waren – also diejenigen Bewertungen, deren Zeitstempel vor dem ak-
tuell simulierten Zeitpunkt lag. Zudem wurde dabei für die Berechnung einer vorhergesag-
ten Bewertung für ein bestimmtes Objekt eine eventuell bereits vorhandene Bewertung des
jeweiligen Knotens für das entsprechende Objekt außen vor gelassen.
6.2.4.2 Objektbasierter Ansatz
In einem ersten Schritt wurde für den Ansatz des objektbasierten kollaborativen Filterns
der Parameter α des verwendeten Ähnlichkeitsmaßes (Abschnitt 5.8.2) variiert. Die resultie-
rende Empfehlungsqualität nach Ablauf des vollständigen simulierten Zeitraums und bei
Einbeziehung aller Nutzer und Objekte, also unter Berücksichtigung aller im Movielens-
Datensatz enthaltenen Bewertungen ist in Tabelle 6.2 dargestellt. Aufgrund der Verwen-
dung des vollständigen Movielens-Datensatzes und vollständer Information aller Knoten
wurde jeweils nur ein Simulationslauf durchgeführt; das Ergebnis ist deterministisch. Im
besten Fall ergab sich ein MAE von 0,7848. Der Wert entspricht den in der Literatur erzielten
Ergebnissen zentraler Empfehlungssysteme, die ebenfalls den Movielens-Million-Datensatz
verwenden (so z.B. Xue et al. [XLYX+05], die Empfehlungen jedoch ausgehend von ei-
nem kleineren Ausschnitt dieses Datensatzes berechnen, sowie [O’He99]). Dieser Wert ist
ausschließlich von der Parametrisierung des zugrunde gelegten Empfehlungsalgorithmus
abhängig, da der objektbasierte Ansatz dem Algorithmus nach Einlesen aller Bewertun-
gen vollständige Informationen über alle Bewertungen eines Objekts zur Verfügung stellen
kann4.
Werden statt des vollständigen Movielens-Datensatzes nur Ausschnitte mit jeweils 100
Objekten betrachtet und die Simulation mit den in Tabelle 6.1 dargestellten Parametern
durchgeführt, so ergibt sich ein MAE von 0,801 bei einem Standardfehler von 0,027. Da-
bei konnten (bei einer Auswertung in Szenario 2) 0,561 Empfehlungen pro abgegebener
Bewertung berechnet werden (Standardfehler 0,025).
4Diese Aussage gilt allerdings nur für einen idealisierten Ablauf – wenn alle Knoten erst Empfehlungen an-
fordern, nachdem alle im betrachteten Datensatz enthaltenen Bewertungen abgegeben sind, erhalten sie zu
diesem Zeitpunkt vollständige Information. Das heißt jedoch nicht, dass im zeitlichen Verlauf ständig voll-
ständige Informationen vorhanden sind.
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α 0 0,1 0,2 0,3 0,4 0,5
MAE 0,7848 0,7849 0,7851 0,7852 0,7854 0,7857
α 0,6 0,7 0,8 0,90 1,0
MAE 0,7859 0,7862 0,7866 0,7870 0,7874
Tabelle 6.2: Empfehlungsqualität des objektbasierten Ansatzes
Die Werte, die für Precision und Recall erzielt wurden, hängen naturgemäß von der An-
zahl empfohlener Objekte ab. Abbildung 6.3 zeigt, wie beide sich beim objektbasierten An-
satz in Abhängigkeit dieser Anzahl entwickeln. Dazu wurde wiederum der vollständige
Movielens-Datensatz mit allen Benutzern herangezogen – hier mit vollständiger Informa-
tion und dem Parameter α = 0. Jeder Knoten hatte hier die Aufgabe, für den Benutzer
relevante Objekte zu finden, die sodann nach ihren vorhergesagten Bewertungen in einer
Rangliste sortiert wurden. Die n Objekte mit den besten Bewertungen wurden als relevant
klassifiziert – der Wert für n ist dabei auf der Rechtsachse des Graphen aufgetragen. Lag für
das Objekt tatsächlich eine Bewertung des jeweiligen Nutzers vor, die besser als 3 war, wur-
de es als tatsächlich relevant betrachtet. Mit dieser Parametrisierung wurde beispielsweise
bei 20 empfohlenen Objekten ein Recall von 14,5% und eine Precision von 49,9% erreicht.
Wie oben erwähnt, führt die Auswertung mit einem vorgefertigten Testdatensatz allerdings
zu einem systematischen Unterschätzen beider Werte. Zu berücksichtigen ist ferner, dass
die Definition eines Objekts als „relevant“ variiert werden kann. So wäre es auch möglich,
diejenigen n Objekte als relevant zu bezeichnen, die ein Nutzer am besten bewertet hat;
der Vergleich mit Werten aus der Literatur setzt also voraus, dass die Relevanz identisch
definiert ist.
Der objektbasierte Ansatz wurde zusätzlich unter Verwendung des Bookcrossing-
Datensatzes evaluiert. Herangezogen wurde dabei ein Ausschnitt dieses Datensatzes,
nämlich Bewertungen über die ersten 30.000 Bücher, die darin enthalten sind – insgesamt
wurden somit 142.638 Bewertungen berücksichtigt. Die Simulation beschränkt sich auf eine
Evaluierung des Empfehlungsalgorithmus, dem in diesem Fall vollständige Informationen
über alle Bewertungen vorlagen.
Es ergibt sich so rechnerisch ein MAE von 3, 38 (bei einer Bewertungsskala von 1–10);
dieser Wert ist allerdings nur sehr bedingt aussagekräftig, da im Bookcrossing-Datensatz
neben expliziten Bewertungen auch implizite Bewertungen enthalten sind, die lediglich In-
teresse an einem Objekt bedeuten. Bei Rückgabe von jeweils 20 empfohlenen Objekten wur-
de ein Recall von 51,9% und eine Precision von 42,9% erreicht, wobei ein Objekt dann als
relevant klassifiziert wurde, wenn es eine Bewertung größer als 6 hatte. Zu beachten ist,
dass in [ZMKL05] für einen objektbasierten Ansatz wesentlich kleinere Werte für Precision
und Recall (3,64% bzw. 7,32%) erzielt werden. Dies liegt – neben der unterschiedlichen Wahl

























Abbildung 6.3: Precision und Recall beim objektbasierten Ansatz
dik zur Messung der Empfehlungsqualität. Insbesondere wurde in der vorliegenden Arbeit
ein Objekt als relevant betrachtet, wenn der Nutzer es mindestens mit einer höheren Bewer-
tungszahl als 6 (von 10) bewertet hatte; dem Nutzer wurden Objekte abhängig von ihrer
vorhergesagten Bewertung vorgeschlagen. Dabei kann es auch vorkommen, dass dem Nut-
zer weniger als die genannten 20 Objekte vorgeschlagen werden. In [ZMKL05] haben die
Ergebnislisten eine konstante Größe, auch wenn eigentlich nicht genügend relevante Ob-
jekte vorhanden sind; zudem wurden alle für einen Nutzer potentiell interessanten – also
auch lediglich implizit bewertete – Objekte als relevant eingestuft.
6.2.4.3 Nutzerbasierter Ansatz
Beim nutzerbasierten Ansatz steht zu erwarten, dass die Empfehlungsqualität und die An-
zahl von Empfehlungen, die berechnet werden können, von t abhängig ist. Dies wurde auch
in der simulativen Evaluierung bestätigt. Abbildung 6.5 zeigt die Anzahl an Empfehlun-
gen, die erzeugt werden konnten und Abbildung 6.6 den erzielten MAE in dem Szenario
aus Tabelle 6.1, bei dem wiederum Ausschnitte des Movielens-Datensatzes mit 100 Objek-
ten betrachtet wurde (jeweils mit Standardfehler). Dabei wurden jeweils zwei Durchläufe
der Suche nach ähnlichen Knoten durchgeführt. Die Anzahl der erzeugten Empfehlungen
wurde auf die Anzahl der jeweils eingefügten Bewertungen normiert.
Wie sich herausstellt, bringt in diesem Szenario eine Steigerung der betrachteten Nach-
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barschaft bis hin zu ca. 70 Knoten einen deutlichen Vorteil sowohl bezüglich der erreichten
Empfehlungsqualität als auch der Anzahl berechneter Empfehlungen. Allein die Verdopp-
lung der Zahl der taste buddies von 10 auf 20 bringt dabei eine Erhöhung der Empfeh-
lungszahl um über 50%. Diese Beobachtung ist in guter Übereinstimmung mit theoretischen
Erwartungen. Abbildung 6.4 zeigt die kumulative Verteilungsfunktion einer hypergeome-
trischen Verteilung; diese Verteilung wird in der Statistik benutzt, um die Wahrscheinlich-
keit auszudrücken, dass in einer zufällig (ohne Zurücklegen) gezogenen Stichprobe eine be-
stimmte Anzahl von Elementen mit einer Eigenschaft vorkommt [Schl98]. Die hypergeome-
trische Verteilung lässt sich durch drei Parameter beschreiben: N ist die Anzahl der Elemen-
te der Grundgesamtheit, aus der die Stichprobe gezogen wird; entsprechend der Nutzerzahl
im Movielens-Datensatz wurde N auf 6.040 gesetzt. M ist die Anzahl der Elemente mit der
gewünschten Eigenschaft – hier das Vorhandensein eines bestimmten Objekts im Nutzer-
profil eines Nutzers. Im Mittel liegt jedes Objekt, das im Movielens-Datensatz enthalten ist,
in den Nutzerprofilen von 253 Nutzern vor; dieser Wert wurde also für M gewählt. n ist die
Anzahl der Elemente einer Stichprobe. Die hypergeometrische Verteilung liefert dann für
ein gegebenes k die Wahrscheinlichkeit, dass in der Stichprobe k Elemente mit der gewähl-
ten Eigenschaft vorhanden sind.












Die Auswahl der taste buddies lässt sich nun als Ziehen einer Stichprobe aus der Grund-
gesamtheit der Nutzer verstehen; jeder taste buddy hat die Eigenschaft, ein bestimmtes Ob-
jekt bewertet zu haben oder nicht. In Abbildung 6.4 ist nun
1− h(0|6040; 253; n)
in Abhängigkeit von n aufgetragen – also die Wahrscheinlichkeit, dass von n zufällig ge-
wählten taste buddies mindestens einer ein Objekt bewertet hat, das insgesamt durch-
schnittlich oft bewertet wurde.
Die Emfehlungsqualität bleibt – wie in Abbildung 6.6 gezeigt – deutlich unter dem Wert
des objektbasierten Ansatzes: Bestenfalls wird ein MAE von 0, 945 erreicht – mit dem objekt-
basierten Ansatz ließ sich im gleichen Szenario bei jeder verwendeten Parametrisierung ein
Wert deutlich unter 0, 9 erzielen (vgl. dazu Abschnitt 6.2.4.2). Bestätigt wird dieser Vergleich
bei Betrachtung von Precision und Recall (Abbildung 6.7). So konnte bei 20 empfohlenen
Objekten lediglich eine Precision von 23,6% und ein Recall von 27,0% erzielt werden.
Die erzielten Werte sind ähnlich zu denen, die mit nicht-personalisierten Vorhersagen













































































Abbildung 6.6: MAE im nutzerbasierten Ansatz
Durch Erhöhung der taste-buddy-Zahl kann nur eine geringfügige Verbesserung erreicht
werden. Da beim nutzerbasierten Ansatz die Berechnung der durchschnittlichen Bewer-
tung eines Objekts durch alle anderen Nutzer nicht möglich ist – es ist jeweils nur eine kleine
Anzahl von Nutzerprofilen verfügbar – heißt das nicht, dass auf den verwendeten persona-
lisierten Empfehlungsalgorithmus verzichtet werden kann.
Auch die Zahl pro Bewertung erzeugter Empfehlungen bleibt selbst bei 100 taste buddies
mit 0,345 unter dem Wert von 0,561 des objektbasierten Ansatzes (vgl. Abbildung 6.5).
6.2.4.4 Kombinierter Ansatz
Der kombinierte Ansatz verbessert den nutzerbasierten Ansatz wie folgt: Wird auf einem
Knoten eine Bewertung für ein Objekt hinzugefügt, das in dessen Nachbarschaft weniger als
γ mal vorhanden ist, so wird ein Verweis auf den benutzenden Knoten unter dem Schlüssel
des Objekts gespeichert. Dabei werden jedoch maximal η Verweise pro Objekt vorgehalten
(vgl. Abschnitt 5.6.6).
Für die Evaluierung wurde γ auf den Wert 1 gesetzt. Ein Knoten, der eine Bewertung
abgibt, speichert also nur dann einen Verweis auf das zugehörige Bewertungsdokument
unter dem Schlüssel des Objekts ab, wenn dieses in seiner Nachbarschaft noch überhaupt
nicht bekannt ist. Wird γ höher gewählt, erhöht sich der Kommunikationsaufwand, da dann
auch Verweise auf in der Nachbarschaft bereits bekannte Objekte gespeichert werden. Des-
























Abbildung 6.7: Precision und Recall im nutzerbasierten Ansatz
erreicht werden kann, deren Empfehlung vorhergesagt werden kann. Für η wurde der Wert
2 gewählt – es werden also pro Objekt höchstens zwei Verweise gespeichert.
Mit diesem Ansatz wurde eine Empfehlungsqualität erzielt, die zwischen derjenigen des
nutzerbasierten und der des objektbasierten Ansatzes liegt. Abbildung 6.8 zeigt den MAE
des kombinierten Verfahrens in Abhängigkeit von der Anzahl der taste buddies. Der Ein-
fluss der Anzahl an taste buddies auf die Empfehlungsqualität ist geringer als beim rein
nutzerbasierten Verfahren; ein Trend, nach dem mehr taste buddies zu einer besseren Emp-
fehlungsqualität führen, kann nicht mehr ausgemacht werden. Bei wenigen taste buddies ist
zwar die Wahrscheinlichkeit gering, dass unter den eigenen taste buddies eine hinreichen-
de Anzahl an Bewertungen für ein bestimmtes Objekt vorhanden ist, um eine zutreffende
Empfehlung zu erhalten. Ist ein Objekt von den eigenen taste buddies aber überhaupt nicht
bewertet worden, kann der kombinierte Ansatz meist dennoch mehrere Bewertungen fin-
den.
Für die Anzahl erzeugter Empfehlungen gilt das Gleiche: Auch hier lässt sich kein ein-
deutiger Trend ausmachen, wonach mehr taste buddies zu einer höheren Anzahl erzeug-
ter Empfehlungen führen würden. Dies ist in Abbildung 6.9 dargestellt. Schon bei nur 10
taste buddies werden 0,47 Empfehlungen pro abgegebener Bewertung erzeugt – ein Wert,














Abbildung 6.8: MAE des kombinierten Ansatzes (mit Standardfehler)
ten Ansatz. Der Wert wird allerdings auch bei größeren taste-buddy-Zahlen zunächst nicht
überschritten – dies ist erst bei 90 taste buddies wieder der Fall.
Im Ergebnis kann also bereits mit sehr wenigen taste buddies eine hohe Wahrscheinlich-
keit erreicht werden, dass für ein gegebenes Objekt eine Empfehlung berechnet werden
kann. Dies bedeutet einen klaren Vorteil gegenüber dem nutzerbasierten Ansatz.
6.2.5 Skalierbarkeit
Im Folgenden wird die Skalierbarkeit der drei untersuchten Ansätze betrachtet.
6.2.5.1 Objektbasierter Ansatz
Bezüglich der Skalierbarkeit gestaltet sich beim objektbasierten Ansatz das Einfügen neuer
Bewertungen in das System am kritischsten. Hier ist im theoretisch schlechtesten Fall – also
dann, wenn die Zusammenfassung abgegebener Bewertungen scheitert – mit einem Kom-
munikationsaufwand zu rechnen, der quadratisch mit der Anzahl von Einträgen in den
Profilen der Nutzer wächst: In diesem Fall muss bei jedem Einfügen einer Bewertung eine
Nachricht an alle Knoten gesendet werden, die für vorher genutzte Objekte zuständig sind.
Für eine einzelne Bewertung führt dies zu einem Kommunikationsaufwand von O(u log n)

























Abbildung 6.9: Anzahl erzeugter Empfehlungen, kombinierter Ansatz
Faktor log n ergibt sich aus dem Kommunikationsaufwand für das Chord-Routing). Qua-
dratisch wird der Aufwand dadurch, dass der Prozess für jeden neuen Eintrag im Nutzer-
profil wiederholt werden muss. Er liegt dann in O(u2logn) (vgl. Abschnitt 5.8).
Die Optimierungen, die in Abschnitt 5.8.3 beschrieben werden, führen jedoch – zumindest
in der Größenordnung des MovieLens-Datensatzes – zu einem praktisch noch handhabba-
ren Aufwand. Einen wesentlichen Beitrag dazu leistet die Tatsache, dass Nutzer – wie auch
im Movielens-Datensatz ersichtlich – dazu neigen, mehrere Bewertungen in enger zeitlicher
Folge (im Bereich weniger Minuten) abzugeben, was eine Zusammenfassung der entspre-
chenden Aktualisierungsnachrichten ermöglicht.
Die Abhängigkeit zwischen der Anzahl von Einträgen in den Nutzerprofilen und dem
Aufwand für das Einfügen neuer Bewertungen wurde abgebildet, indem verschieden große
Ausschnitte des Movielens-Datensatzes betrachtet wurden. Bei konstanter Nutzerzahl wur-
de die Anzahl bewerteter Objekte – und somit die durchschnittliche Größe eines Nutzerpro-
fils – variiert. So wurden zunächst die jeweils ersten 100–900 Objekte ausgewählt und der
betrachtete Ausschnitt dann jeweils um 900 Objekte verschoben; so wurde eine Überschnei-
dung der jeweils verwendeten Teildatensätze vermieden. Allerdings standen aufgrund der
Größe des Movielens-Datensatzes nur vier solcher Ausschnitte zur Verfügung. Es wurde
Szenario 2 betrachtet; alle Knoten forderten also nach jeweils 1000 eingefügten Bewertungen





























Abbildung 6.10: Versandte Nachrichten pro eingefügter Bewertung
ter Nachrichten auf Transportschicht, die jeweils im Durchschnitt über den gesamten zeitli-
chen Verlauf für die Erzeugung einer Empfehlung sowie für das Einfügen einer Bewertung
benötigt wurden. Die Nachrichtenanzahl für die Erzeugung einer Empfehlung blieb dabei
konstant bei 11,2 (bei einer Standardabweichung von 1,2). Mehrere dieser Nachrichten par-
allel zu versenden, ist durch das Anwendungs-Multicast-Verfahren nicht möglich, so dass
sich aus diesen 11,2 Nachrichten auch die Latenz für das Erzeugen einer Empfehlung er-
gibt. Zu welcher Latenz dies tatsächlich führt, hängt von den Charakteristika des Underlay
ab, die im PlanetSim-Simulator nicht modelliert werden können – geht man exemplarisch
von 200 ms für den Versand einer Nachricht auf der Transportschicht aus, liegt diese Latenz
beispielsweise bei 2,2 Sekunden.
Erwartungsgemäß galt der konstante Aufwand jedoch nicht für das Einfügen einer Be-
wertung; bei 100 Objekten lag der Aufwand hierfür bei 31,7 Nachrichten, um sich bei 400
Objekten auf 63,8 Nachrichten zu verdoppeln und bei 900 Objekten auf 81,9 zu wachsen. Die
Anzahl pro Bewertung verschickter Nachrichten steigt also zwar mit der Anzahl im System
vorhandener Objekte an, aber weniger als linear (vgl. Abbildung 6.10), da jeweils mehrere
eingefügte Bewertungen zusammengefasst werden können. Der Kommunikationsaufwand
wächst somit nicht mehr quadratisch mit der Anzahl im System vorhandener Objekte –
mithin auch nicht mit der Anzahl in den Nutzerprofil enthaltener Objekte, die aufgrund der
konstant gehaltenen Nutzerzahl der Gesamtzahl der Objekte proportional ist. Aus den Si-
mulationsdaten ergibt sich ein Aufwand für das Einfügen von Bewertungen, der in O(u1,45)

































Abbildung 6.11: Replikation von Objekttabellen (mit Standardfehler)
Weiterhin wurden Simulationen durchgeführt, um die Wirksamkeit der einzelnen durch-
geführten Optimierungen zu evaluieren.
Replikation von Objekttabellen Die Replikation von Objekttabellen dient einerseits der
Lastverteilung, andererseits der Verkürzung der Pfadlängen, die im Chord-Ring beim Er-
stellen von Empfehlungen überwunden werden müssen. Bei der Simulation wurden die Pa-
rameter aus Tabelle 6.1 verwendet und wiederum lediglich 100 Objekte aus dem Movielens-
Datensatz ausgewählt. Der Aufwand pro eingefügter Bewertung ergibt sich aus einem Si-
mulationslauf, bei dem keine Empfehlungen erzeugt wurden; die Anzahl versandter Nach-
richten wurde durch die Anzahl eingefügter Bewertungen geteilt. Sodann wurde ein iden-
tisch parametrisierter Simulationslauf durchgeführt, bei dem nach jeweils 1000 eingefüg-
ten Bewertungen Empfehlungen generiert wurden (Szenario 2). Die Differenz der in bei-
den Simulationsläufen Anzahl versandter Nachrichten, geteilt durch die Anzahl erzeugter
Empfehlungen, ergibt den Aufwand pro Empfehlung. Beide Simulationsläufe wurden mit
verschiedenen Teilmengen des Movielens-Datensatzes (Objekt-IDs 1 – 100, 101 – 200) wie-
derholt.
Wie in Abbildung 6.11 ersichtlich, kann der Aufwand für das Erzeugen einer Empfehlung
leicht gesenkt werden; das Einfügen einer Bewertung erfordert hingegen geringfügig er-
höhten Kommunikationsaufwand. Dies liegt darin begründet, dass beim Einfügen von Be-
wertungen der Replikationsprozess angestoßen wird, der selbst Kommunikationsaufwand
verursacht.
Multicast auf Anwendungsebene Wie oben diskutiert, bedeutet diese Funktionalität, dass










































Abbildung 6.12: Nachrichten pro erzeugter Empfehlung (mit Standardfehler) mit und ohne
aggregierte Aktualisierung
als einzelne Nachrichten verschickt, sondern innerhalb des Rings von einem Empfänger
zum jeweils nächsten weitergeleitet werden. Im betrachteten Szenario 2 mit jeweils 100 be-
trachteten Objekten konnte die Anzahl an Nachrichten auf Transportschicht – bei gleichblei-
bender Nachrichtenzahl im Overlay – auf diesem Weg um 16,1% reduziert werden (Stan-
dardfehler 1,2%).
Aggregierte Aktualisierung Die aggregierte Aktualisierung von Bewertungen, die in die
Empfehlungsberechnung einfließen, verringert den Aufwand zur Erzeugung einer Emp-
fehlung erheblich. Die Untersuchung wurde anhand von Szenario 2 durchgeführt, es wur-
den also kontinuierlich Empfehlungen erzeugt. Wiederum liegen 100 Objekte aus dem
Movielens-Datensatz zugrunde. Abbildung 6.12 zeigt die Anzahl an Nachrichten, die auf
Transportschicht pro erzeugter Empfehlung versandt werden, in Abhängigkeit von der
Konstanten c aus Formel 5.14. Je höher der Wert c ist, desto mehr Nachrichten können bei
der Aktualisierung zusammengefasst werden. Zu erwarten ist dabei auch eine Verringe-
rung der Empfehlungsqualität, weil nicht zu jedem Zeitpunkt aktuelle Informationen über
gemeinsame Objektbenutzungen zur Verfügung stehen.
Im Mittel über alle während des Simulationslaufs erzeugten Empfehlungen zeigt sich im
Vergleich der beiden in Abbildung 6.12 dargestellten Extremfälle (ohne aggregierte Aktuali-
sierung und c = 5, 0) aber kein nennenswerter Unterschied der erzielten Empfehlungsqua-
lität; der MAE verschlechtert sich lediglich von 0,782 auf 0,794. Deutlicher wird der Unter-
schied allerdings während der Initialisierungsphase des Systems: Nach Einfügen von 5000
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Bewertungen wird für c = 5 ein MAE von 0,824 erzielt; für c = 0, 01 liegt dieser Wert bei
0,791.
Aggregierte Speicherung von Bewertungen Die aggregierte Speicherung von Bewertun-
gen dient dem Ziel, den Aufwand für die Aktualisierung der lokalen Objekttabellen des
Knotens zu reduzieren, der eine Empfehlung berechnen will. Dazu werden zwei Objektta-
bellen, die unter verschiedenen Schlüsseln gespeichert werden, zusammengefasst, sobald
ein Schwellenwert an gemeinsamen Benutzungen erreicht wird. Hierbei entsteht jedoch
auch zusätzlicher Kommunikationsaufwand:
• Sobald der Schwellenwert überschritten wird, ab dem Objekttabellen zusammenge-
fasst werden, muss eine Tabelle zum neu zuständigen Knoten übermittelt (d.h. unter
dem Schlüssel des anderen Objekts gespeichert) werden.
• Beim erstmaligen Abruf einer Objekttabelle, die nicht unter ihrem ursprünglichen
Schlüssel gespeichert ist, muss dem nachfragenden Knoten der neue Schlüssel mit-
geteilt und der Abruf erneut gestartet werden.
Bei wiederholten Abrufen oder Aktualisieren der Objekttabelle sollte der durchschnittli-
che Kommunikationsaufwand sinken: Jeder Knoten, in dessen Nutzerprofil beide Objekte
vorhanden sind, spart bei einer Aktualisierung der lokalen Kopien der Objekttabellen den
Abruf einer Tabelle unter einem weiteren Schlüssel. Der Effekt konnte jedoch simulativ nicht
nachgewiesen werden. Im betrachteten Szenario 1 mit 100 Objekten aus dem Movielens-
Datensatz sinkt zwar die Nachrichtenzahl für das Einfügen einer Bewertung bei einer ag-
gregierten Speicherung ab 25 gemeinsamen Benutzungen von 29,1 auf 28,7. Die Differenz
liegt aber noch innerhalb des Standardfehlers von 0,70 bzw. 0,71.
Begründen lässt sich dies durch die geringe Anzahl an Objekten, deren Objekttabellen
zusammengefasst werden. Dies ist beabsichtigt; die aggregierte Speicherung der Objektta-
bellen soll lediglich besonders häufig kombinierte Objekte zusammenfassen. Ein messba-
rer Effekt ist auf diesem Weg allerdings erst nach einer langen Laufzeit zu erwarten, da
der Mehraufwand einmalig entsteht und bei jeder eingefügten Bewertung oder berechne-
ten Empfehlung nur eine geringe Einsparung erzielt wird. Um dies festzustellen, müssten
weitere Datensätze herangezogen werden.
6.2.5.2 Nutzerbasierter Ansatz
In der Basisversion des nutzerbasierten Ansatzes werden Bewertungen eines Nutzers (also
die Zeilen der Nutzer-Objekt-Matrix aus Abbildung 2.4) unter dem Schlüssel des jeweiligen
Nutzers gespeichert. Für jedes Einfügen einer Bewertung sind also O(log N) Nachrichten
nötig (N Anzahl der Knoten im Peer-to-Peer-System). Beim Eintritt in das System sucht
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zudem jeder Knoten sich eine gewisse Anzahl t an sogenannten taste buddies. Zunächst
werden dabei Profile herangezogen, die in der Nachbarschaft des jeweiligen Knotens ge-
speichert sind; der Suchaufwand ist also unabhängig von der Gesamtzahl der Knoten im
Peer-to-Peer-System. Auch in weiteren Schritten vergleicht ein Knoten das eigene Profil le-
diglich mit den taste buddies der bereits bekannten taste buddies. Der Kommunikations-
aufwand hierfür hängt also nur von der Größe der Liste der taste buddies ab und liegt in
O(t). Zum Erzeugen einer Empfehlung muss ein Knoten wiederum die Profile seiner taste
buddies abrufen; auch hier liegt der Aufwand in O(t). Von der Anzahl an Objekten in den
Nutzerprofilen ist der Aufwand nicht abhängig. Pro taste buddy müssen für den eigentli-
chen Prozess des Berechnens von Empfehlungen insgesamt durchschnittlich 5,1 Nachrich-
ten versandt werden; dies setzt sich zusammen aus 4,1 Nachrichten für das Chord-Routing
auf dem Weg zum taste buddy und einer Antwortnachricht und gilt unabhängig von der
Anzahl zu einem Zeitpunkt zu berechnender Empfehlungen. Der Prozess kann für mehrere
taste buddies parallelisiert werden, so dass sich die zu erwartende Latenz für die Empfeh-
lungsberechnung lediglich aus diesen 5,1 Nachrichten ergibt – bei beispielsweise 200 ms für
eine Transportschicht-Nachricht als ca. 1 Sekunde.
Das Auffinden ähnlicher Knoten führt allerdings zu einem beträchtlichen Kommunika-
tionsaufwand. Jeder Knoten muss seine taste buddies suchen und die Suchanfragen ande-
rer Knoten beantworten. Bei 50 taste buddies entsteht so pro Knoten (in der Basisversion
der verwendeten Parametrisierung gemäß Tabelle 6.1) ein durchschnittlicher Aufwand von
2844 versandten Nachrichten. Allerdings muss dieser Prozess für jeden Knoten nur einmal
durchgeführt werden. Eine mehrmalige Suche nach neuen taste buddies ist zwar grund-
sätzlich vorgesehen. Da jeweils nur Knoten hinzugefügt werden, die ähnlicher sind als die
vorher bereits vorhandenen taste buddies, sollte dies einen positiven Effekt auf die erzielba-
re Empfehlungsqualität haben. Es zeigt sich in den Simulationen jedoch, dass die tatsächlich
erzielte Empfehlungsqualität auf diesem Weg nur geringfügig verbessert werden kann. Im
Durchschnitt sank der MAE durch eine zusätzliche Suche nach neuen taste buddies ledig-
lich um 0,0073 (Standardfehler 0,0031).
Ähnliches gilt für das zufällige Weiterleiten von Suchnachrichten bei der taste-buddy-
Suche. In den Experimenten wurde der Parameter p aus Abschnitt 5.6.5 auf 0, 1 gesetzt und
ansonsten die Parametrisierung aus Tabelle 6.1 beibehalten. Zwar stieg der Kommunika-
tionsaufwand dabei über die gesamte Laufzeit betrachtet nur um 3,7% – ein Effekt auf die
Empfehlungsqualität konnte aber nicht nachgewiesen werden.
6.2.5.3 Kombinierter Ansatz
Abbildung 6.13 zeigt exemplarisch für ein spezifisches Szenario (Szenario 1, Bewertungen
der ersten 100 Objekte des Movielens-Datensatzes, Parametrisierung nach Tabelle 6.1) die
absolute Anzahl von Nachrichten auf Transportschicht, die im zeitlichen Verlauf eingefügt
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Abbildung 6.13: Einfügen von Bewertungen, nutzerbasierter und kombinierter Ansatz
werden. Im Mittel über die wiederum durchgeführten fünf Simulationsläufe mit verschie-
denen Ausschnitten des Movielens-Datensatzes entstand ein Mehraufwand von 4,17 Nach-
richten pro eingefügter Bewertung (10 taste buddies, Standardfehler 0,0002) bzw. 3,63 Nach-
richten (80 taste buddies, Standardfehler 0,57). Mit steigender Anzahl an taste buddies sinkt
dieser Mehraufwand, da die Wahrscheinlichkeit steigt, dass ein Knoten, der eine Bewertung
einfügt, weitere Bewertungen des Objekts bereits in seiner Nachbarschaft vorfindet.
Jeder Knoten versuchte, für jedes ihm bekannte Objekt eine Empfehlung zu berechnen –
auch, wenn dieses in der Nachbarschaft des Knotens nicht bekannt war. Hierbei wurde das
gleiche Szenario wie bereits in der Basisversion des nutzerbasierten Ansatzes betrachtet. Es
konnten bereits bei 10 taste buddies 0,42 Empfehlungen5 pro abgegebener Bewertung er-
reicht werden – ein Wert, der bei steigender Anzahl an taste buddies zunächst sinkt und erst
bei 70 taste buddies mit 0,39 wieder erreicht wird. Der rein nutzerbasierte Ansatz erreich-
te hingegen mit 10 taste buddies lediglich 0, 091 Empfehlungen pro eingefügter Bewertung
(bei einem Standardfehler von 0,0033; vgl. Abbildung 6.5).
Die Berechnung einer Empfehlung läuft im kombinierten Ansatz zunächst ebenso ab wie
im nutzerbasierten Ansatz. Findet ein Knoten jedoch in seiner Nachbarschaft keine Bewer-
tungen für ein Objekt, so führt er die Operation suchen(Schlüssel(Objekt)) aus und erhält die
Schlüssel der Nutzer, die das Objekt bewertet haben. Der verursachte Mehraufwand be-
trifft also lediglich Fälle, in denen sonst keine Empfehlung erzeugt werden könnte, und er
beschränkt sich in diesen Fällen auf (η + 1) Suchanfragen.
5Bei einem Standardfehler von 0,07.
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Insgesamt lässt sich dieser Ansatz als Mittelweg zwischen nutzer- und objektbasiertem
Ansatz einordnen. Im theoretisch ungünstigsten Fall ergibt sich für das Einfügen einer Be-
wertung und das Berechnen einer Empfehlung der gleiche Aufwand wie in der Summe aus
objektbasiertem und rein nutzerbasiertem Ansatz: Der Aufwand des nutzerbasierten Ansat-
zes fällt immer an. Kann ein Knoten dann beim Einfügen einer Bewertung das eingefügte
Objekt bei keinem seiner eigenen taste buddies finden, so kommt der Aufwand für den ob-
jektbasierten Ansatz noch hinzu. In den simulativ betrachteten Szenarien jedoch liegt der
Aufwand für das Einfügen einer Bewertung nur geringfügig über dem rein nutzerbasierten
Ansatz.
6.3 Datenschutz
Die drei Ansätze unterscheiden sich, neben ihrer Skalierbarkeit und der erzielbaren Emp-
fehlungsqualität, auch in ihren Eigenschaften bezüglich des Datenschutzes:
• Der objektbasierte Ansatz erlaubt Zugriff auf die Information, welche Nutzer ein Objekt
bewertet haben. Ist diese Information sensibel – beispielsweise im Fall von Medika-
menten – , so bedeutet dies aus Sicht des Datenschutzes zunächst ein Problem. Diesem
Problem kann jedoch durch die Verwendung von Pseudonymen begegnet werden. Ein
Abruf aller Bewertungen eines Nutzers ist beim objektbasierten Ansatz nur durch ei-
ne „Brute-force“-Methode möglich, also durch Abrufen von Informationen über alle
vorhandenen Objekte.
• Der nutzerbasierte Ansatz erlaubt Zugriff auf vollständige Nutzerprofile. Selbst die Ver-
wendung von Pseudonymen birgt hier noch die Gefahr, dass die Identität eines Nut-
zers – beispielsweise durch das Vorhandensein einer ungewöhnlichen Objektkombi-
nation – aufgedeckt werden kann. Der nutzerbasierte Ansatz ist daher aus Sicht des
Datenschutzes deutlich problematischer als der objektbasierte Ansatz. Jedoch ist die
gezielte Suche nach einem Nutzer bei der Verwendung von Pseudonymen nicht mög-
lich. Durch Anwendung des in Abschnitt 5.5.2.3 beschriebenen Verfahrens kann zu-
dem ein Absuchen einer sehr hohen Anzahl von Nutzerprofilen deutlich erschwert
werden. Schließlich kann der nutzerbasierte Ansatz auch mit dem in Abschnitt 4.4 be-
schriebenen Verfahren kombiniert werden; diese Möglichkeit wurde allerdings nicht
evaluiert.
• Der kombinierte Ansatz hat grundsätzlich die gleichen Eigenschaften wie der nutzer-
basierte Ansatz. Allerdings ermöglichen die Verweise für selten bewertete Objekte das
Auffinden von Nutzern, die diese Objekte bewertet haben. Indem für jedes Objekt nur
η Verweise gespeichert werden, wird dieses Risiko auf wenige Nutzer beschränkt. Ein
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bösartiger speichernder Knoten – der allerdings das Objekt, für das er zuständig ist,
nicht frei wählen kann – könnte allerdings eine Liste mit mehr als η Knoten speichern.
In allen Fällen können allerdings die juristischen Anforderungen an den Systemdaten-
schutz, wie sie in Abschnitt 3.6.7 dargestellt sind, erfüllt werden. Neben Unterrichtungs-
und Einwilligungserfordernissen beinhalten diese
• die Ermöglichung der Beendigung der Nutzung des Dienstes (§ 13 Abs. 4 Nr. 1 TMG).
Ein Knoten kann das Peer-to-Peer-System jederzeit verlassen.
• die Sicherstellung der sofortigen Löschung oder Sperrung der angefallenen Nut-
zungsdaten nach Zugriff (§ 13 Abs. 4 Nr. 2 TMG). Nutzungsdaten im Sinne des TMG
werden nicht über den Prozess der Empfehlungserzeugung oder Bewertungsabgabe
hinaus benötigt.
• den Schutz der Benutzung des Dienstes vor der Kenntnisnahme Dritter (§ 13 Abs. 4
Nr. 3 TMG). Dies betrifft (wie in Abschnitt 3.6.7 erörtert) nicht die Knoten, die an der
Diensterbringung mitwirken, und ist somit ebenfalls sichergestellt.
• die Ermöglichung der getrennten Verwendung von Daten über die Nutzung verschie-
dener Telemedien (§ 13 Abs. 4 Nr. 4 TMG). Andere Telemedien als das beschriebene
Empfehlungssystem werden an dieser Stelle nicht betrachtet.
• die lediglich pseudonyme Erstellung von Nutzungsprofilen, die nicht mit Daten über
die Pseudonymträger zusammengeführt werden dürfen (§ 13 Abs. 4 Nr. 6 TMG). Nut-
zungsprofile, die die Nutzung des Empfehlungssystems selbst betreffen – nur diese
werden durch die Regelung erfasst – werden nicht erstellt.
• die Anzeige der Weitervermittlung zu einem anderen Diensteanbieter (§ 13 Abs. 5
TMG). Eine solche Weitervermittlung findet nicht statt.
• die Ermöglichung anonymer oder pseudonymer Nutzung des Dienstes (§ 13 Abs. 6
TMG). Die Verwendung von Pseudonymen ist in allen Anwendungsfällen vorgese-
hen.
• die Pflicht zur Auskunftserteilung über gespeicherte, personenbezogene oder pseud-
onyme Daten (§ 13 Abs. 7 TMG). Diese Pflicht betrifft jeden einzelnen Knoten. Da
Bewertungsdokumente signiert werden, ist es unproblematisch, zu verifizieren, ob
ein Nutzer, der eine Auskunft begehrt, tatsächlich Träger des entsprechenden Pseud-
onyms ist. In diesem Fall kann die Auskunft erteilt werden.
• die Pflicht zur Anbieterkennzeichnung (§ 5 TMG). Diese ist in der Regel für Nutzer des
Empfehlungssystems nicht einschlägig (vgl. Abschnitt 3.6.7.10) und im dargestellten




Die folgenden Sicherheitsanforderungen wurden für die Anwendung identifiziert:
• Die Verfügbarkeit des Systems ist zu gewährleisten; ein Denial-of-Service-Angriff (DoS-
Angriff) soll erschwert werden. Denial-of-Service-Angriffe auf das Overlay-Netz sollen
an dieser Stelle nicht betrachtet werden; diese sind für das Chord-Protokoll bereits
in [SiMo02] diskutiert. Denkbar ist ein Denial-of-Service-Angriff aber auch auf Ebe-
ne der Anwendung. So könnte ein Angreifer das System durch massenweises Einfü-
gen oder Abrufen von Dokumenten überlasten. Dies wird jedoch durch das in Ab-
schnitt 5.5.2.3 beschriebene Verfahren verhindert. Der speichernde Knoten muss zu-
nächst eine Operation – die Berechnung des Funktionswerts einer kryptographischen
Hashfunktion – vornehmen, die jedoch nur geringen Rechenaufwand erfordert. Nur,
wenn das Ergebnis dieser Berechnung die Bedingung aus Abschnitt 5.5.2.3 erfüllt, ent-
steht für den speichernden Knoten weiterer Rechen- und Speicheraufwand. In diesem
Fall hat jedoch der Angreifer vorher einen höheren Aufwand – im Mittel muss er 2k−1
Funktionswerte der Hashfunktion errechnen, um die Bedingung – einen auf k Nullen
endenden Funktionswert – zu erfüllen.
• Das Zurückziehen einzelner Bewertungsdokumente – außer durch den Autor – ist zu verhin-
dern. Allen betrachteten Ansätzen ist gemein, dass Bewertungsdokumente mit einer
Identität versehen und signiert werden. Erhält ein Knoten eine Anforderung, ein ge-
speichertes Dokument zu löschen, so tut er dies nur, wenn die Löschanforderung mit
dem gleichen privaten Schlüssel signiert wurde wie das Dokument selbst.
Abbildung 6.14 zeigt die Angriffe, die eine Löschung von Dokumenten aus dem Sys-
tem ermöglichen. Die Abbildung stellt einen Angriffsbaum [Schn99] dar, dessen Wur-
zel das eigentliche Angriffsziel ist. Die Bedingung eines Knotens ist erfüllt, sobald die
Bedingung eines Tochterknotens erfüllt ist.
– Der Angreifer könnte alle Knoten, die das Dokument speichern, unter seine Kon-
trolle bringen. Dies wäre möglich, wenn er
∗ unter hinreichend vielen verschiedenen Identitäten im System auftreten
könnte, so dass jeder der für ein Dokument zuständigen Knoten durch den
Angreifer kontrolliert wird (Sybil-Angriff). Dieser Angriff wird durch die im-
plementierten Verfahren nicht verhindert, sondern ist durch das darunter lie-
gende Overlay-Netz zu lösen. Die Annahmen, die getroffen werden müssen,
damit der Angriff nicht möglich wird, sind in Abschnitt 5.4 beschrieben. Ab-
schnitt 2.1.7 zeigt, wie diese Annahmen durch in der Literatur beschriebene
Ansätze erfüllt werden können.






















Abbildung 6.14: Angriffsbaum für die Löschung von Dokumenten
hängt vom zugrunde liegenden Overlay-Netz ab; Chord [SMKK+01] ermög-
licht eine solche gezielte Auswahl nicht.
– Der Angreifer könnte eine Löschungsanforderung des Autors fälschen. Dazu
müsste er
∗ den privaten Schlüssel des Autors erlangen. Das entworfene System sieht
keine Preisgabe privater Schlüssel vor; eine Weitergabe privater Schlüssel auf
Kanälen außerhalb des Systems kann jedoch nicht verhindert werden.
∗ die verwendete PKI manipulieren. Angriffe auf die PKI werden an dieser
Stelle jedoch nicht betrachtet.
Ähnliche Folgen wie eine Löschung hätte es auch, wenn der Angreifer das Auf-
finden der speichernden Knoten verhindern könnte. Dies wäre ein Spezialfall
eines DoS-Angriffs auf das Overlay-Netz. Der Angriff führt zwar nicht zur Lö-
schung der Dokumente, aber zu deren Unterdrückung und hat somit die gleichen
Folgen. Auch dieser Angriff wird bereits in [SiMo02] betrachtet.
– Die Integrität und Authentizität der gespeicherten Bewertungsdokumente ist zu gewähr-
leisten. Alle Dokumente sind signiert. In den grundlegenden Verfahren, die in
Kapitel 5 betrachtet wurden, ergeben sich als Angriffsmöglichkeiten wiederum
lediglich die Manipulation der verwendeten PKI und die Erlangung des priva-
ten Schlüssels des Autors eines Dokuments.
– Das massenweise Einspeisen von Bewertungsdokumenten soll erschwert werden. Die-
ses Ziel wird mit dem gleichen Mechanismus erreicht, der auch DoS-Angriffe
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verhindern soll. Zusätzlich ist im objektbasierten Ansatz als Erweiterung vorge-
sehen, die Anzahl an abgegebenen Bewertungen eines Knotens bei der Verwen-
dung dieser Bewertungen zu berücksichtigen. Dies verringert den Anreiz, sehr
viele Bewertungen abzugeben.
– Der Einsatz eines Reputationssystems soll möglich sein. Voraussetzung für den Ein-
satz eines Reputationssystems ist die Existenz von Identitäten, an die die Repu-
tation angeknüpft werden kann. Grundsätzlich werden die Identitäten auf der
Overlay-Ebene verwaltet und somit durch das vorgeschlagene Empfehlungssys-
tem nicht beeinflusst. Die Ausnahme – die Erweiterung zum Identitätsschutz –
wird in Abschnitt 6.4.2 diskutiert.
6.4.1 Angriffe auf Empfehlungsalgorithmen
Ein Angreifer könnte auch einen Anreiz haben, erzeugte Empfehlungen zu beeinflussen.
Im nutzerbasierten und somit auch im kombinierten Ansatz werden durch die Übermitt-
lung vollständiger Bewertungsprofile die Angriffsmöglichkeiten eingeschränkt: Will ein
böswilliger Knoten erreichen, dass ein bestimmtes Objekt anderen Knoten empfohlen wird,
so ist sein Ziel, diesen anderen Knoten möglichst ähnlich zu erscheinen, um in ihrer Emp-
fehlungsberechnung berücksichtigt zu werden. Im vorliegenden Ansatz reicht es aber nicht
aus, Manipulationen auf Ebene einzelner Objektbewertungen vorzunehmen; die Ähnlich-
keit wird auf Basis eines ganzen Profils errechnet. Kann ein Knoten nur die Ähnlichkeit
zu wenigen anderen Knoten vortäuschen und gelangt nur in deren taste-buddy-Listen, so
ergibt sich kein Problem, da er – auf das Gesamtsystem bezogen – nur geringen Schaden
verursachen kann. Sichergestellt werden muss indes, dass ein Knoten nicht gegenüber un-
terschiedlichen Netzteilnehmern auch unterschiedliche Profile verwendet.
Das Ziel wird dadurch erreicht, dass den Knoten die Kontrolle darüber entzogen wird,
wie sie sich bestimmten anderen Knoten gegenüber darstellen. Dies wird durch die Verwen-
dung von Chord als Overlay-Netz und die darauf aufbauende Datenspeicherungsschicht
garantiert. Will ein Knoten auf das Nutzerprofil eines anderen Knotens zugreifen, so kontak-
tiert er nicht den Knoten, dem das Nutzerprofil zuzuordnen ist, sondern die entsprechenden
speichernden Knoten. Diese können durch den jeweiligen Nutzer nicht ausgewählt werden.
Um zu gewährleisten, dass ein Knoten seine Chord-ID und somit die Schlüssel, für die er
zuständig ist, nicht frei auswählen kann, muss auf der Overlay-Ebene allerdings ein geeig-
netes Verfahren zur Wahl der Identität herangezogen werden. Entsprechende Ansätze sind
in [DiHa06], [Wall03] und [FrRe01] diskutiert.
Auch im objektbasierten Ansatz kann ein Knoten nicht kontrollieren, wie er sich einzelnen
anderen Knoten gegenüber darstellt. Problematisch ist allerdings, dass keine vollständigen
Profile vorliegen – andere Knoten bemerken also zunächst nicht, welche Bewertungen ein
Knoten abgegeben hat. Zum einen wird ein massenhaftes Einfügen aber durch die Verwen-
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dung von Crypto-Puzzles (Abschnitt 5.5.2.3) verhindert. Zum anderen werden Bewertun-
gen von Knoten, die bereits viele Bewertungen abgegeben haben, geringer gewichtet – als
Gewichtungsfunktion wird dabei wi(Li) = 1log |Li | verwendet (vgl. Abschnitt 5.18). Schließ-
lich muss, wie in Abschnitt 5.5 besprochen, dafür Sorge getragen werden, dass der Herstel-
ler eines Objekts (Produkts) nicht durch die Wahl des entsprechenden Identifikators eine
freie Platzierung in der Chord-DHT erreichen kann.
6.4.2 Erweiterung zum Schutz von Identitäten
Abschnitt 5.8.4.4 beschreibt eine Erweiterung, die verwendet werden kann, um die Identitä-
ten von Teilnehmern bei der Aktualisierung einer Objekttabelle zu schützen. Die folgenden
Angriffe auf diese Erweiterung sind nun denkbar:
• Der einfügende Knoten könnte versuchen, die Verknüpfung seiner Reputation mit der
eingefügten Bewertung zu verhindern. Dazu müsste er
– den Knoten Hk, der die Identität des einfügenden Knotens mit dem verwendeten
Pseudonym verknüpft, auswählen bzw. durch einen kollaborierenden Knoten er-
setzen können. Die Wahl dieses Knotens ist aber durch eine Funktion bestimmt,
in die sowohl die Objekt-ID als auch die ID des bewertenden Knotens einfließt.
Beide können durch den bewertenden Knoten nicht frei gewählt werden.
– den lokal eindeutigen Bezeichner, den Hk ihm zusendet, manipulieren können.
Dieser ist jedoch von Hk signiert. Die Veränderung des Bezeichners würde also
eine Manipulation der PKI oder das Erlangen des privaten Schlüssels von Hk
erfordern.
• Andere Knoten könnten versuchen, die Identität des Bewertenden in Erfahrung zu
bringen:
– Der Knoten Hk kennt die Identität des Bewertenden. Er hat jedoch keine Möglich-
keit, eine Bewertung des Bewertenden abzurufen: Der Abruf von Bewertungen
anhand der Identitäs des Bewertenden ist aber nicht möglich.
– Der Knoten, der die Bewertung speichert, kennt das von Hk erzeugte Pseud-
onym. Nun könnte er
∗ mit Hk zusammenarbeiten. In diesem Fall ist die Identität des Bewertenden
offengelegt. Dies betrifft jedoch lediglich eine einzelne Bewertung; für ande-
re Objekte sind wiederum andere Knoten Hk zuständig. Das heißt, dass ein
einzelner bösartiger Knoten kein vollständiges Nutzerprofil aufdecken kann.
∗ anhand der Identität von Hk versuchen, auf die Identität des bewertenden
Knotens N zurückzuschließen. Die Identität von Hk ergibt sich daraus, dass
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er zuständig ist für den Schlüssel (Erste t2 bits von hash(Identifikator des neu
bewerteten Objekts k) | Erste t2 bits von hash(N)). Der Knoten, der die Be-
wertung speichert, kennt nun sowohl k als auch Hk. Um dadurch auf die
Identität von N zurückschließen zu können, müsste er jedoch für alle denk-
baren Identitäten von N den genannten Hashwert berechnen und prüfen, ob
Hk für diesen zuständig ist.
– Dritte Knoten können die Objekttabelle vom speichernden Knoten abrufen; ih-
nen steht dann grundsätzlich die gleiche Information wie diesem speichernden
Knoten zur Verfügung, und sie könnten sie in der gleichen Weise für Angriffe
nutzen. Wie gezeigt, reiche diese Information aber nicht aus, um die Identität
eines bewertenden Knotens offenzulegen.
Als Fazit lässt sich festhalten, dass das Offenlegen der Identität eines bewertenden Knotens
nicht theoretisch unmöglich ist, da Brute-Force-Angriffe denkbar sind. Wohl aber wurde
das Ziel erreicht, Angriffe so sehr zu erschweren, dass sie Kosten verursachen, die diese
Angriffe wirtschaftlich unattraktiv machen können.
6.5 Fazit
Im vorliegenden Kapitel wurden die in Kapitel 5 vorgestellten Verfahren evaluiert. Dabei
hat sich gezeigt, dass der objektbasierte Ansatz die beste Empfehlungsqualität liefert, al-
lerdings der Kommunikationsaufwand für das Einfügen einer Bewertung mit der Anzahl
von Objekten in den Nutzerprofilen der Nutzer steigt. Durch die vorgenommenen Opti-
mierungen konnte im Vergleich zu in der Literatur betrachteten Ansätzen der Gesamtauf-
wand allerdings reduziert werden – bei konstanter Größe des Overlay-Netzes von O(u2) auf
O(u1,45).
Im Gegensatz dazu ist dieser Kommunikationsaufwand beim nutzerbasierten Ansatz
konstant, doch kann hier in der Grundversion nur eine geringe Anzahl von Empfehlungen
erzeugt werden.
Als Mittelweg hat der kombinierte Ansatz einen nur geringfügig höheren Aufwand für
das Einfügen von Bewertungen und das Erzeugen von Empfehlungen als der nutzerbasierte
Ansatz; die Anzahl erzeugter Empfehlungen kann dabei jedoch nahezu auf das Niveau des
objektbasierten Ansatzes gesteigert werden.
Schließlich wurden auch Erweiterungen der Basisprotokolle zum Erreichen von Sicher-
heit und Datenschutz betrachtet.
In Kapitel 7 folgt nun eine juristische Betrachtung mit Schwerpunkt auf möglichen Fort-
entwicklungen des Rechts mit Bezug auf Peer-to-Peer-Systeme.
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Kapitel 7
Vorschläge für eine Fortentwicklung des
Rechts
Dieses Kapitel betrachtet Probleme der derzeitigen juristischen Einordnung von Peer-to-
Peer-Netzen und macht Vorschläge für eine Fortentwicklung des Rechts. Dies betrifft zum
einen sprachliche Fehlleistungen des Gesetzgebers, also Fälle, in denen die gesetzliche Rege-
lung sprachlich vom gewollten Ziel abweicht; zum anderen werden teleologische Fehlleis-
tungen betrachtet, also Regelungen, die inhaltlich nicht geeignet sind, das vom Gesetzgeber
gewünschte Ziel zu erreichen.1 Schließlich werden Wege zu einer sachgerechteren juristi-
schen Behandlung der Peer-to-Peer-Netze untersucht.
7.1 Gesetzgeberische Fehlleistungen
Die Analyse soll zunächst von denjenigen in der Analyse aufgetretenen Problemen ausge-
hen, die als Fehlleistungen des Gesetzgebers eingeordnet werden können.
7.1.1 Sprachliche Fehlleistungen
Als sprachliche gesetzgeberische Fehlleistung ist wohl eindeutig die Formulierung der
§§ 14, 15 TMG zu bezeichnen, die jeweils „nur“ die Erhebung und Verwendung von Be-
standsdaten (§ 14) bzw. Nutzungsdaten (§ 15) durch einen Diensteanbieter erlauben; auf
diese Weise wird sprachlich aus der Erlaubnis- zugleich eine Verbotsnorm gemacht. Der
Gesetzgeber hat dies offensichtlich nicht beabsichtigt; Hintergrund der Einfügung des Wor-
tes „nur“ in beide Vorschriften war der (systemwidrige) Versuch, eine Bußgeldvorschrift an
die entsprechenden Vorschriften zu knüpfen. Die so veränderten Normen wurden später
unverändert in das TMG übernommen (vgl. Abschnitt 3.6.2.1, S. 60). Eine Korrektur ist im
Wege der (teleologischen) Auslegung möglich – dennoch ist dem Gesetzgeber anzuraten,
mit der Bußgeldvorschrift des § 16 Abs. 2 Nr. 5 nicht an die §§ 14 Abs. 1,15 Abs. 1 anzu-
knüpfen, die ihrem Wesen nach Erlaubnisnormen sind. Da ohnehin keine Differenzierung
1Zu den Begriffen der sprachlichen und inhaltlichen Fehlleistungen siehe [Rüßm90, S. 43].
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beispielsweise der Bußgeldhöhe nach Art der erhobenen oder verwendeten Daten stattfin-
det, wäre eine Anknüpfung an die Verbotsnorm des § 12 Abs. 1 TMG bereits zielführend.
Auf eine weitere sprachliche Fehlleistung weist Bizer [Bize07] hin: Telekommunikations-
gestützte Dienste nach § 3 Nr. 25 TKG werden vom Anwendungsbereich des TMG ausge-
nommen (§ 1 Abs. 1 Satz 1 TMG). Folgte man dem Wortlaut der Definition („Dienste, die
keinen räumlich und zeitlich trennbaren Leistungsfluss auslösen, sondern bei denen die In-
haltsleistung noch während der Telekommunikationsverbindung erfüllt wird“), so wären
die meisten Peer-to-Peer-Anwendungen und außer ihnen ein großer Teil der weiteren im
Internet angebotenen Dienste keine Telemedien – ein Ergebnis, dass der Gesetzgeber nicht
beabsichtigte.2
7.1.2 Teleologische Fehlleistung
Stellt sich ein Rechtsproblem im Zusammenhang mit Peer-to-Peer-Systemen, so ist der erste
Schritt der Betrachtung die Fragestellung, wie sich das Problem in das Schichtenmodell
der Gesetzgebung einordnen lässt: Ist das Telekommunikationsrecht zu betrachten, ist es
das Telemedienrecht oder die allgemeinen Gesetze – oder eine Kombination von mehreren
dieser Möglichkeiten? Diskutiert werden soll an dieser Stelle indes nur ein Teilbereich dieser
Problematik, nämlich der Bereich des Datenschutzes.
Vergleichsweise unproblematisch ist die Entscheidung zwischen den „obersten“ Schich-
ten (also zwischen Telemedienrecht und den allgemeinen Gesetzen), wie dies für das Daten-
schutzrecht bereits in Abschnitt 3.6.1 (S. 58) gezeigt wurde: Sobald die Daten einen Bezug
zum betrachteten Telemedium haben, sind die Datenschutzbestimmungen des TMG an-
wendbar – dies gilt nur dann nicht, wenn das Telemedium lediglich der Übermittlung von
Daten dient, die auch ohne das Vorliegen eines Telemediums denkbar wären. Auch jenseits
des Datenschutzrechts ist das Telemediengesetz lediglich relevant, wenn für einen elektroni-
schen Informations- oder Kommunikationsdienst spezifische Fragestellungen zu betrachten
sind. Schließlich war auch schon innerhalb dieser Schicht nach altem Recht die Abgrenzung
zwischen Telediensten und Mediendiensten zwar nicht immer eindeutig3, kam aber in der
Praxis aufgrund meist übereinstimmender Regelungen in TDG und MdStV nur selten zum
Tragen.
Sehr viel problematischer stellt sich jedoch die Abgrenzung zwischen Telekommunikati-
on und Telemedien dar – eine Problematik, die der Gesetzgeber so nicht erkannt hat (vgl.
dazu Abschnitt 3.6.2.1), so dass von einer teleologischen Fehlleistung gesprochen werden
kann. Bereits nach altem Recht war die Trennlinie schwierig zu ziehen: Auch, wenn in
der Literatur teilweise die Ansicht vertreten wird, diese Abgrenzung lasse sich anhand
2So auch Bizer [Bize07]; auch die Begründung des TMG-Entwurfs [Bund06a, S. 11] spricht davon, dass die
geltenden Vorschriften aus TDG und MdStV weitgehend unverändert bleiben sollen – mit einer derart dras-
tischen Beschneidung des Geltungsbereichs wäre dies indes nicht mehr möglich.
3So [Wald98, S. 124], [Goun97, S. 2994]; vgl. auch Abschnitt 3.5.1.1.
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der Schichtengrenzen des ISO/OSI-Schichtenmodells (bzw. des für die Praxis relevanteren
TCP/IP-Schichtenmodells) vornehmen4, ist dies tatsächlich nicht möglich. Dies zeigt sich
gerade bei Overlay-Netzen – wie den im Rahmen dieser Arbeit betrachteten Peer-to-Peer-
Systemen – , da hier innerhalb der Anwendungsschicht (aus Sicht des Underlays) wiederum
Funktionalitäten implementiert sind, die sich eigentlich unteren Schichten des Schichtenmo-
dells zuordnen lassen. Die Verabschiedung des Telemediengesetzes hat diesem Problem nur
teilweise abgeholfen. So wurde klargestellt, dass es Dienste geben kann, die dem Regelungs-
regime sowohl des TKG als auch des TMG unterliegen: Dies ergibt sich daraus, dass § 1
Abs. 1 Satz 1 des Gesetzes aus dem Anwendungsbereich des TMG lediglich telekommuni-
kationsgestützte Dienste (§ 3 Nr. 25 TKG) und Telekommunikationsdienste (§ 3 Nr. 24 TKG),
„die ganz in der Übertragung von Signalen über Telekommunikationsnetze bestehen“ aus-
schließt. Nicht ausgeschlossen sind jedoch solche Dienste, die lediglich überwiegend in der
Übertragung von Signalen über Telekommunikationsnetze bestehen (und ebenfalls von der
Definition eines Telekommunikationsdienstes in § 3 Nr. 24 TKG erfasst sind). Es handelt sich
hierbei also sowohl um Telemedien als auch um Telekommunikationsdienste – eine Kon-
stellation, die der Gesetzgeber auch so beabsichtigt hat.5 Für diese Klasse von Telemedien
ist allerdings wiederum ein Großteil der Datenschutzregelungen des TMG ausgeschlossen
(§ 11 Abs. 3 TMG).
Die Abgrenzung zwischen Telekommunikationsdiensten und Telemedien indes hat sich
durch die neue Regelung zwar verschoben, aber nicht unbedingt vereinfacht. So sind nach
neuer Rechtslage drei Abstufungen zu unterscheiden: Reine Telekommunikationsdienste,
reine Telemedien und die Kombination aus beiden. Die Entscheidung, wann welcher dieser
Fälle vorliegt, dürfte sich in der Praxis nicht immer einfach gestalten.
Wenig gelungen ist die Abgrenzung zwischen TMG und TKG auch in anderer Hinsicht.
So gilt das Telemediengesetz nach seinem § 1 für Telemedien; der Begriff des Diensteanbie-
ters geht aber, indem er Personen beinhaltet, die lediglich „fremde Telemedien zur Nutzung
[bereithalten] oder den Zugang zur Nutzung [vermitteln]“ (§ 2 Nr. 1 TMG), über diesen An-
wendungsbereich ebenso hinaus wie die Verantwortlichkeitsregelung des § 8 Nr. 1 TMG,
die Zugangsprovider von der Verantwortlichkeit für übermittelte Inhalte freistellt. Konse-
quent wäre eine Beschränkung des Diensteanbieterbegriffs auf Anbieter von Telemedien
sowie eine Überführung der Regelung des § 8 Nr. 1 TMG in das Telekommunikationsgesetz
(zu dieser schon im Verhältnis zwischen TDG und TKG bestehenden Problematik bereits
Stadler [Stad05, Rn. 33]).
4So beispielsweise in [Raab03, S. 136]; vgl. dazu auch Abschnitt 3.2.2.1
5Siehe hierzu die Gesetzesbegründung [Bund06a, S. 13].
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7.2 Gliederungsansatz
Die Lösung der aufgezeigten Problematik – der unklaren Abgrenzung zwischen den
„Schichten“ der Gesetzgebung – kann durch die Wahl eines anderen Gliederungsansat-
zes gefunden werden. Dies gilt insbesondere für den Bereich des Datenschutzes.
Bereits im Jahr 2000 wurde – im Zusammenhang mit dem Erlass der Telekommuni-
ka tions-Datenschutzverordnung – eine Zusammenlegung der Datenschutzregelungen für
Telekommunikations- und für Teledienste gefordert [KoNe00, S. 425]; diese Forderung wur-
de während des Gesetzgebungsverfahrens zur Novellierung des TKG dann auch durch den
Deutschen Bundestag erneut erhoben6. Tatsächlich umgesetzt wurde sie bislang nicht.
7.2.1 Schutz nach Risiko
Ein erster Schritt kann darin bestehen, die Datenschutzregelungen nach dem Ausmaß des
Risikos zu gliedern, dem der Nutzer ausgesetzt ist. Das Risiko selbst lässt sich schwerlich
messen, weshalb stellvertretende Variablen herangezogen werden müssen, an die die Ge-
setzgebung anknüpfen kann. Hierbei können folgende Grundsätze herangezogen werden:
• Schutz der Individualkommunikation zwischen Menschen Ein besonders hohes Schutz-
niveau ist bei der Individualkommunikation zwischen Menschen erforderlich –
unabhängig davon, wie diese technisch realisiert wird. Dies gilt sowohl für die
Inhalte dieser Kommunikation als auch für ihre näheren Umstände. Grund für die-
ses hohe Schutzbedürfnis ist der oft persönliche Charakter des zwischen Menschen
ausgetauschten gesprochenen oder geschriebenen Worts.
• Schutz der Privatsphäre in der Mensch-Computer-Kommunikation Die Kommunikation
zwischen Mensch und Computer – beispielsweise, weil der Mensch einen im Com-
putersystem realisierten Dienst in Anspruch nehmen möchte – ist an sich unproblema-
tisch. Ein Problem entsteht dann, wenn der Kommunikationsvorgang Rückschlüsse
auf personenbezogene Daten einzelner Nutzer erlaubt. Dies kann bereits die Tatsache
sein, dass ein Nutzer mit einem bestimmten Rechner (oder einem von diesem Rechner
angebotenen Dienst) kommuniziert hat, aber auch inhaltliche Aspekte oder den Kon-
text (Aufenthaltsort des Nutzers, Zeitpunkt der Kommunikation) beinhalten. Auch
weitere hinzukommende Umstände können hier von Bedeutung sein – beispielsweise
die Frage, ob und inwieweit der Nutzer sich der Tatsache bewusst ist, dass perso-
nenbezogene Daten durch das Computersystem erhoben und verarbeitet werden. Ir-
relevant ist jedoch, auf welcher Schicht des ISO/OSI-Schichtenmodells die entspre-
chenden Daten anfallen. Wird der Nutzer durch seine IP-Adresse identifiziert oder
hat er sich auf einer besuchten Website registriert und wird durch Verwendung eines
6Einem entsprechenden Antrag [TaGV02] stimmte der Bundestag im Juli 2002 zu [Bund02, S. 25195]
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Cookies wiedererkannt, ist die Konsequenz – die Identifikation einer Person oder doch
zumindest eines kleinen Personenkreises – die gleiche. Dass hier überhaupt ein Spezi-
alfall der Gefährdung informationeller Selbstbestimmung vorliegt, der über die allge-
meine Datenschutzproblematik hinausgeht, liegt im wesentlichen an der mangelnden
Kontrolle, die der Nutzer bei einer Vielzahl von Telekommunikationsvorgängen mit
Rechnern unbekannter Betreiber ausüben kann.
• Umfang anfallender Daten Als wesentliches Kriterium für die Regulierung kann auch
der Umfang dienen, in dem Daten erhoben werden können. Dies kann auch als ei-
ne Motivation für die Unterscheidung zwischen Diensteanbieter und Nutzer im Te-
lemediengesetz gesehen werden: Zwar kann der Nutzer auch Daten über den Anbie-
ter erlangen, die durchaus Personenbezug haben können. Doch kann – insbesondere
bei Abruf- und Verteildiensten, die dem Gesetzgeber offenbar bei Verabschiedung des
TMG vor Augen standen – ein einzelner Anbieter in der Regel Daten über sehr viele
Nutzer sammeln. Neben der Differenzierung zwischen Anbieter und Nutzer wären
weitere Kriterien denkbar, die als Stellvertreter an den Umfang anfallender personen-
bezogener Daten (und somit das Risiko für den Betroffenen) anknüpfen, so beispiels-
weise der Umfang der angebotenen Dienstleistung oder deren Gewerblichkeit bzw.
Geschäftsmäßigkeit.
• Kontrolle Ebenso kann das Ausmaß der Kontrolle, die der Betroffene über die Preisgabe
seiner Daten hat, herangezogen werden. Auch aus dieser Perspektive lässt sich die
Unterscheidung zwischen Diensteanbieter und Nutzer im Telemediengesetz erklären:
Bei „klassischen“ Telemedien wie beispielsweise Websites ist für den Anbieter meist
offensichtlich, welche (personenbezogenen) Daten er preisgibt; dem Nutzer ist dies
nicht unbedingt klar. Werden Cookies übertragen oder speichert der Anbieter die IP-
Adresse des Nutzers, bemerkt dieser das in aller Regel gar nicht.
Wie sich zeigt, werden unterschiedliche Risikopotentiale durch die Gesetzgebung also
durchaus schon berücksichtigt. Das Aufkommen von Peer-to-Peer-Systemen stellt die An-
nahmen, die der Gesetzgebungssystematik zugrund liegen, jedoch in Frage. Insbesondere
entspricht die Unterscheidung zwischen Anbietern und Nachfragern von Diensten nicht
mehr der Sachlage. Dies liegt nicht nur an der jederzeit vorliegenden Möglichkeit zum Rol-
lenwechsel. Auch sonst ist praktisch keine Asymmetrie mehr gegeben: Ein Nutzer intera-
giert ebenso mit vielen unterschiedlichen Anbietern wie ein Anbieter mit unterschiedlichen
Nutzern. Selbst die Natur der preisgegebenen Daten muss sich nicht zwangsläufig zwi-
schen beiden Rollen unterscheiden, und die Transparenz über erhobene und verarbeitete
Daten ist für den menschlichen Benutzer unabhängig davon, ob er gerade als Anbieter oder
als Nachfrager agiert.
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Als Konsequenz kann festgehalten werden, dass die Unterscheidung zwischen allgemei-
nen Regelungen des Datenschutzes und besonderen Regelungen für den Fall von Telekom-
munikationsbeziehungen nach wie vor sinnvoll ist. Auch eine Unterscheidung nach Art
der erhobenen oder genutzten Daten – ähnlich den Regelungen des BDSG – ist nach wie vor
denkbar. Dies gilt ebenso für eine Differenzierung zwischen geschäftsmäßig handelnden
und sonstigen Teilnehmern.
Die Abgrenzung zwischen den verschiedenen Schichten der Gesetzgebung alleine kann
zwar als wichtiger Schritt zu einem praktikableren Umgang mit dem Recht der Peer-to-Peer-
Systeme führen; es sind aber weitere Schritte vorstellbar, mit denen das Recht den Charak-




Dass eine zufriedenstellende Gesetzgebung, die dem Wesen von Peer-to-Peer-Systemen ge-
recht wird, nur schwer gefunden werden kann, liegt wesentlich in den technischen Eigen-
schaften solcher Netze und daraus resultierenden gegensätzlichen Interessen begründet.
Solche Interessenkonflikte werden in den folgenden Abschnitten beschrieben.
7.3.1.1 Datenschutz vs. Verfolgbarkeit
Ein offensichtlicher Interessensgegensatz zeigt sich zwischen Datenschutz einerseits und
der Verfolgbarkeit von Rechtsverstößen – sowohl aus strafrechtlicher Sicht als auch bei der
Verfolgung zivilrechtlicher Ansprüche – andererseits. Werden technische Lösungen zum
Datenschutz auf der Empfänger-, Kontroll-, Zweck- oder Inhaltsebene realisiert, so ste-
hen Möglichkeiten offen, die Zurückverfolgbarkeit von Aktionen in besonderen Fällen (bei-
spielsweise durch richterlichen Beschluss) zu ermöglichen, ohne das Datenschutzniveau im
Allgemeinen dadurch zu reduzieren. Dies liegt daran, dass in diesen Ebenen der Personen-
bezug von Daten grundsätzlich erhalten bleibt; eingeschränkt wird lediglich der Umgang
mit diesen Daten.
Der technische Datenschutz in Netzen wird in der Praxis jedoch überwiegend auf der
Identitätsebene – beispielsweise mit Verfahren wie Onion Routing [ReSG98] – umgesetzt.
Zwar ist es theoretisch denkbar, auch hier die Möglichkeit der nachträglichen Offenlegung
einer Identität vorzusehen – im einfachsten Fall durch ausschließliche Verwendung von
Pseudonymen, die durch einen vertrauenswürdigen Dritten vergeben werden und durch
diesen gegebenenfalls offengelegt werden können. Es bestehen jedoch keine Anreize für
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Netzteilnehmer, eine solche Lösung tatsächlich einzusetzen. Somit führt das Verstecken der
Identität zur Nichtverfolgbarkeit der Netzteilnehmer.
7.3.1.2 Schutz der Nutzer vs. Einfachheit für Anbieter
Eine gerade für das Telekommunikationsrecht wichtige Interessenskonfliktlinie verläuft
zwischen der Einfachheit, einen Dienst anzubieten, und dem Schutz des Nachfragenden.
Durch Regulierung – beispielsweise im Bereich des Datenschutzes – kann der Dienstnutzer
erheblich besser gestellt werden. Beispielsweise kann die Pflicht zur Anbieterkennzeich-
nung ihm die Verfolgung von Ansprüchen erleichtern; Regelungen zum Systemdatenschutz
erschweren den Missbrauch personenbezogener Daten, und Unterrichtungspflichten sor-
gen dafür, dass dem Nutzer der Umfang der Verarbeitung seiner personenbezogenen Da-
ten bewusst ist. Der Anbieter andererseits hat die Lasten dieser Bestimmungen zu tragen;
dies kann nicht nur zu höheren Kosten führen, sondern auch den Schutz personenbezoge-
ner Daten des Anbieters beeinträchtigen. Diese Besserstellung des Nutzers als schwächerer
Partei ist auch gerechtfertigt, hält man sich die angenommene Asymmetrie vor Augen, die
sowohl dem TMG als auch dem TKG zugrunde liegt: Der Anbieter interagiert typischer-
weise mit einer Vielzahl von Nutzern; die Kosten, die durch Regulierung entstehen, fal-
len jedoch zum größten Teil nur einmalig an, sodass die pro Nutzer zu tragenden Kosten
kaum mehr ins Gewicht fallen. Andererseits ist das Gefährdungspotential hoch, da gerade
bei Kommunikationsvorgängen das informationelle Selbstbestimmungsrecht des Nutzers
betroffen ist und insbesondere durch den Anbieter leicht verletzt werden kann. Die Beson-
derheit bei Peer-to-Peer-Systemen ist nun der weitgehende Wegfall dieser Asymmetrie, da
jeder Teilnehmer des Netzes grundsätzlich beide Rollen übernehmen kann. Es stellt sich also
die Frage, ob und inwieweit sich Verpflichtungen noch halten lassen, die aus der Motivation
der Asymmetrie heraus begründet wurden.
7.3.2 Weitere Problemfelder
Auch unabhängig von diesen entgegengesetzten Interessen gilt es bei Peer-to-Peer-
Systemen diverse Besonderheiten zu beachten:
• Ein Dienst wird oft durch das System als Ganzes angeboten; einzelne Knoten realisie-
ren oft nur einen kleinen Teil des Dienstes. Einwirkungsmöglichkeiten durch gesetz-
geberische Maßnahmen wiederum können nur einzelne Komponenten beeinflussen.
• Peer-to-Peer-Systeme erlauben das Entstehen von Gemeinschaften, aber auch völlige
Anonymität zwischen den Teilnehmern.
• Durch ein Peer-to-Peer-System kann ein einzelnes Softwareprodukt, das ein bestimm-
tes Protokoll implementiert, eine erhebliche Nutz- oder Schadwirkung entfalten, die
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erst durch die Vernetzung möglich wird und sehr viel schwieriger kontrollierbar ist als
bei Vorhandensein zentraler Komponenten. Diese Wirkung entsteht durch das Verhal-
ten der Nutzer, wird aber durch das Softwareprodukt ermöglicht.
In der Summe kann diese Entwicklung zu einer für das Recht äußerst problematischen
Situation führen: Durch das Gesamtsystem können Wirkungen entstehen, die durch das
Rechtssystem missbilligt werden. Jedoch können potentiell mehrere Gründe zusammen-
kommen, die dazu führen, dass diese unter Umständen nicht auf einzelne Teilnehmer zu-
rückgeführt werden:
• Der durch einen einzelnen Teilnehmer geleistete Beitrag ist zu klein, um – zumindest
nach derzeitiger Rechtslage – Sanktionen gegen diesen Teilnehmer zu rechtfertigen.
• Der durch einen einzelnen Teilnehmer verursachte Schaden ist zu klein, als dass sich
die Durchsetzung von Schadensersatzforderungen gegen einzelne Teilnehmer lohnen
würde.
• Das System ist hinreichend robust, um die unerwünschte Wirkung aufrecht zu er-
halten, auch, wenn Unterlassungsansprüche gegen einzelne Teilnehmer durchgesetzt
werden können.
• Die Teilnehmer sind anonym und können nicht ermittelt werden.
Zusammengenommen kann von einer Diffusion der Verantwortlichkeit gesprochen wer-
den; wo vorher ein einzelner Anbieter zur Rechenschaft gezogen werden konnte, steht ein
Geschädigter oder Betroffener nun einer Vielzahl möglicher Anspruchsgegner gegenüber.
Im nächsten Abschnitt sollen Lösungsansätze für diese Problematik diskutiert werden.
7.4 Lösungsansätze
Lösungsansätze für die dargestellten Probleme könnten sich aus der Betrachtung bereits un-
tersuchter Systeme ergeben, die zumindest teilweise mit Peer-to-Peer-Systemen vergleich-
bar sind.
7.4.1 Systeme mit vergleichbarer Interessenlage
Ein allgemeines Problem selbstorganisierender Systeme ergibt sich für das Recht bereits aus
deren Definition. Ein selbstorganisierendes System zeigt emergentes Verhalten; das bedeu-
tet, dass einfache Interaktionen zwischen Systemteilnehmern die Erfüllung auch komple-
xer Aufgaben durch das Gesamtsystem ermöglichen. Daraus folgt auch, dass es in einem
solchen System in der Regel keine Instanz mehr gibt, die alleine für das Systemverhalten
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verantwortlich zu machen wäre. Im Beispiel des Peer-to-Peer-Systems kann insbesondere
der einzelne Nutzer keinen wesentlichen Einfluss auf die Funktionalität des Gesamtsystems
ausüben.
7.4.1.1 Softwareagenten
Eine im Grundsatz ähnliche Situation findet sich im Bereich der Softwareagenten. Es handelt
sich um Softwaresysteme, die in einer bestimmten Umgebung7 autonom agieren können, um
ein bestimmtes Entwurfsziel zu erreichen.8 Autonom ist ein System, wenn es in einem ge-
wissen Umfang sein eigenes Verhalten kontrollieren und ohne den Eingriff von Menschen
oder anderen Systemen handeln kann [Weis99, S. 2]. Agenten als autonome Systeme erfül-
len somit bereits einen Teil der Definition selbstorganisierender Systeme. Dennoch sind sie
aus zivilrechtlicher Sicht nach derzeitiger Rechtslage nicht anders einzuordnen als ande-
re Computerprogramme auch [Sorg05, S. 23–36]. Ein Agent ist selbst kein Rechtssubjekt,
und durch ihn abgegebene Willenserklärungen sind aus rechtlicher Sicht Willenserklärun-
gen des Nutzers, der seinen Agenten für deren Abgabe lediglich als Werkzeug einsetzt. Eine
solche Lösung ist auch angemessen, denn sie weist das Risiko des Agenteneinsatzes demje-
nigen zu, der auch dadurch profitiert. Problematisch bei dieser Einordnung ist allein der
Geschäftswille, also der Wille des Erklärenden, eine konkrete Rechtsfolge herbeizuführen
(vgl. [Sorg05, S. 27 f.]). Auch wenn sich Agenten – beispielsweise durch den verstärkten Ein-
satz maschineller Lernverfahren – zukünftig noch autonomer handeln sollten, als dies bisher
der Fall ist, bleibt es aber dabei, dass nur bei der Annahme eines vorhandenen Geschäftswil-
lens auch in Bezug auf eine einzelne Willenserklärung eine angemessene Risikoverteilung
erreicht wird [Sorg05, S. 119].
Wie lassen sich diese Ergebnisse nun auf selbstorganisierende Peer-to-Peer-Systeme über-
tragen? Zwar erscheint der Einsatz solcher Systeme zur autonomen Erstellung von Willens-
erklärungen eher unwahrscheinlich, doch lassen sich die Grundsätze der Betrachtung auch
auf die Verantwortlichkeit in anderen Bereichen übertragen. Wiederum sollte das Risiko
demjenigen zugewiesen werden, der sich für den Einsatz des Systems entscheidet und den
entsprechenden Nutzen trägt.
Wesentlicher Unterschied zwischen (einzelnen) Agenten und den in dieser Arbeit be-
trachteten Peer-to-Peer-Systemen ist die Emergenz. Dies bedeutet, dass einfache Interaktio-
nen zwischen den beteiligten Entitäten zu einem komplexen Systemverhalten führen kön-
nen. Zudem ist zumindest derzeit nicht absehbar, dass Peer-to-Peer-Systeme – im Gegensatz
zu einzelnen Agenten – zur Erstellung von Willenserklärungen eingesetzt werden.9
7Im weiteren Sinne; auch eine elektronische Handelsplattform kann eine solche Umgebung sein
8An agent is a computer system that is situated in some environment, and that is capable of autonomous action in
this environment in order to meet its design objectives [Wool02, S. 15].
9Dies ist unabhängig davon, daß in Peer-to-Peer-basierten Marktplattformen Willenserklärungen auf einzel-
nen Knoten erzeugt und dann über das Peer-to-Peer-System übermittelt werden können.
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Auf Peer-to-Peer-Systeme übertragen werden könnte aber die Idee, dass auch bei einer
Abkopplung des Systemverhaltens von den Absichten des jeweiligen Nutzers dieser jeden-
falls dann das Risiko zugewiesen bekommt, wenn er die Entscheidung für die Teilnahme
am System getroffen hat und durch den Einsatz des Systems selbst profitiert. Das Problem
bei dieser Einstufung ist – bezogen auf Peer-to-Peer-Systeme – jedoch, dass
• der einzelne Teilnehmer oft gar nicht absehen kann, wie sich das System verhalten
wird; er hat zwar möglicherweise Kontrolle über eine Systemkomponente, keinesfalls
aber über das Zusammenwirken vieler Komponenten.
• angesichts einer Vielzahl von Systemteilnehmern nur schwerlich entschieden werden
kann, welchem dieser Teilnehmer ein Risiko zugewiesen werden soll.
Die Einwirkungsmöglichkeit des Rechts auf das Gesamtsystem ist begrenzt; das System
ist weder Rechtssubjekt noch kann es durch ein einzelnes Rechtssubjekt ohne weiteres kon-
trolliert werden. Doch wie in den folgenden Abschnitten gezeigt wird, ist dieses Problem
nicht neu.
7.4.1.2 Umweltrecht
In der Tat wird emergentes Verhalten auch für andere Systeme postuliert, mit denen das
Recht sich befassen muss. Leydesdorff [Leyd93] beispielsweise diskutiert – ausgehend von
einem Begriff der Selbstorganisation, der im Wesentlichen auf dem Vorhandensein emer-
genten Verhaltens beruht [Leyd93, S. 331] – die Frage, ob eine Gesellschaft als selbstorgani-
sierendes System eingeordnet werden kann. Auch, wenn der Autor die Antwort auf diese
Frage offenlässt, so lassen sich doch Parallelen ziehen, weil auch das Recht nur indirekt auf
das Gesellschaftssystem als ganzes einwirken kann. Deutlicher wird dies noch beim Sys-
tem Umwelt: Haben beispielsweise die Emissionen einer einzelnen Entität (beispielsweise
eines Unternehmens) noch keinen bezifferbaren Einfluss auf das System Umwelt als Gan-
zes, so stellt sich die Frage, wer für eventuelle Schäden haftbar gemacht werden soll. Für
den Fall von Umweltbeeinträchtigungen, die keinem einzelnen Schädiger zugeordnet wer-
den können – sogenannte Summationsschäden – , hat der Gesetzgeber allerdings keine Lö-
sung gefunden. Das Umwelthaftungsgesetz (UmweltHG), das Haftungsregelungen für den
Eingriff in die Umwelt vorsieht, lässt solche Schäden bewusst außen vor [Bund90, S. 16].
Lediglich, wenn sich eigene, konkrete Gefährdungsbeiträge abgrenzen lassen, tritt auch die
Kausalitätsvermutung des § 6 Abs. 1 Satz 1 UmweltHG ein (Hager in [HaRe07, Rn. 37 zu
§ 6 UmweltHG]). Im Zusammenhang mit solchen Summationsschäden besteht auch keine
Haftung der öffentlichen Hand [BGH88]. Andererseits ist auch eine gesamtschuldnerische
Haftung von Beteiligten denkbar. Als Anspruchsgrundlage kommt § 830 Abs. 1 BGB in Fra-
ge, der eine gesamtschuldnerische Haftung im Fall der gemeinschaftlichen Begehung einer
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unerlaubten Handlung sowie im Fall, dass bei mehreren Beteiligten sich der Schadensverur-
sacher nicht ermitteln lässt, begründet. Voraussetzung dieser gesamtschuldnerischen Haf-
tung ist allerdings die Gesamtkausalitätseignung – die Eignung jedes einzelnen Tatbeitrags,
bereits alleine den Gesamtschaden zu verursachen (Wagner in [ReSR04, Rn. 50 zu § 830
BGB]).
Die Übertragung auf Systeme, welche sich dadurch auszeichnen, dass der Beitrag einzel-
ner Teilnehmer zum Systemverhalten nicht identifiziert werden kann, ist nach derzeitiger
Rechtslage nicht möglich. Sie wäre auch nicht sachgerecht, da sie ohne Verschulden, sogar
ohne nachgewiesene Kausalität zu einem erheblichen Haftungsrisiko der Teilnehmer füh-
ren würde. In der amerikanischen Rechtsprechung wurden bei Verursachung eines Scha-
dens durch mehrere Täter bereits Einzelne dieser Täter zum Ersatz des Gesamtschadens
verurteilt, sofern sie den durch sie begründeten Schadensanteil nicht nachweisen konn-
ten [Hage86, S. 1969]. Auch diese Konstruktion setzt allerdings voraus, dass wenigstens
ein rechtswidrig handelnder und schadensverursachender Täter identifiziert werden kann.
Auch, wenn einiges für die Vergleichbarkeit von Problemen, wie sie beispielsweise im
Umweltrecht auftreten, mit denen von Peer-to-Peer-Systemen spricht, so bringt die Abkopp-
lung von der physischen Welt doch auch neue Herausforderungen mit sich:
• Der Nachweis eines Schadens, der Kausalität eines Ereignisses oder einer Handlung
für diesen Schaden und der Identität des Schadensverursachenden ist durch das Feh-
len physischer Spuren erschwert; der Einsatz von Anonymisierungstechniken ver-
schärft dieses Problem.
• Im Einzelfall entstehende Schäden sind oft sehr klein, weshalb es oft wirtschaftlich
nicht sinnvoll ist, den Ersatz dieser Schäden einzufordern. Die Summe zahlreicher
kleiner Schäden kann jedoch wiederum wirtschaftlich bedeutsam sein.
• Lassen sich die genannten Probleme innerhalb eines Staates möglicherweise noch lö-
sen, so führt die Internationalität des Internets und darauf aufbauender Netze zu ei-
ner erheblichen Verschärfung aufgrund unterschiedlicher Regelungsregimes in den
einzelnen Staaten.
• Schließlich sind auch neue Regelungsbereiche betroffen, so insbesondere das Urheber-
recht.
Deshalb sollen neben dem Umweltrecht noch weitere Regelungsbereiche betrachtet wer-
den.
7.4.1.3 Personengesellschaften
Ein naheliegendes Rechtsgebiet, in dem sich vergleichbare Probleme ergeben, ist das Ge-
sellschaftsrecht. Die Betrachtung in Abschnitt 3.5.2.2 (S. 54) hat zwar ergeben, dass nach ak-
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tueller Rechtslage ein Peer-to-Peer-System nicht als Personen- oder Kapitalgesellschaft ein-
geordnet werden kann. Dennoch sollen exemplarisch Instrumente des Gesellschaftsrechts
betrachtet und untersucht werden, inwiewiet sich diese auf Peer-to-Peer-Systeme übertra-
gen lasen.
• Haftungsregelungen können dazu dienen, eine angemessene Risikoverteilung zwischen
Gesellschaftern und Dritten zu erreichen. Das Problem bei diesem Ansatz ist bei einem
selbstorganisierenden System jedoch die konkrete Ausgestaltung solcher Regelungen.
Eine gesamtschuldnerische Haftung der Systemteilnehmer beispielsweise würde ei-
nem Verbot des Systems gleichkommen, da das so entstehende Risiko für den Ein-
zelnen nicht tragbar wäre. Da alle Teilnehmer die gleichen Rollen einnehmen, ist zu-
mindest in Peer-to-Peer-Systemen auch keine andere angemessene Haftungsregelung
vorstellbar.
• Auch schafft das Gesellschaftsrecht mit juristischen Personen einen künstlichen An-
knüpfungspunkt für Rechte und Pflichten; dies erleichtert den Umgang Dritter mit
einer Gesellschaft. Hilfreich ist dies jedoch nur, wenn dieser Anknüpfungspunkt auch
mit einem eigenen Vermögen ausgestattet wird, denn eventuell entstehende Ansprü-
che müssen auch befriedigt werden können. Eine solche Konstruktion ist für Peer-to-
Peer-Systeme allenfalls theoretisch denkbar; praktisch würde sie zu hohen Transakti-
onskosten führen, und es ist unklar, wie die Ausstattung mit einem eigenen Vermögen
gestaltet werden könnte. Denkbar wäre die Erhebung einer Gebühr von allen Sys-
temteilnehmern, doch der entstehende Verwaltungsaufwand und die Notwendigkeit,
wiederum eine zentrale Instanz einzurichten, machen diese Variante unattraktiv.
• Schließlich hat das Recht Stellvertretungsregeln geschaffen, die das Handeln eines
Systems – einer Gesellschaft – erst möglich machen. So können die Organe einer Ge-
sellschaft für diese handeln. Dies entspricht jedoch nicht der Situation in einem Peer-
to-Peer-System, in denen lediglich gleichberechtigte Teilnehmer vorhanden sind.
7.4.1.4 Klimaschutz
Bemerkenswert sind auch die Bemühungen um eine Lösung der Problematik des Zusam-
menwirkens von Systemteilnehmern im Bereich des Klimaschutzes. Hier zeigt sich eine
Form des Gefangenendilemmas: Individuell ist es für jeden Teilnehmer des Systems ratio-
nal, nichts in die Reduktion von klimaschädlichen Emissionen zu investieren, da der Beitrag
einer einzelnen Person oder eines einzelnen Unternehmens – und im wesentlichen auch der
Beitrag eines einzelnen Landes – zu klein ist, um spürbare Auswirkungen auf das Weltklima
zu haben. Das Systemverhalten insgesamt wird allerdings durch die Summe aller Emissio-




Auch, wenn im Bereich des Klimaschutzes nun noch keine endgültige Lösung gefunden
wurde, so erscheint doch der im Rahmen des Kyoto-Protokolls gewählte marktbasierte An-
satz interessant. Idee des Verfahrens ist, die Kosten, die für das Gesamtsystem entstehen,
durch künstliche Schaffung eines Marktes auch in die Kalkulation einzelner Teilnehmer ein-
fließen zu lassen. In der Terminologie der Wirtschaftswissenschaften spricht man hier von
einer Internalisierung externer Kosten. Konkret wird ein Markt für das Recht, eine bestimm-
te Menge CO2 auszustoßen, geschaffen.
Denkbar wäre ein marktbasierter Ansatz auch für Peer-to-Peer-Systeme. Im Fall des Kli-
maschutzes wurde dabei der Ansatz gewählt, eine Ressource künstlich zu verknappen und
somit zu erreichen, dass diese einen (positiven) Preis erhält. Mit dem Marktsystem wäre
somit ein dezentral funktionierender Mechanismus gefunden, der die Auswirkungen des
Gesamtsystems auf die Aktionen einzelner Teilnehmer zurückführen kann. Problematisch
an diesem Ansatz ist jedoch
• das Finden einer Größe, die stellvertretend für den Beitrag eines einzelnen Knotens
zum System herangezogen werden kann – beispielsweise die übertragene Datenmen-
ge.
• das Schaffen einer Infrastruktur, die Zahlungsströme (ggf. auch kleiner Geldbeträge)
im System ermöglicht.
• die Notwendigkeit einer Einrichtung, die eventuell geltend gemachte Ansprüche ab-
wehren oder befriedigen kann.
Der Aufwand, der zur Überwindung dieser Probleme nötig wäre, lässt die Verwirkli-
chung eines solchen Ansatzes zumindest in näherer Zukunft nicht als machbar erscheinen.
Doch wie kann das Rechtssystem sonst auf Peer-to-Peer-Systeme steuernd einwirken? Diese
Frage wird in den folgenden Abschnitten diskutiert.
7.4.2 Einwirkungsmöglichkeiten des Rechts
Wie oben gezeigt, liegt ein wesentliches Problem der Regulierung von Peer-to-Peer-
Systemen in der Diffusion von Verantwortlichkeit. Der Gesetzgeber könnte dieser prinzi-
piell auf verschiedene Arten begegnen:
Sanktionierung rechtswidrigen Handelns Auch, wenn ein einzelner Nutzer eines Peer-to-
Peer-Systems rechtswidrig handelt, ist die Wahrscheinlichkeit gering, dass diese Handlung
sanktioniert werden kann. Um dennoch einen Anreiz zu setzen, die Handlung zu unter-
lassen, wäre es also nötig, entsprechend hohe Sanktionen zu wählen. Für den Einzelnen,
dessen Verhalten sanktioniert wird, wären solche Sanktionen – seien sie straf- oder zivil-
rechtlicher Natur – indes nicht angemessen.
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Schadensersatzpflichten Ein ähnliches Problem stellt sich bezüglich der Verpflichtung,
Schadensersatz zu leisten. Selbst wenn ein Schaden einem einzelnen Nutzer als Verur-
sacher zugerechnet werden kann, ist es denkbar, dass die Verfolgung eines Schadenser-
satzanspruchs zu hohe Transaktionskosten erfordert, so dass sie unterbleibt. Diesen Fällen
durch Erhöhen der Schadensansprüche über den tatsächlich entstandenen Schaden hinaus –
ähnlich den „Punitive Damages“ [Schw03b] in den USA – zu begegnen, wäre zwar denk-
bar, käme aber wiederum einer unangemessenen Sanktionierung des einzelnen Schädigers
gleich.
Durchsetzung von Unterlassungsansprüchen Als Beispiel für diese Problematik kann ei-
ne Objektbewertung gelten, die unwahre Tatsachenbehauptungen in Textform beinhaltet.
Ist der Urheber nicht feststellbar, kann der Betroffene dennoch von den speichernden Kno-
ten Unterlassung verlangen. Dies ist bereits nach derzeitiger Rechtslage der Fall (siehe dazu
Abschnitt 4.3.5.3 sowie [Stad05, Rn. 26] und [BGH04]). Allerdings kann dieser Lösungsweg
technisch erheblich erschwert werden; das ist schon dann der Fall, wenn Inhalte auf mehre-
ren Knoten repliziert gespeichert werden.
Rückführung auf verfolgbare Entitäten Eine mögliche Lösung liegt auch darin, die Ver-
antwortung für ein Peer-to-Peer-System auf Entitäten zurückzuführen, die einer Verfolgung
prinzipiell zugänglich sind. Konkret kämen dazu die Ersteller der Software in Frage, die das
Peer-to-Peer-System implementiert. Auch diese Lösung ist jedoch problematisch:
• Typischerweise erlauben Peer-to-Peer-Protokolle sowohl rechtmäßige als auch rechts-
widrige Nutzungen, wie dies im Fall des Filesharing bisher am deutlichsten offen-
sichtlich wurde. Der Ersteller einer Software kann den konkreten Einsatz oft nicht
absehen, eine Verantwortlichkeit dafür lässt sich also nur schwer begründen. Denkbar
ist allenfalls eine Lösung nach dem Vorbild des § 95a Abs. 3 des Urheberrechtsgesetzes
(UrhG). Dieser lautet:
Verboten sind die Herstellung, die Einfuhr, die Verbreitung, der Verkauf,
die Vermietung, die Werbung im Hinblick auf Verkauf oder Vermietung und
der gewerblichen Zwecken dienende Besitz von Vorrichtungen, Erzeugnis-
sen oder Bestandteilen sowie die Erbringung von Dienstleistungen, die
1. Gegenstand einer Verkaufsförderung, Werbung oder Vermarktung mit
dem Ziel der Umgehung wirksamer technischer Maßnahmen sind oder
2. abgesehen von der Umgehung wirksamer technischer Maßnahmen nur
einen begrenzten wirtschaftlichen Zweck oder Nutzen haben oder
3. hauptsächlich entworfen, hergestellt, angepasst oder erbracht werden,




Eine ähnliche Vorschrift ließe sich auch für Peer-to-Peer-Systeme finden – so könnte
die Verbreitung von Peer-to-Peer-Software verboten werden, wenn diese unter Hin-
weis auf die Ermöglichung von Rechtsverstößen beworben wird. Dies gilt zumindest,
soweit diese keine Identifikation für einzelne Rechtsverstöße konkret verantwortlicher
Personen zulassen. Ein solches Vorgehen wäre jedoch problematisch. Bereits die Re-
gelung des § 95a UrhG rief verfassungsrechtliche Bedenken hervor. Betroffen ist aus
Sicht der Nutzer insbesondere10 das Grundrecht auf Informationsfreiheit aus Art. 5
Abs. 1 Satz 1 (2. Halbsatz) GG. Demnach hat jeder das Recht, „sich aus allgemein
zugänglichen Quellen ungehindert zu unterrichten“. Auch die Speicherung und Ver-
vielfältigung digitaler Medien ist durch dieses Grundrecht geschützt, die Verbote der
§§ 95a Abs. 1,3 demnach ein Eingriff in die Informationsfreiheit der Nutzer [HoBr03,
S. 769, mit weiteren Nachweisen]. Zwar wird § 95a UrhG in der Literatur dennoch
überwiegend als verfassungskonform angesehen11, doch würde sich die Lage bei ei-
nem allgemeinen Verbot anonymitätsunterstützender und zensurresistenter Peer-to-
Peer-Systeme anders darstellen:
– Peer-to-Peer-Systeme sind in vielen Fällen zur Verbreitung von Informationen
bestimmt. Anders als im Fall des Urheberrechts, in dem der Urheber den Schutz
des § 95a UrhG in Anspruch nehmen kann, aber nicht muss, wären von einer
entsprechenden Vorschrift nicht nur Konsumenten der Informationen betroffen,
sondern auch diejenigen, die diese zu verbreiten wünschen. Es kommt also zu-
sätzlich ein Verstoß gegen das Recht auf freie Meinungsäußerung (Art. 5 Abs. 1
Satz 1 (1. Halbsatz) GG) in Frage. Dies gilt zumindest, wenn durch das Peer-
to-Peer-System eine Meinung verbreitet werden kann, wie dies beispielsweise
in dem Empfehlungssystem der Fall ist, das in dieser Arbeit entworfen wurde.
Fraglich ist jedoch zunächst, ob Peer-to-Peer-Systeme überhaupt von der Formu-
lierung des Art. 5 Abs. 1 Satz 1 (1. Halbsatz) GG umfasst sind, werden doch nur
„Wort, Schrift und Bild“ für die Verbreitung der Meinung aufgezählt. Nun lässt
sich argumentieren, mit „Wort“ sei nur das gesprochene Wort gemeint12, da an-
sonsten die Erwähnung der „Schrift“ in der Aufzählung nicht nötig wäre. Auch
das Vorliegen einer Schrift selbst könnte verneint werden; so erfüllt elektronisch
übermittelter Text im bürgerlichen Recht beispielsweise in der Regel nicht die
Schriftform. Mit Starck [Star05, Rn. 30 zu Artikel 5 GG] kann jedoch von einem im
Verfassungsrecht weitergehenden Schriftbegriff ausgegangen werden, der auch
10Neben dem Eigentumsrecht aus Art. 14 Abs. 1 Satz 1 GG, das vorliegend jedoch nicht betrachtet werden soll.
11Anderer Auffasung jedoch Ulbricht [Ulbr04, S. 678 f.], der davon ausgeht, dass der Grundrechtseingriff nicht
erforderlich und somit nicht verhältnismäßig ist.
12Die Auslegung des Begriffs als gesprochenes, ggf. auch aufgezeichnetes Wort wird so auch vertreten von
Starck in [Star05, Rn. 29 zu Artikel 5 GG], Herzog in [HSHK07, Rn. 70 zu Artikel 5 GG, Lfg. 30 vom Dezember
1992]
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in elektronischer Form übermittelte Schriften abdeckt. Ohnehin ist die Aufzäh-
lung von „Wort, Schrift und Bild“ nicht erschöpfend13.
– Zugleich könnte auch ein Eingriff in das Recht auf informationelle Selbstbestim-
mung aus Art. 1 Abs. 1 i.V.m. Art. 2 Abs. 1 GG vorliegen: Teilnehmer könnten
sich dazu gezwungen sehen, Informationen unter Inkaufnahme eines schlech-
teren Schutzes ihrer Identität abzurufen oder zu veröffentlichen. Auf diesem Weg
würden vermeidbare personenbezogene Daten entstehen.
In der Summe stehen einem Verbot anonymitätsunterstützender und zensurresisten-
ter Peer-to-Peer-Systeme also erhebliche verfassungsrechtliche Bedenken entgegen.
Ob diese tatsächlich zur Verfassungswidrigkeit eines solchen Verbots führen würden,
ist eine Frage der Abwägung. Wird eine Software, die den Aufbau eines Peer-to-Peer-
Systems ermöglicht, unter Hinweis auf die Ermöglichung von Rechtsverstößen be-
worben und hat sie außer diesem rechtswidrigen Einsatzzweck nur einen begrenzten
anderen Nutzen, so dürfte ein Verbot unproblematisch sein. Davon kann als Regelfall
jedoch nicht ausgegangen werden.
Es zeigt sich somit, dass die Handlungsmöglichkeiten des Gesetzgebers bei der Regulie-
rung von Peer-to-Peer-Systemen insgesamt sehr beschränkt sind.
7.5 Fazit
In den letzten Abschnitten wurden Lösungsmöglichkeiten für einen Interessenausgleich der
Nutzer von Peer-to-Peer-Systemen einerseits und der durch diese Systeme in ihren Rechten
verletzten Personen andererseits gesucht. Es stellt sich dabei jedoch heraus, dass eine be-
friedigende Lösung des Problems durch die gefundenen Lösungsansätze nicht möglich ist.
Solange eingesetzte Peer-to-Peer-Systeme die Identität ihrer Nutzer nicht schützen, ist zwar
eine Verfolgung einzelner Nutzer möglich, sofern diese rechtswidrig handeln. Ein Peer-to-
Peer-System, das die Identität seiner Nutzer auf technischem Wege schützt, lässt dies jedoch
nicht mehr zu. Praktikabel lassen sich nur Auswüchse – wie das Bewerben von Software mit
dem Argument möglicher Rechtsverletzungen – bekämpfen.
Das heißt jedoch nicht, dass das Rechtssystem Rechtsverletzungen in Peer-to-Peer-
Systemen gegenüber machtlos ist. Zwar können anonymitätsunterstützende Peer-to-Peer-
Systeme schon mit Blick auf das Informationelle Selbstbestimmungsrecht nicht verboten
werden. Demnach ist es auch nicht möglich, Rechtsverletzungen in allen Fällen zu sanktio-
nieren oder Unterlassungs- und Schadensersatzansprüche geltend zu machen. Diese Situa-
tion ist allerdings keine Besonderheit solcher Peer-to-Peer-Systeme. Sie treten auch bei ein-
13Diese h.M. wird mit einer historischen Auslegung der Norm begründet; siehe nur Herzog in [HSHK07, Rn. 73
zu Artikel 5 GG, Lfg. 30 vom Dezember 1992], Starck in [Star05, Rn. 28], Hoffmann-Riem in [Bäum89, Rn. 25
zu Artikel 5 Abs. 1,2 GG] jeweils mit weiteren Nachweisen.
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fachen Peer-to-Peer-Systemen, die die Identität der Nutzer nicht schützen und bei Diensten,
die auf Client/Server-Basis angeboten werden, auf. Allein die grenzüberschreitende Kom-
munikation, die über das Internet ermöglicht wird, macht die Verfolgung von Rechtsver-
letzungen oft unmöglich. Selbst außerhalb des Internets treten vergleichbare Probleme auf,
denn auch in diesem Fall kann nicht davon ausgegangen werden, dass bei jeder Rechtsver-
letzung der Verursacher ermittelt werden kann.
Nun lässt sich einwenden, durch Peer-to-Peer-Systeme, die die Identität ihrer Nutzer ver-
stecken, werde eine neue Qualität dieser Problematik erreicht, weil ein Nutzer, der andere
schädigen will, in diesen Systemen sicher sein könne, nicht zur Rechenschaft gezogen zu
werden. Diese Einschätzung kann indes nicht geteilt werden. Dies lässt sich am Beispiel
der Empfehlungssysteme begründen. Zu deren Unterstützung der Einsatz von Reputati-
onssystemen geboten, die missbräuchliche Bewertungen bereits deutlich weniger attraktiv
machen können. Reputationssysteme erfordern außerdem eine Identifizierung der Nutzer,
also zumindest Pseudonyme. Wer nun trotzdem rechtswidrige Bewertungen verfasst, setzt
sich dem Risiko aus, verfolgt werden zu können – zwar nicht durch eine Identifizierung auf
technischem Wege, aber durch die Inhalte verfasster Bewertungen.
Es bleibt also festzuhalten, dass der Einsatz von Peer-to-Peer-Systemen, die die Identität
ihrer Nutzer besser schützen als bislang, zwar eine Erschwernis für die Verfolgung von
Rechtsverletzungen ist, sich daraus aber nicht folgern lässt, die Rolle des Rechts müsse sich
angesichts neuer technischer Entwicklungen grundlegend ändern.
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Die vorliegende Arbeit betrachtet selbstorganisierende Empfehlungssysteme, wie sie im
Internet eingesetzt werden können, aus Sichtweise der Informatik und der Rechtswissen-
schaft.
Als wesentliche Herausforderung solcher Systeme kann der Datenschutz gelten: Emp-
fehlungssysteme sollen Nutzern personalisierte Empfehlungen für Objekte bzw. Produkte
geben, die für sie von Interesse sein könnten. Dieser Personalisierung erfordert jedoch die
Verarbeitung personenbezogener Daten. Dies gilt insbesondere, falls – wie im Rahmen der
vorliegenden Arbeit – der Ansatz des kollaborativen Filterns verfolgt wird. Hier bilden ex-
plizite oder implizite Bewertungen durch andere Nutzer die Grundlage der Empfehlungs-
berechnung. Die Tatsache, dass eine Person ein Objekt benutzt hat, stellt aber bereits eine
personenbezogene Information dar.
Datenschutzanforderungen, wie sie sich aus Sicht der Nutzer ergeben können, lassen sich
in ein Modell aus fünf Ebenen (Zweck-, Kontroll-, Inhalts-, Identitäts- und Empfängerebe-
ne) einordnen. Da die vorhandene juristische Literatur sich im Zusammenhang mit Peer-
to-Peer-Netzen fast ausschließlich mit der Anwendung des „Filesharing“ – und in der Folge
mit urheberrechtlichen Problemen – befasst, ergab sich die Notwendigkeit einer grundle-
gende Aufarbeitung der juristischen Einordnung solcher Netze.
Die Betrachtung führt zu dem Ergebnis, dass ein Peer-to-Peer-Netz insgesamt als Tele-
dienst im Sinne von § 2 Abs. 1 Teledienstegesetz (TDG) bzw. nach neuer Rechtslage als Te-
lemedium im Sinne von § 1 Abs. 1 Telemediengesetz (TMG) eingeordnet werden kann, was
jedoch ohne praktische Konsequenzen bleibt. Relevant ist aber die Einordnung der einzel-
nen Teilnehmer. Trotz des geringen Umfangs der durch einen einzelnen Teilnehmer jeweils
erbrachten Dienstleistung ist dieser als Diensteanbieter im Sinne von TDG und Telediens-
tedatenschutzgesetz (TDDSG) bzw. im Sinne des TMG zu qualifizieren. Ihn treffen somit
(neben den sich aus dem Bundesdatenschutzgesetz ohnehin ergebenden Pflichten) auch die
datenschutzrechtlichen Pflichten aus TDDSG und TMG. Während die Verwendung perso-
nenbezogener Daten eines Nutzers durch das Gesetz erlaubt wird, sofern dies nötig ist, um
den Dienst für diesen Nutzer zu erbringen, erfordert die Verwendung, um einen Dienst für
andere Nutzer zu erbringen, eine Einwilligung. Alternativ kann der Personenbezug durch
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Anonymisierung oder eine geeignete Pseudonymisierung entfernt werden. Wie die Analy-
se gezeigt hat, sind die durch das Recht gestellten Datenschutzanforderungen aus Sicht der
Informatik durchaus zu erfüllen; entsprechende Vorkehrungen sind aber in bisher imple-
mentierten Peer-to-Peer-Systemen meist nicht vorgesehen.
Eng mit dem Datenschutz verknüpft ist die Fragestellung des Vertrauens. So kann die
Entscheidung, eigene personenbezogene Daten preiszugeben, von dem Vertrauen abhän-
gen, das eine Person in den Empfänger dieser Daten hat. Vertrauen und insbesondere Syste-
me, die dazu dienen können, Vertrauen in andere Nutzer herzustellen (Reputationssysteme)
wurden daher zunächst juristisch betrachtet. Grundsätzlich sind die Bewertungen – auch
solche, die Vertrauen in andere Personen ausdrücken – durch das Recht auf freie Meinungs-
äußerung (Artikel 5 Abs. 1 GG) geschützt. Werden die Grenzen der freien Meinungsäuße-
rung überschritten, so können sich Unterlassungs- und Schadensersatzansprüche insbeson-
dere aus §§ 1004, 823 Abs.1,2, 824 BGB sowie aus wettbewerbsrechtlichen Normen ergeben.
Die Ergebnisse lassen sich auch auf Empfehlungssysteme übertragen.
Die Verknüpfung von Vertrauen und Datenschutz wurde sodann operationalisiert und
ein Verfahren entworfen, mit dem Vertrauensbeziehungen durch Verwendung kryptogra-
phischer Verfahren auch für Zwecke des Datenschutzes verwendet werden können. Vor-
ausgesetzt wird dabei das Vorhandensein einer Public-Key-Infrastruktur und gewisser Ver-
trauensbeziehungen zwischen Nutzern. Grundidee des Verfahrens ist, die Vertraulichkeit
eines Dokuments als das Maß an Vertrauen auszudrücken, das der Autor einem potenti-
ellen Empfänger entgegenbringen muss, soll diesem die Möglichkeit gegeben werden, das
Dokument zu lesen. Die Vertraulichkeitseinstufung wird jedem Dokument beigefügt; ein
protokollkonformer Netzknoten darf das Dokument nur weiterleiten, wenn er anhand ei-
nes gegebenen Vertrauensmodells einen Vertrauenspfad zwischen Autor des Dokuments
und potentiellem Empfänger herstellen kann. Die Herstellung dieses Pfades wird erleich-
tert, indem beim Versand eines Dokuments eine Liste vertrauter Knoten hinzugefügt wird.
Jeder Eintrag wird mit dem öffentlichen Schlüssel des jeweiligen Empfängers verschlüsselt,
so dass der jeweils vertraute Knoten an einer Offenlegung von Vertrauensbeziehungen mit-
wirken muss – auch hierbei handelt es sich um personenbezogene Daten.
Im Anschluss wurden Verfahren zur verteilten Empfehlungserzeugung in Peer-to-Peer-
Systemen betrachtet. Alle betrachteten Ansätze beruhen auf einem Overlay-Netz, auf dem
eine Datenspeicherungsschicht aufgebaut wird. Diese Datenspeicherungsschicht ist die
Grundlage dreier Anwendungen: Die verteilte Speicherung von Bewertungsdokumenten,
objektbasiertes und nutzerbasiertes kollaboratives Filtern.
Objektbasiertes Kollaboratives Filtern führt dabei zur besten Empfehlungsqualität; jedoch
wächst der Kommunikationsaufwand im schlechtesten Fall sowohl beim Einfügen von Be-
wertungen als auch beim Abruf von Empfehlungen quadratisch mit der Größe der Nut-
zerprofile – auch, wenn durch die vorgenommenen Optimierungen der Aufwand in prak-
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tischen Szenarien deutlich reduziert werden konnte. Im Fall des nutzerbasierten kollabo-
rativen Filterns ist dieser Aufwand konstant, doch kann nur für eine geringe Anzahl an
Objekten eine Vorhersage der Bewertung durch den Nutzer erstellt werden. Um die Vortei-
le beider Ansätze zu vereinen, wurde ein kombiniertes Verfahren entwickelt. Es zeigt sich,
dass hierbei der Aufwand für das Einfügen von Empfehlungen im Vergleich zum nutzer-
basierten Ansatz nur geringfügig steigt, während die Anzahl erzeugbarer Empfehlungen
drastisch zunimmt.
Den Abschluss der Arbeit bilden Betrachtungen zu möglichen Anpassungen des Rechts
an die Entwicklung von Peer-to-Peer-Systemen. Konkret werden gesetzgeberische Fehlleis-
tungen aufgezeigt, und es wird dazu angeregt, die Differenzierung zwischen Diensteanbie-
tern und Nutzern im Rahmen des Telemedienrechts zu überdenken.
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