Abstract. In this paper we obtain a new fully explicit constant for the Pólya-Vinogradov inequality for squarefree modulus. Given a primitive character χ to squarefree modulus q, we prove the following upper bound
Introduction
Given two integers N, q and a primitive character χ modulo q consider the sums S(χ) := max N q 1 n N χ(n) .
A bound, proven independently by Pólya and Vinogradov in the early 1900s, is the following
for some absolute constant c. For long character sums this inequality has remainded the sharpest known and an important problem is to improve on the log q factor in (1) . This problem is more or less resolved assuming the Generalized Riemann Hypothesis. Paley [30] there exist infinitely many integers q and primitive characters χ modulo q, such that S(χ) ≫ √ q log log q, and it was proven by Montgomery and Vaughan [24] that S(χ) has an upper bound of the same order of magnitude assuming the Generalized Riemann Hypothesis.
Progress on unconditional improvements to (1) has two main themes. The first aims at improving the asymptotic size of the constant c, thus allowing a o(1) term. The sharpest results in this direction are due to Granville and Soundararajan [17] , see also [20] which deals with the case of arbitrary intervals. The second aims to determine exactly the o(1) term for a given constant c and we refer the reader to [15, 16, 27] for a series of bounds in this direction. Both problems are known to be closely related to estimating short character sums. A simple way to see this is via Fourier expansion into Gauss sums and hence transforms estimating sums of length N to sums of length q/N, an observation which first appears to be due to A. I. Vinogradov [35] . Making the above heuristics rigorous one obtains sums twisted by additive characters 1 λ q/N χ(λ)e q (aλ), (3) and the constant c in (1) which may be obtained by this method depends on how short sums of the form (3) may be estimated. For example, if for any integer a we have 1 n N χ(n)e q (an) = o(N), provided N q δ , (4) then the constant c in (1) may be taken
The details of this argument were first worked out by Hildebrand [18] and based on ideas of Montgomery and Vaughan [24] . One of the key ingredients in is Hildebrand's argument is the Burgess bound [8, 12] , which states that for any primitive χ mod q
provided r 3 or any r 2 if q is cubefree.
In this paper we revisit Hildebrand's argument and obtain the first fully explicit Pólya-Vinogradov inequality with a constant c below the barrier
which is the limit of previous approaches to an explicit Pólya-Vinogradov inequality. The argument of Hildebrand applies a discrete circle method to estimate the sums (3) and uses the Burgess bound (5) on the major arcs and an estimate of Montgomery and Vaughan [24] on the minor arcs. The estimate of Montgomery and Vaughan states that provided the real number α has suitable rational approximation, then we have
which allows estimation of very short ranges of the parameter N. The bottleneck in the argument is the minor arcs which use the Burgess bound and provide a nontrivial estimate for at best N q 1/4+o (1) . For an explicit variant of Hildebrand's result, the bottleneck switches from the Burgess bound to Montgomery and Vaughan's estimate. This can be seen by comparing the power saving in the Burgess bound with only a logarithmic factor in (6) . In order to avoid this difficulty we consider an approach which appeals directly to estimates for partial Gaussian sums, which are defined as sums of the form 1 n N χ(n)e q (an). (7) These sums were first considered by Burgess for prime modulus [9] and extended to composite and prime power modulus in [10, 11] for some restricted ranges of parameters. In this paper we extend and make explicit the results of Burgess for the case of squarefree modulus. This requires obtaining uniform estimates for the mean values
Following the approach of Burgess, we reduce to counting lattice points in certain convex bodies averaged over a family of lattices and our main novelty is to appeal to transference principles from the geometry of numbers.
Fully explicit Pólya-Vinogradov inequalities have previously been considered by Frolenkov [15] , Frolenkov and Soundararajan [16] and Pomerance [27] . The current sharpest result is Frolenkov and Soundararajan [16] which states that for all primitive characters χ we have
Our main result is an improvement on (8) for large q. A simplified statement of our Theorem 5 where some accuracy is lost in the secondary terms and range of parameters is the following. Corollary 1. Let ℓ 2 be an integer. Suppose q is squarefree and satisfies log q e 1088ℓ 2 .
Then for any primitive character χ mod q we have
A key tool to obtain the above result is an explicit bound for partial Gaussian sums. 
and any 0 a q − 1 we have
where ∆ r is given by
We first note combining Theorem 2 with explicit estimates for arithmetic functions gives the following. and log q e 16ℓ 2 , then we have
For sufficiently large q, Corollary 4 gives a power saving.
Corollary 4. Let q be an integer, χ a primitive character mod q and a any integer. Let α > 24 be a real number and ℓ 1 be an integer. If q and N satisfy
We will use Corollary 4 to show. For any primitive character χ mod q and integer N we have
Theorem 5 has applications to the theory of Dirichlet L-functions. In Section 8 we give a new explicit estimate for exceptional zeros.
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Preliminary estimates for arithmetic function
In this section we collect some well known estimates for arithmetic functions. For a proof of the following, see [31, Theorem 12] .
Lemma 6. For any integer n 3 we have ω(n) ≤ log n log log n + 1.45743 log n (log log n) 2 . Lemma 9. Uniformly for x 1 and α ∈ R we have
and
We use notation O * in a similar way to O notation with implied constant 1. For example
The following is a well known consequence of the sieve of Eratosthenes.
Lemma 10. For any integers q and U we have
The proof of the following is the same as [34, Lemma 1] which deals with the case q = p prime. 
with variables satisfying
We have
Background from the geometry of numbers
The following is Minkowski's second theorem, for a proof see [33, Theorem 3.30] . 
. For a lattice Γ and a convex body D we define the dual lattice Γ * and dual body D * by
The following is known as a transference theorem and is due to Mahler [22] . (n!) 2 .
Mean value estimates
Our next result follows from the argument of [6, Lemma 7] .
Lemma 15. Let q be squarefree and χ a primitive character mod q. Suppose the tuple of integers v = (v 1 , . . . , v 2r ) satisfies |{v 1 , . . . , v 2r }| r + 1, and for each 1 j 2r define
There exist some 1 j 2r such that
where
Lemma 16. Let q be squarefree and χ a primitive character mod q. For any integer r 2, real number 1 V < q and sequence of complex numbers β v satisfying |β v | 1,
Proof. Let
Expanding the 2r-th power, interchanging summation gives and using the assumption |β v | 1 we get
where F v is defined as in Lemma 15. We partition summation over v 1 , . . . , v 2r into sets
and note that
For tuples in V 1 we use the trivial bound 
We partition
and A j (v) is defined as in Lemma 15. This implies that
where we define
and use symmetry to estimate Considering S 1 , by Lemma 15 we have
Isolating the contribution from d = 1 and using that
Fix some d|q and consider (17) and
V . This implies that 
which implies that
. . , d 2r ) count the number of solutions to the equation (20) with variables satisfying
Fixing v 1 with at most V choices in V 2 (d 2 , . . . , d 2r ), we see that 
where we have used
By (21) this implies that
Consider next when d i = 1 for all 2 i 2r. By permuting terms we may suppose that that d 2 is minimum and d 2r−1 is maximum. This permutation will not affect the constants in our final bound since we will give an estimate independent of d 2 and d 2r . By the pigeonhole principle
Considering the equation (20) , each value of h 2 , . . . , h 2r−1 gives at most one solution in variable h 2r . Since h 2 , . . . , h 2r−1 must satisfy
defining the lattice
and the convex body
we have
then choosing h 3 , . . . , h 2r−1 with at most
values gives a congruence of the form (25) and (23) 
which by (21) implies
It remains to consider when
Let λ 1 , . . . , λ 2r−2 denote the successive minima of L with respect to D. We consider two cases depending on the value of λ 2r−2 . Suppose first that λ 2r−2 1. (28) By Lemma 12 and Lemma 13 we have
and using that d 2 . . .
which combined with (21) and (23) gives
Suppose next that λ 2r−2 > 1. (30) By Lemma 14
and hence
Recalling the definitions (13) and (14) we calculate
The above combined with (31) implies there exists some 1 λ d 2r −1 satisfying
Since q is squarefree, the d i 's are pairwise coprime and hence
Returning to the intersection L ∩ D, if h 2 , . . . , h 2r−1 satisfy
then by (32) we must have
for some k ∈ Z. From (32) and (33)
and hence there are at most (2r − 1)! 2 possible values of k. For each such value of k we choose variables h 3 , . . . , h 2r−1 with at most
values to get at most one remaining value of h 2 . This implies that
and hence by (22)
Combining with (29), we get
which gives our final estimate for V 2 (d 2 , . . . , d 2r ) in the case that d j = 1 for each j. By (19)
We also note that (27) implies the estimate
Using the above in (16), we see that
, which simplifies to
and the result follows combining with (15) .
Using the estimates from Section 2 we may put the bound of Lemma 16 in the following simpler form.
Corollary 17. Let q be squarefree and χ a primitive character mod q. For any integer r and real number V satisfying
and sequence of complex numbers β v satisfying
By Lemma 16 it is sufficient to show that
The assumption V (2r − 1)! 2 implies that
and completes the proof.
Proof of Theorem 2
We first introduce the notation
We proceed by induction on N and formulate our induction hypothesis as follows: For any integer K < N and arbitrary M we have
Since the estimate is trivial for N q 1/4 this forms the basis of our induction. Considering the sum
since for any integer h < N the difference
splits as two sums of length h, by our induction hypothesis
and let U denote the set
Averaging (37) over values of the form
Let I(λ) count the number of solutions to the congruence
Note that
and by Lemma 11
At this stage we use some ideas of Chamizo [13] . Define
and let
By Hölder's inequality
By (41) and (42) we have
Considering W 3 , extending summation from |ℓ| L to a complete residue system allows us to remove the maximum over ρ and hence
Using (43), (44) and Corollary 17 gives
Recalling (38), the above simplifies to
Hence by the above, (45) and (46)
where we have used the following inequalities 1.85U q, |U| U, NU q.
Recalling (43) we have the upper bound
and hence by the above
This implies
By the condition (10) and Lemma 10 we have
which combined with (38) gives
the above estimates imply
where ∆ r is given by (36) . Combining the above with (40) we get
Proof of Corollary 1
Assuming
we apply Theorem 2 with
It remains to simplify the factor ∆ 2ℓ+1 . By Lemma 6 and Lemma 8 and Lemma 7 and remembering that log q e 16ℓ 2 , we have ∆ 2ℓ+1 q 1.4/ log log q 2 7 (log q) 1/4ℓ (log log q) 1/4ℓ , which completes the proof. 20 
Proof of Theorem 5
Assuming χ is primitive, we may expand into Gauss sums to get
0<|a|<q/2 χ(a)e an q , which after summing over 1 ≤ n ≤ N results in
Since |τ (χ)| = √ q and
where by partial summation and Theorem 4, we have |Σ 2 | 2 log q max
4 log q 2 7 (log q) 1/4ℓ (log log q)
1/4ℓ q 1/αℓ 2 .
Noting that Thus, remembering the lower bound for q, we obtain the desired result ) √ q log q + 6.5 + Lemma 21. Let g(n) be such that for all n we have g(n) ∈ {−1, 0, 1}. We further assume that there is a M g ∈ R such that If V (N) min{N, M g } holds true when
with C 1 , C 2 ∈ N, then | ∞ n=0 g(n)f (n)| has as an upper bound
We now prove Theorem 20 applying Lemma 21 to a real primitive character χ. We refer the reader to [3] for more complete details. The bound (49) will be the one in Corollary 1, with a = 0 and log q > e 30ℓ 2 . We then have, using Pólya-Vinogradov, that V (N) ≤ min{N, q Note that it is possible to improve the result using the explicit Pólya-Vinogradov inequality from [16] or Corollary 1. This would only lead to minor improvements and is compensated by the fact that the chosen f is decreasing. Now using the explicit bound from (50) with C 1 (q) = q 1 4 + 1 4l and C 2 (q) = C(q)q 1 2 log q with C(q) = q 1/(16ℓ 2 +8ℓ)−1.4/ log log q 2 7 (log q) 1/4ℓ (log log q) 1/4ℓ , and log q e 30ℓ 2 , we obtain the following upper bound for L ′ (σ, χ) V (x) (1 − σ) log x x 1+σ dx
