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framework which is of independent interest, and also useful in solving problems in analysis.
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0. Introduction
Throughout this paper S will be a (2×2) operator (matrix) of the type
S =
[
A B
C D
]
: XY → X̂Ŷ , (1)
where X, Y, X̂ and Ŷ are complex Banach spaces. Suppose A : X → X̂ is invertible.
Then, by (block) Gauss elimination,
S =
[
IX̂ 0
CA−1 I Ŷ
] [
A 0
0 D − CA−1B
] [
IX A
−1B
0 IY
]
, (2)
where the first factor and the last factor in the right hand side are both invertible. The
second term in the diagonal of the factor in the middle of (2),
W1(S) = W1
([
A B
C D
])
= D − CA−1B : Y → Ŷ
is called the first Schur complement in S. Other names that are in vogue are Schur
complement of A in S and Schur complement of S relative to A; also instead of
W1(S), one finds the notation S/A (cf., [20, Chapter 1]).
Analogously, whenever D : Y → Ŷ is invertible,
S =
[
IX̂ BD
−1
0 IŶ
] [
A− BD−1C 0
0 D
] [
IX 0
D−1C IY
]
, (3)
and the operator
W2(S) = W2
([
A B
C D
])
= A− BD−1C : X → X̂
is said to be the second Schur complement in S. Clearly, in this situation,
W2
([
A B
C D
])
= W1
([
D C
B A
])
, (4)
and hence every result for first Schur complements has a counterpart for second
Schur complements and vice versa.
Schur complements arise naturally in mathematical system theory. Indeed, when
in (1) the spaces X and X̂ coincide and the operator A is replaced with A− λ (short-
hand for A− λIX), one has
W1
([
A− λ B
C D
])
= D + C(λ− A)−1B. (5)
The right hand side of this expression is a state space realization of the transfer
function of the linear time invariant system
x′(t) = Ax(t)+ Bu(t), t  0,
y(t) = Cx(t)+Du(t), t  0,
x(0) = 0.
(6)
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The connections with system theory motivated us to introduce and study a number
of operations on Schur complements. The operations in question, which have natural
counterparts in system theory, are equivalence, extension, multiplication, inversion,
and factorization. Together they form an algebraic framework which is of indepen-
dent interest, and also useful in solving problems in mathematical analysis.
Note that the function defined by (5) is an analytic operator-valued function on
the open set ρ(A), the resolvent set of A. The relation with analysis is now given by
the fact that, conversely, many analytic operator-valued functions on open subsets of
C admit such a representation [1, Theorems 2.5 and 2.8].
The paper consists of five sections not counting the present introduction. In Sec-
tion 1 we consider two operations that leave the first Schur complement of S invari-
ant. The counterpart of these operations in system theory are state space similarity
and dilation. We also consider the problem, given an operator W and invertible oper-
ator D, to represent W as a first Schur complement. For the matrix case, minimality
(in the sense of smallest possible size) of such representations is characterized.
Section 2 concerns Schur coupling and equivalence after extension, and in Section
3 we deal with the related notion of matricial coupling from [2]. Two operators W1
and W2 are called [6] Schur coupled if there exist a 2 × 2 operator matrix S such
that the Schur complements W1(S) and W2(S) exist, and W1 = W1(S) and W2 =
W2(S). This relationship implies that W1(S) and W2(S) are equivalent after (two-
sided) extension, that is, there exist Banach spaces X and Y and invertible operators
E and F such that
W1IX = E(W2IY )F.
The latter identity is equivalent to matricial coupling ofW1 andW2 (see Section 3 for
the definition), and allows one to express Fredholm characteristics (e.g., properties
of the null space and range) of W1 in terms of the corresponding characteristics of
W2, and vice versa. Two operators that are equivalent after one-sided extension are
Schur coupled. The question whether this conclusion remains true for operators that
are equivalent after two-sided extension is directly related to the issue of transitivity
of Schur coupling, but as yet the answer is unknown. Schur coupling is a symmetric
and reflexive property, but we don’t know whether it is transitive. We analyse various
aspects of this open problem in Section 3.
In Section 4, for 2×2 operator matrices an “S-product” ♦ and an “S-inverse” −♦
are introduced in such a way that these operations are compatible with the ordinary
product and inverse of first Schur complements:
W1(S1♦S2) = W1(S1)W1(S2), W1(S−♦) = W1(S)−1. (7)
The S-product is associative, the S-inverse is an involution and, modulo a simple
transformation of a type discussed in Section 1, (S1♦S2)−♦ can be identified with
S
−♦
2 ♦S
−♦
1 . As a counterpart to the first part of (7), in Section 5 a factorization
theorem is obtained which relates factorizations of the first Schur complement to
pairs of matching invariant subspaces, a result which originates from the state space
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factorization theorem for rational matrix functions given in [1]. The connection with
other factorization theorems is also discussed.
In Sections 2, 4 and 5, we indicate how the results relate to system theory or
mathematical analysis.
1. Preliminaries
Let S be as in (1). In the first part of this section, we identify two operations that
leave the first Schur complement of S (provided it exists) unchanged.
First, let G and H be invertible operators such that the products GAH,GB and
CH are defined. Then A is invertible if and only if GAH is invertible and, in that
case
W1
([
GAH GB
CH D
])
= W1
([
A B
C D
])
. (8)
A similar observation holds for the second Schur complement.
Next, let
S˜ =
[
A˜ B˜
C˜ D
]
,
where A˜, B˜ and C˜ are operator matrices of the form
A˜ =
A− ∗ ∗0 A ∗
0 0 A+
 , B˜ =
∗B
0
 , C˜ = [0 C ∗]
with A− and A+ invertible. If A is invertible too, then so is A˜ and
W1
([
A B
C D
])
= W1
([
A˜ B˜
C˜ D
])
.
In view of (4), this observation has an analogue for the second Schur complement
in the event that D is invertible. In system theory and in operator theory the triple
A˜, B˜, C˜ is called a dilation of the triple A,B,C.
In the second part of this section, we discuss the issue of representing a given
operator as a first Schur complement, with a given operator D. To be more precise,
let D : Y → Ŷ and W : Y → Ŷ be (fixed) bounded linear operators between the
Banach spaces Y and Ŷ . We call a 2 × 2 operator matrix (1) a Schur representation
of W (with base D) if A : X → X̂ is invertible and W = D − CA−1B is the Schur
complement of A is S.
Finding the Schur representations of W (with base D) amounts to writing D −W
in the form CA−1B. This actually comes down to finding the factorizations
D −W = MK involving bounded linear operators M and K . Indeed, the modifi-
cation of the right hand side with an invertible factor in the middle is an inessential
point. Existence of Schur representations is now a trivial matter. To make this con-
crete, take for X and X̂ the closure of the image Im(D −W) of D −W , let B be the
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mapping D −W viewed as an operator from Y into X, let C be the imbedding of X
into Ŷ and let A = IX be the identity operator on X. In the situation where D −W
has finite rank, this particular Schur representation of W has a minimality property.
Indeed, if (1) is any Schur representation of W , then clearly the dimension of X has
to be larger than or equal to the rank of D −W .
In the remainder of this section we specialize to the situation where all under-
lying spaces are finite dimensional and all operators can (and will) be identified
with matrices. Instead of Schur representations we now speak about matrix Schur
representations. Such a representation always exist and it is called minimal if the
order m of the square matrix A in S has the smallest possible value among all matrix
Schur representations of W (with the same base D). As is clear from the preceding
paragraph, the minimal order in question is equal to the rank of D −W .
Proposition 1. Let W,D and S be fixed k × n matrices. Let
S =
[
A B
C D
]
,
where A is an invertible m×m matrix, B is an m× n matrix and C is a k ×m
matrix. Suppose S is a matrix Schur representation of W. Then S is minimal (that is
the order of the square matrix A is S is equal to the rank of D −W) if and only if B
has full row rank (i.e., B is right invertible) and C has full column rank (i.e., C is
left invertible). Furthermore, if
S1 =
[
A1 B1
C1 D
]
, S2 =
[
A2 B2
C2 D
]
are two minimal matrix Schur representations of W, then there exist invertible matri-
ces G and H such that A2 = GA1H, B2 = GB1 and C2 = C1H.
So the freedom in the choice of minimal Schur representations is entirely deter-
mined by (8).
Proof. As was already mentioned, finding the Schur representations of W (with
base D) amounts to finding the factorizations D −W = MK involving bounded
linear operators M and K . The theorem is now obvious from two observations. The
first is that minimality corresponds to rank factorizations D −W = MK of D −W .
The second is that given one particular rank factorization D −W = MK of D −W ,
all others are of the form D −W = (MT )(T −1)K where T is an invertible matrix
of order rank(D −W). 
2. Equivalence after extension and Schur coupling
Let X, X̂, Y and Ŷ be Banach spaces, and let U : X → X̂ and V : Y → Ŷ be
bounded linear operators. Recall that U and V are called equivalent when there exist
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invertible operatorsG : X̂ → Ŷ andH : Y → X such that V = GUH . Generalizing
this notion, we say that U and V are equivalent after extension if there exist Banach
spaces X0 and Y0 such that
UIX0 =
[
U 0
0 IX0
]
: XX0 → X̂X0
and
VIY0 =
[
V 0
0 IY0
]
: YY0 → ŶY0
are equivalent operators. Obviously, equivalence and equivalence after extension are
reflexive, symmetric and transitive properties.
Let W1 : Y → Ŷ and W2 : X → X̂ be bounded linear operators. Following [6],
we say that W1 and W2 are Schur coupled if there exist an operator matrix
S =
[
A B
C D
]
as in (1), such that both W1(S) and W2(S) exist while, moreover,
W1 = W1(S), W2 = W2(S).
Under these circumstances, we will also say that that W1 and W2 are Schur coupled
via (the operator matrix) S.
From (4) it is clear that Schur coupling is a symmetric relationship. With the right
interpretation, it is also reflexive: suppose W : X → X̂ is a bounded linear operator,
then W is Schur coupled to itself if and only if the Banach spaces X and X̂ are
isomorphic. The only if part of this statement is immediate from the definition of the
Schur complement. As to the if part, let J : X → X̂ be an isomorphy between X and
X̂, then W is Schur coupled to itself via the matrix[
J J −W
J J
]
.
In case X = X̂, one can take J = IX. We do not know whether Schur coupling is
transitive. In Section 3 we shall come back to this point.
From the material presented in [2, Section I.1], it is clear that Schur coupling
implies equivalence after extension. Here is a direct approach.
Theorem 2. Let W1 and W2 be Schur coupled via the operator matrix
S =
[
A B
C D
]
with underlying spacesX, X̂, Y and Ŷ as in (1). ThusW1 = W1(S) = D − CA−1B :
Y → Ŷ and W2 = W2(S) = A− BD−1C : X → X̂, where it is assumed that both
A and D are invertible. Then W1 and W2 are equivalent after extension. In fact
W1IX = E(W2IY )F
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with the invertible operators E and F and their inverses given by
E =
[−CA−1 W1
A−1 A−1B
]
: X̂Y → ŶX,
F =
[ −A−1B IX
IY −D−1CA−1B D−1C
]
: YX → XY,
E−1 =
[−BD−1 W2
D−1 D−1C
]
: ŶX → X̂Y,
F−1 =
[ −D−1C IY
IX − A−1BD−1C A−1B
]
: XY → YX.
Proof. The verification can be done by direct computation. The following reasoning,
however, gives more insight (cf., the remark made right after the proof). From (2) and
(3), one immediately gets[
A 0
0 W1
]
= E0
[
W2 0
0 D
]
F0,
where
E0 =
[
IX̂ 0
−CA−1 IŶ
] [
IX̂ BD
−1
0 IŶ
]
,
F0 =
[
IX 0
D−1C IY
] [
IX −A−1B
0 IY
]
.
We also have[
A 0
0 W1
]
=
[
0 IX̂
IŶ 0
] [
W1 0
0 A
] [
0 IY
IX 0
]
,[
W1 0
0 A
]
=
[
IŶ 0
0 A
] [
W1 0
0 IX
]
=
[
W1 0
0 IŶ
] [
IY 0
0 A
]
,[
W2 0
0 D
]
=
[
IX̂ 0
0 D
] [
W2 0
0 IY
]
=
[
W2 0
0 IY
] [
IX 0
0 D
]
.
Now combine appropriate parts of these identities. 
Combining other parts, one can obtain three additional results which differ slightly
from the result given in the theorem and from each other. Details are omitted.
The following proposition shows that sometimes, one can improve over Theorem
2 in the sense that two-sided extension can be replaced by one-sided extension.
Proposition 3. Let W1 and W2 be Schur coupled via the operator matrix
S =
[
A B
C D
]
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with underlying spaces X, X̂, Y and Ŷ as in (1). Assume that either B : Y → X̂ is
left invertible or C : X → Ŷ right invertible. Then there exists a Banach space Z
such that W1IZ and W2 are equivalent.
Proof. First suppose that B : Y → X̂ is left invertible. Let B+ : X̂ → Y be a left
inverse of B and put P1 = BB+. Then P1 is a projection of X̂ onto ImB along
Z1 = KerB+. We shall denote the canonical embedding ofZ1 into X̂ by J1. AlsoQ1
will be the operator IX̂ − P1 considered as an operator from X̂ onto KerP1 = Z1 =
KerB+. Note that Q1J1 = IZ1 , J1Q1 = IX̂ − P1 = IX̂ − BB+, Q1B = 0 and
B+J1 = 0. Introduce
E1 =
[
DB+ + CA−1 − CA−1BB+
Q1
]
: X̂ → ŶZ1,
F1 =
[
A−1B A−1J1
] : YZ1 → X.
Then E1 and F1 are invertible with inverses
E−11 =
[
BD−1 J1 − BD−1CA−1J1
] : ŶZ1 → X̂,
F−11 =
[
B+A
Q1A
]
: X → YZ1.
With the help of the identities occurring in the first paragraph of this proof, one
checks without difficulty that W1IZ1 = E1W2F1.
Next assume C : X → Ŷ is right invertible. Let C+ : Ŷ → X be a right inverse of
C and put P2 = C+C. Then P2 is a projection of X onto ImC+ along Z2 = KerC.
We shall denote the canonical embedding of Z2 into X by J2. Also Q2 will be the
operator IX − P2 considered as an operator from X onto KerP2 = Z2 = KerC.
Note that Q2J2 = IZ2 , J2Q2 = IX − P2 = IX − C+C, Q2C+ = 0 and CJ2 = 0.
Introduce
E2=
[
CA−1
Q2A−1
]
: X̂ → ŶZ2,
F2=
[
C+D + A−1B − C+CA−1B J2
] : YZ2 → X.
Then E2 and F2 are invertible with inverses
E−12 =
[
AC+ AJ2
] : ŶZ2 → X̂,
F−12 =
[
D−1C
Q2 −Q2A−1BD−1C
]
: X → YZ2.
One verifies easily that W1IZ2 = E2W1F2. 
There is a counterpart to Proposition 3 in which the conclusion is that W1 and
W2IZ are equivalent. The corresponding change in the hypotheses is that B : Y →
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X̂ is right invertible or C : X → Ŷ left invertible. Conditions of this type appear in
Proposition 1; see also the last paragraph of this section.
The importance of Theorem 2 (and Proposition 3) lies in the fact that relation-
ships between the null spaces (kernels) and range spaces (images) of Schur coupled
operators can now be read off immediately. We present a few examples:
1. The operator A−1B maps KerW1 one-to-one onto KerW2, and hence KerW1 and
KerW2 have the same (possibly infinite) dimension.
2. If N is a (closed) complement of KerW1 in Y , then the inverse image
(D−1C)−1[N] of N under D−1C is a (closed) complement of KerW2 in X.
3. If P1 is a projection of Y onto KerW1 along N , then P2 = A−1BP1D−1C is a
projection of X onto KerW2 along (D−1C)−1[N].
4. The image ImW1 coincides with the inverse image (BD−1)−1[ImW2].
5. The image ImW1 is closed if and only if ImW2 is closed.
6. If M is a (closed) complement of ImW1 in Ŷ , then BD−1[M] is a (closed)
complement of ImW2 in X̂ and BD−1 maps M one-to-one onto BD−1[M], and
hence ImW1 and ImW2 have the same (possibly infinite) codimension in Ŷ and
X̂, respectively.
7. If Q1 is a projection of Ŷ onto M along ImW1, then Q = BD−1Q1CA−1 is a
projection of X̂ onto BD−1[M] along ImW2.
From these observations it is clear that W2 has a left (respectively, right) inverse if
and only if so has W1. In fact, if W2 has a left (respectively, right) inverse W+2 , then
W+1 = D−1 +D−1BW+2 CD−1
is a left (respectively, right) inverse of W1. Here, as always, we may interchange the
roles of W1 and W2. A further extension is possible involving generalized inverses
(in the restricted meaning that only W2 = W2W+2 W2 and W1 = W1W+1 W1 are given
and required). It is also possible to specialize to ordinary (two-sided) invertibility.
The above identity then becomes
W−11 = D−1 +D−1BW−12 CD−1
(cf., [20], Theorem 1.2 in Chapter 1 by R. Horn and F. Zhang); see also the discussion
on inversion in Section 4.
We conclude this section by making a connection with the analysis of analytic
operator-valued functions. First, specifying Theorem 2 for the case where
S(λ) =
[
A− λ B
C D
]
, (9)
we obtain the following corollary.
Corollary 4. Consider the realization
W(λ) = D + C(λ− A)−1B (10)
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with A : X → X,B : Y → X, C : X → Ŷ and D : Y → Ŷ being bounded linear
operators. AssumingD to be invertible,writeA× = A− BD−1C, and for λ ∈ ρ(A)
put
E(λ) =
[
C(λ− A)−1 W(λ)
−(λ− A)−1 −(λ− A)−1B
]
,
F (λ) =
[
(λ− A)−1B IX
D−1W(λ) D−1C
]
.
Then E(λ) and F(λ) are invertible operators depending analytically on λ in ρ(A),
the inverses of E(λ) and F(λ) are given by
E(λ)−1 =
[−BD−1 −(λ− A×)
D−1 D−1C
]
,
F (λ)−1 =
[ −D−1C IY
IX + (λ− A)−1BC −(λ− A)−1B
]
,
and the identity[
W(λ) 0
0 IX
]
= E(λ)
[
λ− A× 0
0 IY
]
F(λ)
holds on all of ρ(A).
Next, let W be an operator-valued function, analytic on an open subset  of C.
As we mentioned in the introduction, often such a function admits a realization as
a transfer function, that is, one can represent W in the form (10) with  ⊂ ρ(A).
In this case, the above corollary tells us that W(λ) and the linear pencil λ− A× are
analytically equivalent after (two-sided) extension on the open set . In particular,
W(λ) and λ− A× have the same Fredholm characteristics (cf., the list of points 1–7
above), and the operator A× serves as a “linearization” (cf., [10]) of the operator
function W . We conclude that in many situations it is possible to reduce the spectral
analysis of analytic operator functions to that of a single operator, using Corollary 4.
These situations certainly include the behavior in a neighborhood of a given point.
Also, in system theory it is known that the so-called zeros of the system are the
eigenvalues of A× (in the matrix case).
Corollary 4 is concerned with linearization by two-sided extension. As is clear
from Proposition 3, under certain extra conditions one can do with one-sided exten-
sion in the sense that an extension of W with a suitable identity operator is analyt-
ically equivalent to the linear pencil λ− A× (non-extended). Such conditions may
often be met in practice (cf., [1, Section II.4]) and they can certainly be satisfied as
far as linearization on a neighborhood of a given point is concerned.
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3. Matricial coupling
In the previous section we saw that two Schur coupled operators can be turned into
equivalent ones by the operation of extension with appropriate identity operators.
Next we shall discuss the closely related operation of matricial coupling [2], which
involves embedding into an invertible operator matrix.
As before, let X, Y, X̂ and Ŷ be complex Banach spaces. Two bounded linear
operators U : X → X̂ and V : Y → Ŷ are said to be matricially coupled if they can
be embedded into invertible operator matrices[
U U2
U1 U0
]
: XŶ → X̂Y, (11)
[
V0 V1
V2 V
]
: X̂Y → XŶ , (12)
involving bounded linear operators only, such that[
U U2
U1 U0
]−1
=
[
V0 V1
V2 V
]
. (13)
The identity (13) is then called a coupling relation for U and V , while the 2×2
operator matrices in (11) and (12) are referred to as coupling matrices.
Although this is not obvious at first sight, matricial coupling amounts to the same
as equivalence after extension. The fact that matricial coupling implies equivalence
after extension was established in [2, Theorem 1.1]; the converse in [4, Theorem 1].
As we saw in Theorem 2, Schur coupling implies equivalence after extension
(= matricial coupling). What about the converse: if U : X → X̂ and V : Y → Ŷ
are equivalent after extension, does it follow that U and V are Schur coupled?
The answer to the question put this way is negative: easy counterexamples involve
non-square matrices. The reason is that from the definition of the Schur complement
it is clear that a necessary condition for U and V to be Schur coupled is that X is
isomorphic to X̂ and Y is isomorphic to Ŷ . With this extra requirement, the question
is much more subtle. In fact, we have the following open problem.
Open Problem 1. When U : X → X and V : Y → Y are bounded linear operators
on Banach spaces such that U and V are equivalent after extension (= matricially
coupled), does it follow that U and V are Schur coupled?
An intriguing point here is that a positive result can be obtained in the case of
equivalence after one-sided extension.
Proposition 5. Let X and Y be Banach spaces and let U : X → X and V : Y → Y
be bounded linear operators. Assume that for some Banach space Z, the operators
UIZ and V are equivalent. Then U and V are Schur coupled.
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Proof. The proof is a refinement of an argument given in [5]. Suppose E : XZ →
Y and F : Y → XZ are invertible bounded linear operators such that V =
E(UIZ)F . Let P : XZ → X be the canonical projection of XZ onto X. Also,
write J : X → XZ for the canonical embedding of X into XZ. Consider the
2×2 operator matrix
 =
[
IX PF
EJ(IX − U) EF
]
.
Since  has invertible operators in the left upper and right lower corner, both its first
and second Schur complement exist. A straightforward computation showsW1() =
V and W2() = U . 
Other positive results can be obtained under extra assumptions on the operators U
and V or the underlying spaces. The following theorem is taken from [5] and covers
the finite dimensional (matrix) case.
Theorem 6. Let X and Y be Hilbert spaces, and let U : X → X and V : Y → Y
be Fredholm operators. The following statements are equivalent:
(i) U and V are Schur coupled;
(ii) U and V are equivalent after extension (= matricially coupled);
(iii) U and V have the same nullity and the same defect, that is
dim KerU = dim KerV, dimX/ImU = dimY/ImV.
Proof. Recall that an operator U is called Fredholm if KerU is finite dimensional
and dimX/ImU is finite as well (see, e.g., [7]). We need to show that (iii) implies
(ii). The argument is a modification of that given in [5]. Without loss of generality,
we may assume that the Schauder dimension of X does not exceed that of Y . But
then we can choose a Hilbert space H such that (the Hilbert space direct sum) XH
is isomorphic to Y . Together with
dim Ker(UIH ) = dim KerV, dimX/Im(UIH ) = dimY/ImV,
this implies that the operators UIH and V are equivalent. Now apply Proposition
5. 
The Hilbert space hypothesis in Theorem 6 can be dropped at the expense of
assuming that the operators have zero index (nullity = defect). Thus, if X, Y are
Banach spaces and U,V are Fredholm operators of index zero, the following state-
ments are equivalent: (i) U and V are Schur coupled, (ii) U and V are equivalent
after extension (= matricially coupled), and (iii) U and V have the same nullity,
i.e., dim KerU = dim KerV . The proof is given in [5]. In view of the zero index
assumption, (iii) can be reformulated as dimX/ImU = dimY/ImV , that is U and
V have the same defect.
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In passing we mentioned already an open problem connected with the notion of
Schur coupling.
Open Problem 2. Is Schur coupling transitive?
As we shall now explain, Open Problems 1 and 2 are equivalent. In one direction,
the situation is obvious. Indeed, a positive answer to Problem 1 clearly implies that
Schur coupling is transitive. The other way around is a little more involved. Suppose
U and V are equivalent after (possibly) two-sided extension. So there exists Banach
spaces Z and W such that UIZ and VIW are equivalent. First apply Proposition
5 to the operators U and VIW . This gives that U and VIW are Schur coupled.
Next apply the proposition to V and VIW . This gives that V and VIW (or if
one prefers VIW and V ) are Schur coupled. Were Schur coupling transitive (as
equivalence after extension and matricial coupling are), we would now be able to
obtain a positive answer to Problem 1 and conclude that U and V are Schur coupled.
Thus, for operators on (rather than between) Banach spaces, equivalence after
extension, matricial coupling and Schur coupling all amount to the same if and only
if Schur coupling is transitive. Let us therefore discuss transitivity in some more
detail. For equivalence after extension, transitivity is evident. Since equivalence after
extension amounts to the same as matricial coupling, the latter is transitive too. To
make this explicit, the following details are taken from [4]. If T andU are matricially
coupled with coupling relation[
T T2
T1 T0
]−1
=
[
U˜0 U˜1
U˜2 U
]
, (14)
and U and V are matricially coupled with coupling relation[
U Û2
Û1 Û0
]−1
=
[
V0 V1
V2 V
]
, (15)
then T and V are matricially coupled with coupling relation[
T T2Û2
−Û1T1 Û0 − Û1T0Û2
]−1
=
[
U˜0 − U˜1V0U˜2 −U˜1V1
V2U˜2 V
]
. (16)
Now we come back to the Open Problem 2 with some further comments based
on the technical report [5]. Suppose that the pairs T ,U and U,V are both Schur
coupled. In fact this means nothing else than that U and V are matricially coupled
in the strong sense that they admit coupling relations (14) and (15) as above with
T0, U˜0, Û0 and V0 invertible. If this would imply that the coupling relation (16) for
the pair T , V is also strong, i.e., Û0 − Û1T0Û2 and U˜0 − U˜1V0U˜2 are invertible, we
would be able to conclude that T and V are again Schur coupled. However, this turns
out not to be true. This can be seen from[
1 1
2 1
]−1
=
[−1 1
2 −1
]
,
[−1 1
1 1
]−1
=
[− 12 12
1
2
1
2
]
, (17)
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where, with notation as in (14) and (15), we have Û0 − Û1T0Û2 = 0, and this in spite
of the fact that the couplings are strong in the sense indicated above. On the other
hand [
1 0
0 2
]−1
=
[
1 0
0 12
]
is a strong coupling relation but it seems to be an ad hoc one, meaning here that it
is not clear how to produce it from the coupling relations (17) in a “generalizable”
way reminiscent of the “canonical” manner in which (16) is fabricated from (14) and
(15).
4. Products and inversion
Consider the operator matrices
S1 =
[
A1 B1
C1 D1
]
: X1Y1 → X̂1Ŷ1,
S2 =
[
A2 B2
C2 D2
]
: X2Y2 → X̂2Ŷ2,
and assume Ŷ2 = Y1. Then the operator matrices
A =
[
A1 B1C2
0 A2
]
: X1+˙X2 → X̂1+˙X̂2,
B =
[
B1D2
B2
]
: Y2 → X̂1+˙X̂2,
C = [C1 D1C2] : X1+˙X2 → Ŷ1,
D = D1D2 : Y2 → Ŷ1,
are well-defined, and we can introduce the S-product S1♦S2 of S1 and S2:
S1♦S2 =
[
A B
C D
]
=

A1 B1C2
... B1D2
0 A2
... B2
. . . . . . . . . .
C1 D1C2
... D1D2
 .
Theorem 7. Let the the operator matrices S1, S2 and S1♦S2 be as above. Assume
A1 and A2 are invertible, so that the Schur complements W1(S1) and W1(S2) exist.
Then the Schur complement W1(S1♦S2) is well-defined and
W1(S1♦S2) = W1(S1)W1(S2). (18)
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Proof. It is easy to see that A is invertible with inverse
A−1=
[
A−11 −A−11 B1C2A−12
0 A−12
]
: X̂1+˙X̂2 → X1+˙X2.
So the Schur complement W1(S1♦S2) exists. Also
D − CA−1B=D1D2 −
[
C1 D1C2
] [A−11 −A−11 B1C2A−12
0 A−12
] [
B1D2
B2
]
=(D1 − C1A−11 B1)(D2 − C2A−12 B2),
i.e., the product formula (18) holds. 
Under certain circumstances, it is also possible to introduce (something like) an
S-inverse. Let S be as in (1) and assumeD : Y → Ŷ is invertible. It then makes sense
to write
S−♦ =
[
A× BD−1
−D−1C D−1
]
,
where A× = W2(S) = A− BD−1C. Now
S♦S−♦ =

A A× − A ... BD−1
0 A×
... BD−1
. . . . . . . . . .
C −C ... IŶ
 . (19)
Introduce
G =
[
IX̂ −IX̂
0 IX̂
]
, H =
[
IX IX
0 IX
]
.
Then
G
[
A A× − A
0 A×
]
H =
[
A 0
0 A×
]
,
G
[
BD−1
BD−1
]
=
[
0
BD−1
]
,
[
C −C]H = [C 0] .
So, as far as the Schur complement of IŶ in (19) is concerned, on may as well look
at the Schur complement of IŶ in
A 0
... 0
0 A×
... BD−1
. . . . . . . . . .
C 0
... IŶ

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(cf., the second paragraph in Section 1). This Schur complement exists if and only
if both A and A× are invertible, i.e., if and only if both W1(S) and W1(S−♦) exist,
and in that case it is equal to IŶ . An analogous remark can be made for S−♦♦S. In
combination with the product rule Theorem 7, we see that under these circumstances
W1(S
−♦) = W1(S)−1 (20)
(cf., the material on invertibility in Section 2).
The S-product ♦ and the S-inverse −♦ have the properties that can reasonably be
expected. If S is a 2×2 operator matrix such that S−♦ exists, then so does (S−♦)−♦
and (S−♦)−♦ = S. So −♦ is an involution. Also, if S1, S2 and S3 are 2 × 2 oper-
ator matrices such that both S1♦S2 and S2♦S3 are well-defined, then (S1♦S2)♦S3
and S1♦(S2♦S3) are well-defined too, while moreover (S1♦S2)♦S3 = S1♦(S2♦S3).
In this sense, the diamond product is associative. Finally, if S1♦S2, S−♦1 and S
−♦
2
exist, then (S1♦S2)−♦ exists as well and, modulo a simple transformation of a type
discussed in Section 1 (second paragraph), (S1♦S2)−♦ is equal to S−♦2 ♦S−♦1 .
Under the assumption that X = X̂, we can transform the matrix S into the λ-
matrix S(λ) given by (9). Suppose, in addition, that the operatorD is invertible. Then
the operation −♦ can be applied to S as well as to S(λ), giving S−♦ and S(λ)−♦ . In
this case S−♦(λ) exists too and
S−♦(λ) = S(λ)−♦ (21)
for all λ in C. Under the appropriate conditions (see the definition of♦), an analogous
remark can be made for the product, resulting in the identity
(S1♦S2)(λ) = S1(λ)♦S2(λ) (22)
again valid on all of C. Combining (21) with (20) and (22) with (18) we obtain the
following results.
Corollary 8. Let the the operator function W be given by the realization
W(λ) = D + C(λ− A)−1B,
withA : X → X, B : Y → X, C : X → Ŷ andD : Y → Ŷ . AssumeD is invertible.
Then, for λ in the resolvent set ρ(A) ofA, the operatorW(λ) is invertible if and only
if λ ∈ ρ(A) ∩ ρ(A×) while, for these values of λ,
W(λ)−1 = D−1 −D−1C(λ− A×)−1BD−1.
Looking at second Schur complements, one also finds an expression for the resol-
vent of A×, namely
(λ− A×)−1 = (λ− A)−1 − (λ− A)−1BW(λ)−1C(λ− A)−1
for λ belonging to ρ(A) ∩ ρ(A×).
Corollary 9. For j = 1, 2, let the the operator function Wj be given by the realiza-
tion
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Wj(λ) = Dj + Cj (λIXj − A1)−1Bj ,
with Aj : Xj → Xj ,Bj : Yj → Xj ,Cj : Xj → Ŷj and Dj : Yj → Ŷj . Assume
Ŷ2 = Y1 and introduce
A =
[
A1 B1C2
0 A2
]
: X1+˙X2 → X1+˙X2,
B =
[
B1D2
B2
]
: Y2 → X1+˙X2,
C = [C1 D1C2] : X1+˙X2 → Ŷ1,
D = D1D2 : Y2 → Ŷ1.
Then, for λ ∈ ρ(A1) ∩ ρ(A2) ⊆ ρ(A),
W1(λ)W2(λ) = D1D2 + C(λIX − A)−1B.
Finally, let us consider the operations ♦ and −♦ from the system theory point of
view. We begin with −♦ . Consider the linear time invariant system (6), also to be
written in the form[
x′(t)
y(t)
]
=
[
A B
C D
] [
x(t)
u(t)
]
= S
[
x(t)
u(t)
]
, t  0; x(0) = 0, (23)
with S as usual. Suppose D is invertible. One can then interchange the roles of the
input u and the output y, and obtain the corresponding inverse system[
x′(t)
u(t)
]
=
[
A× B
−C D
] [
x(t)
y(t)
]
= S−♦
[
x(t)
yt)
]
, t  0; x(0) = 0, (24)
where A× = A− BD−1C. The transfer functions of (23) and (24) are each others
inverse. This fact is reflected by Corollary 8.
Next we look at the S-product ♦. For this we consider two linear time invariant
systems:[
x′1(t)
y1(t)
]
= S1
[
x1(t)
u1(t)
]
, t  0; x1(0) = 0, (25)
and [
x′2(t)
y2(t)
]
= S2
[
x2(t)
u2(t)
]
, t  0; x2(0) = 0, (26)
with
S1 =
[
A1 B1
C1 D1
]
, S2 =
[
A2 B2
C2 D2
]
.
Here the operators act on or between Banach spaces in the customary way. Thus
we have two “state spaces” X1 and X2 but, for simplicity, we shall assume that
there is only one “input/output space” Y (for a slightly more general set up, see the
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hypothesis of Corollary 9). Now consider the so called cascade connection of the two
systems. By this we mean that we take u = u2 as input for the second system, feed
its output y2 as input into the first system (so y2 = u1), resulting in a final output
y = y1. As can be readily verified, the corresponding equations are
x′1(t) = A1x1(t)+ B1C2x2(t)+ B1D2u(t), t  0,
x′2(t) = A2x2(t)+ B2u(t), t  0,
y(t) = C1x1(t)+D1C2x2(t)+D1D2u(t), t  0,
x1(0) = 0, x2(0) = 0.
Introducing the new state space variable
x(t) =
[
x1(t)
x2(t)
]
,
these equations can be written as[
x′(t)
y(t)
]
= (S1♦S2)
[
x(t)
u(t)
]
, t  0; x(0) = 0. (27)
The transfer function of the cascade connection (27) is the product of the the transfer
functions of the original systems (25) and (26). This is what we find in Corollary 9.
5. Factorization
Next we turn to factorization. For simplicity, we restrict ourselves to a (relevant)
special case. To be precise, we will be dealing with
S =
[
A B
C IY
]
, (28)
where A : X → X, B : Y → X, C : X → Y are bounded linear operators and X
and Y are complex Banach spaces. Clearly, the second Schur complement W2(S) in
S exists and is equal to A− BC, henceforth (in line with the notation used above) to
be denoted by A×.
Theorem 10. Let S be as in (28), and assume A is invertible so that W1(S) =
IY − CA−1B andA× = A− BC are Schur coupled via S. LetM andM× be invari-
ant subspaces for A and A×, respectively, and suppose that M and M× match,
i.e.,
X = MM×.
Denote the projection of X onto M× along M by . Then
W1
([
A B
C IY
])
= W1
([
A (IX −)B
C IY
])
W1
([
A B
C IY
])
. (29)
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An alternative way of writing (29) is
IY − CA−1B =
(
IY − CA−1(IX −)B
) (
IY − CA−1B
)
.
Proof. By Theorem 7, the product in the left hand side of (29) is the Schur comple-
ment of IY inA R (IX −)B0 A B
C C IY
 ,
where R = (IX −)BC. Now BC = A− A× and
A = A, A× = A×.
It follows that R = (IX −)(A− A×) = A−A and hence the product in the
left hand side of (29) is the Schur complement of IY inA A−A (IX −)B0 A B
C C IY
 . (30)
Observe that[
0 IX
IX 
] [
A A−A
0 A
] [− IX
IX 0
]
=
[
A 0
0 A
]
,[
0 IX
IX 
] [
(IX −)B
B
]
=
[
B
B
]
,
[
C C
] [− IX
IX 0
]
= [0 C] .
Thus, see the second paragraph in Section 1, the Schur complement of IY in (30) is
the same as that of IY inA 0 B0 A B
C 0 IY
 .
But then, see the material on dilation in the third paragraph of Section 1, the Schur
complement of IY in (30) is the same as that of IY in (28), as desired. 
Corollary 11. Consider the realization
W(λ) = IY + C(λ− A)−1B,
with A : X → X,B : Y → X and C : X → Y. Let M be an invariant subspace for
A, let M× be an invariant subspace for A× = A− BC and suppose M and M×
match in the sense that X = M+˙M×. Write  for the projection of X onto M×
along M and introduce
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W1(λ) = IY + C(λ− A)−1(IX −)B,
W2(λ) = IY + C(λ− A)−1B.
Then W(λ) = W1(λ)W2(λ), λ ∈ ρ(A).
As we have seen at the end of the previous section, the product rule Corollary 9
can be interpreted in terms of cascade connection of linear time invariant systems.
Factorization being the counterpart of multiplication, Corollary 11 can be interpreted
as writing a given system as a cascade connection of possibly simpler systems.
Corollary 11 is an extremely effective tool in constructing factorizations of oper-
ator or matrix functions with prescribed special features. Options that are available
in this context are the choice of the realization of the function W and the selection
of the (matching) invariant subspaces M and M×. Applications are concerned with
minimal factorization of rational matrix functions [1], self-adjoint rational matrix
functions [17,18], Wiener–Hopf factorization [8], transport theory [16] etc. A strik-
ing feature of the results obtained along these lines is their high degree of explicit-
ness. For more on this, see the review papers [3,11] and the lecture notes [15]. For
an application to the H∞-control problem in system theory see [13].
We conclude this paper by discussing a generalization of Theorem 10. Since
matching pairs of subspaces correspond to projections, Theorem 10 can also be for-
mulated completely in terms of the projection  appearing in it. The generalization
we have in mind is concerned with two projections (or, if one prefers, two pairs of
matching subspaces).
Theorem 12. Let S be as in (28), and assume A is invertible so that the opera-
tors IY − CA−1B and A× = A− BC are Schur coupled via S. Let  and  be
projections on X, and assume
A[Ker] ⊂ Ker, A×[Im] ⊂ Im. (31)
Then IY − CA−1B admits the factorization
IY − CA−1B =
(
IY − CA−1(IX −)B
) (
IY − CA−1B
)
. (32)
It is possible to rewrite (32) in terms of Schur complements along the lines sug-
gested by (29). Theorem 10 is a special instance of Theorem 12 corresponding to
the situation where  =  (= ). It is not difficult to produce examples where 
and  do not coincide and are not even similar. The proof of Theorem 12 is a slight
modification of that of Theorem 10. Details are omitted.
Theorem 12 can be used for factorizing functions that are given in the generalized
realization form
W(λ) = IY + C(λG− A)−1B (33)
with A,G : X → X,B : Y → X and C : X → Y . Note that the realization in Cor-
ollary 11 is obtained from (33) by taking for G the appropriate identity operator.
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As before, write A× = A− BC, and let  and  be projections of the space X.
Suppose (31) is satisfied and, in addition,
G[Ker] ⊂ Ker, G[Im] ⊂ Im. (34)
This enables us to apply Theorem 12 to
SG(λ) =
[
A− λG B
C IY
]
(35)
which is S in (28) with A replaced by A− λG. In this way, for W given by (33), we
obtain the factorization
W(λ) =
(
IY + C(λG− A)−1(IX −)B
) (
IY + C(λG− A)−1B
)
. (36)
By the way, using the material of Section 2, linearization results and inversion for-
mulas can be given too.
Representations of the type (33) are especially appropriate for factorizing func-
tions that are not invertible at ∞ or not even analytic there. For instance, any m×m
rational matrix function, regardless of its properties at infinity, allows for a general-
ized realization
W(λ) = Im + C(λG− A)−1B
with Im the m×m identity matrix and G,A,B and C matrices of suitable size, A
and G square. In [9], factorizations as in (36) are derived and employed to solve
singular integral equations via explicit formulas for canonical Wiener–Hopf factor-
izations. In fact this served as a motivation for Theorem 12. An interesting point
which occurs in this context is a kind of semi-automatic matching. The matching of
one pair of subspaces (corresponding to the projection ) induces the matching of
a another pair (corresponding the projection ), and vice versa. The pairs of sub-
spaces in question originate from two spectral projections associated with the pencil
λG− A (cf., [19]).
Finally, Theorem 12 can also be applied to representations of the form
W(λ) = IY + (α − λ)C(λG− A)−1B
that appear, for instance, in [12,14]. Just replace C in (35) by (α − λ)C, or B by
(α − λ)B. Here we have to useA× = A− αBC instead of the usualA× = A− BC,
while the second part of (34) has to be changed into G×[Im] ⊂ Im where G× =
G− BC.
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