abnormal reinforcement learning and representations of reward value are present in schizophrenia, and these impairments can manifest as deficits in risk/reward decision making. These abnormalities may be due in part to dopaminergic dysfunction within cortico-limbic-striatal circuitry. evidence from studies with laboratory animal have revealed that normal Da activity within different nodes of these circuits is critical for mediating dissociable processes that can refine decision biases. Moreover, both phasic and tonic dopamine transmission appear to play separate yet complementary roles in these processes. Tonic dopamine release within the prefrontal cortex and nucleus accumbens, serves as a "running rate-meter" of reward and reflects contextual information such as reward uncertainty and overt choice behavior. on the other hand, manipulations of outcome-related phasic dopamine bursts and dips suggest these signals provide rapid feedback to allow for quick adjustments in choice as reward contingencies change. The lateral habenula is a key input to the Da system that phasic signals is necessary for expressing subjective decision biases; as suppression of activity within this nucleus leads to catastrophic impairments in decision making and random patterns of choice behavior. as schizophrenia is characterized by impairments in using positive and negative feedback to appropriately guide decision making, these findings suggest that these deficits in these processes may be mediated, at least in part, by abnormalities in both tonic and phasic dopamine transmission.
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Key words: dopamine/decision making/phasic/tonic/habenula introduction Despite common portrayal of schizophrenia as a disorder marked primarily by hallucinations and delusions, these positive symptoms are often accompanied by debilitating negative symptoms and cognitive deficits. 1 Among the numerous domains of cognition, affect and motivation perturbed in this disease, there has been a growing interest in impairments in reinforcement learning and representations of reward value that may manifest as an inability to make appropriate cost/ benefit decisions involving uncertainty or risk. [2] [3] [4] For example, patients with schizophrenia perform worse than healthy controls on laboratory tests of probabilistic decision making. [4] [5] [6] These deficits are accompanied by altered patterns of activation of distributed systems known to regulate these functions, including the different prefrontal and orbitofrontal cortical regions, the nucleus accumbens (NAc) and the amygdala. Although pathophysiological changes within these regions likely contribute to impairments in value representation and decision making, it is notable that they are all heavily innervated by dopamine (DA) transmission. [7] [8] [9] [10] [11] [12] As such, clarifying how different nodes within the dopaminergic system contribute to different aspects of risk/reward decision making can provide insight into how dysfunction within these circuits may relate to abnormalities in reward processing and decision making observed in this disorder.
a Distributed Da circuit Mediates risk/reward Decision Making
Early indications that alterations in DA transmission may interfere with risk/reward decision making came from clinical reports of the emergence of pathological gambling in patients receiving dopamine agonist therapy for Parkinson's disease and restless legs syndrome. 13, 14 This effect may be related to the ability of these treatments to increase sensitivity for positive feedback at the expense of learning from negative outcomes. 15 Similarly, Rogers et al. 16 found that individuals who abused amphetamine displayed impairments on a laboratory-based gambling task. Nearly a decade later, preclinical studies began to characterize the role of DA in risky decision making in more detail, exploiting the greater experimental control afforded by animal models. A number of assays have been developed to assess risk/reward decision making in rodents, and work by our group has employed a probabilistic discounting procedure wherein rats choose between a small/certain (1 reward pellet) and large/risky reward (4 pellets) ( figure 1A) . During a daily session, the probability of obtaining the larger reward changes in a systematic manner over blocks of free-choice trials (100%-12.5% or vice versa), and rats must keep track of their choices and outcomes to ascertain when it may be more profitable to choose riskier or more conservatively.
Initial studies using systemic treatment with dopaminergic drugs revealed a key role for DA transmission in refining choice between uncertain and certain rewards. 17 Increasing DA with amphetamine impairs updating of decision biases when reward probabilities change. Animals chose the riskier option when the odds Fig. 1. (a) Depiction of the probabilistic discounting task used to asses risk/reward decision making in rodents. (B) Summary of the dissociable functions of cortical, limbic, and striatal nodes within DA circuitry in regulating probabilistic discounting, as inferred by inactivation and circuit disconnection studies. (c) Fluctuations in tonic levels of NAc DA (measured with microdialysis) associated with risk/reward decision making. Gray and green circles correspond to DA levels obtained during forced-and free-choice portions of each probability block, and squares represent data from animals that received rewards delivered passively on a yoked schedule. Highlighted region indicates portion of the discounting task associate with the greatest amount of reward uncertainty. Adapted from. 30 (D) Tonic DA within the NAc was higher during free choice vs forced choices periods of the task (left), and during periods of greater uncertainty during decision making relative to rats receiving food on a yoked schedule (right). Changes in tonic NAc DA also corresponded closely to changes in choice behavior, but not reward availability (bottom). (e) Suppression of outcome-related phasic DA signals via LHb stimulation altered choice biases. LHb during receipt of larger or smaller rewards (left) shifted bias towards the alternative option. Conversely, inducing phasic DA burst in DA activity non-rewarded risky choices (via VTA stimulation, right) increased risky choice. Adapted from. 43 (F) Inactivation of the LHb induced a massive disruption in decision making, causing rats to be indifferent to either option irrespective of their relative value. However, these manipulations did not affect choice during simpler decisions when choosing between smaller vs larger certain rewards of equal costs (inset). Adapted from. 44 For all figures stars denote significant differences at P < 0.05.
of obtaining a larger reward were initially high and then decreased, and showed the opposite effect when reward probabilities were low and increased over a session. Thus, abnormal increases in DA activity appear to "lock in" choice biases, impairing the use of information about whether recent actions were rewarded (or not) to estimate changes in relative profitability of different options and to modify decision biases accordingly. Conversely, blockade of either the D 1 or D 2 receptor decreased risky choice, in keeping with a considerable literature indicating that normal DA tone promotes choice of larger, more costly rewards. [17] [18] [19] Subsequent studies using discrete inactivation of different brain nuclei revealed that different component processes of risk/reward decision making are handled by distributed circuits (summarized in figure 1B ). Amygdala inputs to the NAc promote choice of larger, uncertain rewards. 7, 9, 10 However, these drives are tempered by different regions of the orbitofrontal (OFC) and medial prelimbic PFC (homologous to anterior cingulate Area 32) which act as a brake on these impulses and refine choice biases when reward probabilities change. [7] [8] [9] [10] [20] [21] [22] DA within forebrain terminal regions further refines action selection during risk/reward decision making. D 1 receptors in medial PFC and NAc mitigate sensitivity to non-rewarded actions, as their blockade reduces risky choice by increasing lose-shift behavior. 11, 12 Moreover, stimulation of D 1 receptors in the NAc optimized decision making, increasing risky choices when they were advantageous, and shifting bias to the small/certain option as the utility of the large/uncertain option declined. Thus, activity at these receptors promotes exploitation of potentially more profitable options despite their uncertainty and helps a decision maker keep the "eye on the prize," maintaining choice biases even when choices do not always yield reward. In comparison, PFC D 2 receptors appear to promote exploration of different options in response to changes in reward probabilities, as blockade or stimulation of these receptors led to more static patterns of choice. Interestingly, D 2 receptor manipulation within the NAc did not alter choice behavior on this task. This lack of effect may be related to findings that D 2 -containing striatal neurons appear to mediate avoidance behaviors. 23, 24 Given that the task used in our studies did not employ any explicit punishments, it is possible that NAc D 2 receptors may play a more prominent role in refining decision biases in situations where certain actions may yield more preferred rewards but also deliver aversive consequences as well. [25] [26] [27] Tonic and phasic Dopamine Transmission DA signaling (at least within striatal regions) is compartmentalized into distinct modes of transmission. Relatively low concentrations of extrasynaptic or "tonic" DA fluctuate on a slower timescale (sec to min), whereas rapid "phasic" signals are driven by burst firing of DA neurons. 28, 29 Our psychopharmacological manipulations indiscriminately target both modes of DA transmission, making it difficult to ascertain the respective contribution of these signals to choice behavior. Although the means to selectively disrupt tonic DA signals is not currently available, recent neurochemical studies have provided insight to their potential role in these processes. Using in vivo microdialysis, St. Onge et al. 30 measured changes in tonic DA in rats performing a probabilistic discounting task. Within the mPFC, tonic DA levels were higher during periods when animals received greater amounts of reward. This profile was observed in rats that earned their rewards during the course of decision making and those that received rewards delivered passively on a yoked schedule. Thus, dynamic fluctuations in mesocortical DA efflux convey information about changes in the relative amount of reward availability and may serve as a reward "running-rate meter," that may be used by the PFC to aid in directing choice accordingly. In comparison, changes in tonic NAc DA during decision making were more complex ( figure 1C ). NAc DA varied as a function of the amount of reward received over time, yet also appeared to encode other key factors. These included whether or not animals had to make a choice vs merely respond to obtain reward, how often they chose the risky option and the relative amount of uncertainty associated with those choices ( figure 1D ). Thus, fluctuations in tonic NAc DA signals seem to reflect an integration of various types of information used to guide decision making.
It is well-established that spatially restricted phasic DA signals appear to encode prediction errors during reward-related associative learning. DA neurons show phasic bursts of activity in response to unexpected rewards or cues that predict them, and display brief suppression in firing ("dips") when expected rewards are not received. 31 More recently, fast-scan voltammetric measures of subsecond changes in DA concentrations have shown that phasic DA release in the NAc also encodes outcome-related information during more complex situations involving choices between certain and uncertain rewards. 32 These studies revealed that receiving rewards after a particular choice elicited phasic increases in NAc DA that were greater in magnitude when the reward was larger and uncertain. In contrast, non-rewarded risky choices caused phasic dips in NAc DA. In addition, increases in phasic DA occurred prior to a choice, with these signals encoding the expected availability of larger or more-preferred reward.
It has been known for some time that phasic bursts of DA neuron activity are driven by excitatory inputs to the midbrain arising from regions such as the pedunculopontine nucleus and prefrontal cortex. [33] [34] [35] More recent work has identified an inhibitory circuit, incorporating the lateral habenula (LHb) and the recently discovered rostromedial tegmental nucleus (RMTg), that drives phasic dips in DA neuron firing. [36] [37] [38] Stimulation of the LHb induces brief, gamma amino butyric acid (GABA)-mediated inhibition of midbrain DA neuron firing, 39, 40 that was subsequently discovered to be relayed through disynaptic circuits via the RMTg. The LHb sends glutamatergic projections to the RMTg that in turn sends dense GABAergic projections onto DA neurons in the VTA. 41, 42 LHb and RMTg neurons encode reward prediction errors in a manner opposite DA neurons, showing increased activity in response to punishment or reward omission and reduced firing in response to reward or reward-predictive cues. [36] [37] [38] The finding that LHb stimulation suppresses DA neuron activity inspired us to use this approach as a tool to manipulate and override outcome and prechoice phasic DA signals to ascertain their influence over risk/reward decision making. 43 We observed that brief (200-400 ms) outcomecontingent stimulation of the LHb markedly influenced the direction of choice. Temporally specific LHb stimulation, delivered precisely when a risky or certain choice was rewarded (ie periods associated with increased phasic DA), caused animals to behave as if they had not received those rewards, redirecting their bias towards the other option ( figure 1E, left) . Conversely, activation of DA neurons via VTA stimulation when a risky choice was not-rewarded (that normally causes phasic dips in DA firing) increased bias for the risky option by decreasing sensitivity to negative feedback ( figure 1E, right) . Suppression of pre-choice DA signals also affected behavior. LHb stimulation prior to action selection reduced incentive salience of the rewardassociated levers, as evidenced by an increase in response latencies. More intriguingly, it also reduced selection of the more preferred of the two options, most prominently when rats normally preferred the larger reward. This collection of findings suggests that phasic and tonic DA signaling play separate yet complementary roles that may form a system of reward checks and balances. Outcome-related phasic DA signals provide rapid feedback on whether or not recent actions were beneficial and increase or decrease the likelihood that those options are selected again. In turn, pre-choice DA signals promote expression of preferences for more desirable options. On the other hand, slower fluctuations in tonic DA may provide a longer-term accounting of reward histories and average expected utility so that individual outcomes are not overemphasized, ensuring that ongoing decision making proceeds in an efficient, adaptive and more rational manner.
The pronounced influence that LHb stimulation exerted over action selection prompted us to enquire about its normal contribution to these processes by assessing how inactivation of this nucleus affected various forms of cost/ benefit decision making. 44 This caused a catastrophic disruption in the ability of animals to make a decision, rendering them absolutely indifferent to which option may be more preferable, inducing unbiased and random patterns of choice, but only when larger rewards were associated with some form of cost ( figure 1F ). This massive effect suggests that differential LHb signals, encoding expectation or occurrence of negative/positive events, are crucial for helping an organism make up its mind when faced with ambiguous decisions regarding the cost and benefits of different actions. Activity within this nucleus aids in biasing behavior from a point of indifference toward committing to choices that may yield outcomes perceived as more beneficial. Integration of differential LHb reward/ aversion signals by downstream targets such as the RMTg and DA neurons may set a tone, ie crucial for expression of preferences for one course of action over another. In turn, suppression of these signals would be expected to leave phasic (and tonic) DA signaling in disarray, rendering a decision-maker incapable of determining which option may be "better," highlighting the importance of these signals in guiding ongoing reward seeking.
implications for Schizophrenia
Dysfunction in DA transmission is a central feature of schizophrenia, yet its precise contribution to different aspects of the disease symptomology is often debated. Psychotic symptoms seem to be caused by a hyperdopaminergic state, likely driven by increased phasic activity in subcortical regions. 1, 28 Conversely, cognitive symptoms appear to be correlated with perturbations in prefrontal functioning that include reduced dopaminergic activity. 1 Our findings may provide some insight into how aberrant DA signaling may contribute to impairments in reinforcement learning and decision making pervasive in the disorder. For example, schizophrenic patients show deficits in learning from both positive feedback and negative feedback and using this information to adapt choices trial-by-trial.
3,45-47 Our findings that manipulation of phasic DA signaling interferes with action selection during risk/reward decision making demonstrate that these signals play a crucial role updating ongoing reward-seeking behavior. Disruptions in phasic DA signaling (as may occur in schizophrenia), 28 would therefore be expected to lead to aberrant reinforcement learning. Hyperactivity within the DA system may attenuate dips in firing associated with non-rewarded events and impair learning from negative feedback. Conversely, persistent increases in DA tone could also diminish the impact that reward-related phasic bursts exert over downstream targets of this system, which in turn may reduce the influence that rewarded actions exert on subsequent action selection.
The finding that LHb regulates phasic DA activity and plays a crucial role in mediating subjective decision biases may also be relevant to schizophrenia. Although information on how habenular pathology may relate to schizophrenia is sparse, one post-mortem study revealed increased calcification in this nucleus in schizophrenic brains 48 (but see). 49 In addition, lesions of the LHb in animals disrupt attention, cognition and social behaviors in a manner that resembles what is observed in the disease. 50, 51 In a preliminary neuroimaging study, increased activation of this nucleus was observed in healthy controls following receipt of unexpected negative feedback or the absence of expected positive feedback. 52 However, patients with schizophrenia did not display normal feedback-related modulation of habenular activity, suggesting dysfunction in this nucleus may also contribute to aberrant reinforcement learning and disorganized patterns of phasic DA activity.
Our focus on DA transmission is not meant to imply that perturbations in this system is the singular or even primary pathophysiology underlying impairments in reinforcement learning and decision making observed in schizophrenia. For example, schizophrenia has long been associated with reductions in both excitatory glutamatergic and in particular, inhibitory GABAergic transmission within the PFC. [53] [54] [55] [56] [57] These neurochemical abnormalities would be expected to result in a cortical cacophony of abnormal patterns of activity within the frontal lobes. Dysfunction of certain prefrontal functions (such as working memory) arising from these abnormalities may contribute to reinforcement learning impairments observed in schizophrenia. 58 On the other hand, the PFC sends direct and indirect projections to the DA system. 59, 60 As such, haphazard signal outflow from the PFC to DA neurons may be another driving force behind aberrant phasic DA activity. Indeed, reducing PFC GABA transmission increases phasic DA activity, similar to what is observed in the disorder. 53 Thus, one challenge for future studies exploring the underlying mechanisms for impairments in reinforcement learning and decision making in schizophrenia is to isolate how abnormal phasic signaling contributes to these types of impairments, and whether this is a fundamental cause of these impairments or if they are a reflection of abnormal patterns of activity in regions upstream of DA neurons.
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