INTRODUCTION
A major advancement in the theory of linear regression was the introduction of Stein-rule estimators proposed by Stein (1956) and James and Stein (1961) . Over the last few decades, it has received attention of researchers in the fields of econometrics and statistics, with many new classes of Stein-rule estimators having been proposed in the literature in the process. It has been found that under many realistic situations, the class of these biased estimators dominates the ordinary least squares (OLS) estimators, i.e. Stein-type estimators often perform better than OLS estimators, generalized least squares (GLS) estimators or the feasible generalized least squares (FGLS) estimators.
However, the class of shrinkage estimators has not received much attention in the literature due to its major drawback of measuring precision is not straightforward. Hence the use of these estimators for the purpose of estimation and hypothesis testing is an important issue to be addressed. Two different approaches are generally used to tackle this problem. First is the conventional approach using variance of the related least squares estimates as a measure of precision of these Stein-type estimators. This approach can produce misleading estimates, and hypothesis testing results often leads to inappropriate conclusions, as the variances of both the estimators are generally not the same. The second realistic approach is to use the estimated MSE matrix of these biased estimators directly as a measure of precision.
A great amount of literature is available on the estimation of MSE matrices of different classes of Stein-type estimators. For example, Menjoge (1984) considered the family of KK class estimators proposed by Ullah and Ullah (1978) , and derived an unbiased estimator of its risk, assuming that the error variance is known. Hill and Fomby (1986) examined the properties of shrinkage estimators applied to linear regression with iid errors and known error covariance, using Monte Carlo experiments. Ullah et al. (1986) considered a general family of shrinkage estimators, and obtained the small and large sample approximations for the estimators as well as F-ratios, based upon these estimators. Carter et al. (1990) on the other hand considered the Stein rule estimator for a regression model with unknown error variance, and derived estimators of its bias vector and MSE matrix and the confidence ellipsoids for the coefficient vector based upon the Stein-rule estimator. Tran Van Hoa (1985) and Tran Van Hoa and Chaturvedi (1990) proposed a generalization of Stein rule estimator, termed as two stage Hierarchal Information (2SHI estimator), and established the dominance of this estimator over OLS and Stein rule estimators. Tran Van Hoa (1992) applied the 2SHI estimator to model short term interest rates in Australia whereas Tran Van Hoa (2005) applied it for estimating the model for China"s investment and growth. Chaturvedi and Shukla (1990) considered Stein rule estimator based on FGLS estimator for the model with non spherical disturbances and derived its asymptotic distribution. Chaturvedi et al. (1997) obtained an estimator for the bias vector and MSE matrix of the Stein-rule estimator for a model with unknown error covariance matrix.
Moreover, Chaturvedi et al. used the estimator of MSE matrix to form the confidence ellipsoids for the coefficient vector. Wan et al. (2003) proposed a general family of improved Stein-type estimators, and obtained unbiased estimators of the MSE matrices of this class of estimators.
They also used the estimated MSE matrix to form the confidence ellipsoids for the parameter vector, and observed that the resulting confidence set had a smaller expected squared volume than both the standard OLS confidence set, based upon the proposed family of Stein-type estimators as well as the OLS estimated covariance matrix.
This study can be viewed as an extension of Wan et al."s (2003) (MMSE, FMMSE and AFMMSE) estimators as special cases. The unbiased estimators are derived for the bias vector and the MSE matrix when error covariance matrix is known; and consistent estimators for the MSE matrix are derived when error covariance matrix is unknown. This study further form the confidence ellipsoids for the parameter vector based on these estimated MSE matrices for the proposed class of estimators, and forms the confidence ellipsoids based upon the FGLS variance for the proposed class of estimators as well as for the FGLS estimators. Finally, these confidence ellipsoids are compared using coverage probability criterion as well as applying expected volume criterion to demonstrate the usefulness of the proposed method. The structure of the rest of the paper is as follows. In the subsequent sections, the model is introduced and the estimation methods are discussed followed by deriving the unbiased estimators of the MSE matrix and construction of confidence ellipsoid based on various estimators. Section 4 presents the comparison of the coverage probabilities of the proposed confidence ellipsoid whereas section 5 4 demonstrates the derivation of the corresponding volumes of the ellipsoids. An empirical comparison of various estimators is presented in section 6. The final section contains some concluding remarks.
THE MODEL, ESTIMATORS AND THE ESTIMATION METHODS
Consider the following linear regression model
where ( 
. The elements of ()     are assumed to be known functions of a q×1 parameter vector θ, which belongs to an open set Θ of q-dimensional Euclidean space; and the matrix X has full column rank.
First we consider the case where θ is known. The generalized least squares (GLS) estimator of β is given by
which is unbiased with covariance matrix
. An unbiased estimator for the covariance matrix is 
The proof is given in Appendix.
In many cases, e.g. an SR estimator, it is observed that ) ( *  r is a constant. In these cases, equation (2.7) reduces to the corresponding expression given in Carter et al. (1990) .
In order to calculate the estimator given by equation (2.7), one needs to use numerical integration, and hence the form defined above is not readily computable. In order to overcome 6 this drawback, an alternative approach is to derive an estimator of the "scaled" MSE of 
See appendix for the proof of the theorem.
Thus an alternative indirect estimator of ) (
Note that equation (2.9) involves no integrals, and thus has a computational advantage over equation (2.7). We now consider the case where θ is unknown, in which we replace θ by its consistent estimator; say  to obtain the following feasible generalized least square (FGLS)
Further, we can estimate the covariance matrix
the following general family of shrinkage estimators
is a real valued function of  .
In the same way, we obtain a consistent estimate of the MSE matrix ) ( 
Similarly replacing  by ˆ in equation (2.9) leads to the indirect estimator of the MSE matrix of S ˆ, given by
Where the right hand side of (2.13) is expressed as,
CONSTRUCTION OF CONFIDENCE ELLIPSOID
In order to construct confidence ellipsoids for the coefficient vector  , we first make the following assumptions on our model (2.1) under (2.2) and (2.3):
Let us consider the following quadratic forms that define confidence ellipsoid for the vector of coefficients  :
The confidence ellipsoids corresponding to equations (3.1) to (3.4) are given, respectively, by
where c is a positive scalar. Addition to the assumptions (i) and (ii) above, if we further assume
(iv) (.) r is monotone and decreasing.
It must be noted that the above assumptions may referred as conditions (i) -(iv) in the rest of this paper. Further note that these conditions (i to iv) can be satisfied for all the well known forms of various estimators, such as the Stein-rule estimator, the SR, KK, MMSE, FMSE and the AFMMSE estimators.
We observe that 0 j jk P X P X   .
Theorem 3:
The approximate coverage probabilities of
The proof of theorem 3 is given in Appendix at the end of the paper.
COMPARISON OF THE COVERAGE PROBABILITIES
This section demonstrates the comparison of the coverage probabilities of the proposed confidence ellipsoid. Let"s begin our discussion from the theorem 3.3. Note that from equations (3.11), (3.12) and (3.14), we can easily observe the following equality,
In other words, the confidence ellipsoid based on S ˆ and the estimated FGLS covariance matrix has larger coverage
probability than that based on ˆ, and the estimated FGLS covariance matrix as well as that based on S ˆ and the estimated scaled MSE matrix. Again, from (3.12) and (3.13)
We observe that as long as 3  
Following equations (3.9) and (4.3), we observe that if 3  p and C in terms of coverage probability. An important point that should be noted is that this finding 12 contrasts that of Carter et.al. (1990) for the case of an SR estimator,
COMPARISON OF THE EXPECTED VOLUMES
Denoting the volumes corresponding to confidence ellipsoids C G , C S1 , C S2 , and C S3 by V G , V S1 , V S2 , and V S3 respectively, we have 
Thus, we obtain that up to order, O(n -1 ),
terms of expected squared volume, the confidence ellipsoid 2 S C is most preferred.
MONTE CARLO STUDY
For computational justification of the above results, we compute the estimated MSE matrices numerically using both the procedures. For this purpose, we use data collected by Gary R. Smith from sources such as American Metal Market, Metals Week, and Department of Commerce Publications, see Gujarati (2004, page 499) , and use the model We estimate the root mean square errors of estimated regression parameters corresponding to each of independent variables using both of the equations for the estimation of MSE matrix. The results are provided in table 1. Here, RMSE and RMSE* denote the root mean square errors obtained from equation (2.12) and (2.13) respectively.
The main finding of our analysis is that the estimated root mean square errors are approximately the same when obtained using the two different methods. Hence any one of the methods can be used for estimation purpose. However, since the computation of RMSE* is much easier than RMSE, it may be an obvious choice.
We further obtained that for the particular example in hand, all other Stein-type shrinkage estimators dominate the FGLS estimator, and the AFMMSE estimator dominates all other estimators in terms of estimated RMSE. We further observe that other estimators dominate FGMMSE estimator, but none of the estimators uniformly dominate the others in terms of the estimated RMSE.
Concluding Remarks
The Stein rule estimators and their various generalizations have been applied for estimating various econometric models, particularly economic growth models, and lead to estimators with improved risk properties. However, the models used in most of the applications assume that disturbances are iid, an assumption which is rarely satisfied in practice. When applying an estimator one also requires an estimator of its MSE matrix, which can be further used for estimating the risk of estimators and to construct the confidence ellipsoids for parameters. The 
where unbiased estimator of the first and third terms of equation ( 
then for fixed value of  as an unbiased estimator of
Note that equation (A.6) is a first order differential equation. For solving this equation, we write it as
We multiply (A.7) by integration factor 2 h  , and obtain the solution as
From which it is straightforward to show that an unbiased estimator of
Further, an unbiased estimator of
Utilizing (A.7), (A.8), and (A.9) in (A.1), we obtain the result (2.7) of the theorem.
Proof of Theorem 2:
We have
From (A.3), an unbiased estimator of the second term in (2.8) is given by
In addition, by virtue of equation (A.5), we obtain * 2* ** 2 *2 * * *2 * 2
Hence an unbiased estimator of the third term of (2.8) is
Hence we obtain
which gives (2.8) after a little algebraic manipulations.
Proof of Theorem 3:
We assume that  is non-zero and 
Similarly, .20) and 
In addition, 
Again, we have 
