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A quantum P n is, roughly speaking, an abelian category which enjoys many of the good properties of Qcoh P n , the category of quasi-coherent sheaves of O P n -modules, where O P n is the sheaf of regular functions on the usual commutative P n . See Deÿni-tions 8.1 and 7.1.
There are several problems that must be faced in developing an intersection theory for non-commutative spaces. There can be rather few points on a non-commutative space, so intersection should not be deÿned in terms of counting points. Serre's result that the form To check that this gives a good theory for the non-commutative analogues of P n , we ÿrst determine K 0 (Y ) when Y is a non-commutative projective scheme having a homogeneous coordinate ring of ÿnite global dimension (Theorem 2.3). We deÿne the support ÿltration on K 0 (Y ) in Section 4. Section 6 shows that K 0 (Y ) has certain good properties (which always hold in the commutative case) if Y has a homogeneous coordinate ring which is Auslander-Gorenstein. In Section 5 we deÿne the Euler form on K 0 (Y ) using the alternating sum of dimensions of Ext groups. In Section 8 we show that if Y is a quantum P n , as deÿned in Deÿnition 8.1, then K 0 (Y ) is isomorphic to K 0 (P n ), and this isomorphism is compatible with the Euler forms. We do not know whether this isomorphism is compatible with the two support ÿltrations, though it is for a quantum P 2 . We use the Euler form to deÿne dimension and degree, and then prove BÃ ezout's Theorem.
In Section 9 we look more closely at a quantum P 2 . We deÿne a Picard group for a non-commutative surface Y as a suitable subquotient of K 0 (Y ), and show that it is isomorphic to Z for a quantum P 2 . 3 
Basic deÿnitions
Throughout this paper, k denotes an algebraically closed ÿeld, and A is a right noetherian, connected graded k-algebra such that A 1 = 0. 3 After writing an earlier version of this paper we learned from Peter Jorgensen that he has developed an intersection theory for non-commutative surfaces using the Euler form on the Grothendieck group. Although his point of view is similar to ours, the results obtained are di erent. We say more about the comparison between his results and ours in Section 11. The ÿnal version of this paper beneÿtted from conversations with him, and we thank him for sharing his ideas with us.
We write GrMod A for the category of graded right A-modules, and grmod A for the full subcategory of noetherian modules. The degree shift functors M → M (n) on GrMod A are deÿned by M (n)=M as an A-module, with the grading M (n) i =M n+i . If M and N are graded modules, we write Ext j A (M; N ) for the direct sum of all Ext j A (M; N ) i . The full subcategory of grmod A (resp., GrMod A) consisting of (direct limits of ) ÿnite-dimensional modules is denoted fdim A (resp., Fdim A). These are localizing subcategories. We write Tails A:=GrMod A=Fdim A for the quotient category, and write : GrMod A → Tails A for the quotient functor. Tails A is a Grothendieck category, and following [12, 15] , we call it the projective quasi-scheme associated to A.
For the rest of the paper we will write
The objects in Mod Y are called Y -modules. The confusing notation Y = Mod Y is a device to make us think that a quasi-scheme is its category of quasi-coherent modules.
We use Y when we wish to think of it as a geometric object, and use Mod Y when we want to remind ourselves that we have a category. Since A is right noetherian, GrMod A, and hence Mod Y , is locally noetherian. We write mod Y for the full subcategory of 
The basic properties of H q (Y; −) can be found in [7] . , so it inherits a ring structure compatible with the module structure. This second caveat applies when Y is a quantum P n below.
Hilbert series and K 0 (Y )
In this section A is also assumed to have ÿnite global homological dimension.
We show that if Y = Tails A, then K 0 (Y ) may be described in terms of the Hilbert series of A.
Deÿnition 2.1. The Hilbert series of M ∈ grmod A is the Laurent power series
Since A is right noetherian, and dim A i ¡ ∞ for all i, this makes sense.
Thus H A(−n) (t) = t n H A (t). Since A is connected, ÿnitely generated graded projective A-modules are free. Thus, each M ∈ grmod A has a minimal projective resolution in which each term is a ÿnite direct sum of shifts of A.
Deÿnition 2.2. If the minimal projective resolution of
By the hypotheses on A, the resolution in (2.1) is ÿnite, so q M (t) ∈ Z[t; t −1 ], and
Furthermore, if dim k A = ∞, then H A (t) has a pole at t = 1, so 1 − t divides q k (t).
Theorem 2.3. Let A be a connected graded noetherian k-algebra of ÿnite global dimension. Set Y = Tails A and let q = H A (T ) −1 denote the inverse of the Hilbert series for A. Then
and for each M ∈ grmod A; the isomorphism sends [ M ] to the characteristic poly-
Proof. The localization sequence for K-theory gives an exact sequence
Since A is right noetherian of ÿnite global dimension, every M ∈ grmod A has a ÿnite resolution with each term a ÿnite direct sum of shifts of A. Therefore,
with [A(n)] ↔ T −n . This is a Z[s; s −1 ]-module isomorphism if s acts on the right-hand side as multiplication by T .
If M ∈ grmod A has a minimal resolution of the form (2.1), then under the isomorphism,
Each M ∈ fdim A has a ÿnite ÿltration by graded submodules such that the slices are annihilated by m = A ≥1 . Therefore, by DÃ evissage, 
If A = k[x 0 ; : : : ; x n ] is the commutative polynomial ring with its standard grading then
n+1 . The same result holds for the quantum P n 's that are deÿned in Deÿnition 8.1. A is a domain, and A 1 = 0, z has degree one. Therefore Fract Gr A is strongly graded [11, Section I:3] . Since A 1 = 0 and A is a domain, Y = ∅.
(2) There is a homomorphism
The kernel of the rank function equals (s − 1):K 0 (Y ).
Proof.
(1) The functor −⊗ A Fract Gr A kills all ÿnite-dimensional modules. Composing it with the exact functor which takes the degree zero part, one obtains an exact functor :
Since kills ÿnite-dimensional modules it induces an exact functor Mod Y → Mod Á, and hence a homomorphism as claimed.
We also note that (A(n))=(A(n)⊗ A Fract Gr A) 0 =(Fract Gr A) n , and this is isomorphic
If s is any auto-equivalence of mod Y , then s induces an auto-equivalence on Mod Á. Because k(Y ) is a division algebra, it must be sent to itself by this autoequivalence. Therefore
is in the kernel of rank. Since the rank function is surjective, and since
The support ÿltration on K 0 (Y )
We continue to assume that A and Y are as in Section 1. We want a substitute for the usual ÿltration on K 0 (Y ) given by codimension of support.
We deÿne ds(0) = −1. (We do not deÿne support.)
Proof. Since the shift functor is an auto-equivalence of mod Y; F p K 0 (Y ) is stable under the action of s and s −1 , so we only need show it is a group. Certainly, 0 ∈
Therefore there is a ÿltration
Although we have not deÿned the word "support", we should think of F p K 0 (Y ) as consisting of the modules having support of codimension ≥ p.
The Euler form on K 0 (Y )
In this section A and Y are as in Section 1.
Deÿnition 5.1 (Artin and Zhang [7] ). Let A be a noetherian, connected k-algebra. We say that A satisÿes condition if dim k Ext j A (k; M ) ¡ ∞ for all j, and all M ∈ grmod A.
The condition is rather mild. Every graded quotient of the polynomial ring satisÿes it, and so do most non-commutative algebras of importance. The condition is essential to get a theory for non-commutative schemes which resembles the commutative theory. See [7] for more information. 
The long exact sequence for Ext shows that this depends only on the classes of M and
The Euler form is invariant under the automorphism of K 0 (Y ) induced by the shift functor M → M(1); that is, (M(1); N(1)) = (M; N). Hence, if K 0 (Y ) is given the obvious ring structure via Theorem 2.3, (fT i ; gT i ) = (f; g) for all f; g ∈ Z[T;
The Euler form has proved useful in the representation theory of ÿnite-dimensional algebras (see [8, Section VIII.3] ).
For curves C and D on a smooth commutative projective surface over an algebraically closed ÿeld, it is easy to show that the intersection number
Auslander-Gorenstein algebras
Any reasonable deÿnition of dimension of support should have the property that
This is necessary for the support ÿltration to behave as in the commutative case. In order for this property to hold we need additional hypotheses on A. Fortunately, these hypotheses are satisÿed for the quantum P n 's discussed in Section 8 below. If A is Auslander-Gorenstein there are three consequences for Tails A which are relevant to us. The ÿrst is that grade behaves well on short exact sequences:
The second, as expressed by the next result, due to Yekutieli and Zhang, is that Tails A satisÿes Serre duality (6.1). The third is that it implies the condition . Theorem 6.2 (Yekutieli and Zhang [16] ). Let A be Auslander-Gorenstein of injective dimension d + 1. Deÿne !
• :=O Y (−e); where e ∈ Z is determined by
We call ! • a dualizing module for Y .
Theorem 6.3. Let A be a connected; Auslander-Gorenstein ring of injective dimension
≤ p} is closed under submodules; quotients; and extensions.
and because holds this directed system is eventually constant [16] . So for large n,
Levasseur [10, Theorem 4:8] has shown that if A is Auslander-Gorenstein and has ÿnite global dimension then A is a domain. Thus the hypotheses in the next lemma are satisÿed by the quantum P n 's in Section 8.
Lemma 6.4. Let A be a connected; Auslander-Gorenstein domain of injective dimen-
The following are equivalent:
(1) ⇒ (2): We will show that H d (Y; M(t)) = 0 for all t ∈ Z; actually, we will show that Hom Y (M(t); !
• ) = 0, and then invoke Serre duality for Y . Since rank M = 0, M ⊗ A (Fract Gr A) = 0. Hence each homogeneous m ∈ M is annihilated by some regular homogenous element a ∈ A. However,
and each term in this direct limit is zero by the previous sentence. Hence, by Serre duality, 
If L denotes the sum of the images of M and N in N Á , then L ∈ mod Y . Since the morphisms M → L and N → L localize to isomorphisms, the kernel and cokernel of each morphism has rank zero. By Lemma 6.4, the classes of these kernels and cokernels belong to
7. Regular algebras Deÿnition 7.1. Let A be a connected graded k-algebra. We call A an n-dimensional regular algebra if • A is right and left noetherian;
• gldim A = n;
• A satisÿes the Gorenstein condition, meaning there is an integer e such that
Whenever A is a regular algebra the letter e will refer to the number appearing in the last part of this deÿnition. Thus, the left-most non-zero term in the minimal projective resolution for A k is A(−e). Therefore e = deg H A (T ) −1 . For a polynomial ring on n indeterminates with the standard grading, e = n. 
(A;
Proof. Conditions (1) and (2) were discussed in the previous section. 
* if q = n and d ≤ −e; 0 otherwise:
The result follows.
We now determine the radical of the restriction of the Euler form to 
We already know that (q) is in both the right and left radicals of (−; −). By deÿnition, the right radical of (−; −) restricted to
By Lemma 7.3, this can only happen if
which equals (1 − T )g, is in the ideal (q). A similar argument gives the left radical. Modulo (q), it consists of those g = i i T −i such that, for all j,
This can only happen if the element
is in the ideal (q). Because A satisÿes the Gorenstein condition its Hilbert series satisÿes the functional equation H A (t −1 ) = (−1) n t e H A (t). Therefore q(T ) and q(T −1 ) generate the same ideal of Z[T; T −1 ]. It follows that, if r(T ) = (1 − T )
−1 q(T ), then r(T ) and r(T −1 ) generate the same ideal. We have just shown that g is in the left radical if and only if g(T −1 ) is in the ideal generated by r(T ); this is equivalent to the condition that g(T ) is in the ideal generated by r(T −1 ). Since this is the same as the ideal generated by r(T ), we are done.
Quantum P n 's
In this section A denotes an (n + 1)-dimensional quantum polynomial ring, and Y denotes a quantum P n .
Deÿnition 8.1. An (n+1)-dimensional regular k-algebra A is a quantum polynomial ring if it is Auslander-Gorenstein, and a domain, and is generated by A 1 as a k-algebra, and has Hilbert series H A (t) = (1 − t) −n−1 . A quasi-scheme Y is called a quantum P n if Mod Y is equivalent to Tails A for some (n + 1)-dimensional quantum polynomial ring A.
The commutative projective space P n , more precisely, Qcoh O P n , is a quantum P n . In order to avoid confusion we will write O for O P n , and reserve the letter A for the image of A in Mod Y = Tails A.
n+1 with basis A; A(−1); : : : ; A(−n).
There is a Z[T; T
3. This isomorphism is compatible with the Euler forms on K 0 (Y ) and K 0 (P n ). 4. The isomorphism in (2) commutes with the rank functions. It follows from Propositions 3.2 and 6.5 that for a quantum P n ,
will be called a virtual hyperplane. We call the elements
virtual linear subspaces of Y of codimension d. The degree of M is
For P n these agree with the usual deÿnitions. The next lemma shows that H p has dimension n − p and degree one, thus justifying our thinking of H p as a linear subspace of codimension p. This is compatible with the deÿnitions of linear modules in [5] .
Lemma 8.5. Let Y be a quantum P n . Then
Proof. Making use of (5.2) we have
n is in the radical of the restriction of the form (−; −) to
, which is the ideal generated by 1 − T . Therefore,
By Theorem 7.2, (1; T i−n ) is non-zero only when i = n, and then (1; 1) = 1. This proves the lemma.
It follows from the lemma that dim H p = n − p, and that deg H p = 1. If [M] is expressed as a linear combination of the basis elements H i , then
for some integers c i .
Theorem 8.6 (BÃ ezout's Theorem). Let Y be a quantum P n . If M and N are noetherian Y-modules; then
Proof. If we write M and N in the form (8.2), then the result follows immediately from Lemma 8.5.
Surfaces and quantum P 2 s
Non-commutative analogues of P 2 are well understood, and provide a testing ground for the problem of developing an intersection theory for curves on non-commutative surfaces.
Naively an intersection theory on a non-commutative surface Y should consist of a set that represents "curves modulo points", together with a Z-valued pairing on that set. The subquotient
is a natural candidate for this set if we think of F 2 K 0 (Y ) as classifying the "points" in Y and F 1 K 0 (Y ) as classifying the "curves" modulo some appropriate relations.
The Picard group of a smooth projective surface Y over an algebraically closed ÿeld is isomorphic to
, and the intersection pairing is induced by the negative of the Euler form. The Euler form on K 0 (Y ) passes to this subquotient because
is contained in the radical of the restriction of the Euler form to F 1 K 0 (Y ). However, there are several non-commutative surfaces for which
is not in the radical of the restriction of the Euler form to F 1 K 0 (Y ). Example 9.2 below gives one such. Another is provided by a smooth quadric Q in the quantum P 3 that has homogeneous coordinate ring the homogenization of the enveloping algebra U (sl 2 ). The surface Q has a homogeneous coordinate ring that is the homogenization of U (sl 2 )=I where I may be any minimal primitive ideal that annihilates a ÿnite-dimensional simple module.
We write Erad for the radical of the restriction of the Euler form (−; −) to
Deÿnition 9.1. The Picard group of a non-commutative projective surface Y is
The intersection pairing
is deÿned by
Example 9.2. The Euler form is not symmetric on the Picard group of the noncommutative surfaces in [14] . These surfaces have the form Y = Tails A where A is a three-dimensional regular algebra with Hilbert series
. Every integer n ≥ 1 can occur, but here we are interested in those with n ≥ 3. The minimal resolution of k looks like
so e = n + 2. By Theorem 2.3 and Propositions 3.2 and 7.4,
Stephenson has shown that there are two di erent kinds of points on Y . These arise from two di erent kinds of graded A-modules that are critical of Gelfand-Kirillov dimension one; the standard ones have Hilbert series (1 − t) −1 , and others have Hilbert series t i (1 − t n ) −1 . By the proof of Theorem 2.3, the class in
Therefore the standard points have class (1 − T )(1 − T n ), which is in the radical, and the others have class T i (1 − T ) 2 , which is not in the radical. Therefore the standard points become zero in the Picard group, but the others do not.
Since
. To see that the form is not symmetric, suppose that n ≥ 3. Then H A (t) = 1 + 2t + 3t 2 + · · · . Hence
The non-standard points behave in Pic(Y ) as if they are curves.
The situation is better for a quantum P 2 .
Deÿnition 9.3. Let Y = Tails A be a quantum P 2 . A point on Y is an isomorphism class of a simple module in Tails A. An irreducible curve on Y is an isomorphism class in Tails A of a module M that is critical of Krull dimension one.
Krull dimension was used in the last deÿnition, but the support ÿltration on K 0 (Y ) was deÿned in terms of a homological dimension (Deÿnition 4.2). By the results in [5] these are compatible. Their result is this.
Let Y =Tails A be a quantum P 2 , where A is a three-dimensional quantum polynomial ring. If 0 = M ∈ grmod A, then j(M ) + GKdim M = 3, and Kdim M = GKdim M .
is generated by points and F 1 K 0 (Y ) is generated by curves and points. It would be good to know if there is a similar result for all quantum P n 's. Thus every simple module over a quantum P 2 has dimension zero. By [5] the points of degree one in a quantum P 2 lie on a commutative curve. By [6] , some quantum P 2 's have points of higher degree, and we call these fat points.
Proposition 9.4. Let Y be a quantum P 2 . Then 1. Let p be a point of degree d. By [5, 6] , p = (M ) where M is a graded A-module having a presentation of the form
where L and L are line modules for A. Since H L (t) = (1 − t) −2 , it follows that in
It follows from this that
2 , and it follows from the existence of points of degree one that
(2) By Propositions 3.2 and 6.5,
. By Proposition 7.4, the radical of Among the three-dimensional regular algebras classiÿed in [4] are several families of connected graded k-algebras A for which Tails A should be considered a non-commutative version of P 1 × P 1 . In this section we consider K 0 (Y ) for these quasi-schemes.
The algebras just mentioned have the following properties: • A is generated by A 1 as a k-algebra; • A is right and left noetherian; • A is a domain;
, which is the same as the Hilbert series of a commutative polynomial ring having two generators in degree one and one generator in degree two;
• the Hilbert series of the 2-Veronese subalgebra A (2) = k ⊕ A 2 ⊕ A 4 ⊕ · · · is the same as the Hilbert series of the commutative ring k[x 0 ; x 1 ; x 2 ; x 3 ]=(x 0 x 1 − x 2 x 3 ). The categories Tails A and Tails A (2) are equivalent [7] , so the last property justiÿes our thinking of Tails A as a quadric surface in a quantum P 3 . Since A has global dimension three, Ext 3 vanishes on Tails A, so we should think of Tails A as analogous to a smooth quadric. This is why we think of Tails A as a non-commutative analogue of P 1 × P 1 . The simplest example of such an A is the generic Cli ord algebra A = k[x; y] with deÿning relations
The second Veronese of this is the commutative ring k[x 2 ; xy; yx; y 2 ] with single deÿn-ing relation
This is the homogeneous coordinate ring of P 1 × P 1 embedded in P 3 as a quadric hypersurface. Thus Tails A ∼ = Tails A (2) ∼ = Qcoh(P 1 × P 1 ). Thus P 1 × P 1 can be given a non-commutative homogeneous coordinate ring, and this non-commutative homogeneous coordinate ring is better than any of the commutative homogeneous coordinate rings because it has ÿnite global dimension.
Because A has ÿnite global dimension, it follows from Theorem 2.3 that
The isomorphism is as Z[T; T −1 ]-modules. When A is the generic Cli ord algebra we get
This is not the way one usually presents K 0 (P 1 × P 1 ); rather, one has
Theorem 2.3 does not apply to the commutative ring k[x 0 ; x 1 ; x 2 ; x 3 ]=(x 0 x 1 − x 2 x 3 ) because it has inÿnite global dimension. Thus, by giving P 1 × P 1 a non-commutative coordinate ring, we can compute its K 0 from the Hilbert series as we have just done.
We continue to write Y = Tails A for one of these quantum P 1 × P 1 's. It is easy to show that 
Comparison with Jorgensen's intersection theory
In [9] , Jorgensen develops an intersection theory for non-commutative quasi-schemes. In particular, his theory applies to surfaces. He begins with a quasi-scheme Y , and deÿnes an ascending ÿltration on K 0 (Y ) using Krull dimension. Our descending ÿltration using co-dimension of support, which is deÿned homologically, will often coincide with his ÿltration. For all known non-commutative projective surfaces the two ÿltra-tions agree. The Euler form plays a signiÿcant role in [9] , and is used there to deÿne an intersection number. Whereas we consider intersecting two arbitrary curves on the surface to obtain an intersection number, Jorgensen requires that one of the curves be an e ective divisor. Not every curve on a non-commutative surface is an e ective divisor. The reader can ÿnd the deÿnition of an e ective divisor in [9] , but without giving that deÿnition we can illustrate their special nature by remarking that in the a ne case Y =Mod R, e ective divisors correspond to two-sided ideals I in R which are invertible as R-R-bimodule, whereas curves correspond to certain one-sided R-modules. Thus effective divisors are in some sense two-sided curves. In particular, a non-commutative surface will often have few e ective divisors, though it will have many curves. Indeed it is an unexplained surprise that all known examples of non-commutative projective surfaces have at least one e ective divisor, and that divisor is isomorphic to a commutative curve.
Associated Thus the intersection form deÿned in [9] agrees with that deÿned in this paper.
