This paper proposes a method to use reference points as preferences to guide a particle swarm algorithm to search towards preferred regions of the Pareto front. A decision maker can provide several reference points, specify the extent of the spread of solutions on the Pareto front as desired, or include any bias between the objectives as preferences within a single execution. We incorporate the reference point method into two multi-objective particle swarm algorithms, the non-dominated sorting PSO, and the maximinPSO. This paper first demonstrates the usefulness of the proposed reference point based particle swarm algorithms, then compare the two algorithms using a hyper-volume metric. Both particle swarm algorithms are able to converge to the preferred regions of the Pareto front using several feasible or infeasible reference points.
INTRODUCTION
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describe an attempt to integrate a preference method using reference points with Particle Swarm Optimization (PSO) algorithms. These PSO algorithms can be used effectively to direct the search to preferred regions of the Pareto front. We will demonstrate how to integrate the reference point method into two multi-objective PSO algorithms, the nondominated sorting PSO (NSPSO) [16] and maximinPSO [17] , and provide a comparison of their performance.
User-preference methods as described in the MCDM literature come in two forms. 1) A priori methods, where a Decision Maker (DM) gives preferences first then the algorithm finds solutions considering those preferences; 2) A posteriori methods, where after an algorithm provides all possible solutions the DM selects the interesting ones [19] . The reference point method is an a priori approach, where first the DM provides reference points in the objective-space and the search algorithm will concentrate around those points to find solutions. The advantage is that most computing effort can be spent on the preferred areas, instead of the entire search-space. This is especially important as the number of objectives increases.
PSOs have been very successful as EMO algorithms [21] . This paper shows that using reference points as preferences, a PSO can be guided towards desired regions of the searchspace. We also propose a comparison mechanism for user preference based EMO algorithms using the hyper-volume metric. This mechanism is illustrated in the comparison of the reference point based NSPSO and maximinPSO algorithms.
The paper is organized as follows. Section 2 briefly describes the background material for the study including the formal definitions of multi-objective optimization, particleswarms and the reference point method. Section 3 presents related work carried out in the field. Section 4 presents our algorithms. The experiments used to evaluate the algorithms will be provided in section 5. Finally, in section 6, we present our conclusions and avenues for future research.
BACKGROUND
We will first present the background material used in this research, then give some examples of similar work in the field.
Multi-objective optimization
We can formally define such an optimization as; there is a set of objective functions which need to be maximized or minimized. Without loss of generality we assume that the objectives are to be minimized. This can be generally defined as a set of functions described in equation 1. minimize fm( x) where m = 1, 2, . . . , M ,
(1) here fm( x) is an objective function. The solution x is a vector of N decision variables, which is given by x = (x1, x2, . . . , xN )
T . These decision variables should be between an upper and lower bound values as defined by the problem. The objective function provides the mapping between the decision-space and the objective-space.
In multi-objective optimization, solutions are compared with each other using the notion of dominance. For two decision vectors x (1) and x (2) , dominance (denoted by ≺) is defined as follows: (1) is as good as x (2) in all objectives and x (1) is strictly better than x (2) in at least one objective. A decision vector is said to be Pareto optimal if and only if there is no other vector in the search-space that dominates it. This set of Pareto optimal solutions is called the Pareto optimal set.
Particle swarms
PSO is a nature-inspired algorithm which mimics the behaviour of swarming bees, flocking birds or schooling fish [14] . These behaviours are modelled as rules governing the movement of particles in the search-space. Each particle moves in the search-space by adjusting its position and velocity, which are influenced by its interaction with other particles in its neighbourhood. The i th particle's velocity and position at time t are updated to time t + 1 according to the following two equations respectively:
This version of PSO is known as the Constriction Type 1" as defined by Clerc and Kennedy [3] . Here vi is the velocity of the i th particle and xi its position. The variables φ1 and φ2 are random numbers generated uniformly between [0, ϕ 2 ]. Here ϕ is a constant equal to 4.1 [3] . pi is the best position found by the particle (also known as personal best); pg is the best position (also known as global best) found in the particle's neighbourhood. χ is called the constriction factor, and is used to prevent a particle from exploring too far in the search-space. We used χ = 0.7298, which was calculated from
[3]. Essentially each particle moves towards somewhere between its personal best and the global best.
Reference point method
The classical reference point method was first described by Wierzbicki [9, 19] . A reference point z for a multi-objective problem is a point consisting of aspiration values for each objective. This reference point is used to construct a single objective function (equation 5), which is to be minimized over the entire search-space S, where x ∈ S. where zi is the i th component of the reference point. wi is a weight associated with the i th objective. The DM can assign a value for this weight, which represents any bias towards that objective.
The DM is presented with the objective-space where preferred regions can be indicated to the algorithm with the use of reference points. Figure 1 illustrates the classical reference point method in a two-objective space. In our research we define a reference point as an array of aspiration values. The number of elements in the array corresponds to the number of objectives for a given problem. In the general sense such a reference point would indicate a potential solution point consisting of values for each objective.
A reference point could be in any region either feasible or infeasible, because the DM might not know beforehand where the true Pareto front is for a given problem. The algorithm will then attempt to find a set of solution points on the Pareto front which is closest to the given reference point. An advantage of using an evolutionary algorithm is, unlike a classical optimization approach where a single solution is found, a set of solutions can be found in a single run near the reference point.
Multi-objective PSO algorithms
In our research we used two multi-objective PSOs to find the non-dominated particles in the search-space. We will first present these multi-objective PSOs and then discuss their performance.
Non-dominated Sorting PSO
The notion of dominance is widely used in EMO literature [6, 16] . The most representative example is Nondominated Sorting Genetic Algorithm II (NSGA-II), which has been shown to be very effective in multi-objective optimization [6] .
NSPSO [16] employs the non-dominated sorting procedure used in NSGA-II. In NSPSO, a population of N parents generate N offspring to create a population of size 2N . First, from this population, the non-dominated solutions are extracted. This would be called the first non-dominated front. This front is removed temporarily from the population. Then from the dominated set, the non-dominated solutions are extracted again. This front is the second nondominated front. This process is repeated until there are a total of N individuals in the non-dominated fronts. These N individuals will be carried over to the next generation.
All particles in the first non-dominated front are sorted according to the crowding distance values. Each particle chooses its leader (global best) from a set of least-crowded particles (top 10% of the particles in the first non-dominated front sorted in decreasing order of crowding distance values). Consequently, particles of the future iterations are well distributed along the Pareto front.
Maximin PSO
The maximin strategy originated in game theory [20] . Balling [1] first proposed a method of deriving the fitness using the maximin approach for multi-objective problems. The fitness of any decision vector can be computed using Balling's approach.
In maximinPSO [17] , which also adopts the maximin strategy, the minimum of the difference of each objective i between any two decision vectors x (k) and x (j) in the population is given by mini=1.
The fitness of any x (k) is given by the maximum of the minimum values between x (k) and all other vectors in the population (other than x (k) ):
The particles with fitness values less than 0.0 are considered as the non-dominated solutions. These non-dominated solutions are in the first non-dominated front. The total number of individuals that move onto the next generation will consist of all individuals in the first non-dominated set. If the non-dominated set is less than desired then dominated individuals are chosen at random to fill the vacant positions. A particle will choose a leader (global best), randomly from the top 10% of least crowded particles in the non-dominated front.
In [17] , it was shown that the maximinPSO performed better than NSGA-II on ZDT test functions [23] . However, the maximinPSO seems to be sensitive to population sizes. The maximinPSO can only identify the first nondominated front, which could also be a drawback. The upside is that maximin fitness provides information on both non-dominance and diversity. There is also a subtle difference between NSPSO and maximinPSO in ways of choosing a leader for each particle. In NSPSO a particle chooses its leader from the top 10% of the least-crowded particles randomly. However, in maximinPSO this was done by choosing values from all dimensions from particles with smallest maximin fitness values. One of our aims in this study is to investigate the effects of these differences when employing a reference point search strategy.
Hyper-Volume metric
To compare NSPSO and maximinPSO we used the HyperVolume (HV) metric [15] . HV gives the total volume bounded by the solutions points on the Pareto front and a selected point in the search-space. This selected point is usually called the nadir point. At the nadir point, all objectives are at their worst values simultaneously [18] . The nadir point x nad is given as
In experiments where multiple runs are required to obtain an average HV value, the population will be the sum of all the final non-dominated particles from each run combined together. The nadir point is computed from this combined population, and then will be used to obtain the HV value for each run. This method ensures a consistent nadir point for all runs of the experiment.
The formal definition of HV according to [12] is the Lebesgue measure (Λ) of the union of all hypercubes ai defined by a non-dominated point bi ∈ B (B is the set of all the nondominated points), and the nadir point x nad (equation 7). Figure 2 illustrates hypercubes for a two-objective problem. The HV value is the sum of all the rectangular areas.
When comparing two EMO algorithms, the one which gives a larger HV value is considered to be better. The volume calculated by this metric gives a measure on both the spread and the closeness of the solutions to the Pareto front. We use the HV to compare the reference point based NSPSO and maximinPSO. In our proposed algorithm the HV is calculated on the solution points of the preferred regions, rather than the entire Pareto front.
RELATED WORK
User-preference methods are used extensively in the classical optimization methods in MCDM literature [11] . A survey by Miettinen [19] shows many different a priori and a posteriori methods for nonlinear multi-objective optimization problems. However, most existing EMO algorithms are a posteriori methods, since they perform a search first before presenting a set of final solutions to the DM. This section presents some of the early EMO algorithms incorporating a priori methods.
Deb [4] proposed a goal programming approach with Genetic Algorithms (GA) as a mechanism to find solutions to multi-objective problems. A modified NSGA algorithm was used to find a set of points closest to the supplied goal, which is a set of aspiration values for each objective. This approach did not care if the solutions were not found on the Pareto front. This is because; if the goal was in the feasible region then the algorithm is directed to that solution point. If the goal was in the infeasible region then the solution points closest to the goal was obtained.
Branke et al. [2] proposed the Guided Multi-Objective Evolutionary Algorithm (G-MOEA), where the definition of dominance was modified using the preferences given by the DM. Here the DM can provide accepted tradeoff values for each objective in a two-objective optimization problem. The tradeoff values for each objective gives a notion of preference between the two objectives. This provides guidance to the algorithm.
Thiele et al. [22] proposed an interactive EMO based on preferences. First, a rough idea of the Pareto front is presented to the DM, who then specifies some reference points as desired. The algorithm will then concentrate the search around these reference points. This method is a two-step approach since the algorithm must first find an approximate Pareto front and then incorporate the reference points.
Most recently Deb et al. [9] presented an EMO incorporating the reference point method into NSGA-II. This work was then extended to incorporate the reference direction method [7] . In a later study [8] the light beam search method [13] was integrated into NSGA-II. These studies showed that user-preference methods can be successfully integrated into GA. However, a performance metric for these user-preference based EMO algorithms was yet to be proposed. This paper extends the research in [9] by introducing reference point based PSOs. We use the HV metric as a comparison mechanism for user-preference based EMO algorithms.
REFERENCE POINT BASED PSO
The proposed reference point based PSO algorithm involves the following steps:
• Step 1: Obtain the DM's preferences for reference points, spread and bias The DM will provide one or more reference points, in the objective-space. The DM does not have to worry about the feasibility of the reference points, because the algorithm attempts to find the closest solutions on the Pareto front to the reference points. The DM can also specify the spread as a preference. The spread defines the extent of the solutions on the Pareto front near the reference point. The spread is given by a value δ, which is defined as the maximum variance of the distance values of the population. Figure 3 illustrates a small spread and a large spread for a reference point. Here δ = 0.01 would mean that the variance of the population's distance values (derived from equation 8) should be less than 0.01. If the DM requires a smaller spread then the value of δ can be set to a lower value, as 0.001 in Figure 3 . The value of δ defines the stop criteria. When the population's variance of the distance values are less than δ the algorithm stops otherwise the algorithm will continue until the maximum number of iterations is reached. The DM can also provide an array of weights (wi) if any bias is required 
• Step 2: Initialize the particles
The population is first initialized. Normally half the population's direction is reversed according to a coin toss. The particles are evaluated according to the objective functions and fitness is assigned. Each particle is assigned to the closest reference point. For any vector x the distance to a reference point z is defined by equation 8.
A particle's assigned reference point will remain unchanged throughout the run. The particle will choose a leader, which also has the same reference point.
•
Step 3: Obtain non-dominated solutions in the preferred regions The non-dominated particles are extracted from the population. The non-dominated particles are selected by either NSPSO or maximinPSO.
• Step 4: Rank non-dominated solutions according to the closeness to the reference points On the first non-dominated front, each non-dominated particle's distance value to its assigned reference point is derived from equation 8. Then, the non-dominated particles assigned for each reference point are ranked according to the ascending order of distance values. Particles with low distance values are considered as candidates to be leaders.
Step 5: Choose leaders from the assigned ranked non-dominated set and move the particles Each particle in the population will choose a leader (global best) from the assigned set of non-dominated solutions on the lowest ranked front. Here we consider a set (top 10% closest to the assigned reference point) from the ranked non-dominated particles as the pool to choose leaders. NSPSO will choose one leader randomly, while maximinPSO will choose random values from all dimensions of a set of potential leaders and produce a global best. Then each particle will adjust their velocities and positions according to equations 3 and 4.
• Step 6: Evaluate particles using the objective functions The entire population is evaluated and fitness values are assigned. This fitness value will be next used to determine the dominance.
The steps 3 to 6 are repeated until the stop criteria is met. The algorithm will stop once it has reached the desired spread of particles on the Pareto front near the reference points or the maximum number of iterations allowed.
EXPERIMENTS
We used two-objective problems from the ZDT test problem suite [23] and three-objective problems from the DTLZ test problem suite [10] . We will first demonstrate that the PSO variants can be guided using reference points and achieve various spread and bias of objectives on the Pareto front. Then we will compare the maximinPSO and NSPSO using the HV metric with varying population sizes.
The following two-objective problems were used: ZDT1 (convex Pareto optimal front), ZDT2 (concave Pareto optimal front), ZDT3 (disjoint convex Pareto optimal front) all having 30 decision variables each. DTLZ6 (concave Pareto optimal region) and DTLZ7 (disjointed Pareto optimal regions) were used as the three-objective problems. There were 12 and 22 decision variables for DTLZ6 and DTLZ7 respectively. For every decision variable xi ∈ [0.0, 1.0] in all the test problems. We set the maximum number of iterations to 500 for the two-objective problems and 750 for the three-objective problems. feasible region, while the other two reference points are in the feasible region. Figure 4 illustrates the result for maximinPSO at the end of 110 iterations. Figure 5 shows different values of δ depicting the spread of solutions near the reference point (0.2, 0.5), for the maximinPSO. For results in Figure 4 the spread was set to δ = 0.001. NSPSO depicted a similar behaviour for the solution points and spread on the Pareto front as the maximinPSO for the same reference points.
Two-objective test problems
The results of NSPSO on ZDT2 with δ = 0.01 is given in Figure 6 after 100 iterations. Here three reference points (0.3, 0.8), (0.6, 0.75) and (0.8, 0.4) were used in a single run. The first reference point is in the infeasible region, while other two are in the feasible region. Both the maximinPSO and NSPSO performed equally well for the same reference points. Figure 7 illustrates the spread of solutions for the reference point (0.8, 0.4), δ = 0.001 and when the DM has a bias preference between the objectives. Here we illustrate the solutions on the Pareto front where {w1 = 0.8, w2 = 0.2} and {w1 = 0.3, w2 = 0.7}, while {w1 = w2 = 1.0} shows no bias. For ZDT1 and ZDT2 we observed that both maximinPSO and NSPSO were able to find solutions closest to feasible or infeasible reference points in both convex and concave problems. The DM was able to specify the required spread (by δ) and bias (by wi) for any reference point.
We used the reference points (0.2, 0.4), (0.45, 0.0) and (0.65, -0.2) in a single run on the ZDT3 test problem using δ = 0.001. Figure 8 illustrates the distribution of the final solution points at the end of 110 iterations with no bias using maximinPSO. The NSPSO was also able to find solutions similarly for the same reference points.
Our proposed reference point based PSO was able to find solutions near the specified reference points using both maximinPSO and NSPSO in a single run. The algorithms can also handle problems with disjoint Pareto fronts (ZDT3). Figure 9 shows the final solutions after 450 iterations with the reference points (0.2, 0.4, 0.9) and (0.7, 0.7. 0.5) in a single run on DTLZ6 using the NSPSO, δ = 0.001 and no bias. The result was similar for maximinPSO. Figure 11 shows a series of snapshots of the swarm population on DTLZ7 using maximinPSO with reference points (0.2, 0.2, 5.5), (0.8, 0.8, 3.5) and δ = 0.01 with no bias.
Three-objective test problems
In the three-objective DTLZ7 problem the area covered by the solutions points does not depict a circular region. The goal of the experiments was not to achieve such results. The main aim was to guide the PSO in finding some preferred solutions points on the Pareto front, with some control over the spread as the DM desires.
Effect of varying population sizes
For each test problem and the PSO variants we conducted experiments with varying population sizes. The results were averaged over 50 runs. We used the worst values of the solution points from all 50 runs to determine the nadir point for the HV calculation. The average and standard deviation of the HV values over 50 runs are presented in Table 1 and 2.  Table 1 In the two-objective problems a population size less than 50 failed to reliably find solutions on the Pareto front near the regions denoted by the reference points. Therefore we set the population size to 50 and above for the two-objective problems. Similar observation was noted for the three-objective problem. Here the minimum population size was 250.
It can be seen in Table 1 that on average for a twoobjective problem maximinPSO was better than NSPSO. For the three-objective problems the maximinPSO on average gave a better HV values than NSPSO (Table 2 ). We also observed that a larger population is needed to find solutions for a three-objective problem than for a two-objective problem. This was the case if a better spread of solutions is also required.
The results of this comparison experiments showed that given the same set of reference points and spread requirements, the HV metric can be used to provide a meaningful comparison between two user-preference based EMO algorithms.
CONCLUSION AND FUTURE WORK
In this study we have shown that a reference point based guidance can be successfully integrated into two PSO algorithms. The DM can specify varying spread as desired near multiple reference points. Bias on certain objectives can be also achieved. Our experiments showed that the proposed multi-objective PSO algorithms incorporating preferences are able to guide the search to several preferred areas of a Pareto front for both two and three-objective problems in a single run. The HV values demonstrated to be a useful metric for comparing user-preference based EMO algorithms.
The reference point is just one preference method that can be integrated into multi-objective PSO algorithms. We plan to extend this research by integrating other approaches like the light beam search. We also would like to investigate other suitable metrics, which can be used for comparing user-preference based EMO algorithms.
