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Abstract—The state of art of time domain integral equation
(TDIE) solvers has grown by leaps and bounds over the past
decade. During this time, advances have been made in (i) the
development of accelerators that can be retrofitted with these
solvers and (ii) understanding the stability properties of the
electric field integral equation. As is well known, time domain
electric field integral equation solvers have been notoriously
difficult to stabilize. Research into methods for understanding and
prescribing remedies have been on the uptick. The most recent of
these efforts are (i) Lubich quadrature and (ii) exact integration.
In this paper, we re-examine the solution to this equation using
(i) the undifferentiated form of the TD-EFIE and (ii) a separable
approximation to the spatio-temporal convolution. The proposed
scheme can be constructed such that the spatial integrand over
the source and observer domains is smooth and integrable. As
several numerical results will demonstrate, the proposed scheme
yields stable results for long simulation times and a variety of
targets, both of which have proven extremely challenging in the
past.
Index Terms—Time Domain Analysis, Integral Equations,
Marching on in Time, Separable Expansions, Stability.
I. Introduction
Since the development of TDIE based methods in the
1960’s [1], computational complexity and late time instability
have been the two stumbling blocks that have prevented their
widespread adoption as electromagnetic analysis tools. Over
the past decade, the former has been largely addressed and fast
evaluators with provable error estimates that can be retrofitted
with TDIE solvers exist [2, 3]. In fact, TDIE solvers aug-
mented with these fast solvers have seen widespread applica-
tion to a range of electromagnetics and acoustics applications
[4, 5]. While the issue of computational complexity is a solved
problem, that of instability still lingers. Over the years there
have been several attempts at stabilizing these equations;
these include filtering techniques [6], implicit time stepping
[7], smooth basis functions [8], space-time Galerkin methods
[9], and Lubich quadrature [10]. Methods that are based on
transform techniques have been developed as well [7], and they
avoid problems with instability by avoiding time marching
altogether. As they avoid marching on in time (MOT), they
will not be the subject of the ensuing discussion.
The authors are with the Department of Electrical and Computer Engi-
neering, Michigan State University, East Lansing, MI, USA, 48824 e-mail:
prayandr@msu.edu .
Despite the plethora of interest, instability of TDIE solvers
is far from being a solved problem. Of all the methods listed
above, only the space-time Galerkin methods are provably
stable [11]. Here, stability is proven by passage through the
Fourier-Laplace domain. Indeed, most of the others, with the
possible exception of Lubich quadrature, simply delay the
onset of instability. While the stability properties of space-time
Galerkin based schemes have been proven, such methods are
notoriously difficult to implement. These methods rely on two
aspects to obtain stability; (i) construction of the TDIE based
on a variational formulation and (ii) exact evaluation of all
integrals involved. The latter involves the exact evaluation of
five-dimensional integrals [9]. However, as most of literature
on this topic is published only as Ph.D theses, only sparse de-
tails have been available to the rest of the scientific community.
Recent papers have sought to address some of these concerns
[11], but are largely restricted to problems in acoustics. In
the electromagnetics community, attempts to develop such a
scheme started with the development of space-time collocation
together with exact evaluation of fields for both scattering from
perfectly conducting and composite [12] objects. It was shown
that this method was indeed stable for a whole class of targets
that had, in our experience, been impossible to stabilize with
any of the other existing techniques. More recently, a space-
time Galerkin formulation for electromagnetics was introduced
[13], wherein stability was shown for extremely long solution
times, small time steps and higher order temporal interpolants.
The key in implementing this method is determining the
topology of the domain of integration. This is best illustrated
by considering the scheme within a collocation framework as
done in [12]. Here, to test the field received by a triangular
patch due to a point source whose time signature is piecewise
continuous, one has to find the corresponding domains in
the triangle where the integrands are piecewise continuous.
This is tantamount to finding intersections of the triangle with
concentric time spheres of radii ic∆t that are centered at the
source point, where c is the speed of light, ∆t is time step
size, and i is an integer. It is readily apparent that while this
method is very effective, it is impossible to use in a higher
order framework and extremely difficult to integrate with fast
methods. Another approach that has seen recent attention is the
application of Lubich quadrature [10] to TDIEs. This method
relies on a series of transforms, to the Laplace domain, the
z-domain, and back into the time domain. As it is based on
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2a series of domain transformations, it is possible to analyze
propagation through and scattering from dispersive and lossy
materials. On the flip side, as it is based on entire-domain
transforms, the method converts what should be an O(NtN2s )
solver given the compact nature of the retarded potential to a
system whose complexity scales as O(N2t N2s ). Here, Nt and Ns
are the number of temporal and spatial degrees of freedom,
respectively. To overcome this bottleneck, one would then have
to take recourse to an FFT based method [14].
The goal of this paper is to present a method that yields
stable results for the time domain electric field integral equa-
tion (TDEFIE) while obviating some of the aforementioned
drawbacks. It is based on the undifferentiated form of the
TDEFIE (and to a large extent inspired by [12, 13]), and relies
on deriving an alternate representation of convolution between
the retarded potential and the space-time basis function. Key
attributes of this method are the following: (i) it does not
transform the problem to the Laplace domain, (ii) it has finite
support in time, and (iii) it is entirely numerical, and as a
result, it can be extended to higher order discretizations (in
space and time) and integrated with existing fast methods. The
principal contributions of this paper are threefold:
1) We will present a methodology based on a separable
approximation to the space-time convolution of a source
with the retarded potential. We will elucidate its imple-
mentation within an MOT framework.
2) We will frame the MOT system as an eigenvalue prob-
lem (akin to that done in the [15] but for the system of
equations used here). This will be used to provide insight
into the stability of the system for a given discretization
and time step size.
3) Finally, to demonstrate the effectiveness of the method,
we will present scattering results from a number of
benchmark targets, with RCS comparisons to a validated
frequency domain solver or analytical results where
possible. A number of the presented targets have defied
all stabilization schemes apart from [10, 12, 13].
In this paper, we shall not present results of extension of this
method to either higher order surfaces or integration with fast
solvers. Likewise, we will rely on demonstration of stability
via a set of challenging targets as opposed to mathematical
proofs for late time stability.
The rest of this paper is organized as follows: Section
II details the approach used in this paper, contrasts it with
methods used elsewhere. Implementation details of this ap-
proach are presented in Section II-B. Details of the eigenvalue
analysis implementation is presented in Section III. Section
IV presents a number of results that demonstrate late time
stability. Lastly, Section V summarizes the contribution of this
paper and outlines directions of future research.
II. Formulation
Consider a perfectly electric conducting body occupying
a domain D− ⊂ R3 in free space (µ0, ε0). Let Ω denote
the bounding surface of D− and let the outward pointing
unit vector normal at any point r on Ω be denoted by nˆ(r).
Assume that a field {Ei(r, t), Hi(r, t)} incident on this body is
bandlimited to frequency fmax and is zero for t < 0. This field
induces currents, J(r, t), on the surface Ω, that radiate scattered
fields {Es(r, t), Hs(r, t)}. Thus, the total electric and magnetic
fields in all of D+ = R3/D−, denoted by E(r, t) and H(r, t),
can be decomposed into the incident and scattered fields as
E(r, t) = Ei(r, t) + Es(r, t) ,
H(r, t) = Hi(r, t) + Hs(r, t) .
(1a)
The currents induced can be solved for using either the electric,
magnetic or combined field integral equation. The TDEFIE has
historically been the most challenging to stabilize. Therefore,
the rest of this paper will focus on discretizing this equation.
The TDEFIE may be written as
nˆ (r)
Ω
D−
{Ei(r, t), Hi(r, t)}
{Es(r, t), Hs(r, t)}
Fig. 1: General description of a scattering problem
nˆ × nˆ×Ei(r, t) = −nˆ × nˆ × Es ◦ {J(r, t)} ∀r ∈ Ω ,
Es ◦ {J(r, t)} = −∂tA ◦ {J(r, t)} − ∇Φ ◦ {J(r, t)} ,
A ◦ {J(r, t)} = µ0
4pi
∫
Ω
dr′
J(r, τ)
R
,
Φ ◦ {J(r, t)} = 1
4piε0
∫
Ω
dr′
∫ τ
−∞
dt′
∇′ · J(r′, t′)
R
,
(1b)
where R = |R| = |r−r′|, τ = t−R/c and ∇′ denotes a divergence
with respect to r′. The solution to this integral equation for the
unknown currents J(r, t) is typically effected by representing
the current in terms of space-time basis functions as
J(r, t) =
Ns∑
n=1
Sn(r)
Nt∑
i=1
Jn,iTi(t) , (2)
where the temporal coefficients Jn,i are to be determined for
Nt temporal and Ns spatial basis functions. In the above
expressions, the spatial basis functions Sn(r) are chosen to be
the Rao-Wilton-Glisson basis functions [16] defined for each
edge on the tesselation that describes Ω such that
Sn(r) =

ln
2A+n
(
r − r+n
)
r ∈ P+n
− ln
2A−n
(
r − r−n
)
r ∈ P−n
, (3)
where P±n are the two triangles (of areas A±n , respectively)
that are associated with each edge n, ln is the length of the
edge, and r±n are free vertices associated with P±n . The spatial
basis function vanishes outside the domain Ωn = P+n ∪P−n . The
temporal basis functions used, Ti(t) = T (t − i∆t), are typically
pth order shifted Lagrange polynomials given by [12]
T (t) = fk(t)gp−k(t)Pα,β(t) ,
α = (k − 1)∆t; β = k∆t for k = 0, · · · , p , (4)
3where Pα,β(t) is a rectangular pulse function in the domain
[α, β],
fk(t) =

1 k = 0
k∏
j=1
t − j∆t
(−1) j∆t k , 0
, (5)
and
gp−k =
p−k∏
j=1
t + j∆t
j∆t
, (6)
where ∆t = χ/(20 fmax) is the time step size and χ is an
oversampling factor. Traditional MOT schemes are derived
by substituting (2) in (1b), using Galerkin testing in space
and point testing in time. The resulting equations may be
succinctly written as
Z0I j = F j −
j−1∑
i=1
ZiI j−i −
j−1∑
i=1
Z˜iC j−i , (7a)
where
I j =
[
J1, j, J2, j, · · · , JNs, j
]T
, (7b)
C j = C j−1 +
j−1∑
i= j−p−1
Ii
∫ j∆t
( j−1)∆t
dt′Ti(t′) , (7c)
Fn, j =
〈
Sn(r), nˆ × nˆ × Ei(r, t)
〉∣∣∣∣
t= j∆t
, (7d)
and
Znm,i =
〈
Sn(r), nˆ × nˆ × Es1 ◦
{
Sm(r)T j−i(t)
}〉∣∣∣∣
t= j∆t
,
Z˜nm,i =
〈
Sn(r), nˆ × nˆ × Es2 ◦
{
Sm(r)T j−i(t)
}〉∣∣∣∣
t= j∆t
,
Es = Es1 + E
s
2 ,
(7e)
where Es1,2 are defined as
Es1 ◦ {SmTi} = − ∂tAm ◦ {SmTi} − ∇Φ1 ◦ {SmTi} ,
Es2 ◦ {SmTi} = − ∇Φ2 ◦ {SmTi} ,
Φ1 ◦ {SmTi} = 14piε0
∫
Ω
dr′
∇′ · Sm(r′)
R
∫ τ
k∆t
dt′Ti(t′) ,
Φ2 ◦ {Sm} = 14piε0
∫
Ω
dr′
∇′ · Sm(r′)
R
,
(7f)
where k = bτ/∆tc. In the above equations, 〈·〉 denotes a
standard inner product. As is evident from (7a), the solution
proceeds sequentially over each time step. The crux of the so-
lution of late time instability has been the accurate evaluation
of (7e) (together with the use of the undifferentiated TDEFIE).
It is evident from the nature of the temporal basis functions
that the integrand in (7e) is piecewise-continuous, and the
use of Gauss quadrature to evaluate these integrals before
first identifying domains of continuity will be inaccurate. It
should be noted that the situation is far worse when one uses
the derivative form of the TDEFIE as the vector potential
term includes the second derivative of the temporal basis. In
what follows, we will seek to develop an alternate method for
evaluating this integral.
A. Approximation of the temporal convolution
The approach espoused in this paper is to approximate the
convolution of the space time basis function with the retarded
potential. Note, that the TDEFIE in (1b) requires both the
convolution with the temporal derivative and the temporal
integral of this space-time basis, and expressions for effecting
these will be provided as we proceed. For simplicity, consider
a point source and an observation triangle as shown in Fig. 2.
Consider a field due to the point source given by
ψ(r, t) =
δ (t − R/c)
4piR
?t Ti(t) , (8)
where ?t denotes a convolution with respect to time. Given
the piecewise nature of Ti(t), it is evident that the lines of
discontinuity correspond to intersections of time spheres with
the observation triangle. This scheme has been implemented
in acoustics [11, 17, 18] and in elecromagnetics [12] to great
success.
The approach proposed herein takes a slightly different path.
Define the radii of the smallest and largest time spheres that
enclose the triangle as (αc∆t + ζ) and (βc∆t + ζ), respectively,
where ζ is the largest multiple of c∆t between the source
point and observer triangle. Within this region, the convolution
with the retarded potential can be expressed as a separable
expansion in space and time. Using this expansion, the field
due to a point source located at r′ with temporal dependence
Ti(t) may be approximated as
ψ(r, t) =
1
4piR
δ
(
t − ζ
c
)
?t δ
(
t − R − ζ
c
)
?t Ti(t) ,
=
1
4piR
δ
(
t − ζ
c
)
?t
∞∑
l=0
alPl
(
tˆ(R)
)
T˜ li (t) ,
≈ 1
4piR
δ
(
t − ζ
c
)
?t
Nh∑
l=0
alPl
(
tˆ(R)
)
T˜ li (t) ,
where tˆ(R) = k1(R − ζ)/c + k2, al = k1 2l + 12 ,
T˜ li (t) = Pl(k1t + k2)Pα,β(t/∆t) ?t Ti(t) .
(9)
The constants k1 and k2 are chosen such that they map the
domain [α, β] → [−∆t,∆t], Pl(·) is a Legendre polynomial of
order l and Nh is the number of harmonics that are retained
in the expansion. The key consequence of this expression
is the separation of space and time within the domain R ∈
[αc∆t + ζ, βc∆t + ζ]. As will become evident, this leads to
spatial integrands which are smooth over the entire triangle.
It is evident that this can be generalized to the case of a
source/observation pair. For instance,
A(r, t) ◦ {SmTi} = µ04pi
δ
(
t − |r|c
)
|r| ?st Sm(r)Ti(t) ,
=
µ0
4pi
∫
Ωm
dr′
δ
(
t − Rc
)
R
?t Sm(r′)Ti(t) ,
=
µ0
4pi
∫
Ωm
dr′δ
(
t − ζ
c
)
?t
δ
(
t − R−ζc
)
R
?t Sm(r′)Ti(t) .
(10)
4Using (9) in the last term, it follows that
〈Sn(r),A(r, t) ◦ {SmTi}〉 ≈ δ
(
t − ζ
c
)
?t
µ0
4pi
Nh∑
l=0
alξlT˜ li (t) , (11a)
where
ξl =
∫
Ωn
drSn(r)
∫
Ωm
dr′
Sm(r′)Pl
(
tˆ(R)
)
R
. (11b)
Here ζ, α and β are chosen such that α∆t < (R − ζ) /c < β∆t
for all r′ ∈ Ωm and r ∈ Ωn. From the above expression
Source
Observation
c∆t
ζ
R − ζ
r′
r
Fig. 2: Arcs of intersection
it is evident that the spatial and temporal convolutions are
completely independent of each other. It is also observed
that the spatial convolution is smooth over the observation
domain with a removable singularity. Given that one a priori
knows Nh, integration rules can be designed to evaluate ξl
to high accuracy. The piecewise continuity or discontinuity
of the temporal basis functions is present only in temporal
convolutions and is handled relatively easily.
B. Implementation Details
The above exposition details evaluation of the tested vector
potential. Extensions to evaluate the specific components of
(7a) are prescribed next. The matrix elements in (7a) comprise
the temporal derivative of the vector potential and the scalar
potential. Specifically, using (11a), it follows that
〈Sn(r), ∂tA(r, t) ◦ {SmTi}〉|t= j∆t =
δ
(
t − ζ
c
)
?t
µ0
4pi
Nh∑
l=0
alξl∂tT˜ li
∣∣∣∣∣∣∣
t= j∆t
(12)
Note, the temporal basis function is compact. This convolution
(at integer multiples of ∆t) can be evaluated analytically. The
evaluation of the contribution due to the scalar potential is a
little more involved. To this end, contribution of the scalar
potential can be written as
〈Sn(r),∇Φ(r, t) ◦ {SmTi}〉|t= j∆t = δ
(
t − ζ
c
)
?t
1
4piε0
Nh∑
l=0
alξ˜lPl(k1t + k2)Pα,β(t/∆t)?t∫ t
−∞
dt′Ti(t′)
∣∣∣∣∣∣
t= j∆t
,
(13a)
where
ξ˜l = −
∫
Ωn
dr∇ · Sn(r)∫
Ωm
dr′
(∇′ · Sm(r′)) Pl (tˆ(R))
R
.
(13b)
Here the vector derivative in r has been moved onto the testing
function. The evaluation of the convolution of the Legendre
polynomial with the integral of the basis function may be
written as
Pl(k1t + k2)Pα,β(t/∆t) ?t
∫ t
−∞
dt′Ti(t′) =∫ ∞
−∞
dτPl(k1τ + k2)Pα,β(τ/∆t)
∫ t−τ
−∞
dt′Ti(t′)
(14)
It can be shown that
∫ t−τ
−∞
dt′Ti(t′) =

∫ ∞
−∞
dt′Ti(t′) t ≥ γ∆t∫ t−τ
−∞
dt′Ti(t′) t < γ∆t
, (15)
where γ = β − α + i + p. As a result, the integrals in (14)
decouple into a product of two integrals for t ≥ γ∆t, and can
be evaluated using the fact that
∫ ∞
−∞ dτPl(k1τ+k2)Pα,β(τ/∆t) =
δ0,l(β−α)∆t, where δi, j is the Kronecker delta function. Using
this, the values for sufficiently large t can be moved to the
right hand side of (7a), analogous to the procedure in (7f).
The relation (7c) becomes
C j = C j−1 + I j−1
∫ ( j+p−1)∆t
( j−2)∆t
dt′T j−1(t′) (16)
Finally, as an aside, we note a couple of other implementation
features:
1) The temporal convolutions, while associated with the
source and testing function, are independent of space.
Furthermore, these are always tested using point testing
at integer time steps. This implies that they need to be
evaluated only once for each value of β−α, and can be
precomputed for a given geometry.
2) The highest order of the polynomial is known for a
pair of basis functions and is given by Nh. As a result,
rules for evaluating these integrals can be obtained from
standard libraries or constructed. Furthermore, for self-
triangles, the sinh−1 rule outlined in [19] is used. Exten-
sion of this method to the integrand of each harmonic
is trivial and is not elaborated here.
III. Eigen Analysis of the MOT system
In order to analyze the stability of the scheme proposed
here, we perform an Eigen spectrum analysis similar to that
in [15], but for the form of equations given here. Consider
a simplification of the marching scheme in equation (7a) and
modified with the separable expansion, given by
Z0I j = F j −
j−1∑
i=1
ZiI j−i −
j−1∑
i=1
Z˜iC j−i , (17a)
where C j are the coefficients of the charge at time step j and
Z˜i has been modified from that in (7f) using the relation in
5(15). From the equation of continuity we have that the charge,
ρ(r, ti), is given by
ρ(r, ti) =
∫ ti
−∞
dt′∇ · J(r, t′) ,
=
∫ ti−∆t
−∞
dt′∇ · J(r, t′) +
∫ ti
ti−∆t
dt′∇ · J(r, t′) ,
= ρ(r, ti − ∆t) +
∫ ti
ti−∆t
dt′∇ · J(r, t′) ,
(17b)
which using the basis function expansions can be expressed as
a relationship between the temporal coefficients of the charges
and currents as defined in (16). To start our analysis, we first
note that the summations on the right hand side of equation
(17a) can be restricted to run from i = 1 to i = j − P, where
P = max(1,Nmax), where Nmax, in turn, is the temporal extent
of the scatterer. In other words, (Nmax − 1)c∆t ≤ diam(Ω) ≤
(Nmax)c∆t, where diam(Ω) is the spatial extent of the scatterer
along the incident field direction. Then equations (17a) and
(16) can be written in matrix form as A11 0A21 I
I j = F j −  B11 B12B21 B22
I j−1 , (18)
where A11, A21, B11, B21, B12, B22, I j, and F j are defined
in the appendix. We denote the two matrices on either side of
equation (18) as A and B and assume that the temporal vector
I j contains both current and charge coefficients. Assuming
that the matrix A is invertible, and denoting C  A−1B, the
current vector at any given time step can be written as
I1 = A−1F1 −CI0 ,
I2 = A−1F2 −C
{
A−1F1 −CI0
}
,
I3 = A−1F3 −CA−1F2 + C2A−1F1 −C3I0 , (19)
. . .
. . .
I j = A−1F j +
j−1∑
k=0
(−1)kCkA−1Fk + (−1) jC jI0 .
Now, let the eigenvalue decomposition of C be given by [20]
C 
∑
q
νq
†σqνq , (20a)
where † represents a conjugate transpose. Then,
Ck 
∑
q
νq
†σkqνq (20b)
can be used to provide a natural bound on the matrix vector
product as ∥∥∥CkF ∥∥∥ ≤ σk0 ∥∥∥∥∑ νq†νqF ∥∥∥∥ (20c)
for any vector F , where σ0 is the largest eigenvalue of C.
Using the bound in (20c), I j is bounded by∥∥∥∥I j∥∥∥∥ ≤ ∥∥∥∥A−1F j∥∥∥∥ + j−1∑
k=0
∥∥∥∥∥∥∥σk0 ∑q νq†νqA−1Fk
∥∥∥∥∥∥∥
+
∥∥∥∥∥∥∥σ j0 ∑q νq†νqI0
∥∥∥∥∥∥∥
(21)
Assuming that after some time j∆t the input signal vanishes,
i.e., F j = 0, then the first summation on the right hand side of
equation (21) can be restricted to k ∈ p1, p1 + 1, . . . , p2 where
the temporal extent of the input signal is from p1 to p2. Then
(21) leads to∥∥∥∥I j∥∥∥∥ ≤ σP0PC1 + σ j0
∥∥∥∥∥∥∥∑q νq†νqI0
∥∥∥∥∥∥∥ , (22)
where P = p2 − p1 + 1 and C1 
∥∥∥∥∑q νq†νq maxk {A−1Fk}∥∥∥∥. At
this point, it is apparent that depending on the value of σ0,
any numerical error in the initial current I0 will grow without
bound if σ0 > 1.0, will decay to a value strictly bounded
above by PC1 is σ0 < 1.0, and will have a constant DC value
bounded above by PC1 if σ0 = 1.
IV. Results
In this section, we present a number of results of scattering
by perfect electrically conducting objects that are topologically
very different from each other, some of which have, to the
best of our knowledge, defied all stabilization attempts in
the past with the exceptions of Lubich quadrature and exact
integration or its variation [10, 12, 13]. Three pertinent features
of the results presented are as follows: (i) the excitations
are broadband, (ii) the solution time is very long (enough to
permit multiple transits across the object), and (iii) some of the
scatterers analyzed have features that make analysis difficult.
The singular purpose of the objects chosen for analysis is to
demonstrate late time stability for multiple transits on very
challenging targets that are excited by a broad band pulse. In
all cases, the incident field is a plane wave of the form
Ei(r, t) = uˆ cos(2pi f0t)e−(t−r·kˆ/c−tp)
2/2σ2 , (23)
where uˆ denotes the polarization vector, f0 the center fre-
quency, kˆ = sin(θi) cos(φi)xˆ + sin(θi) sin(φi)yˆ + cos(θi)zˆ the
direction of propagation, and θi and φi the polar and azimuthal
angles of incidence, respectively. The values σ and tp are
calculated as σ = 3/(2piB) and tp = 6σ, where B denotes
the bandwidth of Ei in Hz. The incident power is calculated
to be approximately 160 dB below the peak at fmax = f0 + B
and fmin = f0 − B. For all results obtained in this paper, first
order Lagrange polynomials are used as basis functions. In
each of the examples, we present the current at a point on the
geometry as a function of time. In addition, for some of the
cases analyzed, we present an eigen spectra that shows that all
values lie within the unit circle, with the exception of few that
approach 1.0. Finally, for some of the benchmark targets, we
extract frequency domain radar scattering cross-section (RCS)
data at three different frequencies, and this is then compared
6with similar data obtained either from an analytical code or a
validated frequency domain integral equation solver.
A. Sphere
Our first test case is a sphere of radius 1 m discretized with
576 unknowns. It is excited with an incident wave propagating
along kˆ = zˆ, polarized along uˆ = xˆ, with fmin = 10 kHz,
and fmax = 182 MHz. Shown in Fig. 3 is the current density
at (x, y, z) = (1, 1.29, 1.70) m for 47, 000 time steps, with
χ = 4/3. This example is also run for a much larger time step
corresponding to χ = 4. The inset shows the same current
zoomed in the early time until .45 µs. As is evident from
this figure, the currents are stable, expectedly so for the larger
time step, as well as the smaller time step. The two currents
agree well with each other. Fig. 3 shows that the surface
Fig. 3: Current on 1 m radius sphere
current remains bounded over the duration of the simulation.
To show that the result is indeed stable, we performed the
analysis outlined in section III. Fig. 5 shows that all of the
eigenvalues lie within the unit circle and as a result, stability
can be expected. Next, Fig. 6 compares the RCS of the sphere,
Fig. 4: Eigenvalues of sphere MOT matrix
observed in the x − z plane for θ ∈ [−180◦, 180◦], against that
obtained using Mie series for three different frequencies. As is
evident, agreement between the two sets of data is excellent.
Fig. 5: Convergence of RCS of sphere and plate with respect
to χ
Fig. 5 shows the convergence with respect to oversampling
factor χ, of the RCS of the sphere at f = f0 as well as a 1x1
m plate discretized with 133 unknowns at f = f0 = 75 MHz.
Convergence here is defined as Ci = ||σ(χi)−σ(χi−1)||/||σ(χi)||
where, ||·|| is the L2 norm and RCS = 10log10|σ|. No more than
20 harmonics were used in any source/observer interactions in
these simulations.
Fig. 6: RCS of 1 m radius sphere
B. Two Plates
Next, we apply this scheme to analyze scattering from an
object described using an open surface. Here, the object chosen
was similar to that in [13] and consists of two plates of size
1m × 1m parallel to the x − y plane that are separated by
0.1m. Each plate is discretized using 560 spatial unknowns.
The incident field is polarized along uˆ = 12 (xˆ + yˆ −
√
2zˆ),
propagates along kˆ = 12 (xˆ + yˆ +
√
2zˆ), and is described by
parameters fmin = 100 kHz and fmax = 264 MHz. The current
is observed at (x, y, z) = (0.95, 0.95, 0.1) m for 100, 000 time
steps for a time step given by χ = 1. This corresponds to
approximately 3,383 transits across the object after the incident
field has died down. Similar data is obtained for time step size
corresponding to χ = 2 for 50,000 time steps. As is evident
from Fig. 7, the currents are stable for the entire duration.
C. More challenging targets
In this section, we present results for three challenging
targets, a thin box, an even thinner NASA almond, and a cone
sphere. All these scatterers are illuminated by a broadband
pulse and analyzed for multiple transits across their surfaces.
7Fig. 7: Current on two parallel plates
1) Thin Box: Next, we analyze scattering from a thin box;
again as mentioned earlier, this has been a challenge insofar
as stability of the TDEFIE is concerned. To the best of our
knowledge, stable results have been obtained only using exact
integration and variations thereof [12, 13]. The dimension of
the box are 0.5m × 1m × 0.1m and is discretized with
390 spatial unknowns. The box is excited by a field that is
propagating along kˆ = −yˆ, polarized along uˆ = zˆ, and described
by parameters fmax = 211 MHz and fmin = 1 MHz. The current
is observed at (x, y, z) = (0.5, 0, 0) m, for 50,000 time steps
for a time step size given by χ = 0.5 and for 25,000 time
steps for a time step size given by χ = 1. As is evident from
Fig. 8, the two currents agree well with each other and they
are stable. In addition to a full MOT solution, we conducted
an eigen-analysis of the MOT system of equations, and as is
evident from Fig. 9, all the eigenvalues lie within the unit
circle. This again attests to the stability of the MOT system
for this scatterer.
Fig. 8: Current on thin box
2) NASA Almond: Next, we analyze scattering from a thin
almond; the almond fits in a box of dimension 2.17m ×
1.11m × 0.06m (aspect ratio 38:20:1), and is discretized using
1140 unknowns. The target is illuminated by a field incident
along kˆ = zˆ, polarized along uˆ = −xˆ, and characterized
by fmax = 132 MHz and fmin = 1 kHz. The current at
(x, y, z) = (38.0, 689, 28.8) for 40,000 time steps with size
determined by χ = 1 is shown in Fig. 10. As is evident from
this figure, the current does not show late time instability.
The inset in Fig. 10 shows the features of the current until
t = 0.3µs. Next, we extract RCS data at three different
frequencies, in the x − z plane for θ ∈ [−180◦, 180◦], and
Fig. 9: Eigenvalues of thin box MOT matrix
compare these results against similar data obtained using a
frequency domain code. Again, as is evident in Fig. 11, the
agreement between the two sets of data is excellent.
.
Fig. 10: Current on NASA almond
Fig. 11: RCS of NASA almond
3) Cone-Sphere: In this last example, we analyze scattering
from a cone-sphere. The radius of the base of the cone is
0.25m while its height is 1m, and the scatterer is represented
using 1008 spatial degrees of freedom. The incident field
is propagating along kˆ = zˆ, is polarized along uˆ = xˆ, and
is characterized by fmax = 599 MHz and fmin = 1 MHz.
8The current observed at (x, y, z) = (0.329, 0.335, 0.125) m for
40,000 time steps with the time step size corresponding to
χ = 1 is depicted in Fig. 12. As is evident from this figure,
the currents exhibit late time stability for multiple transits
across the geometry. An inset in Fig. 12 depicts features
until t = 55ns. As before, RCS data in the x − z plane for
θ ∈ [−180◦, 180◦] is extracted at three different frequencies
and compared against similar data obtained using a frequency
domain code. As is evident from Fig. 13, the agreement is
excellent at all three frequencies.
Fig. 12: Current on cone-sphere
Fig. 13: RCS of cone-sphere
V. Conclusion
This paper presents a novel framework for constructing
TDIEs; the crux of the approach presented in this paper lies
in developing a separable spatio-temporal expansion for rep-
resenting the convolution between the retarded potential and
the source. As a result of this expansion, the discontinuities in
the temporal basis set do not appear in the spatial integrands.
This method, in concert with the correct variational form, has
been applied to the analysis of scattering from number of
challenging targets for multiple transits of the incident pulse
across the object. The goal of this set of experiment was two-
fold: (i) study stability behavior in early time, and (ii) analyze
behavior when the incident field has completely died down.
In all cases, the currents reach a DC floor, and remain there
for the duration of the analysis; the DC floor is expected
as it lies in the null space of the TDEFIE operator. These
results demonstrate the viability of using this approach for
TDIE analysis, and opens door to more challenging analysis.
Extension of this approach to higher order geometries as well
as integration with PWTD accelerators is underway and will
be presented elsewhere.
VI. Appendix
A11 =

− [Z0] 0 . . .
0 [I] 0 . . .
0 0 [I] 0 . . .
.
. . . [I]

, (24a)
A21 =

−
[
T j
]
0 . . .
0 0 . . .
. . . . . .
. . . 0
 , (24b)
B11 =

[Z1] [Z2] . . . [ZP]
[I] 0 . . .
0 [I] . . .
.
.
. . . [I] 0

, (24c)
B12 =

[
Z˜1
] [
Z˜2
]
. . .
[
Z˜P
]
[I] 0 . . .
[I] 0 . . .
.
.
. . . [I] 0

, (24d)
B21 =

[
T j−1
]
0 . . . . . .
0 0 . . .
.
.
. . . 0 0

, (24e)
B22 =

[I] 0 . . .
[I] 0 . . .
.
.
. . . [I] 0

, (24f)
T j 
∫ j∆t
( j−p−1)∆t
dt′T j(t′) , (24g)
and
where [I] is the identity matrix.
VII. Acknowledgments
The authors would like to acknowledge computing support
from the HPC Center at Michigan State University, financial
support from NSF via DMS 0811197 and CCF 1018516.
9References
[1] M. B. Friedman and R. Shaw, “Diffraction of pulses by cylindrical
obstacles of arbitrary cross section,” J. Appl. Mech., vol. 29, pp. 40–
46, 1962.
[2] A. Yilmaz, D. S. Weile, J. M. Jin, and E. Michielssen, “A hierarchical
fft algorithm for accelerating marching-on-in-time methods,” in Proceed-
ings of IEEE Symposium on Antennas and Propagation, pp. 510–513,
2001.
[3] B. Shanker, A. A. Ergin, and E. Michielssen, “The multilevel plane
wave time domain algorithm for the fast analysis of transient scattering
phenomena,” in IEEE Antennas and Propagation Society International
Symposium, vol. 2, (Orlando, FL), pp. 1342–1345, IEEE, 1999.
[4] B. Shanker, A. A. Ergin, K. Aygu¨n, and E. Michielssen, “A plane wave
time domain algorithm for the fast analysis transient electromagnetic
scattering phenomena,” in 14th Annual Review of Progress in Applied
Computational Electromagnetics, vol. 2, pp. 873–878, 1998.
[5] A. A. Ergin, B. Shanker, and E. Michielssen, “Fast analysis of tran-
sient acoustic wave scattering from rigid bodies using the multilevel
plane wave time domain algorithm,” J. Acoustical Soc. Am., vol. 107,
pp. 1168–1178, 2000.
[6] A. Sadigh and E. Arvas, “Treating the instabilities in marching-on-
in-time method from a different perspective,” IEEE Transactions on
Antennas and Propagation, vol. 41, no. 12, pp. 1695–1702, 1993.
[7] T. K. Sarkar, W. Lee, and S. M. Rao, “Analysis of transient scattering
from composite arbitrarily shaped complex structures,” IEEE Transac-
tions on Antennas and Propagation, vol. 48, pp. 1625 –1634, 2000.
[8] J.-L. Hu, C. Chan, and Y. Xu, “A new temporal basis function for
the time-domain integral equation method,” Microwave and Wireless
Components Letters, IEEE, vol. 11, pp. 465 –466, nov 2001.
[9] T. Abboud, J.-C. Ne´de´lec, and J. Volakis, “Stable solution of the
retarded potential integral equations,” in Proceedings of the Applied
Computational Electromagnetics Symposium, 2001.
[10] X. Wang, R. Wildman, D. Weile, and P. Monk, “A finite difference
delay modeling approach to the discretization of the time domain
integral equations of electromagnetics,” Antennas and Propagation,
IEEE Transactions on, vol. 56, pp. 2442–2452, Aug. 2008.
[11] T. Ha-Duong, On retarded potential boundary integral equations and
their discretisation in Topics in Computational Wave Propagation:
Direct and Inverse Problems, p. 301336. Springer-Verlag,, 2003.
[12] B. Shanker, M. Lu, J. Yuan, and E. Michielssen, “Time domain integral
equation analysis of scattering from composite bodies via exact evalua-
tion of radiation fields,” Antennas and Propagation, IEEE Transactions
on, vol. 57, pp. 1506–1520, May 2009.
[13] Y. Shi, M.-Y. Xia, R.-S. Chen, E. Michielssen, and M. Lu, “Stable
electric field tdie solvers via quasi-exact evaluation of mot matrix
elements,” Antennas and Propagation, IEEE Transactions on, vol. 59,
pp. 574 –585, feb. 2011.
[14] W. Hackbusch, W. Kress, and S. Sauter, “Sparse convolution quadrature
for time domain boundary integral formulations of the wave equation by
cutoff and panel-clustering,” in Boundary Element Analysis (M. Schanz
and O. Steinbach, eds.), vol. 29 of Lecture Notes in Applied and
Computational Mechanics, pp. 113–134, Springer Berlin / Heidelberg,
2007.
[15] S. P. Walker, M. J. Bluck, and I. Chatzis, “The stability of integral
equation time-domain computations for three-dimensional scattering ;
similarities and differences between electrodynamic and elastodynamic
computations,” International Journal for Numerical Modelling: Elec-
tronic Networks, Device and Fields, vol. 474, no. 15, pp. 459–474, 2002.
[16] S. M. Rao, D. R. Wilton, and A. W. Glisson, “Electromagnetic scattering
by surfaces of arbitrary shape,” IEEE Transactions on Antennas and
Propagation, vol. 30, pp. 408–418, 1982.
[17] A. Alte, Numerical approximations of time domain boundary integral
equation for wave propagation. PhD thesis, Stockholm University, 2003.
[18] T. Ha-Duong, B. Ludwig, and I. Terrasse, “A galerkin bem for transient
acoustic scattering by an absorbing obstacle,” Int. J. Numer. Meth.
Engng, vol. 57, p. 1845?1882, 2003.
[19] M. Khayat and D. Wilton, “Numerical evaluation of singular and
near-singular potential Integrals,” IEEE Transactions on Antennas and
Propagation, vol. 53, pp. 3180–3190, October 2005.
[20] G. H. Golub and C. F. van Van Loan, Matrix Computations (Johns
Hopkins Studies in Mathematical Sciences)(3rd Edition). The Johns
Hopkins University Press, 3rd ed., Oct. 1996.
