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Abstract
We study a robustness model for the minimum coloring problem, where any vertex vi of the input-graph G(V,E) has some
presence probability pi . We show that, under this model, the original coloring problem gives rise to a new coloring version (called
Probabilistic Min Coloring) where the objective becomes to determine a partition of V into independent sets S1, S2, . . . , Sk , that
minimizes the quantity
∑k
i=1 f (Si), where, for any independent set Si, i = 1, . . . , k, f (Si) = 1 −
∏
vj∈Si (1 − pj ). We show that
Probabilistic Min Coloring is NP-hard and design a polynomial time approximation algorithm achieving non-trivial approximation
ratio. We then focus ourselves on probabilistic coloring of bipartite graphs and show that the problem of determining the best
k-coloring (called Probabilistic Min k-Coloring) is NP-hard, for any k3. We ﬁnally study Probabilistic Min Coloring and Proba-
bilistic Min k-Coloring in a particular family of bipartite graphs that plays a crucial role in the proof of the NP-hardness result just
mentioned, and in complements of bipartite graphs.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Preliminaries
We deal here with the following robustness model. Consider a generic instance I of a combinatorial optimization
problem.Assume that is not to be necessarily solved on the whole I, but rather on a (unknown a priori) subinstance
I ′ ⊂ I . Suppose that any datum di in the data-set describing I has a probability pi , indicating how di is likely to be
present in the ﬁnal sub-instance I ′. Consider ﬁnally that once instance I ′ is speciﬁed, the solver has no opportunity to
solve directly instance I ′. What can the solver do in this case?A possible (and natural) way to proceed is to compute an
a priori solution S for in the entire instance I, and once I ′ becomes known to move elements of S that do not belong to
I ′ out from S (provided that this deletion results in a feasible solution for I ′) returning thus a solution S′ ﬁtting I ′. The
objective is to determine an initial solution S for I such that, for any subinstance I ′ ⊆ I presented for optimization, the
solution S′ obtained as described just above respects some pre-deﬁned quality criterion (for example, optimal for I ′,
or achieving, say, constant approximation ratio, or . . .). In what follows we apply this model to the minimum coloring
problem.
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Consider a graphG(V,E) of order n. In minimum coloring problem, we wish to colorV with as few colors as possible
so that no two adjacent vertices receive the same color. The chromatic number of G, denoted by (G), is the smallest
number of colors that can feasibly color its vertices.A graph G is called k-colorable if its vertices can be legally colored
by k colors, in other words, if its chromatic number is at most k; it will be called k-chromatic if k is its chromatic number.
Minimum coloring was shown to be NP-hard in Karp’s seminal paper [24], and remains NP-complete even restricted
to graphs of constant (independent on n) chromatic number at least 3 [14]. Since adjacent vertices are forbidden to be
colored with the same color, a feasible coloring is a partition of V into vertex-sets such that, for any such set, no two of
its vertices are mutually adjacent. Such sets are usually called independent sets. So, the optimal solution of minimum
coloring is a minimum-cardinality partition into independent sets.
Let us ﬁrst note that, given a graph G(V,E) and a coloring C for V , in any subgraph G′ = G[V ′] of G induced
by some subset V ′ ⊆ V , the coloring C′ consisting of the restriction of C to V ′ (i.e., to moving absent vertices
out of the colors in C) is feasible for G′. In this paper we consider the following probabilistic version of minimum
coloring, denoted by Probabilistic Min Coloring in what follows, dealing with the robustness model drawn in the
beginning of the section. We are given a graph G(V,E), an n-vector Pr =(p1, . . . , pn) of vertex-probabilities, any
of them representing how likely is that the corresponding vertex will be present in the ﬁnal instance I ′ ⊆ I on
which the coloring problem will be really solved (in other words, an instance of Probabilistic Min Coloring is a pair
(G,Pr)) and a coloring C = (S1, . . . , Sk) for V . The objective is to determine a coloring C∗ of G minimizing the
quantity (called functional) E(G,C) =∑V ′⊆V Pr[V ′]|C(V ′)|, where C(V ′) denotes the restriction of C to V ′ and
Pr[V ′] =∏i∈V ′ pi∏i∈V \V ′(1 − pi) (there exist 2n distinct sets V ′; therefore, explicit computation of E(G,C) is, a
priori, not polynomial). Coloring C will be sometimes called a priori solution or a priori coloring; C∗ is then the
optimal a priori solution.
In [3,5–8,17–20], restricted versions of routing and network-design probabilisticminimization problems (in complete
graphs) have been studied under the robustness model dealt here (called a priori optimization). Recently, in [9], the
analysis of the probabilistic minimum travelling salesman problem, originally performed in [5,17], has been revisited
and reﬁned. Furthermore, in [28] the minimum vertex covering problem is dealt on general and bipartite graphs. The
same model is also used in [27,29] for the study of probabilistic maximization problems, namely, the longest path and
the maximum independent set, respectively.
The rest of the paper is organized as follows.We ﬁrst motivate the study of Probabilistic Min Coloring by a real-world
application showing that it is not simply a toy (even nice and pleasant) problem. Next, we are managed to compute the
functional E(G,C), to give bounds on its value and to characterize the complexities of computing it and of computing
the optimal a priori solution associated. We show that Probabilistic Min Coloring is NP-hard, so we try to face it with
polynomial time approximation algorithms achieving non-trivial approximation ratios. We then deal with probabilistic
coloring of bipartite graphs (such graphs are 2-colorable) and study another version of Probabilistic Min Coloring, the
one where the objective is to determine the best k-coloring for any k > 2. We prove that this version of Probabilistic
Min Coloring is NP-hard, for any k3. We ﬁnally show that Probabilistic Min Coloring is polynomial in bipartite
complements of perfect matchings, under identical vertex-probabilities, and in complements of bipartite graphs, under
any system of vertex-probabilities.
1.2. A timetabling application for probabilistic coloring
Consider for a given university-fall a list of potential classes that students can follow: any student has to choose a
sublist of such classes. For any of them one knows the title, the lecturer and the time slot assigned to it, each such
slot being proposed by the lecturer in charge. A class will be really given if the number of students having chosen it is
above a given threshold. So, nobody knows a priori if a particular class will take place before the closing of students’
registrations (we can reasonably assume that the choice of any student is a function of the contents of the course and
of the teacher). On the other hand, one can, for example by statistics on the behavior of the students during past years,
assign probabilities on the fact that such slot or such class will really take place, the mandatory courses being assigned
with probability 1. The problem for the university planning services is how much rooms are to be assigned to the set
of courses dealt.
This problem is typically an instance of Probabilistic Min Coloring if one considers courses as vertices and if he/she
links two such vertices if the corresponding classes cannot take place in the same room (because they are planned with
the same professor, or are assigned with overlapping time slots). This type of graph is known by the term incompatibility
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graph. Here, an independent set, i.e., a potential color, corresponds to a set of “compatible classes”, i.e., to classes that
can be assigned with the same room. The number of colors used in such a graph represents the total number of rooms
assigned to the set of classes considered. The probabilities resulting from the statistical analysis on the former students’
behavior are the presence probabilities for the vertices (i.e., the probabilities that the corresponding classes will really
take place). Starting from an a priori solution, i.e., a coloring of the incompatibility graph, the functional represents, in
some sense, the average number of the necessary rooms for the courses planned.
Remark that in the application above there exists de facto a bound on the number of colors of the graph modelling
it. It is represented by the number k of rooms in the university, which is reasonably assumed smaller than the number
of the courses offered. So, the problem dealt can also be seen as a probabilistic coloring of k-colorable graphs.
2. The probabilistic coloring
2.1. The complexity of probabilistic coloring
In this section, we ﬁrst analytically express the functional for Probabilistic Min Coloring; then, based upon it, we
show that it can be computed in polynomial time.1 Moreover, always based upon the analytical expression obtained
for the functional, we give a combinatorial characterization of the optimal a priori solution.
Recall that given an a priori solution C = (S1, S2, . . . , Sk) of cardinality k and a subgraph G′ = G[V ′] of G, we
denote by C(V ′) the coloring of G′ obtained by restriction of C in V ′ and set k′ = |C(V ′)|. As it has already been
noted, E(G,C) =∑V ′⊆V Pr[V ′]|C(V ′)|. Using the notations just above,
E(G,C) =
∑
V ′⊆V
Pr[V ′]|C(V ′)| =
∑
V ′⊆V
Pr[V ′]k′. (1)
Consider variable xj deﬁned by
xj =
{
1 if Sj ∩ V ′ = ∅,
0 otherwise.
Note that condition Sj ∩ V ′ = ∅ means that color Sj is empty in G′ (i.e., the vertices of Sj are absent from V ′). Then
k′ can be written as k′ =∑kj=1(1 − xj ) and (1) becomes
E(G,C) =
∑
V ′⊆V
Pr[V ′]
⎛
⎝ k∑
j=1
(1 − xj )
⎞
⎠
=
∑
V ′⊆V
Pr[V ′]
k∑
j=1
1 −
∑
V ′⊆V
Pr[V ′]
k∑
j=1
xj
=
k∑
j=1
∑
V ′⊆V
Pr[V ′] −
k∑
j=1
∑
V ′⊆V
Pr[V ′]xj = k −
k∑
j=1
∏
vi∈Sj
(1 − pi)
=
k∑
j=1
⎛
⎝1 − ∏
vi∈Sj
(1 − pi)
⎞
⎠
. (2)
It is easy to see that computation of E(G,C) can be performed in at most O(n) steps, consequently, Probabilistic Min
Coloring ∈ NP. On the other hand, from (2), we can easily characterize the optimal a priori solutionC∗ for Probabilistic
Min Coloring. Assume that the weight f (Sj ) of an independent set Sj of G is f (Sj ) = 1 −∏vi∈Sj (1 − pi), and that
the value (weight) of a partition into independent sets (a coloring) is the sum of the weights of its members. Then the
optimal a priori coloring for G is a minimum-weight coloring.
1 Recall that, as we have already mentioned in Section 1.1, the functional is not a priori polynomially computable for any problem.
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We ﬁnally note that if we assume pi = 1, i = 1, . . . , n, then Probabilistic Min Coloring becomes the classical
coloring problem. This observation immediately deduces the NP-hardness of Probabilistic Min Coloring.
Corollary 1. Probabilistic Min Coloring is NP-hard.
We are here faced with a graph-problem completely different from the ones studied in [29,28]. There, when absent
vertices were dropped out of the a priori solutions considered, the optimal a priori solutions were a maximum weight
independent set, or a minimum weight vertex-covering, of the input graph considering that its vertices receive their
probabilities as weights. Here, the problem dealt is not so simple, since weight of an independent set is not an additive
function. Let us mention that there exist several weighted versions of the minimum coloring. For example, one can
consider that the weight of a color is the maximum (or the minimum, or even, the average) weight of the vertices in the
independent set representing it, and the objective is to ﬁnd a coloring minimizing the sum of the weights of the colors
(see, for example, [11,12] for a version of weighted coloring, where the weight of a color is the maximum over the
weights of its vertices). Also, another problem that could be seen as a non-standard version of weighted coloring is the
so-called chromatic sumproblem dealt in [4,21,30]. The problemwe study here is quite different from all these coloring-
versions. Note also that minimum coloring is one of the paradigmatic problems for the combinatorial optimization and
one of the hardest ones from both optimal and approximated solutions points of view (see, for example, [14] for the
former and [2,33] for the latter). It seems to us natural and worthy to study it under several forms of objective functions,
trying to better apprehend and face its intractability.
2.2. Bounds on E(G,C)
We provide in this section upper and lower bounds on the value of E(G,C), valid for any graph. They will be used
later for obtaining approximation results. We consider a graph G(V,E) and a coloring C = (S1, . . . , Sk). The main
such bounds are given by the following expressions:
E(G,C) ∈
⎡
⎣max
⎧⎨
⎩1 −
∏
vi∈V
(1 − pi),
n∑
i=1
pi −
n∑
i=1
n∑
j=i+1
pipj
⎫⎬
⎭ ,
n∑
i=1
pi
⎤
⎦ , (3)
E(G,C) ∈
⎡
⎣max
⎧⎨
⎩
k∑
j=1
⎛
⎝1 − exp
⎧⎨
⎩−
∑
vi∈Sj
pi
⎫⎬
⎭
⎞
⎠ , kpmin
⎫⎬
⎭ ,min{k, npmax}
⎤
⎦
. (4)
We ﬁrst prove that 1 −∏vi∈V (1 − pi)E(G,C). For this, we ﬁrst recall that given three numbers p1, p2, q ∈ R+
such that p1p2 and q1, then
1 − p1q + 1 − p2
q
1 − p1 + 1 − p2. (5)
Expression (5) is equivalent to p1q + p2/qp1 + p2. Starting from this expression, some very simple algebra leads
to (1 − q)(p1 − (p2/q))0, which is true since 1 − q0 and p1p2p2/q.
Consider two colors Si and Sj of C, set f (Si) =∏vk∈Si (1 − pk) and f (Sj ) =∏vk∈Sj (1 − pk) and assume that
f (Si)f (Sj ). Consider ﬁnally a vertex vl ∈ Sj of probability pl . Applying (5) with f (Si), f (Sj ) and 1 − pl instead
of p1, p2 and q, respectively, we get
1 −
∏
vk∈Si
(1 − pk) + 1 −
∏
vk∈Sj
(1 − pk)1 −
∏
vk∈Si∪{vl}
(1 − pk)
+ 1 −
∏
vk∈Sj \{vl}
(1 − pk). (6)
Denote by Sˆ the color of C minimizing quantity
∏
vk∈Si (1 − pk), over any other color Si of C. Iterating (6) for any
vertex outside Sˆ by moving it into Sˆ (obtaining so a possibly infeasible coloring), we get the inequality claimed.
The proof of (6) exhibits also the following interesting corollary that will be used later.
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Corollary 2. Consider a coloring C = (S1, . . . Sk) of a graph G and two colors Si and Sj of C. Set w(Si) =
1 −∏vk∈Si (1 − pk) and w(Sj ) = 1 −∏vk∈Sj (1 − pk) and assume that w(Si)w(Sj ). Then, emptying Sj by moving
its vertices into Si produces a (possibly unfeasible) coloring C′ such that E(G,C′)E(G,C).
For the rest of the proof of (3), consider a coloring C = (S1, . . . , Sk). We ﬁrst produce a framing for the term
1 − ∏vi∈Sj (1 − pi). For simplicity, assume |Sj | =  and arbitrarily denote vertices in Sj by v1, . . . , v. Then, by
induction in  the following holds:
∑
i=1
pi −
∑
i=1
∑
j=i+1
pipj 1 −
∏
i=1
(1 − pi)
∑
i=1
pi . (7)
The proof of (7) is given in Appendix A.
Taking the sums of the members of (7) for m = 1 to k, the right-hand side inequality immediately gives E(G,C)

∑n
i=1pi . Moreover, from the left-hand side of (7), we get
k∑
m=1
⎛
⎝ ∑
i=1
pi −
∑
i=1
∑
j=i+1
pipj
⎞
⎠=
n∑
i=1
pi −
k∑
m=1
∑
i=1
∑
j=i+1
pipj

n∑
i=1
pi −
n∑
i=1
n∑
j=i+1
pipj
that proves the lower bound claimed in (3). The proof of (4) is given in Appendix B.
2.3. Approximation results
2.3.1. An approximation algorithm for Probabilistic Min Coloring in general graphs
Let A be a polynomial time approximation algorithm for an NP-hard minimization graph-problem , A(G) be the
value of the solution provided by A on an instance G of , and OPT(G) be the value of the optimal solution for G
(i.e., OPT(G)=E(G,C∗)). The approximation ratio A(G) is deﬁned as A(G)=A(G)/OPT(G). An approximation
algorithm achieving ratio, at most,  on any instance of  will be called -approximation algorithm.
In this section, we devise and analyze an approximation algorithm for general Probabilistic Min Coloring. At ﬁrst
let us deal with vertex-probabilities such that pmin t , for some t. We then prove the following auxiliary lemma.
Lemma 3. LetG be a graph of ordernwith vertex-probabilities verifyingpmin t . If minimumcoloring is polynomially
approximable within approximation ratio , then Probabilistic Min Coloring is approximable in polynomial time within
ratio /t .
Proof. From (4), denoting by C∗ = (S∗1 , . . . , S∗k∗) an optimal a priori solution for Probabilistic Min Coloring, we get
E(G,C∗)k∗pmink∗t . (8)
Consider a -approximation algorithm A computing a feasible coloring Cˆ = (Sˆ1, . . . , Sˆkˆ) for G (i.e., by not taking
probabilities into account). Then the functionalE(G, Cˆ) for Cˆ, in other words, the objective value of Cˆ for Probabilistic
Min Coloring is, by (4): E(G, Cˆ)=∑kˆj=1(1−∏vi∈Sˆj (1−pi)) kˆ. By hypothesis, kˆ/(G); furthermore, C∗ being
a feasible coloring, k∗(G). Therefore, kˆ/k∗ and the approximation ratio of A for Probabilistic Min Coloring is,
taking (8) into account, E(G, Cˆ)/E(G,C∗)/t . 
Corollary 4. If pmin is a ﬁxed constant, then Probabilistic Min Coloring is approximable in polynomial time within
ratio O().
Remark 5. Assume that at least pmax is a ﬁxed constant and denote it by p. Then, denoting, as previously, by C∗ =
(S∗1 , . . . , S∗k∗) an optimal a priori solution for Probabilistic Min Coloring, one gets using (B.2), in the proof of (4) in
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Appendix B: E(G,C∗)1 − exp{−pmax} = 1 − exp{−p}, which is a ﬁxed constant since p is supposed ﬁxed. If one
applies the polynomial algorithm of [26] computing, in any connected graph G of maximum degree 3 (that does
not contain a K+1, i.e., a complete graph on + 1 vertices, as induced subgraph), a coloring with at most  colors,
this algorithm, when used for Probabilistic Min Coloring, guarantees, using (4) an approximation ratio of O().
Consider now a graph G, ﬁx two vertex-probabilities p0 and p′, p0 <p′, assume that there exists a -approximation
polynomial time algorithm A for minimum coloring, and run the following algorithm, called PCOLOR:
(1) partition the vertices of G into three subsets: the ﬁrst, Vsp, including the vertices with “small” probabilities, i.e.,
at most p0, the second, Vip, including the ones with “intermediate” probabilities, i.e., greater than p0 and at most
p′, and the third, Vlp, including the vertices with “large” probabilities, i.e., greater than p′;
(2) feasibly color vertices of G[Vsp] and G[Vip] using a proper set of colors for any subgraph;
(3) run A in G[Vlp];
(4) take the union of colors computed in Steps 2 and 3 as solution for G.
For simplicity we ﬁx p0 = 1/n. This, as we will see, has no important impact in the approximation ratio concluded; p′
will be ﬁxed later.
The following lemmata deal with the approximation ratios of the algorithm above in G[Vsp], G[Vip] and G[Vlp],
respectively. As previously, denote by C∗ = (S∗1 , . . . , S∗k∗) an optimal a priori solution and by Cˆ = (Sˆ1, . . . , Sˆkˆ) the
approximate coloring computed in Step 4. In the proof of the three lemmata just below, C∗ and Cˆ will deal with G[Vsp],
G[Vip] and G[Vlp], respectively.
Lemma 6 (The ratio inG[Vsp]). Any feasible polynomial time approximation algorithm for ProbabilisticMinColoring
achieves in G[Vsp] approximation ratio bounded above by 2.
Proof. Denote bynsp the order ofG[Vsp].Using (3) for Cˆ andC∗,wegetE(G[Vsp], Cˆ)∑nspi=1pi andE(G[Vsp], C∗)∑nsp
i=1pi −
∑nsp
i=1
∑nsp
j=i+1pipj .Combining them we get
E(G[Vsp], C∗)
E(G[Vsp], Cˆ)
1 −
∑nsp
i=1
∑nsp
j=i+1pipj∑nsp
i=1pi
= 1 − (
∑nsp
i=1pi)
2 −∑nspi=1p2i
2
∑nsp
i=1pi
1 −
∑nsp
i=1pi
2
+
∑nsp
i=1p2i
2
∑nsp
i=1pi
1 −
∑nsp
i=1pi
2
. (9)
Since pi’s are assumed smaller than 1/n and nspn, the right-hand side of (9) is at least 1− nsp/2n 12 . Observe now
that the approximation ratio of a coloring algorithm in G[Vsp] is E(G[Vsp], Cˆ)/E(G[Vsp], C∗) which is smaller than
or equal to 2, and the proof of Lemma 6 is complete. 
Lemma 7 (The ratio inG[Vip]). Any feasible polynomial time approximation algorithm for ProbabilisticMin Coloring
achieves in G[Vip] approximation ratio bounded above by O(np′).
Proof. We deal here with a subgraph of G for which, for any vertex vi , pi >p0 = 1/n. Obviously, ∏vi∈S∗j (1 −
pi)(1 − (1/n))|S
∗
j | and, consequently, 1 −∏vi∈S∗j (1 − pi)1 − (1 − (1/n))|S
∗
j |(|S∗j |/n) − (|S∗j |(|S∗j | − 1)/2n2)
where the last inequality is an easy application of the left-hand side of (7) with pi =1/n for any vertex vi . Furthermore,
(|S∗j |/n) − (|S∗j |(|S∗j | − 1)/2n2) = (|S∗j |/n)(1 − (|S∗j | − 1)/2n)(|S∗j |/n)((n + 1)/2n) |S∗j |/2n. Summing this
inequality for j = 1, . . . , k∗, we get E(G[Vip], C∗)nip/2n, where nip is the order of G[Vip].
On the other hand, using (4) we immediately get E(G[Vip], Cˆ)nipp′.
Consequently, using the bounds forE(G[Vip], C∗) andE(G[Vip], Cˆ) just provided, we getE(G[Vip], Cˆ)/E(G[Vip],
C∗)2np′ = O(np′), and the proof of Lemma 7 is complete. 
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Finally remark that Lemma 3 induces the following lemma dealing with the approximation of Probabilistic Min
Coloring in G[Vlp].
Lemma 8 (The ratio in G[Vlp]). Assuming that A achieves approximation ratio  for minimum coloring problem,
algorithm PCOLOR, when running in G[Vlp], achieves approximation ratio bounded above by /p′ for Probabilistic
Min Coloring.
We are now going to use Lemmata 6–8 in order to complete the analysis of the overall algorithm.
Theorem 9. On the hypothesis thatA guarantees approximation ratio forminimum coloring,PCOLOR approximately
solves in polynomial time Probabilistic Min Coloring within ratio O(√n).
Proof. In what follows, denote by C∗ an optimal a priori coloring for Probabilistic Min Coloring in G, by C∗[Vsp],
C∗[Vip] and C∗[Vlp] the solutions induced by C∗ in G[Vsp], G[Vip] and G[Vlp], respectively, and by C∗sp, C∗ip and C∗lp,
Cˆsp, Cˆip and Cˆlp the optimal and approximated a priori solutions in G[Vsp], G[Vip] and G[Vlp], respectively.
We prove that, for any x ∈ {sp, ip, lp}, E(G,C∗)E(G[Vx], C∗[Vx])E(G[Vx], C∗x ). Remark that C∗[Vx] is
a particular feasible solution for G[Vx]; hence, E(G[Vx], C∗[Vx])E(G[Vx], C∗x ). In order to prove the ﬁrst in-
equality, ﬁx an x and consider a color, say S∗j of C∗. Then, the contribution of S∗j in C∗[Vx] is 1 −
∏
vi∈S∗j ∩Vx (1 −
pi)1−∏vi∈S∗j (1−pi), which is its contribution in C∗. Iterating this argument for all the colors in C∗[Vx], the claim
follows.
Recall that the algorithm colors the vertices of any G[Vx], x ∈ {sp, ip, lp} with a distinct set of colors and the a priori
solution Cˆ ﬁnally provided is the union of these sets. Consequently, E(G, Cˆ) = E(G[Vsp], Cˆsp) + E(G[Vip], Cˆip) +
E(G[Vlp], Cˆlp). Using the fact that the value of E(G,C∗) is at least as large as any of E(G[Vx], C∗x ), x ∈ {sp, ip, lp},
one immediately deduces that the overall ratio of the algorithm in G is at most the sum of the ratios proved by Lemmata
6–8, i.e., at most O(2 + np′ + (/p′)).
Remark that the ratio claimed in Lemma 7 is increasing with p′, while the one in Lemma 8 is decreasing with p′.
Equality of expressions np′ and /p′ holds for p′ = √/n. In this case the value of the ratio obtained is O(√n), and
the proof of the theorem is now complete. 
Corollary 10. If A stands for the O(n log2 log n/log3 n)-approximation algorithm of [16], then the ratio of PCOLOR
is O(n log log n/log3/2 n).
Moreover, taking into account that any induced subgraph of a k-colorable graph is k-colorable, the following corollary
also holds.
Corollary 11. If A stands for the O(n1−(3/(k+1)) log n)-approximation algorithm of [23], then the approximation ratio
achieved by PCOLOR in k-colorable graphs is O(n1−(3/(2k+2))
√
log n).
2.3.2. Further approximation results
We ﬁrst note that another easy corollary of Theorem 9 is that when the minimum coloring problem is polynomial,
Probabilistic Min Coloring is approximable within approximation ratio O(
√
n).
On the other hand, it is easy to see that if there exists an algorithm producing a k-coloring, then it achieves ap-
proximation ratio bounded above by k. Indeed, if such an algorithm produces a coloring C = (S1, . . . , Sk) in a graph
G(V,E), then E(G,C) =∑kj=1(1 −∏vi∈Sj (1 − pi))∑kj=1(1 −∏vi∈V (1 − pi)) = k(1 −∏vi∈V (1 − pi)). Using
the leftmost lower bound of (3) for E(G,C∗), where C∗ denotes an optimal probabilistic coloring of G, the bound
claimed is immediately concluded.
Let us focus ourselves on graph-classes for which the (deterministic) minimum coloring problem is polynomial in
both the input graph itself and any subgraph of it. Then the following corollary holds.
Corollary 12. ProbabilisticMinColoring is approximablewithin approximation ratio k in graphs of chromatic number
k where the minimum coloring problem is polynomial in the input graph and in any of its induced subgraphs. In
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particular, if k is ﬁxed, then Probabilistic Min Coloring ∈ APX, the class of problems approximable within constant
ratio.
Let us further restrict ourselves to graphs where not only the computation of a minimum coloring but also the
computation of a maximum-weight independent set is polynomial. For this case, consider the following algorithm:
(1) charge any vertex vi ∈ V with weight log((1 − pi)−1);
(2) compute a maximum-weight independent set S∗ and color its vertices with the same color;
(3) solve the minimum coloring in G[V \S∗];
(4) output the coloring C = (S∗, S1, . . . , Sk) so computed (remark that Sk may be empty).
With simple algebra, for any S ⊆ V ,
1 −
∏
vi∈S
(1 − pi) = 1 − exp
⎧⎨
⎩−
∑
vi∈S
log((1 − pi)−1)
⎫⎬
⎭ .
Notice also that function f (x)=−e−x is increasingwith x, for any x. So, the independent setmaximizing∑vi∈S log(1−
pi)
−1 is exactly the one maximizing 1 −∏vi∈S(1 − pi). Hence, the independent set S∗, computed in Step 1 of the
algorithmabove, represents themaximum-value feasible color ofC. Considering that colors inC are ranged in decreasing
value order,
E(G,C) =
⎛
⎝1 − ∏
vi∈S∗
(1 − pi)
⎞
⎠+
k∑
j=1
⎛
⎝1 − ∏
vi∈Sj
(1 − pi)
⎞
⎠
. (10)
Set, for simplicity, = (1 −∏vi∈S∗(1 − pi)) and, for j = 1, . . . , k, j = (1 −∏vi∈Sj (1 − pi)) and suppose w.l.o.g.
that 12 · · · k . Then, (10) becomes
E(G,C) = +
∑k
j=1 j . (11)
In the same spirit as in Corollary 2, one can see that, starting from some coloring, one can obtain a better-value
(possibly unfeasible) one not only by strictly inﬂating the heaviest color of it, but also by swapping vertices in such a
way that the ﬁnal heaviest color corresponds to an independent set S maximizing 1 −∏vi∈S(1 − pi) (or, equivalently,∑
vi∈S log(1 − pi)−1). So, the value of an optimal solution C∗ = (S∗1 , . . . , S∗k∗) (considering that these colors also
are ranged in decreasing value order) is greater than, or equal to, E(G,C∗) = (1 −∏vi∈S∗(1 − pi)) +∑k∗j=2(1 −∏
vi∈S∗j (1 − pi)). Then, using Corollary 2 in the graph G[V \S∗],
E(G,C∗)
⎛
⎝1 − ∏
vi∈S∗
(1 − pi)
⎞
⎠+
⎛
⎝1 − ∏
vi∈V \S∗
(1 − pi)
⎞
⎠
. (12)
Set = (1 −∏vi∈V \S∗(1 − pi)). Then, (12) becomes
E(G,C∗)+ . (13)
Remark now that since  represents the weight of the maximum-weight independent set, then by the discussion just
after the outline of the algorithm: j , for any j =1, . . . , k; hence, E(G,C)(k+1).Also, since the product in any
of j is composed by a subset of terms in the product in , j , for any j = 1, . . . , k; henceforth, E(G,C)+ k.
Taking all this into account, (11) becomes
E(G,C) min{(k + 1), + k}. (14)
If (k + 1) + k, then  and combination of (14) and (13) results in E(G,C)/E(G,C∗)(k + 1)/2. On the
other hand, if (k + 1) + k, then  and, taking into account that function f () = ( + k)/( + ) decreases
with , combination of (14) and (13) results, once more, in E(G,C)/E(G,C∗)(k + 1)/2.
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Corollary 13. ProbabilisticMinColoring is approximable within approximation ratio (k+1)/2 in graphs of chromatic
number k where the minimum coloring problem and the maximum-weight independent set problem are both polynomial.
Corollary 13 has the following interesting instantiation when dealing with bipartite graphs (where k = 2).
Corollary 14. Probabilistic Min Coloring is approximable within approximation ratio 32 in bipartite graphs.
3. Determining the best k-coloring in bipartite graphs
In what follows we focus ourselves on an interesting variant of coloring, the one where we ﬁx an integer k and wish
to determine the best k-coloring in a k-colorable graph. In particular, we deal with the most popular k-colorable graphs,
for any k2, the bipartite graphs.
We denote by B(V,U,E) a connected bipartite graph with bipartition V and U and edge-set E. We ﬁrst make the
following emphasized preliminary observation: in any connected bipartite graph, the bipartition (bicoloring) of its
vertices is unique. This unique 2-coloring is not always the best a priori solution for Probabilistic Min Coloring in a
bipartite graph as it is shown in Fig. 1, where the functional of the 3-coloring consisting of taking v1, v2, v4 and u2 in
the ﬁrst color, u1 and u3 in the second color and v3 in the third color is equal to 1.3896 and better than the one induced
by the 2-coloring (V ,U), equal to 1.8364.
The problem dealt in this section, called Probabilistic Min k-Coloring in what follows, consists, for a k greater than
2 and smaller than the order n of the input bipartite graph B, of determining the best among the k-colorings of B (since
B is bicolorable, there exists at least one coloring for any such value of k; on the other hand, an n-coloring of any graph
is trivial). We show that Probabilistic Min k-Coloring is NP-hard for any k3.
3.1. The complexity of Probabilistic Min 3-Coloring
In order to prove the NP-hardness of Probabilistic Min k-Coloring, we ﬁrst need to prove an initial completeness
result about Probabilistic Min 3-Coloring that will serve us as a basis. Obviously, Probabilistic Min 3-Coloring consists
of determining the best among the 3-colorings of a bipartite graph B. We denote by Probabilistic Min 3-Coloring (K),
the decision version of Probabilistic Min 3-Coloring, i.e., the one where for some constant K, we search for determining
if there exists a 3-coloring of B with (functional’s) value at most K. We ﬁrst prove that Probabilistic Min 3-Coloring
(K) is NP-complete. Then, we extend the gadget that we use for this proof and we use properties of it, in order to form
a recursive argument helping us to show that Probabilistic Min k-Coloring is NP-hard for any k.
Proposition 15. Probabilistic Min 3-Coloring (K) is NP-complete.
Proof. Probabilistic Min 3-Coloring (K) is obviously in NP. The completeness will be proved by reduction from the
following precoloring extension problem, called 1-Prext (shown to be NP-complete in [10]): “Given a bipartite graph
B(V,U,E) with |V ∪ U |3 and three vertices v1, v2, v3, does there exist a 3-coloring (S1, S2, S3) of B such that
vi ∈ Si for i = 1, 2, 3?” Consider an instance B ′(V ,U ′, E′, v1, v2, v3) of 1-Prext and remark that we can assume that
Fig. 1. A bipartite graph B(V,U,E) where the 2-coloring is not the best-functional a priori solution.
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Fig. 2. The graph M¯3,3 = B[{vi , ui : i = 1, 2, 3}].
Fig. 3. The 3-coloring C∗ restricted to M¯3,3; E(B,C∗) = 2+ 2 + 23 − 4 − 6.
v1, v2, v3 belong all either to V or to U ′; in the opposite case it is easy to see that 1-Prext is polynomial. Suppose that
v1, v2, v3 are in V . We transform B ′(V ,U ′, E′, v1, v2, v3) into an instance of Probabilistic Min 3-Coloring (K) in the
following way:
• add in U ′ three new vertices u1, u2, u3 and set U = U ′ ∪ {u1, u2, u3}; add in E′ the edge-set E′′ = {viuj :
i, j = 1, 2, 3, i 
= j} and set: E = E′ ∪ E′′ and B = B(V,U,E);
• the probability vector Pr is as follows: p(u1) = p(v1) = , p(u2) = p(v2) = 2, p(u3) = p(v3) = 3, for  110 ,
p(vi) = 0, vi ∈ (V ∪ U)\{vi, ui : i = 1, 2, 3};
• set K = 2+ 2 + 23 − 4 − 6.
Obviously, the transformation of B ′ into B can be performed in polynomial time. We claim that (B,Pr, 3,K) has a
3-coloring with functional at most 2 + 2 + 23 − 4 − 6 iff we can 3-color B ′(V ,U ′, E′, v1, v2, v3) by assigning
any of v1, v2, v3 with a distinct color.
It is easy to see that the contribution of any vertex in (V ∪ U)\{vi, ui : i = 1, 2, 3} in any coloring of B is null.
Denote by M¯3,3 the graph B[{vi, ui : i = 1, 2, 3}] (this graph is a kind of bipartite complement of a perfect matching
on three edges, in our case on edges viui , i = 1, 2, 3) and observe that the (non-zero) value of any coloring of B is
value of some coloring of M¯3,3. In Fig. 2 the graph M¯3,3 = B[{vi, ui : i = 1, 2, 3}] is shown. Observe also that the
value of K, introduced in the third item just above, corresponds to a 3-coloring C∗ of B taking {vi, ui}, i = 1, 2, 3,
in the same color, say Si ; this coloring has functional equal to
∑3
i=1(1 − (1 − i )2) = 2 + 2 + 23 − 4 − 6. In
Fig. 3, the optimal functional-value 3-coloring C∗ restricted to M¯3,3 is presented. By a simple inspection of any other
3-coloring C of B (there exist seven distinct functional-value such colorings), one can easily see that the functional
of C is, for  110 , greater than the functional K of C∗. In Appendix C the other non-optimal 3-colorings of M¯3,3 are
illustrated.
So, if a 3-coloring C∗ of B is polynomially computed with functional K =2+ 2 +23 − 4 − 6, then C∗ restricted
to M¯3,3 is of the form of Fig. 3 (recall that the contribution of the vertices of (V ∪ U)\{vi, ui : i = 1, 2, 3} in any
coloring of B is 0). Consequently, C∗ 3-colors the vertices of B ′ by assigning a distinct color to each of v1, v2, v3.
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Fig. 4. The 2-coloring of B[{vi , ui : i = 1, 2, 3}] with functional of value 2(+ 2 − 4 − 5 + 6).
Conversely, if a 3-coloring assigning a distinct color, say S1, S2 and S3 to each of v1, v2, v3, respectively, is computed
for B ′, then (S1 ∪ {u1}, S2 ∪ {u2}, S3 ∪ {u3}) is a coloring for B with functional K = 2+ 2 + 23 − 4 − 6. 
Remark 16. The functional of the (unique) 2-coloring of B[{vi, ui : i = 1, 2, 3}] (Fig. 4) has value 2( + 2 − 4 −
5 + 6)> 2+ 2 + 23 − 4 − 6, for  110 .
3.2. The complexity of Probabilistic Min k-Coloring for k > 3
We now consider Probabilistic Min k-Coloring, where we look for the best k-coloring for any k ∈ {4, . . . , n} and
its decision version Probabilistic Min k-Coloring (K). We will establish that Probabilistic Min k-Coloring (K) is
NP-complete for any such k.
Consider a bipartite graph M¯k,k , the bipartite complement of a perfect matching with k edges (i.e., a bipartite graph
B(V,U,E) with |V | = |U | = k and with E =E(Bk,k)\{viui, vi ∈ V, ui ∈ U, i = 1, . . . , k}), where by Bk,k we denote
the complete bipartite graph with |V | = |U | = k. Call a color horizontal if it is a proper subset either of V , or of U ; a
coloring will be called horizontal if it is composed only of horizontal colors. On the other hand, call a color vertical if
it contains vertices from both V and U ; a coloring of M¯k,k will be called vertical if all its colors are vertical, otherwise
it will be called non-vertical.
Lemma 17. The following properties hold for the colorings of M¯k,k:
(1) any vertical color of M¯k,k is exclusively of the form {vi, ui}, i = 1, . . . , k;
(2) the non-vertical colors of any non-vertical coloring of M¯k,k are horizontal, i.e., there is no coloring of M¯k,k with
other than horizontal or vertical colors;
(3) for any i = 1, . . . , k, if vi and ui belong to two different colors, these colors are horizontal;
(4) for any induced subgraph B ′(V ′, U ′, E′) of M¯k,k , the functional-value of any horizontal coloring C is greater
than, or equal to, the one of the 2-coloring (V ′, U ′) of B ′; furthermore, if the vertex-probabilities in V ′ (resp.,
U ′) are pairwise distinct, then E(B ′, C)>E(B ′, (V ′, U ′)).
Proof. Items 1 and 2 are easily deduced from the particular form of M¯k,k implying that independent sets {vi, ui},
i = 1, . . . , k, are all maximal for the inclusion.
Item 3 is concluded by the fact that vi excludes any vertex of U (other than ui), while ui excludes any vertex of V
(other than vi).
Finally, Item 4 is a simple application of Corollary 2. Indeed, starting from any horizontal coloring, one can move
vertices from some color to a heavier one, until the natural 2-coloring is produced for B ′. By the form of a horizontal
coloring, all these moves, provided that they are performed into V , or U , result in new feasible colorings. By Lemma
17, any of them is better (i.e., has smaller value) than the previous one. The second claim of Item 4 can be shown by
some easy algebra. 
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Proposition 18. Consider M¯k,k and assume that there exists a vertex-probability system Pr with p(vi) = p(ui) = pi ,
pi 
= pj , i, j = 1, . . . , k, such that, for any i, 3 i < k, the functional of a vertical coloring of any subgraph M¯i,i of
M¯k,k is (strictly) smaller than the functional of the 2-coloring of M¯i,i . Consider a k-coloring C of M¯k,k with value
equal to
∑k
i=1(1− (1−pi)2). Then this coloring is vertical, i.e., of the form {{vi, ui} : i =1, . . . , k} and the functional
associated with it is the smallest over the functional of any feasible coloring of M¯k,k .
Proof. Set C = (S1, . . . , Sk), and remove vertices vk and uk from M¯k,k together with their incident edges, in order to
obtain graph M¯k−1,k−1. Then, the following three cases can appear: (a) M¯k−1,k−1 remains colored with k colors; (b)
M¯k−1,k−1 is colored with k − 1 colors, i.e., one color is removed from C; (c) M¯k−1,k−1 is colored with k − 2 colors,
i.e., two colors are removed from C.
Study of case (a): M¯k−1,k−1 remains colored with k colors
By Item 3 of Lemma 17, vk and uk belong to two distinct horizontal colors, say S1 (⊂ V ) and S2 (⊂ U ), respectively.
Assume now that C = (S1, . . . , Sk) has m horizontal and k − m vertical colors. Assume also that, up to a reordering
of the colors, the m ﬁrst ones are horizontal and the k − m last ones are vertical; in other words, the vertical colors
in C are Si+1 = {vi, ui}, i = m, . . . , k − 1 (both vk and uk belong to horizontal colors). Under this assumption, the
graph induced by S1 ∪ · · · ∪ Sm, denoted by M¯ ′1, and the one induced by Sm+1 ∪ · · · ∪ Sk , denoted by M¯ ′2, are both
bipartite complements of a perfect matching on vertex-sets {vi, ui : i=1, . . . , m−1, k} and {vi, ui : i=m, . . . , k−1},
respectively. Set C′1 = (S1, . . . , Sm) and C′2 = C\C′1 = (Sm+1, . . . , Sk) and remark that
E(M¯k,k, C) = E(M¯ ′1, C′1) + E(M¯ ′2, C′2). (15)
By Item 4 of Lemma 17, the ﬁrst term of (15) is (strictly) greater than the value of the 2-coloring of M ′1 that by the
assumption of the proposition is (strictly) greater than 1 − (1 − pk)2 +∑m−1i=1 (1 − (1 − pi)2). Consequently, the
assumption of case (a) is in contradiction with the value of the coloring C assumed; in other words case (a) cannot
occur under the hypothesis of the proposition. The proof of case (a) is now complete.
Study of case (b): M¯k−1,k−1 is colored with k − 1 colors
One color, say Sk , is removed from C with the removal of {vk, uk}. Denote by C′ = (S1, . . . , Sk−1) the coloring
so-obtained. Two subcases may appear here: (b.1) both vk and uk belong to Sk and (b.2) vk and uk belong to two distinct
colors.
Study of subcase (b.1): both vk and uk belong to Sk . Since {vk, uk} belong to the same color Sk , by Item 1 of Lemma
17 stated above no other vertex can simultaneously belong to it. In this case, the value of C′ is
∑k−1
i=1 (1 − (1 − pi)2)
and the proof of subcase (b.1) is complete.
Study of subcase (b.2): vk and uk belong to two distinct colors. Assume that one among vk, uk , say vk , belongs to a
color in C′, say S1; then uk is a color by itself, i.e., Sk = {uk}. By Item 3 of Lemma 17, S1 is horizontal. Assume as
previously that coloring C′1 = (S1, . . . , Sm) is horizontal (Sk is one among S1, . . . , Sm) and that C′2 = (Sm+1, . . . , Sk−1)
is vertical, denote by M¯ ′1 and M¯ ′2, the subgraphs of M¯k,k induced by the vertex sets S1 ∪· · ·∪Sm and Sm+1 ∪· · ·∪Sk−1,
respectively, and remark that both of them are complements of perfect bipartite matchings. Note also that (15) always
holds. Then, exactly the same arguments as for case (a) conclude that C′1 is dominated by the 2-coloring of M¯ ′1 that is
dominated by the (unique) vertical of this graph. Consequently, the assumption of subcase (b.2) is in contradiction with
the value of C claimed in proposition’s statement; in other words, subcase (b.2) never occurs. The study of subcase
(b.2) is now complete.
Study of case (c): M¯k−1,k−1 is colored with k − 2 colors
Here, vk and uk are two distinct colors by themselves, say Sk−1 and Sk . Then, by application of Corollary 2, these
colors can be mixed into one (vertical) color improving thus the functional which from∑k−2i=1 (1 − (1 − pi)2) + 2pk
becomes now (after the merging of the two colors)∑ki=1(1− (1−pi)2)<∑k−2i=1 (1− (1−pi)2)+ 2pk , contradicting
thus the assumption of the proposition on the value of coloring considered. Once more, case (c) cannot occur and its
proof is complete.
In all of the above we have proved that, under the assumptions made, only subcase (b.1) can hold. Moreover, from
the proofs of cases (a), (b) and (c), one can immediately deduce that the vertical coloring of M¯k,k is the one with the
smallest functional over any other feasible coloring of M¯k,k . An easy backwards induction shows ﬁnally that the claims
of the proposition remain valid for any k3 and this completes its proof. 
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We now show that a vertex-probability system satisfying Proposition 18 really exists. The following lemma shows
that there exists a probability system for the vertices of a bipartite graph M¯k,k such that, for any i, 3 i < k, the
functional of a vertical coloring of any subgraph M¯i,i of M¯k,k is smaller than the functional of the 2-coloring of M¯i,i .
Lemma 19. Consider a bipartite graph M¯n,n, setV ={v1, . . . , vn} andU={u1, . . . , un} both sets ranged in decreasing
vertex-probability order. Set p(vi)=p(ui)= i , for  13 . Then, this vertex-probability system veriﬁes Proposition 18.
Proof. We ﬁx a kn and we show that for any isomorphic M¯k,k of M¯n,n, the functional of a vertical coloring of M¯k,k
is smaller than the functional of the 2-coloring M¯k,k . Order the vertices of M¯k,k in decreasing order of probabilities
and, without loss of generality, set Vk = {vk1 , . . . , vkk } and Uk = {uk1 , . . . , ukk }.We will compute an  such that, if we
set pi =p(vi)=p(ui)= i , i = 1, . . . n, and if we assume a vertical coloring Ck = {{vki , uki } : i = 1, . . . , k} for M¯k,k ,
then
k∑
i=1
(1 − (1 − pki )2)2 − 2
k∏
i=1
(1 − pki ). (16)
For the left-hand side of (16) we have ∑ki=1(1 − (1 − pki )2) = 2∑ki=1pki −∑ki=1p2ki . For the right-hand side of
(16), we get, using the ﬁrst inequality of (7): 2 − 2∏ki=1(1 − pki )2∑ki=1pki − 2∑ki=1∑kj=i+1pkipkj . Using this
last expression, then in order to prove (16) it sufﬁces to compute pki such that 2
∑k
i=1pki −
∑k
i=1p2ki 2
∑k
i=1pki −
2
∑k
i=1
∑k
j=i+1pkipkj , or
k∑
i=1
p2ki 2
k∑
i=1
pki
k∑
j=i+1
pkj . (17)
Fix ki ∈ {1, . . . , k}; suppose that vertex vki ∈ Vk corresponds to vertex v ∈ V (ki) and recall that vertices are
ranged in decreasing probability-order. We want to compute pki (of the form x for some integer x ∈ 1, . . . , n), in
such a way that (17) is satisﬁed, i.e., pki 2
∑k
j=i+1pkj . Obviously, 2
∑k
j=i+1pkj 2
∑n
j=+1pj ; therefore, we want
to compute  such that pki = 2
∑n
j=+1j . The right-hand side of this inequality is a geometric series with ratio .
Its value is (+1 − n+1)/(1− ); so, we compute  such that 2(+1 − n+1)/(1− ), or 12(− n−+1)/(1− ).
Function  → (− n−+1)/(1− ) is decreasing with ; so, 2(− n−+1)/(1− )2(− n)/(1− ). So, we compute
 satisfying 12(− n)/(1 − ), i.e., 13− 2n which is true for  13 . 
Lemma 19 guarantees henceforth that Proposition 18 is feasible.We use it in order to face the main complexity result
of this section, namely that Probabilistic Min k-Coloring (K) is NP-complete, for any k > 3.
Theorem 20. Probabilistic Min k-Coloring (K) is NP-complete.
Proof. Our problem is obviously in NP. On the other hand in Proposition 15 we have proved that Probabilistic Min
3-Coloring (K) is NP-complete even for bipartite graphs B ′ having the following three additional characteristics: (a)
only six vertices vi, ui , i = 1, 2, 3, of B ′ have non-zero probabilities; (b) the subgraph of B ′ induced by these six
vertices is a M¯3,3; (c) pi = p(vi) = p(ui) = i , i = 1, 2, 3, for a suitable , for example < 110 .
We reduce Probabilistic Min Coloring (B ′,Pr, 3,K ′), where B ′ ﬁts characteristics (a) to (c) and K ′ =∑3i=1(1−(1−
pi)
2), to Probabilistic Min k-Coloring (K). We consider an instance of Probabilistic Min Coloring (B ′,Pr, 3,K ′) and
construct B as follows: we putB ′ together with a M¯k−3,k−3; we link the vertices ofV (B ′)with the ones ofU(M¯k−3,k−3)
in such a way that the graph induced by V (B ′)∪U(M¯k−3,k−3) is a complete bipartite graph; we do so with U(B ′) and
V (M¯k−3,k−3). Setting V (M¯k−3,k−3)={v4, . . . , vk} and U(M¯k−3,k−3)={u4, . . . , uk}, we set pi =p(vi)=p(ui)= i ,
i = 4, . . . , k. Finally, we set K =∑ki=1(1 − (1 − pi)2).
By what has been discussed previously, around Proposition 18 and Item 1 of Lemma 17 (a vertical color on vi and ui
cannot have vertices other than these two) and by the fact that the contribution of any other vertex of B ′ is the functional
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of any coloring is 0, one can immediately deduce thatB has a k-coloringwith functional atmostK=∑ki=1(1−(1−pi)2),
if and only if B ′ has a 3-coloring with functional at most K ′ =∑3i=1(1 − (1 − pi)2). 
3.3. An approximation result for Probabilistic Min k-Coloring in some particular classes of graphs
In this section, we restrict ourselves to graph-classes where the minimum coloring problem is polynomial. Further-
more, we assume that the graphs dealt have identical vertex probabilities, denoted by p. We ﬁrst make the following
preliminary remark.
Remark 21. An immediate consequence of Corollary 2 is that the “heavier” the heavy colors, the better the value of
the resulting coloring. This in the case of identical vertex-probabilities becomes: the larger the large colors, the better
the value of the coloring. In other words, in the case of equal probabilities, good colorings are the ones where there
exist some very small colors and some other very large ones. Let us call such colorings unbalanced colorings. If one
could produce a k-coloring having, say, a very large color and k − 1 singletons, this coloring would be the best among
all the k-colorings of the graph, i.e., the best between the colorings of some size is the most unbalanced one. In the
opposite, the worst coloring is, in the case of identical probabilities, the most balanced one, i.e., the one where all the
colors have the same size.
Assume that we deal with k-colorable graphs and we aim at solving Probabilistic Min k-Coloring. Consider an
optimal (deterministic) coloring Cˆ of G and denote by k′ its cardinality. Then, one can split some colors in order to
produce a k-coloring. A possible way for doing this is, for example, to create k − k′ new singletons by “emptying”
the smaller colors of Cˆ (remark that, since we deal with identical probabilities, the smaller the color, the smaller its
weight). Denote by C the so-obtained coloring and byC∗ a minimum-functional one. Then by Remark 21, the following
inequalities hold for E(G,C) (in fact, for any k-coloring) and E(G,C∗), respectively:
E(G,C)
k∑
i=1
(1 − (1 − p)n/k), (18)
E(G,C∗)(1 − (1 − p)n−k+1) + (k − 1)p. (19)
Note thatn/kn−k+1.Then, combinationof (18) and (19) and someobvious algebra derivesE(G,C)/E(G,C∗)1/p.
Corollary 22. Probabilistic Min k-Coloring is approximable within approximation ratio 1/p in graphs with identical
vertex-probabilities, where the minimum coloring problem is polynomial. In particular, if p is ﬁxed, then Probabilistic
Min Coloring ∈ APX.
Remark that, using (4), an approximation ratio n/k is immediately derived for any k-colorable graph of order n with
identical vertex-probabilities, where a k-coloring can be computed in polynomial time. Furthermore, the discussion
just before (18) remains valid. So, the following corollary holds for both Probabilistic Min Coloring and Probabilistic
Min k-Coloring.
Corollary 23. Probabilistic Min Coloring and Probabilistic Min k-Coloring are approximable within approximation
ratio n/k in graphs of order n with identical vertex-probabilities, where the minimum coloring problem is polynomial.
In particular, if n/k is ﬁxed, then both problems are in APX.
4. The graphs M¯n,n
We deal in this section with bipartite complements of bipartite matchings, i.e, with graphs M¯n,n. We will show that,
under any vertex-probability system, Probabilistic Min Coloring is polynomial in this graph-class.
In what follows, we call vertical group Ri the set {vi, ui}, i = 1, . . . , n. Observe ﬁrst that Properties 1–3 of Lemma
17 hold independently of the vertex-probability system considered. Observe also that an immediate consequence of
the combination of these properties with Corollary 2 is the following lemma.
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Fig. 5. The coloring implied by Lemma 25.
Lemma 24. Consider a graph M¯n,n. Any optimal coloring of M¯n,n has at most two horizontal colors. If S1 and S2 are
these colors, then the subgraph of M¯n,n induced by S1 ∪ S2 is a bipartite complement of a bipartite matching.
The following lemma is the key-part for the proof of the result claimed in the beginning of this section. For simplicity,
for a group Ri , set f (Ri) = 1 − (1 − pvi )(1 − pui ). Suppose furthermore that, upon a reordering of the groups, M¯n,n
is represented in such a way that f (R1)f (R2) · · · f (Rn); in other words “their values diminish from the left to
the right”.
Lemma 25. Consider three vertical groups Ri = {vi, ui}, Rj = {vj , uj } and Rk = {vk, uk}, such that f (Ri)
f (Rj )f (Rk). Fix an optimal coloring C∗ of M¯n,n. If colors of vi , vj (on the one hand) and of ui , uj (on the
other hand) are horizontal in C∗, then Rk cannot be a vertical color of C∗.
Proof. Denote bySv andSu the horizontal colors ofvi ,vj andui ,uj , respectively, and assumew.l.o.g. thatf (Sv)f (Su),
where, as previously, f (S) denotes the weight of color S. So,
(1 − pvi )(1 − pvj )(1 − pui )(1 − puj ). (20)
As it will be understood below, the opposite case (i.e., the one where (1 − pvi )(1 − pvj )(1 − pui )(1 − puj )) is
completely similar.
By the assumption on the values of Ri , Rj and Rk , the following holds:
(1 − pvi )(1 − pui )(1 − pvj )(1 − puj )(1 − pvk )(1 − puk ). (21)
It sufﬁces to show that (1 − pvi )(1 − pvj )
∏
v∈Sv\{vi ,vj }(1 − p)(1 − pvk )(1 − puk ), i.e., that color Sv is “heavier”
than color Rk . In this case, application of Corollary 2 (by “diluting” color Rk to colors Sv and Su, in this order) allows
us to improve solution. Since (1 − pvi )(1 − pvj )
∏
v∈Sv\{vi ,vj }(1 − p)(1 − pvi )(1 − pvj ), it sufﬁces to show that
(1 − pvi )(1 − pvj )(1 − pvk )(1 − puk ). By (21) one immediately gets
(1 − pvi )(1 − pui )(1 − pvj )(1 − puj )(1 − pvk )2(1 − puk )2. (22)
On the other hand, combination of (20) and (22) easily yields inequality (1 − pvi )(1 − pvj )(1 − pvk )(1 − puk )
claimed. 
Lemma 25 has the following important consequence that will serve us to devise a polynomial time algorithm for
Probabilistic Min Coloring in graphs M¯n,n. Fix an optimal coloring C∗ and consider the four leftmost vertices, say vi ,
vj and ui , uj of its two horizontal colors Sv and Su, respectively (suppose that any of these colors has at most two
vertices). Then, it sufﬁces to determine vertical groups Ri and Rj (i.e., the ones where vi , ui and vj , uj , respectively,
belong), in order that the whole coloring C∗ is determined. Indeed, applying Lemma 25 with vi , vj and ui , uj , the two
leftmost vertices of colors Sv and Su, respectively, the form of coloring C∗ is as in Fig. 5, i.e., colors on the left of vi ,
ui and from vi+1, ui+1 to vj−1, uj−1 are vertical, and the two horizontal colors have vi , vj and ui , uj as the leftmost
vertices, the rest of them being vj+1, . . . , vn and uj+1, . . . , un, respectively.
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The discussion just above exhibits the following algorithm for Probabilistic Min Coloring in the class of graphs
M¯n,n:
(1) consider the full vertical coloring (R1, R2, . . . , Rn) and store its value;
(2) consider the natural horizontal coloring (V ,U) and store its value;
(3) for i = 1 to n, consider coloring (Ri, V \Ri, U\Ri) and store its value;
(4) for i = 1 to n, for j = i + 1 to n − 1, consider the coloring of Fig. 5 and store its value;
(5) output the best of the colorings computed during Steps 1–4.
From what has been discussed previously, the coloring returned by Step 5 of the algorithm above is optimal for M¯n,n.
Furthermore, it is easy to see that this algorithm runs in polynomial time (in fact, a careful implementation of it,
including an ordering of vertical groups in decreasing order with respect to their weights f (·), implies a complexity of
O(n2)). In all of the above the following theorem has been proved.
Theorem 26. Probabilistic Min Coloring is polynomial for the bipartite complements of bipartite matchings.
Proposition 27. Assuming identical vertex-probabilities, the unique 2-coloring of M¯n,n is optimal for Probabilistic
Min Coloring. Furthermore, Probabilistic Min k-Coloring is polynomial in M¯n,n.
Proof. For Probabilistic Min Coloring, starting either from any mixed coloring, or from the vertical one, iterative
application of Corollary 2 concludes that the unique 2-coloring is optimal. Obviously, as we have already seen in
Section 3.2, this becomes not true when dealing with non-identical vertex-probabilities.
We now deal with Probabilistic Min k-Coloring. Assume ﬁrst that kn + 1 and set for facility k = n + x. Color
n− x + 1 vertices, say, of U with the same color and then color the n+ x − 1 still uncolored vertices using an unused
color for any of them. Assume now kn. Color, say, U with one color. Color n − (k − 2) vertices of V with another
color and then color the remaining k − 2 vertices of V , using an unused color for any of them. Following Remark 21
of Section 3.3, in both of the cases dealt, the colorings produced are the most unbalanced ones, hence optimal. 
5. The complements of bipartite graphs
Given a bipartite graph B(V,U,E), its complement, B¯(V ,U, E¯), is a loop-less graph consisting of two cliques, one
on V and one on U , plus the set of edges E¯′ = {viuj /∈E : vi ∈ V, uj ∈ U}; in other words, the edges of E¯ are the
edges of the cliques K|V | and K|U | and the edges between V and U missing from E. These graphs have the property
that any independent set is of cardinality at most 2. In other words, for any coloring there is a collection of independent
sets of size 2 and of singletons. The following lemma characterizes the functional’s value of such a coloring.
Lemma 28. Let B¯ be the complement of bipartite graph B, let n be the order of B¯ and B, let C be a coloring of B¯
and let S ={{vik , ujk } : k = 1, . . . , |S|} be the collection of independent sets of size 2 in C. Then E(B¯, C)=
∑n
i=1pi −∑|S|
k=1pikpjk .
Proof. The value of a color {vik , vjk } ∈ C will be 1 − (1 − pik )(1 − pjk ) = pik + pjk − pikpjk ; on the other
hand, the value of a singleton {vi} ∈ C will be pi . Consequently, it is easy to see that the functional of C will be
E(B¯, C) =∑ni=1pi −∑|S|k=1pikpjk as claimed. 
From Lemma 28, the ﬁrst term of the functional is constant; so, E(B¯, C) is minimized when its second term is
maximized. Consider the bipartite graph B ′(V ,U,E(B ′)) with E(B ′) = (V × U)\E¯′ and assign to any edge viuj ∈
E(B ′) weight pipj . Then, collection S becomes a matching of B ′ and the term
∑|S|
k=1pikpjk is the total weight of this
matching. Recall ﬁnally that a maximum weight matching can be polynomially computed in any graph [31]. Then,
consider the following algorithm: given B¯ (a) transform it into B ′ and weight any of its edges with the product of the
probabilities of its endpoints; (b) compute a maximum weight matching M in B ′; (c) color endpoints of any edge of M
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with an unused color (the same for both endpoints); (d) color the remaining vertices of B ′ with an unused color by such
vertex. From what has been discussed, the coloring so produced is optimal and the following result holds immediately.
Theorem 29. Probabilistic Min Coloring is polynomial in complements of bipartite graphs.
We now focus ourselves on Probabilistic Min k-Coloring, under the assumption of identical vertex-probabilities.
Remark ﬁrst that arguments very similar to the ones above show that in the complement B¯ of any bipartite graph B of
order n, (B¯) = n − |M|, where M is a maximum (cardinality) matching of B ′, where B ′ is as above. Dealing with
complements of bipartite graphs, Probabilistic Min k-Coloring makes sense if k >n − |M|.
Theorem 30. For any k >n−|M|, Probabilistic Min k-Coloring is polynomial in the complements of bipartite graphs.
Proof. Note ﬁrst that the discussion before the theorem exhibits the following facts dealing with any feasible k-coloring
C of B¯:
(1) the 2-colors of B¯ constitute a matching of B ′;
(2) the number 2 of 2-colors of B¯ veriﬁes 2 = n − k;
(3) E(B¯, C) =∑ni=1pi −∑2=1pipj (see also Lemma 28).
Combination of Facts 1–3 concludes that, for a given k, in order to determine the best k-coloring in B¯, one just has to
compute the maximum-value matching (among those) of size 2 = n − k in B ′.
Recall that computation of a maximum matching in a bipartite graph B ′ reduces to computation of a maximum
integral ﬂow in a transportation network N ′ derived from B ′ [13]. Indeed, given B ′(U, V,E(B ′)), one adds two new
vertices, a source s′ and a sink t, she/he links s′ to any vertex u of, say, U by an arc [s′, u], and any vertex v in V to t by
an arc [v, t] and transforms edges in E(B ′) into arcs by orienting them from U to V . One sets lower bounds of all of
the arcs to 0; capacities of arcs are set as follows: an arc of type [s′, u] or [v, t] is assigned with capacity 1, while arcs
derived from E(B ′) are assigned with capacity ∞. Note also that, as one can see from the proof of [13], any feasible
ﬂow 	 of the so constructed transportation network N ′ corresponds to a matching with size equal to the value |	| of 	.
Now, in order to compute a matching of size, say m′, one can modify N ′, by adding a new source s and by linking it
to the former source s′ by an arc [s, s′] of capacity m′ (and of lower bound 0). Let us denote by N the so derived new
network. Then, by arguments completely analogous to the ones in [13], the problem of computing a ﬂow of maximum
value m′ in N amounts to computation of a maximum ﬂow in N which, as observed just above, allows computation of
a maximum matching, i.e., of a matching of cardinality m′ in the original bipartite graph B ′.
Our problem is, however, to compute a maximum value matching among the ones of a ﬁxed cardinality, say m′, in
an edge-valuated bipartite graph B ′. Obviously, the construction of an edge-valued transportation network N can be
performed as above by maintaining the same values on the arcs derived from E(B ′) and by assigning value 0 on any
other among the arcs added. Denoting by w the vector of the weights on the arcs of N, our problem then becomes{
max 	 · w
subject to 	 is a feasible ﬂow of value m′ in N
which, by very simple arguments of linear algebra, is equivalent to the following problem:{
min 	 · (− w)
subject to 	 is a feasible ﬂow of value m′ in N. (23)
Note now that Busacker’s and Gowen’s algorithm [15], which works for weights of any sign, determines in polynomial
time an optimal solution for the problem expressed by (23) (i.e., the one of determining a minimum-cost ﬂow of a ﬁxed
value in a transportation network).
Consequently, given a bipartite graphB ′ (constructed from B¯ as in the discussion beforeTheorem 29), one transforms
it into a weighted one (B ′, w) by weighting any edge (vi, uj ) by pipj . Then, one transforms (B ′, w) into a weighted
transportation network (N, wN) as described just above and then one applies the minimum-cost ﬁxed value ﬂow
algorithm of Busacker and Gowen. By what has been discussed, this algorithm polynomially solves Probabilistic Min
k-Coloring in complements of bipartite graphs. 
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Fig. 6. A counter-example for the greedy (Kruskal-type) algorithm for computing a maximum-cost ﬂow of ﬁxed value: (a) a bipartite graph; (b) the
derived transportation network.
A question that should be handled here is whether a simpler algorithm, for instance the greedy one, consisting of
building a matching of size m′ by using the m′ heaviest edges that can form a matching (i.e., a strategy analogous to
the one of Kruskal for minimum spanning tree [25]), could be used to derive the result of Theorem 29. We show that
this kind of procedure does not work for our problem.
Consider the graphB ′ ofFig. 6(a)with edge-weights:w([v1, u1])=100,w([v1, u3])=1,w([v2, u2])=2,w([v2, u3])=
9, w([v3, u2]) = 9, w([v3, u3]) = 10, w([v4, u2]) = 1, w([v4, u5]) = 100, w([v5, u3]) = 2, w([v5, u4]) = 1, and the
network N derived from it, shown in Fig. 6(b), together with a ﬂow of (maximum) value 210 and of size 3 (heavy-drawn
arcs); recall that the capacity of the arc [s, s′] is 3, for our case, and the weights on the additional arcs are all equal to
0. If one tries to construct a maximum-value ﬂow of size 4, then the greedy algorithm would have used arcs [v1, u1],
[v4, u5], [v3, u3] and [v2, u2] (resulting in a ﬂow of size 4 and of value 212), while there exists a ﬂow of size 4 with
value 218. It is obtained by replacing arc [v3, u3] (of weight 10) in Fig. 6(b) by the arcs [v2, u3] and [v3, u2] (both of
weight 9).
On the contrary, such simple algorithm is feasible when B¯ has identical vertex-probabilities. In this case, all the
colors of size 2 have the same value; the same holds, obviously, for the colors-singletons. Hence, all the colorings using
2 2-colors and 1 singleton-colors, i.e., n − 2 colors, have the same functional’s value. Suppose now that we ask
for determining the best k-coloring of B¯ for k = n − |M| + x and for some x |M|. Then, starting from a maximum
matching M of B ′, one can split any x independent sets of size 2 into 2x singletons. This new conﬁguration corresponds,
with respect to B¯, to a coloring of size k = n − |M| + x.
Corollary 31. Under identical vertex-probabilities, Probabilistic Min k-Coloring is polynomial in complements of
bipartite graphs, for any k >n − |M|.
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6. Concluding remarks
There exists a list of interesting open problems dealing with the results of this paper. The complexity of Probabilistic
Min Coloring in bipartite graphs still remains open despite our efforts to handle it. We feel that it is NP-hard but this
feeling has to be conﬁrmed. Also, it is interesting to study the complexity of Probabilistic Min Coloring for natural
classes of bipartite graphs as chains, cycles, or trees, or even for general bipartite graphs with identical vertex-
probabilities, as well as for classes of graphs “close” to bipartite ones, for example, the split graphs.
In another order of ideas, an interesting approximation strategy for solving hardminimization problem is the so-called
“master-slave” approximation. It consists of solving a minimization problem (the master one) by repeatedly solving a
maximization one (the slave problem) (for more details on this technique, see [1,22,32]). This kind of technique has a
very natural application in the case of minimum coloring where the slave problem is the maximum independent set. It
consists of iteratively computing an independent set in the graph, of coloring its vertices with the same unused color,
of removing it from the graph and of repeating these stages in the subsequent surviving subgraphs until all vertices are
colored. The slave independent set problem for Probabilistic Min Coloring is the one of determining the independent
set S∗ maximizing quantity |S|/(1 −∏vi∈S(1 − pi)) over any independent set S of the input graph. Obviously, this
problem is NP-hard in general graphs since for pi = 1 for any vertex of the input graph, we recover the classical
maximum independent set problem. However, approximation of it in general graphs and complexity and, eventually,
approximation results in graph-families as the ones dealt in this paper seem to us interesting to be studied.
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Appendix A. Proof of (7)
For the left-hand side of (7), observe ﬁrst that it is true for  = 1 and suppose it is true for  = 
, i.e.,

∑
i=1
pi −

∑
i=1

∑
j=i+1
pipj 1 −

∏
i=1
(1 − pi). (A.1)
Suppose now that  = 
 + 1. Expression (A.1) implies∏
i=1(1 − pi)1 −∑
i=1pi +∑
i=1∑
j=i+1pipj . Multiply
both terms of the last inequality by (1 − p
+1); then,

+1∏
i=1
(1 − pi)
⎛
⎝1 −

∑
i=1
pi +

∑
i=1

∑
j=i+1
pipj
⎞
⎠ (1 − p
+1)
= 1 −

∑
i=1
pi +

∑
i=1

∑
j=i+1
pipj − p
+1
+ p
+1

∑
i=1
pi − p
+1

∑
i=1

∑
j=i+1
pipj
= 1 −

+1∑
i=1
pi +

+1∑
i=1

+1∑
j=i+1
pipj − p
+1

∑
i=1

∑
j=i+1
pipj
1 −

+1∑
i=1
pi +

+1∑
i=1

+1∑
j=i+1
pipj
which proves the left-hand side inequality in (7). For the right-hand side, we prove by induction on  that ∏i=1
(1−pi)1−∑i=1pi . This is clearly true for =1; suppose it is also true for =
, i.e.,∏
i=1(1−pi)1−∑
i=1pi .
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Then, by multiplying both members of this inequality by (1 − p
+1), we get that the product obtained is equal to
1 − p
+1 −∑
i=1pi + p
+1∑
i=1pi1 −∑
+1i=1 pi . 
Appendix B. Proof of (4)
Consider again quantity
∏
vi∈Sj (1 − pi) and note that simple mathematical arguments get
∏
vi∈Sj
(1 − pi) = exp
⎧⎨
⎩
∑
vi∈Sj
log(1 − pi)
⎫⎬
⎭= exp
⎧⎨
⎩−
∑
vi∈Sj
log
(
1
1 − pi
)⎫⎬
⎭ . (B.1)
Consider function f (x)=x− log(1/(1−x))=x+ log(1−x); it is decreasing with x ∈ [0, 1] and, moreover, f (0)=0.
Therefore, f (x)0, in other words, pi log(1/(1 − pi)). Using this inequality together with (B.1), we get
E(G,C) =
k∑
j=1
⎛
⎝1 − exp
⎧⎨
⎩−
∑
vi∈Sj
log
(
1
1 − pi
)⎫⎬
⎭
⎞
⎠

k∑
j=1
⎛
⎝1 − exp
⎧⎨
⎩−
∑
vi∈Sj
pi
⎫⎬
⎭
⎞
⎠
. (B.2)
On the other hand,
∏
vi∈Sj (1 − pi)(1 − pmin)|Sj |1 − pmin. Summing for j = 1 to k, we get
E(G,C) =
k∑
j=1
⎛
⎝1 − ∏
vi∈Sj
(1 − pi)
⎞
⎠ 
k∑
j=1
pmin = kpmin.
Note now that E(G,C) = ∑kj=1(1 − ∏vi∈Sj (1 − pi))k. Furthermore, observe that 1 − pi1 − pmax; hence,∏
vi∈Sj (1−pi)(1−pmax)|Sj |. Let us prove that, for any > 0, (1−pmax)1− pmax. This inequality is obviously
true for  = 1. Suppose it is true for 
; in particular, for  = 
 we have (1 − pmax)
1 − 
pmax. At range 
 + 1
we have (1 − pmax)
+1(1 − 
pmax)(1 − pmax) = 1 − (
+ 1)pmax + 
p2max1 − (
+ 1)pmax and the inequality
claimed holds for any . Using it for |Sj |, j = 1, . . . , k, we have ∏vi∈Sj (1 − pi)(1 − pmax)|Sj |1 − |Sj |pmax,
which implies 1 −∏vi∈Sj (1 − pi) |Sj |pmax. Summing it for j = 1, . . . , k, we get E(G,C) =∑kj=1(1 −∏vi∈Sj
(1 − pi))∑kj=1|Sj |pmax = npmax.
Appendix C. The distinct non-optimal 3-colorings of M¯3,3
Figs. C.1–C.6 illustrate the six distinct-value non-optimal 3-colorings of the graph M¯3,3 dealt in the proof of
Proposition 15, together with the values of the functionals associated with them.
Fig. C.1. E(B,C) = 2+ 22 − 4 − 5 + 6.
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Fig. C.2. E(B,C) = 2+ 22 + 3 − 4 − 25 + 6.
Fig. C.3. E(B,C) = 2+ 22 + 3 − 24 − 5 + 6.
Fig. C.4. E(B,C) = 2+ 2 + 23 − 25.
Fig. C.5. E(B,C) = 2+ 22 + 23 − 34.
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Fig. C.6. E(B,C) = 2+ 22 − 6.
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