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&I@ and W s  Bmzhs, Naval Postgraduate School 
he demand for large, highquality 
systems has increased to the point T where ajump in software technology 
is needed. Rapid prototyping is one of the 
most promising solutions to this problem. 
Rapid prototyping is particularly effective 
for ensuring that the requirements accu- 
rately reflect the user’s real needs, increas- 
ing reliability and reducing costly require- 
ments changes. 
This article presents a method for 
rapidly constructing executable proto- 
types for large real-time systems. In our 
method: 
The prototype must satisfy and be 
traceable to its requirements. We con- 
struct prototypes iteratively to analyze and 
strengthen the requirements. 
The prototype must be easy to modify 
because it will be subject to many revisions 
before the user is satisfiedwith the require- 
ments as reflected by the prototype’s be- 
havior. 
The prototype code must be easy to 
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read and analyze because the prototype is 
supposed to support analysis of the in- 
tended system and documentan initial de- 
sign. Clear and simple high-level struc- 
tures let designers answer questions easily 
about the system’s properties and feasi- 
bility. We developed our prototyping 
method with the Prototype-System De- 
scription Language’ and an automated 
prototyping environment? 
The goal of a prototype is different than 
that of a production software system. Effi- 
cient use of designer time and rapid feed- 
back are more important than robust 
operation, efficient use of machine re- 
sources, and completeness. 
We use an integrated approach to proto- 
typing that combines a computational 
model tailored for real-time systemswith a 
high-level prototyping language, a system- 
atic design method for rapid prototype 
construction, and an automated prototyp 
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Related work 
There are two main types of system decomposition: one based on dataflow and the other 
on control flow.' We know of no previous work providing asyntactic and semantic way to com- 
bine dataflow and control flow for system design. 
Several nonprocedural anguages have been proposed in recent years. These languages 
are easy to analyze and expose an algorithm's natural parallelism. The design of the nonpro- 
cedural control constraints in PSDL owes much to these ideas. But one difference between 
our work and previous approaches to rapid prototyping using applicative languages is that 
we provide a black-box specification for each component in addtion to an implementation. 
Bladebox specifications state which properties of the prototype are required in the intended 
system and can also be used to retrieve reusable components from a software base. 
Our approach to execution support for PSDL owes much to the pioneering work on real- 
time system modeling andscheduling by Liu and Mok?Theirworkshows how asynchronous 
tasks car! be modeled by synchronous equivalents. 
There hasbeen afairamountofworkon machine-aidedrapid prototypingforsystemswith- 
out hard real-time constraints. For example, Wasserman and colleagues have described a 
system to make prototypes of user interfaces for interactive systems3 
Bruno and Marchetto have used petri nets to prototype the synchronization and inter- 
processcommunication aspects of processcontrol system~.~ While the notation is not very 
easy to read, it does support automated deadlodc detection and performance evaluation in 
terms of steady-state probabilities for graph markings. 
Cameron has described a technique for modeling real-world systems that is appropriate 
for typical data-processing applications: but his method does not address real-time con- 
straints and is weak on data abstractions. 
Many informal versions of dataflow diagrams have been used extensively to model the 
data-transformation aspects of software systems. Dataflow diagrams are easy to read and 
reveal the internal structure of a process and the potential parallelism inherent in a design, 
making dataflow attractive to designers. 
We believe an automated prototyping environment should be able to graphically display 
and update the prototype's system structure. However, these informal notations do not pro- 
vide a unified mechanism to represent all the relevant attributes of software systems (such 
as timing and control) and are not sufficiently formal to be executable. 
Amore precise model of a dataflow computation has been developed for hardware design, 
and we haveextendedthemodelandthe notationtoincludecontrolaspectsandcriticaltiming 
constraints in atwedimensional dataflow diagram without losing its natural benefits6 These 
extensions are needed for the design of systems with hard real-time constraints. 
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ing environment that lets designers effec- 
tively use a base of reusable software com- 
ponents. 
The computational model prevents hid- 
den interactions among system c o m p  
nents and encourages designs with good 
module independence. The language 
supports the model and combines itwith a 
powerful set of data and control abstrac- 
tions to make it easy to describe systems at 
a high level. The automated environment 
relies on a software-base-management sys- 
tem for retrieving and adapting reusable 
~omponents.~ 
Strategy. We use a problem-oriented, 
topdown strategy to focus the prototyping 
effort on a critical problem or on selected 
attributes of the entire system. The major 
system attributes that a prototype must 
demonstrate to the user usually appear in 
a critical subsystem, so you must create a 
skeleton of the intended system with 
which the fully.prototyped subsystem must 
interact. This skeleton helps you at least 
partially simulate the critical subsystem's 
environment to demonstrate the prom 
type's behavior. You also need an initial de- 
scription of the.intended system as a basis 
for discussion. An interactive graphics edi- 
tor lets you build this skeleton rapidly and 
understand it quickly. 
During the prototyping effort's itera- 
tions, our environmentletsyouupdate the 
prototype quickly and easily. 
The prototyping method associated 
with PSDL results in a hierarchically struc- 
tured prototype. The method gives you a 
decomposition strategy for filling in more 
details at any level of the prototype design. 
It helps you focus on the critical subsys- 
tems that must be refined to resolve the 
problems that required the rapid prow 
typing effort in the first place. 
The prototype design is based on a b  
stract functions, abstract data, andabstract 
control. This high-level view emphasizes 
the overall configuration at each level 
without getting embroiled in low-level 
details. PSDL supports functional, data, 
and control abstractions, which hide 
lower level details in the prototyping 
method. Only the concepts directly used 
at each level appear in the abstractions of 
the dataflow diagram at that level. 
Language. We recognize that agood lan- 
guage for expressing design in a precise 
model is essential for rapid prototyping. 
PSDL was designed to serve as an execu- 
table prototyping language at the specifi- 
cation or design level. 
Our prototyping method produces a 
PSDLformat description of the proto- 
type. PSDL provides sufficient structures 
and descriptive ability to express the inter- 
nal and external features of the system 
modules. PSDL also uses a clear and 
powerful modularization model to build 
and describe the prototype. The model is 
based on dataflow under real-time con- 
straints and uses an enhanced dataflow 
diagram that includes nonprocedural 
control constraints and timing con- 
straints. 
PSDL and its prototyping method were 
designed primarily for hard real-time sys- 
tems. (A hard real-time constraint is a 
bound on the response time of a process 
or the period between invocations that 
must be satisfied under all operating con- 
ditions. A hard real-time system has hard 
real-time constraints as part of its require- 
ments.) The box above left describes re- 
lated work that PSDL benefited from. 
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Decomposition 
Problem decomposition iscentral in the 
design of any large system. We propose a 
uniform decomposition method that 
combines the advantages of dataflow and 
control-flow decomposition and helps the 
designer achieve good modularity. 
Good modularity is a key factor for in- 
creasing productivity because it reduces 
the debugging effort to produce a correct 
executable system andbecause it improves 
the understandability, reliability, and 
maintainability of the developed system. 
These features are especially important in 
rapid protopping. 
Combining dataflow and control flow. 
Each criterion for decomposing asystem is 
order when they are merged, because you 
cannot predict the relative speeds of inde- 
pendent processes under the usual inter- 
pretation of dataflow. 
Iwamoto and Shigo use a control-flow 
decomposition where the data stream 
forks into several branches and is rejoined 
and where the operators on the branches 
influence each other’s results through 
state changes (in these cases, dataflow 
decomposition will result in computations 
whose results can depend on the unpre- 
dictable behavior of the process sched- 
uler). An example is a transaction with 
multiple updates to a shared database, 
where the final state of the database may 
depend on the arbitrary order of the u p  
dates performed by operators on parallel 
says that a composite operator cannot fire 
again until all the internal activity associa- 
ted with the previous firing is complete. 
This rule provides a kind of mutual exclu- 
sion that prevents interference between 
successive actions by the same operator 
without preventing concurrent execution 
of a composite operator’s components. 
Their second problem with dataflow 
decomposition does not arise in PSDL 
prototypes because there is no implicitly 
shared changeable data. 
PSDL computation model. The  en- 
hanced dataflow diagram that PSDL is 
based on is a directed graph with associa- 
ted timing and control constraints. The 
nodes of the graph are operators; the arcs 
are data streams. 
based on acomputational model; dataflow 
and control flow are two popular decom- 
Operators are either functions (without 
an internal state) or state machines (with . .  
position criteria. The components of a 
dataflow decomposition are independent 
sequential processes that communicate 
through buffered data streams, while the 
components of a control-flow decomposi- 
tion are procedures that are called by and 
return to a main procedure with a single 
control thread. 
N’hich decomposition strategy to 
choose depends on how much control 
over the sequencing of suboperations is 
necessarv or desirable. Iwamoto and 
Shigo‘ have suggested circumstances 
where each decomposition is preferred 
and have given some restrictionssufficient 
toguarantee that the computed resultsare 
independent of scheduling decisions. 
Their system does not address real-time 
constraints and is a relatively low-level ex- 
tension to Fortran applications that issub 
ject to many confusing restrictions. 
They use dataflow decomposition where 
there isa mismatch between the structures 
of an operator’s input and output data 
stream, introducing an intermediate data 
stream of lower level data elements to re- 
solve the structure clash. An example is a 
decomposition with a dispatch operator 
that recognizes several alternative kindsof 
inputs and routes them to the appropriate 
special-purpose operator. Dataflow 
decomposition for such a structure re- 
quires that the data elements contain 
extra sequencing information to make 
sure the result streams do not get out of 
branches of the dataflow graph. 
Control-flow decompositions tend to 
overlyresuict the sequencing ofsubopen 
tions, while dataflow decompositions 
sometimes lack semantically necessary re- 
strictions on that sequencing. To avoid 
these problems with dataflow decornposi- 
tions, we have developed a new underlying 
model of computation for PSDL, which is 
based on dataflow and guarantees that the 
resultsofacomputationdonotdepend on 
undetermined properties of the sched- 
ulers. Our method combines control con- 
stxaintswith the dataflow model to achieve 
the best modularitywith sufficient control 
information. We use dataflow to sirnpllfy 
the interactions between modules, elimi- 
nating direct external references and 
communication through side effects. 
The first problem in Iwamoto’s and 
Shigo’sapproach- thatyou mustprovide 
extra sequencing information -does not 
arise in our model because a PSDL rule 
an internal state). When an operator fires, 
it reads one input value from each incom- 
ing arc and puts at most one computed 
output value on each outgoing arc. An 
operator’s firing can be triggered by the 
arrival of a specified set of input data 
values or by a periodic timing constraint. 
The firing of an operator and the p r e  
duction of an output value can also be s u b  
ject to conditional control constraints that 
depend on locally available data values. 
This limited facility for interconnecting 
operators is well-matched to the needs of 
real-time systems, where each operator 
must complete its task in afuted time. 
A data stream cames values of an a b  
stract data type. Both the built-in and user- 
definable PSDL data types are immutable. 
An immutable type has no operations for 
changing the state of a data object, so all 
changes appear as newly generated data 
values rather than as updates to existing 
data objects. 
The generic built-in PSDL types include 
tuples (records), one-fs (tagged vari- 
ants), sets, sequences, maps (lookup ta- 
bles), and relations. These types provide a 
powerful facility for defining finite collec- 
tions of any value type and make it easy to 
construct many userdefined abstract data 
types. PSDL also has conventional data 
types for numbers, strings, and truth 
values. 
Each data stream is either a dataflow 
stream, which guarantees that each data 
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element that enters is delivered exactly 
once,  or a sampled stream, which 
guarantees that a data element can always 
be entered into or delivered from the 
stream on demand, at the cost of replicat- 
ing elements or discarding older values. A 
dataflow stream acts like a fint-in, first-out 
queue whose length is bounded by 1. A 
sampled stream acts like a memory cell 
that always contains the most recent data 
value in the stream and that can be  u p  
dated at any time. 
In PSDL, the control and timing con- 
straints of the operator receiving a stream 
determine whether the stream is a data- 
flow or sampled stream. (Dataflow streams 
are discrete datatlows; sampled streams 
are continuous dataflows.) The con- 
straints guarantee there will be datavalues 
on all the input streams of an operator 
whenever it fires. Exceptionsare treated as 
data values of a special data type, which 
flow downdatastreamssubject to the same 
rules as ordinary data values. 
In PSDL, each operator can have a max- 
imum execution time and a maximum re- 
sponse time, which are treated as hard 
real-time constraints. Operators with real- 
time constraints are periodic (syn- 
chronous) or sporadic (asynchronous). 
The firing frequency of each periodic 
operator is specified by giving its period. 
The minimum period between firings is 
also specified for each sporadic operator 
to record the necessaryassumptionsabout 
worstcase operating conditions for asyn- 
chronous external events. 
You can also associate control con- 
straintswith operators.These include con- 
ditions that act asguards for firing an oper- 
ator or passing an output value to a data 
stream, and can control exception condi- 
tions or timers. 
It is easy to describe individual timing 
constraints of a real-time system, but large 
real-time systems often contain a mixture 
of periodic and sporadic operators with 
many different frequencies. The interac- 
tions between such timing constraints can 
be very complex and very difficult to ana- 
lyze without the help of a computer. 
Hierarchical decomposition. The PSDL 
prototyping method develops a hierarchi- 
cal design through stepwise refinement. 
While the model is created mostly in a t o p  
down fashion, the process is guided by a 
tool that browses through the reusable 
components in the software base. Each 
operator and each data type associated 
with the data streams is given a black-box 
specifcation and subjected to further re- 
finement, There are three possibilities for 
this refinement: 
1. A search of the  software base 
succeeds in retrieving a reusable compo- 
nent whose specifications match those of 
the required operator or type. The useful- 
ness of partial matches is enhanced by 
facilities for instantiating generic reusable 
components and by PSDL control con- 
straints, particularly conditional guards 
that can limit the execution of a reusable 
componen t to the cases where its behavior 
satisfies the requirements of the needed 
prototype component. In this case, all re- 
quired lower level details are supplied 
from the software base and no further ef- 
fort is required of the prototype designer. 
2. No match is found in the software 
base and the behavior of the needed com- 
ponent is sufficiently complex to decom- 
pose into a network of simpler types and 
operators. The component is refined as a 
lower level dataflow model, and the 
process is repeated recursively. As in any 
design process, the designer’s skill and ex- 
perience determine the speed and quality 
of the decomposition. PSDL contains a 
powerful set of built-in data types and con- 
trol constraints to aid this decomposition. 
3. No match is found in the software 
base and the behavior of the needed com- 
ponent is so simple that further decom- 
position would not be useful. This means 
the software base is incomplete. (This 
should not occur often for applications 
with a mature software base.) In this case, 
you would code a small, special-purpose 
module in the underlying language and 
add it to the design database containing 
the prototype. If you expect to develop 
similar systems, you can also add the code 
to the software base. You extend the soft- 
ware base with the new module after the 
rapid-prototyping effort is completed be- 
cause you must generalize the module, de- 
velop a good specification for it, and 
certify its correctness before adding it - 
these are time-consuming prerequisites 
that you likelywillwant to do after you have 
completed your current prototype. 
Locality and component smping. PSDL 
has been designed to prevent implicit in- 
teractions between operators, thus en- 
couraging model independence. Because 
there is no global data in PSDL, operators 
must rely on incoming data streams for all 
input. Because all PSDL datavaluesare im- 
mutable, operators cannot interact 
through state changes in a shared mutable 
data object. Two PSDL operators cannot 
interact through state changes unless both 
have explicit dataflow connections to the 
same state machine. 
The state of a state-machine operator is 
purely local in PSDL. The operator can be 
influenced only by sending data values to 
one of the operator’s input streams 
through a local name-scoping rule for 
composite operators. Access to state ma- 
chines must be local; you cannot send a 
data stream directly to a composite opera- 
tor’s component because the component 
names are not visible outside, the imple- 
mentation part of the composite operator. 
For the same reason, two composite oper- 
ators cannot share the same instance of a 
state machine as a subcomponent (al- 
though they could both use different in- 
stances of the same generic state ma- 
chine). 
This locality makes it easier to modify 
PSDL prototypes because the number of 
modules affected by a change is limited 
and can be determined by a straightfor- 
ward mechanical analysis of the proto- 
type’s dataflow structure. It also makes it 
easier to distribute the partsof the compu- 
tation among several processors, since 
there are no implicit interactions (which 
are difficult to implement in a loosely 
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coupled architecture). 
The localized nature of the PSDL com- 
putational model encourages the prote 
type designer to first specify abstract state 
machines or functions and then to decom- 
pose them into loosely coupled networks 
of independent operators, which is the 
preferred structure for distributed soft- 
ware. 
Supportingenvironment 
An automated support environment is 
essential for the rapid construction of p r o  
totypes. PSDL and its prototyping method 
have been designed for use in an environ- 
ment containing a software-base-manage- 
ment system, a syntaxdirected editor with 
graphics capabilities, a design database, 
and an execution-support system. 
directed editor helps speed the design 
process by eliminating syntax errors, aut* 
matically supplying keywords, and 
prompting you with a choice of legal syn- 
tactic alternatives at each point. 
The graphics tool is a part of the syntax- 
directed editor that provides a graphical 
view of the dataflow diagram part of acom- 
posite module’s PSDL implementation. It 
helps you visualize the relationships be- 
tween the components of a decomposi- 
tion through a two-dimensional dataflow 
diagram and provides a convenient way to 
enter and update the decomposition in- 
formation in the enhanced dataflow dia- 
gram, which is part of a PSDL imple- 
mentation of a component.  This 
capability is important because the textual 
Software base. The software-base-man- 
agement system stores and retrieves reus- 
able components. In addition to imple- 
mentation information, each component 
in the software base must have a PSDL 
specification. The PSDL specification is 
organized as a set of distinct but related at- 
tributes. The software-base manager must 
provide component retrieval based on 
partial matches of these attributes, as well 
as a browsing capability similar to the one 
provided by the Smalltalk environment 
and a set of operators for tailoring and in- 
stantiating generic comp~nen t s .~ .~  
We assume that a sufficiently large, prac- 
tical software base containing highquality 
reusable componentsis attainable. It isim- 
portant to have a relatively complete set of 
general-purpose components to perform 
the functions common to many systems, 
such as managing displays, sorting and 
searching, parsing input strings, and 
managing look-up tables. Many of these 
functions can be effectively encapsulated 
inasmallsetofabstractdatatypes. Itisvery 
important to provide generic versions of 
the reusable components because it would 
otherwise be impossible to design with a b  
stract data types while relying on standard 
reusable components for performing 
common utility functions. 
Designer interface. The designer inter- 
face consistsof a syntaxdirected editor for 
PSDL and a graphics tool to construct and 
display dataflow diagrams. The syntax- 
Anaut-edsulrport 
environment is essential 
fibrthenqpidumstrucfion 
of- PSDL is 





form of a dataflow diagram is harder to un- 
derstand than the graphical form. 
Design database. The design database in 
the prototyping environment contains 
PSDL designs. Using a database rather 
than a text file simplifies the job of writing 
programs that analFe PSDL prototypes 
and helps provide a continuous cross-ref- 
erencing capability. 
This crossreferencing capability is most 
important for requirements tracing and is 
used mostly in updating the requirements 
and adjusting the prototype to match. In 
this case, the binary relationship is satis 
fies-requirement. The design database 
must support retrievals of the form 
given a requirement, find all the PSDL 
components that implement it, or 
given a PSDL component, find all the 
requirements it implements. 
Execution-support system. To construct 
and update aprototype rapidly, the execu- 
tion-support system for PSDL must be effi- 
cient. Because prototype modifications 
are at least as frequent as prototype runs, 
both preprocessing time and execution 
time must be given roughly equal weight, 
making interpretive implementation pref- 
erable to compilation. 
The execution-support system should 
be able to save the state of a computation 
and to run several alternative versions of a 
prototype from a state without repeating 
the initial part of the computation. This is 
important because the designerwill have a 
dialogue with the user during which an 
aspect of the prototype’s behavior is dem- 
onstrated and criticized and duringwhich 
alternatives are explored. 
Because it may have taken along user in- 
teraction to arrive at the state to be ex- 
amined, it is not acceptable to require the 
designer and the user to go through many 
repetitions of that dialogue or even to 
rerun the initial part of the dialogue from 
a saved script. The need to modify the p r e  
totype in the middle of a run implies the 
need for a dynamic loader and for some 
way to rapidly respond to changed specifi- 
cations. 
Our execution-support system consists 
of a static scheduler, a dynamic scheduler, 
and a debugger? 
The static schedulers schedules time for 
the computationswith hard real-time con- 
straints so that all the timing constraints 
are guaranteed to be met. We use the stan- 
dard approach of statically allocating time 
slots sufficient for the worstcase execu- 
tion times of the operators. The abstract 
treatment of timing information is an im- 
portant property of the dataflow model 
because only the essential time orderings 
among the events in the computation are 
given. These time orderings act as con- 
straints on the static scheduler and allow 
the flexible exploration of schedules for 
multiprocessor configurations. 
The dynamic scheduler schedules the 
computations that do not have hard real- 
time constraints in time slots not used by 
the timecritical computations. 
The debugger exercises the prototype, 
collects statistics, and lets you readily mod- 
lfy it to conform to new or modified re- 
quirements. 
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We have chosen a real-world example - 
a hyperthermia system - to demonstrate 
our design method. We chose this ex- 
ample because the software used for 
temperature control in the hyperthermia 
system is a typical embedded system with 
hard real-time constraints and because the 
application is significant and realistic. It is 
large enough to demonstrate the essential 
features of large-scale prototype program- 
ming but not too large to describe here. 
The problem. One approach to combat- 
ting cancer is to destroy tumorous cells 
selectively with heat. One way to do this is 
with a hyperthermia system, which uses a 
microwave generator connected to a fine 
tuner and matching control system to pro- 
duce and deliver controlled, local heating 
directly to tumors. A computerized con- 
trol system adjusts power output automati- 
cally to maintain the temperature in ac- 
cordance with the treatment plan. 
The hyperthermia system has four sub  
systems: a computer system, an operator’s 
panel, a microwave generator, and a 
temperature sensor. The critical subsys- 
tem is the software that receives input from 
the temperature sensor and produces 
control commands to operate the whole 
system. The software controls the rest of 
the system, which is typical of real-time 
embedded systems. To demonstrate the 
prototype’s behavior, we had to simulate 
the properties of the rest of the system. 
The software subsystem’s informal re- 
quirements, which are rough and typical 
of the initial requirements supplied by a 
user, were: 
Accept input tumor data in the 
patient’s medical record from an existing 
source. 
Prepare the probes and their corre- 
sponding structures in the microwave and 
temperature-sensing systems. 
After the preparation is completed, 
have the power generator begin generat- 
ing microwaves and then have the software 
control system adjust the intensity of the 
microwaves sent based on inputs from 
probes in the temperature-sensing system. 
The adjustment should be made accord- 
ing to the data describing the microwave- 
temperature-time pattern. 
The desired hyperthermia tempera- 
ture for the therapeutic treatment is 
42.5-C. The system should reach the indi- 
cated temperature in less than five 
minutes to leave sufficient time for treat- 
ment. 
After the system reaches the indicated 
temperature, it should keep the tempera- 
ture stable for 45 minutes to kill tumorous 
cells. During this time, the treatment sys- 
tem should adjust the intensity of micro- 
waves to keep the temperature stable with 
an error tolerance less than 0.1’C. 
The software subsystem must appro- 
priately control the other subsystems of 
the hyperthermia system to ensure their 
correct operation. 
Initial steps. Before building a proto- 
type, we first analyzed the problem to de- 
cide what questions the prototype is sup 
posed to answer, to identlfy which parts 
and attributes of the system to prototype, 
and to get the requirements for the proto- 
type. Figure 1 shows the prototyping life 
cycle and the steps for updating the re- 
quirements. 
The first step in our prototyping method 
is to determine which questions are sup 
posed to be answered using the prototype. 
Typical questions that can be answered 
using a prototype are whether the p r e  
posed system behavior meets user needs, 
whether system 1 / 0  interfaces are accept- 
able, andwhetherproposed real-time con- 
straints can be satisfied. 
In the hyperthermia example, the ques- 
tions we addressed were whether a real- 
time control system satisfying the require- 
ments was feasible and whether the 
proposed control system was safe for use in 
hospitals. 
The next step is to determine which part 
of the system must be prototyped to an- 
swer these questions. In the hyperthermia 
system, the critical subsystem was the soft- 
ware, since the feasibility and safety of the 
temperature probes and microwave gen- 
erator were not in doubt. 
The critical subsystem has interfaces to 
the doctor, temperature probes, and mi- 
crowave generator. The attributes that af- 
fect safety and thus must be included in 
the prototype were the treatment 
temperature and the treatment time. The 
relation between the microwave power 
level and the treatment temperature must 
be determined and simulated to allow the 
evaluation of the proposed control algo- 
rithms for the microwave power level. 
The third step is to rewrite the prototyp 
ing system’s requirements into aclear and 
brief form because the initial English de- 
scription is usually long, redundant, and 
imprecise. PSDL assumes that the require 
ments are structured as a set of named 
items. The PSDL facility for recording the 
correspondence between the require- 
mentsand the partsofthe prototypeworks 
best if each item in the requirements r e p  
resents a single constraint and if different 
items represent independent constraints. 
You can use more formal notation in 
PSDL, butwe used the following: 
Shutdown: Microwave Dower must 
-re 1. Prototyping life cycle and the steps for updating the system requirements. 
drop to zero within 300 ms of turning off 
the treatment system’s switch. 
Temperature tolerance: After the sys 
tem stabilizes, the temperature must be 
kept between 42.4“C and 42.672. 
Maximum temperature: The tempera- 
ture must never exceed 42.6‘C. 
*Start-up time: The system muststabilie 
within five minutes of turning on the treat- 
ment system’s switch. 
Treatment time: The system must shut 
down automatically when the tempera- 
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ture has been above 42.4'C for 45 minutes. 
Level of detail. One of the most impor- 
tant concerns is how much detail should 
be included in the prototype. Our guide- 
line is to include the minimum amount of 
detail implied by the previous choice of 
what questions toanswer andwhich partof 
the system to prototype. At this point, the 
critical things to keep in mind are: 
A prototype system is not a production 
system. The purpose of a prototype is to 
provide answers to questions about the re- 
quirements and the properties of the pro- 
posed system. The prototype must include 
only the aspects of system behavior rele- 
vant to answering these questions. It does 
not have to be a complete, reliable, or effi- 
cient realization of the proposed system. 
For the attributes and subsystem to be 
prototyped, you do not have to design the 
prototype in as much detail as you would 
the intended system. You can use func- 
tional simulation to reduce the amount of 
detail that must appear at a specific work- 
ing level. You can leave out aspects that are 
not related to the questions or represent 
them with lowcost mock-ups. 
For example,ifthepurposeoftheproto- 
type is to determine the effectiveness of a 
proposed control algorithm, the display 
formats are not critical and off-theshelf 
defaults can be used. Conversely, if the 
central questions are related to human 
factors, the format and placement of the 
displays may have to be represented in 
detail, while thedatacontent isnotcritical 
and can be filled in by a random-data gen- 
erator. Extraneous details can be treated 
as lower level attributes and left to be real- 
ized in lower level components if the 
decomposition is eventually refined 
further. 
There are three important considera- 
tions in determining the level of detail: 
Choose a minimum set of subcom- 
ponents at each level of the decomposi- 
tion hierarchy. 
Eliminate unnecessary decomposition 
if reusable components of the same or 
nearly the same specifications can be 
found. 
Try functional simulation in the un- 
derlying programming language for the 
components whenever it can simplify the 
specification implementation. 
Prototype components. PSDL proto- 
type components are either operators or 
abstract data types. Every component will 
eventually have both a specification and 
an implementation part in PSDL. Specifi- 
cations are developed for all components 
at a given level of the hierarchy before any 
of the implementation parts are con- 
sidered, and the process is repeated until 
no more decomposition is needed. 
The function of each component is 
clarified by writing its formal description 
and attribute specifications. Informal 
English descriptions are written for each 
component as design documentation if 
the formal descriptions and the attributes 
specifications are insufficient to describe 
the components or the design. The speci- 
fication part of the top-level operator in 




INPLT patient-chart: medical-history, 
OLTPLT treatment-finished: boolean 
STATES temperature: real 
DESCRIPTION 
{ The bdn-cumor treatment system kills 
treatment-switch: boolean 
IhTllALLY37.0 
tumorous cells using hvperthermia 
induced by microwaves. t 
END 
This operator is a state machine. The only 
component of the state needed for the 
prototype is the temperature of the tumor, 
which is specified to be normal body 
temperature in the initial state. 
Medical-history is an abstract data type 
appearing as an external input to the sys- 
tem. A partial PSDL specification for this 
data type is given below. The complete 
data type has many other operations, but 
only those related to the brain-tumor 
treatment system are included in the pro- 
totype. This illustrates the principle of in- 
cluding only those details needed for the 








OUTPUTS diameter: real 
EXCEFTIONS no-tumor 
MAXIMUM EXECUTION TIME 5 ms 
DESCRIPTION 
{ Returns the diameter of the tumor at 
a given location, produces an excep- 






(Themedical historycontainsall the 
disease and treatment information for 
one patient. ) 
END 
Decomposing Components. After the 
components have been identified and 
specified, you search the software base to 
determine if they match existing reusable 
components. If the retrieval results in a re- 
usable component with sufficiently close 
specifications, the implementation is 
finished. Otherwise, you decompose com- 
plex components into more primitive 
parts and code simple ones in the underly- 
ing language. 
You decompose an abstract data type by 
giving a representation for the values of 
the type in t e rm of other simpler types 
and then decomposing the operators of 
the type. You decompose an operator by 
expressing it as a dataflow decomposition 
involving simpler types and operators. YOU 
do this by identifying some useful lower 
level operators, guided by the concepts 
found in the problem description and re- 
quirements, and by considering the oper- 
ators available in the software base. 
You can find such operators through the 
browsing tool and by retrieving inexact 
matches to a PSDL specification from the 
software base. You next determine the in- 
terconnections of the operators and the 
types of the data streams. You add control 
constraints where needed, and you then 
allocate the timing constraints of the com- 
posite component its parts at the next 
lower level. 
The operator for Brain-Tumor-Treat- 
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ment-System was not available in the soft- 
ware base. We chose to decompose the 
operator because itwas not a simple one. 
Verifying requirements. To check that 
the requirements for maintaining the 
treatment temperature were met, it was 
useful to divide the prototype into a con- 
trol system and a simulation of the system 
to be controlled. In this case, the system to 
be controlled consisted of the patient, the 
microwave generator, and temperature 
measurement system. The only attributes 
of this system needed for the prototype 
were the temperature reading and the 
desired power level for the microwave gen- 
erator. 
Figure 2 shows the data streams in the 
PSDL implementation and the lower level 
operators. 
The Brain-Tumor-Treatment-System 
is described as a periodically executing 
feedback loop that implements a state m a  
chine. Each cycle in a PSDL dataflow dir+ 
gram must contain a state variable with a 
declared initial value. In the example, the 
only cycle contains the state-variable 
temperature. 
We chose the period of the Brain- 
Tumor-Treatment-System to meet the 
emergency-shutdown requirement,  
which requires the system to set the power 
to zero within 300 ms after the treatment 
system’s switch is turned off. This require- 
ment will be met if the sum of the period 
and the maximum execution time of the 
hyperthermia system do not exceed 300 
ms. 
Because the treatment system’s switch 
can change unpredictably, it can be almost 
a full period before the system samples the 
switch’s value. Hyperthermia-System 
must then be executed before a response 
to the changed input signal can be 
generated. A tighter time bound cannot 
be established without looking inside the 
hyperthermia system, which we want to 
avoid to preserve the prototype’s hierar- 
chical structure. 
The control function is very important 
for the patient’s safety, and the tempera- 








treatment-switch b I_) treatment-finished 
DATA STREAM treatment-power: real 
CONTROL CONsraAINTs 
OPERATOR H yperthermia-System 
OPERATOR Simulated-Patient 
PERIOD 200 BYREQUIREMENTS shutdown 
PERIOD 200 
DESCRIETTION { mechanically generated description 1 
END 
Figure 2. Lower level operators and the data streams connecting them for the 
microwave generator. 
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the accuracy of common thermometers, 
so ample time must be allocated for the ac- 
curate computation of treatment-power. 
Because it takes time for the tumor to heat 
up in response to a higher power level, the 
system must allow enough delay for Simu- 
1atedPatient to respond to each power- 
level change to avoid control instabilities 
in the actual system. Because both func- 
tions have roughly equivalent demands 
for time, we allocate equal time periods for 
both components. 
Because this was the top level of the de- 
sign, there were no other processes com- 
peting for computing resources, so we 
could use the entire period to execute the 
two functions. These considerations led to 
a period of 200 ms, with maximum execu- 
tion times of 100 ms for each component. 
We could have improved the accuracy of 
these timing values by measuring the run- 
ning time of the prototype or by using a 
static timing-analysis tool to calculate 
worstcase time bounds for loopfi-ee code 
(using the instruction times of aparticular 
compiler and machine) and constructing 
an accurate simulation of the power- 
temperature-time relationship for the 
human brain. 
The period must also let the system ad- 
jus t  the power level fast enough to 
guarantee that the temperature remains 
in the allowable range. The correspon- 
dence between temperature tolerances 
and required response times would be de- 
termined in practice through experi- 
ments using the prototype. These experi- 
ments are likely to spark changes to the 
timing requirements as well as to the con- 
trol algorithms - an important reason to 
build prototypes. 
We believe that simulations of the soft- 
ware’s environment are an essential part 
of rapid prototyping and that any lan- 
guage for prototyping real-time systems 
must support the construction of such 
simulations. Simulations are important 
because the actual environment of the in- 
tended system is often too dangerous or 
too expensive to riskwhile testing a pro te  
type with unknown and possibly faulty 
properties. 
Data types. The  interface to 
Brain-Tumor-Treatment-System in- 
cludes the abstract data type medical-his 
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tory. Figure 3 shows the implementation 
part of medical-history. Only one opera- 
tion of this type, Get-Tumor-Diameter, 
was needed for the prototype, although 
additional operations to create values of 
the type were later needed to exercise the 
prototype. We modeled the type as a tuple 
because a real medical history will contain 
many other components in addition to a 
tumor description. Because these atuib 
uteswere not important for the prototype, 
they were not specified in detail. 
We modeled the tumor description as a 
mapping from tumor location to tumor 
diameter because a patient can have more 
than one tumor and because the tumor 
size was the only attribute important for 
the prototype. We allocated most of the 
available time to the table lookup function 
map.Fetch because it involved searching, 
while extracting afixed componentofare- 
cord can be done in little time. In a mature 
system, the execution times for operations 
of built-in types such as tuple.Getwould be 
obtained automatically from the software 
base. 
The data types tuple and map are built 
into PSDL, and their implementations are 
retrieved from the software base. A tuple is 
the Cartesian product of several compe 
nent types, with symbolic names for the 
components. A map is a function from a 
finite subset of one data type to another 
data type, and is similar to a lookup table. 
In the prototype, the Fetch and  
Get-Tumor-Description functions are 
primitive operations of the map and tuple 
types, so they need not be refined any 
further. Tuple is a parameterized family of 
typeswithaget-Xoperation foreachcom- 
ponent name X. We used the exception- 
control constraint to turn an exception of 
the built-in map type into a different ex- 
ception meaningful for the medicalhis 
tory type. This is an example of the kind of 
local adjustment commonly needed to 
adapt a reusable component to the needs 
of a particular prototype. 
Lower level components. The decom- 
position step must be repeated for the 
components at lower levels until imple- 
mentations can be retrieved from the soft- 
ware base or until the parts are imple- 
mented by functional simulations coded 
in the underlying language. 
IMPLEMENTATION 










tumor-location map.Fetch diameter 
DATA STREAM td: tumor-description 
CONTROL CONSTlWlW3 
OPERATOR map.Fetch 
EXCJPTION no-tumor IF Not(map.Has(tumor-lotion, td)) 
END 
END 
-re 3. Implementation part of medid-history abstract data type. 
In this section, we show the decomposi- 
tion of one component at each level of the 
hierarchy, continuing until we hit the bot- 
tom.Wehavechosenapathdown thehier- 
archy that terminates in a component im- 
plemented by a functional simulation 
coded in Ada. Figure 4 shows the PSDL de- 
scription for Hyperthermia-System. 
This example illustrates the use of an 
eventcontrolled timer, a conditional out- 
put, andconditionallyactivatedoperators. 
The treatment-time timer is reset (to 
zero) whenever the temperature drops 
below body temperature (such as at the 
end of a treatment session). The timer is 
restarted if the temperature is in the range 
for effective hyperthermia, and it is 
stopped if the temperature goes out of the 
range. The treatment-time timer records 
the treatment time and controls the trans 
mission of the output treatment-finished 
from the Maintain operator. 
The Maintain operator always produces 
the value True for the treatment-finished 
switch, while the Start-up operator always 
produces the value False for the treat- 
ment-finished switch. Because the output 
of Maintain is conditional, the True value 
is transmitted only when the predicate 
giving the output condition is true. The 
initial False value persists until the condi- 
tional output is transmitted because treat- 
ment-finished is a sampled data stream 
(as are all the other data streams in this ex- 
ample). Both Start-up and Maintain are 
triggered conditionally. The guards of 
these two operators are mutually exclu- 
sive, so only one is executed in any period. 
The temperature going out of range is 
an unwanted event that is prohibited by 
the tempemure-tolerance requirement. 
Constructing the prototype forces you to 
recognize that this event is possible and 
raises the question of how the system 
should behave if the event does happen 
due to some kind of malfunction. These 
events also let you compare control alge 
rithms for the Maintain operator. In a typi- 
caldevelopment,youwouldprototype sev- 
eral control algorithmsand compare their 
behaviors by monitoring the frequency of 
stoptimer events for treatment-time. 
The specification for the Maintain oper- 
ator at the next level of refinement is: 
OPERATOR Maintain 
SPECIFICATION 
INPUT temperature: real 
OUTPUT estimated-power: real, 
treatment-finished boolean 




{ The power is controlled to keep the 
power between 42.4 and 42.6 degrees 
c. t 
END 
The Maintain operator is a specialized 
function not found in the software base. It 
is simple enough so that further decom- 
position is not useful, sowe chose to imple- 
ment itwith a hnctional simulation in the 
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SPECIFICATION 
boolean 
INPUT temperature: real, patient-chart: medical-history, treatment-switch: 
OUTPUT treatment-power: real, treatment-finished boolean 
MAXIMUM EXECUTION TIME 100 ms 
MAXIMUM RESPONSE TIME 300 ms BY REQUIREMENTS shutdown 
KEYWORDS medical-equipment, temperature-control, hyperthermia, 
brain-tumors 
DESCRIPTION 
{ After the doctor turns on the treatment switch, the hyperthermia system 
reads the patient’s medical record and turns on the microwave generator 
to heat the tumor in the patient’s brain. The system controls the power 
level to maintain the hyperthermia temperature (42.5 degrees C) for 45 
minutes to kill the tumorous cells. When the treatment is over, the system 
turns off the power and notifies the doctor. } 





Start-up patient-chart temperature 
estimatedgower 
treatment-finished Maintain 
DATA STREAM estimatedgower real 





TRIGGERED IF temperature < 42.4 
STOP TIMER treatment-time 
RESET TIMER treatment-time IF temperature <= 37.0 
BY REQUIREMENTS maximum-tempemme 
OPERATOR Maintain 
TRIGGERED IF temperature >= 42.4 
START TIMER treatment-time 
OUTPUT treatment-finished IF treatment-time >= 45 min 
BY REQUIREMENTS maximum-temperame 
BY REQUIREMENTS treatment-time, temperature-tolerance 
BY REQUIREMENTS treatment-time 
I END 
Figwe 4. PSDLdescription for the Hyperthermia System operator. 
underlying language. This decision was re- 
corded in PSDL as follows: 
IMPLEMENTATION Ada maintain 
END 
At the bottom level of the hierarchy, the 
PSDL implementation part gives the lan- 
guage the module is implemented in and 
the name of the implementation module. 
An Ada implementation for the Main- 
tain operator is: 
PROCEDURE maintain (temperature: 
IN real; estimated-pwer: OUT real; 
treatment-finished OUT boolean ) IS 
c: CONSTANT real := 10.0; 
IF temperature > 42.5 THEN 
estimad-pwer := 0.0 
ELSE estimated-power := c * 
(42.5 temperature); 
END IF 
treatment-finished := true; 
BEGIN 
END maintain; 
This represents a conservative first design. 
It is very safe in the sense that it is very un- 
likely for the temperature to go too high. 
The algorithm is based on a very simple 
physical model assuming the tumor has no 
heat loss, so the rate of temperature in- 
crease is proportional to the applied 
power level. The model has the advantage 
of being very simple, so it can be imple- 
mented quickly. It is not very accurate, 
however, because the blood flow through 
the brain tissue will carry away excess heat. 
Because of this oversimplification, the first 
version of the control algorithm may not 
ever apply enough power to reach the hy- 
perthermia temperature, violating the 
start-up time requirement. 
This is typical of an iterated rapid prote 
typing effort. The initial version of the p r e  
totype will meet some but not all of the re- 
quirements. It is often fastest to construct 
a system by successive approximation - 
getting a quick skeleton in place that 
roughly approximates the required b e  
havior - and then using that skeleton as a 
basis for planning further efforts. 
Eduatiugthe prototype. You evaluate a 
PSDLprototype by running it through the 
PSDL preprocessor and then executing it 
on sample input data using the PSDL in- 
terpreter and debugger. First, you should 
test the prototype against the require- 
ments and fix any design faults. You can 
also answer some of the questions that 
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prompted the prototyping effort. Once 
you believe the prototype behaves accord- 
ing to its specification, you demonstrate it 
to the users, who identify faults in the be- 
havior. You record these faults and trace 
them back to the requirements. You can 
also measure the prototype’s behavior to 
identify performance bottlenecks. 
The PSDL execution-support system 
should perform static analysis and report 
certain design errors. The most important 
of these are violations of timing con- 
straints, which the static scheduler d i s  
coverswhen it fails to findavalidschedule. 
Such errors can be caused by inconsistent 
constraints or insufficient resources. The 
first kind ofviolation is a design fault; the 
second is an error in estimating the com- 
puting resources needed. This second 
error can often be corrected by letting the 
scheduler use more processors. 
Other errors detectable at this point in- 
clude type inconsistency of interfaces and 
modules without implementations. The 
last kind of error should be reported but 
not be fatal. It should trigger the au to  
matic creation of a stub module that 
roughly simulates the missing component 
through randomly generated output data 
of the appropriate types and a time delay 
conforming to the specified maximum 
execution time, ifone isgiven. Thisshould 
make it possible to simulate important at- 
tributes of a partially completed proto- 
type, providing feedback on critical ques 
tions as early in the process as possible. 
As in any other activity, human error is 
possible in prototype construction. You 
must execute the prototype with at least a 
minimal set of test data to make sure the 
prototype’s behavior conforms to the de- 
sign’s intentions. The test cases produced 
in this stage should form the initial version 
of the demonstration to the user. 
The prototyping effort started by identi- 
fymg a set of questions. These questions 
can be answered in part by your choosing 
relevant input values and observing the 
prototype’s behavior. ees t ions  about the 
feasibility of performance constraints fall 
in this category. Sometimes the questions 
involve clarification of concepts that are 
not precisely defined in the requirements. 
In these cases, it is your responsibility to 
propose a precise version of the concept 
and todemonstrate to the user how the de- 
signer’s proposed definitions affect the 
prototype’s behavior. 
It becomes the user’s responsibility to 
examine the consequences of the defini- 
tions and of the requirements’ current in- 
terpretation, as well as to judge whether 
the results are acceptable. It is also the 
user’s responsibility to identify faul tsin the 
demonstrated prototype’s behavior and to 
tell you what aspects of that behavior are 
not acceptable and why. 
It is your (the designer’s) responsibility 
to make sure that the full range of be- 
havior that can be manifested by the pro- 
totype is included in the demonstration. It 
is also your responsibility to record the 
faults and to trace them to prototype com- 
ponents and to the requirements. The 
cross-reference facilities of the design 
database aid this stage of the process. 
You also evaluate the example prototype 
to identify potential difficulties in the con- 
struction of the deliverable version of the 
intended system. This can include gather- 
ing statistics about the firing frequencies 
of the prototype’s components to identify 
potential performance bottlenecks and 
evaluating the appropriateness of the de- 
sign concepts used in the prototype, 
taking the feedback from the users into 
consideration. Thisevaluation may lead to 
new questionsforthe next iteration o fp re  
totyping and to the identification of criti- 
cal subsystems that may be difficult to 
design or have tight performance require- 
ments whose feasibility is questionable. 
Analyzing the prototype can also provide a 
cost estimate for the intended system. 
In a serious prototyping effort for a hy- 
perthermia system, you would determine 
at this point that the temperature require- 
ments are difficult to meet and that a care- 
ful detailed analysis of the technical prob  
lems involved is needed. The next step in 
such a case would be to bring in expert 
consultants in the areas of biology, heat 
transfer, and control theory to develop an 
accurate simulation model of the thermal 
properties of the human brain and to pro- 
pose and analytically investigate the stabil- 
ity and effectiveness of several control al- 
gorithms. You would prototype several 
alternative versions of the control algo- 
rithm in the Maintain operator and moni- 
tor the behavior of each version during 
execution to venfy the experts’ opinions. 
Modifying the prototype. You must ne- 
gotiate with the user a set of extensions 
and modifications to the requirements, 
based both on the faults identified in the 
demonstration and on cost and schedule 
estimates derived from the prototype. 
This process is coupled with reinterpreta- 
tion and redefinition of some of the infor- 
mal concepts in the original require- 
ments. If such redefinitions are necessary, 
you should undertake another prototyp 
ing iteration and another demonstration 
and user review. 
In the hyperthermia example, an addi- 
tional requirement resulted from the 
possibility of apremature stoptimer event 
for treatment-time, indicating failure to 
meet the temperature-tolerance require- 
ment. Executing the initial prototype de- 
tected this possibility because that proto- 
type did not deliver a treatment-finished 
signal in less than one hour because it 
could not maintain the hyperthermia 
temperature at the required level. This sit- 
uation was easily detected in a prototype 
demonstration, but it would be easy to 
overlook in other approaches to require- 
ments analysis that do not involve com- 
puter aids. 
Further consideration of this unwanted 
situation showed us that it could be due to 
either software or hardware malfunctions 
and that the absence of such a failure can- 
not be absolutely guaranteed. Con- 
sequently, we needed a new requirement 
to speclfy what “safe operation” means in 
the event of such a failure. 
strategy based on reusable soft- 
ware components is a promising, A practical approach to rapid proto- 
typing. Good modularity is especially im- 
portant in prototyping because of the 
need to make many changes in a short 
time. A systematic method for prototyping 
is necessary but not sufficient for the rapid 
construction of prototypes for large real- 
time systems. 
To make the process rapid, the method 
you use must be supported by a clear, 
simple, and expressive computational 
model supported by a matching language 
and automated prototyping environment. 
The same language must be used for p r o  
totype design and for software-base re- 
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trievals to gain the benefits of reusable 
software components. We have designed 
such a model and language, as well as the 
kernel of such an environment. The lan- 
guage has been applied to several ex- 
amples and appears to be effective for de- 
signing and analping real-time systems. 
Construction of a prototype version of the 
environment is under way. 
More basic research in two areas is also 
needed: 
Better methods for organizing and re- 
trieving reusable components from the 
software base are important for the practi- 
cal implementation of the prototyping 
method presented here. Previouswork on 
retrieving components from a software 
base has been based on classlfylng compe 
nents6 rather than specifying their be- 
havior. Some promising directions in- 
clude software-base organizations based 
on adaptive generalization hierarchies 
and reusablecomponent retrieval based 
on specifications with a semantic canoni- 
cal form. 
Computer-aided modification of pro- 
totype behavior is important for effective 
responses to user feedback during proto- 
type demonstration sessions. Previous 
theoretical results on merging software 
versions4 can be extended and applied to 
this problem. Efficient methods for imple- 
menting flexible interpreters with re- 
starting checkpoints is another important 
area for further investigation. .:. 
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