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Abstract
Given a graph G and ﬁeld F, the well-covered vector space of G is the vector space of all functions f : V (G) → F such that∑
v∈I f (v) is constant for all maximal independent sets I. We show here that, over all ﬁelds F, almost all graphs G ∈ Gn,p has
well-covered dimension 0 over F. As a corollary, we prove that almost no graphs G ∈ Gn,p are well-covered.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A graph is well-covered if all of its maximal independent sets have the same cardinality.All graphs under discussion
in this paper are ﬁnite.Well-covered graphs were introduced in [13] and many papers have appeared since on this topic,
see [3,5,4,6,8–17] for example.
A recent generalization of a well-covered graph is found in [6] (further extended in [7]). For a ﬁeld F, a weighting of
a graph G is a function f : V (G) → F that assigns a value from the ﬁeld F to each vertex of G. Following the notation
of [6], a well-covered weighting f of a graph G has the additional property that there is some value K ∈ F such that∑
x∈M f (x)=K for everymaximal independent setM ofG. In a well-covered graph, since all themaximal independent
sets have the same cardinality, assigning aweight of 1 to each vertex of awell-covered graph is awell-coveredweighting.
In [6], it is noted that:
Observation: Over any ﬁeld, the well-covered weightings of a graph form a vector space V, where for any f, g ∈ V ,
f + g : V (G) → F is deﬁned by (f + g)(v) = f (v) + g(v) for all v ∈ V (G).
This is easy to check since if f and g are well-covered weightings and k and l are elements of the ﬁeld F then kf + lg
is also a well-covered weighting. (See [7] for generalizations of these concepts to other graph sub-structures.) For a
graph G, we use WCF(G) to denote the vector space of well-covered weightings over the ﬁeld F and wcdimF(G) for
its well-covered dimension over F. If the ﬁeld F is the ﬁeld of real numbers then we omit F from the notation.
For example, wcdim(Kn) = 1, as all vertices must have the same weight. In [7], Theorem 3.5, it is shown that the
well-covered dimension of a tree equals the number of leaves, and in [2], it was shown how to extend this result to
chordal graphs.
 Partially supported by a grant from the NSERC.
E-mail address: brown@mathstat.dal.ca (J. Brown).
0012-365X/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2005.09.026
J.I. Brown, R.J. Nowakowski / Discrete Mathematics 307 (2007) 352–355 353
Via calculation, we have seen empirically that ‘most’ graphs seem to have low dimension. We shall make this more
precise in our main result which we state now but the proof is postponed until we prove Lemmas 3, 4. (As usual (c.f.
[1]), by stating almost all graphs G ∈ Gn,p have property P we mean that Prob(G has property P) → 1 as n → ∞.)
Theorem 1. Almost every graph G ∈ Gn,p has well-covered dimension 0.
The proof of Theorem 1 has the following corollary.
Corollary 2. Almost no graphs G ∈ Gn,p are well-covered.
Proof. Any well-covered graph always has a non-zero weighting (namely, weighting each vertex with 1). 
The following lemma from [2] is crucial. The proof is easy and left to the reader.
Lemma 3. Let f be an well-covered weighting of a graph G. If there is an independent set I such that I ∪ {x} and
I ∪ {y} are both maximal independent sets for some pair of vertices x and y, then f (x) = f (y).
This result gives rise to the following deﬁnition. Two vertices x and y of a graph are said to be related, written x ∼ y,
if there is an independent set I such that I ∪ {x} and I ∪ {y} are both maximal independent sets. Note that x and y must
be adjacent else both could be added to I. The edge xy is called a relating edge and I is called a witness for x and y.
LetG be a random graph of order n, that is, on vertices {1, . . . , n}, with each edge appearing independently with ﬁxed
probability p ∈ (0, 1) (we set q = 1 − p and always assume that n is sufﬁciently large). We shall need the following
lemma.
Lemma 4. Let G be a random graph of order n and X ⊂ V (G) have cardinality k, where k is ﬁxed. Let  ∈ (0, 1) and
let
NX = {z ∈ (V (G) − X) : xz ∈ E(G) for some x ∈ X}
be the neighbours of X in G − X. Then
Prob(||NX| − (1 − qk)(n − k)|(n − k))2e−22(n−k).
Proof. From [1, p. 12], if Sn,p is a binomial distribution with parameters n and p, then
Prob(|Sn,p − pn|h)2e−2h2/n.
The distribution of vertices in NX is binomial with parameters n− k and 1− qk . It follows that for any ﬁxed  ∈ (0, 1),
Prob(||NX| − (1 − qk)(n − k)|(n − k))2e−22(n−k). 
Proof of Theorem 1. Choose  ∈ (0, q2) and set b = 1/q. For vertices x and y of G, we let
1. Ex,y denote the event that x /∼ y in G + xy, that is, that x and y are not related (after adding the edge if xy is not
already present);
2. Ax,y denote the event that |Nx,y | /∈ ((1−)(1−q2)(n−2), (1+)(1−q2)(n−2)),whereNx,y=N(x)∪N(y)−{x, y};
3. Bx,y denote the event that there donot exist √n
disjoint independent sets of size logb n
 inV (G)−(Nx,y∪{x, y});
and
4. Cx,y denote the event that there do exist √n
 disjoint independent sets of size logb n
 in V (G)− (Nx,y ∪{x, y}),
but no independent set of size logb n
 dominates Nx,y .
For the rest of the calculation, note that if x and y are adjacent and there is an independent set I inV (G)−(Nx,y∪{x, y})
such that I dominates Nx,y , then we can extend I to a maximal independent set I ′ of V (G)− {x, y} that is a witness in
G of x ∼ y. Note that if all of Ax,y , Bx,y and Cx,y fail, then there will be many independent sets in G− (Nx,y ∪{x, y}),
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with at least one that dominates Nx,y . Thus Ex,y ⊇ Ax,y ∩ Bx,y ∩ Cx,y (where S denotes the complement of set S). It
follows that
Ex,y ⊆ Ax,y ∪ Bx,y ∪ Cx,y = Ax,y ∪ (Ax,y ∩ Bx,y) ∪ (Ax,y ∩ Bx,y ∩ Cx,y),
so
Prob(Ex,y)Prob(Ax,y) + Prob(Ax,y ∩ Bx,y) + Prob(Ax,y ∩ Bx,y ∩ Cx,y)
Prob(Ax,y) + Prob(Bx,y |Ax,y) + Prob(Cx,y |Bx,y ∩ Ax,y).
Now, for each z ∈ G − {x, y}, z is joined to at least one of x and y with probability 1 − q2. Setting X = {x, y} and
 = (1 − q2), we have, by Lemma 4, that
Prob(Ax,y)2e−2((1−q
2))2(n−2)
. (1)
We turn now to Prob(Bx,y |Ax,y). By [1, Theorem 3(ii), p. 256] it follows that the probability is less than n−n0.1 ,
that in a random graph of order n the independence number is at most 1.7 logb n. We can deduce from this that, with
s=|Nx,y |+2, then n− sn− (1+)(1−q2)(n−2)−2(1−q4)n so 1.7 logb (n− s−
√
n−1
logb n
)> logb n.
Thus
Prob(Bx,y |Ax,y)< (n − s)−(n−s)0.1 + ((n − s)logb n
)−(n−s−logb n
)
0.1
+ · · · + (n − s − (√n
 − 1)logb n
)−(n−(
√
n
−1)logb n
)0.1
√n
/(n − s − (√n
 − 1)logb n
)(n−s−(
√
n
−1)logb n
)0.1
√n
/((c1n)(c1n)0.1), (2)
where c1 = 1 − q4.
Finally, we turn to Prob(Cx,y |Bx,y ∩ Ax,y). For any one independent set, I, of size l = logb n, the probability that
a ﬁxed vertex of v of Nx,y is covered by I is 1 − ql . Thus the probability that every vertex of Nx,y is covered by I is
(1 − ql)|Nx,y |, and hence the probability that I does not dominate Nx,y is exactly
1 − (1 − ql)|Nx,y |1 − (1 − 1/n)|Nx,y |.
Since the independent sets of size logb n are disjoint by hypothesis, we have
Prob(Cx,y |Bx,y ∩ Ax,y)(1 − (1 − 1/n)|Nx,y |)
√
n

(1 − (1 − 1/n)|Nx,y |)
√
n
(1 − (1 − 1/n)(1+)(1−q2)n)
√
n
(1 − 0.9e−(1+)(1−q2))
√
n
c
√
n
2 , (3)
where c2 = 1 − 0.9e−(1+)(1−q2) and the third inequality follows from
|Nx,y |<(1 + )(1 − q2)(n − 2)< (1 + )(1 − q2)n.
From (1)–(3) above, we have
Prob(Ex,y)2e−2((1−q
2))2(n−2) + √n
/((c1n)(c1n)0.1) + c
√
n
2 . (4)
Finally, we see that
Prob(there exists distinct x and y for which Ex,y occurs)

(n
2
)
(2e−2((1−q2))2(n−2) + √n
/((c1n)(c1n)0.1) + c
√
n
2 )
= o(1).
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Thus, almost all pairs of adjacent vertices consist of related vertices. Moreover, with probability tending to 1, the
random graph is connected. Thus, with probability tending to 1, all vertices are connected via the relation ∼, and hence
have the same weight in any well-covered weighting of G. By Lemma 3, it follows that wcdimF(G)1.
If all vertices of G are related then consider the case that every vertex receives the same weight, 1. The sum of the
vertex weights for all maximal independent sets must be the same, i.e. every maximal independent set has the same
cardinality and thus G is well-covered. To ﬁnish the proof, it is sufﬁcient to prove that G is not well-covered and
therefore the only weight they can all be assigned is 0.
With probability tending to 1, G contains an induced P3, say with edges xy and xz. A similar argument (using
X = {x, y, z} in Lemma 4) to the one above shows that with probability tending to 1 there is an independent set in
V (G) − (N(x) ∪ =N(y) ∪ {x, y} that dominates N(x) ∪ N(y) ∪ N(z) − {x, y, z}. By extending this independent set
to a maximal one I containing x, we see that I − {x} ∪ {y, z} is also a maximal independent set of G. Thus G (with
probability tending to 1) is not well-covered, so it follows that with probability tending to 1, the well-covered dimension
of G is 0. 
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