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ABSTRACT
In this paper we present a novel approach for depth estimation and background subtraction in light field images. our
approach exploits the regularity and the internal structure of the light field signal in order to extract an initial depth
map of the captured scene and uses the extracted depth map as the input to a final segmentation algorithm which
finely isolates the background in the image.
Background subtraction is natural application of the light field information since it is highly involved with depth
information and segmentation. However many of the approaches proposed so far are not optimized specifically
for background subtraction and are highly computationally expensive. Here we propose an approach based on a
modified version of the well-known Radon Transform and not involving massive matrix calculations. It is therefore
computationally very efficient and appropriate for real-time use.
Our approach exploits the structured nature of the light field signal and the information inherent in the plenoptic
space in order to extract an initial depth map and background model of the captured scene. We apply a modified
the Radon transform and the gradient operator to horizontal slices of the light field signal to infer the initial depth
map. The initial depth estimated are further refined to a precise background using a series of depth thresholding and
segmentation in ambiguous areas.
We test on method on various types real and synthetic of light field images. Scenes with different levels of clut-
ter and also various foreground object depth have been considered in the experiments. The results of our experi-
ments show much better computational complexity while retaining comparable performance to similar more com-
plex methods.
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1. INTRODUCTION
Light field or plenoptic imaging has attracted increased attention in both research and consumer community in
recent years. This exponentially growing popularity stems mostly from the introduction of the consumer-targeted
light field cameras Lytro1 and Raytrix. In light field imaging, multiple views of the scene of interest are captured
using the directional information of the light rays incident on the sensing device. In color imaging in contrast, only
intensities of light rays are captured on the sensor cells.
The advanced sensing capability of a light field camera enables capturing much more information from a scene
than traditional pinhole ones. For example information such as depth map and occlusion ordering can be extracted
using the information inherent in the light field signal.2 Therefore, we can think of light field imaging as a method to
recover the information which are lost during the color image formation process in pinhole cameras which involves
projecting the real-world three-dimensional scene into a two-dimensional image plane.
The extra information content of a light field image can be very efficiently exploited in order to improve many
of the current computer vision algorithms. Computer vision tasks such as segmentation,3 depth map estimation4
and three-dimensional reconstruction can highly benefit light field information for performance improvement. This
requires adaptation of current algorithms to work in the light field space or develop new methods from scratch.5
One of the major applications of computer vision is background subtraction. In background subtraction, we
assume that there is a dominant, clearly distinguishable object in the scene and we want to separate that object (or
probably objects) from its background.
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Object recognition can be used as a very important and useful preprocessing step in computer vision tasks such
as object detection and image retrieval. Moreover, it can be considered and independent task by itself, mostly for
entertainment purposes.
A lot of approaches have been proposed for background subtraction. Most of them rely on motions of the scene
and try to model the background using statistical approaches.6 Because of the need to motion information, these
approaches require sequential frames captured from a scene, rather than a single image. For detecting background
pixels, these approaches mostly rely on color histogram information as well as motion of the objects.
On the other hand, there are approaches which utilize light-field information to infer a depth map from the
scene.4 When the depth map is available, background subtraction can be simply reduced to a thresholding on the
depth values. these approaches usually try to infer the depth map as precise as possible and use variational ap-
proaches.7 therefore, they are computationally expensive.8
In his paper, we use the facts about background subtraction to improve the speed of light-field based methods.
First, depth estimation is a much more difficult task than background subtraction. Therefore, we may not need to
do full depth estimation in order to just separate background from foreground. actually, one would argue that a
single-bit precision is enough for depth estimation if we want it only for background subtraction.
Moreover, we notice that background pixels usually form large background patches. Therefore, depth estimation
is not required for every pixel.And finally, noisy estimations can be removed using spatial information. We use these
facts in derivation of our algorithm.
2. THE PROPOSED APPROACH
2.1 The Plenoptic Function and Formation of Light-Fields
When we talk about images, we usually mean a two-dimensional function of spatial axes x and y . Now consider a
video sequence, i.e a time-ordered sequence of images. We can consider the overall data can as a 3D shape in the
x − y − t space. This can be thought of as a generalization of the traditional intensity image.
In the next step, we also relax the assumption of having a single-sensor camera and add a fourth parameter for
wavelength of the light at any position (x0, y0) on any time (t0). This way we have a four dimensional function or
hypervolume corresponding to the aggregation of video sequences taken at different wavelengths. Each x − y slice
of this volume (assuming other parameters are kept constant) refers to a 2D image captured at a specific time under
a specific wavelength. Similar argument applies to x − y − t (video signals) and other slices.
A Plenoptic function is a generalization of a two-dimensional image, in which we have as well as spatial coordi-
nates of the image plane, five more dimensions for the time(t ), wavelength (λ) and the position of the camera.9 This
leads to:
P = P7(x , y ,Vx ,Vy ,Vz , t ,λ) (1)
in which (Vx ,Vy ,Vz ) are the spatial coordinates of the camera position.
The plenoptic function is highly structured. It contains a significant amount of information about the captured
scene, camera setup, and other acquisition parameters.
However, to make use of this information we should first filter out irrelevant information and make the data
simpler to analyze by reducing its dimensions.
We usually reduce the number of parameters by introducing constraints on the capture process.
A commonly known 3D restriction of the plenoptic function is the x − y −Vx slice. This is known as the Epipolar
Plane Image11 or the light-field.8 Light-fields have attracted a lot of attention in recent years.12–15
We can capture EPIs using either a linear camera array or equivalently (and more practically) by assuming that
the scene is static and linearly moving a single camera (Figure 1). This latter setup is more practical since a plenoptic
function (more precisely a slice of it) can be captured easily and efficiently using a handheld device’s internal camera.
Proc. of SPIE-IS&T/ Vol. 9020  90200U-2
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 04/20/2015 Terms of Use: http://spiedl.org/terms
i ]-: i, ' i. , .i_ .
Figure 1: capturing an EPI volume.
2.2 Regularity of the Plenoptic Function
Some conditions are explicitly and implicitly assumed when studying plenoptic function and its properties. Firstly,
we assume the pinhole camera model for each individual camera and Cartesian coordinates in the plenoptic func-
tion. Secondly, we neglect the wavelength parameter λ by considering grayscale images or different color channels.
Finally, surfaces in the scene are assumed to be opaque Lambertian surfaces to avoid reflection issues.
The simplest setup for plenoptic function is what we already know as a still (two-dimensional) image. It can
be captured using a single camera and is therefore a sample of the plenoptic function where all parameters except
image coordinates (x and y ) are kept constant. In the pinhole camera model, each point ~X = (X ,Y ,Z ) in the scene
is mapped to a point (x , y ) in the image plane with the following rule:2
XY
Z
 7→  XZY
Z

, (2)
In the above model, it is assumed that the focal length is 1 and there is match between camera and world coordi-
nates. A significant amount of information is lost in this mapping. This is why current methods of processing images
rely mostly on color and texture.
Now, assuming the pinhole camera model and Lambertian surfaces,3 consider an image sequence, taken by mov-
ing the camera Vx units along the horizontal axis for each image (i.e the light-field case). Adding a third dimension
for the camera location (set to Vx ), the mapping from a scene point P = (X ,Y ,Z )T to its projection into each image
in the sequence can be described as:
XY
Z
 7→
 f XZ − f VxZf YZ
Vx
 . (3)
This is how a light-field is formed. We infer from (3) two important facts:
1. Each scene point corresponds to a line (a single-parameter curve) in one of the x − Vx slices of the epipolar
volume (the slice corresponding to y = YZ ).
2. The gradient (slope) of this line is proportional to the depth (Z value) of the scene point.
Figure 2 depicts these properties in a typical EPI volume.
Please note that the above facts are valid only when all our initial assumptions have been met. For example, if the
motion is non-linear or speed varies, then the feature paths are no longer lines. An x −Vx slice of an epipolar volume
is called an "epipolar plane".
We will use these properties in deriving our scale-invariant representation for light-field images.
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Figure 2: A Typical EPI volume
Figure 3: Line Segment Detection (LSD) by gradient computation.
Figure 4: Detecting dominant orientation in each patch.
2.3 Detecting Backgrounds in the Plenoptic Space
To avoid intolerable time complexity, we attack the problem of background detection by detecting the depth of im-
age patches and putting a threshold in order to separate background points. We can then improve the background
detection by applying a simple segmentation algorithm.
To detect the depth of image patches, we need to find the gradients of the dominant epipolar lines in each patch.
To achieve this goal we need a line segment detector which can operate in a very fast manner.
The LSD approach proposed in16 is a promising approach which can detect line segments in an image rapidly and
robustly. The algorithm is based on gradient computation. First gradient in every pixel is computed. Then, all pixels
are clustered based on angles of gradient values (Figure 3). Finally, statistically non-random (significant) clusters are
selected as line segments.
After line segment detection, we have to estimate the relative depth of different parts of the light-field. To do so,
the whole light-field volume is partitioned into light-field patches. The size of patches can be selected according the
complexity of the background and foreground. It may further be adapted, as we will mention.
After partitioning the light-field, the slope and length (strength) of lines in each patch are accumulated. Finally,
a weighted average and variance is computed in each patch. This indicates the average depth of a patch and how
confident the depth computation has been for that patch. Figure 4 shows this.
In the process of patch depth estimation, we may require to further adapt and change the size of the patches. We
may require further divide a light-field patch for some reasons such as:
• If the variance of lines’ slopes is higher than a threshold.
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Figure 5: Patch size adaptation.
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Figure 6: Threshold estimation.
• If neighbors are patches of different type (BG/FG)
Or we may require further to combine neighboring light-field patches, for example if:
• the overall strength of detected line segments is low.
• no line is detected.
We continue these processes until the patch sizes are in a predefined range (Figure 5).
In the last remaining step of our algorithm, we have to threshold the detected slopes, in order to discriminate
between background and foreground. To do so, we first form a histogram of computed depth values, such as the one
in the Figure 6. We smooth the histogram to reduce the effect of noisy peaks.
Then, we locate two peaks from the beginning and the end of the histogram, to count for dominant foreground
and background depth, respectively. Finally, we place the threshold on a depth (i.e. slope) between the two peaks.
this way we make sure that there is heuristically enough marging between foreground objects and the background.
3. EXPERIMENTS AND RESULTS
To test the background subtraction algorithm, we need a dataset of light-fields. We used a set of light-field images
captured from the EPFL campus (Figure 7). In each light-field image there is a total of 300 sub-view images in a one
meter baseline. sub-view images are in HD (1280× 720) resolution. In the captured images, background is the sky
or far away buildings. Depth resolution of the used configuration is up to 50 meters. We compared our approach
against a frame based GMM modeling.17
Two sample background separation results are shown in Figures 8 and 9. We can see the improved performance
of our approach compared to the GMM-based approach.
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Figure 7: Three Sample Light-Fields in the EPFL campus dataset.
Figure 8: Sample subtraction result.
To further analyze the effect of the baseline and the number of sub-aperture views, we reduced the number of
sub-aperture views from 300 to 30 which causes the baseline to drop to 10 centimeters. Results are shown in the
Figures 10 and 11. We can see that this time less points have been classified as background (i.e. a higher proportion
of the binary result image is white). This is mostly because of the noise in depth estimation which causes he threshold
to be determined a bit incorrectly.
Regarding the time complexity of our approach, we notice that light-field processing approaches take about 10
minutes computing a depth map. On the other hand, the frame-based traditional approaches spend about 120 sec-
onds processing 300 frames. Our approach takes about the same time as the traditional approaches, but produces
better results which are comparable to the former.
4. SUMMARY
Since the invention of first camera, people have always thought of new ways to capture moments. With the advent of
digital photography, not only imaging systems have progressed, but also technology provides new user experience.
The recently introduced light field photography enables users with new imaging modalities such as digital refocusing
and looking through occlusions, for example.
The specific structure of light field signals highlights the importance of adapting different routines of traditional
imaging to exploit the power of light field photography. In recent years, the consumer market has expressed a huge
interest in analyze and editing of light field images which necessitates adaptation of traditional background subtrac-
tion methods, as the first step of most editing tools, to operate in the light field space. The goal of this work is to
develop a computationally efficient algorithm making use of the properties of light fields for background subtrac-
tion. Our approach is based on a novel transform, which maps each light ray into a new space where background
subtraction is achieved by a simple thresholding.
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Figure 9: Sample subtraction result.
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Figure 10: Sample subtraction result, Reduced baseline.
Figure 11: Sample subtraction result, reduced baseline.
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