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Введение 
Временные ряды появляются в результате измерения неких показаний, полученных от тех-
нических, природных, социальных, экономических и других систем [1, 2–7]. В зависимости от 
задачи, рисков и требуемой скорости принятия решения могут быть различные промежутки меж-
ду сборами [1, 8]. Например, системы с высоким риском, такие как биржи, собирают статистику с 
секундным периодом, так как в любой момент (секунду) времени может поменяться тенденция 
биржевого курса. Менее рисковые системы используют часовые или суточные сборы. Для без-
рисковых систем или систем со слабым риском необходимость в частых сборах отсутствует и для 
таких систем используется ежемесячный, ежеквартальный, ежегодный период сбора. 
Анализ временных рядов позволяет получить некоторый результат, который каким-либо обра-
зом повлияет на принятие решения. Опять же на примере биржи: анализ ряда приведет к быстрому 
принятию решения, что в свою очередь позволит увеличить доход или минимизировать потери. 
 
1. Модель ARIMA 
Интегрированная модель авторегрессии – скользящего среднего (ARIMA) – одна из моделей, 
предназначенных для анализа временных рядов. Основана на модели ARMA с тем отличием, что 
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Временные ряды – это данные, собираемые в различные отрезки времени, которые, в 
свою очередь, в зависимости от задачи могут отличаться. Временные ряды используются для 
принятия решений. Анализ временных рядов позволяет получить некоторый результат, кото-
рый определит характер принимаемого решения. Анализом временных рядов занимались в 
очень давние времена, например, следствием анализа стали различные календари. Позднее 
анализ временных рядов применялся для исследования и прогнозирования экономических, 
социальных и других систем. Временные ряды появились очень давно. Когда-то древневави-
лонские астрономы, изучая положение звезд, обнаружили периодичность затмений, что по-
зволило в дальнейшем прогнозировать их появление. Позднее анализ временных рядов по-
добным образом привел к созданию различных календарей, например, урожайных. В даль-
нейшем помимо естественных областей добавились социальные и экономические. Цель ис-
следования: поиск классификационных признаков временных рядов, позволяющих понять, 
можно ли для их краткосрочного (3 отсчета) прогноза применять модель ARIMA. Материалы 
и методы. Разработано специальное программное обеспечение, реализующее модели семей-
ства ARIMA и необходимые интерфейсы. В работе были исследованы 59 наборов годовых 
данных с малой длиной, менее 20 значений. Данные обрабатывались с помощью Python би-
библиотек Statsmodels, Pandas. Для определения стационарности ряда использовался тест Ди-
ки – Фуллера. Стационарность временного ряда позволяет более качественно строить прогно-
зы. Для выбора наилучшей модели применялся информационный критерий Акаике. Получе-
ны рекомендации по обоснованному подбору параметров настройки ARIMA-моделей. Показа-
на зависимость настроек от категории годовых рядов. Заключение. После обработки данных 
были выделены четыре категории, или шаблона, годовых рядов. В зависимости от категории 
были подобраны диапазоны параметров для настройки ARIMA-моделей. Предлагаемые диапа-
зоны позволят определить начальные параметры для исследования аналогичных наборов дан-
ных. Даны рекомендации по улучшению качества постпрогноза и прогноза при помощи 
ARIMA-модели за счет подбора настроек. 
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позволяет работать с нестационарными временными рядами, которые можно сделать стационар-
ными, используя разность некоторого порядка от исходного ряда [1, 8, 9]. 
Стационарность – свойство процесса сохранять свои статистические характеристики с тече-
нием времени. Должны сохраняться постоянство мат. Ожидания, дисперсии и независимость от 
времени. Стационарность позволяет более точно строить прогноз [1, 8, 9]. 
Модель ARMA состоит из нескольких моделей – модель авторегрессии (AR) и модель сколь-
зящего среднего (MA) [10].  
AR основывается на линейной зависимости текущих значений ряда от предыдущих [11, 12]: 
=  + ∑ +  ,                   (1) 
где ai – параметры модели; c – константа;  – белый шум. 
MA используется для моделирования случайных ошибок временных рядов [13]: 
=  + ∑   ,                    (2) 
где ai – параметры модели;  – белый шум. 
Для анализа временных рядов с помощью модели ARIMA используются три параметра:  
p, d, q [9]. 
График (диаграмма) функции корреляции – коррелограмма [9]. 
P – порядок модели AR: порядок, определяемый с помощью коррелограммы функции час-
тичной автокорреляции (PACF). Здесь используется корреляция между yt и yt–k: 
= + + +. . . + + ;               (3) 
d – порядок интегрированного ряда (I): порядок, определяемый количеством разностей для 
получения из нестационарного ряда стационарного; 
Q – порядок модели MA: порядок, определяемый с помощью коррелограммы функции авто-
корреляции (ACF). 
= ∑ ( )( )∑ ( ) , k = 1, 2,…                 (4) 
Для того чтобы определить порядок (d) интегрированного временного ряда, проводится тест 
Дики – Фуллера [1, 14]:  
∆  =   +   +  + ∆ +. . . + ∆ + ,            (5) 
где  – константа, предполагается, что единичный корень один (α =  1);  – коэффициент трен-
да; p – лаг процесса авторегрессии. 
Данный тест проводится для поиска единичных корней, т. е. характеризующих свойств не-
стационарных временных рядов. Если исходный ряд не стационарен, то его можно сделать ста-
ционарным путем взятия разности временного ряда с исходным с некоторым сдвигом: 
∆  =  − .                      (6) 
Например, если первая разность ряда стационарна, то это интегрированный ряд первого по-
рядка. 
Другой способ определения – на основе корреллограм ACF, PACF. 
Коррелограмма ACF стационарного временного ряда быстро убывает с ростом k (значение 
коррелограммы после 1, 2, 3-го лага стремится к нулю). Аналогичным образом стационарность 
определяется коррелограммой PACF. 
Еще один метод – наглядный. Нестационарный ряд можно определить по графику. Если на 
графике виден тренд, то временной ряд нестационарный. 
После определения порядка (d) интегрированного временного ряда определяются порядки  
(p и q) компонент AR и MA. 
В различных источниках [9, 15, 16] упоминаются два способа определения значений p, q.  
Первый способ – подсчет количества лагов на коррелограммах. 
Для q – количество значимых лагов на коррелограмме ACF, после которых значения функ-
ции резко падает, пример на рис. 1. 
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На данной диаграмме видно, что после первого лага происходит резкое снижение значений 
функции. 
Для p – количество лагов на коррелограмме 
 
 
На данной диаграмме видно, что только два лага сильно отличны от нуля.
Далее полученные значения 
дуемого временного ряда. 
Второй – модификация первого, для параметров берутся значения 
перестановок значений p и q в диапазонах [0; 
вестной d вычисляется наилучшая модель для исследуемого временного ряда.
Наилучшая модель выбирается с помощью некоторого информационного критерия. В да
ном исследовании при выборе лучшей модели был задействован критерий Акаике для малых н
боров данных (AICc) [16, 17]: 
 =   +  2 =
где k – число параметров модели
На основании полученной модели можно спрогнозировать дальнейшее поведение системы, 
описываемой временным рядом. Для проверки качества модели проводится постпрогноз. Пос
прогноз – метод, при котором известные последние значения ряда реакции принимаются неи
вестными, после прогнозируют их с использованием модели, оснащенной на сокращенном и
тервале, и исходных рядов факторов, а затем сравнивают найденные значения с исходными.
Цель работы – поиск классификационных признаков временных рядов, позволяющих понять,
можно ли для их краткосрочного (3 отсчета) прогноза применять модель 
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Рис. 1. Пример коррелограммы ACF 
Fig. 1. An example of an ACF correlogram 
PACF, сильно отличных от нуля, 
Рис. 2. Пример коррелограммы PACF 
Fig. 2. An example of a PACF correlogram 
p, d, q подставляются в модель ARIMA и применяется для иссл
p и q
p + n] и [0; q + m], n и m больше или равно 1, и и
2 − 2ln( ) + 2 ,      
; L – максимум функции правдоподобия; n –
ARIMA
. 
21, vol. 21, no. 3, pp. 36–46 
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2. Анализ наборов данных и выделение основных категорий 
Для данной работы были исследованы 59 наборов годовых рядов данных о больших соци-
ально-экономических системах и объектах, в том числе численность персонала, занятого науч-
ными исследованиями и разработками в России, уровень преступности в России, анализ продук-
товой корзины и другие. Длина наборов данных – от 5 до 18 значений. На основе графиков набо-
ров данных были выявлены четыре категории шаблонов. 
Первая категория – наборы данных, график которых напоминает прямую и имеет явный 
тренд (рис. 3). 
 
 
Рис. 3. Примеры графиков первой категории 
Fig. 3. Examples of graphs of the first category 
 
Схожесть с прямой можно описать математически: в первую очередь необходимо найти ее 
уравнение. Для этого используется уравнение прямой по двум точкам: 
  
 
=   
 
.                    (8) 
Затем сравниваются значения исходных данных со значениями прямой. Схожесть графика с 
прямой – максимальное отклонение между значениями набора данных и прямой. Чем меньше 
отклонение, тем больше схожесть с прямой. 
При прогнозировании наборов данных первой категории трудностей нет. Параметр d = 1, это 
можно определить любым способом, описанным ранее, однако в данном случае тренд очевиден. 
Первый порядок интегрированности временного ряда достаточен для дальнейшего использова-
ния. Параметры p и q для данной категории лежат в диапазоне от 1 до 3.  
В качестве примеров приведены графики наборов данных Б01 и М2. Для обоих наборов наи-
лучшая ARIMA-модель найдена при использовании параметров p = 1, d = 1, q = 1. Графики пост-
прогноза и прогноза представлены на рис. 4. 
Вторая категория – это наборы данных, график которых не попадает в первую категорию, 
однако по-прежнему на графике можно наглядно определить направленный тренд. Примеры 
графиков таких наборов представлены на рис. 5. 
При прогнозировании наборов данных второй категории начинаются трудности, они имеют 
более высокий порядок интегрированности d ∈ [2, 3] из-за более сложной формы. Дальнейшее 
увеличение d приводит к изменению направления функции и появлению сильных неадекватных 
выбросов. Параметры p и q находятся в диапазоне [1, 3].  
В качестве примеров приведены графики наборов данных Б07, Б09, Б24, М24. Для набора 
данных Б07 найдена наилучшая модель ARIMA с параметрами: p = 2, d = 2, q = 2, для Б09: p = 1, d 
= 3, q = 1, для Б24: p = 3, d = 2, q = 3 и для М24: p = 2, d = 2, q = 1. 
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Рис. 4. Графики постпрогноза и прогноза наборов данных первой категории
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Рис. 6. Графики постпрогноза и прогноза наборов данных второй категории 
Fig. 6. Graphs of post-forecast and forecast of data sets of the second category 
 
В данном случае автор рекомендует находить лучшую ARIMA модель через перебор пара-
метров p, d, q (3 ⋅ 2 ⋅ 3 итерации). 
Третья категория, наборы данных, график которых сложно оценить и имеет слабый нагляд-
ный тренд (рис. 7). 
 
 
Рис. 7. Примеры графиков третьей категории 
Fig. 7. Examples of graphs of the third category 
 
Данная категория интересна тем, что значение d может принимать как малые, так и большие 
значения ( ∈ [1, 5]). В это же время коррелограммы будут показывать всего один лаг для p и q.  
В данном случае автор рекомендует находить лучшую ARIMA модель через перебор пара-
метров p, d, q с запасом (2 ⋅ 5 ⋅ 2 итерации). Качество постпрогноза и прогноза для этой категории 
оставляет желать лучшего. Автор предполагает, что в данном случае на ухудшении качества про-
гноза сказывается малая длина набора данных. 
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В качестве примеров приведены графики наборов данных М23 и Б03. Для первого набора 
наилучшая ARIMA-модель найдена при использовании параметров p = 1, d = 1, q = 1, для второго: 
p = 1, d = 2, q = 1. Графики постпрогноза и прогноза представлены на рис. 8. 
 
 
Рис. 8. Графики постпрогноза и прогноза наборов данных третьей категории 
Fig. 8. Graphs of post-forecast and forecast of data sets of the third category 
 
Четвертая категория, наборы данных, график которых сложно оценить, тренд отсутствует 
или сложно определить наглядно (рис. 9). 
 
 
Рис. 9. Примеры графиков четвертой категории 
Fig. 9. Examples of graphs of the fourth category 
 
Данная категория интересна тем, что ряд может оказаться стационарным и модель ARIMA 
теряет свой смысл для наборов данных этой категории. Однако если взять малые значения 
( ∈ [1, 2]) порядка интегрирования временного ряда, то модель может с нулевыми значениями p 
и q построить удовлетворительный прогноз. По некоторым опытам было обнаружено, что нуле-
вые значения p и q дают более качественный прогноз. Автор рекомендует использовать малые 
значения параметров p, d, q.  
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В качестве примеров приведены графики наборов данных Б05, Б11, Б13. Для всех наборов 
наилучшая ARIMA-модель найдена при использовании параметров p = 0, d = 2, q = 0. Графики 
постпрогноза и прогноза представлены на рис. 10.  
 
 
Рис. 10. Графики постпрогноза и прогноза наборов данных четвертой категории 
Fig. 10. Graphs of post-forecast and forecast of data sets of the fourth category 
 
Заключение 
В результате исследования была достигнута цель работы – поиск классификационных при-
знаков временных рядов, позволяющих понять – можно ли для их краткосрочного (3 отсчета) 
прогноза применять модель ARIMA, и с каким качеством.  
По обработанным данным были получены четыре категории графиков и найдены диапазоны 
значений параметров для настройки модели ARIMA для каждой категории:  
1) график похож на прямую и имеет четкий тренд:  =  1, ∈ [1, 3], ∈ [1, 3], прогнозиру-
ются без каких-либо проблем; 
2) график с четким трендом: ∈ [2, 3], ∈ [1, 3], ∈ [1, 3] прогнозируются без каких-либо 
проблем; 
3) график сложно оценить и имеет слабый тренд: ∈ [1, 5], ∈ [1, 2], ∈ [1, 2], качество 
прогноза может быть плохим, автор предполагает, что в данном случае на ухудшении качества 
прогноза сказывается малая длина набора данных; 
4) график сложно оценить, тренд отсутствует или сложно определить наглядно: ∈ [1, 2],  
∈ [0, 2], ∈ [0, 2], может возникнуть ситуация, при которой ряд окажется стационарным, в 
применении модели ARIMA не будет смысла, однако если ей воспользоваться, то при нулевых 
AR и MA можно получить качественные прогнозы. 
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Time series, i.e. data collected at various times. The data collection segments may differ de-
pending on the task. Time series are used for decision making. Time series analysis allows you to get 
some result that will determine the format of the decision. Time series analysis was carried out in 
very ancient times, for example, various calendars became a consequence of the analysis. Later, time 
series analysis was applied to study and forecast economic, social and other systems. Time series ap-
peared a long time ago. Once upon a time, ancient Babylonian astronomers, studying the position  
of the stars, discovered the frequency of eclipses, which allowed them to predict their appearance in 
the future. Later, the analysis of time series, in a similar way, led to the creation of various calendars, 
for example, harvest calendars. In the future, in addition to natural areas, social and economic ones 
were added. Aim. Search for classification patterns of time series, allowing to understand whether  
it is possible to apply the ARIMA model for their short-term (3 counts) forecast. Materials and 
methods. Special software with ARIMA implementation and all need services is made. We examined 
59 data sets with a short length and step equal a year, less than 20 values in the paper. The data was 
processed using Python libraries: Statsmodels and Pandas. The Dickey – Fuller test was used to de-
termine the stationarity of the series. The stationarity of the time series allows for better forecasting. 
The Akaike information criterion was used to select the best model. Recommendations for a reason-
able selection of parameters for adjusting ARIMA models are obtained. The dependence of the set-
tings on the category of annual data set is shown. Conclusion. After processing the data, four cate-
gories (patterns) of year data sets were identified. Depending on the category ranges of parameters 
were selected for tuning ARIMA models. The suggested ranges will allow to determine the starting 
parameters for exploring similar datasets. Recommendations for improving the quality of post-
forecast and forecast using the ARIMA model by adjusting the settings are given. 
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