Abstract. In this paper we discuss minimal primes over permanental ideals of generic matrices. We give a complete list of the minimal primes over ideals of 3×3 permanents of a generic matrix, and show that there are monomials in the ideal of maximal permanents of a d × (2d − 1) matrix if the characteristic of the ground field is sufficiently large. We also discuss the Alon-Jaeger-Tarsi Conjecture, using our results and techniques to strengthen the previously known results.
1. Introduction 1.1. Definitions. Let A = (a i,j ) be any n×n matrix over a commutative ring R. The permanent of this matrix is σ∈S n a 1,σ(1) a 2,σ(2) · · · a n,σ(n) . This is often described as the formula for the determinant of A without the minus signs.
Fix m, n, d and a field k. We define I d (m, n) ⊂ k [x i,j ] to be the ideal generated by the permanents of the d×d submatrices of M m,n = (x i,j ), a generic m×n matrix over k. The main goal of this paper is to understand the minimal primes over I d (m, n) .
The ideal I d (m, n) corresponds to the variety of all m×n matrices whose d×d subpermanents vanish. Minimal primes over an ideal correspond to irreducible components of the corresponding variety. Therefore, in a sense, we are trying to classify the matrices whose d×d subpermanents vanish.
1.2. Background. Two recent papers discuss this notion. In [LS] , Laubenbacher and Swanson carefully analyze I 2 (m, n) for all m, n. They use the language of ideals, minimal primes, radical, Gröbner bases, etc. to give a very complete understanding of these ideals.
In [Yu] , Yu discusses some relationships between the rank of a matrix and the "perrank" of a matrix, namely the size of the largest submatrix whose permanent is nonzero. He does not use the language of ideals, preferring an entirely set-theoretic approach to begin to answer some combinatorial questions. These were raised in [AT] Alon and Tarsi in 1989 and again treated in [BBLS] in 1994. 
I 2 (2, 3)
This section reviews a result of Laubenbacher and Swanson [LS] , and gives three different proofs of it, suggesting three different approaches to the problem in general. Proof. Let p be a prime over I 2 (2, 3). The first argument we give is closely related to the computational proof in [LS] . If there is no entry of the first row of M 2,3 in p, then since I 2,3 is homogeneous in each row and each column, we can dehomogenize each column so that the x 1,1 = x 1,2 = x 1,3 = 1. Then I 2 (2, 3) becomes x 2,1 +x 2,2 , x 2,1 + x 2,3 , x 2,2 + x 3,2 . Since chark = 2, this ideal is generated by x 2,1 , x 2,2 , x 2,3 . Therefore, there must be some entry of M 2,3 in p. We may reindex so that x 1,1 ∈ p. Thus p must also contain x 2,1 x 1,2 and x 2,1 x 1,3 , so either p contains the first row or the first column of M 2,3 .
The next two proofs use our notation from the previous section,
A i,j = x 1,i x 2,j + x 1,j x 2,i .
Since A 1,2 = A 1,3 = 0 modulo I 2 (2, 3), the vector (x 1,1 , x 2,1 ) is in the kernel of the matrix of 1×1 permanents
Therefore, x 1,1 , x 2,1 · det T 2,3 ∈ I 2 (2, 3), so p either contains a column of M 2,3 or the 2×2 minors of M 2,3 . Since char k = 2, we can combine the minors with the permanents to form all polynomials of the form x 1,i x 2,j with i = j. The result then follows similar to the end of the first proof. The last proof uses the fact that the symmetric matrix
has rank 2 by the discussion in Section 2. Since A i,j = 0 modulo I 2 (2, 3) whenever
. Therefore, one of the A i,i must be in p. Since char k = 2, A i,i ∈ p implies that x 1,i · x 2,i ∈ p and thus one of these entries is in p. The proof again follows in the same manner as the first proof.
These three proofs of the result reflect three different perspectives on how to proceed with the study of permanental ideals.
Monomials in
In this section we will focus on d×(2d − 1) matrices whose maximal permanents vanish, showing that there must be some entries which vanish (under mild hypotheses) and giving some general tools for understanding the minimal primes over the ideal I d (d, 2d − 1). We use the approach in the first proof of Theorem 4. The case of d×n matrices with n < 2d − 1 is less understood.
The discussion in this section will revolve around the following conjecture, which will be proved in the case d = 3 in Section 5 
is a strictly increasing sequence with 1 ≤ β 1 and β d ≤ n, then let P β be the d×d subpermanent of M obtained by including columns β 1 , . . . , β d , and as above, let
Note that
The next proposition will use sums of permanents heavily, so let
where the sum runs over all β such that the cardinality of β ∩ α is i. Finally, let
where the sum runs over all α such that the cardinality of α ∩ α is i.
Proposition 6. For any d, n with
Proof. In this proof we will treat A α as atomic. We will prove the result by constructing an element of I d (d, n) and checking the number of times each A α appears. Fix α and let
Given any A α , for which the cardinality of α ∩ α is i, it can only appear in the definition of S i or S i+1 . Thus we can measure its contribution to B from the definition in (1). It appears
times. Therefore, the only contribution to B from A α comes from the α such that the cardinality of α ∩ α is 2d − n − 2 or α = α. In the former case, A α appears in
times. Therefore, the total number of times A α appears in the definition of B is
times and in no other S i . Therefore, the number of times A α appears in the definition of B is
This completes the proof since B is a sum of polynomials in
The following proposition is proved in exactly the same manner, and shows why the ideal
Proof. We can use the same proof as in Proposition 6. Let
Given any A α , with the cardinality of α ∩ α i, it only appears in the definition of S i and S i+1 . Thus we can count the number of times it appears in B from the definition (2); it appears
times. Therefore, the only contribution to B from an A α comes from A α , since there is no i = d.
Notice that this generalizes the first proof of Theorem 4. We get the following corollaries.
However, the proposition implies that for any
proving the result.
The following corollary states Proposition 7 set-theoretically. In this section, we will use the results of the previous section to prove Conjecture 5 in the case d = 3. If char k = 2, I 3 (3, 5) is just the determinantal ideal, which is prime. Therefore, for the rest of this section we assume that char k = 2.
For the sake of clarity, we review the results from the previous section in the case d = 3. Let A i,j be the permanent of the 2×2 submatrix of M 3,5 , with columns i, j and rows 2, 3. Then Proposition 7 implies that if char k = 0 or char k > 3, then
Moreover, Proposition 6 implies that for all k (recall char k = 2),
All polynomials of these forms which can be obtained by permuting the rows and columns of M are also in I 3 (3, 5). Proof. Let p be a prime over I 3 (3, 5). For any three columns of M , either p contains the determinant of those three columns, or it contains the 2×2 permanents of the other 2 columns by the multilinearity of the permanents. Suppose that there is a 3×3 submatrix whose determinant is not in p, and reindex so they are columns 3, 4, 5. Then the 2×2 permanents of the first 2 columns are in p. Therefore, by Theorem 4 either a row or a column of this 3×2 matrix is in p. If a column is in p we are done. If a row is in p, then we can reindex so x 1,1 , x 1,2 ∈ p. If x 1,i ∈ p for some other i, reindex so i = 3, and then the 2×2 permanents A 1,2 , A 1,3 , A 2,3 (omitting row 1) are in p or x 1,4 , x 1,5 ∈ p. In the latter case, we are done, and in the former case, we are also done by Theorem 4. Therefore, we can assume that x 1,i ∈ p for i = 3, 4, 5. In this case, by Proposition 6, we again have A 1,2 , A 1,3 , A 2,3 ∈ p, which proves the claim.
There remains the case in which the 3×3 minors of M 3,5 are in p. In this case, the matrix H 3,5 from Section 2 must also have rank 2 (modulo p), so its 3×3 minors are in p. Consider three well-selected columns of H,
The existence of H shows that if the 2×2 minors of the last two rows are not in p, then all the entries of H are in p. This implies that 3×3 permanents of the matrix
, then 3! = 0, so we may assume that there are at least two entries from the first row in p by Proposition 7. Thus, by the previous paragraph, if char k = 3 we have proved the result.
If char k = 3, we can still use Proposition 6. Let A i,j be the 2×2 subpermanent of M 3,5 obtained by omitting the first row and including columns i, j (possibly i = j). We are in the situation in which the maximal minors of M 3,5 are in p, but the 2×2 minors of the last two rows are not in p, which implied that maximal permanents of matrix (3) were in p. If an entry of (3) were in p, then the previous paragraph would imply the result. Therefore, we can dehomogenize each column (set x 1,1 = x 1,2 = x 1,3 = 1) so Proposition 6 implies that A i,j = A k,l for all i, j, k, l ≤ 3 by applying the proposition to each set of 4 columns of (3). Therefore,
vanishes for all choices of i, j, k. Therefore, either x 2,j = x 2,k for all j, k or the 2×2 minors of the bottom two rows of (3) vanish. Since this is true for all j, k, the 2×2 minors of the bottom two rows vanish in either case. Since I 3 (3, 5) is also homogeneous in each row and none of the entries of (3) vanish, we can dehomogenize the bottom two rows so that x 2,1 = x 3,1 = 1. Therefore we have specialized the matrix (3) to
The 3×3 permanents of this matrix yield the equations 2(1 + x 2 + x 2 ) = 2(1 + x 3 + x 3 ) = 0 so x 2 = x 3 = 1. Rehomogenizing, this means that the 2×2 minors of matrix (3) are in p.
Therefore, for any pair of columns, either the 2×2 minors of those two columns are in p or the 2×2 minors of the other three columns are in p. This implies that either there is a column that vanishes modulo p or the 2×2 minors of four columns of M 3,5 are in p. This completes the proof.
Minimal primes over
Corollary 8 implies that if char k > d and if the maximal permanents of a d×(2d − 1) matrix vanish, then at least one entry of the matrix is 0. The natural question is whether this is sharp. In particular, if the permanents of a d×n matrix, with n < 2d − 1, vanish, does there need to be an entry of the matrix which is 0? The following example shows that at least in the case d×(d + 1), there need not be any entries which vanish. These examples were constructed by making many of the entries in the matrices 1 and solving the resulting equations:
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Moreover, the following 4×6 matrix (where i 2 = −1) has its maximal permanents vanish, ⎛
At this point I am not sure whether there are any 4×6 matrices over k with vanishing maximal permanents and no vanishing entries if k does not have a square root of −1.
We now discuss
, the smallest example of an ideal defined by d×d permanents, in detail. The next section will explicitly go through the calculations in Section 2 in this case.
Let M = (x i,j ) be a d×(d + 1) generic matrix and let P j be the permanent of the square matrix obtained by omitting the j th column of M . Let 
and let L p be the d×d matrix obtained by omitting the p th column of L p , which is 0. We define f p to be the determinant of L p .
Another natural construction for a matrix of partial derivatives holds a row r constant:
Let g r be the determinant of the symmetric matrix W r . Notice the similarity between W r and H 2,4 from Section 2. However, there is an important difference. Namely, A i,j in H 2,4 is the permanent of the 2×2 matrix which has columns i, j, whereas B r,i,j omits columns i, j.
Proposition 11. For any i, j, we have
Proof. By symmetry we may assume that i = j = 1.
For x 1,1 f 1 , note that for all j = 1,
Let e j be the determinant of the (d − 1)×(d − 1) submatrix of L 1 , omitting the first column and the j th row. Now consider the polynomial
For i = 1, the interior sum is just the expansion by minors of det L 1 = f 1 . However, for i = 1, the interior sum is the expansion by minors of the determinant of L 1 where the first column is replaced by the i th . Thus, for i = 1, the interior sum is 0. Thus
The second statement is proved in exactly the same method, noting that
(Recall that if j = p, then B 1,p,j = 0.) From here, the proof proceeds exactly as in the previous part.
The previous proposition allows us to make some statements about the minimal primes over Proof. This is immediate from the previous proposition. If Q does not contain some f j , then it contains x i,j for all i. Thus Q contains the prime ideal generated by x i,j for all i and the d×d permanent P j .
On the other hand, if Q does not contain g i for some i, then Q contains the ideal generated by x i,j for all j. So Q contains a row. 7. J 3 , a prime containing I 3 (3, 4)
In this section, we assume that the characteristic of k is 0, although I believe that the results hold (except for the rational point discussion) for all odd characteristics.
This section gives a closer examination of the ideal I 3 (3, 4), based on the results of the previous section. The only result which is used later is Proposition 13. Much of this section deals with finding 3×4 matrices whose maximal permanents vanish, but which have full support, meaning that none of its entries vanish. This discussion is intended to satisfy, and pique, the curiosity of the reader since it is the smallest interesting example of such a phenomenon.
For ease of notation, let
and let I 3 (3, 4) be the ideal of 3 × 3 subpermanents of M . The proofs are due to Singular [GPS] and Macaulay2 [GS] . Singular will compute the primary decomposition of I 3 (3, 4) (using the GTZ algorithm -the SY algorithm did not terminate) in several hours.
A set of generators of J 3 can be computed using the definition in the previous section. For example, one of the generators is
I have not seen a representation of the generators as sums of monomials which is attractive.
The most interesting ideal in Ass(I 3 (3, 4)) is certainly J 3 . Since I 3 (3, 4) is a complete intersection, we can compute its degree as
where P 1 is a prime containing a row of M and P 3 is a prime containing a column of M , which can be verified directly by Macaulay2 [GS] . The singular locus of I 3 (3, 4) is contained in the variety defined by J 3 .
In the previous section we exhibited a rational point on the variety defined by J 3 . The question of finding all rational points with all entries nonzero (full support) can be simplified greatly by the observation that multiplication of any row or column by a scalar results in the multiplication of the permanent by that scalar. This is a result of the homogeneity of I d (m, n). In particular, we may normalize five entries to obtain a matrix of the form
This is a Zariski open set in the variety defined by J 3 , so there are few matrices which cannot be written in this form, and most of those are contained in other irreducible components of I 3 (3, 4). Let J be the ideal generated by the 3 × 3 subpermanents of M , which is still homogeneous. The variety defined by J is certainly Zariski dense in that defined by J 3 since it contains the open set of all matrices with full support.
One interesting situation arises with one of the entries, say a = −u. This is evidently a special case since a = −u implies that the 2×2 subpermanent in the top left corner is 0. It turns out that the ideal I 3 (M ) + a + u has four primary components, and the irreducible varieties they correspond to may be represented in the following ways: ⎛ Notice that in no case can the matrix have full support.
Thus, we can change coordinates, A = a + u, B = b + u, . . . , F = f + u and still invert the variables. The four 3 × 3 subpermanents of M can be thought of as relations between the 2 × 2 subpermanents of the matrix consisting of the last two rows of M . In particular, after some reorganizing, we can rewrite the generators of J as
Since we can invert A, B, C, we get the relations
BC .
By symmetry, this means that given the u, A, B, C coordinates, the rest of the coordinates are determined (by field operations), as long as A, B, C, u are nonzero.
Recall, however, that one of the generators of J 3 , g 3 , is a relation only among the elements of the first two rows of M . In particular, we have the following relation:
where σ 1 = a + b + c + u, σ 3 = abc + abu + acu + bcu, and σ 4 = abcu. The form h defines a quartic surface in P 3 which is symmetric in all four variables and has fourteen double points. Since it is quadratic in each variable, we can view it as a double cover of P 2 . In that light, we can find several rational curves on the surface, by adding constraints which make the discriminant vanish. For example, if abc(a + b + c) = 0, then the constant term vanishes, when viewed as a quadratic in u.
We can also view the surface as an elliptic surface over P 1 , since h is a cubic over the function field of P 1 (pick any 2 variables to distinguish). In this light, if we can find a rational point on that elliptic curve (corresponding to a rational curve), we can multiply it by integers using the group law on the elliptic curve. This will yield infinitely many rational curves on the surface unless the original point was a torsion point.
Notice that if A = B, then the constant term is 0, so there is a unique solution for C in terms of A and B. In particular, we note that the following matrix has its 3×3 subpermanents vanish for any choice of a:
Moreover, for all a = −2, −1, −1/2, 0, 1, this yields a matrix with full support that has its 3×3 subpermanents vanish. Another interesting special case is when A = 1/B since then the leading term vanishes. In that case we can write another one-parameter family of matrices in J, ⎛
In this case, we get a matrix of full support unless a = −2, −1, −1/2, 0, 1 or a is a root of x 2 + x + 1 or 3 = 0. Other information about J 3 that seems interesting is derived from the free resolution, which Macaulay2 calculates as 
Submaximal permanents
In this section we will introduce some notation that will make the discussion in Section 9 clearer. . . . , l(v) and by all the entries of M not used in any a i . Any prime that can be obtained in this way is called a prime of type v.
Notice that given a sequence v, if v = (v, 1), then the primes of type v are the same as the primes of type v (so long as s(v ) ≤ m, n), so we can somewhat simplify the description of the types by assuming that no entry of v is 1, except in the case of the empty sequence, which we notate by (1).
For some easy examples of this, suppose that d = 2. Primes of type (1) are those which are generated by all the elements of M except for one row or one column. Primes of type (2) are those which are generated by some 2 × 2 subpermanent and all the entries of M outside this 2 × 2 block. There are no other kinds of primes of type v in the case d = 2 since s(v) ≤ l(v) + 1, which can only happen when v has the form (2, 1, . . . , 1) .
The next case is d = 3. To generate a prime of type (2, 2), take two 2×2 submatrices of M comprising of four distinct rows and columns. Then a prime of type (2, 2) is generated by the permanents of those two submatrices and all the other entries of M . To generate a prime of type (2), choose one row or column of M and let M be the submatrix omitting that row or column. The ideal generated by any 2×2 subpermanent of M and all the entries of M outside this 2×2 block is a prime of type (2).
Proposition 14. Fix m, n, d, and suppose that v is a weakly decreasing sequence of positive integers of finite length. If s(v) ≤ m, n and d (v) ≤ d, then primes of type v contain I d (m, n).
Proof. Since it is clear that the primes of type v are indeed prime, we only need to show that the variety of such a prime is contained in the algebraic set defined by I d (m, n). The next lemma, which is a corollary of the expansion by minors of permanents, allows us to reduce to the case in which
Thus we assume d (v) = d, and we induct on l(v).
If l(v) = 1, then d = v 1 and a prime of type v is generated by a d×d subpermanent of M and all the other entries of M , which evidently contains
, and let p be any prime of type v. We can rearrange columns and rows so that p is generated by the upper-left v l ×v l subpermanent, all the other entries from the first v l rows and columns, and in the lower
By induction, p contains all the d×d subpermanents of M . Now, consider any d×d submatrix, T , of M . If T contains the first v l rows of M , then since p contains all the v l ×v l subpermanents of the submatrix given by the first v l rows of T , expansion by minors implies that the permanent of T is contained in p. Now assume that T does not contain the first v l rows of M . Then it must contain at least d−v l +1 rows from the rest of M . However, by induction, p contains the d×d subpermanents of this lower submatrix. Now we can use Lemma 15 to finish the proof. In this case
p contains the permanent of T . Thus we have shown that p contains I d (m, n).
The ideals I 3 (m, n)
We have already completed our discussion of the minimal primes over I 3 (3, n). In this section we will discuss the minimal primes over I 3 (4, 4). The primes from the previous section which are relevant are those of type (1), (2), (3), and (2,2). In addition, we say a prime is of type (3A) if it contains the ideal J 3 (from section 7) for some 3×4 (resp. 4×3) submatrix and all the entries of the remaining rows (resp. columns).
Theorem 16. If char k > 3, then the minimal primes over I 3 (4, 4) are of type (1), (2), (3), (3A), or (2,2) . If char k = 3, then the ideal of 2×2 minors of the generic matrix is the only other minimal prime.
Proof. If p is any prime over I 3 (4, 4) = I and p contains all the entries from some row or column, then p obviously contains a prime of type (3) or (3A). If p contains three elements from some row or column (say x 1,1 , x 1,2 , x 1,3 ) , then p either contains x 1,4 or the 2×2 permanents of the matrix ⎛ ⎝ x 2,1 x 2,2 x 2,3 x 3,1 x 3,2 x 3,3 x 4,1 x 4,2 x 4,3 ⎞ ⎠ and thus contains a prime of type (2) or (1). If p contains two elements from some row or column (say x 1,1 , x 1,2 ), then p either contains x 1,3 , x 1,4 or the 2×2 permanents of the first two columns. By Theorem 4 this means p either contains a column of M 4,4 or the entries in a 2×2 block of M 4,4 . The former case has been dealt with already. In the latter case, suppose p contains x 1,1 , x 1,2 , x 2,1 , x 2,2 . Let the A i,j be the 2×2 permanent of the bottom two rows and columns i, j. We have the following relations from the 3×3 permanents:
so either x 1,3 x 2,4 −x 1,4 x 2,3 ∈ p or A 1,3 , A 1,4 ∈ p. However, since x 1,3 x 2,4 −x 1,4 x 2,3 ∈ p already, the former case would imply that there were three elements from some row in p (since char k = 2). In the latter case, we already have A 1,2 ∈ p, and similarly A 2,3 , A 2,4 ∈ p. Therefore, either p contains a prime of type (2,2) or p contains three entries from one of the bottom two rows.
If p contains only one element from some row (say x 1,1 ), then by Proposition 6 the 2×2 permanents of the first 2 columns and last three rows vanish. Therefore, we can use one of the previous cases.
Finally, if p contains no entries of M , then we can dehomogenize each column so x 1,i = 1 for each i. As above let A i,j be the 2×2 permanents in the last two columns. By Proposition 6 we know A 1,2 = A 3,4 , A 1,3 = A 2,4 , and A 1,4 = A 2,3 . If the 2×2 minors of the first two rows do not vanish, then by the multilinearity of permanents, the 3×3 minors of ⎛
The top left 3×3 minor of this matrix is 2A 1,2 A 1,3 A 1,4 . Therefore, one of those is in p, say A 1,2 . This implies that A 3,4 ∈ p as well. Moreover, this means that A 1,3 +A 2,3 = 0, so substituting in the matrix H from Section 2 the 3×3 minors of the following matrix vanish:
Taking the first three columns and rows 1,2,4 the minor is
1,3 (A 1,1 + A 2,2 ). Therefore, either A 1,3 = 0 which would mean that the 2×2 permanents of the bottom two rows vanish, and hence an entry vanishes, or A i,i = 0 for all i which also implies that entries of the matrix vanish. Since no entries of the matrix vanish, this is a contradiction. Therefore, the 2×2 minors of every pair of rows vanishes, which is to say that the 2×2 minors of M are in p. If char k = 3, this implies that many entries of M vanish, so the result is proved. (1), (2), (3), (3A), or (2,2) . If char k = 3, then the only other minimal prime is the ideal of 2×2 minors of M m,n .
Notice that if m, n ≥ 4, then all the primes of type 1, 2, 3, 3A, and (2,2) are minimal over I 3 (m, n).
The Alon-Jaeger-Tarsi Conjecture
Now we turn our attention to one of the major motivations for the study of permanental ideals, the Alon-Jaeger-Tarsi Conjecture. We will briefly review the results of [AT] and then show how our results and conjectures apply to this conjecture.
Recall the Alon-Jaeger-Tarsi Conjecture from the Introduction. Let A = (a i,j ) be a d×n matrix over a field k. The key objects of [AT] are the polynomials
and
and only if X and A(X) both have no nonzero entries.
We introduce the notation of [AT] here for convenience and consistency. Let α = (α 1 , . . . , α n ) be a vector of nonnegative entries whose sum is d. Then let c α be the coefficient of the monomial X in the polynomial P A such that α i ≤ q − 2 for all i and whose coefficient is nonzero. Therefore, by Lemmas 21 and 19 there is a vector X with only nonzero coordinates such that AX has only nonzero coordinates. Therefore, we can assume that M has vanishing maximal permanents. If char k = 2 the permanent of A and the determinant of A are identical. Thus if the maximal permanents of M vanish, det A = 0, so it is not invertible, which contradicts the hypothesis.
Assuming that the maximal permanents of M vanish, since A is invertible, Lemma 24 implies that the (d − 1)×(d − 1) permanents of (A | · · · | A), with A repeated q − 3 times, vanish. By repeated application of Lemma 24, we see that the d − q + 3 sized permanents of A vanish. Since q ≥ d, we know that the 3×3 permanents of A vanish. However, by Corollary 17, the only invertible d×d matrices with its 3×3 permanents vanishing are of type (2,2) with d = 4 since char k = 2. Therefore, we need only consider A of the form ⎛
with the added constraint that (A | A) has its 4×4 permanents vanishing. Since char k = 2, this is impossible unless one of the rows vanishes, which contradicts the assumption that A is invertible. Now we turn our attention away from invertible matrices, and consider arbitrary matrices which have vectors with only nonzero coordinates such that their images have the same property.
Lemma 20 is useful whenever α i < p for all i. Otherwise, (α i )! = 0 for some i and thus the lemma is trivial for that α. To get past this, we would need to replace the permanent of A α = b i,j by another object, defined similarly. Fix α and let S d be the symmetric group on the set {1, . . . , d}. Further, let S α be the quotient group S d /( S α i ) where S α 1 acts on the set {1, . . . , α 1 }, S α 2 on the set
is well-defined in the sense that for any two representatives of σ in S d the above products are equal. Using this notation, we get the following lemma.
Lemma 26.
This lemma is what was implicitly used in [AT] to prove Lemma 20. We are now ready to prove Theorem 27. Suppose that A is any d×n matrix over the finite field k = F q and q > d + 1. There is a vector X ∈ k n such that neither X nor AX has any 0 entries if and only if no row of A is identically 0.
Proof. It is clear that if a row of A is identically 0, then every vector in the image of A has an entry that is 0. Therefore, we may assume that there is no vector X such that neither X nor AX has any 0 entries, and we will prove that A has a row which is identically 0.
By Lemma 19 we know that the polynomial P A is identically 0 on k n . Since q > d + 1, Lemma 21 implies that c α = 0 for every α.
We proceed by induction on d, since the result is clear for 1×n matrices. For α = (d, 0, . . . , 0) , c α = 0 implies that there is an entry of the first column of A which is 0.
We will prove that either a row of A is identically 0 or the first column is identically 0. Assume that there are exactly d > e > 1 entries of the first column which are 0. Reindex so that a 1,1 = · · · = a e,1 = 0. Then let
By Lemma 26, for every α ∈ L,
where A is the e×(n−1) submatrix of A, omitting the first column and including the first e rows, and c (α 2 ,...,α n ) is the coefficient of X α 2 2 . . . X α n n of P A . If c (α 2 ,...,α n ) = 0 for all α, then by induction A must have a row that is identically 0, but that implies that A also has such a row.
Therefore, one of a e+1,1 · · · a d,1 must be 0, so more than e entries of the first column vanish which contradicts the assumption that exactly e entries vanish. Therefore, the first column must be identically 0, but this argument implies that every column is identically 0, so A is identically 0. Therefore, in any case, A has a row which is identically 0. Now we consider the case where d + 1 is a prime, and use Corollary 9 to establish the following theorem. In the latter case, a row of A must vanish by Theorem 27. In the former case, at most 2 entries from every row of A can be nonzero. If any entry of a column is zero, either that column is identically 0 or a row of A is identically 0 by the same argument as in Theorem 27. Therefore, we can assume that exactly two columns of A are nonzero, and so we can reindex A and normalize so that the first column is identically 
Conclusion
Proving Conjecture 5 would be a great step forward in understanding permanental ideals and permanents in general. For example, it would make it relatively easy to decide whether a matrix of size d×n, where n ≥ 2d − 1, had vanishing maximal permanents.
It is somewhat striking that the only techniques used in this paper rely on the multilinearity of permanents with some help from symmetry. This suggests that the multilinearity techniques could be successfully applied to ideals defined by other multilinear functions on the d×d submatrices. I believe that this could be a fruitful approach, but have not had time to pursue this direction.
Another direction I have not pursued is the full primary decomposition of the ideals. Proposition 13 (proved using Macaulay2) says that I 3 (3, 4) is radical, so there are no embedded components in that case. For I 3 (3, 5) on the other hand, there are over 200 embedded components, and the decomposition is at this point inscrutable.
