Introduction. G. PόΊya
has given various sufficient conditions on the infinite matrix A to ensure that the infinite system of linear equations Au = b, where b and u are column vectors, has a solution in u It is remarkable that there are no conditions on the given column vector b R. G Cooke [1, pp.34-35] established the existence of reciprocals of a matrix A satisfying Pόlya's conditions, given in the following theorem. 
THEOREM 1 (Pόlya). In the infinite system of linear equations
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Then there exists an infinite sequence {UJ\ satisfying (1.1) , such that all the left sides are absolutely convergent.
It follows [l, pp.34-35] that if a matrix A-(aij) satisfies (i) and (ii), then A has an infinity of linearly independent right-hand reciprocals, and that if A ', the transpose of A, satisfies (i) and (ii), then A has an infinity of linearly independent left-hand reciprocals.
In this paper it is shown that Pόlya's theorem can be applied to establish the existence of solutions of the infinite matrix equation 
AX-XB = C,
where B and C are arbitrary given matrices, and A is a given matrix satisfying (i) and (ii) of Theorem 1. The principal tool is given in Theorem 2, where the doubly infinite set (# Γ ,s) of the matrix elements of X is found as a solution of a simple infinite set of equations. Theorem 3 then gives the main result. In § §3 and 4, other solutions are obtained in the general case, and in the special case and the nature of the solutions is discussed. Let the λth row of M correspond to the suffixes n -p, k -q, p and q being fixed positive integers, not both equal to 1. Consider the column of M for which r = r(t) = p + q + t and s = q 9 where t is any fixed positive integer. The first λ elements in this column correspond to pairs of suffixes n 9 k 9 such that their sum is nondecreasing (that is, 1, 1; 2, 1; 1, 2; 3, 1; 2, 2; ), so that both/i and k are less than p + q. Hence, for these pairs of values of n and k 9 δ w>Γ = 0, so that no elements of the matrix B occur among the first λ elements of this column.
The only nonzero elements among the first λ elements of this column are therefore those for which ^k,q ~ 1> that is, k -q 9 and n = 1, 2, ,p -1, p; and these elements are Thus X = (x ΓfS ) is a solution of (2.2).
3. Certain conditions may be imposed on the solutions obtained by the method of Theorem 3.
THEOREM 4. // A satisfies conditions (i) and (ii) of Theorem 1, then there is an infinity of solutions of the equation
each of which is a lower semimatrix [1, p. 6 ] whose principal diagonal elements are zero.
Returning to Theorem 1, observe that if the given conditions of that theorem are satisfied when the column-suffix / is restricted to a subsequence S of the positive integers, where S is independent of the row-suffix i, then solutions { UJ \ exist such that UJ -0 whenever j is not in S.
For, let H be the matrix obtained from A by selecting the columns of A whose suffixes are in S, so that
where { k p \ is the subsequence S of the positive integers. Then H satisfies the conditions of Theorem 1, so that, given any column-vector b, there are vectors
where each of the series is absolutely convergent.
If we now write UJ = v p when j -k p (p -1, 2,3, ) , and UJ = 0 otherwise, we have
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This result clearly can be applied to the matrix of (2.1). For, in the proof of Theorem 2, in which it was shown that M satisfies conditions (i) and (ii) of Theorem Theorems 3, 4, and 5, it would be desirable to know whether solutions exist which belong to a given "associative field" [1, pp.9, 26] . For example, the
where D is a given diagonal matrix, is of fundamental importance in quantum mechanics, and in the theory of consistency of Toeplitz transformations of divergent sequences. For such applications, solutions Y of (4.1) are required such that
respectively [1, pp.41, 101] , and such that Y, Y~ ι and A belong to the same "associative field."
The method of §3 above fails to give solutions Y of (4.1) such that Another case in which the existence of a solution belonging to a given "associative field" can be shown to be impossible is provided by the following theorem. 
