Abstract -Dissolved gas analysis (DGA) has been applied for decades as the main predictive maintenance technique for diagnosing incipient faults in power transformers since the decomposition of the mineral insulating oil (MIO) produces gases that remain dissolved in the liquid phase. Nevertheless, the most known diagnostic methods are based on findings of simplified thermodynamic and compositional models for the thermal decomposition of MIO, in addition to empirical data. The simulation results obtained from these models do not satisfactorily reproduce the empirical data. This paper proposes a flexible thermodynamic model enhanced with a kinetic approach and selects, among four compositional models, the one offering the best performance for the simulation of thermal decomposition of MIO. The simulation results obtained from the proposed model showed better adequacy to reported data than the results obtained from the classical models. The proposed models may be applied in the development of a phenomenologically-based diagnostic method.
INTRODUCTION
Mineral insulating oil (MIO) is a petroleum derivative widely employed in high voltage power transformers, especially in those of electric energy generation and transmission systems.
Due to the relevance of power transformers for electric systems and the high costs involved in their malfunctioning, predictive maintenance techniques have been developed and improved for the last 80 years (Rogers, 1978) . These techniques aim to detect incipient faults in oil insulated transformers.
The most well known of these predictive maintenance techniques is Dissolved Gas Analysis (DGA). The DGA technique consists of sampling MIO from in-service equipment and quantifying the concentrations of some specific light compounds that are produced through the cracking of the MIO molecules and remain dissolved in the liquid phase. The patterns formed by the set of these concentrations are then used to identify an existing incipient fault and to classify this fault through semi-empirical algorithms, known as diagnostic methods. This correlation between the dissolved gas concentration patterns and the incipient faults is possible since the rate of energy dissipated to the oil in the neighborhood of a faulty region implies a local temperature that determines which products will be predominant in the cracking reaction equilibrium (ASTM, 2007; ASTM, 2009; IEC, 2007; IEEE, 2009) .
Nowadays, the diagnostic methods that are most applied by maintenance engineering personnel, referred to here as classical diagnostic methods, are described at the standards IEC 60599 (IEC, 2007) Recently, most efforts in this area have been devoted to the development of the so-called intelligent or expert diagnostic systems and numerous papers have been published on this subject over the years (Lowe, 1985; Barrett, 1989; Tomsovic et al., 1993; Zhang et al., 1996; Wang and Liu, 1998; Huang, 2003; Fei and Zhang, 2009; Wu et al., 2011; Miranda et al., 2012) . The expert systems try to improve the classical methods' performances, commonly by combining the responses of two or more of these methods and/or applying artificial intelligence techniques to empirical databases. No actual research efforts on developing more suitable thermodynamic models for the thermal decomposition of MIO could be identified.
The present work proposes a more adequate thermodynamic modeling and evaluates four proposed compositional models for the thermal decomposition of MIO, since the models on which the classical diagnostic methods rely are not able to satisfactorily represent empirical data. Table 1 presents typical mole fraction ranges for each incipient fault type based on IEC data, the same database used in the preparation of IEC 60599:1999. IEC data consist of 117 sets of volumetric concentrations of gases dissolved in the MIO of faulty electrical equipment and their respective fault classification by visual inspections. Assuming ideal gas behavior for the mixture, in each reported case, the volumetric concentrations of the gases related to MIO decomposition, i.e., H 2 , CH 4 , C 2 H 6 , C 2 H 4 and C 2 H 2 , were normalized to obtain the mole fractions. Then, the lower confidence limit (LCL) and the upper confidence limit (UCL) for a 95% confidence level were calculated for all species of interest in each incipient fault type. In the current work, these typical incipient fault patterns will be used as references to assess the applicability of the proposed compositional models.
TYPICAL INCIPIENT FAULT PATTERNS
It is important to note that the information presented in the IEC data was not obtained from controlled experiments designed for this purpose. IEC data were constructed with information from in-service equipment and, therefore, they are subject to intrinsic errors related to the operational characteristics of the equipment and to the nature of the faults, such as non-ideal homogeneity of the MIO volume, accumulation of the dissolved gases over time and the possible existence of multiple simultaneous faults. 
THERMODYNAMIC MODEL
Both thermal and electrical incipient faults occur in small areas and the dissipated energy concentrates in small volumes of the insulating oil, causing local temperatures to rise, thus originating hot spots in the oil. Equilibrium temperatures in these hot spots may be used as universal indicators to evaluate the criticality of the faults, no matter the type of these faults.
The thermodynamic modeling used here for chemical equilibrium calculations on the thermal decomposition of MIO is based on the method of Lagrange multipliers for minimization of the system's Gibbs energy (Smith et al., 2004) . The study was carried out with two models: an unrestricted thermodynamic model and a carbon-optimized thermodynamic model. The unrestricted thermodynamic model is composed of Eqs. (1) to (4), as follows:
where the subscripts C and H stand, respectively, for carbon and hydrogen, subscript j indicates all species and subscript i indicates all species except C(s), superscript 0 stands for initial values and subscript t stands for total amount in the gas phase.
is the standard Gibbs energy of formation as a function of temperature T, R is the gas constant, n is the amount of substance, λ is the Lagrange multiplier and a is the atomic matrix containing the number of each element in the species.
In the carbon-optimized thermodynamic model, Eqs. (1), (3) and (4) are kept the same as in the unrestricted model. Also, to allow the restriction of the equilibrium amount of C(s), Eq. (2) is replaced by Eq. (5) and Eq. (6) is included, as follows:
where the subscript R stands for restriction (i.e., n C,R represents the quantity of solid carbon present at equilibrium). The calculation of the standard Gibbs energy of formation of each species, for the specified temperatures, required previous knowledge of the standard enthalpy and Gibbs energy of formation at 298 K and the ideal gas constant-pressure heat capacity as a function of temperature for each species. Estimates of these thermodynamic properties for heavy species were obtained through Joback's group contribution method (Poling et al., 2001) . The same thermodynamic properties for the light species were obtained from the literature (Smith et al., 2004) .
The decomposition reactions were assumed to occur in the vapor phase. Therefore, when exposed to localized higher temperatures, the oil compounds evaporate and decompose into lighter species that dissolve in the liquid phase after equilibrium in the gas phase is achieved. No further reactions occur in the liquid phase. Ideal gas behavior was assumed for the gas phase and the total pressure of the system was assumed as 1 bar. Equation (6) allows the carbon-optimized thermodynamic model to adapt to both Halstead's proposal, with unrestricted amount of C(s), and Shirai and coworkers' proposal, with the amount of C(s) restricted to zero. Also, the carbon-optimized model makes it possible to simulate intermediate scenarios by specification of intermediate amounts of C(s). Since MIO in the neighborhood of an incipient fault is not actually in thermodynamic equilibrium (IEC, 2007; IEEE, 2009; Shirai et al., 1977) , the kinetics of the phenomenon may be relevant and should not be neglected. The formation process of C(s) is assumed to be slower than the formation process of the gaseous species. Therefore, the limitation of the equilibrium amount of C(s) makes it possible to simulate MIO thermal decomposition in a stage that is closer to that occurring in a real system and, also, preserves the empirical observation (IEC, 2007; IEEE, 2009 ) of the formation of C(s). Therefore, the restriction on the equilibrium amount of C(s) is an equilibrium approach that takes into consideration, in some way, the kinetic contribution to the MIO thermal decomposition model.
COMPOSITIONAL MODELS
Four systems were proposed to represent the local composition at the hot spots. Since C 2 H 6 , C 2 H 4 , C 2 H 2 , CH 4 and H 2 are commonly quantified and applied in the existing diagnostic methods, the presence of these species in the equilibrium systems is a minimum requirement for all proposals. Systems 1 and 2 were simply adapted from Halstead's and Shirai and co-workers' studies and contain 6 and 7 species, respectively. Systems 3 and 4 are more complex systems and contain 60 and 81 species, respectively.
System 1
System 1 is based on Halstead's study. The MIO components are completely decomposed into lighter species and equilibrium occurs in this secondary system. Therefore, the equilibrium system is composed of the light compounds of most interest for diagnostic methods, i.e., C 2 H 6 , C 2 H 4 , C 2 H 2 , CH 4 and H 2 and a specified amount of C(s). The decomposition reaction can be described as follows: 
System 2 is based on Shirai and co-workers' study. MIO is represented by n-eicosane which is decomposed into lighter species. Differently from the cited study, in this work propane and propene are suppressed, so n-eicosane decomposes exclusively into the light compounds of interest. The equilibrium system is composed of n-eicosane, the light compounds of interest and a specified amount of C(s). The decomposition reaction is listed below: 20 42 2 6 2 4 2 2
System 3
System 3 is a more complete version of System 2. n-Eicosane still represents all compounds of MIO, but its decomposition leads to a complete series of straight alkanes, 1-alkenes and 1-alkynes, with the lengths of the carbon chains varying from 20 to 1. The equilibrium system consists of 60 species, as follows: 20 alkanes, 19 1-alkenes, 19 1-alkynes, H 2 and a specified amount of C(s 
System 4
System 4 is based on compositional information for MIO available in technical literature (ASTM, 1994) . MIO is composed of thousands of substances and it is not practical to identify each one of them; therefore, the technical literature presents compositional information classifying the components in a few groups or families. System 4 relates each of 15 hydrocarbon families to 1 representative compound, as seen in Table 2 . The decomposition of these representative compounds leads to the same 5 light compounds of interest plus 60 by-products and C(s) and it is assumed to occur in two stages: on stage one, the paraffinic chain of the representative compounds decomposes to C 2 H 6 , C 2 H 4 , CH 4 , H 2 and C(s) and, in stage two, C 2 H 4 decomposes to C 2 H 2 , H 2 and C(s). The equilibrium system consists of 81 species, as follows: 15 compounds representative of the families in the original MIO, 60 decomposition by-products, C 2 H 6 , C 2 H 4 , C 2 H 2 , CH 4 , H 2 and a specified amount of C(s). The decomposition scheme can be represented as follows, where RC is a representative compound, P is a decomposition product and subscript k is the associated representative compound index: 
NUMERICAL SIMULATION AND OPTIMIZATION
In order to compare the adequacy of the different proposed compositional models and also to evaluate the performance of the proposed thermodynamic model in representing the thermal decomposition of MIO, numerical simulations and optimization problems were carried out according to the methodology described as follows.
Numerical Simulation
Chemical equilibrium simulations were performed on the proposed systems with equilibrium temperatures ranging from 0 ºC to 2000 ºC, with 1 ºC steps, and the restricted equilibrium amount of C(s) ranging from 0% to 100% of the unrestricted equilibrium amount of C(s), with 1% steps. The systems formed by the nonlinear equations of both the unrestricted and carbon-optimized thermodynamic models were solved for equilibrium compositions of each system through the multivariate Newton-Raphson method using a line search strategy through the golden section method (Press et al., 2007) . Figure 1 presents 
For purposes of comparison with the typical incipient faults patterns, the equilibrium amounts of substances obtained from each simulation were transformed into gas phase mole fractions of the dissolved gases of interest, namely: C 2 H 6 , C 2 H 4 , C 2 H 2 , CH 4 and H 2 . All calculated mole fractions for a particular compositional model were saved in a 2001x 101x5 hypermatrix for future consultations.
Numerical Optimization
In order to enable qualitative and quantitative evaluations of the obtained simulation results, 117 two-dimensional optimization problems were solved to compare each one of the reported DGA patterns in IEC data to the mole fractions obtained from the simulations using a particular compositional model.
The optimization problems aimed to find the equilibrium temperatures and percentages of the equilibrium amounts of C(s) that minimized the summation of the squared relative residues between model predicted and reported mole fractions. As the mentioned objective function does not admit empirical mole fractions equal to zero, in such cases, the lower limit of detection of each gas was adopted, according to inter-laboratory studies conducted by ASTM (ASTM, 2003) . A brute-force approach was applied in the solution of these problems, so all ranges of interest of temperature and percentage of equilibrium amount of C(s) could be examined, thus avoiding local minimum issues. The applied methodology consisted of calculating the summation of the squared relative residues between one IEC data DGA pattern and each calculated DGA pattern in the previously cited hypermatrix. The lowest among all 202,101 calculated values indicated the optimum pair of equilibrium temperature and percentage of the equilibrium amounts of C(s) to represent that IEC data DGA pattern.
Mean relative errors could be calculated from the objective function values.
RESULTS AND DISCUSSION
The results are presented in a logical manner and divided into main aspects of the problem, as follows: simulated mole fraction profiles, analysis of the proposed model performance, comparison of calculated and reported mole fractions and objective function profiles.
Simulated Mole Fraction Profiles
Figure 2 presents simulation results for Systems 1 to 4 with unrestricted amount of C(s), as proposed by Halstead. Figure 3 presents simulation results for the same systems, but with zero amount of C(s), as proposed by Shirai and co-workers.
As seen in Figure 2 , the simulation results when the amount of C(s) is unrestricted are the same for the four systems regardless of the assumptions about oil surrogates and presence of heavier gases. Also, a comparison of Figure 2 with the typical patterns of On the other hand, when comparing Figures 3a to 3d with the typical patterns, it is observed that the proposed systems may be able to qualitatively represent the degradation of MIO when no amount of C(s) exists in the equilibrium, due to the presence of the gases of interest as non-traces, even though the total absence of C(s) may not be considered a physically acceptable hypothesis.
Systems 2 and 3, with zero amount of C(s), seem to show the best performances since Figures 3b and  3c are the only plots to present a non-trace equilibrium amount of C 2 H 6 , as expected from Table 1 . A more detailed evaluation of these two systems reveals that System 3 is possibly more adequate than System 2 in representing the degradation of MIO, since the latter (Figure 3b ) presents an abrupt compositional change around the equilibrium temperature of 300 ºC that is probably related to the lack of relevant species in the mid-range of molar mass. Also, it is observed that despite being developed based on MIO compositional information, System 4 did not show the best performance in representing MIO thermal degradation. That is probably related to Shirai and co-workers' observations on the high stability of naphthenes and aromatics over the equilibrium temperature range of interest (Shirai et al., 1977) . Nonetheless, further studies on this subject might enlighten this discussion.
In the search for an alternative to the unlikely hypothesis of the total absence of C(s), simulations of intermediate scenarios of its equilibrium amount were carried out for System 3. Figure 4 presents the simulation results for System 3 when the equilibrium temperatures are kept constant and the restricted equilibrium amounts of C(s) vary from 0 to 100% of the unrestricted amounts, for equilibrium temperatures of 0 ºC, 500 ºC, 1000 ºC and 1500 ºC, respectively. Simulation results obtained for equilibrium temperatures over 1500 ºC showed very similar profiles to the 1500 ºC profile and were suppressed. Figures 4b to 4d show that, for a certain range of equilibrium temperatures, the mole fractions of some species in intermediate scenarios of the amount of C(s) differ from the base cases of 0% and 100% of the unrestricted amounts of C(s). Also, Figures 4b and  4c clearly indicate that the mole fraction of methane as a function of the restricted amount of C(s) is not a monotonic function. So, it is possible that the MIO thermal decomposition would be better represented in intermediate scenarios of the amount of C(s) for certain temperatures. In other words, the molar compositions obtained from these intermediate scenarios may be more adequate than those obtained from the zero amount of C(s) scenario, but with the advantage of providing the formation of some C(s), as expected. 
Analysis of the Proposed Model Performance
In order to quantify and evaluate the proposed model prediction quality, Table 3 presents the optimum mean relative errors of randomly selected cases for simulations with unrestricted amount of C(s), zero amount of C(s) and, as proposed, optimized amount of C(s). PD means partial discharges, D1 means discharges of low energy, D2 means discharges of high energy, T1/T2 means low/medium temperature thermal faults and T3 means high temperature thermal faults. As expected, Table 3 shows that the optimized C(s) scenario leads to mean relative errors that are lower or, at least, equal to the results of the other approaches. Even though the proposed carbon-optimized model introduces an additional parameter to address the problem, it must not be forgotten that it also presents qualitative and fundamental improvements when compared to the unrestricted and zero amount of C(s) approaches, i.e., it presents equilibrium molar compositions comparable to the typical patterns and accounts for the expected presence of C(s).
The mean relative errors obtained with the proposed approach varied from 33.85% in D1.3 to 461.48% in T3.2. The high temperature thermal faults stood out as the incipient fault type with the poorest adherence to IEC data, presenting the highest associated mean relative errors. The PD.2 case provides a good example of improvement in the adherence of the simulation results to reported data: the prediction of the two-dimensional model resulted in a mean relative error of 45.79% while the unrestricted and zero amounts of C(s) simulations resulted in errors of 77.26% and 437.56%, respectively.
Extending the simulations to all 117 cases presented in IEC data, the restriction to the equilibrium amount of C(s) resulted in lower errors when compared to the errors of the scenarios with unrestricted and zero amounts of C(s) in 71.8% of the cases. In the other 28.2% of the cases, the minimum errors were obtained in zero amount of C(s) scenarios. In none of the 117 cases, the minimum error was obtained in an unrestricted amount of C(s) scenario. As stated before, the unrestricted amount of C(s) scenario leads to a thermodynamic equilibrium that, in fact, is not fully achieved and, generally, does not fit the reported data.
In all cases, the generalized high errors obtained are mainly due to the contribution of the excessively high relative deviations in the cases of extremely low reported mole fractions. All the same, as described before, relatively high errors were a possibility since IEC data present information from in-service equipment and not from specially designed experiments.
Comparison of Calculated and Reported Mole Fractions
As described before, the solution of two-dimensional optimization problems led to the equilibrium temperature and the percentage of the equilibrium amount of C(s) that minimized the residue between the model prediction and the reported mole composition for each case in IEC data. Figure 5 presents plots of the optimum predicted mole fractions versus the reported mole fractions of the species of interest, allowing the evaluation of the two-dimensional model adequacy to IEC data. The different symbols identify the associated incipient faults types. Figure 5a indicates that predicted hydrogen mole fractions show good agreement with reported data, except for high temperature thermal faults, where the model predicts an unreported absence of hydrogen. Figure 5b indicates that predicted methane mole fractions also show good agreement with the reported data, but, in many cases, the predicted values are greater than the reported data for thermal faults. Figure 5c indicates that predicted ethane mole fractions show poor agreement with the reported data for all incipient fault types: all model predicted values are much lower than the reported data. Figure 5d indicates that predicted ethene mole fractions show, overall, some agreement with the reported data, although the model seems to overestimate the mole fractions for thermal faults and underestimate the mole fractions for electrical faults. Figure 5e indicates that predicted ethyne mole fractions show good agreement with reported mole fractions below 0.45: for all reported data above this value, the model predicts mole fractions around 0.45. It is also worthy to note that, except for the predictions of ethyne mole fractions, all predictions in high temperature thermal fault cases showed very poor agreement with the reported data. 
Objective Function Profiles
In order to expose the characteristics of the optimization problem and to evaluate the performance of the applied numerical method, Figure 6 presents the mean relative errors of the same cases in Table 3 as functions of the percentages of the equilibrium amounts of C(s). The temperatures were kept constant at their optimum values.
It is observed that the objective function showed different profiles, depending on the case, including the occurrence of local minimums. Also, it is interesting to observe once more that the minimum error could not be obtained for the unrestricted C(s) scenario in any of the cases. 
CONCLUSIONS
This paper presents a proposal of thermodynamic and compositional models for chemical equilibrium simulations of the thermal degradation of mineral insulating oil. The proposed carbon-optimized model was able to adapt to both hypotheses available in the literature for the equilibrium amount of C(s), i.e., zero amount of C(s) and unrestricted amount of C(s). Also, the proposed model permitted simulations of intermediate scenarios regarding the equilibrium amount of C(s), which is intended to account for the kinetics of the phenomenon.
One-dimensional simulation results showing better adequacy to empirical data were obtained when mineral insulating oil was represented by C 20 H 42 , which degraded into 59 species and with zero equilibrium amount of C(s). The two-dimensional model, i.e., when the equilibrium amount of C(s) could also be specified, made it possible to simulate intermediate scenarios of the amount of C(s) between the zero and the unrestricted amounts cases, thus avoiding the implausible hypothesis of the total absence of C(s) in the equilibrium. The two-dimensional simulation results were also more adherent to empirical data than those obtained from classical models available in the literature.
The proposed carbon-optimized thermodynamic model proved to be an improvement in representing the reported data when an adequate compositional model was applied. It may be even possible to use the proposed model to develop a phenomenologically-based diagnostic method. Nevertheless, further investigations may be required to develop a more adequate degradation model, especially regarding the poor agreement of the predicted ethane mole fractions to the reported data and the high errors obtained in the predictions of high temperature thermal fault cases. 
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