Abstract. We prove that the theory of open projective planes is complete and strictly stable, and infer from this that Marshall Hall's free projective planes (π n : 4 n ω) are all elementary equivalent and that their common theory is strictly stable and decidable, being in fact the theory of open projective planes. We further characterize the elementary substructure relation in the class of open projective planes, and show that (π n : 4 n ω) is an elementary chain. We then prove that for every infinite cardinality κ there are 2 κ non-isomorphic open projective planes of power κ, improving known results on the number of open projective planes. Finally, we characterise the forking independence relation in models of the theory and prove that π ω is strongly type-homogeneous.
Introduction
After about 50 years from the creation of Shelah's classification theory [41, 40] , stability theory and its methods have had applications in the most disparate fields of mathematics. One of the most challenging domains of applications in this respect has been the model-theoretic analysis of free objects, and most notably of free groups. The topic of this paper is the first-order model theory of free and open projective planes (see below), but in order to motivate our results and construct what we believe to be a cogent analogy, we digress shortly in the celebrated area of model theory which deals with the first-order model theory of free groups.
In 1945 Taski conjectured that the countable free groups are all elementary equivalent and that their common first-order theory is decidable. This conjecture remained open for about 60 years until Sela settled the first conjecture [36] , and Kharlampovich and Myasnikov, independently, settled both conjectures [16] . Sela went deeper in the study of the model theory of free groups proving a remarkable form of elimination of quantifiers for the theory of free groups [34, 35] , which he later used to prove that this theory is stable [37] (and so strictly stable, by [30] ).
A part from other remarkable results of Sela, Kharlampovich and Myasnikov, the study of the model theory of free groups was later continued (among others) by Houcine, Perin, Pillay, Sklinos and Tent, which proved many beautiful results in this area. We mention here some of these more advanced results because of their relevance to the present work. In [16] Kharlampovich and Myasnikov characterized the finitely generated groups elementary equivalent to a free group. In [16] Kharlampovich and Myasnikov, and independently Sela in [36] , proved that, for 2 n m < ω, the natural embedding of F n into F m is elementary. In [25, 26] Perin improved this result proving that the elementary subgroups of a free group of finite rank F n are exactly the free factors of F n . In [28] Perin and Sklinos proved that free groups are type-homogeneous (and that finitely generated free groups are strongly type-homogeneous (in the sense of Theorem 1.7)). Finally, Perin and Sklinos (continuing their previous work [23] ) recently announced [24] a complete characterization of the forking independence relation in free groups of finite rank.
The model-theoretic analysis of free objects has later been extended to many other structures of interest, among which free semigroups [38] , free associative algebras [17] , free monoids [15] , and free Lie algebras [18] . In the present study we add to this picture a thorough study of the first-order theory of yet another classical notion of free object: Marshall Hall's free projective planes π n (for 4 n ω). The free projective planes were introduced by Hall in [11] , a fundamental paper in projective geometry, where Hall defined some of the most important notions and tools in the study of projective planes (open projective planes, coordinations of Desarguesian projective planes, etc.). Defined most directly, the free projective planes π n 's (4 n ω) are defined as follows (cf. also Definition 2.7):
(i) consider an initial configuration π n 0 consisting of a line, n − 2 points on that line and two points off of it; (ii) for any pair of distinct points p and p ′ not joined by a line add a new line p ∨ p ′ joining them, and for any pair of distinct parallel lines ℓ and ℓ ′ add a new point ℓ ∧ ℓ ′ passing through them; (iii) repeat this ω-many times, and call the resulting projective plane the free projective plane of rank n, denoted as π n .
A part from the pioneering studies of Hall, the free projective planes received the attention of eminent geometers such as Barlotti [2] , Dembowski [5] , and Hughes and Piper [13, Chapter 7] , and of many other scholars, see e.g. [6, 39, 7, 12, 31] . In particular, there are numerous studies on the group of collineations and group of perspectivities of free projective planes, such as [2, 20, 32, 33] .
Already in the original article of Hall [11] many important results on free projective planes were proved; among them that free projective planes of different rank are non-isomorphic and that finitely generated subplanes of free planes are free -this last result was later improved by Kopeikina [21] dispensing with finite generation.
Moreover, again in [11] , Hall isolated a property of projective planes defined fobidding 1 certain finite subconfigurations (and so a first-order property) and called the projective planes satisfying this property open (cf. Definition 2.9). He then proved that every free projective plane is open, and that finitely generated open projective planes are free, leaving open the question of existence of a non-finitely generated open projective plane which is not free. This was settled in the negative by Kopeikina in [21] , providing a countable counterexample, and later improved by Kelly [20, 19] , which showed that there are in fact ℵ 0 -many countable counterexamples. The notion of open projective plane will be the first crucial notion in our study, as witnessed by Theorem 1.1, which confirms the forsight of Hall on the subject.
The second crucial notion in our proofs is the notion of HF-constructibility. The well-founded version of this notion was introduced by Siebenmann in [39] (see also [6, 7] ), where he says that a (projective) plane B is (well-foundedly) HFconstructible over a plane A when there is an element-by-element well-founded construction of B over A adding at most two incidences at a time (cf. Definition 2.12). In [39] Siebenmann proved the surprising result that the countable projective planes well-foundedly HF-constructible from ∅ are exactly the free projective planes π n 's (4 n ω) -a result far from obvious, a priori. We will introduce 2 below a natural variant of this notion which dispenses with the assumption of wellfoundedness (cf. Definition 3.4). In many respects this notion is the real key behind a model-theoretic undestanding of free and open projective planes (as witnessed by our main theorems), and it will be the most important tool in our proofs.
We will now state our main theorems. Our results are model-theoretically inspired by the results on free groups mentioned at the beginning, and their proofs depend crucially on the results and notions on free and open projective planes just mentioned (in particular the notion of open plane and HF-constructibility). Recall that previous to our work it was only known that there are ℵ 0 -many countable non-free open projective planes [20, 19] .
In the class of open projective planes there is a natural notion of canonical amalgamation (cf. Definition 7.6). Using this notion we prove: From the theorems above we infer the following crucial corollary on free projective planes, which was the original motivation for this study. Theorem 1.7. The free projective plane π ω is strongly type-homogeneous, i.e. for every tupleā,b in π ω and finite set of parameter A in π ω ,ā andb have the same type over A if and only if there is f ∈ Aut(π ω ) mappingā tob and fixing A pointwise.
Our results solve all the most fundametal model-theoretic questions on free and open projective planes, and they also draw tight analogies with the model theory of free groups (as should be clear from a comparison with the results on free groups mentioned at the beginning). Furthermore, we believe that there are many other interesting questions on the theory T of open projective planes. Most notably, we leave the following open questions (on which we intend to return in a future work):
Open Problem 1.8. Does T have a prime model?
Notice that the theory of free groups does not have a prime model [22] .
Open Problem 1.9. Describe the algebraic closure operator in models of T .
Open Problem 1.10. Determine the position of T in the ample hierarchy [8, 29] .
Notice that the theory of free groups is n-ample for every 0 < n < ω [42] .
Open Problem 1.11. Does T interpret an infinite group (resp. an infinite field)?
Notice that that no infinite field is definable in the theory of free groups [3] , but it is open whether no infinite field is interpretable in this theory (it is conjectured that this is indeed the case, for partial results see [27] ).
Open Problem 1.12. Characterize the definable submodels in models of T .
The proper definable subgroups of free groups have been proved by to be cyclic [27] , but a complete characterization of the definable subgroups is still open.
Finally, we would like to mention that notions of free and open object appear also in many other contexts in combinatorial geometry, most notably in the theory of n-gons -for a general study of these phenomena see [9, 10] . We believe that behind our solutions to the main problems faced here there is a whole theory yet to be discovered, on which we intend to return on an another more general future work.
The structure of the paper is as follows: in Section 2 we introduce the main definitions and overview the relevant state of the art; in Section 3 we introduce the crucial notion of HF-constructibility and prove some preliminary results; in Section 4 we prove Theorem 1.1; in Section 5 we prove Theorem 1.2; in Section 6 we prove the first half of Theorem 1.3 (i.e. that T is not superstable) and Theorem 1.4. In Section 7 we prove the second half of Theorem 1.3 (i.e. that T is stable) and Theorem 1.5. Finally, in Section 8 we prove Corollary 1.6 and Theorem 1.7.
State of the Art

Definition 2.1 ([11]).
A partial plane is a system of points and lines satisfying: (A) through any two distinct points p and p ′ there is at most one line p ∨ p ′ ; (B) any two distinct lines ℓ and ℓ ′ intersect in at most one point ℓ ∧ ℓ ′ .
We say that a partial plane is a projective plane if in (A)-(B) above we replace "at most" with "exactly one". We say that a projective plane is non-degenerate if it contains a quadrangle, i.e. four points such that no three of them are collinear.
Convention 2.2. All the projective planes considered in this paper will be assumed to be non-degenerate (cf. Definition 2.1). In specific claims we might diverge from this convention; when so, we will specify this divergence explicitly.
Definition 2.3. Let P be a partial plane.
(1) We say that the partial plane P ′ is a subconfiguration of P if P ′ ⊆ P , points of P ′ are points of P , lines of P ′ are lines of P , and, for p and ℓ in P ′ , p in incident with ℓ in P ′ if and only if p in incident with ℓ in P . (2) We say that P ′ is a closed subconfiguration of P if P ′ is a subconfiguration of P and P ′ is closed under intersection of lines and join of points.
Definition 2.4. Let P be a projective plane and A ⊆ P .
(1) We denote by A P the smallest closed subconfiguration of P containing A, and call it the closed subconfiguration generated by A in P . (2) If A contains a quadrangle, then A P is a projective plane. In this case we refer to A P as the projective subplane (or simply subplane) generated by A in P .
Remark 2.5. In Definition 2.4, notice that A contains a quadrangle iff A P contains a quadrangle iff A P is a projective plane (cf. Convention 2.2).
Definition 2.6 ([11]
). Given a partial plane P we define a chain of partial planes (P n : n < ω), by induction on n < ω, as follows: n = 0). Let P n = P . n = 2k + 1). For every pair of distinct points p, p ′ ∈ P 2k not joined by a line add a new line p ∨ p ′ to P 2k incident with only p and p ′ . Let P n be the resulting plane. n = 2k > 0). For every pair of parallel lines ℓ, ℓ ′ ∈ P 2k−1 add a new point ℓ ∧ ℓ ′ to P 2k−1 incident with only ℓ and ℓ ′ . Let P n be the resulting plane. We define the free projective extension of P to be F (P ) := n<ω P n . Notation 2.7. Given 4 n ω, we let π n 0 be the partial plane consisting of a line ℓ, n−2 points on ℓ and 2 points off of ℓ, and we let π n = F (π n 0 ) (cf. Definition 2.6). We refer to the plane π n , for 4 n ω, as the free projective plane of rank n. We say that a plane is free if it is isomorphic to π n for some 4 n ω. Definition 2.11. Let P be a partial plane and P + x a partial plane containing P such that x / ∈ P and P +x = P ∪{x}. We say that P +x is a hyper-free (abbreviated as HF) one-point extension of P if x is incident with at most two elements of P . We say that P + x is of type i, for i = 0, 1, 2, if in P + x the element x is incident with exactly i elements of P . We denote this type as t(P + x/P ). Definition 2.12. Let Q and P be countable partial planes. We say that P is well-foundedly HF-constructible 3 from Q if there is a sequence (P k ) k<α ω of partial planes such that: (1) P 0 = Q; (2) P k+1 is a hyper-free one-point extension of P k (cf. Definition 2.11); (3) k<α P k = P . We say in addition that P is F-constructible from Q if in the sequence (P k ) k<α ω we have that t(P k+1 /P k ) = 2 (cf. Definition 2.11), for every k < α. . Let P be a countable projective plane. Then P is a free projective plane if and only if there is a sequence of partial planes (P k ) k<ω such that:
(1) P 0 = ∅; (2) P k+1 is a hyper-free one-point extension of P k (cf. Definition 2.11); (3) k<ω P k = P . Furthermore, if (P k ) k<ω is as above, then the rank of the free plane P is:
HF-Orderings
Definition 3.1. A directed graph is a pair (V, R) such that V is a set and R is a collection of ordered pairs from V such that if (a, b) ∈ R, then a = b and (b, a) / ∈ R.
.., a n ) of elements from V such that n > 0, a 0 = a, a n = b and R(a i , a i+1 ) for every i = 0, ..., n − 1. Given a directed path π = (a 0 , ..., a n ) from a to b we let the length of π to be n.
is the length of the shortest path from a to b (where by convention we set this to be ∞ when there is no such path). (1) Let A ⊆ B be partial planes (in particular A can be ∅), we say that B is HF-constructible (resp. F-constructible) from (or over) A if there is a linear ordering (B − A, <) such that for every b ∈ B − A there are at most two (resp. exactly two) elements of B such that they are incident with b and either from A or from B − A and <-smaller than b. (2) If B is HF-constructible (resp. F-constructible) from A, then we write A HF B (resp. A F B). Furthermore, we refer to linear orderings as in (1) as HF-orderings (resp. F-orderings) of B over A. (3) Given a HF-ordering of B over A we define a directed graph structure (cf.
is incident with a and either a ∈ A or a ∈ B − A and a < b.
Definition 3.5. Let A, B and R be as in Definition 3.3, and < an ordering of B − A. We say that the order < is compatible with the HF-digraph , while the more restrictive one (i.e. Definition 2.12) is present in various references on the subject, see e.g. [39, 7, 6] . On the other hand, the consideration of non-wellfounded HF-ordering is crucial for the model-theoretic treatment of the subject, and it will be the main technical tool behind all our proofs. To give an example of the naturality of this notion in our setting, notice that, as argued in more detail in Remark 4.2, for every HF-ordering < of a free projective plane A and ultraproduct A * of A, we can extend naturally the order < to an HF-ordering < * of A * , but, unless the ultrafilter underlying the ultraproduct A * is principal, the HF-ordering < * is non-well-founded! Notation 3.8. Let B ⊆ A and D ⊆ C be partial planes such that A admits an HFordering < A over B, and C admits an HF-ordering < C over D, and let f : A → B be an embedding of partial planes such that f (B) = D. We say that f is an (R <A , R <C )-preserving embedding (or simply an R-preserving embedding, when the orders are clear from the context) if R <A (b, a) holds if and only if
it is an embedding of models in the expanded language L ′ = (S 1 , S 2 , I, R) (cf. Notation 4.1), where the predicate S 1 holds of points, the predicate S 2 holds of lines, the relation I denotes the point-line incidence relation and R is interpreted as R <A and R <C , respectively. Definition 3.9. Let A, B and (A − B, <) be as in Definition 3.4. We define an operator cl < = cl on subsets C of B by declaring cl(C) to be the smallest set satisfying the following requirements:
Notice that from Definition 3.4(3) it follows that C ⊆ A implies C = cl < (C). Proposition 3.10. Let A, B and (A − B, <) be as in Definition 3.4. The operator cl = cl < from Definition 3.9 is a closure operator, i.e. for C, D ⊆ B we have that:
Proposition 3.11. Let A, B and (A−B, <) be as in Definition 3.4, and let C ⊆ B be such that cl < (C) = C (cf. Definition 3.9). Then there is an HF-ordering < + of B over C ∪ A. Furthermore, the order < * obtained concatenating <↾ (C − A) and < + is such that (B, R < ) and (B, R < * ) are isomorphic as digraphs.
Proposition 3.12. Let C be an open projective plane and < an HF-ordering of C over a projective subplane A of C (in this claim we allow the possibly that A is degenerate, and in particular it can be ∅).
Definitions 2.4 and 2.6).
Convention 3.13. To make proofs and arguments more direct, we will often use Propositions 3.11 and 3.12 freely, i.e. without referring to it explicitly.
Proof. This is easy and essentially well-known (see e.g. [20, Proposition 1.5.11]). Proposition 3.14. Every open partial plane admits an HF-ordering over ∅.
Proof. Let P be an open partial plane and let X P = X be the set of all finite subconfigurations of P (cf. Definition 2.3). Then, by Fact 2.13, for every A ∈ X we can find an HF-ordering < A of A over ∅. Let now U be an ultrafilter on X such that for all A ∈ X we have that X A = {B ∈ X : A ⊆ B} ∈ U (notice that the collection of sets of the form X A have the finite intersection property, and so such an ultrafilter U does exist). Now, for A ∈ X, let < 1 A , ..., < n(A) A be an injective enumeration of the HF-orderings of A over ∅, and, for 0
and that for 0 < i < j n(A) we have that
Hence, being U an ultrafilter, we can find a unique HF-ordering < *
Thus, we can conclude that A∈X < * A is an HF-ordering of P over ∅ (since clearly this is an ordering and any possible counterexample to being an HF-ordering would be contained in an A ∈ X P .) Observation 3.15 (Duality Principle for Open Projective Planes). Let A be an open projective plane and < and HF-ordering of A over ∅ (cf. Proposition 3.14). Then the partial planeǍ obtained switching the role of points and lines of A is a projective plane and < is an HF-ordering ofǍ over ∅.
Axiomatization
Throughout the paper we will use the following notation: Notation 4.1. Throughout the rest of the paper, let T be the theory of open projective planes (cf. Definition 2.9 and recall Convention 2.2) in a language L with two sorts S 1 and S 2 specifying the set of points and the set of lines, and a symmetric binary relation I specifying the point-line incidence relation.
Remark 4.2. Let A |= T , < an HF-ordering of A over ∅ (by Proposition 3.14 we can always find such an order), R < as in Definition 3.4(3), and (A * , R * < ) an ultraproduct of (A, R < ) (as a structure expanded with a directed edge relation), with respect to the ultrafilter U on the set I. Then any ordering < * of A * compatible with the HF-digraph R * < over ∅ (cf. Definition 3.5) is an HF-ordering of A * over ∅ such that < * ↾ A =<. Notice that for every infinite cardinal κ, we can choose I and U such that (A * , < * ) is κ + -saturated (as a structure expanded with a linear order). Finally, notice that, unless U is principal, the order < * is non-well-founded.
Lemma 4.3. Let
A be an open projective plane and let < be an HF-ordering of A over ∅ (cf. Proposition 3.14). Then: (1) the set of points (resp. lines) of A is cofinal in the HF-ordering <.
(2) for every line ℓ (resp. point p) of A, the set of points of A incident with ℓ (resp. of lines of A incident with p) is cofinal in the HF-ordering <.
Proof. We only prove item (1), item (2) can be proved similarly (making some further considerations and using Observation 3.15). Recall that by definition our projective planes are non-degenerate (cf. Convention 2.2), and thus we can find the following configuration C in A:
(1) points: a, b, c, d, e, f, g; (2) collineations: abe, bce, acf, bdf, cdg, abg.
Here, among the points and lines of C, one element in {e, f, g} has to be the <-largest (since < is an HF-ordering), and e, f, g cannot be collinear (since A is open).
Suppose that e is the <-largest. Clearly in A we can find a at least one line ℓ 0 > e and at least one point p 0 > ℓ 0 . Also, easy inspection shows that there can not be a line of A that contains > 3 points from X = {a, b, c, d, e, f, g}. Hence, since |X| = 7 (and 3 + 3 = 6), whenever there is a point p > e, there is also a line ℓ > p. Furthermore, using Observation 3.15 we see that whenever there is a line ℓ > e, there is also a point p > ℓ. Hence, the cofinality claim follows.
Context 4.4.
In what follows we will often work under the following assumptions, which we fix for later reference: D is a model of T , < is an HF-ordering of D over ∅, κ max{2 ℵ0 , |D| + } and U is an non-principal ultrafilter on some set I such that the corresponding ultrapower D * is κ + -saturated, and also the structures (D * , R * < ) (cf. Remark 4.2) and (D * , < * ) (again cf. Remark 4.2) are κ + -saturated, and < * is compatible with R * < (as in Remark 4.2), that is R < * = R * < . Notice that, by Lemma 4.3, the order < * has cofinality ω 1 . For ease of notation, in what follows we will denote the order < * of A * just described simply as <.
Notation 4.5. Let A be a partial plane and let X be the partial plane obtained from A adding ω-many new points (x i : i < ω) not incident with any line of A. Then F (X) admits a natural HF-ordering < + over A: the elements (x i : i < ω) form an initial segment of < + and the rest of the order is the natural F-ordering of F (X) over X that we get from the definition of F (X) (cf. Definition 2.6). Proof. Let A, B, D * and < be as in the assumption of the theorem. Let ℓ be a line of A, and a 1 , a 2 , a 3 three distinct points from D * − A which are non-collinear and not incident with ℓ. Now, as observed in Proposition 4.3, the set of points of D * incident with any given line form a <-cofinal sequence and furthermore the order < has cofinality ω 1 , as observed in Context 4.4. Thus, by induction on i < ω, we can find (B i : i < ω) and (b i : i < ω) such that:
is a countable projective subplane of D * and cl < (B i ) = B i ; (iii) b i is incident with ℓ and it is <-bigger than any element of
Now, let R = R < . Clearly, R(ℓ, b i ) holds, for every i < ω. Furthermore, there is at most one j ∈ {1, 2, 3} such that R(a j ∨ b i , b i ). Thus, by pigeon hole principle, we can assume that ¬R(a j ∨ b i , b i ) holds for all j ∈ {1, 2} and i < ω. Hence, a 2 ∨b 2i+1 ). Now, a 1 ∨b 2i , a 2 ∨b 2i+1 < c i , since b 2i+1 < a 2 ∨b 2i+1 = a 2 ∨c i , and < is an HF-ordering. Also, for i < j, the lines ℓ i,j := c i ∨ c j are such that c i , c j < ℓ i,j . Similarly, for all d ∈ A we have that d, c i < d ∨ c i . Now, using what we have just observed and the inductive properties (i)-(iv) listed above, it is easy to see that the canonical extension to B = F (X) of the map:
is as wanted. The "furthermore part" of the theorem is clear from the proof. (1) the order < witnesses that the point c ω is F-constructible from ∅ in D * ; (2) every element of cl < (a ω ) is <-greater than any element of A; (3) the isomorphism type of (cl < (a ω ), R < ) is fixed and as in Construction 4.9. Construction 4.9. We explain Remark 4.7(3), i.e. we describe the isomorphism type of (cl < (a ω ), R < ). For all η ∈ 2 <ω there are distinct elements z η such that: (B 1 ) = B 1 and B 1 admits an HF-ordering < 1 over A in such a way that we first construct (A∪cl < (b))− {b}, then cl < (c i ), i < 3, then c 3 and then b. Notice that with respect to < 1 we have that b is such that |{x ∈ B 1 : R <1 (x, b)}| = 2, as witnessed by x 0 and c 1 ∨ c 2 . Nonetheless, |{x ∈ B 1 : R <1 (x, c 3 )}| < 2, but on one hand the distance (cf. Definition 3.2) between a and c 3 in the directed graph (B 1 , R <1 ) is strictly greater than the distance (cf. Definition 3.2) between a and b in the directed graph (B 0 , R <0 ), and on the other hand letting B 2 = B 1 ∪ cl <1 (a) we are in the same situation as before, by the choice of the c i . Thus, iterating this process ω-many times we find B ⊆ D * such that cl < (B) = B and B is F-constructible over A, say by the ordering < ∞ =< + , and easily we see that we have B = A ∪ cl <+ (a), as wanted. 
8). Then
Proof. It suffices to show that for a ∈ D + − D and b ∈ B such that R <B (b, a) holds, we have that b ∈ D + . Let x ∈ C + − C be such that f (x) = a. Then there are y = z ∈ D + such that R <+ (y, x) and R <+ (z, x) hold. Then R <B (f (y), a) and R <B (f (z), a) also hold and f (y) = f (z) (since f is R-preserving and injective). Since |{c ∈ B : R <B (c, a)}| 2, necessarily b ∈ {f (y), f (z)}, and so b ∈ D + .
Theorem 1.1. The theory T of open projective planes is complete.
Proof. Let M, N |= T and A and B be countable elementary substructures of M and N , respectively. Let (A * , < A ) and (B * , < B ) be as in Context 4.4, with respect to A and B, respectively, and with respect to the same κ, I and U (cf. Context 4.4). We show that A * and B * are elementary equivalent, clearly this suffices. Specifically, we show that Player II has a winning strategy in the Ehrenfeucht-Fraïssé game EF ω (A * , B * ) of length ω. We play the game as follows: after every move n we have a partial isomorphism f n : A n → B n such that A n and B n are countable projective subplanes of A * and B * , respectively, and cl <A (A n ) = A n and cl <B (B n ) = B n . For simplicity, the game starts with n = −1 and we let f −1 = ∅. Furthermore, by Observation 3.15, we can assume that Player I chooses only points. Suppose then that Player I chooses a point a ∈ A * . By Lemma 4.10, we can find a countable A n ∪ {a} ⊆ C n+1 ⊆ A * such that cl <A (C n+1 ) = C n+1 and C n+1 admits an Fordering < n+1 of C n+1 over A n such that C n+1 = A n ∪ cl <n+1 (a). We make the following claim, which we will prove below (after the end of the current proof). Claim 4.11.1. There is an (R <n+1 , R <B )-preserving embedding (cf. Notation 3.8) g n+1 : C n+1 → B * such that g n+1 extends f n . Now, by the claim and Lemma 4.11, we have that
It is now easy to extend g n+1 to f n+1 so that the domain of f n+1 is A n+1 := C n+1 A * (cf. Definition 2.4) and its codomain is B n+1 := D n+1 D * , and clearly cl <A (A n+1 ) = A n+1 and cl <B (B n+1 ) = B n+1 . Hence, player II has a winning strategy in the Ehrenfeucht-Fraïssé game EF ω (A * , B * ).
Proof of Claim 4.1. Since C n+1 = A n ∪ cl <n+1 (a) we have that C n+1 = A n ∪ 0<i<ω Y i , where, for 0 < i < ω, Y i is the set of points y in cl <n+1 (a) such that in the directed graph (cl <n+1 (a), R <n+1 ) the distance (cf. Definition 3.2) between a and y is 2i, together with all the lines ℓ which are incident with at least two points from Y i ∪ A n such that at least one of these, say b, is such that R(b, ℓ) holds and b ∈ Y i . For 0 < i < ω, let also X i be the set of all points x ∈ Y i − A n such that the distance between a and x is exactly 2i. Let 0 < i < ω and let D be the set of x ∈ X i such that x is incident with at least one line from A n (and thus exactly one, since A n is assumed to be a projective subplane of A * ). For each x ∈ D choose two distinct points x 0 , x 1 ∈ A * such that x 0 is not incident with any line from A n ∪ X i and x 1 is incident with only x 0 ∨ x 1 . Let now E = (X i − D) ∪ {x 0 , x 1 : x ∈ D}. Then A n ∪ Y i is F-constructible from A n ∪ E ∪ X i and E ∪ X i satisfy the assumption of Theorem 4.6, and so we can find an (R <n+1 , R <B )-preserving embedding g (n+1,i) : A n ∪ Y i → B * . By compactness and κ + -saturation of (B * , < B ) and (B * , R <B ) (cf. Context 4.4) this suffices to find the wanted (R <n+1 , R <B )-preserving embedding g n+1 : C n+1 → B * .
Elementary Substructures
Recall that T denotes the theory of open projective planes (cf. Notation 4.1). Also, we denote by the elementary submodel relation. Proof. Let A and B be as in the assumption of the lemma, κ = (|A| + ω) + , and let D be such that A D and D is κ-saturated. Choose A i D such that:
By Proposition 3.14 we have that D admits an HF -ordering < over ∅. Let C ⊆ D such that cl < (C) = C, B ⊆ C and |C| < κ. Then there is i < κ such that C ∩ A i = B. Then, since C HF D (by Proposition 3.11) and A i ⊆ D, by Remark 5.1 we have that that A i ∩ C = B HF A i , and so:
since f i is an isomorphism and f ↾ B = id B . Figure 1 . A representation of B from Construction 6.1.
like the pair (a 1 , a 0 ) over p i0 , ..., p i3 and ℓ i0 , ..., ℓ i3 . This shows that we can iterate the construction for any given finite length, i.e. we can in the same manner find HF-chains a n n < a n n−1 < · · · < a n 0 , for every n < ω. Proof. For the sake of a contradiction, suppose that T is superstable. By Fact 2.14 the free projective plane π ω can be considered as generated by a partial plane A (i.e. π ω = F (A) (cf. Definition 2.6)) consisting of ω-many distinct points and ω-many distinct lines with no incidences between them. Let now D = π ω and consider the ultraproduct (D * , <) as in Context 4.4, and in particular let κ 2 ℵ0 , I and U be as there. Let A * consists of the U-equivalence (U is the ultrafilter) classes of functions with values in A. Then in A * we can find κ-many points P = (p i : i < κ) and κ-many lines L = (ℓ i : i < κ) with no incidences between them, and furthermore cl < (A * ) = A * , and so, by Proposition 3.11, without loss of generality we can assume that <↾ A * is an initial segment of <. Let ω * be the set ω with the reverse ordering < * . Given X ⊆ κ we let X 0 = {p i : i ∈ X} ∪ {ℓ i : i ∈ X}. Then, iterating ω-many times Construction 6.1, and using compactness and κ + -saturation of (D * , <) and (D * , R < ), for every countably infinite X ⊆ κ we can find a X = (a
lettingX 0 to be:
we have: 
Notice that from the above it follows that: (vi) any HF-construction in D * over X 0 containing a X is such that for every j < * 0 the element a X j is constructed before the element a X 0 . Now, to reach a contradiction with the assumption of superstability, it suffices to show that if X, Y ⊆ κ are countably infinite and X ∩ Y is finite, then in A * we have that tp(a
. By superstability of T , we can find C * D * such that:
Suppose now that tp(a
, while no element from a Y satisfies this, and so a
follows that f (a
On the other hand, a
in such a way that the construction extends to a construction of B * , since f ∈ Aut(B/X 0 ∪Ŷ 0 ) and cl < ( a Y ∪Ŷ 0 ) = a Y ∪Ŷ 0 . But this contradicts the fact that a
, since for every j ∈ ω * − {0} we have that a X j is contained in some finite set E ⊆ B such that if H is any set which contains X 0 ∪Y 0 and a X 0 but not a X j , then all the elements of E are not constructible from H. Hence, the assumption of superstability is contradictory. Remark 6.3. As observed there, in Construction 6.1 we can iterate the construction of a 0 from a 1 and p i0 , ..., p i3 and ℓ i0 , ..., ℓ i3 to a construction of a 1 from a 2 and a set of points and lines
distinct from p i0 , ..., p i3 and ℓ i0 , ..., ℓ i3 . Notice that actually we can iterate the construction also using the same points and lines, i.e. we can construct a 1 from a 2 and p i0 , ..., p i3 and ℓ i0 , ..., ℓ i3 , and then construct a 0 from a 1 also using p i0 , ..., p i3 and ℓ i0 , ..., ℓ i3 . Hence, if we fix two disjoint sets Z 0 = {p } we can choose at each stage n < ω if we construct a n from a n+1 using Z 0 or Z 1 . } as in Remark 6.3. Notice that cl < (Z 0 ∪ Z 1 ) = Z 0 ∪ Z 1 , and so, by Proposition 3.11, without loss of generality we can assume that <↾ A * is an initial segment of <. Let ω * be the set ω with the inverse ordering < * . Iterating ω-many times Construction 6.1 (cf. also Remark 6.3), and using compactness and κ + -saturation of (D * , <) and (D * , R < ), for every η ∈ 2 ω we can find a η = (a
: i ∈ ω * , j < 16) such that lettingẐ η to be:
we have:
(ii) for every i ∈ ω * − {0} we have that a Proof. This follows from Theorems 6.2 and 6.4.
Stability and Forking
Theorem 7.1. T is stable.
Proof. Let κ be infinite, A |= T with |A| = κ and A B such that B is κ + -homogeneous (with respect to elementary substructures). Let also < be an HFordering of B over ∅ such that A is an initial segment of < (this is possible by Proposition 3.14 and Corollary 5.5). Let now a, b ∈ B, A 0 = cl < (a) and B 0 = cl < (b). Suppose that A 0 ∩A = B 0 ∩A and that there is an isomorphism f : A 0 ∼ = B 0 such that f ↾ A 0 ∩ A = id A0∩A and f (a) = b. Since |A| ℵ 0 it suffices to show that there is g ∈ Aut(B/A) such that f ⊆ g. Now, if we let h : AA 0 → AB 0 be such that h ↾ A = id A and f ⊆ h, then h is an isomorphism. It follows that h extends to an isomorphism h * : F (AA 0 ) ∼ = F (AB 0 ) (cf. Definition 2.6). Furthermore, since cl < (AA 0 ) = AA 0 and cl < (AB 0 ) = AB 0 , by Proposition 3.12:
Also, again by Proposition 3.12, we have: Proof. This follows from Theorems 6.2 and 7.1. (1) by Proposition 3.14 and the assumption A HF B, C we have that: 
Proof. This is clear. Proof. Since B | ⌣A C iff acl(B) | ⌣acl(A) acl(C), we may assume that A = acl(A), B = acl(AB), and C = acl(AC). Then the implication "right-to-left" is immediate from Lemma 7.11, and the implication "left-to-right" follows from the implication "right-to-left", Prop. 7.10 and the stationarity of tp(B/A) (notice that A M). 
