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Abstract
We construct the detection rate for particle detectors moving along non-inertial
trajectories and interacting with quantum fields. The detectors described here are
characterized by the presence of records of observation throughout their history, so that
the detection rate corresponds to directly measurable quantities. This is in contrast to
past treatments of detectors, which actually refer to probes, i.e., microscopic systems
from which we extract information only after their interaction has been completed. Our
treatment incorporates the irreversibility due to the creation of macroscopic records
of observation. The key result is a real-time description of particle detection and a
rigorously defined time-local probability density function (PDF). The PDF depends
on the scale σ of the temporal coarse-graining that is necessary for the formation of
a macroscopic record. The evaluation of the PDF for Unruh-DeWitt detectors along
different types of trajectory shows that only paths with at least one characteristic time-
scale much smaller than σ lead to appreciable particle detection. Our approach allows
for averaging over fast motions and thus predicts a constant detection rate for all fast
periodic motions.
1 Introduction
A particle detector moving along a non-inertial trajectory in Minkowski spacetime and in-
teracting with a quantum field records particles, even if the quantum field lies in the vacuum
state [1, 2, 3]. For trajectories with constant proper acceleration a, the detected particles are
distributed according to a Planckian spectrum, at the Unruh temperature T = a
2π
. However,
the thermal response of the accelerated detectors is only local. As shown in Ref. [4], a spa-
tially separated pair of particle detectors with the same proper acceleration a has non-thermal
temporal correlations of the detection events.
In Ref. [4] we established the importance of a distinction between probes and particle
detectors, in any discussion of the response of the quantum vacuum to accelerated motion. In
particular, probes are microscopic systems that interact with the quantum field through their
accelerating motion. After the interaction has been completed, information can be extracted
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from a probe through a single measurement. The mathematical description of probes is very
similar to that of particle scattering. In contrast, particle detectors are characterized by the
macroscopic records of detection events. These macroscopic records are present throughout
the detectors’ history, so that a detection rate that corresponds to directly measurable quan-
tities can be defined. Such a description of a particle detector is compatible with the standard
use of the term in physics. Our approach is distinguished from most existing studies of the
issue which employ the word ”detector” for systems that are best described as probes. The
difference between probes and detectors is further analyzed in Sec. 2: it leads to a different
mathematical description and to different expressions for the particle detection rate.
In this article, we undertake a description of particle detectors moving along general
spacetime trajectories, by incorporating explicitly the creation of macroscopic records into
physical description. The key result is a real-time description of particle detection and the
rigorous construction of the associated probabilities.
To this end, we employ a general method for the construction of Quantum Temporal
Probabilities (QTP) for any experimental configuration, that was developed in Ref. [5].
The key idea is to distinguish between the roles of time as a parameter to Schro¨dinger’s
equation and as a label of the causal ordering of events [6, 7]. This important distinction
leads to the definition of quantum temporal observables. In particular, we identify the time
of a detection event as a coarse-grained quasi-classical variable associated with macroscopic
records of observation. Besides the construction of particle detectors, the QTP method
has been applied to the time-of-arrival problem [5, 8], to the temporal characterization of
tunneling processes [9, 10] and to non-exponential decays [11].
In Sec. 3, we present a detailed construction of the detection probability for moving
particle detectors using the QTP method. This generalizes the results of Ref. [4] derived for
the case of constant proper acceleration. The detection probability is sensitive to a time-scale
σ that characterizes the detector’s degree of coarse-graining.That is, σ corresponds to the
minimal temporal localization in time of a detection event. The time-scale σ is a physical
parameter that is determined by a detailed knowledge of the detector’s physics.
The most important feature of the derived probability density is that it is local in time
for scales of observation much larger than σ. This property significantly simplifies the cal-
culation of the detection probability for a large class of spacetime paths. Such calculations
are presented in Sec. 4. The most important results are (i) the derivation of the adiabatic
approximation and of its corrections and (ii) the demonstration that the detection probability
of fast periodic motions is constant.
Finally, in Sec. 5 we summarize our results, discussing in particular their relevance to
proposed experiments.
2 Distinction between probes and detectors
In order to explain the difference between a probe and a detector, we consider the most
common model employed in this context, the Unruh-DeWitt detector [1, 3]. This is a quantum
system that moves along a trajectory Xµ(τ) in Minkowski spacetime and that is characterized
by a Hamiltonian Hˆ0. The Unruh-DeWitt detector is coupled to a massless, free quantum
scalar field φˆ(x) through an interaction Hamiltonian Hˆint = mˆ ⊗ φˆ[X(τ)], where mˆ is an
operator analogue of the dipole moment.
Assuming that the detector is initially at the lowest energy state |0〉 and the field is at
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the vacuum state |Ω〉, the probability Prob(E, τ) that a measurement of the detector will
find energy E > 0 at proper time τ is
Prob(E, τ) = Tr
[
(PˆE ⊗ 1)(Te−i
∫ τ
τ0
dsHˆint(s)) (|0〉〈0| ⊗ |Ω〉〈Ω|) (Te−i
∫ τ
τ0
dsHˆint(s))†
]
, (1)
where PˆE is the projector onto the eigenstates of the detector with energy equal to E and
Te
−i ∫ τ
τ0
dsHˆint(s) is the time-ordered product.
To first order in perturbation theory, Te
−i ∫ τ
τ0
dsHˆint(s) = 1 − i ∫ τ
τ0
dsHˆint(s) and Eq. (1)
becomes
Prob(E, τ) = α(E)
∫ τ
τ0
ds
∫ τ
τ0
ds′e−iE(s
′−s)W [X(s′), X(s)]
= 2α(E)Re
∫ τ
τ0
ds′
∫ s′−τ0
0
dse−iEsW [X(s′), X(s′ − s)], (2)
where α(E) = 〈0|mˆPˆEmˆ|0〉 and W (X ′, X) = 〈Ω|φˆ(X ′)φˆ(X)|Ω〉 is the field’s Wightman’s
function. In the derivation of Eq. (2) one assumes that the detector-field interaction is
switched on only for a finite time interval of duration T [13, 14, 15].
The time derivative of Prob(E, τ) is often identified with the transition probability P (E, τ),
i.e. with a Probability Density Function (PDF) such that P (E, τ)δt equals with the prob-
ability that a transition to energy E occurred at some time within the interval [τ, τ + δτ ].
Hence, one often defines
P (E, τ) :=
d
dτ
Prob(E, τ) = 2α(E)Re
∫ τ−τ0
0
dse−iEsW (s′, s′ − s). (3)
With a suitable regularization of the Wightman’s function, Eq. (3) can be made fully causal
[16, 17, 18, 19], i.e., variables at time τ depend only on the trajectory at times prior to τ .
However, Eq. (3) is highly non-local in time; one needs to know the full past history of the
detector in order to identify the transition probability at the present moment of time.
There are two problems with the line of reasoning that leads to the consideration of Eq. (3)
as a PDF for the detection rate. First, the above definition of a PDF is not probabilistically
sound, because the derivative of Prob(E, τ) with respect to τ does not, in general, define
a probability measure. The time τ in Prob(E, τ) is not a random variable (unlike E), but
a parameter of the probability distribution. Thus, the time derivative of Prob(E, τ) does
not define a PDF; in general, it takes negative values. The fact that P (E, τ) in Eq. (3) is
positive-valued is an artifact of first-order perturbation theory. Second order effects include
the relaxation of the detector through particle emission, which render Prob(E, τ) a decreasing
function of τ at later times [20]. Thus, negative values of P (E, τ) appear.
Second, Eq. (1) applies to experimental configurations at which information is extracted
from the Unruh-DeWitt detector only once, at time τ . Hence, Eq. (3) does not describe a
system that actually records particles at times prior to τ ; it purports to define a detection
rate for fictitious detection events. In fact, the physical system described by Eq. (1) cannot
be described as a detector, in any reasonable use of the word in physics. We usually think of
a particle detector (e.g. a photodetector) as a physical system that outputs a time-series of
detection events, each event being well localized in time. The quantum mechanical description
of the detector ought to take into account the irreversible process of outputting information,
namely, the creation of macroscopic records of observation.
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However, the system described by Eq. (1) outputs information only once, at time τ ,
and its time evolution prior to τ is fully unitary. Such a system is best described as a field
probe, in the sense of Bohr and Rosenfeld [21]: a probe is a microscopic system that interacts
with the quantum field; information about the field in incorporated in the probe’s final state
and we extract this information through a single measurement. For such a system, Eq. (1)
provides a good approximation for times much earlier than the system’s relaxation time Γ−1.
Another key difference between detectors and probes is that in the former it is possible
to determine temporal correlation functions for particle detection, by considering several
detectors along different spacetime trajectories [4]. Measurements of such correlations (for
static detectors) are well established in quantum optics [12].
Next, we proceed to the construction of models for particle detectors characterized by
macroscopic records of observation.
3 Macroscopic particle detectors
In this section, we derive the detection rate of an Unruh-Dewitt detector moving along a
general trajectory in Minkowski spacetime. First, we briefly review the QTP method for
defining PDFs with respect to detection time. Then, we construct explicitly a model for a
macroscopic Unruh-Dewitt detector.
3.1 A review of the QTP method
We follow the general methodology for constructing detection probabilities with respect to
time, that was developed in Ref. [5] (the Quantum Temporal Probabilities method). The
reader is referred to this article for a detailed presentation. The key result of Ref. [5] is the
derivation of a general formula for probabilities associated with the time of an event in a
general quantum system. Here, the word ”event” refers to a definite and persistent macro-
scopic record of observation. The event time t is a coarse-grained, quasi-classical parameter
associated with such records: it corresponds to the reading of an external classical clock that
is simultaneous with the emergence of the record.
Let H be the Hilbert space associated with the physical system under consideration; H
describes the degrees of freedom of microscopic particles and of a macroscopic measurement
apparatus. We assume that H splits into two subspaces: H = H+ ⊕H−. The subspace H+
describes the accessible states of the system given that a specific event is realized; the subspace
H− is the complement of H+. For example, if the quantum event under consideration is a
detection of a particle by a macroscopic apparatus, the subspace H+ corresponds to all
accessible states of the apparatus given that a detection event has been recorded. We denote
the projection operator onto H+ as Pˆ and the projector onto H− as Qˆ := 1− Pˆ .
We note that the transitions under consideration are always correlated with the emergence
of a macroscopic observable that is recorded as a measurement outcome. In this sense, the
transitions considered here are irreversible. Once they occur, and a measurement outcome
has been recorded, the further time evolution of the degrees of freedom in the measurement
device is irrelevant to the probability of transition.
Once a transition has taken place, the values of a microscopic variable are determined
through correlations with a pointer variable of the measurement apparatus. We denote by
Pˆλ projection operators (or, more generally, positive operators) that correspond to different
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values λ of some physical magnitude. This physical magnitude can be measured only if the
quantum event under consideration has occurred. For example, when considering transitions
associated with particle detection, the projectors Pˆλ may be correlated to properties of the
microscopic particle, such as position, momentum and energy. The set of projectors Pˆλ is
exclusive (PˆλPˆλ′ = 0, if λ 6= λ′). It is also exhaustive given that the event under consideration
has occurred; i.e.,
∑
λ Pˆλ = Pˆ .
We also assume that the system is initially (t = 0) prepared at a state |ψ0〉 ∈ H−, and
that time evolution is governed by the self-adjoint Hamiltonian operator Hˆ .
In Ref. [5], we derived the probability amplitude |ψ;λ, [t1, t2]〉 that corresponds to (i) an
initial state |ψ0〉, (ii) a transition occurring at some instant in the time interval [t1, t2] and
(iii) a recorded value λ for the measured observable:
|ψ0;λ, [t1, t2]〉 = −ie−iHˆT
∫ t2
t1
dtCˆ(λ, t)|ψ0〉. (4)
where the class operator Cˆ(λ, t) is defined as
Cˆ(λ, t) = eiHˆtPˆλHˆSˆt, (5)
and Sˆt = limN→∞(Qˆe−iHˆt/N Qˆ)N is the restriction of the propagator in H−. The parameter
T in Eq. (4) is a reference time-scale at which the amplitude is evaluated. It defines an
upper limit to t and it corresponds to the duration of an experiment. It cancels out when
evaluating probabilities, so it does not appear in the physical predictions.
If [Pˆ , Hˆ] = 0, i.e., if the Hamiltonian evolution preserves the subspacesH±, then |ψ0;λ, t〉 =
0. For a Hamiltonian of the form Hˆ = Hˆ0 + HˆI , where [Hˆ0, Pˆ ] = 0, and HI a perturbing
interaction, we obtain
Cˆ(λ, t) = eiHˆ0tPˆλHˆIe
−iHˆ0t, (6)
to leading order in the perturbation.
The benefit of Eq. (6) is that it does not involve the restricted propagator Sˆt, which is
difficult to compute.
The amplitude Eq. (4) squared defines the probability Prob(λ, [t1, t2]) that at some time
in the interval [t1, t2] a detection with outcome λ occurred
Prob(λ, [t1, t2]) := 〈ψ0;λ, [t1, t2]|ψ0;λ, [t1, t2]〉 =
∫ t2
t1
dt
∫ t2
t1
dt′ Tr[Cˆ(λ, t)ρˆ0Cˆ
†(λ, t)], (7)
where ρˆ0 = |ψ0〉〈ψ0|.
However, Prob(λ, [t1, t2]) does not correspond to a well-defined probability measure be-
cause it fails to satisfy the Kolmogorov additivity condition for probability measures
Prob(λ, [t1, t3]) = Prob(λ, [t1, t2]) + Prob(λ, [t2, t3]). (8)
Eq. (8) does not hold for generic choices of t1, t2 and t3. The key point is that in
a macroscopic system (or in a system with a macroscopic component) one expects that
Eq. (8) holds with a good degree of approximation, given a sufficient degree of coarse-
graining [22, 23, 24, 25, 26]. Thus, if the time of transition is associated with a macroscopic
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measurement record, there exists a coarse-graining time-scale σ, such that Eq. (8) holds, for
|t2 − t1| >> σ and |t3 − t2| >> σ. Then, Eq. (7) does define a probability measure when
restricted to intervals of size larger than σ.
It is convenient to proceed by smearing the amplitudes Eq. (4) at a time-scale of order
σ. To this end, we introduce a family of probability density functions fσ(s), localized around
s = 0 with width σ, and normalized so that limσ→0 fσ(s) = δ(s). The only requirement is
that fσ satisfies approximately the equality
√
fσ(t− s)fσ(t− s′) = fσ(t− s+ s
′
2
)gσ(s− s′), (9)
where wσ(s) is a function strongly localized around s = 0. From Eq. (9), it trivially follows
that wσ(0) = 1. As an example, we note that the Gaussians fσ(s) = (2πσ
2)−1/2 exp
[
− s2
2σ2
]
satisfy Eq. (9) exactly, with wσ(s) = exp[−s2/(8σ2)].
We define the smeared amplitude |ψ0;λ, t〉σ as
|ψ0;λ, t〉σ :=
∫
ds
√
fσ(s− t)|ψ0;λ, s〉 = Cˆσ(λ, t)|ψ0〉, (10)
where
Cˆσ(λ, t) :=
∫
ds
√
fσ(t− s)Cˆ(λ, s). (11)
The square amplitudes
P¯ (λ, t) = σ〈ψ0;λ, t|ψ0;λ, t〉σ = Tr
[
Cˆ†σ(λ, t)ρˆ0Cˆσ(λ, t)
]
(12)
define a PDF with respect to the time t that corresponds to a Positive-Operator-Valued-
Measure.
Using Eq. (9), the PDF Eq. (12) becomes
P¯ (λ, t) =
∫
dsfσ(t− s)P (λ, s), (13)
where
P (λ, t) =
∫
dswσ(s)Tr
[
Cˆ†σ(λ, t+
s
2
)ρˆ0Cˆσ(λ, t− s
2
)
]
. (14)
This means that the PDF P¯ (λ, s) is the convolution of P (λ, s) with weight corresponding to
fσ. For scales of observation much larger than σ the difference between P (λ, s) and P¯ (λ, s)
is insignificant. Hence, it is usually sufficient to work with the deconvoluted form of the
probability density, Eq. (14), which is simpler. An important exception is Sec. 3.5. Note
also that other sources of measurement error (for example, environmental noise) lead to
further smearing of the PDF Eq. (13). In this sense, the PDF P (λ, t) corresponds to the
ideal case that (i) any external classical noise vanishes and (ii) the scale of observation is
much larger than the temporal coarse-graining scale σ.
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3.2 Modeling an Unruh-DeWitt detector
Next, we employ Eq. (14) for constructing a PDF with respect to time for particle detection
along non-inertial trajectories. The system under consideration consists of a quantum field
φˆ that describes microscopic particles and a macroscopic particle detector in motion. The
Hilbert space for the total system is the tensor product F ⊗ Hd. The Hilbert space Hd
describes the detector’s degrees of freedom and the Fock space F is associated with the field
φˆ. Here, we take φˆ to be a massless scalar field in Minkowski spacetime but the methodology
can be easily adapted to more elaborate set-ups.
We assume that the detector is sufficiently small so that its motion is described by a single
spacetime path Xµ(τ), where τ is the proper time along the path. An important assumption
is that the physics at the detector’s rest frame is independent of the path followed by the
detector: the evolution operator for an Unruh-DeWitt detector is e−iHˆdτ , where τ is the proper
time along the detector’s path and Hˆd is the Hamiltonian for a stationary detector. Thus,
path-dependence enters into the propagator only through the proper time. For a detector
that follows a timelike path Xµ(τ) in Minkowski spacetime, the equation X0(τ) = t can be
solved for τ , in order to determine the proper time τ(t) as a function of the inertial time
coordinate t of Minkowski spacetime. The evolution operator for the detector with respect
to the coordinate time t is then e−iHˆdτ(t).
We model a detector that records the energy of field excitations. The relevant transitions
correspond to changes in the detector’s energy, as it absorbs a field excitation (particle). We
assume that the initially prepared state of the detector |Ψ0〉 is a state of minimum energy
E0 = 0, and that the excited states have energies E > E0. We denote the projectors onto
the constant energy subspaces as PˆE . Thus, the projectors Pˆ± on H corresponding to the
transitions are Pˆ+ =
(∑
E>E0
PˆE
)
⊗ 1ˆ and Pˆ− = Pˆ0 ⊗ 1ˆ, where Pˆ0 = PˆE0 .
The energy of an absorbed particle is determined within an uncertainty ∆E << E0
intrinsic to the detector. This measurement is modeled by a family of positive operators on
Hd
ΠˆE =
∫
dE¯F∆E(E − E¯)PˆE¯ , (15)
where F∆E is a smearing function of width ∆E.
The scalar field Hamiltonian is Hˆφ =
∫
d3x
(
1
2
πˆ2 + 1
2
(∇φ)2). The evolution operator for
the field with respect to a Minkowskian inertial time coordinate t is e−iHˆφt, where t is a
Minkowski inertial time parameter.
We also consider a local interaction Hamiltonian
HˆI =
∫
dxφˆ(x)⊗ Jˆ(x), (16)
where Jˆ(x) is a current operator on the Hilbert Ha of the detector.
Then Eq. (14) yields
P (E, τ) =
∫
dywσ(y)
∫
dsds′
∫
d3xd3x′Tr
[
φˆ(x′, s′)φˆ(x, s)ρˆ0
]
δ[s−X0(τ + y
2
)]δ[s′ −X0(τ − y
2
)]
×〈Ψ0|Jˆ(x′, τ − y
2
)
√
ΠˆEe
−iHˆy
√
ΠˆE Jˆ(x, τ +
y
2
)|Ψ0〉,(17)
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where ρˆ0 is the initial state of the field, φˆ(x, s) = e
iHˆ0sφˆ(x)e−iHˆ0s and Jˆ(x, τ) = eiHˆdτ Jˆ(x)e−iHˆdτ
are the Heisenberg-picture operators for the scalar field and the current respectively.
A defining feature of an Unruh-Dewitt detector is that it is point-like, i.e., effects that
are related to its finite size do not enter the detection probability. In the present context,
this condition is implemented through the approximation
Jˆ(x, τ) ≃ mˆδ3[x−X(τ)], (18)
where mˆ is an averaged current operator, corresponding to the analogue of the dipole moment
for a scalar field.
Using Eq. (18), the detection probability Eq. (17) simplifies
P (E, τ) = α(E)
∫
dygσ(y)e
−iEyW [X(τ +
y
2
), X(τ − y
2
)], (19)
where
α(E) = TrHd(PˆEmˆPˆ0mˆ)/TrHdPˆ0, (20)
and
W (X,X ′) = Tr
[
φˆ(X ′)φˆ(X)ρˆ0
]
(21)
is the positive-frequency Wightman function. When the field is in the vacuum state,
W (X,X ′) =
−1
4π2[(X0 −X0′ − iǫ)2 − (X−X′)2] , (22)
where ǫ > 0 is the usual regularization parameter. In our approach the issue of carefully
regularizing the Wightman function in order to preserve causality [16, 27] does not arise. The
detection probability is by construction local in time and causal within an accuracy defined
by the temporal coarse-graining. In particular, the value of the regularization parameter ǫ
is irrelevant to the physical predictions. The only use of the term −iǫ is to guarantee that
poles of y along the real axis do not contribute to the integral Eq. (19).
Thus, the PDF for particle detection in the vacuum becomes
P (E, τ) = −α(E)
4π2
∫ −iǫ+∞
−iǫ−∞
dy
gσ(y)e
−iEy
Σ(τ, y)
, (23)
where
Σ(τ, y) = ηµν [X
µ(τ +
y
2
)−Xµ(τ − y
2
)][Xν(τ +
y
2
)−Xν(τ − y
2
)] (24)
is the proper distance between two points on the detector’s path characterized by values of
the proper time τ ± y/2.
The function gσ(y) in Eq. (19) is defined as
gσ(y) = wσ(y)F˜∆E(y), (25)
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where F˜∆E(y) =
∫
dEF∆E(E)e
−iEy. The term F˜∆E suppresses temporal interferences be-
tween amplitudes Eq. (4) at timescales larger than (∆E)−1. Hence, the temporal coarse-
graining parameter σ must be of order (∆E)−1 or higher for Eq. (8) to be satisfied. Since
∆E << E0 < E, this implies that
Eσ >> 1. (26)
Eq. (26) is a defining condition for a physically meaningful particle detector and it specifies
the values of energy E to which Eq. (19) applies.
The term gσ(y) in the detection probability Eq. (19) is of extreme importance. This
term guarantees that the detector’s response to changes in its state of motion is causal and
approximately local in time at macroscopic scales of observation. To see this, we note that
gσ(y) truncates contributions to the detection probability from all instants s and s
′ such
that |s − s′| is substantially larger than σ. Thus, at each moment of time τ , the detector’s
response is determined solely from properties of the path at times around τ with a width of
order σ. In particular, properties of the path at the asymptotic past (or future) do not affect
the detector’s response at time τ . The response is determined solely by the properties of the
path at time τ , within the accuracy allowed by the detector’s temporal resolution.
Finite-size detectors. The approximation Eq. (18) simplifies the PDF for particle detec-
tion significantly. Eq. (18) implies that the detection events are sharply localized in space,
while their time localization is of order σ. A more realistic model requires the evaluation of
Eq. (17) without the simplifying assumption Eq. (18). Assuming that the dimensions of
the detector are small in relation to the wave-length of the absorbed quanta, a meaningful
approximation for the current operator is
Jˆ(x, τ) ≃ mˆuδ[x−X i(τ)], (27)
where uδ(x) is a function localized around x = 0 with a spread equal to δ. In this ap-
proximation, a detector is characterized by two scales: a spatial coarse-graining scale δ and a
temporal coarse-graining scale σ. If σ >> δ, the contribution of the temporal coarse-graining
dominates and Eq. (23) follows. This is the physically most relevant regime, because as we
show in Sec. 3, the unless the coarse-graining parameter σ is sufficiently large, the detection
rate is strongly suppressed.
4 Detection probabilities at different regimes
In this section, we evaluate the detection probability Eq. (19) for different trajectories. The
cases presented here are chosen in order to clarify the physical interpretation of the coarse-
graining scale, and to illustrate various techniques. An important result is the derivation of
the adiabatic approximations and of its corrections (Sec. 4.4). Furthermore, we demonstrate
that the effective detection probability of fast periodic motions is constant (Sec. 4.5).
4.1 General expressions
In order to evaluate the PDF Eq. (23) we must first specify the function gσ(x). As a matter
of fact, the explicit form of gσ is of little physical significance because σ is a time-scale rather
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than a sharply defined time-parameter. The most interesting physical predictions correspond
to the asymptotic regimes with respect to σ.
We consider smearing functions gσ that satisfy the following conditions
1. gσ(0) = 1 and this is the single local maximum of the function.
2. limσ→0 gσ = 0; limσ→∞ gσ = 1.
3. gσ(y) drops to zero for y >> σ.
4. In the lower half of the imaginary plane C, gσ(y) is meromorphic and vanishes as
y →∞.
Conditions 1-3 follow from the definition of gσ. Condition 4 is a technical assumption
that is convenient for calculational purposes. In what follows, we will employ the Lorentzian
gσ(y) =
1(
y
σ
)2
+ 1
, (28)
whenever an explicit form of gσ is needed.
Let y = −iwn(τ) be the solutions of equation Σ(τ, y) = 0 for fixed τ , where Σ(τ, y) is
given by Eq. (24). We restrict to solutions that lie in the lower half of the imaginary plane
(for Rewn(τ) > 0), because in this half-plane e
−iEy vanishes as y goes to complex infinity.
This is the reason for the assumption 4 above.
We assume that the solutions are simple, and we choose the index n so that the solutions
are indexed by their modulus: if |wn(t)| > |wm(τ)| then n > m. Then, using Cauchy’s
theorem, Eq. (23) becomes
P (E, τ) =
α(E)
2π

i∑
n
[(
wn(τ)
σ
)2
+ 1
]−1
e−Ewn(τ)
∂yΣ[τ,−iwn(τ)] −
σe−Eσ
2Σ(τ,−iσ)

 , (29)
where Eq. (28) was employed.
The modulus of each term in the sum over n in Eq. (29) is suppressed by a factor of
(σ/|wn|)2. Hence, poles with modulus |wn| >> σ contribute little to the detection probability.
4.2 Motion along inertial trajectories
For any straight-line timelike path on Minkowski spacetime we have Σ(τ, y) = y2. Hence,
there is no pole in the lower half of the complex plane, and the detection probability Eq.
(19) becomes
P (E, τ) =
α(E)e−Eσ
4πσ
. (30)
Since Eσ >> 1, the detection probability is strongly suppressed, as expected. It is non-
zero, because any localized measurement in relativistic systems is subject to false alarms [28],
i.e., spurious detection events.
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4.3 Uniform proper acceleration
Next, we consider a detector under uniform proper acceleration a, with a trajectory
Xµ(τ) =
1
a
(sinh(aτ), cos(aτ)− 1, 0, 0). (31)
For this path, the function
Σ(τ, y) =
4
a2
sinh2
(ay
2
)
(32)
has double zeros at y = −i2π
a
n, for n = 1, 2, . . ..
The detection probability Eq. (23) becomes
P (E, τ) =
α(E)
2πσ
{
E
Ta
x
[x
2
(
Φ1(e
− E
Ta , x)− Φ1(e−
E
Ta ,−x)
)
− 1
]
+
x2
2
(
Φ2(e
− E
Ta , x)− Φ2(e−
E
Ta ,−x)
)
+
π2x2e−x
E
Ta
2 sin2(πx)
}
, (33)
where Ta :=
a
2π
is the acceleration temperature, x := Taσ and Φs(z, x) is the Lerch-Hurwitz
function [29] defined by
Φs(z, x) =
∞∑
n=0
zn
(n+ x)s
. (34)
For x >> 1, the asymptotic expansion of Lerch-Hurwitz functions is relevant [30]
Φ1(z, x) =
1
1− z
1
x
+
∞∑
n=1
(−1)nLn(z)
xn+1
(35)
Φ2(z, x) =
1
1− z
1
x2
+
∞∑
n=1
(−1)n(n+ 1)Ln(z)
xn+2
, (36)
where Ln(z) is defined by the recursion relation L0(z) =
1
1−z , Ln(z) = z
d
dz
Ln−1(z). We obtain
P (E, τ) =
α(E)Ta
2π
[
E/Ta
e
E
Ta − 1
+
∞∑
k=1
L2k(e
− E
Ta )(E/Ta)− kL2k−1(e−
E
Ta )
x2k
]
, (37)
where we dropped the last term in Eq. (33). Eq. (37) is valid for energies such that
E/Ta >> x
−1, which is the physically relevant regime corresponding to Eσ >> 1.
For x → ∞, we recover the standard Planck-spectrum response. Including the leading
correction we obtain
P (E, τ) =
α(E)E
2π
(
e
E
Ta − 1
)

1 + 1
x2
2− Ta/E + e−
E
Ta (1 + Ta/E)(
1− e− ETa
)2 + . . .

 . (38)
In Fig. 1, we plot the relative size C of the correction terms in Eq. (37), as a function
of E/Ta and for different values of x. C is defined as the absolute value of the second term
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Figure 1: The relative size C of the correction terms to the Planckian spectrum in Eq. (37) as
a function of E/Ta, for different values of x: (a) x = 25, (b) x = 50, (c) x = 100. The correction
term is stronger at low energies; however one has to keep in mind the condition E/Ta >> x
−1 for
energy measurements. C is defined as the absolute value of the second term, modulo the first term
in the parenthesis of Eq. (37).
in the parenthesis of Eq. (37), modulo the first term in the parenthesis (that corresponds to
the Planckian spectrum). We see that the correction to the Planckian spectrum is stronger
at low energies but in any case small for σa of order 101.
If x is of the order of unity or smaller then only energies E such that E >> Ta contribute to
the detection probability. In this regime, the detection probability is exponentially suppressed
for all measurable values of energy.
We conclude that only in the regime σa >> 1 is there a significant particle detection rate,
and in this regime the rate is well approximated by the Planckian spectrum expression.
4.4 Motion along a single axis
Next, we consider a general path along a single Cartesian axis in Minkowski spacetime. The
four-velocity is
X˙µ(τ) = (cosh b(τ), sinh b(τ), 0, 0), (39)
for some function b(τ); α(τ) = b˙(τ) is the proper acceleration of the path. For this path, we
find
Σ(τ, y) =
(∫ y/2
−y/2
dseb(τ+s)
)(∫ y/2
−y/2
ds′e−b(τ+s
′)
)
. (40)
4.4.1 Adiabatic approximation.
The presence of the factor gσ in Eq. (19) implies that values of y >> σ are suppressed.
Hence, unless b(τ) varies too strongly in the scale of σ, the Taylor expansion of b(τ + s)
around b(τ) in Eq. (40) is a meaningful approximation.
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The first order in the Taylor expansion b(τ + s) = b(τ)+ saτ corresponds to the adiabatic
approximation. Writing at = b˙(t), we obtain Σ(τ, y) = 4 sin
2[aτy/2]/a
2
τ . Hence,
P (E, τ) =
α(E)E
2π
(
e
2piE
aτ − 1
) +O( 1
[σaτ ]2
)
, (41)
i.e., we obtain a Planckian spectrum with a time-dependent temperature.
4.4.2 Corrections to the adiabatic approximation.
Eq. (41) is a good approximation for paths such that |a˙τ |σ << |aτ |. In order to calculate
the first corrections to Eq. (41), we expand b(τ + s) to second order in s, writing b(τ + s) =
b(τ) + saτ +
1
2
s2a˙τ . We obtain
Σ(τ, y) =
π
a˙τ
{
erfi
[√
a˙τ
2
(
aτ
a˙τ
+
y
2
)]
− erfi
[√
a˙τ
2
(
aτ
a˙τ
− y
2
)]}
×
{
erf
[√
a˙τ
2
(
aτ
a˙τ
+
y
2
)]
− erf
[√
a˙τ
2
(
aτ
a˙τ
− y
2
)]}
, (42)
where erf(x) = 2√
π
∫ x
0
e−t
2
dt is the error function and erfi(x) = −ierf(ix).
For |a˙τy/aτ | << 1, the asymptotic regime for the error function
erf ≃ 1− e
−x2
√
πx
(43)
is relevant. Substituting Eq. (43) in Eq. (42) we find
Σ(τ, y) =
4
a2τ
[
sinh
(aτy
2
)
− a˙τy
2aτ
cosh
(aτy
2
)] [
sinh
(aτy
2
)
+
a˙τy
2aτ
cosh
(aτy
2
)]
, (44)
to leading order in |a˙ty/at|.
We expect that the roots wn of Eq. (44) are small corrections to the roots obtained for
a˙t = 0. Hence, we write wn = −i2πa n + ǫn, where |ǫn| << 2πa n. The roots approximately
correspond to solutions of the equation
tanh(aǫn/2) = ±inπa˙τ
a2τ
. (45)
According to Eq. (29), the only roots that contribute significantly to the detection prob-
ability are characterized by n < Nmax where Nmax ∼ σaτ/(2π). For these values of n,
the modulus of the right-hand-side of Eq. (45) is smaller than |a˙τσ/aτ | << 1. Hence,
we can approximate the left-hand-side of Eq. (45) by setting tanh(x) ≃ x. We obtain,
ǫn = ±in2πa˙τ/a3τ . It follows that
wn(τ) = −i2π
aτ
(
1± a˙τ
a2τ
)
n, n = 1, 2, . . . , Nmax. (46)
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Variations in the acceleration results to a split of each double root of Eq. (32) into two single
roots for Eq. (44).
With the roots above we evaluate the PDF for particle detection
p(E, τ) =
α(E)aτ
8π2δτ
Nmax∑
n=1
e−
2piE
aτ
n
n
(
e
2piδτE
aτ
n − e− 2piδτEaτ n
)
, (47)
where we wrote δτ = a˙τ/a
2
τ .
We extend the summation in Eq. (47) to infinity, as terms of n > Nmax affect only low
values of energy that are physically irrelevant (they fail to satisfy the condition Eσ >> 1).
We obtain
p(E, τ) =
α(E)aτ
8π2δτ
[
g1
(
2π
aτ
(1− δτ )
)
− g1
(
2π
aτ
(1 + δτ )
)]
, (48)
where g1(x) =
∑∞
n=1
e−nx
n
.
Eq. (48) applies to all energies E, such that Eσ >> 1. If we exclude very high energies
of order aτ/δτ we can expand the function g1 with respect to δτ . Thus, we obtain the leading
correction to the Planckian spectrum due to small variations in the acceleration
P (E, τ) =
α(E)E
2π
(
e
2piE
aτ − 1
)

1 + 2π2a˙2τE2
3a6τ
1 + e−
2piE
aτ(
1− e− 2piEaτ
)2

+O
(
1
[σaτ ]2
,
a˙τσ
aτ
)
. (49)
Note that Eq. (49) applies in the regime where both σaτ >> 1 and |a˙τσ/aτ | << 1.
The introduction of σ is essential for the separation of timescales leading to the probability
density Eq. (49), even though σ does not explicitly appear in the equation.
4.4.3 Non-relativistic limit
In the non-relativistic regime, b(τ) coincides with the non-relativistic velocity vτ and satisfies
|v(τ)| << 1. We write the exponentials of Eq. (40) as e±b ≃ 1 ± v and we Taylor-expand
b(τ+s) around τ . If the coarse-graining time-scale σ is sufficiently large then a finite number
of terms in the Taylor expansion suffices. Thus, Σ(τ, y) becomes a product of two polynomials,
and the full set of its roots can be easily determined.
To the lowest-non trivial order,
Σ(τ, y) = y2
(
1 + vτ +
a˙τ
24
y2
)(
1− vτ − a˙τ
24
y2
)
. (50)
The only root of Σ(τ, y) in the lower half of the complex plane is w1 = −2i
√
6(1 + vτ )/|a˙τ | ≃
−2i√6/|a˙τ |. However, the Taylor-expansion of v(τ + s) preserve the condition |vτ | << 1
only if |a˙τ |σ2 << 1. This implies that |w1| >> σ, and hence, that the contribution of w1 to
the detection probability is suppressed. Thus, the detection probability effectively vanishes.
The conclusion above is not affected when keeping higher order terms in the Taylor
expansion of v(τ + s); the relevant roots of Eq. (50) are much larger in norm than σ because
the velocity is restricted in the non-relativistic regime. Hence, particle detection vanishes in
the non-relativistic regime. The only possible exceptions are paths that are characterized by
rapid variations of their velocity at scales much smaller than σ. For such paths, any finite
number of terms in the Taylor expansion of v(τ + s) provides an inadequate approximation.
Such is the case of rapid oscillations, which we examine next.
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4.5 Periodic motions
In what follows, we show that the effective detection rate for periodic motions is constant,
provided that the period T is much shorter than the coarse-graining time-scale σ.
4.5.1 Time-averaging
Consider a spacetime path of the Unruh-DeWitt detector with strong variations at time-scales
that are much shorter than σ. The details of such variations are unobservable; detection
events are localized at a coarser time-scale. The physical probability density involves a
smearing of τ in P (E, τ) at a scale σ, as given in Eq. (13). We must recall that the smeared
form Eq. (13) is derived from first principles and that the de-convoluted PDF is a convenient
approximation.
The use of the smeared probability density P¯ (E, τ) is equivalent to the substitution of
the term 1/Σ(τ, y) in Eq. (23) with a term 1/Σ¯(τ, y) := 〈1/Σ(τ, y)〉σ, where
〈A(τ)〉σ =
∫
dτ ′fσ(τ − τ ′)A(τ ′), (51)
defines that average of any function A(τ) with the probability density fσ of Eq. (13).
To a first approximation,
Σ¯(τ, y) ≃ 〈Σ(τ, y)〉σ =
∫ y/2
−y/2
ds
∫ y/2
−y/2
ds′〈X˙µ(τ + s)X˙µ(τ + s′)〉σ (52)
If the detector’s trajectory is exactly periodic with period T , and T << σ, then the τ
dependence drops from 1/Σ after averaging. This implies that we can substitute averaging
with respect to fσ with averaging over the period, i.e.,
〈A(τ)〉σ = 1
T
∫ T
0
dτA(τ) = 〈A〉T (53)
for any variable A(τ). Hence, the smeared PDF P¯ (E, τ) becomes time-independent
P¯ (E) = −α(E)
4π2
∫ −iǫ+∞
−iǫ−∞
dy
gσ(y)e
−iEy
Σ¯(y)
, (54)
where
Σ¯(y) =
∫ y/2
−y/2
ds
∫ y/2
−y/2
ds′〈Ls[X˙µ]Ls′[X˙µ]〉T (55)
and Ls stands for the translation operator Ls[F ](τ) = F (τ + s).
4.5.2 Non-relativistic systems
Eq. (54) applies to any periodic motion in Minkowski spacetime. It simplifies significantly
for non-relativistic systems, where X˙0(τ) ≃ 1 and |X˙ i(τ)| << 1. To see this, we decompose
X i(τ) in its Fourier modes
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X i(τ) =
X i0
2
+
∞∑
n=1
cin cos(nω0τ + φ
i
n), (56)
where ω0 = 2π/T . Then, Eq. (55) becomes
Σ¯(y) = y2 − F(y), (57)
where
F(y) =
∞∑
n=1
−→c 2n sin2
(nω0y
2
)
. (58)
is a periodic function of period T .
Thus, the calculation of the detection probability for an oscillator in periodic non-relativistic
motion reduces to finding the roots of the equation z2 − F(z) = 0, in the lower half of the
imaginary plane with modulus of order σ or smaller.
For harmonic motion of frequency ω, X i(τ) = xi0 cos(ωτ + φ
i). Hence,
F(y) = −→x 20 sin2
(ωy
2
)
(59)
and the detection PDF coincides with that for uniform circular motion at angular frequency
ω, as it has been studied in Refs. [31, 32].
4.5.3 Relativistic harmonic oscillation
We calculate the time-averaged detection probability for relativistic harmonic motion in
one dimension, a case that is of interest for experimental reasons. We consider a path
characterized by the spatial oscillatory motion X1(τ) = x0 sin(ωτ). This path is of the form
Eq. (39), where b(τ) = sinh−1[v0 sin(ωτ)] and v0 = ωx0 < 1.
We expand e±b(τ) as a Fourier series
e±b(τ) = ±v0 cos (ωτ) +
√
1 + v20 cos
2 (ωτ) = ±v0 cos (ωτ) + c0(v0)
2
+
∞∑
k=1
ck(v0) cos (2kωτ) ,(60)
where
ck(v0) = 2
∞∑
n=k
(−1)n−11 · 3 · 5 · 7 · . . . · (2n− 1)
(n− k)!(n+ k)!n!
(
v20
8
)n
, k = 0, 1, 2, . . . . (61)
Then, we find
〈Ls[X˙µ]Ls′ [X˙µ]〉T = 〈Ls[eb]Ls′[e−b]〉T = c
2
0
4
− v
2
0
2
cos [ω(s− s′)] + 1
2
∞∑
k=1
c2k cos [2kω(s− s′)] ,(62)
and we compute the time-averaged proper distance
Σ¯(y) =
c20
4
y2 − 2v
2
0
ω2
sin2
(ωy
2
)
+
∞∑
k=1
2c2k
ω2k2
sin2 (kωy) . (63)
The time-averaged detection probability P¯ (E) associated to Eq. (63) is computed numeri-
cally. Fig.2 is a logarithmic plot of P¯ (E)/α(E), for different values of v0 in the relativistic
regime.
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Figure 2: The PDF P¯ (E) divided by α(E), Eq. (20), as a function of E/ω for a detector
undergoing an harmonic oscillation at frequency ω. The scale on the vertical axis is logarithmic,
as the detection probability varies strongly with the maximum velocity v0 of the oscillation; (a)
v0 = 0.01, (b) v0 = 0.1, (c) v0 = 0.5, and (d) v0 = 0.99.
4.6 Averaging over fast motions
We saw that the averaged detection PDF is constant for periodic motions with period T
much smaller than the coarse-graining scale σ. We expect that the detection probability will
vary slowly in time in quasi-periodic motions, i.e., in motions that are almost periodic at a
scale T but non-periodic when examined at a larger scale.
An example of such a quasiperiodic motion is an harmonic motion X i(τ) = xi0 cos(ωττ),
where ω(τ) is a function of time that varies at time-scales much large than ω−1. In particular,
if ω˙σ/ω << 1, by continuity we expect that to leading order Eq. (54) applies for the detection
probability, with a time-dependence due to the variation of ωτ .
In general, time-averaging allows for the elimination of motions at scales much smaller
than σ, usually resulting in a simpler description at the time-scale of observation. To see
this, we consider a path of the form Eq. (39) with
b(τ) = a0τ +
a1
ω
sin(ωτ) (64)
where a1 << a0 and a1 << ω. This path is characterized by constant acceleration a0
modulated by small but rapid oscillations at frequency ω. It is not well described by Eq.
(48), because a˙τ/a
2
τ ∼ a1ω/a20 is not necessarily much smaller than unity. For this path,
Σ¯(y) =
∫ y/2
−y/2
ds
∫ y/2
−y/2
ds′ea0(s−s
′)〈ea1ω [cos(ωτ+s)−cos[ωτ+s′)]〉T . (65)
Since a1/ω << 1, we expand the exponential in Eq. (65) to obtain
Σ¯(y) =
4
a20
sinh2
(a0y
2
)
− a
2
1
ω2
(a20 − ω2)[cosh(a0y) cos(ωy)− 1] + 2a0ω sinh(a0y) sin(ωy)
(a20 + ω
2)2
(66)
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In the regime ω >> a0, the roots wn(τ) of Σ¯(y) are obtained perturbatively as in Sec. 3.4.
We find
wn(τ) = −i2π
a0
(
1±
√
2a1
ω
)
n, n < Nmax <<
ω
a0
log
(
ω
a1
)
. (67)
Following the same methodology as the one leading to Eq. (49), we compute the averaged
detection probability
P¯ (E) =
α(E)E
2π
(
e
2piE
a0 − 1
)

1 + 4π2a21E2
3a20ω
2
1 + e
− 2piE
a0(
1− e− 2piEa0
)2

 , (68)
for the corrections to the Planckian spectrum due to rapid oscillations.
4.7 General spacetime trajectories
The common feature of all calculations so far has been that the detection probability is non-
zero only for trajectories characterized by at least one time-scale T that is much smaller than
σ. This result is physically reasonable. The emergence of macroscopic records at a scale of
σ implies that quantum processes at time-scales larger than σ are decohered. In contrast,
quantum processes at time-scales much smaller than σ remain unaffected. Therefore, it is
essential that at least one of the characteristic time-scales of the detector’s motion be much
smaller than σ.
A generic path Xµ(τ) in Minkowski spacetime is characterized by three Lorentz-invariant
functions of proper time, with values having dimension of inverse time: the acceleration a(τ),
the torsion T (τ) and the hypertorsion υ(τ). These are defined as follows
a(τ) : =
√−aµaµ, (69)
T (τ) : =
√
a4 − a˙2 − a˙µa˙µ
a
, (70)
υ(τ) : =
ǫµνρσX˙
µaν a˙ρa¨σ
a3T 2 , (71)
where aµ = X¨µ.
Our previous analysis suggests that the detection probability will be significant whenever
any of the following conditions hold: aσ >> 1, T σ >> 1, or υσ >> 1. The converse does
not hold necessarily; a generic path is characterized by other parameters arising from higher
order derivatives of the functions a, T and υ.
Of particular importance are the so-called stationary paths, i.e., paths characterized by a
proper distance Σ(τ, y) that is independent of τ . These paths correspond to constant values of
a, T and υ. They separate naturally into six classes. We have already encountered two classes
corresponding to straight line motion (a = T = υ = 0) and to constant linear acceleration
(a 6= 0, T = υ = 0). A third class that corresponds to circular motion (υ = 0, |a| < |T |) falls
also under the category of periodic motions, described in Sec. 3.5. A representative path of
the latter class is
Xµ(τ) =
1
ω2
(T ωτ, a cos(ωτ), a sin(ωτ)), (72)
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where ω =
√T 2 − a2 is the angular frequency of the circular motion. For this trajectory,
Σ(τ, y) =
T 2
ω2
[y2 − a
2
T 2ω2 sin
2(ωy)] (73)
is formally similar to the expression for non-relativistic harmonic motion in Sec. 3.5.
Two other classes that correspond to spatially unbounded trajectories also cannot be
analytically evaluated. For a numerical evaluation that corresponds to the regime σ →∞ of
our formalism see Ref. [32].
The last case corresponds to a = T , υ = 0 and it corresponds to a peculiar cusped motion,
as described by the representative path
Xµ(τ) = (τ +
1
6
a2τ 3,
1
2
aτ 2,
1
6
a2τ 3, 0), (74)
for which Σ(τ, y) = y2
(
1 + a
2
12
y2
)
. Then Eq. (23) becomes
P (E, τ) =
α(E)a
8
√
3π
(
1− 12
(σa)2
)
[
e−
2
√
3E
a − 24
√
3
(σa)3
e−σE
]
. (75)
From Eq. (75) we readily verify that the detection probability is suppressed unless σa >> 1
and that the corrections to the asymptotic value at σ →∞ are of order (σa)−2.
For paths Xµ(τ) characterized by slow changes to the invariants a, T and υ (for example
|a˙σ/a| << 1), we expect that the adiabatic approximation will be applicable, and that the
corrections to the adiabatic approximation will be of order a˙/a2, T˙ /T 2 and υ˙/υ2—see Sec.
3.4.2.
5 Conclusions
In this article, we constructed the particle-detection probability for macroscopic detectors
moving along general trajectories in Minkowski spacetime. The detectors are macroscopic
in the sense that a particle detection is expressed in terms of definite records of observation.
We describe the detection process in terms of PDF for the detection time. The derivation
of this PDF is probabilistically sound and takes into account the irreversibility due to the
emergence of measurement records in a detector.
The resulting PDF is causal and local in time at macroscopic time-scales. We found that
a key role is played by the time-scale σ of the temporal coarse-graining necessary for the
creation of a macroscopic record. Detectors moving along paths with characteristic time-
scales of order σ or larger do not click. This behavior is physically sensible: particle creation
depends strongly on the coherence properties of the quantum vacuum and the emergence of
records at a time-scale of σ destroys the coherence of all processes at larger timescales.
For paths characterized by multiple time-scales, σ provides a scale by which to distinguish
between slow and fast variables. Slow variables can be treated with an adiabatic approx-
imation, and corrections to the adiabatic approximation can be systematically calculated.
Moreover, the PDF Eq. (19) can be averaged over all fast processes. We showed that for any
periodic motion of period T << σ, the effective detection probability is time-independent.
We believe that our results are important for the conceptual clarification of the role of
the detector in the Unruh effect. In particular, the consideration of macroscopic detectors
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is one step towards a thermodynamic description of the Unruh effect, because the recorded
energy can be interpreted as heat. Indeed, the detectors presented here can be viewed as a
quantum models for a calorimeter.
In order to explain this point, we note that an interpretation of the Unruh temperature
as a thermodynamic temperature faces the problem of explaining what is the physical system
to which this temperature is attributed. The analogy with the Hawking temperature does
not hold here because the Hawking temperature is attributed to a black hole. There are
several proposals that the Unruh temperature can be interpreted as a temperature of the
spacetime [33]. In this viewpoint, general relativity is viewed as an emergent thermodynamic
description of an underlying theory.
While unrelated to such proposals, our results strengthen the idea that the Unruh tem-
perature can be interpreted thermodynamically. First, we establish the robustness of the
Unruh effect, in the sense that slow changes in a detector’s acceleration correspond to slow
changes in the temperature of the Planckian spectrum. Second, our formulation in terms
of the macroscopic response of detectors and the emphasis on the role of coarse-graining is
structurally compatible with the foundations of statistical mechanics.
Experimental tests. Starting with Bell’s and Leinaas’ proposal of an Unruh effect inter-
pretation of spin depolarization of electrons in circular motion [34, 35], several proposals have
been formulated for measuring the Unruh effect, or more generally particle detection due to
non-inertial motion [36, 37, 38, 39, 40, 41]. Such experiments are mostly concerned with
microscopic systems rather than macroscopic detectors, as described here.
In order to identify what kind of physical system could play the role of a macroscopic
detector that effectively records particle creation, we recall that the coarse-graining time-scale
σ must be significantly larger than (∆E)−1, where ∆E is the uncertainty in the energy of the
pointer variable. Supposing that the pointer variable corresponds to a collective excitation
of N -particles, we estimate ∆E as the energy fluctuations in the canonical ensemble for an
N -particle system at temperature T . Then, ∆E = k(T )
√
N , where k(T ) is a function that
vanishes as T → 0. Hence, σ decreases with increasing N as N−1/2, but increases as T
approaches zero. The ideal detector should have the minimum number of particles consistent
with the formation of stable records of detection, and it should be prepared at temperatures
close to zero.
However, our method also applies when the detector consists of a microscopic probe (such
as an atom in a trap) and a macroscopic apparatus (such as a photodetector) that detects the
photons emitted by the atom, provided that atom and detector follow the same trajectory.
Proposed experiments involve an accelerated microscopic probe together with detectors that
are at rest in the laboratory frame, so Eq. (19) does not apply. However, a theoretical model
that involves only the coupling of the probe to the field misses the fact that the records of
observation corresponds to photon emitted by the probe after it has been excited.
The non-equilibrium dynamics of an accelerating probe coupled to the field is, in general,
non-Markovian [42], so there is no obvious relation between the state of the probe and the
recorded detection rate. Furthermore, as shown here, the temporal coarse-graining inherent
in the detection process may destroy the particle detection signal.
For the reasons above, we believe that a complete theoretical analysis of such experiments
requires not only the study of the non-equilibrium dynamics of the probe coupled to the field
[42, 43], but also a precise modeling of the detection process along the lines presented here.
Finally, we note that our treatment of macroscopic detectors has the additional benefit
that it allows for the explicit construction of multi-time correlation functions [4] known as
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coherence in quantum optics. The consideration of the detection correlations for multiple
detectors, along different spacetime trajectories, may lead to a new method for verifying
phenomena of particle creation due to non-inertial motion.
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