Conformal QED in two-dimensional topological insulators by Menezes, N. et al.
Conformal QED in two-dimensional topological insulators
Nata´lia Menezes,1 Giandomenico Palumbo,1 and Cristiane Morais Smith1, 2
1Institute for Theoretical Physics, Center for Extreme Matter and Emergent Phenomena,
Utrecht University, Princetonplein 5, 3584 CC Utrecht, the Netherlands
2Wilczek Quantum Center, Zhejiang University of Technoloogy, Hangzhou 310023, China
(Dated: October 22, 2018)
It has been shown recently that local four-fermion interactions on the edges of two-dimensional
time-reversal-invariant topological insulators give rise to a new non-Fermi-liquid phase, called helical
Luttinger liquid (HLL). In this work, we provide a first-principle derivation of this non-Fermi-liquid
phase based on the gauge-theory approach. Firstly, we derive a gauge theory for the edge states
by simply assuming that the interactions between the Dirac fermions at the edge are mediated
by a quantum dynamical electromagnetic field. Here, the massless Dirac fermions are confined
to live on the one-dimensional boundary, while the (virtual) photons of the U(1) gauge field are
free to propagate in all the three spatial dimensions that represent the physical space where the
topological insulator is embedded. We then determine the effective 1+1-dimensional conformal field
theory (CFT) given by the conformal quantum electrodynamics (CQED). By integrating out the
gauge field in the corresponding partition function, we show that the CQED gives rise to a 1+1-
dimensional Thirring model. The bosonized Thirring Hamiltonian describes exactly a HLL with
a parameter K and a renormalized Fermi velocity that depend on the value of the fine-structure
constant α.
PACS numbers: 71.10.Pm,12.20.-m,71.27.+a,72.25.-b
Introduction:–. Topological insulators represent a
large family of materials characterized by gapped bulks
and metallic edge states. The topological quantum
numbers associated to the bulk depend on the discrete
symmetries of the microscopic Hamiltonians, such as
time-reversal, particle-hole and chiral symmetries [1, 2].
Further spatial (crystalline) symmetries have been pro-
posed in order to extend the periodic table of topo-
logical free-fermion systems [3, 4], and more recently
inversion symmetry has also gathered some attention
[5, 6]. However, time-reversal-invariant topological insu-
lators are certainly the most studied so far [7, 8]. These
time-reversal-invariant topological insulators were the-
oretically proposed to occur in two-dimensional mod-
els involving a strong spin-orbit interaction [9, 10], and
were then experimentally observed in HgTe quantum
wells [11]. The spin-orbit interaction locks the spin and
the chirality together and produces counter-propagating
edge currents, giving rise to the quantum spin Hall ef-
fect. These topologically protected edge modes are right-
handed and left-handed Dirac modes that always come
in pairs, in agreement with the time-reversal symmetry
of the bulk. Their dynamics is consistently described by
a 1+1-dimensional massless Dirac theory.
Moreover, it has been shown that local four-fermion
interactions on the edge can transform the free-fermion
phase into a new non-Fermi-liquid phase, called helical
Luttinger liquid (HLL) [12, 13]. In this picture, the
strength of the interactions is encoded in the Luttinger
parameter K, which depends on the value of the coupling
constant g of the four-fermion term. Although many
studies have pointed out for which values of K the inter-
actions are relevant, it is still unclear how the constant g
is related to the microscopic properties of the Dirac edge
modes, such as their spin, electric charge, etc. The rele-
vant open question is whether there is any fundamental
way to derive the HLL from the universal properties of
topological insulators.
FIG. 1: The red wavy lines represent the virtual photons
that are free to propagate in all the three spatial dimensions,
while the massless Dirac fermions with electric charge e are
confined on the one-dimensional boundary of the topological
insulator. The arrows at the edges indicate the propagation
of the topologically protected right- and left-handed chiral
modes.
The main goal of this paper is to provide an answer
to this question. Firstly, we derive a gauge theory for
the edge states of two-dimensional (2D) time-reversal-
invariant topological insulators by simply assuming that
the interactions between the Dirac fermions are medi-
ated by a quantum dynamical electromagnetic field. Im-
portantly, the massless Dirac fermions are confined to
live on the one-dimensional boundary, while the quan-
tum excitations (i.e. the virtual photons) of the U(1)
gauge field are free to propagate in all the three spa-
tial dimensions that represent the physical space where
the topological insulator is embedded, see Fig. 1. This
basic idea allows us to determine the effective 1+1-
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2dimensional gauge theory, which is given by the sum of
a conformal quantum electrodynamics (CQED) [14, 15]
and the 1+1-dimensional massless QED, also known as
the Schwinger model [16]. In this work, we focus on the
conformal field theory (CFT) because it preserves the di-
mensionality of both, the electric charge and the gauge
field of the projected 3+1-dimensional QED from which
the CQED will be derived. This dimensional-reduction
method has been already used in studies of graphene
[17, 18] and related 2D massive Dirac systems, such as
silicene and transition metal dicalcogenides [19], but to
the best of our knowledge, it has not yet been employed
in the description of one-dimensional systems, such as
the edge currents of topological insulators [20, 21]. Fur-
thermore, by integrating out the gauge field in the cor-
responding partition function, we find that this gauge
theory gives rise to a 1+1-dimensional Thirring model
[22]. We then demonstrate that the bosonized version
of the interacting-fermion Hamiltonian describes exactly
a HLL with a Luttinger parameter K and a renormal-
ized Fermi velocity that depend on the value of the fine-
structure constant α. Thereby, this work provides a first-
principle derivation of a non-Fermi-liquid phase based on
the gauge-theory approach.
Conformal QED on the boundary of topological
insulators:– We start by considering two-dimensional
time-reversal invariant topological insulators in class AII
[2]. They have a gapped bulk and topologically pro-
tected Dirac edge modes. These systems realize the
quantum spin Hall effect, i.e. the chirality of the Dirac
edge modes is locked to the spin, which is preserved due
to the time-reversal symmetry. Thus, the dynamics of
the edge modes can be described by a 1+1-dimensional
massless Dirac theory with a two-component Dirac spinor
ψ = (ψR, ψL)
T , where ψR and ψL are the right-handed
spin-up and left-handed spin-down chiral modes, respec-
tively. It was theoretically proposed in Refs. [12, 13] and
experimentally confirmed in Ref. [23] that these topolog-
ical insulators can support HLLs on the boundary due
to the presence of unavoidable electron-electron interac-
tions. These non-Fermi liquid phases fully preserve the
time-reversal symmetry and are formally described by
the free Dirac theory plus suitable four-fermion interac-
tions. We now show that this model and the correspond-
ing HLL can be derived from a gauge theory by simply
assuming that the electrically charged propagating Dirac
fermions on the edge interact through a quantum dynam-
ical electromagnetic field Aρ. The essential point of our
approach is that the massless Dirac fermions are confined
on the one-dimensional boundary, whereas the quantum
excitations (i.e. photons) of the electromagnetic field are
free to propagate in all the three spatial dimensions, as
shown in Fig. 1. The corresponding covariant QED ac-
tion reads
SQED[Aρ, ψ¯, ψ] = i~
∫
d2r ψ¯γµ∂µψ
−
∫
d4r
(ε0c
4
FρβF
ρβ + ejρ3+1Aρ
)
, (1)
where d2r = v dx dt and d4r = c dx dy dz dt, with v and
c the Fermi velocity and the speed of light, respectively.
~ is the Planck constant divided by 2pi, e is the elec-
tric charge carried by each fermion, ε0 is the vacuum
dielectric constant, γµ are 2 × 2 Dirac matrices with
µ = 0, 1, Fρβ = ∂ρAβ − ∂βAρ is the field-strength tensor,
jρ3+1 = ψ¯γ
ρψ, and ψ¯ = ψ†γ0 with ρ, β = 0, 1, 2, 3. The
effective interaction felt by the massless Dirac fermions
due to the gauge field can be obtained by integrating out
the Aρ-field in the partition function Z, i.e.
Z =
∫
Dψ¯
∫
Dψ
∫
DAρ exp (i SQED)
=
∫
Dψ¯
∫
Dψ exp (i Seff [ψ¯, ψ]) , (2)
where Seff = SD + Sint is the effective action, with SD
the free Dirac action and Sint the interaction term, given
by
Sint = − e
2
2ε0c
∫
d4rd4r′jρ3+1(r)
1
(−)j
3+1
ρ (r
′), (3)
where  is the d’Alembertian operator. Now, by impos-
ing the following constraint on the matter current
jρ3+1(t, x, y, z) = j
ρ
1+1(t, x)δ(y)δ(z), (4)
we create the dimensional mismatch between the Dirac
fermions and the virtual photons, preserving the 3+1
spacetime dimensionality of the electromagnetic field.
Hence, by inserting Eq. (4) into Eq. (3), we get
Sint = − e
2
2ε0c
∫
d2rd2r′jµ1+1(r)
[
1
(−)
]
∗∗
j1+1µ (r
′), (5)
where the symbol ∗∗ means that we need to evaluate the
Green’s function at y = y′ = 0 and z = z′ = 0. To
evaluate Eq. (5), we first write the Fourier transform of
the Green’s function
1
(−) = −r
∫
d4k
(2pi)4
eik·(r−r
′)
(k2)2
, (6)
where r is the d’Alembertian in terms of the coordi-
nates. We integrate over the momenta k and then we
impose the above constraints on the coordinates. We
then find (see Supplemental Material for details)[
1
(−)
]
∗∗
=
1
2pi
δ(x− x′)δ(t− t′) + 1
(2pi)3/2
1
1+1
, (7)
3where δ(x − x′) and δ(t − t′) are two Dirac delta func-
tions and 1+1 is the d’Alembertian in 1+1 dimensions.
Notice that in Refs. [21, 24], a finite-size regulator for
the Dirac delta function in Eq. (4) was introduced. This
result agrees with ours in the limit when the finite-size
regulator is removed.
The replacement of the terms in Eq. (7) in the effective
interaction term (5) leads to
Sint = − e
2
4piε0c
∫
dtdxjµ1+1(x, t)j
1+1
µ (x, t)
− e
2
(2pi)3/2ε0c
∫
dtdt′dxdx′jµ1+1(x, t)
1
j
1+1
µ (x
′, t′). (8)
An alternative way to obtain this effective interaction is
to introduce two independent gauge fields Aaµ with a =
1, 2, i.e.
SCQED+Maxwell[A
a
µ, ψ¯, ψ] =∫
d2r
(
i~ψ¯γµ∂µψ − ejµ1+1A1µ −
piε0c
2
F 1µν
1
F
µν
1
−e¯jµ1+1A2µ −
piε0c
√
2pi
4
F 2µνF
µν
2
)
, (9)
which replaces the action (1) and represents the main re-
sult of this work. Integrating out the Aaµ-fields in Eq. (9),
one obtains exactly Eq. (8). The pseudo-differential op-
erator in the kinetic term of the A1µ-field adjusts its di-
mensionality, such that the coupling constant e remains
dimensionless, while e¯ is a dimensionful bare constant.
Furthermore, from our result (9) we can derive two
well-known exactly solvable models in 1+1-dimensions:
by integrating out the A1µ-field, we obtain the Thirring
model [22], whereas the Lagrangian for the A2µ-field can
be identified with the Schwinger model [16]. Because the
photon does not have dynamical degrees of freedom in
1+1-dimensional QED [25], from now on we neglect the
A2µ-field and focus only on the conformal sector of Eq. (9),
which generates the Thirring model.
Now, we stress some relevant properties of this 1+1-
dimensional CQED, by showing its connection with the
2+1-dimensional PQED derived in Ref. [26] through the
dimensional-reduction procedure. First of all, it is a fully
dynamical theory, i.e. both fermions and photons prop-
agate differently from the Maxwell theory, which is in-
trinsically topological in 1+1 dimensions. Moreover, in
the latter, the electric charge e is a dimensionful param-
eter, while in the CQED it is dimensionless, like the e
defined in the 3+1-dimensional QED. The fact that the
coupling constant remains dimensionless makes pertur-
bative studies more reliable. In 2+1 dimensions, the
PQED (see the Table I) has similar properties, being
unitary [27], dynamical and renormalizable like (1+1)-
dimensional CQED and (3+1)-dimensional QED. Impor-
tantly, both PQED and CQED can be derived from the
standard QED through the dimensional-reduction ap-
proach developed in Ref. [26] and also employed in this
work. This is the reason why all these three theories
share several properties, even though they are defined in
different spacetime dimensions.
U(1) gauge theories Bosonic Lagrangians
1+1 CQED −pi
2
Fµν
1
F
µν
2+1 PQED − 1
2
Fµν
1√
F
µν
3+1 QED − 1
4
FµνF
µν
TABLE I: The bosonic sector of the QED, PQED and CQED
in the second column for ε0 = c = 1. In lower dimensions, the
Maxwell theory is replaced by suitable versions that contains
pseudo-operators, i.e. (∂2)−η with η = 1 or 1/2, to adjust and
preserve the dimensionality of the coupling constant [e] = 1.
This means that QED, PQED and CQED are renormalizable
theories.
Thirring model and helical Luttinger liquid:–
Here, we derive in a straightforward way the HLL from
our effective field-theory model. The fermionic kinemat-
ical term in Eq. (1), together with the local interaction
term in Eq. (8), allow us to write the purely effective
fermionic action
Seff1+1 =
∫
d2r
[
i~ψ¯γµ∂µψ − g(ψ¯γµψ)2
]
, (10)
which can be recognized as the massless Thirring model
[22], with the coupling constant g = e2/4piε0c. The cor-
responding Hamiltonian is then calculated by employing
a Legendre transformation,
Heff = v
∫
dx
[
i~
(
ψ†R∂xψR − ψ†L∂xψL
)
+
e2
piε0c
ψ†RψRψ
†
LψL
]
, (11)
where the interaction term is nothing but the forward
scattering, and we have used the chiral basis with ψ =
(ψR, ψL)
T , with the fermion operators satisfying usual
anti-commutation relations. The bosonization of Eq. (11)
is straightforward, and we obtain
Hboseff = v˜
∫
dx
[
1
K
(∂xϕ)
2
+K (∂xθ)
2
]
, (12)
which is nothing but the Hamiltonian of the HLL, with
the scalar fields ϕ = (φR + φL)/
√
2 and θ = (φR −
φL)/
√
2. Here, the bosonization rules read
ψR =
1√
2pi
e−i
√
4piφR , ψL =
1√
2pi
ei
√
4piφL , (13)
with the Luttinger parameter K and the renormalized
4FIG. 2: (Color online) Luttinger parameter K dependence
on the dielectric constant ε for fixed values of the Fermi ve-
locity v. (a) The blue (black) and green (grey) curves are
for v = 106m/s and v = 5 × 105m/s, respectively, and they
indicate that for sufficiently large values of ε, the system be-
comes non-interacting (K = 1), while for smaller values of
ε the interaction is repulsive (K < 1). (b) A proposal to
obtain attractive interactions K > 1 by changing the sign
of the dielectric constant (red/grey curve) for a sample with
v = 106m/s.
velocity v˜ respectively given by
K =
√(
1− 2α
pi
)(
1 +
2α
pi
)−1
, (14)
v˜ = ~v
√
1− 4α
2
pi2
, (15)
where α ≡ e2/4pi~εv is a measure of the strength of
the electron-electron interaction, also known as the fine-
structure constant. Because α is an observable that de-
pends on the material, i.e. on the dielectric constant of
the medium, we replaced ε0 → ε and v is the velocity
of the fermions when they propagate in this material.
Thus, due to gauge principle and to the projection from
QED to CQED, we have been able to derive the HLL
on the boundary of the topological insulator. Moreover,
we have determined the value of the Luttinger parame-
ter and the renormalized velocity, which depend, in our
framework, only on the generic properties of the Dirac
modes, i.e. the value of their electric charge, the Fermi
velocity and the dielectric constant by means of the fine-
structure constant α.
Luttinger-parameter discussion:– The parameter
K in the HLL defines different regimes of the interac-
tion, which changes from repulsive (K < 1), passing
through non-interacting (K = 1), to attractive (K > 1)
[28]. Nonetheless, how this parameter relates to funda-
mental properties of the materials was still unclear. In
Refs. [29, 30], a formula that connects K with α is de-
rived by employing perturbation theory with either the
Kondo or the backscattering interaction. In Sec. IV, we
have presented an exact derivation of the Luttinger pa-
rameter, which is found to depend on the strength of the
electron-electron interaction α.
Now, we compare our results with a prior theo-
retical prediction proposed in Refs. [29, 30], K =
[1 + (8α/pi) ln(d/`)]
−1/2
. Here, d is the distance from
the quantum wells to a closeby metallic gate, and ` acts
as a cutoff for short distances. This dependence of the
parameter K on α was obtained at the level of perturba-
tion theory on the HLL Hamiltonian, i.e. additional in-
teraction terms had to be taken into account, such as the
Kondo or the backscattering interaction. Using the val-
ues of the parameters reported experimentally for HgTe
quantum wells, v ≈ 5.5 × 105 m/s [11, 31], ε = 15 F/m
[30, 32], d = 150 nm and ` = max{30, 12} nm [23], they
find K ≈ 0.8 [30]. Within our model, which depends only
on α, we obtain K ≈ 0.84.
Notice that our approach does not involve the
backscattering term, which induces further corrections to
the parameter K, as seen in the case of InAs/GaSb quan-
tum wells [23]. This implies that our theoretical predic-
tion applies to materials that have weak backscattering
and high Fermi velocities, such as HgTe [33]. Neverthe-
less, the backscattering term can be obtained within our
approach upon considering the massive Thirring model
(see Supplemental Material). Other possible 2D topolog-
ical insulators that would be good candidates to test our
theoretical proposal are plumbene monolayers [34] and
germanene films [35]. The Fermi velocity in these mate-
rials has the same order of magnitude as that in HgTe,
indicating that backscattering might not be so relevant.
Furthermore, we show how to tune K in order to ob-
tain different regimes of interaction. From Eq. (14), we
notice that to change K we can either change v or the
dielectric constant of the medium. In Fig. 2 a, we de-
pict the dependence of K on the dielectric constant ε in
the range [1-15] F/m, for a fixed velocity v = 106m/s.
In the asymptotic limit where ε →∞ (meaning that we
are considering very large values of the dielectric con-
stant, not a mathematical infinity), it would be possible
to reach the value of K = 1. For smaller velocities v,
the minimum value of the dielectric constant for which
K becomes real increases, i.e., for v = 5 × 105m/s, e.g.,
ε ≈ 2.7 − ∞ F/m. On the other hand, if we consider
negative values of the dielectric constant by placing the
topological insulator on top of a meta-material, then it
is possible to switch from repulsive to attractive interac-
tions, i.e., K(x) → K(−|x|) = √(1 + |x|)/(1− |x|) with
x = 2α/pi. We illustrate this situation in Fig. 2 b. The
dielectric constant of the medium here plays the same
role of Feshback resonances in ultracold atoms, which al-
low to tune the interaction parameter from the repulsive
to the attractive regime [36].
Conclusions:– In this paper, we derived a gauge the-
ory on the boundary of two-dimensional time-reversal-
invariant topological insulators. Our starting point was
to assume that the interactions between the charged one-
dimensional Dirac fermions at the edge are mediated by a
quantum dynamical electromagnetic field, where the vir-
tual photons are free to propagate in all the three spatial
dimensions. By implementing a dimensional-reduction
5procedure, we derived the corresponding CQED, which
describes the HLL. Thus, we provided a first-principle
description of this non-Fermi-liquid phase based on the
gauge-theory approach, in which the parameter K de-
pends on the fine-structure constant. We emphasize that
our approach is exact, i.e. non-perturbative, and has a
more vast applicability in condensed-matter physics. In
fact, the one-dimensional effective theory derived here
also works in the case of nanowires, in which the HLL
phase can be easily obtained [37, 38], as done for topo-
logical insulators.
Our work provides, to the best of our knowledge, the
first microscopic derivation of the Thirring model and
opens the path to the manipulation of the Luttinger pa-
rameter K by modifying the dielectric constant of the
substrate on which the one-dimensional system might be
deposited. Interestingly, we find that upon the use of a
meta-material as a substrate, it is possible to change the
interactions from repulsive into attractive. These results
might have profound implications for transport proper-
ties in nanostructures in particular, and nanotechnology
in general.
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6Supplemental Material
DETAILS OF THE CALCULATION ON THE PROJECTION FROM QED IN (3+1)D TO (1+1)D
Here, we show the detailed calculation starting from Eq. (5) to obtain Eq. (6) in the main text. The Fourier
transform of the photon propagator reads
1
(−) =
∫
d4k
(2pi)4
eik·(r−r
′)
k2
, (16)
where k2 = k2x + k
2
y + k
2
z + ω
2. First, we apply the constraint only on the z-component (z = z′ = 0) and integrate
Eq. (16) over kz to obtain [
1
(−)
]
∗
=
1
2
∫
d3k
(2pi)3
eik(r−r
′)
√
k2
, (17)
which is the known result of PQED [1]. The symbol ∗ means that we already imposed one of the constraints in the
interaction term. Now, if one tries to follow the same steps and integrates over ky, after applying the constraints on
the y-component (y = y′ = 0), the integral does not converge unless a cutoff is introduced. However, since our goal
is to derive a conformal theory, we do not intend to introduce a new scaling in the theory by means of a cutoff.
We present an alternative way to solve this problem by rewriting Eq. (17) as[
1
(−)
]
∗
= −r
2
∫
d3k
(2pi)3
eik(r−r
′)
(k2)
3/2
= −r
4pi
∫
d2k
(2pi)2
eikx(x−x
′)+iω(t−t′)
∫ ∞
−∞
dky
eiky(y−y
′)(
k2x + k
2
y + ω
2
)3/2 , (18)
where r is a differential operator that only applies to the r-component. The exponential in ky can be expanded as
eiky(y−y
′) =
∞∑
n=0
inkny (y − y′)n
n!
= 1 +
∞∑
n=1
inkny (y − y′)n
n!
. (19)
We split the contributions for n = 0 and n > 0 in the summation of Eq. (19) to show explicitly how the contact
interaction emerges.
Replacing Eq. (19) into Eq. (18) and focusing on the integral over ky, we find∫ ∞
−∞
dky
1(
k2x + k
2
y + ω
2
)3/2
(
1 +
∞∑
n=1
inkny (y − y′)n
n!
)
=
2
k2x + ω
2
+
∞∑
n=1
in(y − y′)n
n!
[1 + (−1)n]Γ (1− n2 )Γ (n+12 )√
pi (k2x + ω
2)
1−n2
,
(20)
where the sum is only valid for even values of n, and for n = 2 the Gamma function has a pole. Fortunately, we show
later that this pole cancels when one integrates further.
By replacing Eq. (20) into Eq. (18), we find
[
1
(−)
]
∗
= −r
4pi
∫
d2k
(2pi)2
eikx(x−x
′)+iω(t−t′)
{
2
k2x + ω
2
+
∞∑
n=1
in(y − y′)n
n!
[1 + (−1)n]Γ (1− n2 )Γ (n+12 )√
pi (k2x + ω
2)
1−n2
}
, (21)
and now we can apply the derivatives to the remaining functions. The first term of Eq. (21) generates the local
interaction, i.e.
− r
2pi
∫
dω
2pi
∫
dkx
2pi
eikx(x−x
′)+iω(t−t′)
k2x + ω
2
=
1
2pi
δ(x− x′)δ(t− t′), (22)
which appears due to the first contribution of the expansion of Eq. (19). The result obtained in Eq. (22) does not
depend on whether we consider or not the constraint on the y-component. However, this is not the case for the second
7term of Eq. (21), which gives
− 1
4pi
∞∑
n even
inΓ
(
1− n2
)
Γ
(
n+1
2
)
√
pi(n!)
r
[
(y − y′)n
∫
d2k
(2pi)2
eikx(x−x
′)+iω(t−t′)
(k2x + ω
2)
1−n2
]
= − 1
4pi
∞∑
n even
inΓ
(
1− n2
)
Γ
(
n+1
2
)
√
pi(n!)
[
n(n− 1)(y − y′)n−2
∫
d2k
(2pi)2
eikx(x−x
′)+iω(t−t′)
(k2x + ω
2)
1−n2
]
− 1
4pi
∞∑
n even
in(−n/2)Γ (−n2 )Γ (n+12 )√
pi(n!)
[
(y − y′)n−2
∫
d2k
(2pi)2
eikx(x−x
′)+iω(t−t′)
(k2x + ω
2)
−n2
]
. (23)
Integrating over ω for both terms in Eq. (23), we find
1
(2pi)2
∫ ∞
−∞
dkxe
ikx(x−x′)
∫ ∞
−∞
dω
eiω(t−t
′)
(k2x + ω
2)
1−n2
=
2(1+n)/2
√
pi
(2pi)2Γ
(
1− n2
) ∫ ∞
−∞
dkxe
ikx(x−x′)|t− t′|(1−n)/2(k2x)
n−1
4 Kn−1
2
(
|t− t′|
√
k2x
)
, (24)
and
1
(2pi)2
∫ ∞
−∞
dkxe
ikx(x−x′)
∫ ∞
−∞
dω
eiω(t−t
′)
(k2x + ω
2)
−n2
=
2(3+n)/2
√
pi
(2pi)2Γ
(−n2 )
∫ ∞
−∞
dkxe
ikx(x−x′)|t− t′|−(1+n)/2(k2x)
n+3
4 Kn+1
2
(
|t− t′|
√
k2x
)
, (25)
where Kη’s are modified Bessel functions of the second kind. Plugging the results of Eqs. (24) and (25) into Eq. (23),
we see that the poles disappear. Moreover, by imposing the constraint on the y-component (y = y′ = 0), we observe
that all the n-even contributions vanish, except n = 2. For n = 2, Eq. (23) becomes
21/2Γ
(
3
2
)
4pi2
∫ ∞
−∞
dkxe
ikx(x−x′) e
−|t−t′|
√
k2x
|t− t′| =
1
(2pi)3/2
1
|t− t′|2 + |x− x′|2 . (26)
Hence, summing the results of Eqs. (22) and (26), we have[
1
(−)
]
∗∗
=
1
2pi
δ(x− x′)δ(t− t′) + 1
(2pi)3/2
1
(t− t′)2 + (x− x′)2 , (27)
where the symbol ∗∗ means that we took both the y− and the z−coordinate constraints into account. Interestingly,
the Fourier transform of the second term in Eq. (27) is actually
1
(t− t′)2 + (x− x′)2 =
∫
dkx
2pi
∫
dω
2pi
eikx(x−x
′)+iω(t−t′)
ω2 + k2x
≡ 11+1 , (28)
which then yields an effective interaction composed of a sum of a local and a non-local term, i.e.[
1
(−)
]
∗∗
=
1
2pi
δ(x− x′)δ(t− t′) + 1
(2pi)3/2
1
1+1
. (29)
EFFECTIVE ACTION AND 1+1-DIMENSIONAL LAGRANGIAN
From the result found in Eq. (29), the effective action reads
Seff = − e
2
2ε0c
∫
d4rd4r′jµ3+1(r)
1
(−)j
3+1
µ (r
′)
= − e
2
2ε0c
∫
dtdt′dxdx′jµ1+1(x, t)
[
1
(−)
]
∗∗
j1+1µ (x
′, t′)
= − e
2
4piε0c
∫
dtdxjµ1+1(x, t)j
µ
1+1(x, t)−
e2
(2pi)3/2ε0c
∫
dtdt′dxdx′jµ1+1(x, t)
1
j
1+1
µ (x
′, t′). (30)
8The two terms in the effective action (30) can be viewed as if the fermions were mediated by two distinct gauge
fields in 1+1-dimensions, i.e.
L1+1 = i~ψ¯γµ∂µψ − ejµA1µ − e¯jµA2µ − g1F 1µν
1
F
µν
1 − g2F 2µνFµν2 , (31)
where g1 = piε0c/2 and g2 = piε0c
√
2pi/4 are dimensionless constants. By integrating out the A1µ-field we obtain the
Thirring model [2], whereas the Lagrangian for A2µ gives us the Schwinger model [3]. Both models are exactly solvable
in 1+1-dimensions. Notice that e¯ is a dimensioful bare constant, which is in agreement with the Schwinger model.
The correspondence between Eqs. (30) and (31) can be seen explicitly by squaring the gauge fields A1µ and A
2
µ. In
this manner, we obtain the following effective interactions between the matter currents
g1
(
−F 1µν
1
F
µν
1 −
ejµA1µ
g1
)
= 2g1
(
A1µA
µ
1 −
ejµA1µ
2g1
)
= 2g1
(
A1µA
µ
1 −
2ejµA1µ
4g1
+
e2jµjµ
16g21
)
− e
2jµjµ
8g1
,
and
g2
(
−F 2µνFµν2 −
e¯jµA2µ
g2
)
= 2g2
(
A2µ∂
ν∂νA
µ
2 −
e¯jµA2µ
2g2
)
= 2g2
(
A2µ∂
2Aµ2 −
2e¯jµA2µ
4g2
+
e¯2jµ∂−2jµ
16g22
)
− e¯
2
8g2
jµ
1
jµ,
which for g1 = piε0c/2 and g2 = piε0c
√
2pi/4 reproduce those two terms in Eq. (30).
MASSES IN THE THIRRING MODEL AND THE BACKSCATTERING INTERACTION
To investigate the properties of the edge states in presence of an external Zeeman field, which breaks time-reversal
symmetry, one may add a mass (i.e. mψ¯ψ) to the Dirac fermions in Eq. (1) of the main text. The parameter m is
proportional to the intensity of the Zeeman field, which we consider for simplicity constant in modulus and direction.
Because this mass term is not affected by the dimensional-reduction procedure, it also appears in the Thirring model,
generating a gap in the boundary modes. In the Hamiltonian picture, this massive term is written as
Hm = m
∫
dx
(
ψ†RψL + ψ
†
LψR
)
. (32)
Now, by using the bosonization rules with the Klein factors properly defined [4], the above massive term becomes
Hbosm =
m
pi
∫
dx cos
(√
8piϕ
)
. (33)
For the bosonic representation, this cosine term, when localized in a small region, acts as a boundary in the system,
changing the fermionic orientation of propagation. The existence of such contribution leads to the study of the
renormalization group of the Sine-Gordon model, as already analyzed in Ref. [5]. Note that the above term looks
similar to the one obtained in Ref. [6], induced by the Umklapp scattering.
At a theoretical level, another possible massive term is i∆ψ¯γ5ψ with γ5 = γ0γ1. The coefficient ∆ is known as the
chiral mass and it adds to the fermionic Hamiltonian the following contribution
H∆ = i∆
∫
dx
(
ψ†RψL − ψ†LψR
)
, (34)
which mainly differs from the usual Dirac mass by a factor minus between ψ†RψL and its conjugated. The minus sign
in Eq. (34) leads to a bosonized Hamiltonian containing an interaction term that depends on a sine function instead
of a cosine, i.e.,
Hbos∆ = −
∆
pi
∫
dx sin
(√
8piϕ
)
. (35)
Here, we can easily recover the standard potential in Eq. (33) after a constant shift of the scalar field, i.e. ϕ→ ϕ−pi/2.
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