A novel wavelength-division-multiplexed passive optical network (WDM-PON) architecture based on dual-fiber multiple tangent rings is proposed. One primary-ring (PR) and certain sub-rings (SRs) are controlled by one optical line terminal (OLT). The design of tangent remote nodes (RNs) guarantees the transmission and convergence of signals between PR and SRs. This network effectively overcomes single-fiber or dual-fiber faults. Signals can be switched between dual fibers by optical route switch (ORS). Simultaneously, the usage of different fibers can reduce the crosstalk in the upstream signals and downstream signals. Tangent RNs help to expand the network, which is highly significant for large-scale optical access network in next generation.
Introduction
With the development of the national strategy of "Copper to Fiber Transmission", WDM-PON is regarded as a final choice of "Fiber to The Home" (FTTH) [1, 2] . A WDM-PON architecture uses reflective semiconductor optical amplifier (RSOA) to re-modulate for upstream transmission [3] . Reference [4] raises a flexible bidirectional WDM/TDM-PON architecture which can realize dynamic wavelength allocation. Reference [5] comes up with an idea of ring architecture with three working modes, improving network survivability. Tangent rings structure is proposed [6] , in this paper, the dynamic wavelength allocation is realized and the scalability of the network is enhanced. A 2-OLT PON system is proposed [7] . Both OLTs are used in the data transmission in normal condition, while one of them works for the other during fault condition.
Based on the latest research results, the optical access network architecture with dual-fiber multiple tangent rings is proposed. The ring structure allows the signal in two-way transmission. The transmission of upstream and downstream by using different fibers reduces the crosstalk effectively. The design of RN is the key to realize the protection and extension of the network. Fiber Bragg grating (FBG) reflects the downstream signals to its own RN, and enables the rest signals get through. Signals can be switched between dual fibers by optical route switch (ORS). Meanwhile, tangent RNs ensure the signal transmission and convergence between PR and SRs, and implement of network with further extension.
The rest of this paper is organized as follows: Section 2 describes the network architecture. Section 3 presents the working modes. Section 4 shows the results of the simulation. Section 5 draws a conclusion.
Network Architecture
The WDM-PON ring architecture is shown in Fig. 1. Fig. 2 shows that OLT st contains Q=(m×n+m)×p transceivers, 3 arrayed waveguide gratings (AWGs), 3 erbium-doped optical fiber amplifier (EDFAs), 2 ORSs, 1 optical coupler (OC) and Q optical switches (OSs). Transceivers and optical network units (ONUs) may realize the virtual peer to peer (P2P) communication. In this architecture, Q wavelengths are provided in the OLT, and each wavelength serves for one ONU. These wavelengths are in two wavebands: in waveband , there are m×p wavelengths employed by ONUs of PR; in waveband , there are m×n×p wavelengths employed by ONUs of SR. The design of ORS is a significant component. Protection Mode. According to the fault pattern, the protection mode is divided into three types. The system is fully protected by these protection modes.
Protection Mode 1: single-fiber fault protection mode. When there is a single-fiber fault in the network (See Fig.6 ), the system is likely to be changed into single-fiber protection mode.
One or several single-fiber faults may incur at the same time. When the fault is in the OR, the ORS2 of RNi converts into mode2 (Port A→ Port D) (See Fig. 4 
Protection Mode 2: dual-fiber fault protection mode in PR and SR.
When there is a dual-fiber fault in the network, the system is likely to be changed into a dual-fiber protection mode. Fault is comprised of two types in the PR and SR. Fig. 7 shows the dual-fiber fault in the PR. In the OLT (See Fig. 2 ), OSs are triggered to change their working status. These OSs are corresponded to RNi+1~RNm. In the RNi+1~RNm (See Fig. 4 ), 2×2 OSs also swap from parallel status to cross status. The inside transmission of these RNs stay unchangeable. Now, the transmission direction of signals in PR is shown in Table 1 . Table 2 . Because all parts of network are independent, the transmission in PR remains unchangeable. Fig. 9 shows that single-fiber faults and dual-fiber faults happen in PR and SR at the same time. When it happens, the system will become hybrid fault protection mode. It will be protected by two methods mentioned above. 
Protection Mode 3: hybrid fault protection mode.

Simulation and Analysis
In order to prove the feasibility of the system, firstly, analyze the insertion loss of a link. Then, the system is simulated by OptiSystem.
Simulation Condition. To simplify the analysis, assume that the distances between adjacent RNs, RN and OLT, RN and ONU are the same with 5km. L is used to indicate the link loss. Table 3 gives the insertion loss of components. Table 4 shows the wavelengths in two wavebands. Simulation Results and Analysis. OC plays an important role in minimizing power loss. It enables the signals to reach longer distances and achieve better scale expansion. In RNs of PR, the power divide ratio (x/y, x + y=1) of OC1 will affect the performance of downstream signal transmitting to the ONU of SR. As Table 3 given, the formula of link loss is as follows:
LOLT-ONU is the total link loss from OLT to ONU which is in RNm1 of SR. Pt is the output power of transmitter. Pr is the minimum received power. Assume that Pr=-30dBm, Pt=0dBm. In order to improve the network performance, optical amplifier is necessary. It helps the received power meet the sensitivity of receivers. GEDFA is the gain of the EDFA located in OLT. As Table1 given, the connection between the power divide ratio x and the number of RNs in PR M is as follows:
So the MMAX is expressed in Eq. 3:
Fig . 10 shows the relations among MMAX, x, and GEDFA in PR. From the figures, the most appropriate divide ratio x is found to make the system stay in the best state. In a real case, the geographical distribution of end users and their demands will decide the number of RNs, the number of SRs and divide ratio of all OCs. Make a simulation based on OptiSystem to determine the feasibility and performance of the structure. Fig. 11 indicate the bit error rate (BER) of downstream signals. It is shown clearly that the BER is getting lower while the GEDFA is getting higher. The performance of RNs from good to bad are RN1, RN2, RN11, RN12 in sequence. This is because the next RN suffers from more link loss and fiber dispersion. When the number of network devices and terminals increase, the BER becomes more serious.
In practice, if there is a need to expend the scale of network, the proper dispersion compensation and amplification must be made in the right place of system to enhance the performance. 
Conclusion
A convergent WDM-PON access network architecture based on dual-fiber multiple tangent rings is presented. With the system of dual-fiber demonstrated above, both single-fiber and dual-fiber faults can be fully protected and the survivability of network can be improved. Meanwhile, the usage of different fibers can reduce the crosstalk effectively in the upstream signals and downstream signals. Tangent RNs is able to enlarge the capacity and update the network. This is highly significant for the development of optical access networks. The design of ORS is beneficial to switch signals flexibly between dual fibers, and simplify the system. It will make the system widely used for large-scale optical access network in next generation. The feasibility of the proposed architecture has been assessed by simulation results of the system performance. 
