Abstract. Pollard rho method and its parallelized variants are at present known as the best generic algorithms for computing elliptic curve discrete logarithms. We propose new iteration function for the rho method by exploiting the fact that point halving is more efficient than point addition for elliptic curves over binary fields. We present a careful analysis of the alternative rho method with new iteration function. Compared to the previous r-adding walk, generally the new method can achieve a significant speedup for computing elliptic curve discrete logarithms over binary fields. For instance, for certain NIST-recommended curves over binary fields, the new method is about 27% faster than the previous best methods in single-instance Pollard rho method. When running several instances of Pollard rho method concurrently, and computing the inversions using the simultaneous inversion algorithm by Peter Montgomery, the new method is about 12-17% faster than the previous best methods.
Introduction
Public-key cryptography based on elliptic curves over finite fields was proposed by Koblitz [22] and Miller [23] in 1985. Since then, elliptic curves over finite fields have been used to implement many cryptographic systems and protocols, such as the Diffie-Hellman key agreement scheme [2] [13] , the elliptic curve variant of the Digital Signature Algorithm [1] [25] , etc. In elliptic curve cryptography, the major security consideration is the intractability of the elliptic curve discrete logarithm problem (ECDLP).
Let E be an elliptic curve defined over a finite field F q . Let P ∈ E be a point of prime order n, and let P be the prime order subgroup of E generated by P . If Q ∈ P , then Q = kP for some integer k, 0 ≤ k < n. The problem of finding k, given P, Q, and the parameters of E, is known as the ECDLP. ECDLP is the foundation of the security of ECC, so solving it means breaking the ECC ciphers, therefore it has received a lot of attention.
For ECDLP, Pollard rho method and its modifications by Gallant, Lambert and Vanstone [16] , and Wiener and Zuccherato [35] are to date known as the most efficient general algorithms. Van Oorschot and Wiener [34] showed that the modified Pollard rho method can be parallelized with linear speedup.
Pollard rho method is a randomized algorithm for computing discrete logarithms based on the Birthday Paradox. More precisely, an iteration function F : G → G is used to define a pseudo-random sequence Y i by Y i+1 = F (Y i ) for i = 0, 1, 2, ..., with some starting value Y 0 . The sequence Y 0 , Y 1 , Y 2 , . . . represents a walk in the group G. Because the order of the group is finite, the sequence will ultimately reach an element that has occurred before. This is called a collision or a match. The advantage of this method is that the space requirements can be small if one uses a clever method to detect the collision.
The basic assumption for the analysis of the expected run time of the rho method is that the walk Y i behaves as a random walk. By this we mean that the iteration function F : G → G is a random mapping in the sense that for any Y i ∈ G the function F map Y i to each element in G with the same probability 1 |G| . However, in practice the iteration function F : G → G is not a truly random mapping, which always results in more iteration requirements. The problem of efficient simulation of a random walk in Pollard rho method is the central topic of this paper. Here, "efficient" means that the corresponding iteration function should require essentially no more than one group operation and use only constant or polynomial (in the input size of the ECDLP) storage.
In [32, 33] , Teske proposed the efficient r-adding walk by applying more addition rules to the iteration function. Teske also proposed and analyzed the so called r + s-mixed walk, which introduce doubling steps to the r-adding walk. However, the r + s-mixed walk generally reduces certain randomness, and doubling is not much efficient than addition in the affine coordinate for elliptic curves. Therefore, the introduction of doubling steps does not lead to a significantly better performance.
Erik Knudsen [20] and Richard Schroeppel [30] independently proposed a new method for scalar multiplication of non-supersingular elliptic curves over binary fields. The idea is to replace all point doublings in double-and-add methods with a potentially faster operation called point halving. Knudsen [20] presented certain rough analysis which suggests that scalar multiplication with halvings could be 39% faster than scalar multiplication with doublings ( [31] claims a 50% improvement). Bessalov [9] firstly used the idea of halving (he called division of points by two) to ECDLP, however, there was no detailed analysis for his approach.
In this paper, we design new iteration function for Pollard rho method by exploiting the fact that point halving is more efficient than point addition for elliptic curves over binary fields. We also present a careful analysis of the alternative rho method with new iteration function. Generally the new method can achieve a significant speedup for computing elliptic curve discrete logarithms over binary fields compared to the previous r-adding walk. Particularly, for certain NIST-recommended curves over binary fields, the new method is about 12-17% faster than the previous best methods.
The rest of this paper is organized as follows. We recall the Pollard rho method for elliptic curve discrete logarithm computation, and the concept and algorithms of point halving in section 2. In section 3, we propose the new iteration function, and present a careful analysis. We describe and analysis our experiments in section 4 and discuss the application to Koblitz curves in section 5. Finally, we conclude the paper in section 6.
Preliminaries
In this section, we recall the Pollard rho method for elliptic curve discrete logarithm computation, and discuss the concept and algorithms of point halving.
Pollard rho Method
Pollard [27] proposed an elegant generic algorithm for the discrete logarithms based on the Birthday Paradox and called it the rho method, which is an improvement over the well-known "baby-step giant-step" algorithm, attributed to Shanks [12] . Shanks' method allows one to compute discrete logarithms in a cyclic group G of order n in deterministic time O( √ n) and space for √ n group elements. Pollard rho method also has time complexity O( √ n) with only negligible space requirements; it is thus preferable.
Pollard rho method works by first defining a sequence of elements that will be periodically recurrent, then looking for a match in the sequence. The match will lead to a solution of the discrete logarithm problem with high probability. The two key ideas involved are the iteration function for generating the sequence and the cycle-finding algorithm for detecting a match.
If G is any finite set and F : G → G is a mapping and the sequence (X i ) in G is defined by the rule:
this sequence is ultimately periodic. Hence, there exist unique integers µ ≥ 0 and λ ≥ 1 such that X 0 , ..., X µ+λ−1 are all distinct, but X i = X i+λ for all i ≥ µ. A pair (X i , X j ) of two elements of the sequence is called a match if X i = X j where i = j. We call µ the preperiod and λ the period of the sequence (X i ). For the expected values of µ and λ, we have the following theorem: Theorem 1. [19] For any finite set D, under the assumption that an iteration function F : D → D behaves like a truly random mapping and the initial value X 0 is a randomly chosen group element, the expected values for µ and λ are π|D|/8. The expected number of evaluations before a match appears is E(µ + λ) = π|D|/2 ≈ 1.25 |D|.
Pollard [26] first applied this result to obtain an efficient and simple algorithm for factoring. Then in [27] he found an algorithm that uses the rho method to compute discrete logarithms in the multiplicative group Z * p (p prime) in the expected run time of O( √ p) group operations. This algorithm can be easily generalized to compute discrete logarithms in arbitrary finite abelian groups, such as in groups of points of elliptic curves over finite fields. Now we explain how the rho method for computing elliptic curve discrete logarithms works. Let P be a point of prime order n on an elliptic curve E over finite field, and let G be the subgroup of E generated by P . For any Q ∈ G, to compute k such that Q = kP , the rho method divides the group G into 3 subsets: S 1 , S 2 and S 3 of roughly equal size, and defines the iteration function F : G → G as follows:
Let the initial value Y 0 = a 0 P +b 0 Q where a 0 and b 0 are two random numbers in [0, n − 1]. Then each Y i has the form a i P + b i Q, and the sequence (a i ) (and similarly for (b i )) can be computed as follows:
This implies that while computing (Y i ), we can easily keep track of the corresponding sequences of exponents, (a i ) and (b i ), such that Y i = a i P + b i Q. Hence, as soon as we find a match (Y i , Y j ), we have the following equation:
−1 mod n. Theorem 1 makes the assumption of true randomness. However, it has been shown empirically that this assumption does not hold exactly for Pollard iteration function [32] . The actual performance is worse than the expected value given in Theorem 1.
There are better iteration functions by applying more arbitrary multipliers. Assume that we are using r partitions (multipliers). We generate 2r random numbers,
Then we precompute r multipliers M 1 , M 2 , · · · , M r where,
Define a hash function,
Then the iteration function F : G → G defined as,
Then each Y i has the form a i P + b i Q, and the sequences of (a i ) and (b i ) can be updated as follows,
This r-adding walk was first introduced in [29] . Sattler and Schnorr [28] showed that this approach is sufficiently random if r ≥ 8. Teske [32] found experimentally that r-adding walk with r ≥ 20 perform very close to a random walk.
The difference in performance between Pollard original walk and Teske's radding walk has been studied by [4] . We summarize the results as follows. In prime order subgroups of Z * p , the value of E(µ + λ) for Pollard original walk and Teske's r-adding walk with r = 20 is 1.55 |G| and 1.27 |G|, while in groups of points of elliptic curves over finite fields, the value is 1.60 |G| and 1.29 |G|, respectively.
Point Halving
A non-supersingular elliptic curve E over F 2 m defined by the parameters a, b ∈ F 2 m , b = 0, is the set of all solutions (x, y) to the equation
together with an extra point O, the point at infinity. Let H = (x 1 , y 1 ) ∈ E be a point with x 1 = 0. Then Q = 2H = (x 2 , y 2 ) can be computed as follows:
Point halving is the reverse operation of point doubling: given Q = (x 2 , y 2 ), compute H 1 2 Q = (x 1 , y 1 ) such that Q = 2H. One can compute point halving as follows: solve (1) for λ, (2) for x 1 and finally (3) for y 1 . That is, solve λ 2 + λ = x 2 + a for λ, and x 2 1 = y 2 + (λ + 1)x 2 for x 1 , and finally compute
k n, where n is odd. Let P be a point of odd order n on E. It is obvious that point doubling and point halving are automorphisms of P . Therefore, given a point Q ∈ P , one can always find a unique point H ∈ P such that Q = 2H.
We say that the curve E has minimal 2-torsion if k = 1. Let c ∈ F 2 m , we define the trace of c as Tr(c) =
. Then the property of E has minimal 2-torsion is equivalent to Tr(a) = 1. Note that the NIST-recommended random curves [14] over binary fields have Tr(a) = 1.
For the curve E with Tr(a) = 1, one can compute point halving as follows. Solve the quadratic equation λ 2 + λ = x 2 + a for λ. Let the two solutions be λ ′ and λ ′ + 1, one corresponds to λ and H and the other one to λ + 1 and H + T , where T is the point of order 2. In fact only H can be halved but not H + T . Therefore, λ ′ corresponds to λ and H = (x 1 , y 1 ) if and only if the equation 2 ) = 0 then λ = λ ′ and x 1 = √ w. Otherwise, λ = λ ′ + 1 and
More precisely, we summarize the above steps in the following Algorithm 1 [3] .
Algorithm 1 Point Halving
Note that to make use of point halving in the iteration function for ECDLP computations, we will focus on the affine representation of point in point halving rather than the λ-representation mentioned in [15] . Further, one can generalize Algorithm 1 to the case of curve E with Tr(a) = 0, that is |E(F 2 m )| = 2 k n with k > 1 and n odd. In this case [20] , it is necessary to solve k equations, perform k + 1 multiplications, one test, and k or k + 1 square root computations to find (x 1 , y 1 ).
Fong et al. [15] provided a careful analysis of the actual efficiency of point halving for elliptic curves over binary fields with polynomial basis, such as the NIST-recommended random binary curves over F 2 m [14] . We summarize the results as follows. Let M , S and I denote the cost of field multiplication, squaring and inversion respectively. Then experimentally, the cost of solving the quadratic equation is approximately in the range [15] suggest that a realistic estimate of the ratio I/M of inversion to multiplication cost is 8 (or higher). Thus the cost of point addition or doubling in affine coordinates is generally larger than 10M .
New Alternative Iteration Function
Iterative evaluations are the main operations of the Pollard rho method. We focus on how to design efficient iteration function in this section. For efficiency, generally we have the following criteria: a) for each iteration, the corresponding iteration function F : G → G should require essentially no more than one group operation, b) the iteration function F behaves like or close to a truly random mapping and c) the method use only constant or polynomial (in the input size of the ECDLP) storage.
Iteration Function
Since point halving is much more efficient than point addition for elliptic curve over binary fields, we can introduce point halving into the random walk, replace certain point additions with point halvings, to speed up the iteration for the rho method. Therefore we propose the following r + h-mixed walk.
Let P be a point of prime order n on an elliptic curve E over binary field, and let G be the subgroup of E generated by P . For any Q ∈ G, to compute k such that Q = kP , we divide the group G into r + h subsets: S 1 , S 2 , . . . , S r , S r+1 , . . . , and S r+h of roughly equal size, and we generate 2r random numbers, m j , n j ∈ {0, 1, · · · , n − 1}, for j = 1, 2, · · · , r.
The iteration function F : G → G is called r + h-mixed walk if F defined as,
Let the initial value Y 0 = a 0 P +b 0 Q where a 0 and b 0 are two random numbers in [0, n − 1]. Then each Y i has the form a i P + b i Q, and the sequence (a i ) and (b i ) can be computed as follows, 
Correspondingly, once we find a match (Y i , Y j ), we have the following equation: [32] . Further, Teske [32] has given experimental evidence that introduce certain doubling rules into r-adding walk may lead to poor performance. Since point halving is the reverse operation of point doubling, we conjecture that the expected time for the proposed new random walk reach a collision is worse than what would be expected by r-adding walk.
The original Pollard rho method, the r-adding walk and the new r + h-mixed walk for finding discrete logarithms are based on a pseudo-random approximation to a Markov chain on a cycle group G. For each step of the new iteration, we have Y i = a i P + b i Q = (a i + b i k)P , where a i and b i are updated by the above rules. Further, we define the sequence (u i ) by
Thus the mapping,
is a one-to-one bijection between the new random walks (Y i ) on G and the walks (u i ) on the integers mod n. Since we want to produce sequences (Y i ) with expected preperiods and periods as close as possible to the case of the truly random walk, it is desirable that the distributions of the u i generated by our iteration function get as close as possible to the uniformly distributed on the integers mod n. Therefore, instead of studying the new random walks on G, we may restrict ourselves to walks of the form (4). Assuming v is a random hash function, then the corresponding walk (u i ) is a random walk on Z n , and such walks have been extensively studied in the literature.
Analysis
To estimate the running time until a collision is reached, we make the heuristic assumption that the above hash function v : G → {1, 2, · · · , r+h} is a sufficiently random mapping.
Certain heuristics for analyzing the randomness in the iteration function of Pollard rho method have been widely discussed, and one can refer to the papers [6, 8, 10, 11] for details. In fact, point halving is the reverse operation of point doubling, therefore, the previous result can be easily applied to the new iteration function.
The new iteration function is a mixed iteration function: every step maps an intermediate value
, where k ∈ {1, 2, . . . , r + h}. Let p i be the probability that the ith rule is used with 1 ≤ i ≤ r, and p H be the probability that the point halving is used, and p 1 + p 2 + . . . + p r + p H = 1. Then the average number of iterations before the first collision is reached is approximately
.
That is, for the random walk that maps Y to F i (Y ) with probability p i and p H as above, the reductions of randomness increase the expected number of iterations by a factor of 1/ 1 − p 2 H − r i=1 p 2 i , which is very close to 1 in most cases. There is a trade-off between the use of point halving and the randomness of the new walk. That is, the more point halvings we use, which leads to more efficient iteration function, the worse the randomness of the walk. Hence, we need to find the optimal ratio that point halvings should account for to achieve the best performance.
For instance, the cases (r, h) = (20, 20) and (128, 128) correspond to using halving with probability 1 2 and using addings with probability 1 40 and 1 256 respectively. The factor in these cases is 1.164 and 1.155 respectively. Moreover, this value tends to 2 √ 3 = 1.154 as r goes to infinity. Hence, one expects a walk that uses halvings with probability 1 2 should require about 1.154 many group operations as only adding walks, when one uses very large values for r and works in very large groups (so that other effects that influence the "randomness" of walks are less significant).
Consider the NIST-recommended random curves [14] over binary fields F 2 233 , with reduction trinomial f (x) = x 233 + x 74 + 1. Experimentally, the cost of a point halving with affine representation needs approximately the new method is about 24% faster than the r-adding walk. Generally, one may choose the ratio h r+h according to the actual cost of point halving and point addition over certain binary fields.
In practice, most typical choice when instantiating Pollard rho method to solve ECDLP is to run several walks in parallel and to compute the inversions using the simultaneous inversion algorithm by Peter Montgomery [24] . We follow standard practice of handling m iterations in parallel and batching mI into 1I + (3m − 3)M , where m is the number of processors. Then m point additions processed in parallel costs 1I +(5m−3)M +mS. Hence, the average cost of point addition becomes 5M + S + 1 m (I − 3M ). Note that, with a polynomial basis, according to [17] , S ≈ 1/7.5M for F 2 163 and 1/9M F 2 233 . Taking into account the costs of memory operations and communications among processors, the average cost of point addition is roughly equal to 6M . In this case, the new method is about 6 − 1.154 * (
faster than the r-adding walk. However, by some simple calculations it is clear that the optimal choice in this case is to set p H = 0.56, then the new method is about
faster than before. Correspondingly, if the cost of a point halving needs 
Experiments
To explore the optimal performance for the new random walk, we implement the alternative rho using the new iteration functions with different parameters, and compare their performances with the r-adding walk. In this section, we describe these experiments and analysis the results.
For our experiments, we briefly introduce the elliptic curve group over binary fields and the notation we use in the following. Let a, b ∈ F 2 m , b = 0. Then the elliptic curve E a,b over F 2 m is defined through the equation
Let P ∈ E a,b (F 2 m ) be a point of prime order n, let G denote the subgroup of E a,b generated by P . Given Q ∈ G, determine the integer 0 ≤ k < n such that Q = kP . Let W = (x, y) be any point of G, here we interpret x as an integer. We define the partition of G into r + h subsets S 1 , S 2 , · · · , S r+h as follows. First we compute a rational approximation A of the golden ratio ( √ 5 − 1)/2, with a precision of 2 + ⌊log 10 (q(r + h))⌋ decimal places. Let
where Ax − ⌊Ax⌋ is the non-negative fraction part of Ax. Then let
and
This method is originally from Knuth's multiplicative hash function [21] and suggested by Teske [33] . From the theory of multiplicative hash functions we know that among all numbers between 0 and 1, choosing A as a rational approximation of ( √ 5 − 1)/2 with a sufficiently large precision leads to the most uniformly distributed hash values, even for non-random inputs.
Algorithm 2
Choose two random numbers a, b ∈ F2m , where b = 0 and Tr(a) = 1.
until n is prime and 2 i < n < 2 i+1
8:
Choose a random point W ∈ E a,b , where the order of W equal to |E a,b |.
9:
P ← 2W (then P is the generator of G).
10:
t ← 40000 2 i−30 .
11:
for l = 1 to t do 12:
Choose a random number c ∈ [0, n − 1], Q ← c * P .
13:
Choose a random point in G be the initial point Y0. 14:
k ← 1.
15:
repeat 16:
Check whether Y k is a distinguished point.
18:
until Reach the collision 19:
end for 23:
Ri ← ( 20 j=1 Rj)/20.
24: end for
The purpose of our experiments is to evaluate the expected numbers of steps until a match is found using the r-adding walk and the new r + h-mixed walk with different parameter settings for r and h. Generally, we set the integer m in certain range. Then we randomly choose the parameters a and b where a, b ∈ F 2 m and Tr(a) = 1, which determine the unique elliptic curve E a,b over F 2 m . We will check whether
is a prime number within a certain range. If not, repeat the above procedures until we get a prime order subgroup G of E a,b (F 2 m ) with minimal 2-torsion. Then we set the generator P of G and choose a random point Q of G. When using the r-adding walk and the new r + h-mixed walk with different r and h to compute this discrete logarithm, we count the number of steps we perform until find a match. Then we determine the ratio R of the number of steps and √ n. We repeat these steps a couple of times with the same P but several randomly chosen Q. Furthermore, for practical reasons, we do the above procedures with a couple of groups where the group order n between 2 30 and 2 32 . Therefore, We have Algorithm 2.
More precisely, for each i ∈ [30, 32] , we generate 20 elliptic curves, where each of them have a subgroup G of prime order n, such that n ∈ [2 i , 2 i+1 ]. Then for each group G, we generate 10000 to 40000 DLPs with the same generator P but randomly generated Q. The number of elliptic curves and instances of DLPs computed is given in Table 1 . For each DLP, we use Teske's r-adding walk and the new r + h-mixed walk for iteration function, and find the match using distinguished point method. Once reaching a match, we compute the ratio R l as (the number of steps until match is found)/ √ n. Then we compute the average ratio R j of all DLPs over the same elliptic curve. Finally, we count the average ratio R of all DLPs with the same i, where i ∈ [30, 32] and n ∈ [2 i , 2 i+1 ]. Now, let us explain the parameters for distinguishing property in more detail. For example, if i = 32, which means n, the order of G, is a 32 bits prime number. According to [32] , we are expected to take 1.292 √ n iterations before reaching a match. We define the distinguishing property as the Hamming weight of xcoordinate of the point less than or equal to 9. Each point has probability almost exactly ( For the r-adding walk, we set r = 20 and r = 128 (with h = 0), the typical value suggested by the literature, and for the new r + h-mixed walk, we set r = 20, h = 10; r = 20, h = 20; r = 128, h = 64; r = 128, h = 128 and r = 64, h = 128; respectively. The experiment results are given in Table 2 . It shows that introducing point halving into the iteration rules indeed reduce the randomness of the random walk, consistent with our conjecture. However, the efficient point halving computation still improve the whole performance of the alternative rho by properly setting parameters r and h. Moreover, Table 2 also shows that set r = 128 rather than 20 does not lead to a significantly better performance. 
Application to Koblitz Curves
In fact, besides the general elliptic curves over binary fields, the new method can also be applied to speed up computations of ECDLP on Koblitz curves with Frobenius endomorphism.
For Koblitz curves, the map φ :
is called the Frobenius endomorphism. There exists an integer λ such that φ(P ) = λP for all points P in G. Hence, one can define the equivalence relation ∼ by combining the Frobenius endomorphism and the negation map to get a speedup of √ 2m [16] [35] . We denote the set of equivalence classes by E/ ∼.
Based on Harley's work on ECC2K-95/ECC-2K108 [18] and [16] , Bailey et al. [6] proposed an efficient and practical alternative iteration function for the rho method as follows,
where l is a function defined on the equivalence classes, which ensure that points from the same equivalence class have the same value l. For example, [6] define it as l = ((HW(x Yi )/2) mod 8) + 3, where HW(x Yi ) is the Hamming weight of the x-coordinate of Y i . The variant iteration function is well defined on equivalence classes, and can combine with the distinguished points technique to achieve a speedup of √ 2m. Note that to make use of Frobenius endomorphism, one need define the iteration function via the normal basis representation [6] [18] . Let |E(F 2 m )| = 2 k n with k ≥ 1 and n odd. For Koblitz curves with k = 1 (have minimal 2-torsion), the computation of point halving in normal basis is even more efficient than in polynomial basis. Let {α, α 2 , . . . , α 2 + x = c can be solved bitwise. The cost of these operations can be neglected compared to field multiplication, so, the computation of point halving needs only about one field multiplication. Therefore, for ECDLP over Koblitz curves, we propose the following r + hmixed walk to achieve a further speedup. Let l = v(Y i ), the iteration function F : E/ ∼→ E/ ∼ defined as,
where v is a function defined on the equivalence classes. Then, each Y i has the form a i P + b i Q, and the indices a i and b i can be updated correspondingly. Now, we explain why the new map is a well-defined map on E/ ∼. More precisely, we have the following theorem. 
Also, we know
That is, Y i+1 = φ l (Y j+1 ) and Y i+1 ∼ Y j+1 . On the other hand, if k ∈ {r + 1, . . . , r + h}, we have
Therefore, Y i+1 = φ l (Y j+1 ) and Y i+1 ∼ Y j+1 . Further, if Y i = −Y j , it is trivial to check that Y i+1 = −Y j+1 . Theorem 3 shows that once the random walk defined by the new iteration function falls into the same equivalence class with certain previous value, from that value on, the current walk and the previous walk will always fall into the same equivalence class for each step. This feature is the key point for the variant Pollard rho works. Then we can combine this feature with the distinguished point method to detect the collision. Therefore, the new iteration function is a well-defined map on E/ ∼. Correspondingly, by introducing point halving into the iteration on equivalence classes, one can expect to achieve certain further speedup for computing ECDLP over Koblitz curves. In fact, our theoretical estimate of the speedups in section 3.2 also applies to the Koblitz curves case.
We studied the bit-slicing technique [5] [6] [7] , as mentioned in [5] , binary Edwards curves do not appear to save time for ECC2-X, and the implementation of bit-slicing uses standard affine coordinates for Weierstrass curves. The bit-slicing technique is adopted to speedup the multiplication of the underlying field, and correspondingly the inversion operation. However, it does not change the assumption of the ratio I/M of inversion to multiplication. We confirm that there is no obstacle for the new method work with the bit-slicing technique.
Conclusion
In this paper, we adapt a new iteration function for the rho method to allow efficient use of point halving for computing elliptic curve discrete logarithms over binary fields. We discuss the new algorithm in theoretical analysis and propose certain practical settings. Compare to the previous r-adding walk, generally the new r + h-mixed walk can achieve a significant speedup for computing elliptic curve discrete logarithms over binary fields. Particularly, in the case of certain NIST-recommended curves over binary fields the new approach is about 12-17% faster than the previous best methods. We also show that the new approach can be applied to Koblitz curves.
